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Abstract—Closed-form stochastic filtering equations can be derived in a general setting where probability distributions are replaced by some specific outer measures. In this article, we study how the principles of the sequential Monte Carlo method can be adapted for the purpose of practical implementation of these equations. In particular, we explore how sampling can be used to provide support points for the approximation of these outer measures. This step enables practical algorithms to be derived in the spirit of particle filters. The performance of the obtained algorithms is demonstrated in simulations and their versatility is illustrated through various examples.

Notations

- $X$: State space
- $p$: Probability distribution
- $f$: Possibility functions
- $P$: Probability distributions on possibility functions
- $P_*$: Outer measure induced by $P$
- $X$: Uncertain variable
- $\{W_i\}$: Probabilistic weights ($\sum_i W_i = 1$)
- $\{w_i\}$: Possibilistic weights ($\max_i w_i = 1$)

I. INTRODUCTION

The way uncertainty about a system of interest is modelled can greatly affect the performance of the corresponding estimation algorithms. It has been well recognised that in addition to uncertainty caused by randomness, there is another type of uncertainty, the epistemic uncertainty, caused by the lack of knowledge [28], [2]. The differences between epistemic and aleatoric uncertainties have been studied intensively in the field of expert systems and artificial intelligence [27], but significantly less in statistics [18]. Different methods such as Bayesian non-parametric models [13] allow for acknowledging that all the parameters in the selected dynamical and observation processes might not be perfectly known, however, these often involve even more parameters in order to describe what is the uncertainty on the original ones, thus only offering a partial solution to the problem. Alternative modelling of uncertainties are available through the different generalisations of probability theory that have been proposed in the last 50 years, such as fuzzy logic, imprecise probabilities, possibility theory, fuzzy random sets and Dempster-Shafer theory [33], [30], [7], [29], [10], [31], [14]. Most of these approaches offer the ability to model a complete absence of information but do not provide a general way of dealing with stochastic filtering.

Recently a new framework for modelling uncertainty has been introduced [19], [22], which builds upon the standard measure-theoretic concept of outer measure. In particular, a specific class of outer measures based on functional integrals of the supremum has been shown to enable dynamical systems to be modelled [21]. By combining a probability measure on a specific function space and a supremum on these functions, this class of outer measure encompasses a wide range of uncertainties, from the complete absence of knowledge to the refined information given by a probability measure on the state space.

Since closed-form estimations algorithms can be derived from this framework [21], it is natural to inquire about the ability to implement the corresponding recursions and solve practical stochastic filtering problems without making strong assumptions on either the underlying probability measures on function spaces or on the functions themselves. This aspect of the problem has connections with robust filtering [12], [15], [32] in the sense that a more encompassing model should intuitively reduce the sensitivity to model discrepancies, particularly in the dynamical and observation noise.

Sequential Monte Carlo (SMC) algorithms, also referred to as particle filters, have become ubiquitous in Bayesian estimation in the last 20 years since the seminal work [17], and have early on been used in a wide spectrum of applications [8], [4], [26], [5]. Their properties have been studied in details [6] and extensions are now countless. We will consider its simplest form in this article, known as the bootstrap particle filter, which propagates an approximation of the filtering distribution via an empirical measure of the form $N^{-1} \sum_{i=1}^{N} \delta_{x_i}$, where $\{x_i\}_{i=1}^{N}$ is a collection of samples, or particles. Since the particles are equally weighted in the case of the bootstrap particle filter, it is solely their distribution that approximately encodes the information of interest. The bootstrap particle filter yield the true filtering distribution in the limit where the number of particles tend to infinity [6] so that new flavours of the particle filters have to be shown to have the same property.

This article proposes a practical implementation of the outer-measure recursions for stochastic filtering using an adaptation of the SMC method for propagation of support points (also referred to as particles). Although other approaches such as grid-based methods could be considered, the proposed approach is expected to inherit from the versatility and the adaptivity of the particle filter and has the potential of improving its robustness. The key problem is how to perform sampling for specific functions that represent the considered class of outer measures. Although the proposed algorithms will be very similar to a particle filter, the underlying principles will appear to differ significantly. In particular, samples will always be weighted and it is solely these weights that will carry
the information. It follows that justifications for the proposed approach will take a completely different form from the ones usually used in the SMC methodology.

II. UNCERTAINTY AND OUTER MEASURES

The objective in this section is to describe the uncertainty about a system represented by its state in a state space $X$, which might be a subset of $\mathbb{R}^d$ for some $d > 0$. Even when the state of the system in $X$ is deterministic, the standard way of representing the uncertainty about it in the Bayesian formalism is to associate a random variable $X$ with it. Formally, $X$ is assumed to be a measurable mapping from a sample space $(\Omega, \mathcal{F}, \mathbb{P})$ to the state space $X$ (equipped with an appropriate $\sigma$-algebra). One can think of any point $\omega \in \Omega$ as a possible state of the world in which case $X_\omega$ is simply “extracting” the state of the system of interest from $\omega$. Events regarding this system, say $X \in B$ for some measurable subset $B$ of $X$, can be expressed as events in $\Omega$ via the subset $X^{-1}(B)$ of $\mathcal{F}$ and their probability can be assessed via $\mathbb{P}$. The law $p$ of $X$ is defined in this way: $p(B) = \mathbb{P}(X^{-1}(B))$ for any measurable subset $B$. In the absence of randomness, there is no need to define the probability measure $\mathbb{P}$ or the $\sigma$-algebra $\mathcal{F}$, however the sample space $\Omega$ can still be considered to represent the possible states of the world.

We consider the reverse construction and assume that we have been given some information about the considered system in the form of a set function $\bar{P}$ on $X$ such that $\bar{P}(B) \in [0, 1]$ is the credibility of the event $X \in B$. Note that in this case, an event can be based on any subset of the considered space since there is no question of measurability and we refer to $X$ as an uncertain variable to emphasize this. For the same reasons as in standard probability theory, we require that $\bar{P}(\emptyset) = 0$ and that $\bar{P}(B') \leq \bar{P}(B)$ whenever $B' \subseteq B$. However, since we want to consider situations where there might be no objection against either $X \in B$ nor $X \in B'$ even if $B$ and $B'$ are disjoint, we relax the assumption of additivity and instead consider that $\bar{P}(B \cup B') \leq \bar{P}(B) + \bar{P}(B')$ for any subsets $B$ and $B'$. Extending this assumption to countable unions of subsets, it follows that $\bar{P}$ is an outer measure. Since we are interested in the case where the measure of the whole space $X$ is 1, we naturally refer to this sort of outer measure as outer probability measure (o.p.m.).

Instead of pushing forward the probability measure $\mathbb{P}$ to $X$ through a random variable in order to define its law, we pull the o.p.m. $\bar{P}$ back onto $\Omega$ in order to define another o.p.m. $\tilde{P}$ as

$$\tilde{P}(A) = \bar{P}(X(A))$$

for any $A \subseteq \Omega$ (this operation would not be valid in general with probability measures). As is standard in probability theory, we consider the event $X \in B$ as a function of $\Omega$ as follows

$$(X \in B)(\omega) = \begin{cases} 1 & \text{if } X(\omega) \in B \\ 0 & \text{otherwise,} \end{cases}$$

which allows for writing $\tilde{P}(X \in B)$ for the credibility of the event $X \in B$. As opposed to random variables and probability measures, uncertain variables do not induce a unique o.p.m. on the corresponding state space. This is meaningful since we might be given different pieces of information about the same uncertain quantity. We instead say that an o.p.m. $P$ describes an uncertain variable $X$ whenever $\tilde{P}(B)$ is equal to the perceived credibility of the event $X \in B$.

In some situations, it is useful to see $\tilde{P}$ as defining an upper bound for probability distributions. Indeed, it holds that $p(B) \leq \tilde{P}(B)$ for all $B$ in some $\sigma$-algebra, for some probability measure $p$ on $X$, in which case we will say that $p$ is (globally) bounded by $\tilde{P}$. The credility $\tilde{P}(B)$ can then be seen as the maximum probability for the event $X \in B$.

For instance, if $X = \{\text{head}, \text{tail}\}$ then we can interpret an o.p.m. $P$ defined by $P(\text{head}) = 1$ and $P(\text{tail}) = \alpha$ as providing the information “the probability of head is unknown and the probability of tail is no more than $\alpha$". If $P(\text{head}) + P(\text{tail}) = 1$ then $\tilde{P}$ is a probability measure. This example illustrates the fact an o.p.m. can characterise a unique probability distribution.

In order to solve practical problems, it is important to restrict our attention to o.p.m.s of a specific form, and one of the simplest forms is given by

$$\tilde{P}(B) = \sup_{x \in B} f(x)$$

for any $B \subseteq X$, where $f$ is a positive function with supremum equal to one. This type of function is called a “possibility distribution” in the context of possibility theory [11]. However, since we will be using the term “distribution” to refer to probability distributions, we call $f$ a possibility function instead. The set of possibility functions on $X$ is denoted $L(X)$.

Although o.p.m.s induced by possibility functions might be sufficient in some contexts, it is possible to extend significantly the sort of information that can be represented by considering o.p.m.s of the form [19]

$$\tilde{P}(B) = \int \sup_{x \in B} (f) P(df), \quad \text{(1)}$$

where $P$ is a probability measure on $L(X)$. This form is suitable when little is known about the considered system; yet $\tilde{P}$ can still be as precise as a probability measure in the limit where all the possibility functions in the support of $P$ are of the form $1_x$ for some $x \in X$. For technical reasons, we need to define the measure given by $\tilde{P}$ to any function $\varphi$ in the set $L^\infty(X)$ of non-negative bounded functions on $X$ as

$$\tilde{P}(\varphi) = \int \|\varphi \cdot f\|_{\infty} P(df), \quad \text{(2)}$$

where $\| \cdot \|_{\infty}$ is the supremum norm and where $\varphi \cdot f$ denotes the point-wise product between $\varphi$ and $f$, i.e. $(\varphi \cdot f)(x) = \varphi(x)f(x)$ for any $x \in X$. Notice that the definition in eq. (1) can be recovered from eq. (2) by considering $\varphi = 1_B$ with $1_B$ is the indicator of $B$. Whenever an o.p.m., e.g. $P$ or $\tilde{P}_t$, will be introduced, the associated probability measure $P$ or $P_{t|t-1}$ on possibility functions will be assumed to be implicitly defined.
The last ingredient in the practical definition of an o.p.m. is the specification of one or more possibility functions. For this purpose, it is important to notice that most of the common probability density functions can be turned into possibility functions. For instance, a Gaussian possibility function is a function $f$ in $L(\mathbb{R}^d)$ that verifies
\[ f(x) = \mathcal{N}(x; \mu, \Sigma) \doteq \exp \left( -\frac{1}{2} (x - \mu)^T \Sigma^{-1} (x - \mu) \right), \]
for some $\mu \in \mathbb{R}^d$ and some $d \times d$ positive-definite matrix $\Sigma$ with real coefficients. Although we have not defined the notion of mean and variance for possibility functions, it is still a helpful abuse of language to refer to $\mu$ and $\Sigma$ as the mean and variance of the possibility function $\mathcal{N}(x; \mu, \Sigma)$.

**Remark 1.** If a probability distribution $P$ on $L(\mathbb{X})$ is supported by the indicator functions of rectangles then the proposed approach can be related to the set-membership estimation framework [23]. In particular, connections with box-particle filtering [1], [16] can be made when $P$ is approximated by a set of samples/particles.

**Example 1.** Assume that the objective is to locate a person in Melbourne. It is known that the person texted the following message: “I’m about to see a movie on Chapel Street”. Part of the challenge is that there are three cinemas on Chapel street. Assuming the average daily number of visitor is known for each cinema, say $n_1$, $n_2$ and $n_3$, then this information can be embedded in an appropriate o.p.m.
\[
\bar{P}(\varphi) = \frac{n_1}{n} \| \varphi \cdot 1_{C_1} \|_{\infty} + \frac{n_2}{n} \| \varphi \cdot 1_{C_2} \|_{\infty} + \frac{n_3}{n} \| \varphi \cdot 1_{C_3} \|_{\infty},
\]
where $C_1$, $C_2$ and $C_3$ are disjoint subsets of $\mathbb{X} = \mathbb{R}^2$ describing the extent of each cinema and where $n = n_1 + n_2 + n_3$. The associated probability measure $P$ is
\[
P = \frac{n_1}{n} \delta_{1_{C_1}} + \frac{n_2}{n} \delta_{1_{C_2}} + \frac{n_3}{n} \delta_{1_{C_3}}.
\]

**Example 2.** Consider the information provided by a bearings-only observation produced by an idealised passive radar/sonar and taking the form of a probability distribution $p$ on the interval $Y = (-\pi; \pi]$. This distribution can be written as a probability distribution $P$ on $L(\mathbb{Y})$ characterised by the fact that $P$ gives mass $p(dy)$ to the function $1_y$ and gives mass 0 to all other functions. Assume that the objective is to express the underlying uncertainty on the space $\mathbb{X} = \mathbb{R}^2$ of 2-dimensional Cartesian coordinates (assumed centred on the sensor). The elements $x \in \mathbb{X}$ are written as $x = (x_1, x_2)$. The corresponding outer measure $\bar{P}$ on $\mathbb{X}$ verifies
\[
\bar{P}(\varphi) = \int_{x \in \mathbb{X}} \sup_{x' \in \mathbb{X}_{x_1}} (\varphi(x)1_y(\arctan(x_2/x_1))) p(dy).
\]
The expression of $\bar{P}$ can be interpreted intuitively as follows: the true state is on the half-line
\[
x \in \mathbb{X} : \arctan(x_2/x_1) = y
\]
with probability $p(dy)$ for any $y \in \mathbb{Y}$, but there is a complete absence of knowledge on the actual position on a given half-line. This is an example of outer measure based on uncountably many possibility functions.

Most scenarios of interest involve several uncertain quantities and the relation between these quantities must be described, e.g. with joint random variables in the standard approach. Let $\mathbb{Y}$ be another space, let $\mathbb{Y}$ be an uncertain variable on $\mathbb{Y}$ and let $P$ be an o.p.m. on $\mathbb{X} \times \mathbb{Y}$ representing the joint uncertain variable $(X, Y) : \Omega \rightarrow \mathbb{X} \times \mathbb{Y}$, i.e. $\bar{P}(A \times B)$ is the credibility of the joint event $(X \in A, Y \in B)$. In particular, the uncertain variables $X$ and $Y$ are said to be independently described if there exist two o.p.m.s $\bar{P}_X$ and $\bar{P}_Y$ such that
\[
\bar{P}(A \times B) = \bar{P}_X(A)\bar{P}_Y(B),
\]
for any $A \subseteq \mathbb{X}$ and any $B \subseteq \mathbb{Y}$. This property simply implies that the information we hold about $X$ and $Y$ is not interdependent. For instance, an o.p.m. $\bar{P}$ constructed from the information “$X$ is 100m away from $Y$” would not describe $X$ and $Y$ independently.

**III. FILTERING EQUATIONS AND RECURSION**

Let $X_t$ be the uncertain variable on the state space $\mathbb{X}_t$ describing the state at time $t \in \mathbb{T} = \{0, \ldots, T\}$ with $T \in \mathbb{N}$. The observation at time $t$ is similarly modelled by an uncertain variable $Y_t$ on the observation space $\mathbb{O}_t$. We consider the filtering equations
\[
X_t = F_t(X_{t-1}, U_t),
Y_t = O_t(X_t, U'_t),
\]
where $F_t$ and $O_t$ are the functions describing the dynamics and the observation respectively and where $\{U_t\}_{t \in \mathbb{T}}$ and $\{U'_t\}_{t \in \mathbb{T}}$ are collections of independently described uncertain variables.

In order to describe conditional information, we first introduce a conditional possibility function $g(\cdot | x)$ from $\mathbb{X}_{t-1}$ to $\mathbb{X}_t$ describing the transition from $X_{t-1} = x$ to $X_t$ and such that $g(\cdot | x) \in L(\mathbb{X}_t)$ for any $x \in \mathbb{X}_{t-1}$. Conditional possibility functions verify the same type of properties as conditional probability distributions: if $f_{t-1}$ is a possibility function on $\mathbb{X}_{t-1}$ describing $X_{t-1}$ then
\[
f_t(x) = \sup_{x' \in \mathbb{X}_{t-1}} g(x | x') f_{t-1}(x')
\]
is a possibility function describing $X_t$. This prediction equation for possibility functions is the analogue of the Chapman-Kolmogorov equation in standard Bayesian filtering except that the integral is replaced by a supremum and probability density functions are replaced by possibility functions.

**Remark 2.** Although possibility functions can be seen as renormalised probability distributions, this identification cease to hold when applying operations such as eq. (5). For instance, if $\mathbb{X} = \{-2, -1, 0, 1, 2\}$, if $f_{t-1} = 1_{\{-1,1\}}$ and if
\[
g(x | x') = \begin{cases} 
1 & \text{if } x = x' \\
1/2 & \text{if } |x - x'| = 1 \\
0 & \text{otherwise,}
\end{cases}
\]
then $f_t(x)$ is equal to $1$ for $x = -1,1$ and to $1/2$ for $x = -2,0,2$. This is different from the result that would be obtained if the standard Chapman-Kolmogorov equation was applied to normalised version of $f_{t-1}$ and $g$ and if the result
was turned back into a possibility function (indeed we would have \( f_0(y) = 1 \)).

Let \( Q_t(x | X_{t-1} = x) \) be a conditional o.p.m. on the state space \( X_t \), representing the uncertainty induced by \( F_t(x, U_t) \), e.g. \( Q_t(1_B | X_{t-1} = x) \) is the credibility of the event \( X_t \in B \) given that \( X_{t-1} = x \). Following [20], we consider that \( Q_t(x | X_{t-1} = x) \) is of the form

\[
Q_t(x | X_{t-1} = x) = \int \| \varphi \cdot g(\cdot | x) \|_\infty Q_t(dy | X_{t-1} = x)
\]

where \( Q_t(x | X_{t-1} = x) \) is a probability measure on conditional possibility functions which does not depend on the realisation \( x \) of \( X_{t-1} \) (the conditioning is only indicated in order to underline the nature of the possibility functions in the support of \( Q_t(x | X_{t-1} = x) \)).

Similarly, we denote by \( S_t(x | X_t = x) \) the conditional o.p.m. on \( Y_t \) describing the uncertainty induced by \( O_t(x, U'_t) \). The o.p.m. \( S_t \) describes the knowledge about the point observation in \( Y_t \) given the state in \( X_t \). The relation between \( S_t(x | X_t = x) \) and the likelihood will be detailed later in this section.

In general, we might not directly receive the realisation \( y_t \) of the observation variable \( Y_t \) at time \( t \). Information about \( y_t \) might be given instead under a different form, e.g. as a natural language statement or as an event such as \( y_t \in A \). The latter case can model information provided by digital sensors when a given pixel or resolution cell is known to contain the point observation \( y_t \). The information about the point observation \( y_t \) is referred to as observed information and is represented by an o.p.m. \( \bar{I}_t \) on \( Y_t \).

**Remark 3.** Although it is unusual to assume that a point observation \( y_t \) is not directly received, this is a convenient approach when dealing with non-standard observations. For instance, in the case of natural language statements, it is not easy to formally define the space of all possible statements so instead we assume that \( y_t \) is the point observation corresponding to what is perceived by the person emitting the statement and the statement itself is simply considered as information about \( y_t \).

The following theorem describes the prediction from time \( t-1 \) to time \( t \), where \( \bar{P}_{t-1} \) denotes the posterior o.p.m. at the previous time step, i.e. the o.p.m. describing \( X_{t-1} \) given the observed information \( \bar{I}_{0}, \ldots, \bar{I}_{t-1} \), and where \( \bar{P}_{t-1} \) is the probability measure on \( L(X_t) \) associated with the o.p.m. \( \bar{P}_{t-1} \).

**Theorem 1.** The predicted o.p.m. \( \bar{P}_{t | t-1} \), which describes the uncertain variable \( X_t \) given the observed information \( \bar{I}_{t-1}, \ldots, \bar{I}_{t-1} \), is characterised by

\[
\bar{P}_{t | t-1}(\varphi) = \int \| \varphi \cdot \zeta(f,g) \|_\infty Q_t(dy | X_{t-1})P_{t-1 | t-1}(df)
\]

for any \( \varphi \in L^\infty(X_t) \), where the possibility function \( \zeta(f,g) \) on \( X_t \) is defined as

\[
\zeta(f,g)(x) = \sup_{x' \in X_t} g(x | x')f(x').
\]

for any \( x \in X_t \).

The proof of theorem 1 can be found in the appendix, together with the proofs of the other results in the article.

The mapping \( \zeta_t \) defined in theorem 1 takes a possibility function \( f \) in \( L(X_{t-1}) \) and incorporates the uncertainty brought by the conditional possibility function \( g \) into it so that \( \zeta_t(f,g) \in L(X_t) \) represents the resulting uncertainty at time \( t \). The probability distribution \( P_{t | t-1} \) on which the o.p.m. \( \bar{P}_{t | t-1} \) is based gives probability mass \( Q_t(dy | X_{t-1})P_{t-1 | t-1}(df) \) to the function \( \zeta_t(f,g) \).

The update mechanism is derived in the next theorem for the considered setting where the uncertainty induced by \( U'_t \) is not assumed negligible, as opposed to [21]. As before, the probability measures \( S_t(y | X_t) \) and \( I_t \) are the ones underlying the o.p.m.s \( S_t(y | X_t = x) \) and \( I_t \).

**Theorem 2.** The posterior o.p.m. \( \bar{P}_{t | t} \) on \( X_t \) resulting from the update of the predicted o.p.m. \( \bar{P}_{t-1 | t} \) on \( X_t \) by the observed information \( I_t \) on \( Y_t \) can be expressed as

\[
\bar{P}_{t | t}(\varphi) = \frac{\int \| \varphi \cdot \zeta(s,h) \|_\infty P_{t-1 | t}(df)S_t(ds | X_t)I_t(dh)}{\int \| \varphi \cdot \zeta(s,h) \|_\infty P_{t-1 | t}(df)S_t(ds | X_t)I_t(dh)}
\]

for any \( \varphi \in L^\infty(X_t) \), where the function \( \zeta_t(s,h) \in L^\infty(X_t) \) is characterised by

\[
\zeta_t(s,h)(x) = \| s(x | \cdot) : h \|_\infty
\]

for all \( x \in X_t \).

The result of theorem 2 can be simplified by considering the case where all the involved o.p.m.s are based on a single-possibility function, i.e. when there exist \( f_t \in L(X_t) \), \( h_t \in L(Y_t) \) and a conditional possibility function \( s_t(x | \cdot) \) on \( Y_t \) such that

\[
\bar{P}_{t | t-1}(\varphi) = \| \varphi \cdot f_{t-1} \|_\infty,
\]

\[
\bar{I}_t(\varphi) = \| \varphi \cdot h_t \|_\infty,
\]

\[
\bar{S}_t(\varphi | X_{t-1} = x) = \| \varphi \cdot s_t(x | \cdot) \|_\infty,
\]

for any \( \varphi \in L^\infty(X_t) \) and any \( x \in X_t \). It follows in this simplified setting that the posterior o.p.m. at time \( t \) verifies \( \bar{P}_{t | t}(\varphi) = \| \varphi \cdot f_t \|_\infty \) for some possibility function \( f_t \) on \( X_t \), defined as

\[
f_t(x) = \frac{f_{t-1}(x)}{\sup_{x' \in X_t} f_{t-1}(x')} s_t(y_t | x')
\]

In particular, if a point observation \( y_t \) is made available, then \( h_t = 1_{y_t} \) and

\[
f_t(x) = \frac{f_{t-1}(x) s_t(y_t | x)}{\sup_{x' \in X_t} f_{t-1}(x') s_t(y_t | x')},
\]

which is the analogue of Bayes’ theorem with a supremum instead of an integral and with possibility functions rather than probability density functions.

**Remark 4.** Following the same approach as in [21, Theorem 10], it can be proved that the filtering equations eq. (5) and eq. (8) lead to the same recursion as the Kalman filter in terms of mean and variance when all the involved possibility functions are Gaussian.

It is assumed in the rest of the paper that a point observation \( y_t \in Y_t \) is made available so that the observed information
takes the form \( \tilde{I}_t(\varphi) = \|\varphi \cdot 1_{B_t}\|_\infty = \varphi(y_t) \), which corresponds to \( I_t = \delta_{y_t} \). It is also assumed that the conditional o.p.m. \( Q_t(\cdot | X_{t-1} = x) \) is based on a single possibility function \( g_t(\cdot | x) \). These assumptions can be easily lifted and are only made for the sake of simplicity. To sum up, the filtering equations are expressed as

\[
\bar{P}_{t|t-1}(\varphi) = \int \|\varphi \cdot g_t(\cdot | x)\|_\infty \bar{P}_{t-1|t-1}(df) \\
\bar{P}_{t|t}(\varphi) = \frac{\int \|\varphi \cdot s(y_t | \cdot)\|_\infty \bar{P}_{t|t-1}(df) S_t(ds | X_t) I_s(dh)}{\int \|f \cdot s(y_t | \cdot)\|_\infty \bar{P}_{t|t-1}(df) S_t(ds | X_t) I_s(dh)} \tag{9a}
\]

\[
\bar{P}_{t|t}(\varphi) = \frac{\int \|\varphi \cdot f(\cdot | x)\|_\infty \bar{P}_{t|t-1}(df) S_t(ds | X_t) I_s(dh)}{\int \|f \cdot s(y_t | \cdot)\|_\infty \bar{P}_{t|t-1}(df) S_t(ds | X_t) I_s(dh)} \tag{9b}
\]

for any \( \varphi \in L^\infty(X_t) \).

### IV. Approximating o.p.m.s

The two building blocks of the considered class of o.p.m.s are probability measures and possibility functions. Approximating the former is the topic of a vast body of literature, however, it is less clear how to proceed with the latter. In the following sections, we consider separately the cases of continuous and discrete spaces.

#### A. For possibility functions on a continuous space

The general objective in this section is to devise an approximation for possibility functions that makes the above-described filtering equations tractable. One of the first solution approaches is to consider \( f \) a possibility function on \( X \) and if \( G \) is a partition of \( X \) then we can approximate \( f \) by a piece-wise constant function \( \hat{f} \) defined for any \( A \in G \) and any \( x \in A \) by

\[ \hat{f}(x) = \sup_{x' \in A} f(x'). \]

This approach has been considered in [3] for inference from natural language statements. However, the usual disadvantages of grid-based approaches apply equally to such an approximated possibility function: there might be little prior knowledge about the support of \( f \) so that a large area has to be covered, and this can make this method highly inefficient. One of the usual alternatives to grid-based methods in the context of Bayesian inference is the particle-based approach which relies on sampling from the probability distributions of interest. However, sampling does not apply directly to a possibility function \( f \in L(X) \). Yet, this can be seen as an advantage, since we can select the probability distribution of our choice to sample from.

Putting aside the question of which probability distribution to sample from, consider that we have computed \( N \) samples \( \{x_i\}_{i=1}^N \) from a distribution \( p \) on \( X \). These samples can be used as support points for an approximation of \( \|\varphi \cdot f\|_\infty \) for any \( \varphi \in L^\infty(X) \) as

\[ \|\varphi \cdot f\|_\infty \approx \max_{1 \leq i \leq N} w_i \varphi(x_i) \tag{10} \]

with \( w_i \propto f(x_i) \) for any \( i \in \{1, \ldots, N\} \) and \( \max_i w_i = 1 \). This approach is different in nature from the approximation of a probability distribution by the empirical measure \( \sum_i \delta_{x_i} \).

#### Remark 5

One of the main objectives in practice when dealing with stochastic filtering is to find an approximation of the mean or mode of the filtering distributions, and the analogue of the latter for a possibility function \( f \) is \( \arg\max_x f(x) \). Therefore, the interest will often be in the dual problem of locating \( \arg\max_x \varphi(x) f(x) \) rather than approximating \( \|\varphi \cdot f\|_\infty \).

The following proposition ensures, under conditions, that the error in the approximation eq. (10) converges to 0 when the number of samples tends to infinity.

#### Proposition 1

Let \( \varphi \in L^\infty(X) \), let \( f \in L(X) \), let \( p \) be a probability measure on \( X \) with the same support as \( f \) and let \( x_i \sim p \) for \( i \in \{1, \ldots, N\} \) and for some integer \( N \). If the function \( \varphi \cdot f \) is Lipschitz and achieves its supremum then the following convergence in probability holds

\[ \max_{1 \leq i \leq N} w_i \varphi(x_i) \xrightarrow{N \to \infty} \|\varphi \cdot f\|_\infty, \]

where \( w_i = f(x_i) \) for any \( i \in \{1, \ldots, N\} \).

Although proposition 1 is restricted to sufficiently regular functions \( \varphi \) and \( f \), this result illustrates the freedom on the choice of the probability distribution \( p \) that we sample from. The speed at which this convergence will take place will however greatly depend on the choice of \( p \). If the approximation \( \|\varphi \cdot f\|_\infty \) was performed for a fixed \( \varphi \) then it would be meaningful to make \( p \) depend on this function, however, in the context of filtering, \( \varphi \) might be for instance the likelihood of future observations, which is not available when approximating the prior in general. Keeping in mind the case where \( \varphi \) is the likelihood of future observations, it also appears that \( \varphi \cdot f \) might achieve its maximum in an area where \( f \) takes low values so that the samples should be sufficiently spread across the support of \( f \) with less samples where \( f \) is small.

If \( f \) is integrable, the simplest way to define the probability density function (p.d.f.) \( p \) from which to sample from is to renormalise \( f \) as

\[ p(x) = \frac{f(x)}{\int f(x)dx}. \]

In the performance assessment in section VI, the p.d.f. \( p \) will be referred to as the scaled distribution associated with \( f \). However, it is also possible to define a probability distribution \( p^* \) providing the maximum diversity of samples while being small/negligible where \( f \) is. In theory, one can select \( p^* \) as the solution of a constrained optimisation problem:

\[ p^* = \arg\max_p H(p) \tag{11} \]

subject to

1) \( p \) is a probability distribution on \( X \)
2) \( \int 1_B(x)p(x)dx \leq \sup_{\varphi \in \mathcal{B}(X)} \varphi(x) \) for any \( B \in \mathcal{B}(X) \)

where \( H(p) = \mathbb{E}[-\ln p(X)] \) is the differential entropy of a probability density function \( p \), with \( \mathbb{E} \) the expectation w.r.t. a random variable \( X \) with distribution \( p \).

The choice of the probability distribution \( p^* \) follows from the principle of maximum entropy, first established in the context of statistical mechanics in [24]. This principle states
that the probability distribution which best represents the available information is the one with maximum entropy. Interpreting the possibility function as the available information, the formulation of eq. (11) follows directly. The principle of maximum entropy can be used within the Bayesian framework to determine prior probability distributions [25] and is therefore compatible with the proposed approach. In particular, the normal distribution \( \mathcal{N}(\mu, \sigma^2) \) is the maximum-entropy distribution with mean \( \mu \) and variance \( \sigma^2 \) that is supported by the real line [9]; this fact supporting the common choice of a normal distribution as a prior.

We solve the problem of eq. (11) for the Gaussian possibility function \( \mathcal{N}(\cdot; 0, 1) \) on \( \mathbb{R} \).

**Lemma 1.** Let \( f \) be a monotonically increasing possibility function defined on an interval \( I = (-\infty, b] \) for some \( b \in \mathbb{R} \), then a probability distribution \( p \) on \( I \) is bounded by \( f \) if and only if its cumulative distribution function (c.d.f.) \( F \) verifies \( F \leq f \).

**Proposition 2.** The solution of eq. (11) when \( f = \mathcal{N}(\cdot; 0, 1) \) is the symmetrical probability distribution \( p^* \) characterised on \( (-\infty, 0] \) by

\[
p^*(x) = \begin{cases} -\frac{1}{2}x\mathcal{N}(x; 0, 1) & \text{if } x < x^* \\ \frac{1}{2\pi} (\mathcal{N}(x^*; 0, 1) - 1) & \text{if } x^* \leq x \leq 0 \end{cases}
\]

where \( x^* \) is the strictly negative solution of

\[
\exp\left(-\frac{1}{2}x^2\right)(x^2 + 1) = 1. \tag{12}
\]

Notice that the solution of eq. (12) can be easily found numerically, e.g. by the bisection method. The solution given in proposition 2 is illustrated in fig. 1. A direct consequence of this proposition is that random variables distributed according to \( p^* \) can be easily obtained through inverse transform sampling, i.e. as

\[
(F^*)^{-1}(U) = \begin{cases} -\sqrt{2\ln(2U)} & \text{if } u < \frac{1}{2} \mathcal{N}(x^*; 0, 1) \\ \sqrt{2\ln(2(1-U))} & \text{if } u > 1 - \frac{1}{2} \mathcal{N}(x^*; 0, 1) \\ \frac{1}{2\pi} (\mathcal{N}(x^*; 0, 1) - 1) & \text{otherwise.} \end{cases}
\]

where the law of \( U \) is the uniform distribution on \([0, 1]\), denoted \( U([0, 1]) \), and where \( F^* \) is the c.d.f. of \( p^* \). Henceforth, this method will be referred to as the *global entropy* method.

In order to keep general the algorithm description given in the next sections, we will denote by \( \mathcal{P}_c(f) \) the probability distribution from which samples are obtained for the approximation of a given possibility function \( f \) on a continuous space, regardless of the method used (i.e. scaled or global entropy). The different methods for defining \( \mathcal{P}_c(f) \) will be evaluated in section VI.

**B. For possibility functions on a discrete space**

Possibility functions on discrete spaces might not need to be directly approximated since a large number of their values can be simply stored without inducing computational issues.
as the local entropy method in the following sections. Finding the p.m.f. with maximum entropy that is locally bounded by the \( w_i \)'s can be seen as a water pouring operation as illustrated on fig. 2. This operation is easier to justify for discrete probability distributions than for continuous ones since it is not always applicable in the latter case, e.g. when \( \int f(x)dx < 1 \).

Although this local approach is ad-hoc, the objective is simply to preserve as many terms in eq. (13) as possible, which makes attractive the local viewpoint.

The probability distribution used to obtain support points for the approximation of the possibility function associated with the collection of weights \( \{ w_i \}_{i=1}^N \) is denoted \( \mathcal{P}_d(\{ w_i \}_{i=1}^N) \). The different options for defining such a probability distribution on a discrete space will be evaluated in section VI.

C. For o.p.m.s

The objective is now to detail a procedure yielding a \( N \)-sample approximation \( \bar{P}^n \) of a given o.p.m. \( \bar{P} \) on a given space \( X \), where "\( n \)" stands for "sampled". This approximation can be expressed for any \( \varphi \in \mathcal{L}_\infty(X) \) under the form

\[
\bar{P}(\varphi) \approx \bar{P}^n(\varphi) = \sum_{i=1}^m W_i \max_{1 \leq j \leq M_i} w_{i,j} \varphi(x_{i,j}),
\]

where \( \{W_i\}_{i=1}^m \) is a collection of positive weights summing to 1 and where \( \mathcal{X}_i = \{(w_{i,j},x_{i,j})\}_{j=1}^{M_i} \) is a collection of positively-weighted samples for any \( i \in \{1, \ldots, m\} \), for some integer \( m \). The collection of weights \( \{W_i\}_{i=1}^m \) comes from the (standard) sampling of possibility functions from the probability measure \( P \) on \( L(X) \) that is associated with \( \bar{P} \), while \( \mathcal{X}_i \) comes from the proposed approximation of the sampled possibility functions. The approximation in eq. (15) is consistent with the functional integrals of the supremum considered before, as it displays the finite versions of the integral and the supremum, i.e. a sum and a maximum respectively.

Note that the approximated o.p.m. \( \bar{P}^n \) is characterised by the collection \( \mathcal{L} = \{(W_i, \mathcal{X}_i)\}_{i=1}^m \). A pseudo-code of this procedure is given in algorithm 1 where the approximation of an arbitrary o.p.m. \( \bar{P} \) is obtained iteratively by selecting a possibility function \( f \) from the associated distribution \( P \) on \( L(X) \) and by approximating this possibility function via samples from \( \mathcal{P}_c(f) \).

As opposed to the single-function case \( \bar{P}(\varphi) = \|\varphi \cdot f\|_\infty \) where it is simply assumed that the sample weights have maximum 1, the normalisation of the sample weights has an effect on the possibility-function weight \( W_i \) in general (as described on line 22 of algorithm 1). This is due to the fact that \( \bar{P}^n \) can only be renormalised as a whole and rescaling within its expression have to be compensated for.

V. SEQUENTIAL MONTE CARLO WITH O.P.M.S

Whichever approach is used for obtaining support points for the approximation of possibility functions, the overall mechanisms of propagating these weighted samples as an approximation of the sequence of posterior o.p.m.s remain the same, and are detailed in this section.

A. Initialisation

It is assumed that the initial o.p.m. \( \bar{P}_{0:0} \) is replaced by a \( N \)-sample approximation \( \bar{P}^n_{0:0} \). This approximation can be expressed as

\[
\bar{P}^n_{0:0}(\varphi) \approx \bar{P}^*_{0:0}(\varphi) = \sum_{i=1}^{m_0} W_{0,i} \max_{1 \leq j \leq M_{0,i}} w_{0,i,j} \varphi(x_{0,i,j}),
\]

for some collection \( \mathcal{L}_0 = \{(W_0, \mathcal{X}_0)\}_{i=1}^{m_0} \) with, for any \( i \in \{1, \ldots, m_0\} \),

\[
\mathcal{X}_0 = \{(w_{0,i,j}, x_{0,i,j})\}_{j=1}^{M_{0,i}}.
\]

\begin{algorithm}
\caption{Approximation algorithm}
\begin{algorithmic}[1]
\Function{L}{\text{Approximation}(P, N)}
\State \( \mathcal{F} = \emptyset \) \Comment{Set of approximated functions}
\State \( m = 0 \) \Comment{Number of approximated functions}
\Repeat \( f \sim P \)
\If{\( f \notin \mathcal{F} \)}
\State \( m \leftarrow m + 1 \)
\State \( f_m = f \)
\State \( M_m = 1 \)
\State \( \mathcal{F} = \mathcal{F} \cup \{f_m\} \)
\State \( x_{m,1} \sim \mathcal{P}_c(f_m) \)
\State \( \bar{w}_{m,1} = f_m(x_{m,1}) \)
\State \( \mathcal{X}_m = \{(\bar{w}_{m,1}, x_{m,1})\} \)
\Else
\State Find \( n \) s.t. \( f_n \in \mathcal{F} \) and \( f_n = f \)
\State \( M_n \leftarrow M_n + 1 \)
\State \( x_{n,M_n} \sim \mathcal{P}_c(f) \)
\State \( \bar{w}_{n,M_n} = f(x_{n,M_n}) \)
\State \( \mathcal{X}_n = \mathcal{X}_n \cup \{(\bar{w}_{n,M_n}, x_{n,M_n})\} \)
\EndIf
\Until{\( \sum_{i=1}^m M_i = N \)}
\For{\( i = 1, \ldots, m \)}
\State \( W_i = \frac{M_i}{\sum_{i'\in F} \max_{1 \leq j \leq M_{i'}} \bar{w}_{i',j}} \)
\State for \( j = 1, \ldots, M_i \) \Do\State \( w_{i,j} = \frac{\bar{w}_{i,j}}{\sum_{1 \leq \ell \leq M_i} \bar{w}_{i,\ell}} \)
\EndFor
\EndFor
\State Output: \( \mathcal{L} = \{\{W_i, \mathcal{X}_i = \{(w_{i,j}, x_{i,j})\}_{j=1}^{M_i}\}\}_{i=1}^m \)
\EndFunction
\end{algorithmic}
\end{algorithm}
By construction, it holds that \( \sum_i M_0^i = N \).

**B. Prediction**

Assuming that the posterior o.p.m. \( \hat{P}_{t-1|t-1} \) at the previous time step is approximated by

\[
\hat{P}_{n}^t_{t-1|t-1}(\varphi) \doteq \sum_{i=1}^{m_t-1} W_t^{i-1} \max_{1 \leq j \leq M_t-1} w_{i-1}^{i,j} \varphi(x_{i-1}^{i,j}),
\]

it follows that the predicted o.p.m. based on \( \hat{P}_{n}^t_{t-1|t-1} \) takes the form

\[
\varphi \mapsto \sum_{i=1}^{m_t-1} W_t^{i} \max_{1 \leq j \leq M_t-1} w_{i}^{i,j} \varphi \cdot \| g_t(\cdot | x_{i-1}^{i,j}) \|_\infty.
\]

This o.p.m. is a sum of max-mixtures of the form eq. (13) and needs to be further approximated. This is achieved by drawing a sample \( \tilde{x}_{i,j}^{i,j} \) from \( P_t(x_t | x_{i-1}^{i,j}) \) for any index \( j \in \{1, \ldots, M_t-1\} \) and any \( i \in \{1, \ldots, m_t-1\} \), so that the predicted o.p.m. \( \tilde{P}_t^{i,j} \) can be given by

\[
\tilde{P}_t^{i,j}(\varphi) = \sum_{i=1}^{m_t-1} W_t^{i} \max_{1 \leq j \leq M_t-1} w_{i}^{i,j} \varphi(\tilde{x}_{i,j}^{i,j}),
\]

where

\[
W_t^{i} = \frac{W_t^{i-1}}{\sum_{k} W_t^{k-1} \max_{1 \leq l \leq M_t-1} w_{i-1}^{k,l} g_t(\tilde{x}_{i,j}^{i,l} | x_{i-1}^{i,l})}
\]

and

\[
w_{i,j}^{i,j} = \frac{\max_{1 \leq k \leq M_t-1} w_{i-1}^{k,j} g_t(\tilde{x}_{i,j}^{i,k} | x_{i-1}^{i,k})}{\max_{1 \leq k \leq M_t-1} w_{i-1}^{k,j} g_t(\tilde{x}_{i,j}^{i,k} | x_{i-1}^{i,k})}.
\]

The collections of samples \( \{ \tilde{x}_{i,j}^{i,j} \}_M \) at the subscript “\( t \)” instead of “\( t|t-1 \)" since they will not be affected by the update, as will become clear in the next section. The complexity of this prediction step is quadratic in the number of samples. This is not surprising since determining the maximum a posteriori (MAP) in a particle filter is also of quadratic complexity.

**Remark 6.** Is some situations, and in particular when the uncertainty on the motion model is small, the predicted o.p.m. can be further approximated by considering \( g_t(\tilde{x}_{i,j}^{i,k} | x_{i-1}^{i,k}) \approx 0 \) for any \( i \in \{1, \ldots, m_t-1\} \) whenever \( l \neq k \). This approximation lowers the complexity of the prediction step to linear in the number of samples. This linear implementation will be referred as the \( O(N) \) version of the proposed method in section VI, while the prediction given by eqs. (16) and (17) will be called the \( O(N^2) \) version.

**C. Update**

The mechanisms in the update also differ from standard particle filtering. In the general case where the integral w.r.t. \( S_t(\cdot | X_t) \) cannot be evaluated, one has to sample \( L_t \) conditional possibility functions \( \{ s_t \}_l = \{ S_t(\cdot | X_t) \} \) in order to enable an approximation of the updated o.p.m. \( \tilde{P}_{t|t} \) to be computed. It follows that

\[
\tilde{P}_{t|t}(\varphi) \approx \tilde{P}_{n}^t_{t|t}(\varphi) = \sum_{n=1}^{L_t} \sum_{i=1}^{m_t-1} \tilde{W}_t^{i,l} \max_{1 \leq j \leq M_t-1} w_t^{i,j} \varphi(\tilde{x}_t^{i,j}),
\]

with

\[
\tilde{W}_t^{i,l} = \frac{W_t^{i,t-1}}{\sum_{n} \sum_{k} W_t^{k,l-1} \max_{1 \leq s \leq M_t-1} w_{t}^{k,s} g_t(y_t | \tilde{x}_{t}^{k,s})}
\]

and

\[
w_t^{i,j} = \frac{w_{t}^{i,j-1}}{\max_{1 \leq k \leq M_t-1} w_{t}^{i,j-1} s_t(y_t | \tilde{x}_{t}^{i,k})}.
\]

**D. Resampling**

In order to focus the computational power on the areas of the state space with non-negligible likelihood, the sampling procedure detailed in section IV is applied to the approximation of \( \tilde{P}_{t|t} \) and yields an o.p.m. \( \tilde{P}_{n}^t_{t|t} \) characterised by the collection \( \mathcal{L}_t = \{ (\tilde{W}_t^i, X_t^i) \}_i = 1 \) with

\[
X_t^i = \{ (w_t^{i,j}, \tilde{x}_t^{i,j}) \} \subseteq M_t.
\]

The algorithm can then be iterated by applying the prediction step described in section V-B.

The loss of diversity in the resampling step can be further reduced as follows:

1) Compute \( P_t^{i,j} = \mathcal{P}_d(\{ w_t^{i,j} \}_{j=1}^{M_t}) \) for all \( i \in \{1, \ldots, m_t\} \)

2) Apply the standard resampling to the samples \( (i, j) \) verifying \( w_t^{i,j} = p_t^{i,j} \) only (the weights indicated in red in fig. 2)

This simple modification ensures that resampling is only applied to samples with low weight, hence slowing down the decrease in sample diversity without introducing additional parameters. This modified resampling is referred to as the **selective resampling** in section VI, as opposed to the basic procedure that resamples *all* samples.
E. Pseudo-code

The complete SMC implementation of the o.p.m. recursion given in eq. (9) is summarised in algorithm 2, where sampling applied to an approximated o.p.m. $P_n$ is understood as follows: sampling $f$ from the distribution $P$ (as described in line 4 of algorithm 1) is replaced by selecting an index $i$ according to the weights $\{W_i\}$.

Algorithm 2 SMC implementation for o.p.m.-based filtering

1: function $L_T = $ Possibility filter($P_{0,0}, N$)
2: 
3: $L_0 = $ Approximation($P_{0,0}, N$)
4: for $t = 1, \ldots, T$ do
5: # Prediction
6: for $i = 1, \ldots, m_{t-1}$ do
7: for $j = 1, \ldots, M^{t}_{t-1}$ do
8: $\tilde{x}_{t}^{i,j} \sim P_c(g_{\bar{t}}(\cdot | x_{t-1}^{i,j}))$
9: Compute $w_{t|i}^{i,j}$ according to eq. (17)
10: end for
11: Compute $W_{t|i}^{i}$ according to eq. (16)
12: end for
13: # Update:
14: for $\ell = 1, \ldots, L_t$ do
15: $s_t \sim S_t(\cdot | X_t)$
16: for $i = 1, \ldots, m_{t-1}$ do
17: for $j = 1, \ldots, M^{t}_{t-1}$ do
18: Compute $\tilde{w}_{t|i}^{i,\ell}$ according to eq. (20)
19: end for
20: Compute $\tilde{W}_{t|i}$ according to eq. (19)
21: end for
22: end for
23: Define $P_{t}^{s}$ according to eq. (18)
24: # Resampling
25: $L_t = $ Approximation($P_{t}^{s}, N$)
26: end for
27: end function

In the case where all the involved o.p.m.s are based on a single possibility function, the filtering recursion reduces to eq. (5) and eq. (8). Algorithm 3 details the corresponding simplified version of algorithm 2.

VI. SIMULATION RESULTS

In this section, the performance of the different design choices in the proposed approach are assessed and compared with a standard particle filter in simulations. The MAP is considered as an estimate for both filters since the mean is not always meaningful, e.g. when the posterior distribution is multi-modal. The MAP of the particle filter is obtained via

$$\hat{x}_t = \arg\max_x p(y_t | x_t) \sum_{1 \leq i \leq N} p(x_t | x_{t-1}^{i}) w_{t-1}^{i}$$

where $\{(x_{t-1}^{i}, w_{t-1}^{i})\}_{i=1}^{N}$ is the collection of weighted particles before prediction and $\{x_{t}^{i}\}_{i=1}^{N}$ are the particles after update at time $t$, and where the usual abuse of notations using $p$ to denote the probability density function of any given argument is used. The sample with highest weight is simply considered as the MAP for the proposed approach.

Remark 7. When the dimension is low, an approximate MAP for the particle filter could also be calculated using kernel density estimation (KDE), that is

$$\hat{x} = \arg\max_x \left(\frac{1}{N h} \sum_{i=1}^{N} K\left(\frac{x - x_i}{h}\right)\right),$$

for some kernel $K$, some bandwidth $h > 0$ and some collection $\{x_i\}_{i=1}^{N}$ of i.i.d. samples. The analogous operation for the with possibility functions satisfy

$$\hat{x} = \arg\max_x \left(\max_{1 \leq i \leq N} w_{i} K'\left(\frac{x - x_i}{h}\right)\right) = x_j \text{ with } j = \arg\max_{1 \leq i \leq N} w_{i},$$

for some possibility function $K'$ reaching its maximum at 0 and some collection of weighted samples $\{(w_i, x_i)\}_{i=1}^{N}$. This confirms that the sample with highest weight can be considered as the MAP when performing inference with possibility functions.

A. Simulations in the single-function case

In this section, we consider the case where all the involved o.p.m.s are based on a single possibility function. The proposed method is, in this case, referred to as the (particle) possibility filter.
TABLE I: Total RMSE and execution time (between brackets) for filtering based on probability (Pr) and possibility (Po) modelling, with different sampling for continuous and discrete distributions (scaled, global entropy or local entropy), different complexities (linear or quadratic) and different resampling techniques (based on all samples or on selective resampling). The results are averaged over 1000 Monte Carlo runs. The two best overall filters are indicated in orange and the two best linear filters in blue, with the best in each category being in bold.

| Model  | Continuous | Discrete | Complexity | Resampling | Scenario 1 | Scenario 2 |
|--------|------------|----------|------------|------------|------------|------------|
|        |            |          |            |            | $N = 256$  | $N = 512$  | $N = 1024$ | $N = 128$  | $N = 256$  | $N = 512$  |
| Pr     | Po         | Scaled   | $O(N)$    | All        | 42.34 (0.14) | 42.83 (0.29) | 43.04 (0.61) | 29.61 (0.05) | 29.76 (0.09) | 30.08 (0.19) |
| Po     | Po         | Global   | $O(N)$    | Select.    | 43.70 (0.25) | 40.79 (0.50) | 38.48 (1.04) | 27.56 (0.10) | 25.38 (0.19) | 24.20 (0.38) |
| Po     | Po         | Global   | $O(N)$    | All        | 56.67 (0.28) | 54.05 (0.58) | 51.50 (1.30) | 32.29 (0.10) | 29.30 (0.21) | 28.11 (0.45) |
| Po     | Po         | Global   | $O(N)$    | Select.    | 56.84 (0.28) | 54.17 (0.58) | 51.06 (1.29) | 32.11 (0.10) | 29.26 (0.21) | 28.39 (0.45) |
| Po     | Po         | Local    | $O(N)$    | Select.    | 40.11 (0.25) | 38.92 (0.49) | 38.10 (1.00) | 26.54 (0.09) | 25.95 (0.17) | 25.68 (0.35) |
| Po     | Po         | Local    | $O(N)$    | All        | 40.58 (0.25) | 39.07 (0.50) | 38.17 (1.02) | 26.66 (0.09) | 26.23 (0.18) | 25.88 (0.37) |

1) Scenario with Gaussian distributed noises: A standard 4-dimensional hidden Markov model (HMM) is first considered with linear-Gaussian dynamics (nearly constant velocity model in the plane with standard deviation $\sigma = 1 \text{m/s}^2$) and linear-Gaussian observation (noisy observation of the position with standard deviation $\varsigma = 0.1 \text{m}$) on a scenario with 100 time steps of $\Delta = 0.1 \text{s}$. The filtering equations then take the form

$$X_t = \begin{bmatrix} F & 0 \_2 \_2 \\ F & \_2 \_2 \_2 \\ \end{bmatrix} X_{t-1} + \sigma U_t$$

$$Y_t = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ \end{bmatrix} Y_t + \varsigma U_t'$$

where $U_t \sim \mathcal{N}(0_{d \_d}, Q)$ and $U_t' \sim \mathcal{N}(0_{d \_d}, I_d)$ with $0_{d \_d}$ the zero matrix of dimension $d \times d$ and $I_d$ is the identity matrix of dimension $d \times d$, where

$$F = \begin{bmatrix} 1 & \Delta \\ 0 & 1 \\ \end{bmatrix} \quad \text{and} \quad Q = \begin{bmatrix} Q' & 0 \_2 \_2 \\ 0 \_2 \_2 & Q' \\ \end{bmatrix}.$$ 

with

$$Q' = \begin{bmatrix} \Delta^2/3 & \Delta/2 \\ \Delta^2/3 & \Delta^2/ \Delta \\ \end{bmatrix}.$$ 

The initial state $X_0$ is set to $[0, 1, 0, 1]^T$, and the initial variance is $0.01 I_4$.

Both the particle and possibility filters are given these parameters, but the particle filter takes into account the fact that the underlying observation and dynamic noises are Gaussian whereas the possibility filter uses these parameters in a Gaussian possibility function of the form eq. (3), which is less informative.

The results are shown in terms of root mean square error (RMSE) in the column Scenario 1 of table I for different number of samples ($N = 256, 512, 1024$). Out of all the different implementations of the possibility filter, the one using the global entropy method for continuous spaces, the local entropy approach for discrete space and the quadratic evaluation of the predicted weights performs the best for all numbers of samples. This implementation also shows a competitive performance when compared to the particle filter with true MAP (indicated by a complexity of $O(N^2)$). This is a good result for the possibility filter since the information it takes is weaker than the one of the particle filter, in the sense that the possibility filter does not assume that the model is given exactly. The results are similar for linear implementations, with the global/local one performing the best overall. The RMSE obtained with the particle filter in the case where the particle with highest weight is considered as an estimate is also given as an indication (indicated by a complexity of $O(N)$).

2) Scenario with Student’s t distributed noises: In order to assess the performance of the proposed method in the presence of modelling discrepancies, a 2-dimensional HMM is considered with linear dynamics and observation models that are similarly to the ones of the first scenario, i.e.

$$X_t = FX_{t-1} + \frac{\varsigma}{\sigma} U_t$$

$$Y_t = \begin{bmatrix} 1 & 0 \\ 0 & 1 \\ \end{bmatrix} X_t + \varsigma U_t'$$

but where the noises are Student’s $t$ distributed, i.e. $U_t \sim \mathcal{S}_\nu$ and $U_t' \sim \mathcal{S}_{\nu'}$ with $\mathcal{S}_\nu$ the Student’s $t$ distribution with $\nu$ degrees of freedom. The coefficients $\hat{\nu}$ and $\tilde{\nu}$ are defined as

$$\hat{\nu}^2 = \frac{\nu}{\nu - 2} \quad \text{and} \quad \tilde{\nu}^2 = \frac{\nu'}{\nu' - 2}$$

and help ensuring that the variance in the noise terms is the same as in the first scenario. We consider the values $\nu = \nu' = 5$ in the simulations. The initial state $X_0$ is set to $[0, 1]^T$, and the initial variance is $0.01 I_2$.

The model communicated to the considered methods is however linear-Gaussian, with the means and variances of the actual noises. In this case, the two best implementations of the possibility filter show better performance than the particle filter, as shown in the Scenario 2 column of table I. As far as the linear filters are concerned, the implementation which is based on sampling from scaled possibility functions performs well with 256 and 512 samples. However, the global/local implementation remains competitive throughout and is therefore preferred.

B. Simulations in the general case

In order to demonstrate the performance of the general SMC algorithm introduced in section V, a case where the initial
knowledge can be represented by multiple possibility functions is considered. In this section, only the best-performing implementation of the proposed method is evaluated.

The estimation of the angular position $\theta_1$ and rotation speed $\dot{\theta}_1$ at a fix point on a spinning disk is considered. The state space is $\mathbf{X} = (-\pi, \pi] \times \mathbb{R}$ and the state is $x_t = [\theta_t, \dot{\theta}_t]^T$. The dynamics is modelled by a linear-Gaussian nearly-constant rotation speed model with a standard deviation of $1$ rad/s$^2$. The considered observation model is

$$Y_t = \cos(\theta_t) + U_t,$$

where $\{U_t\}_{t}\in\mathbb{T}$ is a collection of normally-distributed random variables with a standard deviation of 0.1. This observation implies that the posterior will be bi-modal if the prior information is not providing the direction of rotation. We therefore consider a prior knowledge of the form

$$P_0(\varphi) = \frac{1}{2} \| \varphi \cdot \mathcal{N}([0, 1]^T, \Sigma) \|_2 + \frac{1}{2} \| \varphi \cdot \mathcal{N}([0, -1]^T, \Sigma) \|_2$$

with $\Sigma$ the diagonal matrix corresponding to a standard deviation of $0.1$ rad in angular position and $0.2$ rad/s in rotation speed. The o.p.m. $P_0$ models that the rotation is clockwise with a probability of 0.5 and anti-clockwise otherwise. The corresponding prior for the particle filter is

$$p(x_0) = \frac{1}{2} \mathcal{N}(x_0; [0, 1]^T, \Sigma) + \frac{1}{2} \mathcal{N}(x_0; [0, -1]^T, \Sigma).$$

The results are shown in fig. 3 and indicate that the multi-possibility filter has a better performance than the particle filter at almost all iterations despite the fact that the exact model is given.

The scenario considered in this section is simple when compared to the capabilities of the multi-possibility filter in the sense that the number of possibility functions can be large and highly varying in general whereas this number is limited to 2 in this example. However, the obtained results show that considering multiple possibilities can be beneficial even in this case.

VII. Conclusion

Sequential Monte Carlo algorithms based on outer-measure recursions have been introduced and assessed in simulations. In particular, it has been shown that sample-based approximations can be used to propagate the o.p.m.s corresponding to a stochastic filtering problem. As opposed to standard SMC methods, the samples are seen as support points on which the possibility functions underlying the considered o.p.m.s are approximated. The benefits and the flexibility offered by the proposed method have been demonstrated in simulation in the presence of modelling discrepancies. Such a flexibility could be crucial in practice since the true model is rarely known for real data. Future work will consider how parameter estimation can be performed in the proposed framework.
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for any $\varphi \in L^\infty(X_t)$. The desired results follows from rewriting $\bar{P}(\varphi \times 1_{Y_t})$ as

$$\bar{P}(\varphi \times 1_{Y_t}) = \int \sup_{x \in X_t} (\varphi(x) f(x) h \cdot s(\cdot | x) \|_\infty) \times I_t(dh) S_t(ds | X_t) P_{t|t-1}(df)$$

and from noticing that $\bar{P}(1_{X_t} \times Y_t) = \bar{P}(\varphi \times 1_{Y_t}) |_{\varphi=1_{X_t}}$.

**Proof of proposition 1.** First assume that $\|\varphi \cdot f\|_\infty = 0$, then either $w_i = 0$ or $\varphi(x_i) = 0$ for all $i \in \{1, \ldots, N\}$, in which case the result is obvious. Now assuming that $\|\varphi \cdot f\|_\infty > 0$, let $B_\epsilon$ be a subset of the $\epsilon$-neighbourhood of $A = \arg\max_x \varphi(x) f(x)$ for some $\epsilon > 0$. Since $\varphi \cdot f$ is Lipschitz, there exists $K \geq 0$ such that $|w_i \varphi(x_i) - \|\varphi \cdot f\|_\infty| \leq K |x_i - x^*|$ where $x^*$ is the element of $A$ that is closest to $x_i$, so that $x_i \in B_\epsilon$ implies $|w_i \varphi(x_i) - \|\varphi \cdot f\|_\infty| \leq K\epsilon$. It follows from the fact that the support of $p$ is equal to the one of $f$ that $p(B_\epsilon) > 0$. Therefore, it holds as required that for any $\epsilon > 0$ and any $\delta > 0$, there exists an integer $N'$ such that the probability for all the samples to be outside $B_\epsilon$ is smaller than $\delta$ for any $N \geq N'$.

**Proof of lemma 1.** The “if” part of the statement follows from the definition of boundedness with the subset $(-\infty, x]$ since

$$F(x) = \int_{-\infty}^x p(y) dy \leq \sup_{y \in (-\infty, x]} f(y) = f(x),$$

for any $x \leq b$. For the “and only if” part, it is sufficient to notice that for any $B \subseteq I$ if we let $x = \sup B$ then

$$\int_B p(y) dy \leq F(x) \leq f(x) = \sup_{y \in B} f(y).$$

so that $\int_B p(y) dy \leq \sup_{y \in B} f(y)$ as required.

**Sketch of proof for proposition 2.** If there is no constraint, the maximum-entropy probability distribution on an interval $[-a, 0]$ of $\mathbb{R}$ for some $a > 0$ is the uniform distribution $U([-a, 0])$. The corresponding c.d.f. is the affine function with value 0 at $-a$ and 1 at 0. By symmetry, we simplify the problem to finding a function $p^*$ on $(-\infty, 0]$ such that $p^* = \arg\max_p H(p)$ subject to

$$\int_{-\infty}^x p(y) dy = F(x) \leq \frac{1}{2} f(x)$$

for any $x \leq 0$, so that $p^*$ integrates to $1/2$ on $(-\infty, 0]$. Indeed, we attribute half of the probability mass on the interval $(-\infty, 0]$ by symmetry, and $f$ is monotonically increasing on this interval so that lemma 1 can be applied. This aspect is illustrated in fig. 1. Although there is no uniform distribution on $(-\infty, 0]$, the maximum-entropy distribution bounded by $f/2$ on this interval has a c.d.f. that is equal to $f/2$ on the interval $(-\infty, x^*)$ and is then affine on the interval $[x^*, 0]$, where $x^*$ is the point at which the tangent to $f/2$ goes through the point $(0, 1/2)$.