COUNTING RESONANCES ON HYPERBOLIC SURFACES
WITH UNITARY TWISTS
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Abstract. We present the Laplace operator associated to a hyperbolic
surface Σ \ H and a unitary representation of the fundamental group Γ,
extending the previous definition for hyperbolic surfaces of finite area to
those of infinite area. We show that the resolvent of this operator admits
a meromorphic continuation to all of \mathbb{C} by constructing a parametrix for
the Laplacian, following the approach by Guillopé and Zworski. We use
the construction to provide an optimal upper bound for the counting
function of the poles of the continued resolvent.
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1. Introduction

We consider a finitely generated Fuchsian group Γ ⊂ Isom^+(\mathbb{H}) together
with a finite-dimensional Hermitian vector space V and a unitary represen-
tation \chi: Γ → U(V) of Γ on V. We let X := Σ \ H denote the associated
orbifold. We emphasize that we allow Γ to contain elliptic elements; hence
X is not necessarily a manifold. Nevertheless we call X a hyperbolic surface
even though it need not be a genuine manifold.

The representation \chi induces a Hermitian vector orbibundle \mathcal{E}_\chi → X
with typical fiber V. On \mathcal{E}_\chi we consider the Laplace operator, \Delta_{X,\chi},
which extends to an unbounded positive self-adjoint operator on L^2(X, E_\chi).
The resolvent

R_{X,\chi}(s) = (\Delta_{X,\chi} - s(1 - s))^{-1}

is defined for s ∈ \mathbb{C} with \text{Re} s > 1/2 and s(1 - s) not in the spectrum of \Delta_{X,\chi},
as a bounded operator L^2(X, E_\chi) → L^2(X, E_\chi).
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Our first main result is that the resolvent admits a meromorphic continuation to $s \in \mathbb{C}$.

**Theorem A.** Let $X = \Gamma \backslash \mathbb{H}$ be a geometrically finite hyperbolic surface and $\chi: \Gamma \to \text{U}(V)$ be a finite-dimensional unitary representation. The resolvent $R_{X,\chi}(s)$ admits a meromorphic continuation to $s \in \mathbb{C}$ with poles of finite multiplicity as an operator

$$R_{X,\chi}(s): L^2_{\text{cpt}}(X, E_\chi) \to L^2_{\text{loc}}(X, E_\chi).$$

The poles of $R_{X,\chi}(s)$ are called resonances, the set of resonances is denoted by $\mathcal{R}_{X,\chi}$ and the multiplicity of each resonance $s \in \mathcal{R}_{X,\chi}$ is denoted by $m_{X,\chi}(s)$. We define the resonance counting function $N_{X,\chi}(r)$ as the sum of all resonances $s \in \mathbb{C}$ with $|s| < r$ counted with multiplicities (see (93)).

Our second main result is that the counting function of the resonances admits a quadratic upper bound.

**Theorem B.** The resonance counting function satisfies

$$N_{X,\chi}(r) = O(r^2) \quad \text{as } r \to \infty.$$

**Prior Results.** For finite area $X$ (hence no funnel ends) possibly with unitary twists, we refer to the articles of Phillips [Phi98, Phi97] and the books by Venkov [Ven82] and Hejhal [Hej76, Hej83]. For hyperbolic surfaces without elliptic points and no twists, Guillopé [Gui92] showed the meromorphic continuation of the resolvent and Guillopé–Zworski [GZ95] proved the upper bound on the number of resonances. For asymptotically hyperbolic manifolds and infinite volume hyperbolic surfaces without cusps, the meromorphic continuation was proved by Mazzeo–Melrose [MM87], see also Guillopê–Zworski [GZ95].

**Structure.** We will mainly follow the approach of Guillopê–Zworski [GZ95]. However, since our Laplacian acts on sections in a vector orbibundle, we have to modify the construction of the meromorphic continuation of the resolvent. In particular, the gluing construction of Guillopê–Zworski is more involved, with a new obstacle arising from finding a suitable way to restrict the representation to the funnel ends and the cusp ends. For the model calculations of the funnel ends and the cusp ends, we can diagonalize the representation to reduce the Fourier expansion of the resolvent kernel to the untwisted case. To prove the upper bound on the number of resonances, we relate the resonances to zeros of a determinant of a certain operator that is closely related to the resolvent and estimate then the number of zeros of this determinant. We use the explicit representations of the resolvent for the funnel ends and the cusp ends. Since the resonances of the funnel depend on the eigenvalues of the representation, this is more delicate than in the untwisted case.

**Outline.** The article is structured as follows: we collect the necessary background material about hyperbolic spaces and representations of Fuchsian groups in Section 3. In particular, we present the vector bundle associated to $\chi$, its restriction to the boundary as well as the notion of section that are smooth up to the boundary. For the two model ends, the funnel and the
cusp, we explicitly compute the meromorphic continuation of the resolvent in Section 4. The main analysis of the Laplacian or rather its resolvent is performed in Section 5, where we prove Theorem A, establishing that the resolvent \((\Delta_{X,s} - s(1 - s))^{-1}\) admits a meromorphic extension to \(\mathbb{C}\) with poles of finite multiplicity. In Section 6 we prove Theorem B, the upper bound for the resonances.
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2. Preliminaries

We denote the Euclidean distance function on \(\mathbb{C}\) by \(d_{\mathbb{C}}\). For \(z \in \mathbb{C}\) we define the Japanese bracket \(\langle z \rangle := \left(1 + |z|^2\right)^{1/2}\).

Conventions. Let \((X, g_X)\) be an oriented Riemannian manifold. We denote the canonical measure by \(d\mu_X\). We denote by \(C^\infty_c(X)\) the space of complex-valued compactly supported smooth (i.e., infinitely often differentiable) functions on \(X\), endowed with its canonical LF topology. Its topological dual space, the space of distributions, is denoted by \(C^{-\infty}(X)\). Further we denote the canonical dual pairing between \(u \in C^\infty_c(X)\) and \(f \in C^{-\infty}(X)\) by \(\langle f, u \rangle := f(u)\). We denote the dual space of \(C^\infty(X)\) by \(C^{-\infty}_c(X)\), which is the space of compactly supported distributions. We always identify operators \(A : C^\infty_c(Y,F) \to C^{-\infty}(X,E)\) via

\[
\langle Au, v \rangle = \langle K_A, u \otimes v \rangle,
\]

that is

\[
A := K_A \in C^{-\infty}(X \times X).
\]

Or, in the sense of distributions, we may write

\[
\int_X (Au)(z) v(z) \, d\mu_X(z) = \int_{X \times X} A(z, z') u(z) v(z') \, d\mu_{X \times X}(z, z').
\]

Let also \(Y\) be a Riemannian manifold. Let \(E \to X\) and \(F \to Y\) be smooth vector bundles over \(X\) and \(Y\), respectively. If \(A : C^\infty_c(Y, F) \to C^{-\infty}(X, E)\) is a bounded linear operator, then its Schwartz kernel is \(A \in C^{-\infty}(X \times Y, E \otimes F')\) (see Kumano-go [Kg81, Theorem 8.7] for the case that \(A\) is smoothing), where the exterior tensor product \(E \otimes F'\) is defined via

\[
(E \otimes F')(x,y) = E_x \otimes F'_y.
\]

If \(U_X \subseteq X\) and \(U_Y \subseteq Y\) are coordinate neighborhoods in which \(E|_{U_X} \cong U_X \times V_X\) and \(F|_{U_Y} \cong U_Y \times V_Y\) for some fixed vector spaces \(V_X\) and \(V_Y\), then
the bundle $E \boxtimes F'$ has the local trivialization
\[(E \boxtimes F')|_{U_X \times U_Y} \cong U_X \times U_Y \times V_X \times V'_Y \cong U_X \times U_Y \times \text{Hom}(V'_Y, V_X).\]
In particular, for $X = Y$ and $E = F$ and any coordinate neighborhood $U \subset X$, we have
\[(E \boxtimes E')|_{U \times U} \cong U \times U \times \text{End}(V).\]
In these coordinates, a section $u \in C^\infty(U \times U, E \boxtimes E')$ is of the form
\[u: U \times U \to \text{End}(V).\]

Let $U$ be a Banach space and $\Omega \subset \mathbb{C}$ open. A function $f: \Omega \to U$ is holomorphic if it is complex differentiable on all of $\Omega$. If $f: \Omega \to U$ is locally bounded, then $f$ is holomorphic if and only if for every functional $v \in U'$ the composed function $v \circ f: \Omega \to \mathbb{C}$ is holomorphic (see, e.g., [Kat95, Chapter 3, Theorem 3.12]). The function $f$ is meromorphic if it is holomorphic except on a set of isolated points in $\Omega$ and $f$ has poles at these isolated points.

For any bounded operator $A$, we set $|A| := (A^*A)^{1/2}$. Its non-zero eigenvalues are called the singular values of the operator $A$, which we denote by $\mu_k(A)$, $k \in \mathbb{N}$, listed in decreasing order.

We denote the identity operator on function spaces by $I$ and we will omit it if it is clear from the context. For instance, we write the resolvent of an operator $A$ as $(A - \lambda)^{-1}$ instead of $(A - \lambda I)^{-1}$. The identity on a finite-dimensional space $V$ will be denoted by $\text{id}_V$.

**Estimates and Asymptotics.** Let $X$ be a set and $a, b: X \to \mathbb{R}$ functions. We write
\[a \lesssim b \quad \text{or} \quad a(x) \lesssim b(x)\]
if there exists a constant $C > 0$ such that for all $x \in X$, $|a(x)| \leq C|b(x)|$.

Let now $X = \mathbb{R}$ and suppose that $x_0 \in \mathbb{R} \cup \{-\infty\}$.

We say that
\[a \in O(b) \quad \text{or} \quad a = O(b) \quad \text{as } x \to x_0\]
if $a(x)/b(x)$ is bounded as $x \to x_0$. If $a \in O(b)$ as $x \to x_0$ and $b \in O(a)$ as $x \to x_0$, then we write
\[a \asymp b \quad \text{or} \quad a(x) \asymp b(x) \quad \text{as } x \to x_0.\]

**3. Geometry of Hyperbolic Surfaces**

3.1. **Hyperbolic Surfaces.** We denote the hyperbolic plane by $\mathbb{H}$ and identify it with its upper half-plane model
\[\mathbb{H} = \{z \in \mathbb{C} : \text{Im } z > 0\}\]
with Riemannian metric
\[(2) \quad g_\mathbb{H}(x, y) = \frac{dx^2 + dy^2}{y^2} \quad (z = x + iy \in \mathbb{H}).\]

We let $\text{Isom}^+(\mathbb{H})$ denote the group of orientation-preserving Riemannian isometries of $\mathbb{H}$, endowed with the compact-open topology. As the action of $\text{Isom}^+(\mathbb{H})$ on $\mathbb{H}$ is faithful, we identify the elements of $\text{Isom}^+(\mathbb{H})$ with their action. If $\Gamma$ is a discrete subgroup of $\text{Isom}^+(\mathbb{H})$, then the orbit space
\[X = \Gamma \backslash \mathbb{H}\]
naturally carries the structure of a good hyperbolic Riemannian orbifold. It inherits its orbifold Riemannian metric \( g_X \) from \( \mathbb{H} \), by pushing the Riemannian metric \( g_{\mathbb{H}} \) defined in (2) to \( X \) via the canonical quotient map

\[
\pi_\Gamma : \mathbb{H} \to \Gamma \backslash \mathbb{H},
\]

Equivalently, the Riemannian metric of \( X \) is defined via a family of compatible, equivariant Riemannian metrics in the orbifold charts, for which we may choose here, by slight abuse of concept, all of \( \mathbb{H} \) as a global chart. For simplicity, we will call any such orbifold \( X \) a hyperbolic surface, allowing a slight abuse of notion. We emphasize that we allow hyperbolic surfaces to have singularity points, which are caused by those non-identity elements in \( \Gamma \) whose action on \( \mathbb{H} \) has fixed points.

We call a subset \( \mathcal{F} \) of \( \mathbb{H} \) a fundamental domain for the action of \( \Gamma \) on \( \mathbb{H} \) if

1. \( \mathcal{F} \) is connected,
2. for any \( g \in \Gamma \), \( g.\mathcal{F} \cap \mathcal{F} = \emptyset \), and
3. \( \mathbb{H} = \bigcup \{ g.\mathcal{F} : g \in \Gamma \} \).

We remark that we do not require any specific properties of the boundary of a fundamental domain. In particular, we deviate slightly from the usual definition of fundamental domains and admit also closed or semi-closed sets as fundamental domain. For certain types of investigations, it is helpful to identify the hyperbolic space \( X \) with any of its fundamental domains (including its side pairings).

The group \( \text{Isom}^+(\mathbb{H}) \) of orientation-preserving isometries can and shall be identified with the projective special linear group \( \text{PSL}(2, \mathbb{R}) \), which acts by Möbius transformations on the upper half-plane \( \mathbb{H} \). For \( g \in \text{PSL}(2, \mathbb{R}) \) and \( z \in \mathbb{H} \), we denote by \( g.z \) the action of \( g \) on \( z \). Every \( g \in \text{PSL}(2, \mathbb{R}), \ g \neq \text{id} \), can be classified as either elliptic, parabolic, or hyperbolic if \(|\text{tr} g| < 2 \), \(|\text{tr} g| = 2 \), or \(|\text{tr} g| > 2 \), respectively. If \( g \) is hyperbolic, then we find \( h \in \text{PSL}(2, \mathbb{R}) \) such that

\[
h^{-1}gh = h_\ell,
\]

where \( h_\ell.z = e^\ell z \) and \( \ell = 2 \text{arcosh}(|\text{tr} g|/2) \). If \( g \in \text{PSL}(2, \mathbb{R}) \) is parabolic, we can conjugate \( g \) to the element \( T \in \text{PSL}(2, \mathbb{R}) \) which is given by \( T.z := z + 1 \).

If the fundamental group \( \Gamma \) of a hyperbolic surface \( X = \Gamma \backslash \mathbb{H} \) is finitely generated, then \( X \) has only finitely many ends. In this case, \( X \) is called geometrically finite.

Throughout this article, we will restrict our consideration to hyperbolic surfaces that are geometrically finite.

Among the geometrically finite hyperbolic surfaces, we will sometimes consider separately the elementary ones. These are those hyperbolic surfaces \( X = \Gamma \backslash \mathbb{H} \) for which \( \Gamma \) is either generated by a single element (thus, \( \Gamma \) is cyclic) or \( \Gamma \) is conjugate to a group \( \langle a, b \rangle \subseteq \text{Isom}^+(\mathbb{H}) \), where \( a \) acts as a dilation,

\[
a.z = qz \quad \text{for some } q > 1 \text{ and all } z \in \mathbb{H},
\]

and \( b \) is the reflection on the unit circle,

\[
b.z = -\frac{1}{z} \quad \text{for all } z \in \mathbb{H}.
\]
3.2. **Ends of Hyperbolic Surfaces and Decomposition.** It is well-known that any non-elementary, geometrically finite hyperbolic surface has only two types of ends, namely funnels and cusps, and has only finitely many of these. In this section, we will recall these types of ends and relate them to the elementary surfaces.

3.2.1. **Funnel ends.** For $\ell \in (0, \infty)$, we define the model funnel $F_\ell$ as the Riemannian manifold

$$F_\ell := (0, \infty)_r \times (\mathbb{R}/2\pi\mathbb{Z})_\phi,$$

$$g_{F_\ell} := dr^2 + \frac{\ell^2}{4\pi^2} \cosh^2 r \, d\phi^2.$$

The subscript at sets denotes here and further in the article the typical variable name for its elements. The simplest hyperbolic surface with funnel ends is a hyperbolic cylinder, which is given by the quotient $C_\ell := \langle h_\ell \rangle \backslash \mathbb{H}$, where $h_\ell : z \mapsto e^\ell z$ is the standard hyperbolic element with displacement length $\ell \in (0, \infty)$. A (semi-closed) fundamental domain for $C_\ell$ is given by

$$F = \{ z \in \mathbb{H} : 1 \leq |z| < e^\ell \}.$$  

Set $\omega := 2\pi/\ell$. On the fundamental domain, we introduce geodesic coordinates $(r, \phi) \in \mathbb{R} \times (\mathbb{R}/2\pi\mathbb{Z})$ via

$$z = e^{\omega^{-1}\phi} \frac{e^r + i}{e^r - i}.$$  

In these coordinates, the hyperbolic metric of $C_\ell$, as induced from $\mathbb{H}$, reads

$$g_{C_\ell} = dr^2 + \omega^{-2} \cosh^2(r) d\phi^2.$$  

Consequently, we use the identification $C_\ell \cong \mathbb{R} \times (\mathbb{R}/2\pi\mathbb{Z})$. We also see that the hyperbolic cylinder is the union of two funnel ends joined by a single period geodesic, tracing out the set \{r = 0\}. In particular, the model funnel $F_\ell$ is given by $F_\ell = C_\ell \cap \{r > 0\}$ under this identification. We note that it has geodesic boundary.

3.2.2. **Cuspidal ends.** The model cusp is given by (geodesic-horocyclic coordinates)

$$F_\infty := (0, \infty)_r \times (\mathbb{R}/2\pi\mathbb{Z})_\phi,$$

$$g_{F_\infty} := dr^2 + e^{-2r} \, d\phi^2.$$  

The parabolic cylinder is given by the quotient $C_\infty := \langle T \rangle \backslash \mathbb{H}$, where $T.z = z + 1$ is the unit shift. A geodesically convex fundamental domain for $C_\infty$ is given by

$$F = \{ z \in \mathbb{H} : \text{Re } z \in (0, 1]\}.$$  

The map

$$(r, \phi) \mapsto z = \frac{\phi}{2\pi} + ie^r$$

induces a diffeomorphism

$$\mathbb{R} \times (\mathbb{R}/2\pi\mathbb{Z}) \cong C_\infty.$$
with respect to which the hyperbolic metric on \( C_\infty \) reads
\[
g_{C_\infty} = dr^2 + e^{-2r} d\phi^2.
\]
Under this identification, the model cusp \( F_\infty \) is given by \( C_\infty \cap \{ r > 0 \} \). The level sets \( \{ r = \ell \} \) are the horocycles centered at \( \infty \). (All other horocycles in \( \mathbb{H} \) are the images of these particular ones under the action of \( \text{Isom}^+(\mathbb{H}) \).)

3.2.3. Decomposition. The hyperbolic surface \( X \) decomposes into
\[
X = K \sqcup X_f \sqcup X_c,
\]
where \( X_f \) and \( X_c \) are disjoint unions of funnels and cusps, respectively, and \( K \) is compact (the compact core of \( X \)). That is
\[
X_f = \bigsqcup_{j=1}^{n_f} X_{f,j},
\]
\[
X_c = \bigsqcup_{j=1}^{n_c} X_{c,j},
\]
where each \( X_{f,j} \) is isometric to \( F_{\ell_j} \) for some \( \ell_j \in (0, \infty) \) and each \( X_{c,j} \) is isometric to \( F_\infty \). The boundary of \( X_f \) is geodesic and each cusp end has area 1. See, e.g., [Bor16, Section 2.4.1]

A subset \( U \) of \( \mathbb{H} \) is called \( \Gamma \)-stable if for each \( g \in \Gamma \) either
\[g.U = U \quad \text{or} \quad g.U \cap U = \emptyset.
\]
For any \( \Gamma \)-stable set \( U \subseteq \mathbb{H} \) we define the stabilizer of \( U \) as
\[
\Gamma_U := \{ g \in \Gamma : g.U = U \}.
\]
Then \( \Gamma_U \) is a subgroup of \( \Gamma \). As discussed in [Bea83, §10.4] (see also [GR70] for hyperbolic surfaces of finite area, or [Bor16, Proof of Theorem 2.23]) for each connected end \( F \) of \( X \) there exists an open connected set \( U \subset \mathbb{H} \) such that
\[
\begin{align*}
(\text{a}) & \quad \pi_\Gamma(U) = F, \\
(\text{b}) & \quad \text{The set } U \text{ is } \Gamma \text{-stable,} \\
(\text{c}) & \quad \text{The stabilizer group } \Gamma_U \text{ equals the cyclic group } \langle \gamma \rangle \text{ for some element } \gamma \in \Gamma. \text{ The element } \gamma \text{ is a primitive hyperbolic (parabolic) element of } \Gamma \text{ if } F \text{ is a funnel (a cusp).}
\end{align*}
\]

3.2.4. Boundary defining functions. We fix a funnel boundary defining function \( \rho_f \in C^\infty(X, (0, \infty)) \) satisfying
\[
\rho_f|_{X_{f,j}}(r, \phi) = \frac{1}{\cosh(r)}
\]
for all \( j = 1, \ldots, n_f \) in the coordinates as above and \( \rho_f = 1 \) on \( X_c \). Similarly, we fix a cusp boundary defining function \( \rho_c \in C^\infty(X, (0, \infty)) \) with the properties that
\[
\rho_c|_{X_{c,j}}(r, \phi) = e^{-r}
\]
for all \( j = 1, \ldots, n_c \) and \( \rho_c = 1 \) on \( X_f \). Moreover, set
\[
(7) \quad \rho := \rho_f \rho_c.
\]
3.3. **Geometry at Infinity and Compactifications.** We will take advantage of the geodesic compactification of the hyperbolic plane $\mathbb{H}$. In order to present this compactification, we let

$$\hat{\mathbb{C}} := \mathbb{C} \cup \{\infty\}$$

denote the Riemann sphere, that is, the one-point compactification of $\mathbb{C}$. We consider $\mathbb{H}$ canonically as a subset of $\hat{\mathbb{C}}$. Then the *geodesic compactification* of $\mathbb{H}$, denoted $\hat{\mathbb{H}}$, is the topological closure of $\mathbb{H}$ in $\hat{\mathbb{C}}$. The *geodesic boundary* of $\mathbb{H}$, denoted $\partial \mathbb{H}$, is then the topological boundary. Thus,

$$\partial \mathbb{H} = \mathbb{R} \cup \{\infty\}.$$  

We may also define $\mathbb{H}$ and $\partial \mathbb{H}$ intrinsically, in which case the points at infinity are characterized as equivalence classes of asymptotic geodesics, and neighborhood bases for the points at infinity are provided by nested families of horoballs. We refer for this approach to, e.g., [Ebe96].

The action of $\text{PSL}(2, \mathbb{R}) \cong \text{Isom}^+(\mathbb{H})$ on $\mathbb{H}$ extends continuously to $\hat{\mathbb{H}}$. We will take advantage of the standard classification of the elements of $\text{PSL}(2, \mathbb{R})$ using the number of the fixed points of their action on $\mathbb{H}$, as we recall now. Let $g \in \text{PSL}(2, \mathbb{R})$. Then $g$ is the identity in $\text{PSL}(2, \mathbb{R})$ if and only if the action of $g$ on $\mathbb{H}$ has more than two fixed points. If this action has exactly two fixed points, then both fixed points are on the boundary of $\mathbb{H}$. This is the case if and only if $g$ is hyperbolic. If the action of $g$ has a single fixed point, then this fixed point is on the boundary of $\mathbb{H}$ if and only if $g$ is parabolic, and it is in the interior of $\mathbb{H}$ if and only if $g$ is elliptic.

Let $\Gamma$ be a discrete subgroup of $\text{Isom}^+(\mathbb{H})$. We denote by $\Lambda(\Gamma)$ the *limit set* of the group $\Gamma$, that is the set of all accumulation points (limit points) in $\mathbb{H}$ of the action of $\Gamma$ on $\mathbb{H}$. The discreteness of $\Gamma$ implies that $\Lambda(\Gamma) \subseteq \partial \mathbb{H}$. We denote by

$$\Omega(\Gamma) := \mathbb{H} \setminus \Lambda(\Gamma)$$

the set of *ordinary points* and by $\mathcal{P}(\Gamma)$ the set of points fixed by parabolic elements. The geodesic compactification of the hyperbolic surface $X = \Gamma \backslash \mathbb{H}$ is then

$$\overline{X} = \Gamma \backslash (\Omega(\Gamma) \cup \mathcal{P}(\Gamma)),$$

which is also our choice of compactification in this article. We remark that $\overline{X}$ is not necessarily a manifold with boundary nor an orbifold as each cusp of $X$ is compactified by a single point.

The *geodesic boundary* or *ideal boundary* $\partial_{\infty} X := \partial \overline{X} = \overline{X} \setminus X$ of $\overline{X}$ can be identified with

$$\partial_{\infty} X \cong \{1, \ldots, n_c\} \sqcup \bigcup_{j=1}^{n_f} (\mathbb{R}/2\pi\mathbb{Z}),$$

using the isomorphisms between the ends of $X$ and the model ends (see Section 3.2). Since funnel and cusp ends behave structurally different, we will split the boundary into two parts,

$$\partial_{\infty} X = \partial_c X \sqcup \partial_f X,$$
where $\partial_c X \cong \{1, \ldots, n_c\}$ and $\partial_f X \cong \bigcup_{j=1}^{n_f} (\mathbb{R}/2\pi\mathbb{Z})$. When focusing on the geometry of the funnel ends, we may want to rescale the Riemannian metric of $X$ by a factor of $\rho^2$. The metric $\rho^2 g$ has the property that it restricts to a metric on $\partial_f X$. For any single funnel end, under the isomorphism with the model funnel, the metric on $\partial_f X$ reads

$$g_{\partial_f X} := \rho^2 g_{\partial_f X} \big|_{\partial_f X} = \ell^2 \frac{1}{4\pi^2} d\phi^2.$$ 

The set of smooth functions $C^\infty(\overline{X})$ consists of the functions $u \in C^\infty(X)$ that satisfy

$$u |_{X_{c,j}}(\rho, \phi) = u_0(\rho) + O(\rho^\infty), \quad (\rho, \phi) \in X_{c,j}, \quad j \in \{1, \ldots, n_c\}$$

for some $u_0 \in C^\infty_b(X_{c,j})$ not depending on $\phi$, and

$$u |_{X_{f,j}} \in C^\infty(X_{f,j})$$

extends smoothly to $\overline{X}_{f,j}$.

### 3.4. Blow-Up of the Funnel Ends

Guillopé and Zworski [GZ97, pp. 607-608] showed that the untwisted resolvent kernel has a good description when pulled back to the stretched product space. In this section, we recall the definition of this space and the natural coordinates for the case of the hyperbolic plane.

Let $M$ be a manifold with corners and $Y$ be a sufficiently nice submanifold of $\partial M$. (The submanifold $S$ has to be a $p$-submanifold in the language of [Mel96].) The blow-up of $Y$ in $M$ is defined as the disjoint union

$$[M; Y] := S^+ NY \sqcup M \setminus Y,$$

where $S^+ NY$ denotes the inward-pointing unit normal bundle of $Y$ in $M$. The blow-down map $\beta : [M; Y] \rightarrow M$ is defined by setting $\beta |_{M \setminus Y} = id$ and $\beta |_{S^+ Ny} = \pi_{S^+ NY}$ for all $y \in Y$, where $\pi_{S^+ NY}$ is the canonical projection $S^+ NY \rightarrow Y$ on base points. There is a natural smooth structure on $[M; Y]$ and $\beta$ is a smooth map between manifolds with corners. Intuitively, blow-ups introduce polar coordinates in a geometrically invariant way. For more details, we refer to Melrose [Mel96].

**Definition 3.1.** Let $X$ be a hyperbolic surface. The stretched product is given by

$$X \times_0 X := \overline{X} \times \overline{X}; \partial_f \Delta \beta \rightarrow \overline{X} \times \overline{X},$$

where $\Delta := \{(x, x) : x \in \overline{X}\}$ denotes the diagonal in $\overline{X} \times \overline{X}$ and

$$\partial_f \Delta := \Delta \cap (\partial_f X \times \partial_f X).$$

Some remarks are in order.

**Remark 3.2.**

(i) The hyperbolic surfaces that we consider here are orbifolds and possibly not genuine manifolds. However, but since the orbifold points (i.e., the singularity points) are contained in a compact set and the blow-up is only performed near infinity, this causes no problems.
(ii) In (9) we use $\partial f \triangle$ instead of all of the whole diagonal in $\partial_\infty X \times \partial_\infty X$, i.e., the set $\Delta \cap (\partial_\infty X \times \partial_\infty X)$, for the submanifold to be blown up. This has the consequence that cusps are not blown up in a stretched product.

(iii) The stretched product $X \times_0 X$ is also called the $\gamma_0$-stretched product (for example in [MM87]) to distinguish it from the stretched product used in the $b$-calculus.

(iv) The stretched product $X \times_0 X$ is a manifold with corners. Its boundary faces are given by the front face, $\beta^{-1}(\partial f \Delta)$, and the side faces, $\beta^{-1}(\partial f X \times X)$ and $\beta^{-1}(X \times \partial f X)$.

(v) One has to be careful when pulling back boundary defining functions on $X \times X$ via the blow-down map: if $\rho$ is a boundary defining function for $\partial f X \times X$ on $X \times X$, then $\beta^* \rho$ vanishes on $\beta^{-1}(\partial f X \times X) = \beta^{-1}(\partial f \triangle) \cup \beta^{-1}(\partial f X \times X)$ and its derivative vanishes on $\beta^{-1}(\partial f \triangle)$. Therefore $\beta^* \rho$ is not a boundary defining function on $X \times_0 X$.

We define the diagonal in $X \times_0 X$ as

$$\Delta_0 := \beta^{-1}(\Delta \setminus \partial f \triangle).$$

We note that $\Delta_0$ is a 2-dimensional submanifold of $X \times_0 X$. If $E \to X$ is a vector bundle over $X$, we define the exterior tensor product over $X \times_0 X$ by

$$E \boxtimes_0 E := \beta^*(E \boxtimes E).$$

In the case $X = \mathbb{H}$, we have a particularly simple description of the blow-up space. We set $\partial f \mathbb{H} := \partial \mathbb{H}$ and then

$$\partial_\infty \Delta = \partial f \Delta = \Delta \cap (\partial f \mathbb{H} \times \partial f \mathbb{H}) = \{(z, z) : z \in \partial \mathbb{H}\}.$$ 

Hence,

$$\mathbb{H} \times_0 \mathbb{H} = [\mathbb{H} \times \mathbb{H}; \partial_\infty \Delta].$$
Guillopé and Zworski [GZ97] provided the following global coordinates on \( \mathbb{H} \times \mathbb{H} \) and local coordinates on \( \mathbb{H} \times_0 \mathbb{H} \), which are very convenient for our considerations. We set
\[
\mathcal{D} := \{(r, \eta, \eta', \omega, \omega') \in \mathbb{R}_+^3 \times \mathbb{R}^2 : \eta^2 + \eta'^2 + \omega^2 = 1\}.
\]

Then the map
\[
\mathcal{D} \rightarrow \mathbb{H} \times \mathbb{H}, \quad (r, \eta, \eta', \omega, \omega') \mapsto (\omega', r\eta, \omega' + r\omega, r\eta')
\]
is a diffeomorphism. We remark that the condition \( \eta^2 + \eta'^2 + \omega^2 = 1 \) in (10) yields injectivity. The obvious extension of the above diffeomorphism to
\[
\overline{\mathcal{D}} := \{(r, \eta, \eta', \omega, \omega') \in \mathbb{R}_+^3 \times \mathbb{R}^2 : \eta^2 + \eta'^2 + \omega^2 = 1\}
\]
surjects onto
\[
(\mathbb{H} \setminus \{\infty\}) \times (\mathbb{H} \setminus \{\infty\})
\]
Restricted to \( \overline{\mathcal{D}} \), the coordinate function \( r \) is locally the boundary defining function of the front face, the coordinates \( \eta \) and \( \eta' \) are locally the boundary defining functions for the side faces of \( \mathbb{H} \times_0 \mathbb{H} \). In other words, \( \overline{\mathcal{D}} \) with the implied coordinates is a local chart of the stretched product \( \mathbb{H} \times_0 \mathbb{H} \). In these coordinates and restricted to \( \overline{\mathcal{D}} \), the blow-down map \( \beta \) is given by (11), extended to \( \overline{\mathcal{D}} \). We note that away from \( \infty \), the coordinate function \( y \) is a boundary defining function of \( \partial_\infty \mathbb{H} \times_0 \mathbb{H} \), but its pull-back to \( \mathbb{H} \times_0 \mathbb{H} \) is not a boundary defining function of the side face \( \beta^{-1}(\partial_\infty \mathbb{H}) \) near the front face \( \beta^{-1}(\partial_\infty \mathbb{H}) \).

For a full description of the stretched product \( \mathbb{H} \times_0 \mathbb{H} \) and the map \( \beta \), further local charts are needed. These may be constructed analogously after applying the isometry \( z \mapsto -1/z \) of \( \mathbb{H} \), which maps the boundary point \( \infty \) to 0, on either one of the factors of \( \mathbb{H} \times_0 \mathbb{H} \). A total of three charts is then sufficient to cover \( \mathbb{H} \times_0 \mathbb{H} \).

For \( z, z' \in \mathbb{H} \), define the pair-point invariant
\[
\sigma(z, z') := \cosh^2(d_{\mathbb{H}}(z, z')/2),
\]
where \( d_{\mathbb{H}}(z, z') \) is the hyperbolic distance between \( z \) and \( z' \). We note that (see [Bor16, Eq. (4.18)])
\[
\sigma(x + iy, x' + iy') = \frac{(x - x')^2 + (y + y')^2}{4yy'}.
\]
Under the isomorphism in (11) and then in the full chart \( \overline{\mathcal{D}} \) of the blown-up space, the function \( \sigma \) is given by
\[
(\beta^* \sigma)(r, \eta, \eta', \omega, \omega') = \frac{1 + 2\eta \eta'}{4\eta \eta'}.
\]
Taking advantage of the fact that \( \sigma \) is a point-pair invariant and hence satisfies
\[
\sigma(gz, gz') = \sigma(z, z')
\]
for all \( g \in \text{Isom}^+(\mathbb{H}) \) and \( z, z' \in \mathbb{H} \), we can easily cover the stretched product \( \mathbb{H} \times_0 \mathbb{H} \) with charts with respect to which \( \beta^* \sigma \) is given as in (16) (separately for each chart, with respect to the coordinates of the considered chart). Thus, \( 1/(\beta^* \sigma) \) is smooth on all of \( \mathbb{H} \times_0 \mathbb{H} \).
3.5. Bundles. In this section we present the necessary details concerning bundle structures on orbifolds, specialized to the case of hyperbolic surfaces. In the case that the hyperbolic surface is a manifold, all the notions reduce to the classical notions for manifolds. All the notions will be provided in the smooth ($C^\infty$) category.

Let $\Gamma$ be a Fuchsian group and let $X := \Gamma \backslash \mathbb{H}$ denote the associated hyperbolic surface. We let $[z]$ denote the element of $X$ that is represented by $z \in \mathbb{H}$. The projection map

$$\pi_\Gamma : \mathbb{H} \to X, \quad z \mapsto [z],$$

is a fiber orbibundle. The fiber of $[z] \in \mathbb{H}$ is

$$\pi_\Gamma^{-1}([z]) = \Gamma_z z,$$

which is isomorphic to $\Gamma_z / \Gamma z$, where $\Gamma_z$ denotes the stabilizer group of $z \in \mathbb{H}$ under $\Gamma$ (or, in the language of orbifolds, the local group at $[z]$). If $\Gamma$ does not contain elliptic elements, then $\pi_\Gamma$ is the universal covering of $X$. Let $\chi : \Gamma \to \text{GL}(V)$ be any finite-dimensional representation. (In this section we do not need to restrict to unitary representations.) In what follows we will define the bundle associated to the fiber orbibundle in (17) and the representation $\chi$.

The action of $\Gamma$ on $\mathbb{H}$ and the action of $\Gamma$ on $V$ combines to an action of $\Gamma$ on $\mathbb{H} \times V$ by setting

$$g \cdot (z, v) := (g z, \chi(g) v)$$

for $g \in \Gamma$ and $(z, v) \in \mathbb{H} \times V$. We let

$$\mathbb{H} \times_\chi V := \Gamma \backslash (\mathbb{H} \times V) := \{ \Gamma_z (z, v) : (z, v) \in \mathbb{H} \times V \}$$

denote the space of orbits of this $\Gamma$-action on $\mathbb{H} \times V$. Clearly, the space $\mathbb{H} \times_\chi V$ carries an orbifold structure, given by the global chart $\mathbb{H} \times V$ with the action of $\Gamma$. We set

$$E_\chi := \mathbb{H} \times_\chi V$$

and let $[z, v]$ denote the element of $E_\chi$ that is represented by $(z, v) \in \mathbb{H} \times V$. We let

$$\pi_1 : E_\chi \to X, \quad [z, v] \mapsto [z],$$

denote the projection map. The map $\pi_1$ in (18) is a fiber orbibundle, the bundle associated to the fiber orbibundle $\pi_\Gamma$ in (17) and the representation $\chi$. For each $[z] \in X$, its fiber

$$\pi_1^{-1}([z]) = \{ [z, v] : v \in V \}$$

is isomorphic to $\Gamma_z \backslash V$.

A section of $\pi_1 : E_\chi \to X$ is a smooth map $s : X \to E_\chi$ such that

$$\pi_1 \circ s = \text{id}_X.$$

We denote the space of sections of $\pi_1$ by $C^\infty(X; E_\chi)$. The following interpretation of sections as maps $\mathbb{H} \to V$ is folklore. However, since we require global maps instead of only local ones, we provide a proof for convenience.
We say a function \( f \) belongs to the space \( C^\infty(\mathbb{H}; V)_{\text{sec}} \) if \( f \in C^\infty(\mathbb{H}; V) \) and for all \( z \in \mathbb{H} \) and \( g \in \Gamma \), we have
\[
(19) \quad f(g \cdot z) = \chi(g) f(z) .
\]

**Lemma 3.3.** The map \( C^\infty(\mathbb{H}; V)_{\text{sec}} \to C^\infty(X, E_\chi), f \mapsto s \), with \( s \) given by
\[
s([z]) := [z, f(z)]
\]
is an isomorphism.

**Proof.** We suppose first that \( s \in C^\infty(X; E_\chi) \) is a section of \( \pi_1 \). We will show that there is a unique map \( f \in C^\infty(\mathbb{H}; V) \) such that for all \( z \in \mathbb{H} \) we have
\[
(20) \quad s([z]) = [z, f(z)].
\]
To that end we recall that for each \( z \in \mathbb{H} \), the fiber \( \pi_1^{-1}([z]) \) is isomorphic to \( \Gamma_z \backslash V \). Thus, the element \( v \in V \) with \( s([z]) = [z, v] \) is unique up to left-action of \( \Gamma_z \). Let \( Z \) denote the set of points \( z \in \mathbb{H} \) for which \( \Gamma_z = \{ \text{id} \} \). Then, for any \( z \in Z \), there is a unique \( v_z \in V \) such that \( s([z]) = [z, v_z] \). This yields a unique map
\[
f : Z \to V , \quad z \mapsto v_z,
\]
satisfying (20) on \( Z \). It remains to show that \( f \) extends to a smooth map on \( \mathbb{H} \) and satisfies (19). For any \( z \in \mathbb{H} \) and any \( v \in V \) such that \( s([z]) = [z, v] \) there exist open neighborhoods \( U_z \) of \( z \) in \( \mathbb{H} \) and \( U_v \) of \( v \) in \( V \) and a smooth map \( \tilde{s} : U_z \to U_z \times U_v \) such that
\[
\begin{array}{ccc}
U_z & \xrightarrow{\tilde{s}} & U_z \times U_v \\
\pi_r \downarrow & & \downarrow \pi_r \\
X & \xrightarrow{s} & E_\chi
\end{array}
\]
commutes. Since \( \mathbb{H} \setminus Z \) is a countable union of isolated points, we may choose the neighborhood \( U_z \) such that it is connected, intersects the set \( \mathbb{H} \setminus Z \) in at most the point \( z \) and is \( \Gamma \)-stable. Let
\[
\text{pr}_1 : U_z \times U_v \to U_z
\]
and
\[
\text{pr}_2 : U_z \times U_v \to U_v
\]
denote the projection on the first and second component, respectively. Again using that \( \mathbb{H} \setminus Z \) consists of isolated points, we may assume without loss of generality that
\[
\text{pr}_1 \circ \tilde{s} = \text{id}_{U_z} .
\]
(There exists an element of \( \Gamma_z \) such that the composition of \( \tilde{s} \) with this element calibrates \( \tilde{s} \) to such a map.) Then \( \tilde{s}(w) = (w, f(w)) \) for all \( w \in Z \cap U_z \) or, in other words,
\[
(21) \quad \text{pr}_2 \circ \tilde{s} = f \quad \text{on } Z \cap U_z .
\]
Since \( \text{pr}_2 \circ \tilde{s} \) is smooth, (21) yields a smooth extension of \( f \) to \( z \). Because \( \mathbb{H} \setminus Z \) is discrete, this extension is well-defined and unique. Since
z was arbitrary, $f$ extends (uniquely) to a smooth map on $\mathbb{H}$, satisfying (20) on all of $\mathbb{H}$. For any $z \in \mathbb{H}$ and any $g \in \Gamma$ we have

$$[g.z, f(g.z)] = s([g.z]) = s([z]) = [z, f(z)] = [g.z, \chi(g)f(z)].$$

Therefore,

$$f(g.z) = \chi(h)\chi(g)f(z)$$

for some $h \in \Gamma_{g.z}$. Using that for $z \in Z$, we have $h = \text{id}$, and that $Z$ is dense in $\mathbb{H}$, we find that $f(g.z) = \chi(g)f(z)$ on all of $\mathbb{H} \times \Gamma$. This shows that $f$ satisfies (19). Let now $f \in C^\infty(\mathbb{H}; V)_{\text{sec}}$ and set

$$s([z]) := [z, f(z)]$$

for all $z \in \mathbb{H}$. It is straightforward to show that $s \in C^\infty(X; E_\chi).$  

We denote by

$$C^\infty_c(X; E_\chi) := \{ f \in C^\infty(X; E_\chi) : \text{supp } f \text{ is compact} \},$$

the space of compactly supported sections of $E_\chi$. We may use the isomorphism from Lemma 3.3 to identify this space with a subspace of $C^\infty(\mathbb{H}; V)_{\text{sec}}$. Under the isomorphism from Lemma 3.3, the space $C^\infty_c(X; E_\chi)$ corresponds to

$$C^\infty_c(\mathbb{H}; V)_{\text{sec}} := \{ f \in C^\infty(\mathbb{H}; V)_{\text{sec}} : \mathcal{F} \cap \text{supp } f \text{ is compact} \},$$

where $\mathcal{F}$ is any fundamental domain for the action of $\Gamma$ on $\mathbb{H}$. We remark that the definition of $C^\infty_c(\mathbb{H}; V)_{\text{sec}}$ does not depend on the choice of the fundamental domain.

3.6. Definition of the Laplacian. The goal of this subsection is to define the action of the Laplace operator on $C^\infty_c(X; E_\chi)$, to study its extensions and to choose the one that is suitable for us. We will use the advantage of the fact that our orbibundle, $E_\chi$, is associated to the representation, $\chi$. It is possible to define, e.g., a connection Laplacian on a general orbifold bundle, using the notion of a connection (for a definition of a connection on an orbifold bundle see, e.g., [CR02, Definition 4.3.1]), but we will use a short-cut.

We choose a basis of $V$, say $(v_j)_{j=1}^{\dim V}$. To every function, $f \in C^\infty(\mathbb{H}; V)$, we associate functions $f_j: \mathbb{H} \to \mathbb{C}$ such that

$$f(z) = \sum_{j=1}^{\dim V} f_j(z)v_j, \quad z \in \mathbb{H}.$$

The action of the Laplace-type operator, $\Delta^\#$, is given as follows:

$$\Delta^\# f(z) := \sum_{j=1}^{\dim V} (\Delta_{\mathbb{H}} f_j(z))v_j.$$

Note that the definition does not depend on the basis due to its linearity. Additionally, $\Delta^\#$ preserves the equivariance (19), thus it defines an operator, $\Delta_{X,\chi}$, on $C^\infty(X; E_\chi) \cong C^\infty(\mathbb{H}; V)_{\text{sec}}$.

We now define the appropriate $L^2$-space on which $\Delta^\#$ will be essentially self-adjoint. We recall that $V$ is a finite-dimensional Hermitian vector space with inner product $\langle \cdot, \cdot \rangle_V$ and we denote the corresponding norm by $\|\cdot\|_V$. Since $\chi: \Gamma \to U(V)$ is a unitary representation of $\Gamma$, we have
\((\chi(\Gamma)u, \chi(\Gamma)v)_V = (u,v)_V\) for all \(u,v \in V\). Hence, \((\cdot, \cdot)_V\) induces a (well-defined) Hermitian bundle metric \((\cdot, \cdot)_{E_\chi}\) on \(E_\chi = \mathbb{H} \times_\chi V\) by
\[
([g,v], [g,w])_{E_\chi} = (v,w)_V.
\]
We define a sesquilinear product on sections of \(E_\chi\) by
\[
(u,v)_{L^2(X,E_\chi)} := \int_X (u,v)_{E_\chi} \, d\mu_X.
\]
This inner product defines the space \(L^2(X,E_\chi)\). We will drop the subscript if it is clear from the context. Moreover, we define the bilinear product \(\langle \cdot, \cdot \rangle\) by
\[
\langle u, v \rangle := (u, \bar{v}).
\]

Lemma 3.4. There exists a unique self-adjoint extension of \(\Delta_{X,\chi} : C^\infty_c(X,E_\chi) \to L^2(X,E_\chi)\) with respect to \(\langle \cdot, \cdot \rangle\).

Proof. By Selberg’s Lemma [Sel60, Lemma 8], there is a finite covering \(\widetilde{X} = \tilde{\Gamma}\backslash \mathbb{H}\) of \(X\) such that \(\widetilde{\Gamma}\) has no elliptic fixed points; see also [Cas76] and [Alp87, Theorem II]. Define the vector bundle \(\widetilde{E}\) over \(\widetilde{X}\) as the pull-back of \(E_\chi\) under the covering map \(\widetilde{X} \to X\) and let \(\widetilde{\Delta} : C^\infty(\widetilde{X}, \widetilde{E}) \to C^\infty(\widetilde{X}, \widetilde{E})\) be the pulled-back Laplacian. Since \(\widetilde{X}\) is complete, the operator \(\widetilde{\Delta}\) is essentially self-adjoint as an operator on \(L^2(\widetilde{X}, \widetilde{E})\).

Assume that \(\Delta_{X,\chi}\) is not essentially self-adjoint. Recall that a symmetric operator \(A\) is essentially self-adjoint if and only if \(\ker(A^* - i) = 0\) and \(\ker(A^* + i) = 0\). Without loss of generality, we have that \(\ker(\Delta_{X,\chi}^* - i) \neq 0\), that is, there exists a non-zero \(v \in L^2(X,E_\chi)\) such that \(v \in \ker(\Delta_{X,\chi}^* - i)\).

The pull-back of \(v\) to \(\widetilde{X}\) is in \(L^2(\widetilde{X}, \widetilde{E})\) and therefore the kernel of \(\Delta_{\widetilde{X}}^* - i\) is non-trivial, which contradicts the essential self-adjointness of \(\Delta_{\widetilde{X}}\). Hence, \(\Delta_{X,\chi}\) is essentially self-adjoint.

Henceforth, we will denote the unique self-adjoint extension also by \(\Delta_{X,\chi}\).

3.7. Base-Compactified Bundles and their Sections. In this section, we define the restriction of vector bundles to the boundary at infinity. We continue using the notation from the previous sections. For any \(F \subseteq X\) we let
\[
E_\chi|_F := \pi_1^{-1}(F)
\]
and denote by \(\pi_1|_F : E_\chi|_F \to F\) the restriction of the fiber orbibundle \(\pi_1\) to \(F\). For any subgroup \(\Lambda\) of \(\Gamma\) we set \(\chi_\Lambda := \chi|_\Lambda\). If \(\Lambda = \langle \gamma \rangle\) is a cyclic group generated by \(\gamma \in \Gamma\), then we also use
\[
\chi_\gamma := \chi_{\langle \gamma \rangle}.
\]

Proposition 3.5. For each \(j \in \{1, \ldots, n_\bullet\}\) and \(\bullet \in \{f,c\}\), we have that
\[
E_{\chi_j}|_{X_\bullet,j} \cong U \times_{\chi_\gamma} V \subset E_{\chi_\gamma},
\]
where \(U\) and \(\gamma\) are as in Section 3.2.3 and \(E_{\chi_\gamma} = \mathbb{H} \times_{\chi_\gamma} V\) is the vector bundle associated to \(\chi_\gamma\) over the hyperbolic cylinder \(\langle \gamma \rangle \backslash \mathbb{H}\).
Proof. By definition of $U$, we have that $\pi_\Gamma(U) = X_{*,j}$. Therefore,

$$E_\chi |_{X_{*,j}} = E_\chi |_{\pi_\Gamma(U)} = \pi^{-1}_\Gamma (\pi_\Gamma(U)) = \{ [z,v] \in \mathbb{H} \times \chi V : z \in \Gamma.U \}.$$  

For any $[z,v] \in \mathbb{H} \times \chi V$ with $z \in \Gamma.U$ we obviously find a representative in $U \times V$. Further, for any $z_1,z_2 \in U$ and $v_1,v_2 \in V$ we see that $[z_1,v_1] = [z_2,v_2]$ if and only if there exists $g \in \Gamma$ such that

$$g.z_1 = z_2 \quad \text{and} \quad \chi(g)v_1 = v_2.$$  

Since $U$ is $\Gamma$-stable, this condition is equivalent to finding $g \in \Gamma_U$ satisfying (23). Thus, $[z_1,v_1]$ and $[z_2,v_2]$ are equal as elements in $E_\chi$ if and only if they are equal as elements in $\mathbb{H} \times \chi V$. \hfill $\square$

Remark 3.6. Under the isomorphisms of Section 3.2, $\pi_{\chi j}(U)$ corresponds to the set $F_\ell \cong \{ \ell > 0 \} \subset C_\ell$ if we start with a funnel end, and to $F_\infty \cong \{ \ell > 0 \} \subset C_\infty$ in the case of a cusp end.

Parallel to the scalar case, we can define smooth sections on the compactified space. The definition of the corresponding bundle is analogous to the compactification of the base space.

Definition 3.7. The base-compactified bundle of $E_\chi \to X$ is given by

$$\overline{E}_\chi = \Omega^*(\Gamma) \times \chi V.$$  

We have the natural projection $\overline{E}_\chi \to \overline{X}$. Note that $\overline{E}_\chi$ is not compact, since the typical fiber is $V$. Since $\overline{X}$ is not a manifold (not even an orbifold) is not a differentiable fiber bundle. This also makes the definition of smooth sections more involved.

Let $j \in \{ 1, \ldots, n_c \}$. We set

$$n_{\chi j}^\chi := \dim E_1(\chi(\gamma_j)),$$

where $\gamma_j \in \Gamma$ is the unique element (modulo taking inverses) as defined in Proposition 3.5. Let $\Pi_j$ denote the orthogonal projection onto $E_1(\chi(\gamma_j))$. Recall that $\rho$ is the boundary boundary defining function as given in (7). We note that in each funnel and cusp, we may use coordinates $(\rho,\phi)$, where $\phi \in \mathbb{R}/2\pi\mathbb{Z}$. We define smooth sections $u \in C^\infty(\overline{X},E_\chi)$ as smooth sections $u \in C^\infty(X,E_\chi)$ such that

$$u|_{X_{c,j}}(\rho,\phi) = \Pi_j u_{0,j}(\rho) + O(\rho^\infty), \quad (\rho,\phi) \in X_{c,j}, \quad j \in \{ 1, \ldots, n_c \}$$

for some $u_{0,j} \in C^\infty_b(X_{c,j},E_\chi)$ not depending on $\phi$, and

$$u|_{X_{f,j}} \in C^\infty(X_{f,j},E_\chi)$$

extends smoothly to $\overline{X}_{f,j}$.

Let $u \in C^\infty(\overline{X},E_\chi)$. We define the restriction $u|_{\partial^{\infty}X}$ of $\phi$ to the boundary at infinity $\partial^{\infty}X$. Since the boundary at infinity is a disjoint union of funnel and cusp ends, we have can consider both cases separately. For $X_{f,j}$, we define

$$u|_{\partial^{\infty}X_{f,j}}(\phi) = \lim_{\rho \to 0} u(\rho,\phi)$$

in the coordinates as above. We define the restriction of $u$ to the cusp end as

$$u|_{\partial^{\infty}X_{c,j}} = \lim_{\rho \to 0} \Pi_j u(\rho,\phi).$$
Since $u(\rho, \phi) = u_0(\rho) + O(\rho^\infty)$, we see that $u|_{\partial_\infty X, c,j}(\rho, \phi) = \lim_{\rho \to 0} \Pi_j u_{0,j}(\rho)$ is independent of $\phi$. We define the space
\[ C^\infty(\partial_\infty X, E_\chi) = \{ u|_{\partial_\infty X} : u \in C^\infty(\overline{X}, E_\chi) \} . \]
If we set
\[ n_\chi^c := \sum_{j=1}^{n_c} n_{c,j}^\chi , \tag{24} \]
then we have the decomposition
\[ C^\infty(\partial_\infty X, E_\chi) \cong C^\infty(\partial_j X, E_\chi) \sqcup \mathbb{C}^{n_\chi^c} \] \[ \cong \bigcup_{j=1}^{n_f} C^\infty(\mathbb{R}/2\pi\mathbb{Z}, E_\chi) \sqcup \mathbb{C}^{n_\chi^c} . \tag{25} \]

We consider the sesquilinear product
\[ (u, v)_{L^2(\partial_\infty X, E_\chi)} = \int_{\partial_j X} (u, v) \, d\mu_{\partial_j X} + \sum_{j=1}^{n_\chi^c} u_j \overline{v}_j . \tag{26} \]
The $L^2$-space is the completion of $C^\infty$ with respect to this inner product and has the decomposition
\[ L^2(\partial_\infty X, E_\chi) \cong L^2(\partial_j X, E_\chi) \oplus \mathbb{C}^{n_\chi^c} . \]

We further note that the bilinear product is given by
\[ (u, v) = (u, \overline{v}) . \tag{27} \]

4. Model Calculations

In this section, we prove meromorphic conti nuability of the twisted resolvents in the case of the hyperbolic cylinder $C_\ell$ and the parabolic cylinder $C_\infty$. These will be used later on to prove the meromorphic conti nuability on a general hyperbolic surface $X$ using the decomposition of $X$ into a compact core and model ends.

We start with recalling the definition and the properties of the hypergeometric function in Section 4.1. We recall the explicit expression for the resolvent of the Laplacian on $\mathbb{H}$ in Section 4.2. In Section 4.4, we discuss the Fourier expansion of an integral kernel of the resolvent of the Laplace operator on an abstract cylinder. Unlike in the non-twisted case, the integral kernel will not be periodic in the horocycle direction, that is going to affect the Fourier expansion.

We will give two alternative proofs of the meromorphic continuation of the integral kernel of the resolvent of the Laplace operator on a model cylinder. The first proof, to be found in Section 4.3 (more precisely, in Proposition 4.2), uses a variant of the method of images to provide a meromorphic continuation on an abstract cylinder. Unlike in the existing literature, we treat the cases of the parabolic and the hyperbolic cylinder uniformly. The second approach is based on the Fourier expansions for the model resolvents. The method is more involved but it allows to obtain more information about the location of the poles; see Proposition 4.8 for the hyperbolic cylinder, Proposition 4.12 for the funnel and Proposition 4.17. Moreover, this method allows
to obtain upper and lower bounds for the resonance counting function for the hyperbolic cylinder in Proposition 4.11 and for the funnel in Remark 4.13. For the cusp, the only resonance is at \( s = 1/2 \) with multiplicity equal to the dimension of the 1-eigenspace of the endomorphism \( \chi(p) \) with \( p \in \Gamma \) being a generator for a realization of the stabilizer group of the considered cusp. For a more extensive discussion of Fourier decompositions in the presence of non-unitary representations, we refer to [FPR].

### 4.1. Hypergeometric Function

In this section we recall the necessary background information on the hypergeometric function. We refer to [Olv97, Section 9.1] and [EMOT81, Chapter II, Section 2.1.1].

We recall that the hypergeometric function \( {}_2F_1(a, b; c; z) \) is defined for \( a, b \in \mathbb{C}, c \in \mathbb{C} \setminus (-\mathbb{N}_0) \) and \( z \in \mathbb{C}, |z| < 1 \), by the power series

\[
{}_2F_1(a, b; c; z) := \sum_{n=0}^{\infty} \frac{\Gamma(a+n)\Gamma(b+n)\Gamma(c)}{\Gamma(a)\Gamma(b)\Gamma(c+n)} \cdot \frac{z^n}{n!},
\]

and the regularized hypergeometric function is defined for \( a, b \in \mathbb{C}, c \in \mathbb{C} \setminus (-\mathbb{N}_0) \) and \( z \in \mathbb{C}, |z| < 1 \), by

\[
(28) \quad F(a, b; c; z) := \frac{1}{\Gamma(c)} \cdot {}_2F_1(a, b; c; z)
= \sum_{n=0}^{\infty} \frac{\Gamma(a+n)\Gamma(b+n)}{\Gamma(a)\Gamma(b)\Gamma(c+n)} \cdot \frac{1}{n!} \cdot \frac{z^n}{n}.
\]

In fact, the right hand side of the previous formula defines \( F(a, b; c; z) \) not only for \( c \in \mathbb{C} \setminus (-\mathbb{N}_0) \), but for \( c \in \mathbb{C} \) (see [Olv97, Theorem 9.1]). For \( x \in (1, \infty) \) and \( s \in \mathbb{C} \setminus (-\mathbb{N}_0) \) we define the function \( g_s(x) \) by

\[
g_s(x) := \frac{\Gamma(s)^2}{4\pi} x^{-s} F(s, 2s; x^{-1}).
\]

Since the Gamma function \( \Gamma \) is meromorphic on \( \mathbb{C} \) and the regularized hypergeometric function is holomorphic in the first three arguments, \( g_s(x) \) is meromorphic in \( s \in \mathbb{C} \) with poles at \( s = -n \) for each fixed \( x \).

### 4.2. Resolvent on the Hyperbolic Plane

The resolvent of the Laplacian, \( \Delta_{\mathbb{H}} \), on the hyperbolic plane is given by (see, e.g., [Bor16, Proposition 4.2, Eq. (4.6)])

\[
(29) \quad R_{\mathbb{H}}(s; z, z') = \frac{\Gamma(s)^2}{4\pi} \sigma(z, z')^{-s} F(s, s; 2s; \sigma(z, z')^{-1})
= g_s(\sigma(z, z')),
\]

where \( \sigma \) was defined in (14), \( s \in \mathbb{C} \setminus (-\mathbb{N}_0) \), \( z, z' \in \mathbb{H}, z \neq z' \). If \( \sigma(z, z') > 1 \) and \( s \in \mathbb{C} \setminus (-\mathbb{N}_0) \), this formula and the Taylor expansion (37) imply

\[
(30) \quad R_{\mathbb{H}}(s; z, z') = \frac{1}{4\pi} \sum_{n=0}^{\infty} \frac{\Gamma(s+n)^2}{n!\Gamma(2s+n)} \sigma(z, z')^{-(s+n)}.
\]

From the explicit formula for the resolvent, we obtain a precise description of the kernel pulled back to the blow-up space \( \mathbb{H} \times_0 \mathbb{H} \) (see [GZ97, Lemma 2.1]).
In the following proposition we establish the meromorphic continuation of the resolvent $R_{\mathbb{H}}$ to all of $\mathbb{C}$. We will now use the blown-up space $\mathbb{H} \times_{0} \mathbb{H}$ (see Section 3.4) to describe the free resolvent. This result is well-known (see, e.g., [Bor16, Section 6.6]). We let $\rho_0, \rho_0'$ be boundary defining functions of the side faces of $\mathbb{H} \times_{0} \mathbb{H}$ that are given by $\beta^*(\partial_{\infty} \mathbb{H} \times \mathbb{H})$ and $\beta^*(\mathbb{H} \times \partial_{\infty} \mathbb{H})$, respectively. We denote by $T_0^m(\mathbb{H} \times_{0} \mathbb{H}, \triangle_0)$ the conormal distribution on $\mathbb{H} \times_{0} \mathbb{H}$ of order $m \in \mathbb{R}$ conormal with respect to $\triangle_0$ that vanishes to infinite order on the side faces. We note that a family of operators $R_s: L^2_{\text{cpt}}(\mathbb{H}) \to L^2_{\text{loc}}(\mathbb{H})$, defined for $s \in \mathbb{C}$, $\Re s > x_0$ for some $x_0 \in \mathbb{R}$, has a meromorphic continuation to all of $\mathbb{C}$ if and only if for any $\eta \in C_c^\infty(\mathbb{H})$, the family $\eta R_s \eta: L^2(\mathbb{H}) \to L^2(\mathbb{H})$ has a meromorphic continuation to all of $\mathbb{C}$, by the topologies of $L^2_{\text{cpt}}(\mathbb{H})$ and $L^2_{\text{loc}}(\mathbb{H})$.

**Proposition 4.1.** The resolvent $s \mapsto R_{\mathbb{H}}(s)$ initially defined for $\Re s > 1/2$ admits a meromorphic continuation to $s \in \mathbb{C}$ as an operator

$$R_{\mathbb{H}}(s): L^2_{\text{cpt}}(\mathbb{H}) \to L^2_{\text{loc}}(\mathbb{H}),$$

where the poles are at $s \in -N_0$. For $s \in \mathbb{C} \setminus (-N_0)$, the integral kernel $R_{\mathbb{H}}(s; \cdot, \cdot)$ of $R_{\mathbb{H}}(s)$ satisfies

$$\beta^* R_{\mathbb{H}}(s; \cdot) \in \mathcal{I}_{0}^{\infty}(\mathbb{H} \times_{0} \mathbb{H}, \triangle_0) + (\rho_0 \rho_0')^s \mathcal{C}^\infty(\mathbb{H} \times_{0} \mathbb{H}).$$

**Proof.** The meromorphic continuation of the resolvent kernel follows from (29) since the hypergeometric function is meromorphic and the location of the poles can be read off from (30). The integral kernel is locally $L^2$-integrable (see, e.g., [Bor16, Proposition 4.2]) and hence $R_{\mathbb{H}}(s): L^2_{\text{cpt}} \to L^2_{\text{loc}}$ as a meromorphic family by the equivalence of weak and strong holomorphy in Banach spaces [ABHN11, Proposition A.3]. We can write the pull-back of the resolvent to $\mathbb{H} \times_{0} \mathbb{H}$ for $\sigma(z, z') \neq 1$ as

$$(\beta^* R_{\mathbb{H}})(s; r, \eta, \eta', \omega, \omega') = \frac{\Gamma(s)^2}{4\pi} \left( \frac{4\eta' \eta}{1 + 2\eta \eta'} \right)^s F \left( s, s; 2s; \frac{4\eta' \eta}{1 + 2\eta \eta'} \right),$$

where we used (29) and (16). We choose a smooth function $\psi \in C_c^\infty(\mathbb{H} \times_{0} \mathbb{H})$ such that $\psi$ vanishes on a neighborhood of $\triangle_0$. Then $(1 - \psi) \beta^* R_{\mathbb{H}}$ is conormal with respect to $\triangle_0$ by [MM87]. Since $\triangle_0$ does not intersect the support of $\psi$ and since $\eta$ and $\eta'$ are locally the boundary defining function for the side faces, we obtain

$$\psi \beta^* R_{\mathbb{H}}(s; \cdot) \in (\rho_0 \rho_0')^s \mathcal{C}^\infty(\mathbb{H} \times_{0} \mathbb{H}).$$

This completes the proof. \hfill \square

The structure of the kernel implies that for each $N \in \mathbb{N}$

$$R_{\mathbb{H}}(s): \rho^N L^2(\mathbb{H}) \to \rho^{-N} L^2(\mathbb{H}), \quad \Re(s) > \frac{1}{2} - N,$$

where $\rho$ is a boundary defining function on $\mathbb{H}$.

### 4.3. Twisted Resolvent on Cylinders: Structural Considerations.

We consider the case of a cylinder

$$C_g = \langle g \rangle \setminus \mathbb{H},$$
where \( g \in \text{Isom}^+(\mathbb{H}) \setminus \{\text{id}\} \), and of any finite-dimensional representation \( \chi: \langle g \rangle \to \text{GL}(V) \).

Let \( \mathcal{F} \) be a geodesically convex fundamental domain for \( C_g \) that contains exactly one point from each orbit in \( \mathbb{H} \). Formally, \( R_{C_g,\chi}(s) \) is given by its Schwartz kernel

\[
R_{C_g,\chi}(s; z, z') = \sum_{k \in \mathbb{Z}} \chi(g^k)R_{\mathbb{H}}(s; z, g^kz')
\]

If \( \chi: \langle g \rangle \to \text{U}(V) \) is a unitary representation, then it is well-known (see, e.g., [Ven82, p. 17]) that (32) is the Schwartz kernel of the resolvent. In this case, its lift to \( \mathbb{H} \times \mathbb{H} \) is a distribution \( u_s \in C^{-\infty}(\mathbb{H} \times \mathbb{H}, \text{U}(V)) \) that satisfies the partial differential equation

\[
\left\{ (\Delta_{\mathbb{H}} - s(1 - s))u_s(z, z') = \delta(z - z') \text{id}_V \\
u_s(g,z,z') = \chi(g)u_s(z,z')
\right\}
\]

and \( u_s \) is symmetric, that is \( u_s(z, z')^* = u_s(z', z) \). We note that in the case that \( \chi \) is not unitary, we did not define a Laplace operator and therefore have no notion of a (functional analytical) resolvent. However, we will show that (32) is also well-defined in this case.

We now provide an abstract proof of the convergence of the infinite series in (32). We will see (further below) that the hypotheses of Proposition 4.2 are satisfied for hyperbolic cylinders as well as for parabolic cylinders. The abstract framework allows us to treat both situations at once. We also note that for elliptic elements \( g \), Proposition 4.2 does not apply. However, for elliptic elements, the meromorphic continuation is immediate as the series (32) becomes a finite sum.

**Proposition 4.2.** Let \( \chi: \langle g \rangle \to \text{GL}(V) \) be a representation, \( a, b \in (0, \infty) \), and \( c \in \mathbb{R} \) with \( b - c \geq a \). Suppose that there exists an increasing function \( f: \mathbb{N} \to (0, \infty) \), such that

(i) for all \( x \in \mathbb{R} \) with \( x < c \), the series

\[
\sum_{k \in \mathbb{Z}} e^{f(|k|)x}
\]

converges;

(ii) for all \( z, z' \in \mathcal{F} \), we have

\[
\sigma(z, g^kz') \asymp e^{f(|k|)a} \quad \text{as } k \to \pm \infty,
\]

with implied constants depending continuously on \( z \) and \( z' \);

(iii) for all \( k \in \mathbb{Z}, k \neq 0 \), we have

\[
\| \chi(g^k) \| \lesssim e^{f(|k|)b},
\]

where the implied constant is independent of \( k \).
Then $R_{C_g,\chi}(s)$ is well-defined as an operator

$$R_{C_g,\chi}(s): L^2_{\text{cpt}}(C_g, E_\chi) \rightarrow L^2_{\text{loc}}(C_g, E_\chi)$$

for $\text{Re } s > \frac{b-c}{a}$ and $s \notin -\mathbb{N}_0$.

If, in addition, there exists a discrete set $\mathcal{L} \subset \mathbb{C}$ such that

• for every $z, z' \in \mathcal{F}$, the function

$$s \mapsto H(s; z, z') := \sum_{k \in \mathbb{Z}} \chi(g^k)\sigma(z, g^k, z')^{-s}$$

admits a meromorphic continuation, denoted by $H(s; z, z')$ as well, to all of $\mathbb{C}$ with poles contained in $\mathcal{L}$, and

• for each $s \in \mathbb{C} \setminus \mathcal{L}$, the map

$$(z, z') \mapsto H(s; z, z')$$

is continuous on $\mathbb{H} \times \mathbb{H}$,

then the resolvent admits a meromorphic continuation to $s \in \mathbb{C}$ as an operator

$$R_{C_g,\chi}(s): L^2_{\text{cpt}}(C_g, E_\chi) \rightarrow L^2_{\text{loc}}(C_g, E_\chi)$$

and the poles are contained in the union of $-\mathbb{N}_0$ and the set of poles of $H(s; z, z')$, as a function of $s$.

We split the proof into two parts: the convergence and the meromorphic continuation. For both parts, we have to prove that certain series converge. This is the content of the following two lemmas.

**Lemma 4.3.** Under the hypotheses of Proposition 4.2, the infinite series

$$\sum_{k \in \mathbb{Z}} \chi(g^k)R_\mathbb{H}(s; z, g^k, z')$$

converges compactly and absolutely on

$$\left\{ s \in \mathbb{C} \setminus \{ -\mathbb{N}_0 \} : \text{Re } s > \frac{b-c}{a} \right\} \times \mathcal{F} \times \mathcal{F}.$$ 

**Proof.** Taking advantage of (29), we can define $R_\mathbb{H}(s; z, g^k, z')$ for any $k \in \mathbb{Z}$, $s \in \mathbb{C} \setminus \{ -\mathbb{N}_0 \}$ and $z, z' \in \mathcal{F}$. We start by studying the growth asymptotics of

$$\chi(g^k)R_\mathbb{H}(s; z, g^k, z')$$

as $k \rightarrow \pm \infty$. By (34), we find $a > 0$ be such that

$$\sigma(z, g^k, z') \asymp e^{f(|k|)a} \quad \text{as } k \rightarrow \pm \infty,$$

where the implied constants depend continuously on $z$ and $z'$. We note that the convergence of the series in Proposition 4.2(i) for $x < 0$ implies that $f(|k|) \rightarrow \infty$ as $k \rightarrow \pm \infty$. Together with (28) this yields

$$F(s, s; 2s; \sigma(z, g^k, z')^{-1}) \asymp 1 \quad \text{as } k \rightarrow \pm \infty,$$

where the implied constant depends continuously on $s$, $z$ and $z'$. Substituting this into (29), we obtain

$$R_\mathbb{H}(s; z, g^k, z') = O\left( e^{-f(|k|)a \text{Re}(s)} \right),$$

as $k \rightarrow \pm \infty$. In particular, for any $s \in \mathbb{C} \setminus \{ -\mathbb{N}_0 \}$ and $z, z' \in \mathcal{F}$, we obtain

$$R_\mathbb{H}(s; z, g^k, z') = O\left( e^{-f(|k|)a \text{Re}(s)} \right)$$

as $k \rightarrow \pm \infty$. This yields

$$\left\{ s \in \mathbb{C} \setminus \{ -\mathbb{N}_0 \} : \text{Re } s > \frac{b-c}{a} \right\} \times \mathcal{F} \times \mathcal{F}.$$
where the implied constant depends continuously on $s$, $z$ and $z'$. Combining (35) and (36) shows
\[
\chi(g^k)R_H(s; z, g^k z') = O(e^{f(|k|)(b-a \Re(s))}),
\]
where the implied constant depends continuously on $s$, $z$ and $z'$. By hypothesis,
\[
\sum_{k \in \mathbb{Z}} e^{f(|k|)x}
\]
converges for all $x < c$. It follows that
\[
\sum_{k \in \mathbb{Z} \backslash \{0\}} \chi(g^k)R_H(s; z, g^k z')
\]
converges compactly and absolutely on
\[
\left\{ s \in \mathbb{C} \setminus (-N_0) : \Re s > \frac{b-c}{a} \right\} \times \mathcal{F} \times \mathcal{F}.
\]
This completes the proof. \qed

In order to prove the meromorphic continuation, we will use the Taylor expansion of the hypergeometric function appearing in the Schwartz kernel of $R_H(s)$. For $N \in \mathbb{N}_0$, $s \in \mathbb{C} \setminus (-N - N_0)$, and $x \in (1, \infty)$, define the truncated Taylor expansion of $g_s$ by
\begin{equation}
(37)\quad g_{s,N}(x) = \frac{1}{4\pi} \sum_{n=0}^{\infty} \frac{\Gamma(s+n)^2}{n!\Gamma(2s+n)} x^{-(s+n)}.
\end{equation}

In particular, we have that $g_{s,0}(x) = g_s(x)$. The function $g_{s,N}(x)$ is meromorphic in $s \in \mathbb{C}$ with poles at $s \in (-N - N_0)$. Further, for any fixed $s \in \mathbb{C} \setminus (-N - N_0)$, we have
\begin{equation}
(38)\quad g_{s,N}(x) = O_s(x^{-(\Re s+N)}) \quad \text{as } x \to \infty,
\end{equation}
where the implied constant depends continuously on $s$. Let $N \in \mathbb{N}$ and $s \in \mathbb{C}$ with $\Re s > 0$. We define the distribution $F_N(s) \in \mathcal{C}^{-\infty}(\mathbb{H} \times \mathbb{H})$ by
\begin{equation}
(39)\quad F_N(s; z, z') := R_H(s; z, z') - \frac{1}{4\pi} \sum_{n=0}^{N-1} \frac{\Gamma(s+n)^2}{n!\Gamma(2s+n)} \sigma(z, z')^{-(s+n)}.
\end{equation}

For $z, z' \in \mathbb{H}$ with $z \neq z'$, we have that $F_N(s; z, z') = g_{s,N}(\sigma(z, z'))$. Proposition 4.1 implies that the associated operator $F_N$ is holomorphic on $\{ \Re s > -N \}$.

**Lemma 4.4.** Let $N \in \mathbb{N}_0$ be arbitrary. Under the hypotheses of Proposition 4.2, the infinite series
\[
\sum_{k \in \mathbb{Z} \backslash \{0\}} \chi(g^k)F_N(s; z, g^k z')
\]
converges compactly and absolutely to a holomorphic function on the set $\{ s \in \mathbb{C} \setminus (-N_0) : \Re s > \frac{b-c}{a} - N \}$. 
Proof. We have the estimate
\[ \left\| \sum_{k \in \mathbb{Z} \setminus \{0\}} \chi(g_k) F_N(s; z, z' + k) \right\| \leq \sum_{k \in \mathbb{Z} \setminus \{0\}} \left\| \chi(g_k) \right\| \left\| F_N(s; z, z' + k) \right\|. \]

Since \( z, z' \in \mathcal{F} \) and \( k \neq 0 \), \( \sigma(z, g_k. z') \neq 1 \) and we have that \( F_N(s; z, g_k. z') = g_{s,N}(\sigma(z, g_k. z')) \). Hence, using (38) and (34), we obtain the estimate
\[ |F_N(s; z, g_k. z')| \asymp |\sigma(z, g_k. z')|^{- (\text{Re} \, s + N)} \asymp e^{-f(|k|) a (\text{Re} \, s + N)} \]
uniformly on any compact subset of \( \mathbb{C} \times \mathcal{F} \times \mathcal{F} \). Together with Proposition 4.2(iii), we obtain (34). Thus,
\[ \sum_{k \in \mathbb{Z} \setminus \{0\}} \left\| \chi(g_k) F_N(s; z, g_k. z') \right\| \lesssim \sum_{k \in \mathbb{Z} \setminus \{0\}} e^{f(|k|)(b - a(\text{Re} \, s + N))}. \]
The latter series converges for
\[ \text{Re} \, s > \frac{b - c}{a} - N. \]
Since \( F_N \) is holomorphic on \( \{ \text{Re} \, s > -N \} \) with the exception of the points in \( -(N + N_0) \), the infinite sum
\[ \sum_{k \in \mathbb{Z} \setminus \{0\}} \chi(g_k) F_N(s; z, g_k. z') \]
defines a holomorphic function on \( \{ s \in \mathbb{C} \setminus (-N - N_0) : \text{Re} \, s > \frac{b - c}{a} - N \} \). □

With these preparations, we can now provide a proof of Proposition 4.2.

**Proof of Proposition 4.2.** Using (32), the first claim follows directly from Proposition 4.1 and Lemma 4.3, since the infinite series in (32) defines a smoothing integral operator when acting on compactly supported distributions. For the meromorphic continuation, we use (39) to find for any \( N \in \mathbb{N} \) (and all \( s \in \mathbb{C} \), \( (z, z') \in \mathcal{F} \times \mathcal{F} \) in the domain of convergence)
\[ R_{g, \chi} (s; z, z') \]
\[ = \sum_{k \in \mathbb{Z}} \chi(g_k) R_{\Xi}(s; z, g_k. z') \]
\[ = \frac{1}{4\pi} \sum_{n=0}^{N-1} \frac{\Gamma(s + n)^2}{n! (2s + n)} H(s + n; z, z') + \sum_{k \in \mathbb{Z}} \chi(g_k) F_N(s; z, g_k. z'). \]
By Lemma 4.4 the second sum without the \( k = 0 \) summand converges for \( \text{Re} \, s > \frac{b - c}{a} - N \). For the case \( k = 0 \), we have that
\[ \chi(g_k) F_N(s; z, g_k. z') \bigg|_{k=0} = \text{id}_V F_N(s; z, z'), \]
which is holomorphic on \( \text{Re}(s) > -N \). □
4.4. Fourier Expansion of Sections on Cylinders. As in the case of the meromorphic continuation, we can treat parts of the Fourier expansion uniformly for hyperbolic and parabolic cylinders. In this section, we will assume that the representation is unitary. Denote by $C_\bullet$ the model (hyperbolic or parabolic) cylinder with $\bullet \in \mathbb{R} \cup \{\infty\}$. Under the identification $C_\bullet \cong \mathbb{R} \times (\mathbb{R}/2\pi\mathbb{Z})$ the generating isometry becomes

$$h: (r, \phi) \mapsto (r, \phi + 2\pi).$$

Let $B \in \mathcal{U}(V)$ with eigenvectors $\langle \psi_j \rangle_{j=1}^n$ and eigenvalues $\langle e^{2\pi i \theta_j} \rangle_{j=1}^n$. If a representation $\chi: \langle h \rangle \to \mathcal{U}(V)$ is generated by a $\chi(h) = B$, then every section $f \in \mathcal{C}_c^\infty(C_\bullet, E_\chi)$ is periodic in the sense

$$\langle f(r, \phi + 2\pi), \psi_j \rangle = e^{2\pi i \theta_j} \langle f(r, \phi), \psi_j \rangle.$$  

This implies that we obtain a Fourier-type expansion of the form

$$\langle f(r, \phi), \psi_j \rangle = \sum_{k \in \mathbb{Z}} e^{i\phi(k+\theta_j)} f_{k,j}(r).$$

Consequently, if a bounded linear operator $A: \mathcal{C}_c^\infty(C_\bullet, E_\chi) \to \mathcal{C}_c^\infty(C_\bullet, E_\chi)$ with integral kernel $K_A$ is diagonal in the basis $\langle \psi_j \rangle$, then each component $K_A(r, \phi, r', \phi') := \langle K_A(r, \phi, r, \phi') \psi_j, \psi_j \rangle$ admits a Fourier-type expansion

$$(40) \quad K_A(r, \phi, r', \phi') = \sum_{k \in \mathbb{Z}} e^{i\phi(k+\theta_j)} \alpha_k^j(r, r') e^{-i\phi'(\theta_j+k)}.$$

Of course the Fourier expansion is also valid if $A$ is not an integral operator, then we have to use the Schwartz kernel theorem and the Fourier coefficients are distributions on $\mathbb{R} \times \mathbb{R}$.

4.5. Hyperbolic Cylinder. To prove the meromorphic continuation of the resolvent of the hyperbolic cylinder $C_\ell = \langle h_\ell \rangle \setminus \mathbb{H}$, we will use the fundamental domain $\mathcal{F} = \{ z \in \mathbb{H} \mid 1 \leq |z| < e^\ell \}$ from Section 3.2. Moreover, we note that the hyperbolic cylinder consists of two funnel ends in the sense of Section 3.2.1, the model funnel $F_\ell$ is given by $F_\ell = C_\ell \cap \{ r > 0 \}$ under the isomorphism (5).

Let $V$ be a $d$-dimensional vector space with some fixed norm $||\cdot||$ and $A \in \text{GL}(V)$ an invertible endomorphism of $V$. We use $\text{EV}(A)$ to denote the multiset of eigenvalues of $A$, thus eigenvalues are counted with multiplicity. We also denote the operator norm on $\text{GL}(V)$ by $||\cdot||$. We consider the (not necessarily unitary) representation $\chi: \langle h_\ell \rangle \to \text{GL}(V)$ defined by

$$\chi(h_\ell) := A.$$

We recall that $\Gamma = \langle h_\ell \rangle$ acts on $\mathbb{H} \times V$ via $h.(z, v) = (hz, \chi(h)v)$ for $h \in \Gamma$ and this action defines the vector bundle $E_\chi := \langle h_\ell \rangle \setminus (\mathbb{H} \times V) \to C_\ell$.

We provide the twisted resolvent of the hyperbolic cylinder as its lift to $\mathbb{H}$. To that end, we pick a geodesically convex fundamental domain $\mathcal{F}$ for the hyperbolic cylinder $C_\ell$ in $\mathbb{H}$. One possible choice is the set in (4). In the coordinates of $\mathbb{H}$, the Schwartz kernel of the resolvent on $C_\ell$ is (formally) given by

$$(41) \quad R_{C_\ell, \chi}(s; z, z') = \sum_{k \in \mathbb{Z}} A^k R_\mathbb{H}(s; z, e^{\ell k} z').$$
for $z, z' \in F$. In the following proposition, we prove that the resolvent, $R_{C,t,\chi}(s)$, is well-defined in some half-plane and admits a meromorphic continuation to $s \in \mathbb{C}$. In the case when the representation $\chi$ is trivial, we recover the well-known classical result (see, e.g., [Bor16, Proposition 5.1]). We set
\[ C := \ell^{-1} \max\{ \log \|h_{\ell}\|, \log \|\chi(h_{\ell})\|^{-1} \}. \]

We fix a choice of logarithm defined on all of $\mathbb{C} \setminus \{0\}$ (it does not need to be continuous). None of our results is qualitatively affected by this choice.

**Proposition 4.5.** The resolvent $R_{C,t,\chi}(s)$ is well-defined for $\text{Re}\, s > C$ and admits a meromorphic continuation to $s \in \mathbb{C}$ as an operator
\[ R_{C,t,\chi}(s) : L^2_{\text{cpt}}(C_t, E_\chi) \to L^2_{\text{loc}}(C_t, E_\chi) \]

The multiset of poles of $s$ obtained (as a set) in (43) is well-defined in some half-plane and admits a meromorphic continuation to $s > C$ as an operator
\[ R_{C,t,\chi}(s) : L^2_{\text{cpt}}(C_t, E_\chi) \to L^2_{\text{loc}}(C_t, E_\chi) \]
The multisets of poles of $s \mapsto R_{C,t,\chi}(s)$ shall be denoted by $R_{C,t,\chi}$. It is contained (as a set) in
\[ \{ -N_0 \cup \bigcup_{\lambda \in EV(\chi(h_\ell))} \bigcup_{p \in \{\pm 1\}} (-N_0 + p\ell^{-1} (\log \lambda + 2\pi i\mathbb{Z})) \}. \]

Let $\psi \in C^\infty_0(C_t \times C_t)$ with $\text{supp} \psi \cap \Delta_0 = \emptyset$. For $s \notin R_{C,t,\chi}$, the kernel of $R_{C,t,\chi}(s)$ satisfies
\[ \psi \beta^{*} R_{C,t,\chi}(s; \cdot, \cdot) \in (\rho_0 \rho_0^{*})^s C^\infty(C_t \times C_t, E_\chi \boxtimes_0 E_\chi) + \beta^{*} ((\rho_f \rho_f^{*})^s C^\infty(C_t \times C_t, E_\chi \boxtimes E_\chi)) \].

**Proof.** Formula (15) for the point-pair invariant $\sigma$ implies that
\[ \sigma(z, e^{k\ell}z') = 1 + \frac{|z - e^{k\ell}z'|^2}{4yy'e^{k\ell}}. \]

Therefore we have the asymptotics
\[ \sigma(z, e^{k\ell}z') \asymp e^{k|\ell|} \text{ as } k \to \pm \infty, \]
where the implied constants depend continuously on $z$ and $z'$. We can now use Proposition 4.2 with $f(n) = \ell n$, $a = 1$, $b = C$, and $c = 0$ to show that $R_{C,t,\chi}(s)$ is well-defined for $\text{Re}\, s > C$.

For the meromorphic continuation, we will not use Lemma 4.4 as we can obtain a slightly stronger result. By (43), we can write
\[ \sigma(z, e^{k\ell}z')^{-s} = (yy')^s e^{-sk\ell} \left( a + be^{-k\ell} + ce^{-2k\ell} \right)^{-s}, \]
where $a = (1/4)|z'|^2$, $b = (1/2)(yy' - xx')$ and $c = (1/4)|z|^2$. We note that $a, c > 1/4$ on $F \times F$. By the same arguments as in Lemma 4.4, we obtain that
\[ |(yy')^{-s} R_N(s; z, e^{k\ell}z')| \asymp (yy')^N e^{-k(\text{Re}\, s+N)}, \]
where the implied constant depend on $s$ but not on $z, z'$. This implies that
\[ (yy')^{-s} \sum_{k \in \mathbb{Z} \setminus \{0\}} A^k F_N(s; z, e^{k\ell}z') \]
converges uniformly on $F \times F$ for $\text{Re}\, s > C - N$ and $s \notin -N$. 
We also have to show that

\[ H_{\ell, \chi}(s; z, z') := \sum_{k \in \mathbb{Z} \setminus \{0\}} A_k\sigma(z, e^{k\ell}z')^{-s} \]

admits a meromorphic continuation to \( s \in \mathbb{C} \). To this end, write for \( M > 0 \) to be chosen later,

\[ H_{\ell, \chi}(s; z, z') = \sum_{|k| < M, k \neq 0} A_k\sigma(z, e^{k\ell}z')^{-s} + \sum_{|k| \geq M} A_k\sigma(z, e^{k\ell}z')^{-s}. \]

The finite sum is obviously entire as a function of \( s \). It suffices to show that the infinite sum on the right hand side of (45) admits a meromorphic continuation.

For this we note that

\[ (yy')^{-s}e^{sk\ell} \cdot \sigma(z, e^{k\ell}z')^{-s} = \left(a + be^{-k\ell} + ce^{-2k\ell}\right)^{-s} \]

is holomorphic as a function in the variable \( e^{-k\ell} \) for \( k \gg 1 \) (depending on \( s, z, z' \)). We may choose \( M \geq 0 \) large enough and use the Taylor expansion for all \( k \geq M \) to write

\[ (yy')^{-s}\sigma(z, e^{k\ell}z')^{-s} = e^{-sk\ell} \sum_{p=0}^{\infty} \alpha_p(s)(e^{-k\ell})^p \]

for suitable entire functions \( \alpha_p: \mathbb{C} \rightarrow \mathbb{C}, p \in \mathbb{N}_0 \), depending on \( z, z' \in \mathcal{F} \). The series above is absolutely convergent for any \( s \in \mathbb{C} \). The absolute convergence allows us to interchange the order of summation (for \( s \in \mathbb{C} \) with \( \text{Re} s > C \)) to obtain

\[ (yy')^{-s} \sum_{k \geq M} A_k\sigma(z, e^{k\ell}z')^{-s} \]

(47)

\[ = \sum_{k \geq M} A_k \sum_{p=0}^{\infty} \alpha_p(s)e^{-(s+p)k\ell} \]

\[ = \sum_{p=0}^{\infty} \alpha_p(s) \sum_{k \geq M} A_k e^{-(s+p)k\ell} \]

(48)

\[ = \sum_{p=0}^{\infty} \alpha_p(s)(\text{id}_V - e^{-(s+p)\ell} A)^{-1}(e^{-(s+p)\ell} A)^M. \]

We note that for every \( p \in \mathbb{N}_0 \), the operator \( (e^{-(s+p)\ell} A)^M \) is entire in \( s \in \mathbb{C} \). Additionally, we note that for \( \text{Re}(s) > -p + C \), we have

\[ \|e^{-(s+p)\ell} A\| \leq e^{-(s+p-C)\ell} < 1 \]

Thus the operator \( \text{id}_V - e^{-(s+p)\ell} A \) is invertible. This implies that the operator \( (\text{id}_V - e^{-(s+p)\ell} A)^{-1} \) is holomorphic on \( \{\text{Re}(s) > -p + C\} \). Moreover,
the operator \((\text{id}_V - e^{-(s+p)\ell A})^{-1}\) is meromorphic on \(\mathbb{C}\) with the set of poles being

\[
\bigcup_{\lambda \in \text{EV}(A)} \left( -p + \ell^{-1}(\log \lambda + 2\pi i\mathbb{Z}) \right).
\]

We note that for any fixed \(N \in \mathbb{N}_0\), the operators \(\{(\text{id}_V - e^{-(s+p)\ell A})^{-1}\}_{p \geq N}\) are holomorphic on the half-plane \(\text{Re}(s) > -N + C\).

We are left to prove that \((48)\) is meromorphic on \(\text{Re}(s) > -N + C\). To this end, we split the summation in \((48)\) into two parts, depending on whether \(p < N\) or \(p \geq N\). The former part is obviously meromorphic and the poles are contained in the set

\[
\bigcup_{\lambda \in \text{EV}(A)} \left( -N_0 + \ell^{-1}(\log(\lambda) + 2\pi i\mathbb{Z}) \right).
\]

The latter can be rewritten as

\[
\sum_{p=N}^{\infty} \alpha_p(s)(\text{id}_V - e^{-(s+p)\ell A})^{-1}(e^{-(s+p)\ell A})^M = \sum_{p=0}^{\infty} \alpha_{p+N}(s)(\text{id}_V - e^{-(s+p+N)\ell A})^{-1}(e^{-(s+p+N)\ell A})^M.
\]

Doing the calculation in \((47)\) backwards shows that this series converges absolutely on \(\{\text{Re } s > -N + C\}\). For \(k < -M\) with sufficiently large \(M\) an analogous calculation leads to

\[
(y y')^s \sum_{k \leq -M} A^k \sigma(z, e^{k\ell z'})^{-s} = \sum_{p=0}^{\infty} \beta_p(s)(\text{id}_V - e^{-(s+p)\ell A^{-1}})^{-1}(e^{-(s+p)\ell A^{-1}})^M,
\]

which is meromorphic on \(\text{Re}(s) > -N + C\) with poles contained in the set

\[
\bigcup_{\lambda \in \text{EV}(A)} \left( -N_0 - \ell^{-1}(\log(\lambda) + 2\pi i\mathbb{Z}) \right).
\]

Increasing \(N\) and combining \((50)\) and \((51)\), we obtain that the right hand side of \((45)\) is meromorphic on \(\mathbb{C}\) with possible poles at

\[
s \in \bigcup_{\lambda \in \text{EV}(A)} \bigcup_{p \in \{\pm 1\}} \left( -N_0 + p\ell^{-1}(\log(\lambda) + 2\pi i\mathbb{Z}) \right).
\]
This completes the proof of the meromorphic continuation of (45). Similar to the proof of Proposition 4.2, we decompose

\[ R_{C_\ell,\chi}(s; z, z') = \text{id}_V R_{\mathfrak{H}}(s; z, z') + \sum_{k \in \mathbb{Z}\setminus\{0\}} R_{\mathfrak{H}}(s; z, e^{kt}z') \]

\[ \begin{aligned} &+ \frac{1}{4\pi} \sum_{n=0}^{N-1} \frac{\Gamma(s+n)^2}{n! \Gamma(2s+n)} H_{\ell,\chi}(s+n; z, z') \\ &+ \sum_{k \in \mathbb{Z}\setminus\{0\}} A^k F_N(s; z, e^{kt}z'). \end{aligned} \]

All terms on the right-hand side are meromorphic and this gives the meromorphic continuation of \( R_{C_\ell,\chi}(s, z, z') \). Since \((x, y) \mapsto y\) restricted to \(\mathcal{F}\) is a boundary defining function of \(C_\ell\), we conclude that

\[ R_{C_\ell,\chi}(s; \cdot, \cdot) \in (\rho_f \rho'_f) \ast C^\infty(\overline{C_\ell} \times \overline{C_\ell}, E_\chi \boxtimes E_\chi) \]

away from the diagonal. Combining this with the structure of the free resolvent, Proposition 4.1, this yields the asserted structure of the resolvent kernel. \( \square \)

4.6. **Fourier Analysis of the Hyperbolic Cylinder.** In this section, we calculate the resonances of \( \Delta_{C_\ell,\chi} \), or equivalently, the poles of \( R_{C_\ell,\chi} \). We use an approach different from the one in Proposition 4.5; namely, we calculate the Fourier coefficients of \( R_{C_\ell,\chi}(s) \) in a more direct way. Using the Fourier coefficients, we will be able to calculate the exact multiplicities of the resonances as opposed to the mere inclusion statement in Proposition 4.5. We will restrict our considerations to the case that \( \chi \) is unitary. We recall from Section 3.2.1 that in geodesic coordinates (see (5)) the metric on \( C_\ell \) is given by

\[ g_{C_\ell} = dr^2 + \omega^{-2} \cosh(r)^2 d\phi^2 \]

where \( \omega = 2\pi/\ell \). Hence, the volume form is given by

\[ d\mu_{C_\ell} = \omega^{-1} \cosh(r) \, dr \, d\phi, \]

and the Laplacian acting on functions is

\[ \Delta_{C_\ell} = -\partial_r^2 - \tanh(r) \partial_r - \frac{\omega^2}{\cosh^2(r)} \partial_\phi^2. \]

Therefore the differential equation for the resolvent kernel becomes

\[ (\Delta_{C_\ell} - s(1-s)) R_{C_\ell,\chi}(s; r, \phi, r', \phi') = \frac{\omega}{\cosh(r)} \delta(r-r') \delta(\phi-\phi'), \]

where \( \phi, \phi' \in [0, 2\pi) \) and \( \Delta_{C_\ell} \) acts on each component of \( R_{C_\ell,\chi}(s; \cdot, \cdot, r', \phi') \). Let \((\psi_j)_{j=1}^n\) be an eigenbasis of \( \chi(h_\ell) \) with eigenvalues \( \lambda_j = e^{2\pi i \theta_j} \). We can define the twisted delta-distribution by

\[ \hat{\delta}(\cdot) \psi_j := \hat{\delta}_{\theta_j}(\cdot) \psi_j, \]

where

\[ \hat{\delta}_{\theta_j}(\cdot) := \sum_{n \in \mathbb{Z}} e^{i\theta_j(\cdot)} \delta(\cdot - 2\pi n). \]
We note that \( \hat{\delta}(\phi - \phi') \) is a distribution in \( C^{-\infty}(C_t \times C_t, E_\chi \otimes E_\chi) \). With this, the equation (52) may be rewritten as

\[
(\Delta_{C_t} - s(1 - s))R_{C_t,\chi}(s; r, \phi, r', \phi') = \frac{\omega}{\cosh(r)} \delta(r - r') \hat{\delta}(\phi - \phi').
\]

We set

\[
R_{C_t,\chi}(s; z, z') := \langle R_{C_t,\chi}(s; z, z') \psi_j, \psi_j \rangle.
\]

By the arguments leading to (40), the Schwartz kernel of the resolvent admits a Fourier decomposition (in \( \phi - \phi' \))

\[
R_{C_t,\chi}(s; z, z') = \sum_{j} e^{i\phi(k + \vartheta_j)} b_{\lambda}^j(s; r, r') e^{-i\varphi'(k + \vartheta_j)}
\]

for some \( b_{\lambda}^j(s; \cdot, \cdot) \in C^{-\infty}(\mathbb{R} \times \mathbb{R}) \). We want to find the explicit expression for these functions.

For \( \kappa \in \mathbb{R}, r \in \mathbb{R} \) and \( s \in \mathbb{C} \setminus (\mathbb{Z} \pm i\omega\kappa) \), we define the functions

\[
a_s(s) := 2^{-2s} \Gamma(s + i\omega\kappa) \Gamma(s - i\omega\kappa),
\]

\[
v_n(s; r) := (\cosh r)^{-s} \mathbf{F} \left( s + i\omega\kappa, s - i\omega\kappa; s + \frac{1}{2}; \frac{1 - \tanh r}{2} \right),
\]

\[
v_n(s; r, r') := \begin{cases} a_s(s)v_n(s; -r)v_n(s; r') & \text{for } r \leq r', \\ a_s(s)v_n(s; r)v_n(s; -r') & \text{for } r' \leq r. \end{cases}
\]

**Lemma 4.6.** The resolvent admits a Fourier-type expansion

\[
R_{C_t,\chi}(s; z, z') = \sum_{j} e^{i\phi(k + \vartheta_j)} b_{\lambda}^j(s; r, r') e^{-i\varphi'(k + \vartheta_j)}. \tag{59}
\]

**Remark 4.7.** We note that the choice of the branch of the logarithm to define \( \vartheta_j \) does not affect the series (59).

**Proof of Lemma 4.6.** We set

\[
L^0_r := L^0_r(s) := -\partial_r^2 - \tanh r \cdot \partial_r - s(1 - s).
\]

Applying \( \Delta_{C_t} - s(1 - s) \) to (55), we obtain

\[
(\Delta_{C_t} - s(1 - s))R_{C_t,\xi}(s; r, \phi, r', \phi') = (\Delta_{C_t} - s(1 - s)) \sum_{j} e^{i\phi(k + \vartheta_j)} b_{\lambda}^j(s; r, r') e^{-i\varphi'(k + \vartheta_j)}
\]

\[
= \sum_{j} e^{i(k + \vartheta_j)(\phi - \phi')}(L^0_r + \frac{\omega^2(k + \vartheta_j)^2}{\cosh^2(r)}) b_{\lambda}^j(s; r, r').
\]

We note that for an orthonormal basis, \( \langle \psi_j, \psi_j \rangle \), and any \( j = 1, \ldots, n \),

\[
\langle \frac{\omega}{\cosh(r)} \delta(r - r') \hat{\delta}(\phi - \phi') \psi_j, \psi_j \rangle = \frac{\omega}{\cosh(r)} \delta(r - r') \hat{\delta}_j(\phi - \phi').
\]

We can use the Fourier series for the untwisted delta distribution to obtain

\[
\frac{\omega}{\cosh(r)} \delta(r - r') \hat{\delta}(\phi - \phi') = \frac{\delta(r - r')}{\cosh(r)} \sum_{j} e^{i(k + \vartheta_j)(\phi - \phi')}.
\]
Comparing the Fourier coefficients, we obtain the differential equation
\[
\frac{\delta(r - r')}{\cosh(r)} = \left( r^0 + \frac{\omega^2(k + \partial_j)^2}{\cosh^2(r)} \right) b_k^j(s; r, r')
\]
for \( k \in \mathbb{Z} \). The fundamental solution is given by \( v_k+\vartheta_j(s; r) \). Applying the standard argument involving the Wronskian (see [Bor16, Proposition 5.2]), we obtain that
\[
(60) \quad b_k^j(s; r, r') := v_k+\vartheta_j(s; r, r')
\]
solves the equation. \( \square \)

**Proposition 4.8.** The multiset of resonances for the hyperbolic cylinder is given by
\[
\mathcal{R}_{C_t, \chi} = \bigcup_{\lambda \in \text{EV}(\chi(h_t))} \bigcup_{p \in \{\pm 1\}} (-\mathbb{N}_0 + p\ell^{-1}(\log \lambda + 2\pi i\mathbb{Z})) ,
\]
where \( \text{EV}(\chi(h_t)) \) is the multiset of eigenvalues of \( \chi(h_t) \).

**Remark 4.9.** For \( \chi \) being the trivial one-dimensional representation, we recover the classical case: since \( \log \lambda = 0 \), the resonances are given by \( s = -k + 2\pi i\ell^{-1}m \) for \( k \in \mathbb{N}_0 \) and \( m \in \mathbb{Z} \). Each resonance is of multiplicity 2.

**Example 4.10.** To illustrate the result in the case of \( \chi \) being a non-trivial twist, we consider the diagonal matrix \( \chi(h_t) = \text{diag}(i, -1) \). For the eigenvalue \( \lambda_1 = i \), we have that \( \log \lambda_1 + 2\pi i\mathbb{Z} = 2\pi i(1/4 + \mathbb{Z}) \). Hence, the eigenvalue \( \lambda_1 \) contributes to resonances at \( -\mathbb{N}_0 + \pi i\ell^{-1}(1/2 + \mathbb{Z}) \) with multiplicity 1. For \( \lambda_2 = -1 \), we calculate \( \log \lambda_2 + 2\pi i\mathbb{Z} = 2\pi i(1/2 + \mathbb{Z}) \) and therefore the eigenvalue contributes to resonances located at \( -\mathbb{N}_0 + 2\pi i\ell^{-1}(1/2 + \mathbb{Z}) \) with multiplicity 2 since \( 1/2 + \mathbb{Z} = -(1/2 + \mathbb{Z}) \). Summing up, for \( \chi(h_t) = \text{diag}(i, -1) \), the resonances are given as a set by
\[
\mathcal{R}_{C_{t, \chi}} = -\mathbb{N}_0 - \frac{\pi i}{2\ell} (\mathbb{Z} \setminus 4\mathbb{Z}) .
\]

**Proof of Proposition 4.8.** By (60) it suffices to calculate the poles of the function \( v_\kappa(\cdot, r, r') \), which is given by (58). First, we note that \( v_\kappa(s; \cdot) \) does not vanish identically. For this, we may use the 0-th order Taylor expansion of the hypergeometric function (see [Bor16, (5.10)]) to observe that
\[
v_\kappa(s; r) \sim \frac{\cosh(r)^{-s}}{\Gamma(s + 1/2)} \sim \frac{2^s e^{-r}}{\Gamma(s + 1/2)}, \quad r \to +\infty .
\]
Moreover, the function \( v_\kappa(\cdot; r) \) is entire. Therefore the poles of \( v_\kappa(\cdot, r, r') \) are exactly poles of \( a_\kappa \) defined in (56). The poles of \( a_\kappa(s) \) are given by the multiset \(-\mathbb{N}_0 \pm 2\pi i\ell^{-1}\kappa \). \( \square \)

Proposition 4.8 implies upper and lower bounds on the number of resonances of the same (polynomial) order as in the untwisted situation.

**Proposition 4.11.** Denote by \( C_t = \langle h_t \rangle \backslash \mathbb{H} \) the hyperbolic cylinder and let \( \chi : \langle h_t \rangle \to U(V) \) be a unitary representation. The resonance counting function satisfies
\[
N_{C_{t, \chi}}(r) \asymp r^2 \quad \text{as } r \to \infty .
\]
4.7. Model Funnel. We consider the model funnel

\[ F_\ell := C_\ell \cap \{(r, \phi) \in C_\ell : r \geq 0\} . \]

We restrict the Laplacian on \( C_\ell \) to \( F_\ell \) and impose Dirichlet boundary conditions at \( r = 0 \). This gives a self-adjoint operator, which we denote by \( \Delta_{F_\ell, \chi} \).

We denote its resolvent by \( R_{F_\ell, \chi}(s) \). Let \( (\psi_j)_j=1^{n} \) be a set of eigenvectors of \( \chi(h_\ell) \) with respective eigenvalues \( e^{2\pi i \theta_j} \) and \( \theta_j \in [0, 1) \). We define

\[ R_{F_\ell, \chi}(s; z, z') := \langle R_{F_\ell, \chi}(s; z, z') \psi_j, \psi_j \rangle . \]

As in the untwisted case (see, e.g., [Bor16, Section 5.2]), the Fourier decomposition of \( R_{F_\ell, \chi}(s; z, z') \) can be calculated using the method of images,

\[
R_{F_\ell, \chi}(s; z, z') = R_{C_\ell, \chi}(s; z, z') - R_{C_\ell, \chi}(s; z, -z') ,
\]

where \( z, z' \in \mathcal{F} = \{z \in \mathbb{H} : 1 \leq |z| < e^\ell\} \). Hence, \( R_{F_\ell, \chi}(s) \) admits a meromorphic continuation to \( s \in \mathbb{C} \) and with the multiset of poles denoted by \( \mathcal{R}_{F_\ell, \chi} \). Recall \( \omega = 2\pi/\ell \). For \( r, r' \geq 0, k \in \mathbb{Z} \), and \( \kappa \in \mathbb{R} \), the Fourier-type expansion of \( R_{F_\ell, \chi}(s; z, z') \) can be formulated with the help of the functions

\[
\tilde{v}_\kappa(s; r, r') := \begin{cases} 
\beta_\kappa(s) v^0_\kappa(s; r) v_\kappa(s; r') & \text{for } 0 \leq r \leq r', \\
\beta_\kappa(s) v^0_\kappa(s; r) v_\kappa(s; r') & \text{for } 0 \leq r' \leq r,
\end{cases}
\]

where for \( s \in \mathbb{C} \setminus (-1 - 2N_0 \pm i\omega\kappa) \),

\[
\beta_\kappa(s) := \frac{1}{2} \Gamma \left( \frac{s + i\omega\kappa + 1}{2} \right) \Gamma \left( \frac{s - i\omega\kappa + 1}{2} \right),
\]

\[
v^0_\kappa(s; r) := \tanh(r)(\cosh(r))^{-s} F \left( \frac{s + i\omega\kappa + 1}{2}, \frac{s - i\omega\kappa + 1}{2}; \frac{3}{2}; \tanh(r)^2 \right)
\]

and \( v_\kappa(s; r) \) is as in (57). Therefore, we obtain the same Fourier-type expansion for the resolvent as in the case of the hyperbolic cylinder,

\[
R_{F_\ell, \chi}(s; z, z') = \frac{1}{2} \sum_{k \in \mathbb{Z}} e^{i\phi(k + \theta_j)} \tilde{v}_{k+\theta_j}(s; r, r') e^{-i\phi'(k + \theta_j)} .
\]

**Proposition 4.12.** The resolvent of \( \Delta_{F_\ell, \chi} \) admits a meromorphic continuation to \( \mathbb{C} \) as an operator

\[
R_{F_\ell, \chi}(s) : L^2_{\text{cpt}}(F_\ell, E_\chi) \to L^2_{\text{loc}}(F_\ell, E_\chi) .
\]

Let \( \psi \in \mathcal{C}_b^\infty(F_\ell \times_0 F_\ell) \) with supp \( \psi \cap \Delta_0 = \emptyset \) and \( s \in \mathbb{C} \) not a pole of the resolvent. We have

\[
\psi \beta^* R_{F_\ell, \chi}(s; \cdot, \cdot) \in \mathcal{C}_0^\infty(F_\ell \times_0 F_\ell, E_\chi) + \beta^* \left( \mathcal{C}_0^\infty(F_\ell \times_0 F_\ell, E_\chi \boxtimes E_\chi) \right).
\]

Moreover, the multiset of resonances \( \mathcal{R}_{F_\ell, \chi} \) is given by

\[
\mathcal{R}_{F_\ell, \chi} = \bigcup_{\lambda \in \text{EV}(\chi(h_\ell))} \bigcup_{p \in \{\pm 1\}} (-1 + 2N_0) + p\ell^{-1}(\log \lambda + 2\pi i \mathbb{Z}) ,
\]

where \( \text{EV}(\chi(h_\ell)) \) is the multiset of eigenvalues of \( \chi(h_\ell) \).

**Proof.** The structure of the resolvent follows from Proposition 4.5 and (61). The resonances can be read off from the Fourier coefficients. \( \square \)
Remark 4.13. As in the case of the hyperbolic cylinder this gives upper and lower bounds on the number of resonances:

\[ N_{t,\lambda}(r) \asymp r^2 \quad \text{as } r \to \infty. \]

We would like to define the Poisson operator and the scattering matrix for the model funnel. For this we note that the boundary at infinity of the model funnel is given by

\[ \partial_\infty F_\ell = \mathbb{R}/2\pi \mathbb{Z}, \]

and set

\[ g_0 := \rho^2 g_{F_\ell}|_{\partial_\infty F_\ell} = \omega^{-2}\,d\phi^2. \]

Hence, the induced Riemannian volume is

\[ d\mu_{\partial X} = \frac{d\phi}{\omega}. \]

Proposition 4.12 implies that the function

\[ E_{t,\lambda}(s; r, \phi, \phi') := \lim_{r' \to \infty} (\rho_f(r'))^{-s} R_{t,\lambda}(s; r, r', \phi') \]

is well-defined. This is the Schwartz kernel corresponding to the operator

\[ E_{t,\lambda}(s; \cdot, \phi, \phi') \colon C^\infty(\partial_\infty F_\ell, E_\lambda|_{\partial_\infty F_\ell}) \to C^\infty(F_\ell, E_\lambda). \]

Since \( \rho_f(r') = \cosh(r')^{-1} \), we can read off the Fourier expansion of the integral kernel of \( E_{t,\lambda}(s) \) from the Fourier expansion of the integral kernel of \( R_{t,\lambda}(s) \). As above, let \( (\psi_j)_{j=1}^n \) be an eigenbasis of \( \chi(h_\ell) \) with eigenvalues \( \lambda_j = e^{2\pi i \theta_j} \). With the help of (63) we obtain that

\[ E_{t,\lambda}(s; r, \phi, \phi') \psi_j = \sum_{k \in \mathbb{Z}} E_{t,\lambda}(s; r)_{k}^j \psi_j e^{ik(\phi - \phi')}, \]

where

\[ E_{t,\lambda}(s; r)_{k}^j := \frac{1}{\ell} \frac{\beta_k + \theta_j(s) \nu_k + \theta_j(s; r)}{\Gamma(s + 1/2)}. \]

The following lemma is a generalization of [Bor16, Proposition 7.9] for the funnel end.

Lemma 4.14. For \( s \in \mathbb{C} \) other than a pole of \( R_{t,\lambda}(s) \) or \( R_{t,\lambda}(1 - s) \), we have that

\[ R_{t,\lambda}(s) - R_{t,\lambda}(1 - s) = (1 - 2s)E_{t,\lambda}(s) E_{t,\lambda}^T \]

Here,

\[ E_{t,\lambda}^T(s) : L^2(F_\ell, E_\lambda) \to L^2(\partial_\infty F_\ell, E_\lambda|_{\partial_\infty F_\ell}) \]

denotes the transpose of the operator

\[ E_{t,\lambda}(s) : L^2(\partial_\infty F_\ell, E_\lambda|_{\partial_\infty F_\ell}) \to L^2(F_\ell, E_\lambda). \]

Proof. We choose any basis \( (e_j)_{j=1}^n \) of \( V \) and set, for each \( 1 \leq j, k \leq n \),

\[ R_{jk}(s; z, w) := \langle R_{t,\lambda}(s; z, w) e_j, e_k \rangle. \]
Denote by $R_{F_{t,\chi}}^T(s; z, w)$ the integral kernel of $R_{F_{t,\chi}}(s)^T$ and let
\[ R_{jk}^T(s; z, w) := (R_{F_{t,\chi}}^T(s; z, w)e_j, e_k). \]
It follows that
\[ R_{jk}^T(s; z, w) = R_{kj}(s; w, z). \]

At least formally,
\[
R_{F_{t,\chi}}(s) - R_{F_{t,\chi}}(1 - s) \\
= R_{F_{t,\chi}}(s)(\Delta_{F_{t,\chi}} - s(1 - s))R_{F_{t,\chi}}(1 - s) \\
- (\Delta_{F_{t,\chi}} - s(1 - s))R_{F_{t,\chi}}(s)R_{F_{t,\chi}}(1 - s) \\
= R_{F_{t,\chi}}(s)\Delta_{F_{t,\chi}}R_{F_{t,\chi}}(1 - s) - \Delta_{F_{t,\chi}}R_{F_{t,\chi}}(s)R_{F_{t,\chi}}(1 - s).
\]

We can make the above calculation rigorous by considering the Schwartz kernel,
\[
R_{jk}(s; z, w) - R_{jk}(1 - s; z, w) \\
= \lim_{\varepsilon \to 0} \int_{\rho(z') > \varepsilon} \sum_{m=1}^n \left( R_{jm}(s; z, z')\Delta_{F_{t}}R_{mk}(1 - s; z', w) \\
- \Delta_{F_{t}}R_{jm}(s; z, z')R_{mk}(1 - s; z', w) \right) d\mu_{F_{t}}(z') \\
= \lim_{\varepsilon \to 0} \int_{\rho(z') > \varepsilon} \sum_{m=1}^n \left( R_{jm}(s; z, z')\Delta_{F_{t}}R_{km}^T(1 - s; w, z') \\
- \Delta_{F_{t}}R_{jm}(s; z, z')R_{km}^T(1 - s; w, z') \right) d\mu_{F_{t}}(z').
\]

Here, $\Delta_{F_{t}}$ acts on the $z'$ variable. We apply the Green formula to obtain
\[
R_{jk}(s; z, w) - R_{jk}(1 - s; z, w) \\
= \lim_{\varepsilon \to 0} \int_{\rho(z') = \varepsilon} \sum_{m=1}^n \left( - R_{jm}(s; z, z')\partial_{\nu}R_{km}^T(1 - s; w, z') \\
+ \partial_{\nu}R_{jm}(s; z, z')R_{km}^T(1 - s; w, z') \right) d\mu_{F_{t}}(z'),
\]
where $\nu$ is the outward pointing unit normal vector to the set $\{\rho(z') > \varepsilon\}$. We use the coordinates $z' = (\rho', \phi')$, where $\rho' = \rho(z')$ and $\phi'$ is as in (5). Since $g_{F_{t}}(\partial_{\rho}, \partial_{\rho}) = \rho^2$, we have $\partial_{\nu} = -\rho'\partial_{\rho}$. Inserting
\[
R_{F_{t,\chi}}(s; z, z') = (\rho')^sE_{F_{t,\chi}}(s; z, \phi') + O((\rho')^{s+1})
\]
and
\[
\partial_{\nu}R_{F_{t,\chi}}(s; z, z') = -s(\rho')^sE_{F_{t,\chi}}(s; z, \phi') + O((\rho')^{s+1})
\]
in (65), we obtain
\[ R_{jk}(s; z, w) - R_{jk}(1 - s; z, w) = (1 - 2s) \lim_{\rho' \to 0} \int_0^{2\pi} \left( \sum_{m=1}^n E_{jm}(s; z, \phi') E_{km}^T(1 - s; w, \phi') \right. \]
\[ + O(\rho') \left. \right) \rho' d\mu_{F_1}(\rho', \phi'). \]

Now taking \( \rho' = \varepsilon \to 0 \) and using that
\[ \lim_{\rho' \to 0} \rho' d\mu_{F_1}(\rho', \phi') = d\mu_{\partial_\infty F_1}(\phi') = \frac{1}{\omega} \ d\phi' \]
yields the assertion. \( \square \)

Our next step is to define the scattering matrix
\[ S_{F_1, \chi}(s) : C^\infty(\partial_\infty F_1, E_X|\partial_\infty F_1) \to C^\infty(\partial_\infty F_1, E_X|\partial_\infty F_1). \]
We use an orthonormal basis of eigenvectors \( \{\psi_n\}_{n=1}^\infty \) of \( \chi(h\ell) \) with eigenvalues \( \lambda_j = e^{2\pi i \delta_j} \), where \( \delta_j \in [0, 1) \), to define (see [GZ95, Lemma 4.2])
\[ S_{F_1, \chi}(s) : [\psi_j e^{ik\phi}] \to S_{F_1, \chi}(s)_{k}^{j} \psi_j e^{ik\phi}, \]
where
\[ S_{F_1, \chi}(s)_{k}^{j} := \frac{\Gamma \left( \frac{1}{2} - s \right) \Gamma \left( \frac{s+i\omega(k+j)}{2}+1 \right) \Gamma \left( \frac{s-i\omega(k+j)}{2}+1 \right)}{\Gamma \left( s - \frac{1}{2} \right) \Gamma \left( \frac{2-s+i\omega(k+j)}{2} \right) \Gamma \left( \frac{2-s-i\omega(k+j)}{2} \right)} \]

Using a Kummer connection formula (see [EMOTS81, §2.9, (33)]) for the function \( v_{k+\delta_j}(s; r) \), we obtain the asymptotic expansion
\[ (67) \quad (2s - 1)E_{F_1, \chi}(s; r)f \sim \sum_{m=0}^\infty \rho_f^{1-s+2m}a_m(s) + \sum_{m=0}^\infty \rho_f^{s+2m}b_m(s), \]
where \( a_0(s) = f \) and \( b_0(s) = S_{F_1, \chi}(s)f \) (see [Bor16, Proposition 5.6]). Hence for \( \text{Re } s < 1/2 \), we have that
\[ S_{F_1, \chi}(s) = (2s - 1)(\rho \rho')^{-s}R_{F_1, \chi}(s)|_{\partial_\infty F_1 \times \partial_\infty F_1}. \]
In the same way as in [Bor16, pp. 92–93] we obtain that
\[ E_{F_1, \chi}(1-s)S_{F_1, \chi}(s) = -E_{F_1, \chi}(s). \]
Using this and Lemma 4.14, we arrive at the identity
\[ R_{F_1, \chi}(s) - R_{F_1, \chi}(1-s) = (2s - 1)E_{F_1, \chi}(1-s)S_{F_1, \chi}(s)E_{F_1, \chi}(1-s)^T. \]

4.8. **Parabolic Cylinder.** We consider the parabolic cylinder \( C_\infty \) as the quotient
\[ C_\infty := (T) \backslash \mathbb{H} \cong \mathbb{R} / \mathbb{Z} \times (0, \infty), \]
where \( Tz = z + 1 \). Let \( V \) be a finite-dimensional real vector space and \( B \in \text{GL}(V) \). We define the representation \( \chi \) by
\[ \chi(T) := B. \]
We denote by \( RC_{C_\infty, \chi}(s) \) the resolvent of the Laplace operator on the model parabolic cylinder. For meromorphic continuation of the \( RC_{C_\infty, \chi}(s) \) it suffices
to assume that \( \chi \) has non-expanding cusp monodromy, that is all eigenvalues of \( B \) have modulus 1. As for the hyperbolic cylinder, weakening the assumption of \( \chi \) being unitary to non-expanding cusp monodromy does not complicate the proof. As before, the resolvent is given by

\[
R_{C_{\infty, \chi}}(s; z, z') = \text{id}_V R_{\mathbb{H}}(s; z, z') + \sum_{k \in \mathbb{Z} \setminus \{0\}} B^k R_{\mathbb{H}}(s; z, z' + k),
\]

where \( z, z' \in \mathcal{F} = \{ z \in \mathbb{H} : \text{Re } z \in [0, 1) \} \). Before we can prove the meromorphic continuation of \( R_{C_{\infty, \chi}}(s) \), we have to extend a statement in [Gui92, Lemma 1.4]. For \( \xi \in \mathbb{C} \) with \( |\xi| = 1 \), \( a \in \mathbb{R} \), \( b \in (0, \infty) \) and \( \text{Re } s > 1/2 \), define the function

\[
S_{\xi}(s; a, b) := \sum_{k \in \mathbb{Z}} \xi^k (|k + a|^2 + b^2)^{-s}.
\]

**Lemma 4.15.** For every \( m \in \mathbb{N}_0 \), the function \( \partial^m_{\xi} S_{\xi}(s; a, b) \) admits a meromorphic continuation to \( s \in \mathbb{C} \) with possible poles at

\[
s = m + 1/2 - \mathbb{N}_0
\]

if \( \xi = 1 \). If \( \xi \neq 1 \), then \( \partial^m_{\xi} S_{\xi}(s; a, b) \) is holomorphic.

**Proof.** We write \( \xi = e^{2\pi i \lambda} \) with \( \lambda \in [0, 1) \). For \( \text{Re } s > 1/2 \), we use the definition of the Gamma-function and the Poisson summation formula to obtain

\[
\Gamma(s) S_{\xi}(s; a, b) = \sum_{k \in \mathbb{Z}} \int_0^\infty \xi^k e^{-((a+k)^2+b^2)t} s dt t s
\]

\[
= \sum_{k \in \mathbb{Z}} \int_{-\infty}^\infty e^{-2\pi i k u} \left( \int_0^\infty \xi^k e^{-((a+y)^2+b^2)t} s dt t s \right) dy
\]

\[
= \sqrt{\pi} \sum_{k \in \mathbb{Z}} \int_0^\infty e^{-u^2 t s - 1/2} e^{-\frac{x^2(a+k)^2}{t} + 2\pi i a(k + \lambda)} dt t
\]

\[
= \sqrt{\pi} b^{1-2s} \int_0^\infty e^{-u b^2 t s - 1/2} \left( \sum_{k \in \mathbb{Z}} e^{-\frac{x^2(b^2)(k+\lambda)^2}{u} + 2\pi i a(k + \lambda)} \right) du u.
\]

For \( u > 0 \), we write

\[
f(u) := \sum_{k \in \mathbb{Z} \setminus \{0\}} e^{-\pi^2 b^2 (k+\lambda)^2 u^{-1} + 2\pi i a(k+\lambda)}
\]

\[
= \sum_{k=1}^{\infty} e^{-\pi^2 b^2 (k+\lambda)^2 u^{-1} + 2\pi i a(k+\lambda)} + \sum_{k=1}^{\infty} e^{-\pi^2 b^2 (k-\lambda)^2 u^{-1} - 2\pi i a(k-\lambda)}.
\]

Since \( x \mapsto e^{-x^2} \) is monotonically decreasing, we may use the integral convergence test to compare the two series to the integrals

\[
\int_1^\infty e^{-\pi^2 b^2 (x+\lambda)^2 u^{-1}} dx = \sqrt{\frac{u}{\pi b^2}} \text{erfc} \left( \frac{\pi b (1 + \lambda)}{\sqrt{u}} \right),
\]

where \( \text{erfc} \) denotes the complementary error function defined as

\[
\text{erfc}(x) := 1 - \text{erf}(x).
\]
It is well-known that $\text{erfc}(x) = O(x^{-\infty})$ as $x \to \infty$ (see [GR14, 8.254]). Since $1 \pm \lambda \neq 0$, we obtain that $f(u) = O(u^{-\infty})$ as $u \to 0$. For $u > 0$ sufficiently large, we have that $f(u) = O(1)$.

The estimate allows us to conclude that the integral and the series converge absolutely, and hence we can differentiate under the integral and sum with respect to $\xi$. The only term that might prohibit the convergence of the sum and the integral comes from $e^{-n^2b^2(k+\lambda)^2u^{-1}}$ with respect to $\lambda$. For differentiating $m$-times this yields the terms $u^{-m}$ and $k^m$. The convergence of the integral is not affected due to the presence of the exponential factor $e^{-u}$ and the sum is still converging since for large $k$ we have $k + \lambda \neq 0$. Moreover, we see that if $\xi \neq 1$ we can take $\lambda \in (0,1)$ and therefore the sum and the integral converge for arbitrary $s \in \mathbb{C}$. For $k + \lambda = 0$, we obtain terms of form $\Gamma(s - m - 1/2)$, which are meromorphic and have poles for $s$ as in (70).

We denote by $d_B$ is the length of the longest Jordan chain of $\chi(T) = B$.

**Proposition 4.16.** The resolvent $R_{C_{\infty, \lambda}}(s)$ is well-defined for $Re s > d_B/2$ and admits a meromorphic continuation to $\mathbb{C}$ with possible poles at

$$\frac{d_B - N_0}{2}.$$

**Proof.** Formula (15) implies that

$$\sigma(z, z' + k) \asymp k^2 \quad \text{as} \quad k \to \pm \infty$$

with implied constants depending continuously on $z$ and $z'$. Hence, taking $f(n) = \log(n)$, we can use Proposition 4.2 with $a = 2$, $b = d_B - 1$, and $c = 0$ to obtain that $R_{C_{\infty, \lambda}}$ is well-defined for $Re s > d_B/2$. For the meromorphic continuation, we formally define the function

$$H_{\infty}(s; z, z') := \sum_{k \in \mathbb{Z}} B^k \sigma(z, z' + k)^{-s}.$$

For $Re s > 1$, $H_{\infty}(s; z, z')$ is well-defined by (71). To use the second part of Proposition 4.2, we have to prove that $H_{\infty}(s; z, z')$ admits a meromorphic continuation in $s$ to all of $\mathbb{C}$. We note that

$$\sigma(z, z' + k)^{-s} = (4yy')^s ((x - x' - k)^2 + (y + y')^2)^{-s}.$$

Conjugating $B$ to the Jordan normal form, $B = U^{-1}BU$, where $U$ is unitary, we have

$$H_{\infty} = (4yy')^s U^{-1} \left( \sum_{k \in \mathbb{Z}} \tilde{B}^k ((x - x' - k)^2 + (y + y')^2)^{-s} \right) U.$$

For a Jordan block $J_{\lambda}$ of length $d_{\lambda}$, we have

$$J_{\lambda}^k = \begin{pmatrix} \lambda^k & \lambda^{k-1} & \cdots & \lambda^2 & 1 \\ \lambda^k & \lambda^{k-1} & \cdots & \lambda^2 & 1 \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ \lambda^k & \lambda^{k-1} & \cdots & \lambda^2 & 1 \end{pmatrix}.$$
Therefore, the sum in parentheses in (73) can be written as a matrix with entries
\[ \frac{1}{k!} \partial_s^k S_\lambda(s; -x + x', y + y'), \]
where \( k = 0, \ldots, d_\lambda - 1 \). Hence, the meromorphic continuation of (72) follows from Lemma 4.15.

4.9. Fourier Analysis of the Parabolic Cylinder. Recall that \( C_\infty = \langle T \rangle \backslash \mathbb{H} \), where \( T_z = z + 1 \), and let \( \chi : \langle T \rangle \to U(V) \) be a finite-dimensional unitary representation. The goal of this section is to calculate the structure of the resolvent on the parabolic cylinder similar to the case of the hyperbolic cylinder in Proposition 4.8. The statement is slightly different since the Schwartz kernel of the resolvent is not smooth on the product space, due to the very restrictive nature of smooth functions in cusp ends.

**Proposition 4.17.** Let \( \psi \in C^\infty(C_\infty) \) be supported away from \( \{y = 0\} \). The meromorphically continued resolvent \( R_{C_\infty,\lambda}(s) \) defines a continuous map
\[ \psi R_{C_\infty,\lambda}(s) : C^\infty_c(C_\infty, E_\chi) \to c^\infty_c(C_\infty, E_\chi) \]
provided that \( s \neq 1/2 \). Here, \( \psi \) denotes the multiplication operator with the function \( \psi \) on \( C^\infty_c(C_\infty, E_\chi) \). The only pole of \( R_{C_\infty,\lambda}(s) \) is at the point \( s = 1/2 \). Its multiplicity is equal to the (algebraic) multiplicity of the eigenvalue 1 of \( \chi(T) \).

We denote by \( R_{C_\infty,\lambda}(s; z, z') \) the integral kernel of \( R_{C_\infty,\lambda}(s) \). We choose an eigenbasis \( (\psi_j)_{j=1}^n \) of \( \chi(T) \) with eigenvalues \( \lambda_j = e^{2\pi i \theta_j} \). We may take \( \theta_j \in (0, 1) \), see also Remark 4.20 below. Set
\[ R_{C_\infty,\lambda}(s; z, z') : = \langle R_{C_\infty,\lambda}(s; z, z'), \psi_j, \psi_j \rangle. \]
The resolvent kernel solves the equation
\[ (-y^2(\partial_y^2 + \partial_x^2) - s(1 - s)) R_{C_\infty,\lambda}(s; x, y, x', y') = y^2 \text{id}_V \delta(x - x') \delta(y - y'), \]
since \(-y^2(\partial_y^2 + \partial_x^2)\) is the Laplacian of the half-plane model \( \mathbb{H} \) for the hyperbolic plane. We set
\[ u_\kappa(s; y, y') := \begin{cases} \frac{\sqrt{yy'} I_{s-1/2}(|\kappa| y) K_{s-1/2}(|\kappa| y')}{\sqrt{yy'} I_{s-1/2}(|\kappa| y) K_{s-1/2}(|\kappa| y')} \quad & \text{for } y \leq y', \\ \frac{1}{2s} \left( y^{s(y')^{1-s}} \right) \quad & \text{for } y > y' \end{cases} \]
for \( \kappa \in \mathbb{R} \setminus \{0\} \) and
\[ u_0(s; y, y') := \begin{cases} \frac{1}{2s-1} \left( y^{s(y')^{1-s}} \right) \quad & \text{for } y \leq y', \\ \frac{1}{2s-1} \left( y^{1-s(y')^s} \right) \quad & \text{for } y > y' \end{cases} \]

**Remark 4.18.** Let \( s \neq 1/2 \) and \( y, y' > 0 \). From the asymptotic expansion of the modified Bessel functions \( I_{s-1/2}(x) \) and \( K_{s-1/2}(x) \) as \( x \to 0^+ \) (see [Wat66, p.77(2), p.78(6-7)]), we obtain
\[ u_\kappa(s; y, y') \to u_0(s; y, y'), \quad \kappa \to 0. \]
Lemma 4.19. The integral kernel of the resolvent for the parabolic cylinder \( R_{C_{\infty}, \chi}(s) \) admits a Fourier decomposition. The Fourier decomposition of the non-vanishing matrix coefficients are given by, for any \( j \in \{1, \ldots, n\} \),

\[
R_{C_{\infty}, \chi}(s; z, z') = \sum_{k \in \mathbb{Z}} e^{2\pi i(k+\vartheta_j)z} b_k^j(s; y, y') e^{-2\pi i(k+\vartheta_j)z'},
\]

where

\[
b_k^j(s; y, y') = u_{2\pi (k+\vartheta_j)}(s; y, y').
\]

Proof. It is straightforward to see that the coefficients \( b_k^j \) have to satisfy the equation

\[
(-y^2 \partial_y^2 + y^2 (2\pi (k+\vartheta_j))^2 - s(1-s)) b_k^j(y, y') = y^2 \delta(y - y').
\]

From [Bor16, p. 96] we see that \( b_k^j \) is given by

\[
b_k^j(s, y, y') = u_{2\pi (k+\vartheta_j)}(s, y, y').
\]

Remark 4.20. We note that replacing \( \vartheta_j \mapsto \vartheta_j + 1 \) is absorbed in the Fourier expansion by shifting the index.

Proof of Proposition 4.17. For the mapping properties of \( \psi R_{C_{\infty}, \chi}(s) \), we note that the boundary defining function is given by \( \rho_c(y) = 1/y \). For \( \rho' = 1/y' \) supported in a compact set away from 0, the zero Fourier mode is given by

\[
u_0(s; y, y') = \rho_c^{-1}(\rho'_c)^{-s}\frac{1}{2s-1}
\]

for \( \rho_c > 0 \) small enough. Moreover, the non-zero Fourier modes are rapidly decaying as \( \rho_c \to 0 \). Hence for \( u \in C_c^\infty(C_{\infty}, E_\chi) \),

\[
\psi R_{C_{\infty}, \chi}(s) u \in \rho_c^{-1}\cdot C_c^\infty(\overline{C_{\infty}}, E_\chi).
\]

For the resonances, we observe that \( u_\kappa(\cdot, y, y') \) is entire for \( \kappa \neq 0 \). Further, we have that \( \kappa = 2\pi (\vartheta_j + k) = 0 \) if and only if \( k = \vartheta_j = 0 \) by using that \( \vartheta_j \in [0, 1] \).

4.10. Estimating the Resolvent. Let \( X \in \{F_\ell, C_\ell, C_{\infty}\} \), where \( \ell \in (0, \infty) \). Set \( g = h_\ell \) if \( X \in \{F_\ell, C_\ell\} \) and \( g = T \) if \( X = C_{\infty} \) and let \( \chi: \Gamma = \langle g \rangle \to U(V) \) be a unitary finite-dimensional representation. We choose \( \psi_{0}, \psi_1 \in C^\infty(\overline{X}) \) such that \( \psi_0, \psi_1 \) extend smoothly up to the boundary \( \{r = 0\} \) (if \( X = F_\ell \)) and are supported away from the boundary at infinity. Moreover we choose \( \tilde{\psi}_0 \in C^\infty(\overline{X}) \) with \( \supp \nabla_X \tilde{\psi}_0 \subset \{\psi_0 = 1\} \) and \( \Omega \subset \mathbb{C} \).

Proposition 4.21. If there exists \( C_1 = C_1(\Omega) \) and \( \tau \in \mathbb{R} \) such that

\[
\|\psi_0 R_{X, \chi}(s) \psi_1\| \leq C_1\langle s \rangle^\tau, \quad s \in \Omega,
\]

then there exist \( C_2 = C_2(\Omega) > 0 \) such that

\[
\det \left( I + e^{C_2\langle s \rangle^{(5+\tau)/2}} \right) \leq e^{C_2\langle s \rangle^{(5+\tau)/2}}, \quad s \in \Omega,
\]

where \( K_{\tilde{\psi}_0, \psi_1}(s) := [\Delta_{X, \chi} \psi_0] R_{X, \chi}(s) \psi_1 \).

In order to prove this proposition, we need the following two lemmas.
Lemma 4.22. Let $\Omega \subset \mathbb{C}$ open and $\tau \in \mathbb{R}$. Suppose that there exists $C_{\Omega} > 0$ such that for all $s \in \Omega$

$$\|\psi_0 R_{X,\chi}(s)\psi_1\| \leq C_{\Omega}(s)^{\tau}.$$ 

Then for all $m \in \mathbb{N}$ there exists $C_{\Omega,m} > 0$ such that

$$\|\Delta_{X,\chi}^m \psi_0 R_{X,\chi}(s)\psi_1\| \leq C_{\Omega,m}(s)^{\tau + 2m}$$

and

$$\|\Delta_{X,\chi}^m [\Delta_{X,\chi}, \tilde{\psi}_0] R_{X,\chi}(s)\psi_1\| \leq C_{\Omega,m}(s)^{\tau + 2m + 1}.$$ 

Proof. We start with proving the lemma for $m = 0$. Let $u \in L^2(X, E_\chi)$, we have to show that

$$\left\| [\Delta_{X,\chi}, \tilde{\psi}_0] R_{X,\chi}(s)\psi_1 u \right\|_{L^2} \leq C_{\Omega,m}(s)^{\tau + 2m + 1} \|u\|_{L^2}.$$ 

We choose an orthonormal basis $\{e_j\}_{j=1}^{\dim(V)}$ of $V$ that diagonalizes $\chi(g) \in U(V)$. Denote by $v \in L^2_{\text{loc}}(\mathbb{H}, V)$ the lift of $u$ to $\mathbb{H}$. We write

$$v = \sum_{j=1}^{\dim(V)} v_j e_j.$$ 

From (32) and (61) in the case $X = F_{\ell}$, we see that $R_{X,\chi}(s)$ acts as

$$R_{X,\chi}(s)v = \sum_{j=1}^{\dim(V)} e_j R_j(s)v_j,$$

where $R_j(s) = \langle R_{X,\chi}(s) e_j, e_j \rangle$ and $\langle \cdot, \cdot \rangle$ is the inner product on $V$. We have

$$[\Delta_{X,\chi}, \tilde{\psi}_0] R_{X,\chi}(s)\psi_1 e_j = e_j (\Delta_{X} \tilde{\psi}_0) R_j(s)\psi_1 + e_j \cdot g_{\mathbb{H}}(\nabla_{\mathbb{H}} \tilde{\psi}_0, \nabla_{\mathbb{H}} R_j(s)\psi_1),$$

where $g_{\mathbb{H}}$ is the hyperbolic metric on $\mathbb{H}$ and $\nabla_{\mathbb{H}}$ denotes the corresponding gradient.

The first summand is bounded by hypothesis. For the second summand, we set $f_j := R_j(s)\psi_j$. We can estimate the $L^2$-norm by

$$\left\| (\nabla_X \tilde{\psi}_0, \nabla_X R_{X,\chi}(s)\psi_1 u) \right\|^2_{L^2(X, E_\chi)} \leq \sum_j \int_{\mathcal{F}} \left| g_{\mathbb{H}}(\nabla_{\mathbb{H}} \tilde{\psi}_0, \nabla_{\mathbb{H}} f_j(s)) \right|^2 d\mu_{\mathbb{H}}$$

$$\leq C \sum_j \int_{\mathcal{F}} |\psi_0 \nabla_{\mathbb{H}} f_j(s)|^2 d\mu_{\mathbb{H}},$$

where $\mathcal{F}$ is a fundamental domain of $X$. Since $\chi(g)$ is unitary, we can integrate by parts to obtain

$$\int |\psi_0 \nabla_{\mathbb{H}} f_j(s)|^2 d\mu_{\mathbb{H}} = - \int |\psi_0^2 f_j(s)\Delta_{\mathbb{H}} f_j(s)| d\mu_{\mathbb{H}}$$

$$- 2 \int g_{\mathbb{H}}(\nabla_{\mathbb{H}} \psi_0, \nabla_{\mathbb{H}} f_j(s)) \psi_0 f_j(s) d\mu_{\mathbb{H}}.$$ 

We note that $f_j(s) = R_j(s)u_j$ solves the equation $(\Delta_X - s(1-s)) f_j(s) = u_j$ and, since the supports of $\psi_0$ and $\psi_1$ are disjoint, we have $f_j \psi_0 = 0.$
Therefore the first term is bounded by
\[
\left| \int \psi_0^2 f_j(s) \Delta \psi_0 f_j(s) \, d\mu \right| \leq \langle s \rangle^2 \|u\|_{L^2(X, E)}^2.
\]

The second term can be estimated by
\[
\left| \int \langle \nabla \psi_0, \nabla_X f_j(s) \rangle \psi_0 f_j(s) \, d\mu \right| 
\leq \frac{1}{2\varepsilon} \int |f_j(s)\nabla \psi_0|^2 \, d\mu + \frac{\varepsilon}{2} \int |\psi_0 \nabla_X f_j(s)|^2 \, d\mu
\]
for any \(\varepsilon > 0\), using Young’s inequality. Taking \(\varepsilon = 2\) we conclude that
\[
\int |\psi_0 \nabla \psi_0 f_j(s)|^2 \, d\mu \leq C \int |f_j(s)\nabla_X \psi_0|^2 \, d\mu.
\]

Combining the two estimates proves the case \(m = 0\). Now we can use the same induction argument as in [GZ95, Lemma 3.2]. \(\square\)

As in [Bor16, p. 189], it suffices to bound the \(L^2\)-norm of the cutoff resolvent to obtain bounds on the singular values.

**Lemma 4.23.** We let \(Z \subset X\) be an open bounded subset of \(X\) with smooth boundary. Then for any bounded operator
\[
B : L^2_{\text{cpt}}(Z, E|Z) \to L^2_{\text{cpt}}(Z, E|Z)
\]
there exists \(C = C(Z, \chi)\) such that for any \(k, m \in \mathbb{N}\) we have
\[
\mu_k(B) \leq (Ck)^{-m} \|\Delta^n_{X, \chi} B\|.
\]

**Proof.** Denote by \(\Delta_{Z, \chi}\) the Laplace operator on \(E|Z\) with Dirichlet boundary conditions. Since \(B\) acts on functions that are compactly supported inside \(Z\), we have that for any \(m \in \mathbb{N}\), \(\Delta^n_{Z, \chi} B = \Delta^n_{X, \chi} B\). The operator \(\Delta_{Z, \chi}\) is invertible, that allows us to write
\[
B = \Delta^{-m}_{Z, \chi} \Delta^n_{Z, \chi} B.
\]

Since we can diagonalize the representation and therefore the Laplacian, we have a Weyl law for the operator \(\Delta_{Z, \chi}\). Hence, we obtain the singular value bound \(\mu_k(\Delta_{Z, \chi}) \leq Ck\) for some \(C > 0\) depending on \(Z\) and \(\chi\). The claim follows from the estimate
\[
\mu_k(B) \leq \mu_k(\Delta^{-m}_{Z, \chi}) \|\Delta^n_{Z, \chi} B\|.
\]
\(\square\)

We are now prepared to prove Proposition 4.21.

**Proof of Proposition 4.21.** Let \(m \in \mathbb{N}\). Lemmas 4.23 and 4.22 imply that for all \(k \in \mathbb{N}\),
\[
\mu_k(K_{\psi_0, \psi_1}(s)) \leq (Ck)^{-m} \|\Delta^n_{X, \chi} K_{\psi_0, \psi_1}(s)\|
\leq (Ck)^{-m} C_{\Omega, m}(s)^{2m+\tau+1}.
\]
Substituting $m = 2$, we have by [GZ95, p. 375] that
\[
|\det(I + c|K_{\psi_0,\psi_1}(s))| \leq \prod_{k=1}^{\infty} \left( 1 + c\mu_k \left( K_{\psi_0,\psi_2}(s) \right) \right) 
\leq \prod_{k=1}^{\infty} \left( 1 + \frac{C_2^2(s)^{5+\tau}}{k^2} \right),
\]
where $C_2 := \sqrt{C^{-2}C_{\Omega,2}c}$. We recall from [GR14, 1.431(2)] that, for all $z \in \mathbb{C}$, the hyperbolic sine has the infinite product representation
\[
\sinh(z) = z \prod_{k=1}^{\infty} \left( 1 + \frac{z^2}{(\pi k)^2} \right).
\]
This implies that
\[
\sinh(C_2^2(s)^{(5+\tau)/2}) = C_2^2(s)^{(5+\tau)/2} \prod_{k=1}^{\infty} \left( 1 + \frac{C_2^2(s)^{5+\tau}}{(\pi k)^2} \right).
\]
Hence, we obtain the estimate
\[
|\det(I + c|K_{\psi_0,\psi_1}(s))| \leq \left| \frac{\sinh(C_2^2(s)^{(5+\tau)/2})}{C_2^2(s)^{(5+\tau)/2}} \right| \leq C_3 e^{C_2^2(s)^{(5+\tau)/2}}
\]
for some $C_3 = C_3(\Omega) > 0$. \hfill \Box

5. Meromorphic Continuation of the Twisted Resolvent

The goal of this section is to prove Theorem A, the meromorphic continuation of the resolvent $R_{X,\chi}(s)$.

**Proposition 5.1.** The resolvent
\[
R_{X,\chi}(s) = (\Delta_{X,\chi} - s(1-s))^{-1} : L^2(X, E_\chi) \to L^2(X, E_\chi)
\]
is well-defined and holomorphic in $\text{Re } s > 1/2$ and $s \notin [1/2, 1]$. We have the estimate
\[
\|R_{X,\chi}(s)\|_{L^2 \to L^2} \leq \frac{2}{2 \text{Re } s - 1}
\]
for $\text{Re } s > 1/2$ and $|\text{Im } s| > 1/4$ as well as for $\text{Re } s > 2$ (and no restriction on $\text{Im } s$). Moreover, if $\Delta_{X,\chi}$ has no spectrum in the interval $[0, 1/4]$ then for any $\varepsilon > 0$ there exists $C > 0$ such that
\[
\|R_{X,\chi}(s)\|_{L^2 \to L^2} \leq C(s)^{-1}
\]
for $\text{Re } s > 1/2 + \varepsilon$.

**Proof.** Since the Laplacian is self-adjoint and non-negative, we obtain for $\text{Re } s > 1/2$ and $s \notin [1/2, 1]$ the resolvent bound
\[
\|R_{X,\chi}(s)\|_{L^2 \to L^2} \leq \frac{1}{d_C(s(1-s), \mathbb{R}_+)}.
\]
We write $s = a + bi$ with $a, b \in \mathbb{R}$. Then
\[
s(1-s) = -a(a-1) + b^2 + (1-2a)bi.
\]
We consider two cases. 

First case: $b^2 > 1/4$. We have that 
\[ d_C(s(1-s)), \mathbb{R}_+ \geq |1 - 2a||b| \geq \frac{1}{2}|1 - 2\text{Re}(s)|. \]

Second case: $b^2 \geq 1/4$. For any $\lambda \in \mathbb{R}$, we have the trivial estimate 
\[ d_C(s(1-s)), \mathbb{R}_+ \geq |a(1 - a) + b^2 - \lambda^2|. \]

For $a > 2$, we have that $a(1 - a) < -1/4$ and therefore we obtain 
\[ |a(1 - a) + b^2 - \lambda^2| = a(a - 1) - b^2 + \lambda^2 \geq a(a - 1) - \frac{1}{4} \geq \frac{1}{2}|1 - 2\text{Re}(s)|. \]

This proves the first resolvent estimate.

For the second estimate we consider the two cases 
\[ |b| > \frac{1}{2}|2a - 1|/4 \text{ and } |b| \leq \frac{1}{2}|2a - 1|/4. \]

In the first case, we note that 
\[ |s| \leq |a| + |b| \leq 3|b| + \frac{1}{2} \]
and we have that 
\[ d_C(s(1-s)), [1/4, \infty) \geq 2a - 1||b| \geq \frac{\varepsilon}{3}(2|s| - 1). \]

In the second case, applying the same arguments we obtain that 
\[ |s| \leq \frac{3}{4}|2a - 1| + \frac{1}{2} \]
and for any $\lambda \in \mathbb{R}$ we have 
\[ d_C(s(1-s)), [1/4, \infty) \geq \frac{1}{4} - \frac{1}{4}|2a - 1|^2 + b^2 - \left( \lambda^2 + \frac{1}{4} \right) \]
\[ = \frac{1}{4}|2a - 1|^2 - b^2 + \lambda^2 \geq \frac{3}{16}|2a - 1|^2. \]

Consequently, we have that 
\[ d_C(s(1-s), [1/4, \infty)) \geq C^{-1} \langle s \rangle \]
for some $C > 0$ depending on $\varepsilon > 0$.

To prove Theorem A, we will follow the arguments of [Bor16, Theorem 6.8] and use the explicit structure of the model resolvents from Section 4. As before, we have the decomposition $X = K \sqcup X_f \sqcup X_c$, where $K$ is compact and $X_f$ and $X_c$ are a finite collection of funnels and cusps, respectively. For $\bullet \in \{f,c\}$ and $r \in [0,\infty)$, we choose a cutoff function $\eta_{\bullet, r} \in C^\infty(X)$ such that 
\[ \eta_{\bullet, r}(x) = \begin{cases} 
1 & \text{if } d(X \setminus X_{\bullet}, x) < r, \\
0 & \text{if } d(X \setminus X_{\bullet}, x) > r + 1/2.
\end{cases} \]

We remark that $\eta_{f, r}$ vanishes “far” in funnels and $\eta_{c, r}$ vanishes “far” in cusps, i.e., in the parametrization of funnels from Section 3.2.1, $\eta_{f, r}$ vanishes on
We define the parametrices in the ends by

\[ E_\chi|_{X_{\bullet,j}} = (\mathbb{H} \times \chi_j V)|_{X_{\bullet,j}}, \]

where \( \chi_j := \chi|_{(\gamma_j)^{-1}} \) \( \gamma_j \rightarrow U(V) \) and \( \bullet \in \{ f, c \} \). Let \( R_{X_{\bullet,j},\chi_j}(s) \) be the resolvent of the model funnel (cusp) with the representation \( \chi_j \) as in Section 4.

For \( s \in \mathbb{C} \) with \( \text{Re} \, s > 1/2 \), we set

\[
R_{X_f,\chi}(s) : L^2(X_f, E_\chi) \rightarrow L^2(X_f, E_\chi),
R_{X_f,\chi}(s) := R_{X_{f,1},\chi_1}(s) + \ldots + R_{X_{f,n_f},\chi_{n_f}}(s).
\]

We define the parametrices in the ends by

\[
M_f(s) := (1 - \eta_{f,0}^{}R_{X_f,\chi}(s)(1 - \eta_{f,1}^{}),
\]

and

\[
M_c(s) := (1 - \eta_{c,0}^{}R_{X_c,\chi}(s)(1 - \eta_{c,1}^{}).
\]

We now consider \( s_0 \in \mathbb{C} \) with \( \text{Re} \, s_0 > 1 \). We define the interior parametrix by

\[
M_i(s_0) := \eta_{f,0}^{}\eta_{c,2}^{}R_{X,\chi}(s_0)\eta_{f,1}^{}\eta_{c,1}^{}.
\]

We set \( M(s, s_0) := M_i(s_0) + M_f(s) + M_c(s) \) and define

\[
L(s, s_0) := L_i(s, s_0) + L_f(s) + L_c(s),
\]

where

\[
L_i(s, s_0) := -[\Delta_{X_X, \eta_{f,0}}][\Delta_{X_X, \eta_{c,2}}]R_{X_X}(s_0)\eta_{f,1}^{}\eta_{c,1}^{}
+ (s(1 - s) - s_0(1 - s_0))M_i(s_0),
\]

\[
L_f(s) := [\Delta_{X,X}^{}][\Delta_{X,\eta_{f,0}}]R_{X_f,\chi}(s)(1 - \eta_{f,1}^{}),
\]

\[
L_c(s) := [\Delta_{X,X}^{}][\Delta_{X,\eta_{c,0}}]R_{X_c,\chi}(s)(1 - \eta_{c,1}^{}),
\]

where \([, ,] \) is the commutator. It follows that

\[
(\Delta_{X_X}^{} - s(1 - s))M(s, s_0) = I - L(s, s_0).
\]

Proof of Theorem A. We have to check that for \( s_0 \) with \( \text{Re} \, s_0 \) large enough, the operator \( L(s, s_0) \) admits a meromorphic continuation as a function of \( s \in \mathbb{C} \). Moreover, we want to show that for any \( s \in \mathbb{C} \) except for the poles of \( L(s, s_0) \), the operator \( L(s, s_0) \) is compact. We will treat each term in (85) separately.
Interior term. The operator $L_i(s,s_0)$ is trivially holomorphic in $s \in \mathbb{C}$, since it is polynomial in $s$. Using Selberg’s lemma, we find a finite cover $\tilde{X}$ of $X$ where $\tilde{X}$ is a smooth manifold and and we can lift $L_i(s,s_0)$ to an operator
\begin{align}
\tilde{L}_i(s,s_0) := -[\Delta_{X,\chi},\eta_{f,2}\eta_{c,2}]\tilde{R}_{X,\chi}(s_0)\eta_{f,1}\eta_{c,1} + (s(1-s) - s_0(1-s_0))\tilde{M}_i(s_0)
\end{align}
(90)
on $\tilde{X}$. Here, $\tilde{R}_{X,\chi}(s_0)$ and $\tilde{M}_i(s_0)$ denote the lifts of $R_{X,\chi}(s_0)$ and $M_i(s_0)$ to $\tilde{X}$, respectively. We note that the Schwartz kernel of $L_i(s,s_0)$ is compactly supported in $\tilde{X} \times \tilde{X}$. Moreover, the supports of $[\Delta_{X,\chi},\eta_{f,2}\eta_{c,2}]$ and $\eta_{f,1}\eta_{c,1}$ are disjoint, and $\tilde{R}_{X,\chi}(s_0)$ is pseudo-local (i.e., the singular support does not change). Hence the first summand in (90) is smoothing. By elliptic regularity, $\tilde{M}_i(s_0) : L^2(\tilde{X},\tilde{E}_\chi) \to H^2_{\text{cpt}}(\tilde{X},\tilde{E}_\chi)$. This implies that $\tilde{L}_i(s,s_0)$ is a compact operator on $L^2(\tilde{X},\tilde{E}_\chi)$ for all $s \in \mathbb{C}$. Consequently, $L_i(s,s_0)$ is a compact operator on $L^2(X,E_\chi)$.

Funnel term. We note that the meromorphic continuation of $L_f(s)$ follows from explicit description of model on the funnel from Proposition 4.12. As in the case of the interior term, we see that $[\Delta_{X,\chi},\eta_{f,0}]$ and $1 - \eta_{f,1}$ have disjoint supports and $R_{X,f,\chi}(s)$ is pseudo-local, hence $L_f(s)$ is a smoothing operator. To prove compactness, we have to consider the explicit form of the model resolvent. As before, we denote by $R_{X,f,\chi}(s;\cdot,\cdot)$ the Schwartz kernel of the operator $R_{X,f,\chi}(s)$. By Proposition 4.12, we have that for $s \in \mathbb{C}$ not a resonance of the twisted funnel ends
\begin{align}
R_{X,f,\chi}(s;\cdot,\cdot) \in \rho_f^s(\rho_f')^sC^\infty(\overline{X}_f \times \overline{X}_f, E_\chi \boxtimes E'_\chi)
\end{align}
away from the diagonal. We have that the image of $[\Delta_{X,\chi},(1-\eta_{f,0})]$ belongs to compactly supported sections of $E_\chi$. We note that $L_f(s)$ can be written as $[\Delta_{X,\chi},(1-\eta_{f,0})]R_{X,f,\chi}(s)\eta_{f,1}$. Hence its integral kernel satisfies
\begin{align}
L_f(s;\cdot,\cdot) \in \rho_f^\infty(\rho_f')^sC^\infty(\overline{X}_f \times \overline{X}_f, E_\chi \boxtimes E'_\chi).
\end{align}
This implies that for any $N,N' \in \mathbb{N}$ and $\text{Re} \, s > 1/2 - N$, the operator
\begin{align}
L_f(s) : \rho_f^N L^2(X_f,E_\chi) \to \rho_f^{-N'} L^2(X_f,E_\chi)
\end{align}
is compact.

Cusp term. As in the previous case, $L_c(s)$ is meromorphic since the cusp model resolvents are meromorphic by Proposition 4.16. The operator $L_c(s)$ is smoothing since the supports of $[\Delta_{X,\chi},\eta_{c,0}]$ and $(1-\eta_{c,1})$ are disjoint and $R_{X,c,\chi}(s)$ is pseudo-local. For compactness, we will show that $L_c(s)$ maps $\rho_s^\infty(X_c,E_\chi)$ to $C^\infty(X_c,E_\chi)$ for $\text{Re} \, s > 1/2$. We choose $f \in C^\infty_c(X_c,E'_\chi)$ and denote the transpose of $L_c(s)$ with respect to the (real) inner product $\langle \cdot,\cdot \rangle$ by $L_c(s)^T$. Since $L_c(s)$ is smoothing, so is $L_c(s)^T$ and hence $L_c(s)^T f$ is well-defined. To evaluate $L_c(s)^T f$, we can use the Fourier analysis of Section 4.9. Since $f$ is compactly supported, the non-zero Fourier modes in (75) are asymptotically given by $y^{1/2}K_{s-1/2}(|\nu|y)$. By [Wat66, 7.23(1)], the non-zero Fourier modes decay exponentially. The zero Fourier modes contribute
We define the resonance counting function

\[ L_c(s)^T f \in \rho_c^{-1} \mathcal{C}^\infty(X_c, E_\chi) \subset \rho_c^{-N} L^2(X_c, E_\chi). \]

By duality, we have that \( L_c(s) : \rho_c^N L^2(X_c, E_\chi) \to \mathcal{C}_c^\infty(X_c, E_\chi) \). Together with the property that the image of \( L_c(s) \) belongs to compactly supported sections of \( E_\chi \), we obtain for \( \text{Re } s > 1/2 - N \),

\[ L_c(s) : \rho_c^N L^2(X_c, E_\chi) \to \mathcal{C}_c^\infty(X_c, E_\chi), \]

and \( L_c(s) : \rho_c^N L^2(X_c, E_\chi) \to \rho_c^{-N'} L^2(X_c, E_\chi) \) is compact for all \( N' \in \mathbb{N} \).

**Application of the analytic Fredholm theorem.** Using the explicit formula for \( L(s, s_0) \), we see that there exists \( C > 0 \) such that

\[ \| L_i(s, s_0) \| \leq C (1 + |s(1 - s) - s_0(1 - s_0)|) \| R_{X, \chi}(s_0) \| \]

as well as

\[ \| L_f(s) \| \leq C \| R_{X, \chi}(s) \| \quad \text{and} \quad \| L_c(s) \| \leq C \| R_{X, \chi}(s) \|. \]

Thus, for any \( s_0 \in \mathbb{C} \) with sufficiently large real part, there exists \( s_1 \in \mathbb{C} \) that is not a pole of \( R_{X, \chi}(s) \) and \( R_{X, \chi}(s) \) and \( s_1 - s_0 \) is small such that

\[ \| L(s_1, s_0) \| < 1 \]

by using the resolvent estimate (78). We may invert \( I - L(s_1, s_0) \) using the Neumann series. We can apply the analytic Fredholm theorem to \( I - L(s, s_0) \) to obtain that for any \( N \in \mathbb{N} \),

\[ (I - L(s, s_0))^{-1} : \rho^N L^2(X, E_\chi) \to \rho^{-N} L^2(X, E_\chi) \]

extends to a meromorphic family of operators for \( \text{Re } s > 1/2 - N \). The poles of \( (I - L(s, s_0))^{-1} \) are of finite multiplicity. The resolvent can now be written as

\[ R_{X, \chi}(s) = M(s, s_0)(I - L(s, s_0))^{-1} \]

and since both factors on the right hand side are meromorphic in \( s \in \mathbb{C} \), we conclude that \( s \mapsto R_{X, \chi}(s) \) is meromorphic as well. \( \square \)

6. **Resonance Counting**

Let \( z_0 \in \mathbb{C} \) be a resonance. The **multiplicity** of the resonance \( z_0 \) is the number

\[ m_{X, \chi}(z_0) := \text{rank} \int_{\gamma_{\varepsilon, z_0}} R_{X, \chi}(s) \, ds, \]

where \( \varepsilon > 0 \) is chosen such that the path

\[ \gamma_{\varepsilon, z_0} : [0, 1] \to \mathbb{C}, \quad \gamma_{\varepsilon, z_0}(t) := z_0 + \varepsilon e^{2\pi i t}, \]

encloses exactly one resonance. We define the **multiset of resonances** as

\[ \mathcal{R}_{X, \chi} := \{(z_0, m) \in \mathbb{C} \times \mathbb{N} : z_0 \text{ is a resonance, } m = m_{X, \chi}(z_0)\}. \]

We define the **resonance counting function**, \( N_{X, \chi}(r) \), as

\[ N_{X, \chi}(r) := \sum_{(s, m) \in \mathcal{R}_{X, \chi}} m. \]
The goal of this section is to prove Theorem B, that is, to show

\[ N_{X,\chi}(r) = O(r^2), \quad r \to \infty. \]

Let \( L(s) := L(s, s_0) \) be as in (85). In what follows, we suppress the dependence on \( s_0 \) for the reader’s convenience.

Lemma 6.1. The multiset of resonances of \( R_{X,\chi} \) is contained in the union of three copies of \( R_{X,\chi} \cup \{(1/2, 1)\} \) and the multiset of zeros of

\[ D(s) := \det(I - L_3(s)^3), \]

where \( L_3(s) := L(s)\eta_{f,3}\eta_{c,3} \). The function \( D \) is meromorphic and does not vanish identically on \( \mathbb{C} \).

Proof. By (85) we have that \( L(s) = \eta_{f,3}\eta_{c,3}L(s) \), from which we obtain that

\[ Q(s)\eta_{f,3}\eta_{c,3} = R_{X,\chi}(s)\eta_{f,3}\eta_{c,3}(I - L(s)\eta_{f,3}\eta_{c,3}) \]

\[ = R_{X,\chi}(s)\eta_{f,3}\eta_{c,3}(I - L_3(s)). \]

The operator \( L_3(s) \) is a compactly supported pseudo-differential operator of order \(-1\). Therefore, the operator \( L_3(s)^3 \) is trace-class and

\[ R_{X,\chi}(s)\eta_{f,3}\eta_{c,3} = Q(s)\eta_{f,3}\eta_{c,3}(I - L_3(s))^{-1} \]

\[ = Q(s)\eta_{f,3}\eta_{c,3}(1 + L_3(s) + L_3(s)^2) (I - L_3(s)^3)^{-1}. \]

Now the first claim follows from [Vod94, Appendix].

For the second claim, we can use the same arguments as for \( L(s) \) to show that \( I - L_3(s)^3 \) is invertible as a meromorphic family of operators \( \rho^N L^2 \to \rho^{-N} L^2 \) for \( \text{Re } s > 1/2 - N \). It is well-known that the Fredholm determinant is non-zero if and only if \( I - L_3(s)^3 \) is boundedly invertible. \( \square \)

The previous lemma together with the following proposition will prove Theorem B.

Proposition 6.2. We denote by \( \mathcal{L} \subset \mathbb{C} \times \mathbb{N} \) the multiset of zeros of \( s \mapsto D(s) \). We have that

\[ \sum_{(s, m) \in \mathcal{L}} \frac{m}{|s| < r} = O(r^2) \]

as \( r \to \infty \).

The remainder of this section is devoted to the proof of this proposition. We write

\[ L_3(s) = L_i(s) + K_f(s) + K_c(s), \]

where \( K_\bullet(s) := L_\bullet(s)\eta_{f,3}\eta_{c,3} \) for \( \bullet \in \{f, c\} \). The funnel term \( K_f(s) \) is given by

\[ K_f(s) = L_f(s)\eta_{f,3}\eta_{c,3} \]

\[ = [\Delta_{X,\chi}, \eta_{f,0}]R_{X,\chi}(s)(1 - \eta_{f,1})\eta_{f,3}\eta_{c,3}, \]

\[ = [\Delta_{X,\chi}, \eta_{f,0}]R_{X,\chi}(s)(\eta_{f,3} - \eta_{f,1}). \]

Similarly, we have

\[ K_c(s) = [\Delta_{X,\chi}, \eta_{c,0}]R_{X,\chi}(s)(\eta_{c,3} - \eta_{c,1}). \]
The terms $L_i(s)^3$, $K_f(s)^3$, and $K_c(s)^3$ are all trace-class. Therefore we can apply [GZ95, Lemma 6.1] to obtain the inequality
\begin{equation}
|D(s)| = \left| \det \left( I - (L_i(s) + K_f(s) + K_c(s))^3 \right) \right| 
\leq \left| \det \left( I + 9L_i(s)^3 \right) \det \left( I + 9K_f(s)^3 \right) \det \left( I + 9K_c(s)^3 \right) \right|^9.
\end{equation}

In what follows, we estimate (96) termwise. It is straight-forward to estimate the first term, $\det(I + 9L_i(s)^3)$.

**Lemma 6.3.** For any $c > 0$ there exists $C > 0$ such that for all $s \in \mathbb{C}$ we have
\begin{equation}
\left| \det \left( I + c|L_i(s)|^3 \right) \right| \leq e^{C(s)^2}.
\end{equation}

**Proof.** The proof follows the lines of [Bor16, Lemma 9.7]. However, our setup requires a different explanation for the singular value estimates. By (86) and [GZ95, Lemma 6.1], we have that
\begin{equation}
\det \left( I + c|L_i(s)|^3 \right) \leq C_1 \det \left( I + 4c^2 |(s(1-s) - s_0(1-s_0))M_i(s_0)|^3 \right)^6.
\end{equation}

The operator $M_i(s_0)$ is a vector-valued pseudo-differential operator of order $-2$. The corresponding Weyl law (see [Gru96]) implies the bound
\begin{equation}
\mu_k(M_i(s_0)^3) = O(k^{-3}).
\end{equation}

Hence, we have that
\begin{equation}
\det \left( I + c|L_i(s)|^3 \right) \leq \prod_{k=1}^{\infty} \left( 1 + C(s)^6 \frac{1}{k^3} \right).
\end{equation}

By the same arguments as in the proof of [Bor16, Lemma 9.7], we obtain the claimed estimate. \qed

To estimate $\det(I + 9|K_f(s)|^3) \det(I + 9|K_c(s)|^3)$, we have to consider three distinct cases for $s \in \mathbb{C}$. For $\varepsilon \in (0, 1/2)$, we define
\begin{align*}
\Omega_1 &:= \{ s \in \mathbb{C} : \Re s \in [1/2 + \varepsilon, \infty) \}, \\
\Omega_2 &:= \{ s \in \mathbb{C} : \Re s \in (1/2 - \varepsilon, 1/2 + \varepsilon) \}, \\
\Omega_3 &:= \{ s \in \mathbb{C} : \Re s \in (-\infty, 1/2 - \varepsilon] \}.
\end{align*}

For $s \in \Omega_1$, we use the resolvent estimate (79). For $s \in \Omega_2$, we use the model calculations from Section 4. And for $s \in \Omega_3$, we obtain the estimate by a reflection argument using the Fourier decomposition of the resolvent and the case $s \in \Omega_1$.

### 6.1. The Cusp Term

The operators $K_f(s)$ and $K_c(s)$ need not be holomorphic in $s \in \mathbb{C}$ as there might exist isolated singularities coming from the resonances. In the case of $K_c(s)$, we know from Proposition 4.17 that there is at most a single resonance at $s = 1/2$, namely with multiplicity $n_c^\chi$ as defined in (24). Motivated by this, we define
\begin{equation}
g_c(s) := (2s - 1)^{n_c^\chi}.
\end{equation}

It suffices to estimate $g_c(s) \det(I + c_1|K_c(s)|)$ for $c_1 > 0$. Without loss of generality, we may assume that we have only one cusp, that is $X_c = F_\infty$. We recall that $C_\infty = (T \setminus \mathbb{H})$, where $Tz = z + 1$ and the restriction of $\chi$ to $X_c$
corresponds to a unitary representation \( (T) \to U(V) \), which we also denote by \( \chi \). The number \( n^\chi \) is then given by the dimension of the 1-eigenspace of \( \chi(T) \).

**Proposition 6.4.** For any \( c_1 > 0 \) there exists \( C > 0 \) such that

\[
|g_c(s) \det(I+c_1|K_c(s))| \leq e^{C(s)^2}
\]

for all \( s \in \mathbb{C} \).

We start by proving Proposition 6.4 in the case that \( s \in \Omega_1 \).

**Lemma 6.5.** For any \( c_1 > 0 \) there exists \( C > 0 \) such that

\[
|\det(I+c_1|K_c(s))| \leq e^{C(s)^2}
\]

for all \( s \in \Omega_1 \).

**Proof.** The operator \( \Delta C^\infty \chi \) does not have any discrete eigenvalues, since there are no resonances with \( \Re(s) > 1/2 \). Hence its spectrum is contained in \([1/4, \infty)\). Therefore the resolvent estimate (79) holds for \( s \in \Omega_1 \) and we obtain the \( L^2 \)-bound

\[
\|R_{C^\infty \chi}(s)\|_{L^2 \to L^2} \lesssim (s)^{-1}
\]

for \( \Re s \geq 1/2 + \varepsilon \). Applying Proposition 4.21 with \( \tau = -1 \) yields the claimed bound on the determinant. \( \square \)

For the remaining regions, we use the Fourier coefficients that we provided in Section 4.9. We fix an eigenbasis \((\psi_j)_{j=1}^{\dim V} \) of \( \chi(T) \subset U(V) \) with respective eigenvalues \( e^{2\pi i \vartheta_j} \), \( \vartheta_j \in [0,1) \), and let \( R_{C^\infty \chi}(s;z,z') \) be as in (74). Lemma 4.19 implies that we have the Fourier expansion

\[
R_{C^\infty \chi}(s;z,z')^j = \sum_{k \in \mathbb{Z}} e^{2\pi i (k+\vartheta_j) x} u_k^{\chi}(s;y,y') e^{-2\pi i (k+\vartheta_j) y'},
\]

where \( u_k^{\chi}(s;y,y') \) is given by (75) and (76). We distinguish the two cases:

\[
\vartheta_j + k = 0 \quad \text{and} \quad \vartheta_j + k \neq 0.
\]

In the former case, we have that \( k = \vartheta_j = 0 \).

**Lemma 6.6.** Let \( \varphi_0, \varphi_1 \in C^\infty_c(\mathbb{R}_+) \) with disjoint supports. For \( s \in \Omega_2 \), \( |\Im s| > 1/2 \), we have that

\[
\sup_{y,y' \in \mathbb{R}_+} |\varphi_0(y)u_0(s;y,y')\varphi_1(y')| \lesssim (s)^{-1}.
\]

The implicit constant may depend on the support of \( \varphi_0 \) and \( \varphi_1 \).

**Proof.** By (76), we have that

\[
u_0(s;y,y') := \frac{1}{2s-1} \begin{cases} y^s(y')^{1-s} & \text{for } y \leq y', \\ y^{1-s}(y')^s & \text{for } y > y'. \end{cases}
\]

This directly gives the estimate. \( \square \)

**Lemma 6.7.** Let \( \kappa \neq 0 \) and \( \varphi_0, \varphi_1 \) as in Lemma 6.6. There exists \( C > 0 \) such that for \( s \in \Omega_2 \), we have

\[
\sup_{y,y' \in \mathbb{R}_+} |\varphi_0(y)u_\kappa(s;y,y')\varphi_1(y')| \leq (s)e^{-C|\kappa|}.
\]
Proof. By (75), we have that
\[
  u_n(s; y, y') = \begin{cases} 
    \sqrt{yy'} I_{s-1/2}(|\kappa|y) K_{s-1/2}(|\kappa|y') & \text{for } y \leq y', \\
    \sqrt{yy'} K_{s-1/2}(|\kappa|y) I_{s-1/2}(|\kappa|y') & \text{for } y > y', 
  \end{cases}
\]
where \( I \) and \( K \) are the modified Bessel functions. For \( \Re s \geq 1/2 - \varepsilon, w > 0, \) and \( \delta \in (0, 1) \), we have the estimates (see [Bor16, p. 202–203])
\[
  |I_{s-1/2}(w)| \lesssim |\Gamma(s)|^{-1}(w/2)^{Re s - 1/2}e^w, \\
  |K_{s-1/2}(w)| \lesssim |s\Gamma(s)|(w/2)^{-Re s - 1/2}e^{-\delta w}.
\]
Without loss of generality, we may suppose that \( y < y' \) on \( \text{supp}(\varphi_0 \otimes \varphi_1) \).
Then the function \( u_n \) becomes
\[
u_n(s; y, y') = \sqrt{yy'} I_{s-1/2}(|\kappa|y) K_{s-1/2}(|\kappa|y')
\]
There exists \( C_1 > 0 \) such that for any \( \delta \in (0, 1) \), the function \( u_k \) can be estimated by
\[
|u_n(s, y, y')| \leq C_1|s| |y|^{\Re s} e^{(\gamma - \delta y')}.
\]
Let \( \delta \in (0, 1) \) and \( C > 0 \) such that \( y - \delta y' \leq -\frac{C}{2\pi} < 0 \) on \( \text{supp}(\varphi_0 \otimes \varphi_1) \). We obtain the bound
\[
|u_n(s; y, y')| \lesssim \langle s \rangle e^{-C|\kappa|}.
\]
\[
\square
\]
Lemma 6.8. For any \( c_1 > 0 \) there exists \( C > 0 \) such that
\[
|\det(I + c_1 |K_c(s)|)| \leq e^{C|s|}
\]
for all \( s \in \Omega_2 \).

Proof. Lemma 6.6 and Lemma 6.7 together with Proposition 4.21 taking \( \tau = 1 \) imply the bound of \( \det(I + c_1 |K_c(s)|) \) for \( s \in \Omega_2 \) and \( |\Im s | > 1/2 \). For \( s \in \Omega_2 \) and \( |\Im s | \leq 1/2 \), we note that the number of \( u_0 \) Fourier modes is at most \( \chi_s \). Therefore each prefactor \( (2s - 1)^{-1} \) in \( u_0 \) is canceled out by \( (2s - 1)^{n_2} \). Consequently, \( (2s - 1)^{n_2} \det(I + c_1 |K_c(s)|) \) is bounded. \( \square \)

Lemma 6.9. For any \( c_1 > 0 \) there exists \( C > 0 \) such that
\[
|\det(I + c_1 |K_c(s)|)| \leq e^{C|s|}
\]
for all \( s \in \Omega_3 \).

Proof. For \( s \in \Omega_3 \), we write
\[
R_{C_s}(s) = R_{C_s}(1 - s) + A(1 - s),
\]
where
\[
A(s) := \sum_{j=1}^{\dim(V)} \sum_{k \in \mathbb{Z}} A_k^j(s; z, z')
\]
with
\[
A_k^j(s; z, z') := e^{2\pi i(j + k)(x - x')} a_k^j(s; y, y') \langle \psi_j, \cdot \rangle \psi_j.
\]
and 
\[ a_k^j(s; y, y') := u_{2\pi(k+\vartheta_j)}(1-s; y, y') - u_{2\pi(k+\vartheta_j)}(s; y, y') . \]

We use (100) to investigate the behavior of \( R_{C_{\infty},\chi}(s) \) for \( s \in \Omega_3 \). It is sufficient to estimate \( A(s) \) and use the result of Lemma 6.5 to estimate \( R_{C_{\infty},\chi}(s) \) for \( s \in \Omega_1 \) (that is, for \( 1-s \in \Omega_3 \)). As before, we distinguish between the cases \( k + \vartheta_j = 0 \) and \( k + \vartheta_j \neq 0 \).

For the first case, we have that
\[ a_k^0(s; y, y') = \frac{1}{2\pi(1-2s)}(y^{1-s}(y')^s - y^s(y')^{1-s}) \]
and hence for any fixed \( \ell \in \mathbb{N}_0 \),
\[ \left| \partial_y^\ell a_k^0(s; y, y') \right| \lesssim e^{C \Re s} \]
for \( s \in \Omega_1 \) and any \( j = 1, \ldots, \dim(V) \) and the implicit constant and \( C \) are independent of \( s \).

The definition of the modified Bessel function of the second kind ([Wat66, p. 78, (6-7)] and [Wat66, p. 79, (8)]) implies that
\begin{align*}
(101) & \quad I_{-\nu}(w) = I_{\nu}(w) + \frac{2}{\pi} \sin(\pi\nu)K_{\nu}(w), \\
(102) & \quad K_{-\nu}(w) = K_{\nu}(w).
\end{align*}
Moreover, we need [Wat66, p.79, (4)]
\[ (103) \quad \partial_w K_{\nu}(w) = -K_{\nu+1}(w) + \frac{\nu}{w} K_{\nu}(w). \]

For \( k + \vartheta_j \neq 0 \), we observe that similarly as in [Bor16, p. 204], we have that
\[ a_k^1(s; y, y') = -\frac{2}{\pi} \cos(\pi s)\sqrt{yy'}K_{s-1/2}(2\pi|k + \vartheta_j'y')K_{s-1/2}(2\pi|k + \vartheta_j|y') , \]
which is a direct consequence of (102) and (101). For any fixed \( \ell \in \mathbb{N}_0 \) we obtain the following bound on the function \( a_k^1 \) by using (99) and (103):
\[ \left| \partial_y^\ell a_k^1(s; y, y') \right| \lesssim e^{C(s)} \left( \frac{\langle s \rangle}{|k + \vartheta_j|}\right)^{\Re s} e^{-c |k+\vartheta_j|} , \]
where the constants are independent of \( k + \vartheta_j \) and \( s \). This gives an estimate
\[ \left\| [\Delta_{X,\chi}, \eta_{c,0}] A_k^j(s)(\eta_{c,3} - \eta_{c,1}) \right\| \]
\[ \lesssim \begin{cases} 
  e^{C \Re s} & \text{if } k + \vartheta_j = 0 , \\
  e^{C(s)} \left( \frac{\langle s \rangle}{|k + \vartheta_j|}\right)^{\Re s} e^{-c |k+\vartheta_j|} & \text{if } k + \vartheta_j \neq 0 .
\end{cases} \]
The operator \( A_k^j(s) \) has rank 1 for \( k + \vartheta_j \neq 0 \). For \( k + \vartheta_j = 0 \), its rank is at most 2. The operators \( A_k^j(s) \) and \( A_{k'}(s) \) are orthogonal if \( j \neq j' \) or \( k \neq k' \). Since \( \eta_{c,*} \) is independent of \( x \), we have
\[ [\Delta_{X,\chi}, \eta_{c,0}] = -y^2 (\partial_y \eta_{c,0} \partial_y + \partial_y^2 \eta_{c,0}) . \]
Therefore the orthogonality continues to hold for \([\Delta_{X,\chi}, \eta_{c,0}] A_k^j(s)(\eta_{c,3} - \eta_{c,1}) \) and \([\Delta_{X,\chi}, \eta_{c,0}] A_{k'}^j(s)(\eta_{c,3} - \eta_{c,1}) \). Since we decomposed the operator into a sum of finitely many rank 2 operators and infinitely many rank 1 operators,
we can use the min-max characterization of the singular values to estimate the singular values by the norm of the rank 1 operators. Thus, for any \( m \in \mathbb{N}_+ \) we have
\[
\mu_m ([\Delta X, \eta_c, 0] A(s)(\eta_{c,3} - \eta_{c,1})) \leq e^{C(s)} \left( \frac{\langle s \rangle}{m} \right)^{\operatorname{Re} s} e^{-cm}
\]
for some constants \( C, c > 0 \) independent of \( s \) and \( m \). For \( s \in \Omega_1 \), using the elementary inequality \( \mu_m(A + B) \leq \mu_1(A) + \mu_m(B) \) and \( \mu_1(A) = \|A\| \), we obtain
\[
\mu_m(K_c(1 - s)) \leq \|K_c(s)\| + \mu_m([\Delta X, \eta_c, 0] A(s)(\eta_{c,3} - \eta_{c,1})).
\]
This implies that
\[
|\det(I + c_1|K_c(1 - s))| \leq \prod_{m=1}^{\infty} (1 + \mu_m([\Delta X, \eta_c, 0] A(s)(\eta_{c,3} - \eta_{c,1})))
\]
\[
\lesssim \prod_{m=1}^{\infty} e^{C(s)} \left( \frac{\langle s \rangle}{m} \right)^{\operatorname{Re} s} e^{-cm}
\]
\[
\lesssim e^{C(s)^2}.
\]
This completes the proof. \( \square \)

We have now estimates for \( \det(I + c_1|K_c(s)) \) for all \( s \in \mathbb{C} \) and hence can prove Proposition 6.4.

**Proof of Proposition 6.4.** Combining the estimates for the three regions, Lemma 6.5, Lemma 6.8 and Lemma 6.9, we obtain
\[
|g_c(s) \det(I + c_1|K_c(s))| \leq \begin{cases} 
  e^{C(s)^2}, & |\operatorname{Im} s - 1/2| \geq \varepsilon, \\
  e^{C(s)^3}, & |\operatorname{Im} s - 1/2| \leq \varepsilon.
\end{cases}
\]
Using the Phragmén–Lindelöf theorem (see for instance [Lan99, Sect. XII, Theorem 6.1]), we obtain the claimed bound. \( \square \)

### 6.2. The Funnel Term.

As in the case of the cusp term, without loss of generality, we suppose without loss of generality that \( X_f = F_\ell \). That is, we treat only one funnel end \( F_\ell \), which is half of the hyperbolic cylinder \( C_\ell = \langle h_\ell \rangle \backslash \mathbb{H} \) with length \( \ell \in \mathbb{R}_+ \). Let \( (\psi_j)_{j=1}^{\dim V} \) be an eigenbasis of \( \chi(h_\ell) \) with respective eigenvalues \( e^{2n_i \vartheta_j} \) and let \( R_{F_\ell,\chi}(s; z, z') \) be as in (54). We recall from (63) that the resolvent admits a Fourier expansion,
\[
R_{F_\ell,\chi}(s; z, z') = \frac{1}{\ell} \sum_{k \in \mathbb{Z}} e^{i\varphi(k+\vartheta_j)} \tilde{v}_{k+\vartheta_j}(s; r, r') e^{-i\varphi'(k+\vartheta_j)},
\]
where \( \tilde{v}_k(s; r, r') \) is as in (62). To estimate the determinant \( \det(I + c|K_f(s)) \), we have to cancel the poles coming from the model resolvent. Recall that \( \mathcal{R}_{F_\ell,\chi} \), defined in Proposition 4.12, is the multiset of resonances of the resolvent \( R_{F_\ell,\chi}(s) \). We also define the set \( \overline{\mathcal{R}_{F_\ell,\chi}} \) as
\[
\overline{\mathcal{R}_{F_\ell,\chi}} := \mathcal{R}_{F_\ell,\chi} \cup i\mathcal{R}_{F_\ell,\chi},
\]
We begin by showing that
\[ P \] where \( s \) for all bound on the resonances for the model funnel, Remark 6.10. Let \( \lambda \in \mathbb{R}_{F_{1/\chi}} \), then there exists \( C > 0 \) such that for all \( \epsilon > 0 \) only depending on \( \chi \). By \( \lambda \in \mathbb{R}_{F_{1/\chi}}, \) Theorem 2.10.1 then implies that the function \( g_{F_{1/\chi}} \) is of finite type, which means that
\[ |g_{F_{1/\chi}}(\lambda)| \leq e^{C(s^2)} \] for any \( c > 0 \), then there exists \( C > 0 \) such that for all \( s \in \Omega_{1}, \) \[ \text{det}(I+c|K_f(s)|) \leq e^{C(s^2)} \]

Lemma 6.10. For any \( c > 0 \) there exists \( C > 0 \) such that \[ |g_{F_{1/\chi}}(s)\text{det}(I+c|K_f(s)|)| \leq e^{C(s^2)} \]
for all \( s \in \mathbb{C} \).

As in the case of the cusps, we split \( \mathbb{C} = \Omega_1 \cup \Omega_2 \cup \Omega_3 \), where
\[ \Omega_1 = \{ s \in \mathbb{C} : \text{Re } s \in [1/2 + \varepsilon, \infty) \}, \]
\[ \Omega_2 = \{ s \in \mathbb{C} : \text{Re } s \in (1/2 - \varepsilon, 1/2 + \varepsilon) \}, \]
\[ \Omega_3 = \{ s \in \mathbb{C} : \text{Re } s \in (-\infty, 1/2 - \varepsilon) \} \]
and \( \varepsilon \in (0, 1/2) \). For \( s \in \Omega_1 \), we have the following estimate.

Lemma 6.11. Let \( c > 0 \), then there exists \( C > 0 \) such that for all \( s \in \Omega_1 \), \[ \text{det}(I+c|K_f(s)|) \leq e^{C(s^2)} \]

Proof. The proof is the same as for Lemma 6.5 with \( C_\infty \) replaced by \( F_t \).

The estimate for \( s \in \Omega_2 \) is as follows.

Lemma 6.12. Let \( c > 0 \), then there exists \( C > 0 \) such that for all \( s \in \Omega_2 \), \[ \text{det}(I+c|K_f(s)|) \leq e^{C(s^{5/2})} \]

Proof. Suppose that \( \varphi_0, \varphi_1 \in C^\infty_c(F_t) \) have disjoint supports and let \( s \in \Omega_2 \). We begin by showing that
\[ \|\varphi_0 R_{F_{1/\chi}}(s)\varphi_1\| \leq C \]
for some \( C > 0 \) only depending on \( \epsilon \). It suffices to show the bound for the hyperbolic cylinder \( C_t \). By (29), (41) and [EMOTS1, 2.1.3], we have the explicit formula for the integral kernel of the resolvent
\[ R_{C_t/\chi}(s; z, z') = \frac{1}{4\pi} \sum_{k \in \mathbb{Z}} \chi(h_t)^k \int_0^1 \frac{(t(1-t))^{s-1}}{(\sigma(z, e^{k\ell}z') - t)^s} dt \]
for \( \text{Re } s > 0 \). By [Bor16, p. 193], we have the following bound for \( z \in \text{supp } \varphi_0 \) and \( z' \in \text{supp } \varphi_1 \):
\[ \sigma(z, e^{k\ell}z') - 1 \geq e^{c_1|k\ell| - \varepsilon_2} \]
for some $c_1, c_2 > 0$ depending only on the minimum of $d_{\mathbb{M}}(z, z')$ on the set $\text{supp } \varphi_0 \times \text{supp } \varphi_1$. Together with the fact that $\chi(h_\ell)$ is unitary, we arrive at the bound
\[
\| \varphi_0(z) R_{C_{\ell, \chi}}(s; z, z') \varphi_1(z') \|_{L(V, V)} \leq \frac{1}{4\pi} \sum_{k \in \mathbb{Z}} e^{(c_2 - c_1 |k\ell|)} \text{Re} s \int_0^1 (t(1-t))^{\text{Re} s - 1} dt ,
\]
which proves (106). To finish the proof of the lemma, we apply Proposition 4.21 with $\tau = 0$.

Finally, for $s \in \Omega_3$, we obtain the following estimate.

**Lemma 6.13.** Let $c > 0$, then there exists $C > 0$ such that for all $s \in \Omega_3$,
\[
|g_{F_{\ell, \chi}}(s) \det(I + c|K_f(s)|)| \leq e^{C|s|^2} .
\]

We use the similar reflection argument as for the proof of Lemma 6.9. From (68), we recall that
\[
R_{F_{\ell, \chi}}(s) = R_{F_{\ell, \chi}}(1-s) + (2s-1)E_{F_{\ell, \chi}}(1-s)S_{F_{\ell, \chi}}(s)E_{F_{\ell, \chi}}(1-s)^T .
\]

In order to prove Lemma 6.13, we need to estimate $S_{F_{\ell, \chi}}(s)$ for $s \in \Omega_3$ and $E_{F_{\ell, \chi}}(s)$ for $s \in \Omega_1$. We introduce the sets
\[
\tilde{\mathcal{R}}_0 := 1 - 2\mathbb{N}_0 , \quad \mathcal{R}_0 := 1 - 2\mathbb{N}_0 + i\omega \mathbb{Z} \setminus \{0\} , \quad \mathcal{R}_{1/2} := 1 - 2\mathbb{N}_0 + i\omega(1/2 + \mathbb{Z}) , \quad \mathcal{R}_\vartheta := \bigcup_{p \in \{ \pm 1 \}} (1 - 2\mathbb{N}_0 + i p \omega(\vartheta + \mathbb{Z})) , \quad \vartheta \notin \{ 0, 1/2 \} ,
\]
where we denote by $m_\vartheta$ the multiplicity of an eigenvalue $\lambda = e^{2\pi i \vartheta}$ of $\chi(h_\ell)$ and we recall that $\omega = 2\pi / \ell$. We note that
\[
\mathcal{R}_{F_{\ell, \chi}} = \tilde{\mathcal{R}}_0^{2m_0} \cup \mathcal{R}_0^{2m_0} \cup \mathcal{R}_{1/2}^{2m_{1/2}} \cup \bigcup_{\vartheta \notin \{ 0, 1/2 \}} \mathcal{R}_{\vartheta}^{m_\vartheta}
\]
with multiplicities. For $n \in \mathbb{N}_+$ we define $d_{n, \vartheta}(s)$ as follows: for $\vartheta \in (0, 1)$, $\vartheta \neq 1/2$, we set
\[
d_{n, \vartheta}(s) := \begin{cases} d_C(s, \mathcal{R}_\vartheta)^{-1} & \text{if } n \leq m_\vartheta , \\ 1 & \text{if } n > m_\vartheta . \end{cases}
\]
For $\vartheta \in \{ 0, 1/2 \}$, we set
\[
d_{n, \vartheta}(s) := \begin{cases} d_C(s, \tilde{\mathcal{R}}_0)^{-1} & \text{if } n \leq 2m_\vartheta , \\ 1 & \text{if } n > 2m_\vartheta . \end{cases}
\]
Moreover, we define the function $\tilde{d}_{n, \vartheta}$ by
\[
\tilde{d}_{n, \vartheta}(s) := \begin{cases} d_C(s, \tilde{\mathcal{R}}_0)^{-2} & \text{if } n \leq m_0 , \\ 1 & \text{if } n > m_0 . \end{cases}
\]
Lastly, we define the product
\begin{equation}
(107)
    d_n(s) := \hat{d}_{n,0}(s) \cdot \prod_\theta d_{n,\theta}(s).
\end{equation}

We remark that this product is well-defined even if we consider it as an infinite product over the uncountable index set \([0, 1)\). In this case, almost all factors are equal to 1 because for \(e^{2\pi i \theta} \in [0, 1)\), not being an eigenvalue of \(\chi(h_\ell)\) we have set \(m_\theta = 0\). For later use we also define
\[ d_{\mathcal{R}_\ell, \chi}(s) := \prod_{n} d_n(s) = d_{\mathcal{R}_0, \chi}(s)^{-2m_0} \prod_{\theta_0} d_{\mathcal{R}_0, \chi}(s)^{-2m_{0,\theta_0}} \prod_{\theta_{\ell/2}} d_{\mathcal{R}_{\ell/2}, \chi}^{-m_{\sigma_{\ell/2}}}.
\]

**Lemma 6.14.** For \(s \in \Omega_3\), we have
\[ \mu_n(S_{X_{\delta, \chi}}) \leq e^{C(s) \langle s \rangle 1 - 2 \text{Re} s} \times \begin{cases} d_n(s) & \text{for } n \leq \max\{m_0, 2m_{\sigma_{\ell/2}}\}, \\ n^{2\text{Re} s - 1} & \text{for } n > \max\{m_0, 2m_{\sigma_{\ell/2}}\}. \end{cases} \]

**Proof.** The proof is similar to [GZ95, Lemma 4.2] and [Bor16, Lemma 9.15], but we have to be more careful when estimating the singular values due to the multiplicities of the eigenvalues of \(\chi(h_\ell)\). By definition (66), the Fourier coefficients \(S_{\mathcal{R}_\ell, \chi}(s)_{\ell/2}\) of the twisted scattering matrix are closely related to the untwisted Fourier coefficients. Thus,
\[ S_{\mathcal{R}_\ell, \chi}(s)_{\ell/2} = \frac{4^{-s}(s - 1/2) \cos(\pi s) \Gamma(1/2 - s)^2}{f(s + i(k + \vartheta_{\ell/2})\omega)f(s - i(k + \vartheta_{\ell/2})\omega)}, \]
where \(\omega = \frac{2\pi}{s}\), and
\[ f(z) = \cos(z \cdot \pi/2)\Gamma(1 - z). \]

We use Stirling’s formula to estimate both the numerator and the denominator. We note that
\begin{equation}
(108) \quad \left| 4^{-s}(s - 1/2) \cos(\pi s) \Gamma(1/2 - s)^2 \right| \leq e^{C(s) \langle s \rangle 1 - 2 \text{Re} s}.
\end{equation}

Moreover, for any \(\tau > 0\) there exists \(C > 0\) such that
\[ (109) \quad |f(z)|^{-1} \leq C \begin{cases} d_{\mathcal{R}_0}(z, 2N_0 - 1)^{-1} & \text{if } |\text{Im} z| < \tau, \\ e^{-\text{Re} z} |\text{Im} z|^{-1/2} & \text{if } |\text{Im} z| \geq \tau. \end{cases} \]
for \(\text{Re} z \leq 1/2 - \varepsilon\). If all eigenvalues \(\lambda_j = e^{2\pi i \vartheta_j}\) of \(\chi(h_\ell)\) are equal, we set \(\delta := \omega / 2\), otherwise
\[ \delta := \frac{\omega}{2 \min_{\vartheta_j \neq \vartheta_k, m \in \mathbb{Z}} |\vartheta_j - \vartheta_k + m|}. \]

This implies that for any \(s \in \mathbb{C}\) and \(p \in \{\pm 1\}\) there is at most one \(\vartheta_j\) and \(k \in \mathbb{Z}\) such that \(|\text{Im} s + p\omega(\vartheta_j + k)| < \delta\). On the set
\[ \{s \in \mathbb{C} : |\text{Im} s + p\omega(\vartheta_j + k)| < \delta\}, \]
we can estimate the Fourier coefficients of the scattering matrix using (108) and (109) as follows:

\[ |S_{F_t,\chi}(s)|^2_k \leq e^{C(s)} |s|^{-2 \Re s} \begin{cases} d_C(s, \tilde{R}_0)^{-2} & \text{if } \vartheta_j + k = 0, \\ d_C(s, R_{\vartheta_j})^{-1} & \text{if } \vartheta_j + k \neq 0. \end{cases} \]

For \( s \in C \) with \(|\Im s + p \omega(\vartheta_j + k)| \geq \delta \), we have

\[ |S_{F_t,\chi}(s)|^2_k \leq e^{C(s)} \left( \frac{|s|^2}{|\Im s|^2 - (k + \vartheta_j)^2 \omega^2} \right)^{1/2 - \Re s}. \]

For \( n \leq \max \{m_0, 2m_{\vartheta_j} \} \), the estimate (110) always dominates (111). Taking into account the multiplicities of the eigenvalues of \( \chi(h_\ell) \), we conclude that

\[ \mu_n(S_{F_t,\chi}(s)) \leq e^{C(s)} |s|^{-2 \Re s} d_n(s). \]

For \( n > \max \{m_0, 2m_{\vartheta_j} \} \), we can bound \( \mu_k(S_{F_t,\chi}(s)) \) by a decreasing rearrangement of (111). The \( n \)-th element of the increasing rearrangement of the set \( \{ |\Im s|^2 - \omega^2 (k + \vartheta_j)^2 \} \) can be bounded by \( Cn^2 \) for some \( C > 0 \) independent of \( s \), but depending on \( \chi(h_\ell) \). Thus, we arrive at the estimate

\[ \mu_n(S_{F_t,\chi}(s)) \leq e^{C(s)} \left( \frac{\langle s \rangle}{n} \right)^{1 - 2 \Re s}. \]

This completes the proof. \( \square \)

**Lemma 6.15.** For \( \varphi \in C^\infty_c(F_t) \) and \( s \in \Omega_1 \), we have

\[ \mu_n(\varphi E_{F_t,\chi}(s)) \leq e^{C(s) - cn}. \]

**Proof.** As in [Bor16, Lemma 9.16], we have an explicit formula for the Poisson operator:

\[ E_{F_t,\chi}(s; z, \phi') = \frac{1}{4\pi} \frac{\Gamma(s)^2}{\Gamma(2s)} \left( h_s(x, y, \phi') + h_s(-x, y, \phi') \right), \]

where

\[ h_s(x, y, \phi') = \sum_{k \in \mathbb{Z}} \chi(h_\ell)^k \left( \frac{4ye^{i(\frac{\phi'}{\pi} + k)}}{\left( x - e^{i(\frac{\phi'}{\pi} + k)} \right)^2 + y^2} \right)^s, \]

where \( z = x + iy \in \mathcal{F} \), where \( \mathcal{F} \) is given by (4). Since \( \|\chi(h_\ell)\| = 1 \), for every \( p \in \mathbb{N}_0 \) we have the bound (see [Bor16, (9.48)])

\[ \| \partial_{\phi'}^p \varphi(z) E_{F_t,\chi}(s; z, \phi') \| \leq C^p p! e^{C(s)}. \]

Using the flat Laplacian \( \Delta_{\partial_{\infty} F_t} \) on \( L^2(\partial_{\infty} F_t, E_{\chi}|_{\partial_{\infty} F_t}) \), we have the singular value bound

\[ \mu_n(\varphi E_{F_t,\chi}) \leq \mu_n((\Delta_{\partial_{\infty} F_t} + 1)^{-m}) \| (\Delta_{\partial_{\infty} F_t} + 1)^m E_{F_t,\chi} \varphi \| \leq C^{2m} n^{-2m(2m)!} e^{C(s)}. \]
Note that $\Delta_{\partial_{\infty} F_\ell}$ has eigenvalues $k^2$ with multiplicity $\dim V$, therefore $\mu_n((\Delta_{\partial_{\infty} F_\ell} + 1)^{-m}) \lesssim n^{-2m}$. Choosing $m \in \mathbb{N}$ such that $\frac{2Cm}{n} = 1 - \varepsilon$ for some $\varepsilon \in [0, 1)$ and applying Stirling’s formula, the desired estimate follows.

We are now ready to prove the estimate
\[ |g_{F_{\ell}}(s) \det(I + c|K_f(s)|)| \lesssim e^{C(s)^2} \]
for $s \in \Omega_3$.

**Proof of Lemma 6.13.** Let $s \in \Omega_3$. From (68) and (94), we have that
\[ K_f(s) - K_f(1 - s) = (2s - 1)[\Delta_{F_{\ell \chi}}, \eta_f, 0]E_{F_{\ell \chi}}(1 - s)S_{F_{\ell \chi}}(s)E_{F_{\ell \chi}}(1 - s)^T(\eta_{f, 3} - \eta_{f, 1}). \]
The resolvent estimate (79) and Lemma 4.22 imply that $\|K_f(1 - s)\|$ is bounded independently of $s \in \Omega_3$. From (112), we obtain that for any compactly supported vector field $W$ on $F_\ell$, we have that
\[ \|WE_{F_{\ell \chi}}(s; z, \varphi')\| \leq e^{C(s)} \]
Combining these two estimates with $W = [\Delta_{F_{\ell \chi}}, \eta_f, 0]$ yields
\[ \mu_{n_1n_2+1}(K_f(s)) \leq e^{C(s)}\mu_n(S_{F_{\ell \chi}}(s))\mu_n((\eta_{f, 3} - \eta_{f, 1})E_{F_{\ell \chi}}(1 - s)) \]
If $n = n_1 + n_2 + 1 > \langle s \rangle$, then we can take $n_1 = \lfloor \langle s \rangle + 1 \rfloor$, so that $n_2 \sim n - \langle s \rangle$. Hence for sufficiently large $a > \max\{m_0, 2m_0\}$, $s > 0$ and $n > a\langle s \rangle$, we have by Lemma 6.14 and Lemma 6.15 that
\[ \mu_{n_1n_2+1}(K_f(s)) \leq e^{-b(s)} \]
for some $b > 0$. We obtain that
\[ \det(I + c|K_f(s)|) \leq C \prod_{n \leq a\langle s \rangle} (1 + c\mu_n(K_f(s))) \]
Taking $n_2 = 1$ and $n_1 = n$, we obtain
\[ \det(I + c|K_f(s)|) \leq d_{R_{\chi}}(s) \prod_{n \leq a\langle s \rangle} e^{C(s)}\left(\frac{\langle s \rangle}{n}\right)^{1 - 2\text{Re}(s)} \]
\[ \leq d_{R_{\chi}}(s)e^{C(s)^2}\left(\frac{a\langle s \rangle}{\Gamma(a\langle s \rangle)}\right)^{1 - 2\text{Re}(s)} \]
\[ \leq d_{R_{\chi}}(s)e^{C(s)^2}, \]
where we have used Stirling’s formula to estimate the term in parenthesis by $e^{C(s)}$. Since the zero set of $g_{F_{\ell \chi}}$ includes the poles with correct multiplicities and using (105), we find
\[ \left|d_{R_{F_{\ell \chi}}}(s)g_{F_{\ell \chi}}(s)\right| \leq e^{C(s)^2}. \]

**Proof of Lemma 6.10.** Combining the estimates of the funnel determinant for all three regions, i.e., Lemmas 6.11, 6.12 and 6.13, we obtain the estimate
\[ |g_{F_{\ell \chi}}(s)\det(I + c|K_f(s)|)| \leq \begin{cases} e^{C(s)^2}, & |\text{Im } s - 1/2| \geq \varepsilon, \\ e^{C(s)^3}, & |\text{Im } s - 1/2| < \varepsilon. \end{cases} \]
An application of the Phragmén–Lindelöf theorem shows the claim. □

6.3. The Endgame. We are now ready to prove Proposition 6.2 and to deduce Theorem B.

Proof of Proposition 6.2. Recall that \( g_c(s) = (2s - 1)^n \), where \( n_c \) is given by (24). Moreover, let \( g_f(s) \) be the product of all \( g_{X_f, \chi}(s) \) as in (104). From Lemma 6.10, we have by [Bor16, Lemma 9.6] that
\[
|g_f(s)|^9 \det(I + 9|K_f(s)|^3) \leq \left( |g_f(s)| \det(I + 3^{2/3}|K_f(s)|) \right)^9 \leq e^{C_1(s)^2},
\]
and from Proposition 6.4, we have
\[
|g_c(s)|^9 \det(I + 9|K_c(s)|^3) \leq \left( |g_c(s)| \det(I + 3^{2/3}|K_c(s)|) \right)^9 \leq e^{C_2(s)^2},
\]
for some \( C_1, C_2 > 0 \). Hence, by (96) and Lemma 6.3,
\[
|g_c(s)|^9|g_f(s)|^9|D(s)| \leq e^{C_3(s)^2}
\]
for some \( C_3 > 0 \). Since \( g_c(s)^9g_f(s)^9D(s) \) is entire and not identically zero, we find \( z_0 \in \mathbb{C} \) in a 1/4-neighborhood of \( 0 \) such that \( g_c(z_0)^9g_f(z_0)^9D(z_0) \neq 0 \). Applying Jensen’s formula [Lan99, Sect. XII, Theorem 1.2] (or the weaker Number of Zeros Theorem by Titchmarsh [Tit58]) we find \( C > 0 \) such that for any \( r > 1 \) the number of zeros of \( g_c(s)^9g_f(s)^9D(s) \) in the ball \( \{|s-z_0| \leq r\} \) is bounded by \( Cr^2 \). Thus, for any \( r > 1 \) the number of zeros of \( D(s) \) in the ball \( \{|s| \leq r\} \) is bounded by \( C^2r^2 \) for some \( C > 0 \).

For completeness we detail the proof of Theorem B.

Proof of Theorem B. By Lemma 6.1, the resonance counting function \( N_{X, \chi} \) is bounded above by the resonance counting function for the funnel ends of \( X \), the zero counting function for the map \( D \) that is defined in Lemma 6.1 and a constant of at most 6. By Remark 4.13 and Proposition 6.2, the two relevant counting functions are of order \( O(r^2) \) as \( r \to \infty \). Thus,
\[
N_{X, \chi}(r) = O(r^2) \quad \text{as } r \to \infty,
\]
as claimed. □
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