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Abstract—We present the first method for synthetic generation of contactless fingerprint images, referred to as SynCoLFinGer. To this end, the constituent components of contactless fingerprint images regarding capturing, subject characteristics, and environmental influences are modeled and applied to a synthetically generated ridge pattern using the SFinGe algorithm. The proposed method is able to generate different synthetic samples corresponding to a single finger and it can be parameterized to generate contactless fingerprint images of various quality levels. The resemblance of the synthetically generated contactless fingerprints to real fingerprints is confirmed by evaluating biometric sample quality using an adapted NFIQ 2.0 algorithm and biometric utility using a state-of-the-art contactless fingerprint recognition system.

Index Terms—Mobile Biometrics, Fingerprint Recognition, Contactless Fingerprint, Synthetic Generation

I. INTRODUCTION

Biometric system development and evaluation can benefit from the use of synthetic biometric data [1]. On the one hand, synthetic biometric data can be used for algorithm training where the acquisition of real samples is cost and time intensive. On the other hand, biometric systems can be evaluated with easily manageable synthetic data, which is generally not limited by data protection regulations.

In the scientific literature, two main approaches for synthetic biometric data generation can be distinguished, modeling and learning-based approaches. Biometric signals or features may be modeled using hand-crafted methods specifically designed for biometric characteristics. Such models usually require knowledge about statistical properties of biometric data and have been proposed for various biometric characteristics. Such approaches have been carried out for several modalities including 3D contactless fingerprints [2], [3], contact-based fingerprints [4] or finger vein [5]. Learning-based approaches which are commonly based on Generative Adversarial Network (GAN) [6] architectures have been found to be suitable to generate realistic image data including biometric samples, e.g. face [7] or iris images [8]. Recent works also show competitive results in the area of contact-based fingerprint images [9], [10].

Focusing on fingerprint recognition [11], some approaches to synthetically generate contact-based fingerprints have been proposed [4], [9]. Pioneer work in this field has been done by Cappelli et al. [12] who proposed Synthetic Fingerprint Generator (SFinGe). Starting from the positions of cores and deltas, the SFinGe algorithm exploits a mathematical flow model to generate a consistent directional map. Subsequently, a density map is created on the basis of some heuristic criteria and the ridge-line pattern. Furthermore, the minutiae are created through a space-variant linear filtering; the output is a near-binary clear fingerprint image. Finally, specific noise is added to produce a realistic grayscale representation of the fingerprint. The latter step allows for the generation of multiple mated samples of a single finger. Up until now, continuous improvements have been applied to the SFinGe algorithm. Similarly, further approaches to model contact-based fingerprints have been proposed by different research laboratories, e.g. in [13].

As mentioned before, GAN-based approaches have been employed for synthetically generating contact-based fingerprints, e.g. in [9], [10], [14], [15].

However, several training data related challenges have to be solved to implement a GAN-based generation of contactless fingerprint images with reasonable realism and diversity. GANs require huge training databases. To the best of the authors’ knowledge a database of sufficient size is not publicly available for contactless fingerprint recognition. GANs learn the properties of the training database. Consequently, the generated images reflect the training data which may lead to a certain bias in case the training database is lacking diversity [16]. This also holds for non-biometric aspects such as environmental influences. Moreover, GANs often fail to robustly generate mated-samples. The reason for this is that
the GANs have to learn to distinguish between persistent and non-persistent characteristics. Here, database size and heterogeneity is crucial to achieve realistic results. To the best of the authors’ knowledge there is no contactless fingerprint database available which covers said aspects. Hence, a GAN-based synthetic contactless fingerprint generation is out of scope of this work.

Besides contact-based fingerprint recognition, the development of contactless systems represents a growing research area [17], [18]. Contactless fingerprint capturing devices overcome some problems of contact-based ones like latent fingerprints of previous users (ghost fingerprints) or hygienic concerns. Since the contactless fingerprint capturing process is different compared to the contact-based process, the resulting biometric samples are also different. Contactless fingerprints do not exhibit an elastic deformation caused by pressing the finger on a sensor plate. Moreover, many contactless fingerprint capturing devices are based on commodity equipment like smartphones, which produce RGB images.

Despite the growing interest in contactless fingerprint recognition, so far no approaches to synthetic contactless fingerprint generation have been published. In this work, we propose the first (to the best of the authors’ knowledge) method for generating synthetic contactless 2D fingerprint images named SynCoLFinGer. Our method generates fully synthetic images of a fingerprint which have a similar appearance as pre-segmented fingerprint images captured by a contactless device, e.g. smartphone. SynCoLFinGer includes the most common properties of contactless fingerprint imaginary such as the lack of elastic deformations of the fingerprint, a natural finger color and regions of low contrast.

Starting from a synthetically generated ridge pattern (using the SFinGe software [4]), the constituent components of contactless fingerprint images with respect to capturing conditions, subject characteristics, as well as environmental influences are modeled to generate synthetic contactless fingerprint samples. By varying certain changeable parameters biometric variance and variation in sample quality are simulated which enables the generation of various mated synthetic samples corresponding to a single finger. The generated contactless fingerprint samples exhibit good visual resemblance to real images, see Fig. 1 for an illustration. Furthermore, the realism of the synthetically generated contactless fingerprints is verified by estimating sample quality employing an adapted NFIQ 2.0 algorithm and biometric utility using a state-of-the-art contactless fingerprint recognition system. To facilitate reproducible research and future experiments, the source code of SynCoLFinGer will be made publicly available.

This work is organized as follows: the proposed synthetic contactless fingerprint generation method is described in detail in Sect. II. Experimental evaluations are presented in Sect. III. Finally, conclusions are drawn in Sect. IV.

II. PROPOSED METHOD

The proposed SynCoLFinGer method aims at generating a segmented fingertip. For this reason, the detection and segmentation of a fingertip and the rotation into an upright position is considered as solved processing steps. This is a reasonable assumption considering the detection and segmentation performance of state-of-the-art algorithms, e.g. [19]. Our method utilizes the well-known contact-based fingerprint generation algorithm SFinGe [4]. For our method we use an intermediate result of the SFinGe algorithm which generates only the ridge line characteristic of a 500 dpi live scanned fingerprint but applies no further processing to the sample.

We apply three main steps to the SFinGe ridge pattern (see Fig. 2):

1) Application of a deformation function $d$ to a contact-based ridge line pattern $r_{cb}$ to simulate a ridge line pattern $r_{cl}$ of a contactless capturing scenario (see Sect. II-A).

2) Addition of subject-related characteristics $c_s$ to the contactless ridge line pattern $r_{cl}$ (see Sect. II-B).

3) Addition of a set of environmental characteristics $\{c_{ei}\}_{i=1}^n$ to generate a set of $n$ mated synthetic contactless fingerprints $\{f_i\}_{i=1}^n$ (see Sect. II-C).

The generation process of a SynCoLFinGer fingerprint $f_i$ based on a contactless ridge line pattern $r_{cl} = d(r_{cb})$ can be formally described as,

$$ f_i = r_{cl} + c_s + c_{ei} $$

This workflow ensures that SynCoLFinGer is able to robustly create a set of mated samples. Further, the generation of a fingerprint image is highly controllable and easy to extend.

A. Contactless Capturing

The simulation of a contactless captured fingerprint includes three processing steps (see Figs. 3, 4):

- Fingerprint deformation
- Rotation
- Ridge line thinning and blurring

The fingerprint deformation transforms the SFinGe ridge pattern into a contactless fingerprint ridge pattern. Our deformation method $d$ implements a warp transformation which distorts every pixel $P(x, y)$ along a deformation vector $\vec{v}$ which starts at $P_s$ and ends at $P_f$. The intensity of the warping is defined by $||\vec{v}||$. The warping is implemented by shifting the pixel pixel $P(x, y)$ to its transformed pixel $P'(x, y) = P(x, y) * (||\vec{v}|| * \log(||\vec{p}||))$ where $||\vec{p}||$ is the magnitude between the $P(x, y)$ and $P_s$.

The distortion vectors are equally arranged around the contact-based ridge pattern and are facing towards the fingerprint template. The size of the contact-based ridge pattern defines the amount of deformation vectors, the length of the vectors and the distance between the ridge pattern and the vectors. The length of the distortion vectors in the upper area of the fingerprint is higher compared to the left and right border of the finger to represent the natural shape of a human finger. Fig. 3 illustrates this process.

Slight rotations along the rolling axis occur because of the level of freedom during the finger presentation. SynCoLFinGer simulates these rotations by re-using the deformation algorithm. Here, the deformation vectors are facing horizontally in
the opposite direction of the rolling. This leads to a stretching of one side and a compression on the other side of the fingerprint template which simulates a rolling of the finger (see Fig. 4 b). Our method simulates a rotation of up to approx. seven degrees of rolling.

Subsequently, the ridge lines are thinned by an erosion algorithm to achieve a realistic ridge line appearance in the contactless sample. Further, the image is blurred. A Gaussian blur is applied to the whole sample to smooth the transitions between ridges and valleys. The depth-of-field of a contactless capturing device is usually only a few millimeters which causes an out-of-focus blur at the border of the finger [20]. This property is simulated by a blurring of the finger border regions (see Fig. 4 c).

B. Subject-related Characteristics

The generation of realistic contactless fingerprint images requires the simulation of certain subject-specific characteristics. These characteristics refer to (see Fig. 5):

- Regions of low contrast
- Skin color
- Skin tone variation

Most contactless fingerprint images show regions of low contrast. These are mainly caused by worn out fingers or dermatological issues. To simulate such properties, local regions of the fingerprint image are blurred (Fig. 5 a).

To acquire a set of fingertip skin colors we manually analysed a subset of the ISPFDv2 database [21]. More precisely, we randomly selected 25 subjects. For each subject, ten data points within the fingerprint region are averaged to a skin color representation (c.f. Fig. 5 b).

The color of a fingertip is not perfectly homogeneous throughout the whole surface. Skin impurities or damages cause variations of the skin tone. This is simulated by a local brightness and color variations. Here, a simple filter slightly varies the brightness and color of the finger area (Fig. 5 c).

C. Environmental Influences

Numerous environmental influences need to be considered, such as variations in the capturing scenario, technical pre-
conditions of the capturing device, or particles on the finger surface. SynCoLFinGer implements some of the most relevant environmental challenges (c.f. Fig. 6):

- Brightness and color variation
- Shadow
- Dirt
- Illumination
- Camera noise

The skin color impression in contactless capturing scenarios also depends on the environment. Here, the illumination of the surrounding area and the background of the image have an influence on the skin tone appearance. This is simulated through a general variation of the skin tone.

Another aspect which is closely related to illumination is the shadow on the finger area. SynCoLFinGer simulates the shadow as darker regions at the border of a finger image. Here, a shadow mask implements the illumination of the fingertip with a single light source (Fig. 6 (a)).

Ridge line inversion refers to the switching of parts of the ridge line structure from bright to dark because of illumination and reflection properties of the skin. In brighter regions the ridge lines appear brighter than the fingertip whereas in dark regions the ridge lines appear darker (Fig. 6 (b)). The fingerprint sample is adjusted accordingly to simulate this property. For this purpose, the shadow mask is used to have an indication of bright and dark regions in the finger area.

Camera noise is directly related to illumination and the capturing device. The adding of camera noise simulates a capturing device which operates under challenging light conditions (Fig. 6 (c)). During the simulation, the illumination influences the amount of noise generated, whereas darker preconditions lead to more noise.

Dirt refers to temporary particles on the finger surface which may influence the recognition performance. SynCoLFinGer implements the presence of dirt by particles which are randomly distributed over the finger region (Fig. 6 (d)). Finally, slight variations in terms of rotation and scaling are applied to every sample in order to simulated inaccuracies during the segmentation.

The different masks have different properties in terms of persistence. Some properties like the skin color or the fingerprint characteristic itself are highly persistent, whereas others like illumination may change more drastically. Some properties like regions of low contrast caused by worn-out fingers are semi-persistent and change after days or weeks. For this reason semi-persistent masks are also equipped with an alteration factor which may represent the time between two capturing sessions.

III. Evaluation

In this section we evaluate the suitability of our proposed method in a biometric recognition scenario. First, we visually inspect the generated database and discuss its properties. Second, we evaluate the amount of detected minutiae, the sample quality and the biometric recognition performance. Here, we used the workflow proposed in one of our previous works [22] as described below.

A. Synthetic Database Generation

To evaluate our algorithm, we generate a database of synthetic contactless fingerprint samples. To show the achievable variation three subsets are created:

- **High**: samples which are captured under good conditions, i.e. samples of high quality.
- **Medium**: samples which are captured under good conditions but where the fingertip is slightly rotated or the fingerprint has a low contrast.
- **Low**: challenging samples with huge regions of low contrast, strong rotation exhibiting huge variation in terms of illumination, i.e. samples of low quality.

In addition, changeable properties described in the previous section are varied randomly to obtain several mated contactless fingerprint samples from a single ridge pattern. Fig. 7 illustrates an example of the above described quality variations...
for mated samples. The generated database consists of 1,000 different fingerprints (SFinGe samples). For each category and fingerprint six samples are generated which results in a total amount of 18,000 samples.

B. Evaluation Pipeline

Our generated samples are analysed in terms of biometric sample quality and recognition performance. To this end, we apply a pre-processing to the generated images, evaluate biometric sample quality using the NFIQ 2.0 algorithm and measure the biometric utility using a state-of-the-art contactless fingerprint recognition system. To enable a processing of contactless data with algorithms designed for the contact-based domain, a pre-processing has to be applied which transforms a contactless fingerprint image to a contact-based equivalent fingerprint image [23]. The pre-processing consists of a grayscale conversion, image width normalization and a Contrast Limited Adaptive Histogram Equalization (CLAHE). For a more detailed description of the applied method the reader is referred to [22]. Fig. 9 depicts a real and a synthetic fingerprint image pre-processed by our proposed method. With this pre-processing it was shown that NFIQ 2.0 is able to accurately predict the quality of a contactless sample [24].

It should be noted that the fingerprint images generated by SynCoLFinGer are segmented, cropped to the ROI and rotated in an upright position. For this reason, these processing steps can be skipped. On a database captured under unconstrained environmental influences these steps also have to be applied.

To measure the biometric recognition performance in terms of the standardised metrics False Match Rate (FMR), False Non-Match Rate (FNMR) [25], and Equal Error Rate (EER) we combine the FingerNet method of Tang et al. [26] for feature extraction with the comparison algorithm of Važan et al. [27]. The feature extractor is based on deep-learning and outputs minutiae features (positions and orientations). Then a comparison score is computed based on a nearest neighbour algorithm.

C. Experimental Results

Requirements for the assessment of synthetic fingerprint generation have recently been defined by Makrushin et al. [28]. Stipulated properties include data anonymity, sufficiently high image resolution, diversity and uniqueness. These requirements are fulfilled through the use of the SFinGe algorithm. The requirement of controllable generation is met by the conceptual design of SynCoLFinGer described in the previous section.

Realistic appearance represents another key requirement for synthetic fingerprint images [28]. A visual inspection of the generated database reveals that the SynCoLFinGer samples show a good level of realism. Examples of synthetically generated images are depicted in Fig. 8. Important aspects like a realistic impression of the ridge pattern, regions of low contrast, skin tone, and environmental influences are represented in the generated samples. Moreover, the biometric variation
between mated samples realistically simulates the capturing sessions under different conditions, \textit{c.f.} Fig. 7. Because of the controllable design of the algorithm, generated samples show realistic ridge patterns, in contrast to some recently proposed GAN-based approaches for generating contact-based fingerprints. Nevertheless, it should be noted that the generated images can still be distinguished from real ones (\textit{c.f.} Fig. 8). Note that this is also caused by the missing background of the generated fingerprint images.

We also investigate the appearance of the synthetic samples after applying our pre-processing pipeline. Fig. 9 compares a fingerprint from the ISPFDv2 database with a sample generated by SynCoLFinGer. It should be noted that the same automatic pre-processing pipeline was applied which was originally designed for real contactless fingerprints. The applied pre-processing pipeline robustly emphasizes the ridgeline pattern of real and generated contactless fingerprint images.

An important aspect for the level of realism of the generated images is the number of minutiae extracted by the feature extractor. To analyse this, we use the FingerNet algorithm\cite{26} for feature extraction and count the average amount of detected minutiae per fingerprint image. From Table I we can see that the amount of minutiae slightly drops from high over medium to the low quality subset. Also, our generated database aligns with the real databases in terms of minutiae count. We can also observe from the table that a large amount of detected minutiae does not necessarily lead to an improved recognition performance as shown on the HDA database. This can result from the detection of false minutiae. Also, scaling and rotation of fingerprints might be necessary to lower the EER in such cases.

Moreover, we performed a minutiae correspondence analysis. Fig. 10 shows a contactless ridge pattern and its corresponding processed sample from the low quality sub-database. The red rectangles represent minutiae detected by the FingerNet method. The blue connections indicate corresponding minutiae. It is observable that many minutiae from the contactless ridge pattern are also represented in pre-processed sample. Especially in the center region, many minutiae from the ridge pattern are also extracted from the contactless sample. Nevertheless, minutiae at the border region are often not detected in the pre-processed sample due to the simulated out-of-focus blur. It should be noted that in Fig. 10 the relative position of minutiae is shifted in the pre-processed samples of the medium quality image (Fig. 10 (b)) and the low quality image (Fig. 10 (c)). This is caused by a rotation of the fingertip during the generation. These observations are highly comparable to real databases, \textit{e.g.} the ISPFDv2 database.

In the next step, we investigate the most important requirement on whether the generated fingerprint images reflect the basic characteristics of real contactless fingerprint data. Average obtained NFIQ 2.0 scores for synthetically generated fingerprint images at different quality level are depicted in Fig. 11 and listed in Table I along with a comparison to NFIQ 2.0 scores achieved on popular real datasets. It can be observed that the sample quality of the SynCoLFinGer images is within the range of real contactless fingerprint databases or slightly better. As expected, the three categories are showing different biometric accuracy. The high-quality samples have an average NFIQ 2.0 score above 40. For medium-quality samples, the average NFIQ 2.0 score is dropping by approx. 5 points. The lowest NFIQ 2.0 score of approximately 28 is obtained on the low-quality samples. The standard deviation of NFIQ 2.0 scores is in a similar range compared to the real databases. This shows that SynCoLFinGer is able to produce a similar amount of variance in terms of sample quality. We see that the high-quality database has the lowest standard deviation, whereas the low-quality category has the highest. This represents the parameter settings in our configuration files and can be adapted easily. Real contactless databases contain samples with different ridge line frequency, especially if they are captured in unconstrained setups (\textit{e.g.} "ISPFDv1 natural" and "HDA unconstrained"). Databases captured in more constrained scenarios show much higher NFIQ 2.0 scores (\textit{e.g.} "PolyU" or "HDA constrained"). Especially, the distance between the capturing device and the finger needs to be kept constant to approximate a fingerprint size which is equivalent to 500 dpi contact-based fingerprints (which is expected by the NFIQ 2.0 algorithm). The SFinGe templates on which our method is based simulate a 500 dpi capturing device which is also favored by NFIQ 2.0. Even if the samples are highly deformed, the size of a fingerprint and the ridge line frequency in the central area of the fingerprint contribute to a high NFIQ 2.0 score. It is noteworthy that NFIQ 2.0 was found to be suboptimal for biometric sample quality assessment on contactless fingerprint data and, hence, its application requires specific pre-processing\cite{24}. Alternatively, quality assessment algorithms specifically designed for contactless fingerprint
data could be employed, e.g. [29], [30].

The evaluation in terms of biometric recognition performance shows that SynCoLFinGer samples are working well in an open-source contactless fingerprint recognition workflow (see Table I). As expected, the three categories are showing different biometric accuracy. The high, medium, and low-quality samples reveal EERs of 1.13%, 3.07%, and 6.44%, respectively. This desired behaviour is directly caused by the parameter settings in the configuration presets and is observable across different decision threshold configurations as shown in the DET plots of Fig. 12. It is observable that especially databases acquired in unconstrained conditions (e.g. "ISPFDv1 natural" and "HDA unconstrained") have much higher EERs compared to the SynCoLFinGer samples. A possible explanation for this is a slight variance of the segmented fingertip, which results in a shifted minutiae map. Because the SynCoLFinGer samples are not suffering from this variance the recognition accuracy is expected to be much higher.

Overall, the equal error rates and NFIQ 2.0 scores show that SynCoLFinGer is able to generate synthetic contactless fingerprint images which closely reflect the characteristics of real contactless fingerprint data in terms of sample quality and biometric utility.

### IV. Conclusion

This work introduced SynCoLFinGer, a synthetic contactless-fingerprint generator. To the best of our knowledge, SynCoLFinGer represents the first approach towards the generation of synthetic contactless fingerprint images. In the proposed method, properties of contactless fingerprints with respect to the capturing process, subject-related characteristics, and environmental influences were simulated. It was shown that the proposed method is able to generate synthetic mated samples at various quality levels. In experiments, it was demonstrated that the synthetically generated contactless fingerprints reflect the basic characteristics of real contactless fingerprint data in terms of biometric sample quality and biometric utility.

Our proposed approach is expected to open new possibilities for further contributions in which different avenues for future research could be considered, e.g. an improvement of realism of the generated contactless fingerprint images including more environmental variations such as drastic changes in image resolution or the generation of synthetic contact-based and contactless samples for interoperability studies.
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