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Abstract
For solving numerically fractional differential equations, we have to take into account a rising flow of works as (Dehestani et al. in Appl Math Comput 336:433–453, 2018, https://doi.org/10.1016/j.amc.2018.05.017, Rahimkhani et al. Appl Math Model 40:8087–8107, 2016, https://doi.org/10.1016/j.apm.2016.04.026) that show the advantage of using the transformation $x \rightarrow x^\alpha$. In this paper, we aim to explain this transformation, and using the acquired knowledge, we are also discussing a method that is able to improve the accuracy of the numerical results for the delay fractional equations. We conclude the paper with two numerical examples to illustrate the analysis of this paper.
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1 Preliminaries

The fractional differential equations (FDEs) are generalizations of the conventional differential equations to an arbitrary order. From the very beginning, FDEs have been regarded as an important tool in understanding the complex phenomena of nature.
However, it is remarkable to be mentioned that the power of fractional calculus allows description of complex phenomena in an analytical way. First time borrowed in classical mechanics and engineering, the tools of fractional calculus have found extensive applications in different branches of science, consequently, the significant increase in interest in developing numerical schemes for FDEs solutions. An overview of fractional order differential operators’ development can be found, for example, in [5, 8, 19].

In this paper we turn our attention to equations of the following type

\[ D^\gamma f(x) = h(x, f(x), g(x)), \quad 0 \leq x \leq 1, \quad (1.1) \]

with the Caputo fractional derivative of order \( \gamma \) defined as [14]

\[
(D^\gamma f)(x) = \frac{1}{\Gamma(n-\gamma)} \int_0^x \frac{f^{(n)}(s)}{(x-s)^{\gamma+1-n}} ds, \quad n-1 < \gamma \leq n, \quad n \in \mathbb{N},
\]

where \( \gamma > 0 \) is the order of the derivative, \( n \) is the smallest integer greater than \( \gamma \). It is well known that

\[
D^\gamma x^\alpha = \begin{cases} 
0, & \gamma \in \mathbb{N}_0, \quad \alpha < \gamma, \\
\frac{\Gamma(\alpha+1)}{\Gamma(\alpha-\gamma+1)} x^{\alpha-\gamma}, & \text{otherwise}.
\end{cases} \quad (1.2)
\]

The involved Riemann-Liouville fractional integral operator is defined as

\[
I^q f(x) = \begin{cases} 
\frac{1}{\Gamma(q)} \int_0^x \frac{f(s)}{(x-s)^{1-q}} ds, & q > 0, \\
f(x), & q = 0.
\end{cases} \quad (1.3)
\]

To be able to treat numerically differential equation (1.1), we reduce the dynamical system to a system of algebraic equations, by using the approximation

\[
f_N(x) = \sum_{n=0}^{N-1} c_n x^n. \quad (1.4)
\]

In order to solve numerically some fractional differential equations, it has been shown that using the transformation \( x \to x^\alpha \) together with the Bernoulli wavelets [18] or with the Legendre-Laguerre functions [4], improves the accuracy of the numerical results. In this paper, we show that this transformation always improves the known results. Of course, the same method can be extended for calculating solutions of systems of fractional differential equation.
2 Error analysis

We start our discussion by considering the Legendre polynomials, when Eq. (1.4) becomes

$$f_N(x) = \sum_{n=0}^{N-1} c_n P_n(x),$$

and then, we show how this analysis can be extended to other types of polynomials. In the case of the Legendre polynomials $P_n(\cos \theta)$, it was shown that \[1, 10\]

$$\left( n + \frac{1}{2} \right)^{1/2} \sin^{1/2} \theta |P_n(\cos \theta)| \left( \frac{2}{\pi} \right)^{-1/2} < 1, \quad 0 \leq \theta \leq \pi,$$

an inequality which actually strengthened the Bernstein inequality, by replacing the factor $n^{1/2}$ by $(n + 1/2)^{1/2}$. It has been shown that for any $\epsilon > 0$, the factor $(n + 1/2)^{1/2}$ can not be replaced by $(n + 1/2 + \epsilon)^{1/2}$. Previously established by Stieltjes, the constant $\sqrt{2/\pi}$ instead of $A$ was introduced by Bernstein, and it turned out to be the best possible improvement [20].

In order to answer why the transformation $\cos \theta \rightarrow \cos^\alpha \theta$ improves the numerical computation, we ask how this transformation affects Eq. (2.1). First of all, this transformation restricts the interval $[0, \pi]$ to $[0, \pi/2]$ (the transformation it is not well defined on the interval $[\pi/2, \pi]$).

**Lemma 1** For $\theta \in [0, \pi/2], n \geq 0$ and $\alpha \geq 0$ we have

$$M_n^\alpha(\cos \theta) = \left( n + \frac{1}{2} \right)^{1/2} (1 - \cos^{2\alpha} \theta)^{1/4} |P_n(\cos^\alpha \theta)| \left( \frac{2}{\pi} \right)^{-1/2} < 1.$$

**Proof** The above inequality must also be fulfilled in the following situation

$$\left( n + \frac{1}{2} \right)^{1/2} \max_{\theta \in [0, \pi/2]} (1 - \cos^{2\alpha} \theta)^{1/4} |P_n(\cos^\alpha \theta)| \equiv \left( n + \frac{1}{2} \right)^{1/2} g_n < \left( \frac{2}{\pi} \right)^{1/2}.$$

In analogy to [20], we have

$$g_n = \frac{1 \cdot 3 \cdot 5 \cdots (2n - 1)}{2 \cdot 4 \cdot 6 \cdots (2n)}.$$

A direct calculation determines the relationship

$$\left( 2n + \frac{5}{2} \right)^{1/2} g_{n+1} > \left( 2n + \frac{1}{2} \right)^{1/2} g_n.$$
and from inequalities associated with Wallis’s product [7], we find

\[
\lim_{n \to \infty} \left(2n + \frac{1}{2}\right)^{1/2} g_n = \left(\frac{2}{\pi}\right)^{1/2}.
\]

Therefore, the inequality (2.1) is not improved by the transformation \(\cos \theta \rightarrow \cos^\alpha \theta\). The visual interpretation of this transformation is given in Fig. 1, for \(n = 4\) and \(\alpha = 0.6, 1, 1.4\). We see that by changing \(\alpha\), we modify the position of peaks and not their amplitude.

This answer shows that the advantage of replacing \(\cos \theta\) by \(\cos^\alpha \theta\) in the numerical computations comes from somewhere else, and the first thought is to see if this improvement is not somehow related to the value of the fractional derivative (or integration).

We want to see how the order of the polynomial affects our results, therefore we should introduce some helpful mathematical preliminaries. First, we define the weighted semi-norm

\[
\| f \| = \int_0^1 f'(x) \frac{1}{(1-x^2)^{1/4}} \, dx.
\]

**Theorem 1** Let

\[
f_N(x) = \sum_{n=0}^{N-1} c_n' Q_n(x),
\]

with \(Q_n(x)\) a polynomial of the type (1.4), and let \(f^{(n)}\), \(n = 1, m - 1\), be absolutely continuous functions with \(f^{(m)}\) of bounded variations. Then for \(m \in [1, N - 1]\), we have:

\[\square\]
i) when $m = 1$, we get
\[
\| f(x) - f_N(x) \| \leq \frac{4 \| f' \|}{\sqrt{\pi(2N - 5)}},
\]

ii) when $m \geq 2$, then
\[
\| f(x) - f_N(x) \| \leq \frac{2 \| f^{(m)} \|}{(m - 1) \sqrt{\pi(2N - 2m - 1)}} \prod_{k=2}^{m} \left( N - k + \frac{1}{2} \right)^{-1}.
\]

**Proof** If the polynomial $Q_n(x)$ is of the Legendre type, we find the proof of this statement in [10].

Let
\[
Y = \text{span}\{c'_0, c'_1, c'_2, \ldots, c'_{N-1}\}.
\]

Since $Y$ is a finite dimensional vector space, $f$ has the unique best approximation out of $Y$ such as $f_0 \in Y$, that is,
\[
\| f - f_0 \| \leq \| f - y \|.
\]

Because $f_0 \in Y$, there exist unique coefficients $c'_0, c'_1, \ldots, c'_{N-1}$ such that
\[
f \simeq f_0 = \sum_{n=0}^{N-1} c'_n Q_n(x).
\]

Since the best approximation is unique,
\[
\| f - \sum_{n=0}^{N-1} c_n P_n \| = \| f - \sum_{n=0}^{N-1} c'_n Q_n \|,
\]
using the results [10], we complete the proof. \qed

Basically, any polynomial can be put into the form (1.4). For example, for the Legendre polynomials we have the transformation
\[
P_n(x) = \Xi T(x),
\]
where
\[
T_n(x) = (1, x, x^2, \ldots, x^{N-1})^T.
\]
and

$$\Xi = \begin{pmatrix} \xi_{00} & 0 & 0 & \ldots & 0 \\ \xi_{10} & \xi_{11} & 0 & \ldots & 0 \\ \xi_{20} & \xi_{21} & \xi_{22} & \ldots & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ \xi_{m0} & \xi_{m1} & \xi_{m2} & \ldots & \xi_{mm} \end{pmatrix},$$

with $\xi_{ij} = 2 \left(\binom{i}{j} \frac{(i + j - 1)}{i}\right)$, and $i, j \in \overline{0, N - 1}$.

### 3 Discussion

It is a well-known fact that polynomials of high order are sensitive to perturbations in their coefficients.

**Problem 1** We want to discuss the following problem

$$D^\gamma f(x) = f(x) + g(x), \quad (3.1)$$

where $g(x)$ is a known function.

Using Eqs. (1.2) and (1.4), we may write

$$D^\gamma f(x^\alpha) = D^\gamma \sum_{n=0}^{N} c_n x^{\alpha n} = \sum_{n=1}^{N} c_n \Gamma(n\alpha + 1) \frac{\Gamma(n\alpha - \gamma + 1)}{\Gamma(n\alpha - \gamma + 1)} x^{\alpha n - \gamma},$$

and we get the following equation

$$\sum_{n=1}^{N} c_n \frac{\Gamma(n\alpha + 1)}{\Gamma(n\alpha - \gamma + 1)} x^{\alpha n - \gamma} = \sum_{n=0}^{N} c_n x^{\alpha n} + g(x),$$

which can be solved by the collocation method. If we denote by $x_i, i = \overline{0, N - 1}$, the Newton-Cotes nodes, we get the following system of equations

$$c_0 + c_1 x_1^{\alpha} \left(1 - \frac{\Gamma(\alpha+1)}{\Gamma(\alpha-\gamma+1)} x_1^{1-\gamma/\alpha}\right) + c_2 x_2^{2\alpha} \left(1 - \frac{\Gamma(2\alpha+1)}{\Gamma(2\alpha-\gamma+1)} x_2^{1-\gamma/(2\alpha)}\right) + \cdots + c_{N-1} x_{N-1}^{(N-1)\alpha} \left(1 - \frac{\Gamma((N-1)\alpha+1)}{\Gamma((N-1)\alpha-\gamma+1)} x_{N-1}^{1-\gamma/((N-1)\alpha)}\right) = -g(x_i). \quad (3.2)$$

On the other hand, when $\alpha = \gamma$, equation (3.1) becomes

$$\sum_{n=1}^{N} c_n \frac{\Gamma(n\alpha + 1)}{\Gamma(n\alpha - \alpha + 1)} x^{\alpha (n-1)} = \sum_{n=0}^{N} c_n x^{n\alpha} + g(x).$$
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and we can determine the coefficients $c_i$ by identifying the coefficients of $x^{n\alpha}$, getting

$$c_0 = 0,$$
$$c_k = \frac{g(x)}{\Gamma(k\alpha + 1)}, \quad k \geq 1.$$  \hspace{1cm} (3.3)

The difference between Eqs. (3.2) and (3.3) is major: while for solving the first system of equations we need numerical substitution and consequently an approximation of the $c_i$ coefficients, the second result is exact (fractional). Hence, one can write

$$\| D^\gamma f(x^\alpha) - D^\gamma f_N(x^\alpha) \| \leq \| D^\gamma f(x^\gamma) - D^\gamma f_N(x^\gamma) \|, \quad \alpha \neq \gamma.$$ 

Therefore, according to Theorem 1, increasing the polynomial degree should increase the accuracy of the result, but with the increase in the polynomial degree, the coefficient determination is required to be very good as the polynomials become sensitive to the perturbation of the coefficients. In conclusion, the transformation $x \to x^\alpha$ is very indicative when dealing with the fractional derivative $D^\alpha$.

We may apply this result to delay problems.

**Problem 2** We consider the following differential equation

$$D^\gamma f(x) = f(x) + f(x - \tau) + g(x),$$

where $g(x)$ is a known function.

For Taylor polynomials, we have (3)

$$T_m(x - \tau) = \Lambda T_m(x),$$  \hspace{1cm} (3.4)

where $\Lambda$ is the following matrix

$$\Lambda = \begin{pmatrix}
\lambda_{00} & 0 & 0 & \ldots & 0 \\
\lambda_{10} & \lambda_{11} & 0 & \ldots & 0 \\
\lambda_{20} & \lambda_{21} & \lambda_{22} & \ldots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\lambda_{m0} & \lambda_{m1} & \lambda_{m2} & \ldots & \lambda_{mm}
\end{pmatrix},$$

with $\lambda_{ij} = \binom{i}{i-j} (-\tau)^{i-j}$.

The property (3.4) can be used in the expression of $f(x - \tau)$, and applying a similar analysis as the one applied in Problem 1, we conclude that the transformation $x \to x^\alpha$ gives the best result.

**Remark 1** Problem 1 can be considered as a particular case of Problem 2.
4 Examples

In this section, we consider two examples that we solve by two different methods: fractional-order hybrid of block-pulse functions and Bernoulli polynomials, and fractional-order Bernoulli wavelets. The numerical calculations are performed by using Mathematica 11.

4.1 Example 1

In this example, we consider the equation [11, 18]

\[
D^q f(x) = \left( \frac{x^{q+1}}{\Gamma(q+2)} \right)^2 + x - f^2(x), \quad 0 < q \leq 1, \quad 0 \leq x \leq 1,
\] (4.1)

with

\[ f(0) = 0. \]

The solution of this equation is

\[ f(x) = \frac{x^{q+1}}{\Gamma(q+2)}. \]

4.1.1 Fractional-order hybrid of block-pulse functions and Bernoulli polynomials

As the title suggests, in this subsection we solve the proposed problem using fractional-order hybrid of block-pulse functions and Bernoulli polynomials (FOHBPB). Details on the theoretical method and error calculation can be found in [15].

To solve this problem, we use the notation

\[
D^q f(x) = C^T B^\alpha(x),
\] (4.2)

where

\[ C = [c_{10}, \ldots, c_{N0}, c_{11}, \ldots, c_{N1}, \ldots, c_{1M}, \ldots, c_{NM}]^T, \]

and

\[ B^\alpha(x) = [b_{10}^\alpha(x), \ldots, b_{N0}^\alpha(x), b_{11}^\alpha(x), \ldots, b_{N1}^\alpha(x), \ldots, b_{1M}^\alpha(x), \ldots, b_{NM}^\alpha(x)]^T. \]

The function \( b_{nm}^\alpha \), with \( n = 0, 1, \ldots, N \) and \( m = 0, 1, \ldots, M \), is presented in Appendix A. Applying the Riemann-Liouville operator (1.3) to the equation (4.2), we obtain

\[
f(x) = C^T B^\alpha(x, q) + f(0) + f'(0)x,
\] (4.3)
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Table 1  In the first two columns, we have presented the FOHBPB method for $N = 1$ and $M = 4$. In the last two columns, we have presented the FOBW method for $k = 2$ and $M = 7$, for Example 1

| $x$  | FOHBPB $q = \alpha = 0.8$ | FOHBPB $q = 0.8, \alpha = 1$ | FOBW $q = \alpha = 0.5$ | FOBW $q = 0.5, \alpha = 1$ |
|------|-------------------|-------------------------------|-------------------|-------------------|
| 0    | 0                 | $3.3 \times 10^{-17}$         | $8.4 \times 10^{-10}$ | $3.0 \times 10^{-4}$ |
| 0.1  | 0                 | $2.8 \times 10^{-17}$         | $1.4 \times 10^{-9}$  | $3.5 \times 10^{-5}$ |
| 0.2  | 0                 | $4.2 \times 10^{-17}$         | $1.7 \times 10^{-9}$  | $2.2 \times 10^{-5}$ |
| 0.3  | 0                 | $4.2 \times 10^{-17}$         | $1.9 \times 10^{-8}$  | $2.1 \times 10^{-5}$ |
| 0.4  | 0                 | $5.6 \times 10^{-17}$         | $1.4 \times 10^{-8}$  | $1.8 \times 10^{-5}$ |
| 0.5  | 0                 | $5.6 \times 10^{-17}$         | $1.1 \times 10^{-8}$  | $1.6 \times 10^{-5}$ |
| 0.6  | 0                 | $5.6 \times 10^{-17}$         | $8.9 \times 10^{-9}$  | $1.0 \times 10^{-5}$ |
| 0.7  | 0                 | $7.4 \times 10^{-9}$          | $1.9 \times 10^{-5}$  | $1.0 \times 10^{-4}$ |
| 0.8  | 0                 | $6.9 \times 10^{-9}$          | $1.6 \times 10^{-4}$  | $1.0 \times 10^{-4}$ |
| 0.9  | 0                 | $7.7 \times 10^{-9}$          | $7.0 \times 10^{-4}$  | $7.0 \times 10^{-4}$ |
| 1    | 0                 | $1.1 \times 10^{-16}$         | $1.0 \times 10^{-8}$  | $2.2 \times 10^{-3}$ |

where

$$\overline{B}^\alpha (x, q) = [I^q b_{10}^\alpha (x), \ldots, I^q b_{N0}^\alpha (x), I^q b_{11}^\alpha (x), \ldots, I^q b_{N1}^\alpha (x), \ldots, I^q b_{NM}^\alpha (x)]^T,$$

and the quantities $I^q b_{nm}^\alpha (x)$, with $n = 0, 1, \ldots, N$ and $m = 0, 1, \ldots, M$, are presented in Appendix A.

Substituting Eqs. (4.2) and (4.3) into Eq. (4.1), we obtain

$$C^T \overline{B}^\alpha (x) = \left( \frac{x^{q+1}}{\Gamma (q+2)} \right)^2 + x - \left( C^T \overline{B}^\alpha (x, q) \right)^2,$$

and by collocating this equation in the Newton-Cotes nodes $x_i$ given by

$$x_i = \left( \frac{i + 1}{2N(M+1)} \right)^{1/\alpha}, \quad i = 0, 1, \ldots, 2N(M+1) - 2,$$

we get $N(M+1)$ algebraic equations which can be solved by Newton’s iterative method.

In order to solve this example, we consider $N = 1$ and $M = 4$. In Table 1, we compared $q = \alpha = 0.8$ with $q = 0.8, \alpha = 1$. As you can see, for the case $q = \alpha = 0.8$, we got the exact result.

4.1.2 Fractional-order Bernoulli wavelets

In this section, we analyze the method of numerical solving of differential equations using the fractional-order Bernoulli wavelets (FOBW) method, described in [18].
We start from the notation
\[ D^q f(x) = G^T \Psi^\alpha(x), \] (4.4)

where \( G \) and \( \Psi^\alpha(x) \) are \( 2^{k-1}M \times 1 \) vectors, given by
\[ G = [g_{1,0}, g_{1,1}, \ldots, g_{1,M-1}, g_{2,0}, g_{2,1}, \ldots, g_{2,M-1}, \ldots, g_{2k-1,M-1}]^T, \]

and
\[ \Psi^\alpha(x) = [\psi^\alpha_{1,0}(x), \psi^\alpha_{1,1}(x), \ldots, \psi^\alpha_{1,M-1}(x), \psi^\alpha_{2,0}(x), \psi^\alpha_{2,1}(x), \ldots, \psi^\alpha_{2,M-1}(x), \psi^\alpha_{2k-1,M-1}(x)]^T, \]

where the functions \( \psi^\alpha_{n,m}(x) \), \( n = 1, 2, \ldots, 2^{k-1} \) and \( m = 0, 1, \ldots, M - 1 \), are defined in Appendix B.

We define
\[ f(x) = G^T P^{(q,\alpha)} \Psi^\alpha(x), \] (4.5)

where the fractional integration operational matrix \( P^{(q,\alpha)} \) is given by
\[ P^{(q,\alpha)} = \Theta F^{(q,\alpha)} \Theta^{-1}, \] (4.6)

and the operators \( \Theta \) and \( F^{(q,\alpha)} \) are defined in Appendix B. Eq. (4.5) together with Eq. (4.6) allows us to write
\[ f(x) = G^T P^{(q,\alpha)} \Psi^\alpha(x). \] (4.7)

If we use the following notation:
\[ E^T \Psi^\alpha(x) = \left( \frac{x^{q+1}}{\Gamma(q+2)} \right)^2 + x, \]
this quantity together with the notations (4.4) and (4.7)) allows us to write the equation
\[ G^T \Psi^\alpha(x) + \left( G^T P^{(q,\alpha)} \Psi^\alpha(x) \right)^2 = E^T \Psi^\alpha(x). \]

By collocating this equation at the zero shifted Legendre polynomials and using Newton’s iterative method, we get the unknown vector \( G \).

In case \( k = 2 \) and \( M = 7 \), in Table 1, we compared \( q = \alpha = 0.5 \) with \( q = 0.5 \), \( \alpha = 1 \). As can be seen, for the case \( q = \alpha = 0.5 \), the results are at least three orders of magnitude better.
4.2 Example 2

Consider the linear fractional differential equation

\[ D^2 y(x) + 3Dy(x) + 2D^{v_1}y(x) + D^{v_2}y(x) + 5y(x) = f(x), \]
where

\[ 0 < v_2 < v_1 < 1, \quad 0 \leq x \leq 1, \]

and

\[ f(x) = 1 + 3x + \frac{2}{\Gamma(3 - v_1)}x^{2 - v_1} + \frac{1}{\Gamma(3 - v_2)}x^{2 - v_2} + 5\left(1 + \frac{1}{2}x^2\right), \]

subject to the initial conditions

\[ y(0) = 1, \quad y'(0) = 0. \]

The exact solution of this problem for \( v_2 = 0.0159 \) and \( v_1 = 0.1379 \) is

\[ y(x) = 1 + \frac{1}{2}x^2. \]

4.2.1 Fractional-order hybrid of block-pulse functions and Bernoulli polynomials

Using the same technique as in Example 1, the following equation is obtained

\[ C^T B^\alpha(x) + 3C^T \bar{B}^\alpha(x, 1) + 2C^T \bar{B}^\alpha(x, 2 - v_1) + C^T \bar{B}^\alpha(x, 2 - v_2) + 5(C^T \bar{B}^\alpha(x, 2) + 1) = g(x), \]

which by collocating in Newton-Cotes nodes, allows us to calculate the unknown \( C \). This problem is solved for \( N = 2 \) and \( M = 1 \). The first two derivatives are multiples of 1 and that is why we expect the best result to be for \( \alpha = 1 \). As can be seen in the first two columns of Table 2, the case \( \alpha = 1 \) is better than the case \( \alpha = 1.5 \).

4.2.2 Fractional-order Bernoulli wavelets

Using the FOBW technique, we obtain

\[ G^T (I + 3P^{(1, \alpha)} + 2P^{(2-v_1, \alpha)} + P^{(2-v_2, \alpha)} + 5P^{(2, \alpha)} + 5E^T) = A^T, \]

where the notations \( 1 = E^T \Psi^\alpha(x) \) and \( g(x) = A^T \Psi^\alpha(x) \) are used.
In the first two columns, we have presented the FOHBPB method for \( N = 2 \) and \( M = 1 \). In the last two columns, we have presented the FOBW method for \( k = 1 \) and \( M = 3 \), for Example 2.

| \( x \) | FOHBPB \( \alpha = 1.5 \) | FOHBPB \( \alpha = 1 \) | FOBW \( \alpha = 1.5 \) | FOBW \( \alpha = 1 \) |
|-------|-----------------|-----------------|-----------------|-----------------|
| 0     | 0               | 0               | 9.8\((-3)\)  | 5.5\((-17)\)  |
| 0.1   | 4.3\((-18)\)   | 0               | 4.6\((-3)\)  | 5.5\((-17)\)  |
| 0.2   | 1.6\((-17)\)   | 0               | 5.4\((-7)\)  | 6.9\((-17)\)  |
| 0.3   | 3.3\((-17)\)   | 0               | 2.4\((-3)\)  | 6.9\((-17)\)  |
| 0.4   | 5.4\((-17)\)   | 0               | 2.8\((-3)\)  | 8.3\((-17)\)  |
| 0.5   | 7.4\((-17)\)   | 0               | 1.7\((-3)\)  | 5.5\((-17)\)  |
| 0.6   | 9.1\((-17)\)   | 0               | 7.6\((-5)\)  | 5.5\((-17)\)  |
| 0.7   | 9.9\((-17)\)   | 0               | 1.6\((-3)\)  | 5.5\((-17)\)  |
| 0.8   | 9.6\((-17)\)   | 0               | 2.1\((-3)\)  | 5.5\((-17)\)  |
| 0.9   | 7.5\((-17)\)   | 0               | 4.7\((-4)\)  | 5.5\((-17)\)  |
| 1     | 3.3\((-17)\)   | 0               | 4.3\((-3)\)  | 5.52\((-17)\) |

In case \( k = 1 \) and \( M = 3 \), in Table 2, we compared \( \alpha = 1 \) with \( \alpha = 1.5 \). As can be seen, for the case \( \alpha = 1 \), the results are at least ten orders of magnitude better.

## 5 Conclusions

In this paper we explain why the transformation \( x \rightarrow x^\alpha \) gives us smaller errors in solving fractional differential equations. We also consider two numerical examples, in which we illustrate the results in this paper.

Beyond the fundamental aspect of a strictly mathematical nature, the accuracy given by the transformation \( x \rightarrow x^\alpha \) should bring improvement for obtaining the numerical supports of some equations that are the basis for understanding the nature. In recent decades, an increasing number of works confirmed that the tools of fractional calculus can help in capable of delivering providing more realistic results in a large number of practical applications compared to their integer-order counterparts. Most of fractional-order models in practical applications are nonlinear or involve some time delays, [9]. The employment of the \( x \rightarrow x^\alpha \) transformation can be extended to multi-dimensional models, such as two-dimensional linear autonomous incommensurate fractional-order system [2] or three-dimensional fractional-order Hindmarsh-Rose type models [6]. Also, in recent years, there has been an increased interest in the theory and applications of fractional differential equations. We can address this transformation further to Grünwald-Letnikov-type linear fractional variable order discrete-time systems [13] and also to systems with sequential fractional difference [12].
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6 Appendix A

The FOHBPB functions are given on $[0, 1)$, by $[15–17]$

$$b_{nm}^\alpha(x) = \begin{cases} \beta_m(Nx^\alpha - n + 1), & x \in \left[\left(\frac{n-1}{N}\right)^{\frac{1}{\alpha}}, \left(\frac{n}{N}\right)^{\frac{1}{\alpha}}\right), \\ 0, & \text{otherwise}, \end{cases}$$

with $\beta_m(x^\alpha)$ the fractional-order Bernoulli functions

$$\beta_m(x^\alpha) = \sum_{k=0}^{m} \binom{m}{k} \alpha_{m-k} x^{k\alpha}, \quad 0 \leq x \leq 1,$$

where $\alpha_k, k = 1, 2, \ldots, m$ are the Bernoulli numbers.

The Riemann-Liouville fractional integral operator for hybrid of block-pulse functions and Bernoulli polynomials is given by the following expression, $[15, 17]$

$$I^\beta b_{nm}^\alpha(x) = \begin{cases} 0, & x \in \left(-\infty, \left(\frac{n-1}{N}\right)^{\frac{1}{\alpha}}\right), \\ U(x), & x \in \left[\left(\frac{n-1}{N}\right)^{\frac{1}{\alpha}}, \left(\frac{n}{N}\right)^{\frac{1}{\alpha}}\right), \\ U(x) - V(x), & x \in \left[\left(\frac{n}{N}\right)^{\frac{1}{\alpha}}, \infty\right), \end{cases}$$

with

$$U(x) = \sum_{k=0}^{m} \sum_{r=0}^{k} \binom{m}{k} \binom{k}{r} \alpha_{m-k} N^r (1-n)^{k-r} x^{\alpha r + \beta}$$

$$\times \frac{\Gamma(\alpha r + 1)}{\Gamma(\beta + \alpha r + 1)} \left[1 - I^{1 - \frac{1}{\alpha}} \left(\frac{n - 1}{N} \frac{1}{x} ; r\alpha + 1, \beta\right)\right],$$

and

$$V(x) = \sum_{k=0}^{m} \sum_{r=0}^{k} \binom{m}{k} \binom{k}{r} \alpha_{m-k} N^r (1-n)^{k-r} x^{\alpha r + \beta}$$
\[
\frac{\Gamma(\alpha r + 1)}{\Gamma(\beta + \alpha r + 1)} \left[ 1 - I \left( \frac{n}{N}^{1/\alpha} \frac{1}{x}; r\alpha + 1, \beta \right) \right].
\]

7 Appendix B

The fractional-order Bernoulli wavelets \( \psi_{n,m}^\alpha(x) \) are defined [18]

\[
\psi_{n,m}^\alpha(x) = \begin{cases} 
2^{k-1} \tilde{\beta}(2^{k-1} x^\alpha - \hat{n}), & \frac{\hat{n}}{2^{k-1}} \leq x^\alpha < \frac{\hat{n} + 1}{2^{k-1}}, \\
0, & \text{otherwise},
\end{cases}
\]

with

\[
\tilde{\beta}_m(2^{k-1} x^\alpha - \hat{n}) = \begin{cases} 
1, & m = 0, \\
\frac{1}{\sqrt{(-1)^{m-1}(m)!^2}} \beta_m(2^{k-1} x^\alpha - \hat{n}), & m > 0,
\end{cases}
\]

where \( \hat{n} = n - 1, m = 0, 1, \ldots, M - 1, n = 1, 2, \ldots, 2^{k-1} \) and \( \beta_m(t) \) are the well-known Bernoulli polynomials of order \( m \).

For \( k = 2 \), we have [18]

\[
\Theta = \begin{cases} 
\Phi = [a_{i,j}]_{2^{k-1}M \times M}, & 0 \leq x < \left( \frac{1}{2} \right)^{1/2}, \\
\Phi' = [a'_{i,j}]_{2^{k-1}M \times M}, & \left( \frac{1}{2} \right)^{1/2} \leq x < 1,
\end{cases}
\]

with

\[
a_{i,j} = \begin{cases} 
\frac{1}{2^{k-1}} \left( \begin{array}{c} 2^i \frac{1}{\lambda_{i-1}} \\ \end{array} \right) \frac{1}{2^{j-1}} \left( \begin{array}{c} i - 1 \\ \end{array} \right) \frac{1}{\lambda_{i-1}} & i = j, \\
2^{j-1} \left( \begin{array}{c} i - 1 \\ \end{array} \right) \frac{1}{\lambda_{i-1}} & j < i < M, \\
0, & \text{otherwise},
\end{cases}
\]

and

\[
a'_{i,j} = \begin{cases} 
0, & 1 \leq i \leq M, \\
(-1)^{j-M} a_{i-M,j}, & M + 1 \leq i \leq 2^{k-1} M,
\end{cases}
\]

where \( \lambda_0 = 1 \) and \( \lambda_i = \sqrt{\frac{(-1)^{i-1}(i)!^2}{(2i)!}} \beta_{2i}, i = 1, 2, \ldots, M - 1. \)
The fractional integration operational matrix of FOBW has the expression [18]

\[
F^{(v,\alpha)} = \begin{bmatrix}
\omega^{(v,\alpha)}_{0,0,0} & \omega^{(v,\alpha)}_{0,1,0} & \cdots & \omega^{(v,\alpha)}_{0,M-1,0} \\
\sum_{r=0}^{1} \omega^{(v,\alpha)}_{1,0,r} & \sum_{r=0}^{1} \omega^{(v,\alpha)}_{1,1,r} & \cdots & \sum_{r=0}^{1} \omega^{(v,\alpha)}_{1,M-1,r} \\
\cdots & \cdots & \cdots & \cdots \\
\sum_{r=0}^{M-1} \omega^{(v,\alpha)}_{M-1,0,r} & \sum_{r=0}^{M-1} \omega^{(v,\alpha)}_{M-1,1,r} & \cdots & \sum_{r=0}^{M-1} \omega^{(v,\alpha)}_{M-1,M-1,r}
\end{bmatrix}
\]
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