A small but informed and diverse model: The case of the multimodal GuessWhat?! guessing game
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Abstract

Pre-trained Vision and Language Transformers achieve high performance on downstream tasks due to their ability to transfer representational knowledge accumulated during pre-training on substantial amounts of data. In this paper, we ask whether it is possible to compete with such models using features based on transferred (pre-trained, frozen) representations combined with a lightweight architecture. We take a multimodal guessing task as our testbed, GuessWhat?! An ensemble of our lightweight model matches the performance of the fine-tuned pre-trained transformer (LXMERT). An uncertainty analysis of our ensemble shows that the lightweight transferred representations close the data uncertainty gap with LXMERT, while retaining model diversity leading to ensemble boost. We further demonstrate that LXMERT’s performance gain is due solely to its extra V&L pretraining rather than because of architectural improvements. These results argue for flexible integration of multiple features and lightweight models as a viable alternative to large, cumbersome, pre-trained models.

1 Introduction

Current multimodal models often make use of a large pre-trained Transformer architecture component, which is then fine-tuned for the final task. This setup can lead to high performance, due to the immense amount of data embodied in the pre-trained component, together with its large capacity in terms of parameters. However, these models are also extremely costly to train; even fine-tuning requires non-negligible resources. Here we wonder whether the need for pre-training data, and for large and computationally costly neural networks could be mitigated by feeding the models with richer candidate representations, and by using an ensemble of lightweight models.
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and dialogue) encoding. The creation of the Guesser representation is the focus of this paper. We examine both the effect of input encoding (LXMERT vs V-LSTM) and the effect of using different features to represent the candidate targets. Our results show that these two factors interact: a lightweight input encoding can be compensated for by richer candidate targets; conversely, a heavy encoder can work with impoverished features.

When introducing the GW task and the baseline models, de Vries et al. (2017) run a comparative evaluation of the Guesser model; the visual embedding was shown to be not informative in selecting the target object and better results were obtained by using just the embedding learned from the category label and spatial coordinates. All the following work on the GW task retained the baseline candidate representations. We put the attention on this evaluation again situating it in the new context of the pre-trained large encoders we are now familiar with. Our motivation behind re-evaluating the features used by the Guesser is the observation that in GW, guessing the right target could require different sorts of information about the candidates. For instance, in the game illustrated in Figure 1, the Guesser requires candidate representations that encode the ontological information that dogs are living things whereas pillows are not, in order to make sense of the dialogue. The candidate representations also have to distinguish the target dog from the other dogs: here, visual features encoding the colour could differentiate the black and white dogs from the other two dogs. Finally, spatial information is essential to locate the target in the background. Note that if the choice set contained other distractors, other features might have been needed to identify the target. We hypothesize (and our results confirm) that the combination of visual features and spatial location information on the level of individual candidates, plus some kind of semantic information about candidate categories (e.g. task-specific embeddings or general pre-trained embeddings) will lead to the best Guesser.

Along with improving the candidate representations, we also investigate the effect of ensembling multiple models. As well as potentially bringing a boost in performance, ensembling also allows us to inspect the uncertainty of the models under a Bayesian interpretation of deep ensembles as Bayesian model averaging (Lakshminarayanan et al., 2017; Wilson and Izmailov, 2020; Hüllermeier and Waegeman, 2021). Hence, after comparing models based on their task-success, we use data and model uncertainty as a post-hoc analysis to get an in-depth comparison of models’ behaviour. This allows us to better understand the effect of richer features: for V-LSTM Guessers, they provide key information, while for pre-trained LXMERT they seem to be redundant with the input encoding. However, for LXMERT without pretraining, the Guesser is not as able to integrate the information from the input encoding and candidate feature representations.

To recap, we investigate whether providing informative candidate representations (which are, themselves, gleaned from pre-trained models) to the Guesser model can make the task more feasible when using lightweight input (dialogue + image) encoders, i.e. V-LSTMs vs LXMERT. LXMERT has the advantage of significant pretraining on a large corpus of V&L data, as well as orders of magnitude more parameters. Hence, we compare V-LSTM ensembles against LXMERT, both alone and ensembled. We also compared the LXMERT architecture trained from scratch on the GW task, to understand the relative contributions of pretraining vs architecture. We compare the models both in terms of task-accuracy as well as doing an uncertainty analysis. Our results show that

- an ensemble of lightweight models with good candidate representations can match the performance of a single LXMERT model;
- while with poor candidate representations V-LSTM models are highly uncertain, richer candidate representations let these models behave similarly to the pre-trained LXMERT in terms of data/model uncertainty;
- better candidate representations lead to V-LSTM ensembles with Guessers that usefully disagree: ensembles can combine these disparate predictions into more accurate overall predictions.

2 Related Work

2.1 GuessWhat?! Guesser

GuessWhat?! (de Vries et al., 2017) is a dataset of human dialogues collected via Amazon Mechanical Turk in which two players play a guessing game. One player (the oracle) is assigned an object in an
image and the other player (the questioner) has to ask Yes/No questions in order to discover the target object. In the first GW model proposed in de Vries et al. (2017), the questioner player is implemented by two different models: the Question Generator and the Guesser. The Guesser is trained to predict the target object from a set of candidates, using supervised learning. Candidate objects are represented by a learned object category embedding and spatial coordinates.

This simple baseline Guesser has been used in most of the subsequent work on GW. Shekhar et al. (2019) proposed an alternative questioner model (GDSE) in which the Question Generator (QGen) and the Guesser are jointly trained, but the latter still receives the simple candidate representations used by de Vries et al. (2017).

The little work that has focused on the Guesser has retained the baseline candidate representations. Pang and Wang (2020) investigate the dynamics of the Guesser over the course of the dialogue, while Suglia et al. (2020) add an imagination module to improve grounded conceptual learning within the dialogue encoder.

Greco et al. (2021) evaluate the role of the encoder in the Guesser by comparing the blind LSTM encoder, found to work best in de Vries et al. (2017), with a multimodal LSTM (V-LSTM) and a multimodal universal encoder (LXMERT). None of this work has studied the effect of the candidate representation choices within the standard model.

Most recently, Matsumori et al. (2021) propose a new transformer-based architecture for GW, while Tu et al. (2021) evaluate the impact of VilBERT as encoder and design a state-estimator for the Guesser that let it accumulate belief state incrementally. While these models perform well, they are significantly larger and more complex, and do not permit the targeted study done in this paper.

2.2 Deep Ensembles and Uncertainties

Initial work on uncertainty estimation in deep neural networks was within the area of Bayesian Neural Networks (Gal, 2016; Kendall and Gal, 2017; Depeweg et al., 2018). Lakshminarayanan et al. (2017) showed that deep (non-Bayesian) ensembles can also be used for uncertainty estimation; in fact, in many empirical settings they work better, due to better exploration of the parameter space (Ashukha et al., 2020; Fort et al., 2019). Deep ensembles are equivalent to Bayesian model averaging, where averaging over component predictions is analogous to calculating the expected predictive posterior while marginalising over parameters (Wilson and Izmailov, 2020).

Uncertainty estimation has not received much attention in the multimodal NLP or grounded dialogue setting, with the exception of Xiao and Wang (2021), who use uncertainty decomposition to understand the hallucination behaviour of question generators. Abbasnejad et al. (2018) present a reinforcement learner for grounded dialogue which takes uncertainty into account when learning which questions to ask, and also for deciding when to stop asking questions. This is an orthogonal approach to ours, which uses uncertainty as a post-hoc analysis method, rather than integrating it into the model.

3 Guesser Model

In this section we describe the Guesser model. We use the same Guesser architecture introduced in de Vries et al. (2017) which has been employed in virtually all follow-up work on GW. The Guesser receives as input a 512D vector, encoding the grounded dialogue, and a vector representation of each candidate. This vector representation is the result of feeding the concatenated features for each candidate through a two layer MLP with ReLU activations, resulting in a 512D vector. The Guesser then computes a dot product between the vector representing the grounded dialogue and each candidate representation (processed by the MLP described above). The resulting scores are combined into a softmax layer, resulting in a probability distribution over the candidates. Note that the MLPs share parameters between candidates.

In our experiments, we use as encoder LXMERT or V-LSTM, and study the impact of using an ensemble of encoders together with the enrichment of candidate embeddings.

3.1 Grounded Dialogue Encoder

The encoder generates a grounded dialogue representation from the image and the set of questions and answers. In our experiments, we use two different multimodal encoders following (Greco et al., 2021):

LXMERT is a transformer-based multimodal encoder (Tan and Bansal, 2019). It represents an image by the set of position-aware object embeddings for the 36 most salient regions detected by a Faster R-CNN (Ren et al., 2016) and the text
by position-aware word embeddings. LXMERT is pre-trained on five vision-and-language tasks whose images come from MS-COCO and Visual Genome (Krishna et al., 2017). In our experiments, we fine-tune the pre-trained LXMERT model on GW. We generate our 512D vector representing the grounded dialogue by taking the 768D vector from the [CLS] initial token of LXMERT and by giving it to a feedforward layer with Tanh activation.

We also experimented with LXMERT trained from scratch. In this case, the encoding of the image is still provided by Faster R-CNN (pre-trained on Visual Genome) but the language encoding, as well as the combined representations of L&V, are learned from the GW dataset only.

V-LSTM is a relatively lightweight encoder that represents the dialogue history as the 1024D last hidden state from a LSTM receiving the dialogue, concatenates that vector with a 2048D representation of the image extracted from the penultimate layer of a ResNet-152 pre-trained on ImageNet (He et al., 2016), and gives the concatenation to a feedforward layer with Tanh activation to generate a 512D vector representing the grounded dialogue.

We consider the V-LSTM lightweight because it has \(\sim 18\times\) fewer parameters and thus requires much less training (data and time) than LXMERT.

### 3.2 Candidate representation

In de Vries et al. (2017) and following papers (e.g. Pang and Wang (2020); Greco et al. (2021)), each candidate is represented by a spatial embedding, encoding its bounding box location, and a category embedding learned during training, based on the candidate’s MS-COCO (Lin et al., 2014) label. We question this representation, which could be lacking important information about the candidate with respect to the dialogue and that cause the need of a powerful universal multimodal encoder. According to Shekhar et al. (2019), questions about category and location make up about 65% of the human questions: the baseline model might be sufficient for these cases. However, 15.5% of questions include colour, which the baseline Guesser cannot see. Nearly as many (14.5%) mention an object’s super category (‘animal’, ‘utensil’), which also is information not necessarily included in the embeddings learned from the training games. Hence, we build richer candidate representations starting from the following components:

**Spatial information** spatial is represented by a 8D vector that encodes the location of the candidate’s bounding box. Since the Guesser does not have direct access to the image but only sees it via the encoded grounded dialogue embedding, the spatial coordinates locate the object in the image. Hence, they are very informative for the selection task, especially when multiple candidates look the same at a type/category level and share the most salient visual attributes (like the two black and white dogs in Figure 1.) Moreover, dialogues often refer to objects using their location (e.g. “the dog on the right”) that the Guesser can exploit better by having access to the spatial coordinates.

**Category information** cat is given by a 256D category embedding, representing the candidate’s category according to the MS-COCO label. This learned embedding encodes the conceptual representation of the object emerging from its co-occurrences with dialogue and image features within the GW training data.

**GloVe embeddings** glove representations are the 300D pre-trained word embeddings (GloVe (Pennington et al., 2014)) of the word corresponding to the category label, scaled down to 256D using a feedforward layer with ReLU activation. (When the label is a multi-world label, e.g. “dining table” we take the mean over the words in the expression). glove embeddings, despite some limitations, are shown to be effective at object-property tasks (Lucy and Gauthier, 2017; Forbes et al., 2019) and at capturing taxonomic relations (Da and Kasai, 2019).

**Visual information** visual representations are obtained from a ResNet-152, pre-trained on ImageNet, which receives as input the crop of the object. This visual vector is input to a feed-forward layer with ReLU activation, in order to obtain a 256D vector. This embedding should provide the visual attributes of the entity it represents, which are expected to play a crucial role in games in which there are distractors of the same category of the target objects. For instance, the dialogue identifies the target as a “black and white dog” in Figure 1, but without visual features the dogs are indistinguishable – in contrast with the results reported in the original GW paper (de Vries et al., 2017) about the lower performance obtained by the Guesser when given the visual embedding of the candidates bounding boxes.

---
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We experiment with different combinations of these basic components. We evaluate models with all the 2-input combinations, apart from glove + cat, which cannot be sufficiently discriminative in games that contain distractors of the same category of the target object. The spatial and visual embeddings provide token specific complementary information, whereas the cat and glove embeddings are both meant to encode concept representations. Hence, we experiment only with the following 3-input representations: cat+visual+spatial and glove+visual+spatial. Finally, to check the degree to which cat and glove provide redundant information, we try the 4-input embedding containing all the basic components above, cat+glove+visual+spatial.

3.3 Training procedure

We minimize the cross-entropy error with respect to the ground-truth annotation during training, using the Adam optimizer (Kingma and Ba, 2014) for V-LSTM and Adam with a linear-decayed learning-rate schedule for LXMERT (Devlin et al., 2018). We perform early stopping with ten epochs of patience.

3.4 Guesser ensembles

We follow the standard deep ensemble setup (Lakshminarayanan et al., 2017) of training independent Guessers by training them with different random seeds. All our Guesser ensembles consist of five Guessers of the same type (i.e., having the same encoder and set of candidate representation input information). Different random seeds mean the Guessers differ in their random initialisations (except for the weights of the pre-trained LXMERT encoder) and the order in which they see the data. An ensemble of Guessers generates predictions using the average of the Guesser prediction distributions.

4 Measuring Uncertainties

The uncertainty of a model, parameterised as $\theta$, is commonly measured by the entropy of the predictive distribution $p_{\theta}(y|x)$, averaged over a test set. For each example $x$, a confident model will put most probability mass on a single choice $y$, leading to low entropy, while an uncertain model will spread its bets, leading to higher entropy.

Within an ensemble, the ensemble total uncertainty is the entropy of its predictive distribution, which combines the distributions of the $N$ ensemble components:

$$H[p(y|x)] = H[1/N \sum_{n=1}^{N} p_{\theta_n}(y|x)].$$

(This is the sample-based approximation to marginalising over $\theta$.) Note that an ensemble can have high uncertainty (high entropy) either because of noisy or ambiguous data leading to an inability to make a confident decision, or because its components disagree (Depeweg et al., 2018; Hüllermeier and Waegeman, 2021).

We can also measure the average uncertainty of each ensemble component on its own: $1/N \sum_{n=1}^{N} H[p_{\theta_n}(y|x)]$. This factor is known as data uncertainty: it measures whether the datapoint is sufficiently informative for each model to make a confident decision. If $x$ is inherently ambiguous, then all models should have high uncertainty. Total ensemble uncertainty will also be high, due to the combination of uncertain predictions.

The difference between total uncertainty and data uncertainty is model uncertainty, which measures the extent to which the models disagree (i.e., the extent to which the ensemble’s predictive distribution does not match the average ensemble component). Model uncertainty is always non-negative.

In this paper we compare different models, differing in their choice representations, as ensembles. Within the GW Guesser, the choice representation should be considered part of the input $x$. Inadequate choice representation will thus lead to high data uncertainty, since the representation is not sufficient to make confident decisions. Since the humans playing the original GW game, generating the test and training data, guessed correctly, overly high “data uncertainty” values point to problems with data representations, rather than inherently ambiguous data.

Formally, within a Bayesian framework, it is the mutual information between $y$ and the ensemble parameters $\theta$ estimated from data $D$, derived from the difference between entropy and cross-entropy: $H[p(y|x,D)] = E_{\theta|D}H[p(y|x,\theta)] - MI[y;\theta|x,D]$, where the left hand term is total uncertainty (marginalising over $\theta$) and the first term on the right is data uncertainty.

We note here that, while ‘data uncertainty’ has been identified with ‘aleatoric uncertainty’ (Kendall and Gal, 2017; Depeweg et al., 2018; Malinin and Gales, 2018), namely the true uncertainty of the example in the world (Der Kiureghian and Ditlevsen, 2007), this doesn’t hold inasmuch as the representation of the data is a modelling decision (see also Hüllermeier and Waegeman (2021), Sec 2.3). Comparing different data representations doesn’t change the true aleatoric uncertainty, which is an lower bound on data uncertainty.
Whether model uncertainty should also be minimised is a different question. In theory, if all ensemble components have found the global optimum, model uncertainty will be zero. In practice, not being able to find the global optimum, we use ensembles to approximate a distribution over good local optima. Ensemble ‘boost’ (the improvement in performance over the component average) also requires model diversity. It is thus more useful to have a collection of strong but different opinions (low data, high model uncertainty) than homogeneous equivocal opinions (high data, low model uncertainty).

5 Experiments

Prior work has shown that LXMERT outperforms V-LSTM when using the standard candidate representation, which uses only spatial and category embeddings: LXMERT accuracy is 69.2% while V-LSTM reaches just 64.5% (Greco et al., 2021). Below we ask whether V-LSTM accuracy can reach LXMERT’s if provided with different candidate representations. Improved candidate representations should make it easier for the fine-tuned model to learn to match the correct target with the image and dialogue encoding, by facilitating the match between features of the candidates and the features discussed in the dialogue.

Secondly we experiment with ensembling our models. We find that ensembling the V-LSTM models leads to a larger boost in accuracy, while ensembling the LXMERT models helps less. This is a very convenient result, since training ensembles of lightweight V-LSTMs is fast and computationally cheap, compared to fine-tuning even a single LXMERT. Analysing ensemble uncertainty confirms that V-LSTM encodings allow the Guesser to make better use of improved candidate representations, while they have less of an effect on LXMERT. Furthermore, we see that an ensemble of V-LSTM Guessers contains sufficient diversity, in terms of model uncertainty, to make ensembling worth it.

5.1 Task success

Candidate representations In this experiment, we evaluate the effect of different candidate representations on Guessers based on V-LSTM encoders. We combine the candidate representations described in Section 3.2: cat, glove, visual, and spatial, in various configurations.

The results in Table 1 show that the representation of the candidates has a large effect on Guesser performance. The worst combination, visual+spatial, is ten percentage points worse than the best combination, glove+visual+spatial (55.19% vs. 66.72%). Models with three or four types of candidate representations outperform models with only two types; however there is not a benefit of combining all four types over only three. Category/type information is crucial for success: the model with only token-level information, visual+spatial, clearly underperforms all the others. The category representations, namely cat and glove, lead to similar results when combined with other representations, and do not benefit from being combined together (unlike the token representations). glove representations do seem to be slightly more beneficial than cat representations, indicating that the additional world knowledge that they contain can be useful. (See Figure 2 for an example where glove representations allow the model to guess correctly.)

Ensembling The results of ensembling five versions of each V-LSTM Guesser are reported in Table 1. We compare them against the accuracy reached by the guesser based on LXMERT, viz. 69.2% (Greco et al., 2021). Surprisingly, the accuracy reached by the simple but well informed ensemble model, V-LSTM with the spatial, visual and glove embeddings, is as high as the task-accuracy reached by the guesser based on LXMERT. Indeed, ensembling V-LSTM brings in a boost of 3.4 points from 66.72% to 70.12% accuracy.

We believe this to be a remarkable result, given

| Candidate rep. | Guessers | Ens. |
|---------------|----------|------|
| cat+sp        | 64.49±0.12 | 66.40 |
| cat+vis       | 59.17±0.23 | 61.07 |
| glove+sp      | 64.84±0.18 | 67.21 |
| glove+vis     | 58.08±0.52 | 61.03 |
| vis+sp        | 55.19±0.55 | 60.58 |
| cat+vis+sp    | 66.45±0.25 | 69.61 |
| gl+vis+sp     | 67.72±0.19 | 70.12 |
| cat+gl+vis+sp | 66.58±0.26 | 69.58 |

Table 1: Test set accuracies for Guessers with different candidate representations, individually and in an ensemble. cat, gl, vis, and sp stand for category, glove, spatial, and visual. LXMERT with cat+sp obtains 69.2% (Greco et al., 2021).
The difference in number of parameters (V-LSTM ensemble: 11M vs. LXMERT: 209M) between the two models and that training a single LXMERT takes significantly longer than training an ensemble of V-LSTM Guessers (V-LSTM Ensemble: 45m x 5 = 3h54m; one LXMERT: 21hrs).

We interpret these results as showing that indeed LXMERT has better visual representations of the input image and better lexical grounded information gained through the pretraining on multimodal corpora, but that such gain acquired through its heavy pretraining phase, can be easily reached by simply enriching the candidate representations.

Next, we check whether LXMERT could also benefit from ensembling and from the richer candidate representations. We evaluate both pre-trained LXMERT and LXMERT-scratch trained only on GW. When ensembling pre-trained LXMERT, the only source of randomness is in the order of the training data, while for LXMERT-scratch, the random initializations also differ between ensemble components. For both LXMERT and LXMERT scratch, training an ensemble for GW requires 21hrs x 5 = 4.3 days, 27 times more compute than the V-LSTM Ensemble.

As shown in Table 2, ensembling the pre-trained LXMERT brings only a minimal increase in accuracy, while it does provide a boost for LXMERT-scratch. Both the individual models and the ensembled LXMERT-scratch perform only on par with V-LSTM. Interestingly, ensembling LXMERT-scratch shows a similar pattern to V-LSTM, where using improved glove+visual+spatial representations leads to a larger ensemble boost than the cat+spatial representations.

Together these results indicate that LXMERT’s improved performance hinges on being able to use the information seen during pretraining, rather than architectural improvements. Furthermore, for LXMERT, adding candidate representations (like glove and visual) that are extracted from pre-trained models, and thus incorporate similar kinds of pretraining knowledge to the LXMERT encoder, does not help over the weaker candidate representations (cat+spatial). We presume this is due to the pre-trained LXMERT model already having learned the relevant ontological information, as well as the ability to localise visual information, and thus not needing it to be provided explicitly. This hypothesis is strengthened by the weaker performance of LXMERT-scratch, which has not been able to learn the relevant features from additional pretraining data.

5.2 Uncertainty analysis

As described in Section 4, we can distinguish between model and data uncertainty in the ensemble. Data uncertainty measures the average uncertainty of each ensemble component on an example. In our setting, we expect improved candidate representations to lead to lower data uncertainty, since models should be better informed. As we can see from Figure 3, V-LSTM models show this pattern, with glove+visual+spatial candidates leading to lower data uncertainty compared to the cat+spatial baseline. However, LXMERT models do not: regardless of candidate representations, they show the same level of data uncertainty. LXMERT-scratch shows a reduction of data uncertainty with glove+visual+spatial but to a lesser degree than V-LSTM. In this case the transformer architecture is actually preventing the best use of the information from the candidate features.

The model uncertainty measures the extent to which the models disagree (i.e., the extent to which the ensemble’s predictive distribution does not match the average ensemble component). Here again, the pre-trained LXMERTs show no effect of candidate representations. However, for V-LSTM, and again to a lesser extent LXMERT-scratch, the improved representations increase the model uncertainty, indicating an increase in model diversity (and subsequently leading to a larger ensemble boost). This again demonstrates the importance of good candidate representations for this model: with cat+spatial, all ensemble components were uncertain in the same way, while
Table 2: Average guesser performance vs Ensemble performance: Boost is improvement in performance due to ensembling. Ensembling benefits V-LSTM with good candidate representations most.

| Model            | Candidate Rep. | Guesser | Ensemble | Boost |
|------------------|----------------|---------|----------|-------|
| V-LSTM           | cat+sp         | 64.49±0.12 | 66.40    | 1.9   |
| V-LSTM           | gl+vis+sp      | 66.72±0.19 | 70.12    | 3.4   |
| LXMERT-scratch   | cat+sp         | 64.70±0.41 | 66.50    | 1.8   |
| LXMERT-scratch   | gl+vis+sp      | 66.3±0.39  | 68.90    | 2.6   |
| LXMERT           | cat+sp         | 69.73±0.46 | 71.55    | 1.8   |
| LXMERT           | gl+vis+sp      | 69.56±0.27 | 71.57    | 2.0   |

Figure 3: Total, data, and model uncertainty for different ensembles considering games with 5 candidate objects. Improved candidate representations decreases data uncertainty for V-LSTM, but not for LXMERT or LXMERT-scratch.

glove+visual+spatial representations lead to useful diversity.

6 Conclusion

In this paper, we re-evaluated the need for a deep pre-trained multimodal encoder on a testbed multimodal guessing task (GW). We demonstrated that a lightweight V-LSTM model was able to achieve matching performance, given useful features and the reduction in uncertainty enabled by ensembling.

We show that for GuessWhat?!, the candidate representations that lead the V-LSTM ensemble to reach higher accuracy are those encoding ontological (glove), visual and spatial information. The pre-trained model does not profit from either of the richer representation, or the ensemble. The uncertainty analysis of the ensemble models shows that while with poor candidate representations V-LSTM models are highly uncertain, richer candidate representations let these models behave more similarly to the pre-trained LXMERT in terms of both data and model uncertainty.

The richer candidate representations effectively transfer information from other corpora (glove) or visual recognition models (visual). These features do not match exactly what LXMERT sees during pretraining, but given that LXMERT does not benefit from them, they do not seem to add crucial information for LXMERT. Conversely, V-LSTM benefits from these ‘cheap’ features to the extent of matching deep contextual model performance, indicating a continuing role for these types of representations in grounded language tasks.

Hence, we conclude that the good performance obtained by the Guesser when based on the pre-trained multimodal Transformer is not due to its architecture or to the representation learned during fine-tuning, but rather to the exposure to a large amount of multi-modal data during pre-training. Our results may help mitigate environmental issues given by the training of large models. It remains to be seen whether these results hold for other tasks and other unimodal and multimodal models.
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