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Abstract

Pre-training models on ImageNet or other massive datasets of real images has led to major advances in computer vision, albeit accompanied with shortcomings related to curation cost, privacy, usage rights, and ethical issues. In this paper, for the first time, we study the transferability of pre-trained models based on synthetic data generated by graphics simulators to downstream tasks from very different domains. In using such synthetic data for pre-training, we find that downstream performance on different tasks are favored by different configurations of simulation parameters (e.g., lighting, object pose, backgrounds, etc.), and that there is no one-size-fits-all solution. It is thus better to tailor synthetic pre-training data to a specific downstream task, for best performance. We introduce Task2Sim, a unified model mapping downstream task representations to optimal simulation parameters to generate synthetic pre-training data for them. Task2Sim learns this mapping by training to find the set of best parameters on a set of “seen” tasks. Once trained, it can then be used to predict best simulation parameters for novel “unseen” tasks in one shot, without requiring additional training. Given a budget in number of images per class, our extensive experiments with 20 diverse downstream tasks show Task2Sim’s task-adaptive pre-training data results in significantly better downstream performance than non-adaptively choosing simulation parameters on both seen and unseen tasks. It is even competitive with pre-training on real images from ImageNet.

1. Introduction

Using large-scale labeled (like ImageNet [9]) or weakly-labeled (like JFT-300M [5, 18], Instagram-3.5B [34]) datasets collected from the web has been the go-to approach for pre-training classifiers for downstream tasks with a relative scarcity of labeled data. Prior works have demonstrated that as we move to bigger datasets for pre-training, down-stream accuracy improves on average [34, 56]. However, large-scale real image datasets bear the additional cost of curating labels, in addition to other concerns like privacy or copyright. Furthermore, large datasets like JFT-300M and Instagram-3.5B are not publicly available posing a bottleneck in reproducibility and fair comparison of algorithms.

Synthetic images generated via graphics engines provide an alternative quelling a substantial portion of these concerns. With 3D models and scenes, potentially infinite images can be generated by varying various scene or image-capture parameters. Although synthetic data has been used for transfer learning in various specialized tasks [2, 48, 55, 59], there has not been prior research dedicated to its transferability to a range of different recognition tasks from different domains (see Figure 1). In conducting this first of its kind (to the best of our knowledge) study, we first ask the question: in synthetic pretraining for different downstream
classification tasks, does a one-size-fits-all solution (i.e., a universal pre-trained model for all tasks) work well?

With graphics engines, we can control various simulation parameters (lighting, pose, materials, etc.). So, in an experiment, we introduced more variations successively from different parameters into a pretraining dataset of 100k synthetic images from 237 different classes (as many categories as are available in Three-D-World [11]). We pre-trained a ResNet-50 [16] on these, and evaluated this backbone with linear probing on different downstream tasks. The results are in Table 1. We see that some parameters like random object materials result in improved performance for some downstream tasks like SVHN and DTD, while hurting performance for other tasks like EuroSAT and Sketch. In general different pre-training data properties seem to favor different downstream tasks.

To maximize the benefit of pre-training, different optimal simulation parameters can be found for each specific downstream task. Because of the combinatorially large set of different simulation parameter configurations, a brute force search is out of the question. However, this might still suggest that some, presumably expensive, learning process is needed for each downstream task for an optimal synthetic image set for pre-training. We show this is not the case.

We introduce Task2Sim, a unified model that maps a downstream task representation to optimal simulation parameters for pre-training data generation to maximize downstream accuracy. Using vector representations for a set of downstream tasks (in the form of Task2Vec [1]), we train Task2Sim to find and thus learn a mapping to optimal parameters for each task from the set. Once trained on this set of “seen” tasks, Task2Sim can also use Task2Vec representations of novel “unseen” tasks to predict simulation parameters that would be best for their pre-training datasets. This efficient one-shot prediction for novel tasks is of significant practical value, if developed as an end-user application that can automatically generate and provide pre-training data, given some downstream examples.

Our extensive experiments using 20 downstream classification datasets show that on seen tasks, given a number of images per category, Task2Sim’s output parameters generate pre-training datasets that are much better for downstream performance than approaches like domain randomization [2, 25, 74] that are not task-adaptive. Moreover, we show Task2Sim also generalizes well to unseen tasks, maintaining an edge over non-adaptive approaches while being competitive with Imagenet pre-training.

In summary, (i) We address a novel, and very practical, problem—how to optimally leverage synthetic data to task-adaptively pre-train deep learning models for transfer to diverse downstream tasks. To the best of our knowledge, this is the first time such a problem is being addressed in transfer learning research. (ii) We propose Task2Sim, a unified parametric model that learns to map Task2Vec representations of downstream tasks to simulation parameters for optimal pre-training. (iii) Task2Sim can generalize to novel “unseen” tasks, not encountered during training, a feature of significant practical value as an application. (iv) We provide a thorough analysis of the behavior of downstream accuracy with different sizes of pre-training data (in number of classes, object-meshes or simply images) and with different downstream evaluation methods.

2. Related Work

Training with Synthetic Data. Methods that learn from synthetic data have been extensively studied since the early days of computer vision [31, 39]. In recent years, many approaches that rely on synthetic data representations have been proposed for image classification [11, 36], object detection [43, 44], semantic segmentation [50, 67], action recognition [49, 61], visual reasoning [22], and embodied perception [27, 53, 71]. Unlike previous work, we focus on a different problem: how to build task-adaptive pre-trained models from synthetic data that can transfer to a wide range of downstream datasets from various domains.

Synthetic to Real Transfer. The majority of methods proposed to bridge the reality gap (between simulation and real data) are based on domain adaptation [8]. These include reconstruction-based techniques, using encoder-decoder models or GANs to improve the realism of synthetic data [19, 47, 54], discrepancy-based methods, designed to align features between the two domains [51, 75], and adversarial approaches, which rely on a domain discriminator to encourage domain-independent feature learning [13, 45, 60]. Contrasting from these techniques, our work aims at building pre-trained models from synthetic data and does not assume the same label set for source and target domains. The most prevalent approach in a setting similar to ours, is domain randomization [2, 25, 44, 59, 74], which learns pre-trained models from datasets generated by randomly varying simulator parameters. In contrast, Task2Sim learns simulator parameters to generate synthetic datasets that maximize transfer learning performance.

Table 1. Downstream task accuracies using linear probing with a Resnet-50 backbone pretrained on synthetic datasets with different varying parameters (successively added). We see different simulation parameters have different effects on downstream tasks.

| Pretraining Data Variations | Downstream Accuracy |
|----------------------------|---------------------|
|                            | EuroSAT | SVHN | Sketch | DTD   |
| Pose                       | 87.01   | 28.49| 37.89  | 37.39 |
| +Lighting                  | 88.57   | 32.36| 38.81  | 40.32 |
| +Blur                      | **90.20**| 35.58| 35.53  | 37.66 |
| +Materials                 | 84.54   | **44.84**| 30.81 | **38.51**|
| +Background                | 80.44   | 29.93| 14.60  | 32.39 |

In summary, (i) We address a novel, and very practical, problem—how to optimally leverage synthetic data to task-adaptively pre-train deep learning models for transfer to diverse downstream tasks. To the best of our knowledge, this is the first time such a problem is being addressed in transfer learning research. (ii) We propose Task2Sim, a unified parametric model that learns to map Task2Vec representations of downstream tasks to simulation parameters for optimal pre-training. (iii) Task2Sim can generalize to novel “unseen” tasks, not encountered during training, a feature of significant practical value as an application. (iv) We provide a thorough analysis of the behavior of downstream accuracy with different sizes of pre-training data (in number of classes, object-meshes or simply images) and with different downstream evaluation methods.
Optimization of Simulator Parameters. Recently, a few approaches have been proposed to learn synthetic data generation by optimizing simulator parameters \cite{3,26,52,73,12,33,74}. SPIRAL \cite{12}, AVO \cite{33} and Attr. Desc. \cite{74} minimize the distance between distributions of simulated data and real data. Learning to Simulate \cite{52} optimizes simulator parameters using policy gradients that maximize validation accuracy for a specific task, while Auto-Sim \cite{3} speeds up the search process using a differentiable approximation of the objective. Meta-Sim \cite{10,23} learns to modify attributes obtained from probabilistic scene grammars for data generation. These methods are specifically tailored to applications in autonomous driving, whereas our goal is to transfer synthetic data representations to a wide range of downstream tasks. Notably, our proposed approach is significantly different from previous methods, as it maps task representations to simulation parameters through a unified parametric model, enabling one-shot synthetic data generation, even for unseen tasks, without requiring expensive training.

Conditional Computation. Albeit not apparent, our method is also related to dynamic neural network that adaptively change computation depending on input \cite{15}. These methods have been effectively used to skip computation in deep neural networks conditioned on the input \cite{62,66,69}, perform adaptive fine-tuning \cite{14}, and dynamically allocate computation across frames for efficient video analysis \cite{35,70}. In particular, Adashare \cite{57} learns different computational pathways for each task within a single multi-task network model, with the goal of improving efficiency and minimizing negative interference in multi-task learning. Analogously, our approach learns different data simulation pathways (by adaptively deciding which rendering parameters to use) for each task, using a single parametric model, with the goal of generating task-specific pre-training data.

3. Proposed Approach

Our goal is to create a unified model that maps task representations (e.g., obtained using task2vec \cite{1}) to simulation parameters, which are in turn used to render synthetic pre-training datasets for not only tasks that are seen during training, but also novel tasks. This is a challenging problem, as the number of possible simulation parameter configurations is combinatorially large, making a brute-force approach infeasible when the number of parameters grows.

3.1. Overview

Figure 2 shows an overview of our approach. During training, a batch of “seen” tasks is provided as input. Their task2vec vector representations are fed as input to Task2Sim, which is a parametric model (shared across all tasks) mapping these downstream task2vecs to simulation parameters, such as lighting direction, amount of blur, background variability, etc. These parameters are then used by a data generator (in our implementation, built using the Three-D-World platform \cite{11}) to generate a dataset of synthetic images. A classifier model then gets pre-trained on these synthetic images, and the backbone is subsequently used for evaluation on specific downstream task. The classifier’s accuracy on this task is used as a reward to update Task2Sim’s parameters. Once trained, Task2Sim can also be used to efficiently predict simulation parameters in one-shot for “unseen” tasks that it has not encountered during training.

3.2. Task2Sim Model

Let us denote Task2Sim’s parameters with \( \theta \). Given the task2vec representation of a downstream task \( x \in \mathcal{X} \) as input, Task2Sim outputs simulation parameters \( a \in \Omega \). The model consists of \( M \) output heads, one for each simula-
tion parameter. In the following discussion, just as in our experiments, each simulation parameter is discretized to a few levels to limit the space of possible outputs. Each head outputs a categorical distribution \( \pi_i(x, \theta) \in \Delta^{k_i} \), where \( k_i \) is the number of discrete values for parameter \( i \in [M] \), and \( \Delta^{k_i} \), a standard \( k_i \)-simplex. The set of argmax outputs \( \nu(x, \theta) = \{ \nu_i | \nu_i = \arg \max_{j \in [k_i]} \pi_{i,j} \forall i \in [M] \} \) is the set of simulation parameter values used for synthetic data generation. Subsequently, we drop annotating the dependence of \( \pi \) and \( \nu \) on \( \theta \) and \( x \) when clear.

### 3.3. Task2Sim Training

Since Task2Sim aims to maximize downstream accuracy after pre-training, we use this accuracy as the reward in our training optimization\(^1\). Note that this downstream accuracy is a non-differentiable function of the output simulation parameters (assuming any simulation engine can be used as a black box) and hence direct gradient-based optimization cannot be used to train Task2Sim. Instead, we use REINFORCE\(^{[68]}\), to approximate gradients of downstream policy evaluation with respect to model parameters \( \theta \).

Task2Sim’s outputs represent a distribution over “actions” corresponding to different values of the set of \( M \) simulation parameters. \( P(a) = \prod_{i \in [M]} \pi_i(a_i) \) is the probability of picking action \( a = [a_i]_{i \in [M]} \), under policy \( \pi = [\pi_i]_{i \in [M]} \). Remember that the output \( \pi \) is a function of the parameters \( \theta \) and the task representation \( x \). To train the model, we maximize the expected reward under its policy, defined as

\[
R = \mathbb{E}_{a \in \Omega} [R(a)] = \sum_{a \in \Omega} P(a) R(a)
\]

where \( \Omega \) is the space of all outputs \( a \) and \( R(a) \) is the reward when parameter values corresponding to action \( a \) are chosen. Since reward is the downstream accuracy, \( R(a) \in [0, 100] \). Using the REINFORCE rule, we have

\[
\nabla_{\theta} R = \mathbb{E}_{a \in \Omega} [(\nabla_{\theta} \log P(a)) R(a)]
\]

\[
= \mathbb{E}_{a \in \Omega} \left( \sum_{i \in [M]} \nabla_{\theta} \log \pi_i(a_i) \right) R(a)
\]

where the 2nd step comes from linearity of the derivative. In practice, we use a point estimate of the above expectation at a sample \( a \sim (\pi + \epsilon) \) (\( \epsilon \) being some exploration noise added to the Task2Sim output distribution) with a self-critical baseline following \([46]\):

\[
\nabla_{\theta} R \approx \left( \sum_{i \in [M]} \nabla_{\theta} \log \pi_i(a_i) \right) (R(a) - R(\nu))
\]

\(^1\)Note that our rewards depend only on the task2vec input and the output action and do not involve any states, and thus our problem can be considered similar to a stateless-RL or contextual bandits problem\(^{[29]}\)

where, as a reminder \( \nu \) is the set of the distribution argmax parameter values from the Task2Sim model heads.

A pseudo-code of our approach is shown in Algorithm 1. Specifically, we update the model parameters \( \theta \) using mini-batches of tasks sampled from a set of “seen” tasks. Similar to \([41]\), we also employ self-imitation learning biased towards actions found to have better rewards. This is done by keeping track of the best action encountered in the learning process and using it for additional updates to the model, besides the ones in Line 12 of Algorithm 1. Furthermore, we use the test accuracy of a 5-nearest neighbors classifier operating on features generated by the pretrained backbone as a proxy for downstream task performance since it is computationally much faster than other common evaluation criteria used in transfer learning, e.g., linear probing or full-network finetuning. Our experiments demonstrate that this proxy evaluation measure indeed correlates with, and thus, helps in final downstream performance with linear probing or full-network finetuning.

**Algorithm 1: Training Task2Sim**

1. **Input**: Set of \( N \) “seen” downstream tasks represented by task2vecs \( T = \{ x_i | i \in [N] \} \).
2. Given initial Task2Sim parameters \( \theta_0 \) and initial noise level \( \epsilon_0 \)
3. Initialize \( a_{i,\text{max}}^{(1)} | i \in [N] \) the maximum reward action for each seen task
4. for \( t \in [T] \) do
5. Set noise level \( \epsilon = \frac{\epsilon_0}{t} \)
6. Sample minibatch \( \tau \) of size \( n \) from \( T \)
7. Get Task2Sim output distributions \( \pi^{(t)} | i \in [n] \)
8. Sample outputs \( a^{(t)} = \pi^{(t)} + \epsilon \)
9. Get Rewards \( R(a^{(t)}) \) by generating a synthetic dataset with parameters \( a^{(t)} \) pre-training a backbone on it, and getting the 5-NN downstream accuracy using this backbone
10. Update \( a_{i,\text{max}}^{(t)} \) if \( R(a^{(t)}) > R(a_{i,\text{max}}^{(t)}) \)
11. Get point estimates of reward gradients \( \nabla_{\theta} R^{(t)} \)
12. for \( j \in [T_{ni}] \) do
13. Get reward gradient estimates \( \nabla_{\theta} R^{(t)} \)
14. Get reward gradient estimates \( \nabla_{\theta} R^{(t)} \)
15. \( \theta_{t,0} \leftarrow \theta_{t-1} + \sum_{i \in [n]} \nabla_{\theta} R^{(t)} \)
16. end for
17. \( \theta_{t} \leftarrow \theta_{t,T_{ni}} \)
18. end for
19. **Output**: Trained model with parameters \( \theta_T \).
4. Experiments

4.1. Details

**Downstream Tasks.** We used a set of 20 classification tasks for our experiments with Task2Sim. We used the 12 tasks from [21] as the set of “seen” tasks for our model and a separate set of 8 tasks as the “unseen” set. All our tasks can be broadly categorized into the following 6 classes (S:seen, U:unseen):

- **Natural Images:** CropDisease(S) [37], Flowers102(S) [40], DeepWeeds(S) [42], CUB(U) [63]
- **Aerial Images:** EuroSAT(S) [17], Resisc45(S) [4], AID(U) [72], CactusAerial(U) [32]
- **Symbolic Images:** SVHN(S) [38], Omniglot(S) [28], USPS(U) [20]
- **Medical Images:** ISIC(S) [7], ChestX(S) [65], ChestX-Pneumonia(U) [24]
- **Illustrative Images:** Kaokore(S) [58], Sketch(S) [64], Pacs-C(U), Pacs-S(U) [30]
- **Texture Images:** DTD(S) [6], FMD(U) [76]

**Task2Sim details.** We used a Resnet-18 probe network to generate 9600-dimensional Task2Vec representations of downstream tasks. The Task2Sim model is a multi-layer perceptron with 2 hidden layers, having ReLU activations. The model shares its first two layers for all \( M \) heads, and branches after that. It is trained for 1000 epochs on seen tasks, with a batch-size 4 and 5 self-imitation steps (i.e. \( n = 4, T_{si} = 5 \) and \( T = 1000 \)). We used a Resnet-50 model for pre-training and downstream evaluation for Task2Sim’s rewards. Complete details are in the supplementary.

**Synthetic Data Generation.** We used Three-D-World (TDW) [11] for synthetic image generation. The platform provides 2322 different object models from 237 different classes, 57 of which overlap with Imagenet. Using TDW, we generated synthetic images of single objects from the aforementioned set (see Figure 1 for examples).

In this paper, we experimented with a parameterization of the pretraining dataset where \( M = 8 \) and \( k_i = 2 \forall i \in [M] \) (using terminology from Section 3). The 8 parameters are:

- **Object Rotation:** If 1, multiple poses of an object are shown in the dataset, else, an object appears in a canonical pose in each image.
- **Object Distance (from camera):** If 1, object distance from the camera is varied randomly within a certain range, else, it is kept fixed.
- **Lighting Intensity:** If 1, intensity of the main lighting source (sun-like point light source at a distance) is varied, else it is fixed.
- **Lighting Color:** If 1, RGB color of the main lighting source is varied, else it is fixed.
- **Lighting Direction:** If 1, the direction of the main light source is varied, else it is a constant.
- **Focus Blur:** If 1, camera focus point and aperture are randomly perturbed to induce blurriness in the image, else, all image contents are always in focus.
- **Background:** If 1, background of the object changes in each image, else it is held fixed.
- **Materials:** If 1, in each image, each component of an object is given a random material out of 140 different materials, else objects have their default materials.

Hence in our experiments, for each of the above 8 parameters, Task2Sim decided whether or not different variations of it, would exhibit in the dataset. For speed of dataset generation while training Task2Sim, we used a subset of 780 objects with simple meshes, from 100 different categories and generated 400 images per category for pre-training.

4.2. Task2Sim Results

**Baselines.** We compared Task2Sim’s downstream performance with the following baselines (pre-training datasets):

1. **Random**: For each downstream dataset, chooses a random 8-length bit string as the set of simulation parameters.
2. **Domain Randomization**: Uses a 1 in each simulation parameter, thus using all variations from simulation in each image.
3. **Imagenet**: Uses a subset of Imagenet with equal number of classes and images as other baselines.
4. **Scratch**: Does not involve any pre-training of the classifier’s feature extractor, training a randomly initialized classifier, with only downstream task data.

Figure 3. Performance of Task2Sim vs baselines on 12 seen tasks for 237 class / 100k image pre-training datasets evaluated with full-network finetuning. Best viewed in color.

**Performance on Seen Tasks.** Table 2 shows accuracies averaged over 12 seen downstream tasks for Task2Sim and all baselines using different evaluation methods for a Resnet-50 backbone. For the last two columns, we included all

\[ \text{Table 2} \]

| Datasets | Scratch | Random | Domain Randomization | Imagenet |
|----------|---------|-------|---------------------|----------|
| Sketch   |         |       |                     |          |
| ChestK   |         |       |                     |          |
| DTD      |         |       |                     |          |
| Omniglot |         |       |                     |          |
| Resisc45 |         |       |                     |          |
| AID      |         |       |                     |          |
| CactusAerial |   |       |                     |          |
| EuroSA T |         |       |                     |          |
| ChestX-Pneumonia | |       |                     |          |

We also compared pre-training using Imagenet with 1K classes and an equal number of images, but this was poorer on average in downstream performance than the subset with fewer classes. Tables 2 and 3 and Figures 3 and 4 do not include it for succinctness.
### Table 2. Comparing the downstream accuracy on seen tasks for the Task2Sim chosen pretraining dataset and other baselines. Simulation parameters found on seen tasks by Task2Sim generates synthetic pretraining data that is better for downstream tasks than other approaches like using Random simulation parameters or Domain Randomization. Pre-training with Task2Sim’s data is also competitive with pre-training on images from Imagenet. *Imagenet has been subsampled to the same number of classes and images as indicated at the top of the column. **Boldface=highest, underline=2nd highest in column.

| Pretraining Dataset | 100 classes / 40k images | 237 classes / 100k images |
|---------------------|--------------------------|--------------------------|
|                     | 5NN                      | Linear Probing           | Finetuning               | Linear Probing           | Finetuning               |
| Scratch             | -                        | 64.85                    | -                        | 64.85                    |
| Random              | 25.30                    | 54.06                    | 70.77                    | 55.14                    | 72.18                    |
| Domain Randomization| 19.42                    | 35.31                    | 62.96                    | 45.31                    | 68.51                    |
| Imagenet*           | 28.91                    | 63.12                    | 74.26                    | 68.44                    | 77.61                    |
| **Task2Sim**        | **30.46**                | **62.70**                | **75.34**                | **62.71**                | **76.87**                |

### Table 3. Comparing the downstream accuracy on unseen tasks for the Task2Sim chosen pretraining dataset and other baselines. Task2Sim also generalizes well to “unseen” tasks, not encountered during training, maintaining an edge over other synthetic data, while still being competitive with Imagenet. *Imagenet subsampled as in Table 2. **Boldface=highest, underline=2nd highest in column.

| Pretraining Dataset | 100 classes / 40k images | 237 classes / 100k images |
|---------------------|--------------------------|--------------------------|
|                     | 5NN                      | Linear Probing           | Finetuning               | Linear Probing           | Finetuning               |
| Scratch             | -                        | 76.86                    | -                        | 76.86                    |
| Random              | 51.80                    | 74.68                    | 83.97                    | 74.11                    | 83.49                    |
| Domain Randomization| 45.06                    | 56.96                    | 72.64                    | 69.12                    | 78.15                    |
| Imagenet*           | **54.12**                | 75.47                    | 84.78                    | 81.33                    | 87.84                    |
| **Task2Sim**        | 53.06                    | **79.25**                | **87.05**                | **82.05**                | **88.77**                |

Figure 4. Performance of Task2Sim vs baselines on 8 unseen tasks for 237 class / 100k image pre-training datasets evaluated with full-network finetuning. Best viewed in color.

Objects of TDW from 237 categories, and kept the number of images at roughly 400 per class, resulting in about 100k images total, regenerating a new dataset with the simulation parameters corresponding to the different synthetic image generation methods. On average, over the 12 seen tasks, simulation parameters that Task2Sim finds are better than Domain Randomization and Random selection and are competitive with Imagenet pre-training, both for the subset of classes that Task2Sim is trained using, and when a larger set of classes is used. Figure 3 shows accuracies for the 12 seen datasets for different methods, on the 237 category 100k image pre-training set.

**Performance on Unseen Tasks.** Table 3 shows average downstream accuracy over 8 unseen datasets, of a Resnet-50 pretrained on different datasets. We see that Task2Sim generalizes well, and is still better than Domain Randomization and Random simulation parameter selection. Moreover, it is marginally better on average than Imagenet pre-training for these tasks. Figure 4 shows the accuracies from the last column of Table 3 over the 8 individual unseen tasks.

### 4.3. Analysis

**Task2Sim Outputs.** Figure 5 shows the output distribution from the trained Task2Sim model for different seen and unseen tasks. Each output shows the probability assigned by the model to the output 1 in that particular simulation parameter. From the outputs, we see the model determines that in general for the set of tasks considered, it is better to see a single pose of objects rather than multiple poses, and that it is better to have scene lighting intensity variations in different images than have lighting of constant intensity in all images. In general, adding material variability was determined to be worse for most datasets, except for SVHN. Comparing predictions for seen vs unseen tasks, we see that Task2Sim does its best to generalize to unseen tasks by relating them to the seen tasks. For e.g., outputs for ChestXPneumonia are similar to ChestX, while outputs...
of CactusAerial are similar to those of EuroSAT, both being aerial/satellite image datasets. A similar trend is also seen in PacsS and Sketch both of which contain hand-sketches, and for CUB and CropDisease, both natural image datasets.

Another inspection shows Task2Sim makes decisions that are quite logical for certain tasks. For instance, Task2Sim turns off the “Light Color” parameter for CUB. Here, color plays a major role in distinguishing different birds, thus needing a classifier representation that should not be invariant to color changes. Indeed, from Figure 9, we see that the neighbors of Task2Sim are of similar colors.

**Effect of Number of Pretraining Classes.** In Figure 6, we plot the average accuracy with full network finetuning on the 12 seen downstream tasks. On the x-axis, we vary the number of classes used for pre-training, with 1000 images per class on average (200 classes=200k images). We see all pre-training methods improve with more classes (and correspondingly more images) at about similar rates. Task2Sim stays better than Domain Randomization and competitive with (about 2% shy of) pre-training with an equivalent subset (in number of classes and images) of Imagenet.

**Effect of Number of Different Objects Per Class.** In TDW, we have 2322 object meshes from 237 different categories. In Figure 7, we vary the number of object meshes used per category. The point right-most on the x-axis has 200k images with all objects used, and moving to the left, the number of images reduces proportionately as a fraction of these objects are used (the number of categories being the same). We find that with increasing number of different objects used for each category, Domain Randomization improves downstream performance at a slightly higher rate than our proposed Task2Sim.

**Effect of Number of Pretraining Images.** In Figure 8, we show average downstream task accuracy, for the 12 seen tasks, with different number of images used for pretraining. Task2Sim is highly effective at fewer images. Increasing the number of images improves performance for all methods, reaching a saturation at a high enough number. See Section 4.3 for more discussion.
However, this cost would keep increasing as pre-training data encompasses more object categories, and would be unknown without experimentation.

For additional results and discussion, we refer readers to the supplementary.

5. Conclusion

We saw the approach that is optimal for downstream performance in using synthetic data for pre-training is to specifically adapt the synthetic data to different downstream tasks. In this paper, we parameterized our synthetic data via different simulation parameters from graphics engines, and introduced Task2Sim, which learns to map downstream task representations to optimal simulation parameters for synthetic pretraining data for the task. We showed Task2Sim can be trained on a set of “seen” tasks and can then generalize to novel “unseen” tasks predicting parameters for them in one-shot, making it highly practical for synthetic pre-training data generation. While a large portion of contemporary representation learning research focuses on self-supervision to avoid using labels, we hope our demonstration with Task2Sim motivates further research in using simulated data from graphics engines for this purpose, with focus on adaptive generation for downstream application.
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