Proof of Lundow and Markström’s conjecture on chromatic polynomials via novel inequalities
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Abstract

It is well known that for a graph $G = (V, E)$ of order $n$, its chromatic polynomial $P(G, x)$ can be expressed as $\sum_{i=1}^{n} (-1)^{n-i} a_i x^i$, where $a_i$’s are non-negative integers. The number $\epsilon(G) = \frac{n \sum_{i=1}^{n} (n-i) a_i}{\sum_{i=1}^{n} a_i}$ is the mean size of a broken-cycle-free spanning subgraph of $G$. Lundow and Markström conjectured that $\epsilon(T_n) < \epsilon(G) < \epsilon(K_n)$ holds for any connected graph $G$ of order $n$ which is neither a tree $T_n$ of order $n$ nor the complete graph $K_n$. This conjecture is equivalent to the inequality $\epsilon(T_n, -1) < \epsilon(G, -1) < \epsilon(K_n, -1)$, where $\epsilon(G, x) = P'(G, x)/P(G, x)$. In this article, we prove this inequality and extend it to some new inequalities on chromatic polynomials. We first show that for any chordal and proper spanning subgraph $Q$ of $G$, $\epsilon(G, x) > \epsilon(Q, x)$ holds for all real $x < 0$. We then prove that $\epsilon(G, x) < \epsilon(K_n, x)$ holds for all non-complete graphs $G$ of order $n$ and all real $x < 0$, by applying the result that $(-1)^n (x-n+1) \sum_{u \in V} P(G-u, x) + (-1)^{n-1} n P(G, x) > 0$ holds for all non-complete graphs $G$ of order $n$ and all real $x < 0$. The last inequality is obtained by applying Whitney’s broken-cycle theorem and Greene and Zaslavsky’s interpretation on $a_1$ by special acyclic orientations.
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1 Introduction

For any loopless graph $G = (V, E)$ and any positive integer $k$, a proper $k$-coloring $f$ of $G$ is a mapping $f : V \rightarrow \{1, 2, \ldots, k\}$ such that $f(u) \neq f(v)$ holds whenever $uv \in E$. The
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chromatic polynomial of $G$ is the function $P(G, x)$ such that $P(G, k)$ counts the number of proper $k$-colorings of $G$ for any positive integer $k$. In this article, the variable $x$ in $P(G, x)$ is a real number and “$x < 0$” always means that $x$ is a negative real number.

The study of chromatic polynomials is one of the most active areas in graph theory. For basic concepts and properties on chromatic polynomials, we refer the reader to the monograph [2] and surveys [12, 7]. Many celebrated results on this topic have been obtained (for example, see [6, 16, 18, 17, 13, 9, 14]).

It is known that $P(G, x)$ can be expressed as $\sum_{i=1}^{n} (-1)^{n-i}a_i(G)x^i$, where $n = |V|$ is the order of $G$ and each $a_i(G)$ is a non-negative integer (for example, see [2, 10]). When there is no confusion, $a_i(G)$ is written as $a_i$ for short. Clearly $(-1)^n P(G, x) > 0$ holds for all $x < 0$.

Let $\eta : E \to \{1, 2, \ldots, |E|\}$ be a bijection. For any cycle $C$ in $G$, the path $C - e$ is called a broken cycle of $G$ with respect to $\eta$, where $e$ is the edge on $C$ with $\eta(e) \leq \eta(e')$ for every edge $e'$ on $C$. When there is no confusion, a broken cycle of $G$ is always assumed to be with respect to a bijection $\eta : E \to \{1, 2, \ldots, |E|\}$. In the celebrated Whitney’s Broken-cycle Theorem, we shall see that each coefficient $a_i$ has a combinatorial interpretation in terms of spanning forests of $G$ which contain no broken cycles.

**Theorem 1.1** ([19]). Let $G = (V, E)$ be a simple graph of order $n$. Then $a_i(G)$ is the number of spanning subgraphs of $G$ with $n - i$ edges and $i$ components which do not contain broken cycles.

As in [8], for $i = 0, 1, 2, \ldots, n-1$, we define $b_i(G)$ (or simply $b_i$) as the probability that a randomly chosen broken-cycle-free spanning subgraph of $G$ has size $i$. Then

$$b_i = \frac{a_{n-i}}{a_1 + a_2 + \cdots + a_n}, \quad \forall i = 0, 1, \ldots, n-1. \quad (1)$$

Let $\epsilon(G)$ denote the mean size of a broken-cycle-free spanning subgraph of $G$. Then

$$\epsilon(G) = \sum_{i=1}^{n} ib_i = \frac{(n-1)a_1 + (n-2)a_2 + \cdots + a_{n-1}}{a_1 + a_2 + \cdots + a_n}. \quad (2)$$

An elementary property of $\epsilon(G)$ is given below.

**Proposition 1** ([8]). $\epsilon(G) = n + \frac{P'(G, -1)}{P(G, -1)}$ holds for every graph $G$ of order $n$.

By Proposition 1 $\epsilon(T_n) = \frac{n-1}{2}$ for any tree $T_n$ of order $n$, while

$$\epsilon(K_n) = n - \left(1 + \frac{1}{2} + \cdots + \frac{1}{n}\right) \sim n - \log n - \gamma$$

as $n \to \infty$, where $\gamma \approx 0.577216$ is the Euler-Mascheroni constant.

Lundow and Markström [8] proposed the following conjecture on $\epsilon(G)$.
Conjecture 1 (8). \(\epsilon(T_n) < \epsilon(G) < \epsilon(K_n)\) holds for any connected graph \(G\) of order \(n\) which is neither a \(T_n\) nor \(K_n\), where \(T_n\) is a tree of order \(n\) and \(K_n\) is the complete graph of order \(n\).

In this paper, we aim to extend Conjecture 1. For any graph \(G\), define the function \(\epsilon(G, x)\) as follows:

\[
\epsilon(G, x) = \frac{P'(G, x)}{P(G, x)}.
\]  

By Proposition 1, \(\epsilon(G, -1) = n + \epsilon(G, -1)\) holds for every graph \(G\) of order \(n\). Thus, for any graphs \(G\) and \(H\) of the same order, \(\epsilon(G) < \epsilon(H)\) if and only if \(\epsilon(G, -1) < \epsilon(H, -1)\). Conjecture 1 is equivalent to the statement that \(\epsilon(T_n, -1) < \epsilon(G, -1) < \epsilon(K_n, -1)\) holds for any connected graph \(G\) of order \(n\) which is neither \(K_n\) nor a tree \(T_n\).

A graph \(Q\) is said to be chordal if \(Q[V(C)] \not\sim C\) for every cycle \(C\) of \(Q\) with \(|V(C)| \geq 4\), where \(Q[V']\) is the subgraph of \(Q\) induced by \(V'\) for \(V' \subseteq V(G)\). In Section 2, we will establish the following result.

**Theorem 1.2.** For any graph \(G\), if \(Q\) is a chordal and proper spanning subgraph of \(G\), then \(\epsilon(G, x) > \epsilon(Q, x)\) holds for all \(x < 0\).

Note that any tree is a chordal graph and any connected graph contains a spanning tree. Thus, we have the following corollary which obviously implies the first part of Conjecture 1.

**Corollary 1.** For any connected graph \(G\) of order \(n\) which is not a tree, \(\epsilon(G, x) > \epsilon(T_n, x)\) holds for all \(x < 0\).

The second part of Conjecture 1 is extended to the following result.

**Theorem 1.3.** For any non-complete graph \(G\) of order \(n\), \(\epsilon(G, x) < \epsilon(K_n, x)\) holds for all \(x < 0\).

In order to prove Theorem 1.3, we will show in Section 3 that it suffices to establish the following result.

**Theorem 1.4.** For any non-complete graph \(G = (V, E)\) of order \(n\),

\[
(-1)^n(x - n + 1) \sum_{u \in V} P(G - u, x) + (-1)^{n+1}nP(G, x) > 0
\]  

holds for all \(x < 0\).

Note that the left-hand side of (4) vanishes when \(G \cong K_n\). The proof of Theorem 1.4 will be completed in Section 5 based on the interpretations for all coefficients \(a_i(G)\)'s of \(P(G, x)\) by acyclic orientations established in Section 4.
2 Proof of Theorem 1.2

A vertex \( u \) in a graph \( G \) is called a simplicial vertex if \( \{u\} \cup N_G(u) \) is a clique of \( G \), where \( N_G(u) \) is the set of vertices in \( G \) which are adjacent to \( u \). For a simplicial vertex \( u \) of \( G \), \( P(G, x) \) has the following property (see [2, 10, 11]):

\[
P(G, x) = (x - d(u))P(G - u, x),
\]

where \( G - u \) is the subgraph of \( G \) induced by \( V - \{u\} \) and \( d(u) \) is the degree of \( u \) in \( G \).

By (5), it is not difficult to show the following.

Proposition 2. If \( u \) is a simplicial vertex of a graph \( G \), then

\[
\epsilon(G, x) = \frac{1}{x - d(u)} + \epsilon(G - u, x).
\]

It has been shown that a graph \( Q \) of order \( n \) is chordal if and only if \( Q \) has an ordering \( u_1, u_2, \ldots, u_n \) of its vertices such that \( u_i \) is a simplicial vertex in \( Q[\{u_1, u_2, \ldots, u_i\}] \) for all \( i = 1, 2, \ldots, n \) (see [1, 3]). Such an ordering of vertices in \( Q \) is called a perfect elimination ordering of \( Q \). For any perfect elimination ordering \( u_1, u_2, \ldots, u_n \) of a chordal graph \( Q \), by Proposition 2

\[
\epsilon(Q, x) = \sum_{i=1}^{n} \frac{1}{x - d_Q(u_i)},
\]

where \( Q_i \) is the subgraph \( Q[\{u_1, u_2, \ldots, u_i\}] \).

Now we are ready to prove Theorem 1.2

Proof of Theorem 1.2 Let \( G \) be any simple graph of order \( n \) and \( Q \) be any chordal and proper spanning subgraph of \( G \). When \( n \leq 3 \), it is not difficult to verify that \( \epsilon(G, x) > \epsilon(Q, x) \) holds for all \( x < 0 \).

Suppose that Theorem 1.2 fails and \( G = (V, E) \) is a counter-example to this result such that \( |V| + |E| \) has the minimum value among all counter-examples. Thus the result holds for any graph \( H \) with \( |V(H)| + |E(H)| < |V| + |E| \) and any chordal and proper spanning subgraph \( Q' \) of \( H \), but \( G \) has a chordal and proper spanning subgraph \( Q \) such that \( \epsilon(G, x) \leq \epsilon(Q, x) \) holds for some \( x < 0 \).

We will establish the following claims. Let \( u_1, u_2, \ldots, u_n \) be a perfect elimination ordering of \( Q \) and \( Q_i = Q[\{u_1, \ldots, u_i\}] \) for all \( i = 1, 2, \ldots, n \). So \( u_i \) is a simplicial vertex of \( Q_i \) for all \( i = 1, 2, \ldots, n \).

Claim 1: \( u_n \) is not a simplicial vertex of \( G \).
Note that $Q - u_n$ is chordal and a spanning subgraph of $G - u_n$. By the assumption on the minimality of $|V| + |E|$, $\epsilon(G - u_n, x) \geq \epsilon(Q - u_n, x)$ holds for all $x < 0$, where the inequality is strict whenever $Q - u_n \not\cong G - u_n$.

Clearly $d_G(u_n) \geq d_Q(u_n)$. As $Q$ is a proper subgraph of $G$, $d_G(u_n) > d_Q(u_n)$ in the case that $G - u_n \cong Q - u_n$. If $u_n$ is also a simplicial vertex of $G$, then by Proposition 2

$$\epsilon(G, x) = \frac{1}{x - d_G(u_n)} + \epsilon(G - u_n, x), \quad \epsilon(Q, x) = \frac{1}{x - d_Q(u_n)} + \epsilon(Q - u_n, x),$$

implying that $\epsilon(G, x) > \epsilon(Q, x)$ holds for all $x < 0$, a contradiction. Hence Claim 1 holds.

Claim 2: $d_G(u_n) > d_Q(u_n)$.

Clearly $d_G(u_n) \geq d_Q(u_n)$. Since $u_n$ is a simplicial vertex of $Q$ and $Q$ is a subgraph of $G$, $d_G(u_n) = d_Q(u_n)$ implies that $u_n$ is a simplicial vertex of $G$, contradicting Claim 1. Thus Claim 2 holds.

For any edge $e$ in $G$, let $G - e$ and $G/e$ be the graphs obtained from $G$ by deleting $e$ and contracting $e$ respectively.

Claim 3: For any $e = u_nv \in E - E(Q)$, both $\epsilon(G - e, x) \geq \epsilon(Q, x)$ and $\epsilon(G/e, x) \geq \epsilon(Q - u_n, x)$ hold for all $x < 0$.

As $e = u_nv \in E - E(Q)$, $Q$ is a spanning subgraph of $G - e$ and $Q - u_n$ is a spanning subgraph of $G/e$. As both $Q$ and $Q - u_n$ are chordal, by the assumption on the minimality of $|V| + |E|$, the theorem holds for both $G - e$ and $G/e$. Thus this claim holds.

Claim 4: $\epsilon(G, x) > \epsilon(Q, x)$ holds for all $x < 0$. By Claim 2, there exists $e = u_nv \in E - E(Q)$. By Claim 3, $\epsilon(G - e, x) \geq \epsilon(Q, x)$ and $\epsilon(G/e, x) \geq \epsilon(Q - u_n, x)$ holds for all $x < 0$. By (7),

$$(\epsilon(G - e, x) - \epsilon(Q, x)) \times (-1)^nP(G - e, x) = (-1)^nP'(G - e, x) + (-1)^{n+1}P(G - e, x) \sum_{i=1}^{n} \frac{1}{x - d_{Q_i}(u_i)}.$$ (9)

As $(-1)^nP(G - e, x) > 0$ for all $x < 0$, $\epsilon(G - e, x) \geq \epsilon(Q, x)$ for all $x < 0$ implies that

$$(-1)^nP'(G - e, x) + (-1)^{n+1}P(G - e, x) \sum_{i=1}^{n} \frac{1}{x - d_{Q_i}(u_i)} \geq 0, \quad \forall x < 0.$$ (10)

As $u_1, \ldots, u_{n-1}$ is a perfect elimination ordering of $G - u_n$ and $\epsilon(G/e, x) \geq \epsilon(Q - u_n, x)$ holds for all $x < 0$, similarly we have:

$$(-1)^{n-1}P'(G/e, x) + (-1)^nP(G/e, x) \sum_{i=1}^{n-1} \frac{1}{x - d_{Q_i}(u_i)} \geq 0, \quad \forall x < 0.$$ (11)
As \((-1)^{n-1}P(G/e, x) > 0\) holds for all \(x < 0\), (11) implies that
\[
(-1)^nP(G/e, x) + (-1)^{n+1}P(G/e, x) \sum_{i=1}^{n} \frac{1}{x - d_{Q_i}(u_i)} = (-1)^{n+1}P(G/e, x) + \frac{1}{x - d_{Q_n}(u_n)} < 0, \quad \forall x < 0.
\] (12)

By the deletion-contraction formula for chromatic polynomials,
\[
P(G, x) = P(G - e, x) - P(G/e, x),
\]
and
\[
P'(G, x) = P'(G - e, x) - P'(G/e, x).
\]

Then (10) and (12) imply that
\[
(-1)^nP'(G, x) + (-1)^{n+1}P(G, x) \sum_{i=1}^{n} \frac{1}{x - d_{Q_i}(u_i)} > 0, \quad \forall x < 0.
\] (13)

By (7), \((\epsilon(G, x) - \epsilon(Q, x))(-1)^nP(G, x)\) is equal to the left-hand side of (13). Since \((-1)^nP(G, x) > 0\) holds for all \(x < 0\), inequality (13) implies that \(\epsilon(G, x) > \epsilon(Q, x)\) holds for all \(x < 0\).

Thus Claim 4 holds. As Claim 4 contradicts the assumption of \(G\), there are no counterexamples to this result and the theorem is proved. \(\square\)

3 An approach for proving Theorem 1.3

In this section, we will mainly show that, in order to prove Theorem 1.3, it suffices to prove Theorem 1.4. By (7), we have
\[
\epsilon(K_n, x) = \sum_{i=0}^{n-1} \frac{1}{x - i}.
\] (14)

Thus,
\[
\epsilon(K_n, x) - \epsilon(G, x) = \frac{(-1)^n}{P(G, x)} \left( (-1)^nP(G, x) \sum_{i=0}^{n-1} \frac{1}{x - i} + (-1)^{n+1}P'(G, x) \right). \quad (15)
\]

For any graph \(G\) of order \(n\), define
\[
\xi(G, x) = (-1)^nP(G, x) \sum_{i=0}^{n-1} \frac{1}{x - i} + (-1)^{n+1}P'(G, x).
\] (16)

Note that \(\xi(G, x) \equiv 0\) if \(G\) is a complete graph. For any non-complete graph \(G\) and any \(x < 0\), we have \((-1)^nP(G, x) > 0\) and so (15) implies that \(\epsilon(K_n, x) - \epsilon(G, x) > 0\) if and only if \(\xi(G, x) > 0\).
Proposition 3. Theorem 1.3 holds if and only if \( \xi(G, x) > 0 \) holds for every non-complete graph \( G \) and all \( x < 0 \).

It can be easily verified that \( \xi(G, x) > 0 \) holds for all non-complete graphs \( G \) of order at most 3 and all \( x < 0 \). For the general case, we will prove it by induction. In the rest of this section, we will give a relation between \( \xi(G, x) \) and \( \xi(G - u, x) \) in the two cases that \( d(u) = 0 \) or \( d(u) \geq 1 \), where \( u \) is a vertex of \( G \), and explain why Theorem 1.4 implies that \( \xi(G, x) > 0 \) holds for all non-complete graphs \( G \) and all \( x < 0 \).

**Lemma 1.** If \( u \) is an isolated vertex in \( G \), then

\[
\xi(G, x) = (-x)\xi(G - u, x) + \frac{(-1)^{n-1}(n-1)P(G - u, x)}{n - 1 - x}.
\]

(17)

**Proof.** As \( u \) is an isolated vertex, \( P(G, x) = xP(G - u, x) \). Thus

\[
P'(G, x) = P(G - u, x) + xP'(G - u, x).
\]

By (16),

\[
\xi(G, x) = (-1)^n xP(G - u, x) \sum_{i=0}^{n-1} \frac{1}{x - i} + (-1)^{n+1}(P(G - u, x) + xP'(G - u, x))
\]

\[
= (-x)\xi(G - u, x) + \frac{(-1)^{n}xP(G - u, x)}{x - n + 1} + (-1)^{n+1}P(G - u, x)
\]

\[
= (-x)\xi(G - u, x) + \frac{(-1)^{n-1}(n-1)P(G - u, x)}{n - 1 - x}.
\]

(18)

\[\square\]

Note that \( (-1)^{n-1}P(G - u, x) > 0 \) holds for all \( x < 0 \). Thus, if \( u \) is an isolated vertex of \( G \), then for any \( x < 0 \), by Lemma 1, \( \xi(G - u, x) > 0 \) implies that \( \xi(G, x) > 0 \). Also note that Lemma 1 can be extended to the case that \( u \) is any simplicial vertex of \( G \).

Now consider the case that \( u \) is a non-isolated vertex in \( G \). Assume that \( N(u) = \{u_1, u_2, \ldots, u_d\} \), where \( d \geq 1 \). For any \( i = 1, 2, \ldots, d - 1 \), let \( G_i \) denote the graph obtained from \( G - u \) by adding edges joining \( u_i \) to \( u_{i+1}, \ldots, u_d \). By applying the deletion-contraction formula for chromatic polynomials (see [2, 10]), it is not difficult to prove that

\[
P(G, x) = (x - 1)P(G - u, x) - \sum_{i=1}^{d-1} P(G_i, x).
\]

(19)

**Lemma 2.** Let \( G \) be a graph of order \( n \) and let \( u \) be a vertex of \( G \) with \( d(u) = d > 0 \). Then

\[
\xi(G, x) = (1 - x)\xi(G - u, x) + \sum_{i=1}^{d-1} \xi(G_i, x) + \frac{(-1)^{n} [(x - n + 1)P(G - u, x) - P(G, x)]}{n - x - 1},
\]

(20)

where \( G_1, \ldots, G_{d-1} \) are graphs defined above.
Proof. By (19), we have
\[ P'(G, x) = P(G - u, x) + (x - 1)P'(G - u, x) - \sum_{i=1}^{d-1} P'(G_i, x). \]

Thus
\[
\xi(G, x) = (-1)^n P(G, x) \sum_{i=0}^{n-1} \frac{1}{x - i} + (-1)^{n+1} P'(G, x)
\]
\[
+ (-1)^{n+1} \left[ P(G - u, x) + (x - 1)P'(G - u, x) - \sum_{i=1}^{d-1} P'(G_i, x) \right]
\]
\[
= (1 - x) \left[ (-1)^{n-1} P(G - u, x) \sum_{i=0}^{n-2} \frac{1}{x - i} + (-1)^n P'(G - u, x) \right]
\]
\[
+ \sum_{i=1}^{d-1} \left[ (-1)^{n-1} P(G_i, x) \sum_{i=0}^{n-2} \frac{1}{x - i} + (-1)^n P'(G_i, x) \right] + (-1)^{n+1} P(G - u, x)
\]
\[
+ (-1)^n \left[ \frac{(x - 1)P(G - u, x)}{x - (n - 1)} - \frac{1}{x - (n - 1)} \sum_{i=1}^{d-1} P(G_i, x) \right]
\]
\[
= (1 - x)\xi(G - u, x) + \sum_{i=1}^{d-1} \xi(G_i, x)
\]
\[
+ (-1)^{n} \frac{[(x - n + 1)P(G - u, x) - P(G, x)]}{x - (n - 1)}, \tag{21}
\]
where the last expression follows from (19) and the definitions of \( \xi(G - u, x) \) and \( \xi(G_i, x) \).

The result then follows. \( \square \)

It is known that \( \xi(G, x) > 0 \) holds for all non-complete graphs \( G \) of order at most 3 and all \( x < 0 \). To prove that \( \xi(G, x) > 0 \) holds for all non-complete graphs \( G \) of order larger than 3 and all \( x < 0 \), by Lemmas 1 and 2, it suffices to prove the following inequality for any non-complete graph \( G \) of order \( n \), some vertex \( u \) in \( G \) and all \( x < 0 \):
\[
(-1)^n ((x - n + 1)P(G - u, x) - P(G, x)) > 0. \tag{22}
\]

Note that the left-hand side of (22) vanishes when \( G \) is \( K_n \). Inequality (22) may also fail for some selections of vertex \( u \) in a non-regular graph. For example, it may fail when \( u \) is a vertex in the complete bipartite graph \( K_{p,q} \) with \( d(u) = q \), where \( p < q \). However, inequality (22) follows from the next inequality:
\[
(-1)^n (x - n + 1) \sum_{u \in V} P(G - u, x) + (-1)^{n+1} nP(G, x) > 0 \tag{23}
\]
for any non-complete graph $G = (V, E)$ of order $n$ and all $x < 0$.

By Proposition 3 and inequality (22), to prove Theorem 1.3, we can now just focus on proving inequality (23) (i.e., Theorem 1.4). The proof of Theorem 1.4 will be given in Section 5 based on the interpretations for the coefficients of chromatic polynomials established in Section 4.

4 Combinatorial interpretations for coefficients of $P(G, x)$

Let $G = (V, E)$ be any simple graph. In this section, we will construct combinatorial interpretations for the coefficients of $P(G, x)$ in terms of acyclic orientations. The result will be applied in the next section to prove inequality (23) (i.e., Theorem 1.4).

An orientation $D$ of $G$ is called acyclic if $D$ does not contain any directed cycle. Let $\alpha(G)$ be the number of acyclic orientations of a graph $G$. In [15], Stanley gave a nice combinatorial interpretation of $(-1)^n P(G, -1)$ for any positive integer $k$ in terms of acyclic orientations of $G$. In particular, he proved:

**Theorem 4.1** ([15]). For any graph $G$ of order $n$, $(-1)^n P(G, -1) = \alpha(G)$, i.e.,

\[
\sum_{i=1}^{n} a_i(G) = \alpha(G).
\]

In a digraph $D$, any vertex of $D$ with in-degree (resp. out-degree) zero is called a source (resp. sink) of $D$. It is well known that any acyclic digraph has at least one source and at least one sink. If $v$ is an isolated vertex of $G$, then $v$ is a source and also a sink in any orientation of $G$.

For any $v \in V$, let $\alpha(G, v)$ be the number of acyclic orientations of $G$ with $v$ as its unique source. Clearly $\alpha(G, v) = 0$ if and only if $G$ is not connected. In 1983, Greene and Zaslavsky[5] interpreted $a_1(G)$ by $\alpha(G, v)$.

**Theorem 4.2** ([5]). For any graph $G = (V, E)$, $a_1(G) = \alpha(G, v)$ holds for every $v \in V$.

This theorem was proved originally by using the theory of hyperplane arrangements. See [4] for three other nice proofs.

By Whitney’s Broken-cycle Theorem (i.e., Theorem 1.1), $a_i(G)$ equals the number of spanning subgraphs of $G$ with $i$ components and $n - i$ edges, containing no broken cycles of $G$. In particular, $a_1(G)$ is the number of spanning trees of $G$ containing no broken cycles of $G$. Now we have two different combinatorial interpretations for $a_1$. In the rest of this section, we will apply these two different combinatorial interpretations for $a_1$ to construct combinatorial interpretations for each $a_i(G)$, $1 \leq i \leq n$.  
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Let \( \mathcal{P}_i(V) \) be the set of partitions \( \{V_1, V_2, \ldots, V_i\} \) of \( V \) such that \( G[V_j] \) is connected for all \( j = 1, 2, \ldots, i \) and let \( \beta_i(G) \) be the number of pairs \( (P, F) \), where

(a) \( P = \{V_1, V_2, \ldots, V_i\} \in \mathcal{P}_i(V) \);

(b) \( F \) is a spanning forest of \( G \) with exactly \( i \) components \( T_1, T_2, \ldots, T_i \) and each \( T_j \) is a spanning tree of \( G[V_j] \) containing no broken cycles of \( G \).

For any subgraph \( H \) of \( G \), let \( \tilde{\tau}(H) \) be the number of spanning trees of \( H \) containing no broken cycles of \( G \). By Theorem 1.1, \( \tilde{\tau}(H) = a_1(H) \) holds and the next result follows.

**Theorem 4.3.** For any graph \( G \) and any \( 1 \leq i \leq n \),

\[
a_i(G) = \beta_i(G) = \sum_{\{V_1, \ldots, V_i\} \in \mathcal{P}_i(V)} \prod_{j=1}^{i} \tilde{\tau}(G[V_j]). \tag{24}
\]

Now let \( V = \{1, 2, \ldots, n\} \). For any \( i : 1 \leq i \leq n \) and any vertex \( v \in V \), let \( \Omega\mathcal{P}_{i,v}(V) \) be the family of ordered partitions \( \{V_1, V_2, \ldots, V_i\} \) of \( V \) such that

(a) \( \{V_1, V_2, \ldots, V_i\} \in \mathcal{P}_i(V) \), where \( v \in V_1 \);

(b) for \( j = 2, \ldots, i \), the minimum number in the set \( \bigcup_{j-s \leq i \leq s} V_s \) is within \( V_j \).

Clearly, for any \( v \in V \) and any \( \{V_1, V_2, \ldots, V_i\} \in \mathcal{P}_i(V) \), there is exactly one permutation \( (\pi_1, \pi_2, \ldots, \pi_i) \) of \( 1, 2, \ldots, i \) such that \( (V_{\pi_1}, V_{\pi_2}, \ldots, V_{\pi_i}) \in \Omega\mathcal{P}_{i,v}(V) \).

**Example 1.** If \( |V| = 8 \) and \( \{V_1, V_2, V_3, V_4\} \in \mathcal{P}_4(V) \), where \( V_1 = \{3\} \), \( V_2 = \{2, 5, 8\} \), \( V_3 = \{4, 7\} \) and \( V_4 = \{1, 6\} \), then \( (3, 4, 2, 1) \) is the only permutation of \( 1, 2, 3, 4 \) such that \( (V_3, V_4, V_2, V_1) \in \Omega\mathcal{P}_{4,7}(V) \).

By Theorem 4.2, \( \tilde{\tau}(G[V_j]) = \alpha(G[V_j], u) \) holds for any vertex \( u \) in \( G[V_j] \) and Theorem 4.3 is equivalent to the following result.

**Theorem 4.4.** For any \( v \in V \) and any \( 1 \leq i \leq n \),

\[
a_i(G) = \sum_{(V_1, \ldots, V_i) \in \Omega\mathcal{P}_{i,v}(V)} \alpha(G[V_1], v) \prod_{j=2}^{i} \alpha(G[V_j], m_j), \tag{25}
\]

where \( m_j \) is the minimum number in \( V_j \) for \( j = 2, \ldots, i \).

Note that the theorem above indicates that the right hand side of (25) is independent of the choice of \( v \). Thus, for any \( 1 \leq i \leq n \),

\[
na_i(G) = \sum_{v \in V} \sum_{(V_1, \ldots, V_i) \in \Omega\mathcal{P}_{i,v}(V)} \alpha(G[V_1], v) \prod_{j=2}^{i} \alpha(G[V_j], m_j). \tag{26}
\]
5 Proof of Theorem \[1.4\]

From the discussion in Section 3, Theorem \[1.4\] implies Theorem \[1.3\] In this section, we will prove Theorem \[1.4\] by showing that the term \(x^i\) in the expansion of the left-hand side of \[1.1\] is in the form \((-1)^i d_i x^i\) with \(d_i \geq 0\) for all \(i = 1, 2, \ldots, n\). Furthermore, \(d_i > 0\) holds for some \(i\) when \(G\) is not complete.

We first establish the following result.

Lemma 3. Let \(G = (V, E)\) be a non-complete simple graph of order \(n \geq 3\) and component number \(c\).

(i). If \(c = 1\) and \(G\) is not the \(n\)-cycle \(C_n\), then there exist non-adjacent vertices \(u_1, u_2\) of \(G\) such that \(G - \{u_1, u_2\}\) is connected.

(ii). If \(2 \leq c \leq n - 1\), then for any integer \(i\) with \(c \leq i \leq n - 1\), there exists a partition \(V_1, V_2, \ldots, V_i\) such that \(G[V_j]\) is connected for all \(j = 2, \ldots, i\) and \(G[V_1]\) has exactly two components one of which is an isolated vertex.

Proof. (i). As \(c = 1\), \(G\) is connected. As \(G\) is non-complete, the result is trivial when \(G\) is 3-connected.

If \(G\) is not 2-connected, choose vertices \(u_1\) and \(u_2\) from distinct blocks \(B_1\) and \(B_2\) of \(G\) such that both \(u_1\) and \(u_2\) are not cut-vertices of \(G\). Then \(u_1u_2 \notin E(G)\) and \(G - \{u_1, u_2\}\) is connected.

Now consider the case that \(G\) is 2-connected but not 3-connected. Since \(G\) is not \(C_n\), there exists a vertex \(w\) such that \(d(w) \geq 3\). If \(d(w) = n - 1\), then \(G - \{u_1, u_2\}\) is connected for any two non-adjacent vertices \(u_1\) and \(u_2\) in \(G\). If \(G - w\) is 2-connected and \(d(w) \leq n - 2\), then \(G - \{w, u\}\) is connected for any \(u \in V - N_G(w)\). If \(G - w\) is not 2-connected, then \(G - w\) contains two non-adjacent vertices \(u_1, u_2\) such that \(G - \{w, u_1, u_2\}\) is connected, implying that \(G - \{u_1, u_2\}\) is connected as \(d(w) \geq 3\).

(ii). Let \(G_1, G_2, \ldots, G_c\) be components of \(G\) with \(|V(G_1)| \geq |V(G_j)|\) for all \(j = 1, 2, \ldots, c\). As \(c \leq n - 1\), \(|V(G_1)| \geq 2\). Choose \(u \in V(G_1)\) such that \(G_1 - u\) is connected. Then \(V(G_2) \cup \{u\}, V(G_1) - \{u\}, V(G_3), \ldots, V(G_c)\) is a partition of \(V\) satisfying the condition in (ii) for \(i = c\).

It remains to show that whenever (ii) holds for \(i = k\), where \(c \leq k < n - 1\), it also holds for \(i = k + 1\). Assume that \(V\) has a partition \(V_1, V_2, \ldots, V_k\) satisfying the condition in (ii). Then \(G[V_1]\) has an isolated vertex \(u\) and \(G[V'_j]\) is connected, where \(V'_i = V_i - \{u\}\). Since \(k \leq n - 2\), either \(|V'_i| \geq 2\) or \(|V'_j| \geq 2\) for some \(j \geq 2\).
If \(|V'| \geq 2\), then \(V'\) has a partition \(V'_{1,1}, V'_{1,2}\) such that both \(G[V'_{1,1}]\) and \(G[V'_{1,2}]\) are connected, implying that \(V'_{1,1} \cup \{u\}, V'_{1,2}, V_2, V_3, \ldots, V_k\) is a partition of \(V\) satisfying the condition in (ii) for \(i = k + 1\).

Similarly, if \(|V_j| \geq 2\) for some \(j \geq 2\) (say \(j = 2\)), then \(V_2\) has a partition \(V_{2,1}, V_{2,2}\) such that both \(G[V_{2,1}]\) and \(G[V_{2,2}]\) are connected, implying that \(V_1, V_{2,1}, V_{2,2}, V_3, \ldots, V_k\) is a partition of \(V\) satisfying the condition in (ii) for \(i = k + 1\).

\[\square\]

For any simple graph \(G = (V, E)\) of order \(n\), write

\[(-1)^n \left( x - n + 1 \right) \sum_{u \in V(G)} P(G - u, x) - nP(G, x) = \sum_{i=1}^{n} (-1)^i d_i x^i. \tag{27}\]

By comparing coefficients, it can be shown that

\[d_i = \sum_{u \in V(G)} [a_{i-1}(G-u) + (n-1)a_i(G-u)] - na_i(G), \quad \forall i = 1, 2, \ldots, n. \tag{28}\]

It is obvious that when \(G\) is the complete graph \(K_n\), the left-hand side of (27) vanishes and thus \(d_i = 0\) for all \(i = 1, 2, \ldots, n\). Now we consider the case that \(G\) is not complete.

**Proposition 4.** Let \(G = (V, E)\) be a non-complete graph of order \(n\) and component number \(c\). Then \(d_i \geq 0\) holds for any \(i = 1, 2, \ldots, n\), where the equality holds if and only if one of the following cases happens:

(i). \(i = n\);

(ii). \(1 \leq i \leq c - 2\);

(iii). \(i = c - 1\) and \(G\) does not have isolated vertices;

(iv). \(i = c = 1\) and \(G\) is \(C_n\).

**Proof.** We first show that \(d_i = 0\) in any one of the four cases above.

By (28), \(d_n = \sum_{u \in V} [1 + (n-1) \cdot 0] - n \cdot 1 = 0\).

It is known that for \(1 \leq i \leq n\), \(a_i(G) = 0\) if and only if \(i < c\) (see [2][10][11]). Similarly, \(a_i(G-u) = 0\) for all \(i\) with \(1 \leq i < c - 1\) and all \(u \in V\), and \(a_{c-1}(G-u) = 0\) if \(u\) is not an isolated vertex of \(G\). By (28), \(d_i = 0\) for all \(i\) with \(1 \leq i \leq c - 2\), and \(d_{c-1} = 0\) when \(G\) does not have isolated vertices.

If \(G\) is \(C_n\), then \(a_1(G) = n - 1\), \(a_0(G-u) = 0\) and \(a_1(G-u) = 1\) for each \(u \in V\), implying that \(d_1 = 0\) by (28).

In the following, we will show that \(d_i > 0\) when \(i\) does not belong to any one of the four cases.
If $G$ has isolated vertices, then $a_{c-1}(G - u) > 0$ for any isolated vertex $u$ of $G$ and

$$\sum_{u \in V} a_{c-1}(G - u) = \sum_{u \in V \text{ isolated}} a_{c-1}(G - u) > 0.$$ 

As $a_{c-1}(G) = 0$, by [25], we have $d_{c-1} > 0$ in this case. Now it remains to show that $d_i > 0$ holds for all $i$ with $c \leq i \leq n - 1$, except that $i = c = 1$ and $G$ is $C_n$.

For any $v \in V$, let $\mathcal{OP}'_{i,v}(V)$ be the set of ordered partitions $(V_1, \ldots, V_i) \in \mathcal{OP}_{i,v}(V)$ with $V_1 = \{v\}$. As $\alpha(G[V_1], v) = 1$, for any $i$ with $c \leq i \leq n$, by Theorem 4.4,

$$a_{i-1}(G - v) = \sum_{(V_1, \ldots, V_i) \in \mathcal{OP}'_{i,v}(V)} \alpha(G[V_1], v) \prod_{j=2}^{i} \alpha(G[V_j], m_j),$$

(29)

where $m_j$ is the minimum number in $V_j$ for all $j = 2, \ldots, i$.

Let $s$ and $v$ be distinct members in $V$. For any $V_1 \subseteq V - \{s\}$ with $v \in V_1$, let $\alpha(G[V_1 \cup \{s\}], v, s)$ be the number of those acyclic orientations of $G[V_1 \cup \{s\}]$ with $v$ as the unique source and $s$ as one sink. Then $\alpha(G[V_1 \cup \{s\}], v, s) \leq \alpha(G[V_1], v)$ holds, where the inequality is strict if and only if $G[V_1]$ is connected but $G[V_1 \cup \{s\}]$ is not. Observe that

$$a_i(G - s) = \sum_{(V_1, \ldots, V_i) \in \mathcal{OP}_{i,v}(V - \{s\})} \alpha(G[V_1], v) \prod_{j=2}^{i} \alpha(G[V_j], m_j)$$

$$\geq \sum_{(V_1, \ldots, V_i) \in \mathcal{OP}_{i,v}(V - \{s\})} \alpha(G[V_1 \cup \{s\}], v, s) \prod_{j=2}^{i} \alpha(G[V_j], m_j)$$

(30)

$$= \sum_{(V_1', \ldots, V_i') \in \mathcal{OP}_{i,v,s}(V)} \alpha(G[V_1'], v, s) \prod_{j=2}^{i} \alpha(G[V_j'], m_j),$$

(31)

where $\mathcal{OP}_{i,v,s}(V)$ is the set of ordered partitions $(V_1', \ldots, V_i') \in \mathcal{OP}_{i,v}(V)$ with $s, v \in V_1'$. By the explanation above, inequality (30) is strict whenever $V - \{s\}$ has a partition $V_1, V_2, \ldots, V_i$ with $v \in V_1$ such that each $G[V_j]$ is connected for all $j = 1, 2, \ldots, i$ but $G[V_1 \cup \{s\}]$ is not connected.

By (28), we have

$$na_i(G) = \sum_{v \in V} \sum_{(V_1, \ldots, V_i) \in \mathcal{OP}_{i,v}(V)} \alpha(G[V_1], v) \prod_{j=2}^{i} \alpha(G[V_j], m_j)$$

$$= \sum_{v \in V \{V_1, \ldots, V_i\} \in \mathcal{OP}'_{i,v}(V)} \alpha(G[V_1], v) \prod_{j=2}^{i} \alpha(G[V_j], m_j)$$

$$+ \sum_{v \in V \{V_1, \ldots, V_i\} \in \mathcal{OP}'_{i,v}(V - \{v\}) \mathcal{OP}_{i,v}(V)} \alpha(G[V_1], v) \prod_{j=2}^{i} \alpha(G[V_j], m_j).$$

(32)
By (29),
\[ \sum_{v \in V} \sum_{(V_1, \ldots, V_i) \in \mathcal{OP}_{i,v}(V)} \alpha(G[V_1], v) \prod_{j=2}^{i} \alpha(G[V_j], m_j) = \sum_{v \in V} a_{i-1}(G - v), \] (33)
and by (31),
\[ \sum_{v \in V} \sum_{(V_1, \ldots, V_i) \in \mathcal{OP}_{i,v}(V)} \alpha(G[V_1], v) \prod_{j=2}^{i} \alpha(G[V_j], m_j) \]
\[ \leq \sum_{v \in V} \sum_{s \in V - \{v\}} \sum_{(V_1, \ldots, V_i) \in \mathcal{OP}_{i,v,s}(V)} \alpha(G[V_1], v, s) \prod_{j=2}^{i} \alpha(G[V_j], m_j) \] (34)
\[ \leq \sum_{v \in V} \sum_{s \in V - \{v\}} a_i(G - s) \] (35)
\[ = (n - 1) \sum_{v \in V} a_i(G - v), \] (36)
where inequality (34) is strict if there exists \((V_1, \ldots, V_i) \in \mathcal{OP}_{i,v}(V)\) for some \(v \in V\) such that \(G[V_j]\) is connected for all \(j = 1, \ldots, i\) and \(G[V_1]\) has acyclic orientations with \(v\) as the unique source but with at least two sinks, and by (30) and (31), inequality (35) is strict if \(V\) can be partitioned into \(V_1, \ldots, V_i\) such that \(G[V_j]\) is connected for all \(j = 2, \ldots, i\) but \(G[V_1]\) has exactly two components, one of which is an isolated vertex in \(G[V_1]\).

As \(G\) is not complete, by Lemma 3 and the above explanation, the inequality of (36) is strict for all \(i\) with \(c \leq i \leq n - 1\), except that \(i = c = 1\) and \(G\) is \(C_n\). Then, by (22), (33) and (36), we conclude that
\[ d_i = \sum_{v \in V} [a_{i-1}(G - u) + (n - 1)a_i(G - u)] - na_i(G) > 0, \quad \forall c \leq i \leq n - 1, \] (37)
except that \(i = c = 1\) and \(G\) is \(C_n\). Hence the proof is complete.

Now everything is ready for proving Theorems 1.4 and 1.3.

**Proof of Theorem 1.4** Let \(G\) be a non-complete graph of order \(n\). Recall (27) that
\[ (-1)^n \left[ (x - n + 1) \sum_{u \in V(G)} P(G - u, x) - nP(G, x) \right] = \sum_{i=1}^{n} (-1)^i d_i x^i. \]
By Proposition 4 we know that \(d_i \geq 0\) for all \(i\) with \(1 \leq i \leq n\) and \(d_{n-1} > 0\). Thus \(\sum_{i=1}^{n} (-1)^i d_i x^i > 0\) holds for all \(x < 0\), which completes the proof of Theorem 1.4.

**Proof of Theorem 1.3** By the discussion in Section 3, Theorem 1.4 implies \(\xi(G, x) > 0\) holds for all non-complete graphs \(G\) and all \(x < 0\). By Proposition 5, Theorem 1.3 holds.
We end this section with the following remarks.

Remarks:

(i). Theorem 1.3 implies that for any non-complete graph $G$ of order $n$, $\frac{P(G,x)}{P(K_n,x)}$ is strictly decreasing when $x < 0$.

(ii). Let $G$ be a non-complete graph of order $n$ and $P(G,x) = \sum_{i=1}^{n} (-1)^{n-i}a_i x^i$. Then $\epsilon(G) < \epsilon(K_n)$ implies that

\[
\frac{a_1 + 2a_2 + \cdots + na_n}{a_1 + a_2 + \cdots + a_n} > 1 + \frac{1}{2} + \cdots + \frac{1}{n}.
\]

(iii). When $x = -1$, Theorem 1.4 implies that for any graph $G$ of order $n$,

\[
(-1)^{n-1} \sum_{u \in V} P(G - u, -1) \geq (-1)^{n} P(G, -1),
\]

where the inequality holds if and only if $G$ is complete. By Stanley’s interpretation on $(-1)^{n} P(G, -1)$ in [15], the above inequality implies that for any graph $G = (V, E)$, the number of acyclic orientations of $G$ is at most the total number of acyclic orientations of $G - u$ for all $u \in V$, where the equality holds if and only if $G$ is complete.

Acknowledgements

This article is partially supported by NTU AcRf Project (RP 3/16 DFM) of Singapore and NSFC (No. 11701401 and No. 11601379).

References

[1] G.A. Dirac, On rigid circuit graphs, *Abh. Math. Sem. Univ. Hamburg* **38** (1961), 71–76.

[2] F.M. Dong, K.M. Koh and K.L. Teo, Chromatic Polynomials and Chromaticity of Graphs, World Scientific, Singapore, 2005.

[3] D.R. Fulkerson and O.A. Gross, Incidence matrices and interval graphs, *Pacific J. Math.* **15** (1965), 835–855.

[4] D.D. Gebhard and B.E. Sagan, Sinks in acyclic orientations of graphs, *J. Combin. Theory Ser. B* **80** (2000), 130–146.
[5] C. Greene and T. Zaslavsky, On the interpretation of Whitney numbers through arrangements of hyperplanes, zonotopes, non-Radon partitions, and orientations of graphs, Trans. Amer. Math. Soc. 280 (1983), 97–126.

[6] B. Jackson, A zero-free interval for chromatic polynomials of graphs, Combin. Probab. Comput. 2 (1993), 325–336.

[7] B. Jackson, Chromatic polynomials, L.W. Beineke, R.J. Wilson (Eds.), Topics in Chromatic Graph Theory, vol. 156, Cambridge University Press, 2015, pp. 56–72.

[8] P.H. Lundow and K. Markström, Broken-Cycle-Free Subgraphs and the Log-Concavity Conjecture for Chromatic Polynomials, Experiment. Math. 15 (2006), 243–253.

[9] J. Oxley and D. Welsh, Chromatic, flow and reliability polynomials: the complexity of their coefficients, Combin. Probab. Comput. 11 (2002), 403–426.

[10] R.C. Read, An introduction to chromatic polynomials, J. Combin. Theory 4 (1968), 52–71.

[11] R.C. Read and W.T. Tutte, Chromatic polynomials, in Selected Topics in Graph Theory 3, Academic Press, 1988, 15–42.

[12] G. Royle, Recent results on chromatic and flow roots of graphs and matroids, in: Surveys in combinatorics, London Math. Soc. Lecture Note Ser., vol. 365, Cambridge Univ. Press, Cambridge, 2009, pp. 289–327.

[13] A.D. Sokal, Bounds on the complex zeros of (di)chromatic polynomials and Potts-model partition functions, Combin. Probab. Comput. 10 (2001), 41–77.

[14] A.D. Sokal, Chromatic roots are dense in the whole complex plane, Combin. Probab. Comput. 13 (2004), 221–261.

[15] R.P. Stanley, Acyclic orientations of graphs, Discrete Math. 5 (1973), 171–178.

[16] C. Thomassen, The zero-free intervals for chromatic polynomials of graphs, Combin. Probab. Comput. 6 (1997), 497–506.

[17] C. Thomassen, Chromatic roots and Hamiltonian paths, J. Combin. Theory Ser. B 80 (2000), 218–224.
[18] I. Tomescu, Chromatic coefficients of linear uniform hypergraphs, *J. Combin. Theory Ser. B* **72** (1998), 229–235.

[19] H. Whitney, A logical expansion in mathematics, *Bull. Amer. Math. Soc.* **38** (1932), 572–579.

(F. Dong and E. Tay) Mathematics and Mathematics Education, National Institute of Education, Nanyang Technological University, Singapore. Email (Tay): engguan.tay@nie.edu.sg.

(J. Ge) Department of Mathematics, Sichuan Normal University, Chengdu, P. R. China. Email: mathsgejun@163.com.

(H. Gong) Department of Fundamental Courses, Zhejiang Industry Polytechnic College, Shaoxing, P. R. China. Email: helingong@126.com.

(B. Ning) Center for Applied Mathematics, Tianjin University, Tianjin, P. R. China. Email: bo.ning@tju.edu.cn.

(Z. Ouyang) Department of Mathematics, Hunan First Normal University, Changsha, P. R. China. Email: oymath@163.com.