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Abstract. We study a Dirichlet-type boundary value problem for a pseudodifferential equation driven by the fractional Laplacian, proving the existence of three nonzero solutions. When the reaction term is sublinear at infinity, we apply the second deformation theorem and spectral theory. When the reaction term is superlinear at infinity, we apply the mountain pass theorem and Morse theory.
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1. Introduction

The present paper deals with the following Dirichlet-type boundary value problem for a nonlinear equation driven by the fractional Laplacian:

\begin{align}
\left\{ \begin{array}{ll}
(-\Delta)^s u = f(x,u) & \text{in } \Omega \\
u = 0 & \text{in } \Omega^c,
\end{array} \right.
\end{align}

where $\Omega \subseteq \mathbb{R}^N$ ($N > 1$) is a bounded domain with a $C^2$ boundary, $\Omega^c = \mathbb{R}^N \setminus \Omega$, $s \in (0,1)$, and $f : \Omega \times \mathbb{R} \to \mathbb{R}$ is a Carathéodory function. The fractional Laplacian operator is defined for any sufficiently smooth function $u : \mathbb{R}^N \to \mathbb{R}$ and all $x \in \mathbb{R}$ by

\begin{align}
(-\Delta)^s u(x) = C_{N,s} \lim_{\varepsilon \to 0^+} \int_{\mathbb{R}^N \setminus B_\varepsilon(x)} \frac{u(x) - u(y)}{|x-y|^{N+2s}} \, dy,
\end{align}

where $C_{N,s} > 0$ is a suitable normalization constant. Throughout the paper we will always assume $C_{N,s} = 1$ (for a precise evaluation of $C_{N,s}$, consistent with alternative definitions of the fractional Laplacian, see [10, Remark 3.11]).

Fractional operators have gained increasing popularity in recent years. This is due both to the intrinsic mathematical interest of such subject, and to the various applications that they allow. Indeed, nonlocal pseudodifferential operators such as $(-\Delta)^s$ are naturally involved in continuum mechanics, population dynamics, game theory and other phenomena, as the infinitesimal generators of Lévy-type stochastical processes (see [12]).

Roughly speaking, the outstanding feature of operators like $(-\Delta)^s$ is nonlocality, i.e., the dependence of $(-\Delta)^s u(x)$ on the values of $u(y)$ not only for $y$ conveniently near to $x$, but but for all $y \in \mathbb{R}^N$. While such nonlocality makes our operator particularly suitable to describe phenomena allowing 'jumps', it makes things delicate in dealing with regularity, sign, and other typically local attributes of solutions. This is one reason why the study of nonlinear equations involving $(-\Delta)^s$ (or closely related operators) started with the case when the domain is $\mathbb{R}^N$, providing existence of solutions, regularity, a priori bounds and maximum principles (see [10,11], and [3] for some existence results). The natural functional setting for such study is provided by fractional Sobolev spaces (see [16]).

On the other hand, nonlocality obviously produces some difficulties in finding an analogous to Dirichlet-type boundary conditions on bounded domains. The standard formulation of the Dirichlet problem for fractional equations in a bounded domain $\Omega$ was set in the series of papers [34–36], simply by requiring that the solution $u$ vanishes a.e. outside $\Omega$. Our problem (1.1) follows such
standard. While interior regularity of solutions of (1.1) can be handled just as in the unbounded case, boundary regularity and behaviour of solutions (e.g. the Hopf property) came forth as a serious difficulty, which was mostly overcome by means of weighted Hölder-type function spaces (see [5, 21, 23, 33]).

Once provided with the appropriate functional formulation, problem (1.1) becomes variational, in the sense that its weak solutions can be detected as critical points of a $C^1$ energy functional $\varphi$, defined on a fractional Sobolev space. So, we can prove existence and multiplicity of such solutions by applying to $\varphi$ several abstract results of critical point theory, such as minimax principles (see [32]) and Morse theory (see [13]). Some results of this type can be found, for instance, in [6, 14, 17, 25, 27, 29, 38].

In the present paper, we will employ much of the research accomplished so far in order to prove the existence of three nonzero solutions for problem (1.1) (one positive, one negative, and the third with indefinite sign), when $f(x, \cdot)$ has a subcritical growth and satisfies convenient conditions at zero and at infinity. Precisely, we will consider two cases:

(a) if $f(x, \cdot)$ is sublinear at infinity, and at most linear at zero, then we apply the second deformation theorem and some spectral properties of $(-\Delta)^s$ (namely, a characterization of the second eigenvalue which, for the local case, goes back to [15]);

(b) if $f(x, \cdot)$ is superlinear at infinity, and satisfies a mild version of the Ambrosetti-Rabinowitz condition, then we apply the mountain pass theorem and the Poincaré-Hopf identity based on the computation of critical groups (thus proving a nonlocal analogous of the result of [37]).

In both cases, truncations of the energy functional $\varphi$ will be an essential tool, so we will make use of a topological result established in [23], which relates local minimizers of the truncated and uncut functionals, respectively.

Our work strongly relies on the joint application of mutually independent results, and we decided to privilege simplicity rather than generality. One possible generalization of our results is towards linear, nonlocal operators of the type

$$L_K u(x) = \lim_{\varepsilon \to 0^+} \int_{\mathbb{R}^N \setminus B_\varepsilon(x)} \frac{u(x) - u(y)}{K(x, y)} \, dy,$$

where $K : \mathbb{R}^N \times \mathbb{R}^N \to \mathbb{R}_+$ is a weight function exhibiting an asymptotic behaviour similar to that of the standard weight $|x - y|^{N+2s}$ (see [34]). Another possible extension may deal with the fractional $p$-Laplacian, namely the nonlinear, nonlocal operator defined by

$$(-\Delta)^s_p u(x) = 2 \lim_{\varepsilon \to 0^+} \int_{\mathbb{R}^N \setminus B_\varepsilon(x)} \frac{|u(x) - u(y)|^{p-2}(u(x) - u(y))}{|x - y|^{N+2s}} \, dy,$$

where $p \in (1, \infty)$. Some existence and multiplicity results for fractional $p$-Laplacian problems, obtained through critical point theory and Morse theory, can be found in [22]. Nevertheless, the methods used in the present paper cannot be easily extended to $(-\Delta)^s_p$ due to the lack of a complete boundary regularity theory like that developed in [33] for $(-\Delta)^s$ (some results in this direction are proved in [24]).

The paper has the following structure: in Section 2 we recall the variational formulation of our problem and some basic properties of solutions, together with some results from critical point theory; in Section 3 we prove our multiplicity result for the sublinear case; and in Section 4 we deal with the superlinear case.

## 2. Preliminary results

In this section we recall some results that will be used in our arguments.

### 2.1. Variational formulation and some properties of problem (1.1)

For all measurable function $u : \mathbb{R}^N \to \mathbb{R}$ we set

$$[u]_{s,p}^2 = \iint_{\mathbb{R}^N \times \mathbb{R}^N} \frac{(u(x) - u(y))^2}{|x - y|^{N+2s}} \, dx \, dy,$$
then we define the fractional Sobolev space
\[ H^s(\mathbb{R}^N) = \{ u \in L^2(\mathbb{R}^N) : |u|_{s,2} < \infty \} \]
(see [16]). We restrict ourselves to the subspace
\[ H^s_0(\Omega) = \{ u \in H^s(\mathbb{R}^N) : u(x) = 0 \text{ for a.e. } x \in \Omega^c \}, \]
which is a separable Hilbert space under the norm \( |u| = |u|_{s,2} \) (see [34]). We denote by \( H^{-s}(\Omega) \) the topological dual of \( H^s_0(\Omega) \) and by \( \langle \cdot, \cdot \rangle \) the scalar product of \( H^s_0(\Omega) \) (or the duality pairing between \( H^{-s}(\Omega) \) and \( H^s_0(\Omega) \)). In this connection we mention the following useful inequality, holding for all \( u \in H^s_0(\Omega) \):
\[
\int_{\mathbb{R}^N \times \mathbb{R}^N} \frac{(u(x) - u(y))(u^-(x) - u^-(y))}{|x - y|^{N + 2s}} \, dx \, dy \leq -\|u^-\|^2,
\]
where \( u^- \) stands for the negative part of \( u \) (see [23]). The critical exponent is defined as \( 2^*_s = \frac{2N}{N - 2s} \), and the embedding \( H^s_0(\Omega) \rightarrow L^p(\Omega) \) is continuous and compact for all \( p \in [1, 2^*_s) \) (see [16, Lemma 8]). Moreover, we introduce the positive order cone
\[ H^s_0(\Omega)_+ = \{ u \in H^s_0(\Omega) : u(x) \geq 0 \text{ for a.e. } x \in \Omega \}, \]
which has an empty interior with respect to the \( H^s_0(\Omega) \)-topology. The space \( H^s_0(\Omega) \) provides the natural framework for the study of problem (1.1):

**Definition 2.1.** A function \( u \in H^s_0(\Omega) \) is a (weak) solution of (1.1) if for all \( v \in H^s_0(\Omega) \)
\[ \int_{\mathbb{R}^N \times \mathbb{R}^N} \frac{(u(x) - u(y))(v(x) - v(y))}{|x - y|^{N + 2s}} \, dx \, dy = \int_{\Omega} f(x, u)v \, dx. \]

In all the forthcoming results we will assume the following hypothesis on the nonlinearity \( f \):
\[ H_0 \ f : \Omega \times \mathbb{R} \rightarrow \mathbb{R} \text{ is a Carathéodory mapping, satisfying} \]
\[ |f(x,t)| \leq a_0(1 + |t|^{p-1}) \text{ for a.e. } x \in \Omega \text{ and all } t \in \mathbb{R} \ (a_0 > 0, p \in (1, 2^*_s)). \]

Under such assumption, we are able to extend to problem (1.1) some basic results holding for elliptic boundary value problems, starting with a simple \emph{a priori} bound:

**Proposition 2.2.** [23, Theorem 3.2] Let \( H_0 \) hold. Then there exists a continuous, nondecreasing function \( M : \mathbb{R}_+ \rightarrow \mathbb{R}_+ \) s.t. for all \( u \in H^s_0(\Omega) \) weak solution of (1.1) one has \( u \in L^\infty(\Omega) \) and
\[ |u|_\infty \leq M(|u|_{2^*_s}). \]

While solutions of fractional equations exhibit good interior regularity properties, they may have a singular behaviour on the boundary. So, instead of the usual space \( C^1(\overline{\Omega}) \), they are better embedded in the following weighted Hölder-type spaces. Set \( \delta(x) = \text{dist}(x, \Omega^c) \) for all \( x \in \mathbb{R}^N \) and define
\[ C^0_\delta(\overline{\Omega}) = \left\{ u \in C^0(\overline{\Omega}) : \frac{u}{\delta^s} \in C^0(\overline{\Omega}) \right\}, \]
\[ C^\alpha_\delta(\overline{\Omega}) = \left\{ u \in C^0(\overline{\Omega}) : \frac{u}{\delta^s} \in C^\alpha(\overline{\Omega}) \right\} \text{ (} \alpha \in (0,1) \text{)}, \]
edowed with the norms
\[ |u|_{0,\delta} = \left| \frac{u}{\delta^s} \right|_{\infty}, \text{ } |u|_{\alpha,\delta} = |u|_{0,\delta} + \sup_{x \neq y} \frac{|u(x)/\delta^s(x) - u(y)/\delta^s(y)|}{|x - y|^{\alpha}}, \]
respectively. For all \( 0 \leq \alpha < \beta < 1 \) the embedding \( C^\beta_\delta(\overline{\Omega}) \hookrightarrow C^\alpha_\delta(\overline{\Omega}) \) is continuous and compact. In this case, the positive cone \( C^0_\delta(\overline{\Omega})_+ \) has a nonempty interior given by
\[
\text{int} (C^0_\delta(\overline{\Omega})_+) = \left\{ u \in C^0_\delta(\overline{\Omega}) : \frac{u(x)}{\delta^s(x)} > 0 \text{ for all } x \in \overline{\Omega} \right\}. 
\]

From Proposition 2.2 and [33, Theorem 1.2] we have the following global regularity result:
Proposition 2.3. Let $H_0$ hold. Then there exist $\alpha \in (0, \min\{s, 1 - s\})$ and $C > 0$ s.t. for all $u \in H^s_0(\Omega)$ weak solution of (1.1) one has $u \in C^\alpha(\bar{\Omega})$ and
\[ \|u\|_{\alpha, \delta} \leq C(1 + \|u\|_{2^*}). \]

We turn now to sign properties of solutions of (1.1). We begin with a weak maximum principle:

Proposition 2.4. [23, Theorem 2.4] Let $H_0$ hold and $f(x, t) \geq 0$ for a.e. $x \in \Omega$ and all $t \in \mathbb{R}$. If $u \in H^s_0(\Omega)$ is a solution of (1.1), then $u$ is lower semicontinuous and $u(x) \geq 0$ for all $x \in \Omega$.

Moreover, we have the following fractional Hopf lemma:

Proposition 2.5. [21, Lemma 1.2] Let $H_0$ hold and $f(x, t) \geq -ct$ for a.e. $x \in \Omega$ and all $t \in \mathbb{R}$ ($c > 0$). If $u \in H^s_0(\Omega)^+$ is a solution of (1.1), $u$ lower semicontinuous, then either $u(x) = 0$ for all $x \in \Omega$, or $u \in \text{int}(C^0_+)$.

Remark 2.6. In its original version from [21], the above Hopf lemma requires that $u$ satisfies $(-\Delta)^s u = f(x, u)$ pointwisely in $\Omega$, while we deal with weak solutions. In fact, any weak solution $u$ of (1.1) has a higher interior regularity than that displayed in Proposition 2.3, as $u \in C^{1,\beta}(\Omega)$ for any $\beta \in (\max\{0, 2s - 1\}, 2s)$ (see [33, Corollary 5.6]). Hence, also recalling that $u = 0$ in $\Omega^c$, one can see that the limit in (1.2) exists in $\mathbb{R}$ and the equation is satisfied pointwisely (see [24, Proposition 2.12]).

Now we introduce an energy functional for problem (1.1). Set for all $(x, t) \in \Omega \times \mathbb{R}$
\[ F(x, t) = \int_0^t f(x, \tau) d\tau, \]
and for all $u \in H^s_0(\Omega)$
\[ \varphi(u) = \frac{\|u\|^2}{2} - \int_\Omega F(x, u) dx. \]

By the continuous embedding $H^s_0(\Omega) \hookrightarrow L^p(\Omega)$ we have $\varphi \in C^1(H^s_0(\Omega))$, and for all $u, v \in H^s_0(\Omega)$
\[ \varphi'(u)(v) = \int_{\mathbb{R}^N \times \mathbb{R}^N} \frac{(u(x) - u(y))(v(x) - v(y))}{|x - y|^{N+2s}} \, dx dy - \int_\Omega f(x, u)v \, dx. \]

So, recalling Definition 2.1, $u$ is a solution of (1.1) iff $\varphi'(u) = 0$ in $H^{-s}(\Omega)$. Among critical points of $\varphi$, local minimizers play a preeminent role. We recall, in this connection, a useful topological result relating such minimizers in the $H^s_0(\Omega)$-topology and in $C^0_+(\bar{\Omega})$-topology, respectively (a fractional version of the classical result of [9]):

Proposition 2.7. [23, Theorem 1.1] Let $H_0$ hold, $\varphi$ be defined as above, and $u \in H^s_0(\Omega)$. Then, the following conditions are equivalent:

(i) There exists $r > 0$ s.t. $\varphi(u + v) \geq \varphi(u)$ for all $v \in H^s_0(\Omega)$, $\|v\| \leq r$;

(ii) There exists $\rho > 0$ s.t. $\varphi(u + v) \geq \varphi(u)$ for all $v \in H^s_0(\Omega) \cap C^0_+(\bar{\Omega})$, $\|v\|_{0, \delta} \leq \rho$.

In the proof of our result we will need some spectral properties of $(-\Delta)^s$. Let us consider the following eigenvalue problem:
\[ \begin{cases}
(-\Delta)^s u = \lambda u & \text{in } \Omega \\
u = 0 & \text{in } \Omega^c.
\end{cases} \]

Just as in the local case, we say that $\lambda > 0$ is an eigenvalue of $(-\Delta)^s$ if problem (2.4) has a nonzero solution $u \in H^s_0(\Omega)$, which is called a $\lambda$-eigenfunction. From the current literature we have rather complete information about the first two eigenvalues of $(-\Delta)^s$:

Proposition 2.8. The spectrum of $(-\Delta)^s$ consists of a nondecreasing sequence $0 < \lambda_1^s(\Omega) < \lambda_2^s(\Omega) < \ldots$ of positive numbers, in particular:
(i) [35, Proposition 9] \( \lambda^1_1(\Omega) \) is simple and the unique \( L^2(\Omega) \)-normalized eigenfunction is \( \hat{u}_1 \in \text{int}(C^0_\#(\Omega)_+) \) s.t. \( \|\hat{u}_1\|_2 = 1 \), moreover \( \lambda^1_1(\Omega) \) admits the variational characterization

\[
\lambda^1_1(\Omega) = \inf_{u \in H^1_0(\Omega) \setminus \{0\}} \frac{\|u\|^2}{\|u\|_2^2};
\]

(ii) [20, Proposition 2.8] \( \lambda^2_1(\Omega) \) is the smallest eigenvalue in \( (\lambda^1_1(\Omega), \infty) \), the \( \lambda^2_1(\Omega) \)-eigenfunctions are nodal, moreover \( \lambda^2_1(\Omega) \) admits the variational characterization

\[
\lambda^2_1(\Omega) = \inf_{\gamma} \max_{t \in [0, 1]} \|\gamma(t)\|^2,
\]

where

\[\Gamma_1 = \{ \gamma \in C([0, 1], H^p_0(\Omega)) : \gamma(0) = \hat{u}_1, \gamma(1) = -\hat{u}_1, \|\gamma(t)\|_2 = 1 \text{ for all } t \in [0, 1] \}.\]

Note that (ii) above is a fractional version of a classical result of [15], and that Proposition 2.8 holds as well for \( (-\Delta)^s \) (see [7,19]). For further information about the spectra of \( (-\Delta)^s \) and \( (-\Delta)^p \) see also [26,30,36].

2.2. Some recalls of critical point theory. Variational methods are based on abstract critical point theory, and the latter includes many results, depicting the rich topology that nonlinear and nonconvex functionals may exhibit. We recall here some well-known results which will be our major tools, mainly following [28] (see also [32]).

Let \( (X, \| \cdot \|) \) be a reflexive Banach space, \( (X^*, \| \cdot \|_*) \) its topological dual, and \( \varphi \in C^1(X) \) be a functional. By \( K(\varphi) \) we denote the set of all critical points of \( \varphi \), i.e., those points \( u \in X \) s.t. \( \varphi'(u) = 0 \) in \( X^* \), while for all \( c \in \mathbb{R} \) we set

\[ K_c(\varphi) = \{ u \in K(\varphi) : \varphi(u) = c \}, \]

besides we set

\[ \varphi = \{ u \in X : \varphi(u) \leq c \}. \]

Most results require the following Cerami compactness condition (a weaker version of the Palais-Smale condition):

\[ (C) \quad \text{Any sequence } (u_n) \text{ in } X, \text{ s.t. } (\varphi(u_n)) \text{ is bounded in } \mathbb{R} \text{ and } (1 + \|u_n\|)\varphi(u_n) \to 0 \text{ in } X^*, \text{ admits a (strongly) convergent subsequence.} \]

We recall a version of the mountain pass theorem (see [2,31] for the original result):

**Theorem 2.9.** [28, Theorem 5.40] Let \( \varphi \in C^1(X) \) satisfy \((C)\), \( u_0, u_1 \in X, r \in (0, \|u_1 - u_0\|) \) be s.t.

\[ \max\{\varphi(u_0), \varphi(u_1)\} < \eta_r := \inf_{\|u - u_0\| = r} \varphi(u), \]

moreover let

\[ \Gamma = \{ \gamma \in C([0, 1], X) : \gamma(0) = u_0, \gamma(1) = u_1 \}, \]

\[ c = \inf_{\gamma \in \Gamma} \max_{t \in [0, 1]} \varphi(\gamma(t)). \]

Then, \( c \geq \eta_r \) and \( K_c(\varphi) \neq \emptyset \).

We will also use the second deformation theorem:

**Theorem 2.10.** [28, Theorem 5.34] Let \( \varphi \in C^1(X) \) satisfy \((C)\), \( a < b \) be real numbers s.t. \( K_a(\varphi) = \emptyset \) for all \( c \in (a, b) \) and \( K_b(\varphi) \) is a finite set. Then, there exists a continuous deformation \( h : [0, 1] \times (\varphi^{-1} \setminus K_b(\varphi)) \to (\varphi^{-1} \setminus K_b(\varphi)) \) s.t.

(i) \( h(0, u) = u, h(1, u) \in \varphi^\circ \) for all \( u \in (\varphi^{-1} \setminus K_b(\varphi)) \);

(ii) \( h(t, u) = u \) for all \( (t, u) \in [0, 1] \times \varphi^\circ \);

(iii) \( t \mapsto \varphi(h(t, u)) \) is decreasing in \([0, 1]\) for all \( u \in (\varphi^{-1} \setminus K_b(\varphi)) \).
In particular, (i) - (ii) above mean that $\varphi^*$ is a strong deformation retract of $\varphi^+$ (see [28, Definition 5.33 (b)]).

We conclude this section by recalling some basic notions from Morse theory (see [4, 13] for details). Let $\varphi \in C^1(X)$ satisfy (C) and $u \in K_\varphi(c)$ ($c \in \mathbb{R}$) be an isolated critical point of $\varphi$, i.e., there exists a neighborhood $U \subset X$ of $u$ s.t. $K(\varphi) \cap U = \{u\}$. Then, for all integer $k \geq 0$ the $k$-th critical group of $\varphi$ at $u$ is defined as

$$C_k(\varphi, u) = H_k(\varphi^+ \cap U, \varphi^+ \cap U \setminus \{u\}),$$

where $H_k(\cdot, \cdot)$ is the $k$-th (singular) homology group of a topological pair (see [28, Definition 6.9]). All these groups are real linear spaces. Note that, by the excision property of homology groups, (2.5) is invariant with respect to $U$. In particular, if $u \in K(\varphi)$ is a strict local minimizer and an isolated critical point, then for all $k \geq 0$ we have

$$C_k(\varphi, u) = \delta_{k,0} \mathbb{R},$$

where $\delta_{k,h}$ is the Kronecker symbol (see [28, Example 6.45(a)]). Critical groups describe the homology of sublevel sets:

**Proposition 2.11.** [28, Lemma 6.55] Let $\varphi \in C^1(X)$ satisfy (C), $a < c < b$ be real numbers s.t. $c$ is the only critical value of $\varphi$ in $[a, b]$ and $K_\varphi(c)$ is a finite set. Then for all $k \in \mathbb{N}$

$$H_k(\varphi^+, \varphi^-) = \bigoplus_{u \in K_\varphi(c)} C_k(\varphi, u).$$

Now assume that

$$\inf_{u \in K(\varphi)} \varphi(u) =: \bar{c} > -\infty.$$

Then we can as well define the $k$-th critical group of $\varphi$ at infinity as

$$C_k(\varphi, \infty) = H_k(X, \varphi^+),$$

with $c < \bar{c}$ (this definition also is invariant with respect to $c$). Critical groups at critical points and at infinity are related by the Poincaré-Hopf formula (one of the Morse relations):

**Theorem 2.12.** [28, Remark 6.58] Let $\varphi \in C^1(X)$ satisfy (C), $a < b$ be real numbers s.t. the set

$$K^b_a(\varphi) = \{u \in K(\varphi) : a \leq \varphi(u) \leq b\}$$

is finite. Then,

$$\sum_{k=0}^{\infty} \sum_{u \in K^b_a(\varphi)} (-1)^k \dim (C_k(\varphi, u)) = \sum_{k=0}^{\infty} (-1)^k \dim (C_k(\varphi, \infty)).$$

**Notation.** Throughout the paper, $B_r(x)$ will denote the open ball of radius $r > 0$ centered at $x \in \mathbb{R}^N$, and $C > 0$ will be a constant whose value may change from line to line.

3. The sublinear case

In this section we prove the existence of three non-zero solutions of problem (1.1) when $f(x, \cdot)$ is sublinear at infinity, by means of the second deformation theorem and spectral theory. Precisely, we make on the nonlinearity $f$ the following assumptions:

**H1** $f : \Omega \times \mathbb{R} \to \mathbb{R}$ is a Carathéodory mapping, satisfying

(i) $|f(x, t)| \leq a_0(1 + |t|^{p-1})$ for a.e. $x \in \Omega$ and all $t \in \mathbb{R}$ ($a_0 > 0$, $p \in (2, 2^*_\Omega)$);

(ii) $f(x, t)t \geq 0$ for a.e. $x \in \Omega$ and all $t \in \mathbb{R}$;

(iii) $\limsup_{|t| \to \infty} \frac{F(x, t)}{t^2} \leq 0$ uniformly for a.e. $x \in \Omega$;

(iv) $\liminf_{t \to 0} \frac{F(x, t)}{t^2} \geq \beta$ uniformly for a.e. $x \in \Omega$ ($\beta > 0$).
Example 3.1. Let \( a \in L^\infty(\Omega) \) be a function s.t. \( a(x) \geq \beta > 0 \) for a.e. \( x \in \Omega \), and set for all \( (x,t) \in \Omega \times \mathbb{R} \)
\[
f(x,t) = a(x) \text{sign}(t) \ln(1 + |t|).
\]
Then, \( f \) satisfies hypotheses \( H_1 \).

Clearly, by hypothesis \( H_1 \ (ii) \) problem (1.1) always has the zero solution. First we prove that, for \( \beta > 0 \) big enough, (1.1) has two constant sign solutions:

**Proposition 3.2.** Let \( H_1 \) hold with \( \beta > \frac{\lambda_1(\Omega)}{2} \). Then (1.1) admits at least two non-zero solutions \( u_{\pm} \in \pm \text{int} (C^0_0(\Omega)_+) \).

**Proof.** We define \( \varphi \) as in (2.3). Besides we introduce two truncated energy functionals by setting for all \( u \in H^s_0(\Omega) \)
\[
\varphi_{\pm}(u) = \frac{\|u\|^2}{2} - \int_{\Omega} F_{\pm}(x,u) \, dx,
\]
where for all \( (x,t) \in \Omega \times \mathbb{R} \) we have set
\[
f_{\pm}(x,t) = f(x,t\pm), \quad F_{\pm}(x,t) = \int_0^t f_{\pm}(x,\tau) \, d\tau.
\]
We focus on the functional \( \varphi_{+} \). Clearly \( \varphi_{+} \in C^1(H^s_0(\Omega)) \). We prove now that \( \varphi_{+} \) is coercive in \( H^s_0(\Omega) \), i.e.,
\[
\lim_{\|u\| \to \infty} \varphi_{+}(u) = \infty.
\]
Indeed, by hypotheses \( H_1 \ (i), (iii) \), for all \( \varepsilon > 0 \) we can find \( C_\varepsilon > 0 \) s.t. for a.e. \( x \in \Omega \) and all \( t \in \mathbb{R} \)
\[
0 \leq F_{+}(x,t) \leq C_\varepsilon + \varepsilon t^2.
\]
By Proposition 2.8 (i) and (3.3), we have for all \( u \in H^s_0(\Omega) \)
\[
\varphi_{+}(u) \geq \frac{\|u\|^2}{2} - \int_{\Omega} (C_\varepsilon + \varepsilon u^2) \, dx
\geq \left( \frac{1}{2} - \frac{\varepsilon}{\lambda_1^s(\Omega)} \right) \|u\|^2 - C_\varepsilon |\Omega|.
\]
If we choose \( \varepsilon < \frac{\lambda_1^s(\Omega)}{2} \), the latter tends to \( \infty \) as \( \|u\| \to \infty \), so (3.2) follows. Moreover, \( \varphi_{+} \) is sequentially weakly lower semi-continuous in \( H^s_0(\Omega) \). Indeed, let \( u_n \to u \) in \( H^s_0(\Omega) \). Passing if necessary to a subsequence, we may assume \( u_n \to u \) in \( L^p(\Omega) \) and \( u_n(x) \to u(x) \) for a.e. \( x \in \Omega \), moreover there exists \( g \in L^p(\Omega) \) s.t. \( |u_n(x)| \leq g(x) \) for a.e. \( x \in \Omega \) and all \( n \in \mathbb{N} \) (see [8, Theorem 4.9]), hence
\[
\lim_n \int_{\Omega} F_{+}(x,u_n) \, dx = \int_{\Omega} F_{+}(x,u) \, dx.
\]
Besides, by convexity we have
\[
\liminf_n \frac{\|u_n\|^2}{2} \geq \frac{\|u\|^2}{2},
\]
so
\[
\liminf_n \varphi_{+}(u_n) \geq \varphi_{+}(u).
\]
Thus, there exists \( u_{+} \in H^s_0(\Omega) \) s.t.
\[
(3.4) \quad \varphi_{+}(u_{+}) = \inf_{u \in H^s_0(\Omega)} \varphi_{+}(u).
\]
In particular, \( u_{+} \in K(\varphi_{+}) \). By \( H_1 \ (ii) \) and Proposition 2.4 we have \( u_{+} \in H^s_0(\Omega)_+ \). It remains to prove that \( u_{+} \neq 0 \). Here we use our assumption on \( \beta \): let \( \beta' \in (0, \beta) \) be s.t. \( \beta' > \frac{\lambda_1^s(\Omega)}{2} \). By \( H_1 \)
we can find \( \sigma > 0 \) s.t. \( F_+(x, t) > \beta t^2 \) for a.e. \( x \in \Omega \) and all \( |t| \leq \sigma \). Let \( \hat{u}_1 \in \text{int} \left( C^0_\delta(\Omega)^+ \right) \) be defined as in Proposition 2.8 (i), then for \( \mu > 0 \) small enough we have \( \|\mu \hat{u}_1\|_\infty \leq \sigma \), hence

\[
\varphi_+(\mu \hat{u}_1) \leq \frac{\|\mu \hat{u}_1\|^2}{2} - \int_\Omega \beta'(\mu \hat{u}_1)^2 \, dx = \mu^2 \left( \frac{1}{2} - \frac{\beta'}{\lambda_1'(\Omega)} \right) \|\hat{u}_1\|^2 < 0.
\]

By (3.4) we have \( \varphi_+(u_+) < 0 \), hence \( u_+ \neq 0 \). By Proposition 2.5 we deduce \( u_+ \in \text{int} \left( C^0_\delta(\Omega)^+ \right) \). Noting that \( \varphi(u) = \varphi_+(u) \) for all \( u \geq 0 \), we see that \( u_+ \) is a local minimizer of \( \varphi \) in \( C^0_\delta(\Omega) \), hence by Proposition 2.7 a local minimizer of \( \varphi \) in \( H^s_0(\Omega) \). In particular \( u_+ \in K(\varphi) \), hence \( u_+ \) is a positive solution of (1.1).

Similarly, we find another local minimizer \( u_- \in -\text{int} \left( C^0_\delta(\Omega)^+ \right) \) of \( \varphi \), which turns out to be a negative solution of (1.1).

Now, taking \( \beta > 0 \) even bigger, we achieve a third non-zero solution:

**Theorem 3.3.** Let \( H_1 \) hold with \( \beta > \frac{\lambda_2^2(\Omega)}{2} \). Then (1.1) admits at least three non-zero solutions \( u_{\pm} \in \pm \text{int} \left( C^0_\delta(\Omega)^+ \right) \), \( \tilde{u} \in C^0_\delta(\Omega) \setminus \{0\} \).

**Proof.** First we note, arguing as in the proof of (3.2), that

\[
(3.5) \quad \lim_{\|u\| \to \infty} \varphi(u) = \infty.
\]

Now we prove that \( \varphi \) satisfies (C) (which in this case is equivalent to the Palais-Smale condition).

Let \( (u_n) \) be a sequence in \( H^s_0(\Omega) \), s.t. \( |\varphi(u_n)| \leq C \) for all \( n \in \mathbb{N} \) and \( (1 + \|u_n\|)|\varphi'(u_n)| \to 0 \) in \( H^{-s}(\Omega) \). By (3.5), \( (u_n) \) is bounded in \( H^s_0(\Omega) \). Hence, passing if necessary to a subsequence, we may assume \( u_n \to u \) in \( H^s_0(\Omega) \), \( u_n \to u \) in \( L^p(\Omega) \) and \( L^1(\Omega) \), and \( u_n(x) \to u(x) \) for a.e. \( x \in \Omega \), with some \( u \in H^s_0(\Omega) \). Moreover, by [8, Theorem 4.9] there exists \( g \in L^p(\Omega) \) s.t. \( |u_n(x)| \leq g(x) \) for all \( n \in \mathbb{N} \) and a.e. \( x \in \Omega \). Using such relations along with \( H_1 \) (i), we have for all \( n \in \mathbb{N} \)

\[
\|u_n - u\|^2 = \langle u_n, u_n - u \rangle - \langle u, u_n - u \rangle \leq \|\varphi'(u_n)\| \|u_n - u\| + \int_\Omega f(x, u_n)(u_n - u) \, dx - \langle u, u_n - u \rangle \leq \|\varphi'(u_n)\| \|u_n - u\| + a_0(1 + \|u_n\|^{p-1})\|u_n - u\| \|u_n - u\| - \langle u, u_n - u \rangle,
\]

and the latter tends to 0 as \( n \to \infty \). Thus, \( u_n \to u \) in \( H^s_0(\Omega) \).

By \( H_1 \) (ii) we have 0 \( \in K(\varphi) \), while from Proposition 3.2 we know that \( u_{\pm} \in K(\varphi) \setminus \{0\} \). We aim at proving existence of a further critical point \( \tilde{u} \in H^s_0(\Omega) \). We argue by contradiction, assuming

\[
(3.6) \quad K(\varphi) = \{0, u_+, u_-\}.
\]

It is not restrictive to assume that \( \varphi(u_+) \geq \varphi(u_-) \) and that \( u_+ \) is a strict local minimizer of \( \varphi \), so we can find \( r \in (0, \|u_+ - u_-\|] \) s.t. \( \varphi(u) > \varphi(u_+) \) for all \( u \in H^s_0(\Omega), 0 < \|u - u_+\| \leq r \). Moreover, we have

\[
(3.7) \quad \eta_r := \inf_{\|u - u_+\| = r} \varphi(u) > \varphi(u_+)
\]

Otherwise, we could find a sequence \( (u_n) \) in \( H^s_0(\Omega) \) s.t. \( \|u_n - u_+\| = r \) for all \( n \in \mathbb{N} \), \( \varphi(u_n) \to \varphi(u_+) \) and \( \varphi'(u_n) \to 0 \) in \( H^{-s}(\Omega) \) (see [28, Corollary 5.12]). Then, by (C) we would have \( u_n \to \tilde{u} \) in \( H^s_0(\Omega) \) for some \( \tilde{u} \in H^s_0(\Omega), \|\tilde{u} - u_+\| = r \), hence in turn \( \varphi(\tilde{u}) = \varphi(u_+) \), a contradiction.

Now set

\[
\Gamma = \{\gamma \in C([0, 1], H^s_0(\Omega)) : \gamma(0) = u_+, \gamma(1) = u_-\},
\]

\[
c = \inf_{\gamma \in \Gamma} \max_{t \in [0, 1]} \varphi(\gamma(t)).
\]
By Theorem 2.9 we have $c \geq \eta_r$ and there exists $\hat{u} \in K_{\eta}(\varphi)$. By (3.7) we have $\hat{u} \neq u_{\pm}$. So, (3.6) implies $\hat{u} = 0$, hence $c = 0$. To reach a contradiction, we will construct a path $\gamma \in \Gamma$ s.t.

$$
(3.8) \quad \max_{t \in [0,1]} \varphi(\gamma(t)) < 0,
$$

so that $c < 0$. Let $\beta' \in (0, \beta)$, $\theta > 0$ be s.t.

$$
(3.9) \quad \beta' > -\lambda_2^2(\Omega) + \theta \over 2.
$$

By $H$, (iv) there exists $\sigma > 0$ s.t. $F(x,t) > \beta't^2$ for a.e. $x \in \Omega$ and all $|t| \leq \sigma$. Besides, by Proposition 2.8 (ii) there exists $\gamma_1 \in \Gamma_1$ s.t.

$$
(3.10) \quad \max_{t \in [0,1]} |\gamma_1(t)|^2 < \lambda_2^2(\Omega) + \theta.
$$

Since $C_0^\infty(\Omega)$ is dense in $H_0^\infty(\Omega)$ (see [18, Theorem 2]), we can choose $\gamma_1(t) \in L^\infty(\Omega)$ for all $t \in [0,1]$ and $\gamma_1$ continuous with respect to the $L^\infty(\Omega)$-topology. So, by choosing $\varepsilon > 0$ small enough, we have $\|\gamma_1(t)\|_\infty \leq \sigma$ for all $t \in [0,1]$. Thus, by (3.10) and recalling that $\|\gamma_1(t)\|_2 = 1$, we have for all $t \in [0,1]$

$$
\varphi(\varepsilon \gamma_1(t)) \leq \varepsilon^2 \|\gamma_1(t)\|^2 - \beta' \varepsilon^2 \|\gamma_1(0)\|^2,
$$

and the latter is negative by (3.9). Then, $\varepsilon \gamma_1$ is a continuous path joining $\varepsilon \hat{u}_1$ and $-\varepsilon \hat{u}_1$ s.t.

$$
(3.11) \quad \max_{t \in [0,1]} \varphi(\varepsilon \gamma_1(t)) < 0.
$$

By $H$, (ii) and Proposition 2.4, it is easily seen that $K(\varphi_+) \subseteq K(\varphi)$. More precisely, by (3.6), we have $K(\varphi_+) = \{0, u_+\}$. Set $a = \varphi_+(u_+)$, $b = 0$, then $\varphi_+$ satisfies all assumptions of Theorem 2.10, so there exists a continuous deformation $h_+ : [0,1] \times (\varphi_+ \setminus \{0\}) \to (\varphi_+ \setminus \{0\})$ s.t.

$$
\begin{cases}
  h_+(t, u_+) = u_+ \text{ for all } t \in [0,1] \\
  h_+(1, u) = u_+ \text{ for all } u \in (\varphi_+ \setminus \{0\}) \\
  t \mapsto \varphi_+(h_+(t, u)) \text{ is decreasing for all } u \in (\varphi_+ \setminus \{0\}).
\end{cases}
$$

Set for all $t \in [0,1]$

$$
\gamma_+(t) = h_+(t, \varepsilon \hat{u}_1),
$$

then $\gamma_+ \in C([0,1], H_0^\infty(\Omega))$ is a path joining $\varepsilon \hat{u}_1$ and $u_+$, s.t. $\varphi_+(\gamma_+(t)) < 0$ for all $t \in [0,1]$. Noting that $\varphi(u) \leq \varphi_+(u)$ for all $u \in H_0^\infty(\Omega)$, we have

$$
(3.12) \quad \max_{t \in [0,1]} \varphi(\gamma_+(t)) < 0.
$$

Similarly, we construct a path $\gamma_- \in C([0,1], H_0^\infty(\Omega))$ joining $-\varepsilon \hat{u}_1$ and $u_-$, s.t.

$$
(3.13) \quad \max_{t \in [0,1]} \varphi(\gamma_-(t)) < 0.
$$

Concatenating $\gamma_+$, $\epsilon \gamma_1$, and $\gamma_-$ (with convenient changes of parameter) and considering (3.11) - (3.13), we construct a path $\gamma \in \Gamma$ satisfying (3.8), against (3.6) and the definition of the mountain pass level $c$.

So, we conclude that there exists a fourth critical point $\hat{u} \in K(\varphi) \setminus \{0, u_+, u_-\}$, which turns out to be a non-zero solution of (1.1), concluding the proof. \qed
4. The superlinear case

In this section we prove the existence of three non-zero solutions of problem (1.1) when \( f(x, \cdot) \) is superlinear at infinity. Following an idea first appeared in [37], we will apply the mountain pass theorem and Morse theory. Precisely, we make on the nonlinearity \( f \) the following assumptions:

- \( H_2 \) \( f: \Omega \times \mathbb{R} \to \mathbb{R} \) is a Carathéodory mapping, satisfying
  - (i) \( |f(x, t)| \leq a_0(1 + |t|^{p-1}) \) for a.e. \( x \in \Omega \) and all \( t \in \mathbb{R} \) \((a_0 > 0, p \in (2, 2^*_s))\);
  - (ii) \( f(x, t) t \leq 0 \) for a.e. \( x \in \Omega \) and all \( t \in [-\sigma, \sigma] \) \( (\sigma > 0)\);
  - (iii) \( f(x, t) t \geq -c_0 t^2 \) for a.e. \( x \in \Omega \) and all \( t \in \mathbb{R} \) \( (c_0 > 0)\);
  - (iv) \( \lim_{|t| \to \infty} \frac{F(x, t)}{t^2} = \infty \) uniformly for a.e. \( x \in \Omega \);
  - (v) \( \liminf_{|t| \to \infty} \frac{f(x, t)t - 2F(x, t)}{|t|^q} > 0 \) uniformly for a.e. \( x \in \Omega \) \( (q \in \left( \frac{(p-2)N}{2s}, 2^*_s \right))\).

Condition \( H_2 \) (v) is a mild version of the classical Ambrosetti-Rabinowitz condition (see [32]), and since \( p < 2^*_s \) we can always assume \( q < p \) in it.

**Example 4.1.** Let \( a, b \in L^{\infty}(\Omega) \) be s.t. \( a(x) \geq \alpha, b(x) \geq \beta \) for a.e. \( x \in \Omega \) \((\alpha, \beta > 0)\), and set for all \((x, t) \in \Omega \times \mathbb{R} \)

\[ f(x, t) = -a(x)t + b(x)|t|^{p-2}t. \]

Then, \( f \) satisfies hypotheses \( H_2 \) with convenient \( a_0, c_0 \), and \( \sigma \). This choice of \( f \) belongs in the class of concave-convex nonlinearities, whose study (in the classical case \( s = 1 \)) started with [1].

By hypothesis \( H_2 \) (ii), problem (1.1) admits the zero solution. We focus now on constant sign solutions:

**Proposition 4.2.** Let \( H_2 \) hold. Then (1.1) admits at least two non-zero solutions \( u_{+} \) \( \in \pm \text{int} \left( C_{\delta}^{0}(\overline{\Omega})_{+} \right) \).

**Proof.** We define \( \varphi, \varphi_{\pm} \) as in (2.3), (3.1). We focus mainly on \( \varphi_{+} \).

First we prove that \( \varphi_{+} \) satisfies (C). Let \((u_n)\) be a sequence in \( H_0^s(\Omega) \) s.t. \( |\varphi_{+}(u_n)| \leq C \) for all \( n \in \mathbb{N} \) and \((1 + \|u_n\|)\varphi_{+}(u_n) \to 0 \) in \( H^{-s}(\Omega) \). Then we have for all \( n \in \mathbb{N} \)

\[ -\|u_n\|^2 + \int_{\Omega} f_{+}(x, u_n)u_n \, dx \leq C, \]

\[ \|u_n\|^2 - 2\int_{\Omega} F_{+}(x, u_n) \, dx \leq C, \]

which imply

\[ \int_{\Omega} (f_{+}(x, u_n)u_n - 2F_{+}(x, u_n)) \, dx \leq C \]

Clearly \( H_2 \) (v) yields

\[ \lim_{t \to \infty} \frac{f_{+}(x, t)t - 2F_{+}(x, t)}{|t|^q} > 0 \]

uniformly for a.e. \( x \in \Omega \). So we can find \( \beta, M > 0 \) s.t. \( f_{+}(x, t)t - 2F_{+}(x, t) \geq \beta t^q \) for a.e. \( x \in \Omega \) and all \( t > M \). We claim that \((u_n)\) is bounded in \( L^q(\Omega) \). Indeed, for all \( n \in \mathbb{N} \) we have

\[ \|u_n\|^q_q = \|u_n^+\|^q_q + \|u_n^-\|^q_q. \]

By the previous inequality we have

\[ \beta \|u_n^+\|^q_q = \int_{\{0 < u_n \leq M\}} \beta u_n^q \, dx + \int_{\{u_n > M\}} \beta u_n^q \, dx \]

\[ \leq \beta M^q |\Omega| + \int_{\{u_n > M\}} (f_{+}(x, u_n)u_n - 2F_{+}(x, u_n)) \, dx \]

\[ \leq C + \int_{\Omega} (f_{+}(x, u_n)u_n - 2F_{+}(x, u_n)) \, dx, \]
and the latter is bounded by (4.1). Besides, using (2.1), we easily have
\[ \|u_n\|^2 \leq -\varphi'_+(u_n)(u_n^-) = \|\varphi'_+(u_n)\|_* \|u_n^-\|, \]
and the latter tends to 0 as \( n \to \infty \). By the continuous embedding \( H^s_0(\Omega) \hookrightarrow L^q(\Omega) \), this yields \( \|u_n\|_q \to 0 \) as \( n \to \infty \). So we deduce that \( \|u_n\|_q \) is bounded in \( \mathbb{R} \).

Using this fact, we want to show that \( (u_n) \) is bounded in \( H^s_0(\Omega) \) as well. Since \( q < p < 2^*_s \) in our assumptions, we can find \( \tau \in (0,1) \) s.t.
\[ \frac{1}{p} = \frac{1 - \tau}{q} + \frac{\tau}{2^*_s}. \]

By the interpolation inequality (see [8, p. 93]) and the continuous embedding \( H^s_0(\Omega) \hookrightarrow L^{2^*_s}(\Omega) \), we have for all \( n \in \mathbb{N} \)
\[ \|u_n\|_p \leq \|u_n\|_q^{1-\tau} \|u_n\|_2^{\tau} \leq C\|u_n\|^\tau. \]

Again by \( 1 + \|u_n\| \) \( \varphi'_+(u_n) \to 0 \) in \( H^{-s}(u_n) \) and \( H_2 (i) \) we have for all \( n \in \mathbb{N} \)
\[ \|u_n\|^2 \leq \int_{\Omega} f_+(x,u_n) u_n \, dx \leq \int_{\Omega} a_0(1 + |u_n|^{p-1}) |u_n| \, dx \leq C(1 + \|u_n\|_1 + \|u_n\|_p^p). \]

By (4.2) and the continuous embeddings \( H^s_0(\Omega) \hookrightarrow L^1(\Omega), L^p(\Omega) \) we see that
\[ \|u_n\|^2 \leq C(1 + \|u_n\| + \|u_n\|^{pt}). \]

Since \( pt < 2 \) we deduce that \( (u_n) \) is bounded in \( H^s_0(\Omega) \). Now we conclude as in the proof of Theorem 3.3.

Now we prove that \( \varphi_+ \) is unbounded from below. Indeed, let \( \hat{u}_1 \) be defined as in Proposition 2.8 (i), and recall that \( \|\hat{u}_1\|^2 = \lambda_1^s(\Omega), \|\hat{u}_1\|^2 = 1 \). By \( H_2 (iv) \), given \( \theta > \frac{\lambda_1^s(\Omega)}{2} \) we can find \( K > 0 \) s.t. \( F(x,t) \geq \theta t^2 \) for a.e. \( x \in \Omega \) and all \( |t| > M \). For all \( \mu > 0 \) we have
\[ \varphi_+(\mu \hat{u}_1) = \frac{\mu^2 \|\hat{u}_1\|^2}{2} - \int_{\{\mu \hat{u}_1 \leq M\}} \! \! \! F_+(x,\mu \hat{u}_1) \, dx - \int_{\{\mu \hat{u}_1 > M\}} \! \! \! F_+(x,\mu \hat{u}_1) \, dx \]
\[ \leq \frac{\mu^2 \lambda_1^s(\Omega)}{2} - \int_{\{\mu \hat{u}_1 > M\}} \! \! \! \theta \mu^2 \hat{u}_1^2 \, dx + C \]
\[ \leq \mu^2 \left( \frac{\lambda_1^s(\Omega)}{2} - \theta \right) + \theta M^2 \|\hat{u}_1\|^2 + C, \]
and the latter goes to \( -\infty \) as \( \mu \to \infty \). So
\[ \lim_{\mu \to \infty} \varphi_+(\mu \hat{u}_1) = -\infty. \]

We claim that 0 is a local minimizer for \( \varphi_+ \). By \( H_2 (ii) \) we have \( F_+(x,t) \leq 0 \) for a.e. \( x \in \Omega \) and all \( |t| \leq \sigma \). For all \( u \in C_0^s(\overline{\Omega}) \) with
\[ \|u\|_{0,\sigma} \leq \frac{\sigma}{\text{diam}(\Omega)^{s}}, \]
we have \( \|u\|_{\infty} \leq \sigma \), hence
\[ \varphi_+(u) \geq \frac{\|u\|^2}{2} \geq 0. \]

So, 0 is a local minimizer of \( \varphi_+ \) in \( C_0^s(\overline{\Omega}) \). By Proposition 2.7, 0 is as well a local minimizer of \( \varphi_+ \) in \( H^s_0(\Omega) \). As usual, it is not restrictive to assume that 0 is a strict local minimizer for both \( \varphi_+ \) and (reasoning as in the proof of (3.7)) there exists \( r > 0 \) s.t.
\[ \eta^+_r := \inf_{\|u\| = r} \varphi_+(u) > 0. \]
By (4.3) we can find \( \mu > 0 \) s.t. \( \|\mu \hat{u}_1\| > r \) and \( \varphi_+ (\mu \hat{u}_1) < 0 \). Set
\[
\Gamma_+ = \{ \gamma \in C([0, 1], H^s_0(\Omega)) : \gamma(0) = 0, \gamma(1) = \mu \hat{u}_1 \},
\]
\[
c_+ = \inf_{\gamma \in \Gamma_+} \max_{t \in [0, 1]} \varphi_+(\gamma(t)).
\]

By Theorem 2.9 we have \( c_+ \geq \eta_+^s \) and there exists \( u_+ \in K_{c_+}(\varphi_+) \). From (4.4) we see that \( c_+ > 0 \), hence \( u_+ \neq 0 \). Testing \( \varphi'_+(u_+) = 0 \) with \( (u_+)^- \in H^s_0(\Omega) \) and using (2.1), we get
\[
-\| (u_+)^- \|^2 \geq \varphi'_+(u_+)(u_+) = 0,
\]
i.e., \( u_+ \in H^s_0(\Omega)_+ \) (note that Proposition 2.4 does not apply here). By \( H_2 \ (iii) \) we can apply Proposition 2.5 and deduce \( u_+ \in \text{int} (C^0_b(\overline{\Omega})_+) \), in particular \( u_+ \in K(\varphi) \). So, \( u_+ \) is a positive solution of (1.1).

A similar argument, applied to \( \varphi_- \), leads to the existence of a negative solution \( u_- \in -\text{int} (C^0_b(\overline{\Omega})_+) \) of (1.1).

Using the critical groups, we can improve the conclusion of Proposition 4.2 under the same assumptions:

**Theorem 4.3.** Let \( H_2 \) hold. Then (1.1) admits at least three non-zero solutions \( u_\pm \in \pm \text{int} (C^0_b(\overline{\Omega})_+) \), \( \hat{u} \in C^0_b(\overline{\Omega}) \setminus \{0\} \).

**Proof.** Reasoning as in the proof of Proposition 4.2 we see that \( \varphi, \varphi_\pm \) satisfy (C), are unbounded from below and have a strict local minimum at 0. Moreover we know that 0, \( u_\pm \in K(\varphi) \). We aim at finding a further critical point for \( \varphi \). We argue by contradiction, assuming
\[
(4.5) \quad K(\varphi) = \{ 0, u_+, u_- \}.
\]

In particular, all critical points of \( \varphi \) are isolated. Taking \( a < b \) in \( \mathbb{R} \) s.t. all critical levels of \( \varphi \) lie in \( (a, b) \), from Theorem 2.12 we have
\[
(4.6) \quad \sum_{k=0}^{\infty} (-1)^k \left( \dim C_k(\varphi, 0) + \dim C_k(\varphi, u_+) + \dim C_k(\varphi, u_-) \right) = \sum_{k=0}^{\infty} (-1)^k \dim C_k(\varphi, \infty).
\]

Now we will compute all critical groups of \( \varphi \) both at its critical points and at infinity, then we will plug results into (4.6) to get a contradiction. In doing so, we will also need to compute some critical groups of \( \varphi_\pm \).

We begin with critical groups at infinity: for all integer \( k \geq 0 \) we have
\[
(4.7) \quad C_k(\varphi, \infty) = C_k(\varphi_\pm, \infty) = 0.
\]

We focus on \( \varphi \) (the argument for \( \varphi_\pm \) is analogous). We recall from the proof of Proposition 4.2 that
\[
\min \{ \varphi(u_+), \varphi(u_-) \} > \varphi(0) = 0.
\]

We denote the unit sphere in \( H^s_0(\Omega) \) by
\[
S = \{ u \in H^s_0(\Omega) : \| u \| = 1 \}.
\]

Reasoning as in the proof of (4.3) we see that for all \( u \in S \)
\[
(4.8) \quad \lim_{\mu \to \infty} \varphi(\mu u) = -\infty.
\]

Moreover, taking \( c < 0 \) small enough, we have for all \( v \in \varphi^{-1}(c) \)
\[
(4.9) \quad \varphi'(v)(v) < 0.
\]
Indeed, by $H_2(v)$ there exists $\beta, M > 0$ s.t. $f(x,t)t - 2F(x,t) \geq \beta|t|^q$ a.e. $x \in \Omega$ and all $|t| > M$. Then, using also $H_2(i)$, for all $v \in \varphi^{-1}(c)$ we have
\[
\varphi'(v)(v) = \|v\|^2 - \int_{\Omega} f(x, v)v \, dx
\]
\[
= 2\varphi(v) - \int_{\Omega} (f(x,v)v - 2F(x,v)) \, dx
\]
\[
\leq 2c - \int_{\{|v| > M\}} \beta|v|^q \, dx + \int_{\{|v| \leq M\}} \left( a_0(|v| + |v|^p) + a_0\left(|v| + \frac{|v|^p}{p}\right)\right) \, dx
\]
\[
\leq 2c - \beta\|v\|^q + \beta M^q|\Omega| + C(M + M^p)|\Omega|
\]
\[
\leq 2c + CM,
\]
with a constant $CM > 0$ only depending on $M$. So, choosing
\[
c < \min \left\{ -\frac{CM}{2}, \inf_{\|u\| \leq 1} \varphi(u) \right\},
\]
we get (4.9). Now we apply the implicit function theorem [28, Theorem 7.3] to the function $(\mu, u) \mapsto \varphi(\mu u)$ defined in $(1, \infty) \times S$. By (4.9) we have for all $(\mu, u) \in (1, \infty) \times S$ with $\varphi(\mu u) = c$
\[
\frac{\partial}{\partial \mu} \varphi(\mu u) = \frac{\varphi'(\mu u)(\mu u)}{\mu} < 0,
\]
hence there exists a continuous mapping $\rho : S \to (1, \infty)$ s.t. for all $(\mu, u) \in (1, \infty) \times S$
\[
\varphi(\mu u) = \begin{cases} 
> c & \text{if } \mu < \rho(u) \\
c & \text{if } \mu = \rho(u) \\
< c & \text{if } \mu > \rho(u).
\end{cases}
\]
So we have
\[
\varphi^\rho = \{\mu u : u \in S, \mu \in [\rho(u), \infty)\}.
\]
Set also
\[
E = \{\mu u : u \in S, \mu \geq 1\}.
\]
We can define a continuous deformation $h : [0, 1] \times E \to E$ by setting for all $(t, \mu u) \in [0, 1] \times E$
\[
h(t, \mu u) = \begin{cases} 
(1 - t)\mu u + t\rho(u)u & \text{if } \mu < \rho(u) \\
\mu u & \text{if } \mu \geq \rho(u),
\end{cases}
\]
so $\varphi^\rho$ is a strong deformation retract of $E$. Besides, we define another continuous deformation $\tilde{h} : [0, 1] \times E \to E$ by setting for all $(t, \mu u) \in [0, 1] \times E$
\[
\tilde{h}(t, \mu u) = (1 - t)\mu u + tu,
\]
showing that $S$ is also a strong deformation retract of $E$. By the choice of $c$, (2.7), and [28, Corollary 6.15] we have for all $k \geq 0$
\[
C_k(\varphi, \infty) = H_k(H^0_\beta(\Omega), \varphi^\rho) = H_k(H^0_\beta(\Omega), E) = H_k(H^0_\beta(\Omega), S),
\]
and the latter is 0 by [28, Propositions 6.24, 6.25] (recall that $S$ is contractible in itself, as $\dim H^0_\beta(\Omega) = \infty$). Thus we have (4.7).
We compute now the critical points at 0: for all $k \geq 0$
\[
C_k(\varphi, 0) = C_k(\varphi_+, 0) = \delta_{k,0} \mathbb{R}.
\]
Reasoning as in the proof of Proposition 4.2 and using (4.5), we see that 0 is a strict local minimizer of $\varphi$, so (4.10) follows from (2.6) (the argument for $\varphi_+$ is analogous).
Finally we compute the critical groups at $u_\pm$: for all $k \geq 0$ we have
\[
C_k(\varphi, u_\pm) = \delta_{k,1} \mathbb{R}.
\]
We consider \( u_+ \) (the argument for \( u_- \) is analogous). First we note that
\[
C_k(\varphi, u_+) = C_k(\varphi_+, u_+).
\]
Indeed, for all \( \tau \in [0, 1] \) we define \( \psi_\tau \in C^1(H^1_0(\Omega)) \) by setting for all \( u \in H^1_0(\Omega) \)
\[
\psi_\tau(u) = (1 - \tau)\varphi(u) + \tau\varphi_+(u).
\]
Clearly we have \( u_+ \in K(\psi_\tau) \) for all \( \tau \in [0, 1] \). Moreover, \( u_+ \) is an isolated critical point of \( \psi_\tau \) uniformly with respect to \( \tau \), as we shall prove arguing by contradiction: assume that there exist sequences \( (u_n) \) in \( H^1_0(\Omega) \) \( \setminus \) \( \{u_+\} \), \( (\tau_n) \) in \( (0, 1) \) such that \( u_n \rightharpoonup u_+ \) in \( H^1_0(\Omega) \), \( \tau_n \to 0 \), and \( \psi_{\tau_n}(u_n) = 0 \) in \( H^{-s}(\Omega) \) for all \( n \in \mathbb{N} \). Then, for all \( n \in \mathbb{N} \), \( u_n \) is a solution of the \((1.1)\)-type problem
\[
\begin{cases}
(-\Delta)^s u_n = (1 - \tau_n)f(x, u_n) + \tau_n f_+(x, u_n) & \text{in } \Omega \\
u_n = 0 & \text{in } \Omega^c,
\end{cases}
\]
with a reaction term satisfying \( H_0 \) uniformly (i.e., with \( a_0, p \) independent of \( n \)). By Proposition 2.2 the sequence \( (u_n) \) is bounded in \( L^\infty(\Omega) \), and by Proposition 2.3 there exists \( \alpha \in (0, 1), C > 0 \) s.t. for all \( n \in \mathbb{N} \) we have \( u_n \in C^3(\overline{\Omega}) \) and \( \|u_n\|_{\alpha, \delta} \leq C \).

By the compact embedding \( C^3(\overline{\Omega}) \hookrightarrow C^0(\overline{\Omega}) \), passing if necessary to a subsequence we have \( u_n \rightharpoonup u_+ \)
in \( C^0(\overline{\Omega}) \), hence \( u_n \in \text{int}(C^0_0(\overline{\Omega})) \) for all \( n \in \mathbb{N} \) large enough. This in turn implies that \( u_n \) is a solution of \((1.1)\), i.e., a critical point of \( \varphi \) different from 0 and \( u_+ \), against \((4.5)\).

So, by homotopy invariance of critical groups (see [13, Theorem 5.6]), we see that \( C_k(\psi_\tau, u_+) \) is independent of \( \tau \in [0, 1] \). Noting that \( \psi_0 = \varphi \) and \( \psi_1 = \varphi_+ \), and thus achieve \((4.12)\).

By \((4.12)\), we are reduced to computing \( C_k(\varphi_+, u_+) \). Recall that \( K(\varphi_+) = \{0, u_+\} \), and fix \( a, b \in \mathbb{R} \) s.t.
\[
a < \varphi_+(0) < b < \varphi_+(u_+),
\]
then set \( A = \overline{\varphi_+} \), \( B = \varphi_+ \). We have \( A \subset B \), and the following long sequence is exact due to [28, Proposition 6.14]:
\[
\cdots \to H_k(H^1_0(\Omega), A) \xrightarrow{j_*} H_k(H^1_0(\Omega), B) \xrightarrow{\partial_+} H_{k-1}(B, A) \xrightarrow{i_*} H_{k-1}(H^1_0(\Omega), A) \to \cdots
\]
Here \( j_* \), \( i_* \) are the group homomorphisms induced by the inclusion mappings \( j : (H^1_0(\Omega), A) \to (H^1_0(\Omega), B) \) and \( i : (B, A) \to (H^1_0(\Omega), A) \), respectively, and \( \partial_+ \) is the boundary homomorphism (see [28, Definition 6.9]). By Proposition 2.11 and \((2.7)\) we have
\[
H_k(H^1_0(\Omega), A) = C_k(\varphi_+, \infty), \ H_k(H^1_0(\Omega), B) = C_k(\varphi_+, u_+), \ H_{k-1}(B, A) = C_{k-1}(\varphi_+, 0).
\]
So, recalling \((4.7)\), the exact sequence rephrases as
\[
0 \to C_k(\varphi_+, u_+) \to C_{k-1}(\varphi_+, 0) \to 0,
\]
which by \((4.10)\) yields
\[
C_k(\varphi_+, u_+) = \delta_{k-1,0} = \delta_{k,1} \mathbb{R}.
\]
By \((4.12)\), we get \((4.11)\).

Plugging \((4.7), (4.10), \) and \((4.11)\) into \((4.6)\), we have
\[
\sum_{k=0}^{\infty} (-1)^k(\delta_{k,0} + 2\delta_{k,1}) = 0,
\]
namely \(-1 = 0\), a contradiction. Thus, \((4.5)\) cannot hold, i.e., there exists a further critical point \( \tilde{u} \in K(\varphi) \setminus \{0, u_+, u_-\} \). By Proposition 2.3, we see that \( u \in C_0^3(\overline{\Omega}) \) and is a solution of \((1.1)\). 

\[\square\]

**Remark 4.4.** A comparison between Theorems 3.3 and 4.3 is now in order. Though formally the statements of such results coincide, the underlying structure of the critical set \( K(\varphi) \) is widely different in the two cases: in the sublinear case we have two local minimizers \( u_+, u_- \) and a third non-zero critical point \( \tilde{u} \), typically of mountain pass type; while in the superlinear case we have two mountain pass-type points \( u_+, u_- \) and a third non-zero critical point of undetermined nature \( \tilde{u} \).
Aknowledgement. The second author is a member of the Gruppo Nazionale per l’Analisi Matematica, la Probabilità e le loro Applicazioni (GNAMPA) of the Istituto Nazionale di Alta Matematica (INdAM).

References

[1] A. Ambrosetti, H. Brezis, G. Cerami, Combined effects of concave and convex nonlinearities in some elliptic problems, J. Funct. Anal. 122 (1994) 519–543.
[2] A. Ambrosetti, P.H. Rabinowitz, Dual variational methods in critical point theory and applications, J. Funct. Anal. 14 (1973) 349–381.
[3] G. Autuori, P. Pucci, Elliptic problems involving the fractional Laplacian in $\mathbb{R}^N$, J. Differential Equations 255 (2013) 2340–2362.
[4] T. Bartsch, A. Szulkin, M. Willem, Morse theory and nonlinear differential equations, Handbook of Global Analysis, Elsevier, Amsterdam (2008) 41–73.
[5] B. Barrios, E. Colorado, R. Servadei, F. Soria, A critical fractional equation with concave-convex power nonlinearities, Ann. Inst. H. Poincaré Anal. Non Linéaire 32 (2015) 875–900.
[6] Z. Binlin, G. Molica Bisci, R. Servadei, Superlinear nonlocal fractional problems with infinitely many solutions, Nonlinearity 28 (2015) 2247–2264.
[7] L. Brasco, E. Parini, The second eigenvalue of the fractional $p$-Laplacian, to appear in Adv. Calc. Var, DOI:10.1515/acv-2015-0007.
[8] H. Brezis, Functional analysis, Sobolev spaces and partial differential equations, Springer, New York (2011).
[9] H. Brezis, L. Nirenberg, $H^1$ versus $C^1$ minimizers, C. R. Acad. Sci. Paris 317 (1993) 465–472.
[10] X. Cabré, Y. Sire, Nonlinear equations for fractional Laplacians I: Regularity, maximum principles, and Hamiltonian estimates, Ann. Inst. Henri Poincaré (C) Nonlinear Analysis 31 (2014) 23–53.
[11] X. Cabré, Y. Sire, Nonlinear equations for fractional Laplacians II: Existence, uniqueness, and qualitative properties of solutions, Trans. Amer. Math. Soc. 367 (2015) 911–941.
[12] L. Caffarelli, Nonlocal diffusions, drifts and games, in H. Holden, K.H. Karlsen (eds.), Nonlinear partial differential equations, Springer, New York (2012).
[13] K.C. Chang, Infinite Dimensional Morse Theory and Multiple Solutions Problems, Birkhäuser, Boston (1993).
[14] X. Chang, Z.Q. Wang, Nodal and multiple solutions of nonlinear problems involving the fractional Laplacian, J. Differential Equations 259 (2015) 2059–2092.
[15] M. Cuesta, D. de Figueiredo, J.P. Gossez, The beginning of the Fučík spectrum for the $p$-Laplacian, J. Differential Equations 159 (1999) 212–238.
[16] E. Di Nezza, G. Palatucci, E. Valdinoci, Hitchhiker’s guide to the fractional Sobolev spaces, Bull. Sci. Math. 136 (2012) 521–573.
[17] A. Fiscella, Saddle point solutions for non-local elliptic operators, Topol. Methods Nonlinear Anal. 44 (2014) 527–538.
[18] A. Fiscella, R. Servadei, E. Valdinoci, Density properties for fractional Sobolev spaces, Ann. Acad. Sci. Fenn. Math. 40 (2015) 235–253.
[19] G. Franzina, G. Palatucci, Fractional $p$-eigenvalues, Riv. Mat. Univ. Parma 5 (2014).
[20] S. Goyal, K. Sreenadh, Existence and multiplicity results for the fractional Laplacian in bounded domains, to appear in Adv. Nonlinear Anal. 4 (2015) 13–23.
[31] P. Pucci, J. Serrin, A mountain pass theorem, *J. Differential Equations* **60** (1985) 142–149.
[32] P.H. Rabinowitz, Minimax methods in critical point theory with applications to differential equations, Amer. Math. Soc., Providence (1986).
[33] X. Ros-Oton, J. Serra, The Dirichlet problem for the fractional Laplacian: regularity up to the boundary, *J. Math. Pures Appl.* **101** (2014) 275-302.
[34] R. Servadei, E. Valdinoci, Mountain pass solutions for non-local elliptic operators, *J. Math. Anal. Appl.* **389** (2012) 887–898.
[35] R. Servadei, E. Valdinoci, Variational methods for non-local operators of elliptic type, *Discrete Contin. Dyn. Syst.* **33** (2013) 2105–2137.
[36] R. Servadei, E. Valdinoci, On the spectrum of two different fractional operators, *Proc. Roy. Soc. Edinburgh Sec. A* **144** (2014), 831–855.
[37] Z.Q. Wang, On a superlinear elliptic equation, *Ann. Inst. H. Poincaré Anal. Non Linéaire* **8** (1991) 43-57.
[38] B. Zhang, M. Ferrara, Multiplicity of solutions for a class of superlinear non-local fractional equations, *Complex Var. Elliptic Equ.* **60** (2015) 583–595.

(F.G. Düzgün) DEPARTMENT OF MATHEMATICS
HACETTEPE UNIVERSITY
06800, BEYTEPE, ANKARA, TURKEY
E-mail address: gamzeduz@hacettepe.edu.tr

(A. Iannizzotto) DEPARTMENT OF MATHEMATICS AND COMPUTER SCIENCE
UNIVERSITY OF CAGLIARI
VIALE L. MERCEDO 92, 09123 CAGLIARI, ITALY
E-mail address: antonio.iannizzotto@unica.it