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Abstract: The one-dimensional Schrödinger’s equation is analysed with regard to the existence of exact solutions for decatic polynomial potentials. Under certain conditions on the potential’s parameters, we show that the decatic polynomial potential \( V(x) = ax^{10} + bx^8 + cx^6 + dx^4 + ex^2, \) \( a > 0 \) is exactly solvable. By examining the polynomial solutions of certain linear differential equations with polynomial coefficients, the necessary and sufficient conditions for corresponding energy-dependent polynomial solutions are given in detail. It is also shown that these polynomials satisfy a four-term recurrence relation, whose real roots are the exact energy eigenvalues. Further, it is shown that these polynomials generate the eigenfunction solutions of the corresponding Schrödinger equation. Further analysis for arbitrary values of the potential parameters using the asymptotic iteration method is also presented.
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I. INTRODUCTION

The problem of finding analytic (polynomial) solutions of linear differential equations has lost some of its interest in recent years. The lack of interest is mainly due to the vast development of numerical methods and the fact that much of their study has been superseded by more general work based on the theory of Lie algebra [27, 29, 39, 40, 56, 57, 66]. Recently, the interest of analytic (polynomial) solutions has been renewed by the analysis of confined and un-confined quantum systems and also by the search of closed-form solutions to (Schrödinger-type) differential equations with polynomial coefficients [1, 3–5, 7, 10–13, 16–23, 26, 32–34, 43, 46–48, 54–56, 60, 63–65, 67]. A reason for such interest is that in many problems in quantum mechanics, especially those arising from Schrödinger’s equation after the separation of the asymptotic-behaviour factor of the wave function, there remains a polynomial-type factor in the solution [2–7, 11, 16, 22, 23, 26, 31–35, 39, 40, 42, 46, 51–53, 55–57, 61, 67]. One can further argue that analytic (polynomial) solutions provide a deeper quantitative insight into the physical model under investigation and in many cases makes the conceptual understanding of physics straightforward and sometimes intuitive [6, 24, 25, 45, 59]. Moreover, these solutions (if they are available) are valuable tools for checking and improving numerical methods introduced for solving complicated physical systems [6, 54].

In the present work we study the exact and approximate solutions of the Schrödinger equation with decatic polynomial potential [3, 4, 19, 22, 49]

\[
\hat{H}\psi = -\frac{d^2\psi}{dx^2} + V(x)\psi = E\psi, \quad V(x) = ax^{10} + bx^8 + cx^6 + dx^4 + ex^2 \quad (a > 0, \quad -\infty < x < \infty).
\]  

(1)

The importance of this type of even-power potentials follows from its relevance to different models of charmonium system [22, 50] and its connection with the analysis of anharmonic and double-well oscillators [3, 13, 21, 24, 25, 30, 37, 44, 46, 49, 51, 59, 62]. We show under certain relations between the potential parameters \( a, b, c, d, \) and \( e \), we have exact solutions for the Schrödinger equation (1), in the sense that \( \psi \) and \( E \) are completely determined. These relations are expressed in terms of energy-dependent polynomials that satisfies a four-term recurrence relation. We show further that these polynomials generate the corresponding eigenfunctions. Our approach depends on analysing the analytic (polynomial-type) solutions of a second-order differential equation

\[
\left( \sum_{k=0}^{6} a_{6,k}x^{6-k} \right) y'' + \left( \sum_{k=0}^{5} a_{5,k}x^{5-k} \right) y' - \left( \sum_{k=0}^{4} \tau_{4,k}x^{4-k} \right) y = 0, \quad (a_{6,0}^2 + a_{5,0}^2 \neq 0),
\]  

(2)
where \( a_{6,k}, a_{5,k} \) and \( \tau_{4,k} \), for all \( k \), are constants independent of the variable \( x \). Thereby, we give the necessary and sufficient conditions for its polynomial solutions \( y = \sum_{k=0}^n c_k x^k \). In the second part of the present study, we introduce the asymptotic iteration method \([16]\) to obtain accurate approximate solutions for the decatic potential \((1)\) with arbitrary values of the potential parameters. In section II, we set up the Schrödinger equation for the decatic-power potential \((1)\) and we show it reduces to a differential equation of a type similar to equation \((2)\). In section III, we provide both the necessary and sufficient conditions for the existence of polynomial solutions of the (general) linear potential \((1)\) and we show it reduces to a differential equation of a type similar to equation \((2)\). In section IV, we examine the exact and approximate solutions of decatic potential \((2)\) and report some numerical results illustrate the usefulness of our approach where we compare our results with the existing literature.

## II. ONE-DIMENSIONAL DECATIC-POWER POTENTIAL

In this section, we consider the one-dimensional Schrödinger equation

\[-\psi''(x) + (V(x) - E)\psi(x) = 0, \quad V(x) = ax^{10} + bx^8 + cx^6 + dx^4 + ex^2, \quad -\infty < x < \infty,\]

where \( a, b, c, d, \) and \( e \) are real constants with \( a > 0 \). Assume the solution has the form

\[\psi(x) = \chi(x) \cdot e^{-\phi(x)} \quad \left( \lim_{|x| \to \infty} \phi(x) = \infty \right).\]  

Substituting this expression into equation \((3)\) gives a second-order linear differential equation for \( \chi(x) \) as

\[\chi''(x) = 2\phi'(x)\chi'(x) + \left( \phi''(x) - (\phi'(x))^2 + V(x) - E \right)\chi(x).\]

Without loss of generality, we may assume, for the nodeless eigenstate \( \psi_0(x) \), that \( \chi(x) = 1 \). In which case, equation \((5)\) reduces to Riccati’s equation

\[\phi''(x) = E - V(x) + (\phi'(x))^2 \quad \text{or} \quad u'(x) = E - V(x) + u^2(x), \quad \text{where} \quad u(x) = \phi'(x).\]

**Definition 1** \([5a], \text{page 474}\) By the symbol \( \left[ \sqrt{P(x)} \right] \), where \( P(x) \) is a polynomial of even-degree, we shall mean the polynomial part of the expansion of \( \sqrt{P(x)} \) in a series of descending integral powers of \( x \).

**Theorem 1** \([5a], \text{Theorem 1, page 474}\) If in \( du/dx = A_0 + u^2, \ A_0 \equiv A_0(x) \) is a polynomial of even degree, then no polynomial other than

\[u = \pm \left[ \sqrt{-A_0} \right]\]  

can be a solution of \((6)\). If the degree of \( A_0 \) is odd, there is no polynomial solution of \((6)\).

By means of this theorem, we obtain for the solution of equation \((3)\)

\[\psi(x) = \chi(x) \cdot \exp \left( -\frac{\sqrt{a}}{6} x^6 - \frac{b}{8\sqrt{a}} x^4 + \frac{(b^2 - 4ac)}{16a^{3/2}} x^2 \right),\]

where \( \chi(x) \) satisfy the second-order linear differential equation

\[\chi''(x) - \left( 2\sqrt{ax^5} + \frac{b}{\sqrt{a}} x^3 - \frac{(b^2 - 4ac)}{4a^{3/2}} x \right) \chi'(x) \]

\[- \left( \frac{4ac - b^2}{8a^{3/2}} - E + \frac{64a^2e + 96a^{5/2}b - b^4 + 8ab^2c - 16a^2c^2}{64a^3} x^2 + \frac{8a^2d + 40a^{5/2}b^3 - 4abc}{8a^2} x^4 \right) \chi(x) = 0.\]
III. NECESSARY AND SUFFICIENT CONDITIONS FOR POLYNOMIAL SOLUTIONS

In this section, we study a class of differential equations that generalized equation (9) and we establish the necessary and sufficient conditions for the existence of polynomial solutions.

Theorem 2 The necessary condition for the existence of polynomial solutions of the differential equation

$$\begin{align*}
(a_{6,0}x^6 + a_{6,1}x^5 + a_{6,2}x^4 + a_{6,3}x^3 + a_{6,4}x^2 + a_{6,5}x + a_{6,6})y'' \\
+ (a_{5,0}x^5 + a_{5,1}x^4 + a_{5,2}x^3 + a_{5,3}x^2 + a_{5,4}x + a_{5,5})y - (\tau_{4,0}x^4 + \tau_{4,1}x^3 + \tau_{4,2}x^2 + \tau_{4,3}x + \tau_{4,4})y = 0,
\end{align*}$$

(10)

where \(a_{6,0}^2 + a_{5,0}^2 \neq 0\) and at least one of the coefficients \(a_{6,j}, j = 0, 1, \ldots, 6\) is different from zero, is

$$\tau_{4,0} = n(n-1) \cdot a_{6,0} + n \cdot a_{5,0} \quad (n = 0, 1, 2, \ldots)$$

(11)

while the sufficient condition is given by the solution of the following system of linear equations

$$\begin{pmatrix}
\alpha_0 & \beta_0 & \gamma_0 & 0 & 0 & 0 & 0 & \ldots & 0 & 0 & 0 & 0 & 0 \\
\delta_1 & \alpha_1 & \beta_1 & \gamma_1 & 0 & 0 & 0 & \ldots & 0 & 0 & 0 & 0 & 0 \\
\eta_2 & \delta_2 & \alpha_2 & \beta_2 & \gamma_2 & 0 & 0 & \ldots & 0 & 0 & 0 & 0 & 0 \\
\mu_3 & \eta_3 & \delta_3 & \alpha_3 & \beta_3 & \gamma_3 & 0 & \ldots & 0 & 0 & 0 & 0 & 0 \\
\zeta_4 & \mu_4 & \eta_4 & \delta_4 & \alpha_4 & \beta_4 & \gamma_4 & \ldots & 0 & 0 & 0 & 0 & 0 \\
0 & \zeta_5 & \mu_5 & \eta_5 & \delta_5 & \alpha_5 & \beta_5 & \gamma_5 & \ldots & 0 & 0 & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & \ldots & \eta_{n-2} & \delta_{n-2} & \alpha_{n-2} & \beta_{n-2} & \gamma_{n-2} & 0 & 0 & \ldots & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & \ldots & \mu_{n-1} & \eta_{n-1} & \delta_{n-1} & \alpha_{n-1} & \beta_{n-1} & 0 & 0 & \ldots & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & \ldots & \zeta_n & \mu_n & \eta_n & \delta_n & \alpha_n & 0 & \ldots & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{pmatrix}
\begin{pmatrix}
\alpha_0 \\
\delta_1 \\
\eta_2 \\
\mu_3 \\
\zeta_4 \\
0 \\
\vdots \\
0 \\
0 \\
0 \\
0 \\
\zeta_n
\end{pmatrix}
= 0

(12)

where

$$\begin{align*}
\alpha_0 &= n(n-1)a_{6,4} + na_{5,4} - \tau_{4,4}, \\
\beta_0 &= n(n+1)a_{6,5} + (n+1)a_{5,5}, \\
\gamma_0 &= (n+2)(n+1)a_{6,6}, \\
\delta_1 &= (n-1)(n-2)a_{6,3} + (n-1)a_{5,3} - \tau_{4,3}, \\
\eta_2 &= (n-2)(n-3)a_{6,2} + (n-2)a_{5,2} - \tau_{4,2}, \\
\mu_3 &= (n-3)(n-4)a_{6,1} + (n-3)a_{5,1} - \tau_{4,1}, \\
\zeta_4 &= (n-4)(n-5)a_{6,0} + (n-4)a_{5,0} - \tau_{4,0}, \\
\end{align*}$$

(13)

In particular, for a zero-degree polynomial solution of the differential equation (10) the sufficient and necessary conditions are

$$\tau_{4,0} = \tau_{4,1} = \tau_{4,2} = \tau_{4,3} = \tau_{4,4} = 0,$$

(14)

while for a first-degree polynomial solution of equation (10), we must have \(\tau_{4,0} = a_{5,0}\) in addition to vanishing the four \(2 \times 2\)-determinants

$$\begin{vmatrix}
-\tau_{4,4} & a_{5,5} \\
-\tau_{4,3} & a_{5,4} - \tau_{4,4}
\end{vmatrix} = 0,$$

$$\begin{vmatrix}
-\tau_{4,4} & a_{5,5} \\
-\tau_{4,2} & a_{5,3} - \tau_{4,3}
\end{vmatrix} = 0,$$

$$\begin{vmatrix}
-\tau_{4,4} & a_{5,5} \\
-\tau_{4,1} & a_{5,2} - \tau_{4,2}
\end{vmatrix} = 0,$$

$$\begin{vmatrix}
-\tau_{4,4} & a_{5,5} \\
-\tau_{4,0} & a_{5,1} - \tau_{4,1}
\end{vmatrix} = 0.$$

(15)

For a second-degree polynomial solution, we must have \(\tau_{4,0} = 2 \cdot a_{6,0} + 2 \cdot a_{5,0}\) in addition to the vanishing of the four \(3 \times 3\)-determinants

$$\begin{vmatrix}
-\tau_{4,4} & a_{5,5} & 2a_{6,6} \\
-\tau_{4,3} & a_{5,4} - \tau_{4,4} & 2a_{6,5} + 2a_{5,5} \\
-\tau_{4,2} & a_{5,3} - \tau_{4,3} & 2a_{6,4} + 2a_{5,4} - \tau_{4,4}
\end{vmatrix} = 0,$$

$$\begin{vmatrix}
-\tau_{4,4} & a_{5,5} & 2a_{6,6} \\
-\tau_{4,3} & a_{5,4} - \tau_{4,4} & 2a_{6,5} + 2a_{5,5} \\
-\tau_{4,0} & a_{5,1} - \tau_{4,1} & 2a_{6,2} + 2a_{5,2} - \tau_{4,2}
\end{vmatrix} = 0,$$

$$\begin{vmatrix}
-\tau_{4,4} & a_{5,5} & 2a_{6,6} \\
-\tau_{4,3} & a_{5,4} - \tau_{4,4} & 2a_{6,5} + 2a_{5,5} \\
0 & a_{5,0} - \tau_{4,0} & 2a_{6,1} + 2a_{5,1} - \tau_{4,1}
\end{vmatrix} = 0.$$

(16)
Similar conditions follow for higher order of polynomial solutions. The first few polynomial solutions are given explicitly by

\[
y_0(x) = 1, \quad y_1(x) = 1 + \frac{\tau_{4.4}}{a_{5.5}} \cdot x, \\
y_2(x) = 1 + \frac{-a_{6.6} \tau_{4.4} + (a_{5.5} + a_{6.5}) \tau_{4.4}}{a_{5.5} + a_{6.5}} \cdot x + \frac{a_{5.5} \tau_{4.4} - a_{5.4} \tau_{4.4} + \tau_{4.4}^2}{(a_{5.5} + a_{6.5}) + a_{6.6}(-a_{5.4} + \tau_{4.4})} \cdot x^2.
\]

(17)

This theorem can be proved either by means of the Frobenius series solution of ordinary Differential Equations or using the asymptotic iteration method [16, 17, 53].

IV. THE ONE-DIMENSIONAL DECATIC POLYNOMIAL POTENTIALS

For the existence of polynomial solutions of the differential equation (19), it is clear from the criterion (11) that the parameters \(a, b, c,\) and \(d\) must be related through the equation

\[
8(5 + 2n)a^2 + 8a^2d - 4abc + b^3 = 0, \quad n = 0, 1, 2, \ldots
\]

(18)

There is an important consequence of this criterion that none of the following decatic polynomials

\[
V(x) = a \cdot x^{10}, \quad V(x) = a \cdot x^{10} + e \cdot x^2, \quad V(x) = a \cdot x^{10} + c \cdot x^6, \quad V(x) = a \cdot x^{10} + c \cdot x^6 + e \cdot x^2,
\]

(19)

have analytic solutions of the form (8) with \(\chi(x)\) is a polynomial-type expression. Indeed, we can claim out of this criterion that none of these potentials (19) is a quasi-exactly solvable model [58] and we have to rely on perturbation or approximation methods to obtain the necessary information about the discrete spectrum of these potentials as is usually used in the literature (e.g. [8, 11, 12, 24, 28, 30, 31, 41, 42, 62]). In the following, we shall focus on studying the decatic potentials (3) using Theorem 2 to obtain the necessary conditions on the potential parameters for exact solutions followed by the application of the asymptotic iteration method to analyse the discrete spectrum for arbitrary values of the potential parameters.

A. Exact solutions

For the necessary condition for even-degree polynomial solutions of Schrödinger equation (3) we have, by means of equation (11) that

\[
8(4n + 5)a^{2n} + 8a^2d - 4abc + b^3 = 0, \quad n = 0, 1, 2, \ldots
\]

(20)

while for the sufficient condition we deduce, by means of equations (12)-(13), that

\[
\chi_{2n+2}(x) = \sum_{k=0}^{n} \frac{(-1)^k \cdot P_{2k}(E)}{(2k)! \cdot (2\sqrt{a})^{2k}} \cdot x^{2k}, \quad (n = 0, 1, 2, \ldots).
\]

(21)

where the polynomials \(P_{2k}(E)\) satisfies the four-term recurrence relation

\[
P_{2n+2}(E) \equiv \left(8a^{3/2}E + (4n + 1)(b^2 - 4ac)\right) \cdot P_{2n}(E) \\
+ 2n \cdot (2n - 1) \cdot (32(4n - 1)a^{5/2}b - b^4 + 8ab^2c - 16a^2c^2 + 64a^3c) \cdot P_{2n-2}(E) \\
+ 16384 \cdot a^3 \cdot n \cdot (n - 1) \cdot (2n - 1) \cdot (2n - 3) \cdot P_{2n-4}(E),
\]

(22)

initiated with \(P_0(E) = 1, P_{-n}(E) = 0, n \geq 1.\) The exact (real) eigenenergies \(E\) are the roots of equation \(P_{2n+2}(E) = 0\) subject to the following additional condition

\[
(32(4n+3)a^{5/2}b - b^4 + 8ab^2c - 16a^2c^2 + 64a^3c) \cdot P_{2n}(E) + 4096 \cdot a^3 \cdot n \cdot (2n - 1) \cdot P_{2n-2}(E) = 0, \quad (n = 0, 1, 2, \ldots).
\]

(23)

As an example, for the ground state eigenvalue \(n = 0,\) we have for arbitrary values of the potential parameters \(a, b,\) and \(c\) that

\[
E_0 = \frac{1}{8} \cdot \frac{4ac - b^2}{a^{3/2}}, \quad d = -\frac{1}{8} \cdot \frac{40a^{5/2} + b^3 - 4abc}{a^2}, \quad c = -\frac{1}{64} \cdot \frac{96a^{5/2}b - b^4 + 8ab^2c - 16a^2c^2}{a^3}
\]

(24)
On the other hand, the necessary condition for odd-degree polynomial solutions of Schrödinger equation (3), by means of equation (11), is

$$8(4n + 7)a^2 + 8a^2d - 4abc + b^3 = 0, \quad (n = 0, 1, 2, \ldots)$$

(25)

under which the exact wavefunctions are given by

$$\Psi_{2n+1}(x) = \sum_{k=0}^{n} \frac{(-1)^k \cdot P_{2k+1}(E)}{(2k + 1)! \cdot (2\sqrt{a})^{2k}} x^{2k+1}, \quad n = 0, 1, 2, \ldots$$

(26)

where the polynomials $P_{2k+1}(E)$ are given explicitly using the recurrence relation

$$P_{2n+3}(E) = \left(8a^{3/2}E + (4n + 3) (b^2 - 4ac)\right) \cdot P_{2n+1}(E) + 2n \cdot (2n + 1) \cdot \left(32(4n + 1)a^{5/2}b - b^4 + 8ab^2c - 16a^2c^2 + 64a^3e\right) \cdot P_{2n-1}(E) + 16384 \cdot a^5 \cdot n \cdot (n-1) \cdot (2n-1) \cdot (2n+1) \cdot P_{2n-3}(E), \quad (n = 0, 1, 2, \ldots)$$

(27)

initiated with $P_1(E) = 1$ and $P_{-n} = 0$ for $n \geq 1$. The exact eigenenergies $E$ are the real roots of $P_{2n+3}(E) = 0$, subject to the additional condition

$$\left(32(4n+5)a^{5/2}b - b^4 + 8ab^2c - 16a^2c^2 + 64a^3e\right) \cdot P_{2n+1}(E) + 4096 \cdot a^5 \cdot n \cdot (n+1) \cdot P_{2n-1}(E) = 0, \quad (n = 0, 1, 2, \ldots).$$

(28)

As an example, for the first excited state $n = 1$, we have for the potential parameters $a$, $b$, and $c$ that

$$E_1 = \frac{3}{8} \cdot \frac{4ac - b^2}{a^{3/2}}, \quad d = -\frac{1}{8} \cdot \frac{56a^{5/2}b + b^3 - 4abc}{a^2}, \quad e = -\frac{1}{64} \cdot \frac{160a^{5/2}b - b^4 + 8ab^2c - 16a^2c^2}{a^3}$$

(29)

The first few polynomial solutions, $n = 0, 1, \ldots, 4$, are reported explicitly in the appendix. In Table III we report the ground-state eigenvalue for the decatic potentials (3) for specific values of the potential parameters $a$, $b$, $c$, $d$, and $e$. Further, in Table III we report the first-excited state for particular values of the potential parameters. These results confirm and generalize the early finding by Chaudhuri and Mondal [15], using the improved Hill determinant method, for the particular potentials:

$$V(x) = \frac{105}{64} x^2 - \frac{43}{8} x^4 + x^6 - x^8 + x^{10}, \quad \left(E_0 = \frac{3}{8}, \quad \psi_0(x) = \exp \left(-\frac{3}{16} \cdot x^2 + \frac{1}{8} \cdot x^4 - \frac{1}{6} \cdot x^6\right)\right)$$

(30)

$$V(x) = \frac{169}{64} x^2 - \frac{59}{8} x^4 + x^6 - x^8 + x^{10}, \quad \left(E_1 = \frac{9}{8}, \quad \psi_1(x) = x \cdot \exp \left(-\frac{3}{16} \cdot x^2 + \frac{1}{8} \cdot x^4 - \frac{1}{6} \cdot x^6\right)\right)$$

(31)

The ground-state $n = 0$ and first-excited state $n = 1$ along with the un-normalized wave functions for the potentials (30) and (31) are displayed in Figure I.

![Figure I: The ground-state $n = 0$ and first-excited state $n = 1$ (un-normalized) wave functions for the decatic potential energy $V(x) = x^{10} + x^8 + x^6 + dx^4 + ex^2$ along with the exact eigenvalues as are given by (30) and (31), respectively.](image-url)
For higher states, we note, using the results reported in the appendix or using Theorem 2 directly, for the potential
\[ V(x) = x^{10} + x^8 + x^6 - \frac{69}{8} x^4 \]
\[ + \frac{24 (1971 - 24\sqrt{6423})^{\frac{3}{2}} - 8(1971 - 24\sqrt{6423})^{\frac{3}{2}} + 24(1971 + 24\sqrt{6423})^{\frac{3}{2}} - 8(1971 + 24\sqrt{6423})^{\frac{3}{2}} - 1551 x^2}{576}, \]
the exact eigenvalue and wave function are given, in the case \( n = 2 \), by
\[
E_2 = \frac{1}{24} \left( 21 + 4(1971 - 24\sqrt{6423})^{\frac{3}{2}} + 4(1971 + 24\sqrt{6423})^{\frac{3}{2}} \right) \]
\[
\psi_2(x) = \left( 1 - \frac{1}{12} \left( 21 + 4(1971 - 24\sqrt{6423})^{\frac{3}{2}} + 4(1971 + 24\sqrt{6423})^{\frac{3}{2}} \right) \right) x^2 \exp \left( -\frac{1}{6} x^6 - \frac{1}{8} x^4 - \frac{3}{16} x^2 \right). \]

Further, for the potential
\[ V(x) = x^{10} - x^8 + x^6 - \frac{75}{8} x^4 \]
\[ + \frac{64\sqrt{3}(43 + 4\sqrt{4215}) - 64\sqrt{3}(23\sqrt{3} + \sqrt{1405})(513 + 8\sqrt{4215})^{\frac{3}{2}} + 571(513 + 8\sqrt{4215})^{\frac{3}{2}}}{192(513 + 8\sqrt{4215})} x^2, \]
we have the exact solutions
\[
E_2 = \frac{1}{8} \left( 7 + \frac{4}{3^*} (513 + 8\sqrt{4215})^{\frac{3}{2}} - \frac{52}{3(513 + 8\sqrt{4215})} \right), \]
\[
\psi_2(x) = \left( 1 - \frac{1}{16} \left( 4 + \frac{4}{3^*} (513 + 8\sqrt{4215})^{\frac{3}{2}} - \frac{52}{3(513 + 8\sqrt{4215})} \right) \right) x^2 \exp \left( -\frac{1}{6} x^6 - \frac{1}{8} x^4 - \frac{3}{16} x^2 \right). \]
The plots of these potentials along with their exact solutions for $n = 2$ are displayed in figure 2.

\[
V(x) = V_2 \Psi_2 E_2 - 2 \Psi_2 E_2 - 1.5 - 1 - 0.5 - 0.5
\]

FIG. 2: The decatic potentials (32) and (35), respectively, and their exact solutions.

**B. Approximate solutions**

The asymptotic iteration method was introduced [16] to investigate the solutions of differential equations of the form

\[
y'' = \lambda_0(x)y' + s_0(x)y, \quad \left( \frac{d}{dx} \right)
\]

where $\lambda_0 \equiv \lambda_0(x)$ and $s_0 \equiv s_0(x)$ are $C^\infty$-differentiable functions. A key feature of this method is to note the invariant structure of the right-hand side of (38) under further differentiation. Indeed, if we differentiate (38) with respect to $x$, we obtain

\[
y''' = \lambda_1 \cdot y' + s_1 \cdot y
\]

where $\lambda_1 = \lambda_0' + s_0 + \lambda_0^2$ and $s_1 = s_0' + s_0 \lambda_0$. If we find the second derivative of equation (38), we obtain

\[
y^{(4)} = \lambda_2 \cdot y' + s_2 \cdot y
\]

where $\lambda_2 = \lambda_0' + s_1 + \lambda_0 \lambda_1$ and $s_2 = s_0' + s_0 \lambda_1$. Thus, for $(n + 1)^{th}$ and $(n + 2)^{th}$ derivative of (38), $n = 1, 2, \ldots$, we have

\[
y^{(n+1)} = \lambda_{n-1} \cdot y' + s_{n-1} \cdot y
\]

and

\[
y^{(n+2)} = \lambda_n \cdot y' + s_n \cdot y
\]

respectively, where

\[
\lambda_n = \lambda_{n-1}' + s_{n-1} + \lambda_0 \lambda_{n-1} \quad \text{and} \quad s_n = s_{n-1}' + s_0 \lambda_{n-1}.
\]

From (41) and (42) we have

\[
\lambda_n y^{(n+1)} - \lambda_{n-1} y^{(n+2)} = \delta_n y \quad \text{where} \quad \delta_n = \lambda_n s_{n-1} - \lambda_{n-1} s_n.
\]

Clearly, from (44) if $y$, the solution of (38), is a polynomial of degree $n$, then $\delta_n \equiv 0$. Further, if $\delta_n = 0$, then $\delta_{n'} = 0$ for all $n' \geq n$. In the original paper on the Asymptotic Iteration Method (AIM) [16], the following theorem was proved.

**Theorem 3** Given $\lambda_0$ and $s_0$ in $C^\infty(a, b)$, the differential equation (38) has the general solution

\[
y(r) = \exp \left(- \int^{t}_a \alpha(t) dt \right) \left[C_2 + C_1 \int^{t}_a \exp \left( \int^{t}_\tau (\lambda_0(\tau) + 2\alpha(\tau)) d\tau \right) dt \right]
\]

(45)
if for some \( n > 0 \)

\[
\frac{s_n}{\lambda_n} = \frac{s_{n-1}}{\lambda_{n-1}} \equiv \alpha \quad \text{or equivalently} \quad \delta_n \equiv s_n \cdot \lambda_{n-1} - s_{n-1} \cdot \lambda_n = 0. \tag{46}
\]

The method can apply directly to the differential equation (39). We have considered here, as an example of the effectiveness of the method, the following two decatic potentials (see figure 3)

\[
V(x) = 0.04x^{10} + 0.877x^8 + 5.5x^6 - 7.5x^4 + 2x^2, \tag{47}
\]

and

\[
V(x) = 0.04x^{10} + 0.877x^8 + 5.5x^6 - 7.5x^4 - 2x^2. \tag{48}
\]

For these specific values of the potential parameters (39), the AIM sequences \( \lambda_n \) and \( s_n \), \( n = 1, 2, \ldots \), can be initiated with

\[
\lambda_0(x) = 2\sqrt{ax^5} + \frac{b}{\sqrt{a}}x^3 - \frac{(b^2 - 4ac)}{4a^{3/2}}x, \quad s_0(x) = \frac{4ac - b^2}{8a^{3/2}} - E + \frac{64a^3c + 96a^{5/2}b - b^4 + 8ab^2c - 16a^2c^2}{64a^{3}}x^2 + \frac{8a^2d + 40a^{5/2} + b^3 - 4abc}{8a^2}x^4, \tag{49}
\]

and by means of the iteration sequences (37), we compute \( \lambda_n(x) \) and \( s_n(x) \), for \( n = 1, 2, 3, \ldots \). The eigenvalues are then the roots of the termination condition (46), namely \( \delta_n(x_0; E) = 0 \). With several symbolic mathematical programs available (Maple; Mathematica, etc.), the computation of the roots of this equation, and thus the eigenvalues, by means of the iteration method, provided it is set up correctly, is a straightforward calculation, even for the higher iteration steps as shown in Table IIII. In principle, the computation of the roots of \( \delta_n(x_0; E) = 0 \) should be independent of the choice of \( x = x_0 \), nevertheless, the right choice of \( x_0 \), usually accelerates the rate of convergence to accurate eigenvalues within a reasonable number of iterations [14]. For our computation, we have fixed the initial value of \( x \) as \( x_0 = 0 \).

V. CONCLUSION

We have discussed exact and approximate solutions of Schrödinger’s equations with even-power polynomial potentials. Our analysis of exact solutions is based on introducing necessary and sufficient conditions of the polynomial solution for a class of differential equations with polynomial coefficients. This analysis can serve as available tools to study more complicated physical systems implied by the differential equation. Although we confined our discussion in the present work to the decatic potential, our approach can be used to analyse different classes of oscillators with higher anharmonicities. For the arbitrary values of the potential parameters, we have applied the asymptotic iteration method to solve Schrödinger’s equation for which the method proves to be extremely effective for finding the approximate solutions. We hope that the study presented here encourages further analysis of (both confined and unconfined) polynomial potentials.
The first few polynomial solutions of the decatic power potentials using the recurrence relations (22) and (26) are:

- For a zero-degree polynomial solution, \( n = 0 \) and \( \chi_2(x) = 1 \),
  1. \( P_2(E) := 8a^{3/2}E + b^2 - 4ac = 0 \),
  2. \( 96a^{5/2}b - b^4 + 8ab^2c - 16a^2c^2 + 64a^3e = 0 \),
  3. \( 40a^{5/2} + b^3 - 4abc + 8a^2d = 0 \).

- For a first-degree polynomial solution, \( n = 1 \) and \( \chi_3(x) = c_0 + c_1x \), we have \( c_0 = 0 \), and
  1. \( P_3(E) := 8a^{3/2}E + 3(b^2 - 4ac) = 0 \),
  2. \( 160a^{5/2}b - b^4 + 8ab^2c - 16a^2c^2 + 64a^3e = 0 \),
  3. \( 56a^{5/2} + b^3 - 4abc + 8a^2d = 0 \).

Thus, if \( c_1 = 1 \),

\[ \chi_3(x) = x. \]

- For a second-degree polynomial solution, \( n = 2 \) and \( \chi_4(x) = c_0 + c_1x + c_2x^2 \), we have \( c_1 = 0 \) and
  1. \( P_4(E) := (8a^{3/2}E + 5(b^2 - 4ac))P_2(E) + 2(96a^{5/2}b - b^4 + 8ab^2c - 16a^2c^2 + 64a^3e)P_0(E) = 0 \),
  2. \( (24a^{5/2}b - b^4 + 8ab^2c - 16a^2c^2 + 64a^3e)P_2(E) + 4096a^5P_0(E) = 0 \),
  3. \( 72a^{5/2} + b^3 - 4abc + 8a^2d = 0 \).

Further, with \( c_1 = 0 \), \( c_2 = -(8a^{5/2}E + b^2 - 4ac)c_0/(16a^{5/2}) \), and for \( c_0 = 1 \) we have

\[ \chi_4(x) = P_0(E) - \frac{P_4(E)}{16a^{5/2}}x^2. \]
- For a third-degree polynomial solution, \( n = 3 \) and \( \chi_5(x) = c_0 + c_1 x + c_2 x^2 + c_3 x^3 \), we have \( c_0 = c_2 = 0 \) and further

1. \( P_3(E) := (8a^{3/2}E + 5(b^2 - 4ac))P_3(E) + 6(160a^{5/2}b - b^4 + 8ab^2c - 16a^2c^2 + 64a^3c)P_1(E) = 0 \)
2. \( (288a^{5/2}b - b^4 + 8ab^2c - 16a^2c^2 + 64a^3c)P_3(E) + 12288a^5 = 0 \)
3. \( 88a^{5/2} + b^3 - 4abc + 8a^2d = 0 \)

In addition, for \( c_1 = 1 \), \( c_3 = -P_3(E)/(48a^{3/2}) \), and the polynomial solution is

\[
\chi_5(x) = x \left( P_1(E) - \frac{P_3(E)}{48a^{3/2}x^2} \right).
\]

- For a fourth-degree polynomial solution, \( n = 4 \) and \( \chi_6(x) = c_0 + c_1 x + c_2 x^2 + c_3 x^3 + c_4 x^4 \), we have \( c_1 = c_3 = 0 \) and

1. \( P_4(E) := (8a^{3/2}E + 9(b^2 - 4ac))P_4(E) + 12(224a^{5/2}b - b^4 + 8ab^2c - 16a^2c^2 + 64a^3c)P_2(E) + \\
+ 1536a^{5/2}(40a^{5/2}b - b^4 + 8ab^2c - 16a^2c^2 + 64a^3c)P_0(E) = 0 \)
2. \( (352a^{5/2}b - b^4 + 8ab^2c - 16a^2c^2 + 64a^3c)P_4(E) + 24576a^5P_2(E) = 0 \)
3. \( 104a^{5/2} + b^4 - 4abc + 8a^2d = 0 \)

In addition, with \( c_0 = 1 \), \( c_2 = -\frac{P_2(E)}{16a^{3/2}} \) and \( c_4 = \frac{P_4(E)}{1536a^3} \), and the polynomial solution is

\[
\chi_6(x) = P_6(E) - \frac{P_2(E)}{16a^{3/2}x^2} + \frac{P_4(E)}{1536a^3}x^4.
\]
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