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Abstract. We derive an explicit formula for the connected \((n,m)\)-point functions associated to an arbitrary diagonal tau-function of the 2-BKP hierarchy using computation of neutral fermions and boson-fermion correspondence of type \(B\), and then apply this formula to the computation of connected spin double Hurwitz numbers. This is the type \(B\) analogue of [Z.Wang and C.Yang, arXiv:2210.08712 (2022)].

1. Introduction

This is a sequel of our previous work \([35]\). In that paper, we have derived an explicit formula for connected \((n,m)\)-point functions of diagonal tau-functions of the 2d Toda lattice hierarchy using boson-fermion correspondence, and then applied that formula to compute the connected double Hurwitz numbers and stationary Gromov-Witten invariants of \(\mathbb{P}^1\) relative to two points. Now in this work, we deal with the case of diagonal tau-functions of 2-BKP hierarchy, and apply the result to the computation of connected spin double Hurwitz numbers.

Hurwitz numbers \([14]\) count the numbers of branched covers between Riemann surfaces with specified ramification types. They provide a typical example of the interactions among various branches of mathematics, including representation theory of symmetric groups, intersection theory on moduli spaces, integrable hierarchies, topological recursions, and combinatorics, see e.g. \([5, 7, 11, 12, 22, 24, 26]\). In particular, Okounkov \([22]\) showed that the generating series of (disconnected) double Hurwitz numbers is a tau-function of the 2d Toda lattice hierarchy \([30, 32]\), and derived a fermionic representation of this tau-function in terms of the charged free fermions \(\psi_r, \psi^*_r\) \((r \in \mathbb{Z} + \frac{1}{2})\). See \([4, 16, 27, 28]\) for introductions of Kyoto School’s approach to integrable hierarchies and the boson-fermion correspondence. Okounkov’s fermionic representation is the starting point of our computations in \([35]\).

In \([8]\), Eskin-Okounkov-Pandharipande studied a new type of Hurwitz numbers called the spin Hurwitz numbers, by introducing a spin structure or a theta characteristic on the Riemann surface. They are known to be related to the representations of the Sergeev group \([13, 18]\). Similar to the cases of ordinary Hurwitz numbers, the generating series of (disconnected) spin Hurwitz numbers are also known to be controlled by some integrable hierarchies, see e.g. \([9, 10, 19, 21]\). In this cases the
corresponding hierarchy is the BKP hierarchy \cite{BKP}, and the the boson-fermion correspondence of type $B$ is formulated in terms of the neutral fermions $\phi_m$ ($m \in \mathbb{Z}$). See e.g. \cite{BLM,DKS,PS} for more about the BKP hierarchy.

For an even number $r > 0$, spin double Hurwitz numbers (indexed by two strict partitions) with completed $(r + 1)$-cycles count the branched covers between Riemann surfaces with spin structures such that the ramification types over two branch points are described by these two partitions, and the types over all other branch points are completed $(r + 1)$-cycles. Roughly speaking, these completed cycles are ramifications of order $r + 1$, plus a certain linear combination of lower order ramifications that indicate degenerations of coverings, see e.g. \cite{GKW,LM} for details. In \cite{GKW}, Giacchetto-Kramer-Lewański proved the polynomiality of such spin Hurwitz numbers and proposed a spectral curve which conjecturally generates spin Hurwitz numbers via topological recursion. In particular, they found a fermion representation of the generating series of disconnected spin double Hurwitz numbers with $(r + 1)$-completed cycles, and represented the connected spin double Hurwitz numbers with $(r + 1)$-completed cycles as summations over some commutation patterns in \cite{GKW} \cite{LM}, inspired by \cite{JU,LP}.

Now in this work, we compute the connected spin double Hurwitz numbers with $(r + 1)$-completed cycles using a different approach. We will consider more generally an arbitrary diagonal tau-function of the 2-BKP hierarchy, and derive a formula for connected $(n, m)$-point functions using computations of neutral fermions and the boson-fermion correspondence of type $B$. Our method is inspired by Zhou’s formula for connected $n$-point functions associated to a KP tau-function \cite{Z} in terms of affine coordinates \cite{LM}. See \cite{Z2} for an analogue of Zhou’s formula for the BKP hierarchy. Our main result in this work is as follows. Let $\tau^B_f(t^+, t^-) = (\Gamma^B_+(t^+) \exp(\hat{f}) \Gamma^B(t^-))$ be a diagonal tau-function of the 2-BKP hierarchy, where

$$\hat{f} = \sum_{m>0} (-1)^m f(m) : \phi_m \phi_{-m} :,$$

and $f : \mathbb{Z}_{>0} \to \mathbb{C}$ is an arbitrary function defined on the set of all positive integers. Then the free energy log $\tau^B_f(t^+, t^-)$ can be computed by the following formula for connected $(n, m)$-point functions (see Theorem 6.2 and Corollary 6.2): \begin{equation}
\sum_{j_1, \ldots, j_n > 0; \text{ odd}} \frac{\partial^{n+m} \log \tau^B_f(t^+, t^-)}{\partial t_{j_1} \cdots \partial t_{j_n} \partial t_{k_1}^{-1} \cdots \partial t_{k_m}^{-1}} \bigg|_{t=0} \prod_{a=1}^{n} z_{-a}^{j_a} \prod_{b=1}^{m} z_{n+b}^{j_n+b} 
= -2^{n+m-1} \left[ \sum_{(n+m)\text{-cycles } \sigma} \prod_{i=1}^{n+m} \xi(z_{\sigma(i)}, -z_{\sigma(i+1)}) \right]_{\text{odd}}, \quad \forall m, n > 0,
\end{equation}

where the summation in the left-hand side is over all positive odd integers $j_1, \ldots, j_n$, $k_1, \ldots, k_m$; and $[\cdot]_{\text{odd}}$ means taking the terms of odd degrees in every $z_i$. And for $\sigma(i) < \sigma(i+1)$, $\xi$ is given by:

$$\xi(z_{\sigma(i)}, -z_{\sigma(i+1)}) = \begin{cases} \frac{1}{2} \sum_{k=1}^{\infty} \varepsilon f(k) z_{\sigma(i)}^{-k} z_{\sigma(i+1)}^{k}, & \text{if } \sigma(i) \leq n < \sigma(i+1); \\
\frac{1}{2} \sum_{k=0}^{\infty} \varepsilon f(k) z_{\sigma(i)}^{-k} z_{\sigma(i+1)}^{k}, & \text{otherwise}, \end{cases}$$

and $\xi(z_{\sigma(i)}, -z_{\sigma(i+1)}) = -\xi(-z_{\sigma(i+1)}, z_{\sigma(i)})$ for $\sigma(i) > \sigma(i+1)$. Here we use the convention $\sigma(n+m+1) = \sigma(1).$
It is worth mentioning that there has been another formula calculating connected correlators of such tau-functions in literature, see Alexandrov-Shadrin [11, Theorem 4.1]. They treated one of the two families \( t^+ \) and \( t^- \) as time variables and the other as parameters, and their formula is of a similar fashion as ours but looks more complicated. It will be interesting to compare these two formulas.

Then we apply our formula to the connected spin double Hurwitz numbers with \((r+1)\)-completed cycles \( h_{g,r+1}^{t+,t-} \). Here the superscript \( \vartheta \), which simply indicates the spin structure (theta characteristic) in the definition, is a notation to distinguish spin Hurwitz numbers from ordinary Hurwitz numbers. Using the fermionic representation given in [9], we know that by taking the function \( f \) to be \( f^{r,\vartheta}(k) = \beta k^{r+1}/(r+1) \), we obtain the following formula (see §7):

\[
h_{g,r,\vartheta}^{s,,r,\vartheta} = \frac{2^{2n+m-1}}{Z_{\mu^+} Z_{\mu^-}} \text{Coeff} \prod_{a=1}^{m} z_{\sigma^a}^{-\nu^a} \prod_{b=1}^{m} z_{\tau^b}^{-\mu^b} \left( \sum_{(n+m)\text{-cycles}} \prod_{i=1}^{n+m} \xi(z_{\sigma(i)}, -z_{\sigma(i+1)}) \right),
\]

where \( \text{Coeff} \) means taking the coefficient, and

\[
h_{g,r,\vartheta}^{s,,r,\vartheta} = \sum b^{2g-2+l(\mu^+) + l(\mu^-)} h_{g,\mu^+\mu^-}^{s,,r,\vartheta}.
\]

Here \( b \) is determined by the Riemann-Hurwitz formula \( b = (2g-2+\ell(\mu^+)+\ell(\mu^-))/r \).

The rest of this paper is arranged as follows. In §2 we recall the preliminaries of the neutral fermions and boson-fermion correspondence of type \( B \). In §3 we compute the fermionic \((2n,2m)\)-point functions associated to a diagonal tau-function, and then in §4 we compute the disconnected bosonic \((n,m)\)-point functions. We recall the relation of connected bosonic \((n,m)\)-point functions and the free energy in §5 and prove the formula (1) in §6. Finally in §7 we apply (1) to the connected spin double Hurwitz numbers.

2. Preliminaries

In this section, we recall some preliminaries of the neutral fermions and boson-fermion correspondence of type \( B \). For details, see [3,10,30].

First we recall the neutral fermions. Let \( \{ \phi_m \}_{m \in \mathbb{Z}} \) be a family of operators satisfying the following anti-commutation relations:

\[
[\phi_m, \phi_n]_+ = (-1)^m \delta_{m+n,0},
\]

where the bracket \([\cdot, \cdot]_+\) is defined by \([a, b]_+ = ab + ba\). These operators are called the neutral fermions. In particular, we have \( \phi_0^2 = \frac{1}{2} \), and \( \phi_n^2 = 0 \) for every \( n \neq 0 \).

The fermionic Fock space \( \mathcal{F}_B \) of type \( B \) is the \( \mathbb{C} \)-vector space of all formal (infinite) summations

\[
\sum c_{k_1, \ldots, k_n} \phi_{k_1} \phi_{k_2} \cdots \phi_{k_n} |0\rangle, \quad c_{k_1, \ldots, k_n} \in \mathbb{C},
\]

over \( n \geq 0 \) and \( k_1 > \cdots > k_n \geq 0 \), where \( |0\rangle \) is a vector (called the fermionic vacuum vector) satisfying:

\[
\phi_i |0\rangle = 0, \quad \forall i < 0.
\]

The operators \( \{ \phi_n \}_{n \geq 0} \) are called the fermionic creators, and \( \{ \phi_n \}_{n < 0} \) are called the fermionic annihilators. The Fock space \( \mathcal{F}_B \) can be decomposed as a direct sum of even and odd parts as follows:

\[
\mathcal{F}_B = \mathcal{F}_B^0 \oplus \mathcal{F}_B^1,
\]
where \( \mathcal{F}_B \) and \( \mathcal{F}_B^0 \) are the subspaces with even and odd numbers of the generators \( \{ \phi_i \}_{i \geq 0} \) respectively.

Recall that a partition of an integer \( n \) is a sequence of integers \( \mu = (\mu_1, \ldots, \mu_l) \) such that \( \mu_1 \geq \cdots \geq \mu_l > 0 \) and \( |\mu| := \mu_1 + \cdots + \mu_l = n \). A partition \( \mu \) is called strict if \( \mu_1 > \mu_2 \cdots > \mu_l > 0 \). The set of all strict partitions is denoted by \( DP \), and here we allow the empty partition \( (\emptyset) \in DP \) of length zero.

The even part \( \mathcal{F}_B^0 \) of the fermionic Fock space has a natural basis \( \{ |\mu\rangle \}_{\mu \in DP} \) indexed by all strict partitions. Let \( \mu \in DP \) be a strict partition \( \mu = (\mu_1 > \cdots > \mu_n > 0) \), then the following operator product expansion:

\[
\phi(w)\phi(z) =: \phi(w)\phi(z) + i w z \frac{w - z}{2(w + z)},
\]

where \( \phi(z) \) is the fermionic field:

\[
\phi(z) = \sum_{i \in \mathbb{Z}} \phi_i z^i,
\]
and $i_{w,z}$ means formally expanding on $\{|w| > |z|\}$, i.e.,

$$i_{w,z} = \frac{w - z}{2(w + z)} = \frac{1}{2} + \sum_{j=1}^{\infty} (-1)^j w^{-j} z^j.$$

Now we recall the construction of bosonic operators of type $B$. Let $n \in 2\mathbb{Z} + 1$ be an odd integer, and define the Hamiltonian $H_n$ by:

$$H_n = \frac{1}{2} \sum_{i \in \mathbb{Z}} (-1)^{i+1} \phi_i \phi_{-i-n}. \quad (10)$$

One can check that they satisfy the following commutation relation:

$$[H_n, H_m] = H_n H_m - H_m H_n = \frac{n}{2} \cdot \delta_{m+n,0}, \quad \forall n, m \text{ odd}. \quad (11)$$

The operators $H_n$ are called the bosons of type $B$. And one has:

$$H_n |0\rangle = 0, \quad \forall n > 0.$$

Denote by $H(z)$ the generating series of these bosons:

$$H(z) = \sum_{n \in \mathbb{Z}: \text{odd}} H_n z^{-n} \quad (12)$$

Notice that one can also define $H_{2k}$ using $(10)$, and the anti-commutation relation $(2)$ implies $H_{2k} = 0$ for every $k \neq 0$. In this sense, one easily finds that:

$$H(z) = \frac{1}{2} : \phi(-z) \phi(z) :. \quad (13)$$

Now we recall the boson-fermion correspondence of type $B$. Let $t = (t_1, t_3, t_5, t_7, \cdots)$ be a family of formal variables, and define:

$$\Gamma^B_+(t) = \exp \left( \sum_{n > 0: \text{odd}} t_n H_n \right) = \exp \left( \frac{1}{2} \sum_{n > 0: \text{odd}} t_n \sum_{i \in \mathbb{Z}} (-1)^{i+1} \phi_i \phi_{-i-n} \right),$$

$$\Gamma^B_-(t) = \exp \left( \sum_{n > 0: \text{odd}} t_n H_{-n} \right) = \exp \left( \frac{1}{2} \sum_{n > 0: \text{odd}} t_n \sum_{i \in \mathbb{Z}} (-1)^{i+1} \phi_i \phi_{i+n} \right), \quad (14)$$

then the boson-fermion correspondence of type $B$ is:

**Theorem 2.1** ([3]). The following map is a linear isomorphism:

$$\sigma_B : \mathcal{F}_B \to \mathbb{C}[w; t_1, t_2, \cdots] / \sim, \quad |U\rangle \mapsto \sum_{i=0}^{1} \omega^i \cdot (i|\Gamma^B_+(t)|U\rangle),$$

where $\omega^2 \sim 1$, and $\langle 1 | = \sqrt{2} \langle 0 | \phi_0 \in (\mathcal{F}_B^\ast)^*$. Under this isomorphism, one has:

$$\sigma_B(H_n|U\rangle) = \frac{\partial}{\partial t_n} \sigma_B(|U\rangle), \quad \sigma_B(H_{-n}|U\rangle) = \frac{n}{2} t_n \cdot \sigma_B(|U\rangle), \quad (15)$$

for every odd $n > 0$. Moreover,

$$\sigma_B(\phi(z)|U\rangle) = \frac{1}{\sqrt{2}} \omega \cdot e^{\xi(t, z)} e^{-\tilde{\xi}(\tilde{t}, z^{-1})} \sigma_B(|U\rangle),$$

where $\xi(t, z) = \sum_{n > 0 \text{ odd}} t_n z^n$ and $\tilde{\sigma} = (2\partial_{t_1}, \frac{2}{3}\partial_{t_3}, \frac{2}{5}\partial_{t_5}, \cdots)$. 


3. Diagonal Tau-Functions and Fermionic \((2n,2m)\)-Point Functions

In this section, we first recall the construction of diagonal tau-functions \(\tau^B_f\) associated to a function \(f : \mathbb{Z}_{>0} \to \mathbb{C}\), and then compute the fermionic \((2n,2m)\)-point functions using Wick’s Theorem for neutral fermions.

Let \(\Gamma^B_{\pm}\) be the operators defined by (14), and let \(t^\pm = (t^\pm_1, t^\pm_3, t^\pm_5, \ldots)\) be two families of formal variables. A diagonal tau-function is a formal power series in \(t^\pm\) of the following form:

\[
\tau^B_f (t^+, t^-) = \langle \Gamma^B_+(t^+) \exp(\hat{f}) \Gamma^B_-(t^-) \rangle,
\]

(17)

where \(\hat{f}\) is the following operator on the fermionic Fock space:

\[
\hat{f} = \sum_{m>0} (-1)^m f(m) \phi_m \phi_{-m} := \sum_{m>0} (-1)^m f(m) \phi_m \phi_{-m},
\]

(18)

and

\[
f : \mathbb{Z}_{>0} \to \mathbb{C}
\]

(19)

is an arbitrary function on the set of positive integers. One can check that the operator \(e^{\hat{f}}\) satisfies the Hirota bilinear equation:

\[
[e^{\hat{f}} \otimes e^{\hat{f}}, \sum_{m \in \mathbb{Z}} (-1)^m \phi_m \otimes \phi_{-m}] = 0,
\]

thus \(\tau^B_f\) is a tau-function of the 2-BKP hierarchy, see e.g. [25, Appendix].

Let \(z_1, z_2, \ldots, z_{2n+2m}\) be a family of formal variables. The fermionic \((2n,2m)\) point function associated to a function \(f\) is defined to be the following vacuum expectation value:

\[
\langle \phi(z_1) \phi(z_2) \cdots \phi(z_{2n}) e^{\hat{f}} \phi(z_{2n+1}) \phi(z_{2n+2}) \cdots \phi(z_{2n+2m}) \rangle.
\]

(20)

Notice that by (9) we have:

\[
\exp(\hat{f})|0\rangle = |0\rangle, \quad \langle 0| \exp(-\hat{f}) = \langle 0|,
\]

(21)

thus (20) can be rewritten as:

\[
\langle \phi_f(z_1) \phi_f(z_2) \cdots \phi_f(z_{2n}) \phi(z_{2n+1}) \phi(z_{2n+2}) \cdots \phi(z_{2n+2m}) \rangle,
\]

(22)

where \(\phi_f(z)\) is defined by:

\[
\phi_f(z) = e^{-\hat{f}} \phi(z) e^{\hat{f}}.
\]

(23)

Lemma 3.1. The field \(\phi_f(z) = e^{-\hat{f}} \phi(z) e^{\hat{f}}\) is given by:

\[
\phi_f(z) = \sum_{k<0} e^{f(-k)} \phi_k z^k + \phi_0 + \sum_{k>0} e^{-f(k)} \phi_k z^k.
\]

(24)

Proof. Notice that by the anti-commutation relation (2) we have:

\[
[\hat{f}, \phi_k] = \sum_{j>0} (-1)^j f(j) [\phi_j \phi_{-j}, \phi_k]
\]

\[
= \sum_{j>0} (-1)^j f(j) (\phi_j [\phi_{-j}, \phi_k]_+ - [\phi_j, \phi_k]_+ \phi_{-j}),
\]

\[
= \sum_{j>0} f(j) (\delta_{j,k} \phi_j - \delta_{j+k,0} \phi_{-j})
\]
Thus:

\[
\hat{f}, \phi_k] = \begin{cases} 
    f(k)\phi_k, & \text{if } k > 0; \\
    -f(-k)\phi_k, & \text{if } k < 0; \\
    0, & \text{if } k = 0.
\end{cases}
\]

Then by the Baker-Campbell-Hausdorff formula we have:

\[
e^{-f} \phi e^f = \phi - [\hat{f}, \phi_k] + \frac{1}{2!}[\hat{f}, [\hat{f}, \phi_k]] - \cdots
\]

\[
= \begin{cases} 
    e^{-f(k)}\phi_k, & \text{if } k > 0; \\
    e^{f(-k)}\phi_k, & \text{if } k < 0; \\
    \phi_0, & \text{if } k = 0.
\end{cases}
\]

Thus the conclusion holds.

Then we have the following:

**Theorem 3.1.** The fermionic \((2n, 2m)\)-point function \((30)\) equals to the Pfaffian:

\[
\langle \phi(z_1) \cdots \phi(z_{2n}) e^{\hat{f}} \phi(z_{2n+1}) \cdots \phi(z_{2n+2m}) \rangle = \text{Pf}(\hat{B}_{i,j}),
\]

where \((\hat{B}_{i,j})\) is an anti-symmetric matrix of size \((2n + 2m) \times (2n + 2m)\), whose upper-triangular part is given by:

\[
\hat{B}_{i,j} = \begin{cases} 
    \frac{1}{2} + \sum_{k=1}^{n+m} (-1)^k e^{f(k)} z_i^{-k} z_j^k, & \text{if } i \leq 2n < j; \\
    -\sum_{k=1}^{n+m} (-1)^k e^{f(k)} z_i^{-k} z_j^k, & \text{if } i < j \leq 2n \text{ or } 2n + 1 \leq i < j.
\end{cases}
\]

**Proof.** Since \(\phi_f(z)\) and \(\phi(z)\) are both linear in \(\{\phi_i\}\), one can apply Wick’s Theorem to the fermionic \((2n, 2m)\)-point function \((22)\) and get:

\[
\langle \phi_f(z_1) \phi_f(z_2) \cdots \phi_f(z_{2n}) \phi(z_{2n+1}) \phi(z_{2n+2}) \cdots \phi(z_{2n+2m}) \rangle
= \sum_{p_1, q_1, \cdots, p_{n+m}, q_{n+m}} \text{sgn}(p, q) \prod_{j=1}^{n+m} \langle \phi_f(z_{p_j}) \phi_f(z_{q_j}) \rangle,
\]

where \((p_1, q_1, \cdots, p_{n+m}, q_{n+m})\) is a permutation of \((1, 2, \cdots, 2n + 2m)\), and

\[
\hat{\phi}(z_i) = \begin{cases} 
    \phi_f(z_i), & \text{if } 1 \leq i \leq 2n; \\
    \phi(z_i), & \text{if } 2n + 1 \leq i \leq 2n + 2m.
\end{cases}
\]

This is equivalent to say that \((22)\) equals to a Pfaffian:

\[
\langle \phi_f(z_1) \cdots \phi_f(z_{2n}) \phi(z_{2n+1}) \cdots \phi(z_{2n+2m}) \rangle = \text{Pf}(\hat{B}_{i,j})_{1 \leq i, j \leq 2n+2m},
\]

where the \((2n + 2m) \times (2n + 2m)\) matrix \((\hat{B}_{i,j})\) is given by:

\[
\hat{B}_{i,j} = \begin{cases} 
    \langle \hat{\phi}(z_i) \hat{\phi}(z_j) \rangle, & \text{if } 1 \leq i < j \leq 2n + 2m; \\
    -\langle \hat{\phi}(z_j) \hat{\phi}(z_i) \rangle, & \text{if } 1 \leq j < i \leq 2n + 2m; \\
    0, & \text{if } 1 \leq i = j \leq 2n + 2m.
\end{cases}
\]

Notice that for \(2n + 1 \leq i < j \leq 2n + 2m\), we have:

\[
\langle \hat{\phi}(z_i) \hat{\phi}(z_j) \rangle = \langle \hat{\phi}(z_i) \hat{\phi}(z_j) \rangle = \frac{1}{2} + \sum_{k=1}^{\infty} (-1)^k z_i^{-k} z_j^k = \frac{z_i - z_j}{2(z_i + z_j)^2};
\]
and for $1 \leq i \leq 2n < j \leq 2n + 2m$, by Lemma 3.1 we have:

$$\langle \tilde{\phi}(z_i) \tilde{\phi}(z_j) \rangle = \langle \left( \sum_{k<0} e^{f(-k)} \phi_k z_i^k + \phi_0 + \sum_{k>0} e^{-f(k)} \phi_k z_j^k \right) \phi(z_j) \rangle$$

$$= \frac{1}{2} + \sum_{k=1}^{\infty} (-1)^k e^{f(k)} z_i^{-k} z_j^k;$$

and for $1 \leq i < j \leq 2n$, by Lemma 3.1 we have:

$$\langle \tilde{\phi}(z_i) \tilde{\phi}(z_j) \rangle = \langle \left( \sum_{k<0} e^{f(-k)} \phi_k z_i^k + \phi_0 + \sum_{k>0} e^{-f(k)} \phi_k z_j^k \right) \right. \left( \sum_{k<0} e^{f(-k)} \phi_k z_j^k + \phi_0 + \sum_{k>0} e^{-f(k)} \phi_k z_i^k \right) \langle \phi(z_j) \rangle = \frac{1}{2} + \sum_{k=1}^{\infty} (-1)^k z_i^{-k} z_j^k.$$

Then the conclusion is clear.

Then the conclusion is clear. 

4. Computation of Disconnected Bosonic $(n, m)$-Point Functions

In this section, we use the results of the previous section and boson-fermion correspondence of type $B$ to compute the following (disconnected) bosonic $(n, m)$-point functions associated to $\tau_B^f$:

$$(H(z_1)H(z_2) \cdots H(z_n) e^{\hat{f}} H(z_{n+1}) H(z_{n+2}) \cdots H(z_{n+m})).$$

(30)

Let $f : \mathbb{Z}_{>0} \to \mathbb{C}$ be a function, and denote by $A_f$ the following formal series:

$$A_f(w, z) = -\frac{1}{4} - \frac{1}{2} \sum_{k=1}^{\infty} (-1)^k e^{f(k)} w^{-k} z^k. \quad (31)$$

In particular, one has:

$$A_0(w, z) = -\frac{1}{2} i_{w, z} \frac{w - z}{2(w + z)}. \quad (32)$$

First we prove the following:

**Proposition 4.1.** We have:

$$\langle \phi(z_1) \phi(z_2) \cdots \phi(z_{2n-1}) \phi(z_{2n}) : e^{\hat{f}} : \phi(z_{2n+1}) \phi(z_{2n+2}) \cdots \phi(z_{2n+2m-1}) \phi(z_{2n+2m}) \rangle = \text{Pf}(B_{i,j}),$$

where $(B_{i,j})$ is an anti-symmetric matrix of size $(2n + 2m) \times (2n + 2m)$, whose upper-triangular part is given by:

$$B_{i,j} = \begin{cases} -2A_f(z_i, z_j), & \text{if } i \leq 2n < j; \\ 0, & \text{if } i = 2s - 1, j = 2s \text{ for some } s; \\ -2A_0(z_i, z_j), & \text{other cases where } i < j. \end{cases} \quad (34)$$
Proof. By \([8]\) we know that the left-hand side of (33) equals to:
\[
\langle (\phi(z_1)\phi(z_2) - \frac{z_1 - z_2}{2(z_1 + z_2)}) \cdots (\phi(z_{2n-1})\phi(z_{2n}) - \frac{z_{2n-1} - z_{2n}}{2(z_{2n-1} + z_{2n})})
\]
\[
e^i\langle (\phi(z_{2n+1})\phi(z_{2n+2}) - \frac{z_{2n+1} - z_{2n+2}}{2(z_{2n+1} + z_{2n+2})}) \cdots
\]
\[
\phi(z_{2n+2m-1})\phi(z_{2n+2m}) - \frac{z_{2n+2m-1} - z_{2n+2m}}{2(z_{2n+2m-1} + z_{2n+2m})})
\rangle
\]
\[
\phi(z_{2n+2m-1})\phi(z_{2n+2m}) - \frac{z_{2n+2m-1} - z_{2n+2m}}{2(z_{2n+2m-1} + z_{2n+2m})})
\rangle
\]
\[
= \sum_{K_{1}\cup L_{1}=[n],K_{2}\cup L_{2}=[m]} \left( \prod_{l \in L_{1}} f_{l} \right) \left( \prod_{l \in L_{2}} f'_{l} \right) \langle \phi_{K_{1}}\phi_{K_{2}} \rangle,
\]
where \([n]\) denotes the set \(\{1,2,\ldots,n\}\), and
\[
f_{l} = -\frac{z_{2l-1} - z_{2l}}{2(z_{2l-1} + z_{2l})}, \quad f'_{l} = -\frac{z_{2n+2l-1} - z_{2n+2l}}{2(z_{2n+2l-1} + z_{2n+2l})}
\]
and for a set \(K = \{k_{1},k_{2},\ldots,k_{s}\}\) with \(k_{1} < k_{2} < \cdots < k_{s}\),
\[
\phi_{K} = \phi_{f}(z_{2k_{1}})\phi_{f}(z_{2k_{2}})\cdots\phi_{f}(z_{2k_{s}}),
\]
\[
\phi'_{K} = \phi_{f}(z_{2n+2k_{1}})\cdots\phi_{f}(z_{2n+2k_{s}}).
\]
On the other hand, notice that:
\[
B_{i,j} = \begin{cases} 
\hat{B}_{i,j} + f_{s}, & \text{if } i = 2s - 1, j = 2s \text{ for some } 1 \leq s \leq n; \\
\hat{B}_{i,j} + f'_{s}, & \text{if } i = 2s - 1, j = 2s \text{ for some } n + 1 \leq s \leq n + m; \\
\hat{B}_{i,j}, & \text{otherwise.}
\end{cases}
\]
Therefore the right-hand side of (33) equals to:
\[
\text{Pf}(B_{i,j}) = \sum_{(p_{1},q_{1},\ldots,p_{n+m},q_{n+m}) \atop p_{1} < \cdots < p_{n+m}} \text{sgn}(p,q) \cdot \prod_{k=1}^{n+m} B_{p_{k},q_{k}}
\]
\[
= \sum_{(p,q)} \text{sgn}(p,q) \prod_{k \in A_{(p,q)}} (\hat{B}_{p_{k},q_{k}} + f_{2k}) \prod_{k \in B_{(p,q)}} (\hat{B}_{p_{k},q_{k}} + f'_{2k}) \prod_{k \in C_{(p,q)}} \hat{B}_{p_{k},q_{k}},
\]
where the summation is over all possible permutations \((p_{1},q_{1},\ldots,p_{n+m},q_{n+m})\) of \((1,2,\ldots,2n+2m)\), and \(\text{sgn}(p,q) = \pm 1\) denotes the sign of this permutation, and \(A_{(p,q)}, B_{(p,q)}, C_{(p,q)}\) are the following partition of the set \(\{1,2,\ldots,n+m\}\):
\[
A_{(p,q)} = \{k | p_{k} = 2s - 1, q_{k} = 2s, \text{for some } 1 \leq s \leq n \};
\]
\[
B_{(p,q)} = \{k | p_{k} = 2s - 1, q_{k} = 2s, \text{for some } n + 1 \leq s \leq n + m \};
\]
\[
C_{(p,q)} = \{1,2,\ldots,n+m\} \setminus (A_{(p,q)} \cup B_{(p,q)}).
\]
Then we expand the product in the right-hand side and obtain:
\[
\text{Pf}(B_{i,j}) = \sum_{L_{1} \subseteq [n], L_{2} \subseteq [m]} \prod_{l \in L_{1}} f_{l} \prod_{l \in L_{2}} f'_{l} \sum_{(p',q')} \text{sgn}(p',q') \prod_{k} \hat{B}_{p'_{k},q'_{k}}.
\]
Here \((p', q') = (p'_1, q'_1, p'_2, q'_2, \ldots)\) in the right-hand side runs over all permutations of \(\{1, 2, \ldots, 2n + 2m\} \setminus (L_1 \cup L_2)\) such that \(p'_k < q'_k\) and \(p'_1 < p'_2 < \ldots\), where
\[
\begin{align*}
L_1 &= \{2l - 1|l \in L_1\} \cup \{2l|l \in L_1\}, \\
L_2 &= \{2l + 2n - 1|l \in L_2\} \cup \{2l + 2n|l \in L_2\}.
\end{align*}
\]
Here we have also used the fact that deleting two adjacent indices \((2s - 1, 2s)\) in a permutation preserves the sign. And again by Wick’s Theorem we see that the right-hand side of (36) equals to (35). This completes the proof. \(\square\)

Recall that the generating series \(H(z)\) of bosons are given by (see (42)):
\[
H(z) = -\frac{1}{z} : \phi(z) \phi(z) : ,
\]
thus by taking \(z_{2s-1} \to -z_{2s}\) for every \(1 \leq s \leq n + m\) in the above proposition, we obtain our main result in this section:

**Theorem 4.1.** The bosonic \((n, m)\)-point functions are given by:
\[
\langle H(z_1) \cdots H(z_n) e^{it} H(z_{n+1}) \cdots H(z_{n+m}) \rangle = \text{Pf}(C_{i,j}),
\]
where \(C_{i,j}\) is an anti-symmetric matrix of size \((2n+2m) \times (2n+2m)\), whose upper-triangular part is given by:
\[
C_{i,j} = \begin{cases} 
A_f((-1)^j z_{i_{j!}}, (-1)^j z_{i_{j!}}), & \text{if } i \leq 2n < j; \\
0, & \text{if } i = 2s - 1, j = 2s \text{ for some } s; \\
A_0((-1)^j z_{i_{j!}}, (-1)^j z_{i_{j!}}), & \text{other cases where } i < j.
\end{cases}
\]

5. **Connected Bosonic \((n, m)\)-Point Functions and Free Energy**

In this section, we first recall the notion of bosonic \((n, m)\)-point functions associated to the tau-function \(\tau_f^B\), and then discuss the relation between them and the free energy \(\log \tau_f^B\). The computations of these connected bosonic \((n, m)\)-point functions will be carried out in next section.

Let \(f : \mathbb{Z}_{>0} \to \mathbb{C}\) be an arbitrary function, and let \(\tau_f^B\) be the diagonal tau-function given by (17). In what follows we will denote by
\[
\langle H(z_{[n+m]}) \rangle_{f;m,n} = \langle H(z_1) \cdots H(z_n) e^{it} H(z_{n+1}) \cdots H(z_{n+m}) \rangle
\]
the (disconnected) bosonic \((n, m)\)-point function associated to \(\tau_f^B\), where \([n + m]\) denotes the set \(\{1, 2, \ldots, n + m\}\), and we use the notation
\[
H(z_I) = H(z_{i_1}) H(z_{i_2}) \cdots H(z_{i_k})
\]
for \(I = \{i_1, i_2, \ldots, i_k\}\) with \(i_1 < i_2 < \cdots < i_k\). The connected \((n, m)\)-point function \(\langle H(z_1) \cdots H(z_n) H(z_{n+1}) \cdots H(z_{n+m}) \rangle_f^{c;m,n}\) is defined by the following Möbius inversion formulas:
\[
\langle H(z_{[n+m]}) \rangle_{f;m,n} = \sum_{I_1 \cup \cdots \cup I_k = [n+m]} \frac{1}{k!} \langle H(z_{I_1}) \rangle_{f;m_1,m_1} \cdots \langle H(z_{I_k}) \rangle_{f;m_k,m_k};
\]
\[
\langle H(z_{[n+m]}) \rangle_{f;m,n}^c = \sum_{I_1 \cup \cdots \cup I_k = [n+m]} \frac{(-1)^{k-1}}{k} 2^k \langle H(z_{I_1}) \rangle_{f;m_1,m_1} \cdots \langle H(z_{I_k}) \rangle_{f;m_k,m_k}.
\]
where \( I_1, \ldots, I_k \subset [n + m] \) are nonempty subsets, and we denote:

\[
  n_j = |I_j \cap [n]|, \quad m_j = |I_j \setminus [n]|, \quad 1 \leq j \leq k. \tag{40}
\]

Now denote by

\[
  F^B_f(t^+, t^-) = \log \tau^B_f(t^+, t^-)
\]

the free energy associated to \( \tau^B_f \). In the rest of this section, we show that:

\[ \text{Proposition 5.1.} \quad \text{For every pair } (n, m) \text{ with } n + m \geq 1, \text{ we have:} \]

\[
\langle H(z_{[n+m]}) \rangle_{f,n,m}^c = \left( \delta_{n,2} \delta_{m,0} + \delta_{n,0} \delta_{m,2} \right) \cdot \frac{z_1 z_2 (z_1^2 + z_2^2)}{2(z_1^2 - z_2^2)^2}
\]

\[
+ \sum_{j_1, \ldots, j_n \geq 0; \text{ odd}} \frac{\partial^n m F^B_f(t^+, t^-)}{\partial t_{j_1}^+ \cdots \partial t_{j_n}^+ \partial t_{k_1}^- \cdots \partial t_{k_m}^-} \bigg|_{t=0} \cdot \prod_{a=1}^n z_a^{-j_a} \prod_{b=1}^m z_{n+b}^{j_b},
\tag{42}
\]

where \( t = (t^+, t^-) \), and

\[
i_{z_1, z_2} \frac{z_1 z_2 (z_1^2 + z_2^2)}{2(z_1^2 - z_2^2)^2} = \sum_{i > 0; \text{ odd}} i \frac{z_1^{-i} z_2^{-i}}{2^i i^2}.
\tag{43}
\]

\[ \text{Proof.} \quad \text{Define the functions } G_{f,n,m}(z_1, \ldots, z_{n+m}) \text{ to be:} \]

\[
G_{f,n,m}(z_1, \ldots, z_{n+m}) = \frac{1}{\tau^B_f(t^+, t^-)} (\tau^B_f(t^+) H(z_1) \cdots H(z_n) e^f H(z_{n+1}) \cdots H(z_{n+m}) \tau^B_f(t^-)),
\]

and define the connected version \( G^c_{f,n,m} \) by the Möbius inversion:

\[
G^c_{f,n,m}(z_1, \ldots, z_{n+m}) = \sum_{I_1 \cup \ldots \cup \cup k \supseteq [n+m]} (-1)^{k-1} G_{f,n,m}(z_{I_1}) \cdots G_{f,n,m}(z_{I_k}),
\]

where we use the notation \([40]\). Then we have:

\[
\langle H(z_{[n+m]}) \rangle_{f,n,m} = G_{f,n,m}(z_1, \ldots, z_{n+m})|_{t=0},
\]

\[
\langle H(z_{[n+m]}) \rangle_{f,n,m}^c = G^c_{f,n,m}(z_1, \ldots, z_{n+m})|_{t=0}.
\]

For every pair \((n, m)\) with \(n + m \geq 3\), we have:

\[
G^c_{f;n,m}(z_1, \ldots, z_{n+m}) = \sum_{j_1, \ldots, j_n \geq 0; \text{ odd}} \frac{\partial^n m F^B_f(t^+, t^-)}{\partial t_{j_1}^+ \cdots \partial t_{j_n}^+ \partial t_{k_1}^- \cdots \partial t_{k_m}^-} \prod_{a=1}^n z_a^{-j_a} \prod_{b=1}^m z_{n+b}^{j_b},
\]

This is actually \([38]\ Prop. 5.1], see also \([35]\ Prop. 4.1], and here we will not repeat the proof. Then the relation \([42]\) for \(n + m \geq 3\) follows by taking \(t = 0\).

In what follows, we check the relation \([12]\) for \((n, m)\) with \(n + m \leq 2\) directly. First consider the case \((n, m) = (1, 0)\). By the boson-fermion correspondence \([15]\) we know that for every odd integer \(k > 0\),

\[
\langle \Gamma_+(t^+) H_k e^f \Gamma_-(t^-) \rangle = \frac{\partial}{\partial t_k^+} \tau^B_f, \quad \langle \Gamma_+(t^+) H_{-k} e^f \Gamma_-(t^-) \rangle = \frac{n}{2} t^+_k \tau^B_f;
\]

\[
\langle \Gamma_+(t^+) e^f H_k \Gamma_-(t^-) \rangle = \frac{n}{2} t^-_k \tau^B_f, \quad \langle \Gamma_+(t^+) e^f H_{-k} \Gamma_-(t^-) \rangle = \frac{\partial}{\partial t_k^-} \tau^B_f.
\]
Thus we have:
\[
G_{f,1,0}(z) = \frac{1}{\tau_f} \cdot \sum_{k>0, \text{ odd}} (z^{-k} \frac{\partial}{\partial t_k} + \frac{k}{2} t_k^+ \cdot z^k) \tau_f^B
\]
\[= \sum_{k>0, \text{ odd}} \left( \frac{\partial F^B}{\partial t_k} \cdot z^{-k} + \frac{k}{2} t_k^+ \cdot z^k \right),\]
and by Möbius inversion formula we know that:
\[
G^r_{f,1,0}(z) = G_{f,1,0}(z) = \sum_{k>0, \text{ odd}} \left( \frac{\partial F^B}{\partial t_k} \cdot z^{-k} + \frac{k}{2} t_k^+ \cdot z^k \right),
\]
and the case \((n,m) = (1,0)\) is proved by taking \(t = 0\). Similarly, we have:
\[
G^r_{f,0,1}(z) = G_{f,0,1}(z) = \sum_{k>0, \text{ odd}} \left( \frac{k}{2} t_k^+ \cdot z^{-k} + \frac{\partial F^B}{\partial t_k} \cdot z^k \right),
\]
which proves the case \((n,m) = (0,1)\).

Now consider the case \((n,m) = (2,0)\). We have:
\[
G_{f,2,0}(z_1, z_2) = \frac{1}{\tau_f} \sum_{j,k>0, \text{ odd}} \left( z_1^{-j} \frac{\partial}{\partial t_j} + \frac{j}{2} t_j^+ \cdot z_1^j \right) \left( z_2^{-k} \frac{\partial}{\partial t_k} + \frac{k}{2} t_k^+ \cdot z_2^k \right) \tau_f^B
\]
\[= \sum_{j,k>0, \text{ odd}} \left( \frac{\partial^2 F^B}{\partial t_j^+ \partial t_k^+} \right) z_1^{-j} z_2^{-k} + \frac{j}{2} t_j^+ \frac{\partial F^B}{\partial t_k^+} z_1^{-j} z_2^{-k} + \frac{k}{2} t_k^+ \frac{\partial F^B}{\partial t_j^+} z_1^{-j} z_2^{-k} + \delta_{j,k} \frac{k}{2} t_k^+ \frac{\partial F^B}{\partial t_j^+} z_1^{-j} z_2^{-k},\]
and then by the Möbius inversion formula,
\[
G^r_{f,2,0}(z_1, z_2) = G_{f,2,0}(z_1, z_2) - G_{f,1,0}(z_1) G_{f,1,0}(z_2)
\]
\[= \sum_{j,k>0, \text{ odd}} \frac{\partial^2 F^B}{\partial t_j^+ \partial t_k^+} + \sum_{j>0, \text{ odd}} \frac{j}{2} z_1^{-j} z_2^{-j}.
\]
Then by taking \(t = 0\) we have proved the case \((2,0)\). The computations for \((n,m) = (0,2)\) and \((1,1)\) are similar and here we omit the details. In the case \((n,m) = (1,1)\) there is no additional term \(\frac{z_1 z_2 (z_1^2 + z_2^2)}{2 (z_1 z_2 + 1)}\).

6. A Formula for the Connected Bosonic \((n,m)\)-Point Functions

In this section, we derive an explicit formula for the connected bosonic \((n,m)\)-point functions of \(\tau_f^B\). This is our main result of this paper.

First we need the following combinatorial result (see [34, Prop. 4.1]):

**Proposition 6.1** ([34]). Assume \(\xi(x, y)\) is a function with \(\xi(x, y) = -\xi(y, x)\), and for each \(n \geq 1\) we define an anti-symmetric matrix \(M(n)\) of size \(2n \times 2n\) by:
\[
M(n)_{ij} = \xi \left( (-1)^i j \frac{1}{2}, (-1)^j i \frac{1}{2} \right)
\]
for \(1 \leq i < j \leq 2n\). Define a family of functions \(\{\varphi(z_1, \cdots, z_n)\}_{n \geq 1}\) by:
\[
\varphi(z_1, \cdots, z_n) = \text{ Pf}(M(n)_{ij})_{1 \leq i, j \leq 2n}
\]
for every $n$, then the connected version
\[ \varphi^c(z_1, \cdots, z_n) = \sum_{I_1 \cup \cdots \cup I_k = \{n\}} \frac{(-1)^{k-1}}{k} \varphi(z_{I_1}) \cdots \varphi(z_{I_k}), \]
is given by:
\[ \varphi^c(z_1, \cdots, z_n) = \sum_{\text{n-cycles } \sigma} \sum_{\epsilon_2, \cdots, \epsilon_n \in \{\pm 1\}} (-\epsilon_2 \cdots \epsilon_n) \cdot \prod_{i=1}^{n} \xi(\epsilon_{\sigma(i)} z_{\sigma(i)}, -\epsilon_{\sigma(i+1)} z_{\sigma(i+1)}), \]
where we use the conventions $\epsilon_1 = 1$ and $\sigma(n+1) = \sigma(1)$.

**Remark 6.1.** The above proposition is a Pfaffian-analogue of [38, Prop. 5.2]. Now we take the anti-symmetric matrix $M(n)$ to be the matrix $(C_{ij})$ in Theorem 4.1. Then Theorem 4.1 and the above proposition tells us that the connected version $(\varphi^c(z_{n+m}))_{C}^{f,n,m}$ can be represented as a summation over $(n + m)$-cycles. And by combining this with Proposition 5.1, we obtain:

**Theorem 6.1.** We have:
\[ \sum_{j_1, \cdots, j_n \geq 0; \text{odd}} \sum_{k_1, \cdots, k_m \geq 0; \text{odd}} \frac{\partial^{n+m} F^B}{\partial t^+_{j_1} \cdots \partial t^+_{j_n} \partial t^-_{k_1} \cdots \partial t^-_{k_m}} \bigg|_{t=0} \prod_{a=1}^{n} \epsilon_a^{-j_a} \prod_{b=1}^{m} z_{k_b} \]
\[ = \sum_{\text{(n+m)-cycles } \sigma} \sum_{\epsilon_2, \cdots, \epsilon_n+m \in \{\pm 1\}} (-\epsilon_2 \cdots \epsilon_n+m) \cdot \prod_{i=1}^{n+m} \xi(\epsilon_{\sigma(i)} z_{\sigma(i)}, -\epsilon_{\sigma(i+1)} z_{\sigma(i+1)}) \]  (44)
\[ = \left\{ \begin{array}{ll}
A_0(\epsilon_{\sigma(i)} z_{\sigma(i)}, -\epsilon_{\sigma(i+1)} z_{\sigma(i+1)}) & \text{if } \sigma(i) \leq n < \sigma(i+1); \\
A_f(\epsilon_{\sigma(i)} z_{\sigma(i)}, -\epsilon_{\sigma(i+1)} z_{\sigma(i+1)}) & \text{otherwise,}
\end{array} \right. \]  (45)
where for $\sigma(i) < \sigma(i+1)$,
\[ \xi(\epsilon_{\sigma(i)} z_{\sigma(i)}, -\epsilon_{\sigma(i+1)} z_{\sigma(i+1)}) \]
\[ = \left\{ \begin{array}{ll}
A_0(\epsilon_{\sigma(i)} z_{\sigma(i)}, -\epsilon_{\sigma(i+1)} z_{\sigma(i+1)}) & \text{if } \sigma(i) \leq n < \sigma(i+1); \\
A_f(\epsilon_{\sigma(i)} z_{\sigma(i)}, -\epsilon_{\sigma(i+1)} z_{\sigma(i+1)}) & \text{otherwise,}
\end{array} \right. \]
and $\xi(\epsilon_{\sigma(i)} z_{\sigma(i)}, -\epsilon_{\sigma(i+1)} z_{\sigma(i+1)}) = -\xi(\epsilon_{\sigma(i+1)} z_{\sigma(i+1)}, \epsilon_{\sigma(i)} z_{\sigma(i)})$ if $\sigma(i) > \sigma(i+1)$. Here $A_f$ is the series defined by [31], and we use the conventions $\epsilon_1 = 1$ and $\sigma(n+m+1) = \sigma(1)$.

The above theorem can be simplified such that one can actually get rid of the choice of the signs $\epsilon_2, \cdots, \epsilon_{n+m} \in \pm 1$. In fact, we have the following:

**Theorem 6.2.** We have:
\[ \sum_{j_1, \cdots, j_n \geq 0; \text{odd}} \sum_{k_1, \cdots, k_m \geq 0; \text{odd}} \frac{\partial^{n+m} F^B}{\partial t^+_{j_1} \cdots \partial t^+_{j_n} \partial t^-_{k_1} \cdots \partial t^-_{k_m}} \bigg|_{t=0} \prod_{a=1}^{n} \epsilon_a^{-j_a} \prod_{b=1}^{m} z_{k_b} \]
\[ = -2^{n+m-1} \cdot \left[ \sum_{\text{(n+m)-cycles } \sigma } \prod_{i=1}^{n+m} \xi(z_{\sigma(i)}, -z_{\sigma(i+1)}) \right]_{\text{odd}} \]  (46)
\[ - (\delta_{n,2} \delta_{m,0} + \delta_{n,0} \delta_{m,2}) \cdot i z_{1,z2} \frac{z_1 z_2 (z_1^2 + z_2^2)}{2(z_1^2 - z_2^2)^2}. \]
where \([\cdot]_{\text{odd}}\) means taking the terms of odd degrees in every \(z_i\); and for \(\sigma(i) < \sigma(i + 1)\),
\[
\xi(z_{\sigma(i)}, -z_{\sigma(i+1)}) = \begin{cases} 
A_f(z_{\sigma(i)}, -z_{\sigma(i+1)}), & \text{if } \sigma(i) \leq n < \sigma(i+1); \\
A_0(z_{\sigma(i)}, -z_{\sigma(i+1)}), & \text{otherwise},
\end{cases}
\]
and for \(\sigma(i) > \sigma(i + 1)\),
\[
\xi(z_{\sigma(i)}, -z_{\sigma(i+1)}) = \begin{cases} 
-A_f(-z_{\sigma(i+1)}, z_{\sigma(i)}), & \text{if } \sigma(i) > n \geq \sigma(i+1); \\
-A_0(-z_{\sigma(i+1)}, z_{\sigma(i)}), & \text{otherwise},
\end{cases}
\]

Proof. For a fixed cycle \(\sigma\) and a fixed \(j, z_j\) appears only in two terms
\[
\xi(\pm z_i, -\epsilon_j z_j) \cdot \xi(\epsilon_j z_j, \pm z_k)
\]
in \(\prod_{i=1}^{n+m} \xi(\epsilon_{\sigma(i)} z_{\sigma(i)}, -\epsilon_{\sigma(i+1)} z_{\sigma(i+1)})\) (where \(i\) and \(k\) are adjacent to \(j\) in this cycle \(\sigma\)), thus replacing \(\epsilon_j\) by \(-\epsilon_j\) is equivalent to replacing \(z_j\) by \(-z_j\). Then replacing \(\epsilon_j\) by \(-\epsilon_j\) does not change the terms with odd orders in \(z_j\) in the product
\[
\epsilon_2 \cdots \epsilon_{n+m} \prod_{i=1}^{n+m} \xi(\epsilon_{\sigma(i)} z_{\sigma(i)}, -\epsilon_{\sigma(i+1)} z_{\sigma(i+1)}).
\]
Moreover, we already know that the order of \(z_j\) in the left-hand side of (44) is always an odd number, thus the conclusion holds by taking the canonical choice of signs \(\epsilon_2 = \cdots = \epsilon_{n+m} = 1\) in the right-hand side and then restricting to terms of odd degrees.

Similarly to the case of the diagonal 2d Toda lattice tau-functions (see [35 §4]), one has the following vanishing property:

**Corollary 6.1.** One has
\[
\sum_{j_1, \ldots, j_n \geq 0; \text{ odd}} \frac{\partial^{m+n} F_i^B(t^+, t^-)}{\partial t_{j_1}^+ \cdots \partial t_{j_n}^+ \partial t_{k_1}^- \cdots \partial t_{k_m}^-} \bigg|_{t=0} = 0
\]
unless \(j_1 + j_2 + \cdots + j_n = k_1 + k_2 + \cdots + k_m\).

Proof. Recall that \(A_0(w, z), A_f(w, z), \) and \(i w_{n(m+1)}^{\sigma(\pm 2z^2)}\) are all of the form:
\[
\sum_{k \geq 0} c_k \cdot w^{-k} z^k,
\]
thus the total order of non-negative powers equals to the total order of negative powers in the right-hand side of (49).

Now we give some examples of the bosonic \((n, m)\)-point functions for small \((n, m)\) using the above theorem. First notice that by Corollary 6.1, we easily see:

**Corollary 6.2.** For \(n, m \geq 1\), we have:
\[
\frac{\partial^n F_i^B(t^+, t^-)}{\partial t_{j_1}^+ \cdots \partial t_{j_n}^+} = 0, \quad \forall j_1, \ldots, j_n \geq 0; \text{ odd;}
\]
\[
\frac{\partial^m F_i^B(t^+, t^-)}{\partial t_{k_1}^- \cdots \partial t_{k_m}^-} = 0, \quad \forall k_1, \ldots, k_m \geq 0; \text{ odd.}
\]
Example 6.1. By Corollary 6.3, we know that the first non-trivial example is \((n, m) = (1, 1)\). In this case, there is only one 2-cycle \(\sigma = (12)\), thus by Theorem 6.1 or 6.2 we have:

\[
\sum_{j, k > 0: \text{odd}} \frac{\partial^2 F^B(t^+, t^-)}{\partial t_j^+ \partial t_k^-} \bigg|_{t=0} \cdot z_1^{-j} z_2^k = A_f(z_1, -z_2) A_f(-z_1, z_2) - A_f(z_1, z_2) A_f(-z_1, -z_2) \\
= 2[A_f(z_1, -z_2) A_f(-z_1, z_2)]_{\text{odd}}.
\]

Example 6.2. Now consider the case \((n, m) = (2, 1)\). There are two 3-cycle \(\sigma = (123), (132)\). By Theorem 6.2 we have:

\[
\sum_{j, k > 0: \text{odd}} \frac{\partial^3 F^B(t^+, t^-)}{\partial t_j^+ \partial t_k^- \partial t_i^-} \bigg|_{t=0} \cdot z_1^{-j} z_2^k z_3^l = [4A_0(z_1, -z_2) A_f(z_2, -z_3) A_f(-z_1, z_3) - 4A_f(z_1, -z_3) A_f(-z_2, z_3) A_0(-z_1, -z_2)]_{\text{odd}}.
\]

In this case the above summation vanishes identically due to Corollary 6.1.

Example 6.3. For \(n + m = 4\), there are six 4-cycles \(\sigma = (1234), (1243), (1324), (1342), (1423), (1432)\). Then for \((n, m) = (3, 1)\) we have:

\[
\sum_{i, j, k, l > 0: \text{odd}} \frac{\partial^4 F^B(t^+, t^-)}{\partial t_i^+ \partial t_j^+ \partial t_k^- \partial t_l^-} \bigg|_{t=0} \cdot z_1^{-i} z_2^{-j} z_3^{-k} z_4^l = [8A_0(z_1, -z_2) A_0(z_2, -z_3) A_f(z_3, -z_4) A_f(-z_1, z_4) \\
- 8A_0(z_1, -z_2) A_f(z_2, -z_4) A_f(-z_3, z_4) A_0(-z_1, z_3) \\
- 8A_0(z_1, -z_3) A_0(-z_2, z_3) A_f(z_2, -z_4) A_f(-z_1, z_4) \\
- 8A_0(z_1, -z_3) A_f(z_3, -z_4) A_f(-z_2, z_4) A_0(-z_1, z_2) \\
- 8A_f(z_1, -z_4) A_f(-z_2, z_4) A_0(z_2, -z_3) A_0(-z_1, z_3) \\
+ 8A_f(z_1, -z_4) A_f(-z_3, z_4) A_0(-z_2, z_3) A_0(-z_1, -z_2)]_{\text{odd}}.
\]

And for \((n, m) = (2, 2)\) we have:

\[
\sum_{i, j, k, l > 0: \text{odd}} \frac{\partial^4 F^B(t^+, t^-)}{\partial t_i^+ \partial t_j^+ \partial t_k^- \partial t_l^-} \bigg|_{t=0} \cdot z_1^{-i} z_2^{-j} z_3^{-k} z_4^l = [8A_0(z_1, -z_2) A_f(z_2, -z_3) A_0(z_3, -z_4) A_f(-z_1, z_4) \\
- 8A_0(z_1, -z_2) A_f(z_2, -z_4) A_0(z_3, -z_4) A_f(-z_1, z_3) \\
- 8A_f(z_1, -z_3) A_0(z_2, -z_3) A_f(z_2, -z_4) A_f(-z_1, z_4) \\
- 8A_f(z_1, -z_3) A_0(z_3, -z_4) A_f(-z_2, z_4) A_0(-z_1, z_2) \\
- 8A_f(z_1, -z_4) A_f(-z_2, z_4) A_0(z_2, -z_3) A_0(-z_1, z_3) \\
+ 8A_f(z_1, -z_4) A_0(-z_2, z_3) A_f(-z_2, z_3) A_0(-z_1, -z_2)]_{\text{odd}}.
\]

7. Application to Connected Spin Double Hurwitz Numbers

In this section, we apply Theorem 6.1 to the computations of connected spin double Hurwitz numbers.
The ordinary Hurwitz numbers \[15] count the numbers of branched covers between Riemann surfaces with specified ramification types. In \[8\], Eskin-Okounkov-Pandharipande introduced a new type of Hurwitz numbers called spin Hurwitz numbers, by introducing a spin structure (or theta characteristic) on the source. Similar to the case of ordinary Hurwitz numbers (see \[22,26\]), the generating series of disconnected spin Hurwitz numbers are controlled by some integrable hierarchies, see \[9,19\]. In particular, Giacchetto-Kramer-Lewanski \[9\] showed that the generating series

\[
\tau_{r,\vartheta}(t^+, t^-) = \sum_{g,\mu^+,\mu^-} 2^{g-1} \beta^k h^*_{g,\mu^+,\mu^-} \frac{p^+_{\mu^+} p^-_{\mu^-}}{l(\mu^+)! l(\mu^-)!} \tag{50}
\]

of disconnected spin double Hurwitz numbers \(h^*_{g,\mu^+,\mu^-}\) with \((r+1)\)-completed cycles (where \(r\) is even) is a tau-function of the 2-BKP hierarchy, where the summation is over all integers \(g\) (genus) and odd partitions \(\mu^\pm\). Here for a partition \(\mu = (\mu_1, \cdots, \mu_l)\), the number \(l(\mu)\) denotes its length, and

\[
p^\pm_{\mu} = p^\pm_{\mu_1} p^\pm_{\mu_2} \cdots p^\pm_{\mu_l}, \quad \text{where} \quad p^\pm_n = n \cdot t^\pm_n.
\]

The number \(b\) of \((r+1)\)-completed cycle ramification points is determined by the Riemann-Hurwitz formula:

\[
b = (2g - 2 + l(\mu^+) + l(\mu^-))/r. \tag{51}
\]

They found a fermionic representation of this tau-function (see \[9, Theorem 6.20\]; see also \[19\]):

\[
\tau_{r,\vartheta} = \langle \Gamma_+(t^+) \exp \left( \beta \frac{\hat{F}_{r+1}}{r+1} \Gamma_-(t^-) \right) \rangle, \tag{52}
\]

where \(\hat{F}_{r+1}\) is the following operator on the fermionic Fock space:

\[
\hat{F}_{r+1} = \sum_{k>0} (-1)^k k^{r+1} : \phi_k \phi_{-k} :. \tag{53}
\]

Now our goal is to compute the connected spin double Hurwitz numbers with \((r+1)\)-completed cycles \(h^\circ_{g,\mu^+,\mu^-}\), whose generating series

\[
\sum_{g,\mu^+,\mu^-} 2^{g-1} \beta^k h^\circ_{g,\mu^+,\mu^-} \frac{p^+_{\mu^+} p^-_{\mu^-}}{l(\mu^+)! l(\mu^-)!} \tag{54}
\]

is the free energy \(\log \tau_{r,\vartheta}\). In this case, we take the function \(f\) (see \[3\] to be:

\[
f^{r,\vartheta}(k) = \beta \cdot \frac{k^{r+1}}{r+1}, \tag{55}
\]

then \(f^{r,\vartheta} = \beta \frac{\hat{F}_{r+1}}{r+1}\). In this case, the series \(A_f(z, w)\) defined by \(31\) is:

\[
A_{f^{r,\vartheta}}(w, z) = -\frac{1}{4} - \frac{\beta}{2} \sum_{k=1}^{\infty} (-1)^k e^{\beta \frac{k^{r+1}}{r+1}} w^{k} z^k. \tag{56}
\]

Denote:

\[
h^\circ_{\mu^+,\mu^-}(\beta) = \sum_b 2^{g-1} \beta^b \frac{h^\circ_{g,\mu^+,\mu^-}}{l(\mu^+)! l(\mu^-)!}, \tag{57}
\]

then by Theorem \(6.1\) we have:
Theorem 7.1. Let $\mu^+ = (\mu^+_1, \ldots, \mu^+_n)$ and $\mu^- = (\mu^-_1, \ldots, \mu^-_m)$ be two odd partitions, then we have:

$$h^{o,r,d}_{\mu^+;\mu^-}(\beta) = \frac{2^{n+m-1}}{Z_{\mu^+}Z_{\mu^-}} \text{Coeff} \prod_{i=1}^n z_{\mu^+_i} \prod_{i=1}^m z_{\mu^-_i}^{n+m} \left( \sum_{(n+m)\text{-cycles}} \prod_{i=1}^{n+m} \xi(z_{\sigma(i)}, -z_{\sigma(i+1)}) \right),$$

where $\text{Coeff}$ means taking the coefficient, and for a partition $\mu = (1^{m_1}(\nu_1)2^{m_2}(\nu_2)\ldots)$ we denote:

$$Z_{\mu} = \prod_{j \geq 1} m_j! \cdot j^{m_j(\mu)}.$$  

Here $\xi(\epsilon_{\sigma(i)}z_{\sigma(i)}, -\epsilon_{\sigma(i+1)}z_{\sigma(i+1)})$ are as follows: for $\sigma(i) < \sigma(i+1),

\begin{align*}
\xi(z_{\sigma(i)}, -z_{\sigma(i+1)}) &= \begin{cases} A_{f,r,\sigma}(z_{\sigma(i)}, -z_{\sigma(i+1)}), & \text{if } \sigma(i) \leq n < \sigma(i+1); \\
A_0(z_{\sigma(i)}, -z_{\sigma(i+1)}), & \text{otherwise.} \end{cases}
\end{align*}

And $\xi(z_{\sigma(i)}, -z_{\sigma(i+1)}) = -\xi(-z_{\sigma(i+1)}, z_{\sigma(i)})$ if $\sigma(i) > \sigma(i+1)$. Here $A_{f,r,\sigma}$ is given by (56), and we use the convention $\sigma(n+m+1) = \sigma(1)$.

Example 7.1. For $(n, m) = (1, 1),$ we have:

$$h^{o,r,d}_{(u),(v)}(\beta) = \frac{1}{uv} \text{Coeff} \left( 2A_{f,r,\sigma}(z_1, -z_2)A_{f,r,\sigma}(-z_1, z_2) \right) 
= \frac{\delta_{u,v}}{4uv} \left( 1 - (-1)^n \right) \left( e^{\beta z_{r+1}^{u+1}} + \sum_{j=1}^{u-1} e^{\beta z_{r+1}^{u+1}(u-j)^{r+1}} \right) 
= \frac{\delta_{u,v}}{2uv} \left( e^{\beta z_{r+1}^{u+1}} + \sum_{j=1}^{u-1} e^{\beta z_{r+1}^{u+1}(u-j)^{r+1}} \right),$$

since $u$ is odd. Or more explicitly,

$$h^{o,r,d}_{g,(u),(u)} = \frac{1}{2g \cdot u^2 \cdot b! (r+1)^b} \left( u^{b(r+1)} + \sum_{j=1}^{u} (j^{r+1} + (u-j)^{r+1})^b \right),$$

where $b$ and $g$ are related by (51).

Example 7.2. Consider $(n, m) = (2, 2).$ Let $\mu^+ = (u_1, u_2),$ $\mu^- = (v_1, v_2)$ be two odd partitions with $|\mu^+| = |\mu^-|$, then Theorem 7.1 gives (here we omit the details, and for simplicity we have assumed $u_1 \leq v_1$ in the computations):

$$h^{o,r,d}_{(u_1, u_2), (v_1, v_2)}(\beta) = \frac{1}{(1 + \delta_{u_1, u_2})(1 + \delta_{v_1, v_2})u_1u_2v_1v_2} \times$$

$$\left( \sum_{i=1}^{v_2} e^{\frac{\beta}{r+1}}(r+1+(u_1+u_2-i)^{r+1}) + \frac{1}{2} \delta_{u_1,v_2} e^{\frac{\beta}{r+1}}(v_1^{r+1}+v_2^{r+1}) + \frac{1}{2} e^{\frac{\beta}{r+1}}(u_1+u_2)^{r+1} \right)$$

$$- \frac{1}{2} \sum_{i=1}^{v_2} e^{\frac{\beta}{r+1}}(r+1+(u_1-i)^{r+1}+(v_2-i)^{r+1}+(v_1-u_1+i)^{r+1})$$

$$- \frac{1}{2} \sum_{j=1}^{v_2} e^{\frac{\beta}{r+1}}(r+1+(u_2-j)^{r+1}+(v_2-j)^{r+1}+(v_1-u_2+j)^{r+1})$$

$$- \frac{1}{2} e^{\frac{\beta}{r+1}}((u_2-v_2)^{r+1}+u_1^{r+1}+v_1^{r+1}) - \frac{1}{2} e^{\frac{\beta}{r+1}}((v_1-u_2)^{r+1}+u_2^{r+1}+v_2^{r+1}).$$
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