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Abstract

Efforts to enhance education and broaden participation in AI will benefit from a systematic understanding of the competencies underlying AI expertise. In this paper, we observe that AI expertise requires integrating computational, conceptual, and mathematical knowledge and representations. We call this the “AI triplet,” similar in spirit to the “chemistry triplet” that has heavily influenced the past four decades of chemistry education research. We describe a theoretical foundation for this triplet and show how it maps onto two sample AI topics: tree search and gradient descent. Finally, just as the chemistry triplet has impacted chemistry education in concrete ways, we suggest two initial hypotheses for how the AI triplet might impact AI education: 1) how we can help AI students gain proficiency in moving between the corners of the triplet; and 2) how all corners of the AI triplet highlight the need for supporting students’ spatial cognitive skills.

Introduction

In 1982, a Scottish professor of chemistry and science education named Alex H. Johnstone published a tiny, 2.5-page paper in the School Science Review that proposed the “chemistry triplet” as a new way of understanding the three types of knowledge required for chemistry expertise (Johnstone 1982). Within the next 30 years, this little idea had grown to become “one of the most powerful and productive ideas in chemical education” (Talanquer 2011, p. 179) and “a ‘taken-for-granted’ commitment (or assumption) for those working in the field” (Taber 2013, p. 156).

The chemistry triplet rests on a firm theoretical foundation of what chemistry is about, including its basic conceptual units as well as the role of human-created representations in how we formulate and communicate chemistry ideas. Here, we propose an analogous AI triplet that we believe could be having the same impact AI education: 1) how we can help AI students gain proficiency in moving between the corners of the triplet; and 2) how all corners of the AI triplet highlight the need for supporting students’ spatial cognitive skills.

A Brief Primer on the Chemistry Triplet

Experts in chemistry integrate knowledge about chemical phenomena across three levels or types of knowledge: (Johnstone 1982; Gilbert and Treagust 2009):

• Macroscopic refers to human-observable properties of substances, e.g., water turning from liquid to solid at a particular temperature.

• Submicroscopic refers to properties at molecular and submolecular scales, e.g., the lattice shape formed by water molecules as they freeze, and the forces and geometry that cause this particular type of crystallization.

• Symbolic refers to the mathematical, diagrammatic, and other notational formalisms of chemistry, e.g., the symbol $H_2O$ to indicate a water molecule, or the equation describing the change in energy when ice melts:

$$H_2O(s) \rightarrow H_2O(l) \quad \Delta H = 6.01 \text{k}J/\text{mol}$$

Chemistry as a complex system. It is interesting to note that the first two levels—macro and submicro—describe not just how chemists think about chemistry but also, at a deeper
At the macro level, properties like temperature and viscosity describe high-level behaviors of substances. These macro-level properties emerge from the complex interactions of molecules at the submicroscopic level, which in turn emerge from yet lower levels of atomic or subatomic interactions (Luisi 2002). Going the other way, submicroscopic interactions can be said to generate macro-level properties. This relationship is illustrated in Figure 1.

The symbolic level. The first two levels—macro and submicro—are the portions of the chemistry triplet that actually “exist” in nature. The third level, symbolic, refers to the human-created trappings of scientific notation used to describe chemical phenomena at the other two levels, including chemical and mathematical symbols, equations, molecular diagrams, drawings, graphs, and so on (Taber 2013).

Some researchers subdivide the symbolic level depending on whether notation is used to describe mathematical calculations versus non-mathematical concepts (Nakhleh and Krajcik 1994). For example, acids and bases are often described using chemical formulae, which are not themselves directly related to calculations, e.g., $H_2SO_4$ and $NaOH$, while other notation is used to describe equations explicitly used for calculation, such as the equation relating pH to the concentration of $H^+$ ions: $-pH = \log[H^+]$.

Other researchers distinguish between depictive versus non-depictive notation (Hoffmann and Laszlo 1991). Depictive symbols can serve as iconic models of underlying concepts, i.e., as representations that share some structural correspondence with what they represent, and thus provide a reasoning agent with additional inferential affordances regarding those concepts (Nersessian 2010). For example, the chemical formula $H_2O$ describes the atomic contents of a water molecule, but the simple diagram $H-O-H$ provides additional information about the structure of a water molecule, as reflected in the structure of the diagram itself.

Depictive representations can reside in different corners of the chemistry triplet depending on particular use cases (Talanquer 2011, p. 184-185): “The semi-symbolic, semi-iconic nature of many visual representations in chemistry gives them a hybrid status between signs and models... If we think of them as mere signs, then we may be inclined to classify them as belonging to the [symbolic] level; if we think of them as models with descriptive, explanatory, and predictive power we may prefer to think of them as part of the [submicro] level.”

Following this logic, for our AI triplet, instead of separating out all symbolic notation into its own category, we instead consider notation as an additional layer of representation that resides above all parts of the triplet. And, we give mathematical knowledge and notation special status in one corner of the triplet, as described in the following sections.

The Proposed AI Triplet

We propose the following AI triplet of types of knowledge:

- **Computational** refers to the formal computations that make up programs together with the physical systems that run them, e.g., a computer running a program for depth-first search.
- **Conceptual** refers to the abstract constructs that are accessed and manipulated (either explicitly or implicitly) via computations, e.g., the “search tree” that is being traversed by a program running depth-first search.
- **Mathematical** refers to the mathematical formalisms used to either define or describe programs, e.g., using big-oh notation to describe the worst-case run time of depth-first search given a certain type of search tree.

The following subsections present a detailed rationale for each corner of this AI triplet, with relationships illustrated in Figure 1. The main observation motivating this formulation of the AI triplet is that, as with chemistry, **computer programs are examples of complex systems**, and part of computer science involves the empirical study of these systems (Newell and Simon 1975). As Simon later wrote: “An artificial system, like a natural one, produces empirical phenomena that can be studied by the methods of observation and experiment common to all science.
It might be objected that a system designed deliberately to behave in a desired way can produce no surprise or new information. This objection shrugs off our enormous ignorance of natural law and of the effects produced by natural laws operating on complex systems. The world of artificial (and natural) objects is full of unanticipated consequences, because of the limits both of empirical knowledge and of computational power.” (Simon 1995, p. 99)

In a nutshell, computations in AI (e.g., lines of code) are the “submicro” elements that interact to generate “macro” behaviors at the conceptual level that can be observed, studied, and used by people. Mathematics is used in AI in two primary ways: it is used within AI systems to define things that are computed, and it is also used by people to describe the operations or performance of such systems. And, as with chemistry (Johnstone 1982, p. 377), AI experts “jump freely from level to level in a series of mental gymnastics. It is eventually very hard to separate these levels.”

Submicroscopic ⇐⇒ Computational

If we draw an analogy between the complex natural systems of chemistry and the complex artificial systems of AI, then the low-level, causal elements in AI—i.e., the elements that make up the “submicroscopic” level of AI—are essentially lines of code: the pieces of formal computation that make up an artificial system or program. Just as submicroscopic interactions are what generate higher-level phenomena in chemistry, computation is what generates higher-level phenomena in AI.

We define the computational level of the AI triplet as having to do with the computation that takes place in an artificial system, e.g., as specified by its program.

Unlike chemistry, in which we are still working to understand submicroscopic processes, in AI, we know the exact rules that govern computation, and computations are directly observable. However, as noted in Simon’s quote above, the results of running a program are not always evident just from inspection of the code. Higher-level behaviors emerge from the interactions of lower-level elements, and as with all complex systems, the higher-level behaviors cannot often or easily be predicted, even with full knowledge of the starting conditions and the rules of the system.

The halting problem is one obvious example of this property. Another ready example can be found in deep learning, in which slight changes in the initial conditions, i.e., hyperparameter settings, can drastically change the behavior of the final network (Feurer and Hutter 2019).

Moreover, just as the submicroscopic level in chemistry can be broken into molecular, then atomic, and then subatomic interactions, so too can the computational level in AI be broken into human-readable code, then assembly code, then machine code, and so on. And, just as the submicroscopic level in chemistry eventually devolves into quantum physics, so too does the computational level in AI eventually devolve into electrical engineering (and eventually also into quantum physics!), assuming computations are realized on a digital electronic computer.

However, it is still useful to describe these phenomena at higher levels of abstraction, e.g., at the level of molecules, for chemistry, and human-readable computations, for AI.

Macroscopic ⇐⇒ Conceptual

In chemistry, the higher-level phenomena that emerge from low-level submicroscopic processes are easy to discern: they are the everyday, human-scale manifestations of matter that can be described by casual observers in terms of sensory impressions or more formally by experts in terms of properties like temperature and viscosity.

However, the higher-level phenomena emerging from low-level computations in an AI system are not so easy to discern. In a sense, the “human-scale” manifestations of executing an AI program are artificial constructs that exist in some abstract, conceptual space. These constructs are often only partially built or accessed by the artificial system, and are also often only partially or vaguely represented in the mind of the human observing the system. However, the constructs themselves transcend both of these partial views.

For example, consider a program that performs depth-first search over a tree. In many cases, the tree does not exist as an explicit entity in the program; it might be encoded implicitly as a starting node and a successor function. In addition, we (as human observers) do not have explicit access to the complete tree in our own mental representations.

However, the complete tree can still be defined as an abstract but fully-specified conceptual construct. The complete tree “exists” in the same space that abstract mathematical objects might be said to “exist.” Like, for instance, the set of all integers. And, just as we can concretely use a few integers to count up a batch of jelly beans, partial views of an abstract search tree can be instantiated as concrete objects and used for some purpose, via the execution of a program.

We define the conceptual level of the AI triplet as having to do with the abstract conceptual constructs that are built and/or accessed by an artificial system.

In an interesting reversal between the chemistry triplet and the AI triplet, the levels associated with generative phenomena versus emergent phenomena are inverted in terms of which levels are partially versus more fully observable.

In the complex systems of chemistry, the submicroscopic level (which generates higher-level phenomena) is not directly observable by people, and we can often access only partial or indirect information about this level through specialized equipment, partial observations, experiments, and our imagination (e.g., mental models and thought experiments). The macroscopic level (which represents the emergent phenomena in the complex system) is directly (though still not fully) observable by people.

In contrast, in the complex systems of AI, the computational level (which generates higher-level phenomena) is directly observable by people. However, the conceptual level (which encompasses the emergent phenomena in the complex system) is not directly observable by people. And, as with the submicroscopic level in chemistry, we can often access only partial or indirect information about this level through our experiments, observations, and imagination.
Symbolic $\iff$ Mathematical

First of all, it is worth pointing out that the notion of “symbols” in chemistry is vastly different from what we mean by “symbols” in AI. For the remainder of this paper, we use the term “symbolic” as it is used in the context of the chemistry triplet, i.e., the use of signs by humans to convey ideas about a scientific topic (Talanquer 2011). There are many types of symbolic notation used in AI, including:

1. Code (and pseudocode).
2. Visual diagrams of conceptual constructs such as trees, hyperplanes, neural networks, etc.
3. Mathematical notation such as equations, big O notation for algorithmic complexity, etc.
4. Visual plots of quantitative relationships, such as data plots or Cartesian graphs.

As described above regarding the chemistry triplet, while Johnstone’s original triplet lumped together all symbolic notation into one corner, more recent efforts have found value in (a) linking the representation of specific types of knowledge to their respective corners of the triplet (e.g., Talanquer 2011), and also (b) separating out mathematical concepts and notation as a specialized form of knowledge (e.g., Nakhleh and Krajcik 1994). Following similar logic, we consider various kinds of notation in AI as being potentially associated with different corners of the triplet, depending on what type of knowledge a particular piece of notation describes, and we assign the third corner of the triplet to deal specially with mathematical concepts and notation.

Next, we briefly discuss each type of AI notation listed above and where it would reside in our AI triplet.

(1) Code and pseudocode are of course an essential part of AI notation. These not only describe phenomena at the computational level of the AI triplet, but code in fact defines computations. Because code is so intimately tied to the phenomena of computation, we suggest that this type of notation should reside at the computational level of the AI triplet.

(2) Visual diagrams are often used to describe phenomena at the conceptual level of the AI triplet. For example, we often draw downward-fanning trees to illustrate principles of tree search. Diagrams of neural networks show the arrangement and connections of nodes. These kinds of diagrams can usefully be deemed to reside at the conceptual level of the AI triplet. Of course, other types of visual diagrams might reside at other corners of the AI triplet, but we argue that these conceptual diagrams in AI have special status, as they are often a primary means by which human experts represent and communicate ideas about abstract AI concepts like search trees.

(3) Mathematical concepts and notation are used extensively in AI, and we argue that mathematics embodies a distinct, third type of knowledge that is essential in AI expertise. We see two primary roles for mathematics in AI.

First, artificial systems might be defined to perform mathematical calculations during their operation, e.g., a program for doing gradient descent will contain some calculus-based method for computing the derivative of a function. We label this as an artificial system using mathematics.

Second, we (the human observers) frequently rely on mathematics for describing artificial systems. For instance, we often define the inputs and outputs of a system in terms of variables and/or certain types of mathematical objects.

We also often use mathematics to describe the behavioral or operational characteristics of artificial systems. For example, given a tree with branching factor $b$ and depth $d$, we can use some combinatorics and our knowledge of search algorithm behavior to mathematically infer that breadth first search will have a worst-case space complexity of $O(b^d)$.

Regardless of whether mathematics are used within an artificial system itself or by human observers while describing such a system, these mathematical ideas and notation are distinct from both the computational level and the conceptual level of the AI triplet. For example, in a program for training a neural network, the sigmoid function does not exist as a generalized equation anywhere in the actual computations that are carried out by an artificial system; only specific instances of it will ever be computed while the system is running. However, the sigmoid function exists as a distinct mathematical entity whose properties we leverage in the design of a neural network. Similarly, while at the conceptual level, we might visualize a tree with branching factor $b$ and depth $d$, and at the computational level, we might understand that breadth-first search in the worst case might have to search the entire tree, it takes a bit of additional mathematical maneuvering to arrive at the total number of nodes in the tree as $b^d$. Thus, we propose elevating mathematical representations to form the third leg of our proposed AI triplet:

We define the mathematical level of the AI triplet as having to do with the mathematical notation and ideas used to describe various aspects of an artificial system, including its internal procedures as well as externally observed characteristics.

(4) Visual plots are ubiquitous in AI, as in all empirical sciences. As with mathematical ideas, visual plots in AI are sometimes used to describe an internal component of an AI system, such as the graph of a loss function used for training a neural network. Other visual plots might reflect external observations about the system, for instance a neural network training curve of error over time. Interpreting such plots often requires both mathematical (Lee et al. 2019) and visuospatial (Kozhevnikov, Hegarty, and Mayer 2002) proficiency. Thus, we suggest that visual plots span both the conceptual and mathematical levels of the AI triplet.

Sample AI topics: BFS and gradient descent

AI topics are commonly taught using material across all three corners of the AI triplet, though of course not always explicitly labeled as such. Figure 2 shows publicly available teaching materials for two sample AI topics of breadth-first search (BFS) and gradient descent.

While it is not surprising that topics are taught with computational and mathematical content, the figure highlights how conceptual knowledge is often as prominent as the other two types of knowledge. Conceptual knowledge often involves diagrams, analogies, and other types of informal illustrations, and often refers to abstract structures that underlie a particular AI technique, such as the notion of search trees or the surface of an optimization function.
Breadth-first search

```python
function BREADTH-FIRST-SEARCH (problem) returns a solution node or failure
node ← NewNode(problem.INITIAL)
if problem.IS-GOAL (node:STATE) then return node
frontier ← FIFO queue, with node as an element
while not FRONTIER (frontier) do
    node ← POP (frontier)
    for each child in EXPAND (problem, node) do
        if node IS-CHILD (child) then return
        if child IS-FAILED then return
        add child to frontier
    add node to frontier
return failure
```

Graphical representation of the Breadth-first search algorithm.

Worst-case performance
\[ O(|V| + |E|) = O(|V|) \]

BFS ordering
An enumeration of the vertices of a graph is said to be a BFS ordering if the positive output of the application of BFS to this graph.

Gradient descent

```python
while t < Tlimits:
    weights_grad = evaluate_gradient(loss_func, data, weights) # perform parameter update
    weights ← weights + weights_grad # Vanilla MINIBATCH Gradient Decent
while t < T:
    batch ← sample_train_data(data_train, 256) # sample 256 samples
    evaluate_gradient(loss_func, batch, weights) # perform parameter update
weights ← step_size × weights_grad # Vanilla MINIBATCH Gradient Decent
```

Blindfolded hiker analogy. One analogy you may find helpful going forward is to think of yourself as hiking on a hill terrain with a blindfold on, and trying to reach the bottom.

- Numerical gradient: approximate, slow, easy to write
- Analytic gradient: exact, fast, error-prone

Computational
Conceptual
Mathematical

![Graphical representation of gradient descent](https://example.com/gradient-descent-graph)

**Figure 2:** Sample AI topics with materials presented from all three corners of the AI triplex. Top: Breadth-first search, with materials from (Russell and Norvig 2021), (Blundell 2017), and (Wikipedia 2021), respectively. Bottom: Gradient descent, with materials from (Li, Johnson, and Yeung 2019).

**Relationship to Marr’s Levels of Analysis**

When considering this AI triplex, some readers may be thinking, “We already have an AI triplex! Isn’t this just a rehash of Marr’s three levels of analysis?” While both frameworks do involve the number three, they actually represent different and orthogonal classifications of knowledge, i.e., they are different in scope, and not mutually exclusive.

Marr’s three levels refer to different lenses or levels of abstraction through which to study an information-processing system. The levels often go by varying labels, but generally can be summarized as:

1. **Computational, functional, or behavioral level:** The outwardly observable behavior that a system produces, for example, in terms of input-output mappings.
2. **Representational or algorithmic level:** The internal information-manipulation procedures that a system uses to produce its outward behaviors.
3. **Implementational or hardware level:** The physical substrate on which the information-processing system is run. For example, let us use Marr’s levels to analyze an AI system for search. The computational level is analogous to the program’s function header: the program might take as input a starting point, goal, and successor function, and return as output a path to the goal, if one exists. The representational level is analogous to the function body, including all of the intermediate data structures, operations, etc., needed to produce the input-output behavior, e.g., a priority queue to store nodes during search, the actual search procedures, etc. Finally, the implementational level refers to the actual physical machine that our search program is running on.

Marr’s levels essentially carve up information processing systems into horizontal slices. At the top level, you have the input-output behavior. This rests on the middle level of representations and algorithms. And this middle level rests on the bottom layer of physical implementation.

Our AI triplex, in contrast, carves up information processing systems into vertical slices. Any of Marr’s 3 levels can be seen in any corner of our AI triplex, and vice versa. For example, keeping strictly to Marr’s level 1, the input-output behavior of a search program can be viewed in terms of:

1. **(AI triplex level 1)** Its computational definition, e.g., input arguments and parameters and return values.
2. **(AI triplex level 2)** Its conceptual meaning and abstract structures, e.g., search trees, connected paths, etc.
3. **(AI triplex level 3)** Relevant mathematical formalisms, e.g., we can describe the output variable as a path \( P \) across a set of graph vertices \( V \), where \( P \) is defined as:

\[
P = (v_1, v_2, ..., v_n) \in V \times V \times ... \times V
\]

Similar examples can be constructed for Marr’s level 2, e.g., we can describe specific search algorithms in terms of their computational, conceptual, and mathematical aspects.

And likewise for Marr’s level 3, in describing computational, conceptual, and mathematical aspects of a physically implemented computing system.

To summarize: Marr’s framework is about different levels of abstraction at which we can describe and analyze a given information processing system.

**The AI triplex is about different kinds of knowledge and representations** that we can bring to bear to describe one or more levels of abstraction in a given system.
Discussion: The AI Triplet and AI Education

If we consider the AI triplet as a way of organizing the types of knowledge needed for AI expertise, how can that help advance research and practices in AI education? The chemistry triplet has catalyzed numerous concrete proposals for improving chemistry education, and we expect that the same could be true of AI education using the AI triplet.

Next, we discuss two initial examples of the kinds of hypotheses that the AI triplet could suggest, each of which represents a fruitful direction for future AI education research.

Taking the corners of the triplet singly or together

As an initial example, we look at one interesting and widespread set of observations/findings coming out of work on the chemistry triplet. First, expertise in chemistry requires flexibly moving between and integrating knowledge at all three corners of the chemistry triplet:

“Trained chemists jump freely from level to level in a series of mental gymnastics. It is eventually very hard to separate these levels.” (Johnstone 1982, p. 377)

Second, conventional practices in chemistry education would often teach concepts that spanned multiple corners of the chemistry triplet, but (a) these approaches were not often not easy for novices, as students would have to learn multiple types of knowledge at the same time they were having to learn the new knowledge itself; and (b) these approaches did not explicitly help students recognize the different types of knowledge they were learning, or explicitly help students learn to move across knowledge types:

“M]ost chemistry teaching is focused on the submicro–symbolic pair of the triplet and rarely helps students to build bridges to comfortably move between the three levels.” (Talanquer 2011, p. 181)

“Offering sufficient scaffolding to support students in gradually learning to operate within and across the domains in the way experts can. So, for example, there will need to be times in teaching when the focus is on subsets of the macroscopic concepts, and how these are formally represented; and there will need to be times when the focus is on aspects of the sub-microscopic models, and the different ways these are formally represented. There will also be times when it is vital to shift between the macroscopic and submicroscopic domains to build up the explanations of the subject.... However, ventures into the triangle should be about relating previously taught material, and should be modelled carefully by the teacher before students are asked to lead expeditions there; and such explorations should initially be undertaken with carefully structured support.” (Taber 2013)

While undergraduate students taking AI courses generally come in with prior knowledge about programming and mathematics, it is certainly the case that teaching about any particular AI topic often introduces new knowledge and representations at all three levels of the AI triplet, as shown in Figure 2

Moreover, as AI education is beginning to percolate down to younger students, the need for sufficient scaffolding will only increase. For example, a recent cognitive-interview-based study of eight middle and high school students found that students faced challenges in multiple distinct areas that correspond to facets of the AI triplet (Greenwald, Leitner, and Wang 2021), for instance:

- **Mathematical:** “Even in cases where students demonstrated competency with the necessary mathematical skills, they often struggled to identify connections and/or make use of those skills until explicitly prompted.... Once introduced, however, students generally recognized the method and were able to apply it to the problem.” (Greenwald, Leitner, and Wang 2021, p. 15530)
- **Conceptual:** “Students found difficulty with the abstract representations characteristic in AI problems. Across all interviews, students needed explicit scaffolding in understanding how to interpret and construct a search tree.... Thus, even after the interviewer scaffolding enabled students to construct a search tree from the slider puzzle, students struggled to make use of the search tree representation to consider the depth and breadth of a problem space (both for the search trees they constructed and for pre-constructed exemplars). able to build a tree from a node to branches to new nodes, yet only one student was able to recognize the salience of tree abstractions such as branching factor and tree depth (albeit using colloquial language) to estimate the relative complexity of a problem.” (Greenwald, Leitner, and Wang 2021, p. 15530)
- **Conceptual/Computational:** “A challenge for all students interviewed, even those with advanced mathematical skills, was recognizing how a problem in the world could be made amenable to the computational power of AI. That is to say, students needed support in conceiving a problem space in a way that would enable an AI system to solve it. Thus while some students in the study volunteered ways a computer program might be able to implement an AI solution once identified, the initial step of reconceiving a problem as an AI problem was elusive: the broad strategies AI systems leverage to make predictions or to find a solution from an array of possibilities were unknown to students and thus unavailable resources in their mental models of the problem space.” (Greenwald, Leitner, and Wang 2021, p. 15531)

While these interesting observations were drawn from just one small study, such detailed considerations of the types of knowledge needed for AI teaching will be critical to innovating in AI pedagogy. And, as suggested by the AI triplet, and by this very congruent student interview study, one potentially fruitful direction of study for AI education lies in evaluating how students are able to approach individual versus combined aspects of the AI triplet, and strategies for scaffolding for helping students build up competence along individual aspects before explicitly guiding them to think across multiple levels.

Another observation arising from the chemistry triplet is that, for experts, representations of a particular topic are often ambiguous, in that they can be interpreted in terms of
multiple levels of the triplet. This ambiguity can be challenging for students to parse:

“e.g., at a particular moment, the teacher might be talking about molecules, but the student may be interpreting the signifiers as representing samples of substances.” (Taber 2013)

However, what is challenging for students is actually an important affordance for experts:

“The affordance of this ambiguity is the potential for these symbols to allow us to shift between the macroscopic and submicroscopic levels... An equation for a chemical reaction...can act as a bridge between the two levels by simultaneously representing both the macroscopic and submicroscopic, and aiding us in shifting between these levels in our explanations.” (Taber 2013)

Anecdotally, while AI educational practices often present multiple and/or ambiguous representations to students, there is little focused and explicit instruction about these ambiguities and strategies students can use to learn to jump between or build bridges between levels. For instance, again anecdotally, many standard AI exam problems (like those posted to publicly available course websites) present as either “code” problems or “math” problems or “conceptual” problems, without necessarily evaluating students on the ability to bridge multiple levels. In contrast, many in-depth homework assignments or projects do require students to both conceptually describe and implement a particular AI idea. It is worth more purposefully exploring how these kinds of bridging activities can be designed, used, and evaluated in AI education.

The Role of Spatial Skills in AI Expertise

Taking each corner of the AI triplet independently, we can think about what kinds of cognitive competencies would feed into AI expertise, and how to support and train these competencies in our students. That mathematical and computational proficiencies are important is no surprise, and both math and CS education are of course very mature and active fields of research. However, it is interesting to think about what kinds of expertise are needed for the conceptual corner of the AI triplet.

In other words, when we ask students to form mental models of search trees or the surfaces of high-dimensional functions, what cognitive skills does that require? We propose a hypothesis for AI education research that spatial skills are a key type of proficiency that feeds into AI learning and expertise at all three corners of the AI triplet, but perhaps being especially important at the conceptual corner. Spatial skills are cognitive skills that involve spatial perception, memory, visualization, and reasoning about spatial relationships (Iversky 2005). It is a very robust finding in the cognitive sciences that spatial skills are strongly linked to STEM learning and achievement across a variety of STEM disciplines. For example, a very large longitudinal study found that high school spatial ability was highly predictive of occupations across STEM disciplines (Wai, Lubinski, and Benbow 2009). Many cognitive analyses of scientific creativity and discovery have emphasized the role of spatial visualization (Nersessian 2008; Miller 2012), and spatial skills are also linked to creativity in producing patents and publications (Kell et al. 2013).

It is also increasingly recognized that spatial skills are extremely important in both mathematics and CS. For math, a recent meta-analysis found that spatial and mathematical skills are correlated in students across a wide age range, including after controlling for gender and grade level (Atit et al. 2021), and spatial skills are prominent in accounts of expert mathematicians (Giaquinto 2007). In addition, a very recent meta-analysis by Hawes and colleagues (Hawes, Gilligan-Lee, and Mix 2022) found that spatial training improves both spatial skills as well as mathematical performance in participants ranging from 3 to 20 years old.

With respect to CS learning, spatial ability is also correlated with success in early programming courses (Mayer, Dyck, and Vilberg 1986; Simon et al. 2006; Jones and Burnett 2008), though of course math, logic, verbal, and other cognitive abilities also contribute (Wilson and Shrock 2001). Spatial visualizations are also prominent in narrative accounts of expert software designers (Petre and Blackwell 1999). And, recent studies have begun to show that spatial training can improve computer science learning outcomes in both high school (Cooper et al. 2015) and college-level students (Bockmon et al. 2020; Parkinson and Cytts 2020).

In addition, spatial skills may play a critical role in broadening participation in STEM. A study in CS education found that spatial skills more strongly mediated the predictive relationship between socioeconomic status and CS achievement than did computing access (Parker et al. 2018). And, spatial training was found to positively impact the retention of women students in an undergraduate engineering program (Sorby, Veurink, and Streiner 2018). However, the AI triplet emphasizes that AI learning requires not just mathematical and computational proficiency, but also proficiency in thinking about conceptual knowledge at quite sophisticated levels. We hypothesize that spatial skills are particularly important for this corner of the AI triplet, above and beyond their contributions to background abilities in computational and mathematical areas.

Conclusion

What the AI triplet adds to existing views of AI education is a way of specifying where and how different precursor competencies might feed into AI learning, and also how different aspects of an AI topic might be presented most effectively to students. By understanding specific pathways and mechanisms of learning, we can better pinpoint where certain students may be having difficulties in learning certain types of knowledge or integrative forms of thinking, and provide additional learning supports accordingly.

The original chemistry triplet proposed by Johnstone in 1982 has elicited an enormous amount of scientific and pedagogical discourse in the field of chemistry education, including numerous refinements and re-imaginings as well as research studies about chemistry teaching and learning (Talanquer 2011). We hope that this AI triplet does the same.
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