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Abstract

Landau damping is the mechanism of plasma and beam stabilization; it arises through energy transfer from collective modes to the incoherent motion of resonant particles. Normally this resonance requires the resonant particle’s frequency to match the collective mode frequency. We have identified an important new damping mechanism, parametric Landau damping, which is driven by the modulation of the mode-particle interaction. This reveals new possibilities for stability control through manipulation of both particle and mode-particle coupling spectra. We demonstrate the existence of parametric Landau damping in a simulation of transverse coherent modes of bunched accelerator beams with space charge.
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I. INTRODUCTION

Landau damping (LD) [1] gives rise to the stabilization of collective modes in plasma and accelerator beams. The damping is caused by the energy transfer from the collective mode to the particles in resonance with the mode. The damping rate is, therefore, determined by the number of the particles capable of resonating with the mode. Conventionally, Landau damping requires the coherent resonance frequency to lie within the incoherent spectrum, i.e., to be located within the continuous frequency spectrum of the individual particles. Manipulation of the incoherent spectrum is often proposed as a mean to enhance stability; for example, the increase of the betatron tune spread in accelerators by using nonlinear magnets [2]. In this paper we discuss a new mechanism for Landau damping which occurs when the mode-particle coupling has an extended frequency spectrum. This mechanism reveals new possibilities for stability enhancement involving both particles’ and the mode-particle coupling’s spectra.

The novel Landau damping mechanism, which we call parametric Landau damping, is revealed by the numerical investigation of the transverse space charge modes in accelerator bunched beams at the coupling resonance, i.e., when the horizontal and the vertical tunes are close. In contrast with the usual Landau damping mechanism, the frequency of the LD-responsible particles, i.e., the particles which absorb the mode energy, have a wide spread and do not match the coherent frequency. This happens due to the modulation of the mode-particle coupling by particle dependent oscillations with a wide frequency spread.

The transverse space charge modes in bunched beams, away from the coupling resonance were found analytically in Refs [3–5]. Their intrinsic Landau damping in the strong space charge regime was suggested in Ref [4]. Predicted damping rates were confirmed by numerical simulations [6–8].

The effect of linear coupling resonance on Landau damping was addressed by Metral in [10]. He showed that in the proximity of linear coupling resonance, the incoherent frequency spectrum from both transverse planes contributes to Landau damping. The collective mode transfers energy to the incoherent motions in both planes. Metral’s mechanism is a shared damping between the transverse planes; a damping increase of the modes present in one plane implies a compensating decrease in the damping of the modes present in the other plane. In contrast, our mechanism is due to an oscillating mode-particle coupling implying
additional conditions for the resonant energy transfer. Since our mechanism does not involve sharing, it is possible to enhance Landau damping for modes present in both planes. In our case the coupling between the transverse planes is produced by the space charge force, thus no linear terms are present. The main resonance is the fourth-order Montague resonance [11]. In our simulations the frequency of many LD-responsible particles does not match the coherent frequency. The enhancement of the damping rate cannot be explained by Metral’s coupling resonance mechanism which requires the presence of resonant particles around the coherent frequency in the plane perpendicular to the mode.

A common feature of the particles trapped in the vicinity of resonance fixed points is the oscillation of their amplitudes. In the coupling resonance case the trapped particles are characterized by an oscillatory energy exchange between the transverse planes. Their transverse amplitudes are oscillating with typical trapping frequencies. Since the mode-particle coupling is dependent on the particles’ amplitudes, it is modulated by the trapping frequency. The resonance condition for Landau damping requires the particle frequency to equal the mode frequency shifted by the trapping frequency. Because the trapping frequencies are particle dependent, the frequencies of the LD-responsible particles may span a range equal to the one of the mode-particle coupling frequency spectrum.

We employ the Synergia accelerator modeling package [12, 13] to simulate the propagation of a single Gaussian beam through a linear lattice. The modes are extracted from the transverse displacement density using the dynamic mode decomposition (DMD) technique [14–17]. DMD is a data driven algorithm used for modal analysis in both linear and nonlinear systems.

We compare the properties of the first space charge mode away and in the vicinity of the coupling resonance. We find that the Landau damping is larger in the latter case, while the frequency and the mode shape are nearly the same. By investigating the properties of the particles exchanging energy with the mode, we conclude that the off-resonance case well fits the conventional Landau damping scenario characterized by LD-responsible particles with an incoherent frequency spectrum at the coherent frequency. Around coupling resonance the damping enhancement is caused by the parametric Landau damping mechanism, a consequence of the modulated coupling between the mode and the trapped particles. The existence of the parametric Landau damping mechanism for the first space charge mode at coupling resonance is proven solely by numerical simulations of a bunch propagating through
II. PARAMETRIC LANDAU DAMPING

The Landau damping mechanism results from the interaction of the collective mode with the individual particles. Using the simple harmonic oscillation approximation \[9\], the equation of motion for the particle \(i\) interacting with the mode \(\tilde{x}\) can be written as

\[
\ddot{x}_i + \omega_i^2 x_i = -K_i \tilde{x}(t),
\]

where \(x_i\) represents the particle displacement, \(\omega_i\) the particle frequency, \(K_i\) the mode-particle coupling and \(\tilde{x}(t)\) the collective mode.

In systems with conventional Landau damping, \(K\) is either time independent or its oscillation frequency is particle independent. The resonance condition is \(\omega_i = \omega_c\), where \(\omega_c\) is the \(\tilde{x}(t)\) frequency, i.e., \(\tilde{x}(t) \propto \exp(-i\omega_c t)\). The damping rate is proportional to the spectral density at the resonant frequency,

\[
\lambda \propto \rho(\omega_c) = \sum_i \delta(\omega_i - \omega_c).
\]

Nevertheless, as in the case addressed in this paper, it may happen that the mode-particle coupling is characterized by a frequency spectrum, i.e., \(K_i(t) \propto \exp(-i\mu_i t)\) and \(\mu_i\) is particle dependent. The resonance condition in this case is \(\omega_i = \omega_c \pm \mu_i\). The damping rate is proportional to the number of particles which fulfill the resonance condition,

\[
\lambda \propto h(\omega_c) = \sum_i \delta(\omega_c - \omega_i \pm \mu_i).
\]

In this case the damping is determined by the interplay of both particles and mode-particle coupling spectra. We call this mechanism parametric Landau damping.
For transverse space charge modes the equation of motion for the particle $i$ can be written as (see Appendix A, Eq.(A16), [35, 18])

$$\ddot{x}_i + \omega_0^2 (Q_{0x} - \delta Q_x(z_i, J_{xi}, J_{yi}))^2 x_i = -K(z_i, J_{xi}, J_{yi})\bar{x}(t, z_i), \quad (4)$$

where $\omega_0$ is the angular revolution frequency and $Q_{0x}$ is the bare betatron tune. The tune shift $\delta Q_x(z_i, J_{xi}, J_{yi}) \ll Q_{0x}$ and the mode-particle coupling $K(z_i, J_{xi}, J_{yi})$ are proportional to the longitudinal density and are dependent on the particle transverse actions, $J_{xi}$ and $J_{yi}$, defined as

$$J_{xi} = \frac{x_i^2 + (\alpha_x x_i + \beta_x x_i')^2}{2\beta_x}, \quad J_{yi} = \frac{y_i^2 + (\alpha_y y_i + \beta_y y_i')^2}{2\beta_y}, \quad (5)$$

where $\alpha_x, \beta_x, \alpha_y$ and $\beta_y$ are the lattice Twiss parameters.

The coherent driving term $\bar{x}(t, z_i)$ in Eq.(4) is the average displacement at the location where the particle is currently located and can be written as $\bar{x}(t, z_i) = e^{-i\omega_0 t} \bar{x}[z_i(t)]$, where

$$\bar{x}(z) = \int dx' dy' du \rho(x, x', y, y', z, u) \frac{\rho(z)}{\rho(z)} \quad (6)$$

and $\nu$ being the mode tune [4]. Here $z$ is the longitudinal position relative to the reference particle, $u = \frac{\Delta p}{p}$ is the relative momentum spread, $\rho(x, x', y, y', z, u)$ is the density in 6D phase space and $\rho(z) = \int dx dx' dy dy' du \rho(x, x', y, y', z, u)$ is the longitudinal density. Unlike the situation described by Eq.(1), in Eq.(4) the uncoupled particle motion, the mode particle coupling and $\bar{x}$ are not characterized by a single frequency.

In order to address the Landau damping mechanism in the following part of this section we will investigate the conditions for resonant coupling between the particles and the collective mode. The explicit dependence of the tune shift $\delta Q_x$ and the mode-particle coupling $K$ on the particle’s action coordinates is not important for this analysis.

In the off-resonance case, to a good approximation the particle transverse actions $J_{xi}$ and $J_{yi}$ are constants of motion and the time dependence of the tune shift $\delta Q_x(z_i, J_{xi}, J_{yi})$ is a consequence of the synchrotron motion given by $z_i(t) = a_i \cos(\Omega_0 Q_s t + \varphi_i)$. Here $a_i$ is the particle’s longitudinal amplitude, $Q_s$ is the synchrotron tune and $\varphi_i$ is the particle’s phase at $t = 0$. The tune shift $\delta Q_x(z_i, J_{xi}, J_{yi})$ for a Gaussian beam with the longitudinal density
\( \rho(z) = \exp(-z^2/2\sigma_z) \) can be expanded as

\[
\delta Q_x[z_i(t), J_{xi}, J_{yi}] = \delta Q_x[0, J_{xi}, J_{yi}] \exp\left(\frac{-z_i^2(t)}{2\sigma_z^2}\right)
= \delta Q_x[0, J_{xi}, J_{yi}] \exp\left(\frac{-(a_i \cos(\omega_0 Q_s t + \varphi_i))^2}{2\sigma_z^2}\right)
= C_{0i} + \sum_{m=1}^{\infty} 2C_{mi} \cos \left[2m(\omega_0 Q_s t + \varphi_i)\right],
\]

where

\[
C_{mi} = \delta Q_x[0, J_{xi}, J_{yi}] (-1)^m \exp\left(\frac{-a_i^2}{4\sigma_z^2}\right) I_m\left(\frac{a_i^2}{4\sigma_z^2}\right),
\]

and \( I_m \) are the modified Bessel functions of the first kind. The tune shift contains a constant term which depends on the particle’s longitudinal amplitude \( a_i \) and higher harmonics of \( 2Q_s \) terms. Since the mode-particle coupling \( K[z_i, J_{xi}, J_{yi}] \) is also proportional to the charge density \( \rho(z) \), an analogous expansion is valid for the mode-particle coupling term

\[
K[z_i(t), J_{xi}, J_{yi}] = K_{0i} + \sum_{m=1}^{\infty} 2K_{mi} \cos \left[2m(\omega_0 Q_s t + \varphi_i)\right].
\]

The mode \( \bar{x}(t, z_i) \) frequency as seen by the particle \( i \), is also influenced by the synchrotron motion. For that reason, the main tune of the first space charge mode is \( \nu - Q_s \) and not \( \nu \). This can be understood by considering the approximation \( \bar{x}[z] \approx \sin[\pi z/4\sigma_z] \) [3, 6] for the first space charge mode. The particle \( i \) sees the mode as

\[
\bar{x}[t, z_i(t)] \approx e^{-i\omega_0 t} \sin\left(\frac{\pi a_i \cos(\omega_0 Q_s t + \varphi_i)}{4\sigma_z}\right)
= e^{-i\omega_0 t} \left[J_1\left(\frac{\pi a_i}{4\sigma_z}\right) \cos(\omega_0 Q_s t + \varphi_i) + \text{higher harmonics}\right].
\]

Here \( J_1 \) is the Bessel function of the first kind and \textit{higher harmonics} represent \((2n + 1)Q_s\) higher harmonic terms proportional to higher order Bessel functions. They are smaller in magnitude compared to the \( J_1 \) term.

From Eqs.(4), (7), (9) and (10) one can conclude that, in the off-resonance case, the main energy resonant exchange specific to the Landau damping mechanism between the first space charge mode and the particles takes place at the tune \( \nu - Q_s \). Resonant exchanges at tunes distanced from \( \nu - Q_s \) by harmonics of \( 2Q_s \) are also present, but we find that they play only a minor role in the Landau damping mechanism, as discussed in Sec. V.
In the off-resonance case the Landau damping is conventional, since the oscillation frequencies of the mode-particle coupling are particle independent ($K$ contains a constant term and harmonics of $2Q_s$, see Eq.(9)). The situation is different at the coupling resonance. Unlike the off-resonance case, in the proximity of the coupling resonance $J_{xi}$ and $J_{yi}$ are not constants of motion. In fact the sum $J_{si} = J_{xi} + J_{yi}$ is a constant of motion, while the difference $J_{di} = J_{xi} - J_{yi}$ oscillates around the stable point with the trapping frequency $\omega_{ti} = \omega_0 Q_{ti}$ (see Eq.(A43)). The essential feature for the parametric Landau damping mechanism is that the particle dependent $Q_{ti}$ modulates the mode-particle coupling. This becomes evident when the mode-particle coupling is written as (see Eq.(A55))

$$K(z_i, J_{xi}, J_{yi}) = A(z_i, J_{si}) + B(z_i, J_{si}, J_{di})J_{di}. \quad (11)$$

The terms $A(z_i, J_{si})$ and $B(z_i, J_{si}, J_{di})$ as well as the tune shift $\delta Q_x(z_i, J_{si}, J_{di})$ depend on the beam shape and can be approximated analytically for certain cases. We discuss the calculation of the tune shift and the mode-particle coupling in Appendix A. In the Appendix A2, to give an example, we calculate the particles' dynamics in the proximity of the coupling resonance stable point for a 2 dimensional (2D) Hamiltonian with a fourth order, rotationally symmetric transverse coupling term. Equation (A55) gives the mode-particle coupling in our example. A more general Hamiltonian describing the dynamics at coupling resonance, but without the presence of collective modes, was considered by Montague [11].

The equation of motion in the proximity of the coupling resonance is

$$\ddot{x}_i + \omega_0^2 Q_x^2(z_i, J_{si}, J_{di})x_i = -A(z_i, J_{si})\bar{x}(t, z_i) - B(z_i, J_{si}, J_{di})J_{di}\bar{x}(t, z_i), \quad (12)$$

where $Q_x(z_i, J_{si}, J_{di}) = Q_{0x} - \delta Q_x(z_i, J_{si}, J_{di})$. Since $J_{si}$ is a constant of motion, the coupling term $A\bar{x}$ is conventional. The term $BJ_d\bar{x}$ yields parametric Landau damping because it is modulated by oscillations with $\omega_0 Q_{ti}$ frequency. While in the former case the resonance condition is $\bar{Q}_{xi} = \nu - Q_s$, the $BJ_d\bar{x}$ term implies mode-resonant particles when $\bar{Q}_{xi} = \nu - Q_s - Q_{ti}$. Here $\bar{Q}_{xi}$ is the particle $i$ main tune defined as the tune of the largest peak in the Fourier spectrum of $x_i(t)$. In principle the dependence of $B(z, J_s, J_d)$ on $J_d$ yields resonant energy exchanges at frequencies spaced by harmonics of $Q_{ti}$ from the main parametric resonant condition, i.e. $\bar{Q}_{xi} = \nu - Q_s - Q_{ti} + nQ_{ti}$, but in our simulations we find these processes not to be significant.

The oscillations of $J_d$ contribute not only to the parametric Landau damping but to the conventional one as well. The dependence of $Q_x(z_i, J_{si}, J_{di})$ in Eq.(12) on $J_{di}$ yields satellite
features spaced by harmonics of \( Q_{ti} \) in the incoherent spectrum. These satellites are resonant via \( A \dot{x} \) coupling when their tune is equal to \( \nu - Q_s \).

IV. SIMULATIONS

The simulations are done by employing Synergia [12], a particle tracking code for beam dynamics in accelerators. The space charge effects are implemented in Synergia using the second order split-operator method [19]. At every step, the electric field is calculated by solving the 3D Poisson equation with open boundary conditions numerically as described in [20].

The bunch is initially excited in the horizontal plane with the first space charge harmonic function. Space charge harmonics are the space charge modes of Gaussian beams in the strong space charge limit and were calculated analytically in Refs. [4, 5]. The excitation amplitude is small enough to ensure linear damping regime and not to affect the particles’ tune spectrum. The transverse displacement density,

\[
X(z, u, s) = \frac{\int dx dx' dy dy' x \rho(x, x', y, y', z, u, s)}{\rho(z, u, s)},
\]

is calculated at every turn. Here \( s \) is the distance along the reference trajectory, and

\[
\rho(z, u, s) = \int dx dx' dy dy' \rho(x, x', y, y', z, u, s)
\]

is the density in the longitudinal phase space. The modes’ shape, tune and damping are extracted from \( X(z, u, s) \) using the DMD technique. DMD [14–17] has been used for mode analysis in many fields such as fluid mechanics [21], neuroscience [22], and video streaming and pattern recognition [23]. An important advantage of this method is the direct calculation of mode dynamics, including shape, frequency, and growth/damping rates. Application of Synergia and DMD to beam dynamics is described in detail in [8].

A lattice with the length 200 m made by 10 identical OFORODO (drift - focusing quad - drift - rf cavity - drift - defocusing quad - drift) cells is chosen. The difference between the actual phase advance and the smooth approximation phase advance nowhere exceeds 2% of the phase advance per cell. For the off-resonance case we take the bare betatron tune difference \( Q_{0x} - Q_{0y} > \delta Q_{sc\ max} \) while at the coupling resonance \( Q_{0x} = Q_{0y} \). \( \delta Q_{sc\ max} \) is the space charge tune shift at the center of the bunch. The tunes in our simulations have values
in the range typical for real circular accelerators, with \( Q_s \ll Q_{0x}, Q_{0y} \). The majority of the simulations are done with \( Q_{0x} = 2.322 \) and \( Q_s = 0.01 \). We checked the robustness of our results for other values of the tunes, such as \( Q_{0x} = 2.443 \) and \( Q_s = 0.005 \). A proton beam with the energy corresponding to the relativistic factor \( \gamma = 1.6 \) is chosen. The chromaticity is zero. \( 10^8 \) macroparticles per bunch are used for the simulations. The beam distribution is longitudinally and transversely Gaussian with equal vertical and horizontal emittances, \( \epsilon_{x}^{rms} = \epsilon_{y}^{rms} = 1 \) mm*mrad. The space charge parameter is defined as \( q = \frac{\delta Q_{x, max}}{Q_s} \).

V. RESULTS

While the formalism described in Sections II and III and Appendix A is useful for understanding the damping mechanism and interpreting the simulations, the results presented in this section are based only on the tracking simulations of a Gaussian beam through an OFORODO lattice, as described in Sec IV.

The properties of the first space charge mode off-resonance and at coupling resonance are compared in Fig. 1. For intermediate and large space charge, \( q \gtrsim 4 \), the damping at coupling resonance is larger, as shown in Fig. 1(a). In the strong space charge regime, \( 10 \lesssim q \lesssim 20 \), the damping at coupling resonance is larger by approximately a factor of 2. The relative enhancement increases slowly with \( q \). However the precision of the simulation at large \( q \) is limited by the small value of the Landau damping, which becomes of the order of the error bars. The mode tune measured relative to the bare betatron tune, \( \nu - Q_{0x} \), is nearly the same for both cases, see Fig. 1(b). The difference between the mode spatial shape in the two cases is also insignificant, as illustrated in Fig. 1(c) where the spatial overlap of the mode, \( X_1(z,u) \), with the first space charge harmonic \( Y_1(z) \) \( (Y_1(z) \) is calculated in [4]),

\[
<X_1Y_1> = \int X_1(z,u)Y_1(z)\rho(z,u)dzdu,
\]

is plotted.

The off-resonance Landau damping mechanism can be understood within the typical paradigm. In Fig. 2 (a) we plot the beam 2D tune footprint \( \rho(Q_x, Q_y) \) defined as

\[
\rho(Q_x, Q_y) = \sum_i |\tilde{x}_i(Q_x)|^2|\tilde{y}_i(Q_y)|^2,
\]

(16)
FIG. 1: Comparison between the off-resonance and the coupling resonance cases for the first space charge mode: (a) Landau damping rate \( \frac{\lambda}{\omega_s} \) versus space charge parameter \( q \), where \( \omega_s = \omega_0 Q_s \) is the synchrotron frequency. For intermediate and strong space charge the damping is larger at the coupling resonance. (b) The mode tune \( \nu \) at off-resonance and at coupling resonance are nearly the same. (c) The spatial overlap, Eq.(15), of the DMD extracted mode \( X_1(z, u) \) with the space charge harmonic function \( Y_1(z) \). The off-resonance and the coupling resonance mode shapes are nearly the same.

where

\[
\tilde{x}_i(Q_x) = \frac{1}{C_{xi}} \int x_i(s)e^{i\omega_0 Q_x s} ds
\]  

(17)
is the Fourier transform of the particle \( i \) horizontal displacement \( x_i(s) \). An analogous definition is used for \( \tilde{y}_i(Q_y) \). Since the Landau damping is determined by the tune density and is insensitive to the particles’ amplitude per se, the constant \( C_{xi} \) in Eq.(17) is used to normalize the spectral weight of each particle, Eq.(16), to one. As a consequence, the integrated \( \rho(Q_x, Q_y) \) over the horizontal and the vertical frequencies is equal to the number of particles in the bunch. The space charge force shifts the particles’ tunes to lower values. The tune depression is maximal at the bunch center, while the particles in the dis-
FIG. 2: (a) Bunch tune footprint at off-resonance for \( q = 7.94 \). The white dot corresponds to the bare betatron tunes. (b) \( \sum_{i \in S} \Delta J_x = \sum_{i \in S} (J_{xi} - J_{xi \text{ initial}}) \) and \( \sum_{i \in S} \Delta J_{yi} = \sum_{i \in S} (J_{yi} - J_{yi \text{ initial}}) \) of the 0.05\% and 0.2\% largest increasing energy particles versus turn number, normalized by the product of emittance and the number of the particles in the sum. (c) The same as (b) but for the largest decreasing energy particles. (d) Tune footprint for the 0.5\% largest changing energy (increase and decrease) particles. The tunes are in the proximity of the coherent tune \( Q_x = \nu - Q_s \). The color dimension scale in (a) and (d) differs by one order of magnitude.

Distribution tails have a much smaller tune shift. The satellite lines separated by \( 2Q_s \) are a consequence of the modulation of the tune shift with the particle’s longitudinal position (as Eq.(7) predicts). The particles directly responsible for the Landau damping are the ones which resonantly exchange energy with the mode. To select the LD-responsible particles we look for those having the largest change in their energy between the end and the beginning.
of the simulation. In Fig. 2(b) we plot

$$\sum_{i \in S} \Delta J_x = \sum_{i \in S} (J_{xi} - J_{xi \text{ initial}}) \quad \text{and} \quad \sum_{i \in S} \Delta J_y = \sum_{i \in S} (J_{yi} - J_{yi \text{ initial}})$$

(18)

where $J_{xi \text{ initial}}$ and $J_{yi \text{ initial}}$ represent the particle $i$ actions at the beginning of the simulation. The notation $S$ represents the subset of the 0.05% (black) or the 0.2% (red and blue) largest energy increase particles. A similar plot is shown in Fig. 2(c), but for the largest energy decrease particles. The values 0.05% and 0.2% are arbitrary chosen for the purpose of illustrating the properties of the LD-responsible particles. In the linear Landau damping theory, the energy of the LD-responsible particles increases linearly in a time interval $\delta t \approx 1/|\delta \omega|$, where $\delta \omega$ is the frequency difference between the particle and the mode. As seen from Fig. 2(b), the time where $\sum \Delta J_x$ is increasing linearly is larger when the number of the particles in the summation is smaller, since a larger number in the summation implies particles with larger $|\delta \omega|$. Note that the chosen particles increase or decrease their action only in the horizontal plane, i.e., the plane where the mode is present. The 2D tune footprint of the 0.5% largest-energy changing particles (both increasing and decreasing) is shown in Fig. 2(d). As expected, since these particles are mode-resonant, their horizontal tune is in the vicinity of $\nu - Q_s$. Notice that higher $\nu - (2n + 1)Q_s$ harmonics spectral features do not appear to be significant in the tune footprint of the LD-responsible particles.

The spectral properties of the LD-responsible particles at the coupling resonance do not fit the typical Landau damping paradigm. The beam 2D tune footprint in Fig. 3(a) displays enhanced spectral weight along the coupling resonance line $2Q_x - 2Q_y = 0$, consequence of resonance trapping (in agreement with Eqs.(A46) and (A47)). Satellite lines corresponding to the $2Q_s$ harmonics can be observed too. We use the same largest energy change criterion to select the LD-responsible particles. Unlike the off-resonance case, the horizontal and vertical actions exhibit non-monotonic change with turn number, since in the proximity of coupling resonance their magnitude oscillates between the planes. However, the transverse action sum $J_s$ of the LD-responsible particles displays a monotonic increase (decrease), as shown in Fig. 3(b)(Fig. 3(c)). The interesting fact which points to a parametric damping mechanism is that the tune of most of these large energy changing particles is not in the vicinity of $\nu - Q_s$ as one would expect for LD-responsible particles. As shown in Fig. 3(d), there is a large spectral weight on the coupling resonance line which extends well below $Q_x = \nu - Q_s$. 
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FIG. 3: (a) Bunch tune footprint at coupling resonance for $q = 7.94$. The white dot corresponds to the bare betatron tunes. (b) $\sum_{i \in S} \Delta J_{si} = \sum_{i \in S} (J_{si} - J_{si\text{ initial}})$ of the 0.05% and 0.2% largest increasing energy particles versus turn number, normalized by the product of emittance and the number of the particles in the sum. (c) The same as (b) but for the largest decreasing energy particles. (d) Tune footprint for the 0.5% largest changing energy (increase and decrease) particles. Large part of the spectral weight is along the resonance line $2Q_x - 2Q_y = 0$, with the horizontal tune well below $\nu - Q_x$. The color dimension scale in (a) and (d) differs by one order of magnitude.

Most of the large changing energy particles are trapped in resonance islands, as can be seen in Fig. 4(a) where the Poincare plots, $J_{di}$ versus $\Phi_{xi} - \Phi_{yi}$ for $i \in S$, are shown. The phase coordinates are defined as

$$\Phi_{xi} = \arctan \left( -\frac{\alpha_x x_i + \beta_x x'_i}{x_i} \right), \quad \Phi_{yi} = \arctan \left( -\frac{\alpha_y y_i + \beta_y y'_i}{y_i} \right).$$ (19)

The Landau damping is, therefore, strongly influenced by the $J_d$ oscillations characterizing the coupling resonance trapped particles. The trapping frequency, $\omega_0 Q_{ti}$, of the LD-
FIG. 4: Coupling resonance, $q = 7.94$. (a) Poincare plots, $J_d$ versus $\Phi_x - \Phi_y$, for randomly selected particles belonging to the 0.5% largest changing energy particles. Most of these particles are trapped in the resonance islands. (b) The horizontal tune density $\rho(Q_x)$ (black), the $Q_t$ shifted tune density $h(Q_x)$ (blue) and the one-tune-per-particle tune density $\rho_1(Q_x)$ (green) with the corresponding $Q_t$ shifted tune density $h_1(Q_x)$ for the 0.5% largest changing energy particles. $h(Q_x)$ and $h_1(Q_x)$ are strongly peaked at the resonant mode tune $Q_x = \nu - Q_s$, showing mode-particle resonance via the $B J_d \tilde{x}$ term (see Eq.(12)).

The $Q_t$ satellites in the particles’ tune spectra contribute to the spectral weight at the mode coherent tune $\nu - Q_s$ by $\approx 20\% \sim 25\%$. This contribution favors the conventional damping mechanism via the $A\tilde{x}$ coupling (see Eq.(12)). To estimate the $Q_t$ satellites’ spectral weight we compare the horizontal tune density

$$\rho_x(Q) = \sum_{i \in S} \rho_{x_i}(Q) = \sum_{i \in S} |\tilde{x}_i(Q)|^2$$

(20)
and the one-tune-per-particle density

$$\rho_{1x}(Q) = \sum_{i \in S} \rho_{1xi}(Q) = \sum_{i \in S} \delta(Q - Q_{xi}). \quad (21)$$

The sums in Eqs.\(20\) and \(21\) are restricted only to the number of the selected particles with the largest energy change. \(Q_{xi}\) is the tune of the largest spectral peak in the Fourier spectrum \(|\tilde{x}_i(Q)|\). Unlike \(\rho_x\), where all spectral features are present, \(\rho_{1x}\) assumes that every particle is characterized only by its main tune. The spectral weight difference between \(\rho_x\) and \(\rho_{1x}\) at \(\nu - Q_s\) measures the satellites contribution to the \(A\tilde{x}\) damping mechanism. In Fig. 4(b) \(\rho_x\) and \(\rho_{1x}\) for the 0.5% largest changing energy particles are shown. Besides the peak at \(\nu - Q_s\), a broad spectral feature at smaller frequency, unfavorable to the \(A\tilde{x}\) damping mechanism, is observed in both \(\rho_x\) and \(\rho_{1x}\).

The other contribution of the \(J_d\) oscillations to the damping is via the \(BJ_d\tilde{x}\) term. The resonance condition is \(Q_{xi} + Q_{ti} = \nu - Q_s\). We define \(h(Q)\) as the tune density obtained by shifting each particle’s horizontal tune by \(Q_{ti}\), such

$$h(Q) = \sum_{i \in S} h_i(Q) = \sum_{i \in S} \int \rho_{Jdi}(Q') \rho_{xi}(Q - Q') dQ' \approx \sum_{i \in S} \rho_{xi}(Q - Q_{ti}), \quad (22)$$

where \(\rho_{Jdi}(Q) = |\tilde{J}_d(Q)|^2\) is the Fourier spectrum of \(J_d(s)\). We define \(h_1(Q)\) by replacing \(\rho_{xi}\) with \(\rho_{1xi}\) in Eq.\(22\). As shown in Fig. 4(b), both \(h(Q)\) and \(h_1(Q)\) are strongly peaked at the coherent frequency \(\nu - Q_s\) and do not display the broad spectral feature seen in \(\rho_x(Q)\) and \(\rho_{1x}(Q)\) below \(\nu - Q_s\). In fact the particles with the tune forming the broad spectral feature of \(\rho_{1x}(Q)\) have the main tune \(Q_{xi} \approx \nu - Q_s - Q_{ti}\), i.e., the tune required for resonance with the \(BJ_d\tilde{x}\) coupling term. The broad feature seen in \(h(Q)\) \((h_1(Q))\) spectrum above \(\nu - Q_s\) corresponds to the spectral weight at \(\nu - Q_s\) in the tune density \(\rho_x(Q)\) \((\rho_{1x}(Q))\) when shifted with particle dependent \(Q_{ti}\).

Compared to the off-resonance case, at coupling resonance the mode-particle coupling term \(BJ_d\tilde{x}\) allows a larger number of particles to participate to the damping process. The conventional coupling does not favor particles with small longitudinal amplitudes, since they have a large tune shift which excludes them from the resonant exchange process with the mode. However, this impediment is not so restrictive for the resonant exchange via the \(BJ_d\tilde{x}\) term, since the trapping frequency \(Q_t\) is proportional to the charge density, thus also
FIG. 5: The horizontal and the vertical emittances versus the turn number for the off-resonance and the coupling resonance cases for $q = 7.94$. The emittances are nearly constant, the relative change being smaller than $5 \times 10^{-4}$.

being large for small longitudinal amplitude particles and partially compensating for the large tune shift.

VI. DISCUSSIONS

In our simulations we choose the initial amplitude excitation of the space charge mode to be small, of order of $10^{-3} \sigma_x$, where $\sigma_x$ is the beam horizontal rms size. As a consequence, the change in the beam shape and size are of the same order of magnitude. In a good approximation the beam size is constant. One may wonder about beam shape at the coupling resonance case, which, in general, is associated with the Montague’s emittance exchange between transverse planes [11]. The Montague’s emittance exchange occurs when the horizontal and the vertical emittances differs significantly from each other. In our case the initial beam distribution is chosen such that $\epsilon_x = \epsilon_y \equiv \epsilon_0$, and the emittance exchange is negligible. While at the particle level the coupling resonance is characterized by amplitude exchange
FIG. 6: Landau damping rate $\frac{\Delta \omega}{\omega_s}$ of the horizontal first space charge mode versus $\Delta Q_0/Q_s = (Q_{0x} - Q_{0y})/Q_s$ for different values of the space charge parameter $q$ and the synchrotron tune $Q_s$ where $\omega_s = \omega_0 Q_s$ is the synchrotron frequency. The width of the enhanced damping region in the proximity of coupling resonance $W$, defined at half maximum, scales linearly with the space charge tune shift, $W \approx 0.3Q_{sc \ max}$, as shown in the inset. The enhanced damping region is asymmetric with respect to $\Delta Q_0 = 0$, extending predominantly on the negative side of $\Delta Q_0$. Two maxima of the damping rate can be noticed, one at $\Delta Q_0 = 0$ and the other one at $\Delta Q_0 \approx -M$.

between the transverse planes, the overall beam distribution changes very little. In Fig. 5 we plot the transverse emittances versus the turn number, both at the coupling resonance and in the off-resonance case. The relative change of the horizontal and the vertical emittances are smaller than $5 \times 10^{-4}$.

While our simulations show enhanced damping at the coupling resonance it is important to address the damping behavior when moving away from this point. We investigate the damping as a function of the bare betatron tunes difference $\Delta Q_0 = Q_{0x} - Q_{0y}$. In Fig. 6 we plot the Landau damping of the horizontal first space charge mode versus $\Delta Q_0/Q_s$.
for different values of the space charge parameter and the synchrotron tune. The width of the enhanced damping region scales linearly with the space charge tune shift, \( W \approx 0.3Q_{sc \ max} \), where \( W \) is defined as the width at half maximum. The enhanced damping region is asymmetric with respect to \( \Delta Q_0 = 0 \), extending predominantly (\( \approx 80\% \)) on the negative side of \( \Delta Q_0 \). We notice two maxima of the damping rate in the enhanced damping region. One is at coupling resonance \( \Delta Q_0 = 0 \) and the other at \( -\Delta Q_0 = M \). The value of \( M \) increases slightly increasing \( q \) as shown in the inset of Fig. 6. Our preliminary results indicate that the \( -\Delta Q_0 = M \) maximum and the asymmetry of the enhanced damping region are related to a different modulation of the mode-particle coupling. Those results will be addressed in detail in a future publication.

VII. CONCLUSIONS

A novel Landau damping mechanism, driven by the modulation of the mode-particle coupling is introduced. Numerical simulations using Synergia with the DMD method show the existence of this mechanism in bunched beams in the proximity of coupling resonance. The properties of the first space charge mode are calculated for a Gaussian bunch propagating through an OFORODO lattice. The off-resonance and the coupling resonance cases are compared. While the space charge mode’s tune and shape are nearly the same, the Landau damping is approximately a factor of 2 larger at coupling resonance in the strong space charge regime. In the off-resonance case the damping mechanism can be understood within the conventional paradigm. The damping is caused by the resonant energy exchange between the mode and the particles with an incoherent tune equal to the mode’s tune shifted by \( Q_s \). At coupling resonance a large number of particles are trapped around the stable points. Their transverse actions are oscillating with a particle dependent trapping frequency \( \omega_{0}Q_{t} \). The spectral properties of the trapped particles with large energy exchange reveal that their tune is additionally shifted from the mode’s coherent tune by \( Q_{t} \), supporting the parametric Landau damping mechanism.
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Appendix A: Tune shift and mode-particle coupling

The space charge induced tune shift and the coupling of the space charge collective modes to the incoherent motion of the particles are dependent on the particles amplitudes. The interpretation of our numerical results is based on this assumption. For realistic beams it is difficult to derive analytical expressions for the tune shift and the mode-particle coupling. In this appendix we calculate these expressions using a simply model. Despite the simplifying assumptions, the derivations provide insight on the dependence of the tune shift and the mode-particle coupling on the particles properties.

We consider a 2D model with transverse degrees of freedom

\[ H = \frac{p_x^2}{2} + \frac{1}{2}\omega_{0x}^2 x^2 + \frac{1}{2}\omega_{0y}^2 y^2 + V(x, y), \]  

where \( V(x, y) \) is the space charge interaction part of the Hamiltonian.

1. Off-resonance case

We will introduce two different approaches for particle’s frequency calculation. In the first approach one writes the Hamiltonian in the canonical action-angle coordinates

\[ H = \omega_{0x} J_x + \omega_{0y} J_y + V(J_x, J_y, \Phi_x, \Phi_y), \]  

where

\[ x = \sqrt{\frac{2J_x}{\omega_{0x}}} \sin \Phi_x, \quad p_x = \sqrt{\frac{2J_x}{\omega_{0x}}} \cos \Phi_x. \]
Analogous transformations are used for $y$ and $p_y$. Since the space charge potential contains only terms with even powers of $x$ and $y$, it can be written as

$$V(J_x, J_y, \Phi_x, \Phi_y) = V_0(J_x, J_y) + V_1(J_x, J_y, \cos 2m\Phi_x, \cos 2n\Phi_y), \quad m, n > 0.$$  \hspace{1cm} (A4)

$V_1$ contains only high harmonics terms proportional to $\cos 2m\Phi_x$ and/or $\cos 2n\Phi_y$. Away from resonances (see Appendix A 2 for a discussion of the coupling resonance), the contribution of these terms averages to zero in time. $V_1$ can be neglected in the first order of perturbation theory. The particle’s horizontal frequency is given by

$$\omega_x = \dot{\Phi}_x = \frac{\partial(H_0 + V_0)}{\partial J_x} = \omega_{0x} + \frac{\partial V_0}{\partial J_x}.$$  \hspace{1cm} (A5)

The frequency shift is

$$\delta\omega_x(J_x, J_y) = \omega_{0x} - \omega_x = -\frac{\partial V_0}{\partial J_x}(J_x, J_y).$$  \hspace{1cm} (A6)

Analogous equations can be written for the vertical frequency.

The second approach for the particle’s frequency calculation starts from the equation of motion and is based on the Lindstedt-Poincare perturbation theory [24] for nonlinear equations. The horizontal displacement obeys

$$\ddot{x} + \omega_{0x}^2 x = F(x, y),$$  \hspace{1cm} (A7)

where

$$F(x, y) = -\frac{\partial V}{\partial x}(x, y)$$  \hspace{1cm} (A8)

is the space charge force considered to be a perturbation. In the first order of perturbation theory, only the terms in $F(x, y)$ which oscillate with a frequency close to $\omega_x$ are relevant for the particle dynamics. To isolate these terms we write $x$ and $y$ in the action-angle coordinates. $F(x, y)$ contains terms with odd powers of $x$ and even powers of $y$ and it can be written as

$$F(x, y) = F_0(J_x, J_y) \sin \Phi_x + F_1(J_x, J_y, \sin(2m + 1)\Phi_x, \cos 2n\Phi_y) \quad m, n > 0.$$  \hspace{1cm} (A9)

$F_1$ can be neglected since it contains only higher harmonics of $\omega_x = \dot{\Phi}_x$. Eq.(A7) reduces to

$$\ddot{x} + \left(\omega_{0x}^2 - F_0(J_x, J_y) \sqrt{\frac{\omega_{0x}}{2J_x}}\right) x = 0.$$  \hspace{1cm} (A10)
and the horizontal tune shift is

\[ \delta \omega_x(J_x, J_y) = F_0(J_x, J_y) \frac{1}{2 \sqrt{2J_x \omega_{0x}}} . \]  \hspace{1cm} (A11)

Using Eqs. (A3) and (A8) one can check that Eq. (A6) and Eq. (A11) agree with each other.

To estimate the mode–particle coupling we will use the equation of motion. We consider a transverse mode which displaces the beam center infinitesimally by \( \bar{x} \). Assuming the rigid-slice approximation, the space charge potential in this case is

\[ V(x - \bar{x}, y) = V(x, y) - \frac{\partial V(x, y)}{\partial x} \bar{x}. \]  \hspace{1cm} (A12)

The equation of motion reads

\[ \ddot{x} + \omega_{0x}^2 x = F(x, y) - \frac{\partial F}{\partial x}(x, y) \bar{x}. \]  \hspace{1cm} (A13)

The mode–particle coupling is given by the last term in Eq. (A13). In order to address the Landau damping mechanism, one has to investigate the parts in the \( \frac{\partial F}{\partial x}(x, y) \bar{x} \) term which are in resonance with the particle displacement \( x \). Let’s assume in this section that the mode frequency \( \omega_c \) is close to the particle’s one \( \omega_x \), as it happens for the conventional Landau mechanism. Since \( \frac{\partial F}{\partial x}(x, y) \) contains only even powers of \( x \) and \( y \) one can write

\[ \frac{\partial F}{\partial x}(x, y) = G_0(J_x, J_y) + G_1(J_x, J_y) \cos 2\Phi_x + G_2(J_x, J_y, \cos 2m\Phi_x, \cos 2n\Phi_y) \]  \hspace{1cm} (A14)

\[ m, n > 0. \]

Neglecting the high harmonics, the equation of motion can be written as

\[ \ddot{x} + (\omega_{0x} - \delta \omega_x(J_x, J_y))^2 x \approx -G_0(J_x, J_y)\bar{x} + \frac{M}{2} G_1(J_x, J_y) \sin(2\Phi_x - \omega_c t). \]  \hspace{1cm} (A15)

Here \( M \) is the mode amplitude, \( \bar{x} = M \sin \omega_c t \), and \( \delta \omega_x(J_x, J_y) \) is given by Eq. (A11). Since \( \sin(2\Phi_x - \omega_c t) \approx \sin(\omega_c t) \) when \( \omega_c \approx \omega_x \) and the oscillations of \( x \) and \( \bar{x} \) are in phase [25], one can write the equation of motion as

\[ \ddot{x} + (\omega_{0x} - \delta \omega_x(J_x, J_y))^2 x = -K(J_x, J_y)\bar{x}, \]  \hspace{1cm} (A16)

with the mode–particle coupling given by

\[ K(J_x, J_y) = G_0(J_x, J_y) - \frac{1}{2} G_1(J_x, J_y). \]  \hspace{1cm} (A17)
We will end this section with an example. Let’s consider a space charge potential

\[ V(x) = \alpha x^4. \]  

(A18)

This is not a realistic potential but can be viewed as a term in the Taylor’s expansion of the real potential. The space charge force is

\[ F(x) = -4\alpha x^3 = -4\alpha \frac{2J_x}{\omega_{0x}} \sqrt{\frac{2J_x}{\omega_{0x}}} \sin^3 \Phi = -4\alpha \frac{2J_x}{\omega_{0x}} \sqrt{\frac{2J_x}{\omega_{0x}}} \left( \frac{3}{4} \sin \Phi_x - \frac{1}{4} \sin 3\Phi_x \right). \]  

(A19)

Therefore

\[ F_0(J_x) = -\alpha \frac{6J_x}{\omega_{0x}} \sqrt{\frac{2J_x}{\omega_{0x}}}, \]  

(A20)

and according to Eq.(A11) the tune shift is

\[ \delta \omega_x(J_x) = -3\alpha \frac{J_x}{\omega_{0x}^2}. \]  

(A21)

For the mode-particle coupling we have

\[ \frac{\partial F}{\partial x}(x, y) = -12\alpha x^2 = -12\alpha \frac{J_x}{\omega_{0x}} (1 - \cos 2\Phi_x), \]  

(A22)

implying

\[ K(J_x) = -18\alpha \frac{J_x}{\omega_{0x}} = 3 \times 2\omega_{0x} \delta \omega_x(J_x). \]  

(A23)

The factor of 3 in front of the rhs of the Eq.(A23) arises from the derivative of \( F(x, y) \) with respect to \( x \). A space charge force term \( F(x) \propto x^{2n+1} \), implies \( K(J_x) = (2n + 1) \times 2\omega_{0x} \delta \omega_x(J_x) \). In the linear regime where \( F(x) \propto x \), valid for small amplitude oscillations, \( K(J_x) = 2\omega_{0x} \delta \omega_x(J_x) \).

Note that the equation Eq.(4) proposed to describe the particles motion in Section III, is a generalization of Eq.(A16) to include longitudinal degrees of freedom.

2. **Transverse coupling resonance for round beams**

The resonance effects on beam particles dynamics are treated extensively in the literature. However the question of how the resonance effects can influence the mode-particle coupling and implicitly the Landau damping mechanism has not been addressed. In this section,
using a simplified space charge potential, we will discuss the mode-particle coupling in the proximity of transverse coupling resonance given by $2\omega_x - 2\omega_y = 0$.

To illustrate the calculation of tune shift and mode-particle coupling near coupling resonance we consider an example where the space charge potential is rotationally symmetric and given by

$$V(x, y) = \alpha \left( x^2 + y^2 \right)^2.$$  \hfill (A24)

In the proximity of the coupling resonance it is easier to calculate the particles dynamics with a Hamiltonian formalism than by using the equation of motion. For the calculation of the frequency shift we transform the Hamiltonian to action-angle coordinates

$$H = \omega_{0x}J_x + \omega_{0y}J_y + \frac{3\alpha}{2} \left( \frac{J_x^2}{\omega_{0x}^2} + \frac{J_y^2}{\omega_{0y}^2} \right) + 2\alpha \frac{J_x J_y}{\omega_{0x} \omega_{0y}} \left( 1 + \frac{1}{2} \cos(2\Phi_x - 2\Phi_y) \right).$$ \hfill (A25)

We neglect the high harmonics terms, as discussed in Sec. A.1. Assuming proximity of the coupling resonance the term proportional to $\cos(2\Phi_x - 2\Phi_y)$ is retained.

We proceed with a canonical transformation using the generating functional

$$F(\Phi_x, \Phi_y, I_x, I_y) = (\Phi_x - \tilde{\omega}t) I_x + (\Phi_y - \tilde{\omega}t) I_y,$$ \hfill (A26)

with $\tilde{\omega} = \frac{1}{2}(\omega_{0x} + \omega_{0y})$. It leads to the Hamiltonian

$$\hat{H} = \Delta\omega(-I_x + I_y) + \frac{3\alpha}{2} \left( \frac{I_x^2}{\omega_{0x}^2} + \frac{I_y^2}{\omega_{0y}^2} \right) + 2\alpha \frac{I_x I_y}{\omega_{0x} \omega_{0y}} \left( 1 + \frac{1}{2} \cos(2\varphi_x - 2\varphi_y) \right),$$ \hfill (A27)

where

$$\Delta\omega = \frac{1}{2}(\omega_{0y} - \omega_{0x})$$ \hfill (A28)

$$\varphi_x = \Phi_x - \tilde{\omega}t, \quad J_x = I_x$$ \hfill (A29)

$$\varphi_y = \Phi_y - \tilde{\omega}t, \quad J_y = I_y$$ \hfill (A30)

$$\hat{H} = H - \tilde{\omega}(I_x + I_y).$$ \hfill (A31)

A subsequent canonical transformation using the generating functional

$$F(\varphi_x, \varphi_y, J_x, J_y) = \frac{1}{2}J_x(\varphi_x + \varphi_y) + \frac{1}{2}J_y(\varphi_x - \varphi_y),$$ \hfill (A32)

leads to the Hamiltonian

23
\[ H = -\Delta \omega J_d + \alpha \left[ a_s J_s^2 + a_d J_d^2 + b J_s J_d + k (J_s^2 - J_d^2) \cos(4 \varphi_d) \right] \]  
(A33)

where the canonical variables are

\[ \varphi_s = \frac{1}{2} (\varphi_x + \varphi_y), \quad J_s = I_x + I_y \]  
(A34)

\[ \varphi_d = \frac{1}{2} (\varphi_x - \varphi_y), \quad J_d = I_x - I_y \]  
(A35)

and

\[ a_s = \frac{3}{8} \left( \frac{1}{\omega_{0x}} + \frac{1}{\omega_{0y}} + \frac{4}{3 \omega_{0x} \omega_{0y}} \right) \]  
(A37)

\[ a_d = \frac{3}{8} \left( \frac{1}{\omega_{0x}} + \frac{1}{\omega_{0y}} - \frac{4}{3 \omega_{0x} \omega_{0y}} \right) \]  
(A38)

\[ b = \frac{3}{4} \left( \frac{1}{\omega_{0x}} - \frac{1}{\omega_{0y}} \right) \]  
(A39)

\[ k = \frac{1}{4} \frac{1}{\omega_{0x} \omega_{0y}}. \]  
(A40)

Since the Hamiltonian is independent on \( \varphi_s \), it follows that \( J_s \) is a constant of motion.

The stable point \((\varphi_d^*, J_d^*)\) is given by the the equations \( \dot{J}_d = 0, \dot{\varphi}_d = 0 \) which lead to

\[ \cos(4 \varphi_d^*) = -1, \quad J_d^* = \frac{\Delta \omega \omega_0^2}{\alpha}, \]  
(A41)

up to the first order in \( \Delta \omega \). The particle dynamics around the stable point is described by the effective Hamiltonian

\[ H_{\text{eff}} = \frac{\alpha}{2 \omega^2} \delta J_d^2 + 2 \frac{\alpha}{\omega^2} (J_s^2 - J_d^2) \delta \varphi_d \]  
(A42)

where \( \delta J_d = J_d - J_d^* \), \( \delta \varphi_d = \varphi_d - \varphi_d^* \). The oscillation frequency of \( J_d \) in the proximity of the coupling resonance stable point is therefore

\[ \omega_t = \frac{2 \alpha}{\omega^2} \sqrt{(J_s^2 - J_d^*^2)}. \]  
(A43)

Considering that

\[ \dot{\varphi}_s = 2 \alpha (a_s + k \cos(4 \varphi_d)) J_s = 2 \frac{\alpha}{\omega^2} J_s \]  
(A44)

\[ \dot{\varphi}_d = \frac{\alpha}{\omega^2} \delta J_d \]  
(A45)
the particle tunes are
\[ \omega_x \approx \Phi_x = \Phi_s + \Phi_d + \bar{\omega} = 2\frac{\alpha}{\bar{\omega}^2} J_s + \bar{\omega} + \frac{\alpha}{\bar{\omega}^2} (J_d - J_d') \] (A46)
\[ \omega_y \approx \Phi_y = \Phi_s - \Phi_d + \bar{\omega} = 2\frac{\alpha}{\bar{\omega}^2} J_s + \bar{\omega} - \frac{\alpha}{\bar{\omega}^2} (J_d - J_d'). \] (A47)

Note that in the frequency space the main spectral feature of the trapped particle resides on the line \( \omega_x = \omega_y \). The oscillation of \( J_d \) yields satellite features spaced by harmonics of the trapping frequency \( \omega_t \).

The frequency shift is given by
\[ \delta \omega_x(J_s, J_d) = \omega_{0x} - \omega_x = \Delta \omega + 2\frac{\alpha}{\omega^2} J_s + \frac{\alpha}{\bar{\omega}^2} (J_d - J_d') \] (A48)
\[ \delta \omega_y(J_s, J_d) = \omega_{0y} - \omega_y = -\Delta \omega + 2\frac{\alpha}{\omega^2} J_s - \frac{\alpha}{\bar{\omega}^2} (J_d - J_d'). \] (A49)

In the presence of a transverse mode, in the rigid-slice approximation, the space charge potential is
\[ V(x, y) = \alpha \left( (x - \bar{x})^2 + y^2 \right)^2. \] (A50)

The calculation of the mode-particle coupling reduces to analyzing the force acting on the particle. The equation of motion reads,
\[ \ddot{x} + \omega_n^2 x = -4\alpha x(x^2 + y^2) + 12\alpha x^2 \ddot{x} + 4\alpha y^2 \ddot{x}. \] (A51)

The displacement \( \bar{x} \) is small and does not affect the incoherent particle motions in the first order approximation. Eq.(A51) yields the mode-particle coupling written in action-angle coordinates as
\[ -K\ddot{x} = \left( 12\alpha x^2 + 4\alpha y^2 \right) \ddot{x} \]
\[ = \left( 12\alpha \frac{(J_s + J_d)}{\omega_{0x}} \sin^2 \Phi_x + 4\alpha \frac{(J_s - J_d)}{\omega_{0y}} \sin^2 \Phi_y \right) \ddot{x} \]
\[ = 2\alpha J_s \left( \frac{3}{\omega_{0x}} (1 - \cos 2\Phi_x) + \frac{1}{\omega_{0y}} (1 - \cos 2\Phi_y) \right) \ddot{x} \]
\[ + 2\alpha J_d \left( \frac{3}{\omega_{0x}} (1 - \cos 2\Phi_x) - \frac{1}{\omega_{0y}} (1 - \cos 2\Phi_y) \right) \ddot{x}. \] (A52)

Because \( J_s \) is constant, the first term in the rhs of Eq.(A52) is resonant with \( x \) when \( \omega_x \approx \omega_y \approx \omega_c \), as expected by a conventional Landau damping mechanism. A similar reasoning with the one discussed in Appendix A 1 can be used to calculate the mode-particle
coupling. However, when analyzing the terms resonant with $x$ one has to take into account that, according to Eq.(A41), the trapped particles phases satisfy $2\Phi_x - 2\Phi_y = (2k + 1)\pi$. Doing that, one gets for the coupling term proportional to $J_s$,

$$K_1x = -J_s \left( \frac{9\alpha}{\omega_0} + \frac{\alpha}{\omega_0} \right) \frac{x}{\omega_0} \approx -\frac{10\alpha J_x}{\omega_0} \bar{x}.$$  \hspace{1cm} (A53)

On the other hand, since $J_d$ is oscillating with the frequency $\omega_t$, the term in rhs of Eq.(A52) proportional to $J_d$ is resonant with $x$ when $\omega_x \approx \omega_y \approx \omega_c - \omega_t$. Assuming that $J_d = |J_d| \cos \omega_t$, $\bar{x} = M \sin \omega_c t$ and $2\Phi_x - 2\Phi_y = (2k + 1)\pi$, the mode-particle coupling proportional to $J_d$ can be written as

$$K_2\bar{x} = -J_d \left( \frac{15\alpha}{2\omega_0} - \frac{3\alpha}{2\omega_0} \right) \frac{\bar{x}}{\omega_0} \approx \frac{6\alpha J_d}{\omega_0} \bar{x}.$$  \hspace{1cm} (A54)

The equation of motion in the proximity of the coupling resonance for our simplified Hamiltonian is

$$\ddot{x} + (\omega_0 - \delta \omega_x (J_s, J_d))^2 x = -(K_1 + K_2)x = \frac{10\alpha}{\omega_0} J_s \bar{x} + \frac{6\alpha}{\omega_0} J_d \bar{x}.$$  \hspace{1cm} (A55)

The equation Eq.(12) proposed to described the motion of particles in the proximity of coupling resonance in Section III is a generalization of Eq.(A55) to include higher order terms in the space charge potential and, as well, longitudinal degrees of freedom.
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