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A quiver variety approach to root multiplicities

Peter Tingley

Abstract We present combinatorial upper bounds on dimensions of certain imaginary root spaces for symmetric Kac–Moody algebras. These come from the realization of the corresponding infinity-crystal using quiver varieties. The framework is general, but we only work out specifics in rank two. In that case we give explicit bounds. These turn out to be quite accurate, and in many cases exact, even for some fairly large roots.

1. Introduction

Finite dimensional simple Lie algebras over \( \mathbb{C} \) are often studied using the root space decomposition: the Lie algebra is the direct sum of the Cartan subalgebra and a number of 1-dimensional root spaces, which are the simultaneous eigenspaces of the Cartan subalgebra under the adjoint action. Kac–Moody algebras \([17]\) are generally infinite dimensional but have similar behavior: a Cartan subalgebra is built into the definition, and the algebra is the direct sum of the Cartan and an infinite number of root spaces. The root spaces are no longer all 1-dimensional though. Their dimensions, the root multiplicities, usually grow quickly.

There has been considerable interest in these multiplicities. See \([6]\) for a survey. Two exact methods are known to calculate them, both based on the Weyl–Kac denominator identity: a closed form formula due to Berman and Moody \([3]\) and a recursive formula due to Peterson \([31]\). In special cases these have been further investigated and combinatorialized in \([8, 19, 20]\). None of this gives completely satisfactory information about asymptotics, and open questions remain. See \([6, \text{Open Problems 2 and 3}]\) and Frenkel’s conjectural upper bound for hyperbolic cases \([10]\) (although counter examples to this are known in \( E_{10} \), see \([18]\) and also \([6, \S \ 8]\)).

Here we propose a new approach to root space multiplicities and their asymptotics. The method goes through the combinatorics of the crystal \( B(\infty) \) and its geometric realization using quiver varieties.

The crystal \( B(\infty) \) is a set that parameterizes a basis for the upper triangular part of the universal enveloping algebra, along with some operators that approximate the Chevalley generators. It is usually defined algebraically, but it can be realized in a variety of ways. Here we use the realization from \([22]\) where the underlying
set consists of irreducible components of the varieties of nilpotent representations of Lusztig’s preprojective algebra from [27, § 12].

In [1] the category of representations of the preprojective algebra is studied using Harder–Narasimhan filtrations. Irreducible components where this filtration generally has only one step are called stable, and it is shown that the number of stable irreducible components of a given weight is a restricted Kostant partition function. If that weight is a root, and that root is not a multiple of a smaller root, it is exactly the root multiplicity. Our method is to calculate those root multiplicities by counting stable irreducible components. We translate this to a more combinatorial problem using Kashiwara’s string data, which is a way of labeling each $b \in B(-\infty)$ with a word in the index set of the Dynkin diagram. Calculating the root multiplicities then amounts to counting words such that:

(I) the result is a valid string data, and

(II) the corresponding component is stable.

At least in rank 2, these impose simple combinatorial restrictions, and counting words subject to those conditions gives an upper bound on the root multiplicity.

For instance, consider the hyperbolic algebra with Cartan matrix

$$
\begin{pmatrix}
2 & -3 \\
-3 & 2
\end{pmatrix}
$$

This is sometimes called the Fibonacci algebra, see [7]. For an imaginary root of the form $m\alpha_1 + n\alpha_0$ for $m$ and $n$ relatively prime, the root multiplicity is bounded by the number of rational Dyck paths from $(0,0)$ to $(n,m)$ such that, for any consecutive edges of length $a_k, a_{k+1}$, $\frac{a_{k+1}}{a_k} < \frac{3 + \sqrt{5}}{2} \approx 2.618$ (the square of the golden ratio).

In Theorem 4.3 we give a generalization for this result to any symmetric, hyperbolic, rank two Kac–Moody algebra. In Theorem 4.9 we refine this result by ruling out more paths that violate (II). This tighter bound appears to be quite accurate.

Root multiplicities are given by data satisfying (I) and (II) in any symmetric type, but translating to combinatorics is more difficult in higher rank, partly because, as in [26], (I) gets quite involved. It should also be possible to consider non-symmetric types, either by “folding” as in e.g. [33], by re-working things in terms of KLR algebras using [5, 25, 23, 28, 35], or by using variations of quiver varieties for non-symmetric types from [12, 30].

Root multiplicities have previously been studied using crystals in [20], and using Dyck paths in [19]. Nonetheless, we believe our results are quite different. In particular, our condition $\frac{a_{k+1}}{a_k} < \frac{3 + \sqrt{5}}{2}$ has not previously appeared.

This note is organized as follows. In § 2 we review Kac–Moody algebras, crystals and quiver varieties. In 3 we discuss stability conditions and string data, and state our main observation (see § 3.3). In § 4 we work out details in rank 2, resulting in explicit upper bounds (Theorems 4.3 and 4.9). In § 5 we discuss relationships with KLR algebras. In § 6 we discuss heuristics suggesting our bounds should be fairly tight. In an Appendix written with Colin Williams we present computational results.

2. Background

2.1. Kac–Moody algebras. Fix a symmetric Cartan matrix $A$ with index set $I$. The Kac–Moody algebra $\mathfrak{g}$ is the Lie algebra generated by $\{E_i, F_i, H_i : i \in I\}$ subject to the relations

- $[H_i, H_j] = 0,$
- $[H_i, E_j] = a_{ij}E_j$ and $[H_i, F_j] = -a_{ij}F_j,$
The graded dimension of \( \dim \mathfrak{g}_\beta \neq 0 \), in which case \( m_\beta := \dim \mathfrak{g}_\beta \) is called the root multiplicity. All roots are either positive roots, meaning they are \( \mathbb{Z}_{\geq 0} \)-graded combinations of the simple roots \( \alpha_i \), or negative roots, meaning the negatives of these. Let \( \Delta \) denote the set of roots and \( \Delta_+ \) the positive roots.

There is an inner product on \( Q \) defined by, for simple roots \( \alpha_i, \alpha_j \), \( \langle \alpha_i, \alpha_j \rangle = a_{ij} \). All roots \( \beta \) have the property that either \( \langle \beta, \beta \rangle = 2 \), in which case \( \beta \) is called a real root, or \( \langle \beta, \beta \rangle \leq 0 \), in which case \( \beta \) is called an imaginary root.

Let \( U(\mathfrak{g}) \) be the universal enveloping algebra of \( \mathfrak{g} \). As a vector space,

\[
U(\mathfrak{g}) = U^-(\mathfrak{g}) \otimes U^0(\mathfrak{g}) \otimes U^+(\mathfrak{g}),
\]

where \( U^-, U^0, U^+ \) are the subalgebras generated by the \( F_i \), the \( H_i \), and the \( E_i \) respectively. The graded dimension of \( U^+ \) is

\[
\dim U^+ = \prod_{\beta \in \Delta_+} \left( \frac{1}{1-e^{\beta}} \right)^{m_\beta}.
\]

That is, the dimension of the \( \gamma \)-weight space of \( U^+(\mathfrak{g}) \) is the number of Kostant partitions of \( \gamma \), meaning the number of ways to write \( \gamma \) as a sum of positive roots, taking into account multiplicities.

2.2. The Crystal \( B(-\infty) \). For any symmetrizable Kac–Moody algebra, the crystal \( B(-\infty) \) is a set along with operators \( e_i, f_i : B(-\infty) \to B(-\infty) \cup \{0\} \) for each \( i \in I \), which satisfy various axioms. Roughly, \( B(-\infty) \) parameterizes a basis for \( U^+(\mathfrak{g}) \), and the \( e_i, f_i \) are related to the Chevalley generators \( E_i, F_i \). There is a weight function \( \deg : B(-\infty) \to Q \), and the number of elements of a given weight \( \gamma \) is the dimension of the \( \gamma \) weight space in \( U^+(\mathfrak{g}) \). See [21] or [15] (these sources consider \( B(\infty) \), which is related to \( B(-\infty) \) by Cartan involution). Here we only need the realization of \( B(-\infty) \) from [22], which is explained below.

2.3. Quiver Varieties. Fix a graph \( G \) with vertex set \( I \) and edge set \( E \). Let \( \overline{Q} \) be the corresponding double quiver, which is the directed graph with vertex set \( I \) and arrow set \( A \) consisting of two arrows for each edge \( e \in E \), one in each direction. For each arrow \( a \in A \), let \( s(a) \) be the source and \( t(a) \) be the target, meaning \( a \) points from \( s(a) \) to \( t(a) \).

**Definition 2.1.** The path algebra \( \mathbb{C}Q \) is the algebra over \( \mathbb{C} \) with basis consisting of all paths in \( G \) (sequences of arrows \( a_k \cdots a_1 \) with \( t(a_i) = s(a_{i+1}) \), plus the lazy paths \( e_i \) at each vertex) and with multiplication given by

\[
(b_k \cdots b_1)(a_j \cdots a_1) = \begin{cases} b_k \cdots b_1 a_j \cdots a_1 & t(a_j) = s(b_1) \\ 0 & \text{otherwise.} \end{cases}
\]

Choose a subset \( \Omega \) of \( A \) where each edge appears in exactly one direction (this is sometimes called an orientation of \( G \)). Define \( \varepsilon(a) = 1 \) if \( a \in \Omega \) and \(-1 \) otherwise.

For any arrow \( a \), let \( \bar{a} \) denote the reverse of \( a \).
Definition 2.2. The preprojective algebra $\Lambda$ is the quotient of $\mathbb{C}Q$ by the ideal generated by 

$$\rho = \sum_{a \in A} \varepsilon(a)\tilde{a}a.$$

Definition 2.3. For any $I$-graded vector space $V = \bigoplus_{i \in I} V_i$, let $\Lambda(V)$ be the variety of actions of $\Lambda$ on $V$ where the lazy path $e_i$ at $i$ acts as projection onto $V_i$, and which are nilpotent in the sense that all paths of length at least $\dim V$ act as 0.

We call $\Lambda(V)$ the quiver variety. It is also sometimes called Lusztig’s nilpotent variety, to distinguish it from other quiver varieties in the literature. A point $x \in \Lambda(V)$ is an algebra homomorphism $p \to x_p$ from $\Lambda$ to $\text{End}(V)$ such that $x_{e_i}$ is the projection $\pi_i$ onto $V_i$, and such that $x_p = 0$ for all sufficiently long paths $p$. Notice that $x$ is determined by $\{x_a\}_{a \in A}$, and each $x_a$ is in $\text{Hom}(V_{s(a)}, V_{t(a)})$. In this way $\Lambda(V)$ is a subvariety of $\bigoplus_{a \in A} \text{Hom}(V_{s(a)}, V_{t(a)})$.

Up to isomorphism, $\Lambda(V)$ depends only on $v = \text{dim} V = (\dim V_i)_{i \in V}$. Identify $v$ with the point $\gamma = \sum_{i \in I} v_i\alpha_i$ in the root lattice, and denote $\Lambda(V)$ by $\Lambda(\gamma)$. Let $\text{Irr} \Lambda(\gamma)$ denote the set of irreducible components of $\Lambda(\gamma)$.

Associate to each graph a symmetric Cartan matrix whose index set is the set of vertices, and where, for $i \neq j$, $-a_{ij}$ is the number of edges connecting $i$ and $j$. The following is due to Kashiwara and Saito [22], and can be found in the current form in [30].

Theorem 2.4. The crystal $B(-\infty)$ is naturally indexed by $\prod_{\gamma \in Q_+} \text{Irr} \Lambda(\gamma)$. The operation $f^\infty$ which applies the crystal operator $f_i$ as many times as possible acts on $X \in \text{Irr} \Lambda(\gamma)$ as follows: Fix $T \in X$. Let $\text{Soc}(T)$ be the intersection of the socle of $T$ with $T_i$ and set $\gamma' = \gamma - \dim \text{Soc}(T)\alpha_i$. Generically $T/\text{Soc}(T)$ is isomorphic to a point in a unique $Y \in \text{Irr} \Lambda(\gamma')$, and $f^\infty X = Y$.

Example 2.5. Here the most important example is the graph

\[ \begin{array}{c}
  \bullet \\
  \bullet
\end{array} \]

Orient left to right, which is to say choose $\Omega$ to consist of all arrows pointing left to right. Consider $V$ with dimension vector $v = (3, 4)$. An action of $\mathbb{C}Q$ on $V$ is defined by three maps $x^1, x^2, x^3 : \mathbb{C}^3 \to \mathbb{C}^4$, one for each arrow pointing left to right, and three maps $y^1, y^2, y^3 : \mathbb{C}^4 \to \mathbb{C}^3$, corresponding to the reverse arrows. So the representation variety of $\mathbb{C}Q$ in this dimension is isomorphic to $\mathbb{C}^{6 \times 12}$. $\Lambda(v)$ is the sub-variety cut out by the condition that all paths of length 7 act as 0 and the equations 

\[ x^1y^1 + x^2y^2 + x^3y^3 = 0, \quad y^1x^1 + y^2x^2 + y^3x^3 = 0, \]

where the left equation is in $\text{End}\mathbb{C}^4$ and the right in $\text{End}\mathbb{C}^3$.

3. Root multiplicities from stability conditions and string data

3.1. Stability conditions. The following loosely follows [1], and also draws on notation from [35].

Definition 3.1. A charge $c$ is a linear function $c : \mathfrak{h}^* \to \mathbb{C}$ such that the images of all simple roots (and hence all positive roots) are in the upper half plane.

For a fixed charge $c$, any representation $T$ of $\Lambda$ has a unique filtration 

\[ \varnothing = T_0 \subset T_1 \subset \cdots \subset T_k = T \]

where the sub-quotients $Q_i = T_i/T_{i-1}$ satisfy

"Peter Tingley"
Theorem follows by applying [1, Theorem 4.4] repeatedly.

Here arg is the angle in the complex plane. This is a special case of a Harder-Narasimhan filtration as in e.g. [32], so we call it the HN filtration. The following follows by applying [1, Theorem 4.4] repeatedly.

**Theorem 3.2.** Fix an irreducible component $X$ of $\Lambda(V)$. For generic $T \in X$ each subquotient $T_j/T_{j-1}$ lies in a unique irreducible component $X_j$ of $\Lambda(Q_j)$. Furthermore, $X_j$ is generically constant, meaning it is constant on an open dense subset of $X$. Here $Q_j$ means the vector space $Q_j$ with the action of $\Lambda$ forgotten. We call $X$ stable if the HN filtration for generic $T \in X$ has one step. This implies

(S) For any submodule $S \subset T$, $\arg(c(\text{dim } S)) \geq \arg(c(\text{dim } T))$.

By Theorem 3.2 each $X \in \text{Irr } \Lambda(v)$ has a unique stable decomposition $(X_1, \ldots, X_k)$, where $X_i$ is stable and for generic $T \in X$, $Q_i$ is in $X_i$.

Fix a stability condition $c$ so that, for any root $\beta$, if $\arg c(\alpha) = \arg c(\beta)$ then $\beta$ and $\alpha$ are parallel. The following can be extracted from [1], and the proof below can be found in [35, Corollary 2.12] in a somewhat different context.

**Theorem 3.3.** For any $\gamma \in Q_+$, the number of stable irreducible components of $\Lambda(\gamma)$ is the sum over all ways of writing $\gamma = v_1 \beta_1 + \cdots + v_n \beta_n$ as a sum of parallel roots $\beta_k$ of the product $m_{\beta_1} \cdots m_{\beta_n}$ of the corresponding root multiplicities. In particular, if $\gamma$ is not parallel to any smaller weight, the number of stable irreducible components is exactly $m_\gamma$.

**Proof.** If $\nu$ is a simple root the result is trivial. Proceed by induction on $\rho^\vee(\nu)$.

$$|\text{Irr } \Lambda(v)| = \dim U_\nu^+ \nu = \sum_{\nu = \beta_1 + \cdots + \beta_n} \prod_{i=1}^n m_{\beta_i},$$

where the sum over all tuples of positive roots whose sum is $\nu$. Inductively, components that have a semi-stable decomposition with at least two parts account for all the terms where the $c(\beta_j)$ do not all have the same argument. Thus the remaining terms where all the $\arg c(\beta_j)$ are equal, and hence all the $\beta_j$ are parallel, give the number of stable components. \qed

3.2. STRING DATA. The following parameterization of $B(-\infty)$ is based on work of Berenstein and Zelevinsky [2] and Kashiwara [21, § 8.2], although conventions differ between those papers. Similar constructions were also studied by Nakashima and Zelevinsky [29] and Littelmann [26]. See e.g. [11] for a discussion of how the different conventions relate. Here we follow [2, 26].

Choose a sequence $i_1, i_2, i_3, \ldots$ of nodes in the Dynkin diagram with each appearing infinitely many times. The string data $(a_1, a_2, \ldots)$ of $b \in B(-\infty)$ is defined by

$$a_1 = \max\{n : f_{i_1}^n b \neq 0\},$$

$$a_2 = \max\{n : f_{i_2}^n f_{i_1}^n b \neq 0\},$$

and so on. We record the string data as a word in the letters $I$ consisting of $a_1 i_1$’s, followed by $a_2 i_2$’s, and so on. Sometimes we write this as

$$i_1^{a_1} i_2^{a_2} \cdots i_k^{a_k}.$$

Indexing $B(-\infty)$ by $\sqcup \text{Irr } \Lambda(v)$, Theorem 2.4 shows that the string data of $X \in \text{Irr } \Lambda(v)$ records the dimensions of the (graded) socle filtration of a generic $T \in X$:

$$a_1 = \dim \text{Hom}(C_{i_1}, T),$$

$$a_2 = \dim \text{Hom}(C_{i_2}, T/\text{Soc}_{i_1}(T)).$$
and so on, where $C_i$ is the one dimensional simple module in degree $i$. In this way the notion of string data extends to all nilpotent $\Lambda$-modules. The string data in the crystal sense is the generic value of the string data on an irreducible component.

3.3. KEY OBSERVATION. For a root $\beta$ which is not a multiple of a smaller root, Theorem 3.3 shows that the root multiplicity $m_\beta$ is the number of string data which correspond to stable components, or equivalently the number of words satisfying (I1) and (I2). Describing these words combinatorially seems hard but, at least in rank two, we find a somewhat bigger set of words which can be understood combinatorially. The size of that set gives an upper bound on the root multiplicities.

4. Rank 2

We now restrict to considering a Kac–Moody algebra with Cartan matrix 
$$
\begin{pmatrix}
2 & -r \\
-r & 2
\end{pmatrix}
$$
for $r \geq 3$, with $I = \{0, 1\}$. Fix a charge $c$ with $\arg c(\alpha_0) < \arg c(\alpha_1)$, and take string data using the sequence $1, 0, 1, 0, \ldots$. Fix an imaginary root $\beta = m\alpha_1 + n\alpha_0$ with $\gcd(m, n) = 1$, so $m_\beta$ is the number of words in $\{0, 1\}$ satisfying (I1) and (I2).

Fix a $\Lambda$ module $T = T_0 \oplus T_1$ of dimension $\gamma$, and let 
$$
U_1 = \text{Soc}_1(T) = \text{Soc}(V) \cap T_1 \\
U_2 = U_1 \cup \{v \in T_0 : x_a(v) \subset U_1 \text{ for all } a \in A\}
$$
and so on be the graded socle filtration of $T$. As in § 3.2 the string data is $a_k = \dim U_k/U_{k-1}$. We want to count stable irreducible components. Since stability is an open condition we should count string data of weight $\beta$ such that there exists a stable module $T$ with that data.

4.1. Dyck path condition. Fix $(a_1, a_2, \ldots)$, and assume there exists a stable $T$ with this string data. Each $U_{2k}$ is a submodule, so the stability condition (S) implies that, for all $k$, 
$$
a_2 + a_4 + \cdots + a_{2k} \leq \frac{n}{m}. $$

Draw the data as a path in the plane with $a_1$ steps up, then $a_2$ to the right, etc. This says that $(a_1, a_2, \ldots)$ is a rational Dyck path. That is, it does not go below the diagonal as shown:

$$
\begin{array}{c}
\vdots \\
\ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ a_1 \\
\ \ \ \ \ \ \ \ \ \ \ \ \ \ a_2 \\
\ \ \ \ \ \ a_3 \\
\ \ \ \ \ m \\
\ \ \ \ n
\end{array}
$$

A simple argument dating to at least Grossman [13] shows that, since $m$ and $n$ are relatively prime, the number of such paths is

$$
(2) \quad \frac{1}{m+n} \left( \frac{m+n}{n} \right).
$$
4.2. CONDITION ON CONSECUTIVE EDGE LENGTHS. We must also restrict to valid string data. String data have been characterized by Littelmann in rank 2:

**Theorem 4.1** ([26, Proposition 2.1]), $a_1, a_2, a_3, \ldots$ is a string data of some $b \in B(-\infty)$ if and only if

$$a_3a_0 \leq a_2a_0a_1, \quad a_4a_0a_1 \leq a_3a_0a_1a_0, \quad a_5a_0a_1a_0 \leq a_4a_0a_1a_0a_1, \ldots$$

As we will see, this condition becomes simpler for stable irreducible components.

**Lemma 4.2.** Assume that for some $1 \leq j < k$ with $k - j$ even, the sub-quotient $Q = U_k/U_j$ of $T$ has a submodule of dimension $\nu = a_0a_j + b\alpha_{j+1}$. Then $Q' = U_{k-1}/U_{j-1}$ has a submodule of dimension $b\alpha_{j+1} + c\alpha_j$ for some $c \leq rb - a$. If $j \geq 2$ then $c \geq \frac{2}{r}$.

**Proof.** For simplicity assume $j$ is odd, so $U_j/U_{j-1}$ and $U_k/U_{k-1}$ are in degree 1. The case when $j$ is even follows by reversing the roles of $T_0$ and $T_1$.

Clearly it suffices to assume the submodule is all of $Q$. Consider the map

$$M = \bigoplus_{a \in A: s(a) = 1} x_a : U_k \cap T_1/U_j \cap T_1 \to (U_{k-1} \cap T_0/U_{j-1} \cap T_0)^{\oplus r}.$$ 

This must be injective, as otherwise the kernel would be further down in the socle filtration, contradicting the definition of the submodules $U_i$ (in particular $b \neq 0$). Now consider the map

$$\tilde{M} = \sum_{a \in A: s(a) = 0} x_a : (U_{k-1} \cap T_0/U_{j-1} \cap T_0)^{\oplus r} \to U_{k-2} \cap T_1/U_{j-2} \cap T_1.$$ 

The preprojective relation implies this descends to a map

$$(U_{k-1} \cap T_0/U_{j-1} \cap T_0)^{\oplus r}/\text{im} M \to U_{k-2} \cap T_1/U_{j-2} \cap T_1,$$

and its image can have dimension at most the dimension of the domain, $rb - a$. Thus

$$T = (U_{k-1} \cap T_0/U_{j-1} \cap T_0) \oplus \text{im} \tilde{M}$$

is a submodule of $Q'$ of dimension $b\alpha_{j+1} + c\alpha_j$ for $c \leq rb - a$ (since $j$ is odd, $U_{j-2} \cap T_1 = U_{j-1} \cap T_1$).

If $j \geq 2$, by the definition of the socle filtration, the map

$$\bigoplus_{a : s(a) = 0} x_a : T_0 \to T_1^{\oplus r}$$

is injective. This implies $c \geq \frac{2}{r}$. \hfill \Box

**Theorem 4.3.** Assume $a_1, a_2, \ldots, a_N$ is the string data of a stable irreducible component. Let $\sum_{k=1}^{N} a_k\alpha_k = \alpha_0 + \alpha_1$, and assume $\langle \alpha_0, \alpha_1 \rangle < 0$. Here $a_k$ means $a_0$ if $k$ is even and $a_1$ if $k$ is odd. Then, for all $k \geq 1$,

$$\frac{a_{k+1}}{a_k} \leq \frac{\sqrt{r^2 - 4} + r}{2}.$$ 

In particular, if $m$ and $n$ are relatively prime and $\beta = n\alpha_0 + m\alpha_1$ is an imaginary root, then the number of rational Dyck paths from $(0,0)$ to $(n,m)$ satisfying (4) for all $k$ is an upper bound for $m_\beta$.

**Proof.** By evaluating the inner product, (4) is equivalent to

$$a_{k+1} \leq a_k \text{ or } \langle a_k\alpha_k + a_{k+1}\alpha_{k+1}, a_k\alpha_k + a_{k+1}\alpha_{k+1} \rangle \leq 0.$$ 

Fix data violating (5) for some $k$, and assume a module $T$ has that string data. It suffices to show that $T$ has a submodule violating stability.

Proceed by induction on $k$. The case $k = 1$ is clear since if $a_2, a_1$ fail to satisfy (4), then $a_2 > a_1$ and $\langle a_1\alpha_1 + a_2\alpha_0, a_1\alpha_1 + a_2\alpha_0 \rangle > 0$, which implies $\frac{a_2}{a_1} > \frac{n}{m}$. 
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Assume \( a_{k+1}, a_k \) violates the condition for some \( k > 1 \). By Lemma 4.2, \( T \) has a submodule whose string data violates the conditions for \( k - 1 \), since replacing \( a_k a_k + a_{k+1} a_{k+1} \) with \( a_k a_k + (r a_k - a_{k+1}) a_{k+1} \) preserves the condition \( \langle \nu, \nu \rangle > 0 \) (it is reflection), and lowering the smaller coefficient also preserves this condition. By induction there is a submodule violating stability.

\[ \square \]

**Remark 4.4.** Any Dyck path satisfying (4) also satisfies the conditions of Theorem 4.1: The roots involved are

\[
\alpha_0, 3 \alpha_0 + \alpha_1, 8 \alpha_0 + 3 \alpha_1, 21 \alpha_0 + 8 \alpha_1, 55 \alpha_0 + 21 \alpha_1, \ldots
\]

The coefficients are always Fibonacci numbers \( F_{2n} \) and \( F_{2n-2} \), and the condition follows from the fact that \( F_{2n} F_{2n-2} \) is bounded below by the square of the golden ratio.

**Example 4.5.** Consider \( r = 3 \) and \( \beta = 4 \alpha_0 + 3 \alpha_1 \). There are \( \binom{7}{3} = 35 \) possible words. By Theorem 4.1, all except

\[
1000011, 1010001, 1101000
\]

are string data for \( 1, 0, 1, 0, \ldots \). For instance, \( 1010001 \) violates the conditions because

\[
3(3 \alpha_0 + \alpha_1) \not\leq 1(8 \alpha_0 + 3 \alpha_1).
\]

This correctly predicts \( \dim U^+ (g)_{3 \alpha_0 + 4 \alpha_1} = 32 \). There are only five rational Dyck paths, so five candidates for stable components:

\[
1110000, 1101000, 1100100, 1011000, 1010100.
\]

The path \( 1101000 \) violates condition (4) so does not correspond to a stable component. In fact, as above, this path does not even correspond to valid string data.

**Example 4.6.** Continue with \( r = 3 \), but now consider \( \beta = 3 \alpha_0 + 4 \alpha_1 \). The root multiplicity is still 4, and there are still 5 Dyck paths:

\[
1111000, 1110100, 1110010, 1101100, 1101010.
\]

This time they all satisfy (4), so our upper bound is off by one. The unstable component corresponds to \( 1101100 \) since, by Lemma 4.2, the sub-quotient corresponding to the subword 011 implies the existence a submodule of the form 10 or 0, and that violates stability.

In general our estimates are better in cases \( m \alpha_0 + n \alpha_1 \) with \( m \) slightly greater than \( n \). The difference is largely explained by looking at the ends of the paths. If \( m > n \), then Dyck paths must end \( \ast 00 \), whereas if \( m < n \) then they must only end \( \ast 0 \). The last 0s in a Dyck path can only cause a violation of (4) if there are at least 3 of them, and this is more likely if \( m > n \).

4.3. More restrictions. We now discuss a refinement to Theorem 4.3 giving a tighter upper bound. We start with some examples.

**Example 4.7.** For \( r = 3 \) and the root \( 8 \alpha_0 + 7 \alpha_1 \) the following satisfies (4) but corresponds to a non-stable component:

\[
12021506.
\]

To see why this component is not stable, notice that, by Lemma 4.2, the sub-quotient \( Q \) corresponding to the middle \( 0215 \) implies the existence of a submodule with string data \( 10^20^6 \) for \( a = 0 \) or 1. This violates stability. This path violates the conditions in Theorem 4.9 below for \( x = y = 1 \).
Example 4.8. A similar problem can occur using two consecutive steps, and can occur further into the word. For instance, for the root $16\alpha_0 + 15\alpha_1$,

$$1^30^21^20^11^5(2^15^10^{10})$$

fails to be stable by looking at the submodule generated by the red numbers. This path violates the conditions in Theorem 4.9 below for $x = 2, y = 3$.

**Theorem 4.9.** Fix a module $T$ with string data $a_1, a_2, \ldots, a_{2k}$. Let $m = a_1 + a_3 + \cdots + a_{2k-1}, n = a_2 + a_4 + \cdots + a_{2k}$. If $T$ is stable then, for all $1 \leq x \leq y < k$,

$$a_2 + \cdots + a_{2y} - \frac{a_1 + \cdots + a_{2x-3} + r(a_{2x} + \cdots + a_{2y}) - a_{2x+1} - \cdots - a_{2y+1}}{m} \leq \frac{n}{m}.$$  

Here in each $\cdots$ the indices increase by 2 at a time. In particular, the number of Dyck paths satisfying (8) along with (4) is a tighter upper bound on $m_3$.

**Proof.** Assume a module $T$ has string data where (8) is violated for some $x, y$. It suffices to show that $T$ is not stable. Applying Lemma 4.2 to the sub-quotient $U_{2y+1}/U_{2x-1}$ implies that $U_{2x-2}/U_{2x-2}$ has a submodule of dimension

$$(a_{2x} + \cdots + a_{2y})\alpha_0 + (r(a_{2x} + \cdots + a_{2y}) - a_{2x+1} - \cdots - a_{2y+1} - k)\alpha_1$$

for some $k \geq 0$. Taking this along with all of $U_{2x-2}$ gives a submodule of dimension

$$(a_2 + \cdots + a_{2y})\alpha_0 + (a_1 + a_3 + \cdots + a_{2x-3} + r(a_{2x} + \cdots + a_{2y}) - a_{2x+1} - \cdots - a_{2y+1} - k)\alpha_1.$$ 

Since (8) is violated this submodule violates stability. \qed

**Example 4.10.** For $r = 3$ and $16\alpha_0 + 15\alpha_1$, the calculations in the appendix show that there is exactly one word that satisfies both Theorem 4.3 and Theorem 4.9 but does not correspond to a stable component. It is

$$1^30^21^20^11^50^{13}.$$ 

To see that this does not correspond to a stable component, apply Lemma 4.2 to $1^50^{13}$ to obtain a sub-quotient of $U_3/U_1$ of the form $0^21^5$ (2 is the only integer between $\frac{2}{3}$ and $3 \times 5 - 13$), and hence a submodule of the form $11^00^21^5$. Applying Lemma 4.2 again gives a submodule of dimension 2 or just $0^2$, violating stability.

There are even stranger examples, but they seem to be exceedingly rare.

5. Relation with KLR algebras

There is a version of this story using KLR algebras. By [35, Corollary 2.12], the root multiplicity of $m\alpha_0 + n\alpha_1$ for $m, n$ relatively prime is the number of cuspidal representations of weight $m\alpha_0 + n\alpha_1$ for a KLR algebra. These can be indexed by good Lyndon words (see [14, 24]), so the root multiplicity is the number of such words. The problem is there is no nice combinatorial description of good Lyndon words.

What we do here corresponds to instead labeling the cuspidal modules by their string data. This has a big advantage: at least in rank two, describing which words are string data is relatively easy. The string data itself is a word in the character of the module, so if the string data is not a Dyck path then the corresponding module is not cuspidal. But a string data which is a Dyck path can nonetheless correspond to a module which is not cuspidal, so we get an overestimate. We can make progress to correct the over-counting, and end up with estimates that seem quite good. But finding tractable conditions that exactly characterize string data of cuspidal modules seems tricky.
6. HEURISTICS

6.1. COMBINATORIAL. All of our examples where a path satisfies Equation (4) but
does not correspond to a stable irreducible component have the properties that

1. For some \( k \), the point \( (a_1 + \cdots + a_{2k-1}, a_{2} + \cdots + a_{2k}) \) is close to the diagonal
   (i.e. the line from \((0,0)\) to \((n,m)\)), and
2. Immediately after that point there is some very unusual behavior.

It is well known that a large random rational Dyck path is usually far from the
diagonal. For example, the following is immediate from [4, Theorem 7.1]:

**Proposition 6.1.** For a random rational Dyck path from \((0,0)\) to \((k+1,k)\), the
expected number of times the path visits a point \((a,b)\) with \( b-a = r \) approaches
\( 4r/\sqrt{2} + 4 \) as \( k \) approaches infinity.

So the expected number of visits to a given distance \( r \) from the diagonal is bounded
independent of \( k \), and is linear in \( r \). To get error bounds on our estimates, one would
need to show that the probability of observing unusual enough behavior to cause a
violation of stability near a point \((a,b)\) with \( b-a = r \) decreases fast enough with \( r \)
so that the sum of the errors stays small. Another issue is that Proposition 6.1 is for
all Dyck paths, and restricting to those satisfying (4) will have some effect.

6.2. REPRESENTATION THEORETIC. If \( x, y \) is such that \( y/x > \sqrt{r^2 - 4 + r^2} \), there is a
maximal finite irreducible dimensional \( \Lambda \)-module \( T \) such that

- The 1-head of \( T \) has dimension \( y \).
- Let \( U \) be the submodule of \( T \) obtained by removing the 1 head. Then the
  0-head of \( U \) has dimension \( x \).

For example if \( x = 14, y = 37 \), this is

\[ 0^11^30^81^21^21^8 \oplus 10^31^8 \oplus 10^31^8, \]

where each summand is described via its socle filtration. There is of course a similar
statement with the roles of the 1-head and the 0-head interchanged. One interpretation
of Theorem 4.3 is that a pair \( a_k = x, a_{k+1} = y \) with \( y/x > \sqrt{r^2 - 4 + r^2} \) forces the existence
of a sub-module which is a quotient of this module, which forces a violation of stability.

In other cases there can be infinite modules satisfying these conditions. For in-
stance, consider \( x = 5, y = 13 \). There is a module given by

\( \cdots 0^{34}1^{13}0^51^30^11^10^21^50^{13}, \)

where the notation now means the 0-head is \( 0^{13} \), the submodule not including that
has head \( 1^5 \), and so on. If \( T \) has string data with \( a_k = 5, a_{k+1} = 13 \), and \( k \) odd, some
quotient of this must still be a sub-module of \( T \). But this quotient need not violate
stability. Theorem 4.9 can be interpreted as giving conditions when a quotient must
in fact violate stability. But this can only happen when some segment of the path
both starts very close to the diagonal and has weight close to the boundary of the
imaginary cone, and seeing both of these together should be rare.

The module in (9) explains Example 4.10: Any quotient of the above that kills
\( \cdots 0^{34}1^{13}0^51^30^1 \) must violate stability. Thus no data with \( a_3 = 5, a_4 = 13 \) can corre-
spond to a stable component. For this sort of things to happen \( y/x \) must be close to
\( \sqrt{r^2 - 4 + r} \).

APPENDIX 1: COMPUTATIONAL EVIDENCE. WITH COLIN WILLIAMS.

We wrote Python code [34] to calculate our upper bounds by counting Dyck paths
satisfying Theorems 4.3 and 4.9, and compared to known root multiplicities from [9,
For roots of the form \((n+1)\alpha_0 + n\alpha_1\), the bound using Theorem 4.3 is exact up to \(n = 6\), and the bound using Theorem 4.9 is exact up to \(n = 14\). For \(16\alpha_0 + 15\alpha_1\) the actual multiplicity is 815214, and the two bounds are 837218 (over by 22004 or 2.7%) and 815215 (over by 1). Our bounds are not as tight for \(15\alpha_0 + 16\alpha_1\): the multiplicity is still 815214, but our bounds are 1234431 (over by 419217 or 51.4%) and 817505 (over by 2291 or 0.3%). The method is also successful on other roots. For instance, for \(\beta = 15\alpha_0 + 11\alpha_1\), the two estimates are 23868 and 23750, and 23750 is correct.

We also used Monte-Carlo methods to consider larger roots, in particular \(\beta = 51\alpha_0 + 50\alpha_1\) and \(\beta = 50\alpha_0 + 51\alpha_1\). The actual multiplicity, calculated using Peterson’s formula, implemented in Sage by Judge [16], is \(2.03935 \times 10^{23}\). This is about a third of Avogadro’s number, way too big to count. Instead we randomly sampled to estimate the fraction of Dyck paths satisfying the conditions. Multiplying by the number of rational Dyck paths gives an estimate of each upper bound. Here is the result of the largest samples we used (each took about 24 hours on a 2018 laptop):

| Root         | Paths sampled | Satisfied Theorem 4.3 | Theorem 4.3 Estimate | Satisfied Theorem 4.9 | Theorem 4.9 Estimate |
|--------------|---------------|-----------------------|----------------------|-----------------------|----------------------|
| \(51\alpha_0 + 50\alpha_1\) | \(10^6\)       | 112637                | \(2.2283 \times 10^{23}\) | 103219                | \(2.0419 \times 10^{23}\) |
| \(50\alpha_0 + 51\alpha_1\) | \(10^6\)       | 171935                | \(3.4013 \times 10^{23}\) | 103504                | \(2.0476 \times 10^{23}\) |

For \(51\alpha_0 + 50\alpha_1\), the first estimate is over by 9.2% and the second by 0.13%. The number of paths satisfying either theorem is roughly a Poisson random variable with standard deviation about 0.32%. Thus was can say with high confidence that our bound from Theorem 4.3 is overestimating the multiplicity by between 8.5% and 10%, and that the bound from Theorem 4.9 is correct to within 1%.

For \(50\alpha_0 + 51\alpha_1\), the estimates are off by 67% and 0.4% respectively (± about 0.6%). Perhaps this is even stronger evidence that the bounds stay quite good, since for roots of the form \(n\alpha_0 + (n + 1)\alpha_1\) there is already non-trivial error at \(n = 15\), and this has not grown much by \(n = 50\).
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