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ABSTRACT

We analyze the galactic H\textsubscript{I} content and nebular log(O/H) for 60 spiral galaxies in the Moustakas et al. (2006a) spectral catalog. After correcting for the mass–metallicity relationship, we show that the spirals in cluster environments show a positive correlation for log(O/H) on DEF, the galactic H\textsubscript{I} deficiency parameter, extending the results of previous analyses of the Virgo and Pegasus I clusters. Additionally, we show for the first time that galaxies in the field obey a similar dependence. The observed relationship between H\textsubscript{I} deficiency and galactic metallicity resembles similar trends shown by cosmological simulations of galaxy formation including inflows and outflows. These results indicate the previously observed metallicity–DEF correlation has a more universal interpretation than simply a cluster’s effects on its member galaxies. Rather, we observe in all environments the stochastic effects of metal-poor infall as minor mergers and accretion help to build giant spirals.
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1. INTRODUCTION

The relationship between galactic H\textsubscript{I} content and other properties of giant spiral galaxies is a well-documented phenomenon. Most notably, star formation (e.g., Kennicutt 1998; Rose et al. 2010) and gas-phase metal abundance (Skillman et al. 1996; Ellison et al. 2009; Zhang et al. 2009, among others) are known to be intimately connected to a galaxy’s overall H\textsubscript{I} mass. Many observational studies of the H\textsubscript{I}–metallicity relation interpret the phenomenon as a consequence of environment-driven evolution (namely ram pressure gas stripping or infall cutoff) through either cluster membership (Skillman et al. 1996; Petropoulou et al. 2012) or local overdensity (Cooper et al. 2008; Ellison et al. 2009). On the other hand, cosmological hydrodynamical simulations (e.g., Davé et al. 2011a) predict a dependence of galactic metallicity on H\textsubscript{I} content for galaxies in the field as well.

In Robertson et al. (2012), we took the approach of the Skillman et al. (1996) analysis of Virgo, examining a single galaxy cluster—Pegasus I—to evaluate the effect of H\textsubscript{I} content on mean galactic metallicity for giant spirals. Rather than bifurcate our sample into “gas-rich” and “gas-poor,” as had been done for Virgo, we quantified H\textsubscript{I} content using the DEF parameter described in Solanes et al. (1996), and considered galactic abundances as a function of this quantity. In the case of Pegasus I, DEF proved to be an excellent predictor of galactic log(O/H). Furthermore, the Virgo galaxies from the Skillman et al. (1996) study agreed nicely with the log(O/H)–DEF correlation despite the dramatically different properties (density, number of galaxies, velocity dispersion) of the two clusters.

The most significant limitation of the observed relation between log(O/H) and DEF is the small number of galaxies for which the dependence has been tested. Between the Virgo and Pegasus I clusters, only 12 cluster galaxies were included in the Robertson et al. (2012) paper. Furthermore, while we included a small number of field spirals from the Zaritsky et al. (1994) sample, the number of objects and the precision of their associated log(O/H) measurements made it impossible to conclude whether our observed correlation extended to galaxies in the field. In this paper, we remedy both of these shortcomings by utilizing galaxy-integrated spectra of 60 giant spirals (35 cluster, 25 field) from the Moustakas & Kennicutt (2006a) catalog. Here, we show that the abundances of these galaxies confirm the dependence of galactic log(O/H) on DEF for cluster spirals, and that field spirals are subject to a similar relation, in agreement with cosmological hydrodynamical simulations.

2. DATA

To expand on the results of Skillman et al. (1996) and Robertson et al. (2012, hereafter Paper I), we sought to obtain H\textsubscript{I} and metallicity measures for a large number of galaxies in a wide range of environments. Because our H\textsubscript{I} deficiency parameter DEF requires accurate 21 cm H\textsubscript{I} fluxes and morphological types, we were confined to relatively nearby galaxies. Also, since accurate log(O/H) determinations for spiral galaxies are dependent on spectra covering the entire galactic disk, very large surveys such as SDSS are unsuitable, as nearby spirals do not fit within a single fiber.

We found a suitable sample of objects in the Moustakas & Kennicutt (2006a) catalog of long-slit galactic spectra. The catalog contains emission-line spectra for 417 galaxies. While Paper I and other similar studies determine galactic nebular metallicities by fitting abundance gradients to spatially resolved H\textsubscript{II} region spectra, Moustakas & Kennicutt (2006b) show that the integrated spectra from these long-slit observations yield equivalent log(O/H) values. Taking advantage of their result, we derived galactic abundances from this catalog. First, though, we selected the galaxies suitable for our log(O/H)/DEF analysis according to the following criteria:

1. We selected only objects for which H\textsubscript{I} 21 cm flux measurements, optical diameters, and T-types exist in the Third Reference Catalog of Bright Galaxies (RC3; de Vaucouleurs et al. 1991).
2. We eliminated any objects without significant detections of the [O \textsubscript{II}] \lambda 3727 or H\textsubscript{β} emission lines.
3. We selected only massive spirals, with T-types between 0 and 8. Additionally, we eliminated any objects known to be in interacting or merging pairs because of the difficulty of assigning morphological types to these galaxies, and because of the known metallicity dilution effects (Kewley et al. 2006; Ellison et al. 2008) for interacting pairs. Galaxies known to be in groups (not clusters) have also been eliminated due to their relatively limited number.

After selecting for the above requirements, we are left with a sample of 60 spiral galaxies. For these objects, we first calculated the H i deficiency parameter DEF (Giovanelli & Haynes 1985). We computed DEF following Solanes et al. (1996), who define the quantity as

\[ \text{DEF} = \log M_{\text{H}i,\text{exp}} - \log M_{\text{H}i} \]

where \( M_{\text{H}i,\text{exp}} \) is an expectation value for a galaxy’s H i mass based on its optical diameter and morphological type. Since DEF is an underabundance relative to the expectation, more positive values represent lower H i content.

As in Paper I, we used oxygen as a proxy for a galaxy’s heavy-element abundance, and used the strong-line \( R_{23} \) calibration for the [O ii] and [O iii] emission lines. To facilitate direct comparison to Paper I, we have again used the Zaritsky et al. (1994) \( R_{23} \) calibration to compute \( 12 + \log(O/H) \). Our error bars are obtained from standard propagation of the uncertainties given for the Moustakas & Kennicutt (2006a) emission lines.

We categorized our galaxies as cluster, group, or field members using the associations listed in HyperLeda (Paturel et al. 2003). In cases where HyperLeda did not offer this information, we consulted the SIMBAD and SDSS SkyServer Object Explorer databases, and references therein. If a galaxy was not listed as a group or cluster member in any available literature or database, we considered it a field galaxy.

In Table 1, we list the names, DEFs, 12 + \log(O/H) values, and, where applicable, host clusters of the galaxies examined in this study. For cluster members, we have also included approximate sky-projected separations \( \rho_c \) from the cluster center, using the coordinates and redshifts of cluster centers from Baesis-Pillastrini et al. (1984), assuming \( H_0 = 72 \text{ km s}^{-1} \text{ Mpc}^{-1} \). The table is separated into cluster and field populations, as they will be presented in the following section.

### 3. ANALYSIS

As in Paper I, we are interested in the dependence of \( \log(O/H) \) on DEF for the galaxies in Table 1. In order to evaluate any functional dependence, it is important that our sample cover a satisfactory dynamical range in DEF. In Figure 1, we show a histogram of DEF for the galaxies studied herein. For comparison, we also indicate the DEFs sampled in Paper I. We see that these objects cover a broad range of H i deficiency, and include significantly more very high- and low-DEF galaxies than the targets of Paper I and Skillman et al. (1996). We note that, while there are members of both cluster and field samples with very low DEFs, there are considerably more cluster galaxies with positive DEF values. This is consistent with the results of Solanes et al. (2001) and Levy et al. (2007), among others, who show that the cluster environment drives galactic H i depletion.

In order to properly understand the influence of H i content on galactic heavy-element abundance, we must first correct for the mass–metallicity relationship (MZ; Zaritsky et al. 1994; Tremonti et al. 2004). To ensure easy comparison to Paper I, we have computed DEF following Solanes et al. (1996), who define the quantity as
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have again removed the effect of the MZR by using inclination-corrected circular velocity as a proxy for galactic mass, and subtracting the log(O/H) versus $v_C$ fit derived in Paper I:

$$12 + \log(O/H) = 8.57 + 0.356 \times v_C/(200 \text{ km s}^{-1}).$$

We plot the residual log(O/H) differential for each galaxy in Figure 2. In order to ensure that our results are not dependent on our MZR correction, we also present the same data, corrected by instead subtracting the log(O/H) versus $M_B$ relation from Paper I:

$$12 + \log(O/H) = 8.95 - 0.0594 \times (M_B + 20).$$

Note that we show our $M_B$-corrected data as a consistency check, and base all of our formal conclusions on the $v_C$-based MZR correction. This is because, as mentioned in Paper I and Zaritsky et al. (1994), $v_C$ is independent of distance and unbiased by recent star formation.

Because Paper I showed a clear correlation between oxygen content and DEF for cluster galaxies, but was unable to confirm or reject that correlation for galaxies in the field, we examine the cluster and field galaxies separately.

### 3.1. Cluster Galaxies

Considering first the subset of cluster galaxies (Figure 2(a)), we see that the greatly increased number of objects contains a considerable amount of scatter in comparison to the Virgo/Pegasus sample of Paper I (Figure 6 in that paper). Evaluating the dependence of log(O/H) on DEF therefore requires a careful statistical analysis.

As mentioned in the previous section, uncertainties on galactic log(O/H) are obtained in a straightforward manner from the errors on the line fluxes. However, understanding the uncertainty on DEF is considerably more complicated. Because the calculation of DEF relies on T-type and optical diameter in addition to 21 cm flux, uncertainties in all of those parameters contribute to the overall error budget. Additionally, since DEF is calibrated to a finite sample of field galaxies (Solanes et al. 1996), the calculation of expected H I mass is not exact. Rather than assign individual errors to each object, we chose instead to adopt a uniform error $\sigma_{\text{DEF}} = 0.15$ for all galaxies, based on the recommendation of Levy et al. (2007), who estimate a “cosmic scatter” of 0.15 in DEF. Our derived dependencies on DEF will therefore have relatively conservative error estimates, since purely statistical error calculations would result in smaller uncertainties.

We began our analysis with a standard linear regression on the cluster subset. Although we experimented with a number of weighting schemes, because the uncertainties in our data only differ in the estimates of log(O/H), which does not by itself dominate the error budget, each of our weighted fits resulted in unreasonably small errors on the resulting slopes and intercepts. For this reason, all least-squares fits presented herein are computed with equal weights for all data points. With an ordinary least squares (OLS) fit, our model is

$$\log(O/H)_{\text{res}} = 0.18_{\pm0.03} + 0.31_{\pm0.08} \times \text{DEF}$$

where $\log(O/H)_{\text{res}}$ is the measured abundance after subtracting our MZR fit.

Because our fitted slope is only $\sim 3 \sigma$ away from zero, we also performed a Pearson correlation test on the data in our cluster sample to confirm the statistical significance of the relation between log(O/H) and DEF. The correlation coefficient for the cluster galaxies is 0.55. For a sample size of 35 galaxies, this coefficient indicates the probability of no correlation is just 0.0006. We see, then, that there is a significant correlation between log(O/H) and DEF, and the slope of the relation is consistent with that found in Paper I.

To obtain a better estimate of the actual functional relationship between log(O/H) and DEF, we have performed a more
Figure 2. Residual log(O/H) after subtracting the mass–metallicity relationship (MZR) for our selected galaxies, plotted as a function of DEF. Our sample is separated into (a, b) cluster and (c, d) field galaxies. Plots on the left (a, c) have been corrected for the MZR using circular velocity, while plots on the right (b, d) use absolute blue magnitude instead (see text for details). For each subset of galaxies, we have included linear fits according to ordinary least squares (red) and maximum likelihood (blue). For the cluster galaxies, we have also included our ordinary least squares fit to the Virgo/Pegasus data from Paper I (dashed green line). (A color version of this figure is available in the online journal.)

statistically rigorous linear fit to the data using the maximum likelihood (MLE) method outlined by Kelly (2007). The code works by creating a likelihood function for the true distribution of regression parameters, based on the observed data and errors. The regression coefficients and errors are estimated by performing Bayesian inference using 10,000 MCMC samples of the parameter space, where each chain performs a random walk through the parameter space (using a Gibbs sampler), eventually converging on the posterior distribution. The values of the slope and intercept to which each chain converges represents a single random draw from the posterior distribution. Fitting a Gaussian to the resulting distribution of slopes, and extracting the mean and FWHM, the resulting “mean fit” to the cluster subset becomes

$$\log(O/H)_{\text{res}} = 0.18_{-0.15}^{+0.15} + 0.37_{-0.15}^{+0.15} \times \text{DEF}. \quad (2)$$

We have included both of the fits above in Figure 2(a). Since the MLE routine allowed us to include uncertainties on both DEF and log(O/H), we adopt the MLE fit as our final model. However, it is worth pointing out the agreement between the OLS and MLE fits for the cluster subset, suggesting OLS is actually adequate in this case.

When considering our sample using the $M_B$-based MZR, we find results consistent with our primary MZR correction. We obtain slopes of 0.31 ± 0.08 (OLS) and 0.28 ± 0.13 (MLE), which agree with the fits above.

In addition to being internally consistent, our fits to the log(O/H) versus DEF relation, also agree with our fits to the Virgo and Pegasus spirals derived in Paper I. For comparison, we have included these fits in Figures 2(a) and (b).

3.2. Field Galaxies

Having recovered the log(O/H) versus DEF relationship discovered in Paper I, we revisited the question of whether the same dependence exists for galaxies in the field. Our field galaxy sample is plotted in Figure 2(c). Again, there is plenty of scatter, but a positive trend is visible. We again performed a Pearson correlation test to the field sample, acquiring a correlation coefficient of 0.58. For 25 galaxies, our correlation coefficient gives the probability of no correlation at $P = 0.0024$. Our OLS model for the field subset gives

$$\log(O/H)_{\text{res}} = 0.19_{-0.04}^{+0.14} + 0.47_{-0.14}^{+0.14} \times \text{DEF}. \quad (3)$$

To properly quantify the relationship using our errors on DEF, we again calculate the MLE fit, giving a final model

$$\log(O/H)_{\text{res}} = 0.19_{-0.09}^{+0.14} + 0.41_{-0.14}^{+0.14} \times \text{DEF}. \quad (4)$$

We note that the OLS and MLE fits for field galaxies all agree to within 1σ regardless of which MZR correction we use. However, it is worth noting that the MLE fit to the $M_B$-corrected
data (Figure 2(d) results in a very steep slope of 0.57 ± 0.4. We find that when we exclude NGC 4605, which is very metal-poor for its DEF value (0.34), the OLS fit also displays a much higher slope. Since our $v_c$ MZR correction places NGC 4605 in better agreement with the observed trend, we do not exclude it as an outlier.

Since the Moustakas & Kennicutt (2006a) selection of spiral galaxies is not a volume-limited sample, it is prudent to consider whether our observed trends in log(O/H) versus DEF could be produced by an observational bias. The RC3 catalog is essentially complete for galaxies with optical diameters greater than 1 arcmin and total $B$ magnitudes brighter than 15.5. Although the surface brightness cutoff may lead to the omission of some edge-on spirals, such a bias should not have a significant influence on our result, as the uncertainty in morphological type and increase in interstellar reddening complicate the determinations of DEF and log(O/H), respectively. In Paper I, we intentionally avoided edge-on spirals for this reason.

As for the Moustakas & Kennicutt (2006a) selection, which is described in Moustakas & Kennicutt (2006b), while it is neither blind nor complete, the galaxies included cover a wide range in $M_B$, $B$–$V$, and morphological type. We therefore expect a representative sampling of different galaxy masses, star formation histories, and dust content.

In order for a bias to create such an effect, we would somehow have to systematically exclude H i-rich galaxies with high metallicity and/or H i-poor galaxies with low metallicities. However, the two possibilities are very unlikely. Galaxies with low DEF (high H i content) should produce strong 21 cm radiation, and will also likely have relatively high specific star formation rates (e.g., Rose et al. 2010), leading to strong H$eta$ lines. Therefore, low-DEF galaxies should not be excluded from our selection at any metallicity, according to our criteria listed in the previous section. As for high DEF/low metallicity spirals, their low metal content should lead to strong nebular emission lines via higher temperatures, ensuring their inclusion from the Moustakas & Kennicutt (2006a) catalog. Furthermore, even our highest-DEF galaxies represent 21 cm detections well above the 10σ level, so we are not excluding any high-DEF galaxies due to nondetections of H i emission. We are therefore confident that our result is not due to an observational bias, despite the fact that our sample was not specifically chosen to be completely unbiased.

4. DISCUSSION

4.1. Comparison to Previous Observations

The slope of the DEF–log(O/H) relation for cluster galaxies (0.37 ± 0.15) remains in good agreement with the slope derived in Paper I (0.26 ± 0.1) upon increasing the number of galaxies in our sample by a factor of three. While the scatter around the fit in Figure 2(a) is higher than seen in the Virgo and Pegasus samples, it is important to consider the differences between the galaxies examined in the two studies. The Virgo and Pegasus galaxies selected by Skillman et al. (1996) and Paper I were chosen for their abundance of bright individual H ii regions, and were also all nearly face-on. Furthermore, the Virgo/Pegasus galaxies were all very similar in mass and luminosity. In this larger sample, there is certainly scatter introduced by inclination effects, ambiguous morphological types, and imperfect mass correction which was largely inconsequential in the smaller, more homogeneous earlier data sets. In this sense, the Virgo/Pegasus galaxies can be interpreted as the “ideal case,” and our analysis of the Moustakas & Kennicutt (2006a) sample extends the preliminary results to a much broader group of objects.

Considering most studies of the interrelation between galactic gas content and metallicity (e.g., Skillman et al. 1996; Ellison et al. 2009; Petropoulou et al. 2012) have examined H i deficiency in the context of cluster environment or local galactic density, it is somewhat surprising to find that the observed metallicity dependence extends to field galaxies. In fact, our measured slope for the field subset is actually higher than for the cluster galaxies, although it is doubtful that difference is significant. While the distributions of the slopes in our Monte Carlo resamplings are different, given the uncertainties on our fits, we are not confident that the difference in the observed slopes is significant over the range of DEF explored here. We therefore conclude that, within the uncertainties, the log(O/H) versus DEF relation applies generally to any non-interacting massive spiral galaxy in a similar way, regardless of environment.

4.2. Comparison to Hydrodynamic Models

Modern cosmological hydrodynamic simulations can predict the neutral hydrogen and oxygen content for representative samples of galaxies. Here we compare our DEF–log(O/H) results to the simulations of Davé et al. (2011a). Since these simulations have a box length of 48 h$^{-1}$ Mpc on a side that does not contain any cluster-sized objects, their simulated sample is most appropriately compared to our field sample. Similar to Davé et al. (2011a), we have excluded any galaxies with stellar masses lower than $M_* = 2 \times 10^9 M_\odot$. While the sample does not include morphological data, the masses, star formation rates, and gas fractions of our simulated galaxies are a good match to the selection of Moustakas & Kennicutt (2006a), who note in Moustakas & Kennicutt (2006b) that their observed galaxies are largely late-type (Sbc and later) spirals.

In these models, we compute the deviations in metal in H i content at a given specific star formation rate (sSFR) from the model-predicted quantities. We choose sSFR because Rose et al. (2010) showed that DEF is most tightly correlated with sSFR, as opposed to SFR or $M_*$ alone. To verify this approach is qualitatively valid, we have examined 19 spiral galaxies with measured sSFRs from Howell et al. (2010). Taking T-types, 21 cm fluxes, and optical diameters from HyperLeda, we computed DEF via the Solanes et al. (1996) formulae. We then estimated H i deficiency by correcting for a trend in $M_{HI}$ versus sSFR, and adopting DEF as the vertical offset from this trend. We show a comparison between the two estimates of DEF in Figure 3. Performing a linear fit to the data, we find a slope of 0.87 ± 0.19, but also a vertical offset of 0.36 ± 0.09, indicating a systematic difference between the two calculations. Therefore, while we are confident that the two estimates of DEF reflect qualitatively similar trends, the offset prevents us from directly equating the simulations and our data.

Figure 4 shows the correlation between DEF and log(O/H)$_{res}$ from the momentum-driven wind scaling simulation of Davé et al. (2011a), defined relative to the mean at a given sSFR. The galaxy metallicities are computed as described in Davé et al. (2011a), while the H i mass accounts for self-shielding and conversion to molecular hydrogen as described in Davé
et al. (2013), broadly following Popping et al. (2009) and Duffy et al. (2012). The green line shows the best-fit power law to these points, which follows the relation $\text{DEF} = 0.07 + 0.43 \times [\text{O}/\text{H}]_{\text{res}}$. Also shown in the figure is the best linear fit to the constant wind model (red line, see Davé et al. 2011a, for details on the constant wind model).

The predicted slope is close to that observed (0.41), and the residuals display a similar amount of scatter around the fit. The predicted amplitude is slightly low, but likely within uncertainties given the different way in which DEF is computed between the models and the data. We note that had we chosen stellar mass rather than sSFR about which to measure our deviations, the predicted slope would be shallower, namely 0.27, but still within 1σ of that observed. Hence the trend in DEF versus $[\text{O}/\text{H}]_{\text{res}}$ appears to be a relatively robust prediction of hierarchical galaxy formation simulations, regardless of the details of feedback.

Why do these hierarchical models predict such a trend? The physical origin can be explained by appealing to the equilibrium model of galaxy evolution (Davé et al. 2012). In this scenario, galaxies live in a slowly evolving balance between accretion, outflows, and star formation. This results in preferred equilibrium relations for the main physical properties of galaxies, such as tight relations between stellar mass, star formation rate (Davé 2008), metallicity (Finlator & Davé 2008), and H\text{I} content (Popping et al. 2009).

Galaxies are perturbed off these equilibrium relations owing to the stochasticity in accretion (e.g., mergers), which governs the scatter around these relations (Finlator & Davé 2008). Consider a galaxy undergoing a merger with a smaller system. Its metallicity will go down because the smaller system will tend to have lower metallicity. However, its H\text{I} content will rise since smaller systems tend to be more H\text{I}-rich. Hence deviations toward low metallicity will be correlated with deviations toward high H\text{I} content. The converse can also happen, where a galaxy experiences a lull in accretion (or a diminution owing to it becoming a satellite in a larger halo), in which case it will consume its available gas reservoir, increase its metallicity, and lower its H\text{I} content. It is straightforward to see that such perturbations will produce a trend in DEF versus $[\text{O}/\text{H}]_{\text{res}}$ that is qualitatively as observed. Furthermore, the fact that an upward trend exists regardless of wind model indicates the behavior does not arise as the result of an outflow effect, but rather it appears because of inflow stochasticity, which is independent of outflows.

We attribute the slope of the DEF versus $[\text{O}/\text{H}]_{\text{res}}$ relation in the simulations primarily to three physical phenomena: First, it reflects the characteristic spectrum of mergers and smooth accretion that drive perturbations off the equilibrium relations. Second, it reflects the tendency of minor mergers to enrich spirals with metal-poor gas, decreasing the global nebular metallicity. Finally, it reflects the trend of H\text{I} richness versus sSFR, which analogously sets the typical deviation in H\text{I} content when a giant spiral merges with a gas-rich dwarf.

The agreement between the models and the data suggests that the simulations are properly capturing these phenomena. As shown in Davé et al. (2011a), this model produces roughly the correct mass–metallicity relation. In Davé et al. (2013) we show that it also broadly matches the observed mass–H\text{I} richness relation. The spectrum of mergers is set by the underlying cosmology, which is assumed to be WMAP7-concordant. Given that all the individual pieces in the model agree with data, it is perhaps not surprising that the DEF versus $[\text{O}/\text{H}]_{\text{res}}$ is also reproduced. Also, since the constant and momentum-driven wind models yield qualitatively similar trends (Figure 4) for metallicity and H\text{I} richness, it is also not surprising that our simulation results are not strongly sensitive to the assumed feedback model.

We see that this scenario for what sets the H\text{I} deficiency in galaxies offers a mechanism to produce the log(O/H)–DEF relation separate from traditional scenarios that have posited that it arises from environmentally driven processes such as ram pressure stripping (e.g., Gunn & Gott 1972). Naively, such scenarios would predict that the trends would be stronger in clusters, but our observations suggest that the trend of DEF versus $[\text{O}/\text{H}]_{\text{res}}$ is similar in the field. In the simulations, environment does not play a large role (except for satellite galaxies; Davé et al. 2011b). Instead, DEF is simply set by the stochastic nature of hierarchical accretion, and galaxies’
response to such stochasticity generically yields the observed trend in DEF versus \([\text{O}/\text{H}]_{\text{res}}\). We caution that these simulations only produce field galaxies, so environmental processes may still play a major role in extreme environments such as clusters. But the success of these models suggests that at least for typical field galaxies, it is not necessary to appeal to environmental processes in order to understand the behavior of \([\text{O}/\text{H}]_{\text{res}}\) versus DEF. Evidently, changes to a galaxy’s nebular metallicity caused by varying \(\text{H}^{\text{i}}\) content are to some degree insensitive to the specific physical processes (i.e., infall, minor mergers, ram-pressure stripping) responsible for regulating \(\text{H}^{\text{i}}\) richness.

5. CONCLUSION

Using the spectral library of Moustakas & Kennicutt (2006a), we have conducted an expanded investigation into the influence of \(\text{H}^{\text{i}}\) abundance on galactic nebular metallicity analogous to the analysis of Robertson et al. (2012) for the Pegasus cluster. We have compared these results to predictions based on cosmological hydrodynamical simulations. Our conclusions can be summarized in three main results:

1. For galaxies in clusters, we recover the previously observed trend of increasing \(\log(\text{O}/\text{H})\) with decreasing \(\text{H}^{\text{i}}\) content.
2. For galaxies in the field, \(\log(\text{O}/\text{H})\) is similarly dependent on \(\text{H}^{\text{i}}\) deficiency.
3. Our hydrodynamical simulations for field galaxies predict a metallicity–DEF correlation similar to that observed. We interpret this result as the product of a galaxy’s natural “excursions” between \(\text{H}^{\text{i}}\)-rich/metal-poor and \(\text{H}^{\text{i}}\)-poor/metal-rich in response to stochastic fluctuations in the inflow rate. These departures from equilibrium with respect to the mass–metallicity relation can occur in any environment, and do not require cluster membership or enhanced local galaxy density.
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