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Abstract: With the booming development of satellite applications, the giant constellations of low Earth orbit (LEO) satellites have introduced challenges for the data relay service. The multi-beam satellite not only offers concurrent access to a large number of objects, but can also meet the high data requirements toward specific coverage of the LEO constellation. However, the multi-beam satellite often faces the mismatch problem of spot allocation and data requirements, which can cause an overload traffic jam or a waste of resources. An optimization algorithm on spot beam allocation is necessary to automatically place the spot centers with appropriate beam widths in line with the density of the traffic demands and to realize the uniformity of the beam occupation. Compared with the conventional K-means algorithm, two adjustable parameters $\alpha$ and $\beta$ are introduced: one for tuning the ratio of two components making up the distance matrix, and the other for setting the obligatory minimum number of objects per beam. In this paper, the whole process of the proposed method is demonstrated, including the establishment of the low-orbit satellite constellation model, the extraction of the distribution features, and the implementation and evaluation of the modified K-means algorithm. The results prove the validity of the proposed algorithm. A larger value of $\beta$ with a relative smaller value of $\alpha$ tends to obtain the uniformity of beam occupation; the minimum standard deviation of objects per beam is achieved when $\alpha$ is 0.2 and $\beta$ is 0.8. This demonstrates that the uniformity of objects per beam can be realized by adjusting the parameters of the distance determination matrix and the obligatory minimal number of objects in each beam. The impact of parameter range on the results is also analyzed.
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1. Introduction

Satellite applications play a fundamental role in modern society, offering practical services, including television broadcasting, Earth observation, navigation and communication [1]. The last decade has witnessed the booming revolution of satellite communication from fixed communication and mobile communication to high-throughput communication [2]. Several large constellations of low Earth orbit (LEO) satellites with altitudes of 1500 km or less were proposed to provide global wideband with cutting-edge technologies, shorter propagation delay and rapid global deployment [3,4]. Meanwhile, the control and operation of LEO constellations offers challenges to the ground stations. Due to their orbital periods of approximately 100 min, they can only contact a single ground station for a few minutes per pass [5]. Since the capability to transmit information with the ground station in time is crucial for stable in-orbit operations, a network of ground stations spread over the world would be considered to reduce the gaps between the contact times, which
results in additional costs and complexity of the system [6]. To overcome the problem, space-based data relay satellite was invented to offer data relay service at geostationary Earth orbit (GEO). With an altitude of 35,786 km, a GEO satellite can cover up to 69% of LEO satellites. Uninterrupted in-time connection toward LEO satellites can be realized with two GEO data relay satellites to provide the data path to the ground station [7].

The existing data relay satellites were initially designed and optimized with target objects of the International Space Station, Earth observation satellites and other space shuttles or launch vehicles with relatively lower volume [8]. These kinds of classical data relay satellites include the Tracking Data Relay Satellite (TDRS) of America, the Luch satellite of Russia, and the European Data Relay Satellite (EDRS) [9,10]. The principal communication link can be established based on the steerable antenna tracing the user spacecraft. The single data relay satellite can only provide concurrent access to less than 10 LEO objects in general [11]. So, the use of the conventional data relay service is mainly the high-value LEO spacecraft.

In the last decade, several giant LEO satellite constellations were proposed, which spawned extensive demand of data relay between space and ground segments [12]. Novel types of data relay satellites should be considered to meet the pent-up demand for continuous, multi-user and cost-effective access to the growing volume of data from space [13,14]. Several commercial companies raised feasible proposals to build a data relay system through multi-beam satellites. The Inter-satellite Data Relay System (IDRS™) directly brings the capabilities of the Inmarsat Broadband Global Area Network (BGAN) system to space by integrating the IDRS™ terminal into a LEO spacecraft. While in orbit, the communication link to the Inmarsat BGAN Ground Network can be switched and maintained between beam spots of the Inmarsat-4 GEO satellites, which are multi-beam global mobile satellites [15]. On the one hand, leveraging upon the existing BGAN service portfolio, this proposal provides a range of always-on, on-demand, real-time connectivity, thus resolving the need to wait for the LEO satellite to pass above a ground station. On the other hand, the BGAN system was initially designed for ground and flight applications. There is no further optimization of the beam coverage and spot allocation focused on the LEO spacecraft application of the data relay service [16]. For another example, the data relay system, named SpaceLink, is customized toward spaceborne objects. The satellites also implement a fixed multi-beam antenna to realize the coverages of the LEO constellation [17]. The only difference is that the SpaceLink system selects medium Earth orbit (MEO), which helps reduce latency by about half, compared to a similar service of GEO.

In the case of the multi-beam satellite, the system should aim at designs to maximize the efficiency of resources in terms of frequency reuse, power allocation and especially the quality of the beam layout [18]. Great attention is drawn to the antenna design and optimization to further increase the total throughput of the satellite by using a limited number of beams [19]. Conventionally, the allocation of beam spots was carried out based on the supposed service requirements of ground and flight applications [20]. It is common for design tools to provide regular coverage based on the assumption of traffic demand partition [21]. Therefore, the solution is often suboptimal with inappropriate beam widths, overprovisioned or unprofitable beams. Several optimization algorithms were taken into consideration to build a non-uniform layout and further improve the systematic performance by the local search method or simple enumeration [22,23]. Previously, in the study of the communication system, there were studies focusing on dealing with the problem of uniformity, which usually takes several factors, such as energy availability, interest, physical ties and so on, into consideration to carry out the coalition and selection process. To implement the dynamic practice, the individual device is associated with a holistic utility function, which appropriately represents its degree of satisfaction with respect to the Quality of Service (QoS) prerequisites fulfillment [24]. This kind of process is also applied among a variety of wireless access technologies supporting IP connectivity as the handover function, which is a key enabler for seamless mobility and service continuity [25]. However, these frameworks are all used in the scenario with fixed hubs, and the aim is to lay out the
behavior of mobile terminals and chase the optimization of utility function. In this work, the task is to allocate the beam spot centers with a predictable distribution of dynamic terminals without the prerequisite of the centroid positions.

In this work, the service objects are LEO satellite constellations, which have predictable configuration and specific movement characteristics. Different from the ground and flight applications, the data requirement assumption of LEO objects is relatively realistic [26]. It offers the opportunity to globally optimize the beam layout, relying on truthful data. Figure 1 illustrates the schematic of a GEO data relay satellite covering the target LEO satellite constellation with spot beams. The LEO satellites with altitude lower than 1500 km are located within a field of view (FOV) of approximately $\pm 11^\circ$. The number in the center of each circle indicates the objective LEO satellites in the coverage of the certain beam. For any algorithm, the challenge is to appropriately place the spot centers and choose the beam widths in line with the density of the traffic demands. This paper aims at proposing a mathematical model to automatically realize the global optimization of beam layout based on a modified K-means approach.

![Figure 1. Schematic of a GEO data relay satellite covering the target LEO satellite constellation with spot beams. The LEO satellites are located within a field of view (FOV) of approximately $\pm 11^\circ$. The number in the center of each circle indicates the objective LEO satellites in the coverage of the certain beam (Rearth is the radius of the Earth).](image)

**2. Methods**

Standard K-means clustering is a method of vector quantization that aims to partition $n$ observations into $k$ clusters in which each observation belongs to the cluster with the nearest distance (cluster centers or cluster centroid) [27]. In the design of the satellite beam layout, the task is also to partition $n$ objects (LEO satellites) into $k$ clusters (spot beams). However, the evaluation criterion is not only to minimize the within-cluster variances of squared Euclidean distance, but also balance the number of objects in each beam [28,29]. It is crucial to mitigate the traffic jam induced by overprovisioned beams with overload objects, or the waste of resources caused by unprofitable beams with few requirements.

It is worth noting that K-means with a fixed number of cluster members was studied previously [30,31]. The data samples were clustered by standard K-means first, and the number of group elements was adjusted locally by employing a greedy strategy. In that method, the predefined fixed number of cluster members is necessary to guide the following recruitment or discard process on each cluster. The situation is partially different from the beam spot allocation process since the multi-beam satellite system has a certain amount of tolerance on the variance of object number per beam. The optimization process
should also take the size of the cluster into account, which determines the uniformity of the physical beam width. In other words, we should not only chase the uniformity of beam occupation, but also balance the uniformity of the beam width. That is why we cannot offer a certain predefined fixed number of cluster members before the clustering process. In this work, we propose a modified K-means algorithm to solve the aforementioned problem with introduced parameters to guarantee the obligatory minimum number per cluster and globally optimize the number of objects in each beam without locally implementing recruitment or the discard process. The tradeoff between the uniformity of the beam occupation and the uniformity of the beam width is also considered and discussed in the following sections.

Figure 2 illustrates the step-by-step process proposed in this paper. The whole process is introduced in detail in the following subsections.

Figure 2. Flow chart of proposed methods.

2.1. Low-Orbit Satellite Constellation Model

The first step is to establish the low-orbit satellite constellation model. In this work, a typical LEO satellite constellation is considered, including 324 satellites in 18 orbit planes at 1200 km with inclination of 88° and additional 576 satellites in 24 orbit planes at 960 km with inclination of 55°. The satellites in the same orbital plane are uniformly distributed. As shown in Figure 1, the satellite constellation is modeled in a coordinate system with relatively stationary Earth and the GEO data relay satellite. Then, the multi-beam coverage is modeled in the perspective of the GEO satellite. The coverage of a certain beam is modeled with the half-cone angle and the beam center in terms of the azimuth and elevation degrees. Finally, the coordinates of a certain satellite are projected into the multi-beam coverage area to check the service access toward a certain beam. It is worth noting that the Earth as an obstruction should be taken into account to check the line-of-sight propagation between the object and the GEO data relay satellite.

2.2. Feature of Density Distribution

The second step is to extract the feature of density distribution since the design of the multi-beam GEO data relay satellite requires the knowledge of the LEO statistics and density distribution. As shown in Figure 3, the characteristics of the object distribution in the FOV of the GEO data relay satellite are extracted with 2° uniform spot beams. Figure 3a illustrates LEO satellite occupation for a ±11° FOV subdivided into hexagonal cells of 2° diameter. The number in the center of each cell indicates the transient LEO satellites in the coverage of the certain beam. The blue dash line sketches the contour of Earth’s surface. Figure 3b shows the statistics of the cell occupation. It is obvious that the number of satellites per cell is larger in the peripheral FOV compared with the central ±8.5° FOV. The area surpassing the contour of earth surface offers more space to satellites in adjacent orbits with line-of-sight propagation toward the GEO data relay satellite. There are eight cells in which the number of satellites exceeds 16. Four of them lie around the intersection of the orbit panels with an inclination of 88°, and the other four cells are around the corners, where the orbit panels with an inclination of 55° overlap. For most of the area within the ±8.5° FOV, the number of satellites per cell is less than 5.
To further feature the details, the diameter of the cell decreases from 2° to 1°. Figure 4a illustrates the LEO satellite occupation for a ±11° FOV subdivided into hexagonal cells of 1° diameter. Figure 4b shows the statistics of the cell occupation. There exist hollow cells within the ±8.5° FOV. The satellites also tend to concentrate around the intersection of orbit panels with inclinations of 88° and 55°.

Figure 3. Characteristics of the object distribution in FOV of GEO data relay satellite with 2° spot beams: (a) LEO satellite occupation of spot beams. The number in the center of each cell indicates the transient LEO satellites in the coverage of a certain beam. The blue dash line sketches the contour of Earth’s surface; (b) statistics of the cell occupation.

Figure 4. Characteristics of the object distribution in FOV of GEO data relay satellite with 1° spot beams: (a) LEO satellite occupation of spot beams. The number in the center of each cell indicates the transient LEO satellites in the coverage of a certain beam. The blue dash line sketches the contour of Earth’s surface; (b) statistics of the cell occupation.

To build up the data set for analysis, a finer cell is necessary to depict the distribution more accurately and help advance the precision of the output beam width and beam centers. As shown in Figure 5, the characteristics of the object distribution in the FOV of the GEO data relay satellite are extracted with 0.5° uniform hexagonal cells along continuous three moments with a one-second interval to mitigate the impact of randomness.
Figure 5. Characteristics of the object distribution in FOV of GEO data relay satellite with 0.5° spot beams: (a) LEO satellite occupation of spot beams. The number in the center of each cell indicates the transient LEO satellites in the coverage of a certain beam. The blue dash line sketches the contour of Earth’s surface; (b) statistics of the cell occupation.

2.3. A modified K-Means Clustering Algorithm

As shown in Figure 2, the third step is to allocate the beam spots by the proposed clustering algorithm.

The following are the inputs of the clustering algorithm:

1. Number of beams \( k \).
2. Number of objects \( n \), which have line-of-sight propagation with the GEO data relay satellite as shown in Figure 2.

Tolerable variance range of object number in each beam. In an ideal case, the objects in each beam should be equal. In reality, a variance in the number of objects per beam is tolerable. In this study, minimum number \( N_{BL} \) of objects in a single beam should be guaranteed.

The process of the proposed clustering algorithm is as follows.

Step 1. Initializing the beam centers.

The center coordinate of each beam \( \mu_j \) can be distributed randomly within the FOV or initialized according to specific requirements. In this study, we initialized the beam centers with a random sequence.

Step 2. Calculating the Euclidean distance.

The Euclidean distance between the objects and the center of each beam are calculated as follows.

\[
M_{ij} = \|x_i - \mu_j\| \quad (i = 1, 2, \ldots n; \quad j = 1, 2, \ldots k) \tag{1}
\]

Step 3. Sorting of distances.

The distance matrix \( M \) is sorted twice by row and column, respectively, to obtain the ranked matrices \( A \) and \( B \) as follows.

\[
A_{ij} = \arg(j = \text{arg sort}(M_{i.})) \quad B_{ij} = \arg(i = \text{arg sort}(M_{.j})) \tag{2}
\]

Step 4. Normalizing and weighting.

Matrices \( A \) and \( B \) are normalized and weighted to obtain the determination matrix \( D \) as follows. When \( \alpha \) is equal to 1, the determination distance matrix \( D \) degenerates to the standard K-means algorithm determination matrix.

\[
D_{ij} = \alpha \cdot \frac{A_{ij}}{k} + (1 - \alpha) \cdot \frac{B_{ij}}{n} \tag{3}
\]

Step 5. Setting boundary of parameter.
A specific value of $\beta$ is chosen to determine the minimum number $N_{BL}$ of objects in a single beam as follows.

$$N_{BL} = \left\lfloor \beta \cdot \left\lfloor \frac{n}{k} \right\rfloor \right\rfloor \quad (0 \leq \beta \leq 1)$$ (4)

Step 6. Clustering of objects.

A set $E = \{1, 2, \ldots, n\}$ is initialized to keep a record of the objects to be clustered. For each beam, we choose the $N_{BL}$ smallest objects in $D_j$ that is also available in set $E$. We update its cluster index $c_i$ to be $j$, and subtract the allocated objects from set $E$.

The remaining unallocated objects are allocated according to the determination distance matrix as follows.

$$c_i = \arg \min_j \{D_{ij}\}$$ (5)

Step 7. Updating the beam center.

The coordinates of the beam centers are updated as follows.

$$\mu_j = \frac{\sum_{i=1}^{n} \{c_i = j\} x_i}{\sum_{i=1}^{n} \{c_i = j\}}$$ (6)

Step 8. Repeating Step 2 to Step 7.

The process from Step 2 to Step 7 is repeated until the allocation of objects to the beams is no longer changing, or it reaches the preset maximum number of iterations.

Compared with the conventional K-means, the main difference of the proposed algorithm is the modification of the determination matrix. The proposed determination matrix is based on the sorted matrix of the Euclidean distance by row and column, respectively. To indicate clearly the distinctive ranking process of Equation (2), we raise an example with 6 objects and 3 cluster centroids and assume the initial distance as the following.

$$M = \begin{bmatrix}
0.5 & 0.8 & 0.6 \\
1.1 & 0.5 & 1.6 \\
0.7 & 0.3 & 1.0 \\
0.6 & 0.7 & 0.8 \\
0.8 & 0.6 & 0.4 \\
1.2 & 0.4 & 1.5 
\end{bmatrix}$$ (7)

The matrix $M$ is sorted by row to obtain matrix $A$ as follows.

$$A = \begin{bmatrix}
1 & 3 & 2 \\
2 & 1 & 3 \\
2 & 1 & 3 \\
3 & 2 & 1 \\
2 & 1 & 3 
\end{bmatrix}$$ (8)

It is also sorted by column to obtain matrix $B$ as follows.

$$B = \begin{bmatrix}
1 & 6 & 2 \\
5 & 3 & 6 \\
3 & 1 & 4 \\
2 & 5 & 3 \\
4 & 4 & 1 \\
6 & 2 & 5 
\end{bmatrix}$$ (9)

If we directly use matrix $A$ as the determination distance matrix to conduct the clustering process following Equation (5), the result will be the same with the conventional K-means, which guarantees the minimum sum of the distances in a cluster by allocating each object into the nearest cluster. This means that when $\alpha = 1$ and $\beta = 0$, the algorithm
degrades to the conventional K-means. In the modified K-means in this work, we introduce another matrix $B$, which is generated by sorting the distance matrix by column. If matrix $B$ dominates the clustering process, a certain object can achieve a relatively high ranking in the sparse area with fewer objects, but a relatively poor ranking in the dense area with lots of objects, even with the similar Euclidean distance toward the certain centroid. This proposed algorithm can help balance the cluster occupation and the uniformity of the cluster size.

Figure 6 demonstrates the comparison of the conventional K-means and proposed K-means with the implementation of the two clustering methods on the objects in Figure 5. The blue dash circles in Figure 6a indicate the clusters of conventional K-means, and the red circles are the results of the proposed K-means. It is clear that the sizes of the blue dash clusters are relatively uniform on the whole. The red circles are larger within the $\pm 8.5^\circ$ FOV, where there are fewer objects as shown in Figure 5. Figure 6b shows the statistics of the beam occupation based on the conventional K-means and the proposed K-means. It is obvious that the proposed K-means helps to improve the uniformity of the beam occupation and decreases the deviation of the number of objects per beam. Figure 6c shows the statistics of the beam width, which numerically demonstrate the underlying tradeoff between the uniformity of the beam occupation and the uniformity of the beam width.

**Figure 6.** The primary results of the beam allocation of objects in Figure 5 following the conventional K-means and proposed K-means, respectively: (a) Plot of the allocated 40 beams. The crossing indicates the geometrical center of each beam. The blue dash circles indicate the clusters of conventional K-means; the red circles are the results of the proposed K-means; (b) Statistics of the beam occupation; (c) Statistics of the beam width.

As shown in Figure 2, the final step is to verify and evaluate the results, which are introduced in the next section.

### 3. Results

In this work, a typical LEO satellite constellation is considered to generate the analysis data set, as shown in Figure 5, along continuous three moments with one-second intervals to mitigate the impact of randomness. There are 1638 objects in the FOV, which have the line-of-sight communication capability with the GEO data relay satellite. A medium-scale GEO communication satellite with 40 user beams is taken into account in the research. So, the optimization problem can be summarized as a total of 1638 objects being divided into 40 clusters by using the modified K-means clustering with adjustable parameters. Compared with the conventional K-means clustering, two parameters $\alpha$ and $\beta$ are introduced to the modified algorithm. The impact of the parameters on the clustering results is demonstrated in the following subsections.

#### 3.1. Impact of Parameter $\alpha$

In this work, the Euclidean distance $M_{ij}$ in Equation (1) is a 1638-by-40 matrix. It is sorted by row and column, respectively, to obtain $A_{ij}$, which sorts the distances to the object
from each centroid, and \( B_{ij} \), which sorts the distances to the centroid from each object. The parameter \( \alpha \) in Equation (3) is the weighting scale to mix normalized \( A_{ij} \) and \( B_{ij} \) and obtain determination matrix \( D_{ij} \).

In this subsection, the value of \( \beta \) is kept at 0, which means that there is no obligatory minimal number of objects in each beam. The allocation of objects is conducted directly by Equation (5).

Figure 7 illustrates the results of the beam allocation based on the modified K-means clustering when parameter \( \alpha \) equals 1 and \( \beta \) equals 0. Figure 7a is the plot of the allocated 40 beams. The crossing indicates the centroid of each beam. The neighboring hexagonal cells in the same beam are marked with the same color. Figure 7b is the statistics of the beam occupation. The number of objects in each beam ranges from 15 to 95 with the average number of 40.95 and standard deviation of 16.55. Figure 7c is the statistics of the beam width. The half-cone angle of beam ranges from 1.2° to 3° with the average number of 1.96° and standard deviation of 0.45°.

In this case, the determination distance matrix \( D \) degenerates to the classical K-means algorithm determination matrix since \( \alpha \) equals 1. The allocation process is entirely based on the sorting of distances to the object from each centroid, which results in the sum of distance at a minimum.

Figure 7. Optimization results of the beam allocation based on the modified K-means clustering when parameter \( \alpha \) equals 1 and \( \beta \) equals 0: (a) Plot of the allocated 40 beams. The crossing indicates the geometrical center of each beam. The neighboring hexagonal cells in same beam are marked with same color; (b) Statistics of the beam occupation; (c) Statistics of the beam width.

Figure 8 illustrates the results of the beam allocation when parameter \( \alpha \) equals 0 and \( \beta \) equals 0. Figure 8a shows the plot of the allocated 40 beams. Figure 8b shows the statistics of the beam occupation. The number of objects in each beam ranges from 20 to 85 with the average number of 40.95 and standard deviation of 12.92. Figure 8c shows the statistics of the beam width. The half-cone angle of beam ranges from 0.6° to 4.6° with the average number of 1.77° and standard deviation of 0.95°.

This is the case at the opposite extreme when we change the value of \( \alpha \) from 1 to 0. The allocation process is entirely based on the sorting of distances to the centroid from each object. This process generates relatively larger beams in the area with sparse satellites, which mitigates the standard deviation of the object number in each beam from 16.55 to 12.92.

When \( \alpha \) is equal to 0, the determination matrix \( D \) is entirely up to \( B_{ij} \) based on Equation (3). \( B_{ij} \) is the ranking results after sorting the Euclidean distance matrix \( M \) by column according to Equation (2). In other words, the sorting is executed toward the centroid from each object in the pool of samples, the final ranking, also known as the numerical order or sequence number, is normalized to generate the determination matrix \( D \) according to Equation (3). In this case, a certain object \( i \) can obtain a relatively high ranking in the sparse area with fewer objects, but a relatively poor ranking in the dense area with lots of objects, even with the similar Euclidean distance toward the certain centroid \( j \). When \( \beta \) is equal to 0, which means there is no limitation of a minimum number in each cluster, the object \( i \) with the top ranking in column \( j \) is allocated toward cluster \( j \) according to Equation
(5). So, in sparse area, the objects with a relatively larger Euclidean distance to the centroid can also obtain good ranking and be allocated to the cluster, compared with the ones in the dense area. The aforementioned process guarantees the balance of the beam occupation by the proposed ranking mechanism, which offers a greater chance of good ranking for objects with a distance disadvantage in the sparse area.

Figure 8. Optimization results of the beam allocation based on the modified K-means clustering when parameter $\alpha$ equals 0 and $\beta$ equals 0: (a) Plot of the allocated 40 beams. The crossing indicates the geometrical center of each beam. The neighboring hexagonal cells in the same beam are marked with the same color; (b) Statistics of the beam occupation; (c) Statistics of the beam width.

3.2. Impact of Parameter $\beta$

To balance the object number in each beam with a forceful method, we introduce parameter $\beta$. This helps to determine the minimum number $N_{BL}$ of objects in a single beam as shown in Equation (4). In Step 6 of the proposed algorithm, the smallest available objects $N_{BL}$ in $D_j$ are obligatorily allocated to cluster $j$.

In this subsection, the optimization results are illustrated when parameter $\beta$ equals 0.2, 0.5 and 0.8, and the other variable $\alpha$ remains at 0.5.

Figure 9 illustrates the results of the beam allocation based on the modified K-means clustering when parameter $\alpha$ equals 0.5 and $\beta$ equals 0.2. Figure 9a shows the plot of the allocated 40 beams. The crossing indicates the centroid of each beam. The neighboring hexagonal cells in the same beam are marked with the same color. Figure 9b shows the statistics of the beam occupation. The number of objects in each beam ranges from 15 to 75 with the average number of 40.95 and standard deviation of 12.55. Figure 9c shows the statistics of the beam width. The half-cone angle of beam ranges from 1.2° to 3° with the average number of 1.95° and standard deviation of 0.46°.

Figure 9. Optimization results of the beam allocation based on the modified K-means clustering when parameter $\alpha$ equals 0.5 and $\beta$ equals 0.2: (a) Plot of the allocated 40 beams. The crossing indicates the geometrical center of each beam. The neighboring hexagonal cells in the same beam are marked with the same color; (b) Statistics of the beam occupation; (c) Statistics of the beam width.
Figure 10 illustrates the results of the beam allocation when parameter $\alpha$ equals 0.5 and $\beta$ equals 0.5. Figure 10a shows the plot of the allocated 40 beams. Figure 10b shows the statistics of the beam occupation. The number of objects in each beam ranges from 20 to 75 with the average number of 40.95 and standard deviation of 12.03. Figure 10c shows the statistics of the beam width. The half-cone angle of beam ranges from $1^\circ$ to $3.2^\circ$ with the average number of $1.96^\circ$ and standard deviation of $0.49^\circ$.

Figure 11 illustrates the results of the beam allocation when parameter $\alpha$ equals 0.5 and $\beta$ equals 0.8. Figure 11a shows the plot of the allocated 40 beams. Figure 11b shows the statistics of the beam occupation. The number of objects in each beam ranges from 30 to 80 with the average number of 40.95 and standard deviation of 9.87. Figure 11c shows the statistics of the beam width. The half-cone angle of beam ranges from $1.1^\circ$ to $3.5^\circ$ with the average number of $1.98^\circ$ and standard deviation of $0.56^\circ$.

All of the aforementioned results are summarized in Table 1 and are discussed in the next section.
Table 1. Statistic of the impact of $\alpha$ and $\beta$ on the results.

| $\alpha$ | $\beta$ | Number of Objects in Each Beam | Half-Cone Angle of Beam |
|----------|---------|--------------------------------|-------------------------|
|          |         | Avg. | Std. | Avg. | Std. |
| 1        | 0       | 16.55 | 1.96° | 1.65° | 0.45° |
| 0        | 0       | 12.92 | 1.77° | 1.95° | 0.95° |
| 0.5      | 0.2     | 12.55 | 1.95° | 1.77° | 0.46° |
| 0.5      | 0.5     | 12.03 | 1.96° | 1.77° | 0.49° |
| 0.5      | 0.8     | 9.87  | 1.98° | 1.95° | 0.56° |

4. Discussion

The optimization results demonstrate the impact of parameters $\alpha$ and $\beta$ on the clustering process, respectively. The modified K-means clustering introduces a tradeoff between the uniformity of the beam occupation and the uniformity of the beam width. On the one hand, the reduction in $\alpha$ helps in tuning the determination matrix from sorting the distances to the object from each centroid to sorting the distances to the centroid from each object. On the other hand, the growth of $\beta$ keeps increasing the obligatory minimum number of objects in a single beam.

Figure 12 illustrates the standard deviation of objects per beam in terms of $\alpha$ and $\beta$. The minimum value equals 6.95 when $\alpha$ is 0.2 and $\beta$ is 0.8. This indicates that a larger value of $\beta$ with a relative smaller value of $\alpha$ tends to obtain uniformity of the beam occupation. On the contrary, if $\beta$ is smaller than 0.5 and $\alpha$ is close to 1, the standard deviation is raised to c.a. 16, which means a greater variation in the object number per beam.

Figure 12. Standard deviation of objects per beam in terms of $\alpha$ and $\beta$.

The uniformity of the beam occupation is a key specification that determines the performance. However, to make the whole proposal feasible, other factors should also be taken into consideration, such as the key characteristics of the antenna system. Figure 13a illustrates the standard deviation of the half-cone angles in terms of $\alpha$ and $\beta$. Figure 13b illustrates the maximum of the half-cone angles in terms of $\alpha$ and $\beta$.

As mentioned above, the uniformity of the beam occupation is maximized when $\alpha$ is 0.2 and $\beta$ is 0.8. In this case, the maximum of the half-cone angles is 3.94° and the standard deviation is 0.79°. The growth of $\alpha$ and reduction of $\beta$ mitigates the large variation of the beam widths. The variance is the key characteristic that challenges the performance of the antenna and the feasibility of the proposal. The uniformity of the beam width can be obtained when $\alpha$ is 1 and $\beta$ is 0.4, which suggests that the determination matrix is degenerated to the conventional K-means with a moderate obligatory minimum number
of objects per beam. In this case, the maximum of the half-cone angles is $2.57^\circ$ and the standard deviation is $0.33^\circ$.

It is worth noting that there is a plateau when $\alpha$ is larger than 0.6 and $\beta$ is smaller than 0.4 as shown in Figures 11 and 12. The moderate obligatory minimum number of objects per beam and the modified determination matrix tune the results to be similar with conventional K-means clustering, which aims at the uniformity of the beam sizes. However, the uniformity of the beam occupation can only be obtained from the plateau area with a larger value of $\beta$ and smaller value of $\alpha$.

Finally, the computational complexity of the proposed algorithm is studied. The calculating time of Equation (1) to generate the Euclidean distance matrix is $O(nkd)$, where $n$ is the number of objects, $k$ is the number of clusters and $d$ is the dimension. This step has the same implementation cost with the conventional K-means algorithm [32]. Then, the distance matrix is sorted twice by row and column following Equation (2). The running time to generate matrix $A$ is $O(nk \log k)$ and the time to generate $B$ is $O(kn \log n)$. Finally, the allocating process costs $O(nk)$ following Equation (5) and the updating of the centroids costs $O(nd)$. To sum up, the proposed algorithm can be implemented in time $O((nkd + nk \log k + kn \log n + nk + nd)i) = O((nkd + kn \log n)i)$, where $i$ is the number of iterations needed for convergence. The time complexity can be simplified as $O(n \log n)$, if $k$, $d$, $i$ are treated as constants. This value is relatively larger than the running time $O(n)$ of the conventional K-means algorithm, as an additional ranking process is introduced to balance the uniformity of the object number in the cluster. Figure 14 demonstrates the computational time in MATLAB of the proposed algorithm in terms of the number of objects. It is worth noting that the algorithm is proposed to guide the design of the fixed beam antenna of the multi-beam satellite. It would be implemented only in the early stages of design for task analysis until the allocation of the beam spots is completed; there is no real-time requirement in this application scenario.
5. Conclusions

The multi-beam satellite often faces the mismatch problem of spot allocation and data requirements, which can cause an overload traffic jam or a waste of resources. In this work, we introduced a modified K-means method to automatically place the spot centers with appropriate beam widths in line with the density of the traffic demands and to realize the uniformity of the beam occupation. Compared with the conventional K-means algorithm, two adjustable parameters $\alpha$ and $\beta$ were introduced: one for tuning the ratio of determination matrix and the other for setting the obligatory minimum number of objects per beam. The impact of the parameter range on the results was also analyzed. A larger value of $\beta$ with a relative smaller value of $\alpha$ tends to obtain the uniformity of the beam occupation; the minimum standard deviation of objects per beam is achieved when $\alpha$ is 0.2 and $\beta$ is 0.8. When $\alpha$ is larger than 0.6 and $\beta$ is smaller than 0.4, the results tend to the uniformity of beam width, similar to conventional K-means, with a relatively larger but stable standard deviation of objects per beam. The algorithm would be theoretically degenerated to the conventional K-means when $\alpha$ equals 1. The results have proven the validity of the proposed algorithm, which helps to introduce a trade-off strategy between the uniformity of the beam occupation and the uniformity of the beam width and would be implemented in the engineering practices in the field of multi-beam satellite design. In the future, the proposed strategy to balance the uniformity of cluster occupation will be considered to transfer to other unsupervised learning algorithms, such as Fuzzy C-means, and be implemented in more comprehensive applications.
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