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Abstract: In the software development process, more than one developer may work on developing the same program and bugs in the program may be fixed by a different developer; therefore, understanding the source code is an important issue. Pseudocode plays an important role in solving this problem, as it helps the developer to understand the source code. Recently, transformer-based pre-trained models achieved remarkable results in machine translation, which is similar to pseudocode generation. In this paper, we propose a novel automatic pseudocode generation from the source code based on a pre-trained Bidirectional and Auto-Regressive Transformer (BART) model. We fine-tuned two pre-trained BART models (i.e., large and base) using a dataset containing source code and its equivalent pseudocode. In addition, two benchmark datasets (i.e., Django and SPoC) were used to evaluate the proposed model. The proposed model based on the BART large model outperforms other state-of-the-art models in terms of BLEU measurement by 15% and 27% for Django and SPoC datasets, respectively.
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1. Introduction

In software development and maintenance, developers devote approximately 59% of their time to comprehending the source code [1,2]. Previous studies have shown that natural language description (i.e., pseudocode) is important for understanding the source code, which reduces the required time for software development. Writing a natural language description for every line of source code is challenging and difficult. As a result, developers often ignore this process although it is vital.

Several techniques were proposed for converting source code into pseudocode [3–6]. Previous work has used Neural Machine Translation (NMT) [7] and Statistical Machine Translation (SMT) [8,9]. SMT is based on utilizing statistical methods to find the alignment between input and output sentences, while NMT uses two neural networks (i.e., encoder and decoder) [10,11]. The training process of SMT is time consuming, and its results are not promising compared to NMT.

Transformer [12] was adapted to the Recurrent Neural Network (RNN) [13] and the Long Short-Term Memory (LSTM) [14] to overcome the vanishing gradient [15] and exploding gradient [16] problems.

There have been many transform-based models for language modeling such as Bidirectional Encoder Representations from Transformer (BERT) [17], Generative Pre-trained Transformer (GPT) [18,19], Bidirectional and Auto-Regressive Transformer (BART) [20], and Text-to-Text Transfer Transformer (T5) [21].
BERT and GPT are language models that were trained over a huge corpus of unlabeled text. The GPT is a unidirectional model in which training is used to predict the future left-to-right context, while BERT is based on bidirectional representations of unlabeled text by jointly conditioning the left and right context in all layers [17,18].

BART is a modified BERT with an emphasis on natural text generation. It consists of a bidirectional encoder and an autoregressive decoder. Additionally, the training procedure begins by noisily perturbing the input text with functions such as deleting and masking before attempting to reconstruct the original text sequentially [20].

Furthermore, many applications such as Machine Translation (MT), Machine Summarization (MS), and Question Answering (QA) rely on BART.

In this paper, a novel adapted BART model was proposed for pseudocode generation. This model used a bidirectional transformer sequence for encoding as in the BERT model and an autoregressive decoder for decoding as in the GPT model. This autoregressive decoder generates a one-directional, left-to-right transformer sequence.

In addition, we formulated the pseudocode generation problem as MS because we train the adapted model using input data (i.e., source code) and output data (i.e., pseudocode) with the same languages (e.g., English language). The adapted model was trained with a source code and its equivalent pseudocode while in the testing phase; the model generated the pseudocode given the input source code. To evaluate the proposed model’s performance, we measured its BLEU [13] measurement over two standard datasets (i.e., Django and SPoC).

To our knowledge, the proposed model is the first attempt to use BART models to generate pseudocode automatically. Our contributions include the following: (1) formulating pseudocode generation as an MS problem and using BART models for automatic pseudocode generation; (2) BART hyperparameter search optimization; (3) achieving BLEU measurements higher than other state-of-the-art models with 15% and 27% over Django and SPoC datasets, respectively.

This paper is organized as follows: Section 2 presents the related work, Section 3 presents the proposed model, Section 4 shows experimental results, and finally, Section 5 is the conclusion.

2. Related Work

Machine translation (MT) may be used for a variety of purposes in addition to linguistic translation from one language to another. Summarizing linguistic texts, locating descriptions of programming techniques, and translating Natural Language (NL) (pseudocode) into source code and vice versa are some of the tasks performed by MT.

In [3], the authors proposed a transformer-based system (DLBT) to convert the source code into pseudocode. This system starts with source code tokenization and embedding. In addition, it has a post-processing phase after transformer encoding and decoding to handle some minor errors that may occur during encoding. The biggest advantage of this system is the handling of missing tokens or those with low frequency.

In [4], the authors used retrieval mechanisms [22] to enhance DLBT’s performance and solve the problem with input with missing or low-frequency tokens in the training dataset. This model has three steps; the first step retrieves sentences from the input that are the most similar to those in the training dataset. The second step passes the retrieved input into the DLBT. The third step achieves the targeted translation by the process of the replacement of the retrieved input with the corresponding retrieved translation from the training dataset.

In [5], the authors modified the transformer model for generating pseudocode from a source code. They used a transformer encoder containing two components: the first component is the normal encoder self-attention, while the second component uses a one-dimensional Convolutional Neural Network (CNN), then a Gated Linear Unit (GLU) [23], and a residual connection [24]. The output of the second component is responsible
for source code feature extraction. In addition, results from the encoder components are combined before feeding into the decoder.

In [6], the authors used a Long Short-Term Memory (LSTM) to build an NMT to generate the pseudocode from the source code. The encoder and decoder utilized LSTM and were combined through the attention layer. LSTM was used to avoid the vanishing gradient problem [15], while the attention layer aligned input and output sentences to improve the results. The limitation of this system was the time-consuming training process as it processes every sentence word by word.

In [25], the authors proposed a model consisting of three components to convert source code to pseudocode. The first component is an encoder with Bidirectional LSTM (BiLSTM), while the last component is an explanation decoder with attention and copy mechanisms [26]. In addition, a sketch decoder links the previously mentioned components. This decoder has LSTM and an attention layer.

In [9], the authors proposed a model based on Phrase-Based Machine Translation (PBMT) and Tree-to-String Machine Translation (T2SMT). The main role of PBMT is to align the input source code and output pseudocode. In addition, T2SMT converts the source code to a tree using Abstract Syntax Trees (ASTs) to maintain its context [27]. The disadvantage of this model is the low accuracy in the case of hitherto unseen sentences.

In [28], the authors proposed a Rule-Based Machine Translation system (RBMT) for converting the source code to pseudocode. The RBMT extracts more information from the source code and converts it to XML code using predefined templates. The proposed model is dataset based since RBMT should analyze the dataset to design the required rules and templates.

In [29], the authors designed a transformer-based model to convert the pseudocode to source code. The proposed model used BERT in the encoder, while the decoder was the traditional transformer decoder. In addition, the BERT was used to extract features from the input since the pseudocode is very similar to natural language. The model had two inputs in the training phase: the source sentence (i.e., pseudocode) to be fed into the encoder and the target sentence (i.e., source code) to be fed into the decoder. Later, in the translation phase, only one input was required, which is the source sentence.

Neural Machine Summarization (NMS) for summarizing source code to comments was proposed in [30]. This model deployed a retrieval-based mechanism to solve the problem of tokens having a low frequency or even those that did not exist in the training dataset. In addition, the model worked in two phases: the offline phase for training and the online phase for testing. In the offline phase, the model utilized an encoder, decoder, and attention layer to link them. In the online phase, an encoder with two levels of source retrieval was utilized; then, a decoder regenerated the output by fusing the two outputs of the aforementioned encoder. Furthermore, the proposed model was evaluated automatically and manually.

In [31], a large model for code representation was proposed to handle the limitations of the previous work such as the need for bilingual datasets for training. The proposed model has multi-layer transformer architecture similar to BART and T5. In addition, it used the same parameter settings as CodeBERT [32] and GraphCodeBERT [33]. The proposed model was pre-trained for both generation and classification tasks using large datasets of source code only. Furthermore, five downstream tasks were used to evaluate the proposed model.

In [34], the authors proposed a model for source code summarization. The proposed model was based on AST, multi-head attention, residual connection, and Graph Neural Networks (GNNs) [35]. Two encoders were utilized in this model: the first one processes the source code, while the second one takes AST embedding and feeds it into GNN. In addition, they utilized a decoder with three multi-head attention mechanisms. To generate the output, the summary tokens were fed into a decoder composed of six transformer decoding blocks. The proposed system was evaluated using two real Java and Python datasets.
3. The Proposed Model for Pseudocode Generation

In this paper, a novel model based on the bidirectional encoder and auto-regressive architecture was proposed for pseudocode generation. This model has two main components as shown in Figure 1: the bidirectional encoder as in the BERT model [17] and the auto-regressive decoder as in the GPT model [18].

Figure 1. The BART model architecture.

In addition, there are other components such as a randomly initialized encoder for embedding the encoder sentences, the liner component for changing the output shape from auto-regressive to linear vectors, and the softmax component for predicting the linear vectors to tokens by using the softmax function.

3.1. Bidirectional Encoder

Figure 2 presents the bidirectional encoder of the BART model. The encoding process begins with tokens embedded as inputs for transformer encoder blocks (i.e., first layer). In addition, the output of the previous layer propagates to the next transformer layers. In the last layer, each transformer encoder outputs a vector that presents the features of an input token.

Figure 2. The bidirectional BART encoder architecture.
The transformer has three components: multi-head attention, add and norm, and feed-forward [12]. The multi-head attention has several attention layers running in parallel. The add and norm component adds the input vectors with the multi-head attention output and applies a normalized residual. The feed-forward is a feed-forward neural network.

### 3.2. Auto-Regressive Decoder

The auto-regressive decoder of the BART model is presented in Figure 3. The auto-regressive decoder takes tokens embedded as inputs. The output of each layer is processed for the next layer in all the transformer’s layers. In the last layer, each transformer decoder generates a vector that represents the features of the output tokens.

![Figure 3. The auto-regressive BART decoder architecture.](image)

The transformer component in the auto-regressive decoder is similar to that of the bidirectional encoder but with a second multi-head attention component to link the output of the bidirectional encoder with the auto-regressive decoder.

### 3.3. Pre-Trained BART Model

In our work, we fine-tuned two pre-trained BART models (i.e., large and base). The large model has 12 encoder and decoder layers. In addition, the attention layer in every transformer encoder and decoder has 16 attention heads. Furthermore, the dimension of layers (i.e., $d_{model}$) is 1024, and the total number of parameters of the model is 400 M.

The base model was pre-trained using a smaller dataset, so it has a smaller number of layers and parameters. Table 1 summarizes the differences between large and base BART models.

| Model        | $n_{layers}$ | $d_{model}$ | $n_{heads}$ | $n_{params}$ |
|--------------|--------------|-------------|-------------|--------------|
| BART large   | 12           | 1024        | 16          | 400 M        |
| BART base    | 6            | 768         | 12          | 110 M        |

According to [12], transformer complexity for one layer is defined as $O(d \times n^2)$. However, the proposed model has 6 layers, then the total complexity is $O \left(6(d \times n^2) + 6(d \times n^2)\right)$ for base BART, and $O \left(12(d \times n^2) + 12(d \times n^2)\right)$ for large BART, where $d$ is the embedding dimension or $d_{model}$ and $n$ is the number of words.

### 4. Experiments
Our proposed approach used the BART model and reported the performance over Django [6] and SPoC [36] datasets. In the first experiment, we tried the two versions of the BART model (i.e., base and large). Since the large model achieved a better BLEU score over both datasets, we adopted it in the rest of the experiments.

In the second experiment, we fine-tuned the BART large model over Django [6] and SPoC [36] to achieve the best BLEU score. Finally, we compared between our proposed model’s BLEU score and the reported score of other state-of-the-art models.

4.1. Datasets

Django [6] and SPoC [36] datasets were used to evaluate the proposed model. The Django dataset has Python source code, while the SPoC dataset has C++ source code. Datasets samples are shown in Figure 4.

![Example of Django and SPoC datasets](image)

*Figure 4. Examples of Django and SPoC datasets.*

The problem with the SPoC dataset is that some lines of code may have different pseudocode descriptions. This problem was solved in [3]. The Django and SPoC datasets were split into training, evaluation, and test datasets. Table 2 presents the number of samples in training, evaluation, and test datasets for Django and SPoC.

| Dataset | Training | Evaluation | Test |
|---------|----------|------------|------|
| Django  | 17,005   | 600        | 1200 |
| SPoC    | 180,962  | 9000       | 15,183 |

4.2. Models’ Parameters

The performance of the BART model is significantly influenced by its parameters. The performance might improve or worsen based on the values of these parameters.

In addition to the models’ details mentioned in Table 1, we conducted discovery experiments and attempted different model parameters before settling on the following...
values: the learning rate, 0.001; the dropout, 0.1; the maximum length of the input sequence, 128 for the Django dataset and 64 for SPoC dataset; and the number of training epochs, 8 for Django dataset and 5 for SPoC dataset.

4.3. Performance Measures

The BLEU [13] metric was used for measuring the proposed model’s accuracy. This metric measures the matching between the models’ outputs and the actual outputs. The value of the BLEU metric ranges from zero to one. The highest value (i.e., one) indicates that we have a complete match between the models’ outputs and the actual outputs. Different forms of BLEU were utilized based on different grams.

\[
P_n = \frac{\sum_{ngram \in C} \text{count}_{clip}(ngram)}{\sum_{ngram \in C} \text{count}(ngram)}
\]

(1)

where \( P_n \) is the precision score based on n-gram (e.g., \( P_1 \) means the precision based on uni-gram). The \( \sum_{ngram \in C} \text{count}_{clip}(ngram) \) is the summation of the n-gram matches between the actual sentence and the predicted sentence.

In addition, the clipped n-gram is the number of predicted sentences. \( \sum_{ngram \in C} \text{count}(ngram) \) is the number of n-gram in the candidate sentence.

\[
BP(r,c) = \begin{cases} 
\exp\left(\frac{1-|r|}{|c|}\right) & \text{if } |r| \geq |c| \\
1 & \text{otherwise}
\end{cases}
\]

(2)

BP is the brevity penalty, \( r \) is the actual sentence, \( |r| \) is its length, \( c \) is the predicted sentence, and \( |c| \) is its length.

\[
\text{BLEU}(r,c) = BP(r,c) \cdot \exp\left(\sum_{n=1}^{N} w_n \log P_n\right)
\]

(3)

Using n-grams up to length N and positive weights \( \sum_{n=1}^{N} w_n \) summing to one where \( w_n \) is a vector such as (1,0,0,0) for uni-gram and (0.5,0.5,0,0) for bi-gram. The accuracy is the summation of all BLEU scores equal to one and multiplied by the number of sentences in the test data.

4.4. Results

In the first experiment, we compared the performance of different BART models over Django and SPoC datasets. An example of the pseudocode generated from the Python source code using the BART model is shown in Table 3. The pseudocode was produced in three different ways: manually by a skilled programmer; using BART base; and finally, using BART large.

| # | Python Code | Manually Generated Pseudocode | Pseudocode |
|---|-------------|-------------------------------|------------|
| 1 | if new_name!=col_name: | # if new_name is not equal to col_name, | # if new_name=col_name, |
| 2 | self.stream.write(b’\n’) | # write a newline character into self.stream file stream. | |
| 3 | def __init__(self, context, base, sysid, pubid): | # define the method __init__ with arguments self, context, base, sysid and pubid. | # define the method __init__ with arguments self, context, base, sysid and pubid. |
| 4 | if path.startswith(’http://’, ’https://’, ’/’): | # if path starts with string ’http://’ or string ’https://’ or with string ’/’, | # if path.startswith(’http://’, ’https://’, ’/’): |
| 5 | dec_part = decimal_sep + dec_part | # add decimal_sep and dec_part, substitute the result for dec_part. | # add decimal_sep and dec_part, substitute the result for dec_part. |

Table 3. The output of BART base and BART large for Django samples.

BART Base
In line 1, both BART base and BART large produce the appropriate pseudocode. In line 2, BART base does not generate “a” before “newline” and “character” after “new-line”. It also replaces “into” with “to the”. BART large does not generate “character” after “newline” and adds the “a” before the “self. stream”. Both models generated correct semantic and grammatical sentences but were not as typical as the manual pseudocode.

In line 3, BART base adds “5” before the “arguments” while BART large generates the correct pseudocode. In line 4, both models removed “string” in the sentence, but BART base generates the first “string”. Both models generate correct semantic and grammatical sentences but are not as typical as the manual pseudocode.

In line 5, BART base replaces the “add” with “sum”, which is semantically correct, while the BART large model generates the correct pseudocode.

Table 4 shows the output of repeating the previous experiment over the SPoC dataset instead of the Django dataset.

Table 4. The output of BART base and BART large for SPoC samples.

| C++ Code | Pseudocode |
|----------|------------|
| **Manually Generated Pseudocode** | |
| 1 int len = s.size(); | create integer len with len = size of s |
| 2 cin >> s >> t; | read s and t |
| 3 for (int j = 0; j < (n - i * 2 - 1)/2; j ++) {cout << "*";} | for j = 0 to (n - i * 2 - 1)/2, print * |
| 4 if (a == “rock” && b == “paper”) return -1; | return -1 if a is equal to “rock” and b is “paper” |
| 5 for (int j = 1; j <= 2 * (i - 1) + 1; j ++) cout << “D”; | for j = 1 to 2 * (i - 1) + 1 inclusive, print D |
| **BART Base** | |
| 1 int len = s.size(); | create integer len with len = size of s |
| 2 cin >> s >> t; | read s and t |
| 3 for (int j = 0; j < (n - i * 2 - 1)/2; j ++) {cout << "*";} | for j = 0 to (n - i * 2 - 1)/2, exclusive |
| 4 if (a == “rock” && b == “paper”) return -1; | if a is equal to “rock” and b is equal “paper” return -1 |
| 5 for (int j = 1; j <= 2 * (i - 1) + 1; j ++) cout << “D”; | for j = 1 to 2 * (i - 1) + 1, display D |
| **BART Large** | |
| 1 int len = s.size(); | create integer len with len = size of s |
| 2 cin >> s >> t; | read s and t |
| 3 for (int j = 0; j < (n - i * 2 - 1)/2; j ++) {cout << "*";} | for j = 0 to (n - i * 2 - 1)/2, print |

In line 1, both BART base and BART large produce the appropriate pseudocode. In line 2, BART base does not generate “a” before “newline” and “character” after “new-line”. It also replaces “into” with “to the”. BART large does not generate “character” after “newline” and adds the “a” before the “self. stream”. Both models generated correct semantic and grammatical sentences but were not as typical as the manual pseudocode.

In line 3, BART base adds “5” before the “arguments” while BART large generates the correct pseudocode. In line 4, both models removed “string” in the sentence, but BART base generates the first “string”. Both models generate correct semantic and grammatical sentences but are not as typical as the manual pseudocode.

In line 5, BART base replaces the “add” with “sum”, which is semantically correct, while the BART large model generates the correct pseudocode.

Table 4 shows the output of repeating the previous experiment over the SPoC dataset instead of the Django dataset.

Table 4. The output of BART base and BART large for SPoC samples.

| C++ Code | Pseudocode |
|----------|------------|
| **Manually Generated Pseudocode** | |
| 1 int len = s.size(); | create integer len with len = size of s |
| 2 cin >> s >> t; | read s and t |
| 3 for (int j = 0; j < (n - i * 2 - 1)/2; j ++) {cout << "*";} | for j = 0 to (n - i * 2 - 1)/2, print * |
| 4 if (a == “rock” && b == “paper”) return -1; | return -1 if a is equal to “rock” and b is “paper” |
| 5 for (int j = 1; j <= 2 * (i - 1) + 1; j ++) cout << “D”; | for j = 1 to 2 * (i - 1) + 1 inclusive, print D |
| **BART Base** | |
| 1 int len = s.size(); | create integer len with len = size of s |
| 2 cin >> s >> t; | read s and t |
| 3 for (int j = 0; j < (n - i * 2 - 1)/2; j ++) {cout << "*";} | for j = 0 to (n - i * 2 - 1)/2, exclusive |
| 4 if (a == “rock” && b == “paper”) return -1; | if a is equal to “rock” and b is equal “paper” return -1 |
| 5 for (int j = 1; j <= 2 * (i - 1) + 1; j ++) cout << “D”; | for j = 1 to 2 * (i - 1) + 1, display D |
| **BART Large** | |
| 1 int len = s.size(); | create integer len with len = size of s |
| 2 cin >> s >> t; | read s and t |
| 3 for (int j = 0; j < (n - i * 2 - 1)/2; j ++) {cout << "*";} | for j = 0 to (n - i * 2 - 1)/2, print |
4    if (a == “rock” and b == “paper”) return −1;
5        for (int j = 1; j <= 2 * (i - 1) + 1; j++) cout << “D”;

In lines 1 and 2, both BART base and BART large generate the correct pseudocode. In line 3, BART base adds the token “exclusive” instead of “print” — maybe because a large number of for loops in the dataset have this token. Large BART was better since it generates “print” instead of “print *”.

Both BART base and BART large generate logically and semantically correct pseudocode for lines 4 and 5. In line 4, a “return −1” was added after the condition, and “is equal” was generated instead of the “=” sign after “b”. In addition, BART base generated “display” instead of “print” in line 5.

Since BART large achieved the better performance in the previous experiment, we conducted the second experiment to fine-tune it to achieve the best accuracy over the Django and SPoC datasets.

To evaluate the proposed model’s performance, the value of loss function, BLEU metric, and accuracy were calculated for train, evaluation, and test datasets. Table 5 shows the aforementioned measurements over the output of fine-tuned BART large that was trained using the Django dataset and eight epochs.

**Table 5.** The performance of BART large using Django dataset and 8 epochs.

| Epochs | 1    | 2    | 3    | 4    | 5    | 6    | 7    | 8    |
|--------|------|------|------|------|------|------|------|------|
| Train Loss | 0.644 | 0.30 | 0.270 | 0.131 | 0.241 | 0.375 | 0.106 | 0.093 |
| Evaluation Loss | 0.543 | 0.470 | 0.435 | 0.417 | 0.417 | 0.426 | 0.437 | 0.441 |
| Evaluation BLEU | 68.59 | 72.06 | 74.56 | 75.41 | 76.09 | 76.66 | 77.20 | 77.53 |
| Evaluation Accuracy | 43.71 | 49.24 | 51.26 | 53.26 | 54.69 | 54.63 | 55.53 | 56.13 |
| Test BLEU | 68.92 | 72.12 | 73.52 | 74.42 | 75.44 | 77.15 | 77.11 | 77.76 |
| Test Accuracy | 46.57 | 50.12 | 52.75 | 53.33 | 54.80 | 56.39 | 56.80 | 58.31 |

In addition, Figure 5 shows (a) the accuracy of evaluation, test, and train datasets; (b) the BLEU of evaluation, test, and train datasets; and (c) the evaluation loss and training loss for the Django dataset.
Figure 5. Performance of the BART large model for the Django dataset. (a) Accuracy of evaluation, test, and train datasets. (b) BLEU of evaluation, test, and train datasets. (c) Loss of evaluation and train dataset.

Table 6 shows the performance measurements over the output of fine-tuned BART large that was trained using the SPoC dataset and five epochs.

| Epoch | 1   | 2   | 3   | 4   | 5   |
|-------|-----|-----|-----|-----|-----|
| Train Loss   | 0.328 | 0.284 | 0.210 | 0.181 | 0.124 |
| Evaluation Loss | 0.443 | 0.400 | 0.375 | 0.357 | 0.327 |
| Evaluation BLEU | 70.28 | 73.32 | 75.87 | 75.89 | 77.05 |
| Evaluation Accuracy | 52.83 | 54.62 | 57.79 | 60.18 | 60.77 |
|                  | 1   | 2   | 3   | 4   | 5   |
|------------------|-----|-----|-----|-----|-----|
| Test BLEU        | 71.58 | 74.32 | 75.43 | 76.89 | 77.65 |
| Test Accuracy    | 52.37 | 56.62 | 58.09 | 60.28 | 61.77 |
| Evaluation BLEU  | 70.28 | 73.32 | 75.87 | 75.89 | 77.05 |
| Evaluation Accuracy | 52.83 | 54.62 | 57.79 | 60.18 | 60.77 |

In addition, Figure 6 shows (a) the accuracy of evaluation, test, and train datasets; (b) the BLEU of evaluation, test, and train datasets; and (c) the evaluation loss and training loss for the SPoC dataset.
Finally, a comparison between the proposed fine-tuned BART model and the state-of-the-art systems over the test dataset of Django and SPoC is introduced in Table 7. BART large achieved the best BLEU score over the Django and SPoC datasets.

### Table 7. The comparison between the proposed model and state-of-the-art models on Django and SPoC datasets.

| Dataset | Model                                              | BLEU  |
|---------|----------------------------------------------------|-------|
| Django  | BART Large                                         | 77.76 |
|         | BART Base                                          | 75.82 |
|         | Levenshtein Retrieval on 6-layer DLBT [4]          | 61.96 |
|         | Levenshtein Retrieval on 8-layer DLBT [4]          | 61.29 |
|         | 6-layer DLBT Not cross [3]                         | 59.62 |
|         | 8-layer DLBT Not cross [3]                         | 58.58 |
|         | Code2NL [24]                                       | 56.54 |
|         | code2pseudocode [6]                                | 54.78 |
|         | T2SMT [9]                                          | 54.08 |
|         | DeepPseudo [5]                                     | 50.817|
|         | Code-GRU [25]                                      | 50.81 |
|         | Seq2Seq w Atten. [5]                               | 43.96 |
|         | NoAtt [6]                                          | 43.55 |
|         | RBMT [28]                                          | 41.876|
|         | CODE-NN [5,25]                                     | 40.51 |
|         | ConvS2S [5]                                        | 37.455|
|         | Seq2Seq w/o Atten. [5]                             | 36.483|
|         | Seq2Seq [25]                                       | 28.26 |
|         | PBMT [9]                                           | 25.17 |
|         | SimpleRNN [6]                                      | 06.45 |
5. Conclusions and Future Work

A novel, fine-tuned BART model was developed for automatic pseudocode generation. This model consists of two components: a bidirectional encoder as in the BERT model and a unidirectional decoder as in the GPT model. The proposed model was evaluated using benchmark datasets in Python and C++.

The model’s results were better than those of other state-of-the-art models. Testing BART base with six layers and BART large with 12 layers over the Python dataset, they achieved 77.76% and 75.82% in terms of BLEU measure. In addition, BART base with six layers and BART large with 12 layers achieved 77.65% and 76.26% in terms of the BLEU measure over the C++ dataset.

We are planning to try other pre-trained models bigger than BART and having more parameters such as T5. Furthermore, we plan to revisit the fine-tuning of other models that were developed for programming languages such as CodeBERT.
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