Bedload transport analysis using image processing techniques
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Abstract
Bedload transport is an important factor to describe the hydromorphological processes of fluvial systems. However, conventional bedload sampling methods have large uncertainty, making it harder to understand this notoriously complex phenomenon. In this study, a novel, image-based approach, the Video-based Bedload Tracker (VBT), is implemented to quantify gravel bedload transport by combining two different techniques: Statistical Background Model and Large-Scale Particle Image Velocimetry. For testing purposes, we use underwater videos, captured in a laboratory flume, with future field adaptation as an overall goal. VBT offers a full statistics of the individual velocity and grainsize data for the moving particles. The paper introduces the testing of the method which requires minimal preprocessing (a simple and quick 2D Gaussian filter) to retrieve and calculate bedload transport rate. A detailed sensitivity analysis is also carried out to introduce the parameters of the method, during which it was found that by simply relying on literature and the visual evaluation of the resulting segmented videos, it is simple to set them to the correct values. Practical aspects of the applicability of VBT in the field are also discussed and a statistical filter, accounting for the suspended sediment and air bubbles, is provided.
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Introduction
The sediment transport capacity of a river is determined by the constant interaction between the water flow and the riverbed, both of which are equally important sides of the mechanism. This leads to a complex matrix of parameters that are necessary to know if one attempts to describe the sediment transport features. This is especially true for the bedload transport, where sediment particles with high particle Reynolds number are sliding, saltating and rolling on the riverbed. During their movement, they are constantly experiencing friction and collision with each other and the immobile parts of the bed (Parker 2004). The complexity of the process on one hand lies in its temporal and spatial variations, but also in its partially random and stochastic nature (Einstein 1937; Csoma 1975). In fact, conventional measuring and sampling methods (i.e., sediment trapping instruments, lowered to the bottom of the river; e.g., Hubbel 1964) that could help to gather data and lead to better...
understanding of the phenomenon are limited. Besides being very time and energy consuming, they have inherent errors and limitations both in temporal and spatial terms. For example, if the river bed is characterized by bedforms or dunes, these trap boxes may get stuck on top of them, while the bedload sediment passes under the sampling tool. Similarly, the measurements are biased if the flow turns the tool away from being parallel to the flow direction. Also, choosing wrong sampling time or sampler type can yield false results (Hubbel 1987; Gaweesh and Van Rijn 1994; Liu et al. 2008). Furthermore, all of these methods are intrusive, i.e., they disturb the flow in the vicinity of the sampler, hence the bedload too (Hubbel 1964).

Due to the complexity of the bedload process and the limitations in its measurement, there is no univocally accepted, universal equation to describe and calculate bedload transport rate, based on the flow and riverbed characteristics. For this reason, researchers are constantly developing and experimenting with new measurement methods, mainly so-called surrogate or indirect ones, that could possibly replace the conventional ones.

One large group of the indirect bedload measurement methods build on acoustic techniques. Numerous studies tested the applicability of Acoustic Doppler Current Profiler (ADCP) to quantify bedload transport based on the bias between bottom tracking and actual GPS positions of the measurement vessel (e.g., Rennie et al. 2004; Rennie and Villard 2004; Latosinski et al. 2017). When bedload transport is represented by propagating bedforms, tracking of dune displacements, with single beam echo-sounders or ADCPs, can provide information on transported amount of sediments (e.g., Engel and Lau 1981; Kostaschuk et al. 1989; Dinehart 2002). Moreover, recently, the more sophisticated multibeam echo sounding (MBES), providing high-resolution 3D bed geometry, was tested to quantify bedload transport based on repeated surveys (e.g., Duffy 2006; Abraham et al. 2010). Furthermore, MBES combined with image-based technique, called Acoustic Mapping Velocimetry (AMV), has also been developed and tested by Muste et al. (2008; Fleit and Baranya 2019), for the analyses of laboratory gravel bedload videos. The first is already widely known in general hydraulic measurements, while the latter counts as the most sophisticated, robust and applied method in general computer vision and motion detection.

Laboratory setup

The laboratory tests were carried out in a flume with a rectangular cross section, at the Hydraulic Laboratory of the Norwegian University of Science and Technology (NTNU) in Trondheim. The channel was 12.5 m long, of which 10 m was mobile bed (gravel sediment), and 0.6 m wide. Originally, this setup was used to measure bedload velocity with ADCP (Acoustic Doppler Current Profilers). A camera was mounted facing downwards the channel bed in order to use the image frame differencing method to gain velocity information this way too (Conevski et al. 2020). The experimental setup can be seen in Fig. 1. At the end of the flume, a 1 m long and 1 m wide bedload trap was installed to collect...
and measure the transported sediments. After sieving the gathered bedload material, the grainsize distribution was established to be \( D_{50} = 7.55 \) mm and \( D_{90} = 10.45 \) mm. In this study, the videos of 3 test runs were processed, each of them having different bedload transport conditions. All experiments represented the transport of gravel particles. The hydraulic parameters of the three different tests can be seen in Table 1. Besides, for Experiment 3, three additional (repetition) videos were analyzed in this study, taken during the same run, but at different times in order to see if there was any significant temporal fluctuation in the bedload transport rate.

The footages were 8–10 s long and taken by a high-speed camera AOS1000 with Full HD (1984 × 1264 pixels) resolution and 139 framerate (fps). In order to decrease computational need, the images were grayscale (i.e., only 1 value (intensity) for each pixel, instead of 3 (RGB)). The Field of View covered an area of approximately 19.8 × 12.6 cm (Fig. 2). The camera was submerged a couple of centimeters into the water. Due to the high fps and resolution, suspended sediment and air bubbles appeared as either fast-moving blurs and noises in the videos, or slow-moving particles (as they stuck to the camera case and slowly migrated onward). These were especially true in case of EXP1 and EXP2. This phenomenon was accounted for later on.

### Methodology

The method developed in this paper is built on two pillars: (1) Large-Scale Particle Image Velocimetry (LSPIV) and (2) Statistical Background Modelling (SBM). The former is already known in hydraulics as one of the innovative ways to calculate flow velocities from video footages. The latter is generally known in moving object recognition (video surveillance systems and traffic control), but it is not widely known in hydraulics so far (the exceptions are focusing on fish monitoring, e.g., Huang et al. 2015; Scofield et al. 2021). We name the new method Video-based Bedload Tracker (VBT).

| EXP | \( S \) (%) | \( U \) (ms\(^{-1}\)) | \( u^* \) (ms\(^{-1}\)) | \( u^*_{cr} \) (ms\(^{-1}\)) | \( F \) | \( Re^* \) | \( H \) (m) | \( D_{90} \) (mm) | \( D_{50} \) (mm) | \( Q_s \) (gs\(^{-1}\)) |
|-----|-------------|-----------------|----------------|----------------|---------|----------|-------------|----------------|----------------|---------------|
| EXP1 | 0.80 | 1.19 | 0.091 | 0.82 | 0.58 | 42,939.6 | 0.44 | 10.45 | 7.55 | 1.11 |
| EXP2 | 0.80 | 1.32 | 0.101 | 0.82 | 0.64 | 47,395.2 | 0.44 | 10.45 | 7.55 | 43.27 |
| EXP3 | 0.80 | 1.42 | 0.107 | 0.82 | 0.67 | 53,421.6 | 0.46 | 10.45 | 7.55 | 78.52 |

**Table 1** Basic hydraulic parameters and measured Grainsize Distribution data of the collected bedload material with the transport rates (\( Q_s \)) at the end of the flume (Conevski et al. 2020)

**Fig. 2** The camera FOV covered an area of 19.8 cm × 12.6 cm of the channel bed. On the middle-left of the image, 2 blurred patches can be seen which are either bubbles or suspended sediment passing by close to the camera lenses.
Image preprocessing

Preliminary tests showed that the VBT detects suspended sediment particles and air bubbles as coarse sediment particles of the bedload transport. This is due to the fact that both the fine sediments and the bubbles are transported close to the camera lenses, and consequently, they are apparently large and fast-moving particles. Since these false particle recognitions would have biased the bedload transport calculation, a 2D Gaussian filter was applied on the videos (Fig. 3) until a point where the disturbances were weaker based on visual evaluation.

After applying the Gaussian filter, the LSPIV and SBM algorithms are both run through the preprocessed image sequences. It is important to mention that the two algorithms are run separately and parallel at this point. This is to avoid their potential, individual errors passing on. For instance, due to its learning process, the SBM has a relaxation (adaptation time; see later in Section “Statistical Background Modelling (SBM)”), meaning particles that are settling down/stopping are still detected by the model (until a certain degree of time), and they do not disappear instantly from the binary image, only gradually. This means they are still accounted for as surfaces/masses even when they stopped a few frames ago. On the other hand, the PIV grid solution can have false velocity detections on its own: low cross-correlation values create errors in velocities.

Large-Scale Particle Image Velocimetry (LSPIV)

The method is based on matching surface patterns through image sequences of the recorded fluid from which local displacements and then two-dimensional velocity vectors can be calculated. The patterns are detected in the pre-defined interrogation areas (IA), having a calculation node in their centers (Fig. 4). The calculation nodes build up a grid over the image; velocities are calculated at each node. It is the IA pattern that is searched for in the following image using the...
cross-correlation as a similarity index method. The candidate displacement is going to be the distance between the original position and the position with the highest cross-correlation. The displacements are refined with sub-pixel displacement approximation method presented by Nobach and Honkanen (2005). The user needs to define the Search Areas (SA) around the IAs, to speed up the calculations. These SAs are estimation windows, which are possibly going to contain the displaced pattern, avoiding the unnecessary calculation of cross-correlation all over the image. The smaller the SA is, the lower the computational demand becomes; however, the SA has to be large enough to contain the true displacements. Each gridpoint of the computational grid had the same size of IA, and SA around them, respectively. Additionally, the neighboring SAs were overlapping. In this paper, an in-house developed LSPIV code was used (Fleit and Baranya 2019). The IA size were chosen to be smaller than the particles. This contradicts conventional PIV recommendations (i.e., at least six particles to be captured within the IA); however, the nature of the data (1), the “flow” itself (2), and the post-processing methodology (3) justify this setting, as detailed below: (1) After preprocessing the images with contrast limited adaptive histogram equalization (CLAHE; Yadav et al. 2014), the image matrices cover a wide range of grayscale intensity values (contrary to the practically binary frames in conventional PIV) forming patches to be matched on consecutive frames. This approach is often followed in classical LSPIV calculations as well, where the movement of patches (debris, sediment plumes, turbulent boils, etc.) and not actual particles are analyzed; (2) In contrast with the fluid flow, where the velocity field and thus the particle movements are rather coherent and smooth, the movement of the particles is less deterministic. Apart from collisions, the local, individual particle velocities are independent from one another. Using a large enough IA to capture multiple particles (of different velocities) could not reflect the real particle velocity conditions and would result in a potentially erroneous, spatially averaged velocity field; (3) Due to the dense LSPIV grid, different parts and the direct proximity of each particle is characterized with multiple velocity vectors. For the actual bedload calculations, only the vector closest to the center of the particle (derived via background modeling; see later) is used, as it characterizes the velocity of the given particle the best.

Statistical Background Modelling (SBM)

This method is mostly used in video surveillance systems (e.g., observing the perimeter of guarded buildings or traffic; Zhang et al. 2018) for separating the immobile background of a video from its mobile foreground parts. It is one of the most trustworthy motion detection approaches. Its popularity is due to its robustness: it is able to handle lighting changes, detects slow movement, lessen the effect of smaller camera displacements, tracks objects in crowded scenes, deals with repetitive motions and it can introduce or remove objects (if they start to move or stop) inside of the field-of-view (Stauffer and Grimson 1999). In the last decades, the method has gone through further improvements, for instance: (1) it became more resilient to noise and shadows (Kaewtrakulpong and Bowden 2002), (2) it was adapted on videos from moving cameras (Hayman and Ekhlund 2003), and (3) overcame the limitations of using high-resolution RGB cameras with low-resolution Time-of-Flight (depth information) cameras (Langmann et al. 2010).

In the following, a short and basic introduction of the method is provided, with Fig. 5 presenting the general flowchart of the SBM on a grayscale video. The footage is analyzed frame-by-frame and pixel-by-pixel. The individual pixel intensity (gray value) histogram in each pixel is drawn, based on the occurring values at their location during the previous frames and the current one. It is then assumed that the peak of the histogram (the most probable/frequent intensity) is the background value of the given pixel. Any other value is treated as they belonged to moving objects, passing in front of the immobile background. To rationalize calculation times, these histograms are covered and replaced by Gaussians as they can be described by their mean and standard deviations only (Bouwmans et al. 2010). Their initial number is defined by the user. A matching operator is also set which will define if an intensity value fits any of the Gaussians or not. If it does, then the so-called weight parameter of that Gaussian will increase, while the others’ will decrease (i.e., their sum needs to be 1). If it does not, then the value is defined as the mean of a new Gaussian, with the lowest weight. In this simplified model, the mean of the Gaussian with the largest weight (i.e., the tallest one in the histogram) is defined as the background value of the pixel. If a new immobile object appears and stays, then its new Gaussian will eventually outweigh the previous value. Hence, this adaptation needs a short amount of time due to the statistic nature of the method and happens after a few frames (recovering time, relaxation time). Still, this recovery happens faster than it does in other motion detection algorithms (Stauffer and Grimson 1999; Bouwmans et al. 2010). Any occurring values that do not fit the current background Gaussian are categorized as foreground. This background calculation is carried out in each pixel of the frame, resulting in the background image. This image is then subtracted from the original frame to retrieve the difference, i.e., the foreground. These steps are carried out in each frame of the video. The total background and foreground image sequences are then ready for further analysis. The background detection and subtraction in this paper were based on
In this study, this method was adapted to separate the moving bedload (foreground) from the fix bed (background) and to analyze the former in details. Unlike image-differencing (the other well-known motion detection approach; Lu et al. 2003), this method uses more than the consecutive two images step-by-step and sets a dataset for the whole video using more frames to learn and adapt for the calculation. To make the calculation easier, it is a well-known step to turn the foreground images into binary images (Fig. 5) where the pixels that are part of moving objects receive the value 1 (white), while the rest is 0 (black). As the next step, the areas of the white, moving particles are calculated individually, along with the coordinates of their centroids. Here, the assumption was made that all gravel particles are sphere-shaped, so their equivalent diameter and corresponding spherical volume could be derived based on the detected areas, in each frame. Multiplying these volumes by a constant sediment density of 2650 kg/m³, the mass of each moving particles could be approximated.

**Combination of the two methods; Bedload Tracking Velocimetry (BTV)**

The main novelty of this paper is the combination of the Eulerian LSPIV velocities with the SBG for the analysis of the videos. The centroid coordinates are taken from the
background model and the closest velocity vector of the LSPIV grid is then interpolated onto that point (closest neighbor interpolation; Fig. 6). As a result, particle data are available in a Lagrangian manner, i.e., the list of moving particles, their size (diameter and mass), position, number and velocity is available for each frame.

**Calculation of bedload transport rate**

First, using the flow-directional components of the velocities only, the momentum of each individual, moving particle of the image is calculated and summarized \([\text{kg}\cdot\text{m}/\text{s}]\), then divided by the total area of the FOV, resulting in the instantaneous specific bedload transport rate \([\text{kg}/(\text{m}\cdot\text{s})]\). This is carried out for every video frame (Fig. 7). At the end of the footage, the cumulative mean is calculated for \(q_b\), from which the total bedload transport rate in the flume \((Q_b, \text{kg/s})\) is finally determined by multiplying \(q_b\) with the width of the flume (0.6 m).

The reason behind performing the LSPIV and the SBM separately as a first step was to make them independent, so their potential flaws do not influence each other. Rather, they would go through a mutual reinforcement as a trade-off (the main hypothesis of this paper). The sources of these errors are inherent in the two methods; however, they are related to different substeps of the bedload estimation procedure as both the LSPIV and the SBM are used for different tasks in the proposed combined framework. While the SBM is only responsible for the detection of the moving particles, LSPIV is only used for velocity calculations. Consequently, neither of the two methods is suitable for the estimation of bedload alone. The elimination of the potential errors is not done in a controlled manner like a filtering, but is rather a result of the formula used for bedload calculations. For instance, if

---

**Fig. 6** Example of the interpolated velocity vectors (yellow arrows) in the centroid of their corresponding, detected particles. The radius of the yellow circles is proportional to the estimated particle diameters

**Fig. 7** Calculated specific bedload transport rates during the video recording EXP3 REP431 (blue) and the cumulative mean (orange dashed) compared to the physically measured (yellow) laboratory value at the end of the experiment
there is relaxation (see on Section “Statistical Background Modelling (SBM)”) from the SBM in the given point, there is no velocity from the LSPIV, because in reality there is no displacement of the IA (or just very small velocities from the PIV noise/false detection) between the two consecutive frames. Indeed, their impulse would be very low and close to zero, not influencing the overall bedload transport rate calculation. Hence, it is not necessary to filter out these false detections from neither the SBM, nor the LSPIV. It is known to be problematic to manually pick the right cutoff filter values (either velocity or size) above or under which the results are considered to be noises and left out. This way, the main hypothesis being true could showcase one of the advantages of the method.

**Sensitivity analysis**

**Velocities**

Manual counting was carried out in case of EXP3, in order to get a validation of the velocity range. We chose this experiment since it had multiple repetition videos and was relatively undisturbed by suspended sediment or air bubbles. We followed the path of selected gravels in the videos, through several frames, and measured their displacement to calculate their velocities. In general, velocities seemed to be between 0.05 and 0.80 m/s after analyzing approximately 200 frames.

Furthermore, we wanted to ensure that it is indeed an advantage to combine the two methods via interpolation only after their individual analyzes, and not before (i.e., without interpolation and the mutual reinforcement discussed earlier, by simply using average mass in motion and velocity values per images to calculate bedload transport rate). We, therefore, performed a statistical assessment of the LSPIV velocities (Fig. 8). The results clearly showed that using the mean of the frame averaged velocities (i.e., over-all average; purple line in Fig. 8), the actual bedload transport is significantly underestimated, because low and incorrect velocity (even false negative) vectors were present due to false recognition of the LSPIV. A minimum cutoff velocity would have been necessary to be chosen.

After confirming the presence of erroneous velocity vectors, a sensitivity analysis was carried out to test the effect of introducing a minimum velocity threshold on the calculated bedload transport rates. It can be observed that introducing a 0 m/s filter, i.e., no gravel should be moving against the flow, did not change the original result, only by ca. 0.5%. By increasing this threshold velocity, the change remained around 1% up until 0.05 m/s was reached. According to the manual count, this was roughly the lower limit of the moving particle velocities. Thus, introducing thresholds higher than this would result in losing correctly calculated grains and velocities, leading to an underestimation of the bedload transport. Even without threshold filter, the difference between the calculation and the laboratory measurement remained under 10%, enhancing that the main hypothesis (i.e., the advantage of merging the LSPIV and SBM results; mutual reinforcement) was correct and there was no need for thresholding and further preprocessing (Fig. 9).

**Sensitivity on chosen video footages of EXP3**

EXP3, least affected by bubbles and suspended sediment, was chosen to assess if the method is sensitive to the video footage selection. For EXP3, four video footages, recorded at different time sections of the whole experiment, were analyzed. The calculated bedload transport rates for the four
recordings showed that the proposed methodology provides consequent performance during all the videos (Fig. 10). Note that the very same set of input parameters was applied, and the deviation from the experimental data remained below 10%.

**Input parameters**

It is important to mention that even though the two methods have several free parameters, the parameter setting used for the EXP3 repetitions below (and later for EXP1 and EXP2) was based on visual observation and reasonable estimations. This is in fact an advantage of videography and image-processing methods, in general, that they allow the user to set the algorithm parameters correctly before continuing with calculations and further quantifications. The sensitivity analyses below confirm that optimal parameter setup can be found based on visual observations and literature recommendations. The selected parameters are consequently indicated with red symbols (REF) in Figs. 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24. These REF parameters were the same and kept constant for all the videos (EXP1, EXP2, EXP3 and its repetitions), and only the subject parameter of the sensitivity analysis was

---

**Fig. 9** Sensitivity analysis of the minimum threshold (cutoff) velocity. The VBT seems to be insensitive to this parameter

**Fig. 10** Results obtained with the reference setup for the repetition videos of EXP3

**Fig. 11** Effect of changing the background ratio parameter on the calculated bedload transport rate. Above 0.7 the foreground detection starts to weaken, resulting lower calculated bedload transport rates

**Fig. 12** Effect of changing the number of Gaussians in the model was insignificant, due to the relatively permanent background (immobile channel bed)
changed to see its effect on the bedload transport rate. To quantify sensitivity, we proposed a ± 10% margin measured from the transport rate reached by the REF parameter setup. If the calculated transport rate was in that range with the analyzed parameter, then the method was defined as insensitive to it. Choosing ± 10% as threshold was based on the bedload transport being strongly stochastic phenomenon, as it has been discussed in earlier papers (e.g., Einstein 1937; Ancey and Pascal 2020). Field measurement studies (Csoma and Szigyártó 1975; Recking et al. 2012), with conventional sampling methods, showed the uncertainty domain for bedload transport measurements can range anywhere between ± 25 and 100%. In laboratory, this was found to be somewhat lower, with a value of ± 10% for shorter sampling times (around 10 s). The duration of the test videos analyzed in our paper belonged to this category. Hence, the choice of 10% for the acceptable limit was made with these considerations.
Effect of the background ratio

The background ratio sets the minimum probability for a pixel to be considered as background (immobile) value. It is an overall prior probability in the given pixels (Power and Schoones 2002). If the background is expected to change frequently, a higher value needs to be set, while in case of lower background motion it should be lower. At the analyzed laboratory videos, most of the bed was unchanged. Some of the gravel bed particles were shaking or swept away, but the majority remained. Also, most of the moving particles travelled through the camera FOV, and only a few particles settled during the video recordings (i.e., new background values were not adapted, relaxed). This meant a unimodal background distribution in most pixels. The sensitivity analysis results confirm this too. Under 0.7 probability (the default value from literature; MATLAB 2011), the variation of the calculated bedload transport rate remained within the 10% threshold (Fig. 11).
However, setting the parameter to higher values (> 0.7), a significant decrease in the calculated transport rate was observed. This is because the background did not change frequently enough.

**Effect of the number of Gaussians**

We analyzed the influence of the number of Gaussians, i.e., the number of covering curves (discussed in Fig. 5).

![Fig. 21](image1.png)  
**Fig. 21** Effect of the cutoff particle size on the calculated bedload transport rate, indicating that using this filter is not necessary

![Fig. 22](image2.png)  
**Fig. 22** The change of detected $D_{50}$ values from the image processing method due to different cutoff particle sizes. Even though it shows how significantly false detections were present, together with Fig. 21, they prove the effectiveness of initial method separation and mutual reinforcement as these false positives did not influence the calculated bedload transport rate

![Fig. 23](image3.png)  
**Fig. 23** Effect of the Gaussian filter on the calculated bedload transport rate. Not using the filter leads to noisy, crispy images and consequent false detections with smaller particles and low transport velocities, underestimating the bedload transport rate

However, setting the parameter to higher values (> 0.7), a significant decrease in the calculated transport rate was observed. This is because the background did not change frequently enough.

**Effect of the number of Gaussians**

We analyzed the influence of the number of Gaussians, i.e., the number of covering curves (discussed in Fig. 5).

![Fig. 24](image4.png)  
**Fig. 24** The sensitivity analysis of decreasing image resolution. The method is insensitive to lower image quality, enabling to speed up computations

Note that with increasing changes in the background, the higher this value has to be (more modes require more Gaussians). In the analyzed videos, the background was rather permanent; hence, increasing the number of Gaussians has no significant influence (Fig. 12).

**Effect of the number of learning frames**

The number of learning frames sets the number of initial training frames for initializing the Gaussian mixture model. Effectively, the user does not receive specific foreground
detection result in this first set of images as they are solely used for setting the Gaussian modes as a start. The correct amount depends on the velocities of the moving objects, but also on the framerate of the video. Too low number led to miss certain moving gravels, while high numbers led to longer relaxation times for settling particles. In the latter case, particles might be merging together with neighboring, moving gravels. As Fig. 13 clearly suggests, the VBT is indeed sensitive to this parameter, indicating a variance of ± 20% in the detected bedload transport rate.

**Effect of the video framerate**

Decreasing the framerate (in frame per second—fps) of the source video was also tested by excluding image sequences from the original footage. This way the timestep between analysed frames was increased. The estimated bedload transport rate was lower when the fps was decreased to either half or third of the original. It is important to mention that the SA size was adjusted accordingly, i.e., with higher fps, larger SA is needed to avoid loosing particles. This way, the effect on the LSPIV was not tested as it is known from previous studies (Radice et al. 2006). The SBM, however, suffered the loss of frames, as the dataset shrunk (fewer frames, higher timesteps, loss of moving particles with high variances).

It is intuitive that if the framerate is different, the number of learning frames should also be adjusted. Hence, sensitivity analysis was carried out with the three different fps to see how the number of learning frames has to be chosen to keep the good match with the physically measured bedload transport rate (Fig. 15). The results suggested that it is possible to use lower framerates, but number of learning frames has to be well chosen.

**Effect of the learning rate**

By default, the hereby used Gaussian mixture model adapts the rate of refreshing its background model parameters (Bouwmans et al. 2010) during the training frames, by using the learning rate parameter, which is calculated for every Gaussian at every frame (Lee 2005). After the initial training period is over (Section “Effect of the number of learning frames”), this parameter takes a constant value the user has chosen. Practically, it describes how fast the model can adapt to quickly changing environment. A brief sensitivity analysis was carried out for choosing the constant value of this parameter as well (Fig. 16). For the reference run (marked with red), the default value of 0.005 (MATLAB 2011) was kept and indeed gave the best result out of the examined setups. It is known that high learning rates can lead to pixel saturation (Bouzerdoum and Beghdadi 2010), and the false positive detections start to increase (Zitouni et al. 2016). As a result, the bedload transport rate also started to increase, as the detected moving patches started to grow and merge together due to high saturation. On the other hand, when the value is too low, slow moving particles are neglected, and even though the detection of smaller and faster particles is becoming more accurate, the algorithm underestimates the bedload transport rate.

**Effect of the initial mixture model variance**

One of the most important inputs is the initial mixture model variance (measured in grayscale intensity; GSI). When estimating the background in each pixel, the goal is to determine which Gaussian of our mixture model has the highest probability to contain the background value. This means, the distribution with the most frequent values and smallest variance is the actual background distribution (Stauffer and Grimson 1999). When the gravel particle in the given pixels is immobile, the same values are going to appear repeatedly, with a low variance. The moving particles will represent higher variances. This parameter sets the initial value for the variance of our initial Gaussians. If it was set too low, then even smaller changes of the background gravel particles (e.g., shaking or lightning changes) were categorized as foreground, increasing the bedload transport rate (Fig. 17). On the other hand, setting it to higher values resulted in omitting slower moving particles from the foreground as the model defined them as immobile. Consequently, the LSPIV were not coupled with them. This is because their variance is lower than in case of fast movement. Interestingly, by setting the algorithm to “Auto” mode for defining this value by itself, the same incorrect result was reached as in case of the high variance. The results show the importance of choosing this parameter correctly; however, it could be done by visual observation of the binary videos after the background modelling. The herein presented method seems to be sensitive to this parameter. It is especially true at low values, when the increased relaxation time led to foreground areas merge into ones, increasing their estimated mass and relocating their centroids.

**Effect of the LSPIV interrogation area size**

The effect of the LSPIV IA (and SA proportionally) size was also analyzed. Generally, PIV methods work well when there is a coherent pattern inside of their IA to look for in the SA. In case of bedload particles, it can be difficult to choose this parameter well, as the particles are not necessarily moving in a coherent way, but rather collide, circumvent, separate and saltate. That is, in case of large IAs, the LSPIV may not necessarily be able to reflect the smaller fast-moving particles, but rather provides spatially averaged, and hence lower value. Also, if the majority of the IA pixels contains immobile particles, and only a few of
them presents moving particles, that can also corrupt the cross-correlation calculation. Keeping these in mind, the original (reference) size of the IA was set to sub-particle level (12px × 12px, which accounted for 4.8 mm × 4.8 mm at this point; see Fig. 18) when the satisfactory bedload transport rate was achieved. For the sake of the sensitivity analysis, the LSPIV calculations were performed with smaller and bigger IA sizes as well (around $D_{50}$ and above $D_{90}$, Fig. 19). Results show that the larger the IA became, the more significant the difference started to be, resulting in gradually lower bedload transport rates. This was due to the reasons above, the detected moving particles were coupled with lower, spatially averaged velocities. If the IA was set to be even smaller than the original, the good result did not change significantly. If the IA size was kept under at least $D_{50}$, the result stayed in the acceptable 10% difference range.

Effect of LSPIV vector density

Briefly, the effect of the LSPIV computational grid density (i.e., vector density) is also discussed. The original grid distribution (marked with red in Fig. 19) was already as sparse as possible in regard of the used IA size, meaning the interrogation areas of the neighboring grid points were fitting but not overlapping. Analyzing lower grid distribution would have not benefitted the research, as areas of the images would have been neglected. This is due to moving the IAs further and further away from each other, along with the SA, resulting in lower bedload transport rates. The effect of doubling the grid density (from 40 × 25 points to 80 × 50) was assessed. The result did not differ significantly (lower than 10%) from the original run, meaning that the method is not particularly sensitive to grid resolution within reasonable limits.

Effect of pixel connectivity

Pixel connectivity is a parameter not specially belonging to either the background mixture model, or the LSPIV, but rather to general image morphology. When the foreground segmentation is carried out, the resulting images are binarized (stationary pixel–0; pixel in motion–1). From this point, the pixel connectivity parameter defines how the pixels are connecting and which pixels belong to the same object. If they are a connected group, then they form one object. Hence, this parameter plays a role in the calculation of grainsizes. It can either set to the value 4, defining connectivity between pixels if one of their edges touches, or to 8, when it is either one of the edges or corners. In a 3D case, with voxels, the parameters could be 6, 18 or 26. The sensitivity analysis showed that detected bedload particles were separated confidentially by the algorithm, even when they were close to each other, and did not change the bedload transport rate significantly.

Effect of cutoff particle size

A cutoff particle size was also tested. The point of this sensitivity analysis was to prove why the LSPIV and the SBM run separately and only combined later, via interpolation. The cutoff particle size defines the minimum size (px$^2$) below which foreground detections are neglected, when calculating bedload. In the reference run, the most obvious value, 400 px$^2$, was chosen since this was equivalent with $D = 2$ mm (with the resolution in this case being 0.1 mm/px; also assuming spherical particles), below which particles are categorized as sand. The experiment was controlled by gravel transport, thus this lower limit was natural and anything below it could be named as noise or false detection. However, by reducing the cutoff to 0 mm, and even increasing it further (up until cca. $D = 6.2$ mm, which was around the $D_{10}$ value of the actual bedload after measuring and sieving in the laboratory) did not influence the good result with more than the acceptable 10%.

In order to prove the main hypothesis of mutual reinforcement (Section “Calculation of bedload transport rate”) from the herein introduced method, Fig. 22. shows the $D_{50}$ (sphere equivalent) value of the detected moving particles, while using the different cutoff particle sizes from Fig. 21. The $D_{50}$ value changed drastically during the analysis, meaning numerous false positive detections were indeed present, but they did not play a role in calculating the bedload. This proved the main hypothesis of the paper (Section “Calculation of bedload transport rate”; mutual reinforcement between LSPIV and SBM) and the new approach. Interestingly, when the cutoff was around the $D_{10}$ of the physical laboratory sample (Conevski et al. 2020), the $D_{50}$ of the image processing reached a good match with the laboratory $D_{50}$. It has to be noted that grainsizes detected and calculated here, by image-processing, are theoretically slightly different than the physically sieved grainsizes (i.e., in the video, one individual grain will represent itself with several different diameters [$D$] as it rolls in front of the camera). Considering this and our assumption of spherical particles (3.3.), which in itself leads to uncertainties, it was decided to not investigate this further in this paper, but rather at a later step.

Effect of the Gaussian filter

It was mentioned before that a strong, isotropic 2D Gaussian filter, with a standard deviation of 8, was introduced to the sample videos during preprocessing. This type of filter is frequently used in image processing for smoothing noises. In this study, the goal of using this filter was to reduce the noisy effect of suspended sediment particles, bubbles and
changes in lighting. The initial value of 8 (marked in Fig. 23 with red) used in this study was selected by visual check of the foreground segmentation. A test run was performed neglecting the use of this filter, i.e., the raw footage was analyzed. It was shown that by not using the filter, the foreground detection became oversensitive and pixel patches that apparently belonged together, fell apart. This was due to the higher range of variance, as the crispy, high quality pixels suffered frequent intensity changes as the visible suspended particles were transported between the camera lenses and the bed. As a result, the binary images were also noisier and a high number of small particles were detected and calculated with low, even zero velocities, leading eventually to a significant underestimation of the bedload transport rate.

**Effect of the video resolution**

Lastly, the effect of the video resolution was also assessed by decreasing the original values to 50%, 75%, and 87.5%, respectively. The method was apparently not influenced by lower image quality (Fig. 24). This result suggests that the computational time can be drastically decreased, providing a more efficient algorithm. This, together with the previous point, at the same time, might suggest that the introduced method benefits from lower image quality.

**Treatment of disturbed conditions (EXP1, EXP2)**

The sensitivity analysis procedure in the previous points was performed for the EXP3 experiment, with the highest bedload transport rate. As introduced earlier, two other datasets were available (EXP1 and EXP2), representing lower transport rates. The videos related to these experiments, however, were still significantly noisy, in contrast with EXP3, even after the Gaussian filter. As mentioned before, without any sort of filtering, the suspended sediments and air bubbles (well visible in the video footages) appeared as additional momentums (high or lower velocities coupled with large surfaces) in the calculations, resulting in $Q_{\text{EXP1}} = 36 \text{ g/s}$ and $Q_{\text{EXP2}} = 230 \text{ g/s}$ bedload transport rates, significantly higher than their laboratory results (Table 1).

For treating these false detections, we decided to exploit a novelty of the developed algorithm, i.e., the corresponding size—velocity data pairs and introduce a statistical filtering. We used the MATLAB DistFit application to find which type of distribution fits the best for: (a) detected particle diameter (size) data and (b) detected velocity data. Based on literature, both bedload velocities (Einstein 1950, Conevski et al. 2020) and grainsize distribution (Csoma and Szigyártó 1975) should follow gamma distributions. This was further confirmed after fitting several distributions on our data and checking the log-likelihood values. As the next step, we examined the Joint Probability Function of the velocity and diameter data (Fig. 25).

The hypothesis was that the appearance probability of suspended sediment and bubble particles is low (and of different nature and distribution); thus, a threshold joint probability can likely be used for filtering them out. For this, the integral of the multiplication of the Probability Density Function (PDF) gamma distributions was used:

$$\int_{d_i}^{\inf} \int_{v_i}^{\inf} \frac{1}{\Gamma(k)\theta^k} x^{k-1} e^{-x/\theta} \frac{1}{\Gamma(m)\kappa^m} y^{m-1} e^{-y/\kappa} \, \mathrm{d}x \, \mathrm{d}y = p,$$

where $\Gamma$: gamma function, $\theta$: scale parameter of the velocity gamma distribution, $k$: shape parameter of the velocity gamma distribution, $\kappa$: scale parameter of the diameter gamma distribution, $m$: shape parameter of the velocity gamma distribution, $p$: joint probability, $d_i$: diameter of particle I, $v_i$: velocity of particle I, $x$: coordinate x; diameter, $y$: coordinate y; velocity corresponding to the given x.

In fact, by solving Eq. 1, we define a curve along which the coupled diameter-velocity data have the same constant joint probability. The distribution parameters were given by MATLAB DisFit for the dataset, respectively. The analysis was carried out by first, assuming a $D_{\text{max}}$ [mm] value with $v=0$ m/s (i.e., the threshold size above which no movement is expected) and then using Eq. 1 to calculate $p$ [%] value, corresponding to this data pair. With this $p$ [%] value and Eq. 1, the iso-probability curve was calculated for the dataset (i.e., the curve along which the diameter-velocity pairs have the same joint probability). By omitting the data with lower joint probability than $p$ (i.e., outside of the curve; outliers), the
bedload transport rate was finally calculated. The diameter-
velocity points of the original datasets of EXP2 and EXP1 can
be seen on the left sides of Figs. 26 and 27, respectively. High
momentum particles, indicated with red, represent unrealistic
behavior, considering the known characteristic grain diam-
eter (from sieving) and known characteristic grain velocities
(from LSPIV). Indeed, based on the known $D_{max}$ (14 mm in
this study) values, the threshold for the expected joint prob-
ability can be given. For EXP2 and EXP1, the resulted joint
probabilities were $p_{\text{EXP2}} = 0.7\%$, $p_{\text{EXP1}} = 0.05\%$, respectively.
Higher joint probability value at EXP2 can be explained with
the stronger flow conditions (see the hydraulic conditions in
Table 1). After filtering both datasets using this $D_{\text{max}}$ value,
the unrealistic, high momentum data could be excluded (see
the right sides of Figs. 26 and 27). Based on the filtered data-
sets, we calculated the bedload transport rate for EXP1 and
EXP2. Moreover, the sensitivity of applying the joint prob-
ability based filter on the $D_{\text{max}}$ value was also tested, as some

Fig. 26 EXP2. A The 2D (top-view) plane of Fig. 25 with color-
weighting. The colors represent the momentum of the given particle,
with red being the highest, and blue the lowest. The rare values with
very high diameter and velocity are unrealistic at the studied experi-
mental conditions. These were most probably the results of suspended
sediment and/or air bubbles passing by. The black dashed curve re-
resents the $p_{\text{EXP2}} = 0.7\%$ threshold. On its left, the data had higher,
while on its right higher joint probabilities. B Dataset after the sta-
tistical filtering. Only data with higher joint probability than $p_{\text{EXP2}}$
remained. $D_{\text{max}} = 14$ mm

Fig. 27 EXP1. A Data before statistical filtering. The black dashed curve represents the $p_{\text{EXP1}} = 0.05\%$ threshold. On its left, the data had higher,
while on its right higher joint probabilities. B Dataset after statistical filtering. $D_{\text{max}} = 14$ mm
uncertainty can arise in the determination of this parameter. Accordingly, the bedload transport rate was estimated for the $D_{\text{max}}$ range of 12–14–15 mm.

**Results**

As a summary, Fig. 28 shows the bedload transport rate at the three different hydraulic conditions calculated by the method introduced in this study. For all the three experiments, i.e., EXP1, EXP2 and EXP3 the same input parameter setup was used (see Section “Input parameters” for the reference values). As discussed in Section “Treatment of disturbed conditions (EXP1, EXP2)”, the joint probability filter with $D_{\text{max}} = 14$ mm was used for the experiments with lower transport rates (EXP1 and EXP2). The lowest transport rate of EXP1 could be captured by the image-based method and showed satisfactory agreement with the laboratory measurement ($Q_{\text{VBT}} = 0.44$ g/s, $Q_{\text{lab}} = 1.11$ g/s). At EXP2, the match was also satisfactory (3% difference). There was no need to consider the influence of bubbles and suspended sediment in EXP3. The VBT calculated satisfactory result (less than 2% difference) with the chosen REF input parameters, as it was shown in Section “Sensitivity analysis”. It was also shown that the $D_{\text{max}}$ value has to be further investigated and chosen carefully, as the result was found to be sensitive to it. Figure 28 shows the scale of this sensitivity analysis at EXP1 and EXP2. During the analysis, $D_{\text{max}}$ values between 12 and 15 mm were tested.

**Discussion**

In the past few decades, several image processing methods were developed for sediment bedload measurements. These methods are based on either Eulerian (measuring sediment fluxes; Radice et al. 2006; Conevski et al. 2019), or Lagrangian (tracking individual grains and trajectories; Papanicolaou et al. 1999; Radice 2017; Tauro et al. 2019) approach. While each of them had their advantages, they all had weaknesses and lacked certain information of the bedload (Sabzi et al. 2017). Besides, the techniques introduced were difficult to adapt in the field (Conevski et al. 2020). Recently, it was also suggested that the Eulerian and Lagrangian approach should be combined and used together to fully understand the bedload phenomenon, as both techniques provide unique information unlike the other (Ballio et al. 2018; Ancey and Pascal 2020). Following these critics, we developed a new image processing approach for bedload transport rate measurements by adapting existing image processing approaches (LSPIV and Statistical Background Modelling) from other research fields. Combining them in an innovative way led to a methodology which has both Eulerian and Lagrangian characteristics, called Video-based Bedload Tracker (VBT). The VBT enabled to retrieve the individual velocity-grain size data pairs of all moving gravel particles. Videos of three laboratory experiments (gravel bedload) of different hydraulic parameters were analyzed with the VBT.

Two sets of the videos (for EXP1 and EXP2) suffered from significant suspended sediment load and air bubbles, biasing the grain detection algorithms. This problem is also expected in the field; however according to our experiences (see e.g., Ermilov et al. 2019), these disrupting particles in larger rivers, besides suspended sediment, are rather leaves and branches. To account for bubbles, Sabzi et al. (2017) set a maximum pixel intensity threshold and other morphological operations. However, the assumption of bubbles having higher intensities might not always be the case. For example, leaves and branches can mix and be transported together with the bedload (having the same distance from the light source). We developed a more general approach here, applying statistical filtering which considers the expected $D_{\text{max}}$ value, but also the distributions of bedload sediment sizes and velocities. It relies on the hypothesis that these noises appear as low joint probabilities in the velocity-grain size datasets and they should not fit the gamma distributions neither of the diameter, nor of the velocities. Threshold values of the joint probability, based on the maximum grain diameter, were defined. Data with lower probability than the
threshold were neglected from the bedload transport rate calculation.

The applied Statistical Background Modelling (SBM) has the advantage of separating the foreground (moving particles) from the background (immobile riverbed) adaptively (i.e., the background refreshes with the given timestep). This opens up the possibility to retrieve undisturbed images of the bed, even if there is movement on it and separately analyze them with image processing techniques (e.g., Buscombe 2013; Ermilov et al. 2020).

The Large-Scale Particle Image Velocimetry (LSPIV) method was chosen for this study partially due to the earlier experience of the authors. Furthermore, previous studies in sedimentation successfully applied it on dune movements (Muste et al. 2016; Tsubaki et al. 2018; You et al. 2021), leading the authors of this paper to believe in its applicability for estimating particle velocities as well. In this study, an in-house LSPIV code was used (Fleit and Baranya 2019), which provided access and control over every step of the velocity calculations. This freedom enabled the authors to focus on the novelty of this paper, i.e., implementing the SBM in such environment and testing the VBT approach. While the implementation of LSPIV requires subjective decisions (e.g., size of the Interrogation Area), the abovementioned reasons and the general robustness of cross-correlation methods (CCMs) provided solid ground for choosing it over other, possible approaches (e.g., Optical Flow (OF); Horn and Schunk 1981). Nevertheless, the use of Optical Flow should be considered in future studies, since this approach generally provides smoother velocity distributions with higher spatial resolution and in a computationally more efficient way. Moreover, a recent example showed that the combination of OF and CCM successfully exploited the benefits of both methods (You et al. 2022). The present VBT method could be definitely improved with adapting such approach.

The detailed sensitivity analysis performed in the study supported understanding the role of the input parameters. The number of learning frames, the learning rate and the initial variance proved to be the most sensitive parameters. Meanwhile, the video framerate, the PIV interrogation area and the Gaussian filter were less sensitive. The background ratio, the number of Gauss curves, the PIV grid size, the pixel connectivity, the minimal cutoff particle size and the video resolution were non-sensitive. The discussed parameters of this study could be handled by: (1) visually evaluating the result images, which is actually a great advantage of image processing techniques (Agudo et al. 2017) or (2) using default or literature-suggested values (MATLAB 2011). Furthermore, this study is also aimed to provide guidelines for future works.

The method showed very good agreement with the laboratory observations; moreover, it is robust, at least for the herein analyzed bedload transport conditions. It is expected that the studied range of bedload transport conditions, i.e., (1) the range of the incipient motion (EXP1 and EXP2) and (2) the continuous particle motion (EXP3) can be well revealed in the field too. However, at very high bedload transport rates in gravel bed rivers, or at sand bedload, where the sediment movement is rather a multilayer transport and the particles show complex dynamics, the method has yet to be tested. It may be possible that at such conditions, other Eulerian approaches, focusing on the fluxes (e.g., Muste et al. 2016; Blanckaert et al. 2017; Conevski et al. 2020), have to be used instead.

**Conclusions**

A proof-of-concept of a novel, image-based method for the quantification of bedload transport was introduced in this paper and tested in laboratory environment. The algorithm is based on two main pillars: (1) a Statistical Background Model (SBM) to separate the moving particles, i.e., the bedload on the series of images and (2) a Large-Scale Particle Image Velocimetry (LSPIV) to analyze the dynamics of the moving particles. Combining the two approaches, the bedload transport rate could eventually be estimated. A thorough sensitivity analysis performed on the relevant parameters proved that the method is robust; however, special attention has to be paid to filtering the suspended sediment particles and bubbles. For this, we proposed a physical and mathematical filtering technique, which considers the expected range of the particle momentums. Also, the algorithm showed sensitivity to parameters such as the number of frames (Section “Effect of the video framerate”), the learning rate (Section “Effect of the learning rate”) and the initial variance (Section “Effect of the initial mixture model variance”), but all of them can be reasonably estimated by eye observation of the bedload transport. Overall, the developed image based method is foreseen to be a good alternative of bedload transport measurements in gravel bed rivers, especially at the range of the incipient particle motion and weak transport.
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