Game-theoretic beamforming techniques for multiuser multi-cell networks under mixed quality of service constraints
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Abstract: The authors propose a game-theoretic approach for the downlink beamformer design for a multi-user multi-cell wireless network under a mixed quality of services (QoS) criterion. The network has real-time users (RTUs) that must attain a set of specific target signal-to-interference-plus-noise ratios (SINRs), and non-RTUs whose SINRs should be balanced and maximised. They propose a mixed QoS strategic non-cooperative game wherein base stations determine their downlink beamformers in a fully distributed manner. In the case of infeasibility, they have proposed a fallback mechanism which converts the problem to a pure max–min optimisation. They further propose the mixed QoS bargain game to improve the Nash equilibrium operating point through Egalitarian and Kalai–Smorodinsky bargaining solutions. They have shown that the results of bargaining games are comparable to that of the optimal solutions.

1 Introduction

In recent years, game-theoretic algorithms have been widely studied for understanding interaction of wireless devices and to design distributed resource allocation methods. Game theory is a discipline in economics, which is used to model and analyse situations where decision makers may have conflicting interests [1, 2]. The conflicting nature of transmitters in a multi-user wireless network makes it relevant to represent the optimisation problem from a game-theoretic perspective. Game-theoretic solutions offer a structure that readily allows for decentralised implementation.

Game theory was applied to a power control problem for a single-input single-output model [3–5]. The utility function was modelled as the number of information bits received per Joule of energy expended which captures the trade-off between quality of service (QoS) requirements and energy consumption. The latter work was extended to a multi-carrier data network in [6]. Non-cooperative games were used in [7–10] to develop distributed algorithms. Demonstrating the inefficiency of the Nash equilibrium with respect to Pareto optimality, a pricing mechanism was introduced in [7, 8] to obtain efficient solutions; hence, this required cooperation among the players.

A multiple-input multiple-output interference channel setup was considered in [9–11]. Both the non-cooperative and the cooperative game-theoretic methods were considered in [10]. The cooperative games proposed in [12–16] were able to achieve Pareto optimal solutions. In [15], bargain theory was used to derive Kalai–Smorodinsky solution to maximise sum data rate while ensuring users get a share of the achieved sum rate in the same proportion that they would achieve in the absence of any interference. Suris et al. in [15] compared Nash bargain (NB) solution to both the Kalai–Smorodinsky and the Egalitarian solutions and concluded that the NB solution achieves a better trade-off between fairness and efficiency. Competitive and coordinated beamformer design methods for a multicell downlink network were proposed in [17]. Another related work in [18] considered signal-to-interference-plus-noise ratio (SINR) balancing for multiuser multi-cell network using a game-theoretic approach.

1.1 Contributions

Further to the works discussed above, we propose beamformer design based on mixed QoS criterion using both the non-cooperative (competitive) and the cooperative (bargaining) games. The specific contributions of this work are as follows:

• Considering a situation where there are two groups of users, namely real time users (RTUs) and non-RTUs (NRTUs), we have proposed and solved beamformer design techniques using game theory to meet two different classes of quality of services. As the RTUs are very sensitive to delay, the SINRs for these users are satisfied with a set of specific target SINRs. The SINRs for the NRTUs are allocated fairly based on a max–min criterion (SINR balancing).
• The existence of the Nash equilibrium has been shown for the proposed mixed QoS strategic non-cooperative game (SNG).
• To address the issue of infeasibility, a fallback mechanism has been proposed based on allocation of data rates in the same proportion as that users would obtain if there is no inter-cell interference.
• We propose the Egalitarian and Kalai–Smorodinsky bargaining solutions to improve the Nash equilibrium operating point.

2 System model and problem formulation

Consider a multi-input single-output downlink consisting of a set \( \mathcal{N} = \{1, \ldots, N\} \) base stations (BSs) and a set \( \mathcal{U} = \{1, \ldots, K\} \) single-antenna mobile stations (MSs). Each MS is attached to at most one BS at any given time as shown in Fig. 1. Let us denote the index of the BS that serves the \( k \)th user by \( n_k \), the set of all users served by the \( n \)th BS as \( \mathcal{U}_n \), the set of all RTUs served by the \( n \)th BS as \( \mathcal{U}_n^n \subset \mathcal{U}_n \) and a set of all NRTUs served by the \( n \)th BS as \( \mathcal{U}_n^n \subset \mathcal{U}_n \). The cardinalities of the sets \( \mathcal{U}_n, \mathcal{U}_n^n \) and \( \mathcal{U}_n^n \) are \( K_n \), \( K_n^n \) and \( K_n^n \) respectively. It is assumed that all BSs share the same frequency band. Each BS is equipped with \( M \) antennas. The maximum transmission power at \( n \)th BS is limited to \( p_n^m \).

The transmitted signal for the \( k \)th user from the BS \( n_k \) is written as

\[
x_k(t) = w_k s_k(t),
\]

where \( s_k(t) \in \mathbb{C} \) represents the information symbol at time \( t \) and \( w_k \in \mathbb{C}^{M \times 1} \) is the transmit beamforming vector for the \( k \)th user. We assume that \( s_k(t) \) is normalised such that \( E\{\left| s_k(t) \right|^2\} = 1 \) as the power of the signal can be incorporated into \( w_k \). All data streams...
are assumed to be independent, i.e. $\mathbb{E}\{x_k(t)x_i(t)^*\} = 0$ if $k \neq i$. The received signal at the $k$th user can be written as

$$y_k(t) = h_{n_k,k}^H x_k(t) + \sum_{i \in \mathcal{W} \setminus \{k\}} h_{n_i,k}^H x_i(t) + z_k(t),$$  \hspace{1cm} (2)$$

where $h_{n_k,k} \in \mathbb{C}^{M \times 1}$ is the channel vector from the BS $n_k$ to user $k$, and $z_k(t) \sim \mathcal{CN}(0, \sigma^2)$ is the circular symmetric zero mean complex Gaussian noise with variance $\sigma^2$. The notation $\mathcal{W} \setminus \{k\}$ denotes a set $\mathcal{W}$ excluding the member $k$.

2.1 Problem formulation

As in (2), all the users experience inter-cell interference. The instantaneous downlink SINR of the $k$th MS is

$$\text{SINR}_k = \frac{|h_{n_k,k}^H w_k|^2}{\sum_{i \in \mathcal{W}} |h_{n_k,i}^H w_i|^2 + \sum_{n \in \mathcal{N} \setminus \{n_k\}} \sum_{k \in \mathcal{K}} |h_{n,k}^H w_k|^2 + \sigma^2}. \hspace{1cm} (3)$$

We denote the precoding matrix at the $n$th BS as $W_n = [w_1, \ldots, w_K]$. The feasible set of beamformers of the $n$th BS is given by

$$\mathcal{W}_n := \left\{ W_n \in \mathbb{C}^{K \times M} : \sum_{k \in \mathcal{W}_n} \| w_k \|^2 \leq p_n^{\max} : \text{SINR}_k \geq \xi_k, \quad k \in \mathcal{N}_n \right\}, \hspace{1cm} (4)$$

where $\xi_k$ is the SINR target of the $k$th RTU. The QoS feasible region $\mathcal{Q} \subset \mathbb{R}^K$ is

$$\mathcal{Q} := \{ (\text{SINR}_1, \ldots, \text{SINR}_K) : W_n \in \mathcal{W}_n, \forall n \}. \hspace{1cm} (5)$$

The QoS feasible region at the $n$th BS, $\mathcal{Q}_n \subset \mathbb{R}^K$, is a subset of $\mathcal{Q}$ given by

$$\mathcal{Q}_n := \{ (\text{SINR}_1, \ldots, \text{SINR}_K) : W_n \in \mathcal{W}_n \}. \hspace{1cm} (6)$$

We want to form a strategic non-cooperative game where each BS is only aware of its QoS feasible region $\mathcal{Q}_n$. As the RTUs have a specific set of SINR to attain, we consider the utility of the game as the worst-case SINR (balanced SINR) of the NRTUs. The mixed QoS sum rate is qualified when the SINR of the worst-case NRTUs is maximised while guaranteeing SINR targets for the RTUs. We will be applying in iterative methods; hence, let us define the intermediary SINR target of the $k$th NRTUs as $\delta_k$. The global optimisation problem OPTG$(n)$ is formulated as

$$\text{OPTG}(n): \text{maximise } \min_k \text{SINR}_k \quad \text{subject to } \text{SINR}_k \geq \xi_k, \quad k \in \mathcal{N}_n, n \in \mathcal{N}, \hspace{1cm} (7)$$

Problem (7) shows that the feasibility depends solely on the feasibility of satisfying the SINR targets of the RTUs under the power constraint. The feasibility of (7) can be evaluated by a power minimisation problem as discussed later.

3 Strategic non-cooperative game

Each BS is the player that is aware of only its local channel state information (CSI), i.e. the channels of its serving users. This CSI is assumed to be private. The set of beamformers $W_n$ is the strategy of each player $n$ (BS) and the SINR of the worst-case NRTUs is the utility. We denote the inter-cell interference plus the noise power at the $k$th MS as

$$r_{-n}(W_n) = \sum_{n \neq n_k} \sum_{j \in \mathcal{W}_n} |h_{n_k,k}^H w_j|^2 + \sigma^2, \hspace{1cm} (8)$$

where $W_n$ are the beamformer vectors of all other BSs except that of the $n$th BS. At each BS, we will have $r_{-n} = [r_{-n_1}, \ldots, r_{-n_K}]^T$. The main motivation of representing the inter-cell interference plus noise by $r_{-n}$ is to enable BSs to perform distributed optimisation since it decouples the strategy sets. Thus, the problem in (7) will be separable in $n \in \mathcal{N}$. Initially each BS approximate $r_{-n_k}$ to $\sigma^2$ and implement the required beamformers. Subsequently, each user will feedback $r_{-n_k}$ to the serving BSs. The intention of each BS is to maximise the SINRs of the NRTUs while satisfying the SINR targets for the RTUs. It has been proven in [19] that all NRTUs will attain identical SINR; hence, all the intermediary SINR targets of the NRTUs are denoted with an identical value $\Delta_{\text{nRTU}}$. The overall mixed QoS SNG is described as

$$\mathcal{X} = \{ \mathcal{N}, \{\mathcal{W}_n : n \in \mathcal{N}\}, \{\Delta_{\text{nRTU}}(W_n, W_{-n}) : n \in \mathcal{N}\} \}. \hspace{1cm} (9)$$

The QoS constraints in (7) can be rewritten in their equivalent second-order cone (SOC) form as

$$h_{n_k,k}^H w_k \geq \frac{1}{\xi_k} \| h_{n_k,k}^H w_k \|^2, \hspace{1cm} (10)$$
where $\mathcal{R}(\cdot)$ extracts the real part of the argument. Since (7) is quasi-convex [20], it is solved using a bisection search [21]. Each play round of the proposed game consists of two stages, namely the qualification stage and the learning stage (see Fig. 2a). In the qualification stage, each player separately performs a bisection search on the feasible region $\mathcal{C}_n$ to determine the optimal beamformer $\mathbf{W}_n$ that solves (7) distributively for a given $\mathbf{r}_{r,n}$ as follows; each player performs a bisection search on $\Delta_{n,\text{RTU}}$ by solving

$$\text{OPT}_{n,\text{RTU}}:\begin{align*}
\text{minimise} & \quad \sum_{k \in \mathcal{W}_n} \| \mathbf{w}_k \|_2^2 \\
\text{subject to} & \quad \text{SINR}_k \geq \xi_k, \quad \forall k \in \mathcal{W}_n, \\
& \quad \text{SINR}_k \geq \Delta_{n,\text{RTU}} - \mathbf{r}_{r,n}, \quad \forall k \in \mathcal{W}_n.
\end{align*}$$

Our aim is to obtain solutions of $\text{OPT}_{n,\forall n \in N}$, which will solve $\text{OPTG}(\alpha)$. The optimal solution of (7) is obtained by solving (11) for a given $\Delta_{n,\text{RTU}}$, however iteratively obtaining the maximum possible $\Delta_{n,\text{RTU}}$. It should be noted that for a fixed $\mathbf{r}_{r,n}$, this stage requires only the knowledge of the feasible region $\mathcal{C}_n$.

The learning stage follows implementation of these beamformers and computation of the new $\mathbf{r}_{r,n}$.

### 3.1 Existence of Nash equilibrium of the sub-game

Since we have used the background noise vector $\mathbf{r}_{r,n}$ to decouple the strategy set of the game, we invoke the Debreu–Fan–Glicksberg theorem [22, 23] to demonstrate the existence of the Nash equilibrium for the game in (9). According to [22, 23], the strategy spaces $\mathbf{s}_n \forall n \in N$ of a SNG are non-empty, compact and convex sets and the utility function $u_n(\mathbf{s})$ is a continuous function in the profile of strategy $\mathbf{s}$ and quasi-concave in strategy of nth player $s_n$, then the game $\mathcal{G}$ has at least one pure Nash equilibrium [22, 23]. The problem we consider admits at least one Nash equilibrium for the following reasons. The strategy profile of $\mathcal{W}_n$ is a convex set as shown in (4). Since constraint on SINR $\xi_k$ is quasi-concave on the set $\mathcal{W}_n$, the Debreu–Fan–Glicksberg is satisfied. Therefore, game $\mathcal{G}$ is quasi-concave and it has at least one pure Nash equilibrium.

### 3.2 Determining the pure Nash equilibrium of the sub-game

For brevity, let us denote the SINR targets of all RTUs and the intermediary SINR targets of all the NRTUs at the $k$th BS as $\mathbf{r}_k = [\mathbf{r}_{r,k}, \mathbf{r}_{m,k}]$. By assuming that the maximum possible worst-case NRTU SINR $\Delta_{\text{RNTU}}$ is known from the previous round of the game, the optimal beamformer vector $\mathbf{w}_k^*$, $k \in \mathcal{W}_n$ [17, 24] will be obtained as

$$\mathbf{w}_k^* = \sqrt{p_k} \hat{\mathbf{w}}_k^*,$$

where $p_k$ is the beamforming power, $\hat{\mathbf{w}}_k^*$ is the unit-norm beamforming vector for the $k$th user, and $\lambda_k \geq 0$ is the Lagrange multiplier associated with the $k$th SINR constraint in (11). These Lagrange multipliers can be obtained by fixed point iteration as [25]

$$\lambda_k = \mathbf{r}_{r,k} \left(1 + \frac{1}{\lambda_k} \mathbf{h}_kH_k^T \mathbf{h}_k^* \right) \mathbf{h}_k.$$

Hence the problem in (11) can be written as

$$\begin{align*}
\text{minimise} & \quad \sum_{k \in \mathcal{W}_n} p_k, \\
\text{subject to} & \quad \frac{p_k |\mathbf{h}_kH_k^T \hat{\mathbf{w}}_k^*|^2}{\sum_{k \in \mathcal{W}_n} p_k |\mathbf{h}_kH_k^T \hat{\mathbf{w}}_k^*|^2 + \mathbf{r}_{r,n}} \geq \gamma_k \quad \forall k \in \mathcal{W}_n.
\end{align*}$$

The transmission power to the users at the $n$th BS are stacked in a power allocation vector $\mathbf{p}_n = [p_1, \ldots, p_{\mathcal{W}_n}]^T \in \mathbb{R}_{+}^{\mathcal{W}_n}$. Define an extended power allocation vector as $\mathbf{p}_n = [\mathbf{p}_n, \mathbf{r}_{r,n}]^T \in \mathbb{R}_{+}^{\mathcal{W}_n+1}$. We define the SINR in terms of $\mathbf{p}_n$ and the interference function $\mathcal{J}_k : \mathbb{R}_{+}^{\mathcal{W}_n+1} \rightarrow \mathbb{R}_{+}$ [26] as

$$\text{SINR}_k(\mathbf{p}_n) = \frac{p_k}{\mathcal{J}_k(\mathbf{p}_n)},$$

where
Data: $p_n^{\text{max}}$, noise power, stopping criterion (exempli gratia iterations), $\delta > 0$.
\[ \text{SINR}_k \geq \gamma^*_k, \forall k; \Gamma^L_n, \Gamma^U_n, \alpha_k = 1, \forall k \in \mathcal{U}^N_n; \forall n \in \mathcal{N}, \alpha_k = 0, \forall k \in \mathcal{U}^N_n, \forall n \in \mathcal{N}. \]

Data: Initialisation: Interference $r_{nk} = \sigma^2$.

Result: Optimal beamforming vectors $\{W_n\}_{n \in \mathcal{N}}$

1. Set $i = 0$; fall back indicator $f_n = 0, \forall n$.
2. while stopping criterion is not satisfied do
   3. Set $i = i + 1$.
   4. #BSs $n = 1 \ldots N$ update local variables $\{W_n^{i-1}\}$ as follows:
      while $\Gamma^U_n - \Gamma^L_n > \delta$ do
         5. Set $\Gamma^\text{candidate}_n = \frac{\Gamma^U_n + \Gamma^L_n}{2}$.
         6. if $f_n = 1$ then
            7. \[ \alpha_k = 1, \forall k \in \mathcal{U}^N_n; \]
            8. Set $\gamma^*_k = \gamma^U_n + \alpha_k \Gamma^\text{candidate}_n(k), \forall k$;
         9. if Problem (11) is feasible then
            10. Set $\{W^L_n\}$ as the solution;
            11. Set $\Gamma^L_n = \Gamma^\text{candidate}_n$
         else
            12. Set $\Gamma^n = \Gamma^U_n$
      13. Optional: if Problem (11) is infeasible and $i = 1$ then
         14. $f_n = 1$ at the affected BSs;
         15. Compute SINR\(_k\) and update local variable $r_{nk}$.
         16. if stopping criterion is satisfied and current $W_n$ is feasible then
            17. Set $\{W^L_n\}$ as the solution;
            18. Set $\Gamma^L_n = \Gamma^\text{candidate}_n$
      19. Set $\Gamma^U_{n-1} = \Gamma^U_n$ and $\Gamma^L_{n-1} = \Gamma^L_n$

The constant link gain matrix (i.e. a coupling matrix) $\Psi_n$ for the $n$th BS is defined as
\[ \Psi_n = \left[ \begin{array}{cccc} |h^H_{n1} w_1|^2 & \ldots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \ldots & |h^H_{nk} w_k|^2 \end{array} \right]. \]  

At every bisection level, let us put the SINR targets of all users served by the $n$th BS in a diagonal matrix as $D_n = \text{diag}\{\gamma_1, \ldots, \gamma_K\}$. According to the analysis in [25, 26], there exists an optimiser for (13) given by a fixed-point iteration
\[ p_n^{i+1} = D_n \mathcal{F}_i(p_n^i), \]  
where $i$ is the time (iteration) index. This provides an optimiser for each BS during qualification stage. During every play round, players will adaptively change their beamformers, and a new $r_{nk}$ will be measured hence the best response (BR) of each player is to solve (17) repeatedly for every new values of $r_{nk}$. As each BS knows its maximum possible SINR $\Delta^*_n$ of the NRTUs for a given $r_{nk}$ from the previous iteration, then the BR of the $n$th BS at each game round is defined as
\[ p_n^* = \text{BR}_n(p_{nk}) = D_n \mathcal{F}_i(p_n^i). \]  

Hence (7) will have an optimiser at the maximum possible SINR target $D_n^\star$. The game will converge when the newly learned $r_{nk}$ causes no change to the previous power vector $p_n$. If at any stage, the qualification becomes infeasible for a given $r_{nk}$, and in order to force the game to converge, it is assumed that the affected players will be forced to adopt their previous feasible beamformers and power allocation.

### 3.3 Fallback mechanism

Unlike the conventional max–min problem, the mixed QoS SNG may become infeasible if the SINR targets of the RTUs will not be satisfied. This could be due to inadequate transmission power and/or bad channels. Consequently, for the case of multiple BSs, if the mixed QoS problem turns out to be infeasible for any of the BSs, then the definition of the game in (9) will be amended using a fallback mechanism. Accordingly, if the mixed QoS power allocation in (11) becomes infeasible during the first play round/qualification stage, then only max–min problem will be used for both the RTUs and NRTUs of that corresponding BS. Alternatively, BS may opt to drop certain RTUs by solving the admission control problem [27]. As this totally excludes the dropped users from taking part in the bargaining process, this approach is not considered in this paper. The steps for the mixed QoS SNG are summarised in Algorithm 1 (see Fig. 3).

The mixed QoS SNG described in Algorithm 1 (Fig. 3) includes the fallback mechanism option in step 15. In Algorithm 1 (Fig. 3), the qualification stage (the first play round), involves each BS solving (11) with $r_{nk} = \sigma^2$, $\forall k$ (i.e. ignoring interference from other BSs) iteratively using a bisection method. This stage will determine if there is a need for the fallback mechanism.

### 4 Mixed QoS bargaining games

We consider a cooperative (bargaining) game under mixed QoS criterion in (9). Since the global optimisation problem in (7) is concerned with fairness, we develop a mixed QoS Egalitarian bargaining game and mixed QoS Kalai–Smorodinsky bargain game. In the mixed QoS Egalitarian bargain game, the players will
have equal share of the remaining feasible region enclosed between the Nash equilibrium and the Pareto boundary, denoted as $\partial_v$. The mixed QoS Kalai–Smorodinsky bargain game on the other hand allows players to acquire a share that is proportional to what they would achieve in the absence of interference. We adopt the alternating direction method of multipliers (ADMM) [28, 29] to develop distributed algorithms for these bargaining solutions.

### 4.1 Mixed QoS Egalitarian bargain game

The mixed QoS Nash equilibrium point is in general inefficient [3–5]. By sharing certain information between the players, Pareto optimal results can be achieved. In [28], a decentralised algorithm under SINR balancing criterion was developed using ADMM. We adopt this approach to develop an algorithm using the mixed QoS criterion. Unlike in [28] where the searching space of the algorithm is defined from the origin to the Pareto optimal boundary, we demonstrate that during bargaining, the search space can be reduced starting from the mixed QoS Nash equilibrium point instead of the origin. We denote the achieved SINRs at Nash equilibrium at the $n$th BS as $\Gamma_{n}^{NE} = [\gamma_{n}^{NE}, \ldots, \gamma_{K_n}^{NE}]$. The global system Egalitarian problem is formulated as

$$
\begin{align*}
\text{maximise} & \quad \min \limits_{w_k \in \mathcal{W}_k, \nu \in \nu} \frac{\text{SINR}_k}{\alpha_k}, \\
\text{subject to} & \quad \text{SINR}_n \geq \Gamma_{n}^{NE}, \quad n \in \mathcal{N}, \tag{19}
\end{align*}
$$

where $\alpha_k$ is either a 0 or 1. When $\alpha_k$ is 0, then the term $\text{SINR}_k/\alpha_k$ will go to infinity. This will automatically exclude the corresponding SINR from the objective of the optimisation problem. Ideally, if the SINR targets of all the RTUs at each BS are attained at the Nash equilibrium, then the values of $\alpha_k$ will be equal to 0 for all RTUs and to one for all NRTUs. In this case, NRTUs will have equal share on $\alpha_k$. Even if the fallback mechanism is in place, certain RTUs may not be able to achieve their target SINRs due to bad channel conditions. For this case, the players would give the affected RTU a high priority during bargaining by initially setting $\alpha_k = 1$ for the affected RTU and $\alpha_k = 0$ for all NRTUs. Once the RTUs reach their SINR targets, their SINRs will be fixed and the remaining resources will be shared equally amongst the NRTUs by setting their $\alpha_k$ to 1.

We then perform a mixed QoS optimisation in $\partial_v$. Our proposed mixed QoS Egalitarian bargain game maximises the minimum SINR of the NRTUs at each BS while satisfying SINR targets for the RTUs. We denote the optimal SINRs from Egalitarian bargain game solution at each BS as $\Gamma_{n}^{EBG} = [\gamma_{n}^{EBG}, \ldots, \gamma_{K_n}^{EBG}]$. The optimal mixed QoS Egalitarian bargain game solution will allocate equal share of resource to the NRTUs given as

$$
c_n = \gamma_{k}^{EBG} - \gamma_{k}^{NE}, \quad k \in \mathcal{W}_n^N. \tag{20}
$$

This means that we expect the optimal SINRs of the NRTUs at each BS to give equal value $c_n$ if the RTUs achieved their SINR targets at the Nash equilibrium. If this is not the case, the values of $c_n$ may be different because the affected RTUs will have a share on $\partial_v$.

### 4.2 Mixed QoS Kalai–Smorodinsky bargain game

In the Kalai–Smorodinsky bargain game, players get pay-offs that are proportional to what they could achieve if there was no interference. We define an ideal operating point at which each player experiences no inter-cell interference as the utopia point, $u_i = [u_{1i}, \ldots, u_{Ki}]$. The overall mixed QoS Kalai–Smorodinsky optimisation problem for the whole system is defined as

$$
\begin{align*}
\text{maximise} & \quad \min \limits_{w_k \in \mathcal{W}_k, \nu \in \nu} \frac{\text{SINR}_k - \gamma_{k}^{NE}}{\alpha_k(u_{ki} - \gamma_{ki}^{NE})}, \\
\text{subject to} & \quad \text{SINR}_n \geq \Gamma_{n}^{NE}, \quad n \in \mathcal{N}, \tag{21}
\end{align*}
$$

subject to

$$
\begin{align*}
\text{SINR}_n \geq \Gamma_{n}^{NE}, \quad n \in \mathcal{N}, \tag{21}
\end{align*}
$$

We denote the optimal SINRs from Kalai–Smorodinsky solution at each BS as $\gamma_{k}^{KS} = [\gamma_{1k}^{KS}, \ldots, \gamma_{K_n}^{KS}]$. The optimal mixed QoS Kalai–Smorodinsky solution will yield a value $v_n$ defined as

$$
v_n = \frac{\gamma_{k}^{KS} - \gamma_{k}^{NE}}{u_{ki} - \gamma_{ki}^{NE}}. \tag{22}
$$

The values $c_n$ and $v_n$ in (20) and (22) reveal the relationship between the Egalitarian bargain game and Kalai–Smorodinsky bargain solutions. Therefore we will derive an algorithm that will provide solution to both the mixed QoS Egalitarian and Kalai–Smorodinsky bargain games.

### 4.3 System model for bargaining solutions

Consider the system in Section 2. To keep the distributed nature of the game-theoretic solution, we aim to reduce the information shared between the BSs using a general consensus approach and derive the augmented Lagrangian problem. We introduce auxiliary variables $\kappa_n$ and $\tilde{\kappa}_n$ [28, 29] to represent the actual inter-cell interference from the nth BS to user $k$ and its local copy at the nth BS, respectively. This allows a consistency constraint between the global and local copies to ensure that $\kappa_n$ and $\tilde{\kappa}_n$ are in consensus. The overall feasibility test of the network is performed by the following global consensus problem:

$$
\begin{align*}
\text{minimise} & \quad \sum \limits_{n \in \mathcal{N}} \sum \limits_{k \in \mathcal{W}_n^N} ||w_k||_2^2, \\
\text{subject to} & \quad \sum \limits_{i \in \mathcal{U}_k \cup \mathcal{N}} |h_{ki}^H| \sigma_k w_i^* \geq \gamma_{ki}, \quad k \in \mathcal{W}_n, n \in \mathcal{N}, n \neq n_c, \tag{23}
\end{align*}
$$

subject to

$$
\begin{align*}
\sum \limits_{i \in \mathcal{U}_k \cup \mathcal{N}} |h_{ki}^H| \sigma_k w_i^* \geq \gamma_{ki}, \quad k \in \mathcal{W}_n, n \in \mathcal{N}, n \neq n_c, \tag{23}
\end{align*}
$$

The above problem can be transformed into a convex SOC programming (SOCP) by concatenating all the beamforming vectors at the nth BS into a matrix $W_n = [w_{k}^{H} | k \in \mathcal{W}_n]$ as follows:

$$
\begin{align*}
\text{minimise} & \quad \sum \limits_{n \in \mathcal{N}} \sum \limits_{k \in \mathcal{W}_n^N} ||w_k||_2^2, \\
\text{subject to} & \quad \left[ \begin{array}{c}
\frac{1}{\gamma_{ki}} h_{ki}^H W_n \\
\kappa_{n_k} \sigma
\end{array} \right] \succeq \text{SOC}, \tag{24}
\end{align*}
$$

subject to

$$
\begin{align*}
\left[ \begin{array}{c}
\frac{1}{\gamma_{ki}} h_{ki}^H W_n \\
\kappa_{n_k} \sigma
\end{array} \right] \succeq \text{SOC}, \tag{24}
\end{align*}
$$

where $\tilde{\kappa}_n = \{\tilde{\kappa}_n\}_{n \in \mathcal{N}}$, and the notation $\succeq \text{SOC}$ refers to the generalised inequalities with respect to the SOC [21]. The problem
Data: \( p_{\text{max}} \), penalty \( \rho > 0 \), stopping criterion, \( \delta > 0 \), SIR\( R_k \) ≥ \( \gamma_k^* \), \( \forall k \),
\( \text{[Upper]}, \text{[Lower]} \), i.e., \( \text{[Upper]} = u_k \) for mixed-QoS Kalai-Smorodinsky bargain game, \( s = 0 \).

Data: \( \Gamma_n^{\text{NE}} \), fall back mechanism status: determined via Algorithm 1.

Data: Initialization: set \( \{ \kappa_n \}_{n \in N} = 0 \), \( \{ \tilde{\kappa}_n \}_{n \in N} = 0 \), \( \{ y_n \}_{n \in N} = 0 \), \( \Gamma_n^{\text{lower}} = 0 \)

Result: Optimal beamforming vectors \( \{ W_n \}_{n \in N} \)

while \( \Gamma_n^{\text{upper}} - \Gamma_n^{\text{lower}} > \delta \) do

1. Set \( \Gamma_n^{\text{candidate}} = \frac{\Gamma_n^{\text{upper}} + \Gamma_n^{\text{lower}}}{2} \)

2. Set \( \gamma_n^* = \Gamma_n^{\text{NE}}(k) + \alpha_k \Gamma_n^{\text{candidate}}(k) \), \( \forall k \);

3. while stopping criterion is not satisfied do

   4. Set \( s = s + 1 \);

   5. Solve (31) at each BS to update \( W_n^{t+1}, \tilde{\kappa}_n^{t+1} \)

   6. Exchange relevant local copies \( \tilde{\kappa}_n^{t+1} \) between BSs coupled by consistency constraints

   7. Update global variable \( \kappa_n^{t+1} \), using (32)

   8. Update scaled dual variable \( u_n^{t+1} \), using (30)

if stopping criterion is not satisfied then

10. Set \( \Gamma_n^{\text{upper}} = \Gamma_n^{\text{candidate}} \),

if stopping criterion is satisfied and current \( W_n \) is feasible then

12. Set \( \{ W_n^{\text{lower}} \} \) as the solution;

13. Set \( \Gamma_n^{\text{lower}} = \Gamma_n^{\text{candidate}} \)

14. Set \( \Gamma_n^{\text{final}} = \Gamma_n^{\text{lower}} \) and \( \Gamma_n^{\text{final}} = \Gamma_n^{\text{upper}} \)

Fig. 4 Algorithm 2: Mixed QoS bargain game algorithm

in (24) is convex and separable in \( n \in N \) allowing a distributed power minimisation based on the ADMM algorithm as in [28, 29].

With reference to the third constraint in (24), we define column vectors \( \check{\kappa}_n \) by concatenating all local variables associated with the \( n \)th BS and \( \check{\kappa}_n \) by concatenating all global variables associated with elements of \( \check{\kappa}_n \). Thus, for fixed global variables \( \kappa_n \), the set of beamformers at the \( n \)th BS given in (4) depends on the local variables \( \check{\kappa}_n \). Taking this into account, we form the feasibility indicator function \( f_n(W_n, \check{\kappa}_n) \) at the \( n \)th BS as

\[
f_n(W_n, \check{\kappa}_n) = \begin{cases} \sum_{k \in u_n} \| w_k \|_2^2, & (W_n, \check{\kappa}_n) \in W_n, \\ \infty, & \text{otherwise,} \end{cases}
\]

which leads to a compact model of problem in (24) defined by

minimise \( \sum_{n \in N} f_n(W_n, \check{\kappa}_n) \)

subject to \( \check{\kappa}_n \geq \kappa_n, \forall n \in N \).

The augmented Lagrangian of (26) is given by (see (27)) where \( \{ y \}_{a \in A} \) are Lagrange multipliers for the interference constraints, \( \rho > 0 \) is a penalty parameter, \( u_k = (1/\rho) y_k \) is the scaled dual variable, and \( c = -\rho/2 \sum_{k \in u_n} \| w_k \|_2^2 \) is a constant that can be dropped during minimisation [29]. The ADMM for solving (27) involves a single Gauss-Seidel pass [29] over \( \kappa_n \) and \( \check{\kappa}_n \) and therefore consists of three successive iterations as

\[
W_n^{t+1}, \check{\kappa}_n^{t+1} := \arg \min_{W_n, \check{\kappa}_n} \mathcal{L}(W_n, \check{\kappa}_n, \kappa_n^t, u_n^t), \quad n \in N,
\]

where \( s \) is the iteration index. More details for the solution of (28)–(30) as presented in Algorithm 2 (see Fig. 4) can be found in [28, 29]. For a fixed global variable \( \kappa_n \), iteration in (28) is solved at each BS by solving the following problem:

minimise \( \sum_{k \in u_n} \| w_k \|_2^2 + \frac{\rho}{2} \sum_{n \in N} \kappa_n - \kappa_n^t + 2 \| u_n \|_2^2 \),

subject to \( h_{n,k}^H W_n \geq \text{SOC} 0, \quad k \in u_n \),

\[
\begin{bmatrix} \kappa_n^t, \check{\kappa}_n \\ \kappa_n \end{bmatrix} \geq \text{SOC} 0, \quad k \in u_n.
\]

In (29), BSS gather \( \check{\kappa}_n^{t+1} \) from their neighbours to form averages. In essence, since each element of the global variable couples two local variables of the neighbouring BSs, its solution is simply the average of its local variables given by

\[
\kappa_n^{t+1} = (\check{\kappa}_n^{t+1} + \check{\kappa}_n^{t+1})^t / 2.
\]

\[
\mathcal{L}(W_n, \check{\kappa}_n, \kappa_n, \kappa_n^t, u_n^t, \{ y \}_{a \in A}) = \sum_{n \in N} \left( f_n(W_n, \check{\kappa}_n) + y_n^T (\check{\kappa}_n - \kappa_n) + \frac{\rho}{2} \| \kappa_n - \kappa_n^t \|_2^2 \right)
\]

\[
= \sum_{n \in N} \left( f_n(W_n, \check{\kappa}_n) + \frac{\rho}{2} \| \kappa_n - \kappa_n^t + u_n \|_2^2 + c \right).
\]
The steps in (28) and (29) are combined with a bisection method to provide the optimal solution to the mixed QoS bargaining problems in (19) and (21) as summarised in Algorithm 2 (Fig. 4).

5.2 Results under scenario 1
We study the outcome of scenario 1 in Figs. 5a and b. We note that at the mixed QoS Nash equilibrium, both RTUs achieved their SINR targets and the SINRs of NRTUs were balanced. The convergence rate of the mixed QoS SNG is slow under this scenario. This is because, since both BSs are able to achieve the SINR target of their RTUs at each qualification stage, every time a new value \( r_n \) is observed, the BSs will have to adapt their beamformers. The SINRs achieved by the mixed QoS SNG and mixed QoS Egalitarian bargaining game were compared to the centralised Egalitarian solution. We observe that under the mixed QoS SNG, all the NRTUs achieved the balanced SINRs that are lower than the balanced SINRs they will achieve under the centralised Egalitarian solution. However, during the mixed QoS Egalitarian bargaining game, the NRTUs at BS1 achieved balanced SINRs that are more than the balanced SINRs provided by the centralised Egalitarian solution. In the mixed QoS Egalitarian bargaining game, all the NRTUs improved their Nash equilibrium SINRs by an equal amount. Similar trends are observed in Fig. 5b. It is noted that in the centralised Kalai–Smorodinsky solution, the SINRs of NRTUs are not necessarily balanced to the same SINR value.

5.3 General performance of the proposed algorithms
A further analysis on the performance of mixed QoS SNG Algorithm 1 (Fig. 3) and mixed QoS bargaining Algorithm 2 (Fig. 4) was performed using 500 random channel realisations. In Fig. 7, we depict the achieved SINRs by all users under various solutions at BS1 and BS2. In Fig. 7a, we observe that both the centralised Egalitarian and Kalai–Smorodinsky solutions are able to achieve the SINR target of the RTUs for all channel realisations. Further, the centralised solutions always balance the SINRs of the NRTUs. We note that the mixed QoS SNG failed to achieve the SINR target of the RTUs for one of the channel realisations. The mixed QoS SNG is inefficient as compared to the centralised
The mixed QoS Egalitarian bargain game managed to achieve the SINR target for all channel realisations at BS1. Similar trend is observed in Fig. 7b. We notice that the BS2 attained higher SINRs that are below 5 dB as compared to BS1. This is because, the SINR target of the RTU at BS2 is larger than the SINR target at BS1. This draws more transmission power for the RTU at BS2 as compared to the NRTUs. Nevertheless, both BSs are able to achieve higher SINRs that are greater than 20 dB as compared to the centralised solutions.

The mean and the variance of the sum rate for the mixed QoS problem are summarised in Table 1. As anticipated, in terms of mean, the mixed QoS SNG is inefficient compared to all the centralised and bargaining solutions. Both the bargaining solutions outperform the centralised solutions at BS1, but this is not the case at BS2. The latter observation comes as a consequence of the high SINR target of RTU2. We note that the variance of the bargaining solutions is larger than those achieved by the mixed QoS SNG and the centralised solutions.
Table 1 Comparison of the mixed QoS sum rate attained for 500 random channel realisations using centralised, mixed QoS SNG and mixed QoS bargain game algorithms

| Player                        | Parameter, bits/s/Hz | Mean Variance | Mean Variance |
|-------------------------------|----------------------|---------------|---------------|
| BS-1                          | cent. Egalitarian    | 12.9310       | 4.2634        |
|                               | cent. Kalai–Smorodinsky | 12.9755       | 4.6055        |
|                               | mixed QoS SNG        | 11.1905       | 7.0076        |
|                               | mixed QoS Egalitarian bargain | 13.3158     | 8.0057        |
|                               | mixed QoS Kalai–Smorodinsky bargain | 13.3337    | 8.3967        |

6 Conclusion

We proposed a game-theoretic framework for the downlink beamformer design in a multi-cell network under mixed QoS criterion. Both the mixed QoS SNG and the mixed QoS bargain game were studied. In the mixed QoS SNG, each BS serves RTUs, should be balanced and maximised. We proposed a mixed QoS SNG whereby each BS determines optimal downlink beamformers in a distributed manner by considering estimate of inter-cell interference plus noise power. The mixed QoS strategic non-cooperative game can reach Nash equilibrium which is generally inefficient. Hence, we proposed two bargaining solutions, namely, the mixed QoS Egalitarian bargain game and the mixed QoS Kalai–Smorodinsky bargain game that use the Nash equilibrium as a threat point. On average, the mixed QoS sum rate achieved by the bargaining games is comparable to that of the centralised Egalitarian and Kalai–Smorodinsky solutions.

7 Acknowledgments

The authors acknowledge the support of the Department of Tertiary Education Financing (DTEF) in Botswana, the Botswana International University of Science and Technology (BIUST) and the Engineering and Physical Science Research Council of the UK, EPSRC, under the grant EP/M015475.

8 References

[1] Osborne, M.J., Rubinstein, A.: ‘A course in game theory’ (The MIT Press, 1994)
[2] Fudenberg, D., Levine, D.K.: ‘The theory of learning games’ (MIT Press, 1998)
[3] Goodman, M., Mandayam, N.: ‘Power control for wireless data’, IEEE Pers. Commun., 2000, 7, (2), pp. 48–54
[4] Saraydar, C.U., Mandayam, N.B., Goodman, D.J.: ‘Pricing and power control in a multicell wireless data network’, IEEE J. Sel. Areas Commun., 2001, 19, (10), pp. 1883–1892
[5] Saraydar, C.U., Mandayam, N.B., Goodman, D.J.: ‘Efficient power control via pricing in wireless data networks’, IEEE Trans. Commun., 2002, 50, (2), pp. 291–303
[6] Meshkati, F., Chiang, M., Poor, H.V., et al.: ‘A game-theoretic approach to energy-efficient power control in multicarrier CDMA systems’, IEEE J. Sel. Areas Commun., 2006, 24, (6), pp. 1115–1129
[7] Yu, W., Rhein, W., Boyd, S., et al.: ‘Iterative water-filling for Gaussian vector multiple-access channels’, IEEE Trans. Inf. Theory, 2004, 50, (1), pp. 145–152
[8] Huang, J., Levy, R.A., Honig, M.L.: ‘Distributed interference compensation for wireless networks’, IEEE J. Sel. Areas Commun., 2006, 24, (5), pp. 1074–1084
[9] Arul, G., Demirkol, M.F., Song, Y.: ‘Equilibrium efficiency improvement in MIMO interference systems: a decentralized sum control approach’, IEEE Trans. Wirel. Commun., 2007, 6, (8), pp. 2984–2993
[10] Scutari, G., Palomar, D.P., Cimini, L., et al.: ‘Optimal linear precoding strategies for wideband noncooperative systems based on game theory – Part I: Nash equilibrium’, IEEE Trans. Signal Process., 2008, 56, (3), pp. 1230–1249
[11] Basutli, B., Lamborghini, S.: ‘Distributed beamformer design under mixed SINR balancing and SINR-target-constraints’, IEEE Int. Conf. on Digital Signal Processing, July 2015, pp. 530–534
[12] Larsson, E., Jorswieck, E.: ‘Competition versus cooperation on the MISO interference channel’, IEEE J. Sel. Areas Commun., 2008, 26, (7), pp. 1059–1069
[13] Jorswieck, E.A., Larsson, E.G.: ‘The MISO interference channel from a game-theoretic perspective: a combination of selfishness and altruism achieves Pareto optimality’, Proc. of the IEEE Int. Conf. on Acoustics, Speech and Signal Processing – ICASSP, 2008, pp. 5364–5367
[14] Nokleby, M., Swindlehurst, A.L.: ‘Bargaining and the MISO interference channel’, EURASIP J. Adv. Signal Process., 2009, pp. 1–14
[15] Suri, J., Dasliva, L., Mackenzie, A., et al.: ‘Asymmetric optimality for distributed spectrum sharing using bargaining solutions’, IEEE Trans. Wirel. Commun., 2009, 8, (10), pp. 5225–5237
[16] Basutli, B., Lamborghini, S.: ‘Extending the bargaining region using beamforming design under mixed QoS constraints’, IEEE Int. Conf. on Digital Signal Processing, July 2015, pp. 511–515
[17] Nguyen, D.H.N., Le-Ngoc, T.: ‘Multiuser downlink beamforming in multicell wireless systems: a game theoretical approach’, IEEE Trans. Signal Process., 2011, 59, (7), pp. 3326–3338
[18] Chen, C., Bai, L., Li, Y., et al.: ‘Multiuser beamforming in multicell downlinks for maximising worst signal-to-interference-plus-noise ratio’, IET Commun., 2013, 7, (15), pp. 1596–1604
[19] Rahulamathavan, V., Nokleby, M., Swindlehurst, A.L., et al.: ‘A mixed SINR-balancing and SINR-target-constraints-based beamformer design technique for spectrum-sharing networks’, IEEE Trans. Veh. Technol., 2011, 60, (9), pp. 4403–4414
[20] Wiesel, A., Eldar, Y.C., Shitz, S.S.: ‘Linear precoding via conic optimization for fixed MIMO receivers’, IEEE Trans. Signal Process., 2006, 54, (1), pp. 161–176
[21] Boyd, S., Vandenberghe, L.: ‘Convex optimization’ (Cambridge University Press, Cambridge, UK, 2004)
[22] Fudenberg, D., Tirole, J.: ‘Game theory’ (MIT Press, London, England, 1991)
[23] Lasaulce, S., Debbah, M., et al.: ‘Game-theoretic approach to MIMO downlink systems via the alternating direction method of multipliers’, EURASIP J. Wirel. Commun. Netw., 2014, (1), pp. 1–19
[24] Rahulamathavan, V., Cumanan, K., Lambotharan, S.: ‘A mixed SINR-balancing and SINR-target-constraints-based beamformer design technique for spectrum-sharing networks’, IEEE Trans. Veh. Technol., 2010, 59, (9), pp. 4403–4414
[25] Boyd, S., Parikh, N., Chu, E., et al.: ‘Convex optimization’ (Cambridge University Press, Cambridge, UK, 2004)
[26] Schubert, M., Boche, H.: ‘A generic approach to QoS-based transceiver optimization’, IEEE Trans. Commun., 2007, 55, (8), pp. 1557–1566
[27] Han, Z., Ji, Z., Liu, K.R.: ‘Non-cooperative resource competition game by virtual referee in multi-cell OFDMA networks’, IEEE J. Sel. Areas Commun., 2007, 25, (6), pp. 1079–1090
[28] Joshi, S., Codecanu, M., Latva-aho, M.: ‘Distributed resource allocation for MISO downlink systems via the alternating direction method of multipliers’, EURASIP J. Wirel. Commun. Netw., 2014, (1), pp. 1–19
[29] Boyd, S., Parikh, N., Chu, E., et al.: ‘Distributed optimization and statistical learning via the alternating direction method of multipliers’, Found. Trends Mach. Learn., 2010, 3, (1), pp. 1–122