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ABSTRACT. In this article we find necessary and sufficient conditions for the strong maximum principle and compact support principle for non-negative solutions to the quasilinear elliptic inequalities

\[ \Delta_\infty u + G(|Du|) - f(u) \leq 0 \quad \text{in } \mathcal{O}, \]

and

\[ \Delta_\infty u + G(|Du|) - f(u) \geq 0 \quad \text{in } \mathcal{O}, \]

where \( \Delta_\infty \) denotes the infinity Laplacian, \( G \) is an appropriate continuous function and \( f \) is a non-decreasing, continuous function with \( f(0) = 0 \).
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1. INTRODUCTION

The strong maximum principle of second order elliptic partial differential equations is due to Eberhard Hopf and it is one of the fundamental results in theory of differential equations. A very complete account of the developments in the area of maximum principles can be found in the works of Pucci and Serrin [18, 17], where a thorough discussion and a complete bibliography is presented.

In this article we are interested in maximum principles for inequalities involving two operators \( L_1 \) and \( L_0 \) where

\[ L_1 u = \Delta_\infty u = \sum_{i,j} \partial_{x_i} u \partial_{x_j} u \quad \text{and} \quad L_0 u = \frac{1}{|Du|^2} \Delta_\infty u. \]

\( L_1 \) is popularly known as the infinity Laplacian and \( L_0 \) is known as the normalized infinity Laplacian. Though there are other variants of infinity Laplacian operators one could consider, these two operators in particular, have received more attention in the literature. Infinity Laplacian was first introduced in the pioneering works of G. Arronsson [1, 2, 3] and became quite popular in the theory of partial differential equations. For more details on infinity Laplace operator we refer the readers to [4, 15]. To introduce our problem we consider a domain \( \mathcal{O} \) in \( \mathbb{R}^N \). Let \( v \) be a non-negative solution to

\[ L_1 v - K|Dv|^3 - f(v) \leq 0 \quad \text{in } \mathcal{O}, \quad (1.1) \]

or

\[ L_0 v - K|Dv| - f(v) \leq 0 \quad \text{in } \mathcal{O}. \quad (1.2) \]

By a (sub or super) solution we always mean a viscosity (sub or super) solution (see Definition 2.1). In this article, \( f : [0, \infty) \rightarrow [0, \infty) \) is a given continuous, non-decreasing function and \( f(0) = 0 \). Let \( F(t) = \int_0^t f(s) \, ds \). A nonnegative solution \( v \) is said to satisfy a strong maximum principle.
(SMP) in \( \mathcal{O} \) if \( v(x_0) = 0 \) for some \( x_0 \in \mathcal{O} \). We establish the following SMP for (1.1) and (1.2).

**Theorem 1.1.** Consider the following two conditions: for some (and thus for all) \( \delta > 0 \) we have

\[
\int_0^\delta \frac{1}{[F(s)]^{1/4}} ds = \infty. \tag{1.3}
\]

\[
\int_0^\delta \frac{1}{[F(s)]^{1/2}} ds = \infty. \tag{1.4}
\]

Then the following hold.

(a) Assume (1.3) holds. If \( v \geq 0 \) is a solution of (1.1), then \( v > 0 \) in \( \mathcal{O} \).

(b) Assume (1.4) holds. If \( v \geq 0 \) is a solution of (1.2), then \( v > 0 \) in \( \mathcal{O} \).

To compare the above result with the existing results let us consider the \( p \)-Laplacian operator of the form

\[
\text{div}(|Dv|^{p-2}Dv) - f(v) \leq 0 \quad \text{in} \quad \mathcal{O}. \tag{1.5}
\]

It was proved by Vázquez in [20] that \( v \) in (1.5) satisfies a SMP if for some \( \delta > 0 \) we have

\[
\int_0^\delta \frac{1}{[F(s)]^{1/p}} ds = \infty. \tag{1.6}
\]

It turns out that this condition is also necessary for the validity of SMP; see Benilan-Brezis-Crandall [7] for \( p = 2 \) and Diaz [12] for all \( p > 1 \). These results are then extended by Pucci, Serrin and Zou [19] and by Pucci and Serrin [18] for operators of the form

\[
\text{div}(A(|Dv|)Dv) - f(v) \leq 0 \quad \text{in} \quad \mathcal{O},
\]

for a suitable continuous function \( A \). For further developments in this direction we refer to the works of Felmer-Montenegro-Quaas [13], Felmer-Quaas [14]. Our Theorem 1.1 extends the SMP for infinity Laplacian operators.

It is shown in [19] that when (1.6) fails, that is,

\[
\int_0^\delta \frac{1}{[F(s)]^{1/p}} ds < \infty, \quad \text{for some} \quad \delta > 0,
\]

then a compact support principle (CSP) holds in the sense that any nonnegative solution \( u \) of

\[
\text{div}(|Du|^{p-2}Du) - f(u) \geq 0 \quad \text{in} \quad B^c(0, r)
\]

which also vanishes at infinity, must vanish outside a compact set (see also [13, 14, 18]). Our next result is about CSP which states that any nonnegative solution of

\[
\mathcal{L}_i u + G(|Du|) - f(u) \geq 0 \quad \text{in} \quad \mathcal{O},
\]

that vanishes at infinity, must have a compact support. Here \( G : [0, \infty) \to [0, \infty) \) is a continuous, nondecreasing function with \( G(0) = 0 \). We prove a stronger version of the CSP where we do not assume the solution to vanish at infinity.

**Theorem 1.2.** Suppose that \( \mathcal{O} \) is unbounded and \( B^c(0, \hat{r}) \subset \mathcal{O} \) for some \( \hat{r} > 0 \). Let \( f(s) > 0 \) for \( s > 0 \). Then the following hold.
(a) Define \( \Gamma(t) = \int_0^t G(s)ds + \frac{1}{4}t^4 \) and assume that
\[
\int_0^1 \frac{1}{\Gamma^{-1}(F(s))} ds < \infty. \tag{1.7}
\]
Let \( u \) be a nonnegative, bounded function that solve
\[
L_1 + G(|Du|) - f(u) \geq 0 \quad \text{in } \Omega. \tag{1.8}
\]
Then there exists \( R > 0 \) such that \( u(x) = 0 \) for \( |x| \geq R \).

(b) Define \( \Gamma(t) = \int_0^t G(s)ds + \frac{1}{2}t^2 \) and assume that
\[
\int_0^1 \frac{1}{\Gamma^{-1}(F(s))} ds < \infty. \tag{1.9}
\]
Let \( u \) be a nonnegative, bounded function that solve
\[
L_0 + G(|Du|) - f(u) \geq 0 \quad \text{in } \Omega. \tag{1.10}
\]
Then there exists \( R > 0 \) such that \( u(x) = 0 \) for \( |x| \geq R \).

The boundedness assumption in Theorem 1.2 can not be relaxed. For instance, take \( u(x) = e^{|x|} \), \( G(s) = s^3 \) and \( f(s) = s^{3\alpha} \) for \( \alpha \in (0,1) \). Then an easy calculation reveals that for \( x \neq 0 \)
\[
\Delta_{\infty}u(x) + |Du(x)|^3 - f(u(x)) = 2e^{3|x|} - e^{3\alpha|x|} > 0.
\]

Next we prove existence of a nonnegative solution with compact support. This also establish the necessity of the conditions (1.3) and (1.4) in Theorem 1.1.

**Theorem 1.3.** Let \( \Omega = B_c(0,1) \) and \( f(s) > 0 \) for \( s > 0 \). Then the following hold.

(a) Suppose that
\[
\int_0^1 \frac{1}{(F(s))^{1/4}} ds < \infty. \tag{1.10}
\]
Then for every \( K > 0 \), there exists a \( u \geq 0 \) with compact support satisfying
\[
L_1 u + K|Du|^3 - f(u) = 0 \quad \text{in } \Omega. \tag{1.11}
\]

(b) Suppose that
\[
\int_0^1 \frac{1}{(F(s))^{1/2}} ds < \infty. \tag{1.11}
\]
Then for every \( K > 0 \), there exists a \( u \geq 0 \) with compact support satisfying
\[
L_0 u + K|Du| - f(u) = 0 \quad \text{in } \Omega. \tag{1.11}
\]

Before conclude this section let us also mention the works [5, 6, 10, 16] which also consider maximum principles for infinity Laplacian operators. However, our maximum principles are quite different from the one studied in these works. On the other hand, though infinite Laplacian can not be written in a divergence form, many ideas from [19, 13] still works for our model. The proofs of our results relies on two ingredients: the ode method of [19] and a new comparison theorem for infinity Laplacian recently obtained by Biswas and Vo in [8, 9].
2. Proofs of Theorems 1.1, 1.2 and 1.3

We provide proofs of Theorems 1.1, 1.2 and 1.3 in this section. Let us begin with the following lemma which is a key ingredient in the proof of Theorem 1.1.

**Lemma 2.1.** For every $\varepsilon, K > 0$ and $R \in (0, 1)$ we have $\alpha < 0$ so that

(i) under (1.3), there is a twice continuously differentiable solution $\varphi$ satisfying

\[
((\varphi')^3)' + K(\varphi')^3 - f(\varphi) + \alpha = 0 \quad \text{in } (R/2, R + \varepsilon_1), \quad \varphi'(R) = \alpha, \quad \varphi(R) = 0,
\]

for some $\varepsilon_1 > 0$.

(ii) under (1.4), there is a twice continuously differentiable solution $\varphi$ satisfying

\[
\varphi'' + K\varphi' - f(\varphi) + \alpha = 0 \quad \text{in } (R/2, R + \varepsilon_1), \quad \varphi'(R) = \alpha, \quad \varphi(R) = 0,
\]

for some $\varepsilon_1 > 0$.

**Proof.** We only find $\varphi$ satisfying (2.1)-(2.2) and the proof for (2.3)-(2.4) would be analogous. The proof of (2.1)-(2.2) actually follows from the argument of [19, Lemma 2]. Nevertheless, we provide a proof to keep the article self-contained. Denote by $f_\alpha = f - \alpha$. First we note that existence of a local solution of (2.1) follows from the Schauder-Tychonoff fixed point theorem. In fact, for any $(\xi, \delta) \in \mathbb{R} \times \mathbb{R}$, consider the map $T : C[t_0 - \beta, t_0] \rightarrow C[t_0 - \beta, t_0]$ defined as

\[
(Tg)(t) = \xi - \int_0^{t_0} \left( e^{K(t_0-s)}g^3 - \int_s^{t_0} e^{K(\zeta-s)}f_\alpha(\zeta) d\zeta \right) \frac{1}{\beta} ds.
\]

Now given positive $M_1, M_2$ we can find $\beta > 0$ so that for any $|\xi| \leq M_1, |\delta| \leq M_2$, $T$ satisfies the condition of Schauder-Tychonoff fixed point theorem and hence, it has a fixed point. Set $\xi = 0, \delta = \alpha$ and find a fixed point $\varphi$ of $T$ in $(R - \beta/2, R + \beta/2)$. Setting $t_0 = R - \beta/2, \xi = \varphi(t_0), \delta = \varphi'(t_0)$, we can extend $\varphi$ to $(R - \beta, R + \beta/2)$ provided $|\varphi(t_0)| \leq M_1$ and $|\varphi'(t_0)| \leq M_2$. Let $(R_0, R + \beta/2)$ be the maximal interval on which $\varphi$ can be defined by repeating the above scheme. It is evident that $\varphi$ is continuously differentiable and

\[
\varphi'(t) = \left( e^{K(R-t)}\alpha^3 - \int_t^R e^{K(\zeta-t)}f_\alpha(\zeta) d\zeta \right) \frac{1}{\beta} < 0.
\]

Thus $\varphi$ is strictly decreasing and $\varphi' < 0$ in $(R_0, R + \beta/2)$. It is then easily seen from (2.5) that $\varphi$ is twice continuously differentiable and satisfies (2.4) in $(R_0, R + \beta/2)$. Thus $\varphi$ satisfies (2.1) in $(R_0, R + \beta/2)$. Let $R_1 \geq R$ be the maximal number so that $\varphi$ satisfies (2.1)-(2.2) in $(R_1, R + \beta/2)$. To complete the proof we only need show that if we choose $|\alpha|$ small enough then we can have $R_1 \leq R/2$. Suppose, on the contrary, that $R_1 > R/2$. Given the maximality of $R_1$, one of the following to possibilities hold:

\[
(a) \lim_{t \rightarrow R_1^+} \varphi(t) = \varepsilon, \quad (b) \lim_{t \rightarrow R_1^+} |\varphi'(t)| > M_2.
\]

It is easily seen from (2.1) that $\varphi'' > 0$ in $(R_1, R)$ and thus $\varphi'$ is increasing. Letting

\[
F_\alpha(t) = \int_0^t f_\alpha(s) ds,
\]
and multiplying (2.1) by $\varphi'$ we see that

$$
\left( e^{\tilde{K}t} (\varphi')^4 \right)' - \frac{4}{3} e^{\tilde{K}t} (F_{\alpha}(\varphi))' = 0,
$$

where $\tilde{K} = \frac{4}{3} K$. Since $(F_{\alpha}(\varphi))' = f_{\alpha}(\varphi)\varphi' < 0$, we get

$$
e^{\tilde{K}R} \alpha^4 - e^{\tilde{K}t} (\varphi'(t))^4 + \frac{4}{3} e^{\tilde{K}R} F_{\alpha}(\varphi(t)) \geq 0.
$$

This of course, gives us

$$
(\varphi'(t))^4 \leq e^{\frac{\tilde{K}R}{2}} \alpha^4 + e^{\frac{\tilde{K}R}{2}} F_{\alpha}(\varphi(t)), \quad t \in (R_1, R).
$$

(2.7)

Since, without any loss of generality, we may take $\varepsilon \in (0, 1)$, choosing $M_2$ large enough and using (2.7) it is clear that possibility (b) in (2.6) is not possible. Thus we consider (a). Restrict $\varepsilon < \delta$ where $\delta$ is given by (1.3). We can further restrict $\varepsilon$ to satisfy $F_{\alpha}(\varepsilon) < \sigma$. Choose $\alpha$ small enough so that $\hat{\varepsilon} = F_{\alpha}^{-1}(\alpha^4) < \varepsilon$. Then we can find $\hat{R} \in (R_1, R)$ satisfying $\varphi(\hat{R}) = \hat{\varepsilon}$ and $\varphi(t) \geq \hat{\varepsilon}$ in $(R_1, \hat{R})$. Then

$$F_{\alpha}(\varphi(t)) \geq F_{\alpha}(\hat{\varepsilon}) = \alpha^4 \quad \text{in} \quad (R_1, \hat{R}).$$

Using (2.7) we then obtain

$$-\varphi' \leq \left( \frac{7}{3} \right)^{\frac{1}{4}} e^{\frac{\tilde{K}R}{2}} [F_{\alpha}(\varphi(t))]^{\frac{1}{4}} \quad \text{in} \quad (R_1, \hat{R}).$$

Integrating both sides we have

$$\int_{R_1}^{\hat{R}} -\varphi' \frac{1}{[F_{\alpha}(\varphi(t))]^{\frac{1}{4}}} \, dt \leq \left( \frac{7}{3} \right)^{\frac{1}{4}} e^{\frac{\tilde{K}R}{2}} \frac{R}{2},$$

which in turn, gives

$$\int_{\hat{\varepsilon}}^{\varepsilon} \frac{1}{[F_{\alpha}(t)]^{\frac{1}{4}}} \, dt \leq \left( \frac{7}{3} \right)^{\frac{1}{4}} e^{\frac{\tilde{K}R}{2}} \frac{R}{2},$$

Since $\alpha \to 0$ implies $\hat{\varepsilon} \to 0$, using monotone convergence theorem and (1.3) we arrive at a contradiction when $|\alpha|$ is small. Hence (a) in (2.6) is also not possible. Thus $R_1 \leq R/2$ which completes the proof.

Denote by

$$\hat{L}_{1}u = L_{1}u + H(x, Du), \quad \text{and} \quad \hat{L}_{0}u = L_{0}u + H(x, Du),$$

where $H$ is a continuous function. As mentioned before, in this article we deal with viscosity solutions to the equations of the form

$$\hat{L}_{i}u + \ell(x, u) = 0 \quad \text{in} \quad \mathcal{O}, \quad \text{and} \quad u = g \quad \text{on} \quad \partial \mathcal{O}, \quad (2.8)$$

where $\ell$ and $g$ are assumed to be continuous and $i = 1, 2$. For a symmetric matrix $A$ we define

$$M(A) = \max_{|x|=1} \langle x, Ax \rangle, \quad m(A) = \min_{|x|=1} \langle x, Ax \rangle.$$

The open ball of radius $r$ centered at $z$ is denoted by $B(z, r)$. We use the notation $u \prec_{z} \varphi$ when $\varphi$ touches $u$ from above exactly at the point $z$ i.e., for some open ball $B(z, r)$ around $z$ we have $u(y) < \varphi(y)$ for $y \in B(z, r) \setminus \{z\}$ and $u(z) = \varphi(z)$. 

Definition 2.1 (Viscosity solution). An upper-semicontinuous (lower-semicontinuous) function $u$ in $\Omega$ is said to be a viscosity sub-solution (super-solution) of \((2.8)\), written as $\mathcal{L}_iu + \ell(x, u) \geq 0$ ($\mathcal{L}_iu + \ell(x, u) \leq 0$), if the following are satisfied:

(i) $u \leq g$ on $\partial\Omega$ ($u \geq g$ on $\partial\Omega$);
(ii) if $u \prec_{x_0} \varphi$ ($\varphi \prec_{x_0} u$) for some point $x_0 \in \Omega$ and a $C^2$ test function $\varphi$, then

$$\mathcal{L}_i\varphi(x_0) + \ell(x_0, u(x_0)) \geq 0, \quad \left(\mathcal{L}_i\varphi(x_0) + \ell(x_0, u(x_0)) \leq 0, \text{ resp.}, \right) ;$$

(iii) for $i = 0$, if $u \prec_{x_0} \varphi$ ($\varphi \prec_{x_0} u$) and $D\varphi(x_0) = 0$ then

$$M(D^2\varphi(x_0)) + H(x, D\varphi(x_0)) + \ell(x_0, u(x_0)) \geq 0,$$

$$(m(D^2\varphi(x_0)) + H(x, D\varphi(x_0)) + \ell(x_0, u(x_0)) \leq 0, \text{ resp.}).$$

We call $u$ a viscosity solution if it is both sub and super solution to \((2.8)\).

As well known, one can replace the requirement of strict maximum (or minimum) above by non-strict maximum (or minimum). We would also require the notion of superjet and subjet from [11]. A second order superjet of $u$ at $x_0 \in \Omega$ is defined as

$$J_{\Omega}^{2+}u(x_0) = \{(D\varphi(x_0), D^2\varphi(x_0)) : \varphi \text{ is } C^2 \text{ and } u - \varphi \text{ has a maximum at } x_0\}.$$

The closure of a superjet is given by

$$\overline{J}_{\Omega}^{2+}u(x_0) = \{(p, X) \in \mathbb{R}^N \times S^{d \times d} : \exists (p_n, X_n) \in J_{\Omega}^{2+}u(x_n) \text{ such that } (x_n, u(x_n), p_n, X_n) \to (x_0, u(x_0), p, X)\}.$$ 

Similarly, we can also define closure of a subjet, denoted by $\overline{J}_{\Omega}^{2-}u$. See [11] for more details.

Let $H : [0, \infty) \to \mathbb{R}$ be a continuous function. Denote by $G_i = \mathcal{L}_i + H(|Du|)$. Our next ingredient is the following comparison principle which is a special case of [8] Theorem 2.1.

Lemma 2.2. Let $\Omega$ be a bounded domain and $h, \tilde{h} : \Omega \to \mathbb{R}$ be continuous functions with $h > \tilde{h}$ in $\Omega$. Suppose that $G_i v - f(v) \leq \tilde{h}$ in $\Omega$ and $G_i u - f(u) \geq h$ in $\Omega$. Then $v \geq u$ on $\partial\Omega$ implies $v \geq u$ in $\Omega$.

Proof. As mentioned before, the proof follows from [8 Theorem 2.1]. We just provide a sketch of the proof here. Suppose, on the contrary, that $M = \max_{\Omega} (u - v) > 0$. Now consider the coupling function

$$w_\varepsilon(x, y) = u(x) - v(y) - \frac{1}{4\varepsilon}|x-y|^4, \quad x, y \in \Omega.$$ 

Let $M_\varepsilon$ be the maximum of $w_\varepsilon$ and $w_\varepsilon(x_\varepsilon, y_\varepsilon) = M_\varepsilon$. It is then standard to show that (cf. [11 Lemma 3.1])

$$\lim_{\varepsilon \to 0} M_\varepsilon = M \quad \text{and} \quad \lim_{\varepsilon \to 0} \frac{1}{4\varepsilon}|x_\varepsilon - y_\varepsilon|^4 = 0.$$ 

Thus, without any loss of generality, we may assume that $x_\varepsilon, y_\varepsilon \to z \in \Omega$ as $\varepsilon \to 0$. Otherwise, we may choose a subsequence. Since $u - v \leq 0$ on $\partial\Omega$ we must have $z \in \partial\Omega$. Denote by $\eta_\varepsilon = \frac{1}{4\varepsilon}|x_\varepsilon - y_\varepsilon|^2(x_\varepsilon - y_\varepsilon)$ and $\theta_\varepsilon(x, y) = \frac{1}{4\varepsilon}|x - y|^4$. It then follows from [11 Theorem 3.2] that for some $X, Y \in S^{d \times d}$ we have $(\eta_\varepsilon, X) \in \overline{J}_{\Omega}^{2+}u(x_\varepsilon)$, $(\eta_\varepsilon, Y) \in \overline{J}_{\Omega}^{2-}v(y_\varepsilon)$ and

$$\begin{pmatrix} X & 0 \\ 0 & -Y \end{pmatrix} \leq D^2\theta_\varepsilon(x_\varepsilon, y_\varepsilon) + \varepsilon [D^2\theta_\varepsilon(x_\varepsilon, y_\varepsilon)]^2. \quad (2.9)$$
In particular, we get $X \leq Y$. Moreover, if $\eta_\varepsilon = 0$, we have $x_\varepsilon = y_\varepsilon$. Then from (2.9) it follows that
\[
\begin{pmatrix} X & 0 \\ 0 & -Y \end{pmatrix} \leq \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix}.
\] (2.10)

Note that (2.10) implies that $X \leq 0 \leq Y$ and therefore, $M(X) \leq 0 \leq m(Y)$. Applying the definition of superjet and subjet on $\mathcal{G}_1$ we now obtain for $\eta_\varepsilon \neq 0$
\[
\begin{align*}
 h(x_\varepsilon) & \leq \langle \eta_\varepsilon X, \eta_\varepsilon \rangle + H(|\eta_\varepsilon|) - f(u(x_\varepsilon)) \\
 & \leq \langle \eta_\varepsilon Y, \eta_\varepsilon \rangle + H(|\eta_\varepsilon|) - f(u(x_\varepsilon)) \\
 & \leq \langle \eta_\varepsilon Y, \eta_\varepsilon \rangle + H(|\eta_\varepsilon|) - f(v(y_\varepsilon)) \\
 & \leq h(y_\varepsilon),
\end{align*}
\] (2.11)

where in the third line we use the fact $f(v(y_\varepsilon)) \leq f(u(x_\varepsilon))$. Letting $\varepsilon \to 0$ we obtain $h(z) \leq \tilde{h}(z)$ which is a contradiction to our hypothesis. Similar argument also works for $\mathcal{G}_0$. This completes the proof.

Now we are ready to prove our main results. We start with the proof of Theorem 1.1.

**Proof of Theorem 1.1.** We only provide a proof for (a) and the proof for (b) would be analogous. Suppose, on the contrary, that the set \( \{ x \in \mathcal{O} : v(x) = 0 \} \) is non-empty. Then since $v \neq 0$, we can find a ball $B(x_0, R) \subset \mathcal{O}$ such that $v > 0$ in $B(x_0, R)$ and $\overline{B(x_0, R)} \cap \{ x \in \mathcal{O} : v(x) = 0 \} \neq \emptyset$.

Without loss of generality, assume that $R \in (0, 1)$. Choose $\varepsilon < \min_{\overline{B(x_0, R/2)}} v$. Using Lemma 2.1 we now find a twice continuously differentiable function $\varphi$ satisfying
\[
(\varphi')^2 \varphi'' + K(\varphi')^3 - f(\varphi) + \alpha = 0 \quad \text{in } (R/2, R + \varepsilon_1), \quad \varphi'(R) = \alpha, \quad \varphi(R) = 0, \quad 0 < \varphi < \varepsilon, \quad \varphi' < 0 \quad \text{in } (R/2, R),
\] (2.12)

for some $\varepsilon > 0$ and $\alpha > 0$. Let $u(x) = \varphi(|x - x_0|)$. Then in $B^c(x_0, R/2)$ we have
\[
Du(x) = \frac{x - x_0}{|x - x_0|} \varphi'(|x - x_0|)
\]
\[
\partial_{ij} u = \frac{(x - x_0)_i(x - x_0)_j}{|x - x_0|^2} \varphi''(|x - x_0|) + \varphi'(|x - x_0|) \left( \frac{\delta_{ij}}{|x - x_0|^2} - \frac{(x - x_0)_i(x - x_0)_j}{|x - x_0|^3} \right).
\]

Using (2.12) and (2.13) we then have
\[
\mathcal{L}_1 u - K|Du| - f(u) = (\varphi')^2(|x - x_0|)\varphi''(|x - x_0|) - K|\varphi'|^3 - f(\varphi)
\]
\[
= (\varphi')^2(|x - x_0|)\varphi''(|x - x_0|) + K(\varphi')^3 - f(\varphi) = -\alpha > 0.
\] (2.14)

Using Lemma 2.2 we then have $u \leq v$ for $R/2 \leq |x - x_0| \leq R$. Also, note that for $R \leq |x - x_0| \leq R + \varepsilon_1, u(x) \leq 0$. Thus, $u$ touches $v$ from below at some point, say $z$, on the sphere $|x - x_0| = R$. Applying the definition of viscosity solution we must have
\[
\mathcal{L}_1 u(z) - K|Du(z)| - f(u(z)) \leq \mathcal{L}_1 u(z) - K|Du(z)| - f(v(z)) \leq 0,
\]
which contradicts (2.14). Thus $\{ x \in \mathcal{O} : v(x) = 0 \} = \emptyset$, completing the proof.

Next we prove Theorem 1.2.
**Proof of Theorem 1.2.** First we consider (a). We start by assuming that $\lim_{|x| \to \infty} u(x) = 0$ and establish a compact support principle. For this proof we borrow the ideas from [13]. Note that by monotonicity of $f$ we have $F(at) \leq aF(t)$ for every $a \in [0,1]$. Thus, by (1.7), we have

$$\int_0^1 \frac{1}{\Gamma^{-1}(4^{-1}F(s))} \, ds < \infty.$$ 
Define a continuous function $\varphi$ by

$$t = \int_0^{\varphi(t)} \frac{1}{\Gamma^{-1}(4^{-1}F(s))} \, ds.$$

Note that $\varphi$ is strictly increasing with $\varphi(0) = 0$. Also,

$$1 = \frac{\varphi'(t)}{\Gamma^{-1}(4^{-1}F(\varphi(t)))} \Rightarrow \Gamma(\varphi'(t)) = \frac{1}{4} F(\varphi(t)). \quad (2.15)$$

Since $\Gamma, F, \varphi$ are strictly increasing, we have $\varphi'$ strictly increasing and $\varphi'(0) = 0$. Hence for $t \leq 1$ we have $\varphi(t) = \int_0^t \varphi'(s) \, ds \leq \varphi'(t)$. It is also evident from (2.15) that $\varphi'$ is continuously differentiable for $t > 0$. Then, using (2.15), we get

$$G(\varphi'(t)) \varphi'(t) \leq \int_{\varphi'(t)}^{2\varphi'(t)} G(\varphi'(s)) \, ds \leq \Gamma(\varphi'(t)) = \frac{1}{4} F(\varphi(t)) \leq \frac{1}{4} f(\varphi(t)) \varphi'(t) \leq \frac{1}{4} f(\varphi(t)) \varphi'(t),$$

implying

$$G(\varphi') \leq \frac{1}{4} f(\varphi(t)) \quad \text{for all } t > 0 \text{ small.} \quad (2.16)$$

Since $\varphi'' \geq 0$ for $t > 0$, differentiating (2.15) we have

$$(\varphi'(t))^3 \varphi''(t) \leq (\Gamma(\varphi(t)))' = \frac{1}{4} f(\varphi(t)) \varphi'(t),$$
giving us

$$(\varphi'(t))^2 \varphi''(t) \leq \frac{1}{4} f(\varphi(t)) \quad \text{for all } t > 0 \text{ small.} \quad (2.17)$$

Combining (2.16) and (2.17) we find $r_o > 0$ such that

$$(\varphi'(t))^2 \varphi''(t) + G(\varphi'(t)) - 2^{-1} f(\varphi(t)) \leq 0 \quad \text{for } t \in (0, r_o), \quad (2.18)$$

and $\varphi(0) = \varphi'(0) = 0$. We extend $\varphi$ on $(-\infty, 0]$ by setting $\varphi(t) = 0$ for $t \leq 0$. It is easily seen that $\varphi$ is continuously differentiable in $(-\infty, r_o)$. For any $R > 0$ we let $v(x) = \varphi(R + r_o - |x|)$ for $|x| \geq R$. Using (2.18) and the calculations in (2.14) we see that for $R < |x| < R + r_o$ we have

$$\mathcal{L}_1 v + G(|Dv|) - 2^{-1} f(v) = (\varphi')^2 (R + r_o - |x|) \varphi''(R + r_o - |x|) + G(\varphi') - 2^{-1} f(\varphi) \leq 0.$$  \quad (2.19)

We claim that

$$\mathcal{L}_1 v + G(|Dv|) - 2^{-1} f(v) \leq 0 \quad \text{for } |x| > R,$$  

in viscosity sense. When $R < |x| < R + r_o$, (2.20) follows from (2.19). Again, for $|x| > R + r_o$, (2.20) is evident. So we consider the case where $|x| = R + r_o$. Let $\chi$ be a $C^2$ test with $\chi \prec_x v$. Since $v$ is $C^1$ we have $D\chi(x) = Dv(x) = 0$. Hence

$$\mathcal{L}_1 \chi(x) + G(|D\chi(x)|) - 2^{-1} f(v(x)) = 0,$$

implying $v$ is supersolution. Similarly, we show that $v$ is a supersolution. This gives us (2.20).
Now we complete the proof. Let \( \beta = \varphi(r_0) > 0 \). Since \( u(|x|) \to 0 \) as \( |x| \to \infty \), we find \( R \) so that \( u(x) < \beta \) for \( |x| \geq R \). Define \( v_\varepsilon(x) = v(x) + \varepsilon \). Since \( f \) is non-decreasing, we get from (2.20) that
\[
\mathcal{L}_1 v_\varepsilon + G(|Dv_\varepsilon|) - f(v_\varepsilon) \leq 2^{-1} f(v) - f(v_\varepsilon) \leq -2^{-1} f(v_\varepsilon), \quad |x| > R.
\]

Now we choose \( R_\varepsilon > R + r_0 \) large enough so that \( u(x) < \varepsilon \) for \( |x| \geq R_\varepsilon \). Applying Lemma (2.2) in \( \{R < |x| < R_\varepsilon \} \) we obtain \( u \leq v_\varepsilon = v + \varepsilon \) for \( |x| \geq R \). Now let \( \varepsilon \to 0 \) to conclude that \( u \leq v \) for \( |x| \geq R \) which implies \( u(x) = 0 \) for \( |x| \geq R + r_0 \). This completes the proof of (a) under the assumption \( \lim_{|x| \to \infty} u(x) = 0 \).

Now consider a bounded solution \( u \) to (1.8) and we show that \( \lim_{|x| \to \infty} u(x) = 0 \). Then the conclusion of (a) follows from the first part of the proof. Suppose, on the contrary, that \( \limsup_{|x| \to \infty} u(x) = M > 0 \) and \( f(M) = 3\kappa \). Given \( x_0 \in \mathbb{R}^N \), we define \( \xi(x) = r^{-2}|x-x_0|^2-1 \). Then \( \xi < 0 \) in \( B(x_0, r) \) and vanishes at the boundary \( \partial B(x_0, r) \). Also,
\[
\mathcal{L}_1 \xi + G(|D\xi|) = 8r^{-6}|x-x_0|^2 + G(r^{-2}|x-x_0|) < \kappa \quad \text{in} \ B(x_0, r),
\]
provided \( r \) is large. Now choose a point \( x_0 \in \mathcal{O} \) such that \( B(x_0, r) \subset \mathcal{O} \) and \( u(x_0) > M - \epsilon \) where \( \epsilon \in (0, 1/2) \) is small enough to satisfy \( f(M - \epsilon) > 2\kappa \). We may also assume that \( \sup_{B(x_0, r)} u < M + 1/2 \). Now define
\[
\beta = \inf\{\gamma \in [M - 2\epsilon, M + 2] : \gamma + \xi > u \ \text{in} \ B(x_0, r)\}.
\]
Clearly, \( \beta \geq M + 1 - \epsilon \) since \( M + 1 - \epsilon + \xi(x_0) = M - \epsilon < u(x_0) \). Hence \( \nu(x) = \beta + \xi(x) = \beta \geq M + 1 - \epsilon > u(x) \) on \( \partial B(x_0, r) \). \( u \) being upper-semicontinuous, \( v \) must touch \( u \) inside \( B(x_0, r) \), say at a point \( z \in B(x_0, r) \). Then applying the definition of viscosity solution we obtain
\[
f(v(z)) = f(u(z)) \leq \mathcal{L}_1 v + G(|Dv|) \leq \kappa.
\]
Since \( v(z) \geq M + 1 - \epsilon + \xi(z) \geq M - \epsilon \), we get from above that \( \kappa \geq f(v(z)) \geq f(M - \epsilon) > 2\kappa \) which is a contradiction. Thus we must have \( \lim_{|x| \to \infty} u(x) = 0 \). Hence the proof.

Next we consider (b). The proof is similar to (a). Following a similar argument of (2.18) we would obtain
\[
\varphi''(t) + G(\varphi'(t)) - 2^{-1} f(\varphi(t)) \leq 0 \quad \text{for} \ t \in (0, r_0).
\]
It can be easily seen from this equation that \( \lim_{t \to 0^+} \varphi''(t) = \varphi''(0) = 0 \). Thus the extension of \( \varphi \) is twice continuously differentiable in \( (-\infty, r_0) \). Now we can follow the arguments of (a) to complete the proof. \( \square \)

Finally, we prove Theorem 1.3.

**Proof of Theorem 1.3.** As before, we only prove (a) and the proof for (b) would be analogous. Let
\[
R = \int_0^1 \frac{1}{H(s)^{1/4}} \, ds,
\]
where \( H(t) = \int_0^t h(s) \, ds \) and \( h(s) = 4\kappa f(s) \) for some \( \kappa > 0 \) to be chosen later. We define \( \varphi : [0, R] \to [0, \infty) \) by
\[
r = \int_{\varphi(r)}^1 \frac{1}{H(s)^{1/4}} \, ds.
\]
Differentiating we obtain
\[
\frac{-\varphi'(r)}{[H(\varphi(r))]^{1/4}} = 1 \quad \text{for} \ 0 < r < R.
\]
Since \( \varphi' \neq 0 \) in \((0, R)\), differentiating once again we get
\[
(\varphi')^2 \varphi'' - h(\varphi(r)) = 0 \quad \text{in} \quad (0, R).
\] (2.21)

Since \( \varphi(R) = \varphi'(R) = 0 \), from (2.21) we have
\[
\varphi(r) = \int_r^R \left[ \int_r^R 3h(\varphi(s))ds \right]^{1/3} dt, \quad r \in (0, R].
\] (2.22)

Choose \( \delta > 0 \) small enough so that \( 2e^{-3K\delta} \geq 1 \) where \( K \) is same as in Theorem 13. Now consider a map \( T : C[R - \delta, R] \rightarrow C[R - \delta, R] \) given by
\[
(Tg)(t) = \int_t^R \left[ \int_s^R 6e^{3K(s-\zeta)}h(g(\zeta)) d\zeta \right]^{1/3} ds.
\] (2.23)

It is easily seen that \( T \) is a continuous function. Also, if \( g \geq \varphi \), then since \( h \) is non-decreasing using (2.22) we get
\[
(Tg)(t) \geq \int_t^R \left[ \int_s^R 6e^{-3K\delta} h(\varphi(\zeta)) d\zeta \right]^{1/3} ds \geq \int_t^R \left[ \int_s^R 3h(\varphi(\zeta)) d\zeta \right]^{1/3} ds = \varphi(t).
\]

Denote by \( M = \sup_{s \in [0,1]} h(s) \). Then, restricting \( \delta \) small enough we see that if \( \sup_{t \in [R - \delta, R]} |g(t)| \leq 1 \) then
\[
|(Tg)(t)| \leq (6M)^{1/3} \int_t^R (R - s)^{1/3} ds = \frac{3}{4} (6M)^{1/3} (R - t)^{4/3} = \frac{3}{4} (6M)^{1/3} \delta^{4/3} \leq 1.
\]

Furthermore,
\[
|(Tg)(t_1) - (Tg)(t_2)| \leq (6M \delta)^{1/3} |t_1 - t_2|.
\]

Thus, letting
\[
\mathcal{A} = \{ g \in C[R - \delta, R] : g \geq \varphi, \|u\| \leq 1, |g(t_1) - g(t_2)| \leq (6M \delta)^{1/3} |t_1 - t_2| \},
\]
we note that \( T : \mathcal{A} \rightarrow \mathcal{A} \). Therefore, by Schauder fixed point theorem \( T \) has a fixed point \( \psi \) in \( \mathcal{A} \).

In particular, we get from (2.23)
\[
\psi(t) = \int_t^R \left[ \int_s^R 6e^{3K(s-\zeta)}h(\psi(\zeta)) d\zeta \right]^{1/3} ds.
\]

This of course, implies \( \psi(R) = 0 \). Differentiating we obtain
\[
-(\psi'(t))^3 = \int_t^R 6e^{3K(t-\zeta)}h(\psi(\zeta)) d\zeta \quad t \in (R - \delta, R).
\]

Thus \( D_- \psi(R) = 0 \) and differentiating the above equation we obtain
\[
(\psi'(t))^2 \psi''(t) - K(\psi'(t))^3 - 2h(\psi(t)) = 0 \quad \text{for} \ t \in (R - \delta, R).
\] (2.24)

Extend \( \psi \) in \((R, \infty)\) by setting \( \psi(t) = 0 \) for \( t \geq R \). Note that \( \psi \) is continuously differentiable in \((R - \delta, \infty)\) and \( \psi' < 0 \) in \((R - \delta, R)\).

Now we let \( \kappa = \frac{1}{\delta} \). Let \( r_o = R - \delta - 1 \) and define \( v(x) = \psi(|x| + r_o) \). Using (2.24) and the calculations in (2.14) we see that for \( 1 < |x| < 1 + \delta \) we have
\[
L_1 v + K|Dv| - 2f(v) = (\psi')^2(|x| + r_o)\psi''(|x| + r_o) + K|\psi'|^3 - 2f(\psi)
= (\psi')^2(|x| + r_o)\psi''(|x| + r_o) - K(\psi')^3 - 2f(\psi) = 0.
\] (2.25)
We claim that
\[ \mathcal{L}_1 v + K |Dv| - 2f(v) = 0 \quad \text{for} \ |x| > 1, \tag{2.26} \]
in viscosity sense. When \( 1 < |x| < 1 + \delta, \tag{2.25} \) is evident. So we consider the case where \( |x| = 1 + \delta \). Let \( \chi \) be a \( C^2 \) test with \( v \prec x \chi \). Since \( v \) is \( C^1 \) we have \( D\chi(x) = Dv(x) = 0 \). Hence
\[ \mathcal{L}_1 \chi(x) + K |D\chi(x)| - f(v(x)) = 0, \]
implying \( v \) is subsolution. Similarly, we show that \( v \) is a supersolution. This gives us \( \tag{2.26} \) and hence the proof. □
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