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Abstract

We use an inequality of Sidorenko to show a general relation between local and global subgraph counts and degree moments for locally weakly convergent sequences of sparse random graphs. This yields an optimal criterion to check when the asymptotic behaviour of graph statistics such as the clustering coefficient and assortativity is determined by the local weak limit.

As an application we obtain new facts for several common models of sparse random intersection graphs where the local weak limit, as we see here, is a simple random clique tree corresponding to a certain two-type Galton-Watson branching process.
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1 Introduction

A rooted graph is a pair \((H, v)\) where \(H\) is a graph and \(v \in V(H)\) is a distinguished vertex called the root. We often use only the symbol \(H\) to denote \((H, v)\); in this case we write \(\text{root}(H) = v\). For a graph \(G\) and its vertex \(v\), let \(B_r\) be the function that maps \((G, v)\) to the the rooted graph \((H, v)\) where \(H\) is the subgraph induced on the vertices of \(G\) with distance from \(v\) at most \(r\). We simplify \(B_r(G, v) = B_r((G, v))\) for \(B_r\) and other functions on rooted graphs.

A graph is locally finite if the degree of each of its vertices is finite. Denote by \(\cong\) the isomorphism relation between connected rooted graphs which preserves the root. Let \((G_\ast, d_{\text{loc}})\) be the space of rooted connected locally finite graphs with equivalence relation \(\cong\) and distance
\[
d_{\text{loc}}(G_1, G_2) = 2^{-\sup\{r : B_r(G_1) \cong B_r(G_2)\}}.
\]

Consider a sequence of finite graphs \(\{G_n, n = 1, 2, \ldots\}\). In this paper we assume \(|V(G_n)| \geq 1\) for \(n \geq 1\). Let \(v_n^\ast\) be a uniformly random vertex from \(V(G_n)\). The component of \(G_n\) containing \(v_n^\ast\) together with root \(v_n^\ast\) induces a Borel measure \(\mu_n\) on \((G_\ast, d_{\text{loc}})\) for each \(n\). Let \(\mu^\ast\) be another Borel measure on \((G_\ast, d_{\text{loc}})\), and denote by \(G^\ast\) a random element with law \(\mu^\ast\). Following Benjamini and Schramm \[5\], Aldous, Lyons and Steele and other authors \[2, 36, 37\], we say that \(G^\ast\) is the local weak limit of \(\{(G_n, v_n^\ast)\}\) and write \((G_n, v_n^\ast) \overset{d}{\longrightarrow} G^\ast\) if and only if the measures \(\mu_n\) converge weakly to \(\mu^\ast\): for each continuous bounded function \(f : (G_\ast, d_{\text{loc}}) \rightarrow \mathbb{R}\)
\[
\mathbb{E} f(G_n, v_n^\ast) \rightarrow \mathbb{E} f(G^\ast).
\]
(1)

Here and below all limits are as \(n \rightarrow \infty\), unless stated otherwise. Since \((G_\ast, d_{\text{loc}})\) is separable and complete \[1\], a standard argument (e.g., Theorem 2.3 of \[9\]) shows that \((G_n, v_n^\ast) \overset{d}{\longrightarrow} G^\ast\) if and only if for each non-negative integer \(r\) and each rooted connected graph \(H\)
\[
\mathbb{P}(B_r(G_n, v_n^\ast) \cong H) \rightarrow \mathbb{P}(B_r(G^\ast) \cong H).
\]

We focus on models of random graphs with bounded average degree. Among others, the inhomogeneous random graph model of Bollobás, Janson and Riordan \[20\] and the preferential attachment model, see Berger, Borgs, Chayes and Saberi \[7\] have been shown to have a weak limit (in an explicit form). Recently such a limit was also shown to exist for random planar graphs \[46\]. The local weak limit, if it exists, yields a lot of information about the asymptotics of various graph parameters, see, e.g., \[1, 20, 21, 22, 36, 44\].

The present contribution consists of a general result, Theorem \ref{thm:main} relating the asymptotics of subgraph counts with the local weak limit, and its application in the area of random intersection graphs.

\[\text{Without loss of generality we assume that all random objects we define in the paper are random elements in a single probability space } (\Omega, \mathcal{F}, \mathbb{P}) \text{ with the specified laws; the integration } \mathbb{E} \text{ is over } \Omega.\]
The structure of the paper is as follows. In Section 2 we present and prove Theorem 2.1. In a separate result, Theorem 3.1 of Section 3, we determine the (very simple) local weak limit of several popular random intersection graph models. Combining this with Theorem 2.1 and using the fact that many important graph parameters can be expressed in terms of small subgraph counts, we obtain a number of previous and some new results for this type of models, see Section 4. The same method works for any sparse random graph model where we have weak local convergence (see, e.g., Section 4.2).

The first manuscript of this paper was completed and posted to arXiv in 2015 [40]. Since then there has appeared some work in a similar general direction, including, for example, [47], unaware of the very general Theorem 2.1. A recent book in preparation [33] also devotes a chapter to weak limits as a general technique to study real world networks. The present version of the paper fixes several minor errors and omissions and has an updated literature list.

2 Local weak limit and subgraph counts

In Section 7 of [21] Bollobás, Janson and Riordan remark that the local weak limit does not always determine the global subgraph count asymptotics, see also Example 2.1 below. They propose an extra condition of “exponentially bounded tree counts”. Our main result is that a simple condition on the degree moment is sufficient and, in general, necessary.

A homomorphism from a graph $H$ to a graph $G$ is a mapping from $V(H)$ to $V(G)$ that maps adjacent vertices in $H$ to adjacent vertices in $G$. Denote by $\text{emb}(H,G)$ the number of embeddings (injective homomorphisms) from $H$ to $G$. For a rooted graph $H'$ let $\text{emb}'(H',G,v)$ denote the number of embeddings from $H'$ to $G$ that map root($H'$) to $v$. Let $\mathcal{R}(H)$ denote the set of all $|V(H)|$ possible rooted graphs obtained from a graph $H$. Finally let $d_G(v)$ denote the degree of vertex $v$ in $G$.

**Theorem 2.1** Let $h \geq 2$ be an integer, let $\{G_n, n = 1, 2 \ldots \}$ be a sequence graphs, such that $n_1 = n_1(n) = |V(G_n)| \to \infty$ and $n_1 \geq 1$, let $v_n^*$ be chosen uniformly at random from $V(G_n)$ and suppose $(G_n, v_n^*) \xrightarrow{d} G^*$. Write $d_n = d_{G_n}(v_n^*)$, $d^* = d_{G^*}(r^*)$, where $r^* = \text{root}(G^*)$, and assume $\mathbb{E}(d^*)^{h-1} < \infty$. Then the following statements are equivalent:

(i) $\mathbb{E} d_n^{h-1} \to \mathbb{E} (d^*)^{h-1}$;

(ii) $d_n^{h-1}$ is uniformly integrable;

(iii) for any connected graph $H$ on $h$ vertices and any $H' \in \mathcal{R}(H)$

$$n_1^{-1} \text{emb}(H,G_n) \to \mathbb{E} \text{emb}'(H',G^*,r^*).$$

The above theorem provides a sufficient condition for the continuous but not necessarily bounded function $f_H : (G_*,d_{loc}) \to \mathbb{R}$ defined by $f_H(G,v) = \text{emb}'(H,G,v)$
to satisfy (1). It is easy to construct weakly convergent sequences for which (i)–(iii) fail to hold:

**Example 2.1** Let \((G_n, v^n)\) be as in Theorem 2.1 and assume \(|V(G_n)| = n\). Let \((G'_n, v'^n)\) be obtained by merging edges of a clique on a subset \(S_n\) of \(G_n\). If \(|S_n| = \Omega(n^{1/h})\) and \(|S_n| = o(n)\) then \((G'_n, v'^n) \to G^*\), but (i)–(iii) do not hold for \(G'_n\).

The proof of this theorem follows from the next basic but not widely known result of Sidorenko

**Theorem 2.2** (Sidorenko, 1994) Let \(H\) be a connected graph on \(h\) vertices. Then for any graph \(G\)

\[
\text{hom}(H, G) \leq \text{hom}(K_{1,h-1}, G) = \sum_{v \in V(G)} d_G(v)^{h-1}.
\]

Here \(\text{hom}(H, G)\) is the number of homomorphisms from \(H\) to \(G\) and \(K_{1,s}\) is the complete bipartite graph with part sizes 1 and \(s\). A special case where \(H\) is a path has been rediscovered in [27], see also [24].

Below, in Section 4 we restate Theorem 2.1 in a random setting and demonstrate how it implies general results on network statistics expressible through subgraph counts such as the clustering and assortativity coefficients.

Recall that a sequence of random variables \(\{X_n, n = 1, 2, \ldots\}\) is uniformly integrable if \(\sup_{n \to \infty} \sup_{a} \mathbb{E} \|X_n\|_{\mathbb{E}|X_n| > a} = 0\), equivalently, if \(\mathbb{E} \|X_n\|_{\mathbb{E}|X_n| > \omega_n} \to 0\) for any \(\omega_n \to \infty\). A basic fact, see e.g. [8] p. 31–32, is

**Lemma 2.1** Suppose random variables \(X^*, X_n, n = 1, 2, \ldots\) are non-negative, integrable and \(X_n\) converges to \(X^*\) in distribution as \(n \to \infty\). Then \(\{X_n\}\) is uniformly integrable if and only if \(\mathbb{E} X_n \to \mathbb{E} X^*\).

**Proof of Theorem 2.1** In the proof denote \(G = G_n\) and \(v^* = v^n\).

(0) \(\Rightarrow\) (3). \(d_n\) converges in distribution to \(d^*\) by (1). Thus \(d_n^{h-1}\) converges in distribution to \((d^*)^{h-1}\) and the proof follows by Lemma 2.1.

(1) \(\Rightarrow\) (2). Suppose (1) holds. Fix any connected graph \(H\) with \(|V(H)| = h\). Let \(r\) be the diameter of \(H\). Write \(b_j(G, v) = |B_j(G, v)|\) and \(b'^j = |B_j(G^*)|\). Note that \(\mathbb{P}(b^j = \infty) = 0\) for \(j = 0, 1, \ldots\) since \(G^*\) is locally finite. For a rooted graph \(H'\) denote

\[
X(H') = \text{emb}'(H', G, v^*) \quad \text{and} \quad X^*(H') = \text{emb}'(H', G^*, r^*).
\]

Using Sidorenko’s theorem, Theorem 2.2 for any \(H' \in R(H)\)

\[
\mathbb{E}X(H') = n_1^{-1} \text{emb}(H, G) \leq n_1^{-1} \text{hom}(H, G)
\]

\[
\leq n_1^{-1} \text{hom}(K_{1,h-1}, G) = \mathbb{E} d_n^{h-1} \to \mathbb{E} (d^*)^{h-1} < \infty.
\]
Next, we have $X(H') \rightarrow X^*(H)$ in distribution for each $H' \in \mathcal{R}(H)$ (apply (1) to the continuous and bounded function $f(G, v) = \|\text{emb}(G, H', v)\| = k$). Therefore by Fatou’s lemma and (2),
\[
\mathbb{E} X^*(H') \leq \lim inf \mathbb{E} X(H') < \infty. \tag{3}
\]
Let $\epsilon \in (0, 1)$. Since $\mathbb{E}(d^*)^{h-1}$ and $\mathbb{E}X^*(H')$ are finite, we can find a $t > 0$ such that
\[
\mathbb{E}(d^*)^{h-1}I_{d^* > t} \leq \mathbb{E}(d^*)^{h-1}b_{r+1}^{* > t} < \epsilon \quad \text{and} \quad \mathbb{E}X^*(H')I_{b_{r+1}^{* > t}} < \epsilon \quad \text{for each } H' \in \mathcal{R}(H).
\]
Pick $s \geq t$ large enough that $\mathbb{P}(b_{r+1}^{*} > s) \leq 0.5\epsilon t^{-(h+r-1)}$. By Lemma 2 and (1) for each $H' \in \mathcal{R}(H)$
\[
\mathbb{E} d_{n}^{h-1}I_{d_{n} \leq t} \rightarrow \mathbb{E}(d^*)^{h-1}I_{d^* \leq t}; \tag{4}
\]
\[
\mathbb{E} X(H')I_{b_{r+1}(G,v^*) \leq s} \rightarrow \mathbb{E}X^*(H')I_{b_{r+1}^{*} \leq s} \geq \mathbb{E}X^*(H') - \epsilon; \tag{5}
\]
\[
\mathbb{E} X(H')I_{b_{r+1}(G,v^*) \in (t,s]} \rightarrow \mathbb{E}X^*(H')I_{b_{r+1}^{*} \in (t,s]} \leq \epsilon; \tag{6}
\]
\[
\mathbb{P}(b_{r+1}(G,v^*) > s) \rightarrow \mathbb{P}(b_{r+1}^{*} > s) \leq 0.5\epsilon t^{-(h+r-1)}. \tag{7}
\]
Define subsets of $V(G)$:
\[
R_1 := \{v : d_G(v) > t\}; \quad R_2 := \{v : b_{r+1}(G, v) > s\}.
\]
We call an embedding $\sigma$ of $H$ into $G$ bad if its image shares a vertex with $R_1 \cup R_2$. Denote the set of all bad embeddings by $\mathcal{X}_{bad}$. Note that for $H' \in \mathcal{R}(H)$
\[
0 \leq \text{emb}(H,G) - n_1\mathbb{E}X(H')I_{b_{r+1}(G,v^*) \leq s} \leq |\mathcal{X}_{bad}|. \tag{8}
\]
Let $\mathcal{X}_1$ bet the set of all embeddings $\sigma$ whose image intersects both $R_1$ and $V \setminus (R_1 \cup R_2)$. Let $\mathcal{X}_2 = \mathcal{X}_{bad} \setminus \mathcal{X}_1$. By Theorem 2.2, the number of bad embeddings which have the image entirely contained in $R_1$ is
\[
\text{emb}(H,G|R_1) \leq \text{hom}(H,G|R_1) \leq \sum_{v \in R_1} d_G(v)^{h-1} = n_1(\mathbb{E}d_{n}^{h-1} - \mathbb{E}d_{n}^{h-1}I_{d_{n} \leq t}) \leq n_1\mathbb{E}d_{n}^{h-1} - n_1\mathbb{E}(d^*)^{h-1} + cn_1 + o(n_1) \leq cn_1 + o(n_1). \tag{9}
\]
Here the last two inequalities follow by (1) and (4). Let $v \in V \setminus (R_1 \cup R_2)$ be a vertex in the image of an embedding in $\mathcal{X}_1$. By the definition of $R_1$ and $R_2$, $b_{r+1}(G, v) \in (t,s]$. So using (6)
\[
|\mathcal{X}_1| \leq n_1 \sum_{H' \in \mathcal{R}(H)} \mathbb{E} X(H')I_{b_{r+1}(G,v^*) \in (t,s]} \leq hcn_1 + o(n_1).
\]
Now consider a subgraph $H_\sigma$ of $G$, $H_\sigma \equiv H$ corresponding to an embedding $\sigma \in \mathcal{X}_2$. $H_\sigma$ cannot have an edge in $E_1 = \{xy \in E : x \in R_1, y \in V(G) \setminus (R_1 \cup R_2)\}$, otherwise $\sigma$ would be an element of $\mathcal{X}_1 = \mathcal{X}_{bad} \setminus \mathcal{X}_2$. So $V(H_\sigma)$ is contained in $R_1 \cup Q$, where
\[
Q = \bigcup_{v \in R_2} V(B_r(G - E_1, v)) \setminus R_1.
\]
Note that since each vertex in $Q$ has degree at most $t$, $|Q| \leq 2|R_2|t^r$. By Theorem 2.2

$$|X_2| \leq \sum_{v \in R_1} d_G(v)^h - 1 + \sum_{v \in Q} d_G(v)^h - 1. \quad (10)$$

For the second term we have by (7)

$$\sum_{v \in Q} d_G(v)^h - 1 \leq |Q|t^h - 1 \leq 2|R_2|t^r t^h - 1 \leq \epsilon n_1 + o(n_1). \quad (11)$$

Combining (9), (10) and (11) we obtain $|X_2| \leq 2\epsilon n_1 + o(n_1)$. We have proved $|X_{bad}| = |X_1| + |X_2| \leq (h + 2)\epsilon n_1 + o(n_1)$.

Since the proof holds for arbitrarily small $\epsilon$, we see that $n_1^{-1}|X_{bad}| \to 0$. Thus (3) follows using (5) and (8).

(7) to (9). Write $(x)_p = x(x-1) \ldots (x-p+1)$. (3) applied to $H = K_{1,h-1}$ yields $E(d_n)_{h-1} = E(d^*_h)_{h-1}$, while $(G, v^*) \Rightarrow G^*$ shows that $(d_n)_{h-1} \Rightarrow (d^*)_{h-1}$ in distribution. Thus $(d_n)_{h-1}$ is uniformly integrable by Lemma 2.1. This implies that for any $j = 1, 2, \ldots, h-1$ $(d_n)_j \leq (d_n)_{h-1}$ is uniformly integrable, so by Lemma 2.1 again $E(d_n)_{j} \to E(d^*_j)_{j}$. Using $S(h-1, j)$ to denote Stirling numbers of the second kind,

$$E(d_n)^{h-1} = \sum_{j=1}^{h-1} S(h-1, j)E(d_n)_j \to \sum_{j=1}^{h-1} S(h-1, j)E(d^*_j)_j = E(d^*)^{h-1}. \quad \square$$

The next fact is simple and known (cf. Lemma 9.3 of [20]), but we include a proof for completeness.

**Lemma 2.2** Suppose $(G_n, v^*_n) \Rightarrow G^*$ and the degree $d_n$ of a uniformly random vertex $v^*_n$ from $V(G_n)$ is uniformly integrable. Write $n_1 = n_1(n) = |V(G_n)|$. Let $G'_n$ be obtained from $G_n$ by adding or removing edges incident to a set $S_n \subseteq V(G_n)$ of size $o(n_1)$. Then $(G'_n, v^*_n) \Rightarrow G^*$.

**Proof of Example 2.1** It is straightforward that the uniform integrability condition (3) fails for $G'_n$, so the other two conditions also fail by Theorem 2.1. The fact that $G_n$ and $G'_n$ have the same local weak limit $G^*$ follows from Lemma 2.2 \quad \square

**Proof of Lemma 2.2** Denote by $N_n$ the set of vertices in $V(G_n) \setminus S_n$ which have a neighbour in $S_n$.

**Claim 2.1** For any $\epsilon \in (0, 1)$ there are $\delta > 0$, $n_0 > 0$ such that if $n \geq n_0$ and $0 < |S_n| < \delta n_1$ then $|N_n| \leq \epsilon n_1$. 

---

6
Proof Let $\delta$ and $n_0$ be such that $\delta < \epsilon$, $\mathbb{E}d_n\mathbb{I}_{d_n>0.5\epsilon\delta^{-1}}<0.5\epsilon$ for all $n \geq n_0$. Assume that $|N_n| > \epsilon n_1$ for some $n \geq n_0$. Write $d(v) = d_{G_n}(v)$. We have

$$n_1\mathbb{E}d_n\mathbb{I}_{d_n>0.5\epsilon\delta^{-1}} \geq \sum_{v \in S_n} d(v)\mathbb{I}_{d(v)>0.5\epsilon\delta^{-1}} \geq \sum_{v \in S_n} (d(v) - 0.5\epsilon\delta^{-1})\mathbb{I}_{d(v)>0.5\epsilon\delta^{-1}}$$

$$\geq |S_n|\left(|S_n|^{-1} \sum_{v \in S_n} d(v) - 0.5\epsilon\delta^{-1}\right) \geq \epsilon n_1 - 0.5\epsilon n_1 \geq 0.5\epsilon n_1,$$

which is a contradiction. Here we used Jensen’s inequality and the assumption $\sum_{v \in S} d(v) \geq |N_n| > \epsilon n_1$.

Now fix any positive integer $r$. As is done in \cite{20}, we apply the above claim $r$ times to get that the set $N^{(r)}_n$ of vertices at distance at most $r$ from $S_n$ in $G_n$ has size $o(n_1)$. Now $(G'_n, v^*_n) \xrightarrow{d} G^*$ follows since

$$\mathbb{P}(B_r(G_n, v^*_n) \cong B_r(G'_n, v^*_n)) \geq \mathbb{P}(v^*_n \notin N^{(r)}_n) = 1 - o(1).$$

\hfill \square

3 Uncorrelated random clique trees

Random intersection graphs were introduced in \cite{38} and received some attention as a potential model for large empirical networks with clustering; see, e.g., surveys \cite{15, 16}. We show that in the regime which yields sparse graphs with a positive clustering coefficient in such models the weak limit is very specific, namely it is an uncorrelated random clique tree, defined formally below.

Let $H = (V^1, V^2, E)$ be a bipartite graph. The intersection graph $G = G(H)$ of $H$ is the graph on the vertex set $V(G) = V^1$ with edges

$$E(G) = \{uv : \exists w \in V^2 \text{ such that } uw, vw \in H\},$$

where $e \in H$ is a shorthand for $e \in E(H)$. An intersection graph of a random bipartite graph $H$ is called a random intersection graph. It will be convenient to assume that $V^i$ consists of the first $n_i$ elements of a countable set $\mathcal{V}^i$, where $\mathcal{V}^1 \cap \mathcal{V}^2 = \emptyset$. The set $V^2$ is often called the set of attribute.\footnote{The names $V$ and $W$ are often used in the literature for $V^1$ and $V^2$.} We will call the elements of $\mathcal{V}^i$ vertices of type $i$. For $v \in V^i$ we denote $S_v = \Gamma_H(v)$, $X_v = |S_v|$ where $\Gamma_H(x)$ is the set of neighbours of $v$ in the graph $H$. Sometimes we will want to stress the type of $v$ in the notation. Since $V^i = \{v^{(i)}_1, v^{(i)}_2, \ldots\}$ consists of the first $n_i$ vertices of $\mathcal{V}_i$, for $v = v^{(i)}_i$ we will set $X^{(i)}_v := X_v$ and $S^{(i)}_v := S_v$. We will denote by $X \sim Y$ the fact that $X$ and $Y$ have the same distribution.

Many different variants of the random bipartite graph $H$ have been studied, see, e.g., survey papers \cite{15, 16}.
The active random intersection graph: each \( v \in V^1 \) independently chooses \( X_v^{(1)} \) from a distribution \( P \) on \( \{0, \ldots, n_2\} \), then draws a uniformly random subset \( S_v^{(1)} \) of size \( X_v^{(1)} \) of its neighbours from \( V^2 \). A special case is the binomial random intersection graph.

The passive random intersection graph: each \( v \in V^2 \) independently chooses \( X_v^{(2)} \) from a distribution \( P \) on \( \{0, \ldots, n_1\} \), then draws a uniformly random subset \( S_v^{(2)} \) of size \( X_v^{(2)} \) of its neighbours from \( V^1 \).

The inhomogeneous random intersection graph \( G^{\text{inhom}}(n_1, n_2, \xi^{(1)}, \xi^{(2)}) \): the vertices \( v \in V^i \) are independently assigned random non-negative weights \( \xi_v^{(i)} \sim \xi^{(i)} \). Given the weights, edges \( uv \) appear in \( H \) independently with probability \( \min(\xi_v^{(1)}\xi_u^{(2)}, 1) \).

We will also consider random intersection graphs \( G^{\text{conf}}(d_1, d_2) \) based on the configuration model, see [22, 34, 48]. Let \( d_1 = \{d_{1,u}, u \in V^1\} \) and \( d_2 = \{d_{2,v}, v \in V^2\} \) be sequences of non-negative integers indexed by \( V^1 \) and \( V^2 \) respectively such that \( \sum_d d_{1,u} = \sum_v d_{2,v} \). The random bipartite multigraph \( H^{\text{conf}}(d_1, d_2) \) with parts \((V^1, V^2)\) of sizes \( n_1 \) and \( n_2 \) is obtained as follows. Distribute the total number of \( 2\sum d_{1,u} \) half-edges among the vertices of \( V^1 \cup V^2 \) so that the \( j\)-th vertex of part \( i \), \( v = v_j^{(i)} \), receives \( d_{i,v} \) half-edges. Pick a uniformly random perfect matching between the half-edges of parts \( V^1 \) and \( V^2 \). In the bipartite graph, add an edge between \( u \) and \( v \) whenever a half-edge from \( u \) is matched with a half-edge from \( v \) (we allow multiedges).

Usually, see, e.g., [12], the above models yield random graphs with a linear number of edges and a clustering coefficient bounded away from zero only if \( \frac{n_2}{n_1} = \Theta(1) \). Therefore we will assume \( \frac{n_2}{n_1} = \Theta(1) \) in this paper.

Let \( \mu \) be the distribution of a random variable \( Z \) on \([0, \infty)\) with \( 0 < \mathbb{E} Z < \infty \). We denote by \( Z^* \) a random variable with the size-biased distribution:\footnote{We follow the star-notation of other authors, see, e.g., [4, 36]. We also use symbols such as \( G^*, d^*, v^* \) to denote objects unrelated to size-biased random variables, the actual meaning should be clear from the context.}

\[
\mu^*(A) = (\mathbb{E} Z)^{-1} \int_A t \, d\mu(t)
\]

for any Borel set \( A \). If \( Z \) is integer valued, then \( \mathbb{P}(Z^* = k) = (\mathbb{E} Z)^{-1} k \mathbb{P}(Z = k) \).

Given two random variables \( D_1, D_2 \) on \( \{0, 1, 2, \ldots\} \) with \( \mathbb{E} D_1, \mathbb{E} D_2 \in (0, \infty) \) define a multi-type Galton-Watson process \( T = T(D_1, D_2) \) as follows. \( S(0) \) consists of a single root node \( r = \text{root}(T) \). The root \( r \) has a set \( S(1) \) of offspring, where \( |S(1)| \sim D_1 \). For each \( k \geq 1 \), \( S(k+1) \) consists of the offspring of the nodes in \( S(k) \). Given \( |S(k)| \), the number of offspring of each node in \( S(k) \) is independent and distributed as \( D_{i(k)}^* - 1 \). Here \( i(k) = 2 \) if \( k \) is odd and \( i(k) = 1 \) otherwise. We call \( S(k) \), the set of vertices at distance \( k \) from the root, the generation \( k \) of \( T \). A corresponding random tree, also denoted by \( T \), is a graph on the vertex set \( \cup_k S(k) \) with edges \( \{uv : v \text{ is an offspring of } u \} \) and root \( r \). Consider \( T \) as a bipartite graph with parts \((V^1, V^2)\), where \( V^1 \) and \( V^2 \) consists of all nodes in generations \( 0, 2, \ldots \)
and 1, 3, . . . respectively. We define the uncorrelated random clique tree $G_T$ to be the intersection graph of $T$ rooted at $r$.

For a finite (random) sequence $A$, we write $X \in_u A$ to denote the fact that $X$ is chosen uniformly at random from all the elements of $A$ (given $A$). For random variables $Z, Z_1, Z_2, \ldots$ we denote by $Z_n \xrightarrow{d} Z$ the fact that $Z_n$ converges in distribution to $Z$.

Let $H$ be a rooted connected graph. For a (multi-)graph $G$ of size $n_1 \geq 1$ write $p_r(G, H) = n_1^{-1}|\{v \in V(G) : B_r(G, v) \cong H\}|$. Let $\{G_n, n = 1, 2, \ldots\}$ be a sequence of finite random graphs with $|V(G_n)| \geq 1$, let $v_1^* \in_u V(G_n)$ and let $G^*$ be a random graph on $(\mathcal{G}, d_{loc})$. We write $\mathcal{L}((G_n, v_1^*)|G_n) \xrightarrow{P} \mathcal{L}(G^*)$ as $n \to \infty$ if for each non-negative integer $r$ and each rooted connected graph $H$

$$p_r(G_n, H) \xrightarrow{P} \mathbb{P}(B_r(G^*) \cong H). \tag{12}$$

As observed in the recent literature (e.g. [46]), this is equivalent to the convergence of the conditional random measures $\mathcal{L}((G_n, v_1^*)|G_n)$ to the (fixed) measure $\mathcal{L}(G^*)$ in probability, also known as the quenched convergence. (That is, consider the space of Borel measures on $(\mathcal{G}, d_{loc})$ with the Lévy-Prokhorov metric $\pi$. Then $\pi(\mathcal{L}((G_n, v_1^*)|G_n), \mathcal{L}(G^*)) \xrightarrow{P} 0$ if and only if (12) holds for each $r$ and each $H$ as above. This can be seen using a similar argument as (iv) on p. 72 of Billingsley [3].)

While this equivalence reduces many questions related to local weak limits to the classical theory for separable metric spaces, in this paper it is only used to justify our notation.

**Theorem 3.1** Let $\{G_n\}$ be a sequence of random intersection graphs where the underlying bipartite graphs are $H_n = (V^1, V^2, F)$ with $V^1 = V^1(n), V^2 = V^2(n)$ and $F = F(n)$. For $i = 1, 2$ write $v_i^* = v_i^*(n)$ where $v_i^*(n) \in_u V^i$, $n = n_i(n) = |V^i|$ and $X^{(i)} = X^{(i)}(n) = X_{v_i^*}$.

Suppose $\{n_1\}, \{n_2\}$ are sequences of positive integers, such that $n_1, n_2 \to \infty, n_2/n_1 \to \beta \in (0, \infty)$ and

(i) either $G_n, n = 1, 2, \ldots$ is an active random intersection graph and there is a random variable $D_1$ with $\mathbb{E}D_1 \in (0, \infty)$ such that $\mathbb{E}X^{(1)} \to \mathbb{E}D_1$ and

$$X^{(1)} \xrightarrow{d} D_1; \tag{13}$$

(ii) or $G_n, n = 1, 2, \ldots$ is a passive random intersection graph and there is a random variable $D_2$ with $\mathbb{E}D_2 \in (0, \infty)$ such that $\mathbb{E}X^{(2)} \to \mathbb{E}D_2$ and

$$X^{(2)} \xrightarrow{d} D_2; \tag{14}$$

(iii) or $G_n = G_{\text{inhomog}}(n_1, n_2, \xi^{(1)}, \xi^{(2)}), n = 1, 2, \ldots$, such that for $i = 1, 2$ $0 < \mathbb{E}\xi^{(i)} < \infty$ and $\xi^{(i)}$ does not depend on $n$;

---

*For multigraphs we define $G_1 \cong G_2$ if and only if there are bijections $\phi_1 : V(G_1) \to V(G_2)$ and $\phi_2 : E(G_1) \to E(G_2)$ such that $\phi_1$ maps the endpoints of $e$ to the endpoints of $\phi_2(e)$ for each edge $e \in G_1$, and $\phi_1(\text{root}(G_1)) = \text{root}(G_2)$.0
(iv) or \( G_n = G^{con}(d_1, d_2), \ n = 1, 2, \ldots \), where \( d_1 = d_1(n), \ d_2 = d_2(n) \) are non-random\(^5\) and for \( i = 1, 2 \) we have \( \mathbb{E} d_1,v_i^* \rightarrow \mathbb{E} D_i \) and \( d_1,v_i^* \xrightarrow{d} D_i \).

Then both \( (13) \) and \( (14) \) hold and \( \mathcal{L}(G_n,v_1^*|G_n) \xrightarrow{p} \mathcal{L}(G_T) \) with \( T = T(D_1, D_2) \) where any \( D_i \) that is not defined here is defined in Remark 3.1.

The proof is available in Appendix A. (In the case (iv) a previous version (v2) of [40] stated an analogous result for random sequences \( d_1, d_2 \). We simplified the condition to match, e.g., [3, 34]. The previous result follows by a simple technical argument.)

Recall that given a non-negative random variable \( X \), a mixed Poisson random variable with parameter \( X \) attains value \( k \) with probability \( \mathbb{E} e^{-X} X^k / k! \) for \( k = 0, 1, \ldots \). We denote this distribution by \( \text{Poi}(X) \).

**Remark 3.1** (See also [11, 12].) In the case (i) we have \( D_2 \sim \text{Poi}(\beta^{-1} \mathbb{E} D_1) \), in the case (ii) we have \( D_1 \sim \text{Poi}(\beta \mathbb{E} D_2) \) and in the case (iii) we have \( D_1 \sim \text{Poi}(\beta^{1/2} \xi^{(1)} \mathbb{E} \xi^{(2)}), \ D_2 \sim \text{Poi}(\beta^{-1/2} \xi^{(2)} \mathbb{E} \xi^{(1)}) \). Thus in (i)-(iv) \( \beta \mathbb{E} D_2 = \mathbb{E} D_1 \).

**Remark 3.2** For arbitrary random variables \( D_1', D_2' \) on \( \{0, 1, 2, \ldots \} \) with positive means, there is a sequence of random configuration intersection graphs as in (iv) for which \( D_1 = D_1', D_2 = D_2' \).

Thus in the active, the passive and the inhomogeneous model either \( D_1 \), or \( D_2 \), or both, has a (mixed) Poisson distribution. The configuration model generalises these models in terms of local weak limits. For example, both \( D_1 \) and \( D_2 \) can be power-law.

The fact that \( T(D_1, D_2) \) is a limit for many sparse bipartite graph sequences is intuitive and in some physics literature has been assumed implicitly [39, 41]. A result similar to Theorem 3.1 (iv) can be found in [23, 43]. A nice proof for almost sure convergence in random configuration graphs (which could possibly be extended to bipartite graphs) can be found in [25]. For completeness, we provide our own formal proof in Appendix A. We do not use the second moment condition and work under slightly weaker assumptions (convergence in probability). We are not aware of prior literature on weak limits in cases (i)-(iii).

### 4 Applications

The proofs of the results in this section are given in Section 4.4. Let \( \{ G_n \} \) be a sequence of finite random graphs, and \( G^* \) a random element on \( (G^*, d_{loc}) \). Assume \( |V(G_n)| \geq 1 \) for all \( n \) and let \( v^*_n \) be chosen uniformly at random from \( V(G_n) \) (given \( G_n \)).

\(^5\)The previous version of this manuscript [40] stated an analogous result for random \( d_1, d_2 \). We simplified the condition to match, e.g., [3, 34], the previous result follows by a simple technical argument.
4.1 Subgraph counts in random graphs

To apply Theorem 4.1 in a random setting we need some easy technical facts. Due to the equivalence mentioned after (12), the Lévy-Prokhorov metric and Skorokhod’s representation theorem could be used to show these or stronger properties (see e.g., [23, 46]), however we derive them from more basic arguments.

Lemma 4.1 Suppose \( \mathcal{L}((G_n, v^*_n)|G_n) \xrightarrow{P} \mathcal{L}(G^*) \) and \( \{(G_n, v^*_n)\} \) are defined on the same probability space. Then there is a random set \( A \) of positive integers such that

a) \( \mathbb{P}(n \in A) \to 1 \) as \( n \to \infty \) and

b) almost surely \( |A| = \infty \) and \( (G_n, v^*_n) \xrightarrow{d} G^* \) as \( n \to \infty \), \( n \in A \).

Lemma 4.2 \( \mathcal{L}((G_n, v^*_n)|G_n) \xrightarrow{P} \mathcal{L}(G^*) \) if and only if for each bounded continuous function \( f : (G_n, d_{loc}) \to \mathbb{R} \) we have \( \mathbb{E}(f(G_n, v^*_n)|G_n) \xrightarrow{P} \mathbb{E}(f(G^*)). \)

We now restate Theorem 2.1 for sequences of random graphs.

Lemma 4.3 Let \( h \geq 2 \) be an integer, suppose \( \mathcal{L}((G_n, v^*_n)|G_n) \xrightarrow{P} \mathcal{L}(G^*) \) and assume \( \inf |V(G_n)| \to \infty. \) As before, denote \( d^* = d_{G^*}(r^*) \), \( r^* = \text{root}(G^*) \), \( n_1 = n_1(n) = |V(G_n)| \) and assume \( \mathbb{E}(d^*)^{h-1} < \infty. \) Denote by \( d_n \) the degree of a uniformly random vertex in \( G_n \). Then the following statements are equivalent:

(i) \( \mathbb{E}d_n^{h-1} \to \mathbb{E}(d^*)^{h-1}; \)

(ii) \( d_n^{h-1} \) is uniformly integrable;

(iii) for any connected graph \( H \) on \( h \) vertices and any \( H' \in \mathcal{R}(H) \)

\[
N_1^{-1} \mathbb{E} \text{emb}(H, G_n) \to \mathbb{E} \text{emb}'(H', G^*, r^*).
\]

Each of the above statements implies that for any connected graph \( H \) on \( h \) vertices and any \( H' \in \mathcal{R}(H) \)

\[
n_1^{-1} \text{emb}(H, G_n) \xrightarrow{P} \mathbb{E} \text{emb}'(H', G^*, r^*). \tag{15}
\]

4.2 General weakly convergent sequences

In this section we assume that \( \mathcal{L}((G_n, v^*_n)|G_n) \xrightarrow{P} \mathcal{L}(G^*), n_1 = n_1(n) = |V(G_n)| \geq 3 \) is non-random and \( n_1 \to \infty. \) As before, \( d_n \) is the degree of \( v^* = v^*_n \) in \( G_n \) and \( d^* \) is the degree of the root \( r^* \) of \( G^* \). Lemma 4.3 yields convergence of \( n_1^{-1} \text{emb}(H, G_n) \) provided that \( (|V(H)|-1) \)th degree moment of \( G_n \) converges. This allows us to determine the limit behaviour of statistics based on subgraph counts.

The clustering coefficient of a graph \( G \) is defined as

\[
\alpha(G) := \frac{\text{emb}(K_3, G)}{\text{emb}(P_3, G)}; \]

\(^6\)Here this assumption is essential; in the rest of the paper it only affects the notation.
where $K_3$ is the clique on 3 vertices and $P_t$ is the path on $t$ vertices. (Set $\alpha(G) := 0$ when the denominator is zero.) For a rooted graph $H'$ let $\text{hom}'(H', G, v)$ denote the number of homomorphisms from $H'$ to $G$ that map root($H'$) to $v$. For $t \geq 2$ let $K'_t$ be $K_t$ rooted at any vertex and let $K'_1,t$ be the bipartite graph $K_{1,t}$ rooted at the vertex of degree $t$.

**Corollary 4.1** Suppose $\mathcal{L}((G_n, v^*_n)|G_n) \xrightarrow{P} \mathcal{L}(G^*)$ and $\mathbb{E} d_n \to \mathbb{E}(d^*)^2 \in (0, \infty)$. Then

$$\alpha(G_n) \xrightarrow{P} \alpha^* := \frac{\mathbb{E} \text{emb}'(K'_1, G^*, r^*)}{\mathbb{E} \text{emb}'(K'_1, G^*, r^*)} = \frac{\mathbb{E} \text{emb}'(K'_3, G^*, r^*)}{\mathbb{E}(d^*)^2}.$$

The **assortativity coefficient**, see e.g. [17, 35], for a graph $G$ is defined as Pearson’s correlation of the degrees over the neighbouring vertices

$$r(G) := \frac{g(G) - b(G)^2}{b'(G) - b(G)^2},$$

where

$$g(G) := (2e(G))^{-1} \sum d_G(u)d_G(v); \quad b(G) := (2e(G))^{-1} \sum d_G(u);$$

$$b'(G) := (2e(G))^{-1} \sum d_G(u)^2; \quad e(G) := |E(G)|$$

and the sums are over all $2e(G)$ ordered pairs $(u, v)$ of adjacent vertices in $G$. We define $r(G) := 0$ when either $e(G)$ or $b'(G) - b(G)^2$ is zero (i.e., $G$ is regular). The above quantities can be easily expressed in terms of subgraph count statistics, see, e.g., [20] and Section 4.4. Denote by $P_4$ the graph $P_4$ rooted at one of its internal vertices.

**Corollary 4.2** Suppose $\mathcal{L}((G_n, v^*_n)|G_n) \xrightarrow{P} \mathcal{L}(G^*)$, $\mathbb{E} d_n \to \mathbb{E}(d^*)^3 < \infty$ and $\text{Var}(d^*) > 0$. Then

$$\mathbb{E} r(G_n) \xrightarrow{P} \rho^* := \frac{\mathbb{E} d^* \mathbb{E} \text{hom}'(P'_4, G^*, r^*) - (\mathbb{E}(d^*)^2)^2}{\mathbb{E} d^* \mathbb{E}(d^*)^3 - (\mathbb{E}(d^*)^2)^2}. \tag{16}$$

Corollaries 4.1 and 4.2 easily follow from Lemma 4.3, see Section 4.4. Notice that since $\alpha(G), r(G) \in [0, 1]$, convergence in probability in these corollaries implies convergence of means.

Statistics that can be expressed in terms of integrals of bounded functions, such as the limit degree distribution, are obtained directly from the local weak limit. Hence no degree moment conditions are necessary. Let $\pi_k(G)$ be the fraction of vertices of degree $k$ in $G$. By Lemma 4.2

$$\pi_k(G_n) = \mathbb{E}(\mathbb{1}_{d_{G_n}(v^*_n) = k}|G_n) \xrightarrow{P} \mathbb{P}(d^* = k). \tag{17}$$

Given a graph $G$ and an integer $k \geq 2$, let $(u^*_1, u^*_2, u^*_3)$ be a uniformly random triple of distinct vertices from $V(G)$. The **conditional clustering coefficient** is

$$\alpha_k(G) := \mathbb{P}(u^*_1u^*_3 \in G|u^*_1u^*_2, u^*_2u^*_3 \in G, d(u^*_2) = k),$$
and set $\alpha_k(G) := 0$ if the event in the condition has probability zero. Lemma 4.2 implies that if $P(d^* = k) > 0$ then

$$\alpha_k(G_n) \xrightarrow{p} \alpha^*_k = \frac{E I_{d^* = k} \text{emb}'(K'_3, G^*, r^*)}{k(k - 1)P(d^* = k)}. \quad (18)$$

The conditional assortativity, see [17] is defined as

$$r_k(G) := E (d_G(u^*_2)|u^*_1u^*_2 \in G, d(u^*_1) = k),$$

and set $r_k(G) := 0$ if the event in the condition has probability zero. Let $P'_3$ be $P_3$ rooted at one of the endpoints.

**Corollary 4.3** Suppose $\mathcal{L}((G_n, v^*_n)|(G_n) \xrightarrow{p} \mathcal{L}(G^*), E d^2_n \rightarrow E (d^*)^2 < \infty$ and $P(d^* = k) > 0$. Then

$$r_k(G_n) \xrightarrow{p} r^*_k = \frac{E I_{d^* = k} \text{hom}'(P'_3, G^*, r^*)}{kP(d^* = k)} = 1 + \frac{E I_{d^* = k} \text{emb}'(P'_3, G^*, r^*)}{kP(d^* = k)}.$$

In a similar way we can study the bivariate degree distribution [13] and many other functionals.

### 4.3 The case of random intersection graphs

Here we apply the above general results in the case where the limit is the uncorrelated clique tree of Section 3. We stress that Theorem 2.1 and its corollaries are applicable to a much broader class of sequences; including the inhomogeneous sparse random graph and the preferential attachment model [7, 20], general random configuration graphs with their many potential applications, see e.g. [34], and random graphs from certain minor-closed classes, including random planar graphs [29, 42, 46].

Theorem 3.1 yields the first main condition (convergence to a local weak limit) for Lemma 4.3. For the other condition (convergence of a degree moment) we prove

**Lemma 4.4** Let $\{G_n\}$ be a sequence as in Theorem 3.1 and let $k$ be a positive integer. Suppose an additional condition for each of the cases (i)-(iv) of Theorem 3.1 holds:

(i) $E (X^{(1)})^k \rightarrow E D^k_1 < \infty$;

(ii) $E (X^{(2)})^{k+1} \rightarrow E D^k_2 < \infty$;

(iii) $E (\xi^{(1)})^k < \infty$ and $E (\xi^{(2)})^{k+1} < \infty$;

(iv) $E d^k_{1,v^*_1} \rightarrow E D^k_1 < \infty$ and $E d^k_{2,v^*_2} \rightarrow E D^k_2 < \infty$.

Then $E (d^*)^k < \infty$ and $E d^k_n \rightarrow E (d^*)^k$.

---

7We simplified (iv) of [10] to fixed sequences and dropped a redundant assumption. To extend it to random $d_1, d_2$ use similar arguments as in the proof of Lemma 4.3.
The special case of (i) where \( k = 2 \) was shown in [18]. Here we use a different argument based on Theorem 3.1, see Section 4.4.

Using the same notation as in Section 4.2 assume that \( \mathcal{L}(\{G_n,v'_n\}|G_n) \xrightarrow{D} \mathcal{L}(G^*) = \mathcal{L}(G_T) \) where \( T = T(D_1,D_2), \mathbb{E} D_1 > 0 \) and \( \mathbb{E} D_2 > 0 \). Let \( Z_1,Z_2,\ldots \sim D^*_2 - 1 \) be independent and independent of \( D_1 \). By [17] we have \( \pi_k(G_n) \xrightarrow{D} \mathbb{P}(d^* = k) = \mathbb{P}(\sum_{i=1}^{D^*_1} Z_i = k) \). For sequences of graphs as in Theorem 3.1(i), (ii), (iii) the corresponding convergence of means has been shown in [10, 14], see also Remark 3.1. We also notice that the second moment condition required in [14] for the inhomogeneous model is not necessary.

By simple calculations we get

\[
\mathbb{E} Z_k^* = \frac{\mathbb{E}(D_2 - 1)^k D_2}{\mathbb{E} D_2}; \quad \mathbb{E}(Z_k) = \mathbb{E}(D_2)_{k+1}(\mathbb{E} D_2)^{-1} \quad k = 1,2,\ldots;
\]

\[
\mathbb{E} d^* = \mathbb{E}(Z_1 + \cdots + Z_{D_1}) = \mathbb{E} D_1 \mathbb{E} Z_1;
\]

\[
\mathbb{E} (d^*)^2 = \mathbb{E} D_1 \mathbb{E} Z_1^2 + \mathbb{E}(D_1)_{2}(\mathbb{E} Z_1)^2;
\]

\[
\mathbb{E} (d^*)^3 = \mathbb{E} D_1 \mathbb{E} Z_1^3 + 3 \mathbb{E}(D_1)_{2}\mathbb{E} Z_1 \mathbb{E} Z_1^2 + \mathbb{E}(D_1)_{3}(\mathbb{E} Z_1)^3;
\]

\[
\mathbb{E} \text{emb}^* (K_3^*, G^*, r^*) = \mathbb{E} D_1 \mathbb{E}(Z_1)_{2} = \mathbb{E} D_1(\mathbb{E} Z_1^2 - \mathbb{E} Z_1)
\]

and

\[
\mathbb{E} \text{hom}^* (P_4^*, G^*, r^*) = \mathbb{E} D_1 \mathbb{E} Z_1^2 + \mathbb{E}(D_1)_{2}\mathbb{E} Z_1 \mathbb{E} Z_1^2 + \frac{\mathbb{E}(D_1)_{2}}{\mathbb{E} D_1} \mathbb{E} (d^*)^2 \mathbb{E} Z_1.
\]

(The above estimates hold also in the case when either side is infinite.)

When \( \mathbb{E} D_2^3 < \infty \) and \( \mathbb{E} D_2^4 < \infty \), we have

\[
\alpha^* = \frac{\mathbb{E} D_1 \mathbb{E} D_2 \mathbb{E} (D_2)^3}{\mathbb{E} D_1 \mathbb{E} D_2 \mathbb{E} (D_2)^3 + \mathbb{E}(D_1)_{2}(\mathbb{E} D_2)^2}.
\]

In Corollary 4.1 Using Remark 3.1 this simplifies to \( \alpha^* = \mathbb{E} D_1 / \mathbb{E} D_2^3 \) for active and to \( \alpha^* = \mathbb{E} (D_2)^3(\mathbb{E} (D_2)^3 + \beta(\mathbb{E} D_2)^2)^{-2} \) for passive random intersection graphs. This is equal to a related estimate \( \tilde{\alpha} = \lim \mathbb{E} \text{emb}^* (K_3^*, G_n)(\mathbb{E} \text{emb}^* (P_3, G_n))^{-1} \) obtained by Bloznelis [12] and the estimates of Godehardt, Jaworski and Rybarczyk [30] for these particular models.

Similarly, if \( \mathbb{E} D_2^3 < \infty \) and \( \mathbb{E} D_2^4 < \infty \) then \( \rho^* \) in Corollary 4.2 is a rational function of \( \mathbb{E} D_1, \mathbb{E} D_2^3 \) and \( \mathbb{E} D_2^5, k = 1,2,3,4 \) obtained by using [14] and the above expressions for \( \mathbb{E} (d^*)^j \) in (16). One can check by simple algebra that \( \rho^* \) is equal to \( \rho = \lim(\mathbb{E} g(G_n) - \mathbb{E} b(G_n)^2)(\mathbb{E} b'(G_n) - \mathbb{E} b(G_n)^2)^{-1} \) computed in [17] for sparse passive and active random intersection graphs.

Assuming only that \( \mathbb{P}(d^* = k) > 0 \) we get in (13)

\[
\alpha^*_k = \frac{\mathbb{E} (\sum_{i=1}^{D^*_1} Z_i Z_i - 1)|d^* = k)}{k(k-1)}.
\]

If \( D_2 \sim \text{Po}(\lambda) \) as is the case, e.g., for the active random intersection graph of Theorem 3.1(i), then as in [17] (but without a second moment assumption)

\[
\alpha^*_k = \frac{\lambda \mathbb{P}(d^* = k - 1)}{k \mathbb{P}(d^* = k)}.
\]
Finally, if $\mathbb{E} D_1^2 < \infty$, $\mathbb{E} D_2^2 < \infty$ in Corollary 4.3 we have

$$r_k^* = k^{-1} \mathbb{E} \left( \sum_{i=1}^{D_1} Z_i^2 \mid d = k \right) + \frac{\mathbb{E} (D_1) (2 D_2) - \mathbb{E} (D_2) \mathbb{E} (D_2)}{\mathbb{E} D_1 \mathbb{E} D_2}.$$  

This agrees with a related estimate obtained for active and passive random intersection graphs in 14.

Thus Corollaries 4.1, 4.3 generalise several previous results for particular random intersection graph models to arbitrary sequences of graphs with the uncorrelated clique tree as a limit. Applying them together with Lemma 4.4 with an appropriate $k$ yields slightly stronger versions (i.e., convergence in probability and optimal moment conditions) of these results for the active and passive random intersection graphs with bounded expected degree. We are not aware of similar prior results for the inhomogeneous and configuration models.

### 4.4 Proofs

The *radius* of a connected rooted graph is the maximum distance from any vertex of the graph to the root.

**Proof of Lemma 4.1** Let $H_1, H_2 \ldots$ be an enumeration of finite graphs in $\mathcal{G}_*$. For positive integers $i, n$ define the event

$$B(i, n) = \{ \exists j \leq i : |p_{r_j}(G_n, H_j) - P(B_r_j(G^*) \cong H_j)| > i^{-1} \},$$

where $r_j$ is the radius of $H_j$. By the assumption of the lemma $P(B(i, n)) \to 0$ for each $i = 1, 2, \ldots$. Define $N_i = 1, N_i, i = 2, 3, \ldots$ by taking $N_i = 1 + \sup \{ n > N_{i-1} : P(B(i, n)) > i^{-1} \}$. Let $i(n) = \max \{ i : N_i \leq n \}$. Now let $A = \{ n : B(i(n), n) \}$. We have $P(n \notin A) = P(B(i(n), n)) \leq i(n)^{-1} \to 0$. For any sequence of events $\{ A_n, n \geq 1 \}$ on the same probability space $(\Omega, \mathcal{F}, \mathbb{P})$ we have

$$P(\cap_{m \geq 1} \cup_{n \geq m} A_n) \geq \lim \sup P(A_n). \quad (22)$$

Thus $P(|A| = \infty) \geq \lim \sup P(B(i(n), n)) = 1$. Now by the definition of $B(i, n)$ on the event $|A| = \infty$ we have $(G_n, v_n^*) \overset{d}{\to} G^*$ as $n \to \infty$, $n \in A$. \hfill $\Box$

**Proof of Lemma 4.2** ($\Leftarrow$) The function $(\mathcal{G}_*, d_{loc}) \to \mathbb{R}$ that maps $(G, v)$ to $I_{B_r(G, v) \cong H}$ is bounded and continuous for each $r \geq 0$ and connected rooted graph $H$.

($\Rightarrow$) Without loss of generality we may assume $\{(G_n, v_n^*)\}$ are defined on a single probability space. Let $A$ be a random set guaranteed by Lemma 4.1. Suppose there is some $\epsilon > 0$, a bounded continuous function $f$ and an infinite subset of positive integers $B$, such that $P(\mathbb{E} (f(G_n, v_n^*))|G_n) - \mathbb{E} f(G^*) > \epsilon)$ for all $n \in B$. Define a random set $C = \{ n \in B : |\mathbb{E} f(G_n, v_n^*)|G_n) - \mathbb{E} f(G^*)| > \epsilon \}$. Since for $n \in A \cap C$ we have $P(n \notin A \cap C) \geq \epsilon - o(1), by (22) P(|A \cap C| = \infty) \geq \epsilon$. However, $(G_n, v_n^*) \overset{d}{\to} G^*$ when $n \to \infty$, $n \in A$, by (1) this is a contradiction to our assumption. \hfill $\Box$

**Proof of Lemma 4.3** We can assume $n_1 \geq 1$.  
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Proof of Corollary 4.1. This follows by Lemma 2.1 since Lemma 4.2 implies convergence in distribution of \(d_{n}^{h-1}\) to \((d^*)^{h-1}\).

\[\Rightarrow \Rightarrow \] Assume (i). Then there is a positive sequence \(a_{n} \to 0\), such that \(|\mathbb{E} d_{n}^{h-1} - \mathbb{E} (d^*)^{h-1}| \leq a_{n}\). The empirical \((h-1)\)-st moment of the degree of \(G_{n}\) is \(D_{n} = n_{1}^{-1} \text{hom}(K_{1,h-1},G_{n})\). Also \(D_{n} = \sum_{H \in S} d_{H}(\text{root}(H))^{h-1} p_{r}(G_{n},H)\), where \(S\) consists of graphs in \(G_{*}\) of radius 1. Since \(\mathbb{E} D_{n} = \mathbb{E} d_{n}^{h-1}\), it follows by (i) and (ii) that \(D_{n} \overset{p}{\to} \mathbb{E} (d^*)^{h-1}\). So there is a positive sequence \(\epsilon_{n} \to 0\), such that for all \(n\)

\[\mathbb{P}(|D_{n} - \mathbb{E} (d^*)^{h-1}| > \epsilon_{n}) \leq \epsilon_{n}.
\]

We may assume that \(\epsilon_{n} \geq a_{n}\). Let the random set \(C\) consist of those \(n\) for which \(|D_{n} - \mathbb{E} (d^*)^{h-1}| \leq \epsilon_{n}\). It follows by (ii) that \(\mathbb{P}(|C| = \infty) = 1\), \(\mathbb{P}(n \in C) \to 1\) and on the event \(|C| = \infty\), \(D_{n} \to \mathbb{E} (d^*)^{h-1}\) as \(n \to \infty\), \(n \in C\).

Let \(A\) be the random set guaranteed by Lemma 4.1. On the event \(|A \cap C| = \infty\), the subsequence of graphs \(\{G_{n}, n \in A \cap C\}\) satisfies the conditions of Theorem 2.1.

Assume (iii) does not hold. Then there is \(H^* \in \mathcal{R}(H), \epsilon > 0\) and a deterministic infinite set \(D\) of positive integers such that for all \(n \in D\)

\[\mathbb{P}(|X_{n} - \mathbb{E} X^*| > \epsilon) > \epsilon.
\]

Here \(X_{n} = n_{1}^{-1} \text{emb}(H,G_{n})\) and \(X^* = \text{emb}'(H^*,G^*,r^*)\). Let \(D_{1} \subseteq D\) consist of those \(n\) in \(D\) for which \(|X_{n} - \mathbb{E} X^*| > \epsilon\). Again, by (ii), we get that \(\mathbb{P}(|A \cap C \cap D_{1}| = \infty) \geq \epsilon\). On this event \(X_{n} \not\sim \mathbb{E} X^*\) as \(n \to \infty\), \(n \in A \cap C\). This is a contradiction to Theorem 2.1.

It remains to show (iii). Write \(Y_{n} = n_{1}^{-1} \text{hom}(H,G_{n})\). Trivially, \(X_{n} \leq Y_{n}\), and by Lemma 2.2, \(Y_{n} \leq D_{n}\). So for any \(t > 0\)

\[\mathbb{E} X_{n} 1_{X_{n} > t} \leq \mathbb{E} Y_{n} 1_{Y_{n} > t} \leq \mathbb{E} D_{n} 1_{D_{n} > t}.
\]

Since \(\mathbb{E} D_{n} \to \mathbb{E} (d^*)^{h-1}\) and \(D_{n} \overset{p}{\to} \mathbb{E} (d^*)^{h-1}\), \(D_{n}\) is uniformly integrable, and so is \(X_{n}\). Since \(X_{n}\) also converges in probability by (iii), (iii) follows by Lemma 2.1 and (i). The proof is identical to that of the corresponding implication of Theorem 2.1.

\[\square\]

Proof of Corollary 4.1. Apply Lemma 1.3.

Proof of Corollary 4.2. For non-empty \(G\) we have

\[g(G) = \frac{\text{hom}(P_{4},G)}{\text{emb}(K_{2},G)}; \quad b(G) = \frac{\text{hom}(K_{1,2},G)}{\text{emb}(K_{2},G)}; \quad b'(G) = \frac{\text{hom}(K_{1,3},G)}{\text{emb}(K_{2},G)}.
\]
Let \( S(t, j) \) denote Stirling numbers of the second kind. Using Lemma 4.2,

\[
n^{-1} \text{emb}(K_2, G_n) \leq \mathbb{E} d^*; \\
n^{-1} \text{hom}(P_3, G_n) = n^{-1} (\text{emb}(P_4, G_n) + \text{emb}(K_3, G_n) + 2 \text{emb}(P_3, G_n) + \text{emb}(K_2, G_n)) \xrightarrow{p} \mathbb{E} (\text{emb}'(P_4', G^*) + \text{emb}'(K_3', G^*) + \text{emb}'(K_{1,2}', G^*) + \text{emb}'(P_3', G^*) + \text{emb}'(K_2', G^*)) = \mathbb{E} \text{hom}'(P_3', G^*, r^*);
\]

\[
n^{-1} \text{hom}(K_{1,t}, G_n) = n^{-1} \sum_{j=1}^{t} S(t, j) \text{emb}(K_{1,j}, G_n) \xrightarrow{p} \mathbb{E} \text{hom}'(K_{1,t}, G^*, r^*) = \mathbb{E} (d^*)^t
\]

for \( t = 2, 3 \). The claim follows by the definition of \( r(G) \).

\[\square\]

**Proof of Corollary 4.3** Note that \( \pi_k(G_n) \xrightarrow{p} \mathbb{P}(d^* = k) > 0 \) and when \( \pi_k(G) > 0 \) we have

\[
r_k(G) = \frac{\mathbb{E} (dG(u_2^* dG(u_2) = k \exists u_1^2 u_2^2 \in G|G_n = G)}{\mathbb{P}(dG(u_2^* = k, u_1^2 u_2^2 \in G|G_n = G)} = \frac{(n_1)^{-1} H(G)}{k(n_1 - 1)^{1-1} \pi_k(G)} = n_1^{-1} H(G)(k\pi_k(G))^{-1},
\]

where \( H(G) \) is the number of homomorphisms from \( P_3 = xyz \) to \( G \) so that \( x \) is mapped to a vertex of degree \( k \). Denote by \( \tilde{H}_t(G) \) the number of such homomorphisms where additionally \( y \) is mapped to a vertex of degree at most \( t \), and let \( \tilde{H}_t(G) = H(G) - H_t(G) \).

Fix \( \delta > 0 \). We will show that for any \( \epsilon > 0 \) and all \( n \) large enough

\[
\mathbb{P}(|n_1^{-1} H_t(G_n) - \mathbb{E} \mathbb{I}_{d^* = k} \text{hom}'(P_3', G^*, r^*)| > \delta) \leq \epsilon,
\]

i.e. \( n_1^{-1} H_t(G_n) \xrightarrow{p} \mathbb{E} \mathbb{I}_{d^* = k} \text{hom}'(P_3', G^*, r^*) \).

By Lemma 4.2

\[
n_1^{-1} H_t(G_n) = \mathbb{E} \left( \mathbb{I}_{dG_n(u_2^* = k} \sum_{u : u_2 \in G_n} G_n(u) \mathbb{I}_{dG_n(u) \leq t} \right) G_n
\]

\[
\xrightarrow{p} h_t^* = \mathbb{E} \left( \mathbb{I}_{d^* = k} \sum_{u : u \in G^*} G^*(u) \mathbb{I}_{dG^*(u) \leq t} \right).
\]

Also \( h_t^* \xrightarrow{p} h^* = \mathbb{E} \mathbb{I}_{d^* = k} \text{hom}'(P_3', G^*, r^*) \) as \( t \to \infty \) since \( \mathcal{L}((G_n, v_n^*|G_n) \xrightarrow{p} \mathcal{L}(G^*) \)

and \( h^* \leq \mathbb{E} \text{hom}'(P_3', G^*, r^*) < \infty \) by Lemma 4.3 Therefore we can pick \( t_1 \) such that for \( t \geq t_1 \) and all \( n \) large enough

\[
\mathbb{P}(|n_1^{-1} H_t(G_n) - h_t^*| > \frac{\delta}{4}) \leq \frac{\epsilon}{4}; \quad |h_t^* - h^*| \leq \frac{\delta}{4}
\]

and so

\[
\mathbb{P}(|n_1^{-1} H_t(G_n) - h^*| > \frac{\delta}{2}) \leq \frac{\epsilon}{2}, \quad (25)
\]
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Next, note that \( \bar{H}_t(G_n) \leq \sum_{v \in V(G_n)} d_{G_n}(v)^2 I_{d_{G_n}(v) > t} \). So by Markov’s inequality

\[
P(n_1^{-1} \bar{H}_t(G_n) > \delta/2) \leq 2\delta^{-1}n_1^{-1}E \bar{H}_t(G_n) \leq 2\delta^{-1} E d_n^2 I_{d_n > t}.
\]

\( d_n^2 \) is uniformly integrable by Lemma 3.4 so there is \( t_2 \) such that for all \( t \geq t_2 \) and all large enough \( n \)

\[
P(n_1^{-1} \bar{H}_t(G_n) > \delta/2) \leq \frac{\epsilon}{2}.
\]

(26)

Now (24) follows by setting \( t = \max(t_1, t_2) \) and combining (23), (25) and (26). \( \square \)

**Proof of Lemma 4.4** Let \( Z_1, Z_2, \ldots \sim D_2^* - 1 \) and \( D_1 \) be independent. For a random variable \( X \) with \( \mathbb{E} X \in (0, \infty) \) and its size-biased version \( X^* \) we have

\[
\mathbb{E} (X^* - 1)_j = \sum_{m \geq 1} (m - 1)_j \frac{m \mathbb{P}(X = m)}{\mathbb{E} X} = \frac{\mathbb{E} (X)_{j+1}}{\mathbb{E} X}, \quad j = 1, 2, \ldots
\]

Thus using the assumptions and Remark 3.1

\[
\mathbb{E} (Z_1)_j = \mathbb{E} (D_2)_{j+1} (\mathbb{E} D_2)^{-1} < \infty \text{ for } j = 1, \ldots, k.
\]

(27)

Similarly \( \mathbb{E} Z^k = (\mathbb{E} D_2)^{-1} \mathbb{E} D^{k+1}_2 < \infty \). Write \( (\ell^i_{k_1, \ldots, k_j}) = \frac{k!}{k_{1!} \cdots k_j!} \). Conditioning on \( D_1 \), using linearity of expectation and symmetry, we get

\[
\mathbb{E} (d^*)^k = \mathbb{E} \left( \sum_{i=1}^{D_1} Z_i \right)^k
\]

\[
= \sum_{(k_1, \ldots, k_j)} \mathbb{E} \mathbb{C}^{D_1}_{j} \mathbb{E} Z^{k_1}_1 \times \cdots \times \mathbb{E} Z^{k_j}_j \in (0, \infty).
\]

(28)

Here the sum is over all \( j \) and all tuples of positive integers \( (k_1, \ldots, k_j) \) such that \( k_1 + \cdots + k_j = k \). Write \( d_n = d_{G_n}(v_n) \) and recall that \( v_n^* \) is a uniformly random vertex from \( V(G_n) \). By Theorem 3.1 \( \mathcal{L}((G_n, v_n^*)|G_n) \overset{D}{\to} \mathcal{L}(G^*) \), so \( d_n \overset{D}{\to} (d^*)^k \). By Fatou’s lemma

\[
\mathbb{E} (d^*)^k \leq \liminf \mathbb{E} d_n^k.
\]

We assume without loss of generality that in the case (iv) the sequences \( d_1(n) \) and \( d_2(n) \) (not to be confused with the random variable \( d_n \)) are symmetric random permutations of two fixed degree sequences (each permutation of a particular sequence is equally likely). So in all cases (i)-(iv) by symmetry \( \mathbb{E} d_{G_n}(v_1)^k = \mathbb{E} d_n^k \), where \( v_1 \) is a fixed vertex in \( V(G_n) \). For each of the random intersection graph models we will show

\[
\mathbb{E} d_{G_n}(v_1)^k \leq \mathbb{E} (d^*)^k + o(1).
\]

(29)

Let \( T \sim \mathcal{T}(D_1, D_2) \). Assume that \( D_1 = d_T(\text{root}(T)) \), \( x_1, \ldots, x_{D_1} \) are the children of \( \text{root}(T) \) and \( Z_i \) is the number of children of \( x_i \). For each \( n \) define a bipartite graph (a tree) \( \bar{H}_n \) as follows. On the event \( D_1 > n_2 \), let \( \bar{H}_n \) be a tree consisting of just the root \( \bar{v}_1 \). On the event \( D_1 \leq n_2 \), let \( \bar{H}_n \) be the subtree induced by
generations 0, 1 and 2 of \( \mathcal{T} \), but take only the first \( Z_1' = Z_1 \mathbb{1}_{Z_1 \leq n_1-1} \) children for the node \( x_1, i = 1, \ldots, D_1 \). Label the root \( v_1 \). Given \( D_1, Z_1, \ldots, Z_{D_1} \), draw labels for \( x_1, \ldots, x_{D_1} \) from \( V^2 \) uniformly at random without replacement and draw \( Z_1' \) distinct labels from \( V_1' \setminus \{ x_1 \} \) for the children of \( x_1 i = 1, \ldots, D_1 \), for each \( i \) (conditionally) independently. Here \( V_1' = V_i(H_n) \) is the set of first \( n_i \) vertices of the fixed ground set \( \mathcal{V}^i \) as in Theorem 3.1.

Write \( \tilde{d}_n = \mathbb{1}_{D_1 \leq n_2} \sum_{i=1}^{D_1} Z_i' \) and notice that \( \tilde{d}_n \) is an upper bound on the degree of \( v_1 \) in the resulting intersection graph. We have as in (28)

\[
\mathbb{E}(\tilde{d}_n^k) = \sum \binom{k}{k_1, \ldots, k_j} \mathbb{E}(\frac{D_1}{j}) \mathbb{I}_{D_1 \leq n_2} \mathbb{E}(Z_1')^{k_1} \times \cdots \times \mathbb{E}(Z_j')^{k_j}
= \mathbb{E}(d^*)^k - o(1).
\]

(30)

Here we used (27), (28) and bounds

\[
\mathbb{E}(D_j) \mathbb{I}_{D_1 \leq n_2} = \mathbb{E}(D_1) - o(1); \quad \mathbb{E}(Z_1')^j = \mathbb{E} Z_1\mathbb{1}_{Z_1 > n_1-1} = \mathbb{E} Z_1 - o(1),
\]

valid for any \( j \leq k \) by Lemma 2.1. Thus it suffices to prove that \( \mathbb{E} d_{G_n}(v_1)^k \leq \mathbb{E} \tilde{d}_n^k + o(1) \). Recall that \( H_n \) is the bipartite graph underlying the intersection graph \( G_n \). Call a path \( xyz \) good if \( x = v_1, y \in \mathcal{V}_2 \) and \( z \in \mathcal{V}_1 \setminus \{ v_1 \} \). We have

\[
d_{G_n}(v_1) \leq \sum \mathbb{I}(v_1 uv, H_n) \quad \text{ and } \quad \tilde{d}_n = \sum \mathbb{I}(v_1 uv, \tilde{H}_n)
\]

where the sum is over all good paths \( v_1 uv \) and \( \mathbb{I}(F, H) \) is the indicator of the event that \( F \subseteq \mathcal{E}(H) \).

For any graph \( H \) we denote \( \nu(H) = |V(H)| \) and \( c(H) = |E(H)| \). If \( H \) is bipartite (more precisely, 2-coloured) \( \nu_j(H), j = 1, 2 \) denotes the size of \( j \)-th part \( V_j \) of \( H \). Define an equivalence relation between bipartite graphs \( H' = (V_1', V_2', E') \), \( H'' = (V_1'', V_2'', E'') \): \( H' \sim H'' \) if and only if there is an isomorphism from \( H' \) to \( H'' \) that maps \( V_j' \) to \( V_j'' \), \( j = 1, 2 \). Let \( \mathcal{F}_k \) consist of one member for each equivalence class of all graphs formed from a union of \( k \) good paths (a not necessarily disjoint union of graphs \( G_1 = (V_1, E_1), \ldots, G_k = (V_k, E_k) \) is a graph \( (V_1 \cup \cdots \cup V_k, E_1 \cup \cdots \cup E_k) \)). For \( H' \in \mathcal{F}_k \), let \( N(H') \) be the number of distinct tuples of \( k \) good paths whose union is a bipartite graph \( H'' \) with parts \( V_1'' \subseteq V_1 \) and \( V_2'' \subseteq V_2 \) such that \( H'' \sim H' \). It is easy to see that there are positive constants \( c(H'), C(H') \), such that for all \( n \) large enough

\[
N(H') = c(H')(n_1 \nu_1(H') - 1)(n_2 \nu_2(H')) = C(H') n_1^{\nu_1(H')-1}(1 + o(1)).
\]

(31)

By linearity of expectation

\[
\mathbb{E} d_{G_n}(v_1)^k \leq \mathbb{E} \left( \sum \mathbb{I}(v_1 uv, H_n) \right)^k = \sum_{H' \in \mathcal{F}_k} N(H') \mathbb{E} \mathbb{I}(H', H_n).
\]

and similarly

\[
\mathbb{E} \tilde{d}_n^k = \sum_{H' \in \mathcal{F}_k} N(H') \mathbb{E} \mathbb{I}(H', \tilde{H}_n).
\]
Using (30), (31) and the fact that $F_k$ is finite, in order to prove (29) it suffices to check that

$$
\mathbb{E} \mathbb{I}(H', H_n) \leq \mathbb{E} \mathbb{I}(H', \hat{H}_n) + o(n_1^{-v(H')} + 1) \quad \text{for each } H' \in F_k.
$$

(32)

So fix any $H' \in F_k$. Suppose $v_2(H') = t$ and the degrees of vertices in $V_2(H')$ are $b_1, \ldots, b_t$. Note that $b_j \leq k + 1$ for $j = 1, \ldots, t$. Conditioning on $D_1$ and the positions of generation 1 nodes labelled $V_1(H')$ and using (27)

$$
\mathbb{E} \mathbb{I}(H', \hat{H}_n) = \frac{(D_1)_{1}}{(n_2)_t} \prod_{i=1}^{t} \mathbb{E} \mathbb{I}(D_1)_{i} \mathbb{E} \mathbb{I}(D_2)_{i}^{-t} \prod_{i=1}^{t} \mathbb{E} \mathbb{I}(D_2)_{i} (1 + o(1)).
$$

(33)

Now if $H'$ is a tree then $e(H') = v(H') - 1$ and (32) follows if

$$
\mathbb{E} \mathbb{I}(H', H_n) \leq \mathbb{E} \mathbb{I}(H', \hat{H}_n) (1 + o(1)).
$$

(34)

Meanwhile, if $H'$ has a cycle then $e(H') \geq v(H')$ and $\mathbb{E} \mathbb{I}(H', \hat{H}_n) = O(n_1^{-v(H')})$, so (32) follows whenever

$$
\mathbb{E} \mathbb{I}(H', H_n) = o(n_1^{-v(H')} + 1).
$$

(35)

We now consider (32) for each model separately.

(i) (active intersection graph) Let $a_1, \ldots, a_s$ be the degrees of vertices in $V_1(H')$. We can assume $a_1 = d_{H'}(v_1) = t$. Of course, $a_j \leq k$, $j = 1, \ldots, s$. Since the vertices in $V_1(H')$ choose their neighbors independently, using Lemma 2.1

$$
\mathbb{E} \mathbb{I}(H', H_n) = \prod_{i=1}^{s} \frac{(X_{v_i})_{a_i}}{(n_2)_{a_i}} = n_2^{-e(H')} \prod_{i=1}^{s} \mathbb{E} \mathbb{I}(D_1)_{a_i} (1 + o(1)).
$$

If $H'$ has a cycle then $e(H') \geq v(H')$ and $\mathbb{E} \mathbb{I}(H', H_n) = O\left(n_1^{-e(H')}\right)$, so (35) holds.

By Remark 3.1 $D_2 \sim Po(\beta^{-1} \mathbb{E} \mathbb{I}(D_1))$. So $\mathbb{E} \mathbb{I}(D_2)_{b_i} = (\beta^{-1} \mathbb{E} \mathbb{I}(D_1))_{b_i}$. Thus (33) reduces to

$$
\mathbb{E} \mathbb{I}(H', \hat{H}_n) = (\beta n_1)^{-e(H')} \mathbb{E} \mathbb{I}(D_1)_{t} (\mathbb{E} \mathbb{I}(D_1)^{e(H') - t} (1 + o(1)))
$$

If $H'$ has no cycle, then $a_j = 1$ for all $j \geq 2$. Thus

$$
\mathbb{E} \mathbb{I}(H', H_n) \leq n_2^{-e(H')} \mathbb{E} \mathbb{I}(D_1)^{e(H') - t} (1 + o(1))
$$

and (35) follows.
(ii) (passive intersection graph) Since \( b_i \leq k + 1 \) for \( i = 1, \ldots, t \) by the assumption (ii) of the lemma

\[
E \mathbb{I}(H', H_n) = \mathbb{E} \prod_{i=1}^{s} (X_{hv})_{b_i} = n_1^{-(H')} \prod_{i=1}^{s} E(D_2)_{b_i} (1 + o(1)).
\]

Using Remark 3.1, \( D_1 \sim \text{Po}(\beta \mathbb{E} D_2) \), so \( E(D_1)_t = \beta^t (\mathbb{E} D_2)^t \). Therefore (33) reduces to

\[
E \mathbb{I}(H', \hat{H}_n) = n_1^{-(H')} \prod_{i=1}^{s} E(D_2)_{b_i} (1 + o(1))
\]

and (32) follows.

(iii) (inhomogeneous random intersection graph) Let \( \{ \xi_u : u \in V(H') \} \) be independent random variables such that \( \xi_u \sim \xi^{(i)} \) for \( u \in V_i(H') \), \( i = 1, 2 \). Write \( a \wedge b = \min(a, b) \). Then

\[
E \mathbb{I}(H', H_n) = \mathbb{E} \prod_{u \in E(H')} \left( \frac{\xi_u \xi_v}{\sqrt{n_1 n_2}} \wedge 1 \right) \leq \beta^{-e(H')/2} n_1^{-e(H')} \prod_{u \in V(H')} E \xi_u^{d_{H_i} u}(1 + o(1)).
\]

If \( H' \) contains a cycle, then by the assumption that \( E(\xi^{(1)})^k \) and \( E(\xi^{(2)})^k+1 \) are finite, we get that \( E \mathbb{I}(H', H_n) = O\left(n_1^{-v(H')}\right) \), so (35) holds. If \( H' \) is a tree then

\[
E \mathbb{I}(H', H_n) \leq \beta^{-e(H')/2} n_1^{-e(H')} E(\xi^{(1)})^t (E\xi^{(1)})^{s-1} \prod_{j=1}^{t} E(\xi^{(2)})^{b_j} (1 + o(1)).
\]

Using Remark 3.1, we have \( D_1 \sim \text{Po}(\beta^{1/2}(\xi^{(1)} E\xi^{(2)}) \text{ and } D_2 \sim \text{Po}(\beta^{-1/2}(\xi^{(2)}) E\xi^{(1)}), \)

so \( E(D_1)_t = \beta^{t/2} (\xi^{(1)})^t (E\xi^{(2)})^t \) and \( E(D_2)_j = \beta^{-j/2} (\xi^{(2)})^j (E\xi^{(1)})^j \) for \( j \leq k + 1 \). Putting these estimates into (35) and simplifying we get the expression on the right of (35). (35) follows.

(iv) (random configuration graph) For \( i = 1, 2 \), let

\[
\tilde{d}_{i,m} = n_1^{-1} \sum_{v \in V_i} (d_{i,v})_m.
\]

Recall that \( N = \sum_{u \in V} d_{1, u} \) is the total number of half-edges in each of the parts. Since \( n_1, n_2 \rightarrow \infty \) and by the assumption of the lemma \( N n_1^{-1} \rightarrow E D_1 \), there exists \( \omega_n \rightarrow \infty \), such that for all \( n \)

\[
n_1, n_2, N \geq \omega_n; \quad \omega_n \geq k + 2.
\]

The probability that \( H_n \) contains \( H' \) as a subgraph is at most

\[
a(H') = \frac{1}{(N)^{e(H')}} \prod_{u \in V(H')} (d_{H_n}(u))^{\tilde{d}_{H'}(u)}.
\]
Here the product counts the number of ways to choose particular half-edges forming $H'$. Let $(u^*_1, \ldots, u^*_s)$ and $(w^*_1, \ldots, w^*_t)$ be independent uniformly random tuples of distinct vertices from $V_1(H_n)$ and $V_2(H_n)$ respectively. Using symmetry, the assumption of the lemma and the assumption of the lemma

$$a(H') = \frac{1}{(N)_{c(H')}} \prod_{i=1}^s (d_{1,u^*_i})_{a_i} \prod_{j=1}^t (d_{2,w^*_j})_{b_j}$$

$$\leq \frac{1}{(N)_{c(H')}} \prod_{i=1}^s \tilde{d}_{1,a_i} \prod_{j=1}^t \tilde{d}_{2,b_j} (1 + o(1))$$

$$= (\mathbb{E} D_1 n_1)^{-e(H')} \prod_{i=1}^s \mathbb{E} (D_1)_{a_i} \prod_{j=1}^t \mathbb{E} (D_2)_{b_j} (1 + o(1)).$$

Again, if $H'$ has a cycle then (33) follows. Otherwise, if $H'$ is a tree, then since $\mathbb{E} D_1 n_1 = \mathbb{E} D_2 n_2 (1 + o(1))$ we have $\mathbb{E} D_1 = \beta \mathbb{E} D_2$ and

$$(\mathbb{E} D_1)^{-e(H')} \prod_{i=1}^s \mathbb{E} (D_1)_{a_i} = \mathbb{E} (D_1)^{s-1} \frac{(\mathbb{E} D_1)^{s-1}}{(\mathbb{E} D_1)^{s+t-1}} = \beta^{-t} \mathbb{E} (D_1)^{t}(\mathbb{E} D_2)^{-t}.$$

By comparing $a(H')$ with (33) we see that (34) holds. \hfill \Box
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A Proof of Theorem 3.1

In this section we prove Theorem 3.1. We need different proofs for each of the graph models. The common part in these proofs is that the local weak limit for a sequence of random intersection graphs \( \{G_n\} \) that we study is determined by the limit for the sequence of underlying bipartite graphs \( \{H_n\} \) and the coupling with a Galton-Watson branching process in each case.

Extending the definition of \( p_r(G, H) \) given in Section 3 in the case when \( H \in \mathcal{G}_s \) and \( G \) is a random rooted graph in \( \mathcal{G}_s \), define \( p_r(G, H) = \mathbb{I}_{B_r(G, \text{root}(G)) \equiv H} \). If \( G \) is a random rooted or unrooted graph, we will write \( p_r(G, H) = \mathbb{E} p_r(G, H) \). Thus \( p_r(G, H) \) is the probability that an \( r \)-ball rooted at a random vertex is isomorphic to \( H \); if \( G \) is unrooted, then the ball is centered at a uniformly random vertex, while if \( G \) is rooted, then the ball is centered at \( \text{root}(G) \).

For the proofs we need to generalize the notation \( p_r, p_r \). Let \( G \) be a random graph with at least \( k \) vertices. Let \( H_1, \ldots, H_k \) be rooted connected graphs. We write

\[
p_r(G, H_1, \ldots, H_k) = \mathbb{E} (\mathbb{I}_{B_r(G, u_1^*) \equiv H_1, \ldots, B_r(G, u_k^*) \equiv H_k} | G), \tag{38}
\]

where \((u_1^*, \ldots, u_k^*)\) is a uniformly random tuple of \( k \) distinct vertices from \( V(G) \) (given \( V(G) \)).

When \( G = (V_1, V_2, E) \) is bipartite with \( |V_1|, |V_2| \geq k \), for \( i \in \{1, 2\} \) define \( p_r^{(i)} \) and \( p_r^{(i)} \) similarly as \( p_r, p_r \), but taking a uniformly random tuple \((u_1^*, \ldots, u_k^*)\) of distinct vertices only from the part \( V_i \).

Let \( \{G_n\}, D_1, D_2, \mathcal{T} \) be as in Theorem 3.1. Let \( H_n \) be the bipartite graph corresponding to \( G_n \). Since \( B_r(G_n, v) \) is determined by \( B_{2r+1}(H_n, v) \) for \( v \in V(G_n) \) and the subset of graphs in \( \mathcal{G}_s \) that have radius at most \( 2r+1 \) is countable, to prove the theorem it suffices to show in each of the cases that for each positive integer \( r \) and each rooted tree \( T \) such that \( p_r(T, T) > 0 \)

\[
p_r^{(i)}(H_n, T) \xrightarrow{P} p_r(T, T). \tag{39}
\]

(Use the law of total probability to see that this implies \( p_r^{(1)}(H_n, H) \xrightarrow{P} 0 \) for any \( H \) with \( p_r(T, H) = 0 \).)

We now proceed to prove (39) for each of the four models separately.

A.1 The active and passive models

For \( i \in \{1, 2\} \) define \( i = 2 \) if \( i = 1 \) and \( i = 1 \) if \( i = 2 \). Let \((F, S)\) be a pair where \( F \) is a forest of labelled trees, and \( S \subseteq V(F) \) a subset of its leaves (we call a node a leaf if it has degree at most 1). Assume further that \( F \) can be represented as a bipartite graph with parts \( V_1(F) \) and \( V_2(F) \) with \( V_i(F) \subset V_i^* \). We denote the collection of all such pairs \((F, S)\) by \( \mathcal{A} \).

For a random graph \( H_n \) of Theorem 3.1 and \((F, S) \in \mathcal{A} \), we will denote by \( A(H_n, F, S) \) the event that \( F \) is a subgraph of \( H_n \) and for any \( v \in V(F) \setminus S \) we
have $\Gamma_{H_n}(v) = \Gamma_F(v)$. We will call vertices in $S$ active and the vertices in $V(F) \setminus S$ closed.

For a discrete random variable $X$, denote by $D(X) = \{x : \mathbb{P}(X = x) > 0\}$. Recall that $X_z = d_{H_n}(z)$ is the degree of $z$ in $H_n$.

**Lemma A.1** Let $(G_n), \{H_n\}, D_1$ be as in Theorem 3(i). Then $H_n$ satisfies (14) with $D_2 \sim \text{Po}(\beta^{-1}D_1)$.

Furthermore, let $i \in \{1,2\}$ and let $k$ be a non-negative integer. Let $(F,S) \in \mathcal{A}$ and let $z \in S$. Call $(F,S)$ feasible if for all $u \in (V(F) \cap V^1) \setminus S$ we have $d_F(u) \in D(D_1)$. Let $A = A(H_n, F, S)$.

Assume $(F,S)$ is feasible and $z \in S$ is of type $i$ ($z \in V^i$). Then for all $n$ large enough $\mathbb{P}(A) > 0$,

$$\lim \mathbb{P}(X_z = k|A) = \begin{cases} \mathbb{P}(D^*_i = k), & \text{if } d_F(z) = 1, \\ \mathbb{P}(D_i = k), & \text{if } d_F(z) = 0, \end{cases} \quad (40)$$

and

$$\lim \mathbb{P}(\exists u \in V(F) : zu \in H_n, zu \not\in F|A) = 0. \quad (41)$$

**Proof** Fix a feasible $(F,S)$. Let us first show (14). We use the notation of Section 3. By symmetry $X^{(2)}$ has the same distribution as the degree in $H_n$ of any fixed vertex $w$ of $V^2$. By independence of $S_v, v \in V^1$, $X^{(2)}$ has distribution $\text{Bin}(n_1, p)$ where $p = p(n) = \mathbb{P}(w \in S_v) = \frac{\mathbb{E} \times^{(i)}}{n^2}$ and $v_1$ is a fixed vertex of $V^1$. So $\mathbb{E} X^{(2)} = \frac{n_1 \mathbb{E} X^{(i)}}{n^2}$ and $\delta_n = \frac{n_1 \mathbb{E} X^{(i)}}{n^2} - \frac{\mathbb{E} D_1}{\beta} \to 0$ as $n \to \infty$. Let $D_2$ and $Y_n$ have Poisson distribution with parameters $\frac{\mathbb{E} D_1}{\beta}$ and $n_1 p$ respectively. By Le Cam’s theorem and by the properties of Poisson random variables (see, e.g., [12]), we have

$$\begin{aligned}
&d_{TV}(X^{(2)}, D_2) \leq d_{TV}(X^{(2)}, Y_n) + d_{TV}(Y_n, D_2) \\
&\leq 2n_1 p^2 + \mathbb{P}(\text{Po}(|\delta_n|) > 0) \to 0.
\end{aligned} \quad (42)$$

Therefore (14) holds with $D_2 \sim \text{Po}(\beta^{-1}\mathbb{E} D_1)$.

Let $L$ be the set of leaves in $F$. We will show the rest of the claim by induction on $|V(F)| + |L \setminus S|$. First suppose $F$ is an empty graph and $S = \emptyset$. Then trivially $\mathbb{P}(A(H_n, F, S)) > 0$ and (10), (11) hold. Now suppose $l \geq 1$ and we have proved the claim for all feasible $(F', S') \in \mathcal{A}$ such that $|V(F')| + |L \setminus S| < l$. Let $(F,S) \in \mathcal{A}$ be feasible and such that $|V(F)| + |L \setminus S| = l$.

We begin by proving that

$$\mathbb{P}(A(H_n, F, S)) > 0 \quad \text{for all } n \text{ large enough.} \quad (43)$$

Indeed, if $F$ has a closed leaf $v$, (43) follows by induction and (10), (11) applied to $(F, S \cup \{v\})$. Else, if $F$ has an active vertex $v \in S$ of degree zero, then it is trivial. Otherwise all leaves are active. Let $v$ be the neighbour of a leaf at a maximum distance from the root. The set $L_v$ of the children of $v$ (vertices
in $\Gamma_P(v)$ which are not on the path from $v$ to the root) satisfies $L_v \subseteq S$. By
induction $A(H_1, F - L_v, (S \setminus L_v) \cup \{v\})$ holds with a positive probability. Also
using induction, (40), (41) imply that Lemma 2.1.

In the rest of the proof we assume $n$ is large enough that (13) holds and show
(40) and (41) for $(F, S)$ and an arbitrary $z \in S$. Recall that $F$ is a bipartite graph
with parts $(V_1(F), V_2(F))$, $V_i(F) \subseteq V^i$, $i = 1, 2$. We assume that $n$ is large enough
that $v_i(F) = |V_i(F)| < n_i$, $i = 1, 2$. For any $u \in V_1$ and $w_1, w_2 \in V^2$ we have

$$
\mathbb{P}(uw_1, uw_2 \in H_n) \leq \frac{\mathbb{E}(X^{(1)})^2}{n_2^2} \leq \frac{\mathbb{E}X^{(1)}X^{(1)}|X^{(2)} > \sqrt{m_2}}{n_2} + \frac{\sqrt{n_2}\mathbb{E}X^{(1)}}{n_2^2} = o(n_2^{-1}). \tag{44}
$$

Here the last bound follows since $X^{(1)}$ is uniformly integrable, see e.g., (10) or
Lemma 2.1.

First consider the case $z \in V_2$. Recall that $S_z = \Gamma_{H_n}(z)$. We may write
$X_z = d_F(z) + X'_z + X''_z$ where $X'_z = |S_z \setminus V(F)|$ and $X''_z = |S_z \cap (V(F) \setminus \Gamma_F(z))|$. 

Let $\{w_1, \ldots, w_r\} = V_2(F) \setminus S$ be the set of closed type 2 vertices in $F$. For
$u \in V_1 \setminus V(F)$ denote by $B_u = B_u(n)$ the event that $uw, \ldots, uw_r \notin H_n$. Write
$A = A(H_n, F, S)$. By independence of $\{S_u, v \in V^1\}$

$$
an_n := \mathbb{P}(uz \in H_n | A) = \mathbb{P}(uz | B_u) \tag{45}
$$

and note that $a_n$ does not depend on $u \in V_1 \setminus V(F)$. Furthermore, we can easily
verify that for any distinct $u_1, \ldots, u_t \in V_1 \setminus V(F)$

$$
\mathbb{P}(u_1z, \ldots, u_tz \in H_n | A) = \prod_{j=1}^t \mathbb{P}(z \in S_{u_j} | B_{u_j}) = a_n^t,
$$

i.e., the events $uz \in H_n$ for $u \in V_1 \setminus V(F)$ are conditionally independent given $A$.
Therefore conditionally on $A$, the random variable $X'_z$ is distributed as $X'_A$, where
$X'_A \sim Bin(n_1 - d_F(1), a_n)$.

Let us estimate $a_n$. For any $u \in V_1 \setminus V(F)$ we have using (44) and the union bound

$$
\mathbb{P}(B_u) \geq 1 - r\mathbb{P}(uw \in H_n) \geq 1 - \frac{r\mathbb{E}X^{(1)}}{n_2} = 1 - o(1); \\
\mathbb{P}(uz \in H_n, B_u) \leq \mathbb{P}(uz \in H_n) = \frac{\mathbb{E}X^{(1)}}{n_2}; \\
\mathbb{P}(uz \in H_n, B_u) \geq \mathbb{P}(uz \in H_n) - r\mathbb{P}(uz, uw \in H_n) = \frac{\mathbb{E}X^{(1)}}{n_2} (1 - o(1)). \tag{46}
$$

So by (13) and (45)

$$
a_n = \frac{\mathbb{E}X^{(1)}}{n_2} \left(1 - o(1) \right) = \frac{ED_1}{n_2} \left(1 - o(1) \right).
$$
Suppose \( Z_n \sim Bin(n_1, a_n) \). Similarly as in (42)

\[
d_{TV}(X_A', D_2) \leq d_{TV}(X_A', Z_n) + d_{TV}(Z_n, D_2) \leq v_1(F)a_n + o(1) \to 0. \tag{47}
\]

Now consider \( X''_z \). Suppose \( u \in (S \cap V^2) \setminus \Gamma_F(z) \). If \( d_F(u) = 1 \), we may assume without loss of generality that the neighbour of \( u \) in \( F \) is \( u' \). Write \( W' = \{w_1, \ldots, w_r\} \setminus \{u'\} \). Using symmetry, (14) and (10)

\[
P(\{uz \in H_n|A\} = P(\{uz \in H_n|uu' \in H_n, \cap w \in W', uw \notin H_n\} \leq \frac{P(uz, uu' \in H_n)}{P(\cap w \in W', uw \notin H_n)} = o(1).
\]

Similarly, if \( d_F(u) = 0 \),

\[
P(uz \in H_n|A) \leq \frac{P(uz \in H_n)}{P(uz \in H_n)} = \frac{E}{n^2} X(1) (1 + o(1)) = o(1)
\]

Thus by the union bound \( P(X''_z > 0|A) = o(1) \): this yields (11) when \( z \) is of type 2. Using (47) we conclude for \( k \geq 1 \) and \( z \in S \cap V^2 \)

\[
P(X_z = k|A) \to \begin{cases} 
P(Po(E D_1/\beta) = k), & \text{if } d_F(z) = 0; \\
P(Po(E D_1/\beta) + 1 = k), & \text{if } d_F(z) = 1.
\end{cases}
\]

Since \( Po(\lambda)^* \sim 1 + Po(\lambda) \) (see Lemma [A.3]), (10) follows when \( z \in S \cap V^2 \).

Now suppose \( z \in V^1 \). We will prove the claim only in the case \( d_F(z) = 1 \). The case \( d_F(z) = 0 \) is similar, but simpler. Let \( z' \) be the only neighbour of \( z \) in \( F \), and let \( \{w_1, \ldots, w_r\} = V_2(F) \setminus (S \cup \{z'\}) \). Write \( B = B(n) \) for the event that \( zw_1, \ldots, zw_r \notin H_n \). We have

\[
P(X_z = k|A) = P(X_z = k|zz' \in H_n, B)
\]

and using symmetry

\[
P(X_z = k, zz' \in H_n, B) = P(zz' \in H_n, B, X_z = k)P(X_z = k, B)
\]

\[
= \frac{k}{n^2 - r}(P(D_1 = k) + o(1)).
\]

The estimate \( P(X_z = k, B) = P(D_1 = k) + o(1) \) follows since by the union bound and (14), \( 0 \leq P(X_z = k) - P(X_z = k, B) \leq rP(w_1 \in S_z) = O(n_2^{-1}) \) and \( P(X_z = k) \to P(D_1 = k) \) by (13). Therefore using also (10)

\[
P(X_z = k|A) \to \frac{P(X_z = k, zz' \in H_n, B)}{P(zz' \in H_n, B)} \to \frac{kP(D_1 = k)}{E D_1} = P(D_1^* = k).
\]

Finally, we show (11), also only the case \( d_F(z) = 1 \). This is trivial if \( s = |S \cap V^2| = 0 \). If \( s \geq 1 \), fixing any \( w_0 \in V^2 \setminus \{z'\} \) and using (14) and (10)

\[
P(|S_z \cap V(F)| \geq 2|A) \leq \sum_{w \in (S \cap V^2) \setminus \{z'\}} \frac{P(wz, zz' \in H_n, B)}{P(zz' \in H_n, B)} \leq \frac{sn_2 E X(2)}{EX^2(2)} (1 + o(1)) = o(1).
\]
The next lemma follows using a lengthy but essentially trivial argument.

**Lemma A.2** Let \( \{H_n\} \) be as in Theorem 3.2(i). Fix \( i \in \{1, 2\} \), a non-negative integer \( r \) and let \( C_1, \ldots, C_k \) be rooted trees of radius at most \( r \). Let \( T^{(i)} = T(D_1, D_2) \) where \( D_1, D_2 \) are given in \((123), (124)\).

Suppose that \( \prod_{j=1}^k p_r(T^{(i)}, C_j) > 0 \). Then

\[
p_r(H_n, C_1, \ldots, C_k) \to \prod_{j=1}^k p_r(T^{(i)}, C_j)
\]  

(48)

**Proof** The lemma is trivial for \( r = 0 \), so assume \( r \geq 1 \). We couple a BFS search process with the construction of the first \( r \) generations of \( k \) independent copies of \( T^{(i)} \) in the natural way as follows. Let \( F'' = C_1' \cup \cdots \cup C_k' \) be an arbitrary embedding of \( F = C_1 \cup \cdots \cup C_k \) into plane. Let \( v_1, v_2, \ldots, v_t \) be the vertices of \( F'' \) in the order they are visited by the breadth-first search that terminates at level \( r - 1 \) and let \( d_j = d_{rJ}(v_j) \). (The BFS starts with the root \( v_1 \) of \( C_1' \) and visits each vertex in \( B_{r-1}(v_1) \). After exploring \( C_j' \) with \( j < k \) it jumps to the root of \( C_{j+1}' \). The degrees of each tree are listed in the top-to-bottom, left-to-right order, where the root of a tree is at the top, and the children of each node are ordered from left to right.)

To this exploration of a fixed forest associate a “truncated” BFS exploration of the graph \( H_n \).

At step 1 we choose as a root of \( G_1 \) a uniformly random vertex \( u_1 \) from \( V^i \) and reveal its neighbours \( S_{u_1} \) in \( H_n \). Define \( V_1^* = \{u_1\} \) and \( \phi(v_1) = u_1^* \). We say that step 1 succeeds in \( H_n \) if \( X_{u_1^*}^i = d_1 \).

Now let \( j \in \{2, 3, \ldots, t\} \), and assume the steps \( 1, \ldots, j - 1 \) succeeded. At step \( j \) we do the following. If \( v_j \) is not a root node in \( F'' \) then let \( \tilde{v} \) be the parent of \( v_j \) in \( F'' \). Let \( u = \phi(\tilde{v}) \). Choose \( x \) uniformly at random from \( S_u \setminus V_{j-1}^* \). Reveal \( d_j' := X_x \), the degree of \( x \) in \( H_n \) and the remaining \( X_x - 1 \) elements of the set \( S(x) = \Gamma_{H_n}(x) \) and say that step \( i \) succeeds if \( d_i' = d_j \) and no vertex in \( S(x) \setminus \{u\} \) was revealed before step \( j \). Finally set \( V_j^* = V_{j-1}^* \cup \{x\}, \phi(v_j) = x \).

If \( v_j \) is a root node, then we let \( x \) be a uniformly random vertex from \( V^i \setminus R_{j-1} \), where \( R_{j-1} = \{u \in V(H_n) : p \leq j - 1, \phi(v_p) = u, v_p \in R\} \) and where \( R \) is the set of the root nodes of \( F'' \). We reveal \( S(x) \), set \( \phi(v_j) = x \) and define \( V_j^* = V_{j-1}^* \cup \{x\} \). We say that step \( j \) succeeds if \( d_j' := X_x \) is equal to \( d_j \) and no vertex in \( S(x) \cup \{x\} \) was revealed in previous steps.

Finally, in the third process we simply generate the first \( r \) generations of \( k \) independent copies of the branching process \( T^{(i)} \). We query the random number of children for each node in the same order as the BFS search process on \( F \). If the degree \( d_j' \) of a particle queried at step \( j \) is equal to \( d_j \), we say that the step \( j \) in the branching process succeeds.

Let \( S_j \) be the event that step \( j \) succeeds in \( H_n \). Let \( U_{j-1}^* \) be the set of vertices revealed until step \( j \), i.e., \( U_{j-1}^* = V_{j-1}^* \cup \{u : \exists v \in V_{j-1}^* : uv \in H_n\} \).

Let \( F_{j-1} \) be the subgraph of \( F'' \) induced on vertices \( \{v_1, \ldots, v_{j-1}\} \) and their neighbours in \( F'' \). Let \( F_{j-1} \) be an arbitrary fixed bipartite graph with parts
implies that for any set of rooted trees $V_1(F_{j-1}) \subset V^i$ and $V_2(F_{j-1}) \subset V^i$ such that $F_{j-1} \sim F'_{j-1}$. Recall that two bipartite graphs satisfy $H_1 \sim H_2$ if and only if there is a part-preserving isomorphism between $H_1$ and $H_2$; fix such an isomorphism $\sigma_j$ from $F_{j-1}$ to $F'_{j-1}$. Also define $T_{j-1} := V(F'_{j-1}) \setminus \{\sigma_j(v) : v \in \{v_1, \ldots, v_{j-1}\}\}$.

First suppose $v_j$ is a root node of $F'$. Since $\nu(F') = |V(F')|$ is constant, using an inequality $|P(B) - P(B|C)| \leq P(C)$ valid for arbitrary events $B, C$ with $P(C) > 0$,

$$\begin{align*}
|P(S_j|S_1, \ldots, S_{j-1}) - P(S_j|\phi(v_j) \notin U^*_{j-1}, S_1, \ldots, S_{j-1})| & \\
\leq P(\phi(v_j) \in U^*_{j-1}|S_1, \ldots, S_{j-1}) \leq \frac{\nu(F')}{n_1} = o(1).
\end{align*}$$

Fix $z \in V^i \setminus V(F_{j-1})$, and let $F^+_{j-1}$ be the graph consisting of $F_{j-1}$ and an isolated vertex $z$. Let $C_j$ be the event that $d_{H_n}(z) = d_j$ and there is no edge from $z$ to $V(F_{j-1})$ in $H_n$.

Let $A_j = A(H_n, F^+_{j-1}, T_{j-1} \cup \{z\})$. Conditioning on $\phi(v_1), \ldots, \phi(v_j)$, using symmetry and Lemma [A.1] we get

$$P(S_j|\phi(v_j) \notin U^*_{j-1}, S_1, \ldots, S_{j-1}) = P(C_j|A_j) \to P(D_i = d_j).$$

Thus $a_j = P(S_j|S_1, \ldots, S_{j-1}) = P(C_j|A_j) \to P(D^*_p = d_j)$.

Now suppose $v_j$ is a non-root node of $F'$. Let $A_j = A(H_n, F_{j-1}, T_{j-1})$ and let $z \in V(F_{j-1})$ be such that $\sigma_j(z) = v_j$, and suppose $z \in V^p$. Then using symmetry, Lemma [A.1] similarly as above

$$a_j = P(S_j|S_1, \ldots, S_{j-1}) = P(C_j|A_j) \to P(D^*_p = d_j).$$

Note that $S_1 \cap \cdots \cap S_1$ implies that there is an isomorphism from $B_r(H_n, u^*_1) \cup \cdots \cup B_r(H_n, u^*_k)$ to $C'_1 \cup \cdots \cup C'_k$ mapping the root of $B_r(H_n, u^*_j)$ to the root of $C'_j$ and preserving the order of the plane embedding. This follows by our coupling of the explorations and the definition of the events $S_j$ and $A_j$: all edges incident to $\{\phi(v_1), \ldots, \phi(v_i)\}$ in $H_n$ are specified by $\cap S_j$; for $j = t$ we have that all vertices of $T_{t-1} \setminus \{\sigma(v_j)\}$ are at distance $r$ from the root, but $H_n$ is bipartite, so there cannot be an edge in $H_n$ between them.

Since the number of vertices in $F$ is constant, we get $P(S_1, \ldots, S_1) \to \prod_j a_j$, which is exactly the probability for all steps in the branching process to succeed. Since this holds for each embedding $F'$ of $F$, [HS] follows.

Proof of Theorem 3.1 (i), (ii) We first show (i). Let $T = T(D_1, D_2)$. Lemma [A.2] implies that for any set of rooted trees $C_1, \ldots, C_k$

$$\mathbb{E} p_r(G_n, C_1, \ldots, C_k) = p_r(G_n, C_1, \ldots, C_k) \to \prod_{j=1}^k p_r(G_T, C_j) \quad (49)$$
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For $v \in V^1$ let $I_v$ be the indicator of the event $B_v(G_n, v) \ni C$. Denote $p = p(n) = p_r(G_n, C_1)$, $q = q(n) = p_r(G_n, C_1, C_2)$. By \cite{20}, $q - p^2 \to 0$,

\[
Var(p_r(G_n, C_1)) = Var \left( n_1^{-1} \sum_{v \in V} I_v \right) = n_1^{-2} \sum_{u, v \in V} Cov(I_u, I_v)
\]

\[
= n_1^{-1} (p - p^2) + \frac{n_1(n_1 - 1)}{n_1^2} (q - p^2) \to 0.
\]

Since $\mathbb{E} p_r(G_n, C_1) \to p_r(G_T, C_1)$, we have $p_r(G_n, C_1) \overset{D}{\to} p_r(G_T, C_1)$ by Chebyshev’s inequality. Now (i) follows by \cite{20}.

The proof of (ii) follows analogously, but using $i = 2$ in Lemma A.2. Indeed, if $H_n = (V^1, V^2, F)$ and $G(H_n)$ is a passive random intersection graph with $n_i = |V^i|$, then $G(H_n')$ with $H_n' = (V^2, V^1, F)$ is an active random intersection graph with parts of size $n_1' = n_2$ and $n_2' = n_1$. In particular, in this case $\beta' = \lim \frac{n_2}{n_1} = \beta^{-1}$ and by Lemma A.1 \cite{19} holds with $D_1 \sim Po(D_2/\beta') \sim Po(\beta D_2)$. \hfill \Box

### A.2 The inhomogeneous model

We will reduce Theorem 3.1(iii) to the general model of Bollabás, Janson and Riordan \cite{19} \cite{20}. Results of \cite{19} have also been applied by Bloznelis \cite{11} to study the largest connected component in an inhomogeneous random intersection graph.

Let $S = (S, \mu)$ be a probability space and let $\kappa = \kappa_K : S^2 \to [0, \infty)$ be a measurable function, or a kernel. The random inhomogeneous graph $G(n, \kappa)$ on the vertex set $\{v_1, \ldots, v_n\}$ is obtained by sampling independently at random points $x_1, x_2, \ldots, x_n$ from the distribution $\mu$. Then for each ordered pair $(v_i, v_j)$ we add an edge $v_i v_j$ to $G(n, \kappa)$ with probability $p_{i,j} = \min(\kappa(x_i, x_j)/n, 1)$, independently, merging any repetitive edges. For $i \in \{1, \ldots, n\}$ we call $x_{v_i} = x_i$ the type\footnote{For our simple application it would be more natural to add each unordered pair with probability $2p_{i,j}$. The results are equivalent, but for the sake of consistency we stick to the definition of \cite{20}.} of $v_i$.

Assuming that $\kappa$ and is integrable, the associated Galton-Watson branching process $X_n$ is defined as follows \cite{20}. There is a single particle in generation 0. The type of this particle is chosen from $S$ according to the distribution $\mu$. The children of each particle $P$ of type $x$ have types which are the points of a Poisson process with intensity $2\kappa(x, y)d\mu(y)$ (if defined by $f(x) = \int \kappa(x, y)d\mu(y)$ is finite everywhere except a set of measure 0 in $S$ which we may ignore). The children for each particle in the same generation are generated independently, and all the children of generation $i$ particles make up generation $i+1$. We use the same notation $X_n$ to denote the corresponding random possibly infinite rooted tree.

Although the work \cite{19} probably contains what is necessary for our proof, it is simpler in our case to use the results of \cite{20}. These results also hold in a more general
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framework where kernels for arbitrary small subgraphs (for example, cliques) are allowed. However, a single kernel function (corresponding to the subgraph \( K_2 \)) is sufficient to model the underlying bipartite graph \( H_n \) of the inhomogeneous random intersection graph.

**Lemma A.3** (Theorem 9.1 of [20]) Suppose \( \kappa \) is integrable on \( S^2 \). Then for any non-negative integer \( r \) and any rooted connected \( H \)

\[
p_r(G(n, \kappa), H) \xrightarrow{p} p_r(\mathcal{X}_\kappa, H).
\]

That is, \( \mathbb{L}((G(n, \kappa), v_n^*)|G_n) \xrightarrow{p} \mathbb{L}(\mathcal{X}_\kappa) \) for \( v_n^* \in_u \{v_1, \ldots, v_n\} \) in our notation above.

The proof of [20] is elegant and based on approximation using a bounded kernel and embedding the inhomogeneous branching process into a homogeneous process. To apply the result for \( G(n, \kappa) \) to random bipartite graphs, we need a minor technical modification of the above lemma (we omit the proof). For a graph \( G \), a set \( A \subseteq V(G) \) and a rooted connected graph \( H \), let \( p_r(G, H, A) \) denote the probability that \( B_r(G, u^*) \sim H \), where \( u^* \in_u A \) (define \( p_r(G, H, A) := 0 \) if \( A \) is empty).

**Lemma A.4** Suppose \( \kappa \) is integrable on \( S^2 \). Then for any non-negative integer \( r \), any rooted connected \( H \) and any measurable set \( A \subseteq S \) such that \( \mu(A) > 0 \), if \( \bar{A} \) denotes the set of vertices \( v \) of \( G(n, \kappa) \) such that \( x_v \in A \) then

\[
p_r(G(n, \kappa), H, \bar{A}) \xrightarrow{p} p_r(\mathcal{X}_{\kappa, A}, H). \tag{50}
\]

Here \( \mathcal{X}_{\kappa, A} \) denotes \( \mathcal{X}_\kappa \) conditioned on the event that the type of the root is in \( A \).

We also need a simple fact about size-biased mixed Poisson distributions.

**Lemma A.5** Let \( \Lambda \) be a non-negative random variable with \( 0 < \mathbb{E}\Lambda < \infty \). Suppose \( X \sim \text{Po}(\Lambda) \). Then the corresponding size-biased random variable satisfies

\[
X^* \sim \text{Po}(\Lambda^*) + 1
\]

**Proof** Let \( \phi_\Lambda \) be the characteristic function of \( \Lambda \). The ch. f. of \( X \) is

\[
\phi_X(t) = \mathbb{E} e^{itX} = \phi_\Lambda(-i(1 - e^{it})).
\]

Also, \( \mathbb{E}X = \mathbb{E}\Lambda \). If a random variable \( Z \) with \( 0 < \mathbb{E}Z < \infty \) has a ch. f. \( \phi_Z \), then the ch. f. of \( Z^* \) is \( (i\mathbb{E}Z)^{-1}\phi_Z'(t) \), see, e.g., [4]. We see that the ch. f. of \( X^* \),

\[
\phi_{X^*}(t) = (i\mathbb{E}\Lambda)^{-1}e^{it}\phi_\Lambda(-i(1 - e^{it}))
\]

is equal to the ch. f. of \( Y \sim \text{Po}(\Lambda^*) + 1: \)

\[
\phi_Y(t) = e^{it}\phi_{A^*}(-i(1 - e^{it})) = (i\mathbb{E}\Lambda)^{-1}e^{it}\phi_\Lambda(-i(1 - e^{it})).
\]

\( \square \)
Let $\beta > 0$, $\xi^{(1)}, \xi^{(2)}, n_1, n_2$ be as in Theorem 3.1(iii). We assume $\xi^{(1)}, \xi^{(2)}$ are independent. For $i = 1, 2$ define $\bar{\xi}^{(i)} = (1 + \beta)^{1/2} \beta^{-1/4} \xi^{(i)}$.

Consider a random inhomogeneous graph $G(N, \kappa)$ where $S = (S, \mu)$ and $\kappa = \kappa_\beta : S^2 \to [0, 1]$ are as follows. Let $S = \{1, 2\} \times \mathbb{R}$, and let $\mu$ be a measure induced by the random vector $X = (i, w) = (1 + \mathbb{I}, (1 - \mathbb{I}) \bar{\xi}_1 + \mathbb{I} \bar{\xi}_2)$ (51)

where $\mathbb{I}$ is a Bernoulli random variable with parameter $\beta(1 + \beta)^{-1}$ independent of $\{\xi_1, \xi_2\}$. Finally, set for $x, y \in S$

$$\kappa(x, y) = \begin{cases} \frac{1}{2} w_x w_y, & \text{if } i_x \neq i_y; \\ 0, & \text{otherwise} . \end{cases}$$

We consider the graph $G(N, \kappa)$ as a bipartite graph $(V^1, V^2, E)$, with $V^i$ consisting of all vertices $v_j$ such that $i_{x_j} = i$.

**Proposition A.1** Let $X_\kappa$ be the branching process corresponding to $G(N, \kappa)$ defined above. Let $X = (i, w) X$ be the random type of the root of $X_\kappa$. Fix $i \in \{1, 2\}$. Let $T^{(i)} \sim T(D_1, D_2)$, where

$$D_i \sim Po(c_i \xi^{(i)} E \xi^{(i)}), \quad c_1 = \beta^{1/2}, c_2 = \beta^{-1/2}.$$

Then for any non-negative integer $r$ and a rooted tree $T$ of radius at most $r$

$$P(B_r(X_\kappa) \equiv T | i, X = i) = p_r(T^{(i)}, T).$$

**Proof** Recall that $X$ has unconditional distribution $\mu$ defined in (51). Let $X_2$ be an independent copy of $X$.

We have $P(i, X = i) = q_i$, where $q_1 = (1 + \beta)^{-1}$ and $q_2 = \beta(1 + \beta)^{-1}$. Write $s = \bar{i}$. By definition, conditioned on $X = x = (i, w)$, the types of children of the root are points of a Poisson process with intensity

$$\mu_{i, w}(z) = 2\kappa(x, z) d\mu(z) = w w_x I_{x \neq i, d\mu}(z).$$

Thus, given $X = x = (i, w)$, the number $d_{0,1}$ of children of the root is distributed as

$$Po(w E I_{x \neq i, d\mu}(s)) = Po(w q_s E \bar{\xi}^{(s)}).$$

Given $X = (i, w)$, $d_{0,1} = s$, the types of the children of the root are independent elements $X_{1,1}, \ldots, X_{1,k}$ of $S$, where $X_{1,j} = (s, W_{1,j})$ and $W_{1,j}$ has distribution $\mu_s$ given by

$$\mu_s(A) = \int_A w_s q_s t d\mu_{i, w}(t) = (E \bar{\xi}^{(s)})^{-1} \int_A t d\mu_{i, w}(t)$$

for each Borel set $A$. Here we used the well known property on the distribution of the points in an inhomogeneous random process given that the number of points is
k, see, e.g. [26]. Note that \( \mu_k \) does not depend on \( w \) and it is the distribution of the size-biased random variable
\[
\left( \xi^{(i)} \right)^* = (1 + \beta)^{1/2} \beta^{-1/4} \left( \xi^{(i)} \right)^*.
\]
Thus, using \( \xi \) and the fact that \( w_X \sim \xi^{(i)} \) is independent of \( i_X \), for any \( k = 0,1,\ldots \)
\[
\mathbb{P}(d_{0,1} = k | i_X = i) = \frac{\mathbb{E} \mathbb{E} (\mathbb{I}_{d_{0,1} = k} \mathbb{I}_{i_X = i} | w_X)}{\mathbb{E} \mathbb{I}_{i_X = i}} = \mathbb{P}(Po(w_X q; \mathbb{E} \xi^{(i)}) = k) = \mathbb{P}(D_i = k). \tag{55}
\]
Also, by \( \xi \) for any \( k = 0,1,\ldots \) and \( (t_1,\ldots,t_k) \in \mathbb{R}^k \)
\[
\mathbb{P}(W_{1,1} \leq t_1,\ldots,W_{1,k} \leq t_k | i_X = i, d_{0,1} = k) = \frac{\mathbb{E} \mathbb{E} (\mathbb{I}_{W_{1,1} \leq t_1,\ldots,W_{1,k} \leq t_k} \mathbb{I}_{i_X = i} \mathbb{I}_{d_{0,1} = k} | w_X)}{\mathbb{E} \mathbb{I}_{i_X = i} \mathbb{I}_{d_{0,1} = k}} = \prod_{j=1}^k \mathbb{P}(\xi_j^{(i)} \leq t_j). \tag{56}
\]
(Here, to formally establish the connection of \( \xi \) and \( \xi \) with the conditional expectations in \( \xi \) and \( \xi \) respectively, construct the probability space for \( X_k \) as a countable product of spaces generated by \( w_X \) and a sequence \( Z \) of other independent random variables, see, e.g., Example 3.6.8 of [26].) Then define a measurable function \( \phi \), so that \( g(w) = \phi(w,Z) \) is the random variable of interest when we consider \( w_X = w \) fixed. Here the random variables of interest are of the form \( \mathbb{I}_{w_{1,1} = k} \mathbb{I}_{i_X = i} \) and \( \mathbb{I}_{W_{1,1} \leq t_1,\ldots,W_{1,k} \leq t_k} \mathbb{I}_{d_{0,1} = k} \mathbb{I}_{i_X = i} \). Finally, use Radon-Nikodym’s theorem, see Example 5.1.5 of [26].

The trees \( T^{(i)} \) and \( X_k \) can both be considered as random rooted plane trees, i.e., rooted trees where the offspring of each node is ordered. Below we consider the set of generation \( r \) vertices of a plane tree \( T \) as ordered (e.g., by the discovery times of the breadth-first search in \( T \)). For a plane tree \( T \), we let \( B_r(T) \) denote the plane tree induced on the generations \( 0,\ldots,r \) of \( T \). For two rooted plane trees \( T_1,T_2 \) we write \( T_1 = T_2 \) if there is an isomorphism from \( T_1 \) to \( T_2 \) preserving the root and the ordering for each vertex.

Let \( S(r) \) be the sequence of vertices at distance \( r \) from the root in \( X_k \). For \( r = 1,2,\ldots \), let \( i_r = i \) if \( r \) is odd and \( i_r = i \) if \( r \) is even. To complete the proof, we show the following claim by induction on \( r \): for any finite rooted plane tree \( T \) of radius at most \( r \), and any \( i = 1,2,\ldots, \mathbb{P}(B_r(X_k) = T | i_X = i) = \mathbb{P}(B_r(T^{(i)}) = T) \); furthermore given \( i_X = i \) and \( B_r(X_k) = T \), the types of vertices in \( S(r) \) are conditionally independent and distributed as
\[
\left( i_{r}, \left( \xi^{(i_r)} \right)^* \right). \tag{57}
\]
Indeed, we have already shown the claim for \( r = 1 \). Suppose \( r \geq 2 \). Let \( T \) be a rooted plane tree of radius at most \( r \). If the radius of \( T \) is less than \( r \), we are
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done. So assume there are $m \geq 1$ and $q \geq 1$ vertices in generations $r$ and $r - 1$ of $T$ respectively. Let $T_{r-1} = \hat{B}_{r-1}(T)$. Denote by $X_{a,j} = (I_{a,j}, W_{a,j})$ the type and by $d_{a,j}$ the number of offspring of the $j$-th vertex in $S(a)$. Of course, for any $j = 1, \ldots, q$ $P(I_{r-1,j} = i_{r-1} | \hat{B}_{r-1}(X_r) = T_{r-1}, i_X = i) = 1$ by induction. By (53) and induction, the conditional distribution of $(d_{r-1,1}, \ldots, d_{r-1,q})$ given $i_X = i$ and $\hat{B}_{r-1}(X_r) = T_{r-1}$, is the same as the distribution of a vector of $q$ iid random variables $(\eta_1, \ldots, \eta_q)$,

$$\eta_j \sim Po \left(W_{r-1,j} q_i, E \xi^{(i_j)} \right) \sim Po \left(\left(\hat{\xi}^{(i_{r-1})}\right)^* q_i, E \xi^{(i_j)} \right) \sim D_{i_r}^* - 1.$$ 

Let $y_j$ be the number of children in $T$ of the $j$-th vertex in generation $r - 1$ of $T$. We have

$$P(d_{r-1,1} = y_1, \ldots, d_{r-1,q} = y_q | i_X = i, \hat{B}_{r-1}(X_r) = T_{r-1})$$

$$= \frac{E E I_{i_X = i} \hat{B}_{r-1}(X_r) = T_{r-1}, \prod_{j=1}^q I_{\eta_j = y_j}}{E E I_{i_X = i} \hat{B}_{r-1}(X_r) = T_{r-1}} = \prod_{j=1}^q P(D_{i_{r-1}}^* = y_j). \quad (58)$$

By (53) and induction

$$P(\hat{B}_r(X_r) = T | i_X = i) = P(\hat{B}_{r-1}(X_r) = T_{r-1} | i_X = i) \times$$

$$\quad P(d_{r-1,1} = y_1, \ldots, d_{r-1,j} = y_j | i_X = i, \hat{B}_{r-1}(X_r) = T_{r-1})$$

$$= P(\hat{B}_{r-1}(T^{(i)}) = T_{r-1}) \prod_{j=1}^q P(D_{i_{r-1}}^* = y_j) = P(\hat{B}_r(T^{(i)}) = T)$$

Using (54), we see that given $i_X = i$, $B_{r-1}(X_r) = T_{r-1}$, $X_{r-1,j} = (i_{r-1}, w_{r-1,j})$ and $d_{r-1,j} = y_j$, $j = 1, \ldots, q$, the types of offspring of each vertices in $S(r - 1)$ are independent and distributed as $(i_{r}, \left(\hat{\xi}^{(i_{r})}\right)^*)$. By the conditional independence of the offspring of $S(r - 1)$ we get, integrating over $w_{r-1,1}, \ldots, w_{r-1,q}$, similarly as in (56), that for any $t_1, \ldots, t_m \in \mathbb{R}$

$$P(W_{r,1} \leq t_1, \ldots, W_{r,m} \leq t_m | i_X = i, T_r = T) = \prod_{j=1}^m P((\hat{\xi}^{(i_r)})^* \leq t_j).$$

The measure theoretic details concerning conditional expectations here may be filled using a similar argument as above.

We will need the following fact based on ideas from [20]. The statement and the proof would also hold more generally when $\kappa$ is an “integrable kernel family”, see [20]. Recall that $S \Delta S'$ denotes the symmetric difference between sets $S$ and $S'$. We will apply the lemma with small $t$.

**Lemma A.6** Fix a rooted connected graph $H$, a non-negative integer $r$ and $t > 0$. Let $G(n, \kappa), A$ and $A'$ be as in Lemma [A.4] Let $G'_n$ be another random graph and $A'$ a random subset of $V(G'_n)$.
Write $\Delta_V = V(G(n, \kappa)) \Delta V(G'_n)$, $\Delta_E = E(G(n, \kappa)) \Delta E(G'_n)$, $\Delta_A = \tilde{A} \Delta A'$. There is $\delta > 0$ such that if $\mathbb{P}(|\Delta_V| + |\Delta_E| + |\Delta_A| \leq \delta n) \to 1$, then

$$\mathbb{P}(|p_r(G'(n), H, A') - c_H| > t) \to 0,$$

where $c_H = p_r(\mathcal{X}_r, H)$.

**Proof** It suffices to prove the lemma for $c_H > 0$, the proof for $c_H = 0$ follows by Lemma A.3, Lemma A.4 and the law of total probability, in the same way as (39).

We may assume $t < 0.1$. Write $a = \mu(A)$ and fix $\epsilon \in (0, \frac{1}{8acHt})$.

Call a vertex $v$ of $G_n = G(n, \kappa)$ bad if it is in $\Delta_V \cup \Delta_A$ or it is incident to an edge in $\Delta_E$. Let $B$ the set of all bad vertices. Then $|B| \leq |\Delta_V| + 2|\Delta_E| + |\Delta_A|$.

Lemma 9.3 of [20] states that for each $\epsilon' > 0$ we can find $\delta' > 0$ such that for each set $Q$ of size at most $\delta' n$ the number of vertices in $G_n$ at distance at most 1 from $Q$ is at most $\epsilon' n$ with probability $1 - o(1)$. We can assume that $\delta \leq \epsilon$.

Call a realisation of $(G_n, G'_n)$ bad if

- $|S| > \epsilon n$;
- or $|p_r(G_n, H, \tilde{A}) - c_H| > \epsilon$;
- or $|\tilde{A} - an| > \epsilon n$;

Then $(G_n, G'_n)$ is good whp (with probability $1 - o(1)$): the first event does not occur whp by the above argument, the second event does not occur whp by Lemma A.4, finally, the third event does not occur whp by the law of large numbers, since $|\tilde{A}| \sim \text{Binom}(n, \mu(A))$.

We will write as a shorthand $x = b \pm c$ for $x \in [b - c, b + c]$. We write $x \pm b = c \pm d$ for $[x - b, x + b] \subseteq [c - d, c + d]$.

Suppose $(G_n, G'_n)$ is good. Then for each vertex $v$ of $G_n$ such that $v \not\in S$ we have $B_r(G_n, v) \cong B_r(G'_n, v)$. Write $N(G, Q) = \sum_{v \in Q} I_{B_r(G_n, v) \cong H}$. Then

$$p_r := \frac{N(G_n, \tilde{A})}{|A|} = c_H \pm \epsilon$$

and

$$N(G_n, \tilde{A}) = ac_H n \left( 1 \pm \frac{\epsilon}{a} \right) \left( 1 \pm \frac{\epsilon}{c_H} \right) = ac_H n (1 \pm t).$$

Further, since $(G_n, G'_n)$ is good, $|N(G_n, \tilde{A}) - N(G'_n, A')| \leq |S| + |V(G'_n) \setminus V(G_n)| \leq \ldots$
Let \( p_r(G'_n, H, A') = \frac{N(G'_n, A')}{|A'|} = \frac{N(G_n, \bar{A}) + 2cn}{|\bar{A}| + en} \)

\[
= \frac{N(G_n, \bar{A})}{|\bar{A}|}(1 \pm \frac{2cn}{N(G_n, \bar{A})})(1 \pm \frac{2cn}{|\bar{A}|})
= p_r(G_n, H, \bar{A})(1 \pm t)
\]

Here we used simple inequalities \((1 + \varepsilon)^{-1} = (1 \pm 2\varepsilon), (1 + \varepsilon_1)(1 + \varepsilon_2) = 1 \pm 2(\varepsilon_1 + \varepsilon_2)\) that hold for any \(\varepsilon_1, \varepsilon_2, \varepsilon \in (0, 0.5]\) and the facts that

\[
\frac{2cn}{N(G_n, \bar{A})} < \frac{4\varepsilon}{ac_H} \leq 0.5t < 0.5; \quad \frac{2cn}{|\bar{A}|} < \frac{4\varepsilon}{a} < 0.5t < 0.5.
\]

Thus we have

\[
\mathbb{P}(|p_r(G'_n, H, A') - c_H| > t) \leq \mathbb{P}((G_n, G'_n) \text{ is bad}) \to 0.
\]

Recall that for a random bipartite graph \(H', p_r^{(1)}(H, H') = \mathbb{E}(1_{B_r(H', u^*) \notin H}|H')\) where \(u^* \in_u V_1(H')\).

**Lemma A.7** Suppose \(\beta, \xi^{(1)}, \xi^{(2)}, n_1, n_2\) and \(H_n\) are as in Theorem 3.1(iii).

Then for any rooted tree \(H\), \(p_r^{(1)}(H_n, H) \overset{\text{Law}}{=} p_r(\mathcal{X}_\kappa, A_1, H), \) where \(\mathcal{X}_\kappa\) is the branching process corresponding to \((S, \mu), \kappa = \kappa_\beta\) given in (54) and (55), and \(\mathcal{X}_\kappa, A_1\) is \(\mathcal{X}_\kappa\) conditioned on the event \(A_1\) that the type \(X\) of root\((\mathcal{X}_\kappa)\) satisfies \(i_X = 1\).

**Proof** Let \(N = [(1 + \beta)n_1]\). We will define a coupling between \(H_n\) and \(H'_n \sim G(N, \kappa)\), as follows. Construct sequences of independent random variables indexed by the elements of the fixed countable vertex sets \(V^1, V^2\):

\[
\{\xi^{(i)}_v : v \in V^i\}; \quad \xi^{(i)}_v \sim \xi^{(i)}; \quad v \in V^i, \quad i = 1, 2,
\]

\[
\{U_{u,v}, u \in V^1, v \in V^2\}; \quad U_{u,v} \sim \text{Uniform}(0, 1), u \in V^1, v \in V^2
\]

and an independent

\[
n'_1 \sim \text{Binom}(N, q_1); \quad n'_2 = N - n'_1.
\]

Here, as before, \(q_1 = \frac{1}{1 + \beta} > 0\) and \(q_2 = 1 - q_1 > 0\).

We construct \(H'_n\) as follows. We let \(V_i(H'_n)\) consist of the first \(n'_i\) elements of \(V^i\). For \(i = 1, 2\) and each \(u \in V_i(H'_n)\) we assign the point \(x_u = (i_u, w_u) = (1, \tilde{\xi}^{(i)}_u) \in S\). We define for \(u \in V^1, v \in V^2\)

\[
p'_{u,v} := \frac{\kappa(x_u, x_v)}{N} = \frac{\tilde{\xi}^1_u \xi^2_u}{2N},
\]
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and let $E' = E'(H'_n)$ consist of those pairs $uv$, $u \in \mathcal{V}^1$, $v \in \mathcal{V}^2$ where

$$U_{u,v} \leq p''_{u,v} := 2p'_{u,v} - (p'_{u,v})^2.$$  

Clearly, taking an independent random permutation of the vertices of $H'_n$ gives a copy of $G(N, \kappa)$.

Similarly, we construct the graph $H_n$ by letting $V_i(H_n)$ consist of the first $n_i$ vertices of $\mathcal{V}^i$, $i = 1, 2$, defining for $u \in \mathcal{V}^1$, $v \in \mathcal{V}^2$

$$p_{u,v} := \frac{\xi^{(1)}_u \xi^{(2)}_v}{\sqrt{n_1 n_2}},$$

and adding $\{u, v\}$ to $E = E(H_n)$ if and only if $u_{a,v} \leq p_{u,v}$.

We let $A = V_1(H_n)$ and $A' = V_1(H'_n)$. Denote $\Delta_V = V(H_n) \Delta V(H'_n)$ and $\Delta_E = E(H_n) \Delta E(H'_n)$. Since $n'_i = \text{Binom}(N, q_i)$ for $i = 1, 2$ we have, using Chebyshev’s inequality

$$\mathbb{E}|n'_i - Nq_i| \leq n_1^{3/4} + N\mathbb{P}(|n'_i - Nq_i| > n_1^{3/4}) = O\left(n_1^{3/4}\right)$$

So for $i = 1, 2$

$$\mathbb{E}|n'_i - n_i| \leq \mathbb{E} |n'_i - Nq_i| + |Nq_i - n_i| = o(N)$$

and $\mathbb{E} |\Delta_V| = o(N)$. Let $\Delta^1_E$ be the set of edges incident to vertices in $\Delta_V$ combined over both graphs $H_n, H'_n$. Let $u_0$ and $v_0$ be the first vertex of $\mathcal{V}^1$ and $\mathcal{V}^2$ respectively. Using our coupling we see that there is a constant $c$ such that for all $n$ large enough

$$\mathbb{E}(|\Delta^1_E|) \leq |\Delta_V| \mathbb{E}(p_{u_0,v_0} + p''_{u_0,v_0}) \leq c|\Delta_V|.$$ 

Here we used the assumption (iii) that $\mathbb{E} \xi^{(i)} < \infty$, $i = 1, 2$. Hence $\mathbb{E}|\Delta^1_E| = O(\mathbb{E}|\Delta_V|) = o(N)$.

We have

$$\mathbb{E} \left(\frac{(\xi^{(i)})^2}{N^{1/2}}\right) \leq N^{-1/4} \mathbb{E} \xi^{(i)} + N^{-1/2} \mathbb{E} \xi^{(i)} \mathbb{1}_{\xi^{(i)} \geq N^{1/4}} = o(n_1^{-1} \mathbb{E} \xi^{(i)}).$$

Thus

$$\mathbb{E} (p''_{u,v})^2 = o(n_1^{-1} \mathbb{E} \xi^{(1)} \xi^{(2)}).$$

Using also the assumption $n_2/n_1 \to \beta$ of Theorem 3.1 all $u \in \mathcal{V}^1$, $v \in \mathcal{V}^2$

$$\mathbb{E}|p_{u,v} - p''_{u,v}| \leq \mathbb{E} \xi^{(1)}(\xi^{(2)}(n_1 n_2)^{-1/2} - \beta^{-1/2} n_1^{-1}(1 + o(1)) = o(n_1^{-1})$$

Finally, let $\Delta^2_E = \Delta_E \setminus \Delta^1_E$, denote by $\mathbb{E}_*$ the conditional expectation given $(59)$, $(60)$, and let $V_N^i$ for $i = 1, 2$ consist of the first $N$ elements of $\mathcal{V}^i$. We have

$$\mathbb{E} |\Delta^2_E| \leq \mathbb{E} \mathbb{E}_* (|\Delta^2_E|) \leq \mathbb{E} \sum_{u \in V_N^1} \sum_{v \in V_N^2} |p''_{u,v} - p_{u,v}| = o(N).$$

We have shown that $H_n$ and $H'_n$ are such that $\mathbb{E} |\Delta_V| = o(N)$, $\mathbb{E} |\Delta_E| = o(N)$ and $\mathbb{E} |A \Delta A'| = \mathbb{E} |n'_i - n_i| = o(N)$. Now Lemma A.6 completes the proof. \[\square\]

**Proof of Theorem 8.1, case (ii)** The claim follows by Lemma A.7 and Proposition A.3. \[\square\]
A.3 The configuration model

We present a proof based on coupling of the breadth-first exploration of \( B_r(H_n, u_1) \), \( \ldots, B_r(H_n, u_k) \) with the first \( r \) generations of \( k \) independent branching processes \( T(D_1, D_2) \), see also \cite{22,28}. We continue with the notation of the beginning of this section, page 24.

Proof of Theorem 3.1(iv) Let \( T = T(D_1, D_2) \). It suffices to show that for arbitrary fixed positive integers \( r, k \) and any sequence \( C_1, \ldots, C_k \) of rooted trees of radius at most \( r \)

\[
|p_r^{(1)}(H_n, C_1, \ldots, C_k) - \prod_{j=1}^k p_r(T, C_j)| \to 0. \tag{61}
\]

Applying this with \( k = 1 \) and \( k = 2 \) and using the same standard second moment argument as in the proof of Theorem 3.1(i) on page 31 shows that \( p_r^{(1)}(H_n, C_1) \sim p_r(T, C_1) \) which yields (39). In the rest of the proof we show (61).

Let \( Y_r \) denote the number of nodes in the first \( r \) generations (i.e., generations \( 0, \ldots, r \)) of \( T(D_1, D_2) \). Fix an arbitrary \( \epsilon > 0 \) and a positive integer \( T \) such that \( \mathbb{P}(Y_r \geq T/k) < \epsilon/k \). Such a \( T \) exists, since \( \mathbb{E} D_i < \infty \) and \( \mathbb{P}(D_i = \infty) = \mathbb{P}(D_i^* = \infty) = 0 \) for \( i = 1, 2 \).

Recall that for each \( n \) the degree sequences \( d_1 = d_1(n), d_2 = d_2(n) \) are indexed by \( V^1, V^2 \) respectively, and that in the configuration bipartite graph \( H_n \) each vertex \( v \) in part \( i \) is assigned a list \( E_v \) of \( d_i,v \) half-edges. We identify the \( j \)-th half-edge of \( E_v \) with the pair \( (v, j) \) and we think of the set \( E_v \) as ordered by the second coordinate of each element. There are in total \( N = \sum_{u \in V^1} d_{1, u} = \sum_{v \in V^2} d_{2, v} \) half-edges assigned to vertices from each of the parts \( V^1, V^2 \). Let \( n_{i, j} \) denote the number of elements in \( d_i \) that equal \( j \).

Using the assumption of the theorem, we can define \( \epsilon_n \to 0 \) such that for all \( n = 1, 2, \ldots, i = 1, 2 \) and \( j = 1, 2, \ldots \)

\[
\left| \frac{n_{i,j}}{n_i} - \mathbb{P}(D_i = j) \right| \leq \epsilon_n; \quad \left| \frac{N}{n_i} - \mathbb{E} D_i \right| \leq \epsilon_n.
\]

For each \( n \) we can construct the following set of \( 2T + k \) independent random elements:

\[
\hat{v}_1, \hat{v}_2, \ldots, \hat{v}_k \quad \text{uniformly random elements from } V^1; \tag{62}
\]

\[
\hat{h}_{i1}, \hat{h}_{i2}, \ldots, \hat{h}_{iT} \quad \text{uniformly random half-edges from } \bigcup_{v \in V^1} E_v; \tag{63}
\]

\[
\hat{h}_{21}, \hat{h}_{22}, \ldots, \hat{h}_{2T} \quad \text{uniformly random half-edges from } \bigcup_{v \in V^2} E_v. \tag{64}
\]

Write \( \hat{d}_i = d_{1, \hat{v}_i} \), also let \( \hat{d}_{i,j} = d_{i, \hat{h}_{ij}} \) where \( v \) is the end vertex of \( \hat{h}_{ij} \).

By the assumption (iv) of the theorem we have \( \hat{d}_1 \rightarrow D_1 \). Now \( \hat{d}_{11} \sim \hat{d}_1^* \) and since \( \hat{d}_1 \rightarrow D_1 \) and \( \mathbb{E} D_1 < \infty \) by Lemma 2.1 we get \( \hat{d}_{11} \rightarrow D_1^* \). Similarly,
\[ \tilde{d}_{21} \overset{d}{\rightarrow} D^*_2. \]

If a sequence \( X_n \) of discrete random variables converges in distribution to a random variable \( Y \), then \( d_{TV}(X_n, Y) \to 0 \). For a pair of random variables \( (X, Y) \) with \( d_{TV}(X, Y) = a \), we can always define a coupled copy \( (X', Y') \) such that \( X' \sim X, Y' \sim Y \) and \( \mathbb{P}(X = Y) \geq 1 - a \), see, e.g., [31]. By the union bound and independence of \( \hat{v}_j, \hat{h}_{i,j}, j = 1, \ldots, T, i = 1, 2 \), it follows that there is a positive sequence \( \delta_n \to 0 \) such for each \( n \) we can couple \( \{\tilde{d}_j\}, \{\hat{d}_{1,j}\} \) and \( \{\hat{d}_{2,j}\}, j = 1, \ldots, T \) with random variables

\[
\begin{align*}
\tilde{d}_1, \tilde{d}_2, \ldots, \tilde{d}_k &\sim D_1, \\
\tilde{d}_{11}, \tilde{d}_{12}, \ldots, \tilde{d}_{1T} &\sim D^*_1, \\
\tilde{d}_{21}, \tilde{d}_{22}, \ldots, \tilde{d}_{2T} &\sim D^*_2,
\end{align*}
\]

so that the variables in \( [65] - [67] \) are independent and the event \( A \) that \( \tilde{d}_j = \hat{d}_j \), for all \( j = 1, \ldots, k \) and \( \hat{d}_{i,j} = \hat{d}_{i,j} \) for all \( i = 1, 2, j = 1, \ldots T \) holds with probability at least \( 1 - \delta_n \).

We may further extend the sequences \([66]\) and \([67]\) by defining independent random variables \( \tilde{d}_{i,j} \sim D^*_i \) for each \( i = 1, 2 \) and each \( j = T + 1, T + 2, \ldots \), independent of the previously defined variables.

Now use \( \{\tilde{d}_1, \ldots, \tilde{d}_k\}, \{\hat{d}_{i,j}, j = 1, 2, \ldots \}, i = 1, 2 \) to define the first \( r \) generations of \( k \) independent copies of \( T \) as follows. Generate the children of each node in a breadth-first search manner: let \( \tilde{d}_1 \) be the number of children of the root of the first tree. Next, if the root has \( s \) children, for the \( j \)-th child add \( \tilde{d}_{2j} - 1 \) children. Similarly for nodes in an even generation use random variables \( \tilde{d}_{1j} - 1 \), taking the next unused random variable from the sequence for each new subtree, and so on. Once the degrees of all generations up to \( r - 1 \) are determined, start a new rooted tree using the next unused random variable \( \tilde{d}_i \) as the degree of its root, and so on. Continue until the degrees of all generations up to \( r - 1 \) of the \( k \)-th tree are determined and denote the resulting forest of \( k \) ordered rooted trees by \( F \).

In parallel we perform the following BFS-exploration of \( H_n \) (truncated at distance \( r \)) that constructs a forest (an ordered sequence) \( F \) of \( k \) rooted trees. We will make \( T \) steps, at each step updating \( F \) (initially empty) and \( Q \) (an initially empty sequence, representing the queue data structure where new elements are always appended to the end, and the \texttt{pop} operation returns the first element of \( Q \) and deletes it). To keep the notation simpler we will not index \( F \) and \( Q \) by \( n \) or the step number \( j = 1, \ldots, T \). If after some step \( j \) we have \( |V(F)| + |Q| \geq T \), we say that step \( j \) overflows and stop the exploration (no more matches are revealed until step \( T \)). We also stop the exploration if we complete it or we fail at some step \( j \), this is defined below.

At step 1: let \( v = \hat{v}_1 \) be the root of the first tree in \( F \). Step 1 never fails. Add \( \hat{d}_1 \) half-edges of \( \hat{v}_1 \) to \( Q \) keeping their order.

Let \( y \) be a positive integer, \( y < T \). Suppose the steps 1, \ldots, \( y \) did not fail or overflow, and the forest \( F \) after step \( y \) has \( k_y \) trees and \( N_y \) vertices. We have several possibilities:
The queue $Q$ is empty and $k_y = k$: the construction is complete. $F$ and $Q$ remain frozen for all steps $y + 1, \ldots, T$.

The queue $Q$ is empty and $k_y < k$. Consider the vertex $v = \tilde{v}_{k_y+1}$. If $v$ is already in $F$, declare that step $y + 1$ fails. Otherwise, start a new tree with root $v$ in $F$ and add the half-edges $E_v$ to the end of $Q$.

$Q$ is non-empty. Pop the first half-edge $(u, j')$ from $Q$. Suppose $u \in V^i$. Suppose also that we used exactly $s$ half-edges from the sequence $\tilde{h}_{i, 1}, \tilde{h}_{i, 2}, \ldots$, in the previous steps. Pair $(u, j')$ with $\tilde{h}_{i, s+1} = (v, j'')$. If $v$ is already in $F$, we say that step $y + 1$ fails. Otherwise, we add $v$ as a child of $u$ in $F$. If $v$ is at distance $< r$ from the root of its tree component, we add the remaining $d_{i,v} - 1$ half-edges $E_v \setminus \{(v, j'')\}$ to the end of $Q$.

This process reveals some pairs in the random matching that yields $H_n$. After step $T$ we complete the construction of $H_n$ by picking an independent random matching between those half-edges in $\bigcup_{v \in V^f} E_v$ and $\bigcup_{v \in V^2} E_v$ which have not yet been paired by the exploration process.

Let $W_j$ be the event that step $j$ fails. Let $O_j$ be the event that step $j$ overflows. We can assume that after the first fail or an overflow at step $j$, $W_j$ and $O_j$ do not occur, and $F$ and $Q$ remain unchanged for all subsequent steps $t = j+1, j+2, \ldots, T$.

For two ordered sequences of rooted graphs $L = \{L_1, \ldots, L_t\}, L' = \{L'_1, \ldots, L'_t\}$ we write $L \cong L'$ to denote the fact there is a rooted isomorphism that maps root($L_j$) to root($L_j$) for $j = 1, \ldots, t$.

Let $K$ be the event that no step $j = 1, \ldots, T$ fails or overflows and the event $A$ holds. This implies that the process constructing $F$ must have finished after some step $j < T$ (otherwise after step $T$ we have $|V(F)| \geq T$). $K$ implies that $F$ has no cycles and no repeated edges. By our construction on $K$ we have $F \cong \{B_r(H_n, \tilde{v}_1), \ldots, B_r(H_n, \tilde{v}_k)\}$. (Note that the only unrevealed edges of $H$ touching $F$ can be edges incident to generation $r$ vertices in $F$. These edges cannot have both endpoints in $F$ because the (multi-)graph $H$ is bipartite.)

Since the BFS procedure builds the forests $F$ and $\tilde{F}$ in the same order and the degrees of nodes are coupled to agree, the event $K$ implies that $\tilde{F} \cong F$.

Now if $A$ holds and $F$ overflows at some step $j$ then our coupling implies that the final forest has $|V(F)| \geq T$. So

$$\mathbb{P}(\tilde{F} \cong F) \geq 1 - \mathbb{P}(\tilde{A}) - \mathbb{P}(|V(F)| \geq T) - \mathbb{P}(\bigcup_j W_j).$$

We have shown above that $\mathbb{P}(\tilde{A}) \to 0$. By our choice of $T$ and the union bound, $\mathbb{P}(|V(F)| \geq T) \leq kck^{-1} = \epsilon$. Now let $F_j$ be the $\sigma$-algebra generated by the first $j$ steps (i.e., the random variables $\{\tilde{v}_i\}, \{\tilde{h}_1\}$ and $\{\tilde{h}_2\}$ that are revealed in steps $l = 1, \ldots, j$). Let us bound $\mathbb{P}(W_{j+1} | F_j) := \mathbb{E}(1_{W_{j+1}} | F_j)$. On the blocks of $F_j$ where $W_l$ or $O_l$ occurs for some $l \leq j$ we have that $1_{W_{j+1}} = 0$ by definition. We may consider those blocks of $F_j$ where $W_1, \ldots, W_j$ and $O_1, \ldots, O_j$ do not occur. On those blocks of $F_j$ where at step $j + 1$ we add a new root vertex, $W_{j+1}$ occurs with probability at most

$$\frac{N_j}{n_1} \leq \frac{T}{n_1}.$$
On those blocks of $\mathcal{F}$ where at step $j + 1$ we consider a new half-edge from $Q$, $W_{j+1}$ occurs with probability at most $2T/N$, since the total number of half-edges assigned to vertices in $F$ is exactly $2|E(F)| + |Q| \leq 2T$.

Thus there are absolute constants $N_0, c$ for all $n \geq N_0$ such that

$$P(W_{j+1}|F_j) \leq \frac{T}{n_1} + \frac{2T}{E D_1 n_1 (1 - \epsilon_n)} \leq cT/n_1.$$  

By the union bound

$$P(W_1 \cup \cdots \cup W_T) \leq \sum_{j=0}^{T-1} \sup P(W_{j+1}|F_j) \leq cT^2/n_1 \to 0.$$  

Therefore $P(\tilde{F} \approx F) \geq 1 - \epsilon - o(1)$. Since the proof holds for arbitrary $\epsilon > 0$, we conclude that $P(\tilde{F} \approx F) \to 1$ as $n \to \infty$. This completes the proof of (61).

Proof of Remark 3.1 The remark is shown as part of the proof of each of the cases, see Lemma A.1, Lemma A.1, (65)–(66) and the argument in the proof.

Proof of Remark 3.2 Let $n_1 \to \infty$ be a sequence of positive integers. Let $\beta = E D_1'(E D_2')^{-1}$ and $n_2 = \lfloor \beta n_1 \rfloor$. Let $d'_i = d'_i(n)$ consist of $n_i$ independent copies of $D'_i$, so that $d'_i(n), d'_i(n)$ are independent. Write $S'_i = \sum_i d'_i$. To make the sums of both sequences equal, define $Z_i = (S'_i - S'_i)_+$, and let $d_1 = \{d'_1, \ldots, d'_n, Z_i\}$.

Fix any $\epsilon > 0$. By our choice of $n_2$, $|E S'_2 - E S'_1| = o(n_1)$. By the weak law of large numbers $S'_i \overset{P}{\to} E D'_i$, therefore for all $n$ large enough

$$P(|S'_1 - S'_2| > 3\epsilon n_1) \leq P(|S'_1 - E S'_1| > \epsilon n_1) + P(|S'_2 - E S'_2| > \epsilon n_1) + o(1) \to 0.$$  

So $Z_i(n_i + 1)^{-1} \leq |S'_1 - S'_2|(n_i + 1)^{-1} \overset{P}{\to} 0$ and

$$\frac{\sum_{j=1}^{n_i+1} d_{i,j}}{n_i + 1} \overset{P}{\to} E D_i'.$$

Similarly for $i = 1, 2$ and any $k = 0, 1, \ldots$:

$$\frac{\sum_{j=1}^{n_i+1} I_{d_{i,j} = k}}{n_i + 1} = \frac{n_i + 1}{n_i} \sum_{j=1}^{n_i} I_{d'_{i,j} = k} + \frac{\sum_{j=1}^{n_i} I_{Z_j = k}}{n_i + 1} \overset{P}{\to} P(D'_i = k).$$  

□