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Abstract
In this paper we show the existence of a sharp threshold for the appearance of a giant component after percolation of Cartesian products of graphs under assumptions on their maximum degrees and their isoperimetric constants. In particular, this generalises a work of Ajtai, Komlós and Szemerédi from 1982 concerning percolation of the hypercube in high dimension.
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1 | Introduction
The field of random graphs was born in a series of papers of Erdős and Rényi [13–15]. The paper [14] concentrates in particular on the existence of a giant component in the random graphs $G(n, M)$ and $G(n, p)$, that is, a connected component that contains a constant proportion of all $n$ vertices in the graph. In the $G(n, M)$ model, $M$ edges are chosen among all $\binom{n}{2}$ pairs of vertices uniformly at random to form a random graph with exactly $M$ edges, while in the $G(n, p)$ model every pair of vertices forms an edge with probability $p$ in the final graph independently from all other pairs (or equivalently, $G \in G(n, p)$ is a random subgraph of the complete graph on $n$ vertices after $p$-percolation of its edges). In [14], Erdős and Rényi proved the following (by now very classical) result: for any $\varepsilon > 0$, if $M \leq (1 - \varepsilon)n/2$, then all connected components in the random graph $G \in G(n, M)$ have $O(\log n)$ vertices asymptotically almost surely (a.a.s.), while if $M \geq (1 + \varepsilon)n/2$, then the largest component in the random graph $G \in G(n, M)$ contains $\Omega(n)$ vertices but the second largest contains only...
O(log n) vertices a.a.s. Later Bollobás [5] and Łuczak [20] made a precise analysis of the more complicated regime when \( M = n/2 + o(n) \) and exhibited a critical window around \( M = n/2 \) of width of order \( \Theta(n^{2/3}) \), in which a number of connected components with \( \Theta(n^{2/3}) \) vertices in each happen to coexist a.a.s. All results above have natural analogues for \( G(n, p) \). Aldous [2] later made a beautiful connection between the sizes of the connected components in the critical regime in \( G(n, p) \) and the zeros of a Brownian motion with a suitable drift.

In fact, percolation of finite graphs was considered in many particular cases. Another classical example is the hypercube in dimension \( n \), denoted by \( H_n \). The graph \( H_n \) has vertices \( \{0, 1\}^n \) and two vertices \( u \) and \( v \) are connected by an edge if they differ in exactly one entry. In [16] Erdős and Spencer showed that if \( p \leq (1 - \varepsilon)/n \), then a.a.s. \( p \)-percolation of \( H_n \) leaves a graph with the largest component, containing at most \( o(2^n) \) vertices, and they conjectured that a component with \( \Omega(2^n) \) vertices is a.a.s. present if \( p \geq (1 + \varepsilon)/n \). This conjecture was confirmed by Ajtai, Komlós and Szemerédi in [1]. A following series of papers of Bollobás, Kohayakawa and Łuczak [6], Borgs, Chayes, van der Hofstad, Slade and Spencer [7–9], van der Hofstad and Nachmias [23] and Hulshof and Nachmias [17] provides a deep understanding of the critical percolation on the hypercube in high dimension.

To the best of our knowledge there were two attempts for generalising the sharp threshold phenomenon for the existence of a giant component for large families of finite graphs. Chung, Horn and Lu [10] showed the existence of a sharp threshold under several conditions involving the spectrum of the adjacency matrix of the base graph. Sadly, their conditions are not satisfied for the hypercube \( H_n \), see [12]. Alon, Benjamini and Stacey [3] proved the existence of a sharp threshold in expanders of uniformly bounded degree. Here as well, although the hypercube \( H_n \) has indeed good expansion properties [22], its degree goes to infinity with \( n \).

Our goal in this paper is to generalise the existence of a sharp threshold for the appearance of a giant component for Cartesian products of graphs under two assumptions: on the maximum degrees and on the isoperimetric constants of the graphs in the product. In particular, our result ensures the existence of a sharp threshold for the appearance of a giant component for the Cartesian product of any sequence of \( n \) connected graphs with uniformly bounded orders, the hypercube \( H_n \) being a particular case of the latter. We believe it is worth making the connection with Joos [19], who studies the threshold probability for connectivity of percolated sparse graphs and, as a corollary, completely solves the problem for Cartesian powers of a graph \( G \).

1.1 Notation and terminology

For every positive integer \( n \), we denote by \([n]\) the set \( \{1, 2, \ldots, n\} \). In this paper, for any three positive real numbers \( a, b, c \), by \( a/bc \) or \( a/b \cdot c \) we mean \( a/(bc) \).

For a graph \( G \), the order of \( G \) is the cardinality of its vertex set \( V(G) \), and the size of \( G \) is the cardinality of its edge set \( E(G) \). For a vertex \( v \in V(G) \), we denote by \( \deg_G(v) \), or just \( \deg(v) \), the degree of \( v \) in \( G \), and by \( CC_G(v) \), or just \( CC(v) \), the connected component of \( v \) in \( G \). Then, the average degree of \( G \) is defined by

\[
\bar{d}(G) = \frac{1}{|V(G)|} \sum_{v \in V(G)} \deg_G(v).
\]
The maximum degree of a graph $G$ is denoted $\Delta(G)$, and the order of the largest connected component in $G$ is denoted $L_1(G)$. Finally, for any graph $G$ with $|V(G)| \geq 2$, the isoperimetric constant of $G$ is given by

$$ i(G) = \min_{S \subseteq V(G), 1 \leq |S| \leq |V(G)|/2} \frac{|\partial S|}{|S|}, $$

where $\partial S = \partial_G S$ is the set of edges in $G$ between a vertex in $S$ and a vertex in $V(G) \setminus S$. Clearly if $L_1(G) < |V(G)|$, then $i(G) = 0$. For a set $S \subseteq V(G)$, we also denote by $N_G(S)$, or simply $N(S)$, the set of vertices in $G$ at graph distance 1 from $S$ in $G$, and also $N_G[S]$, or simply $N[S]$, is defined as $S \cup N(S)$.

For any sequence of $n$ graphs $G_1, G_2, \ldots, G_n$, the Cartesian product of $G_1, G_2, \ldots, G_n$, denoted by $G_1 \square G_2 \square \cdots \square G_n$ or $\bigotimes_{i \in [n]} G_i$, is the graph with vertex set

$$ \{(v_1, v_2, \ldots, v_n) | \forall i \in [n], v_i \in V(G_i)\} $$

and edge set

$$ \{(u_1, u_2, \ldots, u_n)(v_1, v_2, \ldots, v_n) | \exists i \in [n], \forall j \neq i, u_j = v_j \text{ and } u_iv_i \in E(G_i)\}. $$

A $p$-percolation of a graph $G$ is a random process in which every edge in $G$ is retained with probability $p$ and deleted with probability $1 - p$, independently from all other edges. If an edge is retained, we say that it is open, and if it is deleted, we say that it is closed. The graph consisting of all open edges is a random subgraph of $G$, which we denote by $G_p$.

For a sequence of probability spaces $(\Omega_n, \mathcal{F}_n, P_n)_{n \geq 1}$ and a sequence of events $(A_n)_{n \geq 1}$, where $A_n \in \mathcal{F}_n$ for every $n \geq 1$, we say that $(A_n)_{n \geq 1}$ happens asymptotically almost surely or a.a.s. if $\lim_{n \to +\infty} P_n(A_n) = 1$. The sequence of events $(A_n)_{n \geq 1}$ itself is said to be asymptotically almost sure or again a.a.s.

Our main result, Theorem 1.1, is of asymptotic nature. Therefore, below we use the well-known asymptotic notations $o$, $O$, $\Omega$ and $\Theta$. For two functions $f, g : \mathbb{N} \to \mathbb{R}^+$ we also write $f(n) \ll g(n)$ or $g(n) \gg f(n)$ if $f(n) = o(g(n))$. Moreover, if the limit variable is not $n$, we will indicate this using lower indices, such as $O_x$.

### 1.2 Our result

Throughout the paper we fix two absolute constants $\gamma > 0$ and $C \in \mathbb{N}$ (i.e., these constants do not depend on any other parameters in the sequel). Let $(G_{n,j})_{n \in \mathbb{N}, j \in [n]}$ be finite connected graphs with at least one edge such that, for every $n \in \mathbb{N}$ and $j \in [n]$:

1. $\Delta(G_{n,j}) \leq C$ and
2. $i(G_{n,j}) \geq n^{-\gamma}$.

Define $G_{[n]} = \bigotimes_{j \in [n]} G_{n,j}$. In the sequel we write $G_j$ for $G_{n,j}$, $G$ for $G_{[n]}$ and $\overline{d}$ for $\overline{d}(G_{[n]})$, hopefully taking enough care to ensure that no confusion arises due to this abuse of notation.
We insist that we reserve the notation $G_p$ for the subgraph of $G$ after $p$-percolation, so $G_p$ is not part of $(G_j)_{j \in [n]}$. For any vertex $v \in V(G)$ we denote by $CC_p(v) = CC_{G_j}(v)$. Since a vertex $v = (v_1, ..., v_n) \in V(G)$ has degree $\sum_{j=1}^n \deg_{G_j}(v)$, we conclude that

$$\overline{d} = \sum_{j=1}^n \overline{d}(G_j).$$

(1)

Now we present the main result of the paper.

**Theorem 1.1.** Fix $\varepsilon \in (0, 1)$. In the above setup:

(a) if $p = (1 - \varepsilon)/\overline{d}$, then a.a.s. $L_1(G_p) \leq \exp\left(-\frac{\varepsilon n}{\gamma C}\right)|V(G)|$ and

(b) if $p = (1 + \varepsilon)/\overline{d}$, then there is a positive constant $c_1 = c_1(\varepsilon, \gamma, C)$ such that a.a.s. $L_1(G_p) \geq c_1|V(G)|$.

**Remark 1.2.** One may replace the constant $C$ with a function $n^\alpha$ in condition 1, where $\alpha = \alpha(\gamma)$ is a positive constant, and Theorem 1.1 will still be valid. We present the proof only of the given more simplified version of Theorem 1.1 for two reasons: first, the idea of the proof is the same and this more general version would only make the exposition more technical, and second, we believe that even this more general framework does not fully explain the existence of a sharp threshold for the giant component problem for product graphs.

Let us give a quick overview of the proof of Theorem 1.1. The first point concerns the study of two subcritical exploration processes. The first one ensures an upper bound on the order of the union of all components, containing at least one vertex of “high” degree. The second process deals with the remaining “low” degree vertices conditionally on the edges, exposed during the first process, and is therefore directly dominated by a subcritical branching process. The proof of the second point is inspired by the special case of the hypercube, studied in [1]. It relies on consecutively constructing connected components with larger and larger polynomial orders via the technique of two-round exposure (or rather multiround exposure in our case). Once the correct polynomial order is attained, we show by the same technique that the condition 2 on the isoperimetric constants of the graphs in the product ensures that a constant proportion of the above components is merged together in $G_p$ a.a.s.

The paper is organised as follows. In Section 2 we introduce several preliminary results. Then, in Section 3 we prove Theorem 1.1(a), and in Section 4 we prove Theorem 1.1(b). Finally, Section 5 is dedicated to a discussion and a couple of open questions.

2 | PRELIMINARIES

2.1 | Probabilistic preliminaries

**Chernoff’s inequality:** We first state a version of the famous Chernoff’s inequality, see, for example, [18, Theorem 2.1].
Lemma 2.1 (Janson et al. [18, Theorem 2.1]). Let $X \sim \text{Bin}(n, p)$ be a Binomial random variable with parameters $n$ and $p$. Then, for any $t \geq 0$ we have

$$
\mathbb{P}(X \geq \mathbb{E}[X] + t) \leq \exp\left(-\frac{t^2}{2(\mathbb{E}[X] + t/3)}\right) \quad \text{and}
$$

$$
\mathbb{P}(X \leq \mathbb{E}[X] - t) \leq \exp\left(-\frac{t^2}{2\mathbb{E}[X]}\right).
$$

The bounded difference inequality: The following well-known inequality is a simple consequence of the Azuma–Hoeffding martingale inequality, see [18] or also [21] for an improvement.

Theorem 2.2 (The bounded difference inequality, see, e.g., Janson et al. [18]). Consider a sequence $(X_i)_{i \in [n]} \in \prod_{i \in [n]} \Lambda_i$ of $n$ independent random variables. Fix a function $f: \prod_{i \in [n]} \Lambda_i \to \mathbb{R}$ and suppose that there exist $(C_i)_{i \in [n]}$ such that, for every $i \in [n]$ and $x, x' \in \Lambda_i$, we have

$$
|f(x_1, ..., x_{i-1}, x_i, x_{i+1}, ..., x_n) - f(x_1, ..., x_{i-1}, x'_i, x_{i+1}, ..., x_n)| \leq C_i.
$$

Then, for every $t \geq 0$,

$$
\mathbb{P}\left(|f(X_1, ..., X_n) - \mathbb{E}[f(X_1, ..., X_n)]| \geq t\right) \leq 2\exp\left(-\frac{t^2}{2\sum_{i \in [n]} C_i^2}\right).
$$

The Bienaymé–Galton–Watson random tree: By now a very well-known and studied model is the Bienaymé–Galton–Watson random tree, or BGW tree. Let $\nu$ be a probability distribution over $\mathbb{N} \cup \{0\}$ and let $X$ be a random variable with distribution $\nu$. The BGW tree with progeny distribution $\nu$ is constructed as follows. Starting from a vertex $v_0$ (the root), every vertex gives birth (just once) to a random number of children, distributed according to $\nu$ and independent from all other vertices in the tree. The BGW tree is subcritical if $\mathbb{E}[X] < 1$, supercritical if $\mathbb{E}[X] > 1$ and critical otherwise. It is a basic fact in the theory of branching processes that a subcritical BGW tree is almost surely finite while a supercritical BGW tree has strictly positive probability to be infinite. The next lemma makes the first statement more precise by giving a probabilistic estimate on the size of a subcritical BGW tree, see, for example, [4, Theorem 2.3.2].

Lemma 2.3 (Blaszczyszyn [4, Theorem 2.3.2]). Let $T$ be a subcritical BGW tree such that $\mathbb{E}[s^X] < +\infty$ for some $s > 1$. Define

$$
h_\nu = \sup_{\theta > 0} (\theta - \log(\mathbb{E}[\exp(\theta X)]))\).
$$
Then, for every $k \geq 1$ we have

$$\mathbb{P}(|V(T)| \geq k) \leq \exp(-kh_\varepsilon).$$

Fix $\varepsilon \in (0, 1)$. We will use the above result in the particular case when $X \sim \text{Bin}(n, p)$ with $p = (1 - \varepsilon)/n$. We have

$$\mathbb{E}[\exp(\theta X)] = \sum_{i=0}^{n} \binom{n}{k} \exp(\theta k) p^k (1 - p)^{n-k} = (1 - p + \exp(\theta)p)^n.$$

Then, using that $\log(1 + \theta) = \theta + O_\theta(\theta^2)$, as $n \to +\infty$ we have

$$h_X = \sup_{\theta > 0} (\theta - n \log(1 - p + \exp(\theta)p))$$
$$= \sup_{\theta > 0} (\theta - n(-p + \exp(\theta)p + O(1/n^2)))$$
$$= \sup_{\theta > 0} (\theta + 1 - \varepsilon - (1 - \varepsilon)\exp(\theta) + O(1/n)).$$

Since $\exp(\theta) = 1 + \theta + O_\theta(\theta^2)$, the latter quantity tends to a constant $\phi = \phi(\varepsilon) > 0$ as $n \to +\infty$, where

$$\phi(\varepsilon) = \sup_{\theta > 0} (\theta + 1 - \varepsilon - (1 - \varepsilon)\exp(\theta)). \quad (2)$$

**Corollary 2.4.** The BGW tree $T$ with progeny distribution $\text{Bin}(n, (1 - \varepsilon)/n)$ satisfies

$$\mathbb{P}(|V(T)| \geq k) \leq \exp(-(1 + o(1))k\phi).$$

In particular, for every $\varepsilon \in (0, 1)$ there is $k_0 = k_0(\varepsilon) \in \mathbb{N}$ such that for every $k \geq k_0$ we have

$$\mathbb{P}(|V(T)| \geq k) \leq \exp(-k\phi/2).$$

### 2.2 Combinatorial preliminaries

**The isoperimetric constant of a product graph:** Recall that $G$ is a graph, defined as a Cartesian product of the graphs $G_1, G_2, ..., G_n$. The next result, due to Chung and Tetali [11], makes a connection between the isoperimetric constant of $G$ and the isoperimetric constants of $(G_k)_{k \in [n]}$, see also Tillich [22] for a slight improvement.

**Theorem 2.5** (Chung and Tetali [11, Theorem 2]).

$$\frac{1}{2} \min_{k \in [n]} i(G_k) \leq i(G) \leq \min_{k \in [n]} i(G_k).$$

We directly deduce the following corollary.

**Corollary 2.6.** Under condition 2 on $(G_k)_{k \in [n]}$ we have $n^{-\gamma}/2 \leq i(G)$. 

The largest connected component and “balanced” empty cuts: The following easy observation makes a connection between empty cuts in a graph and the size of the largest connected component.

**Observation 2.7.** Fix $k \in \mathbb{N}$. Let $H$ be a graph with $h$ vertices and let $C_1, ..., C_k$ be disjoint connected subgraphs of $H$ such that $\cup_{j \in [k]} V(C_j) = V(H)$. Suppose that for any set $J \subseteq [k]$ such that $\cup_{j \in J} V(C_j)$ is of size $[h/3, 2h/3]$, there exists an edge in $H$ between a vertex in $\cup_{j \in J} C_j$ and a vertex in $\cup_{j \in [k] \setminus J} C_j$. Then, there is a connected component of $H$ that contains more than $h/3$ vertices.

**Proof.** We argue by contradiction. Suppose that $H$ contains $m$ connected components and each of them has order at most $h/3$. Then, consider the graphs $H_0 = \emptyset$, $H_1, H_2, ..., H_m$, where for every $i \in [m]$ we define $H_i$ to be the union of $H_{i-1}$ and some connected component in the graph $H \setminus H_{i-1}$. Since $|V(H_m)| = h$ and for every $i \in [m]$, $|V(H_i)| - |V(H_{i-1})| \leq h/3$, by discrete continuity there is $\ell \in [m]$ such that $|V(H_{\ell})| \in [h/3, 2h/3]$. This is a contradiction with the assumption in the statement for the family $\{C_j : C_j \cap H_\ell = \emptyset\}$. The observation is proved. □

3 | **PROOF OF THEOREM 1.1(a)—THE SUBCRITICAL REGIME**

We begin with a proof of Theorem 1.1(a). Our first step will be to estimate the number of vertices of $G$ of degree at least $(1 + \varepsilon/2)\overline{d}$. For every $i \in [n]$, let $X_i$ be the degree of a uniformly chosen vertex in $G_i$. For every $i \in [n]$, define $S_i = X_1 + X_2 + ... + X_i$. Since $E[S_n] = \overline{d}$ by (1) and for every $i \in [n]$ we have $\Delta(G_i) \leq C$, we conclude by the bounded difference inequality (Theorem 2.2) that

$$P(|S_n - \overline{d}| \geq \varepsilon \overline{d} / 2) \leq 2\exp\left(-\frac{\varepsilon^2 \overline{d}^2 / 4}{2C^2 n}\right) \leq 2\exp\left(-\frac{\varepsilon^2 n}{8C^2}\right). \tag{3}$$

The second inequality comes from the fact that $\overline{d} \geq n$: indeed, by (1) we have $\overline{d} = \sum_{i=1}^n \overline{d}(G_i)$, and every graph among $(G_i)_{i \in [n]}$ is connected and therefore its average degree is at least $1$. Therefore, the number of vertices in $G$ with degree more than $(1 + \varepsilon/2)\overline{d}$ is at most a $2\exp\left(-\frac{\varepsilon^2 n}{8C^2}\right)$-proportion of all vertices of $G$.

**Proof of Theorem 1.1 (a).** First, we prove that the number of vertices connected via a path in $G_p$ to a vertex of degree at least $(1 + \varepsilon/2)\overline{d}$ in $G$ is at most $\exp\left(-\frac{\varepsilon^2 n}{8C^2}\right)|V(G)|$ a.a.s. Indeed, let $U$ be the set of vertices of degree at least $(1 + \varepsilon/2)\overline{d}$ in $G$. Then, by (3) we have $|U| \leq \exp\left(-\frac{\varepsilon^2 n}{8C^2}\right)|V(G)|$. We consider the following stochastic process.

Let $U_0 = N_{G_p}(U)$, and for every positive integer $k$ we inductively define $U_k = N_{G_p}(U_{k-1}) \setminus (U \cup U_0 \cup ... \cup U_{k-1})$. Since for every set $V \subseteq V(G) \setminus U$ we have $|\partial V| \leq (1 + \varepsilon/2)\overline{d}|V|$, we have that, for every $k \geq 1,$
\[
\mathbb{E} [ |U_k|U_{k-1}| ] \leq pl \delta U_{k-1} \leq p(1 + \varepsilon/2)\tilde{d} U_{k-1} \leq (1 - \varepsilon/2)U_{k-1}.
\]

We conclude that for every \( k \geq 1 \),
\[
\mathbb{E} [ |U_k| ] \leq (1 - \varepsilon/2)^k \mathbb{E} [ |U_0| ] \leq (1 - \varepsilon/2)^k Cn|U|.
\]

Thus, we get by Markov's inequality that
\[
\mathbb{P} (\exists k \geq 1, |U_k| \geq (1 - \varepsilon/2)^k Cn^2|U|) \leq \sum_{k \geq 1} \mathbb{P} (|U_k| \geq (1 - \varepsilon/2)^k Cn^2|U|)
\]
\[
\leq \sum_{k \geq 1} \frac{(1 - \varepsilon/2)^{k/2}}{n} = o(1).
\]

We deduce that the union of all connected components of \( G_p \), containing at least one vertex of \( U \), contains at most \( \sum_{k \geq 1} (1 - \varepsilon)^{k/2} Cn^2|U| = \Theta(n^2|U|) = o((|V(G)|)) \) vertices a.a.s.

Denote the set of vertices in all explored connected components by \( \bar{U} \). Here, an edge of \( G \) is explored if the fact that it is open or not has been revealed, and a connected component is explored if all edges it contains have been explored and are open, while all edges on its boundary have been explored and are closed. After exploring all connected components of \( G_p \), containing at least one vertex in \( U \), we are left with unexplored edges, incident only to vertices of degree less than \( (1 + \varepsilon/2)\tilde{d} \) in \( G \). We prove that in the remainder of \( G_p \) there is a.a.s. no connected component of order more than \( \lceil 4 \log|V(G)|/\phi(\varepsilon/2) \rceil \), with \( \phi \) defined in (2). Indeed, choose any vertex \( v \) and start an exploration process of its connected component \( CC_p(v) \) in \( G_p \). Note that any vertex in \( V(G) \setminus \bar{U} \) is incident to less than \( (1 + \varepsilon/2)\tilde{d} \) unexplored edges. Thus, the number of edges in \( CC_p(v) \) is stochastically dominated by the number of explored edges in a BGW tree \( T \) with progeny distribution \( \text{Bin}(\lceil (1 + \varepsilon/2)\tilde{d} \rceil, p) \). Since \( \tilde{d} \to +\infty \) with \( n \) and
\[
p = \frac{1 - \varepsilon}{d} \leq \frac{1 - \varepsilon/2}{(1 + \varepsilon/2)d} \leq \frac{1 - \varepsilon/2}{\lceil (1 + \varepsilon/2)d \rceil},
\]
by Corollary 2.4 we get that for every \( k \geq 1 \) and for every \( n \) large enough
\[
\mathbb{P} (|V(CC_p(v))| \geq k) \leq \mathbb{P} (|V(T)| \geq k) \leq \exp \left(-\frac{k\phi(\varepsilon/2)}{2}\right).
\]

Choosing \( k = k_0 := \lceil 4 \log|V(G)|/\phi(\varepsilon/2) \rceil \), we get that with probability at most \( 1/|V(G)|^2 \), \( CC_p(v) \) contains at least \( k_0 \) vertices. A union bound over all vertices in \( V(G) \setminus \bar{U} \) implies that with probability at most \( 1/|V(G)| \), the largest component in \( G_p \), containing no vertex in \( U \), is of order at least \( k_0 \). Since
\[
\exp \left(-\frac{\varepsilon^2 n}{9C^2} \right)|V(G)| \geq 2^{-n/2}|V(G)| \geq \sqrt{|V(G)|} \gg \log|V(G)|,
\]
the proof is finished.

4 | PROOF OF THEOREM 1.1(b)—THE SUPERCRITICAL REGIME

The remainder of the paper will be directed towards proving Theorem 1.1(b). The main technique, well known under the name two-round exposure or sprinkling, has by now become a classical tool in the field of random graphs. It states that the graph $G_p$ may be realised as a union of two random graphs on the same vertex set $G_{p_1}$ and $G_{p_2}$, sampled independently from each other, where $(1 - p_1)(1 - p_2) = 1 - p$. Indeed, the probability that an edge in $G$ does not appear in $G_p$ is $1 - p$, while by independence the probability that an edge in $G$ does not appear in $G_{p_1} \cup G_{p_2}$ is $(1 - p_1)(1 - p_2)$. Moreover, in both $G_p$ and $G_{p_1} \cup G_{p_2}$, different edges appear independently from each other.

In our case, inspired by [1], we show that one may choose $p_1$ and $p_2$ appropriately so that a.a.s. $G_{p_1}$ consists of a number of connected components of order at least $n \Omega(k)$ for some large enough positive integer $k$, which contain a constant proportion of all vertices of $G$. Then, at the second stage, we show that a.a.s. a constant proportion of all such components merge in a connected component of size $\Theta(\log(G))$.

In the sequel, $\deg(v)$ will refer to the degree of a vertex $v$ in $G$.

**Observation 4.1.** For some $i \in [n]$, let 

$$v_1 = (w_1, ..., w_{i-1}, u_1, w_{i+1}, ..., w_n) \quad \text{and} \quad v_2 = (w_1, ..., w_{i-1}, u_2, w_{i+1}, ..., w_n)$$

be two vertices in $G$. Then, $|\deg(v_1) - \deg(v_2)| \leq C - 1$.

**Proof.** We have $\deg(v_1) - \deg(v_2) = \deg_{G_i}(u_1) - \deg_{G_i}(u_2)$. The claim follows since the graph $G_i$ is connected and has maximum degree at most $C$. \hfill \Box

**Corollary 4.2.** If $C \geq 2$, two vertices $v_1$ and $v_2$ in $G$ are at graph distance at least $\frac{|\deg(v_1) - \deg(v_2)|}{C - 1}$.

Let $D$ be the set of vertices of degree at most $(1 - \epsilon/2)d$ in $G$.

**Lemma 4.3.** Fix $\epsilon \in (0, 0.1)$ and $p \geq (1 + 7\epsilon/8)/d$. There is a constant $c_1 = c_1(\epsilon) > 0$ such that, for every large enough $n$, every vertex in $G$ of degree at least $(1 - \epsilon/4)d$ participates in a connected component of $G_p$ of size at least $\epsilon d / 4C$ with probability at least $c_1$.

**Proof.** Fix a vertex $v_0$ satisfying $\deg_{G_p}(v_0) \geq (1 - \epsilon/4)d$ and start an exploration process of the connected component of $v_0$ in $G_p$ as follows. We divide the vertices of $G_p$ in several categories: active, when the edges, incident to this vertex, have not been explored from the vertex itself, but it has been attained via a path from $v_0$, passive, if the vertex was active before but the edges in its neighbourhood have been explored from it, and processed, when the vertex is either active or passive. For example, in the beginning only
the vertex $v_0$ is active and there are no passive vertices. A reformulation of the statement of the lemma is that, by starting an exploration process of $G_p$ from $v_0$, with probability at least $c_1$ at least $\varepsilon d/4C$ vertices will be processed in the end. Start by exploring all edges in $G$, going out of $v_0$, and make all neighbours of $v_0$ in $G_p$ active. Then, make $v_0$ passive and find an active vertex $v_1$, if it exists. Then, explore all edges incident to $v_1$ in $G$ and make all neighbours of $v_1$ in $G_p$ that have not yet been processed active. Then, make $v_1$ passive and find an active vertex $v_2$, if it exists, and so forth. Continue with the exploration until either all or at least $\varepsilon d/4C$ vertices in the connected component of $v_0$ in $G_p$ have been processed.

Fix an integer $n \geq 8C^2/\varepsilon$. If $C \geq 2$, by Corollary 4.2 every vertex of degree at least $(1 - \varepsilon/4)d$ in $G$ is at distance at least $\varepsilon d/4(C - 1) \geq \varepsilon d/4C + 1$ from $D$. The same holds if $C = 1$ since $D = \emptyset$ then. Fix any integer $k \in [2, \varepsilon d/4C]$ (this interval is nonempty since $d \geq n \geq 8C/\varepsilon$). Under the assumption that at most $k$ vertices in $G_p$ have been made passive before exploring the neighbourhood of a particular active vertex $u$, at least

$$\deg_G(u) - 1 - C - (C - 1)(k - 1) \geq \deg_G(u) - Ck \geq (1 - \varepsilon/2)d - \varepsilon d/4 \geq (1 - 3\varepsilon/4)d$$

neighbours of $u$ have never been processed before (here, $1 + C + (C - 1)(k - 1) \leq Ck$ is an upper bound of the total number of processed vertices after $k$ steps, and $\deg_G(u) \geq (1 - \varepsilon/2)d$ since $u$ is at distance at most $k \leq \varepsilon d/4C$ from $v_0$ that satisfies $\deg_G(v_0) \geq (1 - \varepsilon/4)d$). Therefore, until the number of processed vertices is at most $\varepsilon d/4C$, the number of edges of $G$, incident to the currently explored vertex $u$ and leading to vertices which have never been processed before, is at least $(1 - 3\varepsilon/4)d$. We may conclude that the exploration of the connected component of $v_0$ in $G_p$, up to the moment of finding $[\varepsilon d/4C]$ processed vertices, stochastically dominates the exploration of a BGW tree with progeny distribution $\text{Bin}\left(\lceil (1 - 3\varepsilon/4)d \rceil, \frac{1 + 7\varepsilon/8}{d}\right)$. For every $\varepsilon \leq 0.1$, the BGW tree with these parameters is supercritical since

$$\left\lceil (1 - 3\varepsilon/4)d \right\rceil \cdot \frac{1 + 7\varepsilon/8}{d} \geq 1 + \frac{\varepsilon}{8} - \frac{21\varepsilon^2}{32} > 1,$$

and therefore it has probability $c_1 = c_1(\varepsilon) > 0$ to grow to infinity. Thus, with probability at least $c_1$, the exploration of $G_p$ from $v_0$ leads to at least $\varepsilon d/4C$ processed vertices, which proves the lemma. \qed

Following [1], we call a connected subgraph of $G_p$ a cell. Note that a connected component of $G_p$ is a cell, but a cell does not have to be a connected component of $G_p$ itself. Fix the constant $c_1 = c_1(\varepsilon)$ given by Lemma 4.3. We say that a vertex $v$ is a neighbour of a set of vertices $A$ in a graph $H$ if there is a vertex $u \in A$, which is a neighbour of $v$ in $H$. Let $P_p$ be the following property of a vertex $v$ of $G$:

The vertex $v$ is a neighbour in $G$ to at least $c_1 \varepsilon n/64C$ disjoint cells in $G_p$, each of order at least $\varepsilon n/8C$. 
Lemma 4.4. Fix $\varepsilon \in (0, 0.1)$ and $p = (1 + \varepsilon)/\overline{d}$. There is a constant $c_2 = c_2(\varepsilon) > 0$ such that, for every large enough $n$, every vertex in $G$ of degree at least $(1 - \varepsilon/8)\overline{d}$ has property $P_p$ with probability at least $1 - \exp(-c_2n)$.

Proof: Fix a vertex $v$ satisfying $\deg_G(v) \geq (1 - \varepsilon/8)\overline{d}$. Let $v = (v_1, v_2, ..., v_n)$. For every $i \in [n]$, let $u_i$ be a neighbour of $v_i$ in $G_i$, and define

$$H_i = \left\{ \bigcirc_{j \in [i-1]} v_j \bigcirc u_i \bigcirc \left( \bigcirc_{k \in [n] \setminus \{i\}} G_k \right) \right\}.$$

Thus, the graph $H_i$ is a conveniently chosen projection of $G$, which is isomorphic to $G_k$. Also, for every $i \in [n]$, let $\hat{v}_i = (v_1, ..., v_{i-1}, u_i, v_{i+1}, ..., v_n)$. Then, we claim that, for every $i \leq i_{\text{max}} := \lfloor \varepsilon n/16C \rfloor - 1$, the vertex $\hat{v}_i$ has degree at least $(1 - \varepsilon/8)\overline{d} - C(i + 1) \geq (1 - \varepsilon/4)\overline{d}(H_i)$ in $H_i$. Indeed,

$$\left(1 - \frac{\varepsilon}{8}\right)\overline{d} - C(i + 1) \geq \left(1 - \frac{\varepsilon}{8}\right)\overline{d}(H_i) - C(i + 1) \geq \left(1 - \frac{\varepsilon}{8}\right)\overline{d}(H_i) - \frac{\varepsilon n}{16} \geq \left(1 - \frac{\varepsilon}{4}\right)\overline{d}(H_i) + \frac{\varepsilon}{8}\overline{d}(H_i) - \frac{n}{2} \geq \left(1 - \frac{\varepsilon}{4}\right)\overline{d}(H_i).$$

Moreover, by the choice of $i$ we also have

$$(1 + \varepsilon)\overline{d}(H_i) \geq (1 + \varepsilon)(\overline{d} - C(i + 1)) \geq (1 + \varepsilon)\overline{d} - 2C(i + 1) \geq \left(1 + \frac{7\varepsilon}{8}\right)\overline{d}.$$}

Thus, $p = (1 + \varepsilon)/\overline{d} \geq (1 + 7\varepsilon/8)/\overline{d}(H_i)$, and we may apply Lemma 4.3 to the vertex $\hat{v}_i$ in $H_i$ and deduce that the probability that $\hat{v}_i$ participates in a cell in $H_i$ of order at least $\varepsilon\overline{d}(H_i)/4C \geq \varepsilon n/8C$ is at least $c_1$. Since the graphs $(H_i)_{i \in [i_{\text{max}}]}$ are disjoint, the events

$$(A_i := \{\text{the connected component of } \hat{v}_i \text{ in } H_i \text{ contains at least } \varepsilon n/8C \text{ vertices}\})_{i \in [i_{\text{max}}]}$$

are independent and each of them happens with probability at least $c_1$. Thus, by Chernoff’s inequality (Lemma 2.1) for $(1_{A_i})_{i \in [i_{\text{max}}]}$ with $t = E\left[\sum_{i=1}^{i_{\text{max}}} 1_{A_i}\right]/2 \geq c_1i_{\text{max}}/2$, the vertex $v$ is incident to at least $c_1i_{\text{max}}/2 \geq c_1(\varepsilon n/32C)/2 = c_1\varepsilon n/64C$ disjoint cells in its neighbourhood in $G$ with probability at least $1 - \exp(-t/8) \geq 1 - \exp(-c_1\varepsilon n/512C)$. Thus, $c_2 = c_1\varepsilon/512C$ satisfies our requirements, and the lemma is proved.

Fix the constant $c_2 = c_2(\varepsilon) > 0$, given by Lemma 4.4.
Corollary 4.5. Fix $\varepsilon \in (0, 0.1)$ and $p = (1 + \varepsilon)/\overline{d}$. Then, every vertex $v \in V(G)$ with $\deg_G(v) \geq (1 - \varepsilon/16)\overline{d}$ satisfies the following property with probability at least $1 - \exp(-(c_2 + o(1))n)$: $v$ is a neighbour in $G$ to at least $c_1\varepsilon n/64C$ disjoint cells of $G_p$, each containing at least $\varepsilon n/17C$ vertices with the property $P_p$.

Proof. Fix any vertex $v$ satisfying $\deg_G(v) \geq (1 - \varepsilon/16)\overline{d}$. By Lemma 4.4 it has probability at least $1 - \exp(-c_2 n)$ to have property $P_p$. We condition on this event. Then, for every cell $C$ among the first $[c_1\varepsilon n/64C]$ disjoint neighbouring cells of size at least $\varepsilon n/8C$, corresponding to $v$, put a label $\ell_v$ on the $[\varepsilon n/17C]$ vertices of $C$ that are closest to $v$ in the graph $G_p$ (if some set of vertices is at the same distance to $v$ in $G_p$, make an arbitrary choice which of them to label, if necessary). Thus, for every vertex $u$ which has received a label $\ell_v$ we have $d_G(u, v) \leq d_{G_p}(u, v) \leq [\varepsilon n/17C]$. Moreover, by Corollary 4.2 for every large enough $n$ we have $[\deg(u) - \deg(v)] \leq C[\varepsilon n/17C] \leq n/16$ and so $\deg(u) \geq \deg(v) - \varepsilon n/16 \geq \overline{d} - \varepsilon \overline{d}/16 - \varepsilon n/16 \geq (1 - \varepsilon/8)\overline{d}$.

Note that a total of at most $[c_1\varepsilon n/64C] \cdot (\varepsilon n/16C) = \Theta(n^2)$ vertices will receive the label $\ell_v$, and furthermore by Lemma 4.4 each of these vertices has property $P_p$ with probability at least $1 - \exp(-c_2)$. Then, conditionally on the event that $v$ has property $P_p$, any vertex $u$ with label $\ell_v$ has property $P_p$ with probability

$$P(u \text{ has } P_p | v \text{ has } P_p) = \frac{P(u \text{ and } v \text{ have } P_p)}{P(v \text{ has } P_p)} \geq 1 - 2\exp(-c_2 n).$$

Thus, the vertex $v$ satisfies the property from the statement of the corollary with probability at least

$$1 - \sum_{u \text{ has label } \ell_v} P(u \text{ does not have } P_p | v \text{ has } P_p) \geq 1 - \Theta(n^2)\exp(-c_2 n)$$

$$= 1 - \exp(-(c_2 + o(1))n).$$

The corollary is proved.

With the help of Corollary 4.5, we are ready to improve on Lemma 4.4 by showing that every vertex of sufficiently high degree in $G$ has, with high probability, many neighbours in $G$, which participate in connected components of $G_p$ of order $\Omega(n^2)$. Denote $c'_1 = \min(c_1(\varepsilon/2), 1)$ and $c'_2 = c_2(\varepsilon/2)$.

Lemma 4.6. Fix $\varepsilon \in (0, 0.1)$ and $p = (1 + \varepsilon)/\overline{d}$. There are constants $c_3 = c_3(\varepsilon) > 0$ and $c_4 = c_4(\varepsilon) > 0$ such that for every vertex $v$ satisfying $\deg_G(v) \geq (1 - \varepsilon/32)\overline{d}$, the following property holds with probability at least $1 - \exp(-(c_4 + o(1))n)$: $v$ is adjacent (in $G$) to at least $c_3 n$ vertices, participating in connected components of $G_p$ of order $\Omega(n^2)$.

Proof. We use the technique of two-round exposure with $p_1 = (1 + \varepsilon/2)/\overline{d}$ and $p_2$ given by the equation $(1 - p_1)(1 - p_2) = (1 - p)$. Since $\overline{d} \to +\infty$ with $n, p_2 = (\varepsilon/2 + o(1))/\overline{d}$, so for every large enough $n$ we have $p_2 \geq \varepsilon/4\overline{d}$.

Fix a vertex $v$ satisfying $\deg_G(v) \geq (1 - \varepsilon/32)\overline{d}$. By Corollary 4.5, applied with $\varepsilon/2$ instead of $\varepsilon$, we get that with probability $1 - \exp(-(c'_2 + o(1))n)$ the vertex $v$ is a neighbour (in $G$) to
at least \( c_1 \varepsilon n / 128C \) disjoint cells of \( G_{p_1} \), each containing at least \( \varepsilon n / 34C \) vertices with the property \( P_{p_1} \). We condition on this event. Fix any such vertex \( v \) and let \( C_1, \ldots, C_k \) be the cells, which correspond to \( v \) in the above statement, with \( k \geq c_1 \varepsilon n / 128C \).

Fix an arbitrary cell, say \( C_1 \), and let \( u_1, u_2, \ldots, u_m \) be vertices in \( C_1 \) which satisfy the property \( P_{p_1} \), where \( m = \lceil \varepsilon n / 34C \rceil \). Moreover, assume that for every vertex \( u_i \) and every cell \( C \) in a fixed set of \( \lceil c_1 \varepsilon n / 128C \rceil \) disjoint cells, which witnesses that \( u_i \) satisfies the property \( P_{p_1} \), \( C \) contains exactly \( \lceil \varepsilon n / 16C \rceil \) vertices (clearly any connected graph \( H \) contains a connected subgraph of any order between 1 and \( |V(H)| \)). For every \( i \in [m] \), we associate the above set of cells to the vertex \( u_i \).

Now, we consider the independent percolation of the edges in \( G \) with parameter \( p_2 \). This is our second round. We do the following exploration process. List \( u_1, \ldots, u_m \) in this order and start exploring their neighbourhoods one by one. If \( u_i \) connects (during the second round percolation with parameter \( p_2 \)) to a neighbouring cell of size \( \lceil \varepsilon n / 16C \rceil \), which was associated to it, then name this cell \( C_1' \). Then, go to \( u_2 \). If \( C_1' \) was well defined, there are at most two cells \( C \) among the ones, associated to \( u_2 \), such that \( |C' \cap C'_1| \geq \varepsilon n / 16C \). Let \( (w^i_j)_{j \in [2]} \) be the two vertices, which connect \( u_2 \) to neighbouring cells, associated to \( u_2 \) and with the largest intersection with \( C_1' \). Then, if \( u_2 \) connects to a neighbouring cell associated to it via an edge, different from \( u_2 w^1_2 \) and \( u_2 w^2_2 \), name this cell \( C_2' \) and go to \( u_3 \). Then, since \( |C_1' \cup C_2'| \leq 2 \varepsilon n / 16C \), there are at most 4 cells \( C \), associated to \( u_3 \), for which \( |C' \cap (C_1' \cup C_2')| \geq \varepsilon n / 16C \). Let \( (w^3_j)_{j \in [4]} \) be the four vertices, which connect \( u_3 \) to neighbouring cells, associated to \( u_3 \) and with the largest possible intersection with \( C_1' \cup C_2' \). Then, if \( u_3 \) connects to a neighbouring cell associated to it via an edge, different from \( (u_3 w^3_j)_{j \in [4]} \), name this cell \( C_3' \) and continue with \( u_4 \), etc.

Suppose that in the moment of exploring the neighbourhood of the vertex \( u_i \) we came across the cells \( C_{i_1}', C_{i_2}', \ldots, C_{i_j}' \) for some \( 1 \leq i_1 < \cdots < i_j \leq i - 1 \). Then,

\[
\left| \bigcup_{1 \leq s \leq j} C_{i_s}' \right| = \sum_{1 \leq s \leq j} \left| C_{i_s}' \setminus \left( C_{i_1}' \cup \cdots \cup C_{i_{s-1}}' \right) \right| \geq \frac{j \varepsilon n}{32C}.
\]

Also, for every \( i \leq i_0 := \lceil c_1 \varepsilon n / 512C \rceil \) (by definition of \( c_1 \) we have \( i_0 \leq m \)), there are at least \( c_1 \varepsilon n / 128C - 2c_1 \varepsilon n / 512C \geq c_1 \varepsilon n / 256C \) cells, associated to the vertex \( u_i \), which do not intersect the union of cells \( C_{i_1}', C_{i_2}', \ldots, C_{i_j}' \) in more than \( \varepsilon n / 16C \) vertices. Thus, for every large enough \( n \) and every \( i \leq i_0 \), \( u_i \) has probability at least \( p_3 := p_2 c_1 \varepsilon n / 256C \geq c_1 c_2^2 / 1024C^2 \) to connect to a cell, which does not intersect the union of \( C_{i_1}', C_{i_2}', \ldots, C_{i_j}' \) in more than \( \varepsilon n / 16C \) vertices. We conclude that the indicator functions of the events

\[
\left\{ u_i \text{ connects to a cell } C' \text{ associated to it and such that } |C' \cap (\bigcup_{1 \leq s \leq j} C_{i_s}')| > \frac{\varepsilon n / 16C}{2} \right\}_{i \in [i_0]}
\]
stochastically dominate a family of i.i.d. random variables \((B_i)_{i \in [\ell]}\) with Bernoulli distribution with parameter \(p_2\). By a direct application of Chernoff’s inequality (Lemma 2.1) we conclude that for every large enough \(n\) and \(c_3 = c_3(\varepsilon) = (c_i)^2 \varepsilon^3 / 2^{21} C^3\)

\[
P \left( \sum_{i \in [\ell]} B_i \leq \frac{p_3 i_0}{2} \right) \leq \exp \left( - \frac{p_3 i_0}{8} \right) \leq \exp \left( - \frac{c_3 \varepsilon n / 2 \cdot (c_i \varepsilon^2)}{8 \cdot 512 C \cdot 1024 C^2} \right) = \exp(-c_3 n / 4).
\]

Thus, for every large enough \(n\) and every \(\ell \in [k]\), the connected component of \(C_\ell\) in \(G_p = G_{p_1} \cup G_{p_2}\) contains at least \((p_3 i_0 / 2) \cdot (\varepsilon n / 32 C) \geq c_3 \varepsilon n^2 / 32 C\) vertices with probability at least \(1 - \exp(-c_3 n / 4)\). A union bound over all \(k \leq Cn\) cells shows that, for every large enough \(n\) and for every vertex \(v\) satisfying \(\deg_G(v) \geq (1 - \varepsilon / 32 \bar{d})\) and with at least \(c_i \varepsilon n / 128 C\) neighbouring cells of order \([\varepsilon n / 16 C]\) in \(G_{p_1}\), with probability at least \(1 - C n \exp(-c_3 n / 4)\) each of the connected components of \(C_1, C_2, \ldots, C_k\) in \(G_p\) is of order at least \(c_3 \varepsilon n^2 / 32 C\).

Now, let \(c_4 = \min(c_2, c_3 / 4)\). Then, with probability at least \(1 - \exp(-(c_4 + o(1))n)\), the vertex \(v\) is incident to at least \(c_4 n\) vertices, which participate in connected components of \(G_p\) of size at least \(c_3 \varepsilon n^2 / 32 C\). The lemma is proved. \(\square\)

Up to this moment, we ensured the existence of a large number of connected components of order at least \(\Theta(n^2)\) in \(G_p\). Recall that \(\gamma\) is a positive constant such that, for every \(j \in [n]\), \(n^{-\gamma} \leq i(G)\). If \(\gamma \in (0, 1)\), we are ready to complete the proof of Theorem 1.1. However, for larger values we will need to show more. In the sequel we ensure that there are a lot of components of size \(\Omega(n^{\gamma'+2})\) in \(G_p\) for some \(\gamma' > \gamma\). The aim of the next lemma is to iterate the procedure of Lemma 4.4, Corollary 4.5 and Lemma 4.6 to provide the a.a.s. existence of these larger connected components. Unlike the results we presented above, we will mostly rely on the asymptotic notations \(\Theta\) and \(\Omega\) in the proof of Lemma 4.7 rather than give explicit constants to simplify the presentation, having in mind that very similar but more precise formulations of the claims below were already presented in detail.

**Lemma 4.7.** Fix any integer \(k \geq 2\), any \(\varepsilon \in (0, 0.1)\) and \(p = (1 + \varepsilon) / \bar{d}\). Then, there are positive constants \(\beta_k \geq 32, C_k = C_k(\varepsilon), C'_k = C'_k(\varepsilon), C''_k = C''_k(\varepsilon)\) such that for every vertex \(v\) satisfying \(\deg_G(v) \geq (1 - \varepsilon / \beta_k) \bar{d}\), the following property holds with probability at least \(1 - \exp(-(C''_k + o(1))n)\): \(v\) is adjacent (in \(G\)) to at least \(C'_k n\) vertices, participating in connected components in \(G_p\) of order at least \(C_k n^k\).

**Proof:** We argue by induction. By Lemma 4.6 the statement is true for \(k = 2\) with parameters \(\beta_2 = 32, C_2 = c_3 \varepsilon / 32 C, C'_2 = c_3\) and \(C''_2 = c_4\) for every \(\varepsilon \in (0, 0.1)\).

Suppose that the statement is satisfied for some \(k - 1 \geq 2\). Fix \(p_0 = (1 + \varepsilon / 4) / \bar{d}, p_0' = (\varepsilon / 4 + o(1)) / \bar{d}\) and \(p_1 = (1 + \varepsilon / 2) / \bar{d}\) so that \((1 - p_0)(1 - p_0') = 1 - p_1\). Moreover, for any vertex \(v\) in \(G\), denote by \(P_{p,k}\) the following property:
The vertex $v$ is a neighbour in $G$ of $\Omega(n)$ disjoint cells in $G_p$, each of order $\Omega(n^k)$.

The next claim is an analogue of Lemma 4.4, so we give only the main points of the proof.

**Claim 4.8.** Every vertex of degree at least $(1 - \varepsilon/8\beta_{k-1})\overline{d}$ in $G$ has property $P_{p_1,k-1}$ with probability $1 - \exp(-\Omega(n))$.

**Proof.** We follow the proof of Lemma 4.4. Fix a vertex $v = (v_1, v_2, ..., v_n)$ satisfying $\deg_G(v) \geq (1 - \varepsilon/8\beta_{k-1})\overline{d}$. For every $i \in [n]$, let $u_i$ be a neighbour of $v_i$ in $G_i$. Denote $\hat{v}_i = (v_1, ..., v_{i-1}, u_i, v_{i+1}, ..., v_n)$ and

$$H_i := \left\{ \begin{array}{c} \square v_j \square u_i \square \left( \bigcap_{k \in [n] \setminus \{i\}} G_k \right) \end{array} \right\}.$$  

Then, for every $\varepsilon \in (0, 0.1)$ there exists a positive constant $\overline{c}_{k-1} = \overline{c}_{k-1}(\varepsilon) \leq 1/2$ such that, for every $i \leq \overline{c}_{k-1}n$, the degree of $\hat{v}_i$ in $H_i$ is at least $(1 - \varepsilon/4\beta_{k-1})\overline{d}(H_i) = (1 - (\varepsilon/4)/\beta_{k-1})\overline{d}(H_i)$. By the induction hypothesis, applied with $\varepsilon/4$, $p_0$, $\hat{v}_i$ and $H_i$ (which is isomorphic to the product of at least $n - i \geq n/2$ of the graphs $(G_j)_{j \in [n]}$), the vertex $\hat{v}_i$ is incident to at least $\Theta(n/2)$ vertices, participating in connected components in $H_{i,p_0}$ of order $\Omega((n/2)^{k-1})$ with probability $1 - \exp(-\Omega(n/2))$. (Note that although $\Omega(n) = \Omega(n/2)$ and $\Omega(n^{k-1}) = \Omega((n/2)^{k-1})$, we add the constants to indicate that the graph $H_i$ is a product of less than $n$, but at least $n/2$ graphs. When considered appropriate, similar implicit indications are given below as well.)

It remains to notice that the graphs $(H_i)_{1 \leq i \leq \overline{c}_{k-1}n}$ are disjoint and therefore the vertices $(\hat{v}_i)_{1 \leq i \leq \overline{c}_{k-1}n}$ connect to cells of order $\Omega((n/2)^{k-1})$ in $(H_i)_{1 \leq i \leq \overline{c}_{k-1}n}$, respectively, at the second round percolation with parameter $p_0$ independently and with probability $p_0' \Omega(n/2) = \Omega(1)$. Thus, by Chernoff’s inequality (Lemma 2.1) we deduce that the vertex $v$ has $\Omega(1) \cdot \overline{c}_{k-1}n/2 = \Omega(n)$ neighbours, which participate into disjoint cells of $G_{p_1} = G_{p_0} \cup G_{p_0'}$ of size $\Omega((n/2)^{k-1})$ with probability $1 - \exp(-\Omega(1) \cdot \overline{c}_{k-1}n/8) = 1 - \exp(-\Omega(n))$. The proof is completed.

**Claim 4.9.** Every vertex $v$ with $\deg_G(v) \geq (1 - \varepsilon/16\beta_{k-1})\overline{d}$ satisfies the following property with probability $1 - \exp(-\Omega(n))$: The vertex $v$ is a neighbour in $G$ to $\Omega(n)$ disjoint cells of $G_{p_1}$, each containing $\Omega(n)$ vertices with the property $P_{p_1,k-1}$.

**Proof.** We follow the proof of Corollary 4.5. Fix any vertex $v$ satisfying $\deg_G(v) \geq (1 - \varepsilon/16\beta_{k-1})\overline{d}$. Since $\beta_{k-1} \geq 32$, by Lemma 4.4 $v$ has probability $1 - \exp(-\Omega(n))$ to have property $P_{p_1}$. We condition on this event. Then, for every cell $C$ among the $\Omega(n)$ disjoint neighbouring cells of order at least $\lceil \varepsilon n/16C \rceil$, corresponding to $v$, put a label $\ell_v$ on the $\lceil \varepsilon n/(16C\beta_{k-1} + 1) \rceil$ vertices of $C$ that are closest to $v$ in the graph $G_{p_1}$ (if some set of vertices is at the same distance to $v$ in $G_{p_0}$, make an arbitrary choice which of them to label, if necessary).

Thus, for every vertex $u$ which has received a label $\ell_v$ we have $d_G(u,v) \leq d_{G_{p_1}}(u,v) \leq \lceil \varepsilon n/(16C\beta_{k-1} + 1) \rceil$. Moreover, by Corollary 4.2 for every large enough $n$ we have

$$|\deg(u) - \deg(v)| \leq C\lceil \varepsilon n/(16C\beta_{k-1} + 1) \rceil \leq \varepsilon n/16\beta_{k-1}$$
and so
\[ \deg(u) \geq \deg(v) - \varepsilon n/16\beta_{k-1} \geq d - \varepsilon d/16\beta_{k-1} - \varepsilon n/16\beta_{k-1} \geq (1 - \varepsilon/8\beta_{k-1})d. \]

Note that a total of \( O(n^2) \) vertices will receive the label \( \ell_v \), and furthermore by Claim 4.8 each of these vertices has property \( P_{p_{1,k-1}} \) with probability \( 1 - \exp(-\Omega(n)) \). Then, conditionally on the event that \( v \) has property \( P_{p_{1}} \), any vertex \( u \) with label \( \ell_v \) has property \( P_{p_{1,k-1}} \) with probability
\[
\mathbb{P} \left( u \text{ has } P_{p_{1,k-1}} \mid v \text{ has } P_{p_{1}} \right) = \frac{\mathbb{P} \left( u \text{ has } P_{p_{1,k-1}} \text{ and } v \text{ has } P_{p_{1}} \right)}{\mathbb{P} \left( v \text{ has } P_{p_{1}} \right)} \\
\geq 1 - 2\exp(-\Omega(n)) = 1 - \exp(-\Omega(n)).
\]

Thus, the vertex \( v \) satisfies the property from the statement of the claim with probability at least
\[
1 - \sum_{u \text{ has label } \ell_v} \mathbb{P} \left( u \text{ does not have } P_{p_{1,k-1}} \mid v \text{ has } P_{p_{1}} \right) \geq 1 - O(n^2)\exp(-\Omega(n)) = 1 - \exp(-\Omega(n)).
\]

The claim is proved. \( \square \)

To finish the proof of the lemma, we follow the ideas of the proof of Lemma 4.6. We use once again the technique of two-round exposure with \( p_1 = (1 + \varepsilon/2)/d \) and \( p_2 = (\varepsilon/2 + o(1))/d \) such that \( (1 - p_1)(1 - p_2) = (1 - p) \).

Fix a vertex \( v \) satisfying \( \deg_G(v) \geq (1 - \varepsilon/32\beta_{k-1})d \). By Claim 4.9 we get that, for some positive constant \( \hat{C}_{k-1} = \hat{C}_{k-1}(\varepsilon) \), with probability \( 1 - \exp(-\Omega(n)) \) the vertex \( v \) is a neighbour (in \( G \)) to at least \( \hat{C}_{k-1}n \) disjoint cells of \( \hat{G}_{p_1} \), each containing \( \Omega(n) \) vertices with the property \( P_{p_{1,k-1}} \). Let us condition on this event, and let \( C_1, \ldots, C_t \) be the cells, which correspond to \( v \) in the above statement, where \( t \) is an integer satisfying \( \hat{C}_{k-1}n \leq t \leq Cn \).

Fix an arbitrary cell among \( C_1, \ldots, C_t \), say \( C_1 \), and let \( u_1, u_2, \ldots, u_m \) be vertices in \( C_1 \) which satisfy the property \( P_{p_{1,k-1}} \), where \( m = \Omega(n) \). Moreover, assume that for every vertex \( u \) and every cell \( C \) among a fixed set of \( \Omega(n) \) disjoint cells, which witnesses that \( u \) satisfies the property \( P_{p_{1,k-1}} \), \( C \) contains exactly \( [\hat{C}_{k-1}n^{k-1}] \) vertices, where \( \hat{C}_{k-1} \) is a positive constant depending only on \( k \) and \( \varepsilon \). By the very same exploration procedure as in the proof of Lemma 4.6 we show that with probability \( 1 - \exp(-\Omega(n)) \) the connected component of the cell \( C_1 \) in \( \hat{G}_p = \hat{G}_{p_1} \cup \hat{G}_{p_2} \) contains at least \( s = \Omega(n) \) cells \( C'_1, C'_2, \ldots, C'_s \) such that, for every \( i \in [s] \),
\[
\left| V \left( C'_1 \cup \bigcup_{j \in [i-1]} C'_j \right) \right| \geq \frac{[\hat{C}_{k-1}n^{k-1}]}{2}.
\]

Recall that \( C'_1, C'_2, \ldots, C'_s \) are cells, associated to different vertices among \( u_1, u_2, \ldots, u_m \), and therefore these are not necessarily disjoint. Thus, bounding from below the number of
vertices in every new cell that does not participate in the union of the previous ones is crucial to attain the lower bound on the size of the union.

Since the above reasoning applies to each of the cells $C_1, C_2, \ldots, C_t$, associated to $v$, and $t = \Theta(n)$, we conclude by union bound that $v$ satisfies property $P_{p,k}$ with probability $1 - \Theta(n)\exp(-\Omega(n)) = 1 - \exp(-\Omega(n))$, which finishes the proof (the constants $C_k, C_k'$ and $C_k^*$ are hidden in the $\Omega$ notation but $\beta_k$ could be defined recursively by $\beta_k = 32\beta_{k-1}$, so in particular $\beta_k = 32^{k-1}$).

We are ready to prove Theorem 1.1(b). Fix $k = [1 + \gamma] + 3$. Up to now, we have ensured the existence of a number of cells in $G_p$, which contain at least $C_k n^k$ vertices. In the sequel, let $\hat{C}_k = C_k(\varepsilon/2), \hat{C}_k' = C_k'(\varepsilon/2)$ and $\hat{C}_k^* = C_k^*(\varepsilon/2)$.

**Proof of Theorem 1.1 (b).** It is sufficient to prove the claim for every $\varepsilon \in (0, 0.1)$. Once again, we consider two-round exposure of $G_p = G_{p_1} \cup G_{p_2}$ with $p_1 = (1 + \varepsilon/2)/d$ and $p_2 = (\varepsilon/2 + o(1))/d$. By Lemma 4.7 and Markov’s inequality with probability at least $1 - \exp(-(\hat{C}_k/2 + o(1))n)$ all but at most an $\exp(-\hat{C}_k n/2)$-proportion of all vertices of degree at least $(1 - (\varepsilon/2)/\beta_k)d$ in $G$ have at least $\hat{C}_k n$ neighbours, which participate in connected components of $G_{p_1}$ of order at least $\hat{C}_k n^k$. We condition on this event. Then, the number of edges, adjacent to vertices in connected components of $G_{p_1}$ of order at least $\hat{C}_k n^k$ is at least $(1 + o(1))\hat{C}_k n V(G)/2$ (recall that asymptotically almost all vertices of $G$ have degree at least $(1 - (\varepsilon/2)/\beta_k)d$). Since every vertex has degree at most $Cn$ in $G$, there are at least $(1 + o(1))\hat{C}_k n V(G)/2C$ vertices of $G$ in connected components of $G_{p_1}$ of order at least $\hat{C}_k n^k$.

We prove that the following property holds with probability $1 - \exp(-\Omega(V(G)/n^k))$:

The vertices in all connected components in $G_{p_1}$ of order at least $\hat{C}_k n^k$ cannot be partitioned into two sets, $V_1$ and $V_2$, such that $|V_1| - |V_2| \leq |V_1| + |V_2|/3$ (or equivalently $|V_1|/2 \leq |V_2| \leq |V_1|$ up to symmetry considerations) so that there is no path in $G_p$ between $V_1$ and $V_2$.

On the above event, by Observation 2.7 we may directly conclude that the largest connected component of $G_p$ contains at least $(|V_1| + |V_2|)/3 \geq (1 + o(1))\hat{C}_k n V(G)/6C$ vertices, which would finish the proof of Theorem 1.1(b).

Since the number of connected components of $G_{p_1}$ of order at least $\hat{C}_k n^k$ is $O(V(G)/n^k)$, there are $2^{O(V(G)/n^k)}$ ways to partition these components into two sets. We will be interested only in partitions $(V_1, V_2)$ such that $|V_1|/2 \leq |V_2| \leq |V_1|$. Consider two cases:

1. $N_G[V_1] \cap N_G[V_2] \geq |V(G)|/n^{k-2}$ and
2. $N_G[V_1] \cap N_G[V_2] < |V(G)|/n^{k-2}$.

In the first case, we know by our conditioning that $(1 + o(1))|V(G)|/n^{k-2}$ of the vertices in $N_G[V_1] \cap N_G[V_2]$ have at least $\hat{C}_k n/2$ neighbours in $G$ in either $V_1$ or $V_2$, or in both. Therefore, the probability that a fixed vertex in $N_G[V_1] \cap N_G[V_2]$ connects $V_1$ and $V_2$ at the second round percolation with parameter $p_2$ is at least $(1 - (1 - p_2)^{\hat{C}_k n/2}) \cdot p_2 = \Theta(1/n)$. Moreover, the above events are independent for different vertices in $N_G[V_1] \cap N_G[V_2]$.
Therefore, the probability that $V_1$ and $V_2$ do not get connected at the second round percolation with parameter $p_2$ is at most

$$(1 - \Theta(1/n))^{(1+o(1))|V(G)|/n^{k-2}} = \exp(-\Theta(|V(G)|/n^{k-1})) \ll 2^{-O(|V(G)|/n^2)}.$$ 

In the second case, since the number of edges between $V_2$ and $N_G(V_2)$ is at least $i(G)|V_2|$ by assumption, by Corollary 2.6 there are at least $i(G)|V_2|/Cn \geq n^{-1-\gamma}|V_2|/2C$ vertices in $V(G) \setminus V_2$, adjacent to $V_2$ in $G$. But

$$|N_G[V_i] \cap N_G[V_2]| < |V(G)|/n^{k-2} \ll n^{-1-\gamma}|V_2|/2C,$$

so by our conditioning each of the $(1 + o(1))n^{-\gamma-1}|V_2|/2C$ vertices in $N_G[V_2] \setminus N_G[V_i]$ have at least $\hat{C}_kn$ edges towards $V_2$ in $G$. On the other hand, since $|V_i| \geq |V_2|$ and $|V_i \cap N_G[V_2]| = o(|V_i|)$, we have by Corollary 2.6 that there are at least

$$i(G)\min(|N_G[V_2]|, (1 + o(1))|V_2|) = \Omega(n^{-\gamma}|V(G)|)$$

edges, going out of $N_G[V_2] \setminus N_G[V_i]$. One may directly deduce that there are $\Omega(n^{-\gamma}|V(G)|)/Cn = \Omega(n^{-\gamma-1}|V(G)|)$ disjoint edges, which have one endvertex in $N_G[V_2] \setminus N_G[V_i]$ and one endvertex in $V(G) \setminus N_G[V_2]$. Since all but $\exp(-\Omega(n)|V(G)|)$ vertices have at least $\hat{C}_k n$ edges towards $V_1 \cup V_2$ by our conditioning, we deduce that there are $\Omega(n^{-\gamma-1}|V(G)|)$ disjoint edges $uv$ in $G$ such that $u$ has at least $\hat{C}_k n$ edges towards $V_1$ and $v$ has at least $\hat{C}_k n$ edges towards $V_2$. We conclude that for any such edge $u$ and $v$ there is a path from $V_1$ through $u$ and $v$ towards $V_2$ with probability

$$\left(1 - (1 - p_2)^{\hat{C}_k n}\right) \cdot p_2 \cdot \left(1 - (1 - p_2)^{\hat{C}_k n}\right) = \Theta(1/n).$$

Therefore, the probability that $V_1$ and $V_2$ do not get connected at the second round percolation with parameter $p_2$ is at most

$$(1 - \Theta(1/n))^{\Omega(|V(G)|/n^{k+1})} = \exp(-\Omega(|V(G)|/n^{k+2})) \ll 2^{-O(|V(G)|/n^2)}.$$

We conclude the proof of Theorem 1.1(b) by a union bound over all $2^{O(|V(G)|/n^d)}$ partitions of the components of size at least $\hat{C}_kn^k$ in $G_{p_1}$.

\section{Discussion and Further Questions}

In this paper we proved that there is a sharp threshold for the existence of a giant component after percolation of the product graph $G = G_1 \square \cdots \square G_n$ under the assumptions that $\max_{j \in [n]} \Delta(G_j)$ is uniformly bounded from above by a constant and $\min_{j \in [n]} i(G_j)$ decays to zero at most polynomially fast. As Remark 1.2 points out, at the price of a more technical exposition Theorem 1.1 may be generalised for graphs with slowly increasing degrees. Except for simplicity, we spared the details also because we believe that Theorem 1.1 may also be proved in an even more general setting.

To begin with, we were not able to find convincing counterexamples of the sharp threshold phenomenon without the maximum degrees assumption. In the proof of Theorem 1.1 presented above, this assumption was used in most of our lemmas.
Question 5.1. Can one prove an analogue of Theorem 1.1 without the assumption on the maximum degrees of \((G_j)_{j \in [n]}\)?

Concerning the assumption on the decay of the isoperimetric constants, we show that it cannot be removed entirely. Consider the graph \(G \) where \(G_1 = G_2 = \cdots = G_{n-1} \), each containing two vertices \((0,1)\) a single edge \((01)\), and \(G_n \) being a cycle of length \(2^{2^n} \). Then, all vertices in \(G \) will have degree \(n+1\). Fix \(p = \frac{2}{(n+1)} \). Note that for any edge \(uv \) of \(G_n \) we have that the probability that each of the edges \((x,u)(x,v)\) for all \(x \) in \([0,1]^{n-1}\) of \(G \) disappears after \(p\)-percolation is \((1 - 2/(n+1))2^{n-1} = \exp(-(1 + o(1))2^n/(n + 1)) \). Thus, on average many of the sets of edges \/(x, u\)(x, v)\) for different edges \(uv \) of \(G_n \) disappear a.a.s. after \(p\)-percolation, so no giant component exists since for any two edges \(u_1v_1 \) and \(u_2v_2 \) of \(G_n \), the edge set \{(x, u_1)(x, v_1)\} for \(x \in [0,1]^{n-1}\) \(\cup \{(x, u_2)(x, v_2)\} \subseteq E(G) \) for different edges \(uv \) of \(G_n \) disappear a.a.s. after \(p\)-percolation, so no giant component exists since for any two edges \(u_1v_1 \) and \(u_2v_2 \) of \(G_n \), the edge set \{(x, u_1)(x, v_1)\} \(\cup \{(x, u_2)(x, v_2)\} \subseteq E(G) \) forms a cut in \(G \). Although somewhat trivial, this example leads to another logical question.

Question 5.2. Can one prove an analogue of Theorem 1.1 if \(\min_i (G_j) \) decreases faster than a polynomial function of \(n\)?

Of course, graph products other than the Cartesian product exist as well. It might be interesting to study the appearance of a giant component with respect to them.

Question 5.3. Can one prove analogous results for other graph products?
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