Global phase and frequency comb structures in nonlinear Compton and Thomson scattering
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The Compton and Thomson radiation spectra, generated in collisions of an electron beam with a powerful laser beam, are studied in the framework of quantum and classical electrodynamics, respectively. We show that there are frequency regimes where both radiation spectra are nearly identical, which for Compton scattering relates to the process which preserves the electron spin. Although the radiation spectra are nearly identical, the corresponding probability amplitudes exhibit different global phases. This has pronounced consequences, which we demonstrate by investigating temporal power distributions in both cases. We show that, contrary to Thomson scattering, it is not always possible to synthesize short laser pulses from Compton radiation. This happens when the global phase of the Compton amplitude varies in a nonlinear way with the frequency of emitted photons. We also demonstrate that while the Compton process driven by a non-chirped laser pulse can generate chirped bursts of radiation, this is not the case for the Thomson process. In principle, both processes can lead to a generation of coherent frequency combs when single or multiple driving laser pulses collide with electrons. Once we synthesize these combs into short bursts of radiation, we can control them, for instance, by changing the time delay between the driving pulses.
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I. INTRODUCTION

Owing to the rapid development of high-power laser technology, in recent years we observe a renaissance of theoretical interest in studying strong-field quantum electrodynamics (QED) processes [3–5]. Note that proceeding theoretical works were based on the monochromatic plane wave approximation [6–10]. However, with the parallel development of computational technology, it is possible now to extend these explorations and to study fundamental QED processes in multichromatic laser fields [11, 12] or in short laser pulses [13–15]. New aspects of strong-field QED such as the electron (positron) polarization effects [16, 17], the energy and angular correlations [18, 19], the bremsstrahlung process at relativistically intense laser radiation [20], or the electron-positron cascades [21], are of great interest nowadays. Usually, different types of cross sections or probability distributions are analyzed, leaving out problems related to the phase of probability amplitudes. However, in many cases, it is the global phase that plays a significant role. For instance, it is a very important parameter when studying coherence of high-order harmonics and the synthesis of attosecond pulses [22–24].

In this paper, we shall study the important role played by the global phase of probability amplitudes in nonlinear Compton scattering [25, 26] and its classical approximation – nonlinear Thomson scattering [27–29]. For the classical theory we discuss the conditions of its applicability. We show that, in order to get comparable temporal power distributions from both theories, an extra condition on the Compton phase has to be imposed. We also propose the method of controlling the energy distribution of emitted radiation by properly modulated laser pulses such that it leads to the generation of coherent high-order harmonics combs. In addition, we investigate properties of the synthesized short radiation pulses.

The paper is organized as follows. In Sec. II we define temporal and polarization properties of the laser pulses considered. Supplementary definitions of mutually orthogonal and normalized triad of vectors for two (in general elliptic) polarizations and for the direction of pulse propagation are discussed in Appendix A. The basic theoretical scheme of the laser-induced QED Compton scattering is presented in Sec. III, together with the derivation of the global phase for the Compton amplitude. We show that the total phase can be split into the kinematic and the dynamic parts. The kinematic phase is independent of the electron spin degrees of freedom (hence, it is applicable also to the Compton scattering of spin-0 particles). While it can be derived analytically (see, Eq. (25)), the dynamic phase can be determined only numerically. For the pulses considered in this paper, the dynamic phase appears to be independent of the frequency of photons generated during the process. The reader can find more details in Appendix C. The analogous analysis for nonlinear classical Thomson scattering is presented in Sec. IV and Appendix B. In Secs. III and IV we also compare the predictions of quantum and classical approaches for the energy distributions of emitted radiation, drawing particular attention to the different dependence of the global phase on the frequency of generated radiation. As we show, this is related to the quantum recoil of elec-
trons during the emission of photons. We demonstrate in Sec. \( \text{V} \) that the frequency dependence of the global phase plays a vital role in the temporal synthesis of generated radiation. We conclude that the quantum recoil effects result in a broader temporal distribution of radiation power for Compton scattering as compared to the predictions drawn from the classical theory. The interference of photons generated in Compton scattering by a modulated laser pulse (which consists of subpulses) is investigated in Sec. \( \text{VI} \) In Sec. \( \text{VIA} \) we show how the distance between the peaks in the energy spectrum can be controlled by the time delay of such subpulses. Although the presented results are for Compton scattering, we remark that a similar pattern is expected also for classical Thomson scattering provided that the frequencies are much smaller than the cut-off frequency for the quantum process. The analysis of the frequency combs in the laboratory frame is presented in Sec. \( \text{VII} \) with special emphasis on the partially angular-integrated energy distributions. This sort of investigation is related to the fact that the frequency-comb structure is very sensitive to the direction of emission of generated radiation. Because quantum calculations are numerically demanding, in this analysis we choose frequencies much smaller than the cut-off frequency, which ensures that the classical calculations provide similar results. By doing this, we show that the comb structure survives the partial angular integration and, in principle, can be detected experimentally. Finally, in Sec. \( \text{VIII} \) we draw some conclusions.

In analytical formulas we put \( \hbar = 1 \). Hence, the fine-structure constant is \( \alpha = e^2/(4\pi\varepsilon_0c) \). We use this constant also in expressions derived from classical electrodynamics, where it is meant to be multiplied by \( \hbar \) when restoring the physical units. Unless stated otherwise, in numerical analysis we use relativistic units (rel. units) such that \( \hbar = m_e = c = 1 \) where \( m_e \) is the electron mass.

## II. LASER PULSE

As in our previous investigations\[11, 16, 43\], the laser pulse is described by the vector potential

\[
A(\phi) = A_0 B [\varepsilon_1 f_1(\phi) + \varepsilon_2 f_2(\phi)],
\]

(1)

where the shape functions \( f_j(\phi) \) vanish for \( \phi < 0 \) and \( \phi > 2\pi \). The duration of the laser pulse, \( T_p \), introduces the fundamental frequency, \( \omega = 2\pi/T_p \), such that

\[
\phi = k \cdot x = \omega (t - \frac{n \cdot r}{c}),
\]

(2)

in which the unit vector \( n \) points in the direction of propagation of the pulse. In a given reference frame, this direction is determined by the polar and azimuthal angles, \( \theta_l \) and \( \varphi_l \), respectively. This, according to Appendix A, settles the real polarization vectors \( \varepsilon_j = a_j \) and \( n = a_3 \), Eq. (A1). The constant \( B > 0 \) is to be defined later. We also introduce the relativistically invariant parameter

\[
\mu = \frac{|e A_0|}{m_e c},
\]

(3)

where \( e = -|e| \) is the electron charge. With these notations, the electric and magnetic components of the laser pulse are equal to

\[
E(\phi) = \frac{\omega m_e c^2}{e} B [\varepsilon_1 f_1(\phi) + \varepsilon_2 f_2(\phi)],
\]

(4)

and

\[
B(\phi) = \frac{\omega m_e c^2}{e} B [\varepsilon_2 f_1(\phi) - \varepsilon_1 f_2(\phi)],
\]

(5)

where ‘prime’ means the derivative with respect to \( \phi \).

The shape functions are always normalized such that

\[
\langle f_1^2 \rangle + \langle f_2^2 \rangle = \frac{1}{2},
\]

(6)

where

\[
\langle F \rangle = \frac{1}{2\pi} \int_0^{2\pi} F(\phi) d\phi.
\]

(7)

Note that, with such a normalization, the phase-averaged Poynting vector equals

\[
\langle S \rangle = \frac{1}{2\varepsilon_0 c} \left( \frac{B\omega m_e c^2}{e} \right)^2 n.
\]

(8)

Laser pulses are also characterized by the number of oscillations of its electric or magnetic components, \( N_{osc} \). Together with the fundamental frequency \( \omega \) (or, the pulse duration \( T_p \)), they define the carrier frequency (or, the central frequency of a pulse), \( \omega_L = N_{osc} \omega \). For a pulse generated by a given laser device, the carrier frequency is fixed whereas the remaining parameters can change. Therefore, it is useful to express the averaged intensity of the laser field, \( I \), which is the modulus of the averaged Poynting vector, Eq. (5), in terms of \( \omega_L \). Moreover, when comparing results for different shapes of laser pulses we have to impose extra conditions. For instance, by assuming that the flow of laser radiation per unit surface and unit time (i.e., the intensity \( I \)) for different durations of laser pulses is independent of \( N_{osc} \), we have to keep \( B = N_{osc} \). This leads to

\[
I = \frac{m_e c^6}{8\pi\alpha} \left( \frac{\omega_L}{m_e c^2} \right)^2 \mu^2 = A_1 \left( \frac{\omega_L}{m_e c^2} \right)^2 \mu^2,
\]

(9)

with \( A_1 \approx 2.3 \times 10^{20} \text{W/cm}^2 \). On the other hand, if we assume that the averaged energy flow per unit surface (i.e., \( W = T_p I \)) is fixed, we have to put \( B = \sqrt{N_{osc}} \), and

\[
W = \frac{m_e c^4}{4\alpha} \mu \omega_L = A_W \frac{\omega_L}{m_e c^2} \mu^2,
\]

(10)

with \( A_W \approx 1.9 \times 10^9 \text{J/cm}^2 \). The latter situation could be met in experiments, as the energy of a laser pulse and
a size of the laser focus are quite often given whereas the time-duration is changed.

In our numerical illustrations, we shall choose the linearly polarized laser pulse, \( f_1(\phi) = f(\phi) \) and \( f_2(\phi) = 0 \), and use the shape functions with the \( \sin^2 \)-type envelope,

\[
    f'(\phi) \propto \sin^2\left( \frac{N_{\text{rep}} \phi}{2} \right) \sin(N_{\text{rep}} N_{\text{osc}} \phi + \chi),
\]

where the proportionality constant is determined by the normalization condition \([3]\). Here, \( \chi \) denotes the carrier-envelope phase, \( N_{\text{rep}} \) determines the number of modulations in the pulse (or, the number of subpulses), and \( N_{\text{osc}} \) sets the number of cycles within the subpulse. \( N_{\text{osc}} \) also establishes the central frequency \( \omega_L = N_{\text{osc}} \omega_c \), which is considered to be fixed and equal to \( \omega_L = 1.548 \text{eV} \) in the laboratory frame. This corresponds to a Ti:Sapphire laser beam of wavelength \( \lambda_L = 800 \text{nm} \). Let us also remark that, while for \( \phi = 0 \) we have \( f(0) = 0 \), for \( \phi = 2\pi \) the vector potential has to vanish as well. This is automatically satisfied if \( N_{\text{osc}} \geq 2 \), whereas for \( N_{\text{osc}} = 1 \) the envelope phase \( \chi \) must be equal to 0 or \( \pi \). We also assume that \( B = N_{\text{rep}} N_{\text{osc}} \), so that the averaged laser field intensity is independent of integers \( N_{\text{rep}} \) and \( N_{\text{osc}} \).

### III. COMPTON SCATTERING

When scattering a laser pulse off a free electron, a non-laser photon is detected. It is described by the wave four-vector \( K \) and, in general, the elliptic polarization four-vector \( \varepsilon_K \) \((\sigma = 1, 2)\) such that

\[
    K \cdot \varepsilon_K = 0, \quad \varepsilon_K \cdot \varepsilon_K = -\delta_{\sigma \sigma'}.
\]

The wave four-vector \( K \) satisfies the on-shell mass relation \( K \cdot K = 0 \) as well as it defines the photon frequency \( \omega_K = cK^0 = c|K| \). As shown in Ref. \([15]\), \( \varepsilon_K \) can be chosen as the space-like vector, i.e., \( \varepsilon_K = (0, \varepsilon_K) \). The scattering is accompanied by the electron transition from the initial \( (i) \) to the final \( (f) \) state, each characterized by the four-momentum and the spin projection; \( (p_i, \lambda_i) \) and \( (p_f, \lambda_f) \). While moving in a laser pulse, the electron acquires additional momentum shift \( [10] \) (see, also Ref. \([15]\)) which leads to a notion of the laser-dressed momentum:

\[
    \bar{p} = p - \mu m_e c \left( \frac{p \cdot \varepsilon_1}{p \cdot k} f_1 + \frac{p \cdot \varepsilon_2}{p \cdot k} f_2 \right) k + \frac{1}{2}(\mu m_e c)^2 \left( \frac{f_1^2}{p \cdot k} + \frac{f_2^2}{p \cdot k} \right),
\]

It was discussed in Refs. \([10, 15]\) that the laser-dressed momenta \( [15] \) are gauge-dependent, and therefore they do not have clear physical meaning. Nevertheless, all formulas derived in Ref. \([10]\) depend on the quantity

\[
    P_N = \bar{p}_i - \bar{p}_f + N k - K,
\]

where the difference \( \bar{p}_i - \bar{p}_f \) is already gauge-invariant.

We take from our previous paper \([10]\) the derivation of the Compton photon spectra. Hence, the frequency-angular distribution of energy of scattered photons for an unpolarized electron beam is given by the formula

\[
    \frac{d^3 E_C}{d\omega K d^2 N_{\text{osc}} K} = \frac{1}{2} \sum_{\sigma = 1, 2} \sum_{\lambda_i = \pm} \sum_{\lambda_f = \pm} \frac{d^3 E_{C, \sigma}(\lambda_i, \lambda_f)}{d\omega K d^2 N_{\text{osc}} K},
\]

where

\[
    \frac{d^3 E_{C, \sigma}(\lambda_i, \lambda_f)}{d\omega K d^2 N_{\text{osc}} K} = \alpha |A_{C, \sigma}(\lambda_i, \lambda_f)|^2,
\]

and the scattering amplitude equals

\[
    A_{C, \sigma}(\lambda_i, \lambda_f) = \frac{m_e cK^0}{\sqrt{P_f^0 k^0}} A_{C, \sigma}(\lambda_i, \lambda_f),
\]

with

\[
    A_{C, \sigma}(\lambda_i, \lambda_f) = \sum_N D_N \frac{1 - e^{-2\pi P_f^0 / k^0}}{2\pi P_f^0 / k^0}.
\]

The scattering amplitude is expressed as a Fourier series; for the coefficients \( D_N \), the reader is referred to Eqs. (23) and (44) in Ref. \([16]\). \( P_f^0 \) is obtained from Eq. (14).

Eq. (17) allows one to define the phase \( -\pi < \Phi_{C, \sigma} < \pi \) of the Compton scattering amplitude,

\[
    \Phi_{C, \sigma}(\omega_K, \lambda_i, \lambda_f) = \arg(A_{C, \sigma}(\lambda_i, \lambda_f)) = \arg(A_{C, \sigma}(\lambda_i, \lambda_f)),
\]

which depends on the electron spin degrees of freedom. This phase is gauge and relativistically invariant, and can be split into two parts, if we rewrite \( A_{C, \sigma}(\lambda_i, \lambda_f) \) as

\[
    A_{C, \sigma}(\lambda_i, \lambda_f) = e^{i\pi N_{\text{eff}}} \sum_N (-1)^N D_N \text{sinc}[\pi(N - N_{\text{eff}})],
\]

where \( \text{sinc}(x) = \sin(x)/x \), and

\[
    N_{\text{eff}} = (K^0 + P_i^0 - P_f^0)/k^0.
\]

With this factorization, the Compton phase becomes

\[
    \Phi_{C, \sigma}(\omega_K, \lambda_i, \lambda_f) = \Phi_{C}^{\text{kin}}(\omega_K) + \Phi_{C, \sigma}^{\text{dyn}}(\omega_K, \lambda_i, \lambda_f),
\]

where

\[
    \Phi_{C}^{\text{kin}}(\omega_K) = \arg(e^{i\pi N_{\text{eff}}}) = \pi N_{\text{eff}} \pmod{2\pi}
\]

and

\[
    \Phi_{C, \sigma}^{\text{dyn}}(\omega_K, \lambda_i, \lambda_f) = \arg\left\{ \sum_N (-1)^N D_N \text{sinc}[\pi(N - N_{\text{eff}})] \right\}.
\]

The former phase we call \textit{kinematic}, as it depends only on the kinematics of the process and it is independent of the spin degrees of freedom (it remains the same for spin-0 particles). The latter phase we call \textit{dynamic}. In
FIG. 1. (Color online) The energy distribution, Eq. (16), for the non-spin flipping Compton process (upper panel; in the inset an enlarged portion of the distribution is presented), and the derivative of the phase as a function of the frequency $\omega_K$ (lower panel), Eq. (19). The laser pulse is linearly polarized in the $x$-direction ($e_1 = e_x$) and it propagates in the $z$-direction. The electron beam propagates in the opposite direction. The calculation is performed in the reference frame of electrons for the laser pulse carrier frequency $\omega = 4.15 \times 10^{-4} m_e c^2$, and for $\mu = 2$, $N_{\text{osc}} = 16$, $N_{\text{rep}} = 1$, and $\chi = 0$. The scattered Compton photon is emitted in the direction $\theta_K = 0.2\pi$ and $\varphi_K = 0$. In the laboratory frame, for the Ti-Sapphire laser pulse of the central frequency 1.548 eV, these parameters correspond to the electron beam’s energy 35MeV. In the lower panel, the thick blue (dark) line represents the derivative of the Compton phase, Eq. (19), on which the thin cyan (gray) line is overprinted, representing the momentum dependence of $\Phi^{\text{kin}}$.

In the electron beam reference frame, the cut-off frequency is $\omega_{\text{cut}} \approx 0.5 m_e c^2$.

FIG. 2. (Color online) The same as in Fig. 1 but for $\omega_l = 4.15 \times 10^{-4} m_e c^2$, $\mu = 1$, and $\theta_K = 0.99\pi$. In the laboratory frame, for the Ti-Sapphire laser pulse of the central frequency 1.548 eV, these parameters correspond to the electron beam’s energy 35 GeV. In the lower panel, the thick blue (dark) line represents the derivative of the Compton phase, Eq. (19), on which the thin cyan (gray) line is overprinted, representing the momentum dependence of $\Phi^{\text{kin}}$.

In the electron frame, the cut-off frequency is $\omega_{\text{cut}} \approx 0.5 m_e c^2$.

where the Thomson (i.e., classical) frequency $\omega_{\text{Th}}$ is equal to

$$\omega_{\text{Th}}^{\text{K}} = \frac{N_{\text{eff}} e c \cdot p_i}{n_{\text{K}} \cdot [\hat{p}_i + \mu m_e c (\langle f_1 \hat{e}_1 + (f_2 \hat{e}_2) \rangle] \cdot v},$$

or

$$\omega_{\text{Th}}^{\text{K}} = \frac{\omega_{\text{K}}}{1 - \omega_{\text{K}}/\omega_{\text{cut}}},$$

where

$$\omega_{\text{cut}} = \frac{c \hat{p}_i \cdot n}{n_{\text{K}} \cdot n}$$

is the cut-off frequency for the Compton spectra, $\omega_{\text{Th}} < \omega_{\text{cut}}$. In Eq. (26), $\mathcal{F}$ is independent of $\omega_{\text{K}}$,

$$\mathcal{F} = \pi \frac{p_i \cdot n_{\text{K}}}{p_i \cdot n} (1 + \mathcal{F}_1 + \mathcal{F}_2 + \mathcal{F}_4),$$

in general, the dynamic phase can be determined only numerically. However, for linearly polarized laser pulses and linearly polarized emitted photons (both considered in this paper) this phase is frequency-independent.

On the other hand, by applying the momenta conservation laws (i.e., $k \cdot P_N = 0$ and $\varepsilon_j \cdot P_N = 0$ for $j = 1, 2$), one can show that

$$\Phi^{\text{kin}}(\omega_{\text{K}}) = \mathcal{F} \frac{\omega_{\text{Th}}^{\text{K}}}{\omega} \left( \text{mod } 2\pi \right),$$

(25)
with
\[
F_j = \mu m_e c (f_j) \left( \frac{nK \cdot \varepsilon_j}{nK \cdot p_i} - \frac{p_i \cdot \varepsilon_j}{p_i \cdot nK \cdot p_i} \right), \quad j = 1, 2,
\]
and
\[
F_{sq} = \frac{1}{2} (\mu m_e c)^2 \left( f_1^2 + f_2^2 \right) \frac{1}{p_i \cdot nK \cdot p_i}
\]
(31)

In Figs. 2 and 3, we show the results for the spin-conserved (\(\lambda_3=1\)) Compton process in the electron beam reference frame. In Fig. 2, we choose the frequency range much smaller than the cut-off frequency, Eq. (28). One can see that, for this range of frequencies, the derivative of the Compton phase linearly depends on the emitted photon frequency, \(\omega_K\). Since \(\omega_K \ll \omega_{\text{cut}}\), one can expect that the classical theory will give almost an identical result. On the other hand, Fig. 3 presents the results for frequencies comparable to the cut-off value. As we see, when \(\omega_K\) is approaching \(\omega_{\text{cut}}\), the derivative of the Compton phase (and the phase itself) starts to depend non-linearly on the Compton photon frequency and tends to infinity when \(\omega_K \rightarrow \omega_{\text{cut}}\). Moreover, as mentioned above, for the considered linear polarizations of the laser and scattered radiation, the Compton phase, up to a constant term (i.e., independent of \(\omega_K\)), is equal to the kinematic one.

IV. THOMSON SCATTERING

As one can check in Ref. [51], the acceleration \(\mathbf{a}\) of an electron in arbitrary electric and magnetic fields, \(\mathbf{E}\) and \(\mathbf{B}\), is given by the formula
\[
\mathbf{a} = \frac{e}{m_e} \sqrt{1 - \beta^2} \left[ \mathbf{E} - \beta (\beta \cdot \mathbf{E}) + c \beta \times \mathbf{B} \right].
\]
Hence, the relativistic Newton-Lorentz equations which determine the classical trajectory of accelerated electrons can be rewritten in the form
\[
\frac{d\mathbf{v}}{d\phi} = \frac{1}{\omega(1 - n \cdot \beta(\phi))},
\]
\[
\frac{d\mathbf{r}}{d\phi} = \frac{c}{\omega} \beta(\phi),
\]
\[
\frac{d\beta}{d\phi} = \frac{\mu}{c} \sqrt{1 - \beta^2(\phi)} \left[ \frac{1}{1 - n \cdot \beta(\phi)} \right] \times \left[ (\varepsilon_1 - \beta(\phi) \cdot \varepsilon_1) + \beta(\phi) \times \varepsilon_2 \right] f_1(\phi)
\]
\[
+ (\varepsilon_2 - \beta(\phi) \cdot \varepsilon_2) - \beta(\phi) \times \varepsilon_1 \right] f_2(\phi).
\]
Here, the phase, \(\phi = \omega(t - n \cdot \mathbf{r}(t)/c)\), is used as an independent variable, instead of time \(t\). The frequency-angular distribution of emitted radiation of polarization \(\varepsilon_K,\sigma\) is given by the Thomson formula [50] (we use the same notation for the radiation emitted during this process as for the Compton scattering)
\[
\frac{d^3E_{\text{Th},\sigma}}{d\omega_K d^2\Omega_K} = \alpha |A_{\text{Th},\sigma}|^2,
\]
where
\[
A_{\text{Th},\sigma} = \frac{1}{2\pi} \int_0^{2\pi} \rho_\sigma(\phi) \exp \left[ i \frac{\omega_K}{c} \ell(\phi) \right] d\phi,
\]
(35)
with
\[
\rho_\sigma(\phi) = \varepsilon_K,\sigma \cdot nK \times [(nK - \beta(\phi)) \times \beta(\phi)] (1 - nK \cdot \beta(\phi))^2
\]
(36)
and
\[
\ell(\phi) = ct(\phi) - nK \cdot \mathbf{r}(\phi).
\]
(37)
Here, 'prime' means again the derivative with respect to the phase \(\phi\).

Let us further define the position four-vector
\[
x(\phi) = (ct(\phi), r(\phi)).
\]
(38)
After some algebraic manipulations, we show that
\[
\rho_\sigma(\phi) = K_0 \frac{(\varepsilon_K,\sigma \cdot x')(K \cdot x') - (\varepsilon_K,\sigma \cdot x') (K \cdot x'')}{(K \cdot x')^2}.
\]
(39)
Now, we can present the Thomson formula in a manifestly relativistic form. To do so, we define the relativistically invariant quantities: \(\rho_\sigma^\text{inv}(\phi) = \rho_\sigma(\phi)/K_0\) and
\[
A_{\text{Th},\sigma}^\text{inv} = \frac{1}{2\pi} \int_0^{2\pi} \rho_\sigma^\text{inv}(\phi) e^{iK \cdot x(\phi)} d\phi.
\]
(40)
Hence, the frequency-angular distribution of radiated energy equals
\[
\frac{d^3E_{\text{Th},\sigma}}{d\omega_K d^2\Omega_K} = \frac{\omega_K^2}{c^2} |A_{\text{Th},\sigma}^\text{inv}|^2.
\]
(41)
The advantage of the above formulation is that the invariant amplitude \(A_{\text{Th},\sigma}^\text{inv}\) can be calculated in the most convenient reference frame (for instance, in the reference frame of initial electrons), and afterwards transformed to another reference frame. It also leads to the simplifications for the invariant amplitude. Indeed, by integrating parts, we get
\[
A_{\text{Th},\sigma}^\text{inv} = \frac{1}{2\pi} \left[ \frac{\varepsilon_K,\sigma \cdot x'}{K \cdot x'} e^{iK \cdot x'} \right]^{2\pi}_0 - i \int_0^{2\pi} (\varepsilon_K,\sigma \cdot x') e^{iK \cdot x} d\phi,
\]
or, in a particular reference frame,
\[
A_{\text{Th},\sigma}^\text{inv} = \frac{1}{2\pi} \frac{c}{\omega_K} \left[ \frac{\varepsilon_K,\sigma \cdot \beta}{1 - nK \cdot \beta} e^{i\omega_K (t-nK \cdot r/c)} \right]^{2\pi}_0
\]
\[
+ \frac{\omega_K}{\omega} \int_0^{2\pi} \varepsilon_K,\sigma \cdot \beta e^{i\omega_K (t-nK \cdot r/c)} d\phi.
\]
(43)
This is an analogue of Jackson’s formula (Ref [50], Eq. 14.67), except that the integral now is finite and
presented in the relativistically invariant form. Also, we have checked that the integration over \( \phi \) can be effectively carried out even with the simplest trapezoid or Simpson formulas. Let us note that the two expressions for the Thomson amplitude [i.e., Eqs. (45) and (46)] can be also used as a test when determining classical trajectories and evaluating the integral over \( \phi \). We define next the phase of the complex Thomson amplitude

\[
\Phi_{\text{Th},\sigma}(\omega_K) = \arg(A_{\text{Th},\sigma}) - \arg(A_{\text{Th},\sigma}^{\text{rev}}),
\]

(44)

which is relativistically invariant but, in contrast to the Compton scattering, independent of spin degrees of freedom.

In order to compare predictions of the classical and the quantum theories, let us study now the Thomson process for the same parameters as in Figs. 1 and 2. For the parameters relevant to Fig. 1, the classical energy distribution is identical to the quantum energy distribution for the spin-conserved process. The difference between these two approaches shows up if we compare the corresponding phases, which for the classical theory linearly depends on the frequency of the generated radiation (meaning that its derivative is constant). The same happens for the parameters relevant to Fig. 2 for which the energy distribution is shown in Fig. 3. Let us remark that the energy distributions for the Compton (Fig. 2) and the Thomson (Fig. 3) processes, although not identical, are still comparable in the sense that every peak or zero in these two distributions can unambiguously be related to each other. However, the corresponding phases depend differently. We would like to emphasize that the nonlinear dependence of the Compton phase on the frequency of emitted photons (contrary to the Thomson phase, which linearly depends on \( \omega_K \)) is of the quantum origin. Such a qualitative difference between the classical and quantum results can be associated with a change of the electron final momentum in the Compton scattering, which introduces decoherence in the process. This fact, although in some cases unnoticed for the energy distribution of emitted photons, has far-reaching consequences for the temporal behavior of radiation generated by these two processes. This will be demonstrated in the next section.

Our main interest in this paper is nonlinear Compton scattering rather than its classical analogue, which is nonlinear Thomson scattering. The point being that the classical approach is an approximation of the complete quantum theory which takes into account the electron spin and the quantum recoil of electrons during the scattering. The complication being, that the quantum theory does now allow for as detailed description of the driving laser beam as the classical theory does. Also, it is more demanding computationally. For these reasons, we investigate Thomson scattering for temporarily shaped laser pulses and for parameters for which both classical and quantum theories give either the same or different results. Our aim is to compare both theories in the context of short pulse generation.

V. SYNTHESIS OF SHORT PULSES

It is well-known that the energy distribution of generated radiation can be converted into the temporal power distribution. Currently, this is the standard technique used for the synthesis of attosecond pulses from the coherent combs of high-order harmonics. Here, let us consider the Thomson process and assume that the radiation is emitted in a given space direction, \( \mathbi{n}_K \). In this case, the temporal power distribution in the far radiation zone, which is remote from the scattering region by the distance \( R \), is given by the formula (see, e.g. [49])

\[
\frac{\text{d}^2 P_{\text{Th},\sigma}(\phi_t)}{\text{d}^2 \Omega_K} = \frac{\alpha}{\pi} (\text{Re}A_{\text{Th},\sigma}^{(+)}(\phi_t))^2.
\]

(45)

Here,

\[
A_{\text{Th},\sigma}^{(+)}(\phi_t) = \int_0^\infty d\omega A_{\text{Th},\sigma}(\omega)e^{-i\omega \phi_t}/\omega
\]

(46)

is related to the electric field of the scattered radiation

\[
\mathcal{E}_\sigma(\phi_t) = \frac{e}{4\pi \varepsilon_0 c R} 2\text{Re}A_{\text{Th},\sigma}^{(+)}(\phi_t),
\]

(47)

where the symbol “\( \text{Re}^i \)” means the real value and \( \sigma \) labels the polarization properties of emitted radiation. The quantity \( \phi_t \), which we call the retarded phase, is defined as

\[
\phi_t = \omega_0 \left( t - \frac{n_K \cdot r}{c} \right) = \omega_0 \left( t - \frac{R}{c} \right),
\]

(48)

with \emph{a priori} an arbitrary real and positive \( \omega_0 \) that introduces the time-scale for the process. The retarded phase,
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FIG. 4. (Color online) Temporal power distribution, Eq. (45), synthesized from the energy distribution for the Thomson process, when $\omega_0 = \omega_L$. The energy distribution is almost identical to that presented in Fig. 1 in the upper panel, except that the derivative of the Thomson phase is independent of the frequency. In the upper panel, the power distribution is presented in the logarithmic scale and it embraces the entire time-domain of the generated radiation. In the lower panel, the enlarged part of the central peak is shown in the linear scale. Since the temporal power distribution is proportional to the electric field of the emitted radiation squared, we see that the individual peaks form practically one-cycle pulses, which are well separated from each other. The distributions are scaled to their maximum value.

For a given distance $R$ and $\omega_0$, determines the arrival-time of a light signal to the detector.

All the formulas presented in this section for the temporal power distributions also apply to the Compton process if in Eq. (46) the Thomson amplitude is replaced by the corresponding Compton amplitude. In this case, the power distribution depends not only on the polarization of emitted radiation but also on the spin degrees of freedom of the initial and final electrons.

For long laser pulses, the temporal power distribution could be a very rapidly oscillating function of time. For this reason, it is sometimes more convenient to consider the temporal power distribution averaged over such rapid oscillations,

$$\frac{d^2\langle P_{\text{Th},\sigma}(\phi_r)\rangle}{d^2\Omega_K} = \frac{\alpha}{2\pi} |\tilde{A}_{\text{Th},\sigma}(\phi_r)|^2,$$  \hspace{1cm} (49)\n
and similarly for the Compton process.

In Figs. 4 and 5, we show the synthesis of the energy distribution from Thomson and Compton scattering, respectively. We see that temporal power distributions for both classical and quantum processes are qualitatively similar, as both consist of a sequence of very sharp peaks. However, individual peaks in each sequence are quite different, as presented in lower panels. For Thomson scattering (Fig. 4), a peak consists practically of a single oscillation of the electric field. For Compton scattering (Fig. 5), on the other hand, the structure of an individual peak is more complex. Namely, it represents a pulse of a few electric field oscillations with decreasing period. The origin of such a chirp is the nonlinear dependence of the Compton phase on $\omega_K$. Note that this nonlinearity is the genuine quantum effect [47]. Therefore, the chirp appearing in the generated radiation can be considered as
FIG. 6. (Color online) Temporal power distribution, Eq. (45), synthesized from the energy distribution of the Thomson process for the laser- and electron-beam parameters specified in Fig. 2 and for $\omega_0 = \omega_L$. Since the phase of the Thomson amplitude linearly depends on $\omega_K$, we obtain the train of well-separated half-cycle pulses of emitted radiation. The distribution is normalized to its maximum value.

A quantum signature in collisions of a non-chirped laser pulse with free electrons.

Frequently, only a part of the spectrum of emitted radiation is used for the composition or detection of short laser pulses (see, for instance, the FROG technique [52]). To account for this fact a window function (in the FROG it is called the gate function), $W(\omega)$, is introduced, which picks up a part of the frequency spectrum. The windowing of the emitted spectrum could also be related to the properties of detectors of radiation, that can be sensitive to frequencies from a particular range. In such a case, we define the window-selected amplitude

$$\tilde{A}^{(+)}_{Th, \sigma}(\phi_t; W) = \int_0^\infty \mathrm{d}\omega W(\omega)\tilde{A}_{Th, \sigma}(\omega)e^{-i\omega\phi_t/\omega_0}, \quad (50)$$

so that the corresponding temporal power distributions are equal to

$$\frac{\mathrm{d}^2 P_{Th, \sigma}(\phi_t; W)}{\mathrm{d}^2 \Omega_K} = \frac{\alpha}{\pi} \left(\text{Re} \tilde{A}^{(+)}_{Th, \sigma}(\phi_t; W)\right)^2, \quad (51)$$

$$\frac{\mathrm{d}^2 \langle P_{Th, \sigma}(\phi_t; W) \rangle_{\phi_t}}{\mathrm{d}^2 \Omega_K} = \frac{\alpha}{2\pi} |\tilde{A}^{(+)}_{Th, \sigma}(\phi_t; W)|^2, \quad (52)$$

and similarly for the Compton scattering.

FIG. 7. (Color online) Temporal power distribution synthesized from the energy distribution of the Compton process for the laser- and electron-beam parameters specified in Fig. 4 and for $\omega_0 = \omega_L$ (upper panel). Since the phase of the Compton amplitude nonlinearly depends on $\omega_K$, the emitted radiation does not form a train of short pulses. In the lower panel, the window-selected temporal power distribution [i.e., Eq. (51) with the window function (53)] is presented for $\omega_{wmax} = 0.2m_ec^2$. Although the window function selects only a ‘regular’ part from the energy distribution, nevertheless the corresponding temporal power distribution also does not exhibit a train of very short pulses. It rather represents a long pulse with many electric field oscillations. Both distributions are scaled to their maximum values.

to a sequence of well-separated short pulses as it is in the case of the classical process. Instead, we obtain a broad and irregular signal of emitted radiation, as shown in the upper panel of Fig. 7. We want to emphasize that the reason for such a qualitative discrepancy between the classical and the quantum processes is the highly nonlinear dependence of the Compton phase on the frequency of emitted photons.

A question arises: Can the window-selecting help in producing trains of short pulses? To answer this question we consider the window function,

$$W(\omega) = \begin{cases} 0, & \omega < 0 \\ \frac{1}{2}(1 + \cos(\pi\omega/\omega_{wmax})), & 0 \leq \omega \leq \omega_{wmax} \\ 0, & \omega > \omega_{wmax} \end{cases} \quad (53)$$
with \( \omega_{\text{max}} = 0.2 m e c^2 \), such that it removes the irregular high-frequency part of the energy distribution shown in Fig. 4. The synthesized window-averaged temporal power distribution is presented in the lower panel of Fig. 7. Indeed, we removed an irregular part of the power distribution for large retarded phases. However, instead of a sequence of sharp spikes observed classically, we obtain the single pulse consisting of many regular oscillations of the electric field. The reason being that, for frequencies in the domain defined by the window function, the nonlinear terms in the Compton phase are still significant.

The great advantage of the classical approach is that calculations can be carried out quite easily, even for an arbitrary space and time dependent laser field. For this reason, the classical approach is extensively used in plasma physics and also in the context of ultra-short pulse generation \[39, 41–44\]. Even though Thomson theory has some important shortcomings. For instance, it does not account for the spin of electrons, which for the high-frequency part of the spectrum starts to play a significant role \[15, 47\], especially for very short and intense laser pulses. Another defect of the classical theory, which appears to be crucial for the extremely short pulse generation, is that it neglects the recoil of electrons during the emission of high-frequency photons \[34\]. It has been noted that the electron recoil effects are small if

\[
\omega K \ll \omega_{\text{cut}} = \frac{e}{n} \cdot \frac{n_p}{n_K},
\]

independently of the laser field intensity, \( I \), and also of the laser field carrier frequency, \( \omega_c \). On the other hand, it is well-known from the Fourier analysis that in order to generate the shorter radiation pulses the broader energy spectra have to be used for the pulse synthesis. There are two possibilities to increase the bandwidth of the energy distribution in Thomson or Compton processes. Namely, one can either increase the energy of electron beams or increase the intensity of the laser beam. Mostly, the second scenario is used \[34, 41, 44\]. The results presented in this section show that this scenario does not work for sufficiently intense laser pulses such that photons of frequencies comparable to \( \omega_{\text{cut}} \) are created with significant probabilities. Thus, conclusions drawn from the classical theory concerning the generation of extremely short radiation pulses, which are synthesized from frequencies close to the cut-off values, generally cannot be trusted.

VI. FREQUENCY COMB STRUCTURES

Discovery of the high-order harmonics in the interaction of laser pulses with atoms \[25\] and their subsequent theoretical analysis in terms of the three-step model \[30\] has stimulated a number of investigations. In particular, the coherent properties of the harmonics led Farkas and Tóth \[27\] to the idea of composing attosecond pulses from at least a part of the high-order harmonics comb.

This is a routine method used currently in attosecond physics \[28\]. It was also shown that the three-step model is not the only mechanism responsible for the high-order harmonics generation and that such a comb of frequencies can be effectively generated by the channeling of initially unbounded electrons through crystal structures \[54\]. In this case the emergence of multiple plateaus in the harmonics spectrum is due to resonance transitions between the laser-modified Floquet-Bloch states of electrons \[55\] (very recently the Floquet-Bloch states have been detected experimentally \[56\]). A similar situation is met for the Thomson and Compton scattering, when the electron beam traverses the periodic structure of a laser beam (if approximated by a plane wave). This problem was extensively studied by Salamin and Faisal \[35, 37\] within classical theory.

For short laser pulses the situation is different. Instead of sharp peaks, as the ones observed for long pulses, we observe broad coherent peak structures \[49\] extending to a few MeV. In our recent paper we demonstrated that, within such broad structures, it is possible to create coherent frequency combs for both the electromagnetic and the matter waves \[48\]. The idea is to use a modulated laser pulse, as illustrated in Fig. 8. For instance, if we collide a sequence of two subpulses of duration \( T_{\text{sub}} \) each, and delayed by \( T_d \), with a nearly monochromatic electron beam (see, e.g., Ref. \[48\]), then the photons generated by each of these subpulses can interfere with each other. As a result, one might observe an interference pattern in the energy distribution of emitted radiation. This is, of course, only the motivation and \textit{a priori} it is not obvious that the generated comb structures have similar coherent properties as the high-order harmonics combs. Only
as a function of frequency $\omega_K$ for $\lambda_0 \lambda_1 = 1$. The laser beam, linearly polarized in the $x$-direction, propagates in the $z$-direction and collides with the electron beam in the head-on geometry. The distribution is calculated in the reference frame of electrons with the laser pulse parameters such that $\omega_L = 4.14 \times 10^{-3} m c^2$, $\mu = 1$, $N_{osc} = 16$, $\chi = 0$. The emitted radiation is calculated for $\theta_K = 0.3 \pi$ and $\varphi_K = 0$. The thin black line (the envelope) corresponds to $N_{rep} = 1$, the thick dashed red line to $N_{rep} = 2$, the thick blue line to $N_{rep} = 3$, and the distributions are divided by $N_{rep}^2$. The corresponding energy distribution for the Thomson process looks identical except that the classical one is blue-shifted by $0.2 \omega_L$.

A numerical analysis of the Compton process can provide information about the phases of peaks within the comb and whether the Compton amplitudes can be synthesized to the finite and well-separated pulses; this is indeed the case for the high-order harmonics combs. Note that the corresponding analysis of the classical Thomson process is insufficient. First of all, because it is only an approximation of the quantum process. Secondly, as it follows from our discussion presented above, the phase properties of these two processes are in general different.

In Fig. 9 we present the Compton energy distribution for a particular range of frequencies of emitted photons and for the undelayed subpulses, $T_d = 0$. In this case, we obtain a broad structure which does not resemble the frequency comb. However, for $N_{rep} > 1$ the sharp peaks appear. They tend to become more narrow with increasing $N_{rep}$, but they appear for the same frequencies independent of $N_{rep}$. Moreover, the height of the individual peak scales as $N_{rep}^2$, which already indicates the coherence of the generated comb. The numerical analysis of the phase of the Compton amplitude shows that at the peak frequencies phases are equal to $0$ modulo $\pi$. In addition, the derivative of the Compton phase with respect to $\omega_K$ is almost constant (in the considered domain of $\omega_K$). This proves that the separation between the consecutive peaks is nearly the same; hence, a coherent and equally spaced frequency comb is created.

In the upper panel of Fig. 10 we present the power distribution generated by a single pulse. As we see, the broad structure represented in Fig. 9 by the envelope curve is converted into the rapidly oscillating and modulated pulse of radiation. The power distribution, averaged over these rapid oscillations, is shown in the lower panel of Fig. 10. Note that the emitted pulse has a marginal chirp, which is the consequence of a very small nonlinearity in the dependence of the Compton phase on the frequency of created photons in the considered range of energies. Next, we synthesize the power distribution from the frequency comb generated by a sequence of $N_{rep}$ pulses. As a result, we obtain nearly identical, well separated, and equally spaced in time $N_{rep}$ copies of the same signal which was obtained for a single pulse. This is presented in Fig. 11 for $N_{rep} = 3$. This proves the coherent properties of the frequency comb generated from nonlinear Compton (Thomson) process for this particular range of frequencies.

In Appendices B and C we derive the diffraction formulas for the Thomson and Compton amplitudes that prove...
the ‘phase-matching’ conditions for the peaks in the energy distributions at which the global phases change by $\pi$. We also show there that, although for classical theory this can happen for the equally spaced frequencies, for quantum theory this is not the case. The individual harmonics in frequency combs are approximately equally separated from each other only within finite frequency intervals, in which the nonlinear dependence of the Compton phase on the emitted photon frequency can be neglected.

### A. Combs for delayed subpulses

The distance between peaks in the comb can be made smaller or, equivalently, the separation between the synthesized pulses of scattered radiation can be made larger, if subpulses are delayed with respect to each other. To illustrate this, we have to properly define the shape function (we denote it by $f_d(\phi)$) for $0 \leq \phi \leq 2\pi$ and 0 otherwise, where $0 \leq \xi < 1$. This shape function is illustrated in the upper cartoon of Fig. 8. If the pulse lasts for $T_p$, then the time when it does not vanish is equal to $T_{sub} = (1 - \xi)T_p$. For the function $\bar{f}(\phi)$ we choose

$$\bar{f}(\phi) = \sqrt{1 - \xi} f\left(\frac{\phi - \xi\pi}{1 - \xi}\right),$$  \hspace{1cm} (56)

and 0 otherwise, where $0 \leq \xi < 1$. This shape function is illustrated in the upper cartoon of Fig. 8. If the pulse lasts for $T_p$, then the time when it does not vanish is equal to $T_{sub} = (1 - \xi)T_p$. For the function $\bar{f}(\phi)$ we choose

$$f(\phi) = \begin{cases} 0, & 0 \leq \phi \leq \xi\pi \\ \bar{f}(\phi), & \xi\pi < \phi < 2\pi - \xi\pi \\ 0, & 2\pi - \xi\pi \leq \phi \leq 2\pi \end{cases}$$  \hspace{1cm} (55)

and 0 otherwise, where $0 \leq \xi < 1$. This shape function is illustrated in the upper cartoon of Fig. 8. If the pulse lasts for $T_p$, then the time when it does not vanish is equal to $T_{sub} = (1 - \xi)T_p$. For the function $\bar{f}(\phi)$ we choose

where

$$f'(\phi) \propto \sin^2\left(\frac{\phi}{2}\right)\sin(N_{osc}\phi + \chi),$$  \hspace{1cm} (57)

as defined by Eq. (11) for $N_{rep} = 1$. Hence, the normalization condition, Eq. (9), remains the same. Moreover, the central frequency of the laser field, $\omega_L$, is related to the fundamental frequency, $\omega = 2\pi/T_p$, such that

$$\omega_L = \frac{N_{osc}\omega}{1 - \xi}.$$  \hspace{1cm} (58)

In order to form a sequence of $N_{rep}$ subpulses, as illustrated in the lower cartoon of Fig. 8 for $N_{rep} = 2$, we have to repeat $N_{rep}$ times the function (55); this way we obtain subpulses with a time delay $T_d = \xi T_p$. Then, we need to compress them back to the interval $[0, 2\pi]$ remembering to divide the fundamental frequency and to multiply the laser central frequency by $N_{rep}$.

We remark that for a single pulse ($N_{rep} = 1$) the physical situation stays the same independently of which value for $\xi$ we choose. The change of $\xi$ only means that we change the outermost time intervals, at which the electromagnetic field is 0. This means that all physical quantities including the energy distribution of emitted radiation (and, hence, the structure and the width of synthesized pulses) have to be the same. Only the time of creation of those pulses is shifted. This is a strong test for the correctness of the numerical analysis presented here. It has to be stressed, however, that for a nonzero $\xi$ the numerical calculations become much longer. The reason being that more Fourier components of the shape function have to be accounted for in order to properly approximate the vanishing parts of the driving pulse. The same applies to the sequence of driving subpulses.

In Fig. 12 we present the energy distribution of generated Compton radiation for the same laser and electron beam parameters as in Fig. 9. This time, however, the
driving subpulses are delayed by \( T_{\text{d}} = T_{\text{sub}} \) (cf., Fig. 8); in other words \( \xi = 0.5 \). As we see, the results for \( N_{\text{rep}} = 1 \) are identical. On the other hand, the time delay between subpulses leads to a denser distribution of peaks in the frequency comb. Specifically, for the considered time delay the number of peaks doubles. The temporal power distribution also looks similar to the one shown in Fig. 11 except that the first pulse is delayed and the time distance to the next one is doubled. A very similar pattern is observed for Thomson scattering.

VII. COMBS IN LABORATORY FRAME

The discussion above concerned Thomson and Compton processes when analyzed in the rest frame of electrons. This is a convenient reference frame for fundamental theoretical investigations, as most of geometrical degrees of freedom are eliminated and the analysis can focus mainly on dynamical aspects of these processes. From an experimental point of view, it is also not a serious limitation as the radiation generated during the collision of laser and electron beams interacts directly with the same electron beam. This was the case in the SLAC experiment 53 in which electron-positron pairs had been generated by means of the Breit-Wheeler process (see, e.g., 6, 7, 15). This takes place in the cascade problems as well 20. This means that properties of the generated radiation (such as chirping of the scattered radiation or the generation of frequency combs) can be detected indirectly by analyzing their consequences.

Apart from this, it is interesting to investigate properties of nonlinear Thomson and Compton scattering in the laboratory frame. It was shown 8, 12, 39, for instance, that in the laboratory frame the synthesis of generated radiation leads to zepto- or even yoctosecond pulses. This significantly extends the already well developed technique of attosecond pulse generation, which is based on the synthesis of coherent high-order harmonics combs 27. The aim of this section is to investigate the possibility of direct detection of the frequency comb structures in the laboratory frame. In our analysis, we consider the Thomson scattering for the laser- and electron-beam parameters such that classical and quantum theories give similar results for the energy distribution of generated radiation. The reason for this limitation is that, from the numerical point of view, the classical calculation is much faster. A similar analysis for the Compton process is much more time-consuming and is going to be presented elsewhere in due course.

In order to obtain a significant signal of the emitted high-frequency radiation from Thomson or Compton scattering, when analyzed in the laboratory frame, the energy of the electron beam has to be sufficiently large. On the other hand, the central frequency of very intense laser pulses is much smaller than the rest mass of electrons. It follows from these two facts that the majority of Thomson (Compton) radiation is emitted into a very narrow cone. For the head-on collision of the laser and electron beams, this radiation is emitted mostly in the direction of the electron beam propagation. For this reason, it is better to parametrize the angular distribution of emitted radiation by a new set of angles. Let us change the Cartesian coordinates such that

\[
(x, y, z) \rightarrow (x', y', z') = (z, x, y),
\]

which is still a right-handed system of coordinates. Next, in the primed coordinates we introduce the polar, \( 0 \leq \Phi_K \leq \pi \), and azimuthal, \( 0 \leq \Theta_K \leq 2\pi \), angles. Hence, we find the following equations:

\[
\begin{align*}
\sin \Phi_K \cos \Theta_K &= \cos \theta_K, \\
\sin \Phi_K \sin \Theta_K &= \sin \theta_K \cos \varphi_K, \\
\cos \Phi_K &= \sin \theta_K \sin \varphi_K,
\end{align*}
\]

which uniquely define a transformation between two pairs of angles. The scattering plane \((xz)\), which was defined before by two conditions, \( \varphi_K = 0 \) and \( \varphi_K = \pi \), now is defined by a single condition, \( \Phi_K = \pi/2 \). The same parametrization was applied in our previous analysis of Compton scattering 11. Note that now the measure of the solid angle is

\[
d^2\Omega_K = \sin \Phi_K \sin \varphi_K \, d\Phi_K \, d\theta_K \, d\varphi_K,
\]

where, for the considered head-on geometry, we can approximate \( \sin \Phi_K \) by 1 if integrating over a narrow angular cone.

FIG. 13. (Color online) Color mappings of the Thomson energy distribution produced in a head-on geometry of a laser beam and an electron beam. The electric field of a driving pulse, linearly polarized in the \( x \)-direction, is described by the shape function 11 with \( N_{\text{osc}} = 17 \), and \( N_{\text{rep}} = 1 \) (upper left panel), \( N_{\text{rep}} = 2 \) (upper right panel), \( N_{\text{rep}} = 3 \) (lower left panel), \( N_{\text{rep}} = 4 \) (lower right panel). Its central frequency in the laboratory frame equals \( \omega_L = 1.548\text{eV} \approx 3 \times 10^{-3}mc^2 \) and the averaged intensity is determined by \( \mu^2 = 5/16 \). Electrons move with momentum \( p_i = 1000mc \), and the scattering process occurs in the plane \( \Phi_K = \pi/2 \). The emitted radiation is linearly polarized in the \((xz)\)-plane (or, equivalently, in the \((x'y')\)-plane).
In Fig. 13 we present color mappings of the energy distribution of radiation generated in the scattering plane, \( \Phi_K = \pi/2 \), for up to four repetitions \( (N_{\text{rep}} = 1, 2, 3 \) and \( 4) \) of a driving pulse without time delay, \( T_d = 0 \). The results are for such frequencies \( \omega_K \) and angles \( \Theta_K \) for which most of the energy is emitted during the process. As expected, the energy is radiated in the very close vicinity of \( \Theta_K = \pi \). For a single pulse \( (N_{\text{rep}} = 1) \), we observe the formation of a broad hill for frequencies between 8 and 9\( m_e c^2 \) (i.e., around 4MeV). The coherent properties of such structures (which in photonic physics are called the supercontinuum [57]) were considered elsewhere [49]. If, instead of a single pulse, we consider a sequence of such pulses then these broad structures are sliced into stripes and the coherent frequency comb is formed for a given angle (see, the discussion in the previous section). These distributions integrated over the angle \( \Theta_K \),

\[
\frac{d^2E_c}{d\omega_K d\Phi_K} = \int_{0}^{2\pi} d\Theta_K \frac{d^3E_c}{d\omega_K d\Omega_K},
\]

are presented in Fig. 14. We clearly see the formation of the comb peaks, whose positions stay the same for different number of subpulses. The maxima of these peaks increase with increasing \( N_{\text{rep}} \), although they do not scale like \( N_{\text{rep}}^2 \). This is the signature of the incoherence caused by the integration over the angle, which also leads to the decrease of the visibility of the comb peaks in the integrated distribution. However, due to the large separation of these peaks and their comparable intensities, we are convinced that they could be detected experimentally. We remark that the survival of comb structures, even after integrating over angles, is due to significant collimation of the generated Thomson and Compton radiation, which happens for highly energetic electron beams.

**VIII. CONCLUSIONS**

In this paper, we studied the nonlinear Thomson (classical theory) and the Compton (quantum theory) scattering of free electrons with temporarily finite laser pulses. We showed that, for the Compton spin-conserved process, the energy distribution of emitted photons can be well described by the classical Thomson theory provided that frequencies of generated photons are much smaller than the characteristic cut-off frequency. However, the phases of the corresponding classical and quantum amplitudes differ from each other. This results in different temporal power distributions for these two cases, although the corresponding energy distributions are nearly identical. Our analysis showed that, contrary to the classical theory, it is not always possible to synthesize short pulses from nonlinear Compton scattering. The point is that one has to choose the range of Compton photon frequencies in which nonlinear (or, equivalently, quantum) corrections to the Compton phase play a marginal role. This statement can be roughly quantified by the condition that

\[
(\Delta \omega_K)^2 \frac{d^2}{d^2\omega_K} \Phi_{C,\sigma}(\omega_K, \lambda_i, \lambda_f) \ll 1,
\]

for \( \lambda_i\lambda_f = 1 \), where \( \Delta \omega_K \) is the frequency bandwidth used for the synthesis of generated pulses of radiation or, in other words, the nonlinear corrections to the Compton phase within the frequency bandwidth are very small. The condition above is violated, for instance, for parameters specified in Fig. 1 although the frequencies are much smaller than \( \omega_{\text{cut}} \) and the classical and quantum energy distributions are almost identical.

In addition, we investigated a possibility of generating coherent frequency combs from Thomson and Compton scattering in the presence of a sequence of short subpulses. This was motivated by the celebrated high-order harmonic generation and by the resulting synthesis of attosecond pulses out of the frequency spectrum of those harmonics combs. We showed that the separation of peaks in the Compton-based (Thomson-based) frequency comb can be controlled by a time delay of subpulses. Note that such a control is not possible for the high-order harmonics, for which the distance between peaks is not smaller than the central frequency of the driving pulse, \( \omega_L \). The possible generation of a sequence of short pulses has also been investigated. In this context, as follows from our previous considerations [49], the nonlinear Thomson and Compton processes provide the unique mechanism for the generation of zepto- or even yoctosecond pulses. Moreover, by analyzing nonlinear Thomson scattering in the laboratory frame, we presented a clear signature of the frequency comb in the angle-integrated
energy distribution of emitted radiation, which could be detected experimentally.

We studied here the generation of frequency-comb structures for the ideal situation when all subpulses are identical. Such a situation can be well-modeled by composing laser pulses from a few monochromatic ones. In fact, the laser pulse shapes considered in this paper are composed from three monochromatic components with appropriately chosen amplitudes, and from only two of such components one can build the sequence of identical subpulses for $N_{\text{osc}} = 2$. This fact raises the question: How sensitive is the formation of frequency combs if we change relative phases of these monochromatic components? This and similar problems are currently investigated and are going to be presented in due course.
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**Appendix A: Triads of unit vectors**

The aim of this appendix is to settle the convention for the polarization vectors for both the laser pulse and the radiation emitted during Thomson or Compton scattering. Let us define three normalized and mutually orthogonal real vectors, $a_j$, $j = 1, 2, 3$, such that

$$a_1 = \begin{pmatrix} \cos \theta \cos \varphi \\ \cos \theta \sin \varphi \\ -\sin \theta \end{pmatrix}, \quad a_2 = \begin{pmatrix} -\sin \varphi \\ \cos \varphi \\ 0 \end{pmatrix}, \quad a_3 = \begin{pmatrix} \sin \theta \cos \varphi \\ \sin \theta \sin \varphi \\ \cos \theta \end{pmatrix},$$

(A1)

where $\theta$ and $\varphi$ are the polar and azimuthal angles in an arbitrary chosen reference frame. These vectors constitute a right-handed basis of vectors, since

$$a_i = \varepsilon_{ijk} a_j \times a_k,$$

(A2)

where $\varepsilon_{ijk}$ is the antisymmetric tensor such that $\varepsilon_{123} = 1$. Moreover, an arbitrary vector $V$ can be decomposed as

$$V = a_1(a_1 \cdot V) + a_2(a_2 \cdot V) + a_3(a_3 \cdot V).$$

(A3)

Usually, we shall assume that, if the radiation propagates in the $a_3$ direction, then two real vectors, $a_1$ and $a_2$, describe two linear polarizations of radiation. In order to account for elliptic polarizations, we should consider two linear combinations,

$$a_{\delta,1} = \cos \delta a_1 + i\sin \delta a_2,$$

$$a_{\delta,2} = i\sin \delta a_1 + \cos \delta a_2,$$

(A4)

(A5)

such that the orthogonality condition reads $a_{\delta,j} \cdot a_{\delta,k}^{*} = \delta_{jk}$. In this case, the right-handed condition, Eq. (A2), remains valid and, for an arbitrary vector $V$, the following decomposition is fulfilled:

$$V = a_{\delta,1}(a_{\delta,1}^{*} \cdot V) + a_{\delta,2}(a_{\delta,2}^{*} \cdot V) + a_3(a_3 \cdot V).$$

(A6)

In particular, for $\delta = \pi/4$ the vectors $a_{\delta,1}$ and $a_{\delta,2}$ correspond to the right-handed and left-handed circular polarizations.

Note that the choice of vectors $a_1$ and $a_2$ in Eq. (A1) is not unique. We can use this freedom to define another set of vectors which determines the polarization properties of a beam of photons propagating in different directions. If, for instance, we have a polarizer which does not transmit radiation polarized perpendicular to the unit vector $N_{\text{pol}}$, then it is sometimes more convenient to introduce a triad of vectors $(a_{||}, a_{\perp}, n)$ such that

$$a_{||} = v_1 a_1 + v_2 a_2, \quad a_{\perp} = -v_2 a_1 + v_1 a_2, \quad a_{||} \times a_{\perp} = n,$$

(A7)

where

$$v_i = \frac{a_i \cdot N_{\text{pol}}}{\sqrt{(a_1 \cdot N_{\text{pol}})^2 + (a_2 \cdot N_{\text{pol}})^2}}, \quad i = 1, 2.$$

(A8)

**Appendix B: Diffraction and global phase for Thomson scattering**

We derive here the diffraction formula for classical Thomson scattering that resembles very much the diffraction grating formula for angular distributions. For this purpose let us consider an arbitrary pulse defined by two shape functions $f_j(\phi)$ ($j = 1, 2$ for two linear polarizations of the laser field) such that they vanish outside the interval $[0, 2\pi/N_{\text{rep}})$ together with their first derivatives, and for $N_{\text{rep}} = 1, 2, \ldots$. If we define now the shape functions $f_j(\phi)$ in Eq. (1) such that

$$f_j(\phi) = \begin{cases} f_j(\phi), & \phi \in [0, 2\pi/N_{\text{rep}}], \\ 0, & \text{otherwise}, \end{cases}$$

(B1)

then the Thomson formula, Eq. (3), defines the energy distribution for a single pulse. Since the acceleration of electrons for $\phi > 2\pi/N_{\text{rep}}$ vanishes, therefore the upper limit of the integration over the phase $\phi$ can be shrunk to $2\pi/N_{\text{rep}}$. On the other hand, the shape functions

$$f_j(\phi + 2\pi(L-1)/N_{\text{rep}}) = f_j(\phi), \quad L = 1, 2, \ldots, N_{\text{rep}},$$

(B2)

define the pulse consisting of $N_{\text{rep}}$ copies of the same subpulse. In this situation,

$$A_{\text{Th},\sigma}(\omega K) = \frac{1}{2\pi} \int_0^{2\pi} d\phi \Upsilon_{\sigma}(\phi) e^{i\omega K \ell(\phi)/c} = \frac{1}{2\pi} \sum_{L=1}^{N_{\text{rep}}} \int_0^{2\pi/N_{\text{rep}}} d\phi \Upsilon_{\sigma}(\phi + 2\pi L - 1/N_{\text{rep}}) \times \exp \left[ \frac{\omega K}{c} \ell(\phi + 2\pi L - 1/N_{\text{rep}}) \right].$$

(B3)

For $0 \leq \phi \leq 2\pi/N_{\text{rep}}$,

$$\Upsilon_{\sigma}(\phi + 2\pi L - 1/N_{\text{rep}}) = \Upsilon_{\sigma}(\phi)$$

(B4)
and
\[ \ell \left( \phi + 2\pi \frac{L - 1}{N_{\text{rep}}} \right) = (L - 1)\ell \left( \frac{2\pi}{N_{\text{rep}}} \right) + \ell (\phi). \]  
(B5)

Hence, after some algebraic manipulations, we arrive at the diffraction formula for the Thomson amplitude,
\[ A_{\text{Th},\sigma}(\omega_K) = \exp \left[ \frac{\omega K}{2c} (N_{\text{rep}} - 1)\ell \left( \frac{2\pi}{N_{\text{rep}}} \right) \right] \times \sin \left[ \frac{\omega K N_{\text{rep}} \ell \left( \frac{2\pi}{N_{\text{rep}}} \right)}{\sin \left( \frac{\omega K}{2c} \ell \left( \frac{2\pi}{N_{\text{rep}}} \right) \right)} \right] A_{\text{Th},\sigma}^{(1)}(\omega_K). \]  
(B6)

where (see, Eq. (34) with the comments below (B1))
\[ A_{\text{Th},\sigma}^{(1)}(\omega_K) = \frac{1}{2\pi} \int_0^{2\pi/N_{\text{rep}}} d\phi \right) \right|_{\sigma} \left( e^{i\omega K \ell (\phi)/c} \right) \]  
(B7)

is the Thomson amplitude for the single subpulse.

For particular frequencies \( \omega_K \) that fulfill the condition
\[ \frac{\omega K N_{\text{rep}} \ell \left( \frac{2\pi}{N_{\text{rep}}} \right)}{\sin \left( \frac{\omega K}{2c} \ell \left( \frac{2\pi}{N_{\text{rep}}} \right) \right)} = \frac{2\pi}{2L}, \quad L = 1, 2, \ldots , \]  
(B8)

we have the diffraction enhancement of the energy distribution generated by Thomson scattering (similar to the diffraction grating pattern for the angular distribution), as
\[ |A_{\text{Th},\sigma}(\omega_{KL})|^2 = N_{\text{rep}}^2 \left| A_{\text{Th},\sigma}^{(1)}(\omega_{KL}) \right|^2. \]  
(B9)

Moreover, for \( N_{\text{rep}} > 1 \), the Thomson amplitude vanish for \( \omega_K \) such that
\[ \frac{\omega K N_{\text{rep}} \ell \left( \frac{2\pi}{N_{\text{rep}}} \right)}{2c} = \pi L, \quad L = 1, \ldots , N_{\text{rep}} - 1, \]  
(B10)

and, for \( N_{\text{rep}} > 2 \), it has minor maxima if
\[ \frac{\omega K N_{\text{rep}} \ell \left( \frac{2\pi}{N_{\text{rep}}} \right)}{2c} = \pi L + \frac{\pi}{2}, \quad L = 1, \ldots , N_{\text{rep}} - 2. \]  
(B11)

This pattern is exactly observed in our numerical analysis and is very well-known for the angular distribution of radiation passing through the diffraction grating.

The global phase of Thomson amplitude equals
\[ \text{arg} A_{\text{Th},\sigma}(\omega_K) = (N_{\text{rep}} - 1) \left[ \pi + \frac{\omega K}{2c} \ell \left( \frac{2\pi}{N_{\text{rep}}} \right) \right] \]  
\[ + \text{arg} A_{\text{Th},\sigma}^{(1)}(\omega_K), \]  
(B12)

and the determination of the phase for a single subpulse for a general form of the shape functions and arbitrary polarizations of emitted radiation can be done only numerically. However, for special types of pulses considered in this paper the analytical formula for this phase can be provided. Indeed, by inspecting Fig. 15 together with the comments made below Eq. (13), one can notice the following symmetry properties, valid for \( \phi \in [0, \pi/N_{\text{rep}}) \),
\[ \Upsilon_\sigma(\phi) = -\Upsilon_\sigma(2\pi/N_{\text{rep}} - \phi) \]  
(B13)

and
\[ \ell (\phi) + \ell (2\pi/N_{\text{rep}} - \phi) = 2\ell (\pi/N_{\text{rep}}). \]  
(B14)

These relations allow us to write down the Thomson amplitude \( A_{\text{Th},\sigma}^{(1)}(\omega_K) \) as follows:
\[ A_{\text{Th},\sigma}^{(1)}(\omega_K) = \frac{1}{\pi} \left[ i \left( \frac{\pi}{2} + \ell (\pi/N_{\text{rep}}) \right) \right] \]  
\[ \times \int_0^{\pi/N_{\text{rep}}} d\phi \right) \right|_{\sigma} \left( \sin \left[ \frac{\omega K c}{2\ell (\pi/N_{\text{rep}})} \right] \right), \]  
(B15)

and, since \( \ell (2\pi/N_{\text{rep}}) = 2\ell (\pi/N_{\text{rep}}) \), we finally arrive at the global phase for Thomson amplitude,
\[ \Phi_{\text{Th},\sigma}(\omega_K) = \left( N_{\text{rep}} + \frac{1}{2} \right) \pi + N_{\text{rep}} \frac{\omega K}{c} \ell \left( \frac{\pi}{N_{\text{rep}}} \right), \]  
(B16)

where “−” is if the integral in (B15) is positive, and “+” if negative. Therefore, we see that for laser pulses considered in this paper the global phase is a linear function.
of the frequency of emitted radiation and, moreover, for the peak frequencies $\omega_{K,L}$, Eq. (B8), we obtain,

$$
\Phi_{Th,\sigma}(\omega_{K,L}) = \left( N_{\text{rep}} + \frac{1}{2} \right) \pi + N_{\text{rep}} L \pi.
$$

(B17)

Hence, up to the same constant term, the phase is 0 modulo $\pi$, which proves the coherent properties of the Thomson combs. Moreover, the peak frequencies $\omega_{K,L}$ are equally separated from each other, which is not the case for Compton scattering.

We remark that, in order to derive the diffraction formula [160], one has to assume that for each individual subpulse all necessary conditions imposed on a laser pulse have to be preserved; namely, the electromagnetic field strength and vector potential in the beginning and at the end of a subpulse has to vanish. Otherwise, the symmetry relations [144] and [155] would not be satisfied. The same applies to the quantum case, as it follows from analysis presented in Appendix C. This, in particular, excludes the case of a plane wave as for the single oscillation these conditions are not satisfied.

### Appendix C: Diffraction and global phase for Compton scattering

A similar analysis as in Appendix B can be also carried out for Compton scattering. Since in this case the formulas are much longer, we first introduce simplified notations. In this Appendix the integers $j, j' = 1, 2$ denote two linear polarizations of the laser pulse, and we apply the Einstein summation convention. Let us also define the following abbreviations:

$$
\mu_1 = \mu_1 e / 2\hbar \cdot \hbar, \quad \mu_2 = \mu_2 e / 2\hbar \cdot \hbar,
$$

(C1)

$$
S_p^{(+)}(x) = p \cdot x + \int_0^{k \cdot x} \left[ \frac{eA(\phi) \cdot p - e^2 A^2(\phi)}{2k \cdot p} \right] d\phi,
$$

(C2)

and the four-vector

$$
Q = p_1 - p_2 - K.
$$

(C3)

Then the probability amplitude for Compton scattering can be written as [16]

$$
A(e_{p_1 \lambda_i} \rightarrow e_{p_2 \lambda_i} - e_{K \sigma}) = i \sqrt{\frac{2\pi e c^2 \hbar^3}{V^2} A},
$$

(C4)

where $V$ is the quantization volume and

$$
A = \int d^4 x e^{-i(S_p^{(+) \lambda}(x) - S_p^{(+) \lambda}(x) - K \cdot x)} \tilde{u}_{p_1 \lambda_i}^\dagger \hat{C}(k \cdot x) u_{p_1 \lambda_i}^{(+)}
$$

with the $4 \times 4$ matrix function

$$
\hat{C}(k \cdot x) = \tilde{\Phi}_{K \sigma} - \mu_1 f_j(k \cdot x) \tilde{\Phi}_{K \sigma} \tilde{\Phi}_{j} - \mu_2 f_j(k \cdot x) \tilde{\Phi}_{j} \tilde{\Phi}_{K \sigma} + \mu_1 \mu_2 f_j(k \cdot x) f_j(k \cdot x) \tilde{\Phi}_{j} \tilde{\Phi}_{K \sigma} \tilde{\Phi}_{j}.
$$

(C5)

For finite laser pulses this expression, although finite, is not convenient for numerical and analytical analysis. Therefore, we apply the transformation defined in Appendix B in Ref. [16], and originally introduced by Boca and Florens in Ref. [14]. This transformation leads to the change of $\hat{C}(k \cdot x)$,

$$
\hat{C}(k \cdot x) = (\tilde{a}_j f_j(k \cdot x) + \tilde{b} (f_1^2(k \cdot x) + f_2^2(k \cdot x))) \tilde{\Phi}_{K \sigma}
$$

$$
- \mu_1 f_j(k \cdot x) \tilde{\Phi}_{K \sigma} \tilde{\Phi}_{j} - \mu_2 f_j(k \cdot x) \tilde{\Phi}_{j} \tilde{\Phi}_{K \sigma} + \mu_1 \mu_2 f_j(k \cdot x) f_j(k \cdot x) \tilde{\Phi}_{j} \tilde{\Phi}_{K \sigma} \tilde{\Phi}_{j}.
$$

(C7)

Here,

$$
\tilde{a}_j = 2 \frac{k_0}{Q_0} (\mu_1 p_i \cdot \varepsilon_j - \mu_2 p_i \cdot \varepsilon_j),
$$

(C8)

and

$$
\tilde{b} = - \frac{k_0}{Q_0} \mu e c (\mu_1 - \mu_2).
$$

(C9)

Now, accounting for the laser pulse-dressed electron momentum, Eq. (13), we introduce the following decomposition (this is in fact the definition of $G(k \cdot x)$),

$$
S_p^{(+)}(x) - S_p^{(+) \lambda}(x) - K \cdot x = \tilde{Q} \cdot x + G(k \cdot x),
$$

(C10)

where

$$
\tilde{Q} = \vec{p}_1 - \vec{p}_2 - K.
$$

(C11)

The purpose of this decomposition is such that the functions $G(\phi)$ and $\tilde{\phi}(\phi)$ for the laser pulse consisting of $N_{\text{rep}}$ copies of identical subpulses satisfy, for $\phi \in [0, 2\pi/N_{\text{rep}}]$ and $L = 1, \ldots, N_{\text{rep}} - 1$, the symmetry conditions

$$
G(\phi + 2\pi L/N_{\text{rep}}) = G(\phi),
$$

(C12)

and

$$
\tilde{\phi}(\phi + 2\pi L/N_{\text{rep}}) = \tilde{\phi}(\phi),
$$

(C13)

similar to Eq. (13) for Thomson scattering. Further, for an arbitrary four-vector $a$, we define the light-cone variables ($n$ is the propagation direction of the laser beam)

$$
a^\parallel = n \cdot a, \quad a^- = a^0 - a^\parallel, \quad a^+ = \frac{a^0 + a^\parallel}{2}, \quad a^\perp = a - a^\parallel n.
$$

(C14)

Since $(x^- = k \cdot x/k^0 = \phi/k^0)$

$$
\tilde{Q} \cdot x = (\tilde{Q}^+ / k^0) \phi + \tilde{Q}^- x^- - \tilde{Q}^\perp \cdot x^\perp,
$$

(C15)

and

$$
d^4 x = \frac{1}{k^0} d\phi d x^+ d^2 x^\perp,
$$

(C16)

we rewrite the Compton amplitude [65] as

$$
A = (2\pi)^3 \delta(Q^-) \delta^2(Q^+) \frac{1}{k^0}
$$

$$
\times \int_0^{2\pi} d\phi e^{-i(Q^+ / k^0) \phi} e^{-iG(\phi) \tilde{u}_{p_1 \lambda_i}^\dagger \tilde{\phi}(\phi) u_{p_1 \lambda_i}^{(+)}}
$$

(C17)
Applying now the decomposition to the integral over \( \phi \) and accounting for the symmetries \( \phi = C_{12} \phi \) and \( \phi = C_{13} \phi \), we arrive finally at the diffraction formula for the Compton amplitude,

\[
A = \exp \left( -i \frac{\overline{Q}^+(N_{\text{rep}} - 1)}{k^0 N_{\text{rep}}} \right) \sin(\pi \overline{Q}^+/k^0) \sin(\pi N_{\text{rep}}/k^0) A^{(1)},
\]

where \( A^{(1)} \) is the Compton amplitude for a single pulse. For frequencies of emitted photons, \( \omega_{K, \lambda} \) with integer \( L \), that satisfy the condition

\[
\pi \overline{Q}^+/k^0 N_{\text{rep}} = -\pi L,
\]

we have the coherent enhancement of the Compton amplitude, which leads to the quadratic, \( N_{\text{rep}}^2 \) enhancement of probability distributions. However, contrary to the Thomson case, these frequencies are not exactly equally separated from each other on the whole interval of allowed frequencies, i.e. \([0, \omega_{\text{cut}}]\). When \( \omega_{K} \) approaches the cut-off value \( \omega_{\text{cut}} \), the spectrum of \( \omega_{K, \lambda} \) becomes increasingly denser. This means that one can get the frequency comb for Compton scattering with approximately equally spaced peak frequencies, only over some limited frequency intervals.

Since for a single subpulse (see, discussion in Sec. III)

\[
\arg A^{(1)} = -\pi \frac{\overline{Q}^+}{k^0 N_{\text{rep}}} + \Phi_{\text{dyn}}^{C,\sigma}(\omega_{K}, \lambda, \lambda_f),
\]

where \( \Phi_{\text{dyn}}^{C,\sigma}(\omega_{K}, \lambda, \lambda_f) \) is the dynamic phase of a single subpulse, therefore the global phase of the Compton amplitude equals

\[
\arg A = \Phi_{C,\sigma}(\omega_{K}, \lambda, \lambda_f) = -\pi \frac{\overline{Q}^+}{k^0} + \Phi_{\text{dyn}}^{C,\sigma}(\omega_{K}, \lambda, \lambda_f).
\]

For arbitrary laser pulses and polarizations of emitted photons the dynamic phase can only be calculated numerically. We have checked numerically that for laser pulses considered in this paper the dynamic phase is independent of \( \omega_{K} \). Hence, for the peak frequencies \( \omega_{K, \lambda} \), the global phase,

\[
\Phi_{C,\sigma}(\omega_{K, \lambda}, \lambda) = \pi LN_{\text{rep}} + \Phi_{\text{dyn}}^{C,\sigma}(\omega_{K, \lambda}, \lambda),
\]

is the same modulo \( \pi \). This does not mean, however, that the Compton frequency comb, contrary to the Thomson one, is perfectly coherent. This time, the distance between the peaks change a little bit, due to the recoil of electrons during the emission of photons. For the low-frequency part of the frequency spectrum these effects are rather small, but for the high-frequency part they become significant.

---
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