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Abstract

Recent progress in randomized motion planners has led to the development of a new class of sampling-based algorithms that provide asymptotic optimality guarantees, notably the RRT* and the PRM* algorithms. Careful analysis reveals that the so-called “rewiring” step in these algorithms can be interpreted as a local policy iteration (PI) step (i.e., a local policy evaluation step followed by a local policy improvement step) so that asymptotically, as the number of samples tend to infinity, both algorithms converge to the optimal path almost surely (with probability 1). Policy iteration, along with value iteration (VI) are common methods for solving dynamic programming (DP) problems. Based on this observation, recently, the RRT# algorithm has been proposed, which performs, during each iteration, Bellman updates (aka "backups") on those vertices of the graph that have the potential of being part of the optimal path (i.e., the “promising” vertices). The RRT# algorithm thus utilizes dynamic programming ideas and implements them incrementally on randomly generated graphs to obtain high quality solutions. In this work, and based on this key insight, we explore a different class of dynamic programming algorithms for solving shortest-path problems on random graphs generated by iterative sampling methods. These class of algorithms utilize policy iteration instead of value iteration, and thus are better suited for massive parallelization. Contrary to the RRT* algorithm, the policy improvement during the rewiring step is not performed only locally but rather on a set of vertices that are classified as “promising” during the current iteration. This tends to speed-up the whole process. The resulting algorithm, aptly named Policy Iteration-RRT# (PI-RRT#) is the first of a new class of DP-inspired algorithms for randomized motion planning that utilize PI methods.

1 Introduction

Robot motion planning is one of the fundamental problems in robotics. It poses several challenges due to the high-dimensionality of the (continuous) search space, the complex geometry of unknown infeasible regions, the possibility of a continuous action space, and the presence of differential constraints [21]. A commonly used approach to solve this problem is to form a graph by uniform or non-uniform discretization of the underlying continuous search space and employ one of the popular graph-based search-based methods (e.g., A*, Dijkstra) to find a low-cost discrete path between the initial and the final points. These
approaches essentially work as abstractions of the underlying problem and hence the quality of the solution depends on the level and fidelity of the underlying abstraction. Despite this drawback, representing the robot motion planning problem as a graph search problem has several merits, especially since heuristic graph search-based methods provide strong theoretical guarantees such as completeness, optimality, or bounded suboptimality [7, 9, 19]. Unfortunately, graph search methods are not scalable to high-dimensional problems since the resulting graphs typically have an exponentially large number of vertices as the dimension of the problem increases. This major shortcoming of grid-based graph search planners has resulted in the development of randomized (i.e., probabilistic, sampling-based) planners that do not construct the underlying search graph a priori. Such planners, notably, PRM [13] and RRT [15, 16, 14], have been proven to be successful in solving many high-dimensional real-world planning problems. These planners are simple to implement, require less memory, work efficiently for high-dimensional problems, but come with a relaxed notion of completeness, namely, probabilistic completeness. That is, the probability that the planner fails to return a solution, if one exists, decays to zero as the number of samples approaches infinity. However, the resulting paths could be arbitrarily suboptimal [12].

Recently, asymptotically optimal variants of these algorithms, such as PRM* and RRT* have been proposed [12], in order to remedy the undesirable behavior of the original RRT-like algorithms. The seminal work of [12] has sparked a renewed interest to asymptotically optimal probabilistic, sampling-based motion planners. Several variants have been proposed that utilize the original ideas of [12]; a partial list includes [2, 3, 1, 10, 17].

Careful analysis on the prototypical asymptotically optimal motion planning algorithm, that is, the RRT* algorithm, reveals that its optimality guarantees are the result of (at first glance) hidden ideas based on dynamic programming principles. In hindsight, this is hardly surprising. It should be noted however, that the explicit connection between asymptotically optimal, sampling-based algorithms operating on incrementally constructed random graphs and dynamic programming is not immediately obvious; indeed, in RRT* there is no mention of value functions or Bellman updates, although the local “rewiring” step in the RRT* algorithm can be interpreted as a local policy improvement step on the underlying random graph (more details about this observation are given in Section 4).

Based on this key insight, one can therefore draw from the rich literature of dynamic programming and reinforcement learning in order to design suitable algorithms that compute optimal paths on incrementally constructed random graphs. The recently proposed RRT# algorithm, for instance, utilizes a Gauss-Seidel version of asynchronous value iteration [2, 3] to speed up the convergence of RRT*. Extensions based on similar ideas as the RRT# algorithm include the FMT* algorithm [10], the RRTx algorithm [17], and the BIT* algorithm [8]. All the previous algorithms use Bellman updates (equivalently, value iterations) to propagate the cost-to-come or cost-to-go for each vertex in the graph. Vertices are ranked according to these values (along with, perhaps, an additional heuristic) and are put into a queue. The order of vertices to be relaxed (i.e., participate in the Bellman update) are chosen from the queue. Different orderings of the vertices in the queue result in different variations of the same theme, but all of these algorithms – one way of another – perform a form of asynchronous value iteration.

In this work, we depart from the previous VI-based algorithms and we propose, instead, a novel class of algorithms based on policy-iteration (PI). Some preliminary results were presented in [4]. Policy iteration is an alternative to value iteration for solving dynamic programming problems and fits naturally into our framework, in the sense that a policy in a graph search amounts to nothing more but an assignment of a (unique) parent to each vertex. Use of policy iteration has the following benefits: first, no queue is needed to keep track of the cost of each vertex. A subset of vertices is selected for Bellman updates, and policy improvement on these vertices can be done in parallel at each iteration. Second, for a given graph, determination of the optimal policy is obtained after a finite number of iterations since the policy space is finite [6]. The determination of the optimal value for each vertex, on the other hand, requires an infinite number of iterations. More crucially, and in order to find the optimal policy, only the correct ordering of the vertices is needed, not their exact value. This can be utilized to develop approximation algorithms that speed up convergence. Third, although policy iteration methods are often slower than value iteration methods, they tend to be better amenable for parallelization and are faster if the structure of the problem is taken into consideration during implementation.
2 Problem Formulation and Notation

Let $\mathcal{X}$ denote the configuration (search) space, which is assumed to be an open subset of $\mathbb{R}^d$, where $d \in \mathbb{N}$ with $d \geq 2$. The obstacle region and the goal region are denoted by $\mathcal{X}_{\text{obs}}$ and $\mathcal{X}_{\text{goal}}$, respectively, both assumed to be closed sets. The obstacle-free space is defined by $\mathcal{X}_{\text{free}} = \mathcal{X} \setminus \mathcal{X}_{\text{obs}}$. Elements of $\mathcal{X}$ are the states (or configurations) of the system. Let the initial configuration be assumed to be closed sets. The obstacle-free space is defined by $D = \mathcal{X}_{\text{free}}$. The open neighborhood of a state $x \in \mathcal{X}$ is the open ball of radius $r > 0$ centered at $x$, that is, $B_r(x) = \{x' \in \mathcal{X} : \|x - x'\| < r\}$. Given a subset $S \subseteq V$ the notation $|S|$ is its cardinality, that is, the number of elements of $S$.

We will approximate $\mathcal{X}_{\text{free}}$ with an increasingly dense sequence of discrete subsets of $\mathcal{X}_{\text{free}}$. That is, $\mathcal{X}_{\text{free}}$ will be approximated by a finite set of configuration points selected randomly from $\mathcal{X}_{\text{free}}$. Each such discrete approximation of $\mathcal{X}_{\text{free}}$ will be encoded in a graph $G = (V,E)$ with $V$ being the set of vertices (the elements of the discrete approximation of $\mathcal{X}_{\text{free}}$) and with edge set $E \subseteq V \times V$ encoding allowable transitions between elements of $V$. Hence, $G$ is a directed graph. Transitions between two vertices $x$ and $x'$ in $V$ are enabled by a control action $u \in U(x)$ such that $x'$ is the successor vertex of $x$ in $G$ under the action $u$ so that $(x,x') \in E$. Let $U = \bigcup_{x \in V} U(x)$. We use the mapping $f : V \times U \rightarrow V$ given by

$$x' = f(x,u), \quad u \in U(x), \quad (1)$$

to formalize the transition from $x$ to $x'$ under the control action $u$. In this case, we say that $x'$ is the successor of $x$ and that $x$ is the predecessor of $x'$. The set of predecessors of $x \in V$ will be denoted by $\text{pred}(G,x)$, and the set of successors of $x$ will be denoted by $\text{succ}(G,x)$. Also, we let $\text{pred}(G,x) = \text{pred}(G,x) \cup \{x\}$. Note that, using the previous definitions, the set of admissible control actions at $x$ may be equivalently defined as

$$U(x) = \{ u : x' = f(x,u), \ x' \in \text{succ}(G,x) \}. \quad (2)$$

Thus, the control set $U(x)$ defines unambiguously the set $\text{succ}(G,x)$ of the successors of $x$, in the sense that there is one-to-one correspondence between control actions $u \in U(x)$ and elements of $\text{succ}(G,x)$ via (1). Equivalently, once the directed graph $G$ is given, for each edge $(x,x') \in E$ corresponds a control $u \in U(x)$ enabling this transition. It should be remarked that the latter statement, when dealing with dynamical systems such as robots, etc, amounts to a controllability condition. Controllability is always satisfied for fully actuated systems, but may not be satisfied for underactuated systems (such as for many case of kinodynamic planning with differential constraints). For sampling-based methods such as RRT*, this controllability condition is equivalent to the existence of a steering function that drives the system between any two given states.

Once we have abstracted $\mathcal{X}_{\text{free}}$ using the graph $G$, the motion planning problem becomes one of a shortest path problem on the graph $G$. To this end, we define the path $\sigma$ in $G$ to be a sequence of vertices $\sigma = (x_0,x_1,\ldots,x_N)$ such that $x_{k+1} \in \text{succ}(G,x_k)$ for all $k = 0,1,\ldots,N-1$. The length of the path is $N$, denoted by $\text{len}(\sigma) = N$. When we want to specify explicitly the first node of the path we will use the first node as an argument, i.e., we will write $\sigma(x_0)$. The $k$th element of $\sigma$ will be denoted by $\sigma_k$. That is, if $\sigma(x_0) = (x_0,x_1,\ldots,x_N)$ then $\sigma_k(x_0) = x_k$ for all $k = 0,1,\ldots,N$. A path is rooted at $x_{\text{init}}$ if $x_0 = x_{\text{init}}$. A path rooted at $x_{\text{init}}$ terminates at a given goal region $\mathcal{X}_{\text{goal}} \subseteq \mathcal{X}_{\text{free}}$ if $x_N \in \mathcal{X}_{\text{goal}}$.

To each edge $(x,x')$ encoding an allowable transition from $x \in \mathcal{X}_{\text{free}}$ to $x' \in \text{succ}(G,x)$, we associate a finite cost $c(x,x')$. Given a path $\sigma(x_0)$, the cumulative cost along this path is then

$$\sum_{k=0}^{N-1} c(x_k,x_{k+1}). \quad (3)$$

Given a point $x \in \mathcal{X}$, a mapping $\mu : x \mapsto u \in U(x)$ that assigns a control action to be executed at each point $x$ is called a policy. Let $\mathcal{M}$ denote the space of all policies. Under some assumptions on the connectivity of the graph $G$ and the cost of the directed edges, one can use DP algorithms and the corresponding Bellman equation in order to compute optimal policies. Note that a policy $\mu \in \mathcal{M}$ for this problem defines a graph whose edges are $(x,f(x,u(\mu(x)))) \in E$ for all $x \in V$. The policy $\mu$ is proper if and only if this graph is acyclic, i.e., the graph has no cycles. Thus, there exists a proper policy $\mu$ if and only if
each node is connected to the $X_{\text{goal}}$ with a directed path. Furthermore, an improper policy has finite cost, starting from every initial state, if and only if all the cycles of the corresponding graph have non-negative cost [6]. Convergence of the DP algorithms is proven if the graph is connected and the costs of all its cycles are positive [5].

3 Overview of Dynamic Programming

Dynamic programming solves sequential decision-making problems having a finite number of stages. In terms of DP notation, our system has the following equation

$$x' = f(x, u)$$

where the cost function is defined as

$$g(x, u) = c(x, f(x, u)).$$

(5)

Given a sequential decision problem of the form (4)-(5), it is well known that the optimal cost function satisfying the following Bellman equation:

$$J^*(x) = \inf_{u \in U(x)} \left\{ g(x, u) + J^*(f(x, u)) \right\}, \quad \forall x \in \mathcal{X}.$$  

(6)

The result of the previous optimization results in an optimal policy $\mu^* \in \mathcal{M}$, that is,

$$\mu^*(x) \in \arg \min_{u \in U(x)} \left\{ g(x, u) + J^*(f(x, u)) \right\}, \quad \forall x \in \mathcal{X}.$$  

(7)

Note that if we are given a policy $\mu \in \mathcal{M}$ (not necessarily optimal) we can compute its cost from

$$J_\mu(x) = g(x, \mu(x)) + J_\mu(f(x, \mu(x))), \quad \forall x \in \mathcal{X}.$$  

(8)

It follows that $J^*(x) = \inf_{\mu \in \mathcal{M}} J_\mu(x), \quad x \in \mathcal{X}$. By introducing the expression

$$H(x, u, J) = g(x, u) + J(f(x, u)), \quad x \in \mathcal{X}, u \in U(x).$$  

(9)

and letting the operator $T_\mu$ for a given policy $\mu \in \mathcal{M},$

$$(T_\mu J)(x) = H(x, \mu(x), J), \quad x \in \mathcal{X},$$  

(10)

we can define the Bellman operator $T$

$$(TJ)(x) = \inf_{u \in U(x)} H(x, u, J) = \inf_{\mu \in \mathcal{M}} (T_\mu J)(x), \quad x \in \mathcal{X},$$  

(11)

which allows us to write the Bellman equation (6) succinctly as follows

$$J^* = TJ^*,$$  

(12)

and the optimality condition (7) as

$$T_\mu J^* = TJ^*.$$  

(13)

This interpretation of the Bellman equation states that $J^*$ is the fixed point of the Bellman operator $T$, viewed as a mapping from the set of real-valued functions on $\mathcal{X}$ into itself. Also, in a similar way, $J_\mu$, the cost function of the policy $\mu$, is a fixed point of $T_\mu$ (see (8)).

There are three different classes of DP algorithms to compute the optimal policy $\mu^*$ and the optimal cost function $J^*$.
Value Iteration (VI). This algorithm computes $J^*$ by relaxing Eq. (6), starting with some $J^0$, and generating a sequence $\{T^k J\}_{k=0}^{\infty}$ using the iteration

$$J^{k+1} = TJ^k$$

The generated sequence converges to the optimal cost function due to contraction property of the Bellman operator $T$ [5]. This method is an indirect way of computing the optimal policy $\mu^*$, using the information of the optimal cost function $J^*$.

Policy Iteration (PI). This algorithm starts with an initial policy $\mu^0$ and generates a sequence of policies $\mu^k$ by performing Bellman updates. Given the current policy $\mu^k$, the typical iteration is performed in two steps:

i) **Policy evaluation**: compute $J_{\mu^k}$ as the unique solution of the equation

$$J_{\mu^k} = T_{\mu^k}J_{\mu^k}.$$  \hspace{1cm} (15)

ii) **Policy improvement**: compute a policy $\mu^{k+1}$ that satisfies

$$T_{\mu^{k+1}}J_{\mu^k} = TJ_{\mu^k}. \hspace{1cm} (16)$$

Optimistic Policy Iteration (O-PI). This algorithm works the same as PI, but differs in the policy evaluation step. Instead of solving the system of linear equations exactly in the policy evaluation step (15), it performs an approximate evaluation of the current policy and uses this information in the subsequent policy improvement step.

4 Random Geometric Graphs

The main difference between standard shortest path problems on graphs and sampling-based methods for solving motion planning problems is the fact that in the former case the graph is given a priori, whereas in the latter case the path is constructed on-the-fly by sampling randomly allowable configuration points from $X_{\text{free}}$ and by constructing the graph $\mathcal{G}$ incrementally, adding one, or more, vertices at each iteration step. Of course, such an iterative construction raises several questions, such as: is the resulting graph connected? under what conditions one can expect that $\mathcal{G}$ is an accurate representation of $X_{\text{free}}$? how does discretizing the actions/control inputs affects the movement between sampled successor vertices, etc. All these questions have been addressed in a series of recent papers [11, 12] so we will not elaborate further on the graph construction. Suffice it to say, such random geometric graphs (RGGs) can be constructed easily and such graphs have been the cornerstone of the recent emergence of asymptotically optimal sampling based motion planners.

For completeness, and in order to establish the necessary connections between DP algorithms and RRGs, we provide a brief overview of random graphs as they are used in this work. For more details, the interested reader can peruse [6] or [20].

In graph theory, a random geometric graph (RGG) is a mathematical object that is usually used to represent spatial networks. RGGs are constructed by placing a collection of vertices drawn randomly according to a specified probability distribution. These random points constitute the node set of the graph in some topological space. Its edge set is formed via pairwise connections between these nodes if certain conditions (e.g., if their distance according to some metric is in a given range) are satisfied. Different probability distributions and connection criteria yield random graphs of different properties.

An important class of random geometric graphs is the random $r$-disc graphs. Given the number of points $n$ and a nonnegative radius value $r$, a random $r$-disc graph in $\mathbb{R}^d$ is constructed as follows: first, $n$ points are independently drawn from a uniform distribution. These points are pairwise connected if and only if the distance between them is less than $r$. Depending on the radius, this simple model of random geometric graphs possesses different properties as the number of nodes $n$ increases. A natural question
to ask is how the connectivity of the graph changes for different values of the connection radius as the number of samples goes to infinity. In the literature, it is shown that the connectivity of the random graph exhibits a phase transition, and a connected random geometric graph is constructed almost surely when the connection radius $r$ is strictly greater than a critical value $r^\ast = \left\{ \log(n)/(n\zeta_d) \right\}^d$, where $\zeta_d$ is volume of the unit ball in $\mathbb{R}^d$. If the connection radius is chosen less than the critical value $r^\ast$, then, multiple disconnected clusters occur almost surely as $n$ goes to infinity [20].

Recently, novel connections have been made between motion planning algorithms and the theory of random geometric graphs [12]. These key insights have led to the development of a new class of algorithms which are asymptotically optimal (e.g., RRG, RRT*, PRM*). For example, in the RRG algorithm, a random geometric $r$-disc graph is first constructed incrementally for a fixed number of iterations. Then, a post-search is performed on this graph to extract the encoded solution. The key step is that the connection radius is shrunk as a function of vertices, while still being strictly greater than the critical radius value. By doing so, it is guaranteed to obtain a connected and sparse graph, yet the graph is rich enough to provide asymptotic optimality guarantees, almost surely. The authors in [12] showed that the RRG algorithm yields a consisted discretization of the underlying continuous configuration space, i.e., as the number of points goes to infinity, the lowest-cost solution encoded in the random geometric graph converges to the optimal solution embedded in the continuous configuration space with probability one. In this work, we leverage this nice feature of random geometric graphs to get a consistent discretization of the continuous domain of the robot motion planning problem. With the help of random geometric graphs, the robot motion planning problem boils down to a shortest path problem on a discrete graph.

5 Proposed Approach

5.1 From RRGs to DP

Let $G = (V, E)$ denote the graph constructed by the RRG algorithm at some iteration, where $V$ and $E \subseteq V \times V$ are finite sets of vertices and edges, respectively. Based on the previous discussion, $G$ is connected and all edge costs are positive, which implies that the cost of all the cycles in $G$ are positive. Using the notation introduced in Section 2, we can define on this graph the sequential decision system (4) where $x' \in \text{succ}(G, x)$ and with transition cost as in (5). Once a policy $\mu$ is given (optimal or not), there is a unique $x' \in \text{succ}(G, x)$ such that $x' = f(x, \mu(x))$, called the parent of $x$. Accordingly, $x$ is the child of $x'$ under the policy $\mu$. Conversely, a parent assignment for each node in $G$ defines a policy. Note that each node has a single parent under a given policy, but may have multiple children.

In our case, the graph computed by the RRG algorithm is a connected graph by construction, and all edge cost values are positive, which implies that the costs of all its cycles are positive. Therefore, convergence is guaranteed and the resulting optimal policy is proper.

5.2 DP Algorithms for Sampling-based Planners

The sampling-based motion planner which utilizes VI, i.e., RRT#, was presented in [2]. The RRT# algorithm implements the Gauss-Seidel version of the VI algorithm and provides a sequential implementation. In this work, we follow up on the same idea and propose a sampling-based algorithm which utilizes PI algorithm as shown in Figure 1.

The body of PI-RRT# algorithm is given in Algorithm 1. The algorithm initializes the graph with $x_{\text{goal}}$ in Line 2 and incrementally builds the graph from $x_{\text{goal}}$ toward $x_{\text{init}}$. The algorithm includes a new vertex and a couple new edges into the existing graph at each iteration. If this new information has a potential to improve the existing policy, then, a slightly modified PI algorithm is called subsequently in the Replan procedure. Specifically, and for the sake of numerical efficiency, unlike the standard PI algorithm, policy improvement is performed only for a subset vertices $B$ which have the potential to be part of the optimal solution. As shown in Figure 1, $B_{k,i}^j$ is the set of these vertices during the $k$th iteration and $i$th policy improvement step. The fact that this modification of the PI still ensures the asymptotic optimality, almost surely, of the proposed PI-RRT# algorithm requires extra analysis, which is presented in Section 6.
The **Extend** procedure is given in Algorithm 2. If a new vertex is decided for inclusion, its control is initialized by performing policy improvement in Lines 6-14. Then, it is checked in Line 15 if the new vertex has a potential to improve the existing policy where \( h \) denotes an admissible heuristic function that computes an estimate of the cost between two given points. If so, it is included to the set of vertices which are selected to perform policy improvement. Such heuristics, have been previously used to focus the search of sampling-based planner, see for example [18, 2].

The **Replan** procedure which implements the PI algorithm is shown in Algorithm 3. The policy improvement step is performed in Lines 2-9 until the cost of the existing policy becomes almost stationary. Note that the for-loop in the **Replan** procedure can run in parallel.

The policy evaluation step is implemented in Algorithm 4. Algorithm 4 solves a system of linear
Algorithm 2: Extend Procedure for RRT# (PI)

1. Extend($G$, $B$, $x_{init}$, $x_{rand}$)
2. $(V, E) \leftarrow G; E' \leftarrow \emptyset
3. x_{nearest} = Nearest(G, x_{rand});
4. $x_{new} = Steer(x_{rand}, x_{nearest});$
5. if ObstacleFree($x_{new}, x_{nearest}$) then
6. $J(x_{new}) = c(x_{new}, x_{nearest}) + J(x_{nearest});$
7. parent($x_{new}$) = $x_{nearest};$
8. $x_{near} \leftarrow Near(G, x_{new}, |V|);$
9. foreach $x_{near} \in X_{near}$ do
10. if ObstacleFree($x_{new}, x_{near}$) then
11. if $J(x_{new}) > c(x_{new}, x_{near}) + J(x_{near})$ then
12. $J(x_{new}) = c(x_{new}, x_{near}) + J(x_{near});$
13. parent($x_{new}$) = $x_{near};$
14. $E' \leftarrow E' \cup \{(x_{new}, x_{near}), (x_{near}, x_{new})\};$
15. if $h(x_{init}, parent(x_{new})) + J(parent(x_{new})) < J(x_{init})$ then
16. $B \leftarrow B \cup \{x_{new}\};$
17. $V \leftarrow V \cup \{x_{new}\};$
18. $E \leftarrow E \cup E';$
19. $G \leftarrow (V, E);$
20. return $(G, B);$ 

Algorithm 3: Replan Procedure (PI)

1. Replan($G$, $B$, $x_{init}$, $x_{goal}$)
2. Loop
3. foreach $x \in B$ do
4. $J' = J(x);$
5. foreach $v \in succ(G, x)$ do
6. if $J' > c(x,v) + J(v)$ then
7. $J' = c(x,v) + J(v);$
8. parent($x$) = $v;$
9. $\Delta J(x) = J(x) - J';$
10. if $\max_{x \in B} \Delta J(x) \leq \epsilon$ then
11. return $B;$
12. $B \leftarrow Evaluate(G, x_{init}, x_{goal});$

equations by exploiting the underlying structure. Simply, the existing policy forms a tree in the current graph and the solution of the system of linear equations corresponds to the cost of each path connecting vertices to the goal region via edges of the tree. If $x_{init}$ is already in the graph, the algorithm computes the cost of the path between $x_{init}$ and $x_{goal}$ by using queue $q$. Subsequently, the set of vertices that are promising, i.e., those in the set $B$ and their cost-to-go values are computed by using the cost-to-go value of $x_{init}$. 
6 Theoretical Analysis

The main purpose of this section is to show that the proposed PI-RRT\# algorithm inherits the nice properties of the RRG and RRT* algorithms and thus it is asymptotically optimal, almost surely. The result follows trivially if policy iteration is performed on all the vertices of the current graph \( \mathcal{G}^k \) at the \( k \)th iteration of the PI-RRT\# algorithm. However, this will involve performing policy iteration also on vertices that may not have the potential to be part of the optimal solution. Ideally, and for the sake of numerical efficiency, we wish to preform policy improvement only on those vertices that have the potential of being part of the optimal solution, and only those. This will require a more detailed analysis, since we only have an estimate of this set of (so-called promising) vertices. The basic idea of the proof is based on the fact that each policy improvement progresses sequentially and computes best paths of length one, then of length two, then of length three, and so on. This allows us to keep track of all promising vertices that can be part of the optimal path of increasing lengths (e.g., increasing number of path edges) as we start from the goal vertex and move back towards the start vertex. The proof is rather long and thus is is split in a sequence of several lemmas.

To this end, let \( \mathcal{G}^k = (V^k, E^k) \) denote the graph at the end of the \( k \)th iteration of the PI-RRT\# algorithm. Given a vertex \( x \in V^k \), let the control set \( U^k(x) \) be divided into two disjoint sets \( U^{k,*}(x) \) and \( U^{k,\dagger}(x) \) and and let the successor set \( \text{succ}(\mathcal{G}^k, x) \) also be divided accordingly into two disjoint sets \( S^{k,*}(x) \) and \( S^{k,\dagger}(x) \), as follows:

- \( U^k(x) = U^{k,*}(x) \cup U^{k,\dagger}(x) \) where \( U^{k,*}(x) = \arg \min_{u \in U^k(x)} H(x, u, J^{k,*}) \) and \( U^{k,\dagger}(x) = U^k(x) \setminus U^{k,*}(x) \)

- \( \text{succ}(\mathcal{G}^k, x) = S^{k,*}(x) \cup S^{k,\dagger}(x) \) where \( S^{k,*}(x) = \{ x^* \in V^k : \exists u^* \in U^{k,*}(x) \text{ s.t. } x^* = f(x, u^*) \} \) and \( S^{k,\dagger}(x) = \text{succ}(\mathcal{G}^k, x) \setminus S^{k,*}(x) \)

Let \( \mathcal{M}^k \) denote the set of all policies at the end of the \( k \)th iteration of the PI-RRT\# algorithm, that

---

**Algorithm 4: Evaluate Procedure (PI)**

```plaintext
1 Evaluate(\( \mathcal{G}, x_{init}, x_{goal} \))
2 \((V, E) \leftarrow \mathcal{G};;
3 \text{if } x_{init} \in V \text{ then}
4 \quad x = x_{init};
5 \quad \textbf{while } x \neq x_{goal} \textbf{ do}
6 \quad \quad q.push_front(x);
7 \quad \quad x = parent(x);
8 \quad \quad J(x_{goal}) = 0;
9 \quad \quad \textbf{while } q.empty() \textbf{ do}
10 \quad \quad \quad x = q.pop_front();
11 \quad \quad \quad J(x) = c(x, parent(x)) + J(parent(x));
12 \quad \quad \textbf{else}
13 \quad \quad \quad J(x_{init}) = \infty;
14 \quad \quad B \leftarrow \{x_{goal}\};
15 \quad \quad q.push_front(x_{goal});
16 \quad \quad \textbf{while } q.nonempty() \textbf{ do}
17 \quad \quad \quad x = q.pop_front();
18 \quad \quad \quad \textbf{if } h(x_{init}, x) + J(x) < J(x_{init}) \textbf{ then}
19 \quad \quad \quad \quad \textbf{foreach } v \in \text{pred}(\mathcal{G}, x) \textbf{ do}
20 \quad \quad \quad \quad \quad \textbf{if } parent(v) = x \textbf{ then}
21 \quad \quad \quad \quad \quad \quad J(v) = c(v, x) + J(x);
22 \quad \quad \quad \quad B \leftarrow B \cup \{v\};
23 \quad \quad \quad \quad q.push_back(v);
24 \quad \quad \textbf{return } B;
```

---


is, let $\mathcal{M}^k = \{\mu : \mu(x) \in U^k(x), \forall x \in V^k\}$. Given a policy $\mu \in \mathcal{M}^k$ and an initial state $x$, let $\sigma^\mu(x)$ denote the path resulting from executing the policy $\mu$ starting at $x$. That is, $\sigma^\mu(x) = (x_0, x_1, \ldots, x_N)$ such that $\sigma^\mu_0(x) = x$ and $\sigma^\mu_i(x) \in X_{\text{goal}}$ for $N > 0$, where $\sigma^\mu_i(x)$ is the $i$th element of $\sigma^\mu(x)$. By definition, $x_{j+1} = f(x_j, \mu(x_j))$ for $j = 0, 1, \ldots, N - 1$. Let now $\Sigma^k(x)$ be the set of all paths rooted at $x$ and let $\Sigma^{k,*}(x)$ denote the set of all lowest-cost paths rooted at $x$ that reach the goal region at the $k$th iteration of the algorithm, that is,

$$
\Sigma^{k,*}(x) = \{\sigma \in \Sigma^k(x) : \sigma = \sigma^\mu(x) \text{ such that } \exists \mu \in \mathcal{M}^k, J_\mu(x) = J^{k,*}(x)\}.
$$

Note that the set $\Sigma^{k,*}(x)$ may contain more than a single path. Finally, let $N^k(x)$ denote the shortest path length in $\Sigma^{k,*}(x)$, that is,

$$
N^k(x) = \min_{\sigma(x) \in \Sigma^{k,*}(x)} \text{len}(\sigma^\mu(x))
$$

Let us define the following sets for a given policy $\mu^{k,i} \in \mathcal{M}^k$ and its corresponding value function $J_{\mu^{k,i}}$ at the end of the $i$th policy improvement step and at the $k$th iteration of the PI-RRT\# algorithm:

a) The set of vertices in $G^k$ whose optimal cost value is less than that of $x_{\text{init}}$,

$$
V_{\text{prom}}^k = \{x \in V^k : J^{k,*}(x) < J^{k,*}(x_{\text{init}})\}
$$

This is the set of promising vertices.

b) The set of promising vertices in $G^k$, whose optimal cost value is achieved by executing the policy $\mu^{k,i}$ at the $i$th policy iteration step

$$
O^{k,i} = \{x \in V^k : J_{\mu^{k,i}}(x) = J^{k,*}(x) < J^{k,*}(x_{\text{init}})\}
$$

c) The set of vertices in $G^k$ that can be connected to the goal region at iteration $k$ with an optimal path of length less than or equal to $\ell$

$$
L^{k,\ell} = \{x \in V^k : \exists \sigma^\mu(x) \in \Sigma^{k,*}(x) \text{ s.t. } N^k(x) \leq \ell\}
$$

d) The set of promising vertices in $G^k$ that are connected to the goal region via optimal paths whose length is less than or equal to $\ell$

$$
P^{k,\ell} = L^{k,\ell} \cap V_{\text{prom}}^k
$$

e) The set of vertices that are selected for a Bellman update during the beginning of the $i$th policy improvement

$$
B^{k,i} = \{\text{pred}(G^k, x) : x \in V^k, J_{\mu^{k,i}}(x) < J_{\mu^{k,i}}(x_{\text{init}})\}
$$

Note from d) that the set of promising vertices that can be connected to the goal region via optimal paths whose length is exactly $\ell + 1$ is given by

$$
\partial P^{k,\ell} = P^{k,\ell+1} \setminus P^{k,\ell}
$$

It should also be clear from these definitions that $O^{k,i} \subseteq B^{k,i}$ for all $k = 1, 2, \ldots$ and $i = 0, 1, 2, \ldots$.

**Lemma 1** The sequence $O^{k,i}$ generated by the policy iteration step of the PI-RRT\# algorithm is non-decreasing, that is, $O^{k,i} \subseteq O^{k,i+1}$ for all $i = 0, 1, \ldots$.

**Proof** First, note that $O^{k,0} = V^k \cap X_{\text{goal}} \neq \emptyset$. Let now $i > 0$ and assume that $x \in O^{k,i}$. By definition, we have that $J_{\mu^{k,i}} = T_{\mu^{k,i}}J_{\mu^{k,i}}$, where $\mu^{k,i}$ is the policy computed at the end of $i$th policy improvement step at the $k$th iteration of the PI-RRT\# algorithm. The previous expression implies that $(T_{\mu^{k,i}}J_{\mu^{k,i}})(x) = J^{k,*}(x)$, and hence $\mu^{k,i}(x) \subseteq U^{k,*}(x)$. Similarly, the cost function $J_{\mu^{k,i}}$ satisfies $J_{\mu^{k,i}}(x) = J^{k,*}(x) < J^{k,*}(x_{\text{init}}) \leq J^{k,\ell}$. Therefore, $O^{k,i} \subseteq O^{k,i+1}$ for all $i = 0, 1, \ldots$. 
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Let now $x \in L_{\mu^k}$. Then, by definition, there exists a policy $\mu \in \mathcal{M}^k$ such that the vertex $x$ achieves its optimal cost function value, $\mu^k(x) = J^k(x)$, and the optimal path connecting $x$ to the goal region has length less than or equal to $\ell$, that is, $\text{len}(\sigma^\mu(x)) \leq \ell < \ell + 1$, which implies, trivially, that $x \in L_{\mu}$. To show the second part of the statement, first notice that, by definition, the vertices in the set $\partial L_{\mu}$ are the ones that can be connected to the goal region via an optimal path of length exactly $\ell + 1$. Let us now assume that $x \in \partial L_{\mu}$ and let $\sigma^\mu(x) \in \Sigma_K^k(x)$ be the optimal path of length $\ell + 1$ between $x$ and the goal region. Let $\sigma^\mu(x) = x^*$ and $\sigma^\mu(x')$ be the sub-arc rooted at $x^*$ resulting from applying $\mu$. By construction of the path $\sigma^\mu(x)$, we have that $x \in \text{pred}(G^k, x^*)$. Also, since $\sigma^\mu(x)$ is the optimal path rooted at $x$, the control action applied at vertex $x$ needs to be optimal, that is, $\mu(x) \in U^k(x)$, and $\sigma^\mu(x')$ is the optimal path connecting $x^*$ to the goal region due to the principle of optimality, where $\sigma^\mu(x^*) \in \Sigma_K^k(x^*)$, which implies that $x^* \in S^k(x^*)$.

### Lemma 2

The sequence $L_{\mu}^{k,\ell}$ is non-decreasing, that is, $L_{\mu}^{k,\ell} \subseteq L_{\mu}^{k,\ell+1}$ for $\ell = 0,1,\ldots$. Furthermore, for all $x \in \partial L_{\mu} = L_{\mu}^{k,\ell+1} \setminus L_{\mu}^{k,\ell}$, there exists $x^* \in L_{\mu}^{k,\ell} \cap S^k(x^*)$.

### Proof

For $\ell = 0$ we have that $L_{\mu}^{k,0} = V_k \cap X_{\text{free}} \neq \emptyset$. Let now $\ell > 0$, and assume that $x \in L_{\mu}^{k,\ell}$. Then, by definition, there exists a policy $\mu \in \mathcal{M}^k$ such that the vertex $x$ achieves its optimal cost function value, $\mu^k(x) = J^k(x)$, and the optimal path connecting $x$ to the goal region has length less than or equal to $\ell$, that is, $\text{len}(\sigma^\mu(x)) \leq \ell < \ell + 1$, which implies, trivially, that $x \in L_{\mu}$. To show the second part of the statement, first notice that, by definition, the vertices in the set $\partial L_{\mu}$ are the ones that can be connected to the goal region via an optimal path of length exactly $\ell + 1$. Let us now assume that $x \in \partial L_{\mu}$ and let $\sigma^\mu(x) \in \Sigma_K^k(x)$ be the optimal path of length $\ell + 1$ between $x$ and the goal region. Let $\sigma^\mu(x) = x^*$ and $\sigma^\mu(x')$ be the sub-arc rooted at $x^*$ resulting from applying $\mu$. By construction of the path $\sigma^\mu(x)$, we have that $x \in \text{pred}(G^k, x^*)$. Also, since $\sigma^\mu(x)$ is the optimal path rooted at $x$, the control action applied at vertex $x$ needs to be optimal, that is, $\mu(x) \in U^k(x)$, and $\sigma^\mu(x')$ is the optimal path connecting $x^*$ to the goal region due to the principle of optimality, where $\sigma^\mu(x^*) \in \Sigma_K^k(x^*)$, which implies that $x^* \in S^k(x^*)$. Furthermore, $x^* \in L_{\mu}^{k,\ell}$ since $\text{len}(\sigma^\mu(x^*)) = \ell$.

### Corollary 1

The sequence $P_{\mu}^{k,\ell}$ is non-decreasing, that is, $P_{\mu}^{k,\ell} \subseteq P_{\mu}^{k,\ell+1}$ for $\ell = 0,1,\ldots$. Furthermore, for all $x \in \partial P_{\mu} = P_{\mu}^{k,\ell+1} \setminus P_{\mu}^{k,\ell}$, there exists $x^* \in P_{\mu}^{k,\ell} \cap S^k(x^*)$.

### Proof

The first part of the result follows immediately from Lemma 2. To show the second part, notice that, from the definition of the boundary set, we can rewrite $\partial P_{\mu}^{k,\ell}$ as follows:

$$\partial P_{\mu}^{k,\ell} = P_{\mu}^{k,\ell+1} \setminus P_{\mu}^{k,\ell} = (L_{\mu}^{k,\ell+1} \cap V_{\text{prom}}^k) \setminus (L_{\mu}^{k,\ell} \cap V_{\text{prom}}^k) = \partial L_{\mu}^{k,\ell} \cap V_{\text{prom}}^k$$

Let now $x \in \partial P_{\mu}^{k,\ell}$, which implies that $x \in \partial L_{\mu}^{k,\ell}$ and $x \in V_{\text{prom}}^k$. From Lemma 2 there exists $x^* \in L_{\mu}^{k,\ell} \cap S^k(x)$ such that $x \in \text{pred}(G^k, x^*)$. We need to show that $x^* \in P_{\mu}^{k,\ell}$. Since $x^* \in L_{\mu}^{k,\ell}$ we only need to show that $x^* \in V_{\text{prom}}^k$. Since $x$ is a promising vertex, its optimal cost function value satisfies $J^k_{\mu^k}(x) < J^k_{\mu^k}(x_{\text{init}})$. We know that the optimal cost function value of $x^*$ satisfies $J^k_{\mu^k}(x) = g(x, u^*) + J^k_{\mu^k}(x^*)$ where $x^* = f(x, u^*)$ and $u^* \in U^k(x)$. Since $g(x, u^*)$ is nonnegative, we have that $J^k_{\mu^k}(x^*) < J^k_{\mu^k}(x_{\text{init}})$ which implies $x^* \in V_{\text{prom}}^k$ and hence $x^* \in P_{\mu}^{k,\ell}$.

### Lemma 3

Let $x \in B_{\mu}$ and assume that $J_{\mu_{k+1}}^k(x^*) = J_{\mu_{k+1}}^k(x^*)$ where $x^* \in S^k(x)$. Then $\mu_{k+1}(x) \subseteq U^k(x)$ and $J_{\mu_{k+1}}^k(x) = J_{\mu_{k+1}}^k(x)$. Then the $k$th iteration of the PI-RRT algorithm.

### Proof

We will first show that the function $H(x, u, J_{\mu_{k+1}}^k)$ in (9) obeys a strict inequality when evaluated at elements of the sets $U^k(x)$ and $U^k(x)$. At the beginning of the $(i+1)$th policy improvement step, the new policy $\mu_{k+1}^{j+1}$ is computed as follows. For all $x \in B_{\mu}$

$$\mu_{k+1}^{j+1}(x) \in \arg \min_{u \in U^k(x)} H(x, u, J_{\mu_{k+1}}^k) = \arg \min_{u \in U^k(x)} \left\{ g(x, u) + J_{\mu_{k+1}}^k(f(x, u)) \right\}.$$
Let $u^* \in U^{k,*}(x)$ and $u' \in U^{k,\ell}(x)$. We then have the following:

$$H(x, u^*, J_{\mu^{k,i}}) = g(x, u^*) + J_{\mu^{k,i}}(f(x, u^*))$$

$$= g(x, u^*) + J_{\mu^{k,i}}(x^*) = g(x, u^*) + J^{k,*}(x^*)$$

$$< g(x, u') + J^{k,*}(x')$$

$$= g(x, u') + J^{k,*}(f(x, u'))$$

$$\leq g(x, u') + J_{\mu^{k,i}}(f(x, u'))$$

$$= H(x, u', J_{\mu^{k,i}}).$$

This implies that

$$H(x, u^*, J_{\mu^{k,i}}) < H(x, u', J_{\mu^{k,i}}) \quad \forall u^* \in U^{k,*}(x), u' \in U^{\ell}(x).$$

Hence, it follows that

$$\mu^{k,i+1}(x) \in \arg\min_{u \in U^{k}(x)} H(x, u, J_{\mu^{k,i}}) = \arg\min_{u \in U^{k,*}(x)} H(x, u, J_{\mu^{k,i}})$$

and thus $\mu^{k,i+1}(x) \subseteq U^{k,*}(x)$ for all $x \in B^{k,i}$. Let $x \in B^{k,i}$. The cost function $J_{\mu^{k,i+1}}$ for $x^* \in S^{k,*}(x)$ is computed during the policy evaluation step for the new policy $\mu^{k,i+1}$, as follows

$$J^{k,*}(x^*) \leq J_{\mu^{k,i+1}}(x^*) \leq J_{\mu^{k,i}}(x^*) = J^{k,*}(x^*) \quad \Rightarrow \quad J_{\mu^{k,i+1}}(x^*) = J^{k,*}(x^*) \quad \forall x^* \in S^{k,*}(x)$$

allowing us to write $J_{\mu^{k,i+1}}(x)$ as follows:

$$J_{\mu^{k,i+1}}(x) = g(x, u^*) + J_{\mu^{k,i+1}}(f(x, u^*)) = g(x, u^*) + J_{\mu^{k,i+1}}(x^*) = g(x, u^*) + J^{k,*}(x^*) = J^{k,*}(x),$$

which implies that $J_{\mu^{k,i+1}}(x) = J^{k,*}(x)$. \hfill \Box

**Lemma 4** Let the policy $\mu^{k,i}$ and its corresponding cost function $J_{\mu^{k,i}}$, and assume that $P^{k,\ell} \subseteq O^{k,i}$. Then $\partial P^{k,\ell} \subseteq B^{k,i}$, which implies that $P^{k,\ell+1} \subseteq B^{k,i}$ before the beginning of the $(i + 1)$th policy improvement step. Furthermore, $P^{k,\ell+1} \subseteq O^{k,i+1}$ after the $(i + 1)$th policy improvement step.

**Proof** As shown in Corollary 1, for all $x \in \partial P^{k,\ell}$, there exists $x' \in P^{k,\ell}$ such that $x' \in S^{k,*}(x)$. The last inclusion which, in particular, that $x' \in \text{succ}(G^i, x)$, equivalently, $x \in \text{pred}(G^i, x')$. Since, by assumption, $P^{k,\ell} \subseteq O^{k,i}$, we have that $x' \in O^{k,i}$ and thus the following holds:

$$J_{\mu^{k,i}}(x') = J^{k,*}(x') < J^{k,*}(x_{\text{init}}) \leq J_{\mu^{k,i}}(x_{\text{init}}) \quad \Rightarrow \quad J_{\mu^{k,i}}(x') < J_{\mu^{k,i}}(x_{\text{init}}).$$

Therefore, $\text{pred}(G^i, x') \in B^{k,i}$, which implies that all vertices of $\partial P^{k,\ell}$ are selected for a Bellman update before the $(i + 1)$th policy improvement step, and hence $\partial P^{k,\ell} \subseteq B^{k,i}$ and $P^{k,\ell+1} \subseteq B^{k,i}$.

From Corollary 1 we have that $P^{k,\ell} \subseteq P^{k,\ell+1}$. Since the sequence $O^{k,i}$ is non-decreasing (Lemma 1), it follows that $P^{k,\ell} \subseteq O^{k,i} \subseteq O^{k,i+1}$. Therefore, in order to prove that $P^{k,\ell+1} \subseteq O^{k,i+1}$ we only need to show that $\partial P^{k,\ell} \subseteq O^{k,i+1}$ by the end of the $(i + 1)$th policy improvement. From Lemma 3, and since $J_{\mu^{k,i}}(x') = J^{k,*}(x')$, $x' \in S^{k,*}(x)$, all vertices of $\partial P^{k,\ell}$ achieve their optimal policy and cost function value after the end of the policy improvement step, and thus $\mu^{k,i+1}(x) \subseteq U^{k,*}(x)$ and $J_{\mu^{k,i+1}}(x) = J^{k,*}(x)$. This implies that $\partial P^{k,\ell} \subseteq O^{k,i+1}$, thus completing the proof. \hfill \Box

**Lemma 5** All vertices whose optimal cost value is less than that of $x_{\text{init}}$, and which are part of an optimal path from $x_{\text{init}}$ to $X_{\text{goal}}$ whose length is less than or equal to $i$, achieve their optimal cost value at the end of the $i$th policy improvement step, that is, $P^{k,i} \subseteq O^{k,i}$ for $i = 0, 1, \ldots$ when using policy $\mu^{k,i}$.

**Proof** The claim $P^{k,i} \subseteq O^{k,i}$ will be shown using induction.
Basis \( i = 0 \): First, note that \( V_{\text{goal}}^k \neq \emptyset \). Let us now assume that \( x \in V_{\text{goal}}^k \). Then \( N^k(x_{\text{init}}) = 0 \) for all \( k = 1, 2, \ldots \), and \( J^k,*(x) = 0 < J^k,*(x_{\text{init}}) \). Therefore, \( P^{k,0} = V_{\text{goal}}^k \). Also, for all \( x \in P^{k,0} \), we have that \( J_{\mu^{k,0}}(x) = J^k,*(x) = 0 < J^k,*(x_{\text{init}}) \), which implies \( P^{k,0} \subseteq O^{k,0} \).

Basis \( i = 1 \): The set of vertices along optimal paths whose length is less than or equal to 1 is a subset of goal vertices and their predecessors, that is, \( P^{k,1} = P^{k,0} \cup \{ x \in V^k : \exists x' \in V^k \cap X_{\text{goal}} \text{ s.t. } x \in \text{pred}(G^k, x'), c(x, x') < J^k,*(x_{\text{init}}) \} \). For all \( x' \in V_{\text{goal}}^k \), we have that \( J_{\mu^{k,0}}(x') = 0 < J_{\mu^{k,0}}(x_{\text{init}}) \). Therefore, all goal vertices and their predecessors are selected for Bellman update at the beginning of the first policy improvement step, hence \( B^{k,0} = \{ \text{pred}(G^k, x') : x' \in V_{\text{goal}}^k \} \), which implies that \( P^{k,1} \subseteq B^{k,0} \). All vertices in \( P^{k,1} \) will achieve their optimal cost values at the end of the first policy improvement step, that is, \( J_{\mu^{k,1}}(x) = J^k,*(x) = c(x, x') \), where \( x \in P^{k,1} \), \( x' \in S^k,*(x) \) and \( x' \in V_{\text{goal}}^k \), which implies that \( P^{k,1} \subseteq O^{k,1} \).

Inductive step: Let us now assume that \( P^{k,i} \subseteq O^{k,i} \) holds. We need to show that this assumption implies that \( P^{k,i+1} \subseteq O^{k,i+1} \) at the end of the \((i+1)\)th policy improvement step. The proof of this statement follows directly from Lemma 4 by taking \( \ell = i \).

**Theorem 1 (Optimality of Each Iteration)** The optimal action and the optimal cost value for the initial vertex is achieved when the Replan procedure of the PI-RRT\(^\#\) algorithm terminates after a finite number of policy improvement steps.

**Proof** We will investigate the case in which the algorithm terminates before performing \( N^k(x_{\text{init}}) \) policy improvement steps, where \( k \) in the number of iterations the PI-RRT\(^\#\) algorithm has performed up to that point. Otherwise, optimality follows directly from Lemma 5.

To this end, assume, on the contrary, that the Replan procedure terminates at the end of the \( i \)th policy improvement step at the \( k \)th iteration of the PI-RRT\(^\#\) algorithm with a suboptimal cost function value for the initial vertex, that is, assume that \( J_{\mu^{k,i-1}}(x_{\text{init}}) > J^k,*(x_{\text{init}}) \). Since the termination condition holds, there will be no policy update for all vertices in \( B^{k,i-1} \). That is, for all \( x \in B^{k,i-1} \), we have that \( \mu^{k,i}(x) = \mu^{k,i-1}(x) \). From Lemma 5 it follows that \( P^{k,i+1} \subseteq O^{k,i} \) for all \( i = 1, 2, \ldots \). This implies that \( P^{k,i+1} \subseteq B^{k,i-1} \) at the beginning of the \( i \)th policy improvement step and \( P^{k,i} \subseteq O^{k,i} \) at the end of the \( i \)th policy improvement step because of Lemma 4. As a result, all vertices in \( P^{k,i} \) achieve their optimal action and their optimal cost value at the end of the \( i \)th policy improvement step. Consequently, for all \( x \in P^{k,i} \), we have that \( \mu^{k,i}(x) = \mu^{k,i}(x) \) and \( J_{\mu^{k,i}}(x) = J^k,*(x) \).

Since for all vertices in \( B^{k,i-1} \) there is no update observed between policies \( \mu^{k,i} \) and \( \mu^{k,i-1} \), we have that \( \mu^{k,i}(x) = \mu^{k,i-1}(x) = \mu^{k,*(x)} \) for all \( x \in P^{k,i} \subseteq B^{k,i-1} \). Next, we investigate the cost function value of the vertices in \( P^{k,i} \) at the beginning of the \( i \)th policy improvement step and reach a contradiction.

We already know that vertices in \( P^{k,i-1} \) have achieved their optimal cost function values. Since \( P^{k,i} = P^{k,i-1} \cup \partial P^{k,i-1} \), we thus only need to check the cost values for all the vertices in the boundary set \( \partial P^{k,i-1} \). For all vertices in \( \partial P^{k,i-1} \), their cost function values can be expressed as \( J_{\mu^{k,i-1}}(x) = g(x, \mu^{k,i-1}(x)) + J_{\mu^{k,i-1}}(f(x, \mu^{k,i-1}(x))) \). We already know that \( \mu^{k,i-1}(x) = \mu^{k,*(x)} \) holds for all vertices in \( \partial P^{k,i-1} \subseteq B^{k,i-1} \). Let us define \( x^* = u^* \in U^k,*(x) \) and \( x^* \in S^k,*(x) \) such that \( x^* = f(x, u^*) \). Since \( x^* \in P^{k,i-1} \), the optimal successor achieves its optimal cost value, that is, \( J_{\mu^{k,i-1}}(x^*) = J^k,*(x^*) \). Then, for all vertices in \( \partial P^{k,i-1} \), we can express their cost function value as \( J_{\mu^{k,i-1}}(x) = g(x, u^*) + J^k,*(x') = J^k,*(x') \). This implies that all vertices in \( P^{k,i} \) already have achieved their optimal action and the cost values at the beginning of the \( i \)th policy improvement step, that is, \( P^{k,i} \subseteq O^{k,i} \). We have thus shown that \( P^{k,i} \subseteq O^{k,i-1} \) implies \( P^{k,i} \subseteq O^{k,i-1} \) for all \( i = 1, 2, \ldots \). It follows that \( P^{k,\ell} \subseteq O^{k,\ell-1} \) for \( \ell = 0, 1, \ldots \).

Next, consider the case when \( \ell = N^k(x_{\text{init}}) - 1 \). From the previous analysis this implies that \( P^{k,\ell} \subseteq O^{k,\ell-1} \), which, in turn, implies that all vertices which may be intermediate vertices along optimal paths between \( x_{\text{init}} \) and the goal region achieve their optimal action and cost value at the beginning of the \( i \)th policy improvement step. Note that \( x_{\text{init}} \) is selected for a Bellman update at the beginning of the \( i \)th policy improvement step, since its cost function value can be written as \( J_{\mu^{k,i-1}}(x_{\text{init}}) = g(x_{\text{init}}, u) + J_{\mu^{k,i-1}}(x') \), where \( u \in U^k(x_{\text{init}}) \) and \( x' \in S^k(x_{\text{init}}) \) such that \( u = \mu^{k,i-1}(x_{\text{init}}) \) and \( x' = f(x_{\text{init}}, u) \). This implies...
that \( x_{\text{init}} \in \text{pred}(G^k, x') \) and \( J_{\mu, k, i-1}(x') < J_{\mu, k, i-1}(x_{\text{init}}) \) and therefore, \( x_{\text{init}} \in B^{k,i-1} \). However, since the termination condition holds, a Bellman update for \( x_{\text{init}} \) does not yield any update in its action during the \( i \)th policy improvement step, and thus \( \mu^{k,i}(x_{\text{init}}) = \mu^{k,i-1}(x_{\text{init}}) \). We also know that, Since \( S^{k,*}(x_{\text{init}}) \subseteq P^{k,\ell} \) and \( P^{k,N-1} \subseteq O^{k,i-1} \), it follows that all vertices in \( S^{k,*}(x_{\text{init}}) \) have achieved their optimal action and their optimal cost value at the beginning of the \( i \)th policy iteration. That is, \( \mu^{k,i-1}(x') = \mu^{k,i}(x') \) and \( J^{k,i-1}(x') = J^{k,*}(x') \) for all \( x' \in S^{k,*}(x_{\text{init}}) \). It follows from Lemma 3 that \( \mu^{k,i}(x_{\text{init}}) \subseteq U^{k,*}(x_{\text{init}}) \) and \( J_{\mu, k, i}(x_{\text{init}}) = J^{k,*}(x_{\text{init}}) \) at the end of \( i \)th policy improvement step. This implies that \( \mu^{k,i-1}(x_{\text{init}}) = \mu^{k,i}(x_{\text{init}}) \). The cost value of \( x_{\text{init}} \) at the beginning of \( i \)th policy improvement step is given by \( J_{\mu, k, i-1}(x_{\text{init}}) = g(x, \mu^{k,i-1}(x_{\text{init}})) + J_{\mu, k, i-1}(f(x, \mu^{k,i-1}(x_{\text{init}}))) \). We know that \( \mu^{k,i-1}(x_{\text{init}}) = \mu^{k,i}(x_{\text{init}}) \). Let \( \mu^{k,*}(x_{\text{init}}) = u^* \in U^{k,*}(x_{\text{init}}) \) and \( x' \in S^{k,*}(x_{\text{init}}) \) such that \( x' = f(x, u^*) \). Since \( x' \in P^{k,\ell} \), and \( \ell = N^k(x_{\text{init}}) - 1 \), \( x' \) achieves the optimal cost function value, and hence \( J_{\mu, k, i-1}(x') = J^{k,*}(x') \). We thus have \( J_{\mu, k, i-1}(x_{\text{init}}) = g(x, u^*) + J^{k,*}(x') = J^{k,*}(x_{\text{init}}) \).

We have thus shown that \( J_{\mu, k, i-1}(x_{\text{init}}) = J^{k,*}(x_{\text{init}}) \) which leads to the contradiction we seek, given the initial assumption that the algorithm terminates with a suboptimal cost value for the initial vertex. □

The previous theorem states that when the \texttt{Replan} procedure terminates at the beginning of the \( N^k(x_{\text{init}}) \)th policy improvement step, it has already computed the optimal action and cost function value for \( x_{\text{init}} \). If the algorithm terminates after more than or equal to \( N^k(x_{\text{init}}) \) policy improvement steps, then optimality follows directly from Lemma 5, since the \texttt{Replan} procedure is thus guaranteed to terminate after a finite number of policy improvement steps, owing to the properties of policy iteration and the fact that the policy space is finite [6].

**Theorem 2 (Termination of \texttt{Replan} Procedure after a Finite Number of Steps)** Let \( G^k = (V^k, E^k) \) be the graph built at the end of \( k \)th iteration of the PI-RRT\# algorithm. Then, the \texttt{Replan} procedure of the PI-RRT\# algorithm terminates after at most \((N^k + 2)\) policy improvement steps, where \( \overline{N}^k = \max_{x \in V^k_{\text{prom}}} N^k(x) \) and \( \overline{V}^k_{\text{prom}} = \{ \text{pred}(G^k, x) : x \in V^k_{\text{prom}} \} \).

**Proof** Let us assume, on the contrary, that the \texttt{Replan} procedure does not terminate at the end of the \((N^k + 2)\)th policy improvement step at the \( k \)th iteration of the PI-RRT\# algorithm. This implies that there exists a point \( x \in B^{k,\overline{N}^k+1} \) such that its cost function value is reduced, and its policy is updated at the end of the \((N^k + 2)\)th policy improvement step. Equivalently, there exists \( u \in U^k(x) \) that yields \( J_{\mu, k, N^k+1}(x) > g(x, u) + J_{\mu, k, N^k+1}(x') \) where \( x' \in S^k(x), \mu^{k, N^k+1} \neq \mu^{k, N^k+2}(x) = u \) and \( x' = f(x, u) \). By definition, we have \( B^{k, \overline{N}^k} = V^k_{\text{prom}} \), which implies that \( V^k_{\text{prom}} \subseteq O^{k, \overline{N}^k} \subseteq O^{k, N^k+1} \) due to Lemma 5 and Lemma 1. For all \( x \in V^k_{\text{prom}} \), we have \( J_{\mu, k, N^k+1}(x) = J^{k,*}(x) < J^{k,*}(x_{\text{init}}) \leq J_{\mu, k, N^k+1}(x_{\text{init}}) \), which implies that \( \text{pred}(G, x) \in B^{k, \overline{N}^k+1} \). Therefore, \( \overline{V}^k_{\text{prom}} \subseteq B^{k, \overline{N}^k+1} \). Since \( V^k_{\text{prom}} \subseteq O^{k, \overline{N}^k} \) and \( \overline{V}^k_{\text{prom}} \subseteq B^{k, \overline{N}^k+1} \), it can also be shown, similarly to Lemma 4, that all vertices of \( \overline{V}^k_{\text{prom}} \) achieve their optimal cost values and their optimal policies after the \((\overline{N}^k + 1)\)th policy improvement step. As a result, \( J_{\mu, k, N^k+1}(x) = J^{k,*}(x) \), \( \mu^{k, N^k+1}(x) \subseteq U^{k,*}(x) \) for all \( x \in \overline{V}^k_{\text{prom}} \).

Next, note that for the successor vertex of \( x_{\text{init}} \) along the optimal path between \( x_{\text{init}} \) and the goal region we have that \( N^k(x') = N^k(x_{\text{init}}) - 1 \leq N^k \) since \( x' \in V^k_{\text{prom}} \). This implies that \( N^k(x_{\text{init}}) \leq N^k + 1 \), and therefore, from Lemma 5, we have that \( J_{\mu, k, N^k+1}(x_{\text{init}}) = J^{k,*}(x_{\text{init}}) \). Recall now that, for all \( x \in V^k \) with \( \text{pred}(G^k, x) \in B^{k, \overline{N}^k+1} \), we have that \( J_{\mu, k, N^k+1}(x) < J_{\mu, k, N^k+1}(x_{\text{init}}) \). Since \( J_{\mu, k, N^k+1}(x_{\text{init}}) = J^{k,*}(x_{\text{init}}) \), the following expression holds:

\[
J^{k,*}(x) \leq J_{\mu, k, N^k+1}(x) < J_{\mu, k, N^k+1}(x_{\text{init}}) = J^{k,*}(x_{\text{init}}) \quad \Rightarrow \quad J^{k,*}(x) < J^{k,*}(x_{\text{init}})
\]

Therefore, \( x \in V^k_{\text{prom}} \) and \( \text{pred}(G^k, x) \in \overline{V}^k_{\text{prom}} \) which implies that \( B^{k, \overline{N}^k+1} \subseteq \overline{V}^k_{\text{prom}} \). From the two preceding results, it follows that \( B^{k, \overline{N}^k+1} = \overline{V}^k_{\text{prom}} \).
Let $x \in B^{N_k+1} = \mathcal{V}_{\text{prom}}^k$, whose policy is updated during the $(N_k+2)th$ policy improvement step. We therefore have that $J^{k,*}(x) = J_{\mu^{k,N_k+1}}(x) > g(x,u) + J_{\mu^{k,N_k+1}}(x') = J^{k,*}(x')$. This yields $J^{k,*}(x) > g(x,u) + J^{k,*}(x')$, which contradicts (6), thus completing the proof. □

**Theorem 3 (Asymptotic Optimality of PI-RRT\#)** Let $G^k = (V^k, E^k)$ be the graph built at the end of the $k$th iteration of the PI-RRT\# algorithm and let $N_k$ is maximum number of policy improvement steps performed at the $k$ iteration. As $k \to \infty$, the policy $\mu^{k,N_k}(x_{\text{init}})$ and its corresponding cost function $J_{\mu^{k,N_k}}(x_{\text{init}})$, converge to the optimal policy $\mu^*(x_{\text{init}})$ and corresponding optimal cost function $J_{\mu^*}(x_{\text{init}})$ with probability one.

**Proof** The graph $G^k = (V^k, E^k)$ is constructed by the RRG algorithm at the beginning of $k$th iteration. In the PI-RRT\# algorithm, the optimal cost function value of $x_{\text{init}}$ with respect to $G^k$ is computed during the Replan procedure at the end of $k$th iteration, that is, $J_{\mu^{k,N_k}}(x_{\text{init}}) = J^{k,*}(x_{\text{init}})$ and $\mu^{k,N_k}(x_{\text{init}}) = \mu^{k,*}(x_{\text{init}})$. Since the RRG algorithm is asymptotically optimal with probability one, $G^k$ will encode, almost surely, the optimal path between $x_{\text{init}}$ and goal region as $k \to \infty$. This implies that $J_{\mu^{k,N_k}}(x_{\text{init}}) = J^{k,*}(x_{\text{init}}) \to J^*(x_{\text{init}})$ and $\mu^{k,N_k}(x_{\text{init}}) = \mu^{k,*}(x_{\text{init}}) \to \mu^*(x_{\text{init}})$ with probability one. □
7 Numerical Simulations

We implemented both the baseline RRT* and PI-RRT* algorithms in MATLAB and performed Monte Carlo simulations on shortest path planning problems in two different 2D environments, namely, sparse and highly cluttered environments. The goal was to find the shortest path that minimizes the Euclidean distance from an initial point to a goal point. The initial and goal points are shown in yellow and dark blue squares in the figures below, respectively. The obstacles are shown in red and the best path computed during each iteration is shown in yellow.

The results were averaged over 100 trials and each trial was run for 10,000 iterations. No vertex rejection rule is applied during the extension procedure. We then computed the total time required to complete a trial and measured the time spent on the non-planning (sampling, extension, etc.) and the planning-related procedures of the algorithms, separately. The growth of the tree in each case is shown in Figure 2. At each iteration, a subset of promising vertices is determined during the policy evaluation step and policy improvement is performed only for these vertices. The promising vertices are shown in magenta in Figure 2.

For the first problem, the average time spent for non-planning related procedures in the RRT* and PI-RRT* algorithms are shown in blue and red colors, respectively, in Figure 3. As seen from these figures, PI-RRT* is slightly faster than the RRT* algorithm, especially when adding a new vertex to the graph. Since there is no priority queue in the PI-RRT* algorithm, it is much cheaper to include a new vertex and there is no need for vertex ordering.

For the first problem, the average time spent for planning related procedures for the RRT* and the PI-RRT* algorithms are shown in blue and red colors, respectively, in Figure 4. As seen from these figures, the relation between time and iteration is linear when the number of iterations becomes large in the log-log scale plot, which implies a polynomial relationship, i.e., \( t(n) = cn^a \). One can find these parameters by using a least-square minimization based on the measured data for iterations between 100 to 10,000. These parameters can be computed as \( c_0 = 6.4322 \times 10^{-5}, a_0 = 1.2925 \) for RRT* and \( c_{pi} = 1.0672 \times 10^{-6}, a_{pi} = 2.214 \) for the PI-RRT*. The fitted time-iteration lines (dashed) for the RRT* and the PI-RRT* are shown in magenta and green colors, respectively. In our implementation, we use one processor to perform policy
improvement due to simplicity. However, as mentioned earlier, the policy improvement step can be done in parallel. One can divide the set of promising vertices into disjoint sets and assign each of them to a different processor.

Let \( n_p \) denote the number of processors, and let \( N \) denote the computational load per processor, i.e., \( N = n/n_p \), where \( n \) is the iteration number which can be considered as an upper bound on the number of promising vertices. Simple calculation shows that the load per processor needs to satisfy the following relationship for the PI-RRT\# algorithm in order to outperform the baseline RRT\# algorithm for faster planning.

\[
N = \frac{n}{n_p} > \frac{c_0}{c_{pi}} n^{1+\alpha_0-\alpha_{pi}}.
\]

For the first problem, based on these empirical data, the load per processor versus iteration limit is \( N > 60.27 n^{0.078562} \). This line is plotted in Figure 5. For example, the load per processor needs to be smaller than 124.27, so that each processor should not be assigned more than 124.27 vertices for policy improvement. This implies that the number of processors needs to be greater than 80.47 during the 10,000\(th\) iteration.
From the previous simple analysis it follows that the PI-RRT\# algorithm can be a better choice than RRT\# algorithm for planning problems in high-dimensional search spaces. In high-dimensional search spaces, one needs to run planning algorithms for a large number of iterations in order to explore the search space densely and see a significant improvement in the computed solutions. This requirement induces a bottleneck on the RRT\# algorithm and all similar VI-based algorithms since the re-planning procedure is performed sequentially and requires ordering of vertices. Therefore, this operation may take a long time, as the number of vertices increases significantly. On the other hand, the PI-RRT\# algorithm does not require any ordering of the vertices, and one can keep re-planning tractable by employing more processors (e.g., spawning more threads) as needed, in order to meet the desired load per processor requirement. Given the current advancement in parallel computing technologies, such as GPUs, a well-designed parallel implementation of the PI-RRT\# may yield significant real-time execution performance improvement for some problems that are known to be very challenging to handle with existing VI-based probabilistic algorithms.

The same analysis was carried out for the second problem and the results are shown in Figure 6, 7 and 8.
Figure 7: The time required for planning procedures to complete a certain number of iterations for the second problem set. The time curve for RRT# and PI-RRT# are shown in blue and red, respectively. Vertical bars denote standard deviation averaged over 100 trials.

Figure 8: The time required for non-planning procedures to complete a certain number of iterations for the second problem set. The time curve for RRT# and PI-RRT# are shown in blue and red, respectively. Vertical bars denote standard deviation averaged over 100 trials.

8 Conclusion

We show that a connection between DP and RRGs may yield different types of sampling-based motion planning algorithms that utilize ideas from dynamic programming. These algorithms ensure asymptotic optimality (with probability one) as the number of samples tends to infinity. Use of policy iteration, instead of value iteration during the exploitation step, may offer several advantages, such as completely parallel implementation, avoidance of sorting and maintaining a queue of all sampled vertices in the graph, etc. We have implemented these ideas in the replanning step of the RRT# algorithm. The proposed PI-RRT# algorithm can be massively parallelized, which can be exploited by taking advantage of the recent computational and technological advances of GPUs. This is part of ongoing work.
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