Existence and smoothness of the density for spatially homogeneous SPDEs
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Abstract

In this paper, we extend Walsh’s stochastic integral with respect to a Gaussian noise, white in time and with some homogeneous spatial correlation, in order to be able to integrate some random measure-valued processes. This extension turns out to be equivalent to Dalang’s one. Then we study existence and regularity of the density of the probability law for the real-valued mild solution to a general second order stochastic partial differential equation driven by such a noise. For this, we apply the techniques of the Malliavin calculus. Our results apply to the case of the stochastic heat equation in any space dimension and the stochastic wave equation in space dimension $d = 1, 2, 3$. Moreover, for these particular examples, known results in the literature have been improved.
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1 Introduction

The purpose of this paper is to study the probability law of the real-valued solution of the following general class of stochastic partial differential equations:

\[ Lu(t, x) = \sigma(u(t, x)) \dot{W}(t, x) + b(u(t, x)), \quad t \geq 0, \ x \in \mathbb{R}^d, \]

where \( L \) denotes a second order differential operator, and we impose the initial conditions

\[ u(0, x) = \frac{\partial u}{\partial t}(0, x) = 0. \]

The coefficients \( \sigma \) and \( b \) are some real-valued functions and \( \dot{W}(t, x) \) is the formal notation for some Gaussian random perturbation defined on some probability space. We will assume that it is white in time and with a homogeneous spatial correlation given by a function \( f \), and we denote by \( (\mathcal{F}_t) \) the filtration generated by \( W \) (see Section 2 for the precise definition of this noise).

By definition, the solution to Equation (1.1) is an adapted stochastic process \( \{u(t, x), (t, x) \in [0, T] \times \mathbb{R}^d\} \) satisfying

\[
\begin{align*}
  u(t, x) &= \int_0^t \int_{\mathbb{R}^d} \Gamma(t-s, x-y) \sigma(u(s, y)) W(ds, dy) \\
           &\quad + \int_0^t \int_{\mathbb{R}^d} b(u(t-s, x-y)) \Gamma(s, dy) ds,
\end{align*}
\]

where \( \Gamma \) denotes the fundamental solution associated to \( Lu = 0 \). As it is going to be clarified later on, for all \( t \in [0, T] \), we suppose that \( \Gamma(t) \) is a non-negative measure on \( \mathbb{R}^d \) (see Hypothesis A). The stochastic integral appearing in formula (1.3) requires some care because the integrand is a measure. For integrands that are real-valued functions, that is \( (t, x) \mapsto \Gamma(t, x) \in \mathbb{R} \), the stochastic integral was defined by Walsh in [16]. Then, in order to deal with SPDEs whose associated fundamental solution is a generalised function, Dalang [3] extended Walsh’s stochastic integral and covered, for instance, the case of the wave equation in dimension three.

However, in the first part of this paper we will give, in a general setting, a definition of the stochastic integral with respect to \( W \) using the techniques of the stochastic integration with respect to a cylindrical Brownian motion (see, for instance, [5]). As we will see, this integral will turn out to be equivalent to Dalang’s extension (3) when the integrand is of the form \( G := \Gamma(t-\cdot, x-\cdot) Z(\cdot, \cdot) \), for certain stochastic processes \( Z \). More precisely, we will show that random elements of this latter form may be integrated with respect to \( W \) using a localising procedure: first we will assume that \( Z \) has bounded trajectories and then we will identify \( G \) as the weak limit of some sequence \( (\Gamma Z_N) \), where any \( Z_N \) have bounded paths, almost surely (see Lemma 3.2 and Proposition 3.3).
We should mention at this point that solutions to stochastic partial differential equations of the form (1.1) have been largely studied during the last two decades. For instance, for the case of the stochastic heat and wave equations, we refer to [16, 2, 4, 8, 3, 11, 10].

The second part of the paper is devoted to study the probability law of the random variable $u(t,x)$, for any fixed $(t,x) \in (0,T] \times \mathbb{R}^d$. This will be done using the techniques of the so-called Malliavin calculus. The aim is two-fold:

First, we prove that $u(t,x)$ has an absolutely continuous law with respect to Lebesgue measure on $\mathbb{R}$, provided that, among other assumptions, the differential operator $L$ and the spatial correlation $f$ are related as follows:

$$
\int_0^T \int_{\mathbb{R}^d} |\mathcal{F} \Gamma(t)(\xi)|^2 \mu(d\xi) dt < \infty,
$$

where $\mu$ is a non-negative tempered measure such that its Fourier transform is $f$ (see Theorem 5.2 for the precise statement). This result provides a generalisation of Theorem 3 in [13], where the authors deal with the three-dimensional stochastic wave equation and a slightly stronger condition than (1.4) is assumed. In order to prove that the law of $u(t,x)$ has a density, we apply Bouleau-Hirsch’s criterion. Indeed, to prove the Malliavin regularity of the solution, we take advantage of the results in [13] and we fully identify the initial condition of the stochastic equation satisfied by the Malliavin derivative of $u(t,x)$. This is an important point in order to show that the Malliavin matrix is invertible almost surely. Eventually, we point out that (1.4) is also a sufficient condition to have the stochastic integral in (1.3) well defined.

Secondly, we prove that the law of $u(t,x)$ has an infinitely differentiable density with respect to Lebesgue measure on $\mathbb{R}$ (see Theorem 6.2). To obtain this result, we show that $u(t,x)$ is infinitely differentiable in the Malliavin sense and that the inverse of the Malliavin matrix has moments of all order. For the latter to be achieved, we need to impose a lower bound of the integral in (1.4) in terms of a certain power of $T$ (see (6.29)). We should mention that Theorem 6.2 in Section 6 provides an improvement of Theorem 3 in [14] for the case of the three-dimensional stochastic wave equation, since in this latter reference the integrability conditions concerning the Fourier transform of $\Gamma$ are much more involved (see also [15]). Moreover, it is worth mentioning that Theorem 6.2 also generalises known results on existence and smoothness of the density for the case of the stochastic heat and wave equation with dimensions $d \geq 1$ and $d = 1, 2$, respectively (see [2, 8, 7, 15]).

The paper is organised as follows. In the next Section 2 we present some preliminaries concerning the random perturbation in Equation (1.1) as well as the main hypothesis on the fundamental solution $\Gamma$ and the space correlation $f$. We extend Walsh’s stochastic integral in order to cover the case of measure-valued integrands in Section 3, we also characterise some measure-valued random
elements that can be integrated with respect to $W$ and we sketch the construction of the integral in a Hilbert-valued setting. In Section 3 a theorem on existence and uniqueness of solution for Equation (1.1) is stated; we also deal with some particular examples of differential operators $L$, namely the heat and wave equations. Sections 5 and 6 are devoted, respectively, to the existence and regularity of the density for the probability law of the solution to (1.1). At the very beginning of Section 5, we introduce the main tools of the Malliavin calculus needed along the paper (we refer to [9] for a complete account on the topic).

Throughout the paper we use the notation $C$ for any positive real constant, independently of its value.

2 Preliminaries

Recall that we are interested in the following general class of stochastic partial differential equations:

$$Lu(t, x) = \sigma(u(t, x))\dot{W}(t, x) + b(u(t, x)),$$

with $t \geq 0$, $x \in \mathbb{R}^d$, $L$ denotes a second order differential operator, and we consider vanishing initial conditions (1.2). The Gaussian random perturbation is described as follows: $W$ is a zero mean Gaussian family of random variables $\{W(\varphi), \varphi \in C_0^\infty(\mathbb{R}^{d+1})\}$, defined in a complete probability space $(\Omega, F, P)$, with covariance

$$E(W(\varphi)W(\psi)) = \int_0^\infty \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \varphi(t, x)f(x-y)\psi(t, y)dxdydt,$$

(2.5)

where $f$ is a non-negative continuous function of $\mathbb{R}^d \setminus \{0\}$ such that it is the Fourier transform of a non-negative definite tempered measure $\mu$ on $\mathbb{R}^d$. That is,

$$f(x) = \int_{\mathbb{R}^d} \exp(-2\pi i x \cdot \xi)\mu(d\xi)$$

and there is an integer $m \geq 1$ such that

$$\int_{\mathbb{R}^d} (1 + |\xi|^2)^{-m}\mu(d\xi) < \infty.$$

Then, the covariance (2.5) can also be written, using Fourier transform, as

$$E(W(\varphi)W(\psi)) = \int_0^\infty \int_{\mathbb{R}^d} \mathcal{F}\varphi(t)(\xi)\mathcal{F}\psi(t)(\xi)\mu(d\xi)dt.$$

The main assumption on the differential operator $L$ may be summarised as follows:
Hypothesis A. The fundamental solution to $Lu = 0$, denoted by $\Gamma$, is a non-negative measure of the form $\Gamma(t, dx)dt$ such that for all $T > 0$

$$\sup_{0 \leq t \leq T} \Gamma(t, \mathbb{R}^d) \leq C_T < \infty$$  \hspace{1cm} (2.6)

and

$$\int_0^T \int_{\mathbb{R}^d} |F\Gamma(t)(\xi)|^2 \mu(d\xi) dt < \infty.$$  \hspace{1cm} (2.7)

The completion of the Schwartz space $S(\mathbb{R}^d)$ of rapidly decreasing $C^\infty$ functions, endowed with the inner product

$$\langle \varphi, \psi \rangle_{\mathcal{H}} = \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \varphi(x)f(x-y)\psi(y)dxdy = \int_{\mathbb{R}^d} \mathcal{F}\varphi(\xi)\mathcal{F}\psi(\xi)\mu(d\xi),$$

$\varphi, \psi \in S(\mathbb{R}^d)$, is denoted by $\mathcal{H}$. Notice that $\mathcal{H}$ may contain distributions. Set $\mathcal{H}_T = L^2([0,T]; \mathcal{H})$.

3 Stochastic integrals

In this section Walsh’s stochastic integral with respect to martingale measures will be extended to more general integrands, namely the class of square integrable $\mathcal{H}$-valued predictable processes. The extension will be performed in the infinite dimensional setting described by Da Prato and Zabczyk in [3]. Then, we will give non-trivial examples of integrands, which will be some measure-valued random elements. We will briefly recall the extension of the stochastic integral in a Hilbert-valued setting. This will be needed to give a rigorous meaning to the stochastic evolution equations satisfied by the Malliavin derivatives of the solution of (1.3).

Extension of Walsh’s stochastic integral

Fix a time interval $[0, T]$. The Gaussian family $\{W(\varphi), \varphi \in C_0^\infty([0,T] \times \mathbb{R}^d)\}$ can be extended to the completion $\mathcal{H}_T = L^2([0,T]; \mathcal{H})$ of the space $C_0^\infty([0,T] \times \mathbb{R}^d)$ under the scalar product

$$\langle \varphi, \psi \rangle = \int_0^T \int_{\mathbb{R}^d} \mathcal{F}\varphi(t)(\xi)\mathcal{F}\psi(t)(\xi)\mu(d\xi) dt.$$  \hspace{1cm}

We will also denote by $W(g)$ the Gaussian random variable associated with an element $g \in L^2([0,T]; \mathcal{H})$.

Set $W_t(h) = W(1_{[0,t]}h)$ for any $t \geq 0$ and $h \in \mathcal{H}$. Then, $\{W_t, t \in [0,T]\}$ is a cylindrical Wiener process in the Hilbert space $\mathcal{H}$. That is, for any $h \in \mathcal{H}$, $\{W_t(h), t \in [0,T]\}$ is a Brownian motion with variance $\|h\|^2_{\mathcal{H}}$, and

$$E(W_t(h)W_s(g) = (s \wedge t) \langle h, g \rangle_{\mathcal{H}}.$$  \hspace{1cm}
Let $\mathcal{F}_t$ be the $\sigma$-field generated by the random variables $\{W_s(h), h \in \mathcal{H}, 0 \leq s \leq t\}$ and the $P$-null sets. We define the predictable $\sigma$-field as the $\sigma$-field in $\Omega \times [0,T]$ generated by the sets $\{(s,t] \times A, 0 \leq s < t \leq T, A \in \mathcal{F}_s\}$.

Then (see, for instance, [5]), we can define the stochastic integral of $\mathcal{H}$-valued square integrable predictable processes. For any predictable process $g \in L^2(\Omega \times [0,T]; \mathcal{H})$ we denote its integral with respect to the cylindrical Wiener process $W$ by

$$
\int_0^T \int_{\mathbb{R}^d} g \, dW = g \cdot W,
$$

and we have the isometry property

$$
E \left( |g \cdot W|^2 \right) = E \left( \int_0^T \|g_t\|^2_{\mathcal{H}} \, dt \right).
$$

**Remark 3.1** Under the standing assumptions, using an approximation procedure by means of test functions, one proves that the space $\mathcal{H}$ contains the indicator functions of bounded Borel sets (for details see [4] or [12], p. 13). Then, $M_t(A) := W(1_{[0,t]} \mathbf{1}_A)$ defines a martingale measure associated to the noise $W$ in the sense of Walsh (see [16] and [3]) and the stochastic integral (3.8) coincides with the integral defined in the work of Dalang [3].

**Example of integrands**

We aim now to provide useful examples of random distributions which belong to the space $L^2(\Omega \times [0,T]; \mathcal{H})$. Before stating the result, we consider the following lemma:

**Lemma 3.2** Assume that $\Gamma$ satisfies Hypothesis A. Let $g$ be a bounded Borel function on $[0,T] \times \mathbb{R}^d$. Then $g\Gamma \in \mathcal{H}_T$, and

$$
\|g\|^2_{\mathcal{H}_T} \leq \|g\|_\infty^2 \int_0^T \int_{\mathbb{R}^d} |\mathcal{F}\Gamma(t)(\xi)|^2 \mu(d\xi) \, dt.
$$

**Proof.** We can decompose $g$ into the difference $g^+ - g^-$ of two nonnegative bounded Borel functions. Thus, without any loss of generality we can assume that $g$ is nonnegative. Moreover, we observe that $g\Gamma$ also satisfies conditions (2.6) and (2.7). Indeed, to prove the latter condition, we consider an approximation of the identity $(\psi_n)_n$ defined as follows: let $\psi \in C_0^\infty(\mathbb{R}^d)$ such that $\psi \geq 0$, the support of $\psi$ is contained in the unit ball of $\mathbb{R}^d$ and $\int_{\mathbb{R}^d} \psi(x) \, dx = 1$. Set $\Gamma_n(t) = \psi_n \ast \Gamma(t)$ and $J_n(t) = \psi_n \ast (g\Gamma(t))$. Then, for all $t \in [0,T]$, $\Gamma_n(t)$ and $J_n(t)$ belong to $S(\mathbb{R}^d) \subset \mathcal{H}$, and $|\mathcal{F}\Gamma_n(t)| \leq |\mathcal{F}\Gamma(t)|$. Besides, since $\Gamma$ is non-negative, we have that $J_n(t)(\xi) \leq \|g\|_\infty \Gamma_n(t)(\xi)$, for any $\xi \in \mathbb{R}^d$. Thus, by

$$
\int_0^T \int_{\mathbb{R}^d} |\mathcal{F}\Gamma_n(t)(\xi)|^2 \mu(d\xi) \, dt \leq \|g\|_\infty^2 \int_0^T \int_{\mathbb{R}^d} |\mathcal{F}\Gamma(t)(\xi)|^2 \mu(d\xi) \, dt,
$$

and

$$
\|g\|^2_{\mathcal{H}_T} \leq \|g\|_\infty^2 \int_0^T \int_{\mathbb{R}^d} |\mathcal{F}\Gamma(t)(\xi)|^2 \mu(d\xi) \, dt.
$$

Similarly, we can prove the other inequalities. Hence, we have

$$
\|g\|^2_{\mathcal{H}_T} \leq \|g\|_\infty^2 \int_0^T \int_{\mathbb{R}^d} |\mathcal{F}\Gamma(t)(\xi)|^2 \mu(d\xi) \, dt.
$$

Finally, since $\Gamma_n(t)$ is non-negative, we have that $J_n(t)(\xi) \leq \|g\|_\infty \Gamma_n(t)(\xi)$, for any $\xi \in \mathbb{R}^d$. Thus, by
Fatou's lemma

\[
\int_0^T \int_{\mathbb{R}^d} |\mathcal{F}(g\Gamma(t))(\xi)|^2 \mu(d\xi) dt \\
\leq \liminf_{n \to \infty} \int_0^T \int_{\mathbb{R}^d} J_n(t, x) f(x - y) J_n(t, y) dx dy dt \\
\leq \|g\|_\infty^2 \liminf_{n \to \infty} \int_0^T \int_{\mathbb{R}^d} |\mathcal{F} \Gamma_n(t)(\xi)|^2 \mu(d\xi) dt \\
\leq \|g\|_\infty^2 \int_0^T \int_{\mathbb{R}^d} |\mathcal{F}(\Gamma(t))(\xi)|^2 \mu(d\xi) dt < \infty.
\]

The fact that \(g\Gamma\) satisfies conditions (2.6) and (2.7) let us reduce the proof to the case where \(g = 1\).

We consider the regularisation \((\Gamma_n)_n\) of \(\Gamma\) defined above. Condition (2.7) implies that \(\Gamma_n(t)\) belongs to \(\mathcal{H}_T\) and it has a uniformly bounded norm, so it converges weakly to some element \(h \in \mathcal{H}_T\). We claim that \(h = \Gamma\), and this is a consequence of the fact that, owing to the definition of \(\Gamma_n(t)\), for any \(\varphi \in S(\mathbb{R}^d)\), and for any \(0 \leq s < t \leq T\) we have

\[
\int_s^t \langle h, \varphi \rangle_{\mathcal{H}} dr = \lim_{n \to \infty} \int_s^t \langle \Gamma_n(r), \varphi \rangle_{\mathcal{H}} dr = \int_s^t \langle \Gamma(r), \varphi \rangle_{\mathcal{H}} dr.
\]

More precisely, it holds that

\[
\int_s^t \langle \Gamma_n(r), \varphi \rangle_{\mathcal{H}} dr = \int_s^t \int_{\mathbb{R}^d} \Gamma(r, dz) \left( \int_{\mathbb{R}^d} \psi_n(x - z) F(x) dx \right) dr,
\]

where \(F(x) := \int_{\mathbb{R}^d} f(x - y) \varphi(y) dy\). Observe that the hypothesis on \(f\) and \(\varphi\) imply that \(F\) is continuous and \(\lim_{x \to \infty} F(x) = 0\). Hence, it turns out that we can apply the Bounded Convergence Theorem, so that we end up with

\[
\lim_{n \to \infty} \int_s^t \langle \Gamma_n(r), \varphi \rangle_{\mathcal{H}} dr = \int_s^t \int_{\mathbb{R}^d} \Gamma(r, dz) f(z - y) \varphi(y) dy dr,
\]

and this let us identify \(h\) with \(\Gamma\) in \(\mathcal{H}_T\). \(\square\)

This lemma allows us to prove the following result, which give examples of random distributions that can be integrated with respect to \(W\).

**Proposition 3.3** Assume that \(\Gamma\) satisfies Hypothesis A. Let \(Z = \{Z(t, x), (t, x) \in [0, T] \times \mathbb{R}^d\}\) be a predictable process such that

\[
C_Z := \sup_{(t, x) \in [0, T] \times \mathbb{R}^d} E(|Z(t, x)|^2) < \infty.
\]

Then, the random element \(G = G(t, dx) = Z(t, x)\Gamma(t, dx)\) is a predictable process in the space \(L^2(\Omega \times [0, T] ; \mathcal{H})\).
Proof. For any \( N \geq 1 \) define
\[
Z_N(t, x) = Z(t, x)1_{\{|Z(t,x)| \leq N\}}.
\]
Clearly, \( Z_N \) is a predictable process with bounded trajectories. Thus, by the previous lemma, \( G_N(t, x) = Z_N(t, x)\Gamma(t, dx) \) is a predictable process in \( L^2(\Omega \times [0,T]; \mathcal{H}) \). Let \( (J_{N,n}(t))^n \subset \mathcal{S}(\mathbb{R}^d) \) be the regularisation of \( G_N(t) \) by means of an approximation of the identity \( (\psi_n)_n \), as it has been defined in the proof of Lemma 3.2. This let us prove that the norm of \( G_N \) in \( L^2(\Omega \times [0,T]; \mathcal{H}) \) is uniformly bounded because
\[
E\left( \|G_N\|^2_{L^2([0,T]; \mathcal{H})} \right) = E\left( \lim_{n \to \infty} \|J_{N,n}\|^2_{L^2([0,T]; \mathcal{H})} \right) \\
\leq \liminf_{n \to \infty} E\left( \int_0^T \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} J_{N,n}(t, x)f(x-y)J_{N,n}(t, y)dxdydt \right) \\
\leq C_Z \liminf_{n \to \infty} E\left( \int_0^T \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \Gamma_n(t, x)f(x-y)\Gamma_n(t, y)dxdydt \right) \\
\leq C_Z \int_0^T \int_{\mathbb{R}^d} |\Gamma(t)(\xi)|^2 \mu(d\xi)dt < \infty.
\]
Recall that \( \Gamma_n(t) = \psi_n * \Gamma(t) \). Therefore, \( G_N \) converges weakly to a predictable process \( \tilde{G} \) in \( L^2(\Omega \times [0,T]; \mathcal{H}) \). We claim that \( \tilde{G} = G \). In fact, for any \( \varphi \in \mathcal{S}(\mathbb{R}^d) \), for any \( 0 \leq s < t \leq T \) and for any \( B \in \mathcal{F}_s \), we can argue similarly as in the very last part of the proof of Lemma 3.2 and obtain
\[
E\left( \mathbf{1}_B \int_s^t \left\langle \tilde{G}(r), \varphi \right\rangle_{\mathcal{H}} dr \right) \\
= \lim_{N \to \infty} E\left( \mathbf{1}_B \int_s^t \left\langle G_N(r), \varphi \right\rangle_{\mathcal{H}} dr \right) \\
= \lim_{N \to \infty} E\left( \mathbf{1}_B \int_s^t \left\langle Z(r,x)1_{\{|Z(r,x)| \leq N\}} \Gamma(r), \varphi \right\rangle_{\mathcal{H}} dr \right) \\
= \lim_{N \to \infty} E\left( \mathbf{1}_B \int_s^t \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \Gamma(r,dx)Z(r,x)1_{\{|Z(r,x)| \leq N\}} f(x-y)\varphi(y)dxdydr \right) \\
= E\left( \mathbf{1}_B \int_s^t \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \Gamma(r,dx)Z(r,x)f(x-y)\varphi(y)dxdydr \right),
\]
so we can identify \( \tilde{G} \) with \( G \). \( \square \)

Remark 3.4 As a consequence of Proposition 3.3 we are able to define the stochastic integral of \( G = Z\Gamma \) with respect to \( W \):
\[
G \cdot W = \int_0^T \int_{\mathbb{R}^d} G(s, y)W(ds, dy) = \int_0^T \int_{\mathbb{R}^d} \Gamma(s, y)Z(s, y)W(ds, dy).
\]
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Moreover, using the same ideas as in [13] (see also [12], Theorem 1.2.5), one can obtain bounds for the $L^p(\Omega)$–norm of $G \cdot W$. More precisely, suppose that

$$\sup_{(t,x) \in [0,T] \times \mathbb{R}^d} E(|Z(t,x)|^p) < \infty,$$

for some $p \geq 2$. Then

$$E(|G \cdot W|^p) = E \left( \int_0^T \int_{\mathbb{R}^d} G(s,y)W(ds,dy) \right)^p \leq C_p(\nu_T)^{\frac{p}{2}} \int_0^T \left( \sup_{x \in \mathbb{R}^d} E(|Z(s,x)|^p) \right) \int_{\mathbb{R}^d} |\mathcal{F}\Gamma(s)(\xi)|^2 \mu(d\xi)ds, \quad (3.9)$$

where

$$\nu_T = \int_0^T \int_{\mathbb{R}^d} |\mathcal{F}\Gamma(t)(\xi)|^2 \mu(d\xi)dt.$$

**Remark 3.5** Since the noise’s correlation is of the form $(x,y) \mapsto f(x-y)$, it is natural to be interested in spatially homogeneous situations. Indeed, suppose that we add the following hypothesis on the process $Z$: for all $s \in [0,T]$ and $x,y \in \mathbb{R}^d$, we have

$$E(Z(s,x)Z(s,y)) = E(Z(s,0)Z(s,x-y)).$$

Then, owing to [3], p. 10, we may construct a non-negative tempered measure $\mu^Z_\Gamma$ on $\mathbb{R}^d$ such that

$$\|G\|_{L^2(\Omega;\mathcal{H}_T)} = E(|G \cdot W|^2) = \int_0^T \int_{\mathbb{R}^d} |\mathcal{F}\Gamma(s)(\xi)|^2 \mu^Z_\Gamma(d\xi)ds.$$

As we will see in the next section, the main examples of deterministic measures $\Gamma$ will correspond to fundamental solutions associated to second order differential operators. First, we sketch the construction of the stochastic integral in a Hilbert-valued setting, that is when the process $Z$ takes values in some Hilbert space, usually different from $\mathcal{H}$.

**Hilbert-valued stochastic integrals**

Let $\mathcal{A}$ be a separable real Hilbert space with inner-product and norm denoted by $\langle \cdot, \cdot \rangle_{\mathcal{A}}$ and $\| \cdot \|_{\mathcal{A}}$, respectively. Let $K = \{ K(t,x), (t,x) \in [0,T] \times \mathbb{R}^d \}$ be an $\mathcal{A}$–valued predictable process satisfying the following condition:

$$\sup_{(t,x) \in [0,T] \times \mathbb{R}^d} E (\|K(t,x)\|_{\mathcal{A}}^2) < \infty. \quad (3.10)$$

Our purpose is to define the stochastic integral of elements of the form $\Gamma K = \Gamma(t, dx)K(t, x) \in L^2(\Omega \times [0,T]; \mathcal{H} \otimes \mathcal{A})$.
Let \((e_j, j \geq 0)\) be a complete orthonormal system of \(A\). Set 
\[ K^j(t, x) = \langle K(t, x), e_j \rangle_A, \quad (t, x) \in [0, T] \times \mathbb{R}^d. \]
According to Proposition 3.3, for any \(j \geq 0\) the element \(G^j = G^j(t, x) = \Gamma(t, dx)K^j(t, x)\) belongs to \(L^2(\Omega \times [0, T]; H)\) and, therefore, we may integrate it with respect to the noise \(W\):
\[
G^j \cdot W = \int_0^T \int_{\mathbb{R}^d} \Gamma(s, y)K^j(s, y)W(ds, dy).
\]
We define, for \(G = \Gamma K\),
\[
G \cdot W := \sum_{j \geq 0} G^j \cdot W.
\]
Owing to (3.10) and Proposition 3.3 it can be proved that the above series is convergent and therefore \(G \cdot W\) defines an element of \(L^2(\Omega; A)\) (see also [13], Remark 1). Moreover, using the same arguments as for the proof of (3.9), we have the following bound for the moments of \(G \cdot W\) in \(A\):
\[
E(||G \cdot W||_A^p) \leq C_p(\nu T)^{\frac{p}{2} - 1} \int_0^T \sup_{x \in \mathbb{R}^d} E(||K(s, x)||_A^p) \int_{\mathbb{R}^d} |\mathcal{F}\Gamma(s)(\xi)|^2 \mu(d\xi)ds,
\]
for all \(p \geq 2\).

4 Existence and uniqueness of solutions

Recall that a solution to Equation (4.11) is a real-valued adapted stochastic process \(u = \{u(t, x), (t, x) \in [0, T] \times \mathbb{R}^d\}\) satisfying
\[
u(t, x) = \int_0^t \int_{\mathbb{R}^d} \Gamma(t - s, x - y)\sigma(u(s, y))W(ds, dy)
+ \int_0^t \int_{\mathbb{R}^d} b(u(t - s, x - y))\Gamma(s, dy)ds.
\]
We assume that \(Z = Z(s, y) = \sigma(u(s, y))\) satisfy the hypothesis of Proposition 3.3 so that the stochastic integral on the right hand-side is well-defined.

We suppose that \(\sigma\) and \(b\) are real-valued Lipschitz functions. Under these conditions, we may state an existence and uniqueness of solution’s theorem:

**Theorem 4.1** Suppose that the fundamental solution \(\Gamma\) of \(Lu = 0\) satisfies Hypothesis A. Then, Equation (4.12) has a unique solution \(\{u(t, x), (t, x) \in [0, T] \times \mathbb{R}^d\}\) which is continuous in \(L^2\) and satisfies
\[
\sup_{(t, x) \in [0, T] \times \mathbb{R}^d} E(||u(t, x)||_A^p) < \infty,
\]
for all \(T > 0\) and \(p \geq 1\).
For the proof we refer to [3], Theorem 13, where the Walsh-Dalang equivalent setting is used.

Let us now enumerate some examples of differential operators whose associated fundamental solution fulfills the hypothesis of Theorem 4.1.

**Example 4.2** The wave equation. Let $\Gamma_d$ be the fundamental solution of the wave equation in $\mathbb{R}^d$, that is, $\Gamma_d$ is the solution of

$$\frac{\partial^2 \Gamma_d}{\partial t^2} - \Delta \Gamma_d = 0,$$

with vanishing initial conditions. It is known that for $d = 1, 2, 3$, $\Gamma_d$ is given, respectively, by

$$\begin{align*}
\Gamma_1(t) &= \frac{1}{2} 1_{\{|x| < t\}}, \\
\Gamma_2(t) &= C (t^2 - |x|^2)^{-1/2}, \\
\Gamma_3(t) &= \frac{1}{4\pi t} \sigma_t,
\end{align*}$$

where $\sigma_t$ denotes the surface measure on the three-dimensional sphere of radius $t$. In particular, for each $t$, $\Gamma_d(t)$ has compact support. It is important to remark that only in these cases $\Gamma_d$ defines a non-negative measure. Furthermore, for all dimensions $d \geq 1$, we have a unified expression for the Fourier transform of $\Gamma_d(t)$:

$$\mathcal{F} \Gamma_d(t)(\xi) = \frac{\sin(2\pi t |\xi|)}{2\pi |\xi|}.$$  

Elementary estimates show that there are positive constants $c_1$ and $c_2$ depending on $T$ such that

$$\frac{c_1}{1 + |\xi|^2} \leq \int_0^T \frac{\sin^2(2\pi t \xi)}{4\pi^2 |\xi|^2} dt \leq \frac{c_2}{1 + |\xi|^2}.$$  

Therefore, $\Gamma_d$ satisfies condition (2.7) if and only if

$$\int_{\mathbb{R}^d} \frac{\mu(d\xi)}{1 + |\xi|^2} < \infty. \tag{4.13}$$

**Example 4.3** The heat equation. Let $\Gamma$ be the fundamental solution of the heat equation in $\mathbb{R}^d$ and with vanishing initial conditions, that is

$$\frac{\partial \Gamma}{\partial t} - \frac{1}{2} \Delta \Gamma = 0.$$  

Then, $\Gamma$ is given by the Gaussian density:

$$\Gamma(t, x) = (2\pi t)^{-d/2} \exp \left( -\frac{|x|^2}{2t} \right).$$
and
\[ \mathcal{F}(t)(\xi) = \exp(-4\pi^2 t|\xi|^2). \]
Because
\[ \int_0^T \exp(-4\pi^2 t|\xi|^2)dt = \frac{1}{4\pi^2|\xi|^2}(1 - \exp(-4\pi^2 T|\xi|^2)), \]
we conclude that condition (2.7) holds if and only if (4.13) holds.

Let us express condition (4.13) in terms of the covariance function \( f \). Indeed, as it is pointed out in [3], condition (4.13) is always true when \( d = 1 \); for \( d = 2 \), (4.13) holds if and only if
\[ \int_{|x| \leq 1} f(x) \log \frac{1}{|x|} dx < \infty, \]
and for \( d \geq 3 \), (4.13) holds if and only if
\[ \int_{|x| \leq 1} f(x) \frac{1}{|x|^{d-2}} dx < \infty. \]

5 Existence of density

In this section we aim to prove that the solution to Equation (1.3), at any point \((t, x) \in (0, T] \times \mathbb{R}^d\), is a random variable whose law admits a density with respect to Lebesgue measure on \( \mathbb{R} \). For this, we will make use of the techniques provided by the Malliavin calculus and, more precisely, we will apply Bouleau-Hirsch’s criterion (see [1] or Theorem 2.1.2 in [9]).

First of all, we describe the Gaussian context in which we will use the tools of the Malliavin calculus. Namely, we consider the Hilbert space \( \mathcal{H}_T = L^2([0, T]; \mathcal{H}) \) and the Gaussian family of random variables \((W(h), h \in \mathcal{H}_T)\) defined at the very beginning of Section 3. Then \((W(h), h \in \mathcal{H}_T)\) is a centered Gaussian process such that
\[ E(W(h_1)W(h_2)) = \langle h_1, h_2 \rangle_{\mathcal{H}_T}, \]
and we can use the differential Malliavin calculus based on it (see, for instance, [9]). The Malliavin derivative is denoted by \( D \) and, for any \( N \geq 1 \), the domain of the iterated derivative \( D^N \) in \( L^p(\Omega; \mathcal{H}_{\mathcal{T}^N}) \) is denoted by \( \mathbb{D}^{N,p} \), for any \( p \geq 2 \). We shall also use the notation
\[ \mathbb{D}^{\infty} = \cap_{p \geq 1} \cap_{k \geq 1} \mathbb{D}^{k,p}. \]

The first step in order to apply Bouleau-Hirsch’s criterion is to study the Malliavin differentiability of \( u(t, x) \), for all fixed \((t, x) \in (0, T] \times \mathbb{R}^d\). Recall that, for any random variable \( X \) in the domain of the derivative operator \( D \), \( DX \) defines an \( \mathcal{H}_T \)-valued random variable. In particular, for some fixed \( r \in [0, T] \), \( DX(r) \) is an element of \( \mathcal{H}_r \), which will be denoted by \( D_r X \). In the sequel we will use the notation \( \cdot \) and \( * \) to denote, respectively, the time and \( \mathcal{H} \) variables.
Proposition 5.1 Assume that $\Gamma$ satisfies Hypothesis A. Suppose also that the coefficients $b$ and $\sigma$ are $C^1$ functions with bounded Lipschitz continuous derivatives. Then, for any $(t,x) \in [0,T] \times \mathbb{R}^d$, $u(t,x)$ belongs to $D^{1,p}$, for any $p \in [1,\infty)$.

Moreover, the Malliavin derivative $Du(t,x)$ defines an $\mathcal{H}_T$-valued process that satisfies the following linear stochastic differential equation:

$$D_r u(t,x) = \sigma(u(r,\cdot))\Gamma(t-r, x-\cdot) + \int_r^t \int_{\mathbb{R}^d} \Gamma(t-s, x-y)\sigma'(u(s,y))D_r u(s,y)W(ds,dy) + \int_r^t \int_{\mathbb{R}^d} b'(u(s,y))D_r u(s,x-y)\Gamma(t-s,dy)ds,$$

(5.14)

for all $r \in [0,T]$.

The stochastic integral on the right hand-side of Equation (5.14) must be understood by means of the Hilbert-valued integration setting described at the very final part of Section 3.

Concerning the Hilbert-valued pathwise integral, it is defined as follows: let $A$ be a Hilbert space, $(e_j)_{j \geq 1}$ a complete orthonormal system of $A$ and $\{Y(s,y), (s,y) \in [0,T] \times \mathbb{R}^d\}$ an $A$-valued stochastic process such that

$$\sup_{(s,y) \in [0,T] \times \mathbb{R}^d} E(\|Y(s,y)\|^2_A) < +\infty.$$

Then, the $A$-valued integral

$$I_t = \int_0^t \int_{\mathbb{R}^d} Y(s,y)\Gamma(s,dy)ds$$

is determined by the components $\left(\int_0^t \int_{\mathbb{R}^d} \langle Y(s,y), e_j \rangle_A \Gamma(s,dy)ds, j \geq 1\right)$, which are real-valued integrals. Moreover, one can obtain an upper bound for the moments of the above integral (see [12], p. 24):

$$E(|I_t|^p) \leq \int_0^t \sup_{z \in \mathbb{R}^d} E(\|Y(s,z)\|^p_A) \int_{\mathbb{R}^d} \Gamma(s,dy)ds, p \geq 2.$$  

(5.15)

Eventually, notice that owing to Proposition 3.3 the first term on the right-hand-side of (5.14) is fully defined.

Proof of Proposition 5.1 The statement is almost an immediate consequence of Theorem 2 in [13]. Indeed, the authors of this latter reference prove that, under the standing hypothesis and for any fixed $(t,x) \in [0,T] \times \mathbb{R}^d$, the random variable $u(t,x)$ belongs to $D^{1,p}$, for any $p \in [1,\infty)$. In addition, they show that there exists an $\mathcal{H}_T$-valued stochastic process $\{\Theta(t,x), (t,x) \in [0,T] \times \mathbb{R}^d\}$ satisfying

$$\sup_{(t,x) \in [0,T] \times \mathbb{R}^d} E(\|\Theta(t,x)\|_{\mathcal{H}_T}^p) < \infty$$
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and such that, in $\mathcal{H}_T$,
\[
Du(t,x) = \Theta(t,x) + \int_0^t \int_{\mathbb{R}^d} \Gamma(t-s,x-y)\sigma'(u(s,y))Du(s,y)W(ds,dy) \\
+ \int_0^t \int_{\mathbb{R}^d} b'(u(s,x-y))Du(s,x-y)\Gamma(t-s,dy)ds.
\]
Moreover, it holds that
\[
E(\|\Theta(t,x)\|^2_{\mathcal{H}_T}) = E(\|\Gamma(t-\cdot,x-\cdot)\sigma(u(\cdot,\cdot))\|^2_{\mathcal{H}_T}).
\]
Hence, in order to conclude the proof, we only need to show that the Hilbert-valued random variables $\Theta(t,x)$ and $\Gamma(t-\cdot,x-\cdot)\sigma(u(\cdot,\cdot))$ coincide as elements of $\mathcal{H}_T$.

Let $(\Gamma_n)_{n\geq 1}$ be the family of smooth functions defined in the proof of Lemma 3.2. Then, in the proof of Theorem 2 in [13] the process $\Theta$ is defined by the following limit in $\mathcal{H}_T$:
\[
\Theta(t,x) = \mathcal{H}_T - \lim_{n\to\infty} \Gamma_n(t-\cdot,x-\cdot)\sigma(u_n(\cdot,\cdot)),
\]
where $\{u_n(t,x), (t,x) \in [0,T] \times \mathbb{R}^d\}$ is the unique mild solution to an equation of the form (1.3) but replacing $\Gamma$ by $\Gamma_n$.

As a consequence of the proof of Proposition 3 from [13], it is readily checked that
\[
\lim_{n\to 0} E(\|\Gamma_n(t-\cdot,x-\cdot)\sigma(u_n(\cdot,\cdot)) - \sigma(u(\cdot,\cdot))\|_{\mathcal{H}_T}^2) = 0
\]
and
\[
\lim_{n\to 0} E(\|\Gamma_n(t-\cdot,x-\cdot) - \Gamma(t-\cdot,x-\cdot)\sigma(u(\cdot,\cdot))\|_{\mathcal{H}_T}^2) = 0.
\]
Thus, we get that $\Theta(t,x) = \sigma(u(t-\cdot,x-\cdot))\Gamma(t-\cdot,x-\cdot)$.

The main result of the section is the following:

**Theorem 5.2** Assume that $\Gamma$ satisfies Hypothesis A. Suppose also that the coefficients $b$ and $\sigma$ are $C^1$ functions with bounded Lipschitz continuous derivatives and that $|\sigma(z)| \geq c > 0$, for all $z \in \mathbb{R}$ and some positive constant $c$. Then, for all $t > 0$ and $x \in \mathbb{R}^d$, the random variable $u(t,x)$ has an absolutely continuous law with respect to Lebesgue measure on $\mathbb{R}$.

**Proof.** Owing to Bouleau-Hirsch’s criterion and Proposition 5.1 it suffices to show that $\|Du(t,x)\|_{\mathcal{H}_T} > 0$ almost surely.

To begin with, from Equation (5.14) we obtain
\[
\int_0^t \|D_s u(t,x)\|_{\mathcal{H}_T}^2 ds \geq \frac{1}{2} \int_0^t \|\Gamma(t-s,x-\cdot)\sigma(u(s,\cdot))\|_{\mathcal{H}_T}^2 ds - I(t,x;\delta), \quad (5.16)
\]
for any \( \delta > 0 \) sufficiently small, where

\[
I(t, x; \delta) = \int_{t-\delta}^{t} \left\| \int_{s}^{t} \Gamma(t - r, x - z)\sigma'(u(r, z))D_s u(r, z)W(dr, dz) \right\|_{H}^2 ds.
\]

The above term \( I(t, x; \delta) \) may be bounded by \( 2(I_1(t, x; \delta) + I_2(t, x; \delta)) \), with

\[
I_1(t, x; \delta) = \int_{0}^{\delta} \left\| \int_{t-s}^{t} \Gamma(t - r, x - z)\sigma'(u(r, z))D_t u(r, z)W(dr, dz) \right\|_{H}^2 ds,
\]

\[
I_2(t, x; \delta) = \int_{0}^{\delta} \left\| \int_{t-s}^{t} \Gamma(t - r, dz)\sigma'(u(r, x - z))D_t u(r, x - z)dr \right\|_{H}^2 ds.
\]

In order to bound from below the term in the left hand-side of (5.16), let us first obtain a lower bound for the first one on the right hand-side. For this, we will make use of the family of smooth functions \((\Gamma_n)_{n}\) and \((J_n^{t,x})_{n}\), considered in the proof of Lemma 3.2, that regularise the measures \(\Gamma\) and \(\Gamma(\cdot, x - \cdot)\sigma(u(t - \cdot, \cdot))\), respectively. Then, by the proof of Lemma 3.2, the very definition of the norm in \(H_\delta\) and the non-degeneracy assumption on \(\sigma\), we have

\[
\int_{t-\delta}^{t} \left\| \int_{s}^{t} \Gamma(t - s, x - \cdot)\sigma(u(s, \cdot)) \right\|_{H}^2 ds = \left\| \Gamma(\cdot, x - \cdot)\sigma(u(t - \cdot, \cdot)) \right\|_{H_\delta}^2
\]

\[
= \lim_{n \to \infty} \int_{t-\delta}^{t} \left\| \int_{s}^{t} J_n^{t,x}(s, y)f(y - z)J_n^{t,x}(s, z) dy dz ds \right\|_{H_\delta}^2
\]

\[
\geq c^2 \lim_{n \to \infty} \int_{t-\delta}^{t} \left\| \Gamma_n(s, x - y)f(y - z)\Gamma_n(s, x - z) \right\|_{H_\delta}^2
\]

\[
= c^2 \lim_{n \to \infty} \left\| \Gamma_n(\cdot, x - \cdot) \right\|_{H_\delta}^2 = c^2 \left\| \Gamma(\cdot, x - \cdot) \right\|_{H_\delta}^2 = c^2 g(\delta),
\]

where

\[
g(\delta) := \int_{0}^{\delta} \int_{H_\delta} |\mathcal{F}(s)\xi|^2 \mu(d\xi) ds.
\]

Now we find out upper bounds for the expectation of the terms \(I_1(t, x; \delta)\) and \(I_2(t, x; \delta)\). First, in order to deal with the former term, one can use the bound (3.11). Thus, taking into account that \(\sigma'\) is bounded, we get the following
estimate:
\[
E(I_1(t, x; \delta)) \leq C \sup_{(\tau, y) \in (0, \delta) \times \mathbb{R}^d} E \left( \| D_{t-\tau} u(t-\tau, y) \|_{H_\delta}^2 \right) \int_0^\delta \int_{\mathbb{R}^d} |F\Gamma(s)(\xi)|^2 \mu(d\xi) ds
\]
\[
= C \sup_{(\tau, y) \in (0, \delta) \times \mathbb{R}^d} E \left( \| D_{t-\tau} u(t-\tau, y) \|_{H_\delta}^2 \right) g(\delta). \tag{5.22}
\]
On the other hand, by (5.15) the term \( E(I_2(t, x; \delta)) \) corresponding to the Hilbert-valued pathwise integral can be bounded by
\[
E(I_2(t, x; \delta)) \leq C \sup_{(\tau, y) \in (0, \delta) \times \mathbb{R}^d} E \left( \| D_{t-\tau} u(t-\tau, y) \|_{H_\delta}^2 \right) h(\delta), \tag{5.23}
\]
where \( h(\delta) = \int_0^\delta \int_{\mathbb{R}^d} \Gamma(s, dy) ds \).

At this point, we will make use of the following fact (see Lemma 5 in [14] and [12], p. 53):
\[
\sup_{(\tau, y) \in (0, \delta) \times \mathbb{R}^d} E \left( \| D_{t-\tau} u(t-\tau, y) \|_{H_\delta}^2 \right) \leq C(g(\delta))^q, \tag{5.24}
\]
for any \( q \geq 1 \). Hence, by (5.22) and (5.23) the terms \( E(I_1(t, x; \delta)) \) and \( E(I_2(t, x; \delta)) \) may be bounded, up to constants, respectively, by \( (g(\delta))^2 \) and \( g(\delta) h(\delta) \), which implies that
\[
E(I(t, x; \delta)) \leq C g(\delta) (g(\delta) + h(\delta)). \tag{5.25}
\]
For any fixed small \( \delta > 0 \), let \( n \) be a sufficiently large positive integer such that \( \frac{1}{n} \leq g(\delta) \). Then, owing to (5.20) and (5.25) and applying Chebyshev’s inequality, we obtain
\[
P \left( \int_0^t \| D_s u(t, x) \|_{H_\delta}^2 ds < \frac{1}{n} \right) \leq P \left( I(t, x; \delta) \geq \frac{c^2}{2} g(\delta) - \frac{1}{n} \right)
\]
\[
\leq \left( \frac{c^2}{2} g(\delta) - \frac{1}{n} \right)^{-1} E(I(t, x; \delta))
\]
\[
\leq \left( \frac{c^2}{2} g(\delta) - \frac{1}{n} \right)^{-1} g(\delta) (g(\delta) + h(\delta)). \tag{5.26}
\]
Therefore
\[
\lim_{n \to \infty} P \left( \int_0^t \| D_s u(t, x) \|_{H_\delta}^2 ds < \frac{1}{n} \right) \leq C(g(\delta) + h(\delta)),
\]
and the latter term converges to zero as \( \delta \) tends to zero. Hence,
\[
P \left( \int_0^t \| D_s u(t, x) \|_{H_\delta}^2 ds = 0 \right) = 0,
\]
which concludes the proof.

□

**Remark 5.3** In the particular case of the three-dimensional stochastic wave equation, the above Theorem 5.2 generalises Theorem 3 in the reference [13].
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6 Smoothness of the density

This section is devoted to prove that, for any fixed \((t, x) \in (0, T] \times \mathbb{R}^d\), the law of the random variable \(u(t, x)\) has an infinitely differentiable density with respect to Lebesgue measure on \(\mathbb{R}\). This will be achieved by showing that \(u(t, x)\) belongs to the space \(D^{\infty}\) and that the inverse of the Malliavin matrix of \(u(t, x)\) has moments of all order (see, for instance, Theorem 2.1.4 in [9]).

Recall that for any differentiable random variable \(X\) and any \(N \geq 1\), the iterated Malliavin derivative \(D^N X\) defines an element of the Hilbert space \(L^2(\Omega; \mathcal{H}^\otimes N)\). As for the case \(N = 1\), for any \(r = (r_1, \ldots, r_N) \in [0, T]^N\), the element \(DX(r)\) of \(\mathcal{H}^\otimes N\) will be denoted by \(D_r X\). We will also use the notation

\[
D^N_{((r_1, \varphi_1), \ldots, (r_N, \varphi_N))} X = \left(\left(D^{(r_1), \varphi_1} X, \varphi_1 \otimes \cdots \otimes \varphi_N\right)_{\mathcal{H}^\otimes N}\right),
\]

for \(r_i \in [0, T]\), \(\varphi_i \in \mathcal{H}\), \(i = 1, \ldots, N\). In particular, we have that

\[
\|D^N X\|_{\mathcal{H}^\otimes N}^2 = \int_{[0,T]^N} dr_1 \ldots dr_N \sum_{j_1, \ldots, j_N} |D^N_{((r_1, e_{j_1}), \ldots, (r_N, e_{j_N}))} X|^2,
\]

where \((e_j)_{j \geq 0}\) is a complete orthonormal system of \(\mathcal{H}\). Let

\[
\Delta^N_\alpha (g, X) := D^N_\alpha g(X) - g'(X) D^N_\alpha X,
\]

where \(\alpha = ((r_1, \varphi_1), \ldots, (r_N, \varphi_N))\), \(r_i \in [0, T]\) and \(\varphi_i \in \mathcal{H}\). Notice that \(\Delta^N_\alpha (g, X) = 0\) if \(N = 1\) and it only depends on the Malliavin derivatives up to the order \(N - 1\) if \(N > 1\).

We now state the main result concerning the Malliavin regularity of the solution \(u(t, x)\).

**Proposition 6.1** Assume that \(\Gamma\) satisfies Hypothesis A. Suppose also that the coefficients \(\sigma\) and \(b\) are \(C^\infty\) functions with bounded derivatives of any order greater than or equal to one. Then, for every \((t, x) \in [0, T] \times \mathbb{R}^d\), the random variable \(u(t, x)\) belongs to the space \(D^{\infty}\).

The iterated Malliavin derivative \(D^N u(t, x)\) satisfies the following equation in \(L^p(\Omega; \mathcal{H}^\otimes N)\), for any \(p \geq 1\) and \(N \geq 1\):

\[
D^N u(t, x) = Z^N(t, x)
\]

+ \(\int_0^t \int_{\mathbb{R}^d} \Gamma(t - s, x - z) [\delta^N(\sigma, u(s, z)) + D^N u(s, z) \sigma'(u(s, z))] W(ds, dz)\)

+ \(\int_0^t ds \int_{\mathbb{R}^d} \Gamma(s, dz) [\delta^N(b, u(t - s, x - z))

+ D^N u(t - s, x - z) b'(u(t - s, x - z))]\),

where \(Z^N(t, x)\) is the element of \(L^p(\Omega; \mathcal{H}^\otimes N)\) defined by

\[
\langle Z^N_r(t, x), e_{j_1} \otimes \cdots \otimes e_{j_N} \rangle_{\mathcal{H}^\otimes N} = \sum_{i=1}^N \langle \Gamma(t - r_i, x - \ast) D^N_{\alpha_i} \sigma(u(r_i, \ast)), e_{j_i} \rangle_{\mathcal{H}},
\]

(6.28)
for any \( r = (r_1, \ldots, r_N) \in [0, T]^N \) and \( j_1, \ldots, j_N \in \{1, \ldots, N\} \).
Moreover, it holds that
\[
\sup_{(s,y) \in [0,T] \times \mathbb{R}^d} E\left( \| D^N u(s,y) \|_{\mathcal{H}^{\otimes N}_T}^p \right) < +\infty,
\]
for all \( p \geq 1 \).

**Proof.** It is almost an immediate consequence of Theorem 1 in [14] and Proposition 5.1 from the preceding Section 5.

Namely, we just need to check that, using the same notation as in the proof of Theorem 1 in [14], the sequence of \( L^2(\Omega; \mathcal{H}^{\otimes N}_T) \)-valued random variables \( (Z_{N,n}(t,x))_{n \geq 1} \) converges to \( Z_N(t,x) \) as \( n \) tends to infinity. We should mention that in that reference, \( Z_{N,n}(t,x) \) is constructed using a regularisation procedure, that is smoothing the measure \( \Gamma \), and by means of a similar expression to (6.28). In [14], the objective was to define the initial condition of the linear stochastic equation satisfied by the iterated Malliavin derivative \( D^N u(t,x) \) as the limit of \( Z_{N,n}(t,x) \). We claim that this limit equals to \( Z_N(t,x) \), defined in the present proposition’s statement (see (6.28)).

Indeed, the convergence of \( Z_{N,n}(t,x) \) to \( Z_N(t,x) \) in \( L^2(\Omega; \mathcal{H}^{\otimes N}_T) \) can be easily studied using the same arguments as in the proof of Lemma 3 in [14]. \( \square \)

We are now in position to state and prove the main result of the paper.

**Theorem 6.2** Assume that \( \Gamma \) satisfies Hypothesis A, the coefficients \( \sigma \) and \( b \) are \( C^\infty \) functions with bounded derivatives of any order greater than or equal to one and \( |\sigma(z)| \geq c > 0 \), for all \( z \in \mathbb{R} \). Moreover, suppose that there exist \( \gamma > 0 \) such that for all \( \tau \in (0, 1] \),
\[
\int_0^\tau \int_{\mathbb{R}^d} |\mathcal{F}(\xi)|^2 \mu(d\xi)ds \geq C_1 \tau^\gamma, \tag{6.29}
\]
for some positive constant \( C_1 \). Then, for all \( (t,x) \in [0,T] \times \mathbb{R}^d \), the law of \( u(t,x) \) has a \( C^\infty \) density with respect to Lebesgue measure on \( \mathbb{R} \).

**Proof.** In view of Proposition 6.1, we need to show that the inverse of the Malliavin matrix of \( u(t,x) \) has moments of all order, that is
\[
E \left( \left( \int_0^T \| D_s u(t,x) \|_{\mathcal{H}}^2 ds \right)^{-q} \right) < +\infty,
\]
for all \( q \geq 2 \). It turns out (see, for instance, Lemma 2.3.1 in [9]) that it suffices to check that for any \( q \geq 2 \), there exists an \( \varepsilon_0(q) > 0 \) such that for all \( \varepsilon \leq \varepsilon_0 \)
\[
P \left( \int_0^t \| D_s u(t,x) \|_{\mathcal{H}}^2 ds < \varepsilon \right) \leq C \varepsilon^q. \tag{6.30}
\]
Proceeding as in the proof of Theorem 5.2, for any $\delta > 0$ sufficiently small we obtain the following estimate:

$$P\left( \int_0^t \|D_x u(t,x)\|_{H}^2 ds < \varepsilon \right) \leq P\left( I(t,x;\delta) \geq \frac{c^2}{2} g(\delta) - \varepsilon \right) \leq \left( \frac{c^2}{2} g(\delta) - \varepsilon \right)^{-p} E(|I(t,x;\delta)|^p),$$

for any $p > 0$, where we recall that $I(t,x;\delta)$ is defined by (5.17) and $g(\delta)$ is given by (5.21).

We decompose now the term $I(t,x;\delta)$ as in the proof of Theorem 5.2, so that we need to find upper bounds for $E(|I_i(t,x;\delta)|^p)$, $i = 1,2$ (see (5.18) and (5.19)). On one hand, owing to Hölder’s inequality and (6.31) we get

$$E(|I_1(t,x;\delta)|^p)$$

$$= E\left( \int_0^\delta \left\| \int_{t-s}^t \int_R \Gamma(t-r,x-z)s'(u(r,z))D_{t-s} u(r,z)W(dr,dz) \right\|_{H}^2 ds \right)^p$$

$$\leq \delta^{p-1} E\left( \int_0^\delta \left\| \int_{t-s}^t \int_R \Gamma(t-r,x-z)s'(u(r,z))D_{t-s} u(r,z)W(dr,dz) \right\|_{H}^{2p} ds \right)^p$$

$$\leq \delta^{p-1} (g(\delta))^p \sup_{(\tau,y)\in[0,T]\times\mathbb{R}^d} E\left( \|D_{t-\tau} u(t,\tau,y)\|_{H_T}^{2p} \right).$$

The above estimate (6.32) let us conclude that

$$E(|I_1(t,x;\delta)|^p) \leq C\delta^{p-1} (g(\delta))^p.$$

On the other hand, using similar arguments but for the Hilbert-valued pathwise integral (see (6.19)), one proves that $E(|I_2(t,x;\delta)|^p)$ may be bounded, up to some positive constant, by $\delta^{p-1} (g(\delta))^p$. Thus, we have proved that

$$P\left( \int_0^t \|D_x u(t,x)\|_{H}^2 ds < \varepsilon \right) \leq C \left( \frac{c^2}{2} g(\delta) - \varepsilon \right)^{-p} \delta^{p-1} (g(\delta))^p.$$ (6.33)

At this point, we choose $\delta = \delta(\varepsilon)$ in such a way that $g(\delta) = \frac{q_1}{2} \varepsilon$. By (6.20), this implies that $\frac{q_1}{2} \varepsilon \geq C\delta^q$, that is $\delta \leq C\varepsilon^{\frac{2}{q}}$. Hence,

$$P\left( \int_0^t \|D_x u(t,x)\|_{H}^2 ds < \varepsilon \right) \leq C \varepsilon^{\frac{p-1}{q}}.$$

and it suffices to take $p$ sufficiently large such that $\frac{p-1}{q} \geq q$. \qed

**Remark 6.3** As it is pointed out in [13, Appendix A (see also [12]), when $\Gamma$ is the fundamental solution of the wave equation in $\mathbb{R}^d$, with $d = 1,2,3$, then condition (6.24) is satisfied with $\gamma = 3$.

On the other hand, if $\Gamma$ is the fundamental solution of the heat equation on $\mathbb{R}^d$, $d \geq 1$, then condition (6.24) is satisfied with any $\gamma \geq 1$ (see Lemma 1.1 in [7]).
Remark 6.4 Theorem 6.2 provides a generalisation of Theorem 3 in [14] for
the case of the three-dimensional wave equation (see also [15]). Moreover, it
also generalises the results in [7] for the stochastic wave equation with space
dimension $d = 1, 2$ and the stochastic heat equation in any space dimension.
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