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ABSTRACT
We investigate the case for environmental quenching of the Fornax-mass satellite DDO 113, which lies only 9 kpc in projection from its host, the Large-Magellanic-Cloud-mass galaxy NGC 4214. DDO 113 was quenched about 1 Gyr ago and is virtually gas-free, while analogs in the field are predominantly star-forming and gas-rich. We use deep imaging obtained with the Large Binocular Telescope to show that DDO 113 exhibits no evidence of tidal disruption to a surface brightness of $\mu_V \sim 29$ mag arcsec$^{-2}$, based on both unresolved emission and resolved stars. Mass-analogs of DDO 113 in Illustris-1 with similar hosts, small projected separations, and no significant tidal stripping first fell into their host halo 2–6 Gyr ago, showing that tidal features (or lack thereof) can be used to constrain infall times in systems where there are few other constraints on the orbit of the satellite. With the infall time setting the clock for environmental quenching mechanisms, we investigate the plausibility of several such mechanisms. We find that strangulation, the cessation of cold gas inflows, is likely the dominant quenching mechanism for DDO 113, requiring a time-averaged mass-loading factor of $\eta = 6 - 11$ for star-formation-driven outflows that is consistent with theoretical and observational constraints. Motivated by recent numerical work, we connect DDO 113’s strangulation to the presence of a cool circumgalactic medium (CGM) around NGC 4214. This discovery shows that the CGM of low-mass galaxies can affect their satellites significantly and motivates further work on understanding the baryon cycle in low-mass galaxies.
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1 INTRODUCTION

Why do galaxies form stars? Why do they stop? For large galaxies ($M_* \geq 10^8 M_\odot$), we can use wide-field surveys to study star formation across cosmic time in varied environments to reveal statistical trends. For small galaxies, detailed studies of star formation have been limited to the Local Group and a handful of Local Volume galaxies. The focus of this work is how to fill this gap and learn more about the end of star formation in low-mass galaxies outside the Local Group.

A key question of galaxy evolution is why galaxies go from blue and star-forming to red and quenched. For large galaxies ($M_* \geq 10^8 M_\odot$), photometry can be aggregated with other observational data to show that environment must play a significant role in quenching star formation (e.g., Kawinwanichakij et al. 2017; Darvish et al. 2018; Lin et al. 2019). Large, red galaxies have long been known to cluster in denser environments (see, e.g., Dressler 1980; Butcher & Oemler 1984; Hogg et al. 2003; Kauffmann et al. 2004; Cooper et al. 2006; Haines et al. 2007). From large samples of galaxies, the combination of lensing, two-point correlation statistics, and the time-evolution of the galaxy stellar mass function indicate that the host halo mass drives quenching (Woo et al. 2013; Zu & Mandelbaum 2016; Moutard et al. 2018; Kawinwanichakij et al. 2017; Papovich et al. 2018). Based on the quenching timescales (Wetzel et al. 2012; Wheeler et al. 2014) and stellar and gas-phase metallicities (Peng et al. 2015; Trussler et al. 2018; Maier et al. 2019) inferred for large ensembles of galaxies, it seems likely that a combination of starvation (the cessation of gas accretion onto galaxies) and outflows from star formation (sometimes
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called “overconsumption”) play a significant role in ending star formation in dense environments (Larson et al. 1980; McGee et al. 2014; Peng et al. 2015; Maier et al. 2019). On the other hand, the “slow then fast” quenching timescales found by Wetzel et al. (2012) indicate that the “fast” end phase of quenching may be dominated by the removal of cool star-forming gas by ram-pressure stripping (Gunn & Gott 1972), a claim supported by studies of cluster gas density measurements and simulations (Lotz et al. 2018; Roberts et al. 2019; Tremmel et al. 2019; Tonnesen 2019).

Environment seems to overwhelmingly drive quenching for the lowest mass galaxies typically observed in large numbers in wide-field surveys (\(10^6 M_\odot < M_* < 10^{10} M_\odot\)), as almost no field galaxies in this mass range are quenched in low-density environments (Haines et al. 2007; Geha et al. 2012; Kawinwanichakij et al. 2017). The prevalence of quenched massive galaxies in the field suggests that internal processes like AGN feedback and viral shock heating plays a key role in terminating star formation in big galaxies (Forbes et al. 2016; Di Matteo et al. 2005; Birnboim & Dekel 2003; Wang & Abel 2008; Keres et al. 2009). Gravitational interactions between hosts and satellites, and between satellites, appear to play a minor role in quenching, although they can be important for morphological transformation (Kazantzidis et al. 2011; Deason et al. 2014).

By contrast, for dwarf galaxies below \(M_* < 10^6 M_\odot\), most work on quenching has focused on the unique environment of the Milky Way, where individual galaxies can be studied in detail using a variety of measurements available for more distant galaxies (Mayer et al. 2006; Greveich & Putman 2009; Nichols & Bland-Hawthorn 2011; Rocha et al. 2012; Gatto et al. 2013; Slater & Bell 2014; Weisz et al. 2015; Wetzel et al. 2015; Fillingham et al. 2016; Fillingham et al. 2019). Many of these studies exploit the six-dimensional phase-space information measured for each galaxy, the accuracy of which has greatly improved with GAIA-DR2 (Gaia Collaboration et al. 2018). The orbital information can be used to estimate satellite infall times, which set the clock in terminating star formation in big galaxies (Forbes et al. 2016; Di Matteo et al. 2005; Birnboim & Dekel 2003; Wang & Abel 2008; Keres et al. 2009). Gravitational interactions between hosts and satellites, and between satellites, appear to play a minor role in quenching, although they can be important for morphological transformation (Kazantzidis et al. 2011; Deason et al. 2014).

Together, these detailed studies of individual Milky Way satellites reveal that there is a split in the quenching pathways of “ultra-faint” (\(M_* < 10^6 M_\odot\)) and “classical” (\(M_* > 10^5 M_\odot\)) dwarfs, with the former being almost certainly quenched by reionization (Benson et al. 2002; Brown et al. 2014; Weisz et al. 2014b; Rodriguez Wimberly et al. 2019), and the latter by environment. Various studies implicate ram-pressure stripping on account of the Milky Way’s hot gas halo (Gatto et al. 2013; Slater & Bell 2014; Fillingham et al. 2016).

However, these studies are specific to one environment: the Milky Way. Advancing our understanding of quenching at low masses requires a diverse sample of dwarfs across a broader range of environments, as studies of more massive galaxies show that both satellite mass and environmental density matter for quenching mechanisms and timescales. In this study, we propose an approach that uses some elements of these Milky-Way-type studies of individual dwarf galaxies but with the less fine-grained data typical of extragalactic observations—in particular, the lack of six-dimensional phase-space information. As with Milky Way studies, we select a collection of analogs to observed host-satellite systems from cosmological simulations, building probability distribution functions for the infall times and orbital parameters of observed satellites based on the properties of the simulated systems. Producing tight constraints on orbits and quenching mechanisms using this method requires identification of observable quantities that can be used to select analogs. In practice this amounts to identifying observables that correlate with infall time and orbital parameters, such that applying constraints based on these observables produces a final sample of analog systems whose properties accurately reflect those of the observed system.

Here we will show that the tidal disruption state and projected distance can be used to estimate the infall time and orbital parameters of extragalactic satellites, even when no kinematic data are available. We will show that these results can be combined with analytic prescriptions for quenching mechanisms and new insight into the importance of the cool/warm circumgalactic medium (CGM) of low-mass central galaxies to provide strong constraints on quenching pathways for low-mass dwarf galaxies in a variety of environments.

Our approach is especially applicable to galaxies in the Local Volume, where the ability to resolve stellar populations allows for the detection of extremely low surface brightness tidal debris. As a test case, we consider DDO 113, a Fornax-mass (\(M_* = 1.8 \times 10^7 M_\odot\)) satellite galaxy only \(\sim 9\) kpc in projection from its host, the Large-Magellanic-Cloud-mass galaxy NGC 4214 (\(M_* = 3.29 \times 10^9 M_\odot\); Weisz et al. 2011). DDO 113 is the only known satellite of NGC 4214, and resolved CMD modelling shows that it ceased star formation about 1 Gyr ago (Weisz et al. 2011), while interferometric 21-cm Hi data shows that it is virtually gas-free (Walter et al. 2008; Ott et al. 2012; Hunter et al. 2012). This is unexpected, as DDO 113 analogs in the field are predominantly star-forming (Geha et al. 2012; Fillingham et al. 2018) and gas-rich (Papastergis et al. 2012), suggesting that environmental quenching may be responsible. DDO 113 lies at a distance of \(2.95 \pm 0.083\) Mpc (Dalcanton et al. 2009), which allows us to leverage resolved red giant branch stars as well as unresolved light in our deep imaging with the Large Binocular Cameras (LBC; Ragazzoni et al. 2006; Specziali et al. 2008) on the Large Binocular Telescope (LBT; Hill et al. 2010).

This is the first of several systems we are studying with our survey of satellites of nearby star-forming galaxies with the LBT (LBT-SONG) in concert with the MADCASH surveys (Carlin et al. 2019; Hargis et al. 2019) to understand quenching as a function of environment and satellite/host stellar mass. In §2 and §3, we present and use LBT data to show that DDO 113 has no tidal features down to a detection limit of \(\mu_V = 29\) mag arcsec\(^{-2}\). We use the observational constraints derived from our imaging data to estimate DDO 113’s infall time and orbital parameters in §4, and use these estimates to investigate the effectiveness of different quenching mechanisms in §5. We discuss the results in §6.
2 OBSERVATIONS AND DATA REDUCTION

Our observations were originally obtained for the search for failed supernovae described in Kochanek et al. (2008), with recent results in Adams et al. (2017). These observations used the blue and red channels of the Large Binocular Camera (LBC; Ragazzoni et al. 2006; Speziali et al. 2008) on the LBT (Hill et al. 2010). The LBT has two 8.4m primary mirrors and the LBC consists of two prime focus cameras, with one optimized for blue light and one for red. Each camera uses four 2048 \times 4608 pixel CCDs with a scale of 0.225 per pixel and a field of view of 23' \times 23', corresponding to an area of (20 kpc)^2 at the distance of DDO 113.

Our observations were taken as part of a monitoring program, with the earliest data for this system obtained in 2009 and the latest taken in 2017. Typically two epochs of data were obtained each year. Each epoch consisted of three two-minute $R$ band exposures on LBC red paired with single two-minute $U$, $B$, and $V$ band exposures on LBC blue. Seeing varied from 0.8 to 1.5, but we only used images with seeing better than 1.1. We used about 13 images (26 minutes of exposure) in each of $U$, $B$, and $V$ bands and 24 images (48 minutes of exposure) in $R$ band. Our data reduction, photometry, calibration, and artificial star tests draw inspiration from Sand et al. (2009) and Garling et al. (2018). This analysis pipeline will be used for an upcoming satellite galaxy survey using the full data set of Kochanek et al. (2008).

2.1 Data Reduction

Raw images were processed with overscan correction, bias subtraction, and flat fielding with the IRAF MSCRIP package as described in Gerke et al. (2015). Astrometric calibration was performed in two steps; we used a local installation of the astrometry.net code base (Lang et al. 2010) with custom astrometric reference files built from SDSS-DR13 (Alam et al. 2015) to produce an initial astrometric solution, which we then analyzed with SCAMP (Bertin 2006). Due to the LBT’s low focal ratio of f/1.14, there is significant optical distortion across the field of view, which we correct with SCAMP by fitting a third-degree polynomial. SCAMP then performs both internal and external astrometric calibrations, cross-matching the astrometry of our input images to standard deviations $\sim 0.1$ and calibrating to GAIA-DR2 (Gaia Collaboration et al. 2018) sources with similar precision.

Following this astrometric calibration, we co-add our individual exposures using Star (Bertin et al. 2002). For co-addition, we used the clipped-mean algorithm from Gruen et al. (2014), which can reject single-epoch image artifacts, resulting in cleaner final image co-adds than an inverse-variance weighted mean algorithm. The final co-added images have mean seeing of $\sim 1.1$.

2.2 Photometry and Calibration

We performed PSF fitting photometry using the DAOPHOT, ALLSTAR, and ALLFRAME packages (Stetson 1987, 1994). We ran two passes of ALLSTAR: the first on the image, and the second on the image with detections from the first pass removed, allowing us to find faint stars missed on the first pass. We compute pixel coordinate transformations between filters by feeding the final ALLSTAR catalogs to the DAO-MATCH/DAOMASTER packages (Stetson 1993). Finally, we performed forced photometry simultaneously in all bands for sources detected in at least two filters by ALLSTAR using ALLFRAME (Stetson 1994), increasing our photometric depth. As we wish to retain only well-measured stars, we first trim the ALLFRAME catalog by eliminating stars with photometric errors greater than 0.4 mag or $\chi$, a measure of the goodness-of-fit, greater than 2. Our primary statistic for separating stars and galaxies is the DAOPHOT sharpness parameter, which has been shown to work well (e.g., Figure 4 in Annunziatella et al. 2013) – we require sources to have absolute values of sharpness less than 2 in order to be classified as stars.

After creating our final photometric catalog, we calibrate our photometry by bootstrapping onto SDSS-DR13 (Alam et al. 2015) and correcting for Galactic extinction. We used relations from Jordi et al. (2006) to convert SDSS magnitudes to $U$, $B$, $V$, and $R$ with full error propagation. We match our photometric catalog to the SDSS-DR13 stars catalog, and use the stars in common to fit zero points and color terms for all bands simultaneously using an extended version of the maximum likelihood method described in Boettcher et al. (2013) that accounts for covariances between the zero points and color terms for our four bands. We correct for color terms in $(U_{\text{SDSS}} - U_{\text{LBT}})$ versus $(U_{\text{LBT}} - B_{\text{LBT}})$, $(B_{\text{SDSS}} - B_{\text{LBT}})$ versus $(B_{\text{LBT}} - R_{\text{LBT}})$, $(V_{\text{SDSS}} - V_{\text{LBT}})$ versus $(B_{\text{LBT}} - V_{\text{LBT}})$, and $(R_{\text{SDSS}} - R_{\text{LBT}})$ versus $(B_{\text{LBT}} - R_{\text{LBT}})$. Mean calibration errors are 0.03 – 0.05 mag, determined by 10,000 iterations of bootstrap resampling.

Reported magnitudes are corrected for Galactic extinction with $E(B-V)$ values obtained by interpolating the dust maps from Schlegel et al. (1998) with the updated scaling from Schlafly & Finkbeiner (2011). The average extinction in the direction of DDO 113 is $E(B-V) = 0.017$. Hereafter, all quoted magnitudes have been corrected for this extinction.
To measure our photometric errors and completeness as a function of magnitude and color, we perform artificial star tests in all bands on our final co-adds, excluding the central chip where NGC 4214 occupies a significant portion of the total area. While DDO 113 lies solely on a single chip, we inject and analyze mock DDO 113 analogs on three chips in §3.1 to estimate errors in our morphological parameter measurements – for this application, we need to ensure that our photometric depths on all chips are comparable, which we are able to confirm.

We create a mock catalog of artificial stars on a spatial grid with a ~15′′ spacing. Magnitudes in U band are drawn from a uniform distribution from 22 to 28.5 mag, and magnitudes in the other bands are determined by drawing colors from uniform distributions from −1 to 1 in U − B, B − V, and V − R. These ranges were chosen to represent a reasonable distribution of stellar colors. We use the ADDSTAR routine from DAOPHOT (Stetson 1987, 1994) to insert the stars, which makes full use of the best-fit analytic form of the PSF, its empirical correction table, and the spatial variation of the PSF (see Stetson 1992). We create 10 artificial images per chip per band, each with 2,000 artificial stars for a total of 80,000 artificial stars. The artificial images are processed with the same photometric pipeline as our science images and we apply the same cuts in χ, sharpness, and magnitude error to the resulting photometric catalog. Our completeness curves, averaged over the three chips considered, are shown in Figure 1. We achieve 90% (50%) completeness at 24.8 (25.8) magnitude in U band and 25.8 (26.8) magnitude in B, V, and R bands. We find that our 5σ point source measurement limits are roughly equivalent to our 90% completeness limits. No significant differences in photometric depth or quality are observed between the three chips.

3 SEARCHING FOR TIDAL DISRUPTION IN DDO 113

Given DDO 113’s small projected distance (~9 kpc) from NGC 4214, one scenario for the quenching of its star formation is a recent close encounter with NGC 4214 that tidally stripped baryonic material from the dwarf. To search for observational signs of tidal disruption, we use both GALFIT ( Häußler et al. 2013; based on GALFIT version 3 from Peng et al. 2010), and elliptical isophotes to look for distortions in the diffuse light profile. We judge the sensitivity of these approaches by adding DDO 113 analogs to the images, both with and without distortions, and analyzing them in the same manner as the data. These methods primarily utilize unresolved light from faint stars. We additionally search for stellar streams in resolved stars and use image simulations to estimate our sensitivity.

3.1 GALFITM Modelling

The standard version of GALFIT (Peng et al. 2010) fits features in individual images using combinations of analytic models convolved with the estimated image PSF. GALFITM (Häußler et al. 2013) inherits the flexibility of GALFIT while adding the ability to fit multiple bands simultaneously, with an adjustable amount of model flexibility between bands.

We use GALFITM to fit an axisymmetric 2D elliptical Sersic profile to the diffuse light profile of DDO 113 in all bands and then search for asymmetries in the fit residuals which could indicate tidal disruption. Table 1 gives the results from fitting each band separately using GALFIT and fitting all bands simultaneously with a single set of profile parameters with GALFITM. The latter approach is analogous to forced photometry, whereby flux is extracted from an image using an identical model in all bands, and is an established technique for precise magnitude and color measurements in stellar photometry (e.g., ALLFRAME; Stetson 1993). The two sets of results are mutually consistent and reinforce DDO 113’s similarity to Fornax, as both are elliptical (q ≈ 0.6–0.7) with low Sersic indices (n ≈ 0.6–0.7; Munoz et al. 2018) and comparable stellar masses (M * ≈ 2 × 10^9 M_☉; Weisz et al. 2014a). Our B band absolute magnitude of −11.69 is consistent to within the 0.1 mag error with the measurement of Karachentsev et al. (2013). Figure 2 shows color images of DDO 113, the fit residuals, and the GALFITM model. We see no significant asymmetries or substructures in the residuals, indicating a lack of photometric features that could be attributed to tidal disruption.

To judge the significance and uncertainties of the GALFIT results, we produce analogs of DDO 113 star by star. The stellar positions are sampled from 2D Sersic profiles to the diffuse light profile of DDO 113 in all bands. We use $M^{\text{dd}}$ 113’s small projected distance (~9 kpc) from NGC 4214, one scenario for the quenching of its star formation is a recent close encounter with NGC 4214 that tidally stripped baryonic material from the dwarf. To search for observational signs of tidal disruption, we use both GALFIT ( Häußler et al. 2013; based on GALFIT version 3 from Peng et al. 2010), and elliptical isophotes to look for distortions in the diffuse light profile. We judge the sensitivity of these approaches by adding DDO 113 analogs to the images, both with and without distortions, and analyzing them in the same manner as the data. These methods primarily utilize unresolved light from faint stars. We additionally search for stellar streams in resolved stars and use image simulations to estimate our sensitivity.

Table 1. DDO 113 fitting results. Errors are mean squared errors based on measurements of nine DDO 113 analogs produced using the methods described in §3.1.

| Parameter | U | B | V | R | Error |
|-----------|---|---|---|---|-------|
| GALFITM   |   |   |   |   |       |
| R.A.      | 12°41′45.8" | – | – | – | 0.1" |
| Decl.     | +36°13′08" | – | – | – |       |
| μ_U       | 15.77     | 15.69 | 15.17 | 15.04 | 0.10 |
| μ_B       | 24.50     | 24.70 | 23.33 | 22.44 | 0.12 |
| μ_V       | 25.77     | 25.80 | 25.35 | 25.31 | 0.12 |
| R_U       | 43.5°     | 42.7° | 43.6° | 44.6° | 1°5 |
| R_B       | 622 pc    | 641 pc | 624 pc | 638 pc | 21 pc |
| PA         | 42°       | 40°  | 40°  | 40°  | 2°   |
| GALFITM   |   |   |   |   |       |
| R.A.      | 12°41′45.8" | – | – | – | 0.1" |
| Decl.     | +36°13′07" | – | – | – |       |
| μ_U       | 15.62     | 15.66 | 15.16 | 15.09 | 0.10 |
| μ_B       | 24.76     | 24.80 | 24.30 | 24.23 | 0.12 |
| μ_V       | 25.81     | 25.85 | 25.35 | 25.28 | 0.12 |
| R_U       | 43.6°     | – | – | – | 1°5 |
| R_B       | 624 pc    | – | – | – | 21 pc |
| PA         | 40°       | – | – | – | 2°   |
the mock galaxies iteratively until a total of $M_V = -12.19$ is reached, corresponding to $m_V = 15.16$ as found by GALFITM. When all star positions and magnitudes have been generated, they are injected into the LBT images with ADDSTAR as in §2.3.

We generate one fake galaxy for each simple stellar population on each of three chips, avoiding the central chip due to the large angular size of NGC 4214. We find that the balance between resolved stars (mostly from the RGB) and diffuse light is most similar to DDO 113 for the 5 Gyr, [Fe/H] = −1 analog, although it is redder than DDO 113, while the best color match is the 1 Gyr, [Fe/H] = 0 analog, though it is deficient in resolved RGB stars relative to DDO 113. Using HST data, Weisz et al. (2011) modelled the resolved CMD of DDO 113 and found that it had roughly constant star formation until about 1 Gyr ago when it quenched, and that it had formed ~50% of its stars by 5 Gyr ago. The GALFITM results for a fake 5 Gyr, [Fe/H] = −1 galaxy are shown in Figure 3.

When we fit the fake galaxies with GALFITM, the positions are correct to within 2″, apparent magnitudes are correct to within 0.10 magnitude, the effective radii are correct to within 1″, the Sersic indices are correct to within 0.02, the axis ratios are correct to within 0.05, and the position angles are correct to within 2°. The only notable differences between the results for the different isochrones were that the $U$ band magnitude and effective radius were poorly estimated for the 10 Gyr, [Fe/H] = −2 isochrone, likely due to its low luminosity and surface brightness. Similar to the real DDO 113, we observe no significant residuals after subtracting the GALFITM models.

Next, we test our ability to detect tidal disruption by creating DDO 113 analogs with distorted Sersic profiles. The distorted Sersic profiles consist of two nested Sersic profiles, with identical morphological parameters except for the position angles, as might occur if the outer stellar distribution was subject to a tidal torque. Inside an ellipsoidal radius

$$r_c = \sqrt{(x \cos \theta + y \sin \theta)^2 + \left(\frac{y \cos \theta - x \sin \theta}{q}\right)^2}$$

with an aspect ratio $q$ and a position angle $\theta$ we sample from a Sersic profile with the structural parameters measured by GALFITM and outside this crossover radius we sample from a Sersic profile rotated by $\Delta \theta$. We produce one fake galaxy on each of three chips using $r_c = 80″$, roughly twice $r_c$ where $\mu_V \sim 27$ mag arcsec$^{-2}$, and $\Delta \theta = 15°$. An example of the stellar distribution, a color image of a fake galaxy, and the residuals from subtracting the best-fit axisymmetric GALFITM model are displayed in Figure 4.

With this method, finding distortions is easier with greater position angle twists and smaller crossover radii. Through testing models with different combinations of $r_c$ and $\Delta \theta$, we find that the combination of the smallest position angle twist and largest crossover radius that we can detect from the GALFITM residuals is $\Delta \theta = 10°$ with $r_c = 100″$, where $\mu_V \sim 28$ mag arcsec$^{-2}$.

3.2 Elliptical Isophotes

While using GALFITM to search for tidal disruption in the body of the dwarf allows us to identify morphological asymmetries that could be indicative of tidal disruption, it is also desirable to look for changes in morphology as a function of distance from the dwarf’s center quantitatively. For this we fit elliptical isophotes using the implementation from photutils v0.5 (Bradley et al. 2018) of the method described in Jedrzejewski (1987). This method assumes the isophotes can be modelled as ellipses with harmonic distortions.

Due to the presence of resolved stars, intensity fluctuations along the fitted isophotes are significant and can cause the fitting routine to return unreliable results. We perform sigma-clipping on the pixels used in each fitting iteration to mitigate this effect. At the beginning of each fitting iteration, the isophote’s mean intensity and RMS error are measured and pixel values that are over $4\sigma$ from the mean intensity are ignored during the fit. We perform this operation twice for each fitting iteration. This clipping scheme does not completely remove the effects of resolved stars at small radii, where the point source density is high, but it improves fitting reliability and has minimal impact on isophotes at large radii and low surface brightness. We fit the elliptical isophotes in each band separately, initializing the iterative fitting process using the structural parameters from GALFITM. We fix a minimum semi-major axis length $a = 1″$ and set the isophotes to increase in size geometrically, by 15% at each step. All isophotes have their best-fit harmonic distortions applied. Uncertainties on the surface brightness of each isophote are computed as the root-mean-square error of the pixel intensities.

We first examine the elliptical isophote results for the DDO 113 analogs discussed in §3.1. Over our full grid of these analogs, we find that the isophote fitting procedure produces accurate results with reasonable uncertainties for the $B$, $V$, and $R$ bands, while it has difficulty in $U$ band due to the lower surface brightness sensitivity of the data. Typical uncertainties are 5° for the position angle, 0.05 for the ellipticity, 0.10 for the magnitude, and 2.2 for the RA and Decl. An example of the fitted isophotes and surface brightness profile for an analog is shown in Figure 5. Most important for detecting tidal disruption are the position angle and ellipticity, with errors of 5° and 0.05, respectively, in the outer regions, so we are sensitive to relatively small distortions.

We also fit isophotes to the distorted Sersic profile described in §3.1 and shown in Figure 4 to assess our ability to detect tidal distortions. We use the same model setup as in §3.1, with a crossover radius of 80″ and a position angle twist of 15°. We detect this distortion easily, as shown in Figure 6. We find that using elliptical isophotes allows us to detect slightly smaller distortion angles than using GALFITM, but with reduced sensitivity at larger radii and lower surface brightness. The elliptical isophotes have the additional benefit of quantifying the distortion as a function of radius, while GALFITM can only detect the presence of distortions. For the elliptical isophote method, we find the combination of smallest position angle twist and largest crossover radius that we are able to measure robustly is $\Delta \theta = 7°$ at $r_c = 90″$ where $\mu_V \sim 27.5$ mag arcsec$^{-2}$.

With this testing concluded, we present the isophote fits and surface brightness profiles of DDO 113 in $U$, $B$, $V$, and $R$ bands in Figure 7. We note that the position angles of the outer isophotes in the fit for $R$ band were quite unstable to small perturbations in the parameters used to initialize the
fit, such that the 2° uncertainty in the position angle from our GALFIT fitting led to ~ 15° changes in the isophote position angles at \( a > 80'' \). We therefore choose to reject these isophotes and keep only isophotes that are robust to changes in the initialization parameters within the GALFIT uncertainties given in Table 1. We hypothesize that the instability in \( R \) band at large distances could be due to higher background point-source density compared to the other bands, which can affect the isophote fitting process even with the light sigma-clipping we apply to reject outlier pixels along each isophote. Uncertainties on the surface brightness profiles are root-mean-square errors of the intensities along the
best-fit isophote and are likely underestimated due to the presence of resolved stars, background sources, and our two-iteration 4σ clipping scheme.

The elliptical isophotes show no evidence of distortions to surface brightnesses of 26.5 mag arcsec$^{-2}$ in $U$, 28.7 mag arcsec$^{-2}$ in $B$, 27.2 mag arcsec$^{-2}$ in $V$, and 26.7 mag arcsec$^{-2}$ in $R$.

### Figure 5

**Top:** The $V$ band elliptical isophotes for a DDO 113 analog. Distortions at small radii are due to the high density of resolved stars. **Bottom:** $V$ band surface brightness profile of a DDO 113 analog, with the GALFIT model and the intrinsic profile superposed. Unweighted and inverse-variance weighted Sérsic fits to the isophote values are overplotted.

3.3 Substructure Search with Resolved Stars

Although the integrated light profile of DDO 113 shows no signs of asymmetries that could indicate tidal disruption, it is possible that stars could be stripped from the exterior of the dwarf without significantly altering DDO 113’s morphology in unresolved light. To investigate this, we search for substructures of resolved stars (e.g., streams) around DDO 113. We use the ALLFRAME point-source catalogs described in §2.2.

To reduce contamination from foreground MW stars and background galaxies, we filter our point-source catalogs with a 10 Gyr, [Fe/H] = −2 isochrone from PARSEC (Aringer et al. 2009; Bressan et al. 2012; Chen et al. 2014; Marigo et al. 2017). We considered other isochrone choices, but found that using an old isochrone maximized the signal from DDO 113 due to our ability to resolve the upper RGB. We used a two-color, likelihood-based weighting scheme, where the weight $w$ of the star $i$ is

$$w_i = \exp \left[ - \frac{(B-R)_i - (B-R)_{iso}}{2 \sigma_{(B-R)_i}} \right] \times \exp \left[ - \frac{(B-V)_i - (B-V)_{iso}}{2 \sigma_{(B-V)_i}} \right],$$

where $(B-R)_{iso}$ and $(B-V)_{iso}$ are the interpolated colors of the isochrone at a magnitude $R_i$, and the $\sigma$ are the uncertainties on the colors of star $i$ from the ALLFRAME photometry. Weights range between 0 and 1.

We use the weights to perform a weighted Gaussian kernel density estimation (KDE),

$$\hat{f}_W(\vec{x}) = \sum_{i=1}^{N} w_i \exp \left[ - \frac{(\vec{x} - \vec{x}_i)^2}{h^2} \right]$$
(a) $U$ band isophote fitting results.

(b) $B$ band isophote fitting results.

(c) $V$ band isophote fitting results.
where $\vec{x}$ is the position where the estimate is evaluated, the $x_i$ are positions of the stars included in the estimate, $N$ is the total number of stars included in the estimate, and $h$ is the bandwidth of the kernel. A prefactor of $1/(\pi h^2 \sum_{i=1}^{N} w_i)$ can be added to the right side of Equation 3 to give the classical normalization for a KDE, but we find that interpretation of the resulting maps is simpler without this normalization. In Equation 3, each kernel has a maximum value equal to its weight, such that the map values for the KDE can be interpreted analogously to a two-dimensional histogram, where a value of $f_h(\vec{x}) = 2$ can be produced by two coincident stars at position $\vec{x}$ with $w = 1$, for example. We include only stars with $w > 0.2$ to cull stars with low membership probabilities, and require $|\vec{x} - \vec{x_i}| < 3h$ for computational efficiency.

We evaluate $f_h(\vec{x})$ on an 800$^2$ grid with a linear pixel size of 1.725 and use a kernel bandwidth of $h = 20''$ (or $\sim 300$ pc in projected distance). We present our results in the left panel Figure 8. We observe a slight enhancement in the resolved stellar density just outside the effective radius to the northeast; this is moderately visible in the images (e.g., Figure 2) as an excess of resolved RGB stars. We do not believe this is a tidal feature, as it is large in scale and lies at a fairly small radius where our GALFIT and elliptical isophote measurements show no significant deviations from a symmetric S\"ersic profile in the extended, unresolved emission from faint stars.

The right panel of Figure 8 shows a reprocessing after injecting a stream model with a constant surface brightness of $\mu_V = 29$ mag arcsec$^{-2}$ along the major axis of DDO...
113. The stream is easily detected, although its morphology appears irregular due to the stochastic distribution of bright RGB stars. For a stream model with $\mu_V = 28$ mag arcsec$^{-2}$, the stream looks much more regular. We conclude DDO 113 has no associated tidal streams of reasonable size down to at least $\mu_V = 29$ mag arcsec$^{-2}$.

We also tested detection of smaller substructures with radial scale lengths between 25 and 40 arcsec (or 358 and 572 pc), more analogous to tidal debris, and find that we can reliably recover these features with $\mu_V = 28$ mag arcsec$^{-2}$, while we recover $\sim 50\%$ of features with $\mu_V = 29$ mag arcsec$^{-2}$. All the injected substructures that we recover appear larger in scale and more regular than any of the features outside the body of DDO 113 in the left panel of Figure 8, further proving that DDO 113’s stellar population has not been tidally stripped.

3.4 Summary of Tidal Feature Search

We used GALFIT (Peng et al. 2010; Häußler et al. 2013) and elliptical isophote fits (Jedrzejewski 1987; Bradley et al. 2018) to measure the morphology of DDO 113 as a function of radius, and tested our ability to detect tidal features by analyzing simulated DDO 113 images based on both smooth and distorted Sersic profiles. Our GALFIT fitting results and associated uncertainties are given in Table 1. Isophote fits and the surface brightness profiles of DDO 113 are shown in Figure 7. We find no significant deviations from a standard Sersic profile with either method.

While it is possible that DDO 113 could exhibit signs of disruption beyond our limiting surface brightnesses of 28.7 mag arcsec$^{-2}$ in $B$, based on isophote fits, and $\sim 28$ mag arcsec$^{-2}$ in $V$ and $R$, based on the GALFIT models, this region extends to twice the effective radius of DDO 113 and contains $\sim 91\%$ of DDO 113’s luminosity. We found no evidence for associated streams in resolved stars around DDO 113 down to a limiting surface brightness of 29 mag arcsec$^{-2}$ in $V$. Our limiting surface brightness is comparable to or fainter than the surface brightness of the streams associated with ultra-diffuse dwarfs of similar absolute magnitude to DDO 113 recently discovered in Bennet et al. (2018), so we would have discovered any analogous features associated with DDO 113. These factors lead us to conclude that DDO 113 shows no photometric evidence of tidal disruption that could explain the quenching of its star formation.

4 INFALL TIME

With no signs of tidal disruption in our deep photometric data, we must look to other mechanisms to explain the quenching of DDO 113’s star formation. One possibility is that DDO 113 has been environmentally quenched by its host, NGC 4214. This possibility is especially attractive because of previous studies that show only a vanishingly small percentage of similar-mass objects in the field are quenched (Geha et al. 2012). In order to ascertain the likelihood of environmental quenching, and to isolate the primary sources of environmental quenching, we require an estimate for the time that DDO 113 has spent in NGC 4214’s halo because the infall time sets the clock for quenching mechanisms. We look to cosmological simulations to find the infall time distribution of analogs of the NGC 4214-DDO 113 system, with physical properties matched to the observed system’s present-day properties.

Our approach is motivated by past work on determining infall time probability distribution functions for Milky Way satellites. With data from the high-resolution ΛCDM Via Lactea II simulation (Diemand et al. 2007, 2008), Rocha et al. (2012) showed that satellite infall times correlate strongly with their orbital energies. While orbital energies require 3D velocity information, Rocha et al. (2012) also showed that infall time estimates can be made based on the radius and radial velocity, as satellites in different stages of accretion populate different regimes of this parameter space. This approach for obtaining infall time estimates from the statistical properties of halos in cosmological simulations is promising for satellites which do not have well-constrained proper motions.

As we will discuss below and in §5, DDO 113 lacks a robust radial velocity measurement despite being in the footprint of several 21-cm HI emission surveys. As such, we look to other observables that are correlated with infall time to constrain our estimate for DDO 113. Our two most powerful observational constraints are 1) that DDO 113’s projected distance from its host is only $\sim 9$ kpc; and 2) that DDO 113 shows no photometric evidence for tidal disruption, despite being at such a small projected distance. We use these constraints to identify analog systems in a cosmological simulation in order to derive an estimated infall time for DDO 113.

We utilize the public Illustris cosmological simulations (Vogelsberger et al. 2013; Genel et al. 2014; Vogelsberger et al. 2014a,b; Nelson et al. 2015; Rodríguez-Gomez et al. 2015). Illustris simulates a ΛCDM cosmology with parameters from WMAP9 (Hinshaw et al. 2013). Illustris includes hydrodynamics, with a fiducial physics model presented in Vogelsberger et al. (2013). We use the flagship Illustris-1 run, which simulates a comoving box of volume $106.5\ Mpc^3$ with $1820^3$ particles each for dark matter, gas, and tracers that are used to track the Lagrangian evolution of the gas (Genel et al. 2015). Dark-matter-only versions of the Illustris simulation suite are also available, and we repeat our analysis using Illustris-1-Dark.

We utilize the friends-of-friends group catalogs, SURFIND subhalo catalogs, and the SUBLINK merger trees (Rodríguez-Gomez et al. 2015) to identify halos and subhalos and track their evolution through time. The friends-of-friends halo finder requires a minimum of 32 particles, corresponding to $2 \times 10^8 \ M_\odot$ if the particles are all dark matter, while SURFIND requires a minimum of 20 particles that are gravitationally bound, corresponding to a mass limit of $1.3 \times 10^8 \ M_\odot$. DDO 113 should have a halo mass $\sim 10^{10} \ M_\odot$ using the abundance matching scheme of Moster et al. (2013), which corresponds to about 1600 dark matter particles, so any DDO 113 analogs in Illustris are well above the dark matter mass resolution limit.

Given that DDO 113’s stellar mass of $1.81 \times 10^7 \ M_\odot$
identify infall times based on the snapshot at which the subhalos transition from being part of a different group to belonging to the NGC 4214 analog groups. Often subhalos will have multiple infall events, where they are part of a group for a few snapshots, then become unassociated, then become associated again. For these subhalos, we define the infall time as the first snapshot at which the subhalo is associated with the group (first infall).

We identify DDO 113 analogs in these groups by requiring that the most massive satellites have a mass in the range $10 \leq \log(M_{\text{infall}}) \leq 10.5$ at their infall time, corresponding to a range of masses centered on the Moster et al. (2013) abundance matching mass for DDO 113. We place this constraint on the infall mass rather than present-day mass as 1) the majority of a satellite’s stellar mass is typically formed prior to accretion by its present day host, and 2) satellites are much more likely to experience tidal stripping than hosts, but the stellar component of a satellite is more centrally concentrated than its dark matter component, so the outer dark matter halo is stripped first (e.g., Peñarrubia et al. 2008). This means that the stellar mass of the satellite is most closely correlated with its infall mass, which is typically also the maximum mass of the satellite over cosmic time. Peñarrubia et al. (2008) used simulations to show that $\sim 90\%$ of a dark matter halo must be stripped before the stellar distribution is distorted, so we impose an additional criterion that the subhalos must have $M_{z=0} / M_{\text{infall}} \geq 0.1$ based on our photometric evidence that DDO 113 is not being tidally disrupted.

These criteria led to a sample of 914 systems. Next we randomly “observed” these systems by projecting their positions along randomly-oriented observation vectors, keeping the infall times for cases with a projected separation $< 20$ kpc, twice DDO 113’s projected distance. Figure 9 shows the distribution of infall times for 5000 random observations of systems selected both with and without the application of the tidal disruption criterion. From this distribution we conclude that DDO 113’s first infall was likely 2–6 Gyr ago.

Application of the tidal disruption criterion significantly reduces the range of allowed infall times. In order to assess the origin of this improvement, we need to understand the orbital parameters of the satellites that we selected and discarded. With full 3D positions and velocities for our sample systems, we can estimate the satellite orbital pericenters and apocenters. We model the potentials of the hosts as spherically-symmetric NFW (Navarro et al. 1996) profiles with concentrations derived from the power-law ‘stack, NFW’ concentration-mass fit of Child et al. (2018). For Illustris-1, we add an additional point-source potential with mass equal to the stellar mass of the host having a shallower potential and smaller virial radius at earlier times. The removal of many satellites at small apocenters by the tidal disruption criterion is likely due to

---

Figure 9. The blue filled (pink line) histogram shows the distribution of first infall times for 914 analogs of DDO 113 with (without) the tidal disruption criterion. Only systems that are randomly “observed” at projected radii less than 20 kpc are included in the distribution. The distribution has a prominent peak between 2–4 Gyr, containing half the sampled systems, and a significant tail toward early infall times. Infall times from 0–2 Gyr and $> 8$ Gyr are unlikely.

(Weisz et al. 2011) corresponds to $\sim 15$ star particles, we do not attempt to identify DDO 113 analogs in Illustris-1 by stellar mass. Analogues for the NGC 4214 and DDO 113 system can be identified in Illustris-1 more reliably by using total halo masses, but doing so requires a mapping between stellar mass and halo mass. We adopt the subhalo abundance matching (SHAM) method as implemented in Moster et al. (2013). SHAM matches an observational stellar mass function to a simulated halo catalog assuming that the stellar-to-halo-mass relation is monotonically increasing. The relation of Moster et al. (2013) also seems reasonable compared to recent hydrodynamic simulations (e.g., Hopkins et al. 2014).

Using this method, we look for groups where the most massive subhalo is close to NGC 4214’s mass and the most massive satellite is close to DDO 113’s mass. We use the total masses from the SUBFIND catalogs for this purpose.\(^2\) We begin by parsing the group catalog at $z = 0$ to identify halos where the most massive subhalo (host) has a mass in the range $11 \leq \log(M_\odot) \leq 11.5$, a range of masses centered on the Moster et al. (2013) abundance matching mass estimate for NGC 4214.

We track the subhalo populations associated with these groups through time using the SUBLINK merger trees, and

\(^2\) Often halo masses are reported as $M_{200}$, corresponding to the total mass enclosed in a sphere with mean density 200 times the cosmological critical density. This quantity is only defined for “groups” (halos) in the Illustris catalogs. Using these could include both host and satellite masses together, which is undesirable for our purpose, so we choose to use the SUBFIND masses.
gradual mass removal from satellites accreted early. This is seen in the infall time distribution of Figure 9, where satellites with infall times $> 8$ Gyr are scarce after application of the tidal disruption criterion. Interestingly, the tidal disruption criterion appears to have little impact on the pericenter distribution. Satellites with smaller pericenters will encounter greater tidal forces, and should experience greater mass loss per orbit than equivalent satellites with larger pericenters. We observe $\sim 20\%$ fewer satellites with pericenters $< 10$ kpc after application of the tidal disruption criterion, but there are relatively few analogs with such small pericenters to begin with – this may be because late-time infalls with such small pericenters are rare, or because satellites with radial infalls are quickly disrupted and do not survive to the present day.

A constraint on the line-of-sight velocities for the satellites can be added to this procedure easily and would improve our selection of analogs due to the correlation between orbital energy and infall time (Rocha et al. 2012). We originally intended to use the velocity of $284 \pm 6$ km s$^{-1}$ assigned to DDO 113 in NED$^3$, but the original measurement is based on GBT HI 21-cm observations with a large ($\sim 9'$) beam by Tiff & Cocke (1988). Given the small projected distance of DDO 113 from NGC 4214 of 10.6', we were concerned that NGC 4214’s gas disk could be spatially blended with DDO 113 and produce a false detection. This seems likely since the velocity assigned to DDO 113 is consistent with NGC 4214’s velocity of $291 \pm 3$ km s$^{-1}$. We examined data from GALFA (Peek et al. 2011, 2018), which used the Arecibo Observatory with a $\sim 4'$ beam, and found that the spectrum at DDO 113’s position shows definite confusion in both position and velocity with the disk of NGC 4214. As such, we do not believe the GBT or GALFA data have sufficient spatial resolution to separate DDO 113’s emission from the disk of NGC 4214. The high-resolution interferometric surveys VLA-ANGST (Ott et al. 2012), THINGS (Walter

\footnote{The NASA/IPAC Extragalactic Database (NED) is operated by the Jet Propulsion Laboratory, California Institute of Technology, under contract with the National Aeronautics and Space Administration.}
Figure 11. Left: As in Figure 9, but for analogs from Illustris-1-Dark. The distribution has more satellites accreted from 4–7 Gyr than found in Illustris-1, which may be explained by reduced tidal disruption in the dark-matter-only simulation. Right: As in the bottom row of Figure 10, but for Illustris-1-Dark. These mirror the Illustris-1 distributions closely, with the exception that satellites at small apocenters are not removed by the tidal disruption criterion as aggressively as we observe in Illustris-1.

We repeat this analysis in full using the dark-matter-only Illustris-1-Dark run and find results that are qualitatively similar. The infall time and orbital parameter distributions are shown in Figure 11. The infall time is still most likely in the range of 2–6 Gyr, but there is an increase in early-accreted analogs relative to Illustris-1. We ascribe this to increased tidal disruption in Illustris-1 due to the presence of centrally-concentrated star particles in the host galaxy, which reduces the number of early-accreted satellites which survive to the present-day.

From this analysis, we estimate a likely first infall time for DDO 113 of between 2–6 Gyr ago. While this is a wide range, it is significant that we have excluded a recent infall, as an infall time of less than 2 Gyr would require a very fast-acting quenching mechanism in order to suppress star formation 1 Gyr ago, as is observed (Weisz et al. 2011). DDO 113’s small projected distance from its host and undisturbed stellar profile provide strong constraints on its infall time, such that we are now able to proceed with assessment of quenching mechanisms with a good estimate of the relevant timescale for quenching. This analysis appears robust to the treatment of the baryons, as the infall time constraints from the hydrodynamic Illustris-1 simulation are only moderately tighter than those obtained from the dark-matter-only sister simulation. It would be interesting to compare between simulations with different hydrodynamic treatments as well.

5 QUENCHING MECHANISMS

The goal of this section is to identify possible environmental quenching mechanism(s) for DDO 113 using the infall time estimate obtained in the previous section. We have a number of clues to help us solve this mystery. We begin by considering clues from DDO 113 itself. First, we have a high-fidelity SFH from the ANGST survey (Weisz et al. 2011), which shows not only when DDO 113 was quenched but also the star formation leading up to the end. The quenching is further confirmed by a lack of Hα emission (Kaisin & Karachentsev 2008). Second, a viable quenching mechanism must be able to explain the lack of 21-cm H1 emission (Walter et al. 2008; Hunter et al. 2012; Ott et al. 2012) while maintaining the regularity of DDO 113’s stellar distribution. In the field, galaxies with DDO 113’s stellar mass have ~ 1 – 6 times more mass in H1 than in stars (Papastergis et al. 2012; Popping et al. 2015; Sardone et al. 2019), meaning that DDO 113 would have a gas mass of $M_{\text{H1}} \approx (2 – 12) \times 10^7 M_\odot$, well above the upper limit of $4 \times 10^5 M_\odot$ observed today (Ott et al. 2012). Third, we found no evidence of tidal stripping of stars (§3). Finally, from our analysis of the Illustris simulations, we showed that it is very likely that DDO 113 fell into NGC 4214’s halo 2–6 Gyr ago (§4). DDO 113 analogs in the field are predominantly star-forming (Geha et al. 2012; Fillingham et al. 2018), so this sets a minimum time over which environmental quenching mechanisms can act.

We also have clues from the host, NGC 4214, as to which quenching mechanisms may be at play. While sub-L* galaxies are not expected to have accretion-shocked hot gas halos (Birnboim & Dekel 2003; Kereš et al. 2009), there is strong observational and theoretical evidence that these galaxies generally have large, cool reservoirs of gas in their circumgalactic media (CGM; Bordoloi et al. 2014; Johnson et al. 2017; Fielding et al. 2017; Hafen et al. 2018). For galaxies like NGC 4214, the CGM is likely dominated by outflows rather than intergalactic medium inflow (Hafen et al. 2018). Additionally, NGC 4214 is star-bursting, with noticeable holes in its H1 map (e.g., Walter et al. 2008) and ionizing radiation leakage (Choi et al. 2015), which supports our hypothesis of an outflow-dominated CGM. Thus, environmental quenching...
ing processes (starvation and ram-pressure stripping) that traditionally have been ascribed to hot gas halos and ionizing radiation in higher-mass hosts (e.g., groups and clusters) may be at play with NGC 4214.

All of these lines of evidence additionally require that candidate quenching mechanisms act gradually, as DDO 113 only quenched within the last 1 Gyr, so it was likely still forming stars after first infall. This means candidate quenching mechanisms must act in the 1–5 Gyr between DDO 113’s first infall and its quenching 1 Gyr ago. Removing the gas reservoir, ionizing the majority of the forming stars after first infall. This means candidate quenching mechanisms act gradually, as DDO 113 may be at play with NGC 4214.

The mass-loading factors of Christensen et al. (2016) are derived from simulations using the Feedback in Realistic Environments (FIRE) model (Hopkins et al. 2014), while the mass-loading factors of Christensen et al. (2016) are derived from simulations using GASOLINE (Wadsley et al. 2004). These relations bracket a reasonable range for the poorly constrained mass-loading factor (e.g., Lu et al. 2015).

Our results are summarized in Table 2. We find that using the mass-loading factors of Muratov et al. (2015) depletes the gas reservoir quickly (∼2 Gyr ago) while the mass-loading factor of Christensen et al. (2016) only depletes about half of the mass during the 6 Gyr since infall. Thus strangulation with the Muratov et al. (2015) mass-loading factors can explain the present day upper limit on DDO 113’s HI mass of 4 × 10^7 M_☉ (Ott et al. 2012), while using the Christensen et al. (2016) mass-loading factors cannot.

We can calculate the average mass-loading factor that depletes ~90% of the gas reservoir by a lookback time of 1 Gyr, when quenching began, by solving Equation 4 for η and averaging over the mass-loading factors and star formation rates from 1–6 Gyr,

\[ \bar{\eta} = \frac{0.9 M_{\text{HI},0}}{\langle \text{SFR} \rangle \Delta t} + R - 1 \quad (5) \]

where \( \langle \text{SFR} \rangle \) is the average star formation rate over the elapsed time \( \Delta t \). Using \( M_{\text{HI},0} = 5.6 \times 10^7 M_\odot \), \( R = 0.3 \), \( \Delta t = 5 \) Gyr, and \( \langle \text{SFR} \rangle = 0.00144 M_\odot \text{yr}^{-1} \), we find \( \bar{\eta} = 6.3 \). Repeating this analysis for an infall 3 Gyr ago yields \( \bar{\eta} = 11 \). These values, calculated for first infall times that bracket our infall time distribution function, are between the values of Muratov et al. (2015) and Christensen et al. (2016) and in the range of \( \eta = 5 - 15 \) favored by analysis of the CGM properties of sub-L* galaxies surveyed by COS-Dwarfs (Bordoloi et al. 2014). Thus, strangulation is a strong candidate for the dominant quenching mechanism of DDO 113.

This finding is unexpected given the relatively low mass of DDO 113’s host, NGC 4214, with \( M_\bullet = 1.7 \times 10^{11} M_\odot \) (Weisz et al. 2011; Moster et al. 2013). Strangulation is typically thought to remove the hot gas envelope of the satellite, preventing replenishment of the cold gas reservoir (e.g., Larson et al. 1980), but separation of the satellite from any significant gas inflows (e.g., pristine gas inflows from the cosmic web) is also necessary. Historically, strangulation has been considered only in the context of a host’s hot gas halo. Recent numerical work indicates that halo masses > 2 × 10^{11} M_☉ are required for formation of a hot, virialized gas halo (e.g., Birnboim & Dekel 2003; Kereš et al. 2012).

### Table 2. The results of our strangulation calculation with the Muratov et al. (2015, M15) and Christensen et al. (2016, C16) mass-loading factors. SFR indicates the average star formation rate in M_☉ yr^{-1} across the bins in lookback time. η are the mass-loading factors calculated for each time bin with the two adopted relations. The M_{out}/M_{HI,0} rows indicate the fraction of initial HI mass ejected over the time bins using the mass-loading factors in the row directly above.

| Lookback Time | SFR | η (M15) | η (C16) | M_{out}/M_{HI,0} |
|---------------|-----|---------|---------|------------------|
| 3–6 Gyr       | 0.0078 | 21.3 | 3.5 | 0.09 |
| 5–8 Gyr       | 0.0025 | 17.2 | 3.5 | 0.15 |
| 4–7 Gyr       | 0.0024 | 15.5 | 3.5 | 0.16 |
| 3–6 Gyr       | 0.00036 | 14.1 | 3.5 | 0.023 |

The mass-loading factors of Muratov et al. (2015) are based on simulations using with the Feedback in Realistic Environments (FIRE) model (Hopkins et al. 2014), while the mass-loading factors of Christensen et al. (2016) are derived from simulations using GASOLINE (Wadsley et al. 2004). These relations bracket a reasonable range for the poorly constrained mass-loading factor (e.g., Lu et al. 2015).
2009), while analytic calculations yield a higher minimum halo mass of $> 10^{12} M_\odot$ (e.g., Wang & Abel 2008). If strangulation is indeed the dominant driver of quenching for DDO 113, it is a first indication that the cool CGM may play a driving role in satellite quenching, as NGC 4214 lies below the hot gas halo formation regime.

5.2 Ram Pressure Stripping

Traditionally, ram-pressure stripping of gas from satellites has been understood in the context of hot gas halos in group-to-cluster-scale environments (e.g., Gunn & Gott 1972; Tonnesen & Bryan 2009; Fillingham et al. 2016). In this section, we consider if a cool, outflow-driven CGM of NGC 4214 might remove DDO 113’s Hi reservoir faster than by starvation. We calculate how much gas may be removed in a single orbit, and do not consider how the gas remaining in the satellite evolves, nor do we consider the interplay among starvation, outflows, and photoheating in combination with this effect. Our goal is to determine how much gas may be stripped by ram-pressure stripping alone.

Gas may be removed from a satellite if the ram pressure from the host exceeds the gravitational restoring force per unit area of the satellite,

$$\rho_h(R) V_{sat}^2(R) > \Sigma_{gas,s}(r) \frac{GM_s(r)}{r^2}. \quad (6)$$

Here, $R$ denotes the distance from the satellite to the host, and $r$ is the distance from a point in the satellite to the satellite center (McCarthy et al. 2008; Fillingham et al. 2016). The host galaxy’s CGM has a density profile $\rho_h(R)$, and the satellite’s velocity with respect to the CGM is $V_{sat}$. This velocity may include a component due to the bulk motion of the CGM on account of its likely significant outflow component. The satellite’s cold gas surface density is $\Sigma_{gas,s}(r)$, and we treat the enclosed satellite mass $M_s(r)$ as purely dark matter in origin, given the typically high mass-to-light ratios of dwarf galaxies (e.g., Simon & Geha 2007; Walker et al. 2007; Strigari et al. 2008). Because the host’s gas density peaks toward the center of the halo and the satellite’s speed relative to the host is maximized at pericenter, ram-pressure stripping can, to first order, be considered to act dominantly at pericenter passage, and as an outside-in process.

We model the restoring force on DDO 113’s gas in a manner analogous to the treatment of the Milky Way satellites in Fillingham et al. (2016). We use the infall gas mass estimate of $5.6 \times 10^7 M_\odot$ derived in §5.1. Following Popping et al. (2012, 2015), based on work by Kravtsov (2013), we model the surface density of the cold gas as an exponential profile with a scale radius $\chi_{gas} = 1.5 - 2.6$ times larger than the stellar half-light radius from §2.2. We model the dark-matter halo of DDO 113 according to the SHAM relation of Moster et al. (2013) described in §4, with an average value of the halo concentration.

We model the CGM of NGC 4214 with an isothermal profile, $\rho_h(R) \propto R^{-2}$, as found in both staged and cosmological simulations (Fielding et al. 2017; Hafen et al. 2018). To normalize the density profile, we use the high-outflow case of Fielding et al. (2017), which produces the highest CGM density of their models, $n_H = 10^{-3} \text{ cm}^{-3}$ at $R/R_{vir} = 0.1$. This is also consistent with the CGM density found in the cosmological simulations of Hafen et al. (2018). Lower mass-loading factors, consistent with the mass-loading factor inferred from a study of stellar and gas-phase metallicities (Lu et al. 2015), give a normalization a factor of 2 lower in the simulations of Fielding et al. (2017).

For the satellite orbit, we consider the range $V_{sat} = 150 - 300 \text{ km s}^{-1}$. The low value is close to the escape velocity at the high end of our pericenter distribution function (Fig. 10). The high value is greater than the escape velocity anywhere in the NGC 4214 halo, but allows for significant bulk motions in NGC 4214’s CGM that are comparable to the escape velocity. While this assumption is likely extreme, we consider it because NGC 4214 is star-bursting.

With these assumptions, we find it unlikely that ram-pressure stripping is the dominant source of quenching for DDO 113, although it may accelerate quenching. The upper limit on the remaining cold gas mass of DDO 113 is at most only a few percent of the likely infall gas mass, if DDO 113 had field-galaxy properties at infall. In order to strip $\gtrsim 95\%$ of the cold gas by ram-pressure stripping alone, we find that DDO 113’s pericenter would have to be less than 10 kpc or the satellite velocity would have to be almost a factor of two higher than the escape velocity from NGC 4214, and the effective radius of DDO 113’s cold gas would have to be high ($\chi_{gas} \gtrsim 2.5$). Given the distributions of velocities and pericenters of the DDO 113 analogs in Illustris-1, neither the low pericenter nor the high satellite velocity are probable. For the peak of the satellite pericenter probability distribution shown in Figure 10 ($r_p = 25$ kpc), only about half the gas is stripped for a satellite traveling at the escape velocity through our highest-density choice for NGC 4214’s CGM. Thus, ram-pressure stripping can be a contributor to gas loss, but is unlikely to be the main driver.

5.3 Tidal Stripping

While the first two mechanisms depended on the presence of a host CGM, we can also estimate how much gas may have been stripped by gravitational means—tidal stripping. Although the stellar component of DDO 113 appears undisturbed, cool gas typically extends beyond the optical radius (e.g., Hunter et al. 2012). Thus, it is possible to tidally strip significant quantities of gas while leaving the stars largely untouched. We use the definition of tidal radius $r_t$ employed by Peiarrubia et al. (2008),

$$\langle \rho_{sat}(r_t) \rangle = 3 \langle \rho_{sat}(R) \rangle. \quad (7)$$

where $\langle \rho_{sat}(r_t) \rangle$ is the dark-matter density within the tidal radius of the satellite, and $\langle \rho_{sat}(R) \rangle$ is the average host dark-matter density within a radius $R$, which we take to be the pericenter of the satellite’s orbit. This definition of the tidal radius is equivalent to that derived for point masses in the circular restricted three-body problem. Peiarrubia et al. (2008) find that it takes multiple orbits for a satellite to lose the mass outside its pericenter-based tidal radius. Given the short timescale allowed for quenching and gas removal, we likely overestimate the effect of tidal stripping if it were the only process acting on the gas.

With average choices for the halo masses and concentrations of the host and satellite, we find that the typical tidal radius at pericenter is $r_t \approx 5$ kpc, given the pericenter distribution in Figure 10. If we model the cold gas disk of the satellite as in §5.2, we find that only 5–20% of the cold
gas of DDO 113 can be tidally stripped if no other process acts on the gas. Thus, tidal stripping alone does not explain the dearth of gas in DDO 113.

6 CONCLUSION

In this paper, we use deep LBT/LBC observations of DDO 113 in concert with simulations and analytic calculations to suggest for the first time that a low-mass galaxy’s CGM quenched star formation in a Fornax-mass dwarf satellite galaxy.

We use GALFIT and elliptical isophotes to search for deviations from regular Sérsic profiles in our imaging data, with image simulations of both regular and tidally distorted DDO 113 analogs to quantify the systematic uncertainties in our measurements. We find that DDO 113’s stellar distribution follows an undisturbed Sérsic profile out to twice its half-light radius, with no detectable signs of irregularities in the light profile down to surface brightnesses of 28.7 mag arcsec$^{-2}$ in $B$ and $\sim 28$ mag arcsec$^{-2}$ in $V$ and $R$. We find no evidence for stellar streams associated with DDO 113 in resolved stars down to $\mu_V = 29$ mag arcsec$^{-2}$. These results indicate that tidal disruption is likely not the cause of DDO 113’s quenching.

To investigate other quenching mechanisms, we estimate an infall time for DDO 113 based on analog systems drawn from the Illustris-1 cosmological simulation (Vogelsberger et al. 2013; Genel et al. 2014; Vogelsberger et al. 2014a,b; Nelson et al. 2015; Rodriguez-Gomez et al. 2015). We use halo mass constraints for both DDO 113 and its host, NGC 4214, to select analog systems, then simulate observations of the analog systems to leverage DDO 113’s small projected distance ($\sim 9$ kpc) from its host. We then apply a theoretically-motivated tidal disruption criterion (Peñarrubia et al. 2008) based on our observation that DDO 113’s stellar component is undisturbed; this additional criterion significantly tightens our infall time estimate. Systems that meet the tidal disruption criterion and are mock observed at small projected distances are used to estimate DDO 113’s infall time. From this analysis, we estimate that DDO 113’s first infall was likely between 2–6 Gyr ago.

We use this timescale to investigate the plausibility of several environmental quenching mechanisms: tidal stripping, ram-pressure stripping, and strangulation. Intriguingly, we find that strangulation is by far the likeliest candidate for the dominant quenching mechanism given the SFH measured by Weisz et al. (2011). For our estimated infall time of 2–6 Gyr, we find that we need a time-averaged mass-loading factor of $\dot{m} = 6–11$ to remove cold gas from DDO 113 with strangulation alone, compared to the literature values of $\eta \sim 3–90$ (Bordoloi et al. 2014; Muratov et al. 2015; Lu et al. 2015; Christensen et al. 2016).

This finding is surprising, as strangulation is typically thought to require the host to have a hot, virialized gas halo, though recent numerical results (e.g., Birnboim & Dekel 2003; Kereš et al. 2009) have shown that a minimum halo mass of only $\sim 2 \times 10^{11} M_{\odot}$ is required at $z = 0$ for the formation of such a halo. DDO 113’s host, NGC 4214, appears to lies slightly below this halo mass threshold. On the other hand, recent observational and theoretical work on low-mass hosts indicate the presence of large, outflow-driven cool gas reservoirs. We use a simulation-driven model for the cool CGM of NGC 4214 to show that, while ram pressure stripping of DDO 113 by the CGM likely plays a part in removing gas from DDO 113, its more important role is likely to enforce the dominant strangulation process by ensuring gas ejected from DDO 113 never returns. Our work shows, for the first time, the key role that the CGM may play in environmental quenching of satellites around sub-L$^*$ hosts.
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