INTRODUCING GENODIVE VERSION 3.0

Here, I present GENODIVE version 3.0, a program for the analysis of population genetic and population genomic data. GENODIVE version 3.0 is a major update from the previously published version version 1.0, which was a command line tool that performed only a single task, the estimation of clonal diversity (Meirmans & Van Tienderen, 2004). Over the years, GENODIVE has been under continuous development and the latest version has an intuitive user interface and implements a wide range of different types of analyses allowing for easy and straightforward testing of evolutionary and ecological hypotheses with genetic data. The philosophy

Abstract

GENODIVE version 3.0 is a user-friendly program for the analysis of population genetic data. This version presents a major update from the previous version and now offers a wide spectrum of different types of analyses. GENODIVE has an intuitive graphical user interface that allows direct manipulation of the data through transformation, imputation of missing data, and exclusion and inclusion of individuals, population and/or loci. Furthermore, GENODIVE seamlessly supports 15 different file formats for importing or exporting data from or to other programs. One major feature of GENODIVE is that it supports both diploid and polyploid data, up to octaploidy (2n = 8x) for some analyses, but up to hexadecaploidy (2n = 16x) for other analyses. The different types of analyses offered by GENODIVE include multiple statistics for estimating population differentiation (\(\phi_{ST}\), \(F_{ST}\), \(G_{ST}\), \(G'_{ST}\), \(G''_{ST}\), \(D_{est}\), \(R_{ST}\), \(\rho\)), analysis of molecular variance-based K-means clustering, Hardy–Weinberg equilibrium, hybrid index, population assignment, clone assignment, Mantel test, Spatial Autocorrelation, 23 ways of calculating genetic distances, and both principal components and principal coordinates analyses. A unique feature of GENODIVE is that it can also open data sets with nongenetic variables, for example environmental data or geographical coordinates that can be included in the analysis. In addition, GENODIVE makes it possible to run several external programs (lfmm, structure, instruct and vegan) directly from its own user interface, avoiding the need for data reformatting and use of the command line. GENODIVE is available for computers running Mac OS X 10.7 or higher and can be downloaded freely from: http://www.patri ickmei rmans.com/software.
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behind GENODIVE is to enable the performance of powerful analyses of modern genetic data sets without needing to use any command line tools. The program is available for computers running Apple Mac OS X 7.0 (“Lion”) and higher.

2 | AN INTUITIVE USER INTERFACE

GENODIVE version 3.0 has a fully developed mouse-driven graphical user interface (GUI). This GUI provides a flexible and intuitive way of approaching data and its analysis (see Figure 1), for both students and advanced researchers. The program has a so-called document-based user interface, which means that multiple documents of different types can be open and analysed simultaneously. GENODIVE can seamlessly import and export data in a wide variety of formats. This circumvents tedious recoding of text files from one format to another, or the use of third-party tools to do such reformatting. GENODIVE automatically recognizes which format a text file is in and reads the data, without any need for dialogues. File formats recognized by GENODIVE are BAYESSASS (Wilson & Rannala, 2003), CONVERT (Glaubitz, 2004), FSTAT (Goudet, 1995), GENALEX (Peakall & Smouse, 2006), GENEPop (Raymond & Rousset, 1995), GENETIX (Belkhir, Borsa, Chikhi, Raufaste, & Bonhomme, 2004), MIGRATE (Beerli & Felsenstein, 1999), SPAGEDi (Hardy & Vekemans, 2002) and STRUCTURE (Pritchard, Stephens, & Donnelly, 2000); in addition, files can be exported in the formats of AFLP-SURV (Vekemans, 2002), ARLEQUIN (Excoffier & Lischer, 2010), BAYESCAN (Foll & Gaggiotti, 2008), LFMML (Fruch, Schwolle, Bouchard, & Francois, 2013) and TESS3 (Caye, Deist, Martins, Michel, & Francois, 2015). GENODIVE also has its own file format that allows for some features that are unique to GENODIVE, such as support for mixed ploidy data, clone assignments and multiple series of population groups.

When data have been loaded successfully, the GUI of GENODIVE provides extensive tools for manipulating the data (see Figure 1 for some examples). Most importantly, GENODIVE makes it very easy to create a subset of the data. The GUI has checkboxes for every individual, population and locus that can be clicked to include or exclude them from the analysis. Furthermore, there is a “Special Include” dialogue that allows the user to include or exclude observations based on a specific set of criteria, such as including loci or individuals based on the percentage of missing data, including populations based on the number of samples, or including only a single individual per clone (one ramet per genet). This in- and excluding allows for testing hypotheses that pertain to only a subset of the data, for example only populations from a certain region or only individuals with a certain ploidy level. Furthermore, subsetting the data makes it possible to easily assess the influence of possible erratic individuals or loci on the outcome of the analysis. Besides subsetting, GENODIVE provides other ways of data manipulation: transformation, recoding of alleles, subsampling to a single ploidy level, and smart imputation of missing data. Although GENODIVE does not show any graphical output, great care has been taken to ensure that all output is tab-delimited so that the results can be easily plotted using spreadsheet software such as Excel or using R.

Behind the user-friendly GUI of GENODIVE is a computational core that makes full use of the power of both laptop and desktop computers. GENODIVE is fully multithreaded, which means that all calculations are performed in the background, keeping the user interface responsive and available for other tasks. Almost all computers sold nowadays have processors with multiple independent cores; GENODIVE automatically distributes the calculations over all processor cores available in the computer. These parallelized computations, in combination with the fact that GENODIVE is written in a low-level programming language (C, with Objective C used for the interface) makes the program often several orders of magnitude faster than other programs, especially scripts written in Python or R. In addition, the user-friendly GUI means that those who do not have programming skills—or do not have the time to write and debug custom-made scripts—do have access to powerful statistical tools.

GENODIVE can handle a wide range of data sets, from modest microsatellite data sets with only a few loci to large RAD data sets with tens of thousands of SNPs. This is because the maximum size of data sets for GENODIVE is only limited by the amount of working memory (RAM) of the computer: GENODIVE has been successfully used to analyse data sets with tens of thousands of loci and hundreds of individuals (e.g. Benestan et al., 2015; Miller et al., 2018). This is also where the multithreaded calculations really make a difference as the calculations for the different loci can be easily distributed over the computer’s processors. Importantly, all such technicalities remain hidden behind the GUI, thus enabling the researcher to focus on the analysis itself.

3 | DATA ANALYSIS FEATURES UNIQUE TO GENODIVE

3.1 | Polyploids

GENODIVE supports a wide range of ploidy levels from haploid up to hexadecaploid ($2n = 16x$); this means that almost all analyses implemented in GENODIVE can be used on any of these ploidy levels or a mixture thereof. The analysis of polyploid data presents some challenges that are not present in diploids (Dufresne, Stift, Vergilino, & Mable, 2014; Meirmans, Liu, & Van Tienderen, 2018): information on the dosage of alleles—the number of copies of each allele present within an individual—is often missing and there can be double reduction, which leads to nonrandom segregation of alleles into gametes. GENODIVE has dedicated algorithms to deal with these issues for autopolyploids, including the estimation of allele frequencies when there is missing dosage information (De Silva, Hall, Rikerink, McNeilage, & Fraser, 2005; for data up to octaploids) and the calculation of a ploidy-independent estimator of population differentiation, the $p$-statistic, which is also independent of the rate of double reduction (Meirmans & Liu, 2018;
Ronfort, Jenczewski, Bataillon, & Rousset, 1998). However, genodive is not limited to polyploid data; it is equally well suited for the analysis of diploid data.

### 3.2 | Combining genetic and ecological data

Besides loading allelic genetic data sets, genodive can also read data sets with descriptive variables for the individuals or populations. These latter data sets are especially useful for integrating ecological data of the samples into the data analysis. For example, spatial coordinates can be used for spatial autocorrelation analysis and testing for isolation by distance, or climatic data for the sampling sites can be used for tests of isolation by environment or for genetic environment associations.

### 3.3 | AMOVA-based clustering

Genodive can cluster genetic data based on analysis of molecular variance (AMOVA, Excoffier, Smouse, & Quattro, 1992), where the $F$-statistics from AMOVA are used as the optimality criterion to find the clustering that gives the maximum amount of genetic differentiation among clusters (Meirmans, 2012b). Clustering can take place at the individual level or at the population level—which is absent in other genetic clustering analyses—and either uses a standard $K$-means or a specially modified simulated annealing algorithm. Genodive can also perform a standard AMOVA with a predefined hierarchical population structure, for both diploid and polyploid data (Meirmans & Liu, 2018).

### 3.4 | Clone assignment

Genodive can assign individuals to clones (genets), based on their multilocus genotypes, while allowing for somaclonal mutations and genotyping errors (Meirmans & Van Tienderen, 2004). This functionality was formerly present in a separate program, genotype, but has now been fully integrated into genodive. The clone assignment is done by selecting a threshold in a histogram of among-individual genetic distances. In genodive version 3.0 this threshold can be selected visually in the GUI with direct feedback about the number of resulting clones. Furthermore, genodive now implements a permutation test to verify whether the replication of multilocus genotypes is indeed due to clonal replication and not simply due to insufficient resolution of the genetic markers (Gomez & Carvalho, 2000).

### 3.5 | Add-in analyses

Genodive can run several separate programs as add-ins from within genodive to perform some additional analyses. This means that genodive does not implement the algorithm itself, but it runs the program in the background, parses the results and displays these within
The advantage of this is that all analyses can be run using the *genodive* GUI, which contains the most important settings available for each program. Currently, four such add-ins are available: *inStruct* (Gao, Williamson, & Bustamante, 2007), *Lemm* (Fruchet et al., 2013), Redundancy Analysis using *vegan* in R (Oksanen et al., 2015), and *structure* (Pritchard et al., 2000). For an add-in to work, the user must first install these programs on their computer, by downloading them from their respective websites.

### 4 | ADDITIONAL TYPES OF DATA ANALYSIS

#### 4.1 | Genetic diversity and HWE

*Genodive* can calculate multiple indices for estimating genetic diversity within populations, including gene diversity ($H_g$; for diploids equal to the expected heterozygosity), observed heterozygosity ($H_O$), number of alleles and effective number of alleles. When full dosage information is available for polyploids, $H_O$ is calculated as the gametic heterozygosity (Moody, Mueller, & Soltis, 1993)—the heterozygosity of diploid gametes drawn from the polyploid genotype—as this is known to provide better comparisons among ploidy levels (Meirmans et al., 2018). Conformation to Hardy–Weinberg equilibrium (HWE) expectations can be tested using the $F_{st}$ statistic calculated on $H_O$ and $H_G$ or using the within-individual and among-individual variance components of AMOVA. Significance testing is performed using permutations of alleles among individuals.

#### 4.2 | Genetic differentiation

The merits of different approaches for estimating the degree of differentiation among populations have been debated extensively in the past (Jost, 2008; Meirmans & Hedrick, 2011; Whitlock, 2011). *Genodive* therefore provides a wide range of summary statistics for such estimation, implementing the two most widely used approaches: one based on heterozygosities and one based on variance components. Included heterozygosity-based estimators are $G_{st}$ (Nei, 1987), standardized $G'_{st}$ (Hedrick, 2005), its unbiased estimator $G''_{st}$ (Meirmans & Hedrick, 2011), $D_{est}$ (Jost, 2008) and the ploidy-independent $\rho$-statistic (Ronfort et al., 1998). The variance components-based estimators are all calculated using AMOVA (Excoffier et al., 1992; Michalakis & Excoffier, 1996); therefore, the returned summary statistic depends on the choice of distance metric used, and can be either $\Phi_{st}$, $F_{st}$, $F'_{st}$, $R_{st}$ or $\rho$. The AMOVA-based statistics can naturally be calculated at multiple hierarchical levels (clusters of populations) resulting in hierarchical series of $F$-statistics. The interface for defining this hierarchy is very flexible and can include or exclude the individual or population level. This flexibility makes it straightforward to compare multiple ways of clustering populations. Significance testing can be done, using permutations, either overall or between pairs of populations.

#### 4.3 | Distance metrics

All the above-mentioned differentiation estimators can be used in *genodive* to calculate a matrix of pairwise genetic distances among populations. In addition, several other among-population distance metrics are included in the program: Nei’s $D$ (Nei, 1987), and Rogers’ (1972), Euclidean, Manhattan, Chord (Cavalli-Sforza & Bodmer, 1971) and chi-square distances. For polyploidy data with missing dosage information, $G_{st}$, $G'_{st}$ and $D_{est}$ can additionally be calculated with dosage correction (De Silva et al., 2005). Besides these among-population distances, *genodive* can also estimate the following distances among pairs of individuals: clonal (Meirmans & Van Tienderen, 2004), Bruvo (Bruvo, Michiels, D’Souza, & Schulenburg, 2004), Smouse and Peakall (1999), Euclidean (Meirmans & Liu, 2018), Manhattan, Chord (Cavalli-Sforza & Bodmer, 1971) and chi-square distances. The program can also calculate the kinship coefficient between pairs of individuals (Loiselle, Sork, Nason, & Graham, 1995), which is technically not a distance metric but an estimate of the genealogical relationship among individuals. Finally, *genodive* can calculate distances based on ecological variables; the most important of these is the geographical distance among longitude–latitude data, taking both the curvature of the Earth and the flattening of the Earth at the poles into account. The *genodive* GUI also makes it easy to import and export distance matrices from and to other programs. For importing triangular matrices, *genodive* has a smart algorithm to detect whether it is a lower or upper diagonal matrix, based on triangle inequality.

#### 4.4 | Spatial autocorrelation

Processes such as isolation by distance can lead to striking patterns of spatial autocorrelation in genetic data (Meirmans, 2012a). *Genodive* implements the standard method to test for this using a Mantel test (Mantel, 1967), testing for a correlation between genetic distances—either among individuals or among populations—and geographical distances. Other options are to correct for the influence of a third distance matrix (partial Mantel test, Smouse, Long, & Sokal, 1986), or to constrain the permutations based on specified strata, for example population clusters (see Meirmans, 2015). A more fine-grained analysis of spatial autocorrelation is provided by calculation of a correlogram, which can be done in *genodive* for either population data or individual data. For a correlogram, the matrix of geographical distances needs to be converted into a set of distance classes; in the *genodive* GUI, this can be done in a dialogue that allows the use to choose between equidistant classes (breaks between classes are equally spaced) or equifrequent classes (where the spacing is changed to have approximately the same number of distances in each class). The dialogue shows a histogram that reflects the distribution of distances over the classes and permits editing the class distances by hand.
4.5 | Miscellaneous

In addition to all the above analyses, GENODIVE provides a number of other analyses that are frequently done for the analysis of population genetic data. Because some of these analyses do not allow for missing data, GENODIVE has three different ways of imputing missing data: (a) randomly picking alleles based on the overall allele frequencies; (b) randomly picking alleles based on the population allele frequencies; and (c) restoring the dosage of polyploid individuals based on the incomplete genotype and the estimated population allele frequencies. As with any imputation of missing data, users should be aware that this may lead to a bias, the direction and extent of which may depend on the used imputation method.

GENODIVE implements both a principal components analysis (PCA), based on a matrix of within-individual or within-population allele frequencies, and a principal coordinates analysis (PCoA), based on a user-specified distance matrix. The latter analysis offers the option to correct for negative eigenvalues that may be the result of using a noneuclidean distance metric. GENODIVE also implements population assignments (Paetkau, Slade, Burden, & Estoup, 2004), including the Monte Carlo test of Cornuet, Piry, Luikart, Estoup, and Solignac (1999) to generate a null-distribution of likelihood values with which the values for the sampled individuals are compared. The assignments can be done for polyploids, but the algorithm does not yet include the recent method of Field, Broadhurst, Elliott, and Young (2017) to allow for missing dosage and double reduction. GENODIVE is also the only software that can calculate Buerkle’s (2005) hybrid index for polyploid data. Finally, GENODIVE allows testing whether groups of populations differ in their level of genetic diversity or in the strength of the population differences. This latter option is, for example, useful to test whether there is a difference in those aspects when comparing invading populations to populations from the native range of the species.

5 | CONCLUSIONS

Overall, GENODIVE provides a comprehensive tool for the analysis of population genetic data: it is very easy to use thanks to its intuitive user interface while empowering a wide range of different types of analyses, several of which are unique to the program. In particular, GENODIVE has extensive support for polyploids; however, it is equally well suited for the analysis of diploid data. More information about the program is available both in the form of a pdf-manual and in the on-screen Help system, accessible via the Help-menu in the GUI. GENODIVE is available only for Mac OS and can be downloaded free of charge from: http://www.patrickmeirmans.com/software.

ACKNOWLEDGEMENTS

I would like to thank all the people who have emailed me over the years with bug-reports, feature requests or simply to say thank you; their enthusiasm for GENODIVE keeps me motivated to continue development of the program since 2004. I would also like to thank Nathalie Isabel, Jérôme Goudet, Oscar Gaggiotti and Peter van Tienderen who encouraged me to continue working on GENODIVE while being employed in other research projects. Finally, I am grateful to Stephanie Meirmans for useful comments on the manuscript.

AUTHOR CONTRIBUTION

P.M. taught himself programming, wrote the software and wrote the manuscript.

DATA AVAILABILITY STATEMENT

This paper does not contain any data to be archived.

ORCID

Patrick G. Meirmans https://orcid.org/0000-0002-6395-8107

REFERENCES

Beerli, P., & Felsenstein, J. (1999). Maximum-likelihood estimation of migration rates and effective population numbers in two populations using a coalescent approach. Genetics, 152, 763–773.
Belkhir, K., Borsa, P., Chikhi, L., Raufaste, N., & Bonhomme, J. (2004). GENETIX 4.05. logiciel sous Windows™ pour la génétique des populations. Laboratoire Génome, Populations, Interactions, CNRS UMR 5171, Université de Montpellier II, Montpellier (France).
Benestan, L., Gosselin, T., Perrier, C., Sainte-Marie, B., Rochette, R., & Bernatchez, L. (2015). RAD genotyping reveals fine-scale genetic structuring and provides powerful population assignment in a widely distributed marine species, the American lobster (Homarus americanus). Molecular Ecology, 24, 3299–3315. https://doi.org/10.1111/mec.13245
Bruvo, R., Michiels, N., D’Souza, T., & Schlenenburg, H. (2004). A simple method for the calculation of microsatellite genotype distances irrespective of ploidy level. Molecular Ecology, 13, 2101–2106. https://doi.org/10.1111/j.1365-294X.2004.02209.x
Buerkle, C. (2005). Maximum-likelihood estimation of a hybrid index based on molecular markers. Molecular Ecology Notes, 5, 684–687. https://doi.org/10.1111/j.1471-2286.2005.01011.x
Cavalli-Sforza, L. L., & Bodmer, W. F. (1971). The genetics of human populations. San Francisco, NC: W. H. Freeman.
Caye, K., Deist, T. M., Martins, H., Michel, O., & Francois, O. (2015). TESS3: Fast inference of spatial population structure and genome scans for selection. Molecular Ecology Resources, 16, 540–548. https://doi.org/10.1111/1755-0998.12471
Cornuet, J., Piry, S., Luikart, G., Estoup, A., & Solignac, M. (1999). New methods employing multilocus genotypes to select or exclude populations as origins of individuals. Genetics, 153, 1989–2000.
De Silva, H. N., Hall, A. J., Rikkerink, E., Mcneilage, M. A., & Fraser, L. G. (2005). Estimation of allele frequencies in polyploids under certain patterns of inheritance. Heredity, 95, 327–334. https://doi.org/10.1038/sj.hdy.6800728
Dufresne, F., Stift, M., Vergilino, R., & Mable, B. K. (2014). Recent progress and challenges in population genetics of polyploid organisms: An overview of current state-of-the-art molecular and statistical tools. Molecular Ecology, 23, 40–69. https://doi.org/10.1111/mec.12581
Excoffier, L., & Lischer, H. E. L. (2010). ARLEQUIN suite ver 3.5: A new series of programs to perform population genetics analyses under Linux and Windows. Molecular Ecology Resources, 10, 564–567. https://doi.org/10.1111/j.1755-0998.2010.02847.x
Excoffier, L., Smouse, P., & Quattro, J. (1992). Analysis of molecular variance inferred from metric distances among DNA haplotypes: Application to human mitochondrial-DNA restriction data. Genetics, 131, 479–491.
Field, D. L., Broadhurst, L. M., Elliott, C. P., & Young, A. G. (2017). Population assignment in autopolyploids. *Heredity, 119*, 389–401. https://doi.org/10.1038/hdy.2017.51

Foll, M., & Gaggiotti, O. E. (2008). A genome-scan method to identify selected loci appropriate for both dominant and codominant markers: a Bayesian perspective. *Genetics, 180*, 977–993. https://doi.org/10.1534/genetics.108.092221

Frérot, E., Schoville, S. D., Bouchard, G., & Francois, O. (2013). Testing for associations between loci and environmental gradients using Latent Factor Mixed Models. *Molecular Biology and Evolution, 30*, 1687–1699. https://doi.org/10.1093/molbev/mst063

Gao, H., Williamson, S., & Bustamante, C. (2007). A Markov Chain Monte Carlo approach for joint inference of population structure and in-breeding rates. *Genetics, 176*, 1635–1651.

Glaubitz, J. C. (2004). *CONVERT*: A user-friendly program to reformat diploid genotypic data for commonly used population genetic software packages. *Molecular Ecology Notes, 4*, 309–310. https://doi.org/10.1111/j.1471-8286.2004.00597.x

Gomez, A., & Carvalho, G. (2000). Sex, parthenogenesis and genetic structure of rotifers: Microsatellite analysis of contemporary and resting egg bank populations. *Molecular Ecology, 9*, 203–214. https://doi.org/10.1046/j.1365-294x.2000.00849.x

Goudet, J. (1995). *FSTAT* (Version 1.2): A computer program to calculate F-statistics. *Journal of Heredity, 86*, 485–486. https://doi.org/10.1093/oxfordjournals.jhered.a111627

Hardy, O., & Vekemans, X. (2002). *SpaGDiD*: A versatile computer program to analyse spatial genetic structure at the individual or population levels. *Molecular Ecology Notes, 2*, 618–620. https://doi.org/10.1046/j.1471-8286.2002.00305.x

Hedrick, P. (2005). A standardized genetic differentiation measure. *Evolution, 59*, 1633–1638. https://doi.org/10.1111/j.0014-3820.2005.tb01814.x

Jost, L. (2008). $G_{ST}$ and its relatives do not measure differentiation. *Molecular Ecology, 17*, 4015–4026.

Loiselle, B., Sork, V., Nason, J., & Graham, C. (1995). Spatial genetic-structure of a tropical understory shrub, *Psychotria officinalis* (Rubiaceae). *American Journal of Botany, 82*, 1420–1425.

Mantel, N. (1967). The detection of disease clustering and a generalized regression approach. *Cancer Research, 27*, 209–220.

Meirmans, P. G. (2012a). The trouble with isolation by distance. *Molecular Ecology, 21*, 2839–2846. https://doi.org/10.1111/j.1365-294X.2012.05578.x

Meirmans, P. G. (2012b). AMOVA-based clustering of population genetic data. *Journal of Heredity, 103*, 744–750. https://doi.org/10.1093/jhered/ess047

Meirmans, P. G. (2015). Seven common mistakes in population genetics and how to avoid them. *Molecular Ecology, 24*, 3223–3231. https://doi.org/10.1111/mec.13243

Meirmans, P. G., & Hedrick, P. (2011). Assessing population structure: $F_{ST}$ and related measures. *Molecular Ecology Resources, 11*, 5–18. https://doi.org/10.1111/j.1755-0998.2010.02927.x

Meirmans, P. G., & Liu, S. (2018). Analysis of molecular variance (AMOVA) for autopolyploids. *Frontiers in Ecology and Evolution, 6*, 66.

Meirmans, P. G., Liu, S., & Van Tienderen, P. H. (2018). The analysis of polyploid genetic data. *Journal of Heredity, 109*(3), 283–296. https://doi.org/10.1093/jhered/esy006

Meirmans, P. G., & Van Tienderen, P. H. (2004). *GENOTYPE and GENODIVE*: Two programs for the analysis of genetic diversity of asexual organisms. *Molecular Ecology Notes, 4*, 792–794. https://doi.org/10.1111/j.1471-8286.2004.00770.x

Michalakis, Y., & Excoffier, L. (1996). A generic estimation of population subdivision using distances between alleles with special reference for microsatellite loci. *Genetics, 142*, 1061–1064.

Miller, J. M., QuinziN, M. C., Edwards, D. L., Eaton, D. A. R., Jensen, E. L., Russello, M. A., ..., Caccone, A. (2018). Genome-wide assessment of diversity and divergence among extant Galapagos Giant Tortoise species. *Journal of Heredity, 109*, 611–619. https://doi.org/10.1093/jhered/esy031

Moody, M., Mueller, L., & Soltis, D. E. (1993). Genetic-variation and random drift in autotetraploid populations. *Genetics, 134*, 649–657.

Nei, M. (1987). *Molecular evolutionary genetics*. New York, NY: Columbia University Press.

Oksanen, J., Blanchet, F. G., Kindt, R., Legendre, P., Minchin, P. R., O'Hara, B., ..., Wagner, H. H. (2015). Vegan: *Community ecology package*. *R package version 2.3-2*. http://CRAN.R-project.org/package=vegan

Paetkau, D., Slade, R., Burden, M., & Estoup, A. (2004). Genetic assignment methods for the direct, real-time estimation of migration rate: A simulation-based exploration of accuracy and power. *Molecular Ecology, 13*, 55–65. https://doi.org/10.1046/j.1365-294X.2004.02008.x

Peakall, R., & Smouse, P. (2006). *GENALEX 6*: Genetic analysis in Excel. Populationgeneticsoftwareforteachingandresearch. *Molecular Ecology Notes, 6*, 288–295. https://doi.org/10.1111/j.1471-8286.2005.01155.x

Pritchard, J., Stephens, M., & Donnelly, P. (2000). Inference of population structure using multilocus genotype data. *Genetics, 155*, 945–959.

Raymond, M., & Rousset, F. (1995). *GenPop* (version 1.2): Population genetics software for exact tests and ecumenicism. *Journal of Heredity, 86*, 248–249. https://doi.org/10.1093/oxfordjournals.jhered.a111573

Rogers, J. S. (1972). Measures of genetic similarity and genetic distance. In *Studies in genetics VII* (pp. 145–153). Austin, TX: University of Texas Publication 7213.

Ronfort, J., Jenczewski, E., Bataillon, T., & Rousset, F. (1998). Analysis of population structure in autotetraploid species. *Genetics, 150*, 921–930.

Smouse, P., Long, J. C., & Sokal, R. R. (1986). Multiple regression and correlation extensions of the Mantel test of matrix correspondence. *Systematic Zoology, 35*, 627–632. https://doi.org/10.2307/2413122

Smouse, P., & Peakall, R. (1999). Spatial autocorrelation analysis of individual multialele and multilocus genetic structure. *Heredity, 82*, 561–573. https://doi.org/10.1038/sj.hdy.6885180

Vekemans, X. (2002). *AFLP-Surv version 1.0*. Distributed by the author. Laboratoire de Génétique et Ecologie Végétale, Université Libre de Bruxelles, Belgium.

Whitlock, M. C. (2011). $G_{ST}$ and $D$ do not replace $F_{ST}$. *Molecular Ecology, 20*, 1083–1091. https://doi.org/10.1111/j.1365-294X.2010.04996.x

Wilson, G., & Rannala, B. (2003). Bayesian inference of recent migration rates using multilocus genotypes. *Genetics, 163*, 1177–1191.

---

**How to cite this article:** Meirmans PG. *GENODIVE version 3.0*: Easy-to-use software for the analysis of genetic data of diploids and polyploids. *Mol Ecol Resour*. 2020;20:1126–1131. https://doi.org/10.1111/1755-0998.13145