A multiscale scheme accurately simulates macroscale shocks in an equation-free framework
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Abstract

Scientists and engineers often create accurate, trustworthy, computational simulation schemes—but all too often these are too computationally expensive to execute over the time or spatial domain of interest. The equation-free approach is to marry such trusted simulations to a framework for numerical macroscale reduction—the patch dynamics scheme. This article extends the patch scheme to scenarios in which the trusted simulation resolves abrupt state changes on the microscale that appear as shocks on the macroscale. Accurate simulation for problems in these scenarios requires extending the patch scheme by capturing the shock within a novel patch, and also modifying the patch coupling rules in the vicinity in order to maintain accuracy. With these two extensions to the patch scheme, straightforward arguments derive consistency conditions that match the usual order of accuracy for patch schemes. The new scheme is successfully tested on four archetypal problems. This technique will empower scientists and engineers to accurately and efficiently simulate, over large spatial domains, multiscale multiphysics systems that have rapid transition layers on the microscale.
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1 Introduction

The modeling of scientific and engineering phenomena is often complicated by the presence of fast, fine-scale processes entangled with the long-lasting, macroscale, system-wide, processes that are of interest. This article contributes to developing the so-called “equation-free” methodology for efficient system level simulation of such complex multiscale phenomena (Kevrekidis et al. 2003, Kevrekidis & Samaey 2009, Sieber et al. 2018, e.g.). This methodology accurately predicts the macroscale, system-wide, coarse scales but only requires the fast, fine-scales to be resolved on small patches and/or in small bursts of the space-time domain. Projective integration uses short bursts of the full microscale simulation in time to learn the macroscale information that empowers long-time prediction (Gear & Kevrekidis 2003, Erban et al. 2006, Givon et al. 2006, e.g.). To complement projective integration, we focus on problems that have multiple scales in space by further developing the patch scheme which computes on only small microscale patches in space and yet makes accurate macroscale prediction (Gear et al. 2003, Hyman 2005, Samaey et al. 2005, 2006, Roberts & Kevrekidis 2007, e.g.). Specifically, here we address and resolve issues that arise when the effective macroscale dynamics exhibits localised ‘shocks’, which nonetheless the microscale simulation could resolve except for the resultant computational expense.

The detailed structure of shocks, cracks, grain boundaries, and dislocations, are only resolved on a micro-scale (such as an atomic simulation), so any description of shock/crack development over large-scales is a multiscale issue. The importance and dynamic nature of such shock propagation (Takayama & Saito 2004, e.g.) and the resulting discontinuities in material structure have led to many mathematical approaches (Hofstetter & Meschke 2011, Luskin & Ortner 2013, e.g.), including the quasi-continuum methodology of Tadmor et al. (1996) which has some features cognate to our approach. In its hybrid design, the patch scheme (Section 3) that we develop further here is ideally suited to multiscale modelling of systems with complex microscale detail (Kevrekidis & Samaey 2009, Samaey et al. 2010, Roberts 2015).

The key idea of the patch scheme is to replace an expensive simulation across a ‘large’ domain with a set of simulations in much smaller, well-separated, patches in the domain (Section 3). With appropriate coupling between the patches macroscale predictions are provably accurate (Roberts
Figure 1: Two attempts to capture a shock by the patch scheme. The black band in the centre of both graphs is a micro-scale discretisation consisting of 25 mesh points uniformly spaced in a ‘patch’ of width 0.05, and this patch is appropriately placed to resolve the shock. Nonetheless, the left-hand straightforward attempt fails to capture the shock, whereas the right-hand graph shows that Section 4’s modifications makes excellent predictions.

...and so the scheme implicitly performs a macroscale reduction. Furthermore, in this equation-free approach, such an effective macroscale reduction is obtained blindly (almost); no analysis of the micro-scale structures is necessary, only knowledge that the microscale model is accurate. The scheme is cognate to computational homogenization (Geers et al. 2010, Saeb et al. 2016, Geers et al. 2017, e.g.) and to numerical homogenization (Craster 2015, Owhadi 2015, Peterseim 2019, Maier & Peterseim 2019, e.g.). In diverse problems, the patch scheme has been shown to be accurate to order $O(H^2\Gamma)$, where $H$ is the distance between patches and $\Gamma$ is the order of coupling between patches (Roberts & Kevrekidis 2007, Roberts et al. 2014, Cao & Roberts 2016, e.g.), including when the microscale is heterogeneous (Bunder et al. 2017, e.g.). The documentation of the Equation-Free Toolbox\textsuperscript{1} gives a practical, contemporary introduction to the patch scheme and includes diverse examples. However, the patch scheme as developed previously does not capture shocks, as illustrated by the poor simulation shown in Figure 1(left).

This article begins to develop a new extension to the patch scheme in order to accurately simulate systems including one or more shocks (Section 4). In its shock-resolving capability, the extension has some

\textsuperscript{1}https://github.com/uoa1184615/EquationFreeGit for MATLAB/Octave.
advantages in comparison to other approaches that aim to resolve a system with a shock. One classical approach is the Rankine–Hugoniot (RH) conditions that are used to relate solutions on either side of the shock—but in some application areas these conditions do not apply. We demonstrate that our patch scheme accurately solves problems (M3 and M4) for which the RH conditions do not apply. Sometimes numerical formulations are employed to simulate systems with shocks, such as adaptive mesh methods (Huang & Russell 2010, e.g.) or sparse grids (Jakeman et al. 2011, e.g.). Neither of these two methods perform a reduction from micro- to macro-scale along the lines of the patch scheme, so they are best for a different class of problems.

The numerical examples in this article (Section 2) are all archetypes for the extended patch scheme, and should be understood in the following context. We consider the key complication to address is a single shock in a simulation that is otherwise appropriately simulated by the patch scheme. Therefore our canonical problems do not contain complicated dynamics except at the shock—it is sufficient to establish that the new extension can accurately resolve a shock.

## 2 Four archetype problems

In this first development of shocks in the patch scheme we restrict attention to PDE systems in 1D space, but the techniques would also apply immediately to multi-D space, of large extent in one direction, when the spatial patches extend across the cross-sections (Alotaibi et al. 2018, e.g.). As archetype problems, this article specifically seeks to predict the dynamics of a field $u(x, t)$ satisfying a modified form of Burgers’ PDE, in 1D space, with diffusion coefficient $\epsilon(u)$, namely

$$\frac{\partial u}{\partial t} + u \frac{\partial u}{\partial x} = \epsilon(u) \frac{\partial^2 u}{\partial x^2}. \quad (1)$$

We solve this PDE on the non-dimensional spatial domain $-\pi < x < \pi$, with an initial condition that $u(x, 0) = u_0(x)$, and with Dirichlet boundary conditions of $u = u_L(t), u_R(t)$ at $x = \pm \pi$ respectively.

This PDE lets us consider a series of archetype problems, each exhibiting a shock, with small qualitative differences in the difficulty of simulation. When choosing a constant diffusivity $\epsilon(u) = \epsilon$ we recover Burgers’ PDE, and we use this in problems M1 and M2 to generate simple shocks that
demonstrate our novel approach in two well understood problems. One recent example application, among many, would be to the shock fronts in Burgers’ PDE that model flow through complex networks affected by abrupt local changes (Mones et al. 2014, e.g.). Then, in problems M3 and M4, we choose a variable diffusivity $\epsilon(u)$ that renders the RH conditions inapplicable, so the properties of the shock cannot be analytically calculated.

We consider the following four archetype problems.

**M1** Fix the diffusion coefficient $\epsilon(u) := 0.001$. Boundary conditions are that $u = 0$ at $x = \pm \pi$. The initial condition that

$$u_0(x) := \frac{x/\pi - \tanh(2x/\epsilon)}{\tanh(2\pi/\epsilon)}$$

includes a rapid transition of width proportional to $\epsilon$ centred at $x = 0$, that appears as a shock on the macroscale. Figure 2 plots an exact solution.

**M2** Fix the diffusion coefficient $\epsilon(u) := 0.001$. The boundary conditions are that $u = 0$ at $x = \pm \pi$. The initial condition is the smooth $u_0(x) := -\sin x$. The solution, at about time $t = 1.2$, forms a rapid transition at $x = 0$ that appears as a macroscale shock (Figure 3).

**M3** Let the diffusion coefficient be the nonlinear $\epsilon(u) := 0.001 + 0.05|u|$. Boundary and initial conditions as for M1. We chose this diffusion coefficient so that then PDE (1) cannot be written in conservation form, and hence the Rankine–Hugoniot conditions do not predict the shock speed nor relate the solutions on either side of the shock. Figure 4 shows an accurate simulation, and contrasts it to the solution of M1.

**M4** Set the diffusion coefficient to be the nonlinear $\epsilon(u) := 0.001 + 0.05|u|$. Boundary and initial conditions are as for M2. Figure 5 shows an accurate simulation, and contrasts it to with solution of M2.

Appendix A details the accurate simulations of these four problems. Section 4 develops a patch framework that accurately simulates all four of these archetype problems. The framework extends the patch scheme, summarised by Section 3, by introducing a new so-called ‘double patch’ that is placed over the shock.
Figure 2: A numerical quadrature solution of $M_1$. The left figure plots $u(x,t)$ on the vertical axis, while the right figure shades each cell according to the values of $u(x,t)$ at the cell vertices. The solution is computed on 25 tightly spaced points between $-0.025$ and $0.025$, and on four other points in the spatial domain. The narrow band of points show the behaviour of the solution around the shock, while the coarse discretisation captures the (macroscale) behaviour away from the shock.

Figure 3: A numerical quadrature solution of $M_2$. The left figure plots $u(x,t)$ on the vertical axis, while the right figure shades each cell according to the values of $u(x,t)$ at the cell vertices. The solution is computed on 100 tightly spaced points between $-0.1$ and $0.1$, and on 34 other points in the full spatial domain. The solution is initially smooth, but forms a shock at roughly $t = 1.2$. 
Figure 4: An accurate numerical simulation of $M_3$. The left graph plots $u(x,t)$ on the vertical axis, while the right graph compares the simulation at time $t = 3$ to the solution obtained for $M_1$ at that time. The simulation is computed on 1600 evenly spaced points in space, and the numerical time step is $5 \cdot 10^{-6}$. Then that fine scale solution is evaluated at spatial locations that are the patches in Section 4.

Figure 5: An accurate numerical simulation of $M_4$. The left figure plots $u(x,t)$ on the vertical axis, while the right figure compares the simulation at time $t = 3$ to the solution obtained for $M_1$ at that time. The simulation is computed on 1600 evenly spaced points in space, and the numerical time step is $5 \cdot 10^{-6}$; then that fine scale solution is evaluated at spatial locations that are the patches in Section 4.
3 Multiscale system simulation with the patch scheme

We present a basic implementation of the patch scheme in 1D space (Gear et al. 2003, Hyman 2005, Samaey et al. 2005, 2006, Roberts & Kevrekidis 2007, e.g.).

On the spatial domain, here \(-\pi < x < \pi\), set equi-spaced macroscale nodes \(X_j\) on which the large-scale solution is to be computed, say \(\Delta X_j = H\). Centred on each of these macroscale nodes we place a ‘patch’. For all of our archetype problems, a patch consists of a finite difference discretisation of PDE (1) on a microscale mesh of \(2n + 1\) points with microscale equal-spacing \(d\) (Figure 6). Label the patches’ microscale mesh points by \(x_{j,i} = X_j + di\) for microscale index \(i \in \{-n, \ldots, -1, 0, 1, \ldots, n\}\), and denote the patch half-width by \(h := nd\). In general, these microscale parameters are to be set appropriate to the microscale. In our archetype problems, they are set based on the diffusion coefficient \(\epsilon(u)\) in (1).

Figure 6 illustrates these details. The microscale discretisation of the PDE (1) is applied at the \(2n - 1\) interior points of each patch. In each patch, Figure 6 identifies three locations of interest on the macroscale: the centre ‘macroscale node’ \(x_{j,0} := X_j\); and the two patch edges \(x_{j,\pm n} = X_j \pm h\). The remainder of this section describes the coupling of patches by the setting of the field edge values \(u_{j,\pm n}\) of every patch. This coupling closes the patch simulation.

The key idea of the inter-patch coupling is to use the field values at macroscale nodes, \(U_j\), to set the field values \(u_{j,\pm n}\) at the patch edges \(x_{j,\pm n}\) (Figure 7). This is done by choosing a coupling order \(\Gamma\), then for patch \(j\)
use polynomial interpolation, to the patch edges $x_{j,\pm n}$, of the centre-patch field values $U_j$ in the $2\Gamma + 1$ nearest patches. Figure 7 schematically illustrates this interpolation for one of the patch edges. In general, the patch edge values are the classic Lagrange interpolation

$$u_{j,\pm n} := \sum_{i=j-\Gamma}^{j+\Gamma} \left( \prod_{k=j-\Gamma, k\neq i}^{j+\Gamma} \frac{x_{j,\pm n} - X_k}{X_i - X_k} \right) U_i.$$  

(2)

Other expressions, such as those using centred difference and mean operators (Roberts & Kevrekidis 2007, Roberts et al. 2014, Cao & Roberts 2016), are equivalent in practice and may be used.

The patch scheme simulates a multiscale system on only the small fraction $2h/H$ of the 1D domain (in nD the fraction is $(2h/H)^n$). If the characteristic microscale length scales are much smaller than the macroscale, $h \ll H$, then the patch scheme is much more efficient than computing over the full spatial domain. Further, for a variety of problems, and as commented in the Introduction, the patch scheme has been proven to be generally consistent to the underlying system to order $H^{2\Gamma}$ (Roberts 2003, Roberts et al. 2014, Bunder et al. 2019, 2017).

But such proven performance does not directly apply, and does not directly hold (see Figure 1 left), when a system has microscale dynamics that manifests as a macroscale shock.
4 Shocks separate patch simulations into coupled macroscale systems

The success of the patch scheme relies on restricting, to the macroscale, almost all of the microscale information within each patch. In the basic patch scheme (Section 3), we assume that the macroscale can be predicted appropriately from just one characteristic of the dynamics in each patch, and so we may as well use the centre-patch value. However, all four of the archetype problems M1 to M4 violate this tenet in their shocks. A shock is a microscale transitional structure whose macroscale effects must be characterised by two values: an average field value and the jump; or the two field values either side of the shock. Thus a shock cannot be resolved by patches as described by Section 4—recall that Figure 1(left), in which patches cover an exorbitant one-third of the spatial domain, demonstrates the failure of the standard scheme to simulate M2 with its shock. This section modifies and tests the patch scheme to overcome this problem.

The key issue to be resolved is the communication of macroscale information across shocks—this communication must be done only through the microscale simulation. We introduce a new object, called a ‘double patch’ (Figure 8 centre), which is to be placed over shocks. The shock is resolved by the microscale discretisation inside the double patch, and the macroscale inter-patch coupling is altered as follows. The double patch is so named, not because of its precise size, but because it contains two macroscale nodes—called ‘shock nodes’ for simplicity—that reflect the need for a shock to be characterised by two macroscale variables. If the double patch has patch index $j = s$, then $X_s^r$ denotes the location of the right shock node, and $X_s^l$ denotes the left (Figure 8). The shock is to be located between the two shock nodes, and this constrains the minimum size of the double patch. Specifically, since the microscale is to resolve the full details of the shock, so the two ‘shock nodes’ must lie on either side of the microscale transition layer (which appears on the macroscale as the shock). Think of this as a simulation of two coupled macroscale domains, with the special double patch coupling the different macro-domains by providing the information to correctly evolve both the ‘left’ and the ‘right’ macro-domain.

The macroscale inter-patch interpolation that couples patches is treated differently in the vicinity of the double patch.

- Patch edges located to the left of the left shock node $X_s^l$ have their
values determined by interpolation through the field values of only those patch nodes in \( x \leq X^l_s \) (the ‘left’ macro-domain, see Figure 8).

- On the other side of the shock, patch edges located to the right of the right shock node \( X^r_s \) have their values determined by interpolation through the field values of only those patch nodes in \( x \geq X^r_s \) (the ‘right’ macro-domain).

Figure 8 illustrates these changes to the patch scheme. These changes are all that are needed to accurately simulate \( M_1 \) to \( M_4 \).

To be explicit, suppose there is a shock within patch \( s \). Then there is no central macroscale node \( X_s \) in that patch. Instead there are two nodes, \( X^l_s \) and \( X^r_s \), to the left and right, respectively, of the shock’s microscale transition layer. Any patch \( j \) of sufficient distance from the shock, \( |j - s| > \Gamma \), has patch edges specified by the usual Lagrange centred interpolation (2). For patches close enough to the shock that they would normally couple to it, \( |j - s| \leq \Gamma \), then we implemented the option of a constant bandwidth adjusted interpolation. To couple neighbours on the left of the shock, \( s - \Gamma \leq j < s \), then the macroscale node of interest in the double patch is \( X_s := X^l_s, U_s := U^l_s \), and the edge values are

\[
 u_{j, \pm n} := \sum_{i=j-\Gamma}^{s} \left( \prod_{k=j-\Gamma, k \neq i} \frac{x_{j, \pm n} - X_k}{X_i - X_k} \right) U_i. \tag{3}
\]

To couple neighbours on the right of the shock, \( s < j \leq s + \Gamma \), set \( X_s := X^r_s \),

**Figure 8:** This illustrates both a double patch (centre), with index \( j = s \), and the inter-patch coupling to obtain the edge value on the left side of the double patch. The two ‘shock’ nodes are labeled \( X^l_s \) and \( X^r_s \). Inter-patch coupling is by the usual interpolation (2) (Figure 7) except that the interpolation is adjusted so that it does not cross the double patch.
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\[ U_s := U^r_s, \] and the edge values

\[ u_{j,\pm n} := \sum_{i=s}^{j+\Gamma} \left( \prod_{k=s, k\neq i}^{j+\Gamma} \frac{x_{j,\pm n} - X_k}{X_i - X_k} \right) U_i. \] (4)

For the double patch itself, \( j = s \), calculate \( u_{s,-n} \) with (3), and \( u_{s,+n} \) with (4). Classical results (Shoosmith 1975, Beyn 1979, e.g.) guarantee that this constant bandwidth truncation, while it reduces the local order of consistency with the PDE, does not affect the global order of consistency. Alternatively one may replace (3) and (4) with any good interpolation of the \( U_j \) that treats \( U^l_s \) and \( U^r_s \) as boundary values on the left and right sides of the shock, respectively, and also is of order \( 2\Gamma \); for example, the standard asymmetric finite differences.

Section 4.2 discusses the motivation and theoretical support for the double patch. But first we simulate the archetype problems.

4.1 Accurately simulate problems with the double patch

All simulations reported here capture a macroscale shock inside a double patch centred at \( x = 0 \), and spread patches uniformly over the remaining space. Figure 9 plots all simulations. The specific details are the following.\(^2\)

M1 Simulate with few patches and a small double patch. The double patch has width 0.05 and contains 25 mesh points. We discretise the remaining space into four patches, each of width 0.01 and containing five mesh points. We couple the patches with quadratic interpolation \((\Gamma = 1)\). This simulation displays features common with M3: the solution away from the shock is almost linear, and is accurately predicted with little effort. The double patch resolves the shock transition.

M2 Simulate with many patches and a moderate double patch. The double patch has width 0.2 and contains 100 mesh points. We discretise the remaining space into 34 patches, each of width 0.01 and containing

\(^2\)Although it is conceptually important that we use patches everywhere, to account for the practical situation in which there is not only a shock but also some multiscale character to the full problem (e.g., heterogeneous diffusion on the microscale), in these basic archetype problems there is no need to use patches except at the shock. Essentially identical results are obtained by coupling the one double patch to a standard discretisation, with macroscale mesh spacing \( H \), over the remaining spatial domain.
four mesh points, coupled with up to sixth order polynomial fits ($\Gamma = 3$). This simulation is both more expensive and less accurate than that for M1 because of errors incurred during the formation of the shock. The largest error measured, at time 1.1, is 0.04. However, outside the double patch the largest error over all times is 0.006.

**M3** Simulate with few patches and a large double patch. The double patch has width 0.6 and contains 180 mesh points. We discretise the remaining space into four patches, each of width 0.02 and containing five mesh points, with quadratic coupling ($\Gamma = 1$). Because of the nonlinearly enhanced diffusion, the field dissipates more broadly in the microscale, and so the double patch is wider to capture that behaviour—but the macroscale picture outside the double patch is unchanged.

**M4** Simulate with many patches and a large double patch. The double patch has width 0.6 and contains 180 mesh points. We discretise the remaining space into 34 patches, each of width 0.02 and containing four mesh points, coupled with up to sixth order polynomials ($\Gamma = 3$). This simulation is the largest of all archetype problems, covering 20% of the spatial domain. From the sinusoidal initial condition of M2 it also displays a higher error in the initial formation of the shock, and from the variable diffusion coefficient $\epsilon(u)$ of M3 it inherits the large double patch that is required to accurately simulate the diffusing shock edges.

### 4.2 Consistency of the extended scheme

The patch scheme aims to use a microscale simulator that a user certifies is accurate enough for the purposes at hand. The scheme couples together the microscale simulations in a way that is consistent to order $H^{2\Gamma}$, where $H$ is the spacing between patches (Figure 7). We carefully designed a modification to the patch scheme that allows a shock to be hidden within a particular patch. Notionally then, the overall error resembles that of any patch scheme, $H^{2\Gamma}$, plus any considerations from the placement of the shock in the double patch and the coupling near the shock. We now establish one way to control these additional sources of error.

---

3We assume that a user’s microscale simulation resolves the physical details and dynamics within the shock to an adequate accuracy.
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Figure 9: Numerical solution of $M_1$ to $M_4$ by patches, using the double patch of Section 4 (compare to the accurate solutions in Figures 2 to 5). Section 4.1 details each simulation. The largest error, measured by comparing the simulation at macroscale nodes to the corresponding trusted solution, is 0.0001 for $M_1$ (top-left), 0.036 for $M_2$ (top-right), 0.002 for $M_3$ (bottom-left), and 0.006 for $M_4$ (bottom-right).

That the coupling near the shock is appropriate was established below (4): our proposed coupling is consistent on the macroscale using results by Shoosmith (1975), Beyn (1979). The remaining errors are incurred by the location of the shock and of the two shock nodes.

Let us briefly consider $M_1$ for $x \geq 0$ to the right of the shock: after an initial transient the solution is $u(x, t) \approx (1 - e^{-x/\epsilon})A(t)(x - \pi)$. That is, the solution consists of an exponentially decaying term resolving the inner shock transition, and a linear outer solution $u = A(t)(x - \pi)$ away from the shock. Simulating with the novel patch scheme with a shock patch of index $j = s$ centred at $x = 0$, consistency to the same order as a typical patch scheme is assured so long as $\exp(-X_s^r/\epsilon) \ll H^2\Gamma$, and by symmetry a similar condition holds for $X_s^l$. That is, the general rule that we require is that the shock nodes be sufficiently widely spaced that the microscale structure of the shock influence the field values $U_s^l$ and $U_s^r$ by
no more than the desired accuracy of consistency. For example, for three significant digit accuracy, and since $e^{-7} \approx 0.001$ we would require that $X'_s \approx (7 - 2\Gamma \log H)\epsilon$. That is, typically we expect to need the double patch’s nodes to be separated by some relatively moderate multiple of $\epsilon$.

5 Discussion

Here we extended the patch scheme to cater for the scenario in which a multiscale system contains one or more shocks, where a ‘shock’ is defined as a localised microscale feature that transitions between two macroscale domains with quantitatively different solutions (e.g., a crack, dislocation, grain boundary). The innovation is to resolve full microscale details of each shock inside a so-called ‘double patch’. Then near each of the two edges of the double patch, we define left and right nodes: these nodes provide field values for the macroscale predictions on the corresponding sides of the double patch, and which then contribute to coupling the patches together. This careful treatment of the shocks allows accurate, rapid simulations to be performed in the usual multiscale picture of the patch scheme. In keeping with the philosophy of the patch scheme, we do not require any detailed information on the shocks, or whether or not some quantities are conserved or not, only that the shock location is approximately known.

In ongoing research, we are extending the double patch concept to moving patches, and allow merging patches, by adapting techniques developed for moving meshes (Budd et al. 2009, e.g.). Such movement and merging will empower patches to adaptively track emerging shocks, and significantly reduce the computational burden of simulating problems like $M2$ and $M4$. However, for problems with a shock existing in the initial state, like $M1$ and $M3$, the methods in this article will often be sufficient.

Future research will look at the issues involved in the more difficult task of predicting shocks in multi-D by extending the multi-D patch scheme (Roberts et al. 2014, Bunder et al. 2019, e.g.).
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A Trusted solutions to archetype problems

In order to study the effectiveness of the proposed approach, we computed ‘trusted solutions’, close approximations of the exact solution, to each archetype problem. These are described in this appendix.

A.1 Simulate $M_1$ and $M_2$ with a numerical quadrature of the exact solution

The well-known exact solution to Burgers’ PDE (1) uses the Cole–Hopf transformation (Whitham 1974, e.g.) to relate solutions to those of the linear diffusion PDE. The diffusion PDE is solved exactly and then, reversing the transformation, the exact solution for Burgers’ PDE at every position and time is

\[
    u(x, t) = \frac{\int_{-\infty}^{\infty} (x - y) \exp \left[ -\frac{(x-y)^2}{4\epsilon t} - \frac{1}{2\epsilon} \int_0^y u_0(z) \, dz \right] \, dy}{t \int_{-\infty}^{\infty} \exp \left[ -\frac{(x-y)^2}{4\epsilon t} - \frac{1}{2\epsilon} \int_0^y u_0(z) \, dz \right] \, dy}.
\]

(5)

We also exploited that solutions to both $M_1$ and $M_2$ have $u = 0$ at $x = \pm \pi$ for all time, since the numerical quadrature (5) does not straightforwardly cater for boundary conditions.

Notionally, we could compute the numerator and denominator of (5) using numerical quadratures. But in practice the integrals are difficult to compute at small values of $\epsilon$ because of rapid variations in the integrands. A direct evaluation via quadratures of (5) using \texttt{integral()} in MATLAB is unstable around $x = 0$ with even the moderate choice of diffusion $\epsilon = 0.01$. Instead we modified (5), summarised in (6), to allow us to compute a trusted solution for all $\epsilon \geq 10^{-4}$. The integrals (5) are adjusted in two ways in order to compute them. First, at each $x$ we identify the value of $y$ that maximises the argument of the exponentials in (5), $v(x, y) = -\frac{(x-y)^2}{4\epsilon t} - \frac{1}{2\epsilon} \int_0^y u_0(z) \, dz$; that is, we identify $y^*(x) = \arg \max_y v(x, y)$. We change the limits of the integral to only compute from $y^*(x) - \text{tol}$ to $y^*(x) + \text{tol}$, for some tolerance $\text{tol} > 0$. The value of each integrand decreases rapidly around $y^*(x)$, scaling roughly like $\exp[-(y-y^*(x))^2/\epsilon]$, so this approximation is extremely accurate at even small values $\text{tol} = 100\epsilon$; we chose $\text{tol} = 5$ for safety. The second adjustment to (5) is that we scale both numerator and denominator by $C(x) = v(x, y^*(x))$. This does not algebraically affect the solution, and is done to avoid round-off errors. Summarising, numerical quadrature
A.2 Brute force approaches simulate M3 and M4

These problems cannot be solved with numerical quadratures because the exact algebraic solution is not available. Instead we discretise the modified Burgers’ PDE (1) by finite differences,

\[
\frac{d u_i}{dt} = \frac{1}{d^2} \left( \epsilon_1 + \epsilon_2 |u_i| \right) (u_{i+1} - 2u_i + u_{i-1}) - \frac{u_i}{2d} (u_{i+1} - u_{i-1})
\]

on a fine grid of 1600 points between $-\pi$ and $\pi$, with spacing $d = 0.00375$ between each grid point. This discretisation is simulated with a fast-time step of $d^2/2$ up until the desired final time—this consumes vastly more computational time than the patch scheme and is done only to determine errors. Lastly, the fine solution is interpolated to desired spatial locations and times.
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