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**Abstract**

Machining is a production technique for achieving desired shapes from pre-formed blocks of metal with surface quality and dimensional accuracies. Despite the development of high performance FE codes; the machining simulation is a complex task due to geometric complexities, high cutting speeds and strain rates that need high simulation times. In this paper, by using the experimental and numerical techniques an in-depth investigation has been carried out to understand the impact of tool-chip contact time on the shear angle in an orthogonal machining. This is in contradiction to the existing belief of shear angle dependence on cutting velocity. Experimental data has been recorded using Al-2024 and Al-7075 as the materials under consideration and the conditions in the simulations for the material constitutive laws will be discussed. The results will be validated with the conducted experimentation results and the observed differences with reasons, possible solutions and future work are discussed.
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**Introduction**

Finite Element Modeling (FEM) is the most reliable computational tool used in the simulation of metal cutting processes. The main advantage of using FEM lies in the capability to predict various outputs and characteristics of a metal cutting process such as forces, stresses, temperatures etc. that are difficult to measure in real time thus saving the cost of experimentation [1]. In order to achieve accurate metal cutting simulation, material constants must be obtained at high strain rates (up to \(10^6 = s\)), temperatures (up to 1000 °C) and strains (up to 4). The modeling of an accurate ow stress model is highly important for the FEM of a machining process. The most used ow stress formulations in metal cutting simulations are Oxley, Johnson-Cook and Zerilli-Armstrong material constitutive models. These material constitutive models are built from the existing methods for determining the flow stress models which include the static tests (tensile, compression), dynamic tests (split-Hopkinson bar technique), inverse method (machining test) and a combination between these methods. The use of various methods for determining the material constants for the numerical modeling of a machining process create discrepancies in the accuracies of the flow stress modeling [2].

To reduce the discrepancies and make a more interactive data set, Shatla proposed a hybrid method to determine the material constants of the constitutive equation [3]. The basic idea about this method is to minimize...
the error between the measured cutting forces and those predicted analytically using computer code OXCUT based on Oxley’s machining theory [4]. Another approach based on FEM in conjunction with orthogonal machining tests has been also proposed in the literature. The material constants of the constitutive law were interactively tuned until a good match between the cutting force obtained by FEM and the measured one is obtained. Apart from being time consuming, the parameter used by these methods is the cutting force to identify material constants. Since there is a compound effect of strain rate and temperature, it is observed that the cutting force was less sensitive to errors in the material constants.

The discrepancies observed have been overcome by using the inverse method that has been developed based on machining tests for the characterization [5]. In this method, the measured cutting forces and chip thickness were used to calculate analytically the flow stresses, strains, strain rates and temperatures in the primary shear zones. Then, the material constants were obtained using a nonlinear regression solution. The main advantage of this approach is that extreme conditions are achieved directly with machining tests which is not possible with any of the other methods. But most of the research in metal cutting considers Oxley’s machining theory to begin with and proceed with defining experimental constants and this might be one of the reasons for the discrepancies observed in the metal cutting numerical models.

In this research, the experimental recordings have been taken into consideration for the material constants to define the material behavior in the elastic zone. Since, the research is still in the initial phase and the lack of thermal conditions recording equipment, the constants from literature have been considered by matching the working set-up and conditions. This is one of the prime considerations for expanding the future work to reduce the discrepancies caused by not using thermal constants from experimental data. The main motive of the experimental work in this research is to probe more into the difference from the existing the general opinion of researchers on the shear angle direct proportionality with cutting speed. During the initial experimental work of this research it was noticed this opinion is not always true. The two different machining strategies in high speed machining of stainless steel were employed and it has been observed that the shear angle was not dependent on the cutting speed but on tool-chip interface time as shown in Figure 1 and Figure 2. The data analysis of the recorded experimental results has been extensively done for a clear comprehension of the factors involved in the variation of the shear angle and the considerations to be taken account for the finite element modeling of the machining process.

**Finite Element Method**

In the experiments conducted for this research, we have collected the chip data and calculated the shear angles with the formulae available in the literature. Thus, by understanding the chip morphology we can determine the optimal cutting conditions. Generally, application of finite element modeling to cutting process involves Eulerian, Lagrangian or Arbitrary Lagrangian Eulerian (ALE) formulations. In Eulerian approach, as the mesh is fixed in space, the numerical difficulties associated with the distortion of elements are eliminated. In Lagrangian approach, the refer-
ence frame is set by fixing the grid to the material of interest such that as the material deforms the grid also deforms. Lagrangian formulation is easy to implement and is computationally efficient. Difficulties are seen in this approach when elements get highly distorted during the deformation of the material in front of the tool tip [1,6].

Eulerian and Lagrangian approaches have their own advantages and disadvantages in contrast and with this in view, a more general approach, Arbitrary Lagrangian Eulerian (ALE) approach was introduced which combines the best part of both these formulations to one. ALE reduces to a Lagrangian form on free boundaries while maintains an Eulerian form at locations where significant deformations occur, as found during the deformation of material in front of the tool tip; thus, avoiding the need of remeshing. This is seen as the primary advantage of ALE and the use of this method has been done for the distortion control in the Finite Element Modeling of the process [7-9].

Details of the geometry

The workpiece geometry has been designed as a rectangular block with the depth of cut and in regard to the tool the rake angle and clearance geometries are done as per the experimentation done [10,11]. Due to the limitations in the software, the dimensions and the parameters have been scaled down to accommodate for analysis. The cutting speed has been maintained constant and only the rpm is varying in the experiments. Due to the constant cutting speed and only varying rpm, for ease of analysis the workpiece is considered to be rectangular and the rpm is converted to linear speed to machine the rectangular surface, which has been referred from existing literature [12]. Care has been taken to scale in proportion, not to affect the results and the speed of simulations. The details of the geometry used for the simulation of the experimental set-up are as shown in the Table 1.

The simulation needs the workpiece and tool to be set at a particular geometric configuration and constrained at certain kinematic spatial constraints.

Details of the modeling

The finite element model consists of a cutting tool and a workpiece. The extension of plane strain condition has been done for the 3D FEM simulations. The cutting width is very large than the undeformed chip thickness. The basic assumptions of 2D FEM are extended regarding the tool geometry. The material properties are defined in the Table 2.

Material Behavior

The FEA simulation uses the Johnson-Cook model for dealing with the elastic-plastic behavior of the material to accommodate the deviatoric and hydrostatic ef-
fecteds seen in metals. The Classic Metal Plasticity Model was selected for the current research because it accommodates plastic flow associated with isotropic yield, using perfect plasticity or isotropic hardening behavior and can be used when the rate-dependent effects are important. It has an advantage of being able to be coupled with the progressive damage and failure models to specify the damage initiation and evolution laws. This gives an opportunity to specify the progressive degradation of the material stiffness and the removal of damaged elements from the mesh generated. Materials show an increase in their yield strength as the strain rates increase [14-16]. This effect is important in many metals when the strain rates range between 0.1 to 1 per second and becomes significant when the range is between 10 and 100 per second. In machining, we see the strain-rates are of the magnitudes $10^4$ per second which give the need to consider strain-rate effects in this model.

**Johnson-Cook plasticity model:** The traditional Johnson-Cook (JC) plasticity model is widely used in the metal cutting Finite Element (FE) analysis. From the industrial perspective, one important advantage of the JC model, compared to many others, is its availability as built in constitutive model in the commercial software packages. It is assumed in a JC model, that the flow stress is a unique function of the total strain, plastic strain rate, and temperature and their effects on the ow stress can be described in a multiplicative fashion as shown in Equation 1 [1,14,17,18].

The flow stress is the stress that must be applied to cause a material to deform at a constant strain rate in its plastic range. Because most materials work hardens under these conditions the flow stress is a function of the degree of plastic strain, the general case with most of the metals is to have a deformation rate in the direction normal to the yield surface. This is a particular type of isotropic hardening model that take all the above stated factors into consideration for the simulation modeling. It generally is of the form

$$\sigma^f = \left[ A + B (\dot{\varepsilon}^p)^n \right] \left[ 1 + Cm \dot{\varepsilon}^p \right] \left[ 1 - T^m \right]$$  \hspace{1cm} (1)


The constants in the equation 1 represent:

- $A$ = Yield stress corresponding to a 0.2 offset point. (When a yield point is not easily defined based on the shape of the stress-strain curve an offset yield point is arbitrarily defined. The value for this is commonly set at 0.1 or 0.2)
- $B$ and $n$ = Represent the strain hardening effects.
- $C$ = Strain rate effect.
- $m$ = Temperature softening.
- $\dot{\varepsilon}^p$ = The equivalent plastic strain.
- $\dot{\varepsilon}^e$ = $\dot{\varepsilon}^p / \dot{\varepsilon}$ is the dimensionless plastic strain rate for $\dot{\varepsilon}^p = 1/s$.

The first part of the J-C equation is the strain dependent component, while the second part is a strain rate modifier which introduces strain rate hardening. The third part is a temperature dependent component which accounts for thermal softening of the material at elevated temperatures. The strength of the material is thus a function of strain, strain rate, and temperature. The model assumes that the strength is isotropic and independent of mean stress. The values of $A$, $B$, $C$, $n$, and $m$ are determined form an empirical fit of flow stress data as a function of strain, strain rate, and temperature. In this thesis, the experimental data could not be used to generate the values of the material constants used for modeling. The use of material constants from literature has been done and care has been taken to select the constants from a similar experimental set-up and working conditions as in the current experimentation. Apart from the plasticity model for deformation, because of the high strain rates involved we need to consider the damage criterion for metals which defines the failure method which needs to be considered for its simulation.

**Johnson-Cook dynamic failure model:** Material failure refers to the seizure of load-carrying capacity of any material those results from progressive degradation of the material stiffness. Chip separation always has been a matter of controversy among the research community and that is reflected in the numerical simulations where no clear direction is given as to which is the best approach. The specification of a failure mechanism consists of four distinct parts:

1) Definition of the effective (or undamaged) material response.
2) Damage initiation criterion.
3) Damage evolution law.
4) Mesh dependency and choice of material removal.

The Johnson-Cook dynamic failure model is based on element integration points and the value of equivalent plastic strain at these points. The damage parameter $E$ is used for judging the failure in the materials [19-21].
\[ E = \Sigma \left( \Delta \varepsilon_{pl} / \varepsilon_f \right) \]  

(2)

Here, \( \Delta \varepsilon_{pl} \) = Increment of the equivalent plastic strain during an integration cycle

\[ \varepsilon_f = \text{Equivalent strain to fracture under current conditions} \]

The failure in these models is assumed to occur when the value of the damage parameter equals or exceeds 1.

In general, the deformation in machining is due to ductile fracture. If the shear fracture comes to play along with the ductile fracture it might lead to segmental chip formation which is an unseen effect in this research. We only discuss ductile fracture in this research. This kind of failure can be accounted to the nucleation, growth and coalescence of the voids in the material structure. This model proceeds with an assumption that the equivalent plastic strain at the onset of damage is a function of stress triaxiality and strain rate.

The general form of the Johnson-Cook damage criteria is of the form: [4,7]

\[\varepsilon_f = \left[ d_i + d_e \exp \left( d_j \times \left(-p/q\right) \right) \right] \left[1 + d_i \ln \left( \varepsilon / \varepsilon_0 \right) \right] \left[1 + d_i \dot{\varepsilon} \right] \]  

(3)

Where,

\[ \eta = -p/q \] is termed as stress triaxiality 170

\[ p = \text{Pressure stress} \]

\[ q = \text{Mises equivalent stress} \]

\[ \varepsilon_{pl} = \text{Equivalent plastic strain rate} \]

In this research we use Johnson-Cook damage criteria which is a special case of the ductile damage criterion.

Where,

\[ D_1 - D_5 \] - Failure parameters measured at or below the transition temperature

\[ p/q \] - Non-dimensional pressure-deviatoric stress ratio

\[ T \] - Non-dimensional temperature

\[ \varepsilon_{pl} / \varepsilon_0 \] - Non-dimensional plastic strain rate

- Reference strain rate

The damage model is used in conjunction with the Johnson-Cook plasticity model. Care is taken to keep the melting and the transition temperatures constant with the values of specified in the plasticity definition. The non-dimensional temperature is defined the same way as in the Johnson-Cook plasticity model the constants used as shown in Table 3.

**Table 3: JC constants of Al2024 and Al7075 [5,22].**

| Property       | AI-2024 | AI-7075 |
|----------------|---------|---------|
| A (MPa)        | 200     | 350     |
| B (MPa)        | 300     | 200     |
| C              | 0.003   | 0.001   |
| n              | 0.3     | 0.499   |
| m              | 1.364   | 0.705   |
| d1             | -0.77   | -0.0608 |
| d2             | 1.45    | 0.51    |
| d3             | 0.47    | -0.952  |
| d4             | 0       | 0.036   |
| d5             | 1.6     | 0.697   |

The thermal model:

In a fully coupled thermal-mechanical analysis, the procedure enables to solve simultaneously for stress and temperature fields. The heat transfer equations are integrated using an explicit forward-difference rule and mechanical response by explicit central-difference rule [6,12,23].

For high rate deformation problems, it can be assumed that an arbitrary percentage of the plastic work referred to as the inelastic heat fraction done during deformation. The conductive heat transfer between the contact surfaces is assumed to be defined by the Equation 4 [14,24].

\[ q = k \left( \theta_A - \theta_B \right) \]  

(4)

Here, \( q \) is the heat flux per unit area crossing the interface from point A on one surface to point B on the other, A and B are the temperatures of the points on the surfaces, and \( k \) is the gap conductance. In the FEA software, \( k \) may be defined as a function of factors like temperature, distance, pressure. The default is to make \( k \) a function of the clearance \( d \) which is the method used in this study. When \( k \) is a function of gap clearance, \( d \), the tabular data starts at zero clearance and defines \( k \) as \( d \) increases. If gap conductance is not also defined as a function of contact pressure, \( k \) will remain constant at the zero-clearance value for all pressures.

**Figure 3:** Normal behavior interaction property defined-Sticking region.
Contact and friction model: The contact modeling for the present work uses a modified Coulomb friction model to define the contact between the cutting tool and the workpiece. Wu and Zhang [25] in their work utilized the model which states that the contact between the chip and the rake surface region can be divided into two regions namely:

1) Sticking region (shown in Figure 3)
2) Sliding region (shown in Figure 4)

\[
\begin{align*}
T &= \tau_{\text{crit}} \text{ when } \mu \sigma \geq \tau_{\text{crit}} \text{ (Sticking region)} \\
T &= \mu \sigma \text{ when } \mu \sigma \leq \tau_{\text{crit}} \text{ (Sliding region)}
\end{align*}
\]

Where, \( \tau_{\text{crit}} \) can be defined as

\[
\tau_{\text{crit}} = \sigma_y / 3 \quad (7)
\]

Here \( \sigma_y \) is defined as the uniaxial yield stress of the work material. The formulation indicates that the friction is sliding when the friction stress is below \( \tau_{\text{crit}} \), and it becomes sticking when the friction stress is equal to or larger than the \( \tau_{\text{crit}} \) regardless of the contact normal stress. Sticking and sliding friction conditions along the tool/chip interface are dependent on the direct stress magnitude. Sticking will occur at high contact pressure and when the contact pressure is low, as is the case away from the tool cutting edge, sliding friction will dominate.

There are many variations on the value of friction coefficient which are used in literature. Koenig, et al. suggest a constant friction coefficient of \( \mu = 0.3 \), while others use a variable friction coefficient calculated from orthogonal cutting tests according to the Equation 8 [1,2,12].

\[
\mu = \frac{F_p + F_q \tan}{F_q - F_q \tan} \quad (8)
\]

Where,

- \( F_p \) - Force component along the direction of cutting velocity
- \( F_q \) - Force component perpendicular to the direction of cutting velocity

The important parameters taken a note of during the thermal analysis of orthogonal machining are:

1. The condition for which \( \mu = 0.5 \) is in the sticking zone and \( \mu = 0.3 \) is in the sliding one ensures the best prediction of results in metal cutting analysis [26].

2. In elastic heat fraction (0.9, this is typically used in the simulation of high-speed manufacturing processes involving large amounts of inelastic strain, Where the heating of the material caused by its deformation significantly influences temperature-dependent material properties [6,12]).

3. Frictional energy conversion factor (All dissipated frictional energy is converted into heat and distributed equally between the two surfaces. \( f = 0.5 \)) [6,14].

4. Fraction of the thermal energy conducted into the chip (0.35-1 for carbide cutting) [12].

5. Fraction of heat generated due to plastic deformation remaining in the chip (0.9-1) [6,14].

Mesh dependency and choice of material removal:
The main concern while using the constitutive models is the presence of mesh dependency.

Characteristic Length (L) helps in determining the value of equivalent plastic strain at failure and cannot be used as a material parameter for specification of the damage evolution law. For this reason, the damage evolution is defined in terms of equivalent plastic displacement \( u_e \). Using the characteristic length, we have the energy dissipated expressed in terms of per unit area and not per unit volume and the softening part is expressed as stress-displacement relation.
The energy dissipation is treated as an additional parameter to compute the displacement, at which full damage occurs, ensures the correct amount energy release and alleviates the mesh dependency [14].

**Linear form:** The evolution of the damage variable with the relative plastic displacement can be specified in tabular, linear or exponential form. In this research, we use a simple linear evolution of the damage variable with effective plastic displacement. The linear evolution of damage variable with effective plastic displacement is as shown below. The effective plastic displacement \( u^\text{pl}_f \) at the point of failure (full degradation) can be specified. Then, the damage variable increases according to Equation 9 [14].

\[
\dot{d} = \frac{Le^{-\beta}}{u^\text{pl}_f} = \frac{\dot{u}^\text{pl}}{u^\text{pl}_f}
\]

This definition ensures that when the effective plastic displacement reaches the failure displacement value \( u^\text{pl}_f = u^\text{pl}_f \), the material stiffness will be fully degraded [14,22,27].

The linear damage evolution law defines a truly linear stress-strain softening response only if the effective response of the material is perfectly plastic (constant yield stress) after damage initiation.

The damage evolution law can be specified in terms of equivalent plastic displacement, \( u^\text{pl} \), or in terms of fracture energy dissipation, \( G_f \). Both of these options take into account the characteristic length of the element to alleviate mesh dependency of the results. Keeping a watch on all these considerations, an 8-node linear brick, reduced integration and hourglass control elements (C38DR) have been considered for the tool and workpiece. The workpiece has been meshed with 23560 elements and the tool with 386 elements as the tool was coarsely meshed. This was the meshing pattern followed for the simulations run without temperature effect in the material constitutive modeling. With the inclusion of temperature effects on the material constitutive models we have used elements (C38DRT) with the 8-node thermally coupled brick, trilinear displacement and temperature, reduced integration and hourglass control with the same number of elements to record the impact of thermal effects on the material behavior. The mechanical-thermal model has increased number of elements to 51600 on the workpiece and the number of elements on the tool remain constant as seen in Figure 5. The results of these settings from the numerical modeling will be discussed in the following chapters.

**Solution Procedure**

To solve highly non-linear problems with large deformations and change of contact, as in the case of machining we use the explicit dynamic method. The advantage of using explicit dynamic procedure is its ability of an explicit integration scheme for time which helps in calculation of the state of the system at a later time from the current time.

The approach for simulations is a combination of both Eulerian and Lagrangian analysis. The ALE approach is incorporated to allow ow boundary technique without altering elements and connectivity of the mesh. This approach avoids severe element distortion and entanglement of the cutting without need for any remeshing criterion.

When explicit dynamic ALE formulation is used the conservation, equations are combined with the advective terms to account for independent mesh motion as well as material motion. The mapping of solution variables from old mesh to new mesh can be achieved by using advection. The solution for a time step advances step-wise when ALE approach is used. In this model, the ALE formulation is defined to remesh at frequency of once in 5 steps and 3 times to remesh every time remeshing occurs.
In the Lagrangian step the incremental motion of the material where the displacements are computed using the explicit integration rule and then all the internal variables are updated.

In the Eulerian or advection step where a mesh motion is performed to relocate the nodes such that the element distortion becomes minimum and the grid nodes can be moved according to any one or combination of the three algorithms namely, volumetric, Laplacian and equipotential smoothing. The element and the material variables are then transferred from the old mesh to the new mesh in each advection step. The results using these simulation settings, discussion on the possible reasons for the differences observed, conclusions and future work will be discussed in the following chapters.

### Results and Conclusion

#### Experimental results

The results of finite element simulations are discussed. Firstly, the experiments results are presented which verify the initial hypothesis that claim the change of shear angle with tool-chip interface time. The simulation considerations mainly include the mechanical and thermal parameters of cutting as strain, strain rate, stress and temperature which have been explained in the previous chapters. The results from experiments are in Table 4 and Table 5.

#### Simulation results

From the above section, we proceed with the following conclusions:

1. The tool is considered with an edge geometry.
2. The tool is considered to be rigid as the experiments were run with different tools to eliminate the effect of tool wear.
3. The JC model constants have a strong impact on the flow stress values which is directly related to the chip ow and morphology. The JC constants should be selected as per the rake angle used in the experiments to have results which match the experimental values.
4. The impact of strains, strain rates, temperatures and friction is seen on the chip morphology and shear angle. The workpiece material modeling will be done with the consideration of temperature and friction effects.

With the considerations needed for the FEM simulations we proceed to verify the results from experimentation. From the initial hypothesis, we have results which show that change in material and tool-chip interface time have an impact on the shear angle. In this thesis, we have used three different tool-chip interface times and two different materials, which are the cause for the variations observed.

### Influence of the tool-chip interface time:

The differences in the chip morphology observed in the simulations are due to different tool-chip interface times as used in the experiments. The experiments are run at different tool-chip interface times. The engagement times are directly related to the variation of the cutting speed. The cutting speed was varied over a range of 53-250 m/min for Al-7075 and 88-325 m/min Al-2024 for interface times of 20 ms, 30 ms and 40 ms respective-ly. The feed is kept constant in all the simulation runs similar to the experimentation. The simulation result for Al2024 for different run times is shown in Figure 6, Figure 7 and Figure 8 and the observations are reported in Table 6. Similarly, the results for Al-7075 are reported in Table 7. The behavioral patterns are shown in Figure 9 and Figure 10.
\[ \zeta = \cot \beta \cos \gamma + \sin \gamma \]  \hspace{1cm} (10)

Where, \( \zeta \) is chip reduction ratio, \( \beta \) is the shear angle, \( \gamma \) is the shear strain rate. From the above equation, we see that the changes in shear angle will decrease the chip reduction ratio.

Influence of the workpiece material

The changes in cutting speeds have an impact on the tool-chip contact lengths (\( L_c \)). The increase of the cutting velocity leads to the shrinkage of the shear zone and increases the shear angle as discussed in the equation 10 [4,7].

As the cutting speed increases, temperature of the shear zone increases as shown in Figure 11 and Figure 12. High temperature during cutting causes softening of the work piece, which decreases the value of dynamic shear strength of the work-piece and the cutting forces.

The changes in cutting speeds have an impact on the tool-chip contact Lengths (\( L_c \)). The increase of the cutting velocity leads to the shrinkage of the shear zone and increases the shear angle as discussed in the equation 10 [4,7].
position. Al-7075 is brittle compared to Al-2024 due to the presence of magnesium which reduces the ductility and increases the strength of the material unduly. This causes the chip formation earlier reducing the tendency to form longer chips as in the case of Al-2024 as seen in Figure 11 and Figure 12. The increase in strength due to the presence of alloy elements and the reduction in ductility results in the differences in the average shear angle, Von-Mises stress, strain at the tool-chip interface of Al7075 compared to Al2024 which can be seen in the Figure 13, Figure 14 and Figure 15.

The brittle tendency of Al-7075 doesn’t allow to form long chips and the distortion observed in the mesh is also high in this case. At a given cutting speed the material brittleness lowers the value of fracture strain and thus makes the maximum stress in a flow stress curve occur earlier. This leads to instability in the primary shear zone and forms shorter chips than in the case of Al-2024. This brittle ten-
tal and simulation results obtained. But the observed trends have been in agreement to those reported in the literature [28,29] and experiments conducted for this research. This can be seen from the Figure 16, Figure 17, Figure 18, Table 8, Table 9, Table 10 and Table 11. The reason for this variation can be attributed to the
dency due to increasing strain in the shear zone, as depicted in Figure 15, also leads to an increase in temperature at the tool-chip interface. The measurement of temperature will be conducted in future experimental and modeling work.

**Experimental Results v/s Simulation Results**

There is a variation observed between the experimental and simulation results obtained. But the observed trends have been in agreement to those reported in the literature [28,29] and experiments conducted for this research. This can be seen from the Figure 16, Figure 17, Figure 18, Table 8, Table 9, Table 10 and Table 11.

The reason for this variation can be attributed to the
Figure 15: Impact of material on the strain values at tool-chip interface.

Figure 16: Comparison of experimental and simulation results for Al-2024 Chip ratio.

Table 8: Comparison of experimental and simulation results for Al-2024 Shear Angle (deg).

| Interface times | Experimental results | Simulation results |
|-----------------|----------------------|-------------------|
| 20 ms           | 9.523                | 17.039            |
| 30 ms           | 8.34                 | 16.104            |
| 40 ms           | 7.639                | 15.485            |

Table 9: Comparison of experimental and simulation results for Al-2024 Chip ratio.

| Interface times | Experimental results | Simulation results |
|-----------------|----------------------|-------------------|
| 20 ms           | 0.172                | 0.316             |
| 30 ms           | 0.15                 | 0.297             |
| 40 ms           | 0.137                | 0.285             |

Table 10: Comparison of experimental and simulation results for Al-7075 Shear Angle (deg).

| Interface times | Experimental results | Simulation results |
|-----------------|----------------------|-------------------|
| 20 ms           | 8.765                | 14.425            |
| 30 ms           | 7.305                | 13.875            |
| 40 ms           | 5.407                | 12.832            |

Table 11: Comparison of experimental and simulation results for Al-7075 Chip ratio.

| Interface times | Experimental results | Simulation results |
|-----------------|----------------------|-------------------|
| 20 ms           | 0.158                | 0.264             |
| 30 ms           | 0.131                | 0.253             |
| 40 ms           | 0.096                | 0.233             |

Citation: Velamakuri NSC, Myers OJ, Wyatt JE (2018) Numerical Analysis Conducted During the Study on the Impact of Tool-Chip Contact Time on the Shear Angle in Orthogonal Machining. Int J Metall Met Phys 3:012
Following:

1. There was no temperature data recorded in the experimentation which led to the thermal model of simulation depend on the available literature values.

2. During the experimentation, the team was focused on the shear angle rather than the temperature by products. Additionally, no cutting fluid was used but is proposed for the future work.

3. The material constitutive model has been referred from the available literature and impact of the material model has been discussed in the sensitivity analysis in this chapter.

4. The data available in the literature was not exactly recorded as per the set-up used in this research. There is a variation of the rake angle and tool geometry. The impact of rake angle is also discussed in this chapter.

5. There was an initial high mesh distortion when the tool plunges into the workpiece and this can be avoided with finer meshing in the interface. Due to limitations of academic version this couldn't be achieved.

6. The friction model considered has been referred from literature and not built from the experimentation. The above-mentioned reasons are looked upon as future research expansion areas and are discussed in the section 8 in detail.

Figure 17: Comparison of experimental and simulation results for Al-7075.

Figure 18: Comparison of experimental and simulation results for Al-7075 Chip ratio.
Contribution of the Current Research Work

In this research, the main focus was to present the dependence of shear angle on the tool-chip contact time contrary to the existing theories. This has been verified experimentally first and the numerical modeling has been done to replicate the experiments with an intention to have a predictive model and reduce future experimentation.

The trend followed in the experiments has been observed in the simulations verifying the dependence of shear angle on the tool-chip interface times, but there is a variation of the results obtained. The reasons for these variations are investigated and are looked at as future research expansion opportunities. The reasons for variations and possible future work considerations are discussed later in this paper.

Conclusions

From the results, we observe the following trends:

1. The value of shear angle decreases with the increase of tool-chip interface times as shown in Figure 17 and Figure 19.

2. A small shear angle means a long shear plane therefore, a high cutting force, high energy required for cutting, high shear strain and heavy strain hardening. This is seen in Figure 15.

3. From the Figure 13, we see the values of Von-Mises equivalent stress is inversely proportional to the tool-chip interface times and directly proportional to the brittle nature of the material.

4. The Figure 14 explains that the interface stress value increase are dependent on the material nature.

5. We observe lower residual stress values at lower cutting speeds which can be inferred from the stress plots at the chip-tool interface and from Figure 12 which explains the effect of material on the shear angle.

6. At the region of sticking friction where the normal stress of cutting is high the temperature and stress values are high. As we move away from the cutting tip these values keep decreasing.

Recommendations for Further Research

The differences in the results are due to the experiments as well as the simulations. As pertaining to the experiments, the values recorded are taken as an average of the chip thickness at three different points on a chip. Recording the chip geometry with respect to the chip length would serve as a more reliable method as it would have lesser impact of thermal interactions than the thickness. This will be considered for future research. The heat in cutting causes the expansion to be non-uniform. The heat transfer effects involved are difficult to measure and to model temperature effects accurately.

The variation between the experimental results and the simulation results can be attributed to the lack of Johnson-Cook constitutive constants related to this experimental set-up. In the experiments only the chip thickness values have been measured and due to this there is a lack of the information needed to generate material constants specific to this set-up. The constants used are of different set-up and this can be avoided in the future by recording the temperature and force values from the experiments [2,30,31].

The lack of specific material constants being the prime reason, the impact of the JC constants on the flow stress...
values has been explained in the sensitivity analysis. The use ofJC constants of different rake angle also has an impact on the results. In this thesis, we have referred to the values of the JC constants of tool with -5 degree rake angle available in the literature [22], whereas the actual tool is of -7 degree rake. This also can be corrected if the JC constants are generated specifically to the experimental set-up. The use of inverse method based on machining tests as characterization, using the measured cutting forces and chip thickness should be used to calculate the flow stresses, strains, strain rates and temperatures in the primary shear zones. The material constants in this case are obtained using a nonlinear regression solution and the main advantage of this approach is that extreme conditions are achieved directly with machining tests. The approach to be followed for generating constants from experiments has been a validated method and is a potential area for future research expansion [2,5,32,33].

The initial mesh distortion which is the reason for the element deletion in the results has to be addressed by mesh refinement in the cutting zone. Due to the academic version of the software license the number of elements and nodes generated are limited. The lack of softening in the material model considered made it difficult to minimize the distortion and increase the smooth deformation of the material without element deletion. This needs to be taken care in the future work with high dense mesh in the contact zone and the consideration of the strain softening when the initial impact occurs to obtain results closer to experimentation. The details of high mesh density in the interface zone and the impact of it has been dealt in literature [1,25].

The impact of tool wear has been ignored in this research as the situation was avoided during experimentation. In the experimentation, there was a tool change for every test performed which reduced the impact of tool wear on the results. Considering the importance of the tool geometry, this needs a more detailed research as the coatings and edge geometries on the cutting inserts play a key role in metal cutting. This would be one of the areas of future work to consider the impact of tool wear in cutting and its impact on the results achieved. The dynamic nature of friction coefficient is an area of interest which would dictate the chip flow and its damage model on the rake surface. The methods to record the friction values precisely have to be researched and implemented to make a sound simulation model which serves as a predictive tool for an engineer to minimize the investments on experimentation. The need for consideration of the thermal softening and strain softening effects has to be considered in the thermal modeling of the simulation model. In the current research, the standard Johnson-Cook model has been used for the simulations and the expansion of this can be done with the experimental thermal data. The impact of convection will also be taken into account by considering the lubrication effects and use of thermocouples or temperature recording equipment. By considering the temperature effects in the machining experiments, if the thermal softening can be incorporated in the constitutive law the results much closer to the experiments can be obtained. The impact of tool wear thermal softening and dynamic friction model in simulations are the active area of machining research.
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