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Abstract: This study aimed to explore the state transition of regional innovation capacity (RIC) and analyze the heterogeneous effects of determinants in an innovative subject and environment of RIC state transition based on the data collected from 30 provinces in China during 2000–2017. By applying a hidden Markov model (HMM), this study identified three RIC states: low, medium, and high. The results suggested that (1) the overall state of RIC rapidly improved but with a significant disparity across regions in China; (2) the lock-in effect of RIC is most significant in regions with a medium state, while the enterprise-dominated mode of regional innovation helps RIC transition from a medium state to a high state or to remain in a high state; and (3) the interaction and collaboration between universities and enterprises in a region can stimulate RIC to higher states for all regions. Intellectual property administrative protection exerts positive impacts on RIC transitions to higher states. Intellectual property judicial protection only exerts positive impacts on an RIC’s transition from a medium state to a high state or remaining in a high state, while these positive impacts are not significant when RIC is in a low state. Highlighting the dynamic nature of RIC evolution and the heterogeneity of determinants affecting RIC state transition, the findings provide policymakers a roadmap to identify RIC states and make precise policies based on the current RIC state.
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1. Introduction

In light of the knowledge-based economy, one emerging concept that has gained popularity in regional economies is regional innovation capacity (RIC) [1]. RIC can be defined as the level of productivity or state of an innovation system, and it is determined by the efficiency of knowledge production and diffusion, as well as a learning environment where innovation-driven factors including universities, research institutes, and enterprises are highly intertwined [2]. The improvement of RIC is a powerful driving force and an important way to realize sustainable economic development [3]. RIC directly determines the performance of regional technological innovation [4]. Technological innovation can effectively balance economic development, resource consumption, and environmental issues, thus facilitating the sustainability of humanity, society, economy, and nature [5]. However, the present situation is that the global and national disparity in RIC is very significant and gradually expanding [6]. Similarly, the RIC in China is exhibiting a quite significant difference across regions compared to that of 40 years ago. With this in mind, the exploration of the dynamic transition process of RIC may provide useful knowledge to interpret the reasons behind such a heterogeneity [7] and facilitate a better understanding of the mechanism that shortens the gap across regions in terms of innovation capacity.
Integrating endogenous growth theory, the theory of industrial competitive advantage, and research on national innovation system [8–10], Furman’s framework proposed that the national innovation capacity mainly depends on the strength of a nation’s common innovation infrastructure, the environment for innovation, and their interaction [11,12]. This seminal framework has been especially widely applied to investigate regional innovation capacity. Compared to national innovation capacity, RIC is easier to manage and coordinate communication and reciprocity among different “actors” who play larger roles in determining its networking quality [11,13]. Numerous indicators have been utilized to measure RIC [14], such as R&D inputs, patent data, the number of new products, the number of high-tech employees, and research expenditures [15,16], since these indicators are believed to reflect innovative efforts and the efficiency of an innovation process.

Most studies have mainly focused on investigating the notable features of (1) spatial disparity and (2) conditional convergence regarding RIC [17–20]. The disparity in RIC is commonly observable, as larger regions are more likely to receive benefits from “agglomeration” (e.g., larger markets, more efficient matching, and knowledge spillovers) than smaller ones to promote innovation [21]. Importantly, with the fine division of labor and improvements of transportation and communication systems, the spatial distribution and agglomeration of RIC have been undergoing great changes [22] that have shown the significantly dynamic nature [23]. Moreover, many studies have also suggested that RIC shows a trend of conditional convergence, in addition to the feature of spatial disparity [19,24–26]. For regions sharing similar characteristics (e.g., institutions, policies, and investments), their spatial disparity would diminish gradually.

However, neither the analytical framework of spatial disparity nor of the framework of conditional convergence considers the dynamic nature of RIC. The existing literature on innovation capacity research has mostly used static empirical methods, such as fixed effect stochastic frontier, and spatial econometric models [6,11,27], based on cross-national or cross-regional comparisons of innovation capacity at a fixed period [17,19,28]. Technological innovation is an inherently dynamic and nonlinear process over time [29]. Blundell et al. [30] indicated that the transition process of innovation capacity cannot be comprehensively explained in a linear trajectory, so its modeling and measurements should integrate the analysis of dynamic characteristics. In other words, the development of RIC may experience different states over time. For example, eastern China may continuously maintain a competitive RIC, while the RIC in other regions, such as the western regions, may be comparatively weak. However, a western region has the potential to transition to a more competitive state in a future period due to policy support, environmental changes, and growth rate fluctuations [25]. With this in mind, several studies have attempted to explore state transitions of RIC at different stages. However, researchers have so far lacked a specific objective to distinguish these RIC states using rigorous model estimation [4,31]. Hence, a reliable method incorporating dynamic estimations is expected to bring more insights regarding how an RIC dynamically evolves.

Second, Furman’s framework was applied to investigate the determinants of national or regional innovation capacity, such as innovation inputs, innovation subjects, and innovation environments [32,33]. Practice has shown that innovation investment, interactions among innovation subjects, and innovation environments can effectively promote knowledge flow and cope with the increasing innovation cost risk and technology complexity, thus enhancing RIC and strengthening innovation sustainability [34]. For example, Li [27] suggested that the composition of innovation subjects, such as different proportions of enterprises, universities, and research institutes, explained the disparity in RIC across regions. Researchers have indicated that a region’s RIC can receive benefits from the spatial agglomeration of human capital, since it can facilitate proximal, personal, and recurrent contacts and the exchange of non-codified and tacit knowledge [35,36]. Along this line of thought, RIC demonstrates the potential and capacity of a region to utilize innovation infrastructures and environments, as well as to eventually transfer creative ideas or innovation to concrete socio-economic outcomes at the sub-aggregate level. Due
to the dynamic nature of RIC, the RIC development of a region may experience a transition process with several development states. However, existing results are not sufficient to explain how determinants exert different effects on RIC in different development states. Therefore, in association with the model-setting issues mentioned above, it is of great significance to analyze the heterogeneous effects of critical determinants on RIC from a dynamic perspective [37].

Addressing research gaps, this study endeavored to explore: (1) how the states of RIC change over time in China and (2) the determinants affecting the RIC in different transition states. To answer these questions, this study applied the hidden Markov model (HMM) to investigate the dynamic transition of RIC in China. The HMM provides a reliable approach to identify the transition states of RIC by mapping each RIC state as a hidden variable and using regional innovation input and output as measurement variables [38]. Additionally, the HMM explicitly defines the RIC state transition matrix, thus enabling the investigation of the dynamic transition process of RIC. Furthermore, the HMM facilitates the analysis of the determinants of RIC in different states based on the identification of the state sequence of RIC.

This study provides two main contributions to the literature on regional innovation. On one hand, using the HMM approach, this study shows scholars and practitioners a novel perspective to explore the complexity of RIC in China, and implications from the findings of this study are meaningful for policymakers in China or worldwide for a better understanding of the geographical blueprint of RIC and more precisely designing conforming policies. On the other hand, according to the authors’ best knowledge, this study is also one of the earliest attempts to confirm that the effects of the determinants of an RIC vary not only across regions and over time but also across different stages of innovation development.

The rest of this paper is arranged as follows: the literature review is illustrated in Section 2, Section 3 introduces the HMM and describes the variables, Section 4 describes the current status of RIC state transitions and particularly discusses RIC state transition probability and the determinants of RIC state transition, Section 5 discusses the empirical results, and Section 6 concludes and shows managerial implications and research limitations.

2. Research Background

2.1. Technological Innovation in China

Since the reform and opening up in 1978, rapid development in terms of science, technology, and economy has been observed in China [39]. Specifically, China has made great effort in improving its innovation capacity. For instance, the total R&D expenditure dramatically increased from 9 billion Chinese dollars in 1988 to 2.17 trillion Chinese dollars in 2019, ranking second in the world; the number of domestic invention patent applications increased from 4780 in 1988 to 1.4 million in 2019, ranking first in the world; and the contribution rate of technological progress, which comprehensively reflects the effect of innovation to economic growth, increased from 27% in 1985 to 52.2% in 2012 and then up to 59.5% in 2019. The report of World Intellectual Property Organization (WIPO) summarized that China’s overall innovation capacity had risen to world number 17 in 2019.

With great financial and policy supports, as well as under the dominant milieu of global innovative (creative) development, China’s innovation system has inevitably experienced tremendous changes. At the national or regional level, China’s innovation system exhibits several notable features that are similar to other developing or transitional countries: (1) the adoption of diversified development models, i.e., learning, imitation, improvement, integration, and iteration are all effective innovative strategies; (2) private high-tech enterprises and central enterprises have played a jointly important role, and there is a tendency that colleges and universities are becoming the source of innovative knowledge and the incubator of innovations; and (3) there is an increasing variation in regional innovation performance, as innovation resources become gradually concentrated in a few highly innovative regions.
2.2. The Hidden Markov Model

The hidden Markov model can be categorized as a hidden variable model that is mainly adopted to analyze the relationships among hidden variables, response variables, and the state transition of hidden variables [40]. The most notable feature of such a mixture model is that the distribution of observations at time $t$ is fully specified given a hidden state [41], and a hidden state within this model specification is assumed not to be independent but rather to have a Markovian structure [40], thus leading to a level of dependency between different sets of observations [42].

The HMM is utilized to make inferences or predictions about an unobserved process based on an observed process [43,44]. For example, the HMM has been successfully used for prediction in the field of business cycles [45]. In this context, the data regarding an observed economic performance can be modeled as a function of unobserved business cycles (such as recession and growth). Given the economic operation data of that year, the HMM predicts whether the current economy is in a state of recession or growth. The HMM can also be used in R&D cooperation to facilitate small- and medium-sized enterprises in identifying technology fields most suitable for company development [46]. Moreover, the HMM provides an in-depth understanding of the transition rules and determinants of an unobserved process. For example, Chen et al. used a model of the HMM to study three motivating mechanisms, i.e., reciprocity, peer identity, and self-image that affect the transition of users’ potential motivation states in an online community [47]. Singh et al. developed a model of the HMM to capture developer learning dynamics in open-source software projects [48].

2.3. Measurements and Determinants of Regional Innovation Capacity

Numerous indicators are used to measure a level of RIC [14], including R&D inputs, the number of high-tech employees, research expenditures, patent data, and the number of new products [15,16]. These indicators mainly measure RIC from two aspects regarding innovation input and output [49,50]. First, due to the generality, consistency, and accessibility of patent quantities, the number of patents is a common index frequently used in the literature to measure innovation output [51]. The legal system of intellectual property rights protection is especially unified in China. Hence, patent data of different regions are highly comparable, since these patent data are documented using a unified statistical scope. There are three types of patents: invention patents, utility model patents, and design patents.

Second, input elements of regional innovation are mainly measured by knowledge stock and R&D investment, such as the historical stock of knowledge, R&D personnel, and venture capital. Based on the knowledge production function, the speed and quality of knowledge production depend on how these elements can be efficiently utilized within a knowledge-generation process [18,52]. It is worth mentioning that measuring knowledge stock appears to be difficult due to the immeasurability of knowledge [6], so it is often integrated with the labor force in an intangible form of two aspects: quality and scale. In comparison, the level of R&D investment relates to capital input and labor input. Prior studies have widely suggested using capital stock as the measurement tool [53] to avoid the possible issue of multicollinearity, and both its present and lagging effects should be taken into consideration [27].

To understand the underlying drivers of an innovation transition and achieve long-run economic growth, the present literature explored determinants of RIC from two dimensions. The first was the cooperation mode and synergy degree among innovation subjects, such as enterprises, universities, and research institutes that substantially affect the regional innovation efficiency [6,20,36]. The effective cooperation of innovation subjects usually takes a long time to produce synergy. The second is an innovation environment that also plays a critical role in determining innovation development, including policy, financial, and education provisions [14]. Particularly, policy intervention has an additional role in facilitating R&D and innovation because the market alone cannot provide appropriate
incentives for networking and knowledge production [33,54,55]. For instance, Singapore is known for strong government intervention in directly and indirectly encouraging the development of innovation [51].

However, despite the effort to include a range of factors reflecting the complexity associated with RIC, there is still room for advancement, especially in association with the “dynamic-context” of this concept. Grounded on Schumpeter’s theory of disruptive innovation, the process of technological innovation is always dynamic and nonlinear [29]. Hence, the determinants of RIC may show different effects at different states of innovation capacity. With respect to this, the majority of studies to date have mainly taken static or linear approaches to explore the determinants of innovation capacity. For example, Furman et al. [11] used a fixed effect model to conquer the idiosyncratic country/year-specific technology shock, whereas the fixed effect model did not consider the dynamics of the innovation process. Li [27] applied a stochastic frontier model to investigate the disparity in innovation capacity across Chinese regions. In comparison, a spatial autoregressive negative binomial regression model [6] was employed to study heterogeneity of innovation capacity across urban, metro-adjacent rural, and remote rural counties, but again the time relevance of innovation capacity was still not taken into consideration.

In summary, we argue that RIC is attached to a complex and dynamic system that contains not only various static innovation-driven factors but also function mechanisms that facilitate these factors to flow, develop, and coordinate. In this sense, the present literature does not provide sufficient materials for understanding the complexity of RIC in the dynamic context. Therefore, the authors of this paper attempted to investigate the relationship between RIC-driven factors and the state of RIC by developing an HMM framework that allows for the estimation of RIC state transition probability where determinants of RIC state transitions are randomized at different development stages and over time.

3. Research Design

3.1. Hidden Markov Model for RIC

With a hidden nature, RIC is difficult to directly measure or observe. Therefore, traditional econometric models commonly use proxy variables including R&D capital, R&D personnel, or patent quantity [3,55,56] as a replacement. These approaches, to a certain extent, allow scholars to capture RIC characteristics that are only based on a static and simplex model structure and cannot further reveal the internal dynamic process among innovation-driven factors. In comparison, the HMM provides a solution for these issues that further conceptualizes the process of RIC development as a set of dynamic interactions represented by a number of response variables generated by potential or hidden processes. With this in mind, the HMM allows us to simultaneously measure multiple RIC-related response variables, to explicitly characterize the dynamics of an RIC [38], and to analyze its determinants at different stages under a unified analytical framework.

Specifically, the HMM represents a stochastic process that consists of three interrelated aspects: a finite set of hidden states (hidden variable), observed outcomes (response variable) conditional on hidden states, and the probabilities of transitioning from one state to another (state transition matrix) [47]. The evolution of RIC hidden states is assumed to follow the structure of the RIC state transition matrix, and observed outcomes are modeled as being independently conditional on sequences of hidden states. Figure 1 graphically illustrates how an HMM models RIC transitions between different states by incorporating the effects of determinants (i.e., innovation subject and environment) and how an innovation probability can be related to a specific RIC state. In period $t$, a region probabilistically fits into an RIC state, 1 being the lowest RIC state and $n$ being the highest. The factors of the regional innovation subject and the innovation environment in $t$ determine whether a region will either move up to a higher state, stay where it is, or move down to a lower state in the next period $t + 1$. Then, the specific RIC state of this region is confirmed in period $t + 1$, which also probabilistically determines the general level of its
innovation input and output. The construction and description of the HMM are presented in the subsections below.

![Hidden Markov model of regional innovation capacity (RIC).](image)

**Figure 1.** Hidden Markov model of regional innovation capacity (RIC).

### 3.1.1. Model Specification

Consider that the states of RIC belong to an aggregate $S = \{1, 2, \ldots, n\}$. For a particular region $i$, $S(i) = S_{i1}S_{i2}\cdots S_{it}S_{iT}$ is a finite hidden and unobservable state sequence, and $O(i) = O_{i1}O_{i2}\cdots O_{iT}$ is an observable sequence of response variables. $O_{it}$ is the vector containing $r$ observable response variables at time $t$. Then, the conditional probability of the response variables $O(i)$, given the state sequence $S(i)$ and the parameter set $\beta$ to be estimated, is:

$$P(O(i)|\beta, S(i)) = \prod_{t=1}^{T} P(O_{it}|S_{it}) = a(O_{i1}|S_{i1})a(O_{i2}|S_{i2})\cdots a(O_{iT}|S_{iT})$$  \hspace{1cm} (1)

where $a(O_{it}|S_{it})$ is the probability of observing response variables $O_{it}$ given that the region $i$ is in the state $S_{it}$ at time $t$. For the RIC state sequence $S(i)$, the probability of its occurrence is:

$$P(S(i)|\beta) = \pi(i)q(S_{i1}, S_{i2})\cdots q(S_{it}, S_{it+1})\cdots q(S_{iT-1}, S_{iT})$$  \hspace{1cm} (2)

where $\pi(i)$ is the initial probability when RIC is at state $S_{it}$ in period $t = 1$, while $q(S_{it}, S_{it+1})$ is the conditional probability when RIC is at state $S_{it}$ in period $t$ given that it is in state $S_{it}$ in period $t$. $q(S_{it}, S_{it+1})$ is an element of the RIC state transition matrix $Q(t, t + 1)$. For region $i$, the likelihood function of the response variables sequence is shown as follows:

$$L(O(i)) = P(O(i)|\beta) = \sum_{S(i)} P(O(i)|\beta, S(i))P(S(i)|\beta), \forall S(i)$$  \hspace{1cm} (3)

When determinants are included in the general HMM by modeling RIC state transition, the main research interest is in modeling the effect of determinants on the distribution of RIC hidden states. The RIC state transition matrix is defined as follows:

$$Q(t, t + 1) = \begin{pmatrix}
q(1, 1) & q(2, 1) & \cdots & q(1, n) \\
q(2, 1) & q(2, 2) & \cdots & q(2, n) \\
\vdots & \vdots & \ddots & \vdots \\
q(n, 1) & q(n, 2) & \cdots & q(n, n)
\end{pmatrix}$$  \hspace{1cm} (4)

where $q(j, k) = P(S_{it+1} = k|S_{it} = j), \sum_{k=1}^{n} q(j, k) = 1, 0 \leq q(j, k) \leq 1 \forall j, k \in \{1, 2, \ldots, n\}$. Considering the discrete characteristic and polymorphism of the RIC state, this study assumed that the RIC state transition probability followed a multinomial logit model to explore determinants of RIC state transition [41]; the effect of these factors on RIC was
allowed to be state-varying, so heterogeneous effects of determinants on RIC state transition could be evaluated from a dynamic perspective. The model is presented as follows:

\[
\log \frac{p(S_{it} = k | X_{it} = x_{it})}{p(S_{it} = 1 | X_{it} = x_{it})} = \beta_{0it} + \beta_{1it} \beta_{1it}, \ k \geq 2
\]

(5)

\[
\log \frac{p(S_{it+1} = k | S_{it} = j, X_{it+1} = x_{it+1})}{p(S_{it+1} = 1 | S_{it} = j, X_{it+1} = x_{it+1})} = \beta_{0jk} + \beta_{1jk}, \ j \neq k, t \geq 1
\]

(6)

Specifically, \(X_{it}\) and \(S_{it}\) in the formulas are determinants that influence the state transition of an RIC. \(\beta_{0it}, \beta_{1it}, \beta_{0jk}, \beta_{1jk}\) are parameters to be estimated and common across the panel. For a more parsimonious model, we can rely on the following parameterization for transition probabilities instead of using Equation (6), that is, a multinomial logit model based on the difference between two sets of parameters:

\[
\log \frac{p(S_{it+1} = k | S_{it} = j, X_{it+1} = x_{it+1})}{p(S_{it+1} = 1 | S_{it} = j, X_{it+1} = x_{it+1})} = \beta_{0jk} + x_{it+1}(\beta_{1j} - \beta_{1k}), \ j \neq k, t \geq 1
\]

(7)

To ensure model identifiability, we set \(\beta_{11} = 0\) [41], which means that we only analyzed scenarios of transition to other states except for the lowest one.

3.1.2. Estimation and Identification

In this study, the expectation-maximization algorithm was applied to estimate the parameters of the HMM and to identify the most suitable numbers of RIC states. For testing the significance level of parameters, the standard deviation of parameters was estimated by bootstrap, and the \(p\)-value was calculated. We estimated the HMM using R package LMest V2.6.1.

Since the number of RIC hidden states (the number of elements in the set of \(S = \{1, 2, \cdots, n\}\)) could not be given in advance, it was important to determine the most suitable number of RIC hidden states in the HMM. For choosing between models with a different number of RIC hidden states, we needed to consider the number of parameters. To effectively identify the state number of RIC, this study selected AIC (Akaike information criterion) and BIC (Bayesian information criterion) as the selection criteria [48]. The formulas of AIC and BIC are: \(AIC = 2k - 2 \ln(L)\) and \(BIC = \ln(n)k - 2 \ln(L)\), where \(k\) is the number of parameters in the model, \(L\) is computed using Equation (3), and \(n\) is the number of regions. Based on the estimation results of different models, the corresponding state number was the optimal state number of RIC when the two criteria of the model reached the minimum.

Given the optimal number of hidden states and observed sequences (corresponding to \(O(i)\)), inferences regarding the hidden states of RIC could be made, and then it was feasible to compute the posterior probabilities of states given the observed sequences of region \(i\), which further gave the probability of being in each RIC hidden state at each time point. For tracking the RIC hidden state of a region over time, the most likely sequence of RIC states could be obtained through the process of global decoding based on an adaptation of the Viterbi algorithm [57].

3.2. Variable and Data

The variables adopted in this study comprised two types: measurement variables of RIC state and determinants affecting the RIC state transition. First, well-accepted measurement variables from both the input and output perspectives, such as R&D capital, the number of high-tech employees, and patent quantity, were adopted to measure RIC [49,50]. Second, the composition and milieu of a regional innovation system are the most important determinants of RIC from the perspective of building up an innovation system. Therefore, this study also conceptualized the determinants of RIC state transition in this way, i.e., incorporating the effects of innovation subjects (e.g., enterprises, universities, research institutes, and interactions among them) and innovation environments (e.g., gov-
ernment intervention, industrial structure, and intellectual property protection) [27,58]. The details of measurement and determinant variables are as follows.

3.2.1. Measurement Variables of RIC State

(1) Regional innovation output indicator. This study selected the number of invention patents to measure innovation output since utility model patent and design patent are of little economic value and low technical qualities. In addition, this study only considered service invention patent quantity (INNO) as innovation output due to the fact that individual R&D investment is not recorded in China’s innovation investment resources statistics. Finally, this study assumed that a patent is granted with a lag of 3 years based on Li’s practice [27].

(2) Regional innovation input indicators. The input elements of regional innovation are mainly measured by knowledge stock and R&D investment. On one hand, the level of knowledge stock (KNOW) equals the average year of schooling multiplied by regional employment. Specifically, the average years of schooling were modeled as

\[ E_t = \frac{\sum (P_{it} \times e_i)}{\sum P_{it}}, \]

where \( P_{it} \) is the number of workers at the educational level \( i \) in period \( t \) and \( e_i \) is the years of schooling at the educational level \( i \). The educational level was divided into illiteracy and semi-illiteracy, primary school, junior high school, senior high school, and college or above, and educational years at each level were set as 0, 6, 3, 3, and 4, respectively.

On the other hand, this study applied labor input and capital stock to represent R&D investment. The full-time equivalent of R&D personnel was adopted to measure the influence of labor input (RLA). The capital stock (RAS) was calculated by the perpetual inventory method [59]. The formula of the perpetual inventory method is:

\[ K_{it} = (1 - \delta_i)K_{i(t-1)} + \frac{I_{i(t-\epsilon)}}{P_{i(t-\epsilon)}}, \]

where \( K_{it} \) and \( K_{i(t-1)} \) represent the capital stock of the region \( i \) in period \( t \) and \( t - 1 \), respectively. \( \delta_i \) is the R&D capital depreciation rate for the region \( i \). \( I_{i(t-\epsilon)} \) is the R&D expenditure for the region \( i \) in period \( t - \epsilon \). \( P_{i(t-\epsilon)} \) is the price index of R&D expenditure for the region \( i \) in period \( t - \epsilon \). \( \epsilon \), reflecting the time required for capital formation, is the lag period. Following Su’s practice in 2017, the lag period of seven provinces, namely Beijing, Jilin, Heilongjiang, Hainan, Yunnan, Gansu, and Qinghai, was set at one year and that of the other provinces was set at zero year. Assuming that R&D capital stock and R&D expenditure have the same average growth rate, the estimation formula of the beginning capital stock is

\[ K_{2000} = \frac{I_{2000}}{g_k + \delta}, \]

where \( I_{2000} \) is R&D expenditure at constant prices in 2000 and \( g_k \) is the annual average growth rate of R&D expenditure at constant prices during the periods. As for the estimation of \( g_k \), the formula is \( g_k = e^m - 1 \), where \( m \) is determined by the regression model \( \ln I_t = b + mt + \epsilon_t \).

3.2.2. Determinants of the RIC State Transition

(1) The structural composition of innovation subjects: enterprises, universities, and research institutes are directly involved in all aspects of a regional innovation process. They are carriers and producers of new knowledge and innovative output. Due to the great differences in their objectives, structures, and operational practices, associated innovation efficiency also varies remarkably. Therefore, it was deemed realistic that the share of different innovation subjects significantly affects an RIC. To capture the distinct role of enterprises in the innovation process, the variable ENTP was included. It was constructed as the ratio of enterprises in intramural expenditure on R&D, and intramural expenditure on R&D of enterprises, universities, and research institutes were recorded in the China Science and Technology Statistics Yearbook. This study did not attempt to distinguish the difference between universities and research institutes, as they play similar roles within the innovation process in China. Thus, the share
of R&D expenditure by universities and research institutes could be expressed as 1-ENTP.

(2) The interactions among enterprises, universities, and research institutes: the interaction among innovation subjects has a crucial impact on the improvement of an RIC [60]. This study used the proportion of enterprise funds in intramural expenditure on R&D of universities to indicate the connection between enterprises and universities (ENTU). Meanwhile, we adopted the proportion of enterprise funds in intramural expenditure on the R&D of research institutions to indicate the connection between enterprises and research institutes (ENTS). In addition, the China Science and Technology Statistics Yearbook started releasing the data of the intramural expenditure of universities and research institutions in 2009. Before 2009, the China Science and Technology Statistics Yearbook released the fund-raising situation of science and technology activities in each region of China. Hence, we used the share of enterprises in the funds for scientific and technological activities to represent the interactions among enterprises, universities, and research institutes in 2000–2008.

(3) The interaction between local innovators and external innovators: technology diffusion is one of the important sources of knowledge learning and production. In particular, advanced technological knowledge of developed economies is an important technological source for developing economies. Local innovation subjects can access this advanced technological information and knowledge via different channels, including foreign direct investment, technology import, and international trade [61]. In this sense, the level of regional opening-up is one of the important external factors affecting an RIC. With the improvement of regional openness, innovation subjects have more opportunities to obtain advanced technology and knowledge, so RIC is improved. The trade specialization index was adopted to reflect this pattern. It was defined as \( TRA = \frac{\text{export} - \text{import}}{\text{export} + \text{import}} \). The value ranged from \(-1\) to \(1\).

(4) Government support: the government plays an important role in providing institutional guarantees and financial support. The institutional guarantee refers to the regulation and coordination for innovation activities, including laws and innovation incentive policies, while the government also offers financial support and research funding to innovation subjects. The proportion of government funds in intramural expenditure on R&D, denoted by GOV, was employed as a measure of the strength of a government’s support. The intramural expenditure on R&D by the source in the China Science and Technology Statistics Yearbook has only been published since 2009. Before 2009, China’s Science and Technology Statistics Yearbook published the fund-raising situation of science and technology activities in China’s regions separately. Hence, we used the proportion of government in the funds for science and technology activities to represent government support in 2000–2008.

(5) Financial support was recorded as FIN: innovation activities are often accompanied by substantial investment and risk. The financial sector can not only provide innovative capital for innovation subjects but also help them disperse certain risks. This study constructed FIN by dividing the amount of science and technology loans of financial institutions by the total science and technology funds raised in a region. Since 2008, China’s Science and Technology Statistics Yearbook has no longer reported data on financial institutions’ loans. This study used the intramural expenditure on R&D minus the government, enterprises, and foreign funds to measure the technical loan of financial institutions.

(6) The technology market environment: the operation of technology market makes the transfer of knowledge assets and technology easier among various subjects, which is conducive to the diffusion and learning of knowledge. At the same time, a fine technology market environment also stimulates more innovation activities [60]. In this study, the technology market supply–demand environment is represented by the
logarithm of the average technology market turnover of scientific and technological personnel, denoted by TEC.

(7) Characteristics of industrial structure: the microeconomic environment in which the innovation subject operates affects the efficiency and outcome of innovation activities [11]. In the study, the proportions of secondary and tertiary industries were used to reflect the impact of regional industrial structure on RIC, which were recorded as SECP and THRP, respectively.

(8) Regional human capital reserve: human capital is the basis of a knowledge economy. On the one hand, regions with a high-level human capital reserve can attract more innovative enterprises. On the other hand, human capital can also promote regional knowledge diffusion and production, as well as improve regional innovation capacity [56]. The regional human capital level in this study refers to the number of college students per 10,000 students, which was recorded as HUMR.

(9) Intellectual property protection: intellectual property protection mainly refers to patent protection. According to the Patent Law of the People’s Republic of China, two modes are applied to protect intellectual property, namely administrative protection (ADMI) and judicial protection (LAWI). ADMI can be measured by the acceptance of patent infringement cases. This study calculated the patent infringement rate by dividing the accepted number of patent infringement cases by effective patent quantity. LAWI can be defined as the number of lawyers per 10,000 people [62]. The proportion of lawyers in the total population is a significant indicator of the level of judicial protection in a country or region. When the number of lawyers reaches 5 per 10,000 people, the level of judicial protection in the country or region has arrived at a higher level. Intellectual property disputes are often resolved through judicial litigation. The regional judicial level directly affects the intensity of intellectual property judicial protection.

3.2.3. Data
Concerning accessibility and completeness, the data used in this study covered 30 provincial administrative units in China over the period of 2000–2017. Tibet was excluded from the analysis due to a large proportion of missing data. Hong Kong, Macao, and Taiwan were also excluded due to the issue of statistic inconsistency. The original data were collected from the China Science and Technology Statistics Yearbook, the China Statistics Yearbook, the China Intellectual Property Rights Yearbook, the China Labor Statistics Yearbook, the State Intellectual Property Office’s Annual Patent Review, and the Statistical Yearbook of the provinces. Table 1 lists the model variables. The summary statistics for the variables included in the HMM are shown in Table 2. Due to the lagging nature of innovation output, the statistical period of patents was from 2003 to 2017 and the statistical period of other variables was from 2000 to 2014. Generally, the RIC greatly fluctuates in terms of both innovation output and innovation input in China. For example, the average number of service invention patent (INNO) varies from 44,611 to 7 and the standard deviation is 6540.8. This might be due to China’s rapid growth in innovation since 2000 and the large regional disparity in RIC. Additionally, by comparing the mean values of ENTU and ENTS, it could be concluded that the interactive effect between universities and enterprises is higher than that of between research institutes and enterprises.
Table 1. Model variables. HMM: hidden Markov model.

| Label | Variable Description |
|-------|----------------------|
| **Measurement variables of RIC state**: corresponding to \( O_{it} \) in the HMM |
| INNO | Innovation output Service invention patent quantity |
| RAS | Capital stock Capital stock calculated by the perpetual inventory method |
| RLA | Innovation labor input The full-time equivalent of R&D personnel |
| KNOW | Knowledge stock The average year of schooling multiplied by the regional employment |
| **Determinants of the RIC state transition**: corresponding to \( X_{it} \) in the HMM |
| ENTP | The structural composition of innovation subjects The ratio of enterprises in intramural expenditure on R&D |
| ENTS | The connection between enterprises and research institutes The proportion of enterprise funds in intramural expenditure on R&D of research institutions |
| ENTU | The connection between enterprises and universities The proportion of enterprise funds in intramural expenditure on R&D of universities |
| TRA | The interaction between local innovators and external innovators Trade specialization index |
| GOV | Government support The proportion of government funds in intramural expenditure on R&D |
| FIN | Financial support Dividing the amount of science and technology loans of financial institutions by the total science and technology funds |
| TEC | Technology market environment The logarithm of the average technology market turnover of scientific and technological personnel |
| SECP | Characteristics of industrial structure The proportion of secondary industry |
| THRP | Characteristics of industrial structure The proportion of tertiary industry |
| HUMR | Regional human capital reserve The number of college students per 10,000 students |
| ADMI | The intensity of intellectual property administrative protection The acceptance of patent infringement cases |
| LAWI | The intensity of intellectual property judicial protection The number of lawyers per 10,000 people |

Table 2. Descriptive statistics of model variables.

| Label | Variable Description | Mean | S. D. | Max | Min |
|-------|----------------------|------|-------|-----|-----|
| **Measurement variables of RIC state**: corresponding to \( O_{it} \) in the HMM |
| INNO | Innovation output | 3280.2 | 6540.8 | 44,611 | 7 |
| RAS | Capital stock | 406.8 | 646.1 | 4113.4 | 1.9 |
| RLA | Innovation labor input | 66,413.3 | 80,302.2 | 506,861.8 | 848 |
| KNOW | Knowledge stock | 39.7 | 28.2 | 188.4 | 2.8 |
| **Determinants of the RIC state transition**: corresponding to \( X_{it} \) in the HMM |
| ENTP | The structural composition of innovation subjects | 0.67 | 0.19 | 0.94 | 0.13 |
| ENTS | Connection between enterprises and research institutes | 0.04 | 0.04 | 0.3 | 0 |
| ENTU | Connection between enterprises and universities | 0.29 | 0.14 | 0.63 | 0 |
| TRA | The interaction between local innovators and external innovators | 0.12 | 0.27 | 0.74 | −0.71 |
| GOV | Government support | 0.25 | 0.12 | 0.62 | 0.07 |
| FIN | Financial support | 0.05 | 0.03 | 0.23 | 0 |
| TEC | Technology market environment | 2.42 | 2.71 | 4.85 | −2.76 |
| SECP | Characteristics of industrial structure | 0.46 | 0.08 | 0.59 | 0.2 |
| THRP | Characteristics of industrial structure | 0.41 | 0.08 | 0.78 | 0.28 |
| HUMR | Regional human capital reserve | 138 | 72 | 356.5 | 21.2 |
| ADMI | The intensity of intellectual property administrative protection | 0.99 | 0.02 | 1 | 0.84 |
| LAWI | The intensity of intellectual property judicial protection | 1.53 | 1.64 | 11.69 | 0.34 |
4. Research Results

Using the expectation-maximization algorithm, the unified estimation of the HMM produced the following results: the dynamics of RIC state transition and the heterogeneity of determinants across states. Grounded on the underlying methodological assumptions, the HMM estimated the dynamics of RIC state transition by identifying the suitable number of RIC transition states and the probability of each transition. Finally, based on the results estimated by the first two steps, a multinomial logit approach estimated the heterogeneity of determinants in different states.

4.1. Panel Unit Root Test

A stationarity test was initially performed to check the stationary properties of variables. To ensure the robustness of our test results, the R package “plm” was adopted to perform the inverse chi-square test, the inverse normal test, and the logit test [63] in order to verify whether each variable had a unit root with both individual intercept and time trend (I&T) or only individual intercept (I). All these tests were based on the estimation of augmented Dickey–Fuller (ADF) regressions for each time series. The null hypothesis of the unit root test was that “the time series are unit-root nonstationary.” Accordingly, the results of the panel unit root test are listed in Table 3, which reveals that the variables in the model were stationary and satisfied the HMM conditions by rejecting the existence of the unit root hypothesis.

Table 3. Panel unit root test of variables. I&T: intercept and time trend.

| Variable | Inverse Chi-Square Test | Inverse Normal Test | Logit Test |
|----------|-------------------------|---------------------|------------|
|          | I&T I                   | I&T I               | I          |
| INNO     | 275.98 *** 90.45 ***    | -9.3198 *** -8.8781 *** | -12.364 *** -23.084 *** |
| RAS      | 360.84 *** 166.45 ***   | -1.6816 * -2.2943 ** | -3.2709 *** -3.3183 *** |
| RLA      | 267.12 *** 139.21 ***   | -4.5454 *** -2.11 **   | -9.6731 *** -8.0372 *** |
| KNOW     | 149.15 *** 147.62 ***   | -3.5744 *** -1.9447 *   | -3.6669 *** -2.198 ** |
| ENTP     | 300.78 *** 273.54 ***   | -7.6047 *** -7.0787 *** | -12.731 *** -11.363 *** |
| ENTS     | 316.99 *** 448.6 ***    | -10.675 *** -13.911 *** | -14.75 *** -22.361 *** |
| ENTU     | 225.9 *** 148.17 ***    | -5.5718 *** -4.84 ***   | -8.1705 *** -5.7025 *** |
| TRA      | 370.07 *** 159.91 ***   | -10.88 *** -3.3734 **   | -16.747 *** -5.295 *** |
| GOV      | 287.09 *** 138.57 ***   | -9.4387 *** -3.2454 *** | -12.926 *** -4.097 *** |
| FIN      | 317.94 *** 262.36 ***   | -9.2492 *** -8.6846 *** | -14.09 *** -12.027 *** |
| TEC      | 352.74 *** 196.34 ***   | -4.8296 *** -0.46363 | -14.015 *** -3.5891 *** |
| SECP     | 142.46 *** 126.21 ***   | -1.9487 * -3.461 **   | -4.7048 *** -4.5685 *** |
| THRPR    | 173.83 *** 93.651 ***   | -3.3935 *** -4.378 **   | -14.975 *** -13.29 *** |
| HUMR     | 389.08 *** 476.86 ***   | -3.7295 *** -13.413 *** | -14.452 *** -22.785 *** |
| ADPR     | 676.04 *** 456.84 ***   | -12.831 *** -12.559 *** | -30.834 *** -22.354 *** |
| LAW     | 139.24 *** 5.1049       | -13.1743 *** -2.825 | -10.48187 *** -3.37 *** |

***, **, and * denote significance at the 1%, 5%, and 10% levels, respectively.

4.2. Selection of the Number of RIC States

Table 4 shows the estimation results of two criteria under the different numbers of states using the above data. Among the one, two, three, and four state models, the model with three states had the smallest AIC and BIC, suggesting that China’s RIC should include three states, i.e., high (H), medium (M), and low (L), the corresponding values of which would be 3, 2, and 1, respectively. The three states of RIC indicated that china’s RIC roughly experienced three stages of development in terms of the innovation investment and outcome during the observation period.
Table 4. Number selection of RIC state. AIC: Akaike information criterion; BIC: Bayesian information criterion.

| Number of States | Log-Likelihood | AIC     | BIC     | Number of Parameters |
|------------------|----------------|---------|---------|----------------------|
| 1                | -1386.79       | 2801.58 | 2821.20 | 15                   |
| 2                | -1149.05       | 2412.10 | 2491.97 | 57                   |
| 3                | -997.74        | 2147.48 | 2424.03 | 126                  |
| 4                | -889.77        | 2221.55 | 2531.21 | 221                  |

4.3. State Transition of RIC

This study initially estimated the RIC states of 30 regions. As shown in Figure 2, the variable on the horizontal axis is the year, and the variable on the vertical axis is the annual average state of RIC in all regions. The curve in the figure shows the trend of the domestic average state of RIC over time. China’s RIC presented an upward trend from 2000 to 2014. The average number presenting RIC state was 1.7 from 2000 to 2002. Since 2002, the average state of RIC in China has been experiencing rapid growth. The average number presenting RIC state reached 2.6 by 2014.

Figure 2. The average state of RIC in all regions between 2000 and 2014.

Figure 3 shows the distribution of the RIC states during the observation period, where the two curves plot the boundaries that separate the low, medium, and high states. In Figure 3, the variable on the horizontal axis are years and the variable on the vertical axis are percentage. The lower curve in the figure shows the proportion of regions with low innovation capacity in all regions each year. The higher curve shows the proportion of regions with low and medium innovation capacity in all regions each year. The area between the two curves represents the proportion of regions with medium innovation capacity, and the upper part of the higher curve is the proportion of regions with high innovation capacity. Over the period of 2000–2003, 40 percent of all regions are in the low state of innovation capacity, and only 10 percent of the regions are in the high state. The share of regions with a low innovation capacity began to decrease rapidly since 2003, while the share of regions with a high innovation capacity significantly increased, and the share...
of regions with a medium innovation capacity remained unchanged. However, such a decreasing trend started to become steady, with an annual average rate of 10 percent in 2009 and onwards, and the regions with a medium state entered into a quick stage to the high state over the period of 2010–2014. By 2014, 20 percent of regions were in the medium state of innovation capacity, and 70 percent of regions are in the high state of innovation capacity.

Figure 3. Distribution of RIC between 2000 and 2014.

Figure 4 represents a scatter plot of the transition of RIC from 2000 to 2014. During this period, the RIC states in different regions experienced different transition processes. (1) The RIC state of three regions, namely Jiangxi, Inner Mongolia, and Chongqing, experienced all the high, medium, and low states of RIC. (2) The RIC state of sixteen regions experienced the medium and high states; these sixteen regions were Anhui, Fujian, Hebei, Henan, Heilongjiang, Hubei, Hunan, Jiangsu, Liaoning, Shandong, Shanxi, Shaanxi, Shanghai, Sichuan, Tianjin, and Zhejiang. The average duration of stay for the RIC of these sixteen regions in the medium state was 8.44 years. The RIC of Shanghai reached a high state from a medium state within only two years, while Heilongjiang and Shanxi took the longest transition period, i.e., 13 years, to change their RIC from a medium state to a high state over the period of 2000–2012. The RIC state of five regions, namely Gansu, Guangxi, Guizhou, Xinjiang, and Yunnan, experienced a low state and a medium state during the period of observation. The RIC state of these five regions changed from a low state to a medium state around 2007, and it then stayed in the medium state until 2014. (3) The RIC state of six regions only remained in one state over the period of 2000–2014. Specifically, Beijing and Guangdong were always in a high state of RIC in the observation period. The RIC state of Jilin was in the medium state, while the RIC states of Hainan, Ningxia, and Qinghai were always low.
4.4. Transition Probability of RIC State

The average transition probabilities of RIC states exhibit nine scenarios, as shown in Table 5. For example, when the state of RIC is low in period $t$, the probability that RIC state remains in the low state in period $t + 1$ is 43.05%. The probability of RIC developing from a low state to a medium state is higher than that of innovation capacity from a medium state to a high state, which indicates that the growth rate of RIC is gradually decreasing [25].

| $t \rightarrow t + 1$ | Low State | Medium State | High State |
|---------------------|-----------|--------------|-----------|
| Low state           | 43.05%    | 56.95%       | 0%        |
| Medium state        | 0%        | 76.36%       | 23.64%    |
| High state          | 0%        | 26.06%       | 73.94%    |

4.5. Estimated Results of the Determinants Affecting RIC State Transitions

Table 6 reports the estimated parameters of the three-state HMM. To analyze the heterogeneous impacts of innovation subjects and innovation environments on RIC transitions, three states were used as reference groups for estimation.

Using the low-state group as the reference group, this study estimated the determinants of RIC state transitions and presents the results in columns 2 and 3 of Table 4. Two determinants as the innovation subjects were found to exert significant and positive impacts on the probability of RIC state transition from a low state to a medium state, namely ENTU and TRA. However, the effects of ENTU and TRA were not significant in the case of an RIC’s transition from a low state to a high state. Four determinants as innovation
environment factors were all found to exert significant impacts on the probability of the RIC transition from a low state to a higher state, ADMI, SECP, THRP, and HUMR.

Table 6. Results of RIC state transition.

| Variables | Reference Group = Low State | Reference Group = Medium State | Reference Group = High State |
|-----------|-----------------------------|--------------------------------|-----------------------------|
|           | Medium State High State     | Medium State High State        | Medium State High State     |
| ENTP      | 14.88 (8.68) 11.21 (9.30)   | −13.05 * (7.58) 21.13 *** (7.98) | −7.39 (5.86) −76.95 *** (27.88) |
| ENTS      | 9.15 (13.88) 18.40 (11.35)  | −3.05 (3.70) 14.12 (10.53)     | −4.33 (3.89) −38.97 (26.12)  |
| ENTU      | 22.32 *** (5.53) 6.62 (11.42)| −4.61 (7.89) 11.85 *** (3.88)  | −8.58 (17.06) −137.07 *** (39.11) |
| TRA       | 10.56 *** (2.81) 5.31 (8.05) | −6.69 ** (6.80) 3.41 (3.37)     | 3.05 (6.91) 19.56 (15.00)    |
| GOV       | 4.20 (9.53) 8.54 (11.42)    | 1.79 (8.11) 7.20 (10.51)       | 3.25 (7.12) 36.61 (34.24)   |
| FIN       | −8.47 (19.50) −2.13 (6.96)  | 1.95 (2.43) −2.09 (9.01)       | 0.74 (2.07) 6.82 (20.49)    |
| TEC       | −0.14 (0.12) −0.16 (0.42)   | −0.17 (0.42) −0.03 (0.09)      | 0.21 (0.37) −0.41 (0.38)    |
| SECP      | 11.53 ** (4.57) 10.95 ** (4.51) | −9.97 ** (3.93) 10.63 ** (5.12) | −7.34 ** (3.56) −15.12 *** (4.12) |
| THRP      | −45.61 ** (16.65) −14.25 ** (6.93) | 8.31 * (4.33) −21.42 *** (7.92) | 8.22 * (4.58) 18.51 *** (5.71) |
| HUMR      | 0.17 *** (0.04) 0.14 (0.10)   | −0.16 * (0.09) 0.05 ** (0.03)  | −0.19 ** (0.09) −0.25 * (0.13) |
| ADMI      | 2.24 *** (0.34) 13.06 ** (5.90) | 5.65 (4.32) 14.71 *** (3.70)   | 1.49 (3.65) 60.64 *** (16.30) |
| LAWI      | 1.47 (2.85) 2.13 (5.91)      | −6.43 (5.10) 3.80 ** (1.59)    | −2.97 (2.85) −1.45 (4.00)   |

Note: *** $p < 0.01$; ** $p < 0.05$; * $p < 0.1$. The value in parentheses is the standard deviation.

Using the medium state group as the reference group, this study further estimated the determinants of RIC state transitions and presents the results in columns 4 and 5 of Table 4. Three determinants as the innovation subjects were found to exert significant impacts on the probability of the RIC transition from a medium state to a high state or remaining in a medium state, namely ENTP, ENTU, and TRA. Five determinants as innovation environment factors were found to exert significant impacts on the probability of an RIC transition from a medium state to a high state or remaining in a medium state, namely ADMI, LAWI, SECP, THRP, and HUMR.

Using the high-state group as the reference group, this study estimated the determinants of RIC state transitions and presents the results in columns 6 and 7 of Table 4. Two determinants as the innovation subjects were found to exert significant impacts on the probability of an RIC transition remaining in a high state, namely ENTP and ENTU. Four determinants, as the proxies for representing the quality of innovation environment, were found to exert significant impacts on the probability of an RIC transition from a high state to a medium state or remaining in a high state, namely SECP, THRP, ADMI, and HUMR.

5. Discussion
5.1. RIC State Transition
At this regional level, this study provides a specific standard to define the stage of innovation capacity development and how such a capacity evolves across different regions
and over time. The results showed that China’s RIC has experienced three states (i.e., low, medium, and high) that portrayed a similar pattern to that found by Lei et al. [39], who argued that the development trajectory of China’s technological innovation follows a process of “introducing–imitating–improving,” “integrating–boosting–creating,” and “innovating–iterating–promoting.” However, this study further revealed the internal mechanism of a regional innovation system. Based on preliminary results, it appears that the development of an RIC shows the features of certain path-dependence and lock-in effect. It is difficult to change the state of an RIC when it continuously stays in a certain state. The lock-in effect is most significant in the case of the medium state, followed by the high state. This might due to the fact that regions with a low RIC have the advantages of being late-movers [14]. Regions in the low state of RIC can carry out technological innovations by building on technological import and technological imitation. In comparison, regions with a superior level of technological innovation can hardly benefit from late-mover advantages, as they can only conduct independent innovation, which, in turn, slows down the overall growth of the RIC.

5.2. Heterogeneous Determinants of RIC State Transition

(1) Determinants of RIC State Transitions in the Low State

ENTU and TRA were found to exert significant and positive impacts on the probability of an RIC state transition from a low state to a medium state. However, the effects of ENTU and TRA were not found to be significant in the case of an RIC transition from a low state to a high state. Prior studies indicated that ENTU and TRA were two critical determinants that result in RIC disparities across different regions or countries [27,49]. This study confirmed this claim and further expanded the investigation towards the process of RIC transition. The results suggested that the interaction among innovation subjects could also effectively facilitate knowledge flow and aid an RIC transition to a higher state.

ADMI was found to have positive and significant impacts in the case of an RIC transition from a low state to medium and high states, whereas this was not the case for LAWI. These results suggested that innovation protection has a positive effect on the improvement of China’s RIC, and administrative protection exerts a stronger impact on the development of RIC than that of judicial protection in the case of a low RIC. The development of the secondary industry can improve an RIC in a low state. However, the development of tertiary industries was found to have an adverse effect on the development of RIC in the case of a low state. This might be due to the fact that a tertiary industry mainly provides labor-intensive services in regions with a low-state RIC [64]. Hence, the technological innovation of the tertiary industry is insufficient, and the outcome of technological innovation has little added value. In addition, the coefficient of secondary industry is opposite to that of the tertiary industry in all cases. This can be deemed realistic, as there is a competition in capital and labor between tertiary and secondary sectors in these regions with a low RIC; capital and labor may flow to tertiary industries from secondary industries. HUMR was found to have significant and positive impacts on an RIC transition from a low state to a medium state, but such an effect was found to be insignificant in the case of an RIC transition from a low state to a high state, implying that it cannot facilitate an RIC’s achievement of the leap.

(2) Determinants of RIC State Transitions in the Medium State

ENTP and ENTU were found to have positive and significant impacts in the case of an RIC transition from a medium state to a high state. The results suggested that enterprises are the critical driving force of RIC improvement in regions with a medium RIC. Additionally, the cooperation between enterprises and universities is conducive to the flow and accumulation of knowledge, thus facilitating the development of RIC. TRA was found to have significant and negative effects in the case of an RIC transition from a medium state to a high state. Based on the formula of trade specialization index, the results suggested that the probability of an RIC transition from a medium state to a high
state decreases with an increase of regional net exports. This may be due to the fact that China’s export industries are mainly labor-intensive. These export industries are in the low end of the global value chain, and they mainly engage in the secondary processing and assembling of products. Without proficient ability, these export industries are less able to lead technological innovation. Additionally, the development of low-value-added export industries crowds out the resources of innovative industries and reduces the RIC in these regions. ENTP was found to have negative and significant impacts in the case of an RIC remaining in a medium state. This result suggested that the enterprise-dominated mode of regional innovation can prevent the occurrence of lock-in effect in regions with a medium RIC.

ADMI and LAWI were found to have significant and positive impacts on an RIC transition from a medium state to a high state. The results further validated the critical role of intellectual property protection to motivate technological innovation [65]. By comparing to the situation of RIC in a low state, we found that judicial protection has a positive and stronger effect on RIC development in a medium state. Intuition suggests that innovation in regions with a low RIC is mainly generated through the process of technology diffusion, such as technology imitation. However, judicial protection is mainly negatively associated with such technology diffusion [66]. Therefore, it is plausible that intellectual property judicial protection is less likely to facilitate the development of innovation capacity in regions with a low RIC. SECP and HUMR were found to have significantly positive impacts on RIC development in the case of an RIC transition from a medium state to a high state, while THR as found to have significantly negative impacts. SECP, HUMR, and THR were found to exert similar effects on RIC development when an RIC transitions from a medium state to a high state and from a low state to a medium state. HUMR and SECP were found to have significantly negative impacts on RIC development in the case of an RIC remaining in a medium state, while THR was found to have a significantly positive impact. These results implied that the development of secondary industries contributes to the development of RIC. However, the development of tertiary industries increases the lock-in effect when RIC is in a medium state. This may be due to the fact that tertiary industries in most regions of China are dominated by low value-added consumer services and lack of further innovation. In other words, the proportion of productive services in the tertiary industry is relatively low when the tertiary industry is dominated by low value-added consumer services. Due to the insufficient development of productive services, it is difficult for a region to effectively improve production and innovation efficiency of the secondary industry.

(3) Determinants of RIC State Transitions in the High State

ENTU and ENTP were found to have significantly negative impacts in the case of an RIC transition remaining in a high state. The results suggested that the enterprise-dominant mode of regional innovation can help a region to remain in a high state of RIC. Motivated by policy incentives and the competition of commercial intellectual property enterprises are more inclined to apply for patents. The reason is twofold; first, China provides policy incentives and supports, such as tax policies, to high-tech enterprises identified by a local government, which often uses the number of patents owned by an enterprise as a critical index to measure its high-tech nature. Thus, enterprises are keen to apply for more patents in facilitating the process of high-tech identification. Second, a commercial intellectual property guarantees the sustainable profits of enterprises compared to universities and research institutes that are more inclined to focus on research. Therefore, the enterprise-dominant mode possesses a large number of patents and contributes to an RIC remaining in a high state [27].

HUMR and SECP were found to have significantly negative impacts on RIC in the case of an RIC transition from a high state to a medium state, while was found to have significantly positive impacts. The results revealed that the development of secondary industries and the accumulation of human capital can effectively prevent the decline of RIC. However, the development of tertiary industries was found to lead to a decrease
in RIC. One possible reason is that China’s present tertiary industry is labor-intensive, low value-added, and lacks of innovation [64]. ADMI and THR are found to have significantly positive impacts in the case of an RIC transition remaining in a high state, while SECP and HUMR are found to have significantly negative impacts. The results implied that the implementation of intellectual property administrative protection and the development of tertiary industries are likely to increase the probability of having a lock-in effect of RIC in a high state compared to the effects of secondary industries development and human capital accumulation, which may further assist RIC development and prevent the occurrence of lock-in and path-dependent effects.

6. Conclusions and Implications

By applying the HMM, this study endeavored to construct a transitional model for RIC in China and extensively explored the dynamic nature of RIC. The research results unveiled three findings. (1) The features of RIC across regions in China can be categorized into three dynamic states (i.e., low, medium, and high states). This finding was consistent with previous studies that highlighted a significant disparity in RIC in China [6]. (2) The development of RIC has different transition process across regions and over time. Only three regions experienced all the three states of RIC during the sample period, while the rest only experienced one or two states of RIC. (3) The heterogeneous effects of innovation subject and innovation environment on RIC in different development states were observed, thus providing a more comprehensive and detailed view to recent studies that have merely suggested that determinants in innovation subjects and innovation environments may generally enhance RIC [6,51,67]. For example, in the regions where the RIC is at a medium or above level, the improvement of enterprise innovation participation (innovation subject) was found to help reduce the passive effect of path-dependence and then promote RIC. When the RIC is in a medium state, the administrative protection and judicial protection of intellectual property (innovation environment) were found to be favorable to the transition of an RIC from a medium state to a high state.

This study provides two theoretical implications. (1) Grounded on the dynamic nature of RIC [29], this study is one of the pioneers in applying the HMM to investigate the transition states of RIC and thus reveal how an RIC evolves. The research results provide useful knowledge to the literature of RIC in two ways. On the one hand, the dynamic model applied in this study greatly complements prior studies that mainly investigated the features of RIC from the static perspective [11,27]; on the other hand, the data fitting method of the HMM employed in this study demonstrates a reliable model estimation of identifying the dynamic states of RIC [31]. Thus, this study has extended the application of the HMM to the field of RIC. (2) According to the authors’ best knowledge, this study is also one of the early attempts to extensively explore the heterogeneous effects of the determinants of RIC state transitions using a dynamic model. In other words, this study contributes to the literature of RIC determinants and highlights that the effects of determinants on RIC may vary across states.

The research results provide several implications for policymakers to design sustainable development strategies and motivate technological innovation at the regional level in China and worldwide. Based on the differences and connections between regions, policymakers need to construct the support system of their regional sustainable development strategy from the perspective of innovation subject and environment. First, there is no one-size-fits-all solution to improve RIC for all regions; the findings defined three states of the RIC, thus providing guidelines to policymakers in identifying the state of RIC under their jurisdiction. It also would be wise for policymakers to subdivide innovation policies with full consideration of the disparity in RIC across different regions [68,69]. Second, the results provide a comprehensive understanding regarding the heterogeneous effects of the determinants in each scenario of RIC transitions, thus offering a roadmap for designing policies based on the current state of region and goals set for RIC development and innovation sustainability. For example, for regions with low RIC, policymakers
should promote the transition of the RIC state from a low state to a medium state by allocating recourse on critical determinants (e.g., the interaction between enterprises and universities, administration protection, and the development of secondary industry) [24]. Finally, the new economic geographical pattern under the current epidemic COVID-19 (Corona Virus Disease in 2019) situation promotes the sustainable development strategy of regional innovation. Our research provides a detailed scenario analysis for establishing potential theoretical frameworks in several fields, such as innovation resource integration and regional synergetic development.

There were some limitations to this study. First, the panel data in this research were collected in China, so future research should be cautious applying the results to other regions with different cultures, institutional structures, and geographic features. Second, this research was conducted at the regional level and provided useful guidance for urban innovation. Future research may focus on the dynamic transitions of innovation capacity using city data [70], so there is an urgent need for harmonized data at the more subdivided level. Third, this study endeavored to precisely measure the concepts of RIC based on the present literature. However, due to convention and the limitation of data availability, the validity of the proxy variables employed in this study must be tested by more empirical research in the future.
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