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Abstract We consider prediction theory for stationary stochastic processes in continuous time. We discuss prediction using the whole (infinite) past, and using only a finite section of the past. The solutions to both these classical problems have long been known. Our focus is to provide short simple proofs which reveal the probabilistic meaning of the results.
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1. Introduction

We begin with a (weak-sense) stationary (complex-valued) stochastic process \( X = \{X_t : t \in \mathbb{R}\} \), briefly, ‘stationary process’. We recall the two principal prediction problems for \( X \): for \( t > 0 \), to find the best (least-squares) prediction \( \hat{X}_t \) given (a) the whole past, \( \{X_u : u \leq 0\} \), (b) a finite section of the past, \( \{X_u : -2T \leq u \leq 0\} \) for \( T > 0 \).

The solution to (a) is due to Wiener in 1947 [Wie] (see §5 for details of this and other references, and comments). It also appears in Doob’s classic of 1953, [Doo]. The solution to (b) is due to Krein in 1954 [Kre]. Its solution in the Gaussian case is one of the main results of the 1976 monograph by Dym and McKeann [DymM3].

The solution of (a) in [Doo] is admirably clear. Unfortunately, it seems to have been overlooked in the extensive subsequent literature. As both the authors of [DymM3], and Marcus in his review of it [Mar], comment, the solution of (b) presented there lacks probabilistic meaning. It is also long and difficult. Our main object here is two-fold: to present Doob’s short, simple proof of (a), extended here to (b), and to make the probabilistic meaning transparent.

This note complements our studies of the one-, finite- and infinite-dimensional cases in discrete time [Bin2,3,4], and its method is close to that used there.
It emerges that to give a short and probabilistically revealing treatment of this material, there are four essential ingredients. Below, we label these acronymically:

(i) the *Cramér Representation*, \((CR)\),
(ii) the *Kolmogorov Isomorphism Theorem*, \((KIT)\),
(iii) the moving-average representation, \((MA)\),
(iv) the *Szegő condition*, \((Sz)\).

The second and fourth of these (both distributional) are necessary for any treatment of this area, and are accordingly found in all the sources we cite. The first and third (both pathwise) are present in Doob’s book (see [Cra1,2,3] and the comments in [Doo, 637]). They seem not to have been used systematically together in the context of prediction theory since [Doo], and that only for problem (a). Unfortunately this has had a detrimental effect on the development of the area. Our aim here is to redress this. See §5 for comments on the rather unusual history here.

2. Prediction from the whole past

We follow Doob [Doo, XII], to whose notation and terminology we largely conform, for ease of reference.

1. *Cramér Representation and Kolmogorov Isomorphism Theorem*

We take a *stationary* process \(X\) as above. In continuous time, some regularity condition is needed on the paths to avoid pathology (recall *Belyaev’s dichotomy* [Bel]: for a Gaussian process, the paths are, a.s., either continuous or pathological – unbounded above and below on every interval). We take them continuous in mean square. We recall the *Cramér Representation* (or *spectral representation*)

\[
X_t = \int e^{2\pi i t \mu} dY(\mu)
\]

\((CR)\)

(integrals are over \(\mathbb{R}\) unless otherwise stated), where the process \(Y = \{Y(\mu) : \mu \in \mathbb{R}\}\) has *orthogonal increments*. If the covariance function is \(r\), then by Khinchin’s result of 1934 [Khi], \(r\) is positive definite, and so a Fourier transform:

\[
r(t) = \int e^{2\pi i t \mu} dG(\mu),
\]

where \(G\), the *spectral measure*, is a complex-valued Lebesgue-Stieltjes mea-
sure function of finite variation. Then

$$\mathbb{E}[|dY(\mu)|^2] = dG(\mu), \quad (\text{Spec})$$

and the Kolmogorov Isomorphism Theorem holds:

$$X_t \leftrightarrow e^{it} := [\mu \mapsto e^{it\mu}]. \quad (\text{KIT})$$

See e.g. [Doo, IX-XII], [CraL, §7.5], [Lin, §3.3.2].

2. Regularity and determinism; Szegő’s condition

The (best-possible) prediction error $\sigma^2(t)$ of $X(t)$ at time $t > 0$ given the whole past $\{X(u) : u \leq 0\}$ may be zero. In this case, which is in some sense degenerate (and unrealistic: there is ‘no room for new randomness’), the whole process is completely determined by its remote past (‘at $-\infty$’). Such a process is called deterministic (though it is random as the remote past is!), otherwise it is called regular. The condition for regularity is Szegő’s condition

$$\int \log G'(\mu) \frac{d\mu}{1 + \mu^2} > -\infty \quad (Sz)$$

[Doo, XII, Th. 5.1]; immediately before this, Doob shows how to obtain this condition from the perhaps more familiar form in discrete time, for which see e.g. [Doo, XII, Th. 4.3], or [Bin2].

It emerges that the process $X$ splits into a regular component, for which the prediction involves only the spectral density (the absolutely continuous component $G'$ of the spectral measure $G$), and a deterministic one, involving the singular component of $G$. For the second, prediction is not needed, and it passes through the prediction process unchanged. So to simplify the exposition we restrict attention here to the regular component, assume $X$ is regular, and refer to [Doo] for details of the general case involving both components (see also §4.4).

3. The Szegő function and the Fourier transform

Recall (see e.g. [PalW], or [Doo, 435]) that for functions $f \in L_2(\mathbb{R})$, the Fourier transform $f \leftrightarrow f^*$ is ‘symmetrical’: $f^* \in L_2$, and

$$f(t) = \int e^{2\pi i ts} f^*(s) ds, \quad f^*(s) = \int e^{-2\pi i ts} f(t) dt.$$

Under the Szegő condition $(Sz)$, Doob [Doo XII, Th. 5.2] shows that there exists a function $c^*(t) \in L_2$, vanishing on $[0, \infty)$ and with (complex) Fourier
transform $\int c^*(t)e^{2\pi i wt}dt$ non-zero in the open lower half-plane $\text{Im } w < 0$, whose (real) Fourier transform $c(\mu)$ satisfies

$$|c(\mu)|^2 = G'(\mu)$$

( so $c$ ‘is the complex square root of the spectral density’). One has

$$\log\left[\int c^*(t)e^{2\pi i wt}dt\right] = \log\left[\int \frac{c(\mu)}{1 - i\mu} d\mu = \frac{1}{2\pi} \left[\log G(\mu)\right] d\mu\right]$$

(so $c^*$ decreases exponentially at infinity). For convenience, we preserve symmetry by calling either or both of $c, c^*$ the Szegő function.

4. Prediction and Hilbert-space geometry

In regression, one obtains a best linear unbiased estimator (BLUE) by projection, orthogonality and use of Pythagoras’s theorem in Euclidean space. In this infinite-dimensional setting, one likewise obtains a prediction in the least-squares sense, by projection and use of orthogonality and Pythagoras’s theorem in Hilbert space. See e.g. [Doo, 635-7] (Comments on Ch. X) for historical comments here, in particular on the Russian school where this originated.

Given a set of random variables, one is thus concerned with their closed linear span $\mathcal{M}\{\cdot\}$, the subspace they generate. Here it is convenient to use Doob’s notation for the time- and frequency-domain versions [Doo, 581] :

$$\mathcal{N}(r, s) := \mathcal{M}\{X(t) : t \in [r, s]\}, \quad \mathcal{N}_t := \mathcal{N}(-\infty, t) = \mathcal{M}\{X(s) : s \leq t\},$$

$$(r, s)\mathcal{N} := \mathcal{M}\{e^{2\pi i t\mu} : t \in (r, s]\}, \quad \mathcal{N}(-\infty, t)\mathcal{N} = \mathcal{M}\{e^{2\pi i s\mu} : s \leq t\}.$$  

In $(K\mathcal{I}T)$, random variables correspond to functions; as these will have argument $\mu$ here, it is convenient to write this as

$$X(t) \leftrightarrow e^{2\pi i t\mu},$$

and more generally, if $\psi$ corresponds to $\Psi(\mu)$,

$$\psi = \int \Psi(\mu) dY(\mu).$$

5. Orthogonal-increments processes and the moving-average representation

Doob [Doo, XII, Th. 5.2] gives a representation for the process $X$ in terms of the Szegő function $c^*$ and an orthogonal-increments process $\xi$,

$$X(t) = \int_{-\infty}^0 c^*(s)d\xi(t + s) = \int_{-\infty}^t c^*(u - t)d\xi(u). \quad (MA)$$
We use the name \((MA)\) for \textit{moving average}: this is the continuous analogue of a moving-average result in discrete time. Doob [Doo, Th. X.8] shows that a stationary process in discrete time has a moving-average representation with mutually orthogonal random variables if and only if its spectral measure is absolutely continuous (showing once again the crucial importance here of the spectral density).

So under \((Sz)\), one now has

\[
X(t) = \int c^*(s) d\xi(t+s), = \int e^{2\pi it\mu} c(\mu) d\xi^*(\mu), \quad (MA^*)
\]

by Parseval’s formula; here the processes \(\xi, \xi^*\) are Fourier transforms of each other, have orthogonal increments, and

\[
\mathbb{E}[|d\xi(t)|^2] = dt, \quad \mathbb{E}[|d\xi^*(\mu)|^2] = d\mu,
\]

by Plancherel’s theorem. In the first one has the \textit{time domain}, in the second the \textit{frequency domain}; the link between the two is \((KIT)\). Referring to \((CR)\),

\[
dY(\mu) = c(\mu) d\xi^*(\mu) : \quad d\xi^*(\mu) = dY(\mu)/c(\mu).
\]

6. \textbf{Doob’s formula for the prediction}

Doob [Doo, XII, Th. 5.2] further gives:

(a) the prediction given the whole past at lag \(\tau\) (in which \(\int_{-\infty}^t\) in \((MA)\) is replaced by \(\int_{-\infty}^{t-\tau}\)), which we write as

\[
\tilde{\mathbb{E}}[X(t)|\{X(u) : u \leq t - \tau\}] = \int_{-\infty}^{-\tau} c^*(s) d\xi(t+s) = \int_{-\infty}^{t-\tau} c^*(u-t) d\xi(u); \quad (Pred)
\]

(b) the prediction error,

\[
\sigma^2(t) = \int_{-\tau}^0 |c^*(s)|^2 ds. \quad (Err)
\]

For, the right-hand side of \((Pred)\) is in \(N_{t-\tau}\), while the (actual) prediction error

\[
X(t) - \tilde{\mathbb{E}}[X(t)|\{X(u) : u \leq t - \tau\}] = \int_{t-\tau}^t c^*(u-t) d\xi(u) = \int_{-\tau}^0 c^*(s) d\xi(t+s)
\]

is orthogonal to \(N_{t-\tau}\) (as it involves only \(\xi\)-increments with arguments \(\geq t - \tau\)), showing that \((Pred)\) gives the required orthogonal projection.
For (b), the (mean-square) prediction error \( \sigma^2(\tau) \) is the expectation of the squared modulus of the right-hand side above. By the Itô isometry and \( \mathbb{E}[|d\xi(t)|^2] = dt \), this is \( \int_0^\tau |c^*(s)|^2 ds \), as required.

The same result is given in ‘\( \mu \)-function’ or ‘prediction function’ language in [Doo] (the first display on the next page, p.590), as a quotient

\[
\Psi_t(\mu) = e^{2\pi i t \mu} \int_{-\infty}^{-t} e^{2\pi i s \mu} c^*(s) ds / c(\mu).
\]

For as \( c(\mu) = \int e^{2\pi i s \mu} c^*(s) ds \),

\[
e^{2\pi i t \mu} - \Psi_t = e^{2\pi i s t} \int_{t}^{\infty} e^{2\pi i s \mu} c^*(s) ds.
\]

The terms on the left correspond to \( X(t) \) and its prediction, which is in \( \phi\mathcal{N} \); their difference, the right-hand side, is orthogonal to \( \phi\mathcal{N} \) as \( t > 0 \).

7. Wiener’s formula for the Wiener filter

In the special case when \( X \) is Gaussian, when uncorrelatedness and independence are the same, this result is due to Wiener [Wie]. For then, this last quotient is (to within notation) Wiener’s formula for the Wiener filter [Wie, (2.0393), (2.041)]. The same formula is also obtained in [DymM3, 3, 88, 90], and in operator language in [AroD, Ch. 9], in higher dimensions. See §5 for comments here.

3. Prediction from part of the past

We turn now to the second of the two classical prediction problems: prediction of \( X(t) \) given a finite section of the past at lag \( \tau > 0 \) of length \( 2T \), \( \{X(u) : u \in [t - \tau - 2T, t - \tau]\} \) for \( T > 0 \). The problem was briefly mentioned in [Doo, XII.5]. It was solved by Krein in 1954 [Kre], just ‘post-Doob’. In the Gaussian case, it is one of the main themes of [DymM3]; see [DymM3, §6.10].

The method of Doob above is immediately applicable here. It gives:

(a) the prediction: \( \langle Pred \rangle \) above becomes

\[
\hat{\mathbb{E}}[X(t)|X(u), u \in [t - \tau - 2T, t - \tau]] = \int_{t - \tau - 2T}^{t - \tau} c^*(u - t) d\xi(u).
\]

The actual prediction error is thus

\[
\left( \int_{-\infty}^{t - \tau - 2T} + \int_{t - \tau}^{t} \right) c^*(u - t) d\xi(u),
\]
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as this and the prediction sum to $X(t)$;
(b) the mean-square error, $\sigma^2(\tau, T)$. For this, take the expectation of the squared modulus of the above. Of the four resulting integrals, the cross terms vanish by orthogonal increments. The two squared terms are evaluated by the Itô isometry as above, giving

$$\sigma^2(\tau, T) = \left( \int_{-\infty}^{-2T-t} + \int_{-t}^0 \right) |c^*(s)|^2 ds.$$

**Note.** 1. No special new machinery is in fact needed here.
2. Entire functions of exponential type at most $T$, as in the solution in [DymM3], correspond under the Fourier transform to the length $2T$ on which we are given data, by the Paley-Wiener theorem ([PalW, Th. X]; [Boa, §6.8], [Koo, Vol. I, IIIC]).

### 4. Complements

1. *The Gaussian case*

   When $X$ is Gaussian, the orthogonal-increments process $\xi$ in (MA) can be taken as Brownian motion. Equivalently, one can use the language of white noise. See e.g. [DymM3, §4.5].

2. *Hardy spaces*

   Hardy spaces are extensively used in [DymM3] (and e.g. [Bin2]), and in [Doo] though not by that name.

   The Lebesgue decomposition of the spectral measure and the corresponding decomposition of the Cramér Representation hold in general, by (CR) and (Spec). Under the Szegő condition ($Sz$), the Szegő function exists and is an outer function in Beurling’s terminology, and corresponds to the regular component of the process and the absolutely continuous component in the Lebesgue decomposition of the spectral measure. Inner functions correspond to the deterministic component of the process (and are needed to analyse their structure), and the singular component of the measure. Doob does not address this, so does not need to use Hardy-space language; Szegő’s work is cited as the Szegő alternative in [DymM3, §4.2].

   The decomposition into regular and deterministic components is the Wold decomposition. Accordingly, the link above is called the Wold-Cramér concordance. It is exact in one dimension. In higher dimensions, it is exact only when the relevant matrix has full rank; see e.g. [Bin3].

3. *Higher dimensions*
In discrete time, we refer to [Bin1,2,3]; the continuous case can be handled analogously. The (one- and) finite-dimensional case in continuous time is the main theme of [AroD]. As in [Bin3], the computational side of functional data analysis (FDA) reduces to the finite-dimensional case; the dimension $p$ needs to be chosen appropriately. We do not pursue the infinite-dimensional continuous-time case (FDA with a continuum of curves) here for reasons of space.

4. Passage between discrete and continuous time

Several methods have been used here. One is the Möbius map $w = (z - i)/(z + i)$, which maps the half-plane conformally onto the disc [Bin2, §8.11]. A second is replacing discrete time $n$ by continuous time $t$ in the Cramér Representation. The process thus defined is harmonizable in Loève’s sense [Loè]; see [BinM, §2] for properties of the resulting process, links with the sampling theorem, etc. A third is Doob’s elegant reduction of continuous to discrete time in [Doo, 582-4].

5. The deterministic component

Though degenerate in some sense, the deterministic component is of both mathematical and practical interest. First, it is difficult in practice to disentangle it from the regular component; see e.g. [DymM3, 89]. Second, rates of convergence in the deterministic case are of interest; see [Ros], [BabGT].

6. Germ fields and splitting fields

There are many interesting problems, more detailed and demanding than those considered here, concerning (in particular) Gaussian processes in continuous time. Germ fields – on ‘the interplay between the immediate past and the immediate future’, and how they can be split by conditioning, as with the Markov property – are one example. We cite here Levinson and McKean in 1964 [LevM], Pitt in 1972 [Pit], and Dym and McKean in 1970 [DymM1,2] and 1976 [DymM3, §4.10]. Another is splitting fields – the smallest subfield of the past conditioning on which makes the rest of the past and the future independent; see [DymM, §4.8, 4.9] for the relevant splitting test, and formula for the splitting type, the smallest $T$ for which $[-2T, 0]$ will serve here.

7. Levinson-McKean and Nehari aspects

Although the work in [LevM] seems quintessentially continuous-time, it is worth noting that ideas in it can be usefully taken over to discrete time [KasB].

8. The logarithmic integral

Koosis’s book [Koo] gives a wealth of applications of the Szegő (logarith-
mic) integral in analysis.

9. Inverse spectral and spectral problems

Problems of this sort are treated at length in [DymM3] (one dimension) and [AroD] (several). For links between Szegő theory and spectral theory, see Simon’s books [Sim1,2,3].

10. Entropy

The Szegő condition is clearly of entropy type. For background here, see e.g. [Bin2, 301-2] (Gibbs Variational Principle), and more recently, Bessonov and Denisov [BesD1,2], Bessonov [Bes].

11. De Branges spaces

During the 1960s, de Branges [deBra] developed his theory of Hilbert spaces of entire functions, now called de Branges spaces. For their applications in probability theory, see e.g. [Dym], [DymM3], [AroD].

5. Historical comments

The historical development of this area has been unusual. With the benefit of hindsight, it seems odd that the above was not done in the late 1970s, and that some of the main strands here developed independently and without reference to (or apparent awareness of) each other or the literature. These comments are offered here as the author’s attempt to address this.

1. Wiener

Wiener’s famous book [Wie] – the ‘Yellow Peril’, written in 1942 during WWII, originally classified, and published in 1949 – gives, among much else, Wiener’s formula for the Wiener filter [Wie, (2.0393), (2.041)]. It mentions Kolmogorov – see [Wie, 59] for a full account of the connections between Kolmogorov’s 1941 paper and his work – but does not mention Szegő or Cramér by name.

2. Doob

Doob’s 1953 classic treats both aspects of the mathematics relevant here, distributional [Doo, XII.5, Th. 5.2] and pathwise [Doo, XII.5, Th. 5.3], as well as giving (not by that name) Wiener’s formula for the Wiener filter [Doo, end of XII.5]. He also treats the crucial Cramér Representation (again, not by that name) in [Doo, IX] (processes with orthogonal increments), [Doo, XI] (stationary processes – continuous parameter) and [Doo, XII] (linear least-squares prediction – stationary (wide-sense) processes). We note that the text of [Doo] should be read in conjunction with the Appendix (comments) at the end (it might have been better to give these chapter-wise or even
The penultimate paragraph of the Preface to [Doo] begins ‘Chapter XII, on prediction theory, is somewhat out of place in the book, since it discusses a rather specialized problem’. (The author is very glad it is there, and regards it, with the foundational work on separability, measurability and versions (Ch. II), and the chapter on martingales (Ch. VII), as one of the ‘three crowning glories’ of the book.) The paragraph concludes ‘I had the benefit of stimulating conversations with Norbert Wiener on this subject.’ More is true: the book had been intended to be a collaboration between the m (comment to the author, 1976, quoted in [Bin1, §1]). We mention this here, partly for its historical interest, partly because it may account for (at least part of) the subsequent ‘parallel lines’ development of the area.

It may also be relevant here that these matters are treated right at the end of a long and demanding book. For comments on (the 50th anniversary of) the book, see [Bin1].

3. Krein

While prediction given the whole past (back to $-\infty$) stems largely from the work mentioned above of Kolmogorov, Wiener and Cramér in the 1940s, prediction given only part of the past (a time-interval $[-2T, 0]$ say) is more recent, and stems from work of Krein in 1954 (and so is ‘post-Doob’). For an assessment of Krein’s work on prediction theory, see [Dym].

4. Dym and McKean

The more recent (1976) modern classic of Dym and McKean [DymM3] gives Wiener’s formula for the Wiener filter [DymM3, 3, 88, 90, 91]. It cites Szegö but not Cramér.

Marcus [Mar] gives a fine and scholarly review of [DymM3]. But, as he remarks in his penultimate paragraph, ‘However, this is not a book for browsing’. Just as ‘you have to mean it to read Doob’, ‘you have to mean it to read Dym and McKean’. Taken together, these two no doubt account for at least some of the ‘parallel-lines’ development.

Dym and McKean [DymM3, §6.10] give (very briefly) their solution to the problem of prediction from a finite section of the past, illustrating it with a number of examples. They also solve the problem of interpolation [DymM3, §4.13, 6.13, 6.14]: ‘filling in’ an interval between the past and the future (think of gaps in the fossil, geological or archaeological record).

The preferred technical tool in [DymM3] is Krein’s theory of strings, stemming from 1954 [Kre]. This, with its emphasis on second-order differential operators of ‘$d^2/dxdm$’ type, is thematically reminiscent of the 1965 classic
[ItôM] by Itô and McKean. We note that reducing the time-interval on which data are given corresponds to ‘shortening the string’ [DymM3, Ch. 6].

Perhaps it is a pity that Cramér did not give a textbook account of these matters; see [CraL, 144].

5. Arov and Dym

Arov and Dym, in their recent book of 2018 *Multivariate prediction, de Branges spaces, and related extension and inverse problems* [AroD], inevitably to some extent a sequel to and updating of [DymM3], address prediction (witness their title; their Ch. 9 has the same title, ‘Past and future’, as Ch. 4 of [DymM3]), and the higher- (though finite-)dimensional case. They cite Doob and Wiener, though, again, not Cramér. As in §4.10, the preferred technical tool in [AroD] is de Branges spaces.

6. The author

The author resolved on reading [DymM3] in 1976 and [Mar] in 1978 to unearth the probabilistic meaning here. This required more familiarity with Doob (whence [Bin1]), prediction theory in discrete time (whence [Bin2,3,4]), and Gaussian processes (whence [BinS1,2]). Meanwhile, as always, there was plenty else to do, hence the long delay.

7. Conclusion

This account may seem unduly long, but is included here as the author’s best attempt to account for how something so important, useful, and probabilistically interesting could have remained ‘hidden in plain sight’ for 45 years.
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