Compensation Tracker: Data Association Method for Lost Object
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Abstract: At present, the main research direction of multi-object tracking framework is detection-based tracking method. Although the detection-based tracking model can achieve good results, it is very dependent on the performance of the detector. The tracking results will be affected to a certain extent when the detector has the behaviors of omission and error detection. Therefore, in order to solve the problem of missing detection, this paper designs a compensation tracker based on Kalman filter and forecast correction. Experiments show that after using the compensation tracker designed in this paper, evaluation indicators have improved in varying degrees on MOT Challenge data sets. In particular, the multi-object tracking accuracy reached 66% in the 2020 datasets of dense scenarios. This shows that the proposed method can effectively improve the tracking performance of the model.
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1. Introduction

Currently, multi-object tracking has used in many scenarios. For example, intelligent security, automatic driving, pedestrian tracking, intelligent monitoring and so on. In the network framework, detection-based tracking is the mainstream multi-object tracking model.

Detection-based tracking can be traced back to DeepSort[4], which used the detection results of YOLOv3[18] as a tracking benchmark, and introduced a Re-ID model specifically for extracting appearance information as a further matching optimization. Moreover, it uses cascading matching and Hungarian algorithm [20] to match and process multiple unmatched object. This provides a tracking framework for future development. Subsequently, MOTDT[21] carries out tracking optimization processing on this basis. It uses the network to generate a score maps and scored the trajectory of each tracked object. With the development of the detection field, the tracking field has been greatly influenced. JDE[5] tracker, while following the previous tracking method, combines the Re-ID model with the detection network to form a one-stage tracker. Moreover, it uses the new loss function for appearance learning and utilizes the automatic balance loss function to solve the multi-task learning problem of multi-object tracking. Due to the update and development of detectors, the increase of detection accuracy has great influence on tracking. In [22,3,23,24], they all apply new detectors or detection optimization methods to improve tracking performance. Of course, there are also other authors who innovate at other levels. IoU-tracker [16] only uses the boundary boxes intersection over union (IoU) of adjacent frames to track object. Although it achieves good results in speed, it is not accurate enough.
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†Corresponding author.
Detection-based tracking models can be divided into end-to-end and non-end-to-end. These end-to-end methods such as [31,34,35,36] use pipeline end-to-end tracking architecture, chain tracking architecture, and graph convolutional network architecture. This type of models usually completes the detection and tracking tasks in the network without introducing other object matching methods and trackers at the back end of the network. Those of non-end-to-end tracker such as [5,3] usually take the detection result of the network as the input of the back-end tracker and then use a series of prediction and matching methods to allocate, initialize tracking and move the object. Our approach is designed on the back-end tracker of the non-end-to-end models.

In addition, there are many methods of object tracking. [37,38,39] and others use networks or modules with memory functions such as RNN and LSTM to obtain long-term and short-term information of tracking object to prevent object loss and identity switching. [40,41,42], etc., integrate and utilize object features such as motion model, spatiotemporal model, and appearance model for extraction, prediction and correlation, thereby improving object tracking performance and alleviating the interference of similar object to tracking. These tracking methods are long-term tracking of the object without considering the issue of whether the lost object should also be tracked. In the detection-based tracking model, these methods will slow down the running speed. In a non-end-to-end model, these methods are not necessarily applicable.

For the detection-based tracking model, the detector plays a decisive role in the comprehensive performance of multi-object tracking. However, if the detector does not detect the object on a certain frame, but the object is actually present, it will directly lose the object. We believe that the tracker can not only use the information provided by the detector to match, but also use the past information to predict and compensate the missing object. Therefore, we design the compensation tracker and its forecast correction module to solve this problem. The effect of our compensation tracker is shown in Figure 1.

![Figure 1](image-url)

Figure 1. From top to bottom, these three lines are the detection results, the model tracking results and the results after using our compensation tracker, respectively. As can be seen in the figure, the
tracking model based on detection will have the problem of missed detection and unable tracking. And our tracker can make up for the problem of being unable to track due to missing detection by the detector.

2. Relate Works

**Detection Method based on Anchor-Free.** Anchor-based detection method[1,6,7,17] samples fixed shape bounding boxes around low-resolution images and classified each bounding box as' foreground 'or' background '. At the same time, NMS and other methods are used to filter the bounding box, which will increase computation. In this paper, Anchor-Free detection method is adopted, which does not need the above complex operation. It uses heatmaps to extract local peaks [10, 11] and predicts the object center point, so as to predicts the object boundary based on the center point. This key points prediction method can greatly reduce the computation and object’s ID switch [2].

**One-Stage Detection Model.** Previous tracking models usually treat object detection and Re-ID as two separate tasks. In [12,13,14,15], all interested object in the graph are firstly determined by the detector of convolutional neural network, and then the image is cut out according to the boundary box and fed into the identity embedding network to extract the re-id features. Then, the bounding box is then linked into multiple tracks [3,18]. These operations can increase the network computation and complexity and are not conducive to real-time tracking. In this paper, object detection and embedding functions are completed simultaneously in a single network and the model is non-end-to-end , as shown in Figure 2.

![Figure 2. One-Stage detection and tracking network architecture](image)

**Compensation Tracker.** At the present, the tracker is generally a sequential task, which calculates the cost matrix according to Re-ID and boundary box information and then uses Kalman filter [19] and Hungarian algorithm [20] to complete the prediction and assignment tasks. After the completion of the matching process, we will comprehensively process the object that are not tracked and matched in the current frame. We use the regression box, confidence and predicted boundary box (BBox) of these object to obtain a more accurate BBox and then compensate for the missing pedestrian tracking boundary box. Finally, the compensation result is output together with the previous matching result, as shown in Figure 4.

3. Methods

3.1 Baseline Network Model

We use FairMOT [3] as the baseline model to experiment. In this paper, we only use deep aggregation network (DLA)[9] as the backbone network. Moreover, the deformable convolution [12] (DCNv2) is applied to DLA network to expand the receptive field of the network and improve the
detection accuracy. Compared with the original DLA network, the DLA network with deformable convolution has more jumper layers, which can increase the receptive field and enhance the modeling ability [12], as shown in Fig. 3.

![Figure 3. Backbone network structure(DLA-DCNv2-34)](image)

### 3.2 Design of Compensation Tracker

This section will introduce how the compensation tracker predicts and solves the problem of the lost object caused by detector omission. The process flow of the tracker is shown in Figure 4. It consists of two parts: the Kalman filter Compensation (KC) and the Forecast Correction (FC)

![Figure 4. Compensation tracker (CT) processing. The figure above is for the case of lost object. When the object is tracked at frame T but is not detected at frame T+1, the object is sent to the compensation tracker for prediction and correction. Meanwhile, other object will still match and go on data association. Then, after comprehensively processing the prediction results, correction results and association results, the tracker outputs the final compensation results.](image)

**Prediction and update method of Kalman filter.** In the prediction and update of the tracker, we use the Kalman filter with uniform motion and linear observation by default. Its’ input can be defined as:

\[
X = [\alpha, \beta, \gamma, \delta, \dot{\alpha}, \dot{\beta}, \dot{\gamma}, \dot{\delta}] \tag{1}
\]

Where \(\alpha\) and \(\beta\) are the horizontal and vertical coordinates of the BBox, respectively; \(\gamma\) is
the ratio of the width and height of BBox; \( \delta \) is the height of the BBox; \( \dot{u}, \dot{\beta}, \dot{\gamma}, \delta \) are the velocities of the corresponding components. \([u, \beta, \gamma, \delta]\) are directly observed as object states. Since the uncertainty of velocity relative to position and shape is higher, the initial state of each covariance for Kalman filter is as follows:

\[
\begin{align*}
\text{Conva} &= \text{diag}([2\sigma_p \delta & 2\sigma_p \delta & 1e-2 & 2\sigma_p \delta & 10\sigma_v \delta & 10\sigma_v \delta & 1e-5 & 10\sigma_v \delta])^2 \\
Q &= \text{diag}([\sigma_p \delta & \sigma_p \delta & 1e-2 & \sigma_p \delta & \sigma_v \delta & \sigma_v \delta & 1e-5 & \sigma_v \delta])^2 \\
R &= \text{diag}([\sigma_p \delta & \sigma_p \delta & 1e-1 & \sigma_p \delta])^2
\end{align*}
\]

Where \( \sigma_p \) is the standard deviation of position and \( \sigma_v \) is the standard deviation of velocity. \( R \) is the covariance matrix of the error between the estimated value and the true value; \( Q \) is the multi-variate normal distribution of covariance matrix.

Take the above information as input information and calculate the error covariance matrix between the calculated value and the real value at k-1 frame:

\[
\begin{align*}
\text{Mean}_k &= F_k \text{Mean}_{k-1} + A_k \mathbf{x}_k \\
\text{Cova}_k &= F_k \text{Cova}_{k-1} F_k^T + Q
\end{align*}
\]

Where \( k \) represents the current frame number, \( k-1 \) is the previous frame number; \( F_k \) is the motion transformation matrix; \( A_k \) is the control parameter matrix; \( \mathbf{x}_k \) is the control quantity; \( \text{Mean}_k \) is the estimated value of the system state at frame \( K \); \( \text{Cova}_k \) is the covariance matrix of the output. Then calculate the Kalman gain:

\[
K_k = \text{Conva}_k^T (A_k \cdot \text{Conva}_k^T \cdot A_k^T + R)^{-1}
\]

\[
\text{Mean}'_k = \text{Mean}_k + K_k (Z_k - A_k \cdot \text{Mean}'_k)
\]

Where \( K_k \) is the Kalman gain and \( Z_k \) is the system measurement value at \( k \) frame. \( \text{Mean}'_k \) is the calculated value from \( k-1 \) frame to \( k \) frame. \( \text{Conva}'_k \) is the covariance matrix of the error between the calculated value and the real value at \( k \) frame. \([4,19]\)

Finally, the error covariance matrix between the estimated value and the real value is updated:

\[
\text{Conva}_k = (1 - K_k \cdot A_k)\text{Conva}'_k
\]

**Compensation Method.** After appearance matching and IoU matching, we store the missing object. And we predict the boundary box of the missing object through the above method, as shown in the dashed box in Figure 4. If the object is still in the tracked range, the missing object's bounding box is updated. Moreover, we have added the object's compensation confidence, which is based on the number of lost times and the number of tracked times. When the object is lost many times, we believe that the credibility of the object will reduce and such object will not be compensated. If it is tracked many times, we believe that the credibility of the object will increase and such object will be compensated. We use the Boolean of the compensation confidence to determine whether the missing object needs to be compensated for the tracking bounding box.

**3.3 Forecast Correction Method of Compensation Tracker**

In the experiment, we find that there are some defects in using only the prediction and update of Kalman filter to compensate unconditionally. In this section, we further introduce how to optimize the bounding box, including error bounding box (EBBox) suppression, boundary box offset correction, removing occluded and overlapped box and boundary elimination.

**Error Bounding Box Suppression.** EBBox is caused by the fact that the tracked object has been lost or the object has not been detected in many frames but the boundary box...
compensation is still carried out. Therefore, we set the frame number of loss compensation within 30 and suppress the generation of EBBox by setting the threshold value of compensation confidence for judgment. The experimental results show that the number of compensation frame can be set to 30 in a fixed scene and set [5,15] in a moving scene. We define compensation confidence as:

\[ C = C_t - L_t > 0 \text{ s. t. } C_t > M_F \]  \hspace{1cm} (8)

Where, \( C \) is the compensation confidence, \( C_t \) is the number of times that the object is successfully tracked, \( L_t \) is the number of times the that the object is lost in tracking, and \( M_F \) is the maximum number of compensation frame. When the predicted and updated object does not meet the above formula, the object will be filtered out and the effect is shown in Figure 5 B.

![Figure 5. A represents that formula (8) is not added, and B represents that formula (8) is added. The green box represents the successful detection of the detector. It is obvious from the figure that after the compensation confidence is added, the bounding box that does not meet the condition will be filtered out, and the bounding box 17 is retained because it satisfies the formula condition.](image)

**Boundary Elimination.** Experiments show that when the tracked scene moves relatively fast, only using the error bounding box suppression will not achieve the optimal effect. Therefore, when the object has disappeared in the image but the pedestrian bounding box still exists in the image, we need to judge the position of the center point of the pedestrian bounding box as follows:

\[
\begin{align*}
    x - x_w \alpha > 0 \\
    \text{width} - x - x_w \alpha > 0
\end{align*}
\]  \hspace{1cm} (9)

Where \( x \) is the center point of the bounding box; \( x_w \) is the width of the bounding box; \( \alpha \) is the weight of the bounding box width, which is set to 0.22 in the algorithm; \( \text{width} \) is the width of the image. When bounding box do not satisfy formula (9), the object pedestrian bounding box will be filtered out.

**Boundary Box Offset Correction.** Due to the inaccuracy of the border size in the predicted bounding box, the object cannot be marked accurately. In order to solve this problem, based on the position information of the boundary box calculated by Kalman filter, we use the input position information to calculate the error value between the predicted position information and itself. If the error is too large, the information of the bounding box needs to be weighted with the minimum error. Otherwise, the predicted bounding box can be used directly. What more, about predicting the size of the bounding box, we believe that the border size of adjacent frames changes very little. Therefore, in this part, the prediction box is calculated and compared with the bounding box tracked by the previous frame. We limit the area change of the prediction box within 1.015 times to prevent the border offset.

**Removing Occluded and Overlapped Box.** In order to improve the tracking accuracy, we also
eliminate the bounding box for pedestrian occlusion and pedestrian overlap to reduce the false detection rate. The effect can be seen in Figure 7 F. Our method uses the predicted initial

Figure 6. Schematic diagram of boundary suppression calculation. C is the effect picture before adding formula (9). D is the effect picture after adding formula (9). The width and height of the image are 640 and 480; the center point of the bounding box 12 is (43, 250) and the width is 195.73, and the center point of the bounding box 129 is (596, 242) and the width is 206.9. Since the bounding box 12 satisfies formula (9), the bounding box is retained. Since the bounding box 129 does not satisfy the formula (9), it is filtered out.

Bounding box $\Phi$ and the tracked pedestrian bounding box set $\mathcal{T}_i$ for comparison and judgment, including their area ratio, IoU, and bounding box embedding degree. The calculation formula of IoU is:

$$\text{IoU} = \frac{\Phi \cap \mathcal{T}_i}{\Phi \cup \mathcal{T}_i}$$

Here we use each predicted bounding box and all tracked pedestrian bounding boxes for IoU calculation.

Figure 7. The comparison chart before and after using the overlapped and occluded suppression module. E is the effect diagram without using the overlapped and occluded suppression module. F is the effect diagram after using this module. It is obvious from the figure that the wrong bounding boxes have been well suppressed.

4. Experiments
4.1 Experiments Detail
In the experiment, we use the datasets on MOT Challenge for testing. The platform provides
Algorithm 1: Compensation Tracker

**Input:** Lost object $\mathcal{L} = \{l_i | l_i \in [\mathcal{T}_i \setminus \mathcal{D}_{T-1} \cap \mathcal{D}_T]\}$ where $\mathcal{D}_{T-1}, \mathcal{D}_T$ is object detection in frame T-1 and T; 
- $\sigma_a$: Threshold of area change
- $\sigma_i$: IoU threshold
- $\sigma_r$: Area ratio

**Output:** Tracks $\mathcal{T}_T$ of the video.

1. for $l_k \in \mathcal{L}$ do:
   2. $C \leftarrow$ Get_Comensation_Confidence($l_k$) by (8)
   3. if $C$ do:
      4. $\text{Mean}_k, Conva_k^' \leftarrow$ Get_Estimated_Value($l_k, \text{Mean}, Conva$) by (3),(4)
      5. $K_k \leftarrow$ Get_Kalman_gain($Conva_k^'$) by (5)
      6. $\text{Mean}_k, Conva_k \leftarrow$ Update_Value($K_k, \text{Mean}_k, Conva_k^'$) by (6),(7)
      7. if (8) $\leftarrow$ $\text{Mean}_k$:
         8. if Calculate_Areas($\text{Mean}_k, l_k) > \sigma_a$:
            9. $\text{Mean}_k \leftarrow$ Areas_scaling($\text{Mean}_k, l_k, \text{Mean}, \sigma_a$)
         end if
      end if
    end if
  end for
  11. for $\mathcal{T}_T^i \in \mathcal{T}_T$ do:
     12. IoU $\leftarrow$ Calculate_IoU($\text{Mean}_k, \mathcal{T}_T^i$)
     13. Areas $\leftarrow$ Calculate_Areas($\text{Mean}_k, \mathcal{T}_T^i$)
     14. if IoU $> \sigma_i$ and Areas $> \sigma_r$:
        15. $C=0$
     end if
  end for
  18. $l_k \leftarrow$ Update_Parameter($\text{Mean}_k, Conva_k, C$)
  19. end for
  20. end if
  21. if $C$ do:
    22. $\mathcal{T}_{T+1}^i = \mathcal{T}_T^i$. append($l_k$)
  23. end if
  24. end if

A variety of datasets. These datasets contain videos of different scenes including moving and fixed visual scenes. At the same time, the datasets include all kinds of scenes such as pedestrian occlusion, pedestrian overlap, sparse pedestrians and dense pedestrians. We have conducted tests and evaluations on MOT2016[26], MOT2017[26] and the latest MOT2020[27]. And we achieved relatively good results and indicator data in these data sets.

**Experiment Platform.** Our experiment is implemented on Pytorch. The computer used in the experiment is Intel(R) i5-9400H CPU @2.9GHz and GTX1080Ti graphics card. Besides, we used the training model parameters of the DLA network for experiment. Regarding the frame number compensation of CT, the value range of the frame number is [3,30] and the value of 30 is the best.
under fixed visual scenes. In a moving scene, the value depends on the moving speed of the tracking scenarios, but the value cannot be too small or it will affect the tracking effect. Among the related parameters, the upper limit of the compensation confidence depends on the compensation frame value. At the same time, the max number of reserved frames for lost object cannot exceed 50. In particular, in the part of the occlusion and overlap suppression algorithm, the area ratio for judging whether they completely overlap is 0.9 and the IoU threshold is 0.95. When the bounding box is occluded and embedded, the IoU threshold is set to 0.05 and the area ratio is 0.5. Furthermore, the area change threshold of adjacent frames of the bounding box is set to 1.015. More importantly, because our tracker retains the original confidence of the lost object and increases the confidence of the compensation, the overall confidence range is now between 0.3 and 0.6 for the best results.

**Evaluation Indicators.** Our experiment uses data indicators CLEAR Metrics [35] and IDF1, including multi-object tracking accuracy (MOTA), ID switching (ID Switch), the number of correct detections and the ratio of Ground True (IDF1), multi-object tracking accuracy (MOTP), the most tracked object (MT), the most lost object (ML), the average number of false alarms per frame (FAF) and the number of times the tracking process is interrupted (Frag) [25].

### 4.2 Ablation Experiments

In this part, we will use the Compensation Tracker (CT) on different models. And the network parameters model used in the 'Private' experiment do not use MOT2020 training sets for

| Table 1: Module ablation experiment on MOT2020 Test. The best result for each indicator will be bold and red. |
|----------------------------------|
| Component                        | MOTA↑ | IDF1↑ | MT↑  | ML↓  | ID.Sw↓ |
| Baseline                         | 58.7  | 63.7  | 66.3%| 8.5% | 6013   |
| Baseline+KC                      | 65.0  | 66.6  | 59.1%| 13.0%| 2119   |
| Baseline+KC+FC                   | 66.0  | 67.0  | 56.3%| 13.3%| 2237   |

| Table 2: 'Private' model ablation experiment. '*' means that the model data is evaluated by motchallenge-devkit. The best result for each indicator will be bold and red. |
|----------------------------------|
| Models                          | MOTA↑ | IDF1↑ | MT↑  | ML↓  | ID.Sw↓ |
| JDE[5]                           | 64.4  | 55.8  | 20%  | 34%  | 1544   |
| JDE with CT                      | 65.0  | 59.1  | 36.1%| 18.8%| 1525   |
| FairMOT[3]                       | 68.7  | 70.4  | 39.5%| 19.0%| 953    |
| FairMOT with CT                  | 69.8  | 71.1  | 42.0%| 15.8%| 912    |
| JDE[5]*                          | 48.2  | 32.1  | 318  | 497  | 18631  |
| JDE with CT                      | 54.4  | 43.1  | 526  | 372  | 11157  |
| FairMOT[3]*                      | 62.3  | 47.5  | 790  | 288  | 16395  |
| FairMOT with CT                  | 65.6  | 57.5  | 1030 | 247  | 7816   |
training. Compared with other data sets, the MOT2020 data sets are denser with pedestrians and are more demanding on the performance of the detector.

As can be seen in Table 1, after using the Kalman filter compensation module (KC), the MOTA, IDF1 and ID switching have been significantly improved due to compensation for the missed object. However, because of unconditional compensation, some EBBoxes will still appear. Therefore, after adding the forecast correction module (FC) on this basis, the two important indicators of MOTA and IDF1 can be further improved, while only a small amount of ID switching is added.

As can be seen in Table 2, in the MOT2016 test sets, after using our tracker, the effect of the JDE model is better than the original one. Among them, IDF1 has a 3.3% increase, and MOTA has a 1.4% increase. More importantly, MT increased by 16.1% and ML decreased by 15.2%. This shows that our tracker can effectively improve tracking performance and optimize the entire model. Especially in the 2020 training sets, the improvement effect is more prominent, and various indicators have improved greatly. Among them, MOTA increased by 6.1, IDF1 increased by 11, and ID switching decreased by 7474. For the baseline model, various indicators have also been improved in MOT2016. Among them, MOTA increased by 1.1%, MT increased by 2.5%, ML decreased by 3.2%, and ID switching decreased by 41. Furthermore, it can also be seen that in the dense scene MOT2020, after using our tracker, the tracking instability problem is further alleviated, and various indicators such as MOTA, IDF1 have been improved to a certain extent. Also, the ID switch dropped by 8579.

This is because the compensation tracker alleviates the problem of detector instability and makes up for the missed object tracking, so that these missed objects can be effectively tracked. Our tracker can not only accurately compensate for missed object, but also reduce unnecessary ID switching.

| Models | MOTA↑ | IDF1↑ | MOTP↑ | MT↑ | ML↑ | FAF↓ | ID.Sw↓ | Frag↓ |
|--------|-------|-------|-------|-----|-----|------|--------|------|
| Sort[8] | 42.7  | 45.1  | 78.5  | 16.7% | 26.2% | 6.1  | 4470   | 1798 |
| Ours   | 43.3  | 45.2  | 78.2  | 17.6% | 26.3% | 6.3  | 2971   | 7485 |

| Models | MOTA↑ | IDF1↑ | MOTP↑ | MT↑ | ML↑ | FAF↓ | ID.Sw↓ | Frag↓ |
|--------|-------|-------|-------|-----|-----|------|--------|------|
| Sort[8] | 45.8  | 34.1  | 87.9  | 288 | 593 | /    | 12992  | /    |
| Ours   | 52.9  | 52.2  | 87.1  | 424 | 417 | /    | 3739   | /    |

Note: The training set assessment tool does not provide the results of the FAF and Frag indicators.

As can be seen in Table 3, in the MOT2020 test sets, after using the tracker of this design, the performance of Sort can be further improved. Among them, MOTA increased by 0.6%, and MT increased by 0.9%. Especially in ID switching and Frag indicators, the reductions are 1499 and 10313 respectively. In the MOT2020 training sets, the performance of our tracker has been greatly improved. Among them, MOTA increased by 7.1%, IDF1 increased by 18.1%, and ID switching decreased by 9253. In addition, it can be seen that the two tracking performance indicators in MT and ML have also been greatly improved. This shows that the compensation
tracker is very effective in data association and can further improve the tracking performance of the models.

### 4.3 Compare with the state-of-art Models

In this part, our method will be compared with the current state-of-art multi-object tracking models. These models, including one-stage model and two-stage model, belong to the 'Private' ranking list.

**Comparative Experiment.** As can be seen in Table 4, the test results of this method on the MOT2016 and MOT2017 data sets are outstanding. And there are improvements in MOTA, IDF1 and MT and ML. In the MOT2016 test sets, the MOTA indicator is 69.8, the IDF1 indicator is 71.1, the MT indicator is 42%, and the ML indicator is 15.8%. In addition, in the MOT2017 test sets, MOTA, IDF1, MT and ML are 68.8, 70.2, 40.8%, and 17.7%, respectively.

The effect of using our tracker is more obvious on MOT2020. It can be clearly seen in Table 5 that compared with the baseline model, after using the compensation tracker, the effect has been greatly improved. Especially in the two comprehensive indicators in MOTA and IDF1,
after using the compensation tracker, it can increase by 7.3% and 3.3% respectively. The average number of false alarms per frame FAF has dropped by 14.9% overall. Frag indicators have been greatly eased, reducing the trajectory fragmentation of 3986 object. The total number of ID Switches has dropped from 6013 to 2237. Therefore, combining the performance on the three data sets, our tracker can effectively improve the tracking performance without harming the performance of the existing models.

5. Conclusion

In this paper, we propose a simple compensation tracker that can be ported to other models. Although the existing detection-based tracking methods have overall preference for the effect of multi-object tracking, their problems in data association and missed detection are still prominent. The detection-based method is easy to make the tracking performance of the whole model worse because of the detector's omission. The method in this article can effectively solve this problem to a certain extent and achieve better tracking performance.
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