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Abstract

Despite the growing discriminative capabilities of modern deep learning methods for recognition tasks, the inner workings of the state-of-art models still remain mostly black-boxes. In this paper, we propose a systematic interpretation of model parameters and hidden representations of Residual Temporal Convolutional Networks (Res-TCN) for action recognition in time-series data. We also propose a Feature Map Decoder as part of the interpretation analysis, which outputs a representation of model’s hidden variables in the same domain as the input. Such analysis empowers us to expose model’s characteristic learning patterns in an interpretable way. For example, through the diagnosis analysis, we discovered that our model has learned to achieve view-point invariance by implicitly learning to perform rotational normalization of the input to a more discriminative view. Based on the findings from the model interpretation analysis, we propose a targeted refinement technique, which can generalize to various other recognition models. The proposed work introduces a three-stage paradigm for model learning: training, interpretable diagnosis and targeted refinement. We validate our approach on skeleton based 3D human action recognition benchmark of NTU RGB+D. We show that the proposed workflow is an effective model learning strategy and the resulting Multi-stream Residual Temporal Convolutional Network (MS-Res-TCN) achieves the state-of-the-art performance on NTU RGB+D.

1. Introduction

Despite the remarkable recognition power of recent deep learning methods, our ability to clearly explain the inner workings of deep networks has been unsatisfying [19, 24, 5, 13]. Fundamentally, without the potential to fully understand and interpret deep learning models, the development cycle for model training mostly reduces down to ‘trial-and-error’ [30]. In this light, we propose a more systematic and closed-loop approach to learning models through model diagnosis and targeted refinement. We wish to take a step towards a ‘train-diagnose-and-fix’ paradigm and move away from an exhaustive ‘train-and-error’ routine. As Figure 1 suggests, interpretable model diagnosis enables us to form better understanding of the problem of interest, reach a deeper understanding of how the model is learning, identify model’s weaknesses and ultimately form better hypotheses to train stronger models. In this work, we propose two key components of the ‘train-diagnose-fix’ framework: the diagnosis tool and an approach to fix a model via targeted model refinement.

In human action recognition from skeleton data in particular, despite the significant discriminative power of LSTM-based Recurrent Neural Networks architectures [8, 25, 33, 20, 27, 9, 21], the growing complexity of recent models hinders our ability to intuitively interpret them. A recently proposed Res-TCN [15] is specifically designed to improve the interpretability of model parameters while efficiently learning a discriminative spatio-temporal representation for human action recognition with a convolutional neural network.

*Both authors contributed equally to this work.
(CNN) based approach.

However, the work of [15] limits its narrative on the interpretation of the model parameters and expand only a cursory exploration to hidden representations. Moreover, the adopted visualization technique is relatively primary, which lends no sufficient support to the proposed interpretation and leaves it mostly intuitive. With the presented visualization results, little extra information can be further extracted for diagnosis and targeted refinement. In this light, we propose a more systematic approach for model interpretation and the means for model refinement given the findings from the diagnosis. The main contribution of this work is three fold:

• A model diagnosis tool, the Feature Map Decoder, is proposed for systematic interpretation of model parameters and hidden representations. Feature Map Decoder visualizes the hidden representations in the same domain as the input. The proposed Feature Map Decoder effectively exposes the learning patterns and weaknesses of a trained model. In our work, the diagnosis uncovered that the model learned to implicitly transform the input sequence into a more discriminative view point over the layers of the network and the characteristic spatio-temporal portions of the input is gradually accentuated throughout the layers.

• A targeted refinement technique is proposed to encode cognitive-driven prior knowledge into a data-driven deep learning model. A Targeted Attention (TA) stream is introduced as part of the refinement technique to force the model to learn additional representation over the specific dimensions of the input. Such set of dimensions where the model struggles the most is identified by the interpretable diagnosis. A Pipe architecture is introduced to effectively fuse the information learned in the TA stream to the original model.

• Following the 'train-diagnose-and-fix' pipeline, the resulting Multi-Stream Residual Temporal Convolutional Network (MS-Res-TCN) achieves the state-of-the-art performance on NTU-RGBD dataset [25].

2. Related Work

In this section, we first provide a brief review on relevant 3D skeleton based human action recognition approaches. We then extend our survey to current literature on interpretation of modern deep neural networks.

2.1. 3D Skeleton Based Human Action Recognition

Given the time-series nature of the data, models that employ LSTM-based Recurrent Neural Networks have become an active architecture of the research. HBRNN [8] divides the whole skeleton into five parts. The parts are first fed separately into five bidirectional recurrent neural subnets, and then fused hierarchically as the layers go deeper. In Part-Aware LSTM model [25], part-based cells are introduced to keep the context of each of the five body parts independent. The final classifier is learned over these independent sub predictions. In the work of [33], rather than pre-defining the joint groups as in [8, 25], a co-occurrence exploration process is applied to achieve flexible automatic co-occurrence mining. The work of [20] extends the analysis to the spatial domain to substitute the concatenation of the skeleton joint information as in previous methods [8, 25, 33]. In this fashion, a spatio-temporal LSTM model with trust gates is introduced to concurrently learn both the spatial structure of the joints and the temporal dependencies among frames. Similarly, in STA-LSTM [27], a spatial attention module is designed to automatically select dominant joints within each frame, and a temporal attention module is designed to assign different degrees of importance among the frames.

In action segmentation and detection, a new class of temporal models, Temporal Convolutional Network (TCN) [17], is proposed to capture long-range temporal dependencies, which outperforms other LSTM-based Recurrent Networks in both accuracy and training time. The work of [15] employs a re-designed TCN model (Res-TCN) with residual connections [9, 10] to skeleton based human action recognition task. The proposed Res-TCN also learns both spatial and temporal attention for human action recognition. The authors of [15] argue that Res-TCN is specifically designed to enhance the interpretability of model parameters and features compared to other recurrent models. However, the work of [15] remains mostly intuitive and unsystematic as opposed to our work.

2.2. On Neural Network Interpretability

Recently, there has been an increase in efforts to interpret deep neural networks [4, 22, 30, 19, 24, 23, 26, 16, 31, 32, 14, 7]. The behavior of a complex black-box deep neural network can be understood by generating a locally faithful interpretable model around the test point and observing the output [24]. The authors of [18, 2] perturb the test point and observe how the prediction of the model changes. Additionally, [30, 23, 26, 31] attempt to visualize the synthesized inputs to the network that maximize the activations of hidden units.

Another important class of approaches attempts to understand a CNN-based deep learning model by looking directly into the hidden representations with well-designed visualization techniques, which is most relevant to our current work. In the work of [4], the proposed Network Dissection method performs a binary segmentation on every feature map with respect to every visual concept in Broden Dataset [4]. The intersection-over-union (IoU) score for every segmentation task is computed. A visual concept is matched to every neuron in the network by ranking the IoU scores. The work of [22] proposes an optimization method to compute
an approximate inverse of the hidden representations. Note that the motivation of the work of [22] is to reconstruct the input image from the hidden representations as accurate as possible. We argue that the proposed optimization method has no interpretable basis as opposed to our Feature Map Decoder which can be viewed as an inverse computation of a single forward pass in the neural network.

3. Overview of Residual Temporal Convolutional Networks

In this section, we provide a brief overview of the Residual Temporal Convolutional Network [15] (Res-TCN) architecture (Figure 2). Res-TCN is an extension of TCN [17] with residual connections with identity mappings as proposed in [9, 10]. Res-TCN can naturally model a wide range of time-series data. Let \( X_0 \in \mathbb{R}^{T \times D} \) be the input that represents a time-series data of temporal length \( T \) with \( D \) dimensional feature per time step. Res-TCN hierarchically stacks building blocks called Residual Units. Each unit in layer \( l \geq 2 \) performs the following computation:

\[
X_l = X_{l-1} + F(W_l, X_{l-1})
\]

\[
F(W_l, X_{l-1}) = W_l \ast \sigma(X_{l-1})
\]

where \( F \) denotes the residual unit. For the \( l \)-th layer, \( X_{l-1} \) denotes the input, \( W_l \) is the set of learnable parameters and \( \sigma \) is batch normalization [12] followed by a ReLU activation function. Note that the first convolution layer in Res-TCN operates on raw time-series input and the resulting activation map, \( X_1 \), is passed on to subsequent layers without going through a normalization or an activation layer. Given a Res-TCN with \( N \) residual units, the hidden representation after \( N \) residual units is:

\[
X_N = X_1 + \sum_{i=2}^{N} W_i \ast \sigma(X_{i-1})
\]

\[
X_1 = W_1 X_0
\]

The set of filters in \( W_1 \) and the resulting activation map, \( X_1 \), are readily interpretable given that each dimension of \( X_0 \) has a semantic meaning associated with it. For example, a sequence of robot kinematics or 3D skeletons are such input domains. This property of Res-TCN is the driving motivation of the formulation of the proposed Feature Map Decoder in Section 4.1.

For prediction, we apply global average pooling after the last merge layer across the entire temporal sequence and attach a softmax layer with number of neurons equal to number of classes.

4. Interpretation of Residual Temporal Convolutional Networks

In this section, we first propose an interpretation of model parameters and hidden representations on an intuitive level. The insight gained from such analysis leads to the formulation of our Feature Map Decoder. The decoded skeleton sequences from the Feature Map Decoder expose the characteristic learning patterns of Res-TCN. Finally, we introduce a targeted refinement technique, which effectively encodes the newly obtained knowledge gained by interpretation analysis into a deep learning model.

If all dimensions of the input have interpretable semantic meaning associated with them, then we can directly understand every parameter of the first convolution layer [15]. For example, given a sequence of 3D human joints as input, the first-layer filters can be directly interpreted as filters that learn to detect snippets of joint motion. Each dimension of a first-layer filter, \( W_1^{(i)} \in \mathbb{R}^{f_1 \times D} \), has a corresponding semantic joint associated with it, where \( f_1 \) denotes the temporal filter length and \( D \) is the dimension of the input per frame. We will refer the snippets of motion learned in the first layer as motion primitives in the following narrative.

Filters belonging to deeper layers can also be interpreted. Given the model architecture of Res-TCN, the convolution filters in deeper layers act as gating operations. For example, the hidden representation after the first residual unit is:

\[
X_2 = X_1 + W_2 \ast \sigma(0, X_1)
\]

where \( X_1 \) is the output of the first convolution layer, \( W_2 \) represents the set of filters in the second convolution layer.
$X_1$ represents to what extent and how the motion primitives in $W_1$ are distributed in the input $X_0$. Following this logic and observing Equation 5, we view $W_2$ as a gate that learns to find a discriminative weighted combination of motion primitives encoded in $X_1$. Given Equation 3, the same argument can be made for all subsequent layers. Figure 3 visualizes the conv filters in the first and deeper layers. The filters of the first layer show a continuous and smooth changing motion-like structure for each dimension (corresponding to a semantic joint) across time, while filters of deeper layers show a discrete and sparse gate-like structure. Note that the channel dimensionality of conv1 filters are equivalent to the dimensionality of the input skeleton. Then, to be more explicit, we provide visualization of the first-layer filters as a sequence of moving skeletons (Figure 3), which in fact validates that these filters can be thought of as motion primitives. We simply frame-wise map each dimension of a filter back to its corresponding semantic joint, and then add back the mean skeleton which is subtracted in the training process.

Let us now extend our analysis to hidden representations. A convolution operation with a filter produces a high positive activation response at some temporal region of the input sequence. Let the activation map of the filter be specified as $A = \{a_i(t)\}_{i=1}^N$. For each filter, we define $\hat{X}_l$ as the output of the layer where $\hat{X}_l$ is the decoded skeleton at time step $t$. Note that $\hat{X}_l$ is the decoded skeleton at time step $t$. Note that in the training stage, a mean skeleton has been subtracted from input samples. Hence, we add the mean skeleton back to the decoded skeleton sequence to maintain mathematical consistency.

### 4.1. Feature Map Decoder

As mentioned above, the first-layer filters learn a set of motion primitives; the deeper-layer filters can be interpreted as gates, which hierarchically fuse the motion primitives learned in the first layer; the activation map of each filter represents a temporal distribution of the learned motion primitives’ responses. Therefore, we argue that using the set of motion primitives, the hidden representations of the model can be converted back to a sequence of 3D skeletons performing some combination of these motion primitives. This leads to our proposed Feature Map Decoder formulation.

Let $\hat{X}_l \in \mathbb{R}^{T \times D}$ be the skeleton sequence decoded from the activation map of the $l$-th layer, $X_l \in \mathbb{R}^{T \times N_l}$. We first consider a simplified case when the number of filters is constant across all layers, i.e. $N_l = N_c$, $\forall l \geq 1$. For each filter of the first layer, $W_1(i) = \{w_1(i)(t)\}_{t=1}^T$, where $f_1$ denotes the filter length of the first-layer filters, the compressed version of the filter is formulated as:

$$W_1(i) = (w_1(i)(f_1/2) + w_1(i)(f_1/2 + 1))/2$$

where $W_1(i) \in \mathbb{R}^{1 \times D}$. We are computing the mean of the inner most two time steps of the filter following the observation that the most characteristic motion patterns appear near the middle time steps of the temporal filters. In this fashion, motion primitives of length $f_1$ learned by the first-layer filters are compressed into a single time step. Then, the filter responses in each time step are used to compute the weighted sum of $\{\hat{W}_1(i)\}_{i=1}^{N_c}$:

$$\hat{x}_l(t) = \sum_{i=1}^{N_c} W_1(i) \times x_l(i)(t)$$

where $x_l(i)(t)$ is a $i$-th channel response at time step $t$ of $X_l$. $\hat{x}_l(t) \in \mathbb{R}^{1 \times D}$ is the decoded skeleton at time step $t$ computed as a weighted combination of all compressed motion primitives. We repeat this process for all $t \in (0, T)$ and temporal concatenation of all $\{\hat{x}_l(t)\}_{t=1}^{T}$ yields a full decoded sequence $\hat{X}_l \in \mathbb{R}^{T \times D}$. Note that in the training stage, a mean skeleton has been subtracted from input samples. Hence, we add the mean skeleton back to the decoded skeleton sequence to maintain mathematical consistency.
Figure 4. Visualization of decoded skeleton sequences from layers 1, 4, 7, 10. The visualization shows that discriminative motion patterns are gradually emphasized through the layers. **Left:** An example sequence of action class *jump up*. **Right:** An example sequence of action class *cheer up*.

Now, let us extend our discussion to the circumstance when the number of filters changes between layers. In the Res-TCN architecture, layers in the same block share equal number of filters. Let $N_{1,2,3,4} = N_{c1}$, $N_{5,6,7} = N_{c2}$, $N_{8,9,10} = N_{c3}$. Note that when the number of filters changes between the residual units ($l = 5, 8$), the identity mapping connection requires an additional convolution for channel shape matching purposes:

$$X_l = \tilde{W}_l X_{l-1} + F(W_l, X_{l-1}), \quad l = 5, 8$$

$$F(W_l, X_{l-1}) = W_l \ast \sigma(X_{l-1})$$

where $\tilde{W}_l$ denotes the convolution layer attached to the identity mapping connection.

For the first layer and the units in Block-A, no additional decoding step is needed because $N_1 = N_{c1}$ and the feature map decoding procedure follows the steps described in Equations 6 and 7. For the layers in Block-B, one-step retrieval needs to be performed to reshape the decoded sequence from $X_l \in \mathbb{R}^{T \times N_{c2}}$ to $X'_l \in \mathbb{R}^{T \times N_{c1}}$. The retrieval procedure is equivalent to steps listed in Equation 6 and 7 but the activations are first decoded using a set of $\hat{W}^{(i)}_5 \in \mathbb{R}^{1 \times N_{c1}}$ compressed filters instead of a set of $\hat{W}^{(i)}_1 \in \mathbb{R}^{1 \times D}$ compressed filters. The retrieval is computed as follows:

$$x'_l(t) = \sum_{i=1}^{N_{c2}} [\hat{W}^{(i)}_5 \times (x_l^{(i)}(t) - x_5^{(i)}(t))] + \tilde{W}_5^{(i)} \times x_5^{(i)}(t), \quad l = 5, 6, 7$$

$\hat{W}^{(i)}_5 \in \mathbb{R}^{1 \times N_{c1}}$ is the $i$-th compressed filter of the residual unit of layer $l = 5$, $\tilde{W}_5^{(i)} \in \mathbb{R}^{1 \times N_{c1}}$ is the $i$-th conv filter of temporal length 1 in layer $l = 5$, $x_l^{(i)}(t) \in \mathbb{R}$ and $x_5^{(i)}(t) \in \mathbb{R}$ are the $i$-th filter’s activation response in layer $l$ and the fifth layer respectively, at time step $t$. $x'_l(t) \in \mathbb{R}^{1 \times N_{c1}}$ is the retrieved activation map at time step $t$ and the temporal concatenation across all time steps yields the intermediate result $X'_l \in \mathbb{R}^{T \times N_{c1}}$. Then, the steps listed in Equation
Figure 6. Examples of decoded skeleton sequences output from the Feature Map Decoder, which exposes Res-TCN’s failure to capture and model detailed hand joints motion. **Left**: A case study of action class reading. **Right**: A case study of action class writing.

6 and 7 are repeated with $X'_1$ to produce the final decoded sequence of $X_1 \in \mathbb{R}^{T \times N_p}$.

Similar operations are performed for hidden representations in Block-C. For such activations, a set of $\tilde{W}^{(s)} \in \mathbb{R}^{1 \times N_c \times 2}$ compressed filters first retrieve the sequence to activation shapes of Block-B. Then, the decoding procedure follows the same steps as the activations in Block-B.

The Res-TCN down samples the temporal dimension by a factor of 2 after each block. To simplify the narrative, we have omitted the interpolation step required to up-sample the temporal dimension of the retrieved decoded sequences.

### 4.2. Targeted Model Refinement

Through intuitive visualization, the proposed Feature Map Decoder in Section 4.1 exposes the learning patterns and weaknesses of the model. Our diagnosis findings will be discussed in more depth in Section 5.2 but as a running example, we identified that our model struggles to detect very fine-grained motion patterns of the hands. Given such finding, we introduce Targeted Attention (TA) stream as an approach to explicitly address the weaknesses identified in the diagnosis step. The TA stream receives input, $X'_0 \in \mathbb{R}^{T \times D}$, from a masked version of the original input where all dimensions are masked except the targeted dimensions. For the example discussed above, $X'$ contains only the time-series information from the input dimensions corresponding to the hands and all other dimensions are masked. The explicitly targeted representation of the TA stream is fused with the original stream at every merge layer (the Pipe) so that the representation learning of the two streams is mutually interactive. A convolution layer followed by a ReLU activation is employed on each Pipe to control how much information can be transferred between two streams. Figure 7 depicts the resulting architecture, Multi-Stream Res-TCN (MS-Res-TCN).

Each unit in layer $l \geq 2$ performs the following computation:

\[
X_l = X_{l-1} + F(W_l, X_{l-1}) + H(W_l^P, X_l')
\]

(11)

\[
X_l' = X_{l-1}' + F(W_l', X_{l-1}) + H(W_l^P, X_l)
\]

(12)

\[
F(W_l, X_{l-1}) = W_l \ast \sigma(X_{l-1})
\]

(13)

\[
F(W_l', X_{l-1}) = W_l' \ast \sigma(X_{l-1}')
\]

(14)

\[
H(W_l^P, X_l') = \begin{cases} 
\sigma(W_l^P \ast X_l') & l = 2k \\
0 & l = 2k + 1
\end{cases}
\]

(15)

\[
H(W_l^P, X_l) = \begin{cases} 
\sigma(W_l^P \ast X_l) & l = 2k \\
0 & l = 2k + 1
\end{cases}
\]

(16)

where $H$ denotes the Pipe operation, $W_l'$ is a set of convolution filters in the $l$-th layer of the TA stream, $W_l^P$ represents the learnable convolution filter parameters in the $l$-th Pipe.

The outputs from the two streams are concatenated. The concatenated data is then fed into the same prediction layer (global average pool followed by a softmax layer).

### 5. Experiments

In this section, we analyze our findings from the model diagnosis and validate the effectiveness of our targeted refinement technique on 3D skeleton based human activity recognition benchmark of NTU RGB+D [25].

#### 5.1. Dataset and Settings

**NTU RGB+D Dataset (NTU):** The NTU RGB+D dataset [25] is currently the largest 3D skeleton human action recognition dataset, which contains 56880 video samples of 60 action classes collected from 40 distinct subjects. For each setup, a subject’s action is recorded from three cameras of same height but from different viewing angles: $-45^\circ$, $0^\circ$ and $+45^\circ$. The dataset provides two criteria of validation: Cross-Subject (CS) and Cross-View (CV) evaluations. The provided skeletons have 25 joints.
**Implementation Details:** We do not perform view-point or scale normalization \([8, 25, 33]\) and use the raw \((X, Y, Z)\) coordinates. Per time-step feature is 120 dimensional \((25\, \text{joints}, 2\, \text{at most actors}, 3\, \text{xyz positions per joint})\). We perform all our experiments on a Nvidia K80 GPU with Keras2.0 \([6]\) using a TensorFlow \([1]\) backend. The learning rate is initially set to 0.01 and then decreases by a factor of 10 when the testing loss plateaus. We train with Stochastic Gradient Descent with all standard parameters and with a batch size of 128. L-1 regularizer with a weight of \(1e^{-4}\) is applied to all convolution layers and Dropout \([28]\) \((p = 0.5)\) is applied after every ReLU operation. The implementation and converged model weights will be made publicly available. (The link will not be shared for this submission for the sake of double-blind review).

### 5.2. Interpretable Model Diagnosis

Feature Map Decoder takes an arbitrary hidden representation \(X_l\) from Res-TCN and outputs a sequence of moving skeletons. The visualized results are shown in Figures 4, 5 and 6. Through the proposed diagnosis, we identified three characteristic learning patterns of Res-TCN:

- The model learns a set of discriminative joints for actions and the movement of these joints are amplified in deeper layers. For example, as visualized on the left of Figure 4 the motion of joints related to legs, head and neck are greatly magnified in deeper layers for action class *jump up*. This makes intuitive sense that the vertical movement of the head is a rare occurrence in the training data compared to other human actions in the dataset. Similarly, learning pattern is observed for action class *cheer up* where vertical displacement of the hand joints is significantly amplified as the layers get deeper.

- In the case of NTU, the actions are recorded from multiple view angles \((-45^\circ, 0^\circ \text{ and } +45^\circ)\). Compared to other models \([8, 25, 27]\) that manually normalize and rotate the skeleton to a frontal view, we do not perform any scale or rotational normalization. The sequences in Figure 5 depict the same action recorded from different view angles. Interestingly, the decoded skeleton sequences in Figure 5 show that the model has learned to rotate the skeleton sequence implicitly to a more discriminative viewpoint (frontal view). Moreover, the decoded sequences provide strong evidence that the model has achieved viewpoint invariance. Despite given inputs from different view points, the model has learned to produce a common representation for both inputs as evidenced by the similarity of the decoded skeletons.

- Res-TCN fails to learn a representation for a detailed fine-grained motion of the hands. The decoded sequences for action classes such as *Reading* and *Writing* clearly highlight that the model failed to learn a discriminative hidden representation. As seen in Figure 6, the decoded skeletons for *Reading* and *Writing* show significant re-

---

Table 1. Comparison to other state-of-the-art models on NTU.

| Model                        | Cross-Subjects | Cross-Views |
|------------------------------|----------------|-------------|
| Dynamic Skeletons \([11]\)   | 60.2           | 65.2        |
| HBRNN \([8]\)                | 59.1           | 64.0        |
| Deep LSTM \([25]\)           | 60.7           | 67.3        |
| P-LSTM \([25]\)              | 62.9           | 70.3        |
| Trust Gate \([20]\)          | 69.2           | 77.7        |
| STA-LSTM \([27]\)            | 73.4           | 81.2        |
| JTM \([29]\)                 | 76.3           | 81.1        |
| Pose Conditioned STA \([3]\) | 77.1           | 84.5        |
| Res-TCN baseline \([15]\)    | 74.3           | 83.1        |
| **MS-ResTCN, our model**     | **79.0**       | **86.6**    |
5.3. Targeted Refinement: Multi-stream Residual Temporal Convolutional Networks

The diagnosis analysis revealed Res-TCN’s weakness that it can not recognize fine-grained hand movements. We aimed to pin point this shortcoming of our model through the targeted refinement technique discussed in Section 4.2. Table 1 shows that the diagnosis based refinement approach (MS-Res-TCN) improves the classification performance of the baseline Res-TCN model and achieves the state-of-the-art on NTU benchmark. We also provide a detailed performance comparison between the models on the NTU benchmark in Table 2. The highlighted cells in the table indicate where the MS-Res-TCN has improved upon the baseline Res-TCN model and achieves the state-of-the-art. The highlighted action classes share a common trait that the actions involve nuanced hand motion which validates the effectiveness of the proposed targeted refinement approach.

6. Conclusion

Through the ‘train-diagnose-and-fix’ paradigm, this work proposes an interpretable, intuitive yet an effective approach for learning powerful models for fine-grained action recognition. The proposed Feature Map Decoder provides an useful model interpretation and diagnosis tool which exposes key learning traits of the model. Through the analysis, we revealed that the model has learned to implicitly rotate the input sequence to a more discriminative view and gradually emphasize the characteristic spatio-temporal patterns of the input. We also demonstrate that our targeted refinement technique is an effective and a systematic pro-
procedure to encode newly gained intuition into our models. MS-Res-TCN, the resulting model after one iteration of the 'train-diagnose-and-fix' cycle, validates that the proposed approach is not only intuitive but also potent in learning discriminative representations for fine-grained skeleton based action recognition tasks.
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