Correcting Errors in Color Image Encryption Algorithm Based on Fault Tolerance Technique
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Abstract: Security standards have been raised through modern multimedia communications technology, which allows for enormous progress in security. Modern multimedia communication technologies are concerned with fault tolerance technique and information security. As a primary method, there is widespread use of image encryption to protect image information security. Over the past few years, image encryption has paid more attention to combining DNA technologies in order to increase security. The objective here is to provide a new method for correcting color image encryption errors due to the uncertainty of DNA computing by using the fractional order hyperchaotic Lorenz system. To increase randomness, the proposed cryptosystem is applied to the three plain image channels: Red, Green, and Blue. Several methods were compared including the following: entropy, correlation, key sensitivity, key space, data loss attacks, speed computation, Number of Pixel changing rate (NPCR), and Unified Average Change Intensity randomness (UACI) tests. Consequently, the proposed scheme is very secure against a variety of cryptographic attacks.
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1. Introduction

Nowadays, digital image encryption is an evolving technique in the digital communication network arena. Security concerns arise when these images are required to be transmitted or stored over numerous networks. Additionally, digital images are crucial concerns in many uses, such as military information, telemedicine applications and cloud computing. Therefore, ensuring the security, honesty and strength of digital medical imaging has become an imperative topic for numerous researchers [1–3]. Distinctive properties between image and text, such as large data space and strong interconnection within pixels, make some conventional encryption techniques inconvenient for digital image encryption. Images are not well suited to encode algorithms used for text data, and their encryption algorithms can lead to problems such as leakage of contour information, low efficiency, etc. [4,5].

The chaotic system has been famous for the sensitivity of primary conditions and parameters, pseudo randomness, ergodicity and reproduction, which was first proposed by Lorenz [6]; it has also been appropriate for digital image encryption. Several chaos-based on image encryption have been introduced since Matthews introduced the first algorithm for image encryption based entirely on chaos [7]. Chaotic systems are generally used to generate a pseudorandom key from a key or plaintext. When generated from
a pseudorandom key, a stream cipher is produced, while when generated from plain text, a block cipher is produced. Images are encrypted chaotically through confusion and diffusion. Pixels of the image are scrambled in the confusion level using a secret key according to the control parameters. While in the diffusion stage, chaotically generated sequences are used to change pixels’ values. These techniques make chaotic encryption extremely secure. In recent years, numerous chaotic image encryption schemes using the integral order chaotic systems have been overtly (publicly) proposed [8–13].

Fractional-Order Hyperchaotic Systems (FOHS) exhibit higher nonlinearity and degrees due to their geometrical interpretation of fractional derivatives included in the expressions for nonlocal effects in either space or time [14,15]. This means that this kind of chaotic system has great ability to protect sensitive information. As a counterpart to stream ciphers (RC4, Spritz, Salsa, etc.) and in addition to pseudo randomness, FOHS exhibits extreme sensitivity to primary values and parameter settings, as well as ergodicity and unpredictability, making it ideal for image encryption. FOHS presents many advantages over stream ciphers since the substitution and diffusion primitives of chaotic maps change based on initial conditions. Thus, fractional order hyperchaotic systems can play an important role in information security.

Wang et al. [15] applied the FOHS for securing color images by embedding the system parameters as well as the derivative order into the system. In [16,17] Wu et al. and Zhao et al., respectively applied 3D FOHS and Chen chaotic systems in ciphering their color images. While Huang et al. applied 4D FOHS based on neural network scheme for encrypting color images, where the measurements proved the efficacy of the scheme [18].

In DNA, there is enormous parallelism and an extremely high information density, which make DNA cryptography an excellent tool for securing end-to-end communication. Adleman [19] completed a DNA computing experiment. The DNA cryptography algorithm has been incorporated into numerous image encryption systems. DNA cryptography have extensive use of the advances of the DNA molecules, as extreme-high storage bulk, extreme-low energy consumption, and the potential of ultra-large-scale parallel computing to achieve the cryptographic functions of information encryption. Gehani et al. [20] set the DNA cryptography foundation using molecular approach and one-time pad concept, which has perfect privacy. Later then, after Gehani approach, numerous image encryption algorithms based on DNA cryptography emerged among the public [21–26]. Zhang et al. [27] proposed an algorithm, which disturb the locations and values of the pixels using chaotic system and applying DNA cryptography, where the pseudo-DNA operations are controlled by the quaternary chaotic sequences. Based on DNA computing, Xie et al. [28] concluded that an image encryption system would not be secure if only a scramble processing step was implemented. Liu et al. [29] broke the encryption system based on DNA computing by applying chosen plain-images, and their cryptosystem-retrieved cipher-images have to be capable of resisting differential attack.

Secure protocols and standards based on cryptography need various computations and transmissions. As a result, faults are inevitable. Previous studies have proposed various strategies to detect and correct one or several errors. In particular, research focuses on the fault-tolerant techniques of block ciphers and public-key cryptography. Depending on the structures of the algorithms, the Algorithm Based Fault Tolerant (ABFT) technique provides a common process for designing fault tolerant structures by altering the algorithm computation in order to achieve additional data for discovering and correcting error [30–33]. The ABFT use of the same arithmetic operations of the targeted system and gives a theoretical approach to designing a fault tolerant form of the system. It does not require an additional arithmetical logic unit and has relatively low overhead. ABFT can be effectively integrated into stream ciphers. Zhang, Lee and Tsai have proposed two efficient fault-tolerant schemes based on the RSA cryptosystem, respectively, in 1999 and 2003 [34,35]. The vulnerability of Zhang’s scheme was pointed out by Iuon-Chang Lei et al. [36]. Using RSA-based transpose matrix, Shreenath Acharya, Sunaina Kotekar, and Seema S Joshi enhanced Iuon-Chang Lei et al.’s scheme with an extra level of security [37].
In 2016, H. Elkamchouchi et al. proposed a method for improving digital signature scheme based on fault tolerance to help speed up decryption, as well as to overcome several common attacks [38]. Furthermore, it enhances security by converting the original message into a transposed matrix. In the same year, a new key agreement protocol based on factoring and discrete logarithms [39]. For each matrix of 3*3; the scheme can correct four errors at most.

In this article, a new secured cryptosystem using the fractional order hyperchaotic Lorenz system based on fault tolerance technique is presented to encrypt color image. The system is carried out through different forms of permutation to improve security level, as well as up to three errors that can be discovered and corrected through the performance of fault tolerance technique. The article is planned as follows: In Section 2, a brief explanation of the fractional order hyperchaotic system, DNA encoding, and fault tolerance is provided. Section 3 discusses the proposed algorithm for image encryption, while Section 4 delivers numerical simulation results. Section 5 examines the proposed scheme’s performance. This article is concluded in Section 6.

2. Preliminaries

2.1. Fractional-Order Hyperchaotic System

Recent years have seen an increase in interest in hyperchaotic systems. According to general definitions, a hyperchaotic system is a chaotic system with more than one positive Lyapunov exponent, as well as more complex dynamical behaviors than chaotic systems. An illustration of this is the fractional order hyperchaotic Chen’s system [40] and the hyperchaotic Lorenz system [41,42]. In addition to the fact that the FOHCL system has good complex dynamics [42,43], several previous studies have demonstrated its effectiveness in encrypting images [15,44,45]. As a result, we generate a chaotic sequence for our algorithm [15,43] using a four-dimensional FOHCL system. The FOHCL consists of the following elements:

\[
\begin{align*}
\frac{d^q x}{dt^q} &= a(y - x) + w, \\
\frac{d^q y}{dt^q} &= bx - y - xz, \\
\frac{d^q z}{dt^q} &= xy - cz, \\
\frac{d^q w}{dt^q} &= yz + dw,
\end{align*}
\]

(1)

where \(a, b, c, d\) and \(q_i, i = (1, 2, 3, 4)\) are the control parameters of the fractional order hyperchaotic system. It provide hyperchaotic behavior when the control parameters are \(a = 10, b = 8/3, c = 28, d = -1\) with initial values \(x^0 = 12, y^0 = 22, z^0 = 31\) and \(w^0 = 4\) and the Lyapunov exponents of the system are \(\lambda_1 = 0.3362, \lambda_2 = 0.1568, \lambda_3 = 0, \lambda_4 = -15.1724\). A hyperchaotic behavior is observed with two positive values among all four Lyapunov exponents [46].

2.2. DNA Encoding

Deoxyribonucleic Acid (DNA) stores genetic information of all living organisms. In other words, it is a carrier of information made up of many small units referred to as nucleotides. There were three components in these nucleotides: Nitrogenous base, five carbon sugar, and phosphate group. The Nitrogenous base consists of four bases: Adenine, Thymine, Cytosine, and Guanine (A, T, C, G). All the complex information about an organism is stored in the combination of these bases. Adenine and Guanine are named purines, while Thymine and Cytosine are named pyrimidines [47]. The eight encoding rules for DNA nucleotides are shown in Table 1. Based on these rules, the value of a pixel is converted into its corresponding DNA sequence, which are used in cryptography. In DNA cryptography, the four bases A, T, C and G are used to capture the information.
Table 1. DNA nucleotides encoding rules [47].

| Rule | DNA Nucleotides |
|------|----------------|
|      | A   | T   | G   | C   |
| R#1  | 00  | 11  | 01  | 10  |
| R#2  | 00  | 11  | 10  | 01  |
| R#3  | 11  | 00  | 01  | 10  |
| R#4  | 11  | 00  | 10  | 01  |
| R#5  | 10  | 01  | 11  | 00  |
| R#6  | 01  | 10  | 11  | 00  |
| R#7  | 10  | 01  | 00  | 11  |
| R#8  | 01  | 10  | 00  | 11  |

2.3. Fault Tolerance Technique

Security protocols based on cryptography demand extensive computation and communication to attain a certain level of security. A critical function of cryptography is to make confidential data secure, reliable, and encrypted when communicating over unreliable channels. Fault tolerance techniques are used to correct errors during transmission. Figure 1 shows a conventional fault tolerance network.

![Figure 1. Conventional Fault Tolerance Technique.](image)

3. Proposed Cryptosystem

The block diagram of the proposed cryptosystem illustrated in Figure 2 consists of four main phases. In the first phase, the input color image is diffused through pixel level encryption stage, which is based on the generated fractional order hybrid chaotic map discussed in the first part. For more randomness to increase the efficiency of the encryption, the second phase, bit level permutation diffuses each bit from the output of binary conversion. In the third phase, DNA level encryption, as part of the hyperchaotic sequence, the bit stream of the image is encoded as DNA sequence. Then apply DNA mutations and 3-dimensional permutations to enhance the security of the shuffled information. Finally, the fourth phase is fault tolerance technique, which detects error through check sum insertion and digital signature and corrects it.
3.1. Synthesis of the Hyperchaotic Sequence

Considering that hyperchaotic systems are well suited in Section 2.1, we use the 4-D chaotic system for image encryption. The sequence consists of three steps that are carried out according to the given algorithm.

**Step 1.** The FOHCL structure is first iterated \( N_0 \) times, then the generated sequence is removed to prevent adverse effects.

**Step 2.** This process continues to iterate \( N = \text{Ceil} \left[ 40 \cdot (H \times W + 4) / 14 \right] \) times where, \( H \) and \( W \) define as the size of the image. For the \( j \)th iteration, the FOHCL system generates four state values obtained from (1) which denoted by \( s^j = \{ x_1^j, x_2^j, x_3^j, x_4^j \} \), \( j = 1, 2, 3 \ldots N \).

**Step 3.** As a result of this iteration, fractional order hyperchaotic sequences can be achieved by concatenating all the above states as

\[
K_{\text{FOHCL}} = \{ s^1, s^2, s^3 \ldots s^N \} \\
= \{ x_1^1, x_2^1, x_3^1, x_4^1 \ldots x_1^N, x_2^N, x_3^N, x_4^N \} \\
= \{ k^1, k^2, k^3 \ldots k^{4N-2}, k^{4N-1}, k^{4N} \}
\]  

(2)

To enable encryption, sort the sequence \( K_{\text{FOHCL}} \) into subsequences and serve it for two purposes: (1) implement permutations; (2) manipulate images for diffusion. Our scheme shows that we use original \( K_{\text{FOHCL}} \) values for the first purpose, but that we map the hyperchaotic sequence with \( n \) values to range of \([0, 255]\) for the second purpose.

\[
S^i = \text{mod} \left( \text{Floor} \left( \text{mod} \left( \left| k_i \right| - \text{Floor} \left( \left| k_i \right| \right) \times 10^{15}, 10^8 \right), 256 \right) \right) \quad i = 1, 2, 3, \ldots n
\]  

(3)

where \( S^i \) is the \( i \)th integer sequence, mod is the modulo operation, \( \lfloor \cdot \rfloor \) is the absolute value operation [29].
3.2. Pixel Level Encryption

**Step 1:** Let \( M \) is the input image with size \( H \times W \). By using Equation (1), create a hyperchaotic sequence \( K_{FOHCL} \).

**Step 2:** Perform 2D pixel permutation, which means by row and column on \( M \) to obtain \( M_0 \) by extracting the first entries from \( K_{FOHCL} \) with size \( H + W \).

**Step 3:** In order to obtain \( M_1 \), we need to extract the next items from \( K_{FOHCL} \) with size \( H \times W \) to perform pixel permutation as follows:

1. Organize pixels, bits, and acid bases into a one-dimensional vector \( V \) with \( L = H \times W / 2 \times 8 / H \times W / 4 \).
2. Extract a subsequence from \( K_{FOHCL} \) with the length of vector \( V \) and sort in ascending order to obtain \( i_x, x = 1, 2, \ldots, L \).
3. A new vector \( V' \) is created by rearranging \( V \) according to \( i_x \) as follows:

\[
V'_x = V_{i_x}
\] (4)

**Step 4:** To obtain sequence \( S_1 \), first extract the next items from \( K_{FOHCL} \) with size \( H \times W + 1 \) to form a new sequence \( S_0 \). Next, map \( S_0 \) to the integer interval \([0, 255]\) from Equation (3) to produce \( S_1 \). Assuming \( M_1 \) has been converted globally by performing pixel diffusion; \( M_2 \) can be obtained by taking \( S_1 \) as the primary value and the remainder as the key. The geometrical image on pixels is diffused in two stages in our scheme.

The first stage diffusion can occur as:

\[
D^1 = s^1 \otimes \mod(C^0 + k^1, 256),
D^i = s^i \otimes \mod(D^{i-1} + k^i, 256)
\] (5)

where \( S = \{s^i\}, i = 1, 2, \ldots, L \) is the 1D pixel sequence of the input image with length \( L \), \( C^0 \) is the initial key \( k \) is the key sequence which defined by \( k^i \in [0, 255] \).

The second stage diffusion can occur as:

\[
D^1 = D^1 \otimes \mod(\lvert D^L - k^1 \rvert, 256)
D^i = D^i \otimes \mod(\lvert D^{i-1} - k^i \rvert, 256)
\] (6)

Then obtain \( D \) as a total pixel diffusion by applying XOR operation between (5) and (6).

**Step 5:** Encode \( M_2 \) to a bit sequence \( M_B \) to be with size \( H \times W \times 8 \).

3.3. Bit Level Encryption

**Step 1:** Three-dimensional permutation is a method of permuting planes in three dimensions in different directions. We will only provide the operation in direction of width here to simplify things due to the similarity of the operations in each direction as follows:

1. Create a subsequence of the chaotic sequence \( K_{FOHCL} \) of length \( L = H \)
2. Reorder the plane \( p \) to get \( p' \) by ascending the index sequence \( i_x \), \( x = 1, 2, \ldots, L \)

\[
p'_{x} = p_{x} \quad x = 1, 2, 3 \ldots L
\] (7)

**Step 2:** Basically, this is step 3 in pixel level encryption, but we will use a subsequence with a length of \( L = H \times W \times 8 \)

**Step 3:** \( M_{B1} \) can be obtained by performing bit permutation on \( M_B \) using the next items from \( K_{FOHCL} \) with size \( H \times W \times 8 \). For the next items with length \( H + W + 8 \) implement 3D-permutation on \( M_{B1} \) to get \( M_{B2} \).
3.4. DNA Encoding and Level Encryption

In order to encode the bit stream of the input image following the rules decided by hyperchaotic sequence, the bit stream is encoded as a DNA sequence as follows:

**Step 1:** Calculate the sequence $S_2$ by converting the next items of $K_{FOHCL}$ with size $H \times W \times 4$ to the integer interval of $[0, 255]$ using Equation (3).

**Step 2:** In order to acquire $M_D$, encode the bits in $M_B_2$ with the DNA nucleotide rule as follows:

$$\text{Rule} = \text{mod} (S_2, 8) + 1 \quad (8)$$

**Step 3:** Apply 3D permutation on $M_D$ using the next items from $K_{FOHCL}$ with size $H + W + 4$ to acquire $M_D^1$.

3.5. DNA Decoding

**Step 1:** Step 1 in the DNA encoding process is identical in order to obtain the $S_3$ sequence.

**Step 2:** Using the DNA rule established in (9) for $M_D^1$, encode the $i^{th}$ strand of DNA to obtain the binary sequence $M_B_3$:

$$\text{Rule} = \text{mod} (S_3, 8) + 1 \quad (9)$$

**Step 3:** $C_1$ is the cipher image generated from the binary sequence $M_B_3$.

**Step 4:** Obtain $S_4$ with the same manner for obtaining $S_2$ and $S_3$.

**Step 5:** From $S_4$, generate random matrix $R$ with size $H \times W$ then XOR the random matrix with the cipher matrix $C_1$ to obtain a new cipher image $C$.

3.6. Fault Tolerance

**Step 1:** Generate two prime vectors $P_{v1}$ and $P_{v2}$ with length $W$ and $H$, respectively.

**Step 2:** Creates a matrix $C'$ with length $(W + 1) \times (H + 1)$ matrix as follows:

$$C' = \begin{bmatrix}
    c_{11} & c_{12} & \cdots & c_{1H} & C_1 \\
    c_{21} & c_{12} & \cdots & c_{1H} & C_2 \\
    \vdots & \vdots & \ddots & \vdots & \vdots \\
    c_{W1} & c_{W2} & \cdots & c_{WH} & C_W \\
    C_1 & C_2 & \cdots & C_H & h
\end{bmatrix} \quad (10)$$

where $C_i = \prod_{j=1}^{H} c_{ij} \ast P_{v1j} \mod 256$, for $1 \leq i \leq W$, $C_j = \prod_{i=1}^{W} c_{ij} \ast P_{v2i} \mod 256$, for $1 \leq j \leq H$, and $h = H(C_1, C_2, \ldots, C_W, C_1^1, C_2^2, \ldots, C_H^H)$, where $H(.)$ is the hash value.

**Step 3:** In order to check the validity of the recipient’s signature, the transmitter can now check:

$$C_i = \prod_{j=1}^{H} c_{ij} \ast P_{v1j} \mod 256 \ , \ \text{for} \ 1 \leq i \leq W \quad (11)$$

$$C_j = \prod_{i=1}^{W} c_{ij} \ast P_{v2j} \mod 256 \ , \ \text{for} \ 1 \leq j \leq H \ , \quad (12)$$

Upon determining that they are true, the transmitter computes $h = H(C_1, C_2, \ldots, C_W, C_1^1, C_2^2, \ldots, C_H^H)$ and checks the receiver’s signature. Upon receiving the valid signature, he sends the securely encrypted data to the recipient. Otherwise, errors have occurred in either the calculation phase or the transmission phase.

**Step 4:** A location where the error was discovered, and data corrections were needed can be determined.
Case 1: If \( C_k \neq \prod_{j=1}^{H} c_{kj} * P_{0lj} \) \( k = 1, 2, 3 \ldots W \) and \( C_l = \prod_{i=1}^{W} c_{il} * P_{2li} \) \( l = 1, 2, 3 \ldots H \), the pixel value at s-row and l-column is false and the correct one should be
\[
C_k = \prod_{j=1,j \neq l}^{H} c_{kj} * P_{0lj}
\] (13)

Case 2: If \( C_{k1} \neq \prod_{j=1}^{H} c_{kj} * P_{0lj}, C_{k2} \neq \prod_{j=1}^{H} c_{kj} * P_{0lj}, k_1 = 1, 2 \ldots W \) and \( k_1 \neq k_2 \), \( C_l \neq \prod_{i=1}^{W} c_{il} * P_{2li} \) two pixels data at \( (k_1, l) \) and \( (k_2, l) \) are wrong and the correct ones should be
\[
c_{k1l} = C_{k2} - \prod_{j=1,j \neq l}^{H} c_{kj} * P_{0lj}
\]
\[
c_{k2l} = C_{k1} - \prod_{j=1,j \neq l}^{H} c_{kj} * P_{0lj}
\] (14)

Case 3: If \( C_k \neq \prod_{j=1}^{H} c_{kj}, C_{l1} \neq \prod_{i=1}^{W} c_{li} * P_{2li}, C_{l2} \neq \prod_{i=1}^{W} c_{li} * P_{2li} \) and \( C_{l3} \neq \prod_{i=1}^{W} c_{li} * P_{2li} \) three errors occur at \( (k, l_1) \), \( (k, l_2) \) and \( (k, l_3) \). The correct ones should be the following:
\[
c_{kl1} = C_{l0} - \prod_{i=1,i \neq l_1} c_{li} * P_{02i}
\]
\[
c_{kl2} = C_{l0} - \prod_{i=1,i \neq l_2} c_{li} * P_{02i}
\]
\[
c_{kl3} = C_{l0} - \prod_{i=1,i \neq l_3} c_{li} * P_{02i}
\] (15)

Up to three errors can be discovered and corrected.

4. Simulation Results

We compare the proposed scheme with existing schemes in order to assess its performance. Comparative analysis was performed on a variety of attacks, which included key sensitivity, plaintext sensitivity, differential attacks, brute force attacks, data crop attacks, and entropy attacks. FOHCL initialized its initial values \( x^0 = 12, y^0 = 22, z^0 = 31 \) and \( w^0 = 4 \) with 10,000 iterations. In addition, a fixed value of 0.98 is provided for all the fractional orders \( q_i, i = (1, 2, 3, 4) \). As shown in Table 2, four images “Lena”, “Baboon”, “Peppers”, and “House” are used for testing the proposed algorithm. Matlab (R2015a) (Mathworks, Natick, MA, USA) is used to carry out all simulations on a 64-bit Windows 7 (Microsoft, Redmond, WA, USA) with 64 GB memory.

Table 2. Proposed images.

| Images  | Size \((W \times H)\)  |
|---------|-----------------|
| Lena    | 256 × 256       |
| Baboon  | 512 × 512       |
| Peppers | 280 × 270       |
| House   | 360 × 344       |

Figure 3 is a comparison of original images, ciphered images, and recovered images that was utilized in order to assess the performance of the proposed cryptosystem. Since the cipher images have been changed completely, it is impossible to determine their origin.
Matlab (R2015a) (Mathworks, Natick, MA, USA) is used to carry out all simulations on a 64-bit Windows 7 (Microsoft, Redmond, WA, USA) with 64 GB memory.

| Images | Size (W × H) |
|--------|--------------|
| Lena   | 256 × 256    |
| Baboon | 512 × 512    |
| Peppers| 280 × 270    |
| House  | 360 × 344    |

Figure 3. Simulation results. (a) Original images, (b) Encrypted images and (c) Recovered images.

5. Security and Performance Analysis

5.1. Key Size

It can be described in basic terms that the proposed scheme uses four initial values, which are $x^0, y^0, z^0$ and $w^0$. The keyspace size is $10^{10 \times 4} = 10^{40} \approx 2^{212}$, depending on the precision of the initial values. A larger key space than $2^{100}$ increases the possibility of achieving high-level security [1,42]. As a result, the proposed scheme has a large key size to resist brute-force attacks. Further enhancing the key size can also be achieved by using the fractional orders of the FOHCL.

5.2. Key Sensitivity

Cryptosystems with extreme key sensitivity are necessary and sufficient for their performance. An important characteristic of keys is their sensitivity, which means a minor alteration in any key should result in drastically different results. The sensitivity can be analyzed when encrypting or decrypting data. The image produced by using a key without
any changes during the encryption process should be completely different than the one obtained by using a key with no changes during the process. An incorrect secret key set will prevent recovery of the plain image from the cipher image.

By decrypting the cipher images twice, we demonstrate the effectiveness of the proposed algorithm based on its secret keys. Decrypting the cipher images starts with the correct secret keys $x^0 = 12, y^0 = 22, z^0 = 31$ and $w^0 = 4$, whereas the second time the cipher images was decrypted with slightly different keys $x^0 = 12 + 10^{-15}, y^0 = 22, z^0 = 31$ and $w^0 = 4$. In Figure 4, we demonstrate the results of the experiment using the Lena image. Our comparison clearly displays that a little change in the secret keys affects in a totally different way the decrypted images, proving that the proposed cryptosystem is very sensitive to secret keys.

![Figure 4](image.png)

**Figure 4.** Key sensitivity: (a) Lena image; (b) Encrypted Lena with correct key; (c) Encrypted Lena with wrong key. (d) The difference between (b) and (c); (e) Decrypted Lena with the correct key from (b). (f) Decrypted Lena with the wrong key from (b); (g) Decrypted Lena with the key from (e); (h) Decrypted Lena with the wrong key from (e).

5.3. Histogram Analysis

Image encryption usually involves measuring the spreading of pixel values between an original image and a cipher image using a histogram. Original images do not always have a uniform distribution of their histograms, but cipher images with a good encryption scheme tend to have a uniform distribution. Alternatively, the flatter the histogram of the cipher image, the more effective the encryption scheme.

Figure 5 shows the histograms of the input images and their cipher images. The histograms of plain images are not uniformly distributed. Unlike cipher images, cipher images are uniformly distributed. These results suggest that the cryptosystem is resistant to histogram attacks.
5.3. Histogram Analysis

Image encryption usually involves measuring the spreading of pixel values between an original image and a cipher image using a histogram. Original images do not always have a uniform distribution of their histograms, but cipher images with a good encryption scheme tend to have a uniform distribution. Alternatively, the flatter the histogram of the cipher image, the more effective the encryption scheme.

Figure 5 shows the histograms of the input images and their cipher images. The histograms of plain images are not uniformly distributed. Unlike cipher images, cipher images are uniformly distributed. These results suggest that the cryptosystem is resistant to histogram attacks.

5.4. Correlation Factor Analysis

Natural images usually have high correlation between adjacent pixels. It is important to use a cryptographic algorithm that reduces such correlation. In the following formula, correlation coefficient $CC$ can be expressed as follows to measure correlation:

$$CC = \frac{E((p_1 - E(p_1)) - (p_2 - E(p_2)))}{\sqrt{E(p_1 - E(p_1))^2} \times \sqrt{E(p_2 - E(p_2))^2}},$$

$$E(p_1) = \frac{1}{m} \sum_{i=1}^{m} p_{1i}, \quad E(p_2) = \frac{1}{m} \sum_{i=1}^{m} p_{2i}$$ (16)
where $p_1$ and $p_2$ are two neighboring pixels and $n = 1000$. Each of the 1000 pairs of adjacent pixels in the original and cipher images was randomly selected and analyzed horizontally, vertically and diagonally. Figure 6 shows the correlation distribution of adjacent pixels for both plain and cipher Lena images, and Table 3 shows their results. Additionally, a comparison is shown in Table 4 between the proposed cryptosystem and related works. According to Table 4, the correlation coefficients for the original images are close to 1, but those for the ciphered images are very close to 0, which means the correlativeness shared between adjacent pixels is extremely rare.

![Correlation distributions](image)

**Figure 6.** Correlation distribution: (a,d) Horizontal distribution in the red channel of the plain and cipher images; (b,e) Vertical distribution in the green channel of the plain and cipher images; (c,f) Diagonal distribution in the blue channel of the plain and cipher images.

| Correlation Factors | Components | Direction of Adjacent Pixels |
|---------------------|------------|------------------------------|
|                     |            | Horizontal       | Vertical     | Diagonal       |
| Plain               | R          | 0.9429           | 0.9741       | 0.9592         |
|                     | G          | 0.9352           | 0.9633       | 0.9410         |
|                     | B          | 0.9179           | 0.9504       | 0.9278         |
| Cipher              | R          | 0.0085           | 0.0015       | −0.0021        |
|                     | G          | −0.0047          | −0.0043      | 0.0035         |
|                     | B          | −0.0013          | 0.0025       | 0.0008         |
Table 4. Correlation coefficients between various encryption schemes and the proposed scheme.

| Algorithm | Direction of Adjacent Pixels | Horizontal | Vertical | Diagonal |
|-----------|-----------------------------|------------|----------|----------|
| Proposed  |                             | 0.0012     | 0.0009   | −0.0003  |
| [48]      |                             | −0.0082    | 0.0118   | −0.0012  |
| [49]      |                             | 0.0019     | 0.0014   | −0.0028  |
| [50]      |                             | 0.0032     | 0.0015   | −0.0018  |
| [51]      |                             | −0.0022    | −0.0010  | 0.0005   |
| [52]      |                             | −0.0031    | 0.0027   | 0.00011  |

5.5. Plaintext Sensitivity

A potential hacker attempts to locate the original image through every means available. In order to do this, we must first modify the original image, followed by encrypting both plain images, and finally finding some correlation between them. For evaluating the impact of changing one pixel in a plain image on an encrypted image, two measures have been developed: NPCR and UACI. The NPCR represents the difference in intensity between plain and cipher images. In contrast, UACI denotes the average intensity of differences between plain and cipher images. They are calculated as follows:

\[
\text{NPCR} = \frac{1}{W \times H} \sum_{i,j} D(a,b) \times 100\% \quad (17)
\]

\[
D(a,b) = \begin{cases} 
1 & \text{if } E(a,b) \neq E'(a,b) \\
0 & \text{if } E(a,b) = E'(a,b) 
\end{cases} \quad (18)
\]

\[
\text{UACI} = \frac{1}{W \times H} \sum_{i,j} \frac{E(a,b) - E'(a,b)}{255} \times 100\% \quad (19)
\]

Both \(E\) and \(E'\) are the cipher images before and after the plain image has been altered by a single pixel. The values of NPCR and UACI’s differential attack metrics are shown in Table 5. According to Table 6, the proposed algorithm is also better than other algorithms for NPCR and UACI for Lena images.

Table 5. Performance of plaintext sensitivity.

| Images    | R (NPCR) | G (NPCR) | B (NPCR) | R (UACI) | G (UACI) | B (UACI) |
|-----------|----------|----------|----------|----------|----------|----------|
| Lena      | 99.6243  | 99.6173  | 99.6292  | 33.4932  | 33.5781  | 33.6019  |
| Baboon    | 99.6182  | 99.6191  | 99.6023  | 33.5354  | 33.4995  | 33.9971  |
| Peppers   | 99.6205  | 99.6301  | 99.6183  | 33.6009  | 33.6053  | 33.4982  |
| House     | 99.6394  | 99.6297  | 99.6136  | 33.9737  | 33.5864  | 33.8654  |

Table 6. Plaintext sensitivity performance compared with previous work.

| Algorithms | Average NPCR | Average UACI |
|------------|--------------|--------------|
| Proposed   | 99.6387      | 33.5498      |
| [48]       | 99.6051      | 33.6019      |
| [49]       | 99.6218      | 33.4294      |
| [50]       | 99.6164      | 33.4809      |
| [51]       | 99.2975      | 33.4650      |
| [52]       | 99.1507      | 33.4380      |
5.6. Information Entropy

Information entropies are judged based on their randomness and predictability according to their entropy. The concept of entropy in information was developed by Shannon as follow

\[ IE(m) = - \frac{1}{2^m-1} \sum_{i=0}^{2^m-1} P(m_i) \log \frac{1}{P(m_i)} \]  

(20)

where \( IE(m) \) represents the information entropy of \( m \), \( P(m_i) \) denotes by the probability of message \( m_i \). When 256 gray values are assigned to an absolutely random image, the maximum information entropy is 8. Entropy always performs better when it is closer to 8 than other values. The values of entropy for our selected images are shown in Table 7.

Lena and Pepper images have an average value close to 8, which is close to the ideal value. Therefore, the proposed scheme is well protected from any entropy attack. Additionally, Table 7 illustrates that under comparable conditions, the proposed scheme performs better results.

**Table 7. Information Entropy.**

| Images               | Lena Image | Pepper Image |
|----------------------|------------|--------------|
|                      | R          | G            | B            | R          | G          | B            |
| Proposed Cryptosystem| 7.9993     | 7.9982       | 7.9975       | 7.9976     | 7.9987     | 7.9991       |
| [48]                 | 7.9981     | 7.9979       | 7.9970       | 7.9962     | 7.9926     | 7.9960       |
| [49]                 | 7.9919     | 7.9914       | 7.9892       | 7.9818     | 7.9971     | 7.9836       |
| [50]                 | 7.9973     | 7.9967       | 7.9873       | 7.9946     | 7.9945     | 7.9966       |

5.7. Data Loss Attacks

It is possible that part of the image will be lost during the transmission. Effective encryption should be able to cope with attacks involving data loss. The data loss from Figure 7a can be observed in the cropped portion of the Baboon ciphered image with size 70 × 180. This algorithm can be used to decrypt ciphertext images with partial loss of data. The decrypted image can be seen in Figure 7c. Clearly, the decrypted image is still so rich in information that it may be easily recognized. This means that the proposed scheme is highly protected against data loss.

**Figure 7.** Data loss attack for Baboon image: (a) Cipher image; (b) Cipher image with a 70 × 180 data loss; (c) Decrypted Baboon image from (b).

5.8. Computational Speed

The most important factor for an image cipher is its speed. The proposed cryptosystem has been developed under Intel (R) Core (TM) i5 CPU 2.7 GHz, 8 GB memory, Windows 10, MATLAB R2018a. A comparison of computational speed of the proposed cryptosystem and different encryption schemes appears in Table 8. The results demonstrate that the proposed system meets real-time performance requirements while being sufficiently fast compared to other schemes.
Table 8. Computational Speed.

| Algorithms Proposed System | [48]  | [49]  | [50]  | [51]  |
|-----------------------------|-------|-------|-------|-------|
| Speed                       | 0.16364 | 2.48231 | 1.53217 | 1.24786 | 0.98517 |

6. Conclusions

In this article, we present a new cryptosystem for correcting errors in color images based on FOHCL and DNA computing through the use of fault tolerance technique. A pseudorandom sequence is generated by the FOHCL that is used throughout the encryption process. It is possible to extend the small variation in one pixel to all other pixels by using simple pixel diffusion. Different types of transformations are performed on different levels of data. Data correction and digital signature are combined to create a fault-tolerant scheme that allows the recipient to verify the sender’s signature while also correcting up to three errors. A comprehensive experiment and a security analysis have revealed that the proposed scheme is highly sensitive to the secret key, has a large key space, as well as the proposed scheme that can resist a number of known attacks, such as brute-force attacks, statistical attacks, differential attacks, data loss attacks and high-speed performance. The results show that a slight change in the secret keys result in very different ciphered images, the correlation coefficient is near to 1 for plain images and close to 0 for cipher images, the plaintext sensitivity is near to the ideal values of NPCR (99.61%) and UACI (33.46%), information entropy achieve ideal values which are close to 8. The decrypted image is still so rich in information even though a part of the image is lost during the transmission, as well as the system being fast in comparison to other schemes. These characteristics indicate that the proposed system is a promising one for image encryption.
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