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Abstract—With the increase in compute nodes in large compute platforms, a proportional increase in node failures will follow. Many application-based checkpoint/restart (C/R) techniques have been proposed for MPI applications to target the reduced mean time between failures. However, rollback as part of the recovery remains a dominant cost even in highly optimised MPI applications employing C/R techniques. Continuing execution past a checkpoint (that is, reducing rollback) is possible in message-passing runtimes, but extremely complex to design and implement. Our work focuses on task-based runtimes, where task dependencies are explicit and message passing is implicit. We see an opportunity for reducing rollback for such runtimes: we explore task dependencies in the rollback, which we call dependency-aware rollback. We expect the dependency-aware rollback to cancel and recompute less tasks in the presence of node failures. We describe, implement and validate the proposed protocol in a simulator, which confirms these expectations. In addition, we consistently observe faster overall execution time for dependency-aware rollback in the presence of faults, despite the fact that reduced task cancellation does not guarantee reduced overall execution time.

Index Terms—Fault Tolerance, Checkpoint/Restart, Asynchronous Many-Tasks Runtimes, Task Dependencies, Discrete-Event Simulator, Stencil Applications

I. INTRODUCTION

It is widely accepted that compute clusters and supercomputers are transitioning towards systems of millions of compute units to satisfy the requirements of compute-intensive parallel scientific applications. With this increase in compute components, a proportional decrease in the Mean-Time-Between-Failure (MTBF) across parallel executions will follow [1], [2], which would make highly scalable parallel application runs infeasible without integrating resilience. A new design of runtimes and resilience protocols is required to address the issue of recovering from failures.

In this manuscript, we design a resilience protocol for recovery from node failures. Such failures are among the most challenging ones to target, since they can not be detected by the failing node. There are two major classes of recovery techniques from node failures, each of them employing a different degree of redundancy. In the presence of sufficient hardware resources, replication (which requires time/space redundancy) could be used so that failures could be masked altogether, often without any runtime overhead. Alternatively, a variety of checkpoint/restart (C/R) strategies can be used [3], [4]; they introduce time redundancy due to the rollback of execution but require fewer additional resources. Our recovery strategy fits into the C/R recovery strategies. However, unlike most of the related work in high-performance computing, we do not design a resilience strategy on top of message-passing libraries. Instead, we build on top of dynamic task-based runtimes. Our requirements on the runtime are as follows:

• Dynamic load balancing strategies, such as task stealing, are preferred
• Task dependencies across a distributed execution are supported
• Global data is migrated transparently by the runtime
• The runtime supports creating partial executions which work on data replicas without affecting global data

As we shall explain, the last requirement is essential if we wish to enable dependency-aware rollback instead of rollbacks to the last checkpoint.

The goal of this work is to design a resilience protocol for checkpoint/restart strategies; ideally, the protocol does show some advantages over existing MPI solutions. Unique to our work, we use task logging, which allows us to reduce the rollback of tasks at each worker during recovery. This scheme can only be applied to task-based distributed systems, where
task dependencies are explicitly defined. We see task logging as the counterpart of message logging for message-passing protocols.

Our use case is an existing recursively decomposed stencil algorithm [5]. We extend the stencil algorithm to distributed executions, while retaining its recursive decomposition scheme. Once a large enough stencil fragment is allocated to a node, further decomposition in shared memory can follow, as done very efficiently by popular implementations like Pochoir [6].

We employ an in-memory neighbor checkpointing scheme we call guard/protectee scheme (similar e.g. to the buddy scheme of Charm++) in our prototype; it is generic and can be used for any application checkpointing scheme.

The novel contributions of this work are:

- A task logging protocol in addition to data checkpointing
- A dependency-aware rollback, based on the task logs and task dependencies provided by any kernel
- A simulator of distributed task-based runtimes for the validation and evaluation of resilience protocols.
- A checkpoint/restart mechanism for distributed execution of stencil codes, influenced by the recursive formulation of stencils in related work

The simulator of the proposed scheme demonstrates reduction in the cancelled tasks for runs with a handful of node failures on hundreds of nodes. This reduction leads to 1.3–18% less aggregated task processing time, and 1–10% faster overall execution time, depending on the frequency of checkpointing.

The paper is organised as follows: In Sect. II we present the related work. In Sect. III we overview the guard-protectee scheme, followed by the checkpoint and task logging in Sect. IV. We introduce the dependency-aware protocol in Sect. V. We then introduce a stencil code (Sect. VI), which serves as a foundation for illustrating the resilience protocol (Sect. VII). We continue by presenting a discrete-event simulator in Sect. VIII and the evaluation it delivers in Sect. IX. We then discuss some issues in Sect. X and conclude the paper in Sect. XI.

II. RELATED WORK

In this section, we first describe the related work in the MPI domain, followed by related work in task-based runtimes. We also list the stencil code used as a case study. We add that our work does not consider downtime, recovery time, or failure during recovery; these have been considered in related work such as [7], [8].

A. MPI Domain

Gamell et al. [9] integrates fault tolerance into a highly scalable MPI-based stencil code implementation called S3D. Their checkpointing scheme uses implicitly coordinated checkpointing, which shows excellent scalability by avoiding global coordination. The background for their checkpointing scheme is the simple and efficient idea of using in-memory checkpointing on peer nodes [2]. The rollback in the S3D code is a classic rollback to the last globally consistent checkpoint. In comparison, we also use in-memory checkpointing, and our checkpointing is also implicitly coordinated. Our checkpoints use a different partitioning scheme; also, in contrast to any MPI solution, we employ task logging, which allows reduced rollback, based on the explicitly defined task dependencies in task-based runtimes. In the MPI domain, reducing rollback is also possible – through uncoordinated checkpointing and message logging. As summarised in a seminal survey paper [3], in message passing “log-based rollback recovery in general enables a system to recover beyond the most recent set of consistent checkpoints”. This is a very challenging task, which often produces the “domino effect” resulting in restarting the entire application. A recent MPI library extension [10] integrates message logging with uncoordinated checkpointing to achieve efficient rollback; as a result, it reduces the number of restarting processes compared to coordinated checkpointing by a factor of 2. We should note that this contribution is rather complex to implement, and applies to a particular class of MPI applications, called send-deterministic applications.

B. Task-Based Runtimes

The short-lived distributed version of Cilk [11], called CilkNOW [12], is an early example of adding fault tolerance for node failures in task-based runtimes. The protocol is based on a centralised master-slave model, and so it differs significantly from the proposed decentralised protocol of this work. More recently, efforts have been made to integrate resilience into task-based languages such as X10 [13], [14], Chapel [15], and Charm++ [16]. By relying on checkpointing, Charm++ FTC and X10-FT are closer related to our work than Chapel, which proposes replication instead. In addition, the Charm++ FTC “buddy” scheme is similar to our guard/protectee scheme. Across all novel schemes, including ours, in-memory checkpointing is assumed.

Leaving checkpointing techniques aside, our recovery scheme is new; we are not aware of existing work in the HPC domain for task-based runtimes employing task dependencies to reduce rollback in case of node failures.

In the domain of task-based graph processing, a similar idea has recently been proposed [18]; the authors implement an efficient “confined recovery” strategy by combining uncoordinated checkpointing and dependency logs. Their results show significant improvement over global rollback.

C. Stencil Kernel

Our use case in prototyping the resilience protocol is a stencil kernel, which is the foundation of various scientific applications. Importantly, we are influenced by the elegant recursive formulation of a stencil kernel [5], which has been efficiently implemented in shared memory in the Pochoir stencil compiler [6].

III. GUARD/PROTECTEE SCHEME

We first present a guard/protectee scheme for all worker nodes, which is generally applicable and essential for the implemented recovery strategies. The background for introducing
a guard/protectee scheme is the simple and efficient idea of using in-memory checkpointing on peer nodes [2].

The guard/protectee scheme is generally applicable for checkpointing schemes, and not limited to stencil codes. It defines:

- the source and target node of a checkpoint
- the source and target of detecting faults, and the responsible node for recovery

In this work we do not deal with detection, however we remark that the guard/protectee scheme can conveniently be combined with a distributed heartbeat protocol implementation. We use the guard/protectee scheme only for checkpointing and recovery in this work. Each worker has a protectee, and a guard; they may or may not be the same, depending on the chosen strategy. For example, in our prototype we employ a ring scheme: All workers have their guard on their right, and their protectee on their left (the first and last worker also being “connected”).

Regardless of the chosen scheme, it always holds for any 2 workers A and B,

\[ \text{guard}(A) = B \iff \text{protectee}(B) = A \]

In this case, A always sends its checkpoints and task logs (we detail them later) on node B.

Logging and checkpointing are blocking on the sender node; a save operation into remote memory needs to complete before continued execution. These operations do not block task processing at the guard node. Therefore, no global coordination is required. The in-memory checkpointing scheme scales to many thousand cores, as demonstrated for a supercomputer setting with an MPI application [2]. Still, in case of memory limitations, persistent storage on disk could be used instead of a guard/protectee scheme.

IV. TASK LOGGING AND DATA CHECKPOINTING

In this section we present an uncoordinated checkpointing protocol, which stores at its guard:

- task logs (application independent)
- data checkpoints (application dependent)

When storing a backup of task closures (we borrow the term from early Cilk prototypes [11]), we use the term task logging. When storing a backup of application-specific data, which is associated to a task, we use the term data checkpoints. Our scheme for task logging and data checkpointing is outlined in Alg. 1.

We do not log or checkpoint tasks at fine-grained levels to reduce overhead. Instead, we only log tasks down to level \( T_L \), the minimal task level at which a worker may steal a task from another node. This task may be further decomposed locally, spawning child tasks for shared-memory processing. For example, this shared-memory fine-grained decomposition may be implemented via Cilk Plus as in our use case [6]. The granularity of \( T_L \) is the responsibility of a distributed scheduler; our resilience strategy uses it, but does not determine its value.

Each worker first fetches the data (Get_Data) and closure (Get_Closure) of a \( T_L \)-level task it steals. This is either a local memory copy, or a network transfer. Task logging is generic, and can be applied to any application kernel implemented via tasks; as we will detail, task logging is required for our dependency-aware rollback, which improves resource utilisation.

Application data checkpoints are needed to support any C/R technique. We denote the chosen checkpoint level with \( T_C \), and we experiment with various such levels. The finest grained checkpoint level is 1, and it means \( T_C = T_L \) (we assume \( T_C \geq T_L \)). Thus, a worker only conditionally checkpoints data, exactly at the entry level of a \( T_C \)-level task. We will detail \( T_C \)-level checkpointing on the example of stencils in Sect. VII-A.

Algorithm 1 Task logging and data checkpointing.

\[
\text{Algorithm 1: Task logging and data checkpointing.}
\]

\[
\text{closure} \leftarrow \text{Get Closure}(t) \\
\text{data} \leftarrow \text{Get Data}(t) \\
\text{if} \ \text{granularity}(t) \geq T_L \ \text{then} \\
\quad \text{SEND_TASK_LOG(closure)} \\
\text{end if} \\
\text{if} \ t \ \text{entry task at} \ T_C \ \text{boundary then} \\
\quad \text{SEND_CHECKPOINT(data)} \\
\text{end if} \\
\text{PROCESS(T)}
\]

V. DEPENDENCY-AWARE RECOVERY

We assume here single-node failure at a time; an extension to multiple node failures is simple, but more costly, and consists of extending the guard-protectee scheme to a multiple guards-multiple protectees scheme. In case of a node failure, in contrast to the uncoordinated checkpoint strategy, the recovery strategy is coordinated and blocking across all workers.

The recovery begins with the guard node fixing the guard/protectee scheme globally. This operation does not require all workers to participate – it updates only the guard, the failed worker’s protectee, and optionally the replacement worker (if one is available). Then, one of two recovery strategies are possible, which we describe and compare accordingly: a standard rollback to the last globally consistent checkpoint, or the proposed dependency-aware rollback.

1) Standard rollback: On each worker cancel all tasks past the last consistent checkpoint and reschedule them. The failed node’s guard also keeps a task set \( L_1 \) of all \( T_L \)-level tasks of the failed protectee, which were started and not backed up. The guard reschedules all of them.

2) Dependency-aware rollback:

- The guard node keeps the described task set \( L_1 \). From \( L_1 \), a task set \( L_2 \) is created, consisting only of the local checkpoint baseline that will produce \( L_1 \). We compute the task set \( L_3 \) as exactly the tasks leading up to the \( L_1 \) tasks from the checkpoint baseline \( L_2 \). We enclose the algorithm in Alg. 2.

- All \( L_3 \) tasks are rescheduled in order to reproduce the failed task again. The distributed runtime is strictly required to run all \( L_3 \) tasks on distinct data replicas.
without affecting the global data. This may be done via special annotation of the associated data to restarted tasks as independent and short-lived global data, which exists until all $L_1$ tasks are restarted.

Algorithm 2 $L_3$: Set of cancelled tasks to recover failed tasks $L_1$
\[
L_3 \leftarrow \emptyset \quad \triangleright L_3 \text{ - tasks to restart}
\]
\[
\text{for } t_1 \in L_1 \text{ do} \quad \triangleright L_1 \text{ - failed tasks}
\]
\[
\text{for } t_2 \in L_2 \text{ do} \quad \triangleright L_2 \text{ - checkpoint baseline}
\]
\[
\text{for } t_3 : \forall \text{ tasks do}
\]
\[
\text{if } t_1 \text{ depends on } t_3 \text{ and } t_3 \text{ depends on } t_2 \text{ then}
\]
\[
L_3 \leftarrow L_3 \cup t_3
\]
\[
\text{end if}
\]
\[
\text{end for}
\]
\[
\text{end for}
\]
\[
\text{end for}
\]
\[
\text{return } L_3
\]

We do not claim or prove in this work that Alg. 2 minimises the number of cancelled tasks. However, the underlying idea is exactly that – to minimise task cancellation across all nodes, based on task dependencies. As we demonstrate in the experimental section on a use case, the dependency-aware rollback meets our expectations; less tasks need to be restarted than in the case of standard rollback to a consistent checkpoint. This immediately translates into better utilisation of compute resources. In general, reduced rollback does not necessarily transfer into faster overall execution time, However, it consistently resulted in faster execution time in our evaluation.

VI. Recursive Decomposition of Stencil Kernel

A. Formulation

A powerful recursive formulation of the stencil has been proposed in earlier work [5]. Our proposed decomposition is a variation on this work. Similar to the original work, we implement each further decomposition as a recursion step in space (space cut) or time dimension (time cut). Due to space constraints, we do not outline the entire algorithm. We restrict this work to one-dimensional stencils. We assume the initial stencil is of rectangular shape (<space, time> dimension input), and gets decomposed with space and time cuts into regular triangular shapes. Once the initial rectangular shape is decomposed into these shapes, a combined space/time cut can happen as illustrated in Fig. 1 decomposing in each step a task into 4 sub-tasks. Once the task granularity is small enough – task level $T_L$ – any further decomposition or processing is subject to the shared-memory implementation within a node. On the example of the Pochoir stencil compiler [6], Cilk Plus provides such an implementation.

B. Task Dependencies

The task dependencies for task stencils are visualised for a trivial 1D stencil in Fig. 2. The dependencies can be formalised as follows:

- Each task of $\triangle$ shape, e.g. $T(1,1)$, depends on exactly one element: $T(t,n) \leftarrow T(t-1,n)$
- Each task of $\triangledown$ shape, e.g. $T(1,2)$, depends on exactly two elements: $T(t,n) \leftarrow T(t,n-1)$ and $T(t,n) \leftarrow T(t,n+1)$

Fig. 1: Decomposition example of tasks into smaller ones

We do not claim or prove in this work that Alg. 2 minimises the number of cancelled tasks. However, the underlying idea is exactly that – to minimise task cancellation across all nodes, based on task dependencies. As we demonstrate in the experimental section on a use case, the dependency-aware rollback meets our expectations; less tasks need to be restarted than in the case of standard rollback to a consistent checkpoint. This immediately translates into better utilisation of compute resources. In general, reduced rollback does not necessarily transfer into faster overall execution time, However, it consistently resulted in faster execution time in our evaluation.

C. Task Closure and Task Data

A task closure contains the information needed for the runtime to schedule task execution. It may contain:

- global task identifier
- task dependencies
- task input arguments

For example, consider task $T(1,1)$ which might have been created by the evaluation of a process_task call in the space range $(1,1)$ and time range $(1,1)$ (Fig. 2).

Its global identifier may be $<ID-1>$, its input arguments $(1,1,1,1)$. Each task is always associated with a fragment of global data (here: the stencil). The global data associated to $T(1,1)$ is not contained in the closure. The body of $T(1,1)$ will update a region of the stencil. The location of this range is managed by the runtime, which fetches it (if needed) from another worker. Message passing takes place transparently to the task body (still, we model it as a network transfer in our evaluation). If task $T(1,2)$ is executed at another worker, the
TABLE I: Checkpoint levels and $T_c/T_L$ triangles

| Checkpoint Level | 1  | 2  | 3  | 4  | 5  | 6  |
|------------------|----|----|----|----|----|----|
| $T_L$-level triangles in a $T_c$ triangle | 1  | 4  | 16 | 64 | 256 | 1024 |
| Local checkpoint count ($T_c$ triangles) for $256^2$ $T_L$-level tasks | 65536 | 16384 | 4096 | 1024 | 256 | 64 |

runtime will transparently fetch the global data associated with it.

VII. RESILIENCE PROTOCOL FOR_STENCIL CODES

A. Stencil-Specific Data Checkpoints

In this section, we outline a novel checkpointing scheme for stencil codes, which differs from existing checkpointing schemes based on iterative methods. Existing schemes rely on periodic checkpointing in time. The proposed scheme in our work is the recursive decomposition of a stencils for shared memory [5]. However, since it simply partitions the task set into checkpoint tasks and regular tasks, it can probably be applied to iterative kernels as well. There is a strong motivation for our scheme: it allows for a very fine granularity, which is increasingly important in C/R techniques, due to the lower cost of in-memory checkpointing. The finest-grained checkpoint level is $T_L$ – the level of task logging. The next level, checkpoint level 2, includes 4 $T_L$ triangles, and is illustrated in Fig. 3. Visually, the checkpoints are the “lower” entry lines of the $T_c$ triangles (since computation progresses vertically from bottom to top). The upper limit to the granularity of data checkpoints is the time or space dimension. For checkpoint levels 1–6 and a 256x256 time/space grid, we list $T_c$ and $T_L$ characteristics in Table I. We remark that the data checkpoint technique for the stencil kernel cannot be generalised due to the application-specific nature of globally consistent data checkpoints. There is an important difference to iterative approaches in the proposed stencil checkpointing scheme:

- Existing iterative checkpointing schemes use the global time line for periodic checkpointing
- Our scheme uses $T_c$-level triangles as boundaries of local checkpoints

The illustrated segment in Fig. 3 has 2 $T_c$-level checkpoints: $T_1$’s entry boundary, which includes the global data associated to $T(1, 1)$ and $T(1, 3)$; $T_2$’s entry boundary, which includes the global data associated to $T(2, 3)$, $T(1, 4)$ and $T(2, 5)$. Of course, larger granularity means less tasks need to be checkpointed in comparison to the total task count.

The checkpointing scheme is efficient at runtime, and efficient in its buffer requirements. Due to the existing stencil dependencies, it is sufficient to use double buffering at each worker. We store at most one complete and one incomplete checkpoint of a piece of global data at a time.

B. Illustrating Dependency-Aware Recovery

On the example of the stencil kernel, the dependency-aware rollback can be easily illustrated. We play through the C/R protocol with dependency-aware rollback for any of the scheduling sequences shown in Fig. 4 using 2 workers. The failed, complete, and cancelled tasks, are illustrated accordingly in Fig. 4 (below). We assume the second worker fails during processing of task $T(2, 5)$. We use terminology for the dependency-aware rollback as in Alg. 2.

W2 crashes while processing $T(2, 5)$. The failure is eventually detected and broadcast to all workers. W1 decides a worker W3 from a pool may join, and fixes the guard/protectee scheme in sync with W3. W1 then establishes that $L_1 = \{T(2, 3), T(1, 4), T(2, 5)\}$. W1 has task set $L_2 = \{T(1, 4), T(2, 4), T(2, 5)\}$, all successfully initiated on W2. It evaluates the dependencies and generates the list of tasks to cancel and restart as $L_3 = \{T(1, 4), T(2, 4), T(2, 5)\}$ (cancelled tasks marked in yellow, failed task in red in Fig. 5). No other tasks are restarted, since no other dependencies exist. $T(2, 3)$ on W1 never was initiated, so it needs no rescheduling. All $L_3$ restart tasks are cancelled and recomputed from the consistent checkpoint, with an annotated distinct replica of the global data, until they satisfy the $T(2, 5)$ dependencies.

The example illustrates clearly that a global rollback to a checkpoint is not needed, and this can be established through the task dependencies.

VIII. RESILIENCE SIMULATOR RS

We have implemented in Python a discrete-event simulator called RS (The code is open sourced under [19]). A discrete-event simulator has some desirable properties which reduce
the complexity of experiments. For example, we control and can reproduce varying settings. Also, the entire overhead in handling resilience (e.g., management of task queues or synchronisation of tasks) does not affect the simulated runtime. This allows to observe the effect of failures and recovery in a more controlled environment.

Besides the technical reasons for using a discrete-event simulator, there are two main reasons behind this development:

- It is challenging to verify the correctness of a resilience protocol for task-based runtimes. Due to the potential dynamic load balancing of tasks, and the task dependencies, various scheduling policies are possible. This becomes extremely complex once critical failures are introduced. A simulator can validate the resilience protocol is correctly implemented, and that the recovery results in the completion of all tasks.
- It is difficult to provide any performance analysis of task-based runtimes in the presence of faults. The simulator can provide experimental insights into performance-related questions, including in relation to optimal checkpointing (see Sect. V).

We depend on SimPy [20], a process-based discrete-event simulation framework based on standard Python and its generator functions. Some of the main features of RS include:

- many-worker runs
- parallel list processing as approximation for work stealing
- support for various application kernels (including the 1D stencil kernel)
- support for various scheduling policies
- various checkpointing policies
- failure and recovery scenarios

The main scenario we target in this work is the simulation of a distributed system of workers which can process tasks using work stealing, or similar dynamic approaches; the workers may experience node failures after which they need to recover via checkpoint/restart techniques. In this section we summarise the implementation of the simulator.

A. Worker

The worker class models the behaviour of each worker node. The main task of a worker is to steal and process tasks, and in addition to implement resilience policies. One part of resilience is the consistent guard/protectee scheme. Another part is the checkpoint/restart policy.

Each worker processes tasks from a global queue by simply calling generic methods like process, which hide their kernel-specific logic in an implementation of the abstract WorkItem class. The Worker logic is entirely decoupled from the underlying task implementation. A worker also periodically checkpoints tasks.

Failures are triggered as interrupts of SimPy processes, and can be gracefully handled by each surviving worker in the exception handling block (which simply calls the function recover). The two implemented recovery methods are central to this work, and detailed in Sect. V.

B. Queue and Scheduling Policies

Tasks are inserted into a global queue. SimPy provides resources with a specified capacity. We set the worker count to be the capacity; this enables all worker to process 1 task each, in parallel. We use this as an approximation of work stealing. We remark that in real work stealing approaches, each worker manages its own task queue; we oversimplify this concept, since the global queue abstracts away the entire synchronisation enabling work stealing between workers.

The scheduling policy is extremely important in any task-based distributed runtime. We only provide one scheduling policy which is tailored to the stencil kernel. We do this in order to guarantee an efficient processing of stencil $T_L$-level tasks, at the same time avoiding a potential deadlock. All tasks are modelled as $T_L$-level tasks. The stencil-specific scheduling policy is as follows:

```plaintext
for $t$ in 0 . . . max-time do
    Append all △ shape $T_L$-level tasks of time step $t$
    Append all ▽ shape $T_L$-level tasks of time step $t$
end for
```

On the example of Fig. 2 tasks $T(1,1)$, $T(1,3)$, $T(1,5)$ are added before $T(1,2)$, $T(1,4)$. We were unable to devise a more efficient deadlock-free scheduling policy for stencils; a scheme employing a depth-first version was also tested, and delivered worse performance.

Independent of the scheme, the tasks are processed by workers in a FIFO order, each worker removing the first task from the queue once it has no work; it processes it only after the task dependencies have been resolved.

Importantly, each cancelled task is rescheduled into the global queue following the above logic to avoid deadlocks.

C. WorkItem Implementations

The WorkItem class is virtual, and each kernel needs to implement:

- the duration of tasks
- task dependencies

---

**Fig. 5:** Illustration of reduced rollback for the 2 alternative checkpoint boundaries. Cancelled tasks (in yellow) can reproduce the failed tasks (in red). No other complete tasks (in green), or scheduled tasks (in grey) need to be cancelled.
• the consistency of a checkpoint

All task dependencies are observed. A task may only be processed if its dependency tasks are completed. There are two possible implementations of this concept in SimPy – signalling and busy waiting. In this work, we use busy waiting at each worker to check when the dependent tasks are complete.

A checkpointing implementation cannot be generalised in our view; a checkpoint and its consistency always remains kernel-specific, and depends on how each kernel manages its data. One of the most difficult implementation aspects was in fact the stencil-specific checkpoint policy, and the model of a consistent global checkpoint. The main difficulty here is that the simulator is oblivious of any data. Therefore, it requires tedious debugging and verification to ensure that the logic of local and global consistent checkpoints is correct. In contrast to that, the task dependencies are easier to verify, and the simulator guarantees that they are always met. This verification is very important, since apart from the global consistent checkpoint, we encountered two major issues when implementing a resilience protocol incorrectly: hanging execution or end of execution without successful task completion.

The task processing, as well as data transfers or checkpoints in the simulator, are all timeouts of specified duration, as specified in the configuration file.

D. Configuration File

The simulator reads a configuration file as follows:

```
[GENERAL]
Kernel= Stencil
WorkerCount = <WC>
CheckpointLevel = <CP>
Checkpoint = Y|N
Recovery = Default|Dependency
Fail = Y|N
MTBF = <MTBF>
Seed = <Random-Seed>
Scheduler= Horizontal
[Stencil]
BackupCost = 0.0013
ProcessCost = 7.1
StencilSize = 128
Timesteps = 128
```

The Kernel option specifies which kernel should be used, reading its corresponding configuration block. Sect. IX explains how we derive the values for processing a task (ProcessCost), and for transferring/checkpointing a task (BackupCost). A non-uniform task duration is possible, but not implemented in this work. The checkpoint level is detailed in Sect. VII. The recovery methods can be default recovery (from latest checkpoint), or our proposed dependency-aware recovery. The MTBF option is the Mean-Time-Between-Failures, which we implement as a pseudo-random (using a specified random seed) generation of worker failures during execution, based on the Poisson distribution. The only currently supported scheduling policy is explained in Sect. VIII-B.

IX. Evaluation

We detail what reference values we use for the simulation experiments. All of these are derived from shared memory or cluster settings:

• We perform Pochoir benchmarks on a state-of-the-art server to set the duration of each $T_L$-level task. We use Pochoir since it provides various stencil codes of different dimensions, and since our recursive decomposition is a natural extension of this approach for distributed systems. We assume that the stencil code benchmarks (their runtimes are always in the order of few seconds) can be used as a reference for $T_L$-level tasks.

• We estimate the communication cost of stencil data, and use it to model both data exchange and data checkpointing. Results from S3D [9] demonstrate that the network transfer is the main cost in the checkpointing phase. We use a point-to-point throughput of 10 Gbps (representative for point-to-point communication on 10 GigE or Infiniband networks) as reference value. We do not assume congestion in this work, since (a) we use uncoordinated checkpointing, and (b) various modern interconnects avoid congestion for multiple point-to-point channels.

A. 1D Stencil via Pochoir

1) Processing Duration: We benchmark one of the Pochoir kernels, a 1D stencil, `heat_1D_NP`, with dimensions 200K cells and 200K time steps; we assume one such computation to represent an element of level $T_L$. We use a single-socket 16-core Xeon server, with a E5-2683 v4 processor and 2.1 GHz frequency, 40 MB LLC, and 256 GB RAM. It takes $\approx 7.1$ seconds to run the 200K x 200K kernel on all cores, with $\approx 5.18$ time speedup compared to single-core execution.

2) Exchange/Checkpoint Duration: We approximate the communication and checkpoint cost by first computing the data size to checkpoint as $200K$ elements of type double, or 1.6MB. For 10 Gbps throughput, this results in 0.00128s seconds per exchange/checkpoint (excluding latency). To include the memory copy overhead at the remote node (which is an order of magnitude quicker), and the latency, we round up the estimate to 0.0013s (1.3 milliseconds).

B. Strong Scaling

We first perform a few experiments to demonstrate the parallelization of task processing in the simulator. We simulate a 128 array x 128 time step grid, or $128^2T_L$-level task execution. We arbitrarily set a 5 second duration per $T_L$-level task; the outlined scheduling policy is used, and checkpointing or failures are disabled. Fig. shows the strong scaling capabilities of the simulator for a stencil kernel. The experiments confirm the expectations. Up to 128 workers, we observe ideal speedup. For further increase, parallelization decreases and stalls due to the task dependencies, which force workers to wait. We also measure fairness between workers, which is ideal, each worker processing the exact same number of tasks.
This is not surprising, since SimPy provides a semaphore which gives each worker a fair share of work.

C. Comparison Between Default Rollback and Dependency-Aware Rollback

The simulator allows us to compare various aspects of the major two rollback strategies described in Sect. \textit{V}: the default rollback to the last consistent checkpoint, and the dependency-aware rollback.

We show results for $256^2 T_L$-level tasks, i.e. 256 $T_L$-sized stencils, and 256 time steps. We vary the checkpoint level $T_C$. We use 128 worker nodes. The used duration of a task and network transfer cost (equal to the checkpoint duration) are 7.1 seconds, and 1.3 milliseconds.

We set the MTBF to 30 minutes, using Poisson distribution to generate faults throughout the execution. We use the same random seed across all experiments so that we compare runs under identical and reproducible failure scenarios. We opt for the immediate replacement of a failed node by a new node. We do not model the delay in detecting a failure, and in introducing a new node. The recovery via rollback introduces recomputing of tasks, which is reflected in our evaluation.

For these settings, a run takes between 3600 and 4800 seconds to process all $256^2 T_L$-level tasks. 4 or 5 faults (an extra fault is generated for longer runs) are generated at random but reproducible times. Fig. 7 (top) shows the cancelled tasks for both strategies, Fig. 7 (below) shows the aggregate processing time, for varying checkpoint levels. When a fine-grained checkpointing is used ($T_C = 1$), the advantage of dependency-aware rollback is marginal, with 1.3% less aggregated task processing. This is intuitively clear: if we checkpoint often, we perform a minimal rollback even for the default strategy, and we reduce the margin to the intelligent recovery via dependency-aware rollback. When using coarser checkpoint granularity, we gain in the dependency-aware rollback, since we cancel fewer tasks within a $T_C$-level triangle; we only cancel the tasks needed to reproduce the failed tasks. For checkpoint level 6, the most infrequent checkpointing level, the aggregated processing time is reduced by 16% with the dependency-aware rollback. Fig. 7 (below) shows how this difference in cancelled tasks directly translates in reduced processing time (aggregated across all workers).

D. Overall Runtime and Profiling

Reducing rollback of tasks reduces the use of CPU compute time, since we reduce the duplication of work (see Fig. 7). This is always beneficial for utilisation, and energy efficiency, of computation. However, reduced rollback does not have to reduce overall execution time. In our experiments, overall execution time was indeed reduced consistently for the entire range of checkpoint levels. The results are shown in Fig. 8 and use the same settings described in previous section. We gain 1% in overall execution time with checkpoint level 1 (most frequent), and 10% with checkpoint level 6 (least frequent tested). Overall, checkpointing as frequently as possible is recommended for 1D stencils. This is in part due to the very efficient in-memory checkpointing using a peer node (e.g. Gamell et. al. \cite{9} conclude that an MPI stencil code is optimally checkpointed every 4 iteration steps even for supercomputer runs). Another reason for our minimal checkpoint duration is the small amount of data to checkpoint for the one-dimensional case. A higher stencil dimensions would produce more interesting results, but is harder to illustrate and implement.
Fig. 8: Overall execution time: Reduced rollback translates in reduced overall execution time in our evaluation.

We also profiled simulation runs to understand where time is spent throughout an execution for each of the implemented rollback strategies. We used the previous setting of $256^2 T_L$-level tasks, and we take a snapshot for checkpoint level 6, and 5 total node failures, for a default rollback, and a dependency-aware rollback. We enclose the results in Fig. 9 as pie charts. The different phases are aggregated from all workers. As expected, processing tasks take the majority of execution time across both cases. For both cases, checkpointing takes close to 0%, due to the small size of checkpointed array (1.6MB), and its very efficient checkpointing at its guard node. The interesting results are the time spent in processing cancelled and recomputed tasks, and the time spent waiting on tasks. As confirmed in previous sections, dependency-aware rollback spends only a fraction of the time in processing cancelled tasks, because there are fewer of them. The interesting finding here is that dependency-aware rollback spends a lot more time waiting on tasks to complete. The reader may consider that each cancelled task may have one of two opposing effects:

- The recomputing of any already computed task may deteriorate overall runtime
- However, the cancellation and recomputing of a task, while wasteful, may improve overall runtime. Instead of being idle, a processor may then accelerate the recompute of failed tasks

The last observation explains why more time is wasted in waiting on incomplete tasks for dependency-aware rollback.

Fig. 9: Pie charts profiling a distributed execution with failures. $256^2 T_L$-level tasks, 5 random node failures in each run. Above: Default rollback. Below: Dependency-aware rollback.

X. DISCUSSION ON YOUNG/DALY FORMULA

We performed extended experiments with varying checkpoint levels in our evaluation. This may seem unnecessary to a fault tolerance expert in MPI applications; after all, the Young/Daly formula [21]. [7] is well established for finding the optimal checkpointing interval. It has been verified, both theoretically and practically, to provide an optimal interval when running well structured MPI codes with traditional coordinated checkpointing approaches.

Unfortunately, there are a number of issues when applying this formula for dynamic task-based runtimes. It is derived based on some assumptions:

- The checkpoint duration and checkpoint intervals are assumed to be constant throughout the execution.
- In his study of optimal restart intervals, Daly assumes rollback to the last consistent checkpoint.

Unfortunately, none of these assumptions holds. The former assumption is generally not true for dynamic task-based runtimes. For example, we have illustrated the variable checkpointing duration in Fig. 4 for two marginally different schedules of task processing. A large number of policies are sensible for task-based runtimes, potentially resulting in varying duration of both processing and checkpointing of tasks. On the other hand, the latter assumption is not true for dependency-aware rollback, which does not restart all tasks from the last global checkpoint. It is an open question if Young/Daly formula is accurate for dynamic task-based
runtimes. We do not answer this question in this work.

XI. CONCLUSION AND FUTURE WORK

In this work, we introduced task logging into task-based runtimes, and integrated it into state-of-the-art checkpoint/restart mechanisms. This allowed us to propose a dependency-aware rollback mechanism, which cancels a significantly smaller number of tasks during recovery from node failures. The proposed reduced rollback strategy translated, as expected, into proportionally less computed tasks. For the kernel runs 4 to 5 node failures per run, we gain between 1.3% (very frequent checkpointing) and 16% (infrequent checkpointing) in aggregated processing time. Somewhat less intuitive is the fact that the overall runtime, when employing dependency-aware recovery, was consistently faster than in the case of default rollbacks, with overall time reduction between 1% and 10%, once again depending on the frequency of checkpointing. This is a surprising positive result, since we naturally observe that reduced rollback leads to more tasks being idle during execution. To demonstrate the dependency-aware rollback, we used a stencil kernel, and implemented an intelligent and fine-grained checkpoint policy for this kernel. We implemented the entire protocol in a simulator, which provided our evaluation.

The bulk of our future work is in fully implementing the proposed resilience protocol within the asynchronous global address space runtime HPX [22]. This implies some extensions to the runtime, such as the support for annotated data during the recomputing of tasks, which does not interfere with global data. We also plan to design an efficient implementation of Alg. 2 in HPX; we believe application-specific optimisation can be explored per use case, reducing the overhead of computing the set of restarted tasks. We also plan to study how close Young/Daly formula is to the optimal checkpointing interval in the context of load balancing runtimes, such as HPX.
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