Research Article

Current Prediction-Based Three-Vector Voltage Optimization System for the Induction Motor with Current Static Error Correction

Li Haixia and Lin Jican

Department of Mechanical and Control Engineering, Guilin University of Technology, Guilin, Guangxi, China

Correspondence should be addressed to Lin Jican; 506912843@qq.com

Received 1 July 2020; Revised 2 August 2020; Accepted 5 August 2020; Published 29 August 2020

Academic Editor: José Domingo Álvarez

Copyright © 2020 Li Haixia and Lin Jican. This is an open access article distributed under the Creative Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

In the present study, the current control method of the model predictive control is applied to the field-oriented control induction motor. The augmentation model of the motor is initially established based on the stator current equation, which performs the current predictive control and formulates the new cost function by means of tracking error. Then, the influence of parameter error on the current control stability in the prediction model is analysed, and the current static error is corrected according to the correlation between the input and feedback. Finally, a simple and effective three-vector control strategy is proposed. Moreover, three adjacent basic voltage vectors are utilized, and then six candidate voltage vectors are synthesized in each sector to replace eight basic voltage vectors in the conventional model predictive control (MPC). The obtained results show that synthesized vectors, which have arbitrary amplitude and direction, significantly expand the coverage of the system’s control set, reduce the torque and flux pulsation in the conventional MPC, and improve the steady-state performance of the system. Finally, the dSPACE platform is employed to validate the performed experiment. It is concluded that the proposed method can reduce the torque and flux pulse, perform the induction motor current control, and improve the steady-state performance of the system.

1. Introduction

Induction motors consume low power, while they have reliable performance. Therefore, this type of electrical equipment has been widely applied almost in all industries. With the help of the field-oriented control (FOC) [1], the decoupling speed-governing strategy, also known as the vector control, can be applied to perform the decoupling control on the motor flux and torque. In this strategy, the decoupling control on motor flux and torque is realized through controlling the flux and torque components of stator current. Therefore, defining the rotor flux and current control is of significant importance in the FOC. In order to ensure that the motor current can strictly follow the given changes, while preserving the rapidity and stability in the operation, the motor current component is controlled through the proportional integral (PI) regulator under the synchronous shaft system in the FOC. Therefore, the controlled object can be transformed from an alternating current component to a direct current component, thereby simplifying the control. Reviewing the literature indicates that with the increase of the complexity of the polyphase motor system and the development of microprocessors, the model predictive control (MPC) [2] has attracted increasing attention, where the optimal execution variable is calculated based on the operation of the future system behavior.

The finite control set MPC (FCS-MPC) [3] is a modified member in the MPC, which is an alternative solution in the control of the power converter and driver. The core idea of this scheme is to select the voltage vector based on minimizing a single cost function, which is characterized by the
rapid response and easy handling of nonlinear constraints [4]. Compared with the conventional vector current loop PI control, FCS-MPC used in the current loop of vector control has a better dynamic response and it relatively decreases the current harmonic component [5, 6].

The accurate model parameters are required in the model predictive current control (MPCC) of the motor. However, errors always exist in measuring the resistance, inductance, and other parameters. More specifically, the motor inductance changes in the working condition, and the saturation characteristic of the motor inductance leads to error between the model parameter and the actual value for large loads so that the current control oscillates or generates static error [7]. Therefore, Niu et al. [8] proposed the robust control method to solve the system oscillation, caused by too large inductance parameters. However, they ignored the influence of inductance parameter error on the current static error. Wang et al. [9] proposed the model reference adaptive control. They identified the inductance and other parameters online. However, studies show that the proposed model requires a large amount of system resource. Therefore, the correction of current static error is still a problem of current control that should be solved in the MPCC.

Meanwhile, different schemes have been proposed so far to improve the stability of the MPC system. Increasing the number of alternative vectors [10, 11], adjusting the voltage vector magnitude [12], and expanding the voltage vector direction [13, 14] are proposed in this regard. In order to find alternative methods for the vector optimization, Xia et al. [10] combined two adjacent effective voltages into one virtual voltage vector in the eight-vector six-sector region. They applied the six basic voltage vectors, thereby obtaining 12 alternative voltage vectors. Studies showed that despite the increased voltage vector, the system improvement effect is not obvious. Hassine et al. [11] added six virtual voltage vectors and one zero voltage vector and obtained 19 alternative voltage vectors in total. However, the optimization is required for 10 times so that the calculation expanse increases during the sampling period. Zhang et al. [15] proposed the three-vector scheme to reduce the torque and flux pulse. However, the first voltage vector applied in the next control cycle is confined to the last vector voltage applied in the previous cycle.

Considering the aforementioned problems, it is intended to propose a new cost function for error tracking based on the predictive control model. Meanwhile, the influence of parameter error on the current control stability will be analysed, and the quantitative relation between the static error of current command and actual feedback and the model parameter error will be derived [16]. It is expected to effectively reduce the current static error. Finally, an intuitive and effective three-vector strategy will be proposed. In each control cycle, three voltage vectors, including two active voltage vectors and one zero voltage vector, are applied. All vectors are adjacent so that the control strategy can be intuitively and simply realized. Based on the predictive control principle, it is expected that duration of the voltage vector can be determined so that the complexity, computation amount of the algorithm, and corresponding torque and flux pulses decrease.

2. Mathematical Model of Induction Motor

The mathematical model of induction motor can be described as follows [17]:

\[
\begin{align*}
\vec{u}_s &= R_s \vec{i}_s + \frac{d\vec{\psi}_s}{dt}, \\
0 &= R_r \vec{i}_r + \frac{d\vec{\psi}_r}{dt} - j\omega_s \vec{\psi}_r, \\
\vec{\psi}_s &= L_s \vec{i}_s + L_m \vec{i}_r, \\
\vec{\psi}_r &= L_m \vec{i}_s + L_r \vec{i}_r, \\
T_e &= \frac{3}{2}n_p \{\vec{\psi}_s \otimes \vec{i}_r\},
\end{align*}
\]

where \(\vec{u}_s\) and \(\vec{i}_s\) are the stator voltage and current vector, \(\vec{\psi}_s\) and \(\vec{\psi}_r\) are the flux vectors of stator and rotor, \(L_m\) is the inductance between the stator and rotor, \(L_{sr}\) is the rotor/stator self-inductance, \(R_{s(r)}\) is the rotor/stator resistance, \(\omega_s\) is the rotor electrical angular velocity, \(n_p\) is the number of motor pole pairs, \(T_e\) is the electromagnetic torque, and \(\otimes\) is the Kronecker product.

According to the above formula, the stator current can be described as follows:

\[
\begin{align*}
i_s &= -\frac{1}{R_s} \left( L_s \frac{di_s}{dt} - k_s \left( \frac{1}{L_r} - j \cdot \omega_s \right) \vec{\psi}_r - \vec{u}_s \right), \\
i_{sa} &= -\frac{R_s}{L_o} i_{sa} + \frac{k_s}{L_s L_o} \psi_{ra} + \frac{k_s}{L_o} \omega_s \psi_{rb} + \frac{1}{L_o} i_{sa}, \\
i_{sb} &= -\frac{R_s}{L_o} i_{sb} + \frac{k_s}{L_s L_o} \psi_{rb} - \frac{k_s}{L_o} \omega_s \psi_{ra} + \frac{1}{L_o} i_{sb},
\end{align*}
\]

where \(R_s = R_s + k_s^2 R_s\), \(L_o = \sigma L_s\), \(k_s = L_m/L_s\), \(\sigma = 1 - L_m^2/L_s L_r\), \(T_r = L_r/R_s\), and the subscripts \(a\beta\) correspond to the components on the stationary coordinate axis. According to the forward Euler formula \(dx/dt \approx [x((k+1)Ts) - x(kTs)]/Ts\), formulas (1) and (6) can be discretized as follows:
\begin{align}
\vec{\psi}_s(k + 1) &= \vec{\psi}_s(k) + T_s \cdot \vec{u}_s(k) - R_s T_s \cdot \vec{i}_s(k), \\
\vec{i}_s(k + 1) &= \left(1 - \frac{T_s}{\tau_s}\right) \cdot \vec{i}_s(k) + \frac{T_s}{\tau_s} \cdot R_s \left[\frac{k_r}{T_r} - k_r j \cdot \omega_r(k)\right] \cdot \vec{\psi}_s(k) + \vec{u}_s(k), \\
i_{sa}(k + 1) &= \left(1 - \frac{R_s T_s}{L_s}\right) \cdot i_{sa}(k) + \frac{T_s k_r}{L_s} \cdot \psi_{ra}(k) + \frac{T_s}{L_s} \cdot \omega_r(k) \cdot \psi_{ra}(k) + \frac{T_s}{L_s} \cdot u_{sa}(k), \\
i_{sb}(k + 1) &= \left(1 - \frac{R_s T_s}{L_s}\right) \cdot i_{sb}(k) + \frac{T_s k_r}{L_s} \cdot \psi_{rb}(k) + \frac{T_s}{L_s} \cdot \omega_r(k) \cdot \psi_{rb}(k) + \frac{T_s}{L_s} \cdot u_{sb}(k),
\end{align}

where \( \tau_s = L_s / R_s, T_s \) is the sampling time and \( \vec{u}_s(k) \) is the voltage vector.

With \( \vec{\psi}_s(k + 1) \) and \( \vec{i}_s(k + 1) \), the rotor flux at \((k + 1)\)th instant can be calculated.

\begin{equation}
\vec{\psi}_r(k + 1) = \frac{L_m}{L_m} \vec{\psi}_s(k + 1) + \vec{i}_s(k + 1) \left( \frac{L_m - L_s}{L_m} \right).
\end{equation}

3.3. MPCC System Structure. The predictive current is controlled within a fixed sampling period. Moreover, the current error vector trend is simulated through finite switch states produced by the converter and the system model at different switch states. In the actual control, the sampling current obtained in the outer loop is compared with the predicted value in the next sampling time, and the optimal control voltage and the output voltage space vector are selected accordingly. Figure 1 illustrates the flowchart of the proposed system.

The space vector can be expressed in the form below:

\begin{equation}
u_c = \frac{2}{3} \left( u_{sa} + \lambda u_{sb} + \lambda^2 u_{sc} \right),
\end{equation}

where \( \lambda = e^{j2\pi/3}, \lambda^2 = e^{j4\pi/3} \), and \( u_{sa}, u_{sb}, \) and \( u_{sc} \) are input voltages. The switch state of converter depends on the gate-level signals \( S_a, S_b, \) and \( S_c \). More specifically, \( S_x(a, b, c) = 1 \) indicates that upper and lower gates are open and closed, respectively. Moreover, \( S_x(z(a, b, c)) = 0 \) indicates that the upper and lower gates are closed and open, respectively. There are 8 switch states in total. Subsequently, a total of 8 voltage vectors are considered in the combination of gate-level signals.

\begin{align}
\alpha(k + 2) &= i_{sa}(k + 2) = \left(1 - \frac{R_s T_s}{L_s}\right) i_{sa}(k + 1) + \frac{T_s k_r}{L_s} \psi_{ra}(k + 1) + \frac{T_s}{L_s} \omega_r(k + 1) \psi_{ra}(k + 1) + \frac{T_s}{L_s} u_{sa}(k + 1), \\
\beta(k + 2) &= i_{sb}(k + 2) = \left(1 - \frac{R_s T_s}{L_s}\right) i_{sb}(k + 1) + \frac{T_s k_r}{L_s} \psi_{rb}(k + 1) - \frac{T_s}{L_s} \omega_r(k + 1) \psi_{rb}(k + 1) + \frac{T_s}{L_s} u_{sb}(k + 1).
\end{align}

3.2. Optimization of Cost Function \( g \). \( \alpha \) and \( \beta \) are defined as the real part and imaginary part of current vector \( i(k + 1) \), and \( \alpha^* \) and \( \beta^* \) are defined as the real part and imaginary part of the given current vector. In order to minimize the tracking error of current vector, two components of current in \( \alpha \beta \) coordinate system are used as the reference of new cost function in this paper.

\begin{equation}
g_1 = |\alpha^* - \alpha(k + 1)| + |\beta^* - \beta(k + 1)|,
\end{equation}

where \( \alpha(k + 1) \) and \( \beta(k + 1) \) are the given current values at \((k + 1)\)th instant in the \( \alpha \beta \) coordinate system.

A large number of calculations are needed in the digital implementation process based on MPC, leading to time delay in the drive [18, 19]. As a result, the system performance will be deteriorated. To eliminate the delay in digital control, the cost function \( g \) should be minimized, so a new cost function was introduced:

\begin{equation}
g_2 = |\alpha^* - \alpha(k + 2)| + |\beta^* - \beta(k + 2)|,
\end{equation}

where \( \alpha(k + 2) \) and \( \beta(k + 2) \) are the given current values at \((k + 2)\)th instant in the \( \alpha \beta \) coordinate system.

Firstly, \( \alpha^* \) and \( \beta^* \) at \((k + 2)\)th instant should be determined. Since the sampling frequency is much higher than the frequencies of the reference signals, it can be considered \( \alpha^* \) and \( \beta^* \) at \((k + 2)\)th instant are approximately equal to the present values, i.e., \( \alpha^* (k) \approx \alpha^* (k + 1) \approx \alpha^* (k + 2) \) and \( \beta^* (k) \approx \beta^* (k + 1) \approx \beta^* (k + 2) \).

Secondly, estimate the predicted stator current according to (8) based on the voltage vector \( \vec{u}_s(k) \) determined in the previous control period. Then, \( \alpha(k + 2) \) and \( \beta(k + 2) \) can be simply predicted as
The mechanical constant of rotor is much larger than the sampling time, so $\omega_r(k) = \omega_r(k+1)$ can be approximately obtained.

3.3. Correction of Current Static Error. In order to correct the current static error, equation (8) can be transformed as follows:

\[
\begin{aligned}
&u_{sa}(k) = \frac{L_o}{T_s} i_{sa}^*(k + 1) + \left( R_o - \frac{L_o}{T_s} \right) i_{sa}(k) - \frac{k_{\sigma}}{L_r} \psi_{ra}(k) - k_s \omega_r(k) \psi_{ib}(k), \\
&u_{sb}(k) = \frac{L_o}{T_s} i_{sb}^*(k + 1) + \left( R_o - \frac{L_o}{T_s} \right) i_{sb}(k) - \frac{k_{\sigma}}{L_r} \psi_{rb}(k) - k_s \omega_r(k) \psi_{ia}(k).
\end{aligned}
\]  
\tag{14}

Equation (14) indicates that the current static error may be originated from three components $L_o$, $R_o$, and $k_r$. Therefore, these components are analysed.

3.3.1. Investigating the Influence of Parameter Error $L_o$ on Static Error. Assuming that there is an error $L_o^\prime$ in the current predictive control, $L_o^\prime$ and $L_o$ are defined as the motor inductance parameter in the controller and the actual motor inductance parameter, respectively. Then, the parameter error is defined as the difference between actual parameter and parameter in the controller. Substituting $L_o^\prime$ for $L_o$ into equation (14) yields the following expression:

\[
\begin{aligned}
&u_{sa}^*(k) = \frac{L_o^\prime}{T_s} i_{sa}^*(k + 1) + \left( R_o - \frac{L_o^\prime}{T_s} \right) i_{sa}(k) - \frac{k_{\sigma}}{L_r} \psi_{ra}(k) - k_s \omega_r(k) \psi_{ib}(k), \\
&u_{sb}^*(k) = \frac{L_o^\prime}{T_s} i_{sb}^*(k + 1) + \left( R_o - \frac{L_o^\prime}{T_s} \right) i_{sb}(k) - \frac{k_{\sigma}}{L_r} \psi_{rb}(k) - k_s \omega_r(k) \psi_{ia}(k).
\end{aligned}
\]  
\tag{15}

Since the expression for $\alpha$ and $\beta$ axes is similar, parameters on one axis are analysed. For example, the superscript $\ast$ on $\alpha$ axis is a given value. Since $u_{sa}(k) = u_{sa}^*(k)$, equation (16) can be simplified based on equations (14) and (15):

\[
\begin{aligned}
i_{sa}(k + 1) &= \frac{L_o^\prime}{L_o} i_{sa}^*(k + 1) + \frac{L_o - L_o^\prime}{L_o} i_{sa}(k).
\end{aligned}
\]  
\tag{16}

Convert equation (16) to $Z$-discrete domain transfer function:

\[
\begin{aligned}
i_{sa}^*(z) = \frac{L_o^\prime z}{L_o^\prime z - \left(1 - \left(\frac{L_o^\prime}{L_o}\right)\right)}
\end{aligned}
\]  
\tag{17}

The characteristic root of the system obtained from equation (17) can be expressed as $z = (1 - L_o^\prime/L_o)$. The sufficient and necessary condition for the stability of a
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discrete-time control system is that the poles of the system should be in the unit circle of the z-plane.
\[ -1 < 1 - \frac{L_o}{L_o} < 1. \] (18)

Equation (18) indicates that the stability condition of the system is \(0 < L_o < 2L_o\). Generally, the error of parameters \(L_o\) is within 2 times, so the system stability is ensured.

If the deviation of \(L\) leads to the static error between the actual current \(i_{sa}(k)\) and the current command \(i_{sa}^*(k)\), it is assumed that
\[
\Delta i_{sa} (k + 1) = i_{sa}^*(k + 1) - i_{sa}(k + 1).
\] (19)

Substituting equation (19) into (16) yields the following:
\[
\Delta i_{sa} (k + 1) = \frac{L_o - L_o'}{L_o} [i_{sa} (k + 1) - i_{sa}(k)]. \] (20)

This expression indicates that the parameter \(L_o\) has low impact on the static error. Moreover, as the sampling period \(T_s\) reduces or as the expression \([i_{sa} (k + 1) - i_{sa}(k)]\) approaches 0, static error decreases further.

3.3.2. Investigating the Influence of Parameter Error \(R_o\) on Static Error. Assuming that there is an error \(R\) in the current predictive control, \(R_o\) and \(R_o'\) are defined as the parameter in the controller and the actual parameter, respectively. When \(u_{sa}(k) = u_{sa}^*(k)\), the following expression can be obtained:
\[
i_{sa} (k + 1) = i_{sa}^*(k + 1) + \frac{T_s}{L_o} (R_o - R_o') i_{sa}(k). \] (21)

Convert (21) to Z-discrete domain transfer function:
\[
\frac{i_{sa}(z)}{u_{sa}(z)} = \frac{L_o z}{L_o z - (T_s/L_o) (R_o - R_o')}. \] (22)

According to the stability criterion of the discrete domain system, the system is stable when the poles of the system are in the unit circle of the z-plane. It is found that the system is stable when the condition \(R_o - L_o/T_s < R_o' < R_o + L_o/T_s\) is satisfied.

Substituting equation (19) into (21), the following expression can be obtained:
\[
\Delta i_{sa} (k + 1) = \frac{T_s}{L_o} (R_o - R_o') i_{sa}(k). \] (23)

This expression indicates that \(\Delta i_{sa} (k + 1)\) is in direct proportion to the deviation \(R_o\). When \(i_{sa}(k)\) approaches 0, the motor is in no-load operation so that \(\Delta i_{sa} (k + 1)\) is close to 0. In other words, when the motor runs in no-load condition, even if there is a deviation in the current \(i_{sa}\), it is not caused by \(R_o\).

On the one hand, when \(i_{sa} > 0\), for positive parameter error (i.e., \((R_o - R_o') > 0\)), \(i_{sa} < i_{sa}^*\), while for negative parameter error (i.e., \((R_o - R_o') < 0\)), \(i_{sa} > i_{sa}^*\).

On the other hand, when \(i_{sa} < 0\), the parameter error and current static error are opposite to those when \(i_{sa} > 0\). These are summarized in Table 1.

| \(i_{sa}\) | \((R_o - R_o') > 0\) | \((R_o - R_o') < 0\) |
|---|---|---|
| \(i_{sa} > 0\) | \(i_{sa} < i_{sa}^*\) | \(i_{sa} > i_{sa}^*\) |
| \(i_{sa} < 0\) | \(i_{sa} > i_{sa}^*\) | \(i_{sa} < i_{sa}^*\) |

3.3.3. Investigating the Influence of Parameter Error \(k_r\) on Static Error. To this end, \(k_r\) and \(k_r\) are defined as the parameter in the controller and the actual parameter, respectively. These parameters can be mathematically expressed as follows:
\[
\Delta i_{sa} (k + 1) = \frac{T_s}{L_o} (k_r' - k_r) \alpha_r(k) \psi_{r}(k) + \frac{T_s}{L_o} (k_r - k_r') \psi_{ra}(k).
\] (24)

It can be seen from the above equation that parameters are defined on the \(\psi_{r}\) and \(\psi_{ra}\) coordinate axes so that the parameter error \((k_r - k_r')\) leads to the static error \(i_{sa}\). On the \(\psi_{ra}\) axis, the current static error is in direct proportion to the parameter error \(k_r\), while it is inversely proportional to the parameter error on the \(\psi_{r}\) axis. It is observed that as the motor speed increases, the rotor angular speed \(\omega_r\) increases so that the same size deviation \(k_r\) leads to current static error.

Based on the foregoing analysis, the parameter errors of \(R_o\) and \(k_r\) result in the static error between the given value and the actual value of the current. When the motor runs in the no-load condition, the current static error \(i_{sa}\) is caused by the deviation \(k_r\), which is independent of \(R_o\). Since static error \(i_{sa}\) increases with the increase of \(\omega_r\), the motor runs at the rated speed in the no-load condition and \(k_r\) parameter of the predictive controller is adjusted by the static error of \(i_{sa}\). When parameter \(k_r\) converges to the true value of the motor and the motor runs at a constant load, \(i_{sa}\) will have current static error, which originates from the deviation of parameter \(R_o\). The most direct way to eliminate the static error in the feedback control system is to add the error integral. In the present study, the static error of \(i_{sa}\) is applied to adjust the control parameters. This can be mathematically expressed as follows:
\[
\begin{align*}
R_{ropt} &= R_o + K_{iR_o} \sum_n (i_{sa}^*(n) - i_{sa}(n)), \\
k_{ropt} &= k_r + K_{iR_r} \sum_n (i_{sa}^*(n) - i_{sa}(n)),
\end{align*}
\] (25)

where \(R_{ropt}\) and \(k_{ropt}\) are the revised parameter values of the motor, while \(K_{iR_o}\) and \(K_{iR_r}\) are the integral coefficients. Moreover, \(R_o\) and \(k_r\) terms of \(u_{sa}(k)\) and \(u_{si}(k)\) expressions are identical, so the method based on the \(a\)-axis adjustment is also applicable to the \(b\)-axis.

3.4. Principle of the Three-Vector Optimization. In order to obtain better steady-state performance, the three-vector control strategy was proposed. This strategy virtualizes six alternative voltage vectors online, while conventional schemes utilize eight basic voltage vectors. Therefore, the effective range system control is remarkably expanded in the three-vector control strategy. Figure 2 indicates that the
alternative voltage vector is synthesized by three adjacent voltage vectors.

In Figure 2, \( u_0 \) denote eight basic voltage vectors, while \( u_1 \) are six virtual voltage vectors, where \( u_1 \) is synthesized by two components \((t_1/T_s)u_1 \) and \((t_2/T_s)u_2 \). It should be indicated that \( t_1 \) and \( t_2 \) denote the optimal duration of the first and second voltage vectors \( u_{\text{opt}1} \) and \( u_{\text{opt}2} \), respectively. Assuming that \( t_0 \) is the optimal time for the zero voltage vector, the output selected vector is

\[
u_{\text{opt}} = \frac{t_1}{T_s}u_{\text{opt}1} + \frac{t_2}{T_s}u_{\text{opt}2} + \frac{t_0}{T_s}u_0.
\]

According to the sine rule of the included angle between \( u_{v1} \) and \( u_1 \), the state retention time of each vector can be obtained as follows:

\[
T_s = t_1 + t_2 + t_0.
\]

Figure 2 indicates that the single-vector MPC provides the majority of limited voltage vectors. Meanwhile, only one of eight basic voltage vectors with fixed direction and amplitude can be selected. In the duty ratio method, the zero vector and effective vector are adopted to adjust the magnitude of the expected voltage vector. However, directions of these vectors are still fixed. The extended double-vector method can not only adjust the direction of the expected voltage vector but also change the magnitude of the expected voltage vector. The proposed three-vector method constructs six groups of candidate voltage vectors with adjustable amplitude and direction. These vectors cover the entire vector selection area and expand the feasible range of the MPC. Based on the aforementioned analysis, the diagram of the three-vector optimization induction motor MPCC for the current static error correction can be obtained. Figure 3 illustrates the obtained results.

3.5 Vector Time Optimization. In order to perform the persistent time optimization, the voltage vector is divided into the real part and imaginary part in accordance with

\[
S_1^\alpha = \frac{\alpha(k+2)_{\text{opt}1} - \alpha(k+1)}{T_s}
\]

\[
S_1^\beta = \frac{\beta(k+2)_{\text{opt}1} - \beta(k+1)}{T_s}
\]

\[
S_2^\alpha = \frac{\alpha(k+2)_{\text{opt}2} - \alpha(k+1)}{T_s}
\]

\[
S_2^\beta = \frac{\beta(k+2)_{\text{opt}2} - \beta(k+1)}{T_s}
\]

\[
S_3^\alpha = \frac{\alpha(k+2)_{\text{opt}0} - \alpha(k+1)}{T_s}
\]

\[
S_3^\beta = \frac{\beta(k+2)_{\text{opt}0} - \beta(k+1)}{T_s}
\]

When the first voltage vector \( u_{\text{opt}1} \) is applied, the current parameters at \( \alpha(k+2)_{\text{opt}1} \) and \( \beta(k+2)_{\text{opt}1} \). Moreover, when the first voltage vector \( u_{\text{opt}2} \) is applied, the current parameters at \( (k+2) \) time step can be expressed by \( \alpha(k+2)_{\text{opt}2} \) and \( \beta(k+2)_{\text{opt}2} \). Finally, when the zero vector \( u_{\text{opt}0} \) is applied, current parameters at \( (k+2) \) time step can be expressed by \( \alpha(k+2)_{\text{opt}0} \) and \( \beta(k+2)_{\text{opt}0} \).

When three basic voltage vectors are applied for a certain period of time during one control cycle, the coordinate coefficients in the next control cycle can be predicted as follows:

\[
\begin{align*}
\alpha(k+2) &= \alpha(k+1) + S_1^\alpha t_1 + S_2^\alpha t_2 + S_3^\alpha t_0, \\
\beta(k+2) &= \beta(k+1) + S_1^\beta t_1 + S_2^\beta t_2 + S_3^\beta t_0.
\end{align*}
\]

In order to perform the dead-beat tracking, the tracking error of coordinate coefficient at \( (k+1) \) must be 0, so the following assumption can be made in this regard:

\[
\begin{align*}
\alpha^* &= \alpha(k+2), \\
\beta^* &= \beta(k+2).
\end{align*}
\]

Equations (27)–(30) can be combined to derive durations of voltage vectors as the following:
\[ t_1 = \left( \Delta \alpha (k + 1) \left( S_1^a - S_0^a \right) \right) + \left( \Delta \beta (k + 1) \left( S_1^a - S_0^a \right) \right) + \frac{T_s \left( S_2^a S_0^a - S_1^a S_1^a \right)}{S_2^a S_0^a + S_0^a S_1^a + S_1^a S_2^a - S_2^a S_1^a - S_0^a S_2^a - S_1^a S_0^a} \]
\[ t_2 = \left( \Delta \alpha (k + 1) \left( S_1^a - S_0^a \right) \right) + \left( \Delta \beta (k + 1) \left( S_1^a - S_0^a \right) \right) + \frac{T_s \left( S_0^a S_0^a - S_1^a S_1^a \right)}{S_2^a S_0^a + S_0^a S_1^a + S_1^a S_2^a - S_2^a S_1^a - S_0^a S_2^a - S_1^a S_0^a} \]
\[ t_0 = T_s - t_1 - t_2. \]

where \( \Delta \alpha (k + 1) \) and \( \Delta \beta (k + 1) \) are the sampling time error at \( (k + 1) \) under the change at variable coordinate. Since \( t_1 \in [0, T_s] \), \( t_2 \in [0, T_s] \), and \( t_0 \in [0, T_s] \), the early and the late vectors can be defined as \( T_s \) and \( T_s \), respectively, where \( t_1 + t_2 + t_0 = T_s. \) When the condition is not met, the duration should be revised as follows:

\[
\begin{align*}
    t_1 &= \frac{T_s}{T_s + T_y} \times T_s, \\
    t_2 &= \frac{T_y}{T_s + T_y} \times T_s, \\
    t_0 &= 0.
\end{align*}
\]

The process of the proposed current prediction-based three-vector voltage optimization system for the induction motor with current static error correction can be summarized as follows:

(i) Measure rotor speed \( \omega_r \), stator current \( i_{sat} \), and dclink \( U_{dc} \) voltage in current sampling period.

(ii) Estimate \( \hat{i}_s(k + 1) \) and \( \hat{\psi}_r(k + 1) \) according to (7) and (8) based on the voltage vector \( U_s(k) \) determined in the previous control period and then calculate \( i_{sat}(k + 1) \) and \( i_{dc}(k + 1). \)

(iii) Correction of static current error based on equation (25).

(iv) Predict \( \alpha(k + 2) \) and \( \beta(k + 2) \) by (13), calculate the durations \( t_1 \), \( t_2 \), and \( t_0 \) by (31), and correct them by (32).

(v) Substitute \( \alpha(k + 2) \) and \( \beta(k + 2) \) into (12); the corresponding combination vector is obtained by minimizing the cost function.

4. Experimental Results

To verify the feasibility of the three-vector voltage optimization current predictive control proposed in this paper in induction motor, a dSPACE DS1104-based controller unit is used to constitute an integrated back-to-back controller platform for induction motor drives. The photographic view shown in Figure 4 depicts the universal experimental platform.

The motor parameters are shown in Table 2. To distinguish the control strategy, the traditional single-vector MPCC method is MPCC-I, without current static error...
correction, and the three-vector MPCC strategy of current static error correction proposed in this paper is MPCC-II. The sampling frequency of MPCC-I is set to 10 kHz, while the sampling frequency of MPCC-II is 8 kHz to show its superiority.

In order to better analyse the effect of the integral coefficient on eliminating the static error, the stator current response on the dq shaft is investigated through the experiment. As shown in the MPCC-II strategy in Figure 5, the rotating speed of the motor is 150 rpm, while the rated speed is 400 rpm at 1 s and it declines to 150 rpm at 2 s. From top to bottom, the correction without static error, static error coefficient $K_{i\sigma}$ = 0.5, and the current response diagram on dq-axis when $K_{i\rho}$ = 0.5, 1, and 5 are presented in Figure 5.

Figure 5 indicates that the static error between the current command $id^*$ and the actual current $id$ is very small, and variations of the integral coefficient have low impact on the static error correction. When given speed suddenly changes, as $K_{i\sigma}$ increases, the pulse of actual current $id$ and $iq$ increases too. Moreover, the convergence deteriorates as the integral coefficient increases. In the case of no current static error correction, static error between the current command $iq^*$ and the actual current $iq$ is remarkable. When $K_{i\sigma} = K_{i\rho} = 0.5$, the corrective effect on static error between the current command $iq^*$ and the actual current $iq$ is the most satisfying effect and it is approximately zero.

The same set of experiments is based on $K_{i\rho} = 0.5$, and the current response diagram on the dq-axis is almost the same as that for the previous group with $K_{i\sigma} = 0.5$, 1, and 5. It is assumed that the best static error correction is obtained when $K_{i\sigma} = K_{i\rho} = 0.5$.

In order to evaluate the performance of the current static error correction when $K_{i\sigma} = K_{i\rho} = 0.5$, the dynamic response of the motor from 800 rpm to 1000 rpm and from 1000 rpm to 800 rpm is investigated in Figures 6 and 7, respectively. Former results prove that the integral factor has a remarkable impact on the current static error. Figure 8 shows dynamic responses for both methods. From top to bottom, distributions of the rotor speed, rotor flux, electromagnetic torque, and the stator current are presented. It is observed that when the motor speed increases, the integral coefficient still has an effect on the current static error correction. The current static difference reduces the efficiency. Therefore, the static error correction can effectively improve the dynamic response of the system in the same control strategy.

Considering the load effect on the control method, sudden load and sudden load-reduction experiments are performed. The motor speed is set to 800 rpm, and the load torque increases from 0 to 2 N-m and then it drops to 0 N-m. Figure 8 illustrates the experimental results. From top to bottom, the distributions of the response of the current on the dq-axis, stator current, speed, and torque are presented. In the case of added and removed load, the static error correction is superior in the MPCC-II with the integral coefficient to that without the integral coefficient. Moreover, its static error is approximately zero. The experiment demonstrates that adjusting the static error coefficient has a significant effect on the current static error correction. When the integral coefficient is selected in MPCC-II, the current static error should be reduced as far as possible. The previous analysis is complemented with the experimental tests to study the influence of the parameter error on the variation of the motor speed and load. For the induction motor in this study, $K_{i\sigma}$ = 0.5 and $K_{i\rho}$ = 0.5 are selected as the most appropriate integral coefficients after multiple experiments.

Figure 9 shows the dynamic response from 150 rpm to 400 rpm in both methods. From top to bottom, the distribution of the rotor speed, rotor flux, electromagnetic torque, and stator current is presented. Figure 10 shows the magnification effect. Moreover, Figure 11 shows the current response diagram on dq-axis. In both methods, the speed rapidly increases from 150 rpm to 400 rpm, and the rotor flux is almost constant during the process, indicating that the proposed MPCC-II strategy can perform the decoupling control on the rotor flux and torque, and the current static error is also relatively small and remains stable in case of no large starting current. The experimental results shown in Figure 10 suggest that the MPCC-II has lower torque and flux ripple.

Based on the influences of the coaxiality and internal coefficient of friction in the manufacturing process of two motors, no load is equivalent to a certain load. Therefore, the electromagnetic torque in the steady state in the experimental waveform is always not zero.

The number of voltage vectors, the number of objective functions, and the width of prediction affect the complexity of the algorithm. In the present study, the objective function has 2 subfunctions. Moreover, the prediction width and the conventional prediction width are 2 step and 1 step, respectively. The conventional method requires 8 times to select the target function corresponding to 8 switch vectors and only 6 times to select the proposed synthesized three
Figure 5: Dynamic response to the speed variation: (a) dq-axis current of MPCC-II with no current static error correction; (b) dq-axis current of MPCC-II with integral factor of $K_{ikr} = 0.5$ and $K_{iR} = 0.5$; (c) dq-axis current of MPCC-II with integral factor of $K_{ikr} = 0.5$ and $K_{iR} = 1$; (d) dq-axis current of MPCC-II with integral factor of $K_{ikr} = 0.5$ and $K_{iR} = 5$.

Figure 6: Dynamic response to the speed variation: (a) dq-axis current of MPCC-II with no current static error correction; (b) dq-axis current of MPCC-II with integral factor of $K_{ikr} = 0.5$ and $K_{iR} = 0.5$.

Figure 7: Dynamic responses for both methods: (a) dq-axis current of MPCC-II with no current static error correction; (b) dq-axis current of MPCC-II with integral factor of $K_{ikr} = 0.5$ and $K_{iR} = 0.5$. 
Figure 8: Dynamic response to the variation in load: (a) dq-axis current of MPCC-II with no current static error correction; (b) dq-axis current of MPCC-II with integral factor of $K_{id} = 0.5$ and $K_{id_o} = 0.5$.

Figure 9: Simulation starting from 150 rpm to 400 rpm for (a) MPCC-I and (b) MPCC-II.
vectors. It is observed that the selection times can be effectively reduced by using the synthesized three vectors for the optimization. Moreover, Table 3 shows that despite the low frequency, the dynamic performance of MPCC-II is more reasonable in comparison with the MPCC-I.

5. Conclusion

In the implementation of the conventional MPCC, applying only one voltage vector in each control cycle leads to great torque and flux pulse in the speed changes, thereby limiting the practicality of the conventional MPCC. In the present study, the current static error correction method is proposed, which is based on the parameter error analysis of the predictive model. Moreover, the modified three-vector algorithm is introduced to improve the steady-state performance, which extends the effective range of the system control set significantly. Furthermore, the three-vector current predictive control scheme proposed for the current static error correction is verified through experiments, which performs the decoupling control on torque and rotor flux, has the advantage of high dynamic response of the current predictive control, and eliminates the current static error due to the inconsistent model parameter of the controller motor.
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