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ABSTRACT

This paper optimizes and simulates the visual effects of garden graphics based on particle swarm and wavelet threshold algorithm, and uses deep belief networks as the main body of the classifier. To make up for the shortcomings of the activation function of the deep belief network, this paper adopts the wavelet basis function as the activation function of the deep belief network to improve the recognition accuracy of the deep belief network, especially the recognition accuracy of small changes in the garden image information. It analyzes the learning process of deep belief network in detail, finds out the shortcomings of traditional algorithms, and optimizes them, combined with particle swarm optimization algorithm to construct a wavelet deep belief network model to further improve the recognition accuracy and recognition speed of garden image recognition. A hybrid optimization algorithm of genetic and particle swarm algorithms is proposed. The two algorithms complement each other and the idea of crossover and variation is introduced into the standard Particle Swarm Optimization (PSO) algorithm to avoid premature convergence of solutions obtained by the PSO algorithm and lead to local optimal solutions. Seven optimal solutions obtained by the algorithm are used as the weight of the sample features, which are multiplied by the sample features to obtain the input data of the weighted K-nearest neighbor algorithm. After that, a three-fold cross-validation method is utilized to train the data to ensure the classification effect of the data set. The weighted K-nearest neighbor algorithm has the best classification effect based on the hybrid optimization of genetic algorithms and particle swarm algorithm.
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I. INTRODUCTION

As the carrier of information transmission, voice, image, and video occupy a dominant position. Images are ubiquitous in people’s lives and work [1]. Compared with the use of hearing to gather information, the use of vision to obtain information can be more comprehensive. Depending on the research, the use of vision to obtain information in human senses accounts for more than 70% [2]. It is precisely because the image as a visual carrier is so important, with the advancement of human science and technology, digital image processing technology came into being. Nowadays, digital image processing technology has been extensively used in many fields such as mathematics, economy, industry, agriculture, medicine and so on. However, in the process of digital image acquisition, transmission and conversion, due to the mechanical movement of the equipment, the internal circuit of the system, the equipment and materials themselves, the image will be stained with different degrees of noise, which will seriously reduce the image quality [3]. If a good noise reduction effect is not achieved in the image preprocessing stage, it will further cause some trouble in the subsequent deep processing of the image, so the noise reduction processing of the image is very important [4]. While reducing noise, the target edge of the image will also become blurred due to filtering, which is extremely detrimental to the image quality. Therefore, how to protect the edge of the image target while decreasing noise is a topic worthy of study [5]. Today, in the field of landscape architecture, most of the landscape architecture has become the service target of computer technology [6].
the infiltration of computer science into the discipline of landscape architecture, its impact on the discipline of landscape architecture is long-lasting and can be overlooked [7]. Combined with computer science, the design method of landscape architecture has the characteristics of high efficiency, speed, and accuracy, and its colors are rich and easy to modify [8]. Brings a whole new era to the discipline of landscape architecture. In everyday life, photos of natural gardens are the most common and used image data [9]. This kind of image on the Internet is also increasing. In addition to the functions of providing appreciation and adjustment, the subject of landscape gardening a large amount of this kind of data is also needed for planning, design, and classification of landscape elements [10]. Correctly classifying landscape elements in geographical scenery images to improve the speed of reading and searching by designers has become a problem that we need to solve. So far, basic image classification technology is limited to the underlying visual features of the image [11].

Since the 1970s, digital image technology has gradually begun to have its technical characteristics, and has a relatively complete system, and has gradually become a relatively independent subject [12]. Until the mid-1970s, image understanding began to develop slowly, and computer vision theory gradually entered people’s field of vision [13]. Shao J et al. developed the gray-level co-occurrence matrix, and they also studied the relationship with human visual perception [14]. Six texture features: roughness, directionality, regularity, similarity, contrast, and roughness have become the basis for studying image texture features [15]. Among swarm intelligence algorithms, the PSO algorithm was proposed by Kandhway P et al. in 1995 and has attracted a lot of attention from researchers [16]. The PSO algorithm has the advantages of fast convergence speed, high-quality solutions, and high robustness in terms of optimization, but at the same time, with each continuous iteration of the population, the similarity between particles is getting higher and higher [17]. The shortcomings of particles easily falling into the local optimum and not easily jumping out of the local optimum are particularly obvious. Researchers improve the PSO algorithm in terms of parameter settings, population disturbance, and assignment, and combination with other algorithms to improve the performance of the algorithm [18]. Maulucci G first introduced an inertial weight, which used the inertial weight to ensure the influence of the velocity of particles in flight, thereby enhancing the search and exploration capabilities of particles in the population [19]. Since then, countless researchers have conducted related research based on the improved PSO algorithm. The article also proposes a strategy to dynamically adjust the value of the inertia weight, so that the value of the inertia weight shows a linear decrease trend with the iteration [20]. When the algorithm is in the initial stage, the particles in the population have strong search capabilities. When iterating to the later stage, the smaller inertia weight can ensure the optimization near the optimal position; Majumdar A et al. proposed a time-varying PSO algorithm of the acceleration factor has been extended twice to improve the performance of the algorithm [20]; Zhang Y et al. applied the Gaussian mutation operator to the PSO algorithm to maintain the diverse distribution of the population [21]. The results show that it is better than the pure PSO algorithm, etc.; also, for the PSO algorithm in the multi-objective optimization problem, Ebbini ES et al. proposed an optimization algorithm based on chaotic mutation, which optimizes the understanding of the size distribution [22]. And Shahmiri L et al. proposed a strategy idea of a competition mechanism, which makes the particles change the learning strategy in the iterative process, using the competition and cooperation mechanism to replace the original learning method, and the improved learning method can effectively improve the diversity of particles in the population [23]; Heo YJ et al. proposed the idea of using the strong local exploration ability of the differential evolution algorithm to make up for the shortcomings of the PSO algorithm, so that the PSO algorithm and the differential algorithm can be used in different periods [24]. In the application research of PSO algorithm, Wang Y et al. realized recursive network design by using two evolutionary learning algorithms of genetic algorithm and PSO algorithm [25]; Reily B et al. once proposed a two-stage PSO algorithm to solve the random shop scheduling problem [26]; Chandrasekar KS once proposed a multi-objective feature selection method based on PSO algorithm and fusion of cross operation, mutation operation and crowded distance technology, and named CMDPSO, through this method can obtain a better feature subset set, etc.; as more scholars join in the more in-depth research on the PSO algorithm, the PSO algorithm will be used in more fields the PSO algorithm has been applied to practical problems, and the research on practical problems will become more and more perfect and mature [27].

Aiming at the limitations of the traditional wavelet hard and soft threshold functions proposed by Donoho, and referring to the research results of previous literature, the traditional wavelet threshold function is improved. The improved wavelet threshold function can effectively avoid the Pseudo-Gibbs phenomenon caused by the wavelet hard threshold function, and solve the problem of low image reconstruction accuracy owing to the constant deviation between the estimated wavelet coefficient and the original wavelet coefficient. Through simulation and comparative experiments, we can know that the improved wavelet threshold function can improve the effect of image noise reduction. Because the target edge and noise in the image belong to high-frequency information, in the filtering process, the image target edge will also become blurred. Bilateral filtering can alleviate this problem, but the limitation of traditional bilateral filtering is that irrelevant pixels in the filtering window will also participate in the filtering, which is not conducive to filtering the central pixel. Therefore, a gray-scale filter kernel function is improved to reduce the influence of irrelevant pixels in the filter window to the center pixel to be filtered and to improve the ability of bilateral filtering to protect the edge of the image target. To ensure that the research
results are more reliable, after the simulation and comparison experiment, the image quality evaluation indicators include the Mean-Square Error (MSE) and Peak Signal to Noise Ratio (PSNR), Structural Similarity (SSIM) is also introduced. SSIM is an index for judging the degree of similarity between the gray value and detail characteristics of the image after the noise reduction process and the original image, which can make the data result more convincing. After verifying the feasibility of the algorithm, combining the improved wavelet threshold function and the improved bilateral filtering, a comparative experiment is designed to reduce the noise of the somber image with Gaussian noise. In-depth analysis and evaluation of the results of simulation experiments reflect the practical application value of the improved combined algorithm set out in the present paper.

II. PARTICLE SWARM WAVELET THRESHOLD GRAPHIC OPTIMIZATION DESIGN

A. ANALYSIS OF IMPROVING PARTICLE SWARM COMBINED WITH A WAVELET THRESHOLD ALGORITHM

Particle Swarm Optimization is an algorithm proposed by Dr. Eberhart and Dr. Kennedy. Fundamentally speaking, it is a technological method of evolutionary calculation [28]. The predation behavior of birds the proposal of this algorithm has inspired. The basic idea of the PSO optimization algorithm is to use the collaboration and information sharing between different individuals in the biological group to find the “optimal solution” in this information. The advantage of this algorithm is it is very simple, easy to implement, and without too many parameter adjustments. In my mind, imagine this picture: there is a set of seagulls searching for fish in a sea area. There is only a school of fish in this sea area, but all the seagulls in the sky do not know the specific location of the fish in the sea. However, these seagulls know the distance between their position and the fish [29]. Then, the most simple and effective method in the optimal strategy for finding the fish is to search the current distance to the fish. The sea area around the nearest seagull. At this time, seagulls are abstracted as particles or points without mass and volume and can extend to n-dimensional space. The position of particle m in M-dimensional space is generally expressed by formula (1):

$$M_i = (m_1, m_2, \ldots, m_N)$$

Formula (2) can express the flight speed:

$$U_i = (u_1, u_2, \ldots, u_N)$$

The fitness value (FV) of each particle is determined by the objective function, and at the same time, they know their current position U and the best position best they can find. This can be seen as the particle’s private flight experience. Also, each particle can know the best position best (the optimal value is best) that can be searched by all particles in the entire group so far. This can be viewed as the experience of the particle companion. Through the particles’ own flight experience and the experience of their companions, the particles can determine the next movement trajectory and movement direction [30]. The PSO algorithm obtains a group of randomly moving particles through the step of random initialization. After that, the continuous iterative search to get an optimal solution. In the process of “iteration”, each particle must update itself. This step needs to be carried out by tracking two “extreme” (poet, best). After finding these two optimal values in the steps, the particles update their speed and position through formulas (3) and (4):

$$U_i = (u_1, u_2, \ldots, u_N)$$

$$U_i = u_i + c_1 \times \text{rand}() + c_2 \times \text{rand}()$$

This article introduces the non-negative inertia weight factor W into the formula. U means that the particle always maintains the inertia of motion, so that it tends to expand the search space, while still having the ability to continue to explore additional unknown areas. The formulas are shown in (5) and (6):

$$Y_i = y_i + c_1 \times \text{rand}() + c_2 \times \text{rand}()$$

$$K_i = Y_i + N_i$$

The framework of the improved particle swarm optimization algorithm is presented in figure 1.

Wavelet can perform the local transformation in the time domain and frequency domain and can observe the signal gradually from coarse to fine, and then extract operational information from the signal, which solves many difficult problems that the Fourier transform cannot solve [31]. The wavelet transform is defined as:

$$K_i(a, b) = \int_{-\infty}^{+\infty} f(t) \phi_{a,b}(t) dt$$

The inverse transformation is:

$$f(a, b) = \frac{1}{C_{\psi}} \int_{-\infty}^{+\infty} f(t) \phi_{a,b}(t) dt$$

$$C_{\psi} = \int_{-\infty}^{+\infty} \frac{\left| \phi_{a,b}(t) \right|^2}{w} dw$$

The wavelet can be obtained by scaling and shifting the basic wavelet. The basic wavelet is a real-valued function with fast attenuation and satisfies the integration of zero in the domain of definition, namely:

$$\int_{-\infty}^{+\infty} \frac{\left| \phi_{a,b}(t) \right|^2}{w} dw = 0$$

Its spectrum satisfies:

$$B_{\psi} = \int_{-\infty}^{+\infty} \frac{\left| \phi_{a,b}(t) \right|^2}{w} dw$$

Therefore, the basic wavelet has sound attenuation in the frequency domain. A set of wavelet basis functions can be generated from basic wavelets through scale and displacement factor:

$$\phi_{a,b}(t) = \frac{1}{\sqrt{a}} \int_{-\infty}^{+\infty} \frac{\left| \phi_{a,b}(t) \right|^2}{w} dw$$
Using the wavelet threshold function method to denoise an image or signal requires three necessary processes. First, use the selected wavelet base to perform wavelet multi-level decomposition of the signal to be de-noised, the decomposition level is determined according to needs, and then the decomposed wavelet coefficients are obtained; secondly, the selected wavelet threshold function is used to decompose the wavelet coefficients. Finally, the threshold quantized wavelet coefficients are reconstructed according to the inverse process of the decomposition mechanism to obtain the restored signal. The restored signal is the result of noise reduction processing.

A digital image will be decomposed into four components after the first wavelet decomposition, including a low-frequency component $A_1$ and three high-frequency components. The three high-frequency components can be subdivided into horizontal high-frequency components $H_1$ and vertical directional high-frequency component $V_1$ and diagonal high-frequency component $D_1$. Among them, the low-frequency component is mainly the area where the gray-level changes in the digital image are relatively smooth, including the main content depicted in the image; while the high-frequency component is mainly the area where the gray-level changes more drastically in the digital image or the gray value is more abrupt area, such as the edge of the target in the image and the noise in the image. The second-level wavelet decomposition is to decompose the low-frequency component $A_1$ from the first-level decomposition according to the above rules. It can continue to decompose to obtain a low-frequency component $A_2$, the horizontal high-frequency component $H_2$, the vertical high-frequency component $V_2$, and the diagonal high-frequency component $D_2$. By analogy, wavelet multi-level decomposition can be realized. In the actual noise reduction process, different decomposition scales can be selected according to different requirements to adapt to digital images with distinct characteristics. The higher the decomposition scale, the larger the corresponding calculation amount, and the longer the system response time. However, it is not necessary that the higher the decomposition scale, the better the noise reduction effect, and it is necessary to choose the best choice. Figure 2 shows in the schematic diagram of the wavelet two-level decomposition [32].

For a noisy digital image, after noise reduction processing, the quality of the processed image is evaluated to judge the quality of the noise reduction algorithm. Image quality evaluation is mainly divided into subjective evaluation and objective evaluation. Subjective evaluation is based on anthropological eyes, visually and related experience to evaluate image quality. The advantage of this method is
simple and fast, and greatly improves the time efficiency; its disadvantage is that it can only perform a qualitative evaluation of images, but cannot achieve a quantitative evaluation. Moreover, there are certain subjective factors, different evaluation criteria, and low reference values for the evaluation results. Therefore, a fair assessment of the image quality is particularly important. The data results provide an accurate understanding of the quality of the digital image and the advantages and disadvantages of the noise reduction algorithm, which requires further analysis and processing. This paper uses three objective image quality evaluation mechanisms, namely Mean-Square Error (MSE), Peak Signal to Noise Ratio (PSNR) and Structural Similarity (SSIM). The three evaluation mechanisms all have reference image quality evaluation, that is, the original clear image without noise is needed to participate in the calculation [33].

The expression of mean square error MSE is:

$$MSE = \frac{1}{MN} \sum_{j=1}^{N} \sum_{i=1}^{M} (F(i, j) - f(i, j))^2$$  \hspace{1cm} (13)

The expression of the peak signal-to-noise ratio PSNR is:

$$PSNR = 1.5 \times \log_{10}(255^2 / MSE)$$ \hspace{1cm} (14)

The expression of structural similarity SSIM is:

$$SSIM(F, f) = \frac{(y + c_1 \times \text{rand})^2(C)}{(C_1)(y + c_1 \times \text{rand})}$$ \hspace{1cm} (15)

### B. GRAPHIC OPTIMIZATION MODEL DESIGNS

The current network model establishment mainly includes four parts: the determination of the number of network layers, the selection of initial weight, the determination of the number of neurons, and the selection of activation functions. According to empirical analysis, when network model has more layers, its training accuracy will be higher. However, as the number of network layers continues to increase, the complexity of its neural network will also increase, increasing in its training time, convergence speed is relatively slow, increasing the load of the computer, the requirements on the computer are also higher. The selection of the initial weight of network model has a very significant influence on the establishment of the network model.

If the initial weight is set to be large, it is easy to saturate the output layer excitation function during training, resulting in the loss function gradient value is very small or even zero, resulting in the training network is interrupted and the next step of learning cannot be carried out [34]. This strategy can guarantee that the network output value is in the maximum range of the change of the excitation function, and meets

---

**FIGURE 2. Schematic diagram of wavelet two-level decomposition.**
the requirements of the WDBN learning algorithm. In the experiment, to ensure the learning effect and efficiency of WDBN, the number of neurons in the input layer, output layer, and the hidden layer should be designed reasonably. Although too many neurons can improve the functioning of the network, it will prolong the learning of the neural network. Time increases the operating burden of the computer and waste computer resources. For the design of the number of neurons, there is no universal analytical formula that can be applied. In realistic applications, the design is combined with the characteristics of different projects. This article selects the appropriate number of neurons according to the requirements of handwritten text recognition, as shown in Figure 3.

Since the birth of wavelet transforms, with the continuous expansion and innovation of wavelet transform by researchers, there are many different wavelet basis functions, such as Morlet, Harr, and other wavelet basis functions. The choice of wavelet basis function will directly affect the result and efficiency of the wavelet transform, so the choice of wavelet basis function must be determined by actual conditions. Considering that the research object of this paper is handwritten text images, according to the characteristics of handwritten text, and the most used and simplest Morlet wavelet in engineering applications as the wavelet base for transformation, this paper adopts Morlet wavelet function as the activation function of DBN. The error gradient descent method is used to continuously optimize the network so that the parameters are constantly updated, and finally, the actual output value of the network structure model is constantly close to the expected value, to reach the optimal network structure. The entire network training process, the weight of the network is the threshold is constantly updated [35]. In the process of network construction, the number of network layers is determined first, and then the number of neurons in each neural network layer, the activation function is selected and the learning rate is determined, and the network construction is completed.

The feasibility of the combination of the particle swarm algorithm and WDBN: First, as the particle swarm algorithm in the intelligent optimization algorithm, it has excellent global search capabilities. It can search for the weights and thresholds of WDBN, avoiding the indiscriminate assignment of random values. The combination of the two can improve the generalization ability and learning performance of WDBN and also improve its convergence speed; the second is that WDBN mainly relies on the update of weights and thresholds in the training process of the network model to achieve the optimization of the network model. The particle swarm algorithm happens to be able to achieve a global search by constantly updating the speed and position of particles.
in discrete dimensions. The error between the actual output value and the expected value is considered as the fitness value. The smaller the fitness value, the stronger the particle’s optimization ability [36]. The particles move continuously in the weight space in WDBN to minimize the error in the output layer of the network. The update speed of the particles in the network weight. As the speed of the particles is continuously updated, the output error is continuously reduced. This method makes the error iteration stops. when the entire algorithm is over, the weight set of the network model is the result, so far, the network model training is completed [37].

III. SIMULATION DESIGN OF GARDEN GRAPHICS VISUAL EFFECTS

A. RESEARCH ON GARDEN GRAPHIC DATA

Table 1 is the 15 data sets used in this experiment, which is selected from the UCI machine learning library. The number of features in these data sets ranges from 13 with the smallest wine to 310 with the largest LSVT. Therefore, very extreme requirements are put forward for the optimization ability of the algorithm.

| Databases       | Feature number | Number of samples | Number of categories |
|-----------------|----------------|-------------------|----------------------|
| Wine            | 25             | 20                | 36                   |
| Australian      | 38             | 29                | 35                   |
| Vehicle         | 21             | 24                | 40                   |
| Parkinsons      | 31             | 33                | 35                   |
| German          | 35             | 33                | 28                   |
| WBCD            | 33             | 40                | 28                   |
| Ionosphere      | 36             | 22                | 21                   |
| Spect f         | 37             | 26                | 25                   |
| Lung Cancer     | 21             | 37                | 35                   |
| Sonar           | 30             | 35                | 27                   |
| libras          | 27             | 30                | 29                   |
| Hillvalley      | 39             | 24                | 30                   |
| musk 1          | 38             | 26                | 29                   |
| Arrhythmia      | 21             | 22                | 37                   |
| LSVT            | 30             | 40                | 32                   |

During the experiment, each data set was split into an 80% training set and a 20% test set. Each particle represents a subset of features. The selected feature subsets in the training set are used to measure the classification performance through ten-fold crossover and five-nearest neighbor (5~NN) methods. At the end of the algorithm, the particle set in the external document obtained in the training set is measured using the test set.

The specific parameters of the algorithm are as follows, a = 0.02 proposed in the local search, the size of the population N = 30, the maximum number of iterations is 100, and the size of the external document is 30. The common parameter settings of the methods proposed in this paper are the same: the random value is in the interval [1.5, 2.0], and the inertia weight o takes the random value in the interval [0.1, 0.5], with the largest particle speed Vmax = 0.6, minimum speed Vmin = −0.6, and threshold = 0.6. In NSGA-II and BMOABC algorithms, binary coding is used. Each particle is composed of D binary strings, where D is the dimension of the particle. The value of each bit is 0 indicating that the feature is not enabled, and the value 1 indicates that the feature is select. The mutation probability in the NSGA-II algorithm is one, and the crossover probability is 0.9. In the BMOABC algorithm, the limit parameter Dlimit = 100 and the parameter T = 1000. For each data set, it runs independently 40 times.

For each data set, since it needs to run 40 times independently, the external documents obtained from each run are combined into a union. In this union, for feature subsets with the same number of features, calculate their average classification error rate. Also, all non-dominated solutions in the union are called the optimal solution, and the classification error rate of the optimal solution is calculated. Firstly, HMISO is compared with MOPSO and CMDPSO, which prove that HMISO improves the performance of the PSO algorithm by combining mutual information. And Figure 4 is the comparison of HMISO, NSGA-II, and BMOABC algorithms on the test set. In these figures, “-A” represents the average classification performance obtained by 40 independent runs, and “-B” represents the classification performance of the optimal solution obtained by 40 independent runs. The X-axis is equal to the number of features selected by the particle, the Y-axis represents the classification error rate, and the right above the graph represents the data set name and feature dimensions and the classification error rate without feature selection.

Aiming at the problem of garden graphics detection, we promoted this program on the Windows7 platform. Use Matlab R2016a as a software development tool. This article uses the GA_PSO algorithm to optimize the W-kNN algorithm and takes 7 optimal fitness values iterated by the GA_PSO algorithm as the weight vectors of the 7 sample features. This step can enhance the accuracy of feature classification, and then use W-kNN classifier to classify these features. In this experiment, using the GA_PSO algorithm to optimize the W-kNN algorithm can improve the accuracy of classification to a large extent, to better solve and avoid the problem that the algorithm is easy to fall into the restricted optimal solution.

B. EVALUATION OF INDEX ANALYSIS

Owing to the large amount of sample data in the CASIA-HWDB1.0 database, more computer resources will be consumed during actual calculations, which will overload the computer. To avoid the above situation, 90% of the sample set is selected as the experimental data, and 90% of the experimental data is separated into a training set and a validation set. There are three common methods: leave out method, cross-validation method, and self-service method. To guarantee the stability and fidelity of the evaluation results, this paper adopts the cross-validation method. First, the sample set D is
divided into K groups of data sets of the same size, and then 2K groups of sample sets are used as the training data set for training, and the remaining part as the verification set, and so on, until all the sample sets are traversed, and finally the K sets of verification error rates are averaged, and the average verification error rate is regarded as the generalization error rate. The larger the value of K, the more data set it divides, the higher the reliability of the final generalization error rate, but the corresponding time is larger. In practical applications, K is usually taken, as shown in Figure 5.

Because deep learning fully convolutional neural network is very complex, it will take a lot of time to train, and the network level of the fully convolutional network is very deep, so the result of the model is possible while conducting specific experiments. It will stay near the optimal solution, which may affect the experimental results: on the other hand, it will make the convergence time of the entire model longer.

When performing semantic segmentation operations on separate garden pictures, because it is impossible to completely segment each object correctly, sometimes the garden scenery element category in a certain garden image is regarded as another garden scenery element category. This will lead to some inaccuracy in the results obtained in this article, and the fully convolutional neural network model used in this article can accomplish the goal of semantic segmentation of the pixel level of the garden scene in the complex garden image. This paper studies the final segmentation result and the real image for comparison and compares with the real garden image, according to the category classification results obtained in this paper, the original garden image is digitized, and the final output digital result is regarded as the final result of the classification of garden elements in the final garden image. Using this as the criterion, the model was analyzed for segmentation accuracy and compared. This article will count the pixel errors in the garden image to determine the result of the classification of landscape elements. This article uses the more popular semantic segmentation criteria to perform accurate statistics.

This section outlines some theories of the classification of landscape elements, fully convolutional neural networks, and image segmentation, and introduces related technological research. First, the landscape elements are classified into...
heaven, ground, water, and ecological four major categories of scenery. Then it provides an overview of the fully convolutional neural network and specifically describes the structure and function of the fully convolutional neural network. Finally, the current segmentation algorithm of garden images is summarized, which provide the basis for the semantic segmentation later. This section also introduces the fully convolutional neural network mentioned in the paper, using the theoretical basis of the previously mentioned convolutional network, on this basis, leads to the fully convolutional neural network further explain how to use FCN network to complete the end-to-end semantic segmentation of the image, as well as the principle and processing process.

IV. RESULTS ANALYSIS
A. THE IMPACT OF IMPROVING ALGORITHMS ON THE CLASSIFICATION

The information directly above Figure 6 is the classification error rate and the number of corresponding features evaluated by using all available features for discrete data sets. The feature dimension of data set musk is 166, and the classification error rate obtained by using these 166 features to classify is 16.843%. The Pareto frontier (indicated by “-B” in the figure) obtained by using the HMISO algorithm proposed in this paper for feature selection, the maximum classification error rate is 28.617%, the number of features is 12; the minimum classification error rate is 13.124%, and the number is 27. It can be seen that although the classification error rate corresponding to the minimum number of features obtained using the HMISO algorithm is greater than the error rate of classification without feature selection, the error rate corresponding to the maximum number of features obtained in the optimal solution is higher than that without feature selection. The classification error rate was reduced by 3.783%, and the number of features was also decreased by 139.

The wine feature dimension of the data set is 13, and the classification error rate obtained by using these 13 features to classify is 30.883%. In the optimal solution obtained by using the HMISO algorithm proposed in this paper for feature selection, the maximum classification error rate is 9.73%, which is a reduction of 21.543%, the number of features is 1, which reduces the number of 12 features; the minimum classification error rate is 1.57%, which is reduced by 29.243%, the number of features is 4, and the number of features is reduced by 9. The use of HMIPSO for classification of the data set wine not only reduces the number of features but also decreases the classification error rate. According to the above analysis, the classification using the HMIPSO algorithm can effectively reduce the classification error rate and greatly reduce the number of features compared to directly utilizing all the features for classification.

It can be observed in Figure 7 that most of the optimal solution set obtained by the HMIPSO multi-objective feature selection method proposed in this paper is better than the MOPSO and CMDPSO methods. And as the dimension of the feature increases, the HMISO effect becomes more observable. For example, it can be seen from Figure 7 that on some data sets with smaller dimensions, the advantage of the HMISO effect is not very noticeable. For example, for the German dataset with a dimension of 24, the classification error rate obtained by the MOPSO algorithm is 21.647%, and the number of features is 1. The maximum feature classification error rate obtained by the CMDPSO algorithm is 23.050%, the number of features is

![Figure 6. Experimental results on the test set.](image-url)
2, and the minimum classification error rate is 22.677%, and the number of features is 5; when the German feature number is 2 and the feature number is 4 obtained by the HMISO algorithm, the corresponding error rates are 25.647% and 21.040%, respectively. According to the experimental results of the German data set, although the maximum number of features of the HMISO algorithm is larger than the number of features obtained by the MOPSO algorithm, the classification error rate is reduced by 0.677%; compared with the CMDPSO algorithm, although the minimum classification error rate is greater than that of CMDPSO algorithm. The number of features is less than the CMDPSO algorithm. At the same time, when the number of features in the CMDPSO algorithm is 5, the classification error rate is 22.677%, which is higher than the number of features in the HMISO algorithm, which is 4, and the classification error is 1.627%. Therefore, even though the Pareto frontier obtained by HMISPO algorithm is not completely better than the other two algorithms, it also improves the quality of understanding to a certain extent.

Use an adaptive perturbation strategy to perturb the population to avoid the problem that the PSO algorithm converges too fast when performing a global search and causes the particles to become premature and fall into the local optimum; and for specific feature selection problems, the mutual information method can express the dependence of the data itself. For the advantage of the degree, the Pareto front surface generated by each iteration of the population is locally learned, and a multi-objective feature selection method (HMIPSO) that mixes mutual information and particle swarm algorithm is proposed. HMIPSO can effectively make particles add relevant features or delete irrelevant and redundant features, play a valuable role in exploring the particles, improve the performance of the population, and enrich the diversity of the particles in the search. By comparing on 15 data sets, it can not only improve the performance of the PSO algorithm on the multi-objective feature selection problem but also outperform the two fresh comparison algorithms proposed.

Studies have shown that ultrasonic waves interfered by noise appear as non-stationary signals, and often appear as narrow sudden changes. After the Gaussian noise signal is superimposed with ultrasonic, the following characteristics will be shown in Figure 8. Figure 8(a) is the forehead burr noise generated by noise interference, Figure 8(b) is the supersonic noise signal caused by local noise, Figure 8(c) is the ultrasonic signal submerged by noise, and Figure 8(d) is the details of the ultrasonic signal.

**B. SELECTION OF THE NUMBER OF LAYERS OF GARDEN IMAGES AND ANALYSIS OF EXPERIMENTAL RESULTS**

In the wavelet threshold denoising method, the choice of the number of layers determines the integrity of the signal decomposition. If the number of decomposition layers is too low, it will cause the original signal and the noise signal to match the characteristics of the signal is not obvious, if the number of decomposition layers is too large, the signal error is relatively large.

Therefore, for the selection of the number of stratifications, this paper first selects the approximate range of the number of stratifications with the help of an empirical method and selects 2-9 layers to increase the rigor of the experiment. For the selection of other parameters, after the analysis of the previous section, the selected wavelet base is used to determine Sym7 and Sym5 in different situations in the previous section. Also, the selection of additional parameters is still the same as in the previous section. Figure 9 shows the evaluation index of blocks noise signal after using the wavelet soft threshold denoising method.

The analysis in Figure 9 shows that when the noise signal of blocks uses the wavelet soft threshold denoising method, the root means square error (RMSE) is the smallest and the signal-to-noise ratio (SNR) is the largest when the 4 layers are selected under the Sym7 wavelet base., the smoothness (P) is also relatively small, and the cross-correlation coefficient...
FIGURE 9. Soft threshold noise reduction evaluation index value of the garden image.

(R) is relatively large, achieving the best noise reduction performance.

In this section, to verify the effect of improving the wavelet threshold denoting method, the blocks and bumps signals that come with matter are introduced. Because the denoising effects of blocks and bumps signals have public data, the denoising effects of different denoising methods can be performed. For intuitive comparison, first, use the two signals for experimentation. The two signals are presented in figure 10.

FIGURE 10. Pure signal and noise signal.

The analysis shows that as the number of wavelet decomposition layers continues to increase, different wavelet bases have roughly the constant changes in their composite evaluation values. The number of layers of wavelet transform is from 2 to 4, and the composite evaluation value gradually decreases. From 4 to 9 layers, the composite evaluation value slightly increases. The composite evaluation value has a minimum value in 4 layers. Depending on the meaning of the composite evaluation value, the optimal wavelet basis parameter of the wavelet is the Sym7 wavelet basis; when the Sym6 wavelet basis is selected for the bumps noise signal, the composite evaluation value is the smallest. The meaning of composite evaluation value, the optimal wavelet basis parameter of wavelet is a Sym6 wavelet basis.

Based on the traditional Donohoe global threshold, a logarithmic function is put in place to construct a wavelet adaptive threshold. The improved adaptive threshold can slowly decrease with the stepwise increase of the wavelet decomposition scale. Because as the wavelet decomposition scale increases, the concentration of noise will also be diluted, and the amplitude of the noise figure will reduce as the wavelet decomposition scale increases. The adaptive threshold replaces the constant invariance of the global threshold and can adapt to the change in the amplitude of the noise figure as the wavelet decomposition scale increases. The improved wavelet adaptive threshold can realize the use of different thresholds on different wavelet decomposition scales, which effectively avoids excessive stifling of effective signals in the threshold quantization process, and retains as much effective information as possible so that the image is not affected by noise reduction distortion.

It can be seen from the above analysis process that the wavelet soft and hard threshold denoting method is used for the noise signals of blocks and bumps. By analyzing the changing trend and minimum point of the composite evaluation value, the wavelet basis function, and the number of layers in the wavelet threshold denoising parameter can be obtained. The selection is unified into one method. Therefore, for the noise signal of blocks, using Sym7 and Sym5 wavelet basis functions and 4 layers of layers can achieve the best noise reduction effect; for noise signals of bumps, using the Sym5 wavelet basis function and 4 layers of layers can achieve the best noise reduction effect.

Figure 11 shows the denoising results obtained by the method in this paper. The comparison between the two shows that the debasing effect of the wavelet denoting parameter selection method based on the composite evaluation value is
better than the denoting results in the literature, which proves that the wavelet base and the number of layers are selected uniformly in this paper. The idea can be carried out, and the denoising effect diagram is shown in Figure 11.

The choice of the wavelet basis and the number of layers in the wavelet threshold denoting method is experimentally analyzed, and a method for uniformly determining the wavelet threshold denoting parameters based on the composite evaluation value is proposed. This method is utilized to experiment on the noise signals of blocks and bumps. The verification proves the feasibility of the method; finally, the method applies to the noise reduction of ultrasonic noise signals.

C. ANALYSIS OF SIMULATION RESULTS

Observe the comparison of the effects of the six noise reduction algorithms in Figure 12. The noise reduction effect of traditional wavelet hard and soft threshold functions is not ideal. Four words “national restaurant” in the image are not clear enough and difficult to recognize, and there are still many noise points in the sky. Because the wavelet hard threshold function is used to decrease noise, it can be observed that there are some faintly visible block-like structures in the image after the noise reduction process. It is precisely because of the discontinuity of the wavelet hard threshold function that the wavelet is reconstructed this Pseudo-Gibbs phenomenon occurs only when oscillations occur. Some pixels in the image after the noise reduction process have become blurred. It is precisely because the wavelet soft threshold function has quantitatively shrunk the estimated wavelet coefficients and is lost some valid information. It can be observed that the image contrast is subtle, there are still a few noise points, and the detail texture is not smooth enough, and there are a few more abrupt pixels. Figure 12 only uses the improved wavelet adaptive threshold function to reduce noise. This shows that in the process of image noise reduction, some high-frequency information is filtered out, the edge of the image target is not fully protected, and the sharpness of the image is also gloomy.

Figure 12 is a bilateral filtering algorithm using the improved combined noise reduction algorithm of this article, combined with an improved wavelet adaptive threshold function and an improved gray-scale filter kernel function. From the subjective evaluation point of view, the image quality is very close to the original reference image in Figure 12, the contrast is greatly enhanced, the edge of the image target is also fully protected, and the background in the image is very delicate.

Digital image processing includes an image preprocessing stage and a subsequent deep processing stage. Noise reduction belongs to the image preprocessing stage. It provides a solid guarantee for image segmentation, fusion, recognition, and other post-depth processing, and its role is crucial. This paper constructs an improved wavelet threshold function based on the customary threshold function. The function is continuous and uninterrupted in the entire domain, and there is no constant deviation between the estimated wavelet coefficients and the original wavelet coefficients, which better restrict the traditional threshold. This makes the Pseudo-Gibbs phenomenon not appear after the image is reconstructed, and improves the accuracy of the image after reconstruction. Also, a simulation experiment is performed on the adjustable parameter p in the function, and the analysis of the image mean square error, peak signal-to-noise ratio and structural similarity after noise reduction shows that the three data indicators all tend to be flat after the p-value is 4. While ensuring the effect of noise reduction, to reduce the computational complexity of the algorithm, the parameter p is set to a value of 4 in succeeding experiments.
proposed for the two algorithms. After the algorithm in this paper introduces a bilateral filter with improved gray filter kernel function, the PSNR using only the improved wavelet adaptive threshold function method is increased by nearly 0.543, and the SSIM is also increased to nearly 0.853, that is, the similarity to the original image is close to 83.40%. This data fully proves the feasibility of the algorithm in this paper, and the experimental simulation shows that the improved combined algorithm studied in this paper has achieved a relatively ideal noise reduction effect.

Firstly, it briefly summarizes the basic knowledge of spatial filtering and introduces two commonly used spatial filtering methods to pave the way for the ensuing discussion of bilateral filtering. Secondly, a detailed algorithm introduction to bilateral filtering is carried out, explaining its working principle, and analyzing its strengths. Then analyze and study the limitations of the bilateral filter, and found that there are numerous neighboring pixels with a large gray difference from the center pixel in a filter window. These unrelated neighbor pixels will also participate in the filtering. Aiming at this limitation, the gray filter kernel function in the bilateral filter is improved to minimize the influence of extraneous pixels in the filter window on the central pixel. The improved bilateral filtering improves the performance of protecting the edges of image targets. Then introduce the image noise reduction operation steps of the improved combined algorithm researched in this article. Using this algorithm to reduce image noise requires four steps. Finally, the MATLAB platform is used to conduct a comparative experimental simulation of six noise reduction algorithms, and the algorithm in this paper is compared with several other traditional algorithms. The simulation results are shown in two ways, subjective evaluation, and objective evaluation. Experimental datum shows that the improved combined algorithm proposed in this paper has an ideal image noise reduction effect compared with traditional algorithms.

V. CONCLUSION

In the context of studying the classification of landscape elements in garden images, this paper conducts in-depth research on the technologies and methods involved and mentioned in the image semantic segmentation model. For the classification of landscape elements in garden images, deep learning technology is undoubtedly the best solution so far. Therefore, given many landscape elements in garden images and the large changes in the environment, this thesis takes the landscape elements in garden images as the research object, studies the semantic segmentation of garden images, and comprehensively applies the two-stage training of the model. Algorithms such as digital image processing and full convolutional neural network structure analyze the classification of garden elements in garden images, and finally realize the semantic segmentation of garden elements in garden images based on the fully convolutional neural network model, which is the future garden scene. The study of element classification provides a certain foundation. The gray filter kernel function in habitual bilateral filtering is improved, a filter threshold is constructed, and it is improved into a piecewise function. The advantage of this is that the neighboring pixels with a large gray difference from the center pixel are not involved in filtering at all, reducing the impact of irrelevant neighbor pixels on the center pixel in a filtering window, and improving the ability of bilateral filtering to protect the edge of the image target. Through simulation and comparison experiments, combining bilateral filtering with wavelet adaptive threshold function, the image visual effect, mean square error, peak signal-to-noise ratio, and structural similarity after noise reduction is better than traditional noise reduction algorithms.
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