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Abstract
Since training deep neural networks takes significant computational resources, extending the training dataset with new data is difficult, as it typically requires complete retraining. Moreover, specific applications do not allow costly retraining due to time or computational constraints. We address this issue by proposing a novel Bayesian update method for deep neural networks by using a last-layer Laplace approximation. Concretely, we leverage second-order optimization techniques on the Gaussian posterior distribution of a Laplace approximation, computing the inverse Hessian matrix in closed form. This way, our method allows for fast and effective updates upon the arrival of new data in a stationary setting. A large-scale evaluation study across different data modalities confirms that our updates are a fast and competitive alternative to costly retraining. Furthermore, we demonstrate its applicability in a deep active learning scenario by using our update to improve existing selection strategies.

1 Introduction
Training deep neural networks (DNNs) often demands significant time and computational resources. Moreover, when extending a dataset with new data, DNNs require complete retraining, which involves both the new and previously used data to prevent issues such as catastrophic forgetting [42]. Although improved generalization performance typically justifies exhaustive retraining, it may not always be feasible immediately after new data arrives. Key scenarios where retraining is beneficial but impractical include: (1) When data arrives sequentially and an immediate update is necessary, e.g., in active learning (AL) [48] or when working on data streams [46], (2) when only limited computational resources are available, e.g., training on embedded hardware [51], and (3) when there are privacy concerns, which restrict sharing new data with distributed computing units [51]. In these scenarios, it is crucial to devise methods that allow DNNs to incorporate new data fast and effectively.

While numerous studies developed methods to update DNNs effectively [19, 42, 50], these methods typically assume a non-stationary setting in which the respective data distribution changes over time [52]. As a result, these methods often focus on situations where new data arrives in relatively large amounts [42], neglecting scenarios where an immediate update with a small number of instances might be beneficial. In contrast, we assume a stationary setting with the goal to immediately update the model upon the arrival of new data, even in the case of a single data point.

As an example scenario, we consider AL throughout this article. A popular approach in AL is to use a one-step-look-ahead to select instances that significantly change model predictions [44, 50]. This approach assesses how model predictions would change, when including a specific instance in the labeled pool and updating the model. Consequently, it requires a highly efficient update
method, as it involves updates for all candidates of a large dataset. To make this feasible, several AL selection strategies utilize a Bayesian neural network (BNN) and rely on Monte Carlo (MC)-based updates [50]. However, while this update is fast, it falls short in performance compared to a retrained model (cf. Fig. 1). In such a scenario, a fast and effective update would enhance these strategies.

In this article, we propose a novel Bayesian update method. Like [50, 42, 21], we consider BNNs since they are particularly well-suited for our setting. The posterior distribution can be updated in a theoretically sound way by treating it as the prior distribution when new data becomes available. However, instead of relying on MC-based BNNs (e.g., MC-Dropout), we transform an arbitrary DNN into a BNN by employing a last-layer Laplace approximation (LA) [7], giving us a closed-form expression for the posterior distribution. Then, we leverage second-order optimization techniques on the Gaussian posterior distribution of the LA. To ensure low computational complexity, we compute the required inverse Hessian in closed form. The resulting update is both fast – it can be used in the previously described scenarios – and effective – its performance closely aligns with retraining. Moreover, our update can be combined with more recently developed BNNs such as Spectral Normalized Neural Gaussian Process (SNGP) [30].

Extensive studies across different data modalities, including image and text datasets, demonstrate that our updates outperform the typically employed MC-based ones [21, 50] in terms of speed and performance. Further, to demonstrate the applicability in one of the previously mentioned scenarios, we revisit AL and propose a simple and effective idea to improve existing selection strategies by immediately making use of acquired labels.

### Contributions

- We propose a novel update method for DNNs by employing a last-layer LA and second-order optimization techniques, suitable for scenarios where data arrives in small quantities, and immediate model updates are required.
- We conduct a comprehensive evaluation of our update method across different data modalities, demonstrating superior performance and speed compared to the MC-based updates.
- We propose a simple framework to improve existing AL strategies employing our updates.

2 Related Work

Similar to our setting, continual learning [8] updates models by exclusively training with data from a new task, addressing the challenge of retaining knowledge from previously learned tasks. Popular techniques [42, 19] use conventional first-order optimization methods, incorporating a regularization term to counteract catastrophic forgetting. More specifically, [42] and [19] derive a regularization term from an LA that penalizes large deviations from prior knowledge. Ebrahimi et al. [11] exploit uncertainty estimates of BNNs to dynamically adjust learning rates during training. Unlike our method, these approaches require training over multiple epochs, preventing immediate updates.
Additionally, they require large amounts of new data (thousands of data points) per task, whereas our update method is designed for smaller datasets, ranging from single to hundreds of data points. More closely related to our work is online learning [17], which aims to sequentially and efficiently update models from incoming data streams. Traditional approaches often focus on linear [57] or shallow [22, 45] models with maximum-margin classification. However, applying online learning to DNNs remains difficult due to issues such as convergence, vanishing gradients, and large model sizes [46, 27]. To address these challenges, Sahoo et al. [46] proposed a method that modifies a DNN’s architecture to facilitate updates. We argue that this approach is restrictive in state-of-the-art settings, given the increasing reliance on pretrained architectures. Most similar to our setting is the work on Bayesian online inference by Kirsch et al. [21]. The core idea is to sample hypotheses, e.g., via MC-Dropout, from the posterior distribution of a BNN and weight their importance according to the respective likelihoods for sequentially arriving data. We refer to these types of updates as MC-based updates. The empirical results raised concerns regarding the applicability of such MC updates in high-dimensional parameter spaces.

BNNs [53, 12] induce a prior distribution over their parameters, i.e., weights, and learn a posterior distribution given training data. Predictions are made by marginalizing this posterior. BNN types differ mainly in their probabilistic model and sampling from the posterior distribution [18]. MC-Dropout [13], one of the most prominent BNN types, is a regularization technique performed during training. Using dropout during evaluation, called MC-Dropout, we obtain a distribution for the predictions corresponding to a variational distribution in the parameter space. Due to its simplicity and training efficiency, MC-Dropout is often used for comparison. However, its inference is inefficient and predictions may not properly represent uncertainty estimates [37]. Deep ensembles [25] consist of multiple DNNs. Combined with regularization, these DNNs are samples (different modes) of the parameters’ posterior distribution. Ensembles typically provide better uncertainty estimates than MC-Dropout but require more computational capacity during training [37]. A BNN obtained via LA [43] is computationally more efficient than MC-Dropout and deep ensembles. It specifies an approximate Gaussian posterior distribution, where the maximum a posteriori (MAP) estimate defines the mean and the inverse of the negative log posterior’s Hessian at the MAP estimate corresponds to the covariance matrix. As computing this Hessian is expensive for large DNNs, LA is often used only in the last layer [7]. SNGP [30] combines LA with random Fourier features [38] and spectral normalization [34] to approximate a Gaussian process.

AL poses significant challenges in practice due to the computational cost associated with required retraining per cycle. The emergence of one-step-look-ahead strategies [44, 50, 56] further highlights the importance of efficient model updates. Notably, BEMPS [50] evaluates all possible candidates (i.e., instances) in a dataset to select those that are anticipated to alter the model’s predictions substantially. However, this strategy utilizes an MC-based BNN with deep ensembles, relying on MC-based updates. They assume that all hypotheses are equally likely to explain the data before an update step. While this update is fast, its performance is inferior to that of a retrained model.

3 Fast Bayesian Updates for Deep Neural Networks

In this section, we present our new Bayesian update method. First, we introduce the general concept of Bayesian updates and the commonly applied MC-based Bayesian updates [21, 50]. Afterward, we propose our novel method focusing on an efficient update of the Gaussian posterior distribution via last-layer LAs. For an introduction to LA, we refer to [7].

3.1 Bayesian Updates

We focus on classification problems with instance space $\mathcal{X}$ and label space $\mathcal{Y} = \{0, \ldots, K - 1\}$. The primary goal in our setting is to efficiently incorporate the information of new instance-label pairs $D^\infty = \{(x_n, y_n)\}_{n=1}^N \subset \mathcal{X} \times \mathcal{Y}$ into a BNN trained on dataset $D \subset \mathcal{X} \times \mathcal{Y}$. Retraining the entire network on the extended dataset $D \cup D^\infty$ results in high computational cost for a large dataset $D$. Conversely, using the new data solely can cause catastrophic forgetting [42].

For this purpose, we employ BNNs [12] with Bayesian updates [35] as an efficient alternative to retraining. The main idea of BNNs is to estimate posterior distribution $p(\omega|D)$ over the parameters $\omega \in \Omega$ given the observed training data $D$ using Bayes’ theorem. The obtained posterior distribution over the parameters can then be used to specify the predictive distribution over a new instance’s class.
We refer to Eq. (2) as the Bayesian update.

\[ \omega \text{ with parameters } K \text{ with } D \]

As instances in \((\text{colored lines})\) drawn from a BNN as well as the mean (black solid line) and standard deviation (black dashed line) of its predictive distribution. Thereby, the likelihood \( \theta = [21, 50] \) of this update is through MC-based BNNs, such as MC-Dropout and deep ensembles. These BNNs rely on samples (or hypotheses) \( \omega_1, \ldots, \omega_M \) drawn from an approximate posterior \( q(\omega | D) \). Research \([56, 50]\) assumes that all hypotheses are equally likely to explain the observed data and have the same probability before updating. By updating the posterior distribution through Eq. (2), they weigh more likely hypotheses given the new data higher. We refer to these as MC-based updates with a formal definition given in Appendix A. Figure 2 illustrates this concept where different hypotheses \( \omega_1, \ldots, \omega_M \sim q(\omega | D) \) are shown. Each hypothesis represents a possible true solution for the learning task (white instances). When new data (green instances) arrives, we weigh each hypothesis by its likelihood of explaining the new data and obtain an updated predictive distribution, as seen in bold in Fig. 2 (right).

**3.2 Fast Approximations of Bayesian Updates for Deep Neural Networks**

Our update method is based on a combination of two concepts. First, instead of MC-based BNNs, we suggest using LAs on the last layer of a DNN. Second, we directly modify the approximate posterior distribution of the LA, providing a much more flexible way to adapt it to new data than reweighting. We refer to Appendix C for an extension to multi-class classification.

**Last-layer LA**: LAs approximate the (intractable) posterior distribution \( p(\omega | D) \) with a Gaussian centered on the maximum a posteriori (MAP) estimate with a covariance equal to the negative Hessian.
of the log posterior [7]. We denote this approximate distribution as
\[ q(\omega | D) = N(\omega | \hat{\mu}, \Sigma) \propto q(\omega) \prod_{(x,y) \in D} p(y|x, \omega), \] (3)
where \( q(\omega) \) is a Gaussian prior distribution. The MAP estimate \( \hat{\mu} \) results from training on \( D \) with conventional gradient optimization techniques. The covariance matrix \( \Sigma \) is the inverse Hessian of the negative log posterior evaluated at the MAP estimate \( \hat{\mu} \) given training data \( D \). We model the posterior distribution only on the last layer of a DNN to ensure fast inference.

The benefits of using a last-layer LA are manifold. Given access to \( q(\omega | D) \) through a Gaussian, we enable more flexible updates by being able to modify the mean and covariance directly. In contrast, MC-based updates only change the approximate distribution by reweighting hypotheses, leading to a strong dependency on the samples \( \omega_1, \ldots, \omega_M \). Last-layer LAs can be integrated seamlessly into nearly all DNNs, including pretrained models, as only the covariance has to be computed to obtain \( q(\omega | D) \). Finally, compared to deep ensembles and MC-Dropout, last-layer LAs introduce minimal computational overhead. While deep ensembles require longer training and MC-dropout impairs the inference time, LAs simply need to calculate a covariance matrix after training and allow fast inference (cf. Eq. (1)) through techniques such as mean-field approximation [32].

**Second-Order Update:** The second concept focuses on the update step of the Gaussian distribution. When observing new data, we follow the same approach as in Eq. (3), but with \( q(\omega | D) \) as our prior:
\[ q(\omega | D, D^\square) = N(\omega | \mu^{upd}, \Sigma^{upd}) \propto q(\omega | D) \prod_{(x,y) \in D^\square} p(y|x, \omega), \] (4)
where \( \mu^{upd} \) and \( \Sigma^{upd} \) represent the updated mean and covariance, respectively. The resulting updated posterior \( q(\omega | D, D^\square) \) is non-Gaussian due to \( p(y|x, \omega) \) being a categorical likelihood. Consequently, the closed-form computation of the integral in Eq. (1) becomes intractable. The basic idea of our update is to approximate the new posterior \( q(\omega | D, D^\square) \) by first applying a second-order optimization step via Gauss-Newton and then estimating the new covariance at that point. Thus, the updated mean and covariance are given by:
\[ \mu^{upd} = \mu - \gamma H^{-1}(\hat{\mu}, \Sigma, D^\square) \sum_{(x,y) \in D^\square} (p_x - y)h_x, \] (5)
\[ \Sigma^{upd} = H^{-1}(\mu^{upd}, \Sigma, D^\square), \] (6)
where \( h_x \) denotes the representation of \( x \) at the penultimate layer, \( p_x = \text{sigmoid}(h_x^T \mu) \) is the probability for the positive class, and \( \gamma \) is a factor controlling the step size. The required updated Hessian can be computed efficiently in closed form following [49] by
\[ H^{-1}(\mu, \Sigma, A) = \Sigma - \sum_{(x,y) \in A} \frac{p_x(1-p_x)}{1 + \sigma_x \cdot p_x(1-p_x)} (\Sigma h_x) (\Sigma h_x)^T, \] (7)
where \( \sigma_x = h_x^T \Sigma h_x \) is the predictive variance. The derivation can be found in Appendix D.

The idea behind using second-order optimization techniques is that they are more robust than first-order gradient optimization techniques due to the incorporation of curvature information of the log posterior. This results in a more accurate representation of the loss landscape, leading to improved parameter updates. A critical aspect of our method’s efficiency is that we do not need to recompute the Hessian from scratch. Instead, our updates leverage the covariance available through LAs and use the Woodbury identity [55] for closed-form inversion, significantly reducing computational overhead. Further, a common problem with last-layer LAs is that the Hessian can become a bottleneck when dealing with a large number of classes. To address this, we can approximate the Hessian in Eq. (7) by considering a Gaussian likelihood instead of a multi-class one, as also done in [30][12].

### 4 Bayesian Updating Experiments

In this section, we evaluate the effectiveness and speed of the proposed update by comparing it against competitors on various benchmark datasets for image and text classification. Our code is publicly available at [https://github.com/dhuseljic/dal-toolbox](https://github.com/dhuseljic/dal-toolbox).
4.1 Experimental Setup

Our experimental design is based on the work of [21]. First, we train a DNN on the training dataset \( D \) (baseline). We then use this baseline DNN to perform a last-layer LA and different Bayesian updates on additional instance-label pairs \( D^\oplus \) and compare these results to retraining the DNN on the complete dataset \( D \cup D^\oplus \). To ensure a comprehensive evaluation, we evaluate i) the influence of the step size \( \gamma \) on chosen validation datasets, ii) the impact of our update at different learning stages of the DNN, iii) the impact of our update with increasing sizes of new arriving datasets, and iv) the time-efficiency of our update by considering the speed-up factor against competitors. For comparison, we consider MC-based updates by sampling 10k hypotheses from the approximate Gaussian posterior \( q(\omega|D) \) and the less complex first-order updates only considering gradients (cf. Appendix A). Since the latter does not use the Hessian, this comparison allows us to assess the benefits of using second-order optimization. Moreover, we exclude retraining solely on \( D^\oplus \), as we empirically found that it leads to catastrophic forgetting [19]. For reproducibility, we average all performance metrics across 10 repetitions.

The datasets \( D \) and \( D^\oplus \) are randomly sampled from real-world datasets. We use three image and three text benchmark datasets commonly used in literature [16, 39] with varying complexity reflected through different numbers of classes. Table 1 gives an overview. A detailed summary for each dataset is provided in Appendix E.

The goal of an update method is to ensure both effectiveness and speed. To assess this, we use different performance metrics. For evaluating effectiveness, or how well an update or retraining generalizes, we measure accuracy. When experimenting with hyperparameters, accuracy is assessed on a 10% validation split. Otherwise, it is measured on the test dataset. An optimal update method should achieve the same performance as completely retraining the DNN with \( D \cup D^\oplus \). To assess the speed of an update, we report the speed-up factor compared to retraining by dividing the time required for retraining by the time required for updating. Retraining and updating times were recorded on an NVIDIA RTX 4090 GPU and an AMD Ryzen 9 7950X CPU, respectively.

We choose commonly employed DNN architectures from the literature [16, 50]. For image datasets, we employ a Vision Transformer (ViT) [10] with pretrained weights via self-supervised learning, complemented by a randomly initialized fully connected layer. Specifically, we use the DINOv2-ViT-S/14 model [36] with a feature dimension of \( D = 384 \) in its final hidden layer. For text datasets, we employ the transformer-based pre-trained language model BERT [9]. We utilize BERT-BASED-UNCASED from the Huggingface library [54] with the [CLS] token as the embedding of an instance with a feature dimension of \( D = 768 \) and a maximum sequence length of 512. We train each DNN by finetuning for 200 epochs, employing the Rectified Adam optimizer [31] with a training batch size of 64, a learning rate of 0.01 for images and 0.1 for text, and weight decay of 0.0001. In addition, we utilize a cosine annealing learning rate scheduler. These hyperparameters were determined empirically to be effective across all datasets by investigating the loss convergence on validation splits.

4.2 Experiments

Hyperparameter Ablation: In Eq. 5, we introduced the hyperparameter \( \gamma \), which controls the step size of our update. Intuitively, this factor determines the extent to which the DNN is influenced by the new dataset \( D^\oplus \). This factor is essential to control the update process and avoid issues such as catastrophic forgetting. Similarly, first-order and MC-based updates also utilize this factor to mitigate such problems. For further details, we refer to Appendix A.

To investigate the influence of \( \gamma \) and determine a suitable value for all subsequent experiments, we conduct a simple ablation study on two datasets. The results of our update are shown here, while the results for first-order and MC-based updates can be found in Appendix E. We determine the value of \( \gamma \) in this manner since an extensive hyperparameter search for update methods is typically impractical in an online setting [8]. Hence, fixing a value beforehand is necessary. We randomly sample an initial dataset \( D \) of 50 instances and train our baseline DNN. Subsequently, updates and retraining
are performed on randomly sampled datasets $|\mathcal{D}^\oplus| \in \{1, \cdots, 10\}$, and the accuracy is computed on a validation split. We repeat this process for different values of $\gamma$.

The resulting curves in Fig. 3 indicate that our update with $\mathcal{D}^\oplus$ consistently achieves better performance than the baseline DNN that is only trained on $\mathcal{D}$. For both CIFAR-10 and DBPedia, updating with $\gamma = 1$ does not yield accuracies close to retraining, suggesting that the update is too weak. By increasing $\gamma$, we observe accuracies much closer to complete retraining, with $\gamma = 10$ being sufficient for CIFAR-10 and DBPedia. For CIFAR-10, we also notice that a very high value, i.e., $\gamma = 30$, can lead to worse performance, likely due to catastrophic forgetting. To ensure effective updates across all datasets, we will be using $\gamma = 10$ in all subsequent experiments. While this may not be optimal for some datasets, it should ensure a consistently working update process in all cases.

![Figure 3: Accuracies after updating with different values for $\gamma$ in comparison to the baseline DNN and retraining.](image)

![Figure 4: Accuracy improvement curves for six benchmark datasets, showing the difference in accuracy between retrained and updated DNNs for varying sizes of $\mathcal{D}$.](image)

**Different Learning Stages:** To investigate how our update behaves at different stages of learning, we train the baseline DNN on varying sizes of initial datasets $\mathcal{D}$ and update it with a new dataset of fixed size $|\mathcal{D}^\oplus| = 10$. To better visualize the differences, we report accuracy improvement of updated/retrained DNNs relative to the baseline in Fig. 4. The results demonstrate that our updates provide the highest accuracy improvements across all datasets, highlighting the effective and consistent performance improvements of our update at different stages of learning. While first-order
and MC-based updates are also effective in earlier stages (when $|\mathcal{D}| < 50$), they tend to be less effective and even deteriorate accuracy in later stages. Compared to the first-order update, our update consistently enhances performance due to including the Hessian. As the Hessian considers curvature information about the posterior, the update is more robust regarding the choice of $\gamma$.

**Varying Size of $\mathcal{D}^\oplus$:** To investigate our update’s behavior with an increasing number of new data points in $\mathcal{D}^\oplus$, we train a baseline DNN with a fixed initial dataset $|\mathcal{D}| = 100$ and vary the size of the new dataset $|\mathcal{D}^\oplus| \in \{10, 20, \ldots, 100\}$. We report the results for the most complex datasets DTD, Banking-77 and Clinc-150. In Fig. 5 we observe that as the size of $\mathcal{D}^\oplus$ increases, the accuracy of retraining, our update, and the first-order update consistently improves. In contrast, MC-based updates result in worse accuracies than the baseline, indicating that it is not suited for an increasing size of $\mathcal{D}^\oplus$. Considering our update, we see that it consistently achieves better accuracies compared to competitors, regardless of the complexity of the dataset. Moreover, first-order updates seem to be less effective on the more complex datasets such as Banking-77 and Clinc-150, highlighting the importance of the Hessian.

**Time Comparison:** Finally, to evaluate the speed of our update, we fix the size of the new dataset to $|\mathcal{D}^\oplus| = 10$ and compute the speed-up relative to retraining by varying the initial dataset size $|\mathcal{D}|$. Figure 6 presents the speed-up factors of all update methods on CIFAR-10. All methods are faster than retraining, with the first-order update being the fastest. For example, with an initial dataset size of $|\mathcal{D}| = 1000$, the first-order update is about 1700 times faster than retraining. Notably, our update provides a similar speed-up factor while yielding more effective updates by using the closed-form update of the Hessian. Compared to MC-based updates, both the first-order and our update are significantly faster.

## 5 Use Case: Deep Active Learning

To demonstrate the potential of our proposed update in a practical setting, we return to deep AL [48], where a selection strategy iteratively selects unlabeled instances to be labeled by an oracle. This selection is based on information provided by a DNN trained on the currently available labeled instances. The goal is to maximize the DNN’s performance while minimizing the number of label acquisitions. In the deep learning setting, instances are typically chosen in batches to reduce the number of retraining processes after a selection step [20].

The naive idea of using sequential selection strategies for batch selection is to use the top-$b$ instances. As this might cause a lack of diversity between selected instances, batch selection strategies have been proposed to solve this problem [47] [1] [20]. Our idea is to overcome the necessity of batch strategies by using the proposed update method with sequential selection strategies as a fast alternative to retraining. After acquiring $b$ labels, we retrain the DNN similar to batch selection strategies. An algorithm implementing this idea can be found in Appendix F. The hypothesis is that our idea achieves
higher performance compared to selecting the top-$b$ instance for already well-performing sequential selection strategies [41], which are Margin [3] and BALD [14]. Additionally, we are interested in whether our idea can act as a replacement for the diversity component of batch selection strategies. Therefore, we also evaluate the popular strategy Badge [1] in combination with our updates.

For this use case, we choose the CIFAR-10 dataset with a label budget of $B = 200$, an acquisition size of $b = 10$ instances, and the same DNN architecture as in our previous experiments (cf. Section 4). Figure 7 shows the accuracy improvement curves relative to a random instance selection. A more detailed experimental setup and learning curves reporting absolute values are available in Appendix F. In general, the resulting curves confirm our hypothesis. All query strategies using our updates outperform the respective top-$b$ selection strategies. Furthermore, combining our update with the batch selection strategy Badge also results in improved accuracy. This indicates that our idea of selecting a single instance and updating the DNN leads to a more effective selection than using the $k$-means algorithm as proposed in Badge.

6 Discussion and Conclusion

In this article, we proposed a second-order Bayesian update method for DNNs based on a last-layer LAs. It provides an efficient alternative to retraining for scenarios where data arrives sequentially and immediate updates are beneficial (e.g., AL). A extensive experimental evaluation showed that the proposed updates are both fast and effective, consistently outperforming competitors. In an AL use case, we demonstrated that the proposed update can improve sequential AL selection strategies such as Margin and BALD, as well as the popular batch selection strategy Badge.

While our proposed update has been shown to work well in the context of AL, further research is needed to explore its effectiveness in other scenarios. Specifically, when working with limited computational resources, our update can offer a efficient way to improve performance [40]. In this context, we also plan to investigate the hyperparameter $\gamma$ in greater depth to adapt it during the learning process. Additionally, while our updates are effective for vanilla DNNs combined with a last-layer LA, further validation is needed for more recent models. As an initial step, we took the 2D example from Section 1 and combined our update with SNGP [30], a model designed for accurate uncertainty modeling. Figure 8 shows that the resulting update is both effective and preserves SNGP's uncertainty modeling capabilities.

Finally, we plan to utilize our updates to enhance or develop one-step-look-ahead selection strategies [44] in deep AL. As these selection strategies are based on decision theoretic principles, they naturally balance explorative and exploitative instance selection, a key challenge in AL [28]. However, the integration of these strategies into deep learning is challenging. Current research either relies on MC-based updates [50], which we have shown to be ineffective, or does not consider deep learning [23]. Our updates offer a new and effective way to combine such strategies with DNNs.
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A Related Bayesian Update Methods

We formally introduce Bayesian update methods used for comparison in the main part, including Monte Carlo (MC)-based updates and our method’s simpler variant, first-order updates.

A.1 MC-based Bayesian Updates

MC-based Bayesian neural networks (BNNs) such as deep ensembles and MC-Dropout draw samples, or hypotheses, from an (approximate) posterior distribution \( q(\omega|D) \). To obtain these samples, deep ensembles train multiple randomly initialized deep neural networks (DNNs), while MC-Dropout randomly sets a portion of parameters to zero for multiple inference steps. We refer to \cite{15} for an in-depth explanation about these techniques.

As MC-based BNNs only have access to these samples, the idea behind the MC-based update method is to weigh these samples. More specifically, MC-based updates, as used in \cite{50}, assume a priori that every hypothesis \( \omega_1, \ldots, \omega_M \sim q(\omega|D) \) is equally likely to explain the new dataset \( D^\oplus \). Hence, the approximate distribution over the drawn members can be defined as a categorical distribution\(^4\) with parameters \( \hat{\omega} = (\hat{\omega}_1, \ldots, \hat{\omega}_M)^T \):

\[
q(\omega_m|D) = \text{Cat}(m|\hat{\omega}) = \hat{\omega}_m = 1/M,
\]

where \( M \) is the number of drawn ensemble members. The updated posterior distribution, which includes the new dataset \( D^\oplus \), is computed through Bayes’ theorem:

\[
q(\omega_m|D^\oplus, D) = \text{Cat}(m|\hat{\omega}^{\text{upd}}) \propto q(\omega_m|D) \prod_{(x,y) \in D^\oplus} p(y|x, \omega_m) 
\]

\[
= \hat{\omega}_m \prod_{(x,y) \in D^\oplus} \left[ \text{softmax}(f^{\omega_m}(x)) \right]_y = \hat{\omega}_m^{\text{upd}},
\]

which is a categorical distribution with parameters \( \hat{\omega}^{\text{upd}} = (\hat{\omega}_1^{\text{upd}}, \ldots, \hat{\omega}_M^{\text{upd}})^T \) that we obtain after normalizing \( \hat{z} = (\hat{\omega}_1, \ldots, \hat{\omega}_M)^T \). Intuitively, the importance of each hypothesis is determined by its likelihood of explaining the new dataset \( D^\oplus \). This approximation \( q(\omega_m|D^\oplus, D) \) of the posterior distribution allows us to make new predictions by evaluating the predictive distribution from Eq. (1) accordingly:

\[
p(y|x, D^\oplus, D) = \mathbb{E}_{q(\omega|D^\oplus, D)}[p(y|x, \omega)] \approx \sum_{m=1}^M p(y|x, \omega_m) \cdot q(\omega_m|D^\oplus, D)
\]

\[
= \sum_{m=1}^M \left[ \text{softmax}(f^{\omega_m}(x)) \right]_y \cdot \hat{\omega}_m^{\text{upd}},
\]

which is a weighted average of the sampled hypotheses. Employing the update from Eq. (10) may lead to catastrophic forgetting. Thus, to control the influence of the new dataset \( D^\oplus \), we introduce the hyperparameter \( \gamma \):

\[
q(\omega_m|D^\oplus, D) \propto \hat{\omega}_m \prod_{(x,y) \in D^\oplus} \left[ \text{softmax}(f^{\omega_m}(x)) \right]_y ^\gamma.
\]

A.2 First-Order Bayesian Updates

Our proposed update method from the main text approximates the new posterior \( q(\omega|D, D^\oplus) \) by applying an optimization step via Gauss-Newton and estimating the new covariance. Naturally, we also introduce a first-order update, employing a first-order optimization step, leading to a less complex and faster method. This also allows us to ablate the importance of the Hessian.

Assume we have a approximate posterior distribution \( q(\omega|D) = \mathcal{N}(\omega|\hat{\mu}, \hat{\Sigma}) \) from an LA and observe the new dataset \( D^\oplus \). Our goal is to update the approximate posterior distribution \( q(\omega|D) \) by

\(^4\)Equivalently, one can define the approximate distribution via multiple Dirac deltas.
The first-order update is defined by using a gradient optimization step to obtain an updated mean:

\[
\hat{\mu}^{\text{upd}} = \mu -\gamma \sum_{(x,y) \in D^{\oplus}} \left( \sigma (h^T \mu) - y \right) h_x,
\]

(15)

where \(\gamma\) is the step size (or learning rate) introduced to avoid catastrophic forgetting. The covariance matrix must only be recomputed at the update’s end if meaningful uncertainty estimates are of interest.

## B Hyperparameter Ablation

For all introduced Bayesian update methods, the hyperparameter \(\gamma\) controls the influence of the new dataset \(D^{\oplus}\) on the posterior distribution \(q(\omega | D)\). In Section 4, we conducted a small ablation study, similar to a hyperparameter search, to determine an appropriate value for \(\gamma\). We intentionally did not search a optimal value of \(\gamma\) for every dataset since extensive hyperparameter search for update methods is impractical in an online setting [8]. Using the same setup as in Section 4, we consider the CIFAR-10 and DBPedia datasets. Our baseline DNN is trained on a randomly sampled initial dataset \(|\mathcal{D}| = 50\) instances. We then update and retrain the DNN with varying sizes of the new dataset \(|\mathcal{D}| \in \{1, \ldots, 10\}\).

Considering the first-order update, we see that not all values of \(\gamma\) improve accuracy. Especially, high values can cause a collapse in accuracy, likely due to catastrophic forgetting. We find that updates with \(\gamma = 0.001\) and \(\gamma = 0.01\) perform best. Since \(\gamma = 0.001\) generates the highest accuracy for CIFAR-10 and does not lead to a worse performance for DBPedia, we use it for the remaining experiments. Considering MC-based update, we see that no value of gamma provides an improvement in accuracy on CIFAR-10. In contrast, for DBPedia we see that \(\gamma = 0.1\) improve accuracy the most. Considering the results across datasets, we select \(\gamma = 0.005\) for images and \(\gamma = 0.01\) for text.

![Figure 9: Accuracies after updating with different values for \(\gamma\) in comparison to the baseline DNN and retraining.](image)

## C Multi-class Last-Layer Update

Here, we outline three different options for performing the update step for LA in a multi-class setting with \(K > 2\). In a binary setting, a last-layer LA uses a parameter vector \(\omega \in \mathbb{R}^D\). However, in a multi-class setting, we have a parameter vector \(\omega_y\) for each class \(y \in \mathcal{Y}\). In the literature, several approximations have been proposed to model these parameter vectors’ distribution.

The most complex approximation would be to concatenate these vectors and model them through a multi-variate normal distribution:

\[
q(\omega | \mathcal{D}) = \mathcal{N}(\bar{\mu}, \hat{\Sigma}) \quad \text{with} \quad \omega, \bar{\mu} \in \mathbb{R}^K \cdot D, \hat{\Sigma} \in \mathbb{R}^{(K \cdot D) \times (K \cdot D)}.
\]

(16)
This approximation can estimate a covariance between each pair of parameters. However, this expressiveness comes at the cost of a large covariance matrix $\Sigma$ to be estimated. This is particularly costly for many classes $K$ combined with a high feature dimension $D$ from a DNN, such that corresponding updates via second-order optimization would no longer be efficient.

Spiegelhalter and Lauritzen [49] presented a more efficient approximation in which the class-wise parameter vectors are arranged column-wisely as a matrix. Their joint distribution is then modeled through a matrix normal distribution:

$$q(\omega|D) = MN(\mu, \Sigma, \Sigma)$$

with $\mu, \Sigma \in \mathbb{R}^{D \times K}, \Sigma \in \mathbb{R}^{D \times D}, \tilde{\Sigma} \in \mathbb{R}^{K \times K}$. (17)

This approximation captures the covariance between each pair of parameter vectors via the matrix $\tilde{\Sigma}$ and each pair of hidden features via the matrix $\Sigma$. Both matrices have to be iteratively recomputed while updating. We refer to [49] for more details.

Liu et al. [29] presented an even faster approximation and showed its effectiveness in combination with an LA for supervised learning. Therefore, we employ this approximation in the multi-class formulation.

Here, we provide the derivation of the update from Eq. (7), which uses the Woodbury (matrix) identity [55] for efficient inversion of the Hessian during updates. Assume we employed an LA and have the current approximate posterior distribution $q(\omega|D) = N(\mu, \Sigma)$. To incorporate the information of the new dataset $D^\oplus$ into the LA’s current covariance $\Sigma$, we first need to calculate the Hessian of the new negative log posterior $q(\omega|D, D^\oplus)$ with respect to $\omega$. The Hessian of the new negative log posterior $-q(\omega|D, D^\oplus)$ is given by

$$H = -\nabla^2 \log q(\omega|D, D^\oplus) = I + \sum_{(x,y) \in D} p_x(1-p_x)h_x h_x^T + \sum_{(x,y) \in D^\oplus} p_x(1-p_x)h_x h_x^T ,$$

$$= \hat{\Sigma}^{-1} + \sum_{(x,y) \in D^\oplus} p_x(1-p_x)h_x h_x^T ,$$

\[23\]
where we see the updated Hessian is given by a sum of the old negative log posterior’s precision matrix with the precision matrix of the new dataset \( D^b \). Note, however, that we require the inverse Hessian \( H^{-1} \) for both the Gaussian posterior in the LA and the optimization step via Gauss-Newton. Depending on the size of \( D^b \) and the assumed likelihood for the Hessian, this computation can significantly slow down the efficiency of our update since we must compute an inverse with each new incoming batch of instances. Thus, to ensure efficient updates, we employ the Woodbury identity, which is given in a simplified form by

\[
(A + uv^T)^{-1} = A^{-1} - \frac{A^{-1}uv^TA^{-1}}{1 + v^TA^{-1}u},
\]

and allows us to obtain an updated inverse Hessian directly, avoiding calculation of the inverse of the updated precision matrix. Setting \( u = p_x(1 - p_x)h_x \) and \( v = h_x \), we obtain:

\[
H^{-1} = \left( \Sigma^{-1} + p_x(1 - p_x)h_xh_x^T \right)^{-1} = \Sigma - \frac{p_x(1 - p_x)}{1 + h_x\Sigma h_x \cdot p_x(1 - p_x)}\Sigma h_xh_x \Sigma,
\]

which is the update from Eq. (7). In the multi-class setting, we employ the covariance matrix of Eq. (20) by assuming a Gaussian likelihood leading to the following inverse Hessian:

\[
H^{-1} = \left( \Sigma^{-1} + h_xh_x^T \right)^{-1} = \Sigma - \frac{\Sigma h_xh_x \Sigma}{1 + h_x\Sigma h_x},
\]

where we set \( u = v = h_x \).

### E Summary of Datasets

**CIFAR [24]** consists of 60,000 colored images with a low resolution of 32 × 32. There is a predetermined split of 50,000 images as training instances and 10,000 images as test instances. One variant of this dataset, **CIFAR-10**, is a coarse-grained task with ten broad classes such as automobile, dog, airplane, and ship. The classes are mutually exclusive meaning there is no overlap between, e.g., automobiles and trucks. **Snacks** [33] contains images of 20 different classes of snack foods. The 6,745 available images are split into 3,840 images for training, 955 for validation, and 920 for testing. Each image is 256 pixels wide while its height varies from 256 to 873 pixels. **DTD** [32] is a texture-focused dataset that consists of 5,640 images divided into 47 different classes. There are 120 images for each class and image sizes range between 300x300 and 640x640. There is a predetermined split into three equally sized datasets for training, validation, and testing. **DBPedia** [2] is a larger text dataset with a medium class cardinality of 14 different classes. There are 14 different ontology-based classes. It consists of 560,000 training samples and 5,000 test samples. **Banking-77** [4] comes with a more complex task of conversational language understanding alongside intent detection. The combination of its high-class cardinality and a small pool of just 10,000 samples makes this data set even more challenging. **Clinic-150** [26] includes queries that are out-of-scope, i.e., queries that do not fall into any of the system’s supported intents. It contains 150 in-scope intent classes, each with 100 train, 20 validation, and 30 test instances. Additionally, there are 100 train and validation out-of-scope instances, and 1,000 out-of-scope test instances.

### F Active Learning: Use Case

**Algorithm**: The main idea from Section 5 is to transform any sequential selection strategy into a batch strategy by using the proposed update method as a fast alternative to retraining. Typically, when using a sequential selection strategy, the naive idea in a batch setting is to select the instances that resulted in the top-\( b \) highest scores, where the score is defined by the respective selection strategy. Our method can now update the DNN after each acquired label instead of selecting the top-\( b \) instances. Hence, we have a similar scenario as if we would perform single-instance acquisitions but avoid the retraining after each acquired label. After aggregating a batch of \( b \) instances, we retrain the DNN.

Algorithm 1 summarizes this idea. Given a standard AL setting with labeled data \( \mathcal{L} \) and unlabeled data \( \mathcal{U} \), we first calculate the approximate posterior distribution \( q(\omega|\mathcal{L}) \) via LA. Subsequently, we iteratively select a new instance \( x \) and acquire its label \( y \) based on a given selection strategy \( \alpha(\cdot) \) and
Algorithm 1 Updating in AL

Require: Labeled data \( \mathcal{L} \), unlabeled data \( \mathcal{U} \), selection strategy \( \alpha \), acquisition size \( b \), BNN \( q(\omega|\mathcal{L}) \)

1: New acquisitions \( \mathcal{D}^\oplus = \{\} \)
2: for \( i = 1, \ldots, b \) do
3: Acquire next instance \( \hat{x} = \operatorname{argmax}_{x \in \mathcal{U}} \alpha(x, \mathcal{U}, q(\omega|\mathcal{D}^\oplus, \mathcal{L})) \)
4: Obtain new label \( \hat{y} \) for instance \( \hat{x} \)
5: Extend new acquisitions \( \mathcal{D}^\oplus \leftarrow \mathcal{D}^\oplus \cup \{(\hat{x}, \hat{y})\} \)
6: Remove acquisition from \( \mathcal{U} \leftarrow \mathcal{U} \setminus \hat{x} \)
7: Update posterior distribution \( q(\omega|\mathcal{D}^\oplus, \mathcal{L}) \)
8: end for
9: return Batch of new acquisitions \( \mathcal{D}^\oplus \)

update the approximate posterior distribution \( q(\omega|\{(x, y)\}, \mathcal{L}) \) using our method. We repeat this for \( b \) acquisitions.

Experiments: For the AL experiments in Section 5 we follow the recent work of Hacohen et al. [16]. We use the CIFAR-10 dataset and initialize the labeled pool \( \mathcal{L} \) with 10 randomly sampled instances. In each AL cycle, we select \( b = 10 \) new instances for labeling until a budget of \( B = 200 \) acquisition is reached. Each AL selection strategy selects from 1,000 randomly sampled instances from the unlabeled pool \( \mathcal{U} \) to speed up the selection process. We employ the same architecture and training hyperparameters as described in the experimental setup in Section 4.1. For the sequential selection strategies Margin [3] and Bald [14], we select batches of instances by following Algorithm 1 instead of the top-\( b \) selection. In the case of Badge [1], we replace the \( k \)-means++ algorithm that is typically used. Consequently, we select the instance with the highest gradient norm. The learning curves in Fig. 10 show that the proposed idea improves all investigated selection strategies.

![Figure 10](image_url): Learning curves reporting the accuracy of AL strategies combined with our update.