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Abstract

We study the optimal sample complexity in large-scale Reinforcement Learning (RL) problems with policy space generalization, i.e., the agent has a prior knowledge that the optimal policy lies in a known policy space. Existing results show that without a generalization model, the sample complexity of an RL algorithm will inevitably depend on the cardinalities of state space and action space, which are intractably large in many practical problems.

To avoid such undesirable dependence on the state and action space sizes, this paper proposes a new notion of eluder dimension for the policy space, which characterizes the intrinsic complexity of policy learning in an arbitrary Markov Decision Process (MDP). Using a simulator oracle, we prove a near-optimal sample complexity upper bound that only depends linearly on the eluder dimension. We further prove a similar regret bound in deterministic systems without the simulator.

1 Introduction

Recent years witness the prevailing success of reinforcement learning (RL) in various applications. The workhorses for real-world large-scale RL problems are model learning, value learning, and policy learning. For these three main categories of RL, with the required assumptions listed in a descending order, the applicability to realistic problems increases. Specifically, model learning algorithms impose assumptions and attempt to estimate the transition kernel and reward function for the entire MDP, while value learning algorithms aim at the $Q$-function; and for policy learning, only assumptions on optimal policies are needed. Policy learning algorithms make the least assumptions and avoid estimating unnecessary components of the model. The minimum-assumption nature of policy learning offers the flexibility dealing with large-scale complicated MDPs, where the model and value structures are difficult to model. In real-world applications, policy learning algorithms turn out to be effective when neural networks are used to model the policy spaces (see e.g. [15, 16, 28, 29, 30], and references therein).

The key feature that enables sample-efficient learning in large-scale RL is generalization, i.e., the learning agent generalizes past experience to state-action pairs not seen before. Without a generalization model, the sample complexity and regret will inevitably depend on the size of state-action space [3], which can be prohibitively large in modern applications. A natural generalization model in the policy learning context is to assume the optimal policy lies in a known policy space. The optimal regret and sample complexity for policy learning should then depend on the “complexity” of the policy space itself.
From the algorithmic aspect, the de facto standard for policy learning is policy gradient methods and their relatives [13, 14, 33]. However, the vanilla policy gradient method is known to suffer from the problem of insufficient exploration, namely, the policy search is done in a local and greedy way, which easily gets stuck in bad local minima. A lot of heuristics have been proposed to alleviate this issue [10, 11, 19]. However, no theoretical guarantees have been provided on the performance of such exploration heuristics, and it is known (see e.g. [36], Section 3) that naive randomized exploration methods such as $\varepsilon$-greedy and noise injection can be highly inefficient. The lack of sample-efficient exploration strategies may significantly limit the capability of policy learning algorithms for real-world problems.

In summary, two prominent theoretical questions exist for policy learning and generalization:

1. Is there a “intrinsic” complexity measure of a policy space that characterizes the sample complexity of RL with policy space generalization?

2. How to explore in an MDP with policy space generalization in a sample-efficient way?

The main contribution of this paper is by answering both theoretical questions affirmatively. In particular, we propose a notion of eluder dimension, denoted by $\dim_E$, for policy classes, and prove the following results:

- For general MDPs where a simulator is available to start the dynamics from any starting state. We show that the sample complexity for finding an $\varepsilon$-optimal policy is upper bounded by $O(H\dim_E(\Theta)(\Delta^{-2} + \varepsilon^{-1}))$, in an MDP with $\Delta$-separation for the optimal $Q$-function.

- For deterministic systems, we propose a learning algorithm that achieves a regret upper bound of $O(H\tilde{R} \cdot \dim_E(\Theta))$ for any policy class $\Theta$ and an arbitrary finite-horizon deterministic system with horizon $H$ and maximal reward $\tilde{R}$.

- In conjunction with the upper bounds, we also prove a minimax lower bound for any given policy class, that scales linearly with the Littlestone dimension of a policy space, a weaker combinatorial notion of policy space complexity.

To provide a better understanding into aforementioned results, it is useful to relate it to existing results in this line of research. Eluder dimension was first proposed in bandit literature [26, 27], which characterizes the complexity of exploration under a general framework of stochastic bandit problems, with regret upper bounds proven for UCB-type and Thompson sampling algorithms. In a general “learning-to-optimize” setting, the eluder dimension for a class of functions describes the longest sequence of independence, a natural measure for the number of times that an exploration algorithm can get “eluded” by the environment. In reinforcement learning literature, the notion of eluder dimension has been extended for model classes [21] and value function classes [36].

One highly relevant literature is [36], which proves upper and lower bounds for the regret in deterministic systems based on the eluder dimension of a $Q$-function class. Their results were further extended by [7], which works in an agnostic setting and stochastic reward case. Compared to these prior works, our result makes the following advances: First, it generalizes the classical eluder dimension bounds to policy learning settings, and provides an analogous theory for policy space generalization. Second, it is also important to note that under a separation assumption and a simulator, our result is valid for general MDPs. To the best of our knowledge, this is also the first sample complexity bound for policy learning, which only depends on an intrinsic complexity
notion of policy spaces, without any exponential dependence on time horizon. This is also the first time that model-free notion of eluder dimension can be used to characterize the complexity of RL beyond deterministic systems. Finally, our lower bound holds true for any policy space with a given Littlestone dimension. This is in contrast to the lower bound in [36], which only guarantees the existence of such function class. For more discussion with related works, see Section 1.2.

1.1 Preliminaries and Problem Setup

We consider finite-horizon MDPs in both deterministic and stochastic settings. An MDP is defined by the tuple \((S, A, H, P, R, p_0)\), where \(S\) is the state space, \(A\) is the action space, and \(H\) is the total horizon length for the system. In stochastic systems, the transition kernel \(P(s, a, h)\) is a probability distribution over \(S\) for any \(s \in S, a \in A, h \in [H]\); the reward function \(R(s, a, h)\) is a non-negative and bounded random variable for each \(s \in S, a \in A, h \in [H]\); and the initial distribution \(p_0\) is a probability distribution over \(S\). In deterministic systems, \(P\) is a function from \(S \times A \times [H]\) to \(S\), \(R\) is a deterministic function on \(S \times A \times [H]\), and \(p_0\) is an atomic distribution supported on \(s_0\).

It is well-known that under mild conditions, there always exists a deterministic optimal policy. So we restrict our attention to deterministic policies. A policy \(\mu\) is defined as a deterministic mapping from \(S \times [H]\) to \(A\), which specifies the choice of action at any state and any time. Denote by \(\mu_\ast\) the optimal policy for the MDP. We define \(R := \sup_{\mu} \left( \text{ess sup} \sum_{h=1}^{H} R(s_{h}^{\mu}, a_{h}^{\mu}, h) \right)\). For any possible policy, the total reward is almost surely bounded by \(R\). We consider parametrized policies \((\mu_\theta)_{\theta \in \Theta}\), a class of policies indexed by \(\theta\). We denote by \(\mu_\theta(s, h)\) the set \(\{\mu_\theta(s, h) : \theta \in \Theta\} \subseteq A\).

Throughout the paper, We use \(Q^* : S \times A \times [H] \to \mathbb{R}\) to denote the optimal \(Q\) function for the MDP, and use \(Q^\mu : S \times A \times [H] \to \mathbb{R}\) to denote the \(Q\) function for a policy \(\mu\). Similarly, we use \(V^*\) and \(V^\mu\) to denote the optimal value function and the value function for policy \(\mu\).

For \(T\) episodes of the MDP \(\mathcal{M}\) and an algorithm \(\text{Alg}\), the regret is defined as:

\[
R_T(\text{Alg}; \mathcal{M}) := \sum_{t=1}^{T} \left( \mathbb{E}Q^*(s_0^{(t)}) - \mathbb{E} \left( \sum_{h=0}^{H} R_h^{(t)}(\text{Alg}) \right) \right),
\]

where \(R_h^{(t)}(\text{Alg})\) is the reward that the algorithm gets at the \(h\)-th epoch of episode \(t\).

Throughout the paper, we make the following assumption on the policy space and the MDP:

**Assumption 1.** There exists \(\theta_\ast \in \Theta\), such that \(\mu_{\theta_\ast} = \mu_\ast\). Furthermore, the optimal policy for the MDP \(\mathcal{M}\) is unique.

1.2 Additional related works

Exploration in model-free reinforcement learning has been intensively studied from both theoretical and practical viewpoints. In the value learning setting, a series of work [22, 23, 25] focuses on a class of randomized algorithms for exploration inspired by Thompson sampling. They prove Bayes and minimax regret upper bounds for the tabular setting, while experimental results show that the RLSVI algorithm works in the linear value function generalization setting. When the underlying contextual decision process satisfies a low-Bellman-rank condition, it is known [12, 32] that value-based and model-based algorithms can explore well with low sample complexity. Under a lower-variance condition and a distribution shift error checking oracle, [8] shows a polynomial
sample complexity upper bound for learning with linear $Q$-function approximation. On the lower bound side, several exponential lower bounds are established by [6] for the linear case.

Theoretical studies into policy learning algorithms have attracted attention from many different aspects. For policy gradient methods, [1] shows the convergence rate under a low representation error condition, and a no-spurious-local-minima property is established by [4] under a completeness condition. Methods based on importance sampling have been studied by [24, 35]. They establish sample complexity bounds based on a variant of Rényi divergence between the sample paths, which can be exponentially large in the planning horizon and feature dimension. Under model-based assumptions, policy learning algorithms can be analyzed with optimality guarantees. For example, [9, 18] establishes the convergence rate of first-order and zeroth-order policy optimization in LQRs, and [5] shows a sample complexity bounds for policy learning algorithms under the linear MDP assumption.

2 Combinatorial notions of policy space complexity

In this section, we introduce and discuss the combinatorial notions of complexity used in our upper and lower bounds. We give formal definition of such notions and discuss their connections. Some illustrative examples are also provided in Section 2.1.

Definition 1 (Distinguishability). Given a subset $Z \subseteq \{(s, a_1, a_2, h) \in S \times A^2 \times [H] : a_1 \neq a_2\}$ of elements and two parametrized policies $\theta_1, \theta_2 \in \Theta$, we say that $\theta_1$ and $\theta_2$ are distinguishable with respect to $Z$ if and only if:

$$\exists (s, a_1, a_2, h) \in Z, \quad a_i = \mu_{\theta_i}(s, h), \quad i = 1, 2$$

We say $\theta_1$ and $\theta_2$ to be indistinguishable w.r.t. $Z$ iff they are not distinguishable w.r.t. $Z$. Intuitively, we say two policies parametrized by $\theta_1$ and $\theta_2$ are distinguishable with respect to $(s, a_1, a_2, h)$ when their $Q$-values are “distinguished” by this tuple, i.e., the action pair $a_1$ and $a_2$ are the actions taken by the two policies at $(s, h)$ respectively.

Definition 2 (Dependency). Let $X = \{(s, a_1, a_2, h) : s \in S, a_1, a_2 \in A, h \in [H]\}$. Given a class of policies $\{\mu_\theta : \theta \in \Theta\}$, $x \in X$ is called dependent with $X' \subseteq X$ with respect to $\Theta$ if and only if the following statement holds for any pair $\theta_1, \theta_2 \in \Theta$: $\theta_1$ and $\theta_2$ are indistinguishable with respect to $X'$ implies that $\theta_1$ and $\theta_2$ are indistinguishable with respect to $x$.

The notion of dependency for real-valued function classes can be seen as generalization of linear dependency for vector spaces: for a $d$-dimensional linear function, the function value at a new point $x \in \mathbb{R}^d$ is determined by the values at $d$ linearly independent points. For binary-valued functions under our consideration, though the notion of linear dependency does not exist in general, we will see in the examples that many interesting function classes still exhibit similar structure.

Based on the notion of indistinguishability and dependency, we define the eluder dimension:

Definition 3 (Eluder dimension). Given a class $\Theta$ of policies and an MDP $M$, the eluder dimension of $\Theta$ is defined as:

$$\dim_E(\Theta) := \max \{K : \exists (x_i)_{1 \leq i \leq K} \in S \times A^2 \times [H], \ x_i \text{ is independent of } (x_j)_{1 \leq j \leq i-1}\}.$$
Finally, we define the notion of Littlestone dimension for policy classes. First introduced in [17], Littlestone dimension characterizes the online learnability of function classes. We generalize this notion to policy learning problems, and prove lower bound on the minimax regret.

In most applications, we usually associate a feature vector $\phi_{s,h} \in \mathcal{C}$ to each $s \in \mathcal{S}, h \in [H]$, where $\mathcal{C}$ is the feature vector space. A policy $\mu_\theta$ parametrized by $\theta \in \Theta$ is a deterministic mapping from $\mathcal{C}$ to $\mathcal{A}$. We restrict our attention to action space $\mathcal{A} = \{0,1\}$ for the lower bound, in which case the complexity of the policy space can be characterized by the depth of complete binary trees.

**Definition 4** (Littlestone dimension). The Littlestone dimension $\dim_L$ of a policy class $\Theta$ is defined as the smallest $D$ such that there exists a $\mathcal{C}$-valued complete binary tree $(\phi^{(i)})_{v \in T}$ of depth $D$, such that, for any path from root to a leaf in $T$, let the label sequence be $(b_i)_{i=1}^D$ and the feature vector sequence be $(\phi^{(v_i)})_{i=1}^D$, there exists $\theta \in \Theta$, such that:

$$\forall i \in [D], \quad \mu_\theta(\phi^{(v_i)}) = b_i.$$ 

It is useful to compare the two different notions of dimension in this case. Intuitively, a policy space has eluder dimension at least $D$ implies the existence of a feature sequence $(\phi^{(i)})_{1 \leq i \leq D}$ and a label sequence $(b_i)_{i=1}^D$, such that given the decision on $(\phi^{(j)})_{1 \leq j \leq i}$, the decision on the new feature $\phi^{(i)}$ is still uncertain. Stronger conditions are needed for Littlestone dimension to be at least $D$, which require the existence of such feature vector sequence for any possible label sequence $(b_i)_{i=1}^D$. Consequently, we have $\dim_L(\Theta) \leq \dim_E(\Theta)$.

### 2.1 Examples

In this section, we provide illustrative examples for eluder dimension and Littlestone dimension in the policy learning context. We begin with two toy examples:

- For a finite policy class $\Theta$, the eluder dimension is upper bounded by $|\Theta| - 1$.
- For a policy class containing all deterministic policies in the tabular setting, the eluder dimension is upper bounded by $|\mathcal{S}| \cdot |\mathcal{A}|^2 \cdot H$.

For most modern applications of policy space generalization, the policy is defined as a mapping from a feature vector $\phi \in \mathbb{R}^d$ associated to $(s,h) \in \mathcal{S} \times [H]$ to $\mathcal{A}$. And it is typically parametrized by a vector $\theta$. In the following three examples, we consider the case with $\mathcal{A} = \{0,1\}$, and the policy classes defined by linear threshold functions.

**Example 1** (Linear threshold policies with worst-case features). Consider feature vector space $\mathbb{R}^d$, with the policy defined by:

$$\forall \theta \in \mathbb{R}^d, \quad \mu_\theta(s,h) = 1_{\langle \theta, \phi(s,h) \rangle > c(s,h)}$$

for feature vector $[\phi(s,h), c(s,h)]$ associated to $s \in \mathcal{S}$ and $h \in [H]$. It is known [2] that linear threshold functions have infinite Littlestone dimension, and consequently also have infinite eluder dimension. See Appendix C.1 for more details.

**Example 2** (Linear threshold policies with $\varepsilon$-packing and random features). Consider the case of $\mu_\theta(\phi) = 1_{\langle \theta, \phi \rangle > 0}$. Though the eluder dimension is infinite for linear threshold functions in general, if the feature vectors are i.i.d. random Gaussian and the set $\Theta$ is a discrete approximation to a set in $\mathbb{R}^d$, the eluder dimension can have a polynomial upper bound, as stated in the following proposition:
Proposition 1. Given $\varepsilon > 0$, let $\Theta$ be a finite subset of $\mathbb{S}^{d-1}$, such that for $\theta_1, \theta_2 \in \Theta$, there is $\|\theta_1 - \theta_2\|_2 \geq \varepsilon$. For $(\varphi_i)_{i=1}^\infty \sim \text{i.i.d.} \mathcal{N}(0, I_d)$, with probability $1 - \delta$, the largest $D$ satisfying $\phi_i$ is independent of $(\phi_j)_{j=1}^{i-1}$ for $i \in [D]$ can be upper bounded with:

$$D \leq \frac{4\pi}{\varepsilon} \log \frac{|\Theta|}{\delta}.$$ 

See Appendix C.2 for the proof of the proposition.

For example, if $\Theta$ is an $\varepsilon$-packing of the sphere $\mathbb{S}^{d-1}$, the eluder dimension under i.i.d. Gaussian feature vectors is upper bounded with $O\left(\frac{d \log \varepsilon^{-1} + \log \delta^{-1}}{\varepsilon}\right)$ with probability $1 - \delta$. For an $\varepsilon$-packing of the set of $s$-sparse vectors in $\mathbb{S}^{d-1}$, the bound becomes $O\left(\frac{s \log (d/\varepsilon) + \log \delta^{-1}}{\varepsilon}\right)$.

If the feature vectors in the MDP are i.i.d. standard Gaussian, on the event that the claim in Proposition 1 holds true, the upper bounds in Theorem 1 and 2 are also valid.

Example 3 (Linear functions in Galois field). Let $\mathbb{F}_2 = \{0, 1\}$ denote the Galois field with two elements. Consider the feature space $\mathcal{C} = \mathbb{F}_2^D$ for some $D > 0$, and let the parameter space be $\Theta = \mathbb{F}_2^D$. Let the policy be defined as:

$$\forall \theta \in \mathbb{F}_2^D, \quad \mu_\theta(\phi) = \langle \theta, \phi \rangle = \sum_{i=1}^D \theta_i \phi_i,$$

where the addition and multiplication are defined under $\mathbb{F}_2$. The action space $\mathcal{A} = \{0, 1\}$ here should also be interpreted as elements in $\mathbb{F}_2$. Apparently, the policy class $\Theta$ has cardinality $2^D$. The eluder dimension, however, can be much smaller, as stated in the following proposition:

Proposition 2. For the class of $D$-dimensional linear functions in $\mathbb{F}_2$, we have:

$$\dim_E(\Theta) = \dim_L(\Theta) = D.$$ 

See Appendix C.3 for a proof of this claim.

As we will see in two next sections, in this example, not only the bounds in Theorem 1 and Theorem 2 significantly reduces the sample complexity, but they are also optimal up to $H$ factors, according to Theorem 3.

Example 4 (Boolean functions with small fourier support). We consider feature space $\mathcal{C} = \{-1, 1\}^D$ and Boolean functions $f : \mathcal{C} \rightarrow \{-1, 1\}$. It is known [20] that a Boolean function can be represented by its Fourier coefficients:

$$f(x) = \sum_{S \subseteq [D]} \chi_S(x) \hat{f}(S),$$
where \( \chi_S(x) := \prod_{i \in S} x_i \) are the basis functions and \( \hat{f}(S) := \mathbb{E}_{X \sim \text{Unif}}[f(X)\chi_S(X)] \).

We consider the set of Boolean functions whose Fourier coefficients are supported on a subset \( A \) of \( 2^D \). In particular, we define the function class:

\[
\mathcal{F}(A) := \left\{ f : C \rightarrow \{-1, 1\}, \text{ s.t. } \hat{f}(S) = 0, \forall S \subseteq A \right\}.
\]

(1)

The Fourier coefficients of many important functions are concentrated on low-degree subsets. For example, a decision tree of depth \( k \) has Fourier coefficients supported on degree at most \( k \). The following proposition provides an upper bound on the eluder dimension of \( \mathcal{F}(A) \):

**Proposition 3.** For any \( A \subseteq 2^D \) and the function class \( \mathcal{F}(A) \) defined in Eq (1), we have:

\[
\dim_E(\mathcal{F}(A)) \leq |A|.
\]

In particular, when \( A \) contains sets of size at most \( k \), we have \( |A| \leq \binom{D}{0} + \binom{D}{1} + \cdots + \binom{D}{k} \leq (eD/k)^k \).

See Appendix C.4 for the proof of this claim.

Note that the number of functions in \( \mathcal{F}(A) \) can grow exponentially with \( |A| \) (for example, when \( A = 2^D \), we have \( |\mathcal{F}(A)| = 2^{2^D} \), while the eluder dimension bound is linear in \( |A| \). Furthermore, if we use Proposition 3 as a coarse upper bound for the eluder dimension of depth-\( k \) decision trees, this leads to a non-trivial upper bound of order \( O(D^k) \) for \( k \ll D \). Note that this is much smaller than the number of such decision trees, which scales as \( O(D^{2k}) \).

\[\boxdot\]

## 3 Policy Space Generalization in Stochastic Systems

In this section, we present our main results for policy space generalization in general MDPs. Throughout this section, we assume an access to a simulator, i.e., the learning agent can choose to start the MDP at any state and any time horizon. We first introduce the policy learning algorithm, and then show an upper bound for its sample complexity guarantee.

### 3.1 A policy learning algorithm for finite-horizon MDPs

In this section, we present the algorithm that interacts with the MDP environment using a simulator. Before describing the algorithms and regret bounds, it is useful to clarify the assumptions and certain quantities used in the algorithm.

First, we make the following assumption on the structure of the policy space:

**Assumption 2.** For any \( s \in S \) and \( h \in [H] \), there is:

\[
Q^*(s, \mu_*(s, h), h) \geq \max_{a' \not\in \mu_*(s, h)} Q^*(s, a', h) + \Delta.
\]

Assumption 2 asserts a positive separation on the optimal \( Q \)-function between the action taken by the optimal policy and any other action that could be taken by the policies in the policy space. Intuitively, the gap makes it possible to eliminate undesirable actions with high confidence and generalize to other states. The \( Q \)-function gap assumption also is used in many existing analyses of RL algorithms, including tabular setting [34, 31] and function approximation [8, 7]. Since our Assumption 2 is defined with respect to the actions that could be chosen by the policy space, instead of the entire action space of the MDP, this assumption could be weaker than existing works.
To simplify the presentation, we make a slight modification on the MDP $\mathcal{M}$: we assume that the initial state $s_0$ is fixed, with only one available action $a_0 \in \mathcal{A}$. We note that this assumption can be made without loss of generality: in particular, given an MDP with initial distribution $p_0$, we can add an initial state $s_0$ at the beginning of the MDP, and the transition kernel under $(s_0, a_0, 0)$ is defined as $p_0$. This modified MDP is equivalent to the original MDP, with horizon larger by 1.

Now we are ready to introduce the algorithms for policy learning. Algorithm 1 is the main algorithm that interacts with the environment. It uses an exploration procedure specified by Algorithm 2.

**Algorithm 1: Policy Elimination in general MDPs with a Simulator**

**Require:** Oracle access to the MDP $\mathcal{M}$ starting from any $(s, a, h) \in \mathcal{S} \times \mathcal{A} \times [0, H]$, number of iterations $T_\ast$, and number of inner loop sample paths $N$.

**Ensure:** An $\varepsilon$-optimal policy $\hat{\mu}$.

1. Initialize with $\hat{Q}(s, a, h) = 0$ for any $s \in \mathcal{S}, a \in \mathcal{A}, h \in [0, H]$ and $\tilde{\Theta}_1 = \Theta$, stack $S = \emptyset$.
2. for $k = 1, 2, \cdots, T_\ast$ do
3.    if $S \neq \emptyset$ then
4.        let $(s, a_1, a_2, \tilde{h}) = S$.top.
5.        Run Algorithm 2 with starting state $(s, \tilde{h})$ and initial action $a_1$, stack $S$.
6.        if $S$.top was not changed then
7.            Run Algorithm 2 with starting state $(s, \tilde{h})$ and initial action $a_2$, stack $S$.
8.        end if
9.    end if
10.   if $S$.top was not changed then
11.        Perform $S$.pop.
12.        Let $j = \arg\min_{j \in \{1, 2\}} \hat{Q}(s, a_j', h)$.
13.        Update $\tilde{\Theta}_{k+1} = \tilde{\Theta}_k \cap \{\theta: \mu_\theta(s, h) \neq a_j\}$.
14.    else
15.        Keep the active policy space unchanged: $\tilde{\Theta}_{k+1} = \tilde{\Theta}_k$.
16.    end if
17.    end if
18. end for
19. return Any policy $\theta \in \tilde{\Theta}_{T_\ast}$.

Algorithm 1 is based on elimination in the policy space, by keeping track of a set $\tilde{\Theta}_k$ of active policies at round $k$. When an algorithm is confident about the superiority of one action over another at $(s, h) \in \mathcal{S} \times [H]$, a reduction of the policy space can be carried out. However, there are many possible locations about which the current active policy space is uncertain, and the decisions at those locations can have inter-dependence. All of them serve as potential candidates for elimination, yet the important thing is to choose the order of elimination. As an informal heuristics, the agent should solve the “easier” problems first, whose solution do not depend on the decision at another state.

To put the heuristics into rigorous proofs, Algorithm 1 uses a stack to maintain the information about states and actions where the exploration is needed for the current active policy space. An element in the stack is a tuple of $(s, a_1, a_2, h) \in \mathcal{S} \times \mathcal{A}^2 \times [H]$, which stands for the uncertainty of
Algorithm 2: Exploration in Stochastic Systems

Require: Starting point \((s_{h_0}, h_0)\), stack \(S\), active policy space \(\tilde{\Theta}\), initial action \(a_{h_0}\). Number of sample paths \(N\).

1: for \(i = 1, 2, \ldots, N\) do
2: Take action \(a_{h_0}\) and observe \((s_{h_0+1}, R_{h_0+1})\).
3: for \(h = h_0 + 1, h_0 + 2, \ldots, H\) do
4: Choose \(a^{(i)}_h = \arg \max_{a \in \mu_{\tilde{\Theta}_k}(s^{(i)}_h, h)} \hat{Q}(s^{(i)}_h, a, h)\).
5: Observe state transition \(s^{(i)}_{h+1}\) (if \(h < H\)) and reward \(R^{(i)}_h\).
6: end for
7: if \(\exists h \in [h_0, H] : |\mu_{\tilde{\Theta}_k}(s^{(i)}_h, h)| > 1\) then
8: Let \(\tilde{h}\) be the largest such \(h\), \(a_1 := a^{(i)}_{\tilde{h}}\), and choose \(a_2 \in \mu_{\tilde{\Theta}_k}(s^{(i)}_{\tilde{h}}, \tilde{h}) \setminus \{a_1\}\).
9: \(S\.\)push\((s^{(i)}_\tilde{h}, a_1, a_2, \tilde{h})\).
10: exit
11: end if
12: end for
13: Update the \(Q\) function estimator \(\hat{Q}(s_{h_0}, a_{h_0}, h_0) := \frac{1}{N} \sum_{i=1}^{N} \left(\sum_{h=h_0}^{H-1} R^{(i)}_h\right)\).

current active policy space at \((s, h)\) between actions \(a_1\) and \(a_2\). Until further changes being made in the stack, the exploration procedures at this state. When a new uncertain tuple is discovered at a later horizon, the new element is pushed into \(S\). When the policy elimination operation is performed on the top element, it is popped from the stack. The FILO nature of the stack automatically guarantees that the elimination can be done only when no further uncertainty exists in the path with high probability, and the optimal policy will always remain safe.

Now we take a closer look at Algorithm 2: it explores the MDP based on the current active policy space, and when some uncertainty is encountered, it pushes the last uncertain element into the stack and exits. This procedure is repeated for \(N\) times in order to be confident about the non-existence of further uncertainty. (Actually, an uncertain state later in the path might still exists, but is met with small probability). Finally, if no uncertain elements are met in the path, the algorithm is able to estimate the \(Q\)-function accurately, which serves as the criteria for policy elimination.

3.2 Efficient Implementation

In the description of Algorithm 1 and 2, we explicitly use the active policy spaces \(\tilde{\Theta}_k\) at each iteration. In practice, the policy space can be very large or even infinite, making the naïve implementation computationally inefficient. In this section, we describe a computationally efficient implementation of the policy elimination algorithms, without keeping track of the entire policy space.

For efficient implementation, we require the following oracle for the underlying policy space \(\Theta\):

Definition 5 (Elimination oracle). For a policy space \(\Theta\), an elimination oracle \(O\) takes a finite set \(Z = \{(s_k, a_k, h_k)\}_{k=1}^{M} \subseteq \mathcal{S} \times \mathcal{A} \times [H]\) and a pair \((s', h') \in \mathcal{S} \times [H]\) as input, and output the following.
subset of $A$:

$$O(Z; (s', h')) := \{ \mu_{\theta}(s', h') : \theta \in \Theta, \ s.t. \ \forall k \in [M], \mu_{\theta}(s_k, h_k) \neq a_k \}$$

We note that this oracle can be implemented using $O(|S| \cdot |A| \cdot H \cdot M)$ time and space in the tabular case, by simply checking whether $(s', h')$ equals one of $(s_k, h_k)_{k=1}^M$ and eliminating the corresponding actions. In the examples of $d$-dimensional linear threshold function and linear function over $\mathbb{F}_2$, the elimination oracle can also be efficiently implemented in $\text{poly}(d, M)$ time and space. See Appendix C.5 for details.

Given an elimination oracle, the algorithms can be implemented efficiently, as stated in the following proposition:

**Proposition 4.** Given $(T_s, N)$, Algorithm 1 can be implemented by $O(T_sNH)$ calls to the elimination oracle, each with $M \leq T_s$, and additional time and space polynomial in $(T_s, N, H)$.

The proof of this proposition is straightforward: throughout the execution of the algorithm, a set $Z_k$ is kept, such that:

- Initialization with $Z_1 = \emptyset$.
- When the active policy space line 12 in Algorithm 1 is executed, we update with $Z_{k+1} = Z_k \cup \{(s, a, h)\}$ (otherwise, $Z_{k+1} = Z_k$, which is unchanged).
- When the active policy space $\tilde{\Theta}_k$ is used (line 4, 7, 8 in Algorithm 2), call the elimination oracle on the current set $Z_k$ and the state-time pair $(s^{(i)}_h, h)$ encountered. Use the output of elimination oracle in the place of the desired action set $\mu_{\tilde{\Theta}_k}(s^{(i)}_h, h)$.

It can be easily seen that $\tilde{\Theta}_k = \{ \theta \in \Theta : \forall (s, a, h) \in Z_k, \mu_{\theta}(s, h) \neq a \}$ for each $k \geq 0$, and therefore the above procedure is valid. To study the time and space complexity, we note that the elimination step 12 can be executed at most once in each iteration of Algorithm 1, and therefore $|Z_k| \leq T_s$ for any $k \leq T_s$. On the other hand, note that the $(s, h)$ pair visited by the algorithm is upper bounded with $O(T_sNH)$. The number of oracle calls can be thus upper bounded as well. Finally, to implement the algorithm, one needs to store the set $Z_k$ and the $Q$ function values at all the $(s, a, h)$ tuples visited, which is also upper bounded by $O(T_sNH)$.

### 3.3 Sample complexity guarantees

In Theorem 1, we present the sample complexity bounds for Algorithm 1. Since the MDP is assumed to start from a fixed state $s_0$, as discussed in the previous subsection, we only need to look at the value function at $s_0$.

**Theorem 1.** Given a policy space $\Theta$ and $\varepsilon, \delta > 0$, under Assumption 2 and Assumption 1, let $T_s := 6H + 4(H + 1)\dim_E(\Theta)$ and $N := \frac{8}{\delta^2}R^2 \log \left( \frac{4T_s}{\delta} \right) + \frac{8R^2}{\varepsilon}$. With probability $1 - \delta$, running $T_s$-rounds of Algorithm 1 with parameter $(T_s, N)$ output an active policy space $\tilde{\Theta}_{T_s}$ satisfying:

$$\forall \theta \in \tilde{\Theta}_{T_s}, \ V^{\mu_{\theta}}(s_0, 0) \geq V^{*}(s_0, 0) - \varepsilon.$$
See Section 5.1 for the proof of this theorem.

If we count the total number of sampled trajectories in the MDP, the sample complexity of Algorithm 1 is $O(HD\left(\frac{1}{n\Delta^2} \log \frac{HD}{\delta} + \frac{1}{\delta}\right))$, for a policy class with eluder dimension $D$. The sample complexity does not depend on the size of state-action space, but depends only on the intrinsic complexity $\text{dim}_E(\Theta)$, the time horizon, the separation in optimal $Q$ value, and the desired accuracy level. The $O(\Delta^{-2})$ dependency is not improvable in general, as in the case of classical best-arm-identification problems. It is worth noticing that the sample complexity has a linear dependence on $\varepsilon^{-1}$. This is because by observing $N$ sample paths without a bad event, we can guarantee the probability of the bad event to be upper bounded by $O(1/N)$. The bound is in accordance with the fast rates for classification problems in the realizable setting. As a caveat, we note that the parameter choice in Theorem 1 depends on $\Delta$, $\varepsilon$, and $\text{dim}_E(\Theta)$, which may not be known in practice. An important future direction is to make the algorithm adaptive to those parameters.

4 Low-regret Policy Learning in Deterministic Systems

Note that Algorithm 1 requires a simulator in order to visit a state that has been visited before, making it possible to compare two actions at the same state. When the underlying system is deterministic, we can simply record the path that leads to a state at an epoch, and take the same path to visit this state again. The necessity of a simulator can be avoided. Furthermore, without the estimation error, the algorithm can eliminate policies without the separation condition in $Q^*$. So Assumption 2 is not needed either. In this section, we describe a learning algorithm in deterministic systems, and show its regret upper bound based on the eluder dimension. We also present a minimax lower bound for a given policy class, based on its Littlestone dimension.

4.1 Policy learning algorithms in deterministic systems

The policy learning algorithm that interacts with the deterministic system is described in Algorithm 3. It uses an exploration subroutine, which is shown in Algorithm 4. The learning algorithm for deterministic systems overall resembles Algorithm 1 and Algorithm 2, albeit the simulator is not needed.

We first note that the algorithms do not require any simulator. In particular, since the starting state and the transitions are fixed in deterministic systems, if we want to reach a state that has been seen before, we can just take the sequence of actions taken before that leads to the state. Additionally, compared to Algorithm 1 and Algorithm 2, there are two major differences: first, the exploration procedure in Algorithm 4 does not require multiple trials starting from a state. This is because no estimation error is incurred by the $Q$ function estimator. Second, for any item $(s, a_1, a_2, h)$, we always maintain the fact that the path from $(s, h)$ through action $a_1$ has no uncertainty afterwards. This is because we choose the latest epoch where no uncertainty exists. When we inspect the top element of the stack, there is no need to try the path from $a_1$ again.

4.2 Regret guarantees

The regret guarantee for the algorithm is presented in the following theorem.

Theorem 2. Given a policy class $\Theta$, under Assumption 1, for any deterministic system $M$ of horizon $H$ and any $T > 0$, the regret for Algorithm 3 over $T$ rounds of interaction is upper bounded
Algorithm 3: Deterministic Policy Elimination

1: Initialize with \( \hat{Q}(s, a, h) = 0 \) for any \( s \in S, a \in A, h \in [H] \) and \( \tilde{\Theta}_1 = \Theta \).
2: Initial stack \( S = \emptyset \).
3: for \( k = 1, 2, \ldots \) do
4:   if \( S = \emptyset \) then
5:     Run Algorithm 4 from \((s_0, 1)\) with stack \( S \).
6:   else
7:     Let \((s, a_1, a_2, \tilde{h}) = S\text{.top}\).
8:     Take the same sequence of actions as previous episodes to reach state \( s \) at time \( \tilde{h} \), and generate the sequence \((a_h^{(k)}, s_{h+1}^{(k)}, R_h^{(k)})_{h=1}^{\tilde{h}-1} \).
9:     Take action \( a_{h+1}^{(k)} = a_2 \), and receive state \( s_{h+1}^{(k)} \).
10: Run Algorithm 4 starting from \((s_{\tilde{h}+1}^{(k)}, \tilde{h} + 1)\) with stack \( S \).
11:   if \( S\text{.top} \) does not change then
12:     Perform \( S\text{.pop} \).
13:     Let \( j = \arg \max_{j' \in \{1, 2\}} \hat{Q}(s, a_{j'}, h) \) and \( i = \{1, 2\} \setminus \{j\} \).
14:     Update \( \tilde{\Theta}_{k+1} := \tilde{\Theta}_k \cap \{ \theta : \mu_\theta(s, \tilde{h}) \neq a_i \} \).
15:     if \( \exists a' \neq a_j \) such that \( a' \in \mu_{\tilde{\Theta}_{k+1}}(s, \tilde{h}) \) then
16:       \( S\text{.push}(s, a_j, a', \tilde{h}) \).
17:     end if
18:   end if
19: end if
20: end for

with:

\[ R_T \leq 2\bar{R}(H + 1)\dim_E(\mu_\Theta) + 3\bar{R}H. \]

See Section 5.2 for the proof of this theorem.

We remark that the \( O(\dim_E(\Theta)) \) dependency is generally not improvable for worst-case policy spaces. Suppose, for example, in an extremely large MDP, a finite class of policies without any structure has eluder dimension \( |\Theta| \). And in the worst case, the MDP can adversarially make each policy take completely different paths which provides no side-information on other policies, and the agent has to pay at least \( \Omega(|\Theta|\bar{R}) \) regret. However, this argument does not characterize any structure in the policy class. In particular, this naive lower bound does not rule out the possibility that a policy class that is easy to learn but has large eluder dimension. In the next subsection, we study the lower bound for an arbitrary policy class with given combinatorial dimensions.

4.3 A minimax lower bound on the regret

In this section, we prove minimax lower bounds for the regret depending on the Littlestone dimension. It is important to note that the lower bound holds true for \textit{any} policy class under mild conditions.

We consider the feature vector setup discussed in Section 2, and assume that \( A = \{0, 1\} \). To formalize the bound, we define the following algorithm class and MDP class:
Algorithm 4: Exploration in Deterministic Systems

Require: Starting point \((s_{h_0}^{(k)}, h_0), \) stack \(S,\) active policy space \(\tilde{\Theta}_k\)

1: for \(h = h_0, h_0 + 1, \ldots, H\) do
2: \(\text{Choose } a_h^{(k)} = \arg \max_{a \in \mu(\tilde{s}_h^{(k)})} \hat{Q}(s_h^{(k)}, a, h).\)
3: Observe state transition \(s_{h+1}^{(k)}\) and reward \(R_h^{(k)}.\)
4: end for
5: if \(\exists h \in [h_0, H - 1]: |\mu(\tilde{s}_h^{(k)}, h)| > 1\) then
6: \(\text{Let } \tilde{h} \text{ be the largest such } h \text{ and choose any } a_2 \in \mu(\tilde{s}_h^{(k)}, \tilde{h}) \setminus \{a_h^{(k)}\}\)
7: \(S.\text{push}(s_{\tilde{h}}^{(k)}, a_h^{(k)}, a_2, \tilde{h}).\)
8: end if
9: Update \(\hat{Q}(s_h^{(k)}, a_h^{(k)}, H) = R_h^{(k)}.\)
10: for \(h = H - 1, \ldots, 1, 0\) do
11: Update the \(Q\) function estimator \(\hat{Q}(s_h^{(k)}, a_h^{(k)}, h) = R_h^{(k)} + \max_{a' \in \mu(\tilde{s}_{h+1}^{(k)})} \hat{Q}(s_{h+1}^{(k)}, a', h + 1)\)
12: end for

Given \(H \in \mathbb{N}_+, \tilde{R} > 0,\) feature space \(C,\) action space \(A,\) and a policy class \(\Theta,\) to formalize the problem, we denote by \(\mathcal{H}(\Theta)\) the class of \(H\)-epoch deterministic systems whose reward is uniformly bounded by \(\tilde{R}\) and whose optimal policy lies in \(\Theta.\) Furthermore, we denote by \(\mathcal{D}\) the class of deterministic algorithms that act in the MDP environment. An element in \(\mathcal{D}\) is a deterministic mapping from the entire observation history to the action space \(A.\)

Theorem 3. Consider a given time horizon \(H \in \mathbb{N}_+,\) state-action spaces \((S, A)\) and feature space \(C,\) satisfying \(|A| = 2\) and \(|S| \geq 2^H.\) For any policy space \(\Theta,\) we have:

\[
\inf_{\text{Alg } \in \mathcal{D}} \quad \sup_{\mathcal{M} \in \mathcal{H}(\Theta)} \mathcal{R}_T(\text{Alg}; \mathcal{M}) \geq \frac{\tilde{R}}{4} \left( \dim_L(\Theta) \land 2^H \land T - 1 \right).
\]

See Appendix B for the proof of this theorem. It is worth noticing that Theorem 3 is valid for any policy space generalization model. This means that policy spaces with high Littlestone dimension are fundamentally hard.

Note that Theorem 3 generalizes the policy learning lower bound in [6], where an exponential lower bound is shown for threshold classes. We confirm that this phenomenon is true in general. Since the threshold class has infinite Littlestone dimension, the minimax regret can also be arbitrarily bad.

5 Proofs

In this section, we present the proofs of the main theorems. We focus on the proof of Theorem 1, and also provide an outline for the proof of Theorem 2. The technical lemmas used in the proof of Theorem 2 and the proof of Theorem 3 are postponed to Appendices A and B, respectively.
5.1 Proof of Theorem 1

First, we have the following lemma, which guarantees the validity of $Q$ estimator in Algorithm 2 and the optimality gap of the policy induced by the algorithm. This lemma serves as a basic building block, which is used in both the proof of the theorem and the proof of other lemmas.

**Lemma 1.** Consider Algorithm 2 starting at $(s_{h_0}, a_{h_0}, h_0)$ and the active policy space $\tilde{\Theta}$. If we have $\theta^* \in \tilde{\Theta}$, let the event $E := \{\text{line 13 of Algorithm 2 is executed}\}$. We have

$$
P\left(E \cap \left\{ \hat{Q}(s_{h_0}, a_{h_0}, h_0) - Q^*(s_{h_0}, a_{h_0}, h_0) > 2\tilde{R}\sqrt{\frac{\log \delta^{-1}}{N}} \right\} \right) < \delta.
$$

Furthermore, if $P(E) > 1/e$, for any $\theta \in \tilde{\Theta}$, we have $|Q^{\theta}(s_0, a_0, h_0) - Q^*(s_0, a_0, h_0)| < \frac{2\tilde{R}}{N}$.

The proof of this lemma is postponed to Section 5.1.1.

For the $k$-th round in the outer loop of Algorithm 1, we define the following event:

$$O_k := \{\text{A stack pop operation happens in the } k\text{-th round}\},$$
$$I_k := \{\text{A stack push operation happens in the } k\text{-th round}\},$$
$$N_k := \{\text{Algorithm 2 starts with } h = 0\}.$$

We also define the event $E_k := I_k^C$. On the event $N_k^C$, Algorithm 2 can be called once or twice in Algorithm 1 (see line 5 and line 7), so $E_k \cap N_k^C$ is the event that line 13 is executed in both calls to Algorithm 2. On the event $N_k$, Algorithm 2 is called once, and $E_k \cap N_k$ is the event that line 13 is executed in the call to Algorithm 2 starting at $(s_0, a_0, 0)$.

For each $k \geq 1$, we consider the event $(O_k \cup I_k \cup N_k)^C$. On this event, the stack $S$ is non-empty at the beginning of this round, and no push operation is performed in Algorithm 2. This implies that the stack top is not changed after Algorithm 2 exits, and leads to the stack pop operation in line 10 of Algorithm 1. This cannot happen on the event $(O_k \cup I_k \cup N_k)^C$. Therefore, we have:

$$P\left(\bigcup_{k=1}^{T}(O_k \cup I_k \cup N_k)^C \right) \leq \sum_{k=1}^{T} P((O_k \cup I_k \cup N_k)^C) = 0. \tag{2}$$

So with probability one, at least one of the events $(O_k, I_k, N_k)$ happens.

We use the following lemmas to characterize the behavior of the stack $S$.

**Lemma 2.** Throughout Algorithm 1, at the $k$-th episode, let $(x^{(i)})_{i=1}^{N} \subseteq S \times A^2 \times [H]$ be the sequence of elements popped out from $S$. For any new element $x' \in S \times A^2 \times [H]$, if $x'$ is pushed into stack $S$ at this episode, then $x'$ is independent from $(x^{(i)})_{i=1}^{N}$, with respect to $\Theta$ almost surely.

**Lemma 3.** Throughout Algorithm 1, $|S| \leq H$ always holds almost surely.

Additionally, to guarantee the high-probability validity of the elimination procedure, the following lemma is needed:

**Lemma 4.** With probability $1 - \delta$, throughout $T$ rounds of Algorithm 1, we have $\theta^* \in \tilde{\Theta}_k$ for $k = 1, 2, \cdots, T$. 
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The proof of the three lemmas are postponed to Section 5.1.2, 5.1.3 and 5.1.4, respectively. Based on the three lemmas, we now prove Theorem 1.

To prove this claim, we recursively construct the item sequence \((y(i), \ell(i), r(i))_{i \geq 1} \subseteq S \times A^2 \times [H]\) and index sequences \((\ell(i))_{i \geq 1}, (r(i))_{i \geq 1} \subseteq \mathbb{N}\), given the trajectory of stack operations on \(S\):

**Step (1)** Let \(y(1)\) be the first element popped from the stack \(S\). Let \(\ell(1)\) be the round at which \(y(1)\) is pushed into the stack \(S\), and \(r(1)\) be the round at which \(y(1)\) is popped from \(S\).

**Step (i)** For any \(i \geq 2\), given \((y(j), \ell(j), r(j))_{j=1}^{i-1}\). Let \(y(i)\) be the first element popped from \(S\) whose push-time is later than \(r(i-1)\). Let \(\ell(i)\) be the round at which \(y(i)\) is pushed into the stack \(S\), and \(r(i)\) be the round at which \(y(i)\) is popped from \(S\).

By the construction, we have:

\[1 \leq \ell(1) < r(1) \leq \ell(2) < r(2) \leq \cdots \leq \ell(k) < r(k) < \cdots\]

For any \(n \geq 1\), define the following function:

\[\sigma(n) := \sum_{i=1}^{n} 1_{A \text{ stack operation is performed in the round } i} \tag{3}\]

Apparently, \(\sigma\) is a non-decreasing function, which strictly increases at each \(\ell(i)\) and \(r(i)\). To control the function \(\sigma\), we use the following lemma:

**Lemma 5.** Given a stack \(S\) with operations performed on it through rounds, let \((y(i), \ell(i), r(i))_{i \geq 1}\) be the items and time points constructed from the operations on \(S\) according to Step (1) and Step (i) for \(i \geq 2\). Define the function \(\sigma\). Suppose furthermore that \(|S| \leq L\) is satisfied all the time for some \(L > 0\), we have:

\[\sigma(r(i)) = \sigma(\ell(i)) + 1, \quad \sigma(\ell(i)) \leq \sigma(r(i-1)) + 2L.\]

The proof of this lemma is postponed to Section 5.1.5.

Define the function \(\sigma\) according to Eq (3). Note that we have:

\[\sigma(T) = \sum_{k=1}^{T} 1_{C_k} \lor 1_{I_k}.\]

By Lemma 5 and Lemma 3, for \(k \geq 1\), we have:

\[\sigma(r_k) - \sigma(\ell_1) \leq 2(H + 1)k.\]

Note that since \(y(1)\) is the first element popped from \(S\), and the depth of the stack does not exceed \(H\), we have \(\sigma(\ell_1) \leq H\). Furthermore, according to Lemma 2, each \(y(i)\) constructed in this procedure is independent of \((y(j))_{1 \leq j \leq i}\). Thus, the maximal length \(K\) of sequence \((y(i))_{i \geq 1}\) is at most \(\dim_E(\Theta)\). The elements pushed into stack after \(r_K\) cannot be popped from the stack (otherwise, a contradiction arises since a new element can be added to the sequence by Step (i)). Therefore, for any \(T \geq 1\), we have:

\[\sigma(T) \leq 3H + \sigma(r_K) - \sigma(\ell_1) \leq 3H + 2(H + 1)\dim_E(\Theta),\]
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almost surely.

On the other hand, by Eq (2), we know that at least one of \((O_k, I_k, N_k)\) happens almost surely. Furthermore, we note since the stack pop operation can only happen in line (10) of Algorithm 1, we have \(\mathbb{P}(O_k \cap I_k) = 0\). Consequently, if the stack is initially empty in a round of Algorithm 1, the pop operation cannot happen (under \(I_k\), it cannot happen as discussed above, and under \(I_k^C\), there is no element to pop from the stack). Therefore, we have:

\[ N_k \setminus (O_k \cup I_k) = N_k \setminus I_k = N_k \cap E_k. \]

Combining with the upper bound for \(\sigma\), we have:

\[ T - 3H - 2(H + 1)\dim(E(\Theta)) \leq T - \sigma(T) = \sum_{t=1}^{T} 1_{N_t \setminus (O_t \cup I_t)} = \sum_{t=1}^{T} 1_{N_t \cap E_t}. \]

For \(T \geq T_\ast = 6H + 4(H + 1)\dim(E(\Theta))\), taking expectations on both sides, we have:

\[ \frac{1}{T} \sum_{t=1}^{T} \mathbb{P}(E_t|N_t) \geq \frac{1}{T} \sum_{t=1}^{T} \mathbb{P}(E_t \cap N_t) \geq \frac{1}{2}. \]

Note that the set \(\tilde{\Theta}_k\) is non-increasing throughout the iterations of Algorithm 1. Furthermore, for Algorithm 2 starting with the same initial \((s_0, a_0, h_0)\) and two different active policy spaces \(\Theta_1 \subseteq \Theta_2\), if the state transitions and rewards are coupled together on the same actions, line (13) is executed with initial active policy space \(\Theta_1\) implies that this line is executed with initial active policy space \(\Theta_2\). Therefore, the probability \(\mathbb{P}(E_t|N_t)\) is non-decreasing as \(t\) increases. So we have:

\[ \mathbb{P}(E_T|N_T) \geq \frac{1}{T} \sum_{t=1}^{T} \mathbb{P}(E_t|N_t) \geq \frac{1}{2} > \frac{1}{e}. \]

The left hand side is the probability that Algorithm 2 starting from \((s_0, a_0, 0)\) with active policy space \(\tilde{\Theta}_T\) executes line (13). By Lemma 4, we have:

\[ \mathbb{P}\left(\theta^* \in \tilde{\Theta}_T\right) \geq 1 - \delta. \]

On the event \(\{\theta^* \in \tilde{\Theta}_T\}\), invoking Lemma 1, we have:

\[ \forall \theta \in \tilde{\Theta}_T, \quad |Q^{\mu_\theta}(s_0, a_0, 0) - Q^*(s_0, a_0, 0)| < \frac{R}{N} < \varepsilon, \]

which finishes the proof.

### 5.1.1 Proof of Lemma 1

Note that by definition, we have:

\[ \mathcal{E} = \bigcap_{i=1}^{N} \left\{ \forall h \in [h_0, H], \left| \mu_\theta(s_h^{(i)}, h) \right| = 1 \right\}. \]

Consider the observation sequence \((s_h^{*(i)}, a_h^{*(i)}, R_h^{*(i)})_{1 \leq i \leq N, h_0 \leq h \leq H}\) generated by taking the optimal policy \(\mu_{\theta^*}\) from the next step of \((s_0, a_0, h_0)\), coupled with the trajectory \((s_h^{(i)}, a_h^{(i)}, R_h^{(i)})_{1 \leq i \leq N, h_0 \leq h \leq H}\) of Algorithm 2 in such a way that for each \(i \in [N]:\)
Let \( s_{h+1}^{(i)} = s_{h+1}^{(i)} \) and \( R_{h0}^{(i)} = R_{h0}^{(i)} \) almost surely.

- If \( |\mu_{\Theta}(s_{h}^{(i)})| = 1 \), let \( s_{h+1}^{(i)} = s_{h+1}^{(i)} \) and \( R_{h}^{(i)} = R_{h}^{(i)} \) almost surely.

- If \( |\mu_{\Theta}(s_{h}^{(i)})| > 1 \) at some \( h \), couple the path independently afterwards.

Apparently, on the event \( \mathcal{E} \), we have \((s_{h}^{(i)}, a_{h}^{(i)}, R_{h}^{(i)})_{1 \leq i \leq N, h_0 \leq h \leq H} = (s_{h}^{(i)}, a_{h}^{(i)}, R_{h}^{(i)})_{1 \leq i \leq N, h_0 \leq h \leq H} \). By Hoeffding bound, it is easy to see that for any \( \delta > 0 \), there is:

\[
\mathbb{P}\left( \frac{1}{N} \sum_{i=1}^{N} \sum_{h=h_0}^{H} R_{h}^{(i)} - Q^*(s_{h0}, a_{h0}, h_0) > 2 \tilde{R} \sqrt{\frac{\log \delta^{-1}}{N}} \right) < \delta.
\]

The first claim then follows by observing the fact that the empirical average of \( R_{h}^{(i)} \) equals \( \bar{Q}(s_{h0}, a_{h0}, h_0) \) on the event \( \mathcal{E} \).

Now we prove the second claim. When there is \( \mathbb{P}(\mathcal{E}) > 1/e \), for each \( i \), we have:

\[
\mathbb{P}\left( (s_{h}^{(i)}, a_{h}^{(i)}, R_{h}^{(i)})_{h_0 \leq h \leq H} = (s_{h}^{(i)}, a_{h}^{(i)}, R_{h}^{(i)})_{h_0 \leq h \leq H} \right) \geq \mathbb{P}(\mathcal{E})^{1/N} \geq 1 - \frac{1}{N}.
\]

For the \( Q \) function, for any \( \theta \in \tilde{\Theta} \), we have:

\[
|Q^{\theta_0}(s_0, a_0, h_0) - Q^*(s_0, a_0, h_0)| = \left| \mathbb{E}\left( \sum_{h=h_0}^{H} R_{h}^{(i)} \right) - \mathbb{E}\left( \sum_{h=h_0}^{H} R_{h}^{(i)} \right) \right| 
\leq \mathbb{P}\left( (R_{h}^{(i)})_{h_0 \leq h \leq H} \neq (R_{h}^{(i)})_{h_0 \leq h \leq H} \right) \tilde{R} \leq \frac{\bar{R}}{N},
\]

which proves the second claim.

5.1.2 Proof of Lemma 2

For the element \( x' = (s, a_1, a_2, h) \in S \times A^2 \times [H] \), suppose \( x' \) is pushed into \( S \) at the \( k \)-th round of Algorithm 1. Note that the stack push operation can only happen at line 9 of Algorithm 2, in which case, we have:

\[
\exists \theta_1, \theta_2 \in \tilde{\Theta}_k, \quad \mu_{\theta_i}(s, h) = a_i \ 	ext{for} \ i = 1, 2. \quad (4)
\]

Consider the stack pop sequence \( (x^{(i)})_{i=1}^{N} \). Let \( k_i < k \) be the episode at which \( x^{(i)} \) is popped from \( S \). Denote \( x^{(i)} = (\hat{s}^{(i)}, \hat{a}_1^{(i)}, \hat{a}_2^{(i)}, \hat{h}^{(i)}) \), and let \( \hat{h}^{(i)} \in \{\hat{a}_1^{(i)}, \hat{a}_2^{(i)}\} \) denote the action being eliminated in the stack pop operation for \( x^{(i)} \) (see line 12 of Algorithm 1). We have:

\[
\tilde{\Theta}_k \subseteq \bigcap_{i=1}^{N} \{ \theta \in \Theta : \mu_{\theta}(\hat{s}^{(i)}, \hat{h}^{(i)}) \neq \hat{h}^{(i)} \}.
\]

For \( \theta_1, \theta_2 \in \tilde{\Theta}_k \) defined above and \( x^{(i)} \) for \( i = 1, 2, \ldots, N \), by above relation, we can conclude that either \( \mu_{\theta_1}(\hat{s}^{(i)}, \hat{h}^{(i)}) = \mu_{\theta_2}(\hat{s}^{(i)}, \hat{h}^{(i)}) \) or \( \{\mu_{\theta_1}(\hat{s}^{(i)}, \hat{h}^{(i)}), \mu_{\theta_2}(\hat{s}^{(i)}, \hat{h}^{(i)})\} \neq \{\hat{a}_1^{(i)}, \hat{a}_2^{(i)}\} \). Consequently, we have \( \theta_1 \) and \( \theta_2 \) are indistinguishable with respect to \( x^{(i)} \). By definition, they are also indistinguishable with respect to \( (x^{(i)})_{i=1}^{N} \). However, by Eq (4), \( \theta_1 \) and \( \theta_2 \) are distinguishable with respect to \( x' \). Therefore \( x' \) is not dependent upon \( (x^{(i)})_{i=1}^{N} \). The proof is finished.
5.1.3 Proof of Lemma 3

We first note that in each round of Algorithm 1, at most one stack push operation can be performed. This is because Algorithm 2 immediately exits when the stack push operation in line 9 is invoked, and the second call to Algorithm 2 can happen only when the first call does not change the top of the stack.

We claim the following fact: at any time, the elements \((s_i, a_{i1}, a_{i2}, h_i)\) from the bottom to the top of the stack has \(h_i\) of strictly increasing order. Suppose not, there exists an element \((s, a_1, a_2, h)\), such that when it is pushed to \(S\), the top element \((s', a'_1, a'_2, h')\) of the stack satisfies \(h' \geq h\). However, \((s, a_1, a_2, h)\) can be pushed into stack only by Algorithm 4. This is impossible because Algorithm 4 is invoked only starting from stage \(h' + 1\).

Therefore, at any time, the elements in \(S\) has strictly increasing \(h\), and we have \(|S| \leq H\).

5.1.4 Proof of Lemma 4

Define the events \((\mathcal{E}_t, \mathcal{I}_t, \mathcal{O}_t, \mathcal{N}_t)\) as in the proof of Theorem 1. Note that for the \(t\)-th round, the reduction in the active policy space can only happen under event \(\mathcal{O}_t \cap \mathcal{N}_t^C\), which requires the top of the stack to be unchanged under both calls to Algorithm 2 (line 5 and line 7 in Algorithm 1). By the definition of \(\mathcal{E}_t\), it is easy to see that \(\mathcal{O}_t \cap \mathcal{N}_t^C = \mathcal{E}_t \cap \mathcal{N}_t^C\).

Let \((s_k, a_{1k}, a_{2k}, h_k)\) be the top element of the stack at the beginning of \(k\)-th round, and define:

\[
\forall i \in \{1, 2\} \quad \mathcal{E}^{(i)}_k := \{\text{line 13 is executed in Algorithm 2 starting with } (s_k, a_{ik}, h_k)\}.
\]

We have \(\mathcal{E}_t \cap \mathcal{N}_t^C = \mathcal{E}^{(1)}_t \cap \mathcal{E}^{(2)}_t \cap \mathcal{N}_t^C\).

If \(\mu_\Theta(s_k, h_k) \notin \{a_{1k}, a_{2k}\}\), the optimal policy cannot involve in the elimination. Here we consider the case of \(\mu_\Theta(s_k, h_k) \in \{a_{1k}, a_{2k}\}\). Assume \(\mu_\Theta(s_k, h_k) = a_{1k}\) without loss of generality. By Assumption 2, we have:

\[
Q^*(s_k, a_{1k}, h_k) > Q^*(s_k, a_{2k}, h_k) + \Delta.
\]

By Lemma 1, conditionally on \((s_k, a_{1k}, a_{2k}, h_k)\), for any \(i \in \{1, 2\}\), we have:

\[
\mathbb{P}\left(\mathcal{E}^{(i)}_k \cap \left\{ |\hat{Q}(s_k, a_{ik}, h_k) - Q^*(s_k, a_{ik}, h_k)| \geq \frac{\Delta}{2} \right\} \mid s_k, a_{1k}, a_{2k}, h_k \right) \leq 2 \exp\left(-\frac{\Delta^2 N}{2R^2}\right).
\]

Therefore, applying union bound over the events under \(\mathcal{E}^{(1)}_k\) and \(\mathcal{E}^{(2)}_k\), on the event \(\theta^* \in \tilde{\Theta}_{k-1}\), we have:

\[
\mathbb{P}\left(\mathcal{E}^{(1)}_k \cap \mathcal{E}^{(2)}_k \cap \left\{ |\hat{Q}(s_k, a_{1k}, h_k) - \hat{Q}(s_k, a_{2k}, h_k)| \leq \hat{Q}(s_k, a_{2k}, h_k) \right\} \mid s_k, a_{1k}, a_{2k}, h_k \right) \leq 4 \exp\left(-\frac{\Delta^2 N}{2R^2}\right) < \frac{\delta}{T}.
\]
Combining the bounds for all \( T \) rounds, we have:

\[
\mathbb{P} \left( \theta^* \notin \tilde{\Theta}_T \right) \leq \sum_{t=1}^{T} \mathbb{P} \left( \theta^* \notin \tilde{\Theta}_t, \theta^* \in \tilde{\Theta}_{t-1} \right)
\]
\[
\leq \sum_{t=1}^{T} \mathbb{P} \left( \theta^* \notin \tilde{\Theta}_t \mid \theta^* \in \tilde{\Theta}_{t-1} \right)
\]
\[
= \sum_{t=1}^{T} \mathbb{P} \left( \mathcal{N}_t^C \cap \mathcal{E}_t^{(1)} \cap \mathcal{E}_t^{(2)} \cap \left\{ \hat{Q}(s_k, a_{1k}, h_k) \leq \hat{Q}(s_k, a_{2k}, h_k) \right\} \mid \theta^* \in \tilde{\Theta}_{t-1} \right)
\]
\[
< \frac{\delta}{T} \cdot T = \delta,
\]

which finishes the proof.

5.1.5 Proof of Lemma 5

For each \( y^{(i)} \), suppose \( \sigma(r_i) \geq \sigma(\ell_i) + 2 \), which implies that there are other stack operations performing within the time interval \((\ell_i, r_i)\). Before the episode \( r_i \), the element \( y^{(i)} \) is not popped from \( S \) yet. So the stack operations can only involve new elements pushed into the stack after \( \ell_i \). However, those elements need to be popped from \( S \) before \( r_i \), which contradicts the fact that \( y^{(i)} \) is the first element popped from the stack, who was pushed after \( r_{i-1} \). Therefore, we have \( \sigma(r_i) = \sigma(\ell_i) + 1 \).

On the other hand, after \( y^{(i)} \) is popped from the stack, we show that there are at most \( 2L \) stack following stack operations before \( \ell_{i+1} \). By Assumption, the depth of \( S \) never exceeds \( L \). Denote by \( \tilde{y}^{(i+1)} \) the first element pushed into the stack after \( r_i \), and let \( \tilde{\ell}_{i+1}, \tilde{r}_{i+1} \) be the episode at which \( \tilde{y}^{(i+1)} \) is pushed into and popped from the stack, respectively. By definition, we have:

\[
r_i \leq \tilde{\ell}_{i+1} \leq \ell_{i+1} < r_{i+1} \leq \tilde{r}_{i+1}.
\]

By the minimality of \( \tilde{\ell}_{i+1} \), there is no stack push operation within the interval \([r_i, \tilde{\ell}_{i+1}]\). There are at most \( L \) elements that can be popped during this period. Therefore, we have:

\[
\sigma(\tilde{\ell}_{i+1}) \leq \sigma(r_i) + L.
\]

Note that by the FILO property of the stack, within the time period \((\tilde{\ell}_{i+1}, \tilde{r}_{i+1})\), the element pushed before \( \tilde{\ell}_{i+1} \) cannot be popped from \( S \). Note also that \( r_{i+1} \leq \tilde{r}_{i+1} \). Therefore, within the time interval \((\tilde{\ell}_{i+1}, r_{i+1})\), there are no stack pop operations. Since the depth of the stack cannot exceed \( L \), in a time interval at which no pop operations are performed, the number of push operations cannot exceed \( L \). Therefore, we obtain:

\[
\sigma(r_{i+1}) \leq \sigma(\tilde{\ell}_{i+1}) + L.
\]

Putting them together, we have:

\[
\sigma(\ell_{i+1}) \leq \sigma(r_{i+1}) \leq \sigma(r_i) + 2L,
\]

which finishes the proof.
5.2 Proof of Theorem 2

The proof of Theorem 2 is based on the following three key lemmas:

**Lemma 6.** For each $k \geq 0$, for the $k$-th episode of Algorithm 3, at least one of the following three events happen:

- An element has been pushed into the stack $S$.
- An element has been popped from the stack $S$.
- For any $h \in [H]$, $a^{(k)}_h = \mu_{\theta^*}(s_h, h)$.

**Lemma 7.** Throughout Algorithm 3, at the $k$-th episode, let $(x^{(i)}_i)_{i=1}^N \subseteq S \times \mathcal{A}^2 \times [H]$ be the sequence of elements popped out from $S$. For any new element $x' \in S \times \mathcal{A}^2 \times [H]$, if $x'$ is pushed into stack $S$ at this episode, then $x'$ is independent from $(x^{(i)}_i)_{i=1}^N$, with respect to $\Theta$.

**Lemma 8.** Throughout Algorithm 3, $|S| \leq H$ always holds.

The proof of the lemmas are postponed to Appendices A.1, A.2 and A.3, respectively.

Assuming the three lemmas, now we provide a proof of Theorem 2. For the $k$-th episode, by Lemma 6, either some stack operation is performed, or the Algorithm 3 is using the optimal policy $\mu_{\theta^*}$ throughout all the $H$ epochs. In the latter case, the regret is 0 for this episode. We note that by assumption, the regret at each episode is uniformly bounded with $\bar{R}$. Therefore, it suffices to show that the first and second scenario in Lemma 6 can happen for at most $2(H + 1)\dim(\mu_{\Theta}) + 3H$ episodes of Algorithm 3.

Construct the sequence $(y^{(i)}_i)_{i=1} \in S \times \mathcal{A}^2 \times [H]$ and $(\ell_i)_{i \geq 1}, (r_i)_{i \geq 1} \in \mathbb{N}$ recursively according to Step (1) and Step (i) as in the proof of Theorem 1. Note that in the deterministic setting, the time indices are counted by the actual episodes for the learning environment. We can also define the function $\sigma$ according to Eq (3).

Given this lemma, now we get back to the proof of the original theorem. By Lemma 8, we have $|S| \leq H$ throughout horizons, which leads to:

$$\sigma(r_i) = \sigma(\ell_i) + 1, \quad \sigma(\ell_i) \leq \sigma(r_{i-1}) + 2H.$$  

Let $K$ be the maximal length of the sequence $(y^{(i)}_i)_{i \geq 1}$. The elements pushed into $S$ after $r_K$ will never be popped from the stack. By Lemma 8, there are at most $H$ push operations and at most $H$ pop operations after the episode $r_K$. Therefore, there are at most $2H$ stack operations after $r_K$. On the other hand, the stack operations before $r_1$ are all push operations, which cannot exceed $H$ times. So we have $\sigma(\ell_1) \leq \sigma(r_1) \leq H$. Putting them together, the number of episodes at which the first and second scenarios in Lemma 6 happens is upper bounded by:

$$H + (\sigma(r_K) - \sigma(\ell_1)) + 2H = 3H + \sum_{i=1}^{K} (\sigma(r_i) - \sigma(\ell_i)) + (\sigma(\ell_i) - \sigma(r_{i-1})) \leq 3H + 2(H + 1)\dim(\Theta),$$

which finishes the proof.
6 Conclusion and Discussions

In this paper, we focus on sample-efficient reinforcement learning in a prohibitively large MDP with a restricted policy space. The notion of eluder dimension is extended to policy spaces, characterizing their intrinsic complexity for learning with exploration. Stack-based exploration algorithms are proposed to learn with policy space generalization. Under a simulator oracle and Δ-gap in the optimal Q function, we show an $\tilde{O}(HR\dim_E(\Theta)(\frac{1}{\Delta^2} + \frac{1}{\epsilon}))$ sample complexity bound for finding an $\epsilon$-optimal policy. For deterministic systems, the simulator oracle and Q-function gap are not needed, and we show a regret upper bound of $O(HR\dim_E(\Theta))$. We also show that the minimax regret is lower bounded by Littlestone dimension of the policy space. An interesting future direction is to study the possibility of policy space generalization without the simulator and separation condition.
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Appendix

Organization of the Appendix

The Appendix is organized as follows: in Section A, we prove the technical lemmas used in the proof of Theorem 2; in Section B, we prove Theorem 3, the regret lower bound in deterministic systems; finally, in Section C, we prove the results related to examples presented in Section 2.1.

A Proof of technical lemmas in Section 5.2

In this section, we present proofs of the technical lemmas used in the proof of Theorem 2, which are postponed from Section 5.2 in the main text.

A.1 Proof of Lemma 6

To prove this lemma, we need the following auxiliary lemma:

**Lemma 9.** For any k ≥ 1, in the k-th episode, if an element (s, a1, a2, h) ∈ S × A2 × [H] is pushed into S. At the end of this episode, we have:

\[ \hat{Q}(s, a_1, h) = Q^*(s, a_1, h), \]

If an element (s′, a1′, a2′, h′) is popped from the S in the k-th episode, at the end of this episode we have:

\[ \hat{Q}(s′, a_2′, h′) = Q^*(s′, a_2′, h′). \]

Furthermore, we have \( \theta^* \in \tilde{\Theta}_k \).

The proof of the auxiliary lemmas are postponed to Section A.4. Assuming Lemma 9, we now give a proof for Lemma 6.

Under the condition that no stack push operation is performed during the episode k, in the following, we show that the either a stack pop operation is performed, or the policy being executed is optimal from the starting state s0.

We consider the stack at the beginning of episode k, which determines the starting state of Algorithm 4. Suppose the subroutine Algorithm 4 starts from \((s_h^{(k)}, h_s^{(k)})\). There are two possible cases:
Case I: $S \neq \emptyset$ at the beginning of episode $k$. Let $(s, a_1, a_2, \tilde{h})$ be the top of stack at the beginning of this episode, by definition, we have $\tilde{h} = h_s^{(k)} - 1$, and $F(s, a_2) = s_h^{(k)}$. Suppose this element is pushed into stack $S$ at episode $k_0$. Apparently, we have $k_0 < k$. By Lemma 9, we have

$$\hat{Q}(s, a_1, \tilde{h}) = Q^*(s, a_1, \tilde{h}),$$

at the end of $k_0$-th episode. This $Q$-function estimator will not be updated in further episodes, because the dynamics of the system following $(s, a_1, \tilde{h})$ is deterministic and action choices under $\Theta_k$ are unique, for $k \geq k_0$.

As we have shown, when the stack does not involve push operations in this episode, we also have $\hat{Q}(s, a_2, \tilde{h}) = Q^*(s, a_2, \tilde{h})$. In such case, the elimination step (line 14 in Algorithm 3) is performed in this round, and a stack pop operation is performed.

Case II: $S = \emptyset$ at the beginning of episode $k$. By the definition of $h_s^{(k)}$, in this case, we have $h_s^{(k)} = 1$. If no element is pushed into $S$ in the $k$-th episode, we have:

$$\forall h \in [H], \quad \left| \mu_{\Theta_k}(s_h^{(k)}, h) \right| = 1.$$ 

By Lemma 9, we have $\theta^* \in \hat{\Theta}_k$, which implies that Algorithm 4 performs optimally in this episode.

Therefore, if no new push operations is performed on $S$ in this episode, either a pop operation is performed, or the algorithm is following the optimal policy, the proof of this lemma is complete.

A.2 Proof of Lemma 7

For the element $x' = (s, a_1, a_2, h) \in S \times A^2 \times [H]$, suppose $x'$ is pushed into $S$ at episode $k$. The stack push operation can only happen in two cases: line 7 in Algorithm 4 and line 16 in Algorithm 3. In both cases, there exists $\theta_1, \theta_2 \in \Theta_k$, such that:

$$\mu_{\theta_1}(s, h) = a_1, \quad \mu_{\theta_2}(s, h) = a_2.$$ 

Consider the stack pop sequence $(x^{(i)})_{i=1}^N$. Let $k_i < k$ be the episode at which $x^{(i)}$ is popped from $S$. Denote $x^{(i)} = (s^{(i)}, a_1^{(i)}, a_2^{(i)}, \hat{h}^{(i)})$, and let $\hat{h}^{(i)} \in \{a_1^{(i)}, a_2^{(i)} \}$ denote the action being eliminated in the stack pop operation for $x^{(i)}$ (see line 14 of Algorithm 3). We have:

$$\hat{\Theta}_k \subseteq \bigcap_{i=1}^N \left\{ \theta \in \Theta : \mu_{\theta}(s^{(i)}, \hat{h}^{(i)}) \neq \hat{h}^{(i)} \right\}.$$ 

For $\theta_1, \theta_2 \in \hat{\Theta}_k$ defined above and $x^{(i)}$ for $i = 1, 2, \cdots, N$, by above relation, we can conclude that either $\mu_{\theta_1}(s^{(i)}, \hat{h}^{(i)}) = \mu_{\theta_2}(s^{(i)}, \hat{h}^{(i)})$ or $\mu_{\theta_1}(s^{(i)}, \hat{h}^{(i)}), \mu_{\theta_2}(s^{(i)}, \hat{h}^{(i)}) \notin \{a_1^{(i)}, a_2^{(i)} \}$. Consequently, we have $\theta_1$ and $\theta_2$ are indistinguishable with respect to $x^{(i)}$. By definition, they are also indistinguishable with respect to $(x^{(i)})_{i=1}^N$. However, by the condition for stack push operation in Algorithm 3, $\theta_1$ and $\theta_2$ are distinguishable with respect to $x'$. Therefore $x'$ is not dependent upon $(x^{(i)})_{i=1}^N$. The proof is finished.
A.3 Proof of Lemma 8

We claim the following fact: at any time, the elements $((s_i, a_{i+1}, a_{i+2}, h_i)_{i=1}^{[S]})$ from the bottom to the top of the stack has $h_i$ of strictly increasing order. Suppose not, there exists an element $(s, a_1, a_2, h)$, such that when it is pushed to $S$, the top element $(s', a'_1, a'_2, h')$ of the stack satisfies $h' \geq h$. However, $(s, a_1, a_2, h)$ can be pushed into stack only by Algorithm 4. This is impossible because Algorithm 4 is invoked only starting from stage $h' + 1$.

Therefore, at any time, the elements in $S$ has strictly increasing $h$, and we have $|S| \leq H$.

A.4 Proof of Lemma 9

We prove the result by induction on $k$. Note that $x = (s, a_1, a_2, \tilde{h})$ can be pushed into the stack $S$ under two situations: (i), in the line 7 of Algorithm 4; and (ii), in the line 16 of Algorithm 3. On the other hand, the element $x' = (s', a'_1, a'_2, \tilde{h})$ can be popped from stack $S$ in line 14 of Algorithm 3, which requires the stack to be non-empty and no new element is pushed.

For the base case $k = 1$, no stack pop operation can happen in the first episode, and no policy elimination can happen. So we have $\theta^* \not\in \Theta = \tilde{\Theta}_1 = \tilde{\Theta}_2$. For the push operation, only the situation (i) is possible, as the latter case can only happen when there are existing elements in the stack. By the condition for the stack push operation, $h$ is the largest $h$ such that $|\mu_{\tilde{\Theta}_k}(s_h^{(k)}, h)| > 1$. Consequently, for $h' > \tilde{h}$, there is $\mu_{\theta^*}(s_h^{(k)}, h') = \mu_{\theta^*}(s_h^{(k)}, h')$. For the updates on $\hat{Q}$ (line 11 of Algorithm 4), each “max” operation for $s_h^t, a_h^t, h$ applies. We now consider the situation (ii) and (i) may happen at the same time when $x$ is pushed into the stack. Under situation (ii), the arguments for the base case still applies. We now consider the situation (ii): the element $(s, a_1, a_2, \tilde{h})$ is pushed into $S$ when running the line 16 of Algorithm 3. Let $(s, b'_1, b_2, \tilde{h})$ be the previous element on the top of the stack. There exists $j \in \{1, 2\}$, such that $b_j = a_1$. If $j = 1$, the element $(s, b'_1, b_2, \tilde{h})$ is pushed into the stack before episode $k$, and the conclusion holds by induction hypothesis. If $j = 2$, we know from Algorithm 3 that $a_2 = a_h^{(k)}$, which is the action taken at $(s, \tilde{h})$ in the $k$-th episode. Since line 16 is executed in this episode, no stack push operations are performed after horizon $\tilde{h}$. Consequently, we have:

$$\forall h \in [\tilde{h}, H], \quad |\mu_{\theta^*}(s_h^{(k)}, h)| = 1.$$ 

By induction hypothesis, we have $\theta^* \not\in \tilde{\Theta}_k$, which implies that $\hat{Q}(s, a_h^{(k)}, \tilde{h}) = \hat{Q}(s, a_h^{(k)}, \tilde{h})$.

Q value for elements pushed into the stack: Note by the definition of Algorithm 3 that in each episode, the Algorithm 4 is called only once. We first assert the following fact: in the $k$-th
episode, suppose the subroutine Algorithm 4 starts from \( (s^{(k)}_h, h^{(k)}_s) \), and does not involve push operation into the stack, we have:

\[
\forall h \in [h^{(k)}_s, H], \quad \theta \in \tilde{\Theta}_k, \quad a^{(k)}_h = \mu_\theta(s^{(k)}_h, h).
\]

This is by the definition of Algorithm 4: since Algorithm 4 is restricted to choose actions using \( \mu_{\tilde{\Theta}_k} \), suppose the claim is not true, there exists \( h > h^{(k)}_s, \in A \) such that the set \( \{ \mu_\theta(s^{(k)}_h, h) : \theta \in \tilde{\Theta}_k \} \) has cardinality larger than 1, which leads to the push operation for largest such \( h \).

By the induction hypothesis, we always have \( \theta^* \in \tilde{\Theta}_k \), and consequently, above expression implies that \( a^{(k)}_h = \mu_{\theta^*}(s^{(k)}_h, h) \) for any \( h \geq h^{(k)}_s \).

Therefore, if no element is pushed into \( S \) in \( k \)-th episode, the current active policy space \( \tilde{\Theta}_k \) has no uncertainty on the trajectory after \( h^{(k)}_s \). For the updates on \( \hat{Q} \) (line 11 in Algorithm 4), each “max” operation for \( h \in [h^{(k)}_s + 1, H] \) is actually taken with respect to a singleton, and we have

\[
\hat{Q}(s^{(k)}_h, \mu_\theta(s^{(k)}_h, h)) = Q^*(s^{(k)}_h, \mu_\theta(s^{(k)}_h, h)), \quad \forall h \in [h^{(k)}_s, H], \quad \theta \in \tilde{\Theta}_k.
\]

In particular, we have:

\[
\hat{Q}(s, a_2, \bar{h}) = Q^*(s, a_2, \bar{h}).
\]

**The optimal policy** \( \theta^* \in \tilde{\Theta}_{k+1} \): If line 14 of Algorithm 3 is not executed in the \( k \)-th episode, apparently, we have \( \tilde{\Theta}_{k+1} = \tilde{\Theta}_k \supseteq \theta^* \). Now we consider the case where the elimination step is executed, which implies that the stack top is not changed during this episode.

Note that reduction in the policy space can happen only at line 14 of Algorithm 3. Suppose the \( \theta^* \) is eliminated, we have:

\[
Q^*(s, \mu_{\theta^*}(s, h), h) = \hat{Q}(s, \mu_{\theta^*}(s, h), h) \leq \hat{Q}(s, a', h) = Q^*(s, a', h),
\]

for some \( a' \in \mu_{\tilde{\Theta}_k}(s, h) \setminus \{ \mu_{\theta^*}(s, h) \} \), which violates the uniqueness of the optimal policy.

Putting them together, the induction proof is finished.

**B Proof of Theorem 3**

To prove the lower bound, we construct the transition functions, feature vectors, and the reward functions for a given algorithm.

Denote \( D := \dim_L(\Theta) \). First, without loss of generality, we can assume that \( H = \log_2(D) \). Indeed, if the given time horizon satisfies \( H > \log_2 D \), we can construct a deterministic whose first \( (H - \lfloor \log_2 D \rfloor) \) epochs do not involve any state transition or rewards, and use a smaller system with \( \lfloor \log_2 D \rfloor \) epochs for the rest of the construction. On the other hand, if \( H < \log_2 D \), we can simply use only \( 2^H \) levels in the binary tree and discard the rest.

Our construction of the transition structure is based on a binary tree. We first let \( \mathcal{T} \) be a complete binary tree with \( H \) layers. For each \( h \in [0, H - 1] \), the nodes in the \( h \)-th level are the set of states reachable at \( h \)-th epoch of the deterministic system. Without loss of generality, we denote \( \mathcal{S} = \{0, 1, 2, \cdots, |\mathcal{S}| - 1\} \), and let \( s_0 = 0 \). We construct the transition function:

\[
F(s, a, h) = 2^h \cdot a + s.
\]
Clearly, the states reachable at epoch $h$ are $\{0, 1, \cdots, 2^h - 1\}$. We further let the intermediate reward for $h \leq H - 2$ be 0. In the following, we construct the reward at the horizon $H - 1$ and the feature vectors associated to each $(s, h)$ explicitly based on the trajectory of the algorithm.

By the definition of Littlestone dimension, there exists a complete binary tree $(\phi(v))_{v \in T}$ of depth $D$ shattered by the policy space $\Theta$.

We first assign feature vectors based on the order of states being visited by the algorithm. Note that there are $1 + 2 + \cdots + 2^{H-1} = D - 1$ possible state-horizon pairs that can be reached. We assign the feature vectors to them according to Algorithm 5. Intuitively, when a state is visited for the first time, we record the action in the previous epoch that leads to this state, and take the opposite direction for the path in the tree $T$. Using the definition of Littlestone dimension, this path corresponds to an element $\theta \in \Theta$, which is the candidate for the optimal policy in our construction. By this construction, the learning agent is forced to take a sub-optimal action when it visit any $(s, h)$ for the first time, and has to pay for a large amount of regret.

\textbf{Algorithm 5:} Adaptive construction of the adversarial MDP

\begin{algorithmic}
\Require The trajectory of states visited by a learning agent and a complete binary tree $(\phi(v))_{v \in T}$.
\Ensure Feature vectors associated to each $(s, h)$ at its visit time.
\State Take $v_0 = T$.root and assign $(\phi(v_0))$ to $(0, 0)$. Initialize $k = 0$.
\For {each $(s, h)$ visited by the agent}
\If {$(s, h)$ is not visited in the past}
\State Let $a_k \in \{0, 1\}$ be the action taken to reach $(s, h)$.
\State Take $v_{k+1}$ to be child node of $v_k$ at direction $(1 - a_k)$.
\State Assign the feature vector $\phi(v_{k+1})$.
\State Update $k$ with $k + 1$.
\EndIf
\EndFor
\end{algorithmic}

Now we construct the terminal rewards of the deterministic system. For each terminal state $(s, H - 1)$, if it is the $k$-th terminal state being visited, we let:

$$R(s, H - 1) := \frac{2^k}{D} \bar{R}.$$ 

Apparently, the optimal reward of this deterministic system is the reward at the last terminal state being visited, which is $\bar{R}$. Throughout first $T$ episodes for the agent, the total reward is at most:

$$\sum_{k=1}^{T \wedge D/2} \frac{2^k}{D} \bar{R} + \sum_{k \geq D/2} \bar{R} \leq \begin{cases} \frac{T^2}{D} \bar{R} & T \leq \frac{D}{2}, \\ \frac{D}{4} \bar{R} + (T - \frac{D}{2})\bar{R} & T > \frac{D}{2}. \end{cases}$$

The total regret with respect to the optimal policy is therefore lower bounded by $(\frac{D}{4} \wedge \frac{T}{2})\bar{R}$. It remains to verify that the optimal policy lies in space $\Theta$.

Note that by our construction, the terminal states visited in later episodes always have strictly larger rewards. The optimal policy therefore simply takes the actions opposite to the one chosen for the first time at each $(s, h)$. By the definition of Littlestone dimension, there exists $\theta \in \Theta$, such
that:

\[
\forall i \in [D], \quad \mu_\theta(\phi^{(i)}) = 1 - a_i.
\]

For \((s, h)\) with \(h < H - 1\), when it is visited for the first time, the following state \((s', h + 1)\) is also visited for the first time. Therefore, if \((s, h)\) is associated to the vector \(v_i\), the state \((s' h + 1)\) is associated to the vector \(v_{i+1}\), through the action \(a_i\), which is the sub-optimal action at \((s, h)\). Since the policy \(\theta\) always takes action \(1 - a_i\), it is optimal, and the proof for the regret lower bound is finished.

### C Proofs for the examples

In this section, we present proofs of the results about the eluder dimension and Littlestone dimension of specific policy classes, as discussed in Section 2.1. We also discuss efficient implementation of the elimination oracle (see Definition 5) for each example.

#### C.1 Threshold function has infinite Littlestone dimensions

We prove the claim by direct construction in dimension 1. Any multivariate linear threshold class contains the one-dimensional class as a sub-class, which also has infinite Littlestone dimension.

Let \(\theta = [0, 1]\), for arbitrarily large \(N\) and any \(b \in \{0, 1\}^N\), we can construct the following feature vectors adaptively: choose \(\ell_0 = 0\) and \(u = 1\). For each \(i\), let \(\phi(i) = 2b_i - 1\) and \(c_i = \frac{(2b_i - 1)(\ell_i + u_i)}{2}\).

Finally, we update the interval with:

\[
[\ell_{i+1}, u_{i+1}] = \begin{cases} 
[\ell_i, c_i], & b_i = 0, \\
[c_i, u_i], & b_i = 1.
\end{cases}
\]

For each round \(i\), the policies consistent with \((b_j)_{1 \leq j \leq i}\) is the interval \([\ell_i, u_i]\), which has positive length and contains infinite many possible policies. Note that the partition process can be carried out for arbitrarily large \(N\). So the Littlestone dimension of the threshold class is larger than any integer, and therefore is infinite.

#### C.2 Proof of Proposition 1

Let \((\phi_i)_{i=1}^D \sim \text{i.i.d.} N(0, I_d)\). For any \(\theta_1, \theta_2 \in \Theta\), since \(\|\theta_1 - \theta_2\|_2 \geq \varepsilon\) and \(\theta_1, \theta_2 \in S^{d-1}\), there is:

\[
P(\mu_{\theta_1}(\phi_i) \neq \mu_{\theta_2}(\phi_i)) \geq 2 \arcsin \frac{\varepsilon}{2} \geq \frac{\varepsilon}{2\pi}.
\]

By independence, we have:

\[
P(\forall i \in [D], \mu_{\theta_1}(\phi_i) = \mu_{\theta_2}(\phi_i)) = P(\mu_{\theta_1}(\phi_1) = \mu_{\theta_2}(\phi_1))^D \leq \left(1 - \frac{\varepsilon}{2\pi}\right)^D \leq \exp\left(-\frac{\varepsilon D}{2\pi}\right).
\]

Taking union bound over \(\binom{|\Theta|}{2}\) possible pairs, we obtain:

\[
P(\exists \theta_1 \neq \theta_2 \in \Theta, \mu_{\theta_1}(\phi_i) = \mu_{\theta_2}(\phi), \forall i \in [D]) \leq |\Theta|^2 \exp\left(-\frac{\varepsilon D}{2\pi}\right).
\]

Taking \(D = \frac{4\pi}{\varepsilon} \log \frac{|\Theta|}{\delta}\), the probability of above event is at most \(\delta\). On this event, for any \(\phi' \in S^{d-1}\), we have \(\phi'\) is independent of \((\phi_i)_{i=1}^D\) with respect to \(\Theta\), which proves the claim.
C.3 Proof of Proposition 2

We first prove an upper bound on the eluder dimension, and then prove a lower bound on the Littlestone dimension.

Given \( \phi_1, \phi_2, \cdots, \phi_k \in \mathbb{F}_2^D \), if \( \phi_k \) independent of \( (\phi_j)_{1 \leq j < k} \) with respect to \( \Theta \). By definition, there exists \( \theta_1, \theta_2 \in \mathbb{F}_2^D \), such that \( \langle \phi_j, \theta_1 \rangle = \langle \phi_j, \theta_2 \rangle \) for any \( j \in \{1, 2, \cdots, k - 1\} \) but \( \langle \theta_1, \phi_k \rangle \neq \langle \theta_2, \phi_k \rangle \), which implies that \( \phi_k \) cannot be linearly represented by \( (\phi_j)_{j=1}^{k-1} \) in \( \mathbb{F}_2 \). For a sequence of \( m \) vectors \( \phi_1, \phi_2, \cdots, \phi_m \), since \( \phi_i \) cannot be linearly represented by \( \phi_1, \phi_2, \cdots, \phi_{i-1} \) for each \( i \), the set of vectors are linearly independent. In a \( D \)-dimensional vector space, the length of this sequence cannot exceed \( D \). So we have \( \dim_{E}(\Theta) \leq D \).

On the other hand, let \( \phi_i = e_i \), the vector with 1 at \( i \)-th entry and 0-s elsewhere. For a given binary sequence \( b_1, b_2, \cdots, b_D \), let \( \theta = (b_1, b_2, \cdots, b_D) \in \mathbb{F}_2^D \), we have:

\[
\forall i \in [D], \quad \mu_{\theta}(\phi_i) = \langle \theta, \phi_i \rangle = b_i.
\]

Construct a \( \mathbb{F}_2^D \)-valued binary tree with all the nodes at \( i \)-th level being \( \phi_i \). By the definition of Littlestone dimension, we have \( \dim_{L}(\Theta) \geq D \).

Putting them together, and noting that \( \dim_{L}(\Theta) \leq \dim_{E}(\Theta) \), we finish the proof of this proposition.

C.4 Proof of Proposition 3

The proof is similar to that of Proposition 2, but the arithmetics are carried out under real numbers, instead of \( \mathbb{F}_2 \).

Given \( \phi_1, \phi_2, \cdots, \phi_k \in \{-1, 1\}^D \), for each \( \phi_j \), we define the vector \( v_j := [\chi_S(\phi_j)]_{S \subseteq A} \in \mathbb{R}^{|A|} \). If \( \phi_k \) independent of \( (\phi_j)_{1 \leq j < k} \) with respect to \( \mathcal{F}(A) \). By definition, there exists \( f_1, f_2 \in \mathcal{F}(A) \), such that \( f_1(\phi_j) = f_2(\phi_j) \) for any \( j \in \{1, 2, \cdots, k - 1\} \) but \( f_1(\phi_k) \neq f_2(\phi_k) \). Note that by the Fourier expansion, \( f_i(x) = \sum_{S \subseteq A} f_i(S) \chi_S(x) = \langle [f_i(S)]_{S \subseteq A}, v_j \rangle \). This implies that \( v_k \) cannot be linearly represented by \( (v_1, v_2, \cdots, v_{k-1}) \) with real coefficients. For a sequence of \( m \) vectors \( v_1, v_2, \cdots, v_m \), since \( v_i \) cannot be linearly represented by \( v_1, v_2, \cdots, v_{i-1} \) for each \( i \), the set of vectors are linearly independent. In a \( |A| \)-dimensional vector space, the length of this sequence cannot exceed \( |A| \). So we have \( \dim_{E}(\Theta) \leq |A| \).

C.5 Efficient implementation of the elimination oracle

In this section, we present computationally efficient algorithms for the elimination oracle (see Definition 5) for the examples discussed in Section 2.1.

Linear threshold functions: Consider the linear threshold policy class discussed in Example 1. For a set of feature vectors \( Z = (\phi_1, \phi_2, \cdots, \phi_M) \subseteq \mathbb{R}^d \), signs \( (b_1, b_2, \cdots, b_M) \subseteq \{\pm 1\} \), as well as a new feature vector \( \phi' \), the elimination oracle requires finding the possible signs of \( \theta^T \phi' \), such that \( \forall k, \ sgn(\theta^T \phi_k) \neq b_k \). This is equivalent to the solvability of the following linear programs:

\[
\begin{align*}
\theta^T \phi' &> 0, \\
\theta^T \phi_1 &< 0, \\
\cdots \\
\theta^T \phi_M &< 0.
\end{align*}
\]

and

\[
\begin{align*}
\theta^T \phi' &< 0, \\
\theta^T \phi_1 &< 0, \\
\cdots \\
\theta^T \phi_M &< 0.
\end{align*}
\]
It is known that they can be solved in \( \text{poly}(d, M) \) time.

**Linear functions in \( \mathbb{F}_2^d \):** Consider the linear function class in \( \mathbb{F}_2^d \) described in Example 3. For a sequence of feature vectors \( Z = (\phi_1, \phi_2, \ldots, \phi_M) \subseteq \mathbb{R}^D \), bits \( (b_1, b_2, \ldots, b_M) \subseteq \mathbb{F}_2 \), as well as a new feature vector \( \phi' \), the elimination oracle requires finding the possible value of \( \langle \phi', \theta \rangle \) such that \( \forall k, \langle \theta, b_k \rangle \neq b_k \). This is equivalent to the solvability of the following linear systems in \( \mathbb{F}_2 \):

\[
\begin{align*}
\langle \theta, \phi' \rangle &= 1, \\
\langle \theta, \phi_1 \rangle &= 1 - b_1, \\
\ldots \\
\langle \theta, \phi_M \rangle &= 1 - b_M.
\end{align*}
\]

Applying Gaussian elimination algorithm in \( \mathbb{F}_2 \) solves the equation systems within \( \text{poly}(D, M) \) time.

For the Fourier-concentrated functions discussed in Example 4, we can formulate a pair of \( |\mathcal{A}| \)-dimensional real-valued linear systems in the same way, and they can also be solved by Gaussian elimination within \( \text{poly}(|\mathcal{A}|, M) \) time.