Seamless Interaction Design with Coexistence and Cooperation Modes for Robust Human-Robot Collaboration
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Abstract—A robot needs multiple interaction modes to robustly collaborate with a human in complicated industrial tasks. We develop a Coexistence-and-Cooperation (CoCo) human-robot collaboration system. Coexistence mode enables the robot to work with the human on different sub-tasks independently in a shared space. Cooperation mode enables the robot to follow human guidance and recover failures. A human intention tracking algorithm takes in both human and robot motion measurements as input and provides a switch on the interaction modes. We demonstrate the effectiveness of CoCo system in a use case analogous to a real world multi-step assembly task.

I. INTRODUCTION

Human-robot collaboration is one of representative ongoing revolutions in Industry 4.0 [1]. With barriers between human and robot removed, automation can be significantly improved by integrating robust cognition and flexible manipulation from human workers, and thus higher productivity can be achieved [2]. Collaborative robotics solutions are actively entering the industrial market [3]. In a multi-step assembly task [4], a human worker moves parts to corresponding fixtures and puts rivets to predefined locations, and then a robot installs the rivets. The human and the robot work in parallel to reduce assembly cycle time. The human works on pick-and-place alignment which requires dexterity, and the robot works on non-ergonomic rivet installation. Besides labor division, the robot solution includes key features such as safety enforcement by contact detection, repetitive trials for installation on misaligned rivets, and mode switch between autonomous and compliant mode by pressing buttons and detecting interaction forces.

Though this tailored collaborative robot solution presents impressive performance gain, there is still huge potential of further improvement in more flexible manufacturing scenarios. Contact detection works after the contact accident has already happened. The contact accident can be prevented if vision is applied to detect human hand position. The assumption of assembly failure recovery from several trials is the failure can be effectively detected and the misalignment is sufficiently mild to be addressed by repeated attempts. During the autonomous mode, the human needs a large amount of practice to coordinate with the predefined robot motion plan. A fixed trajectory plan does not fit a more free-form task, where the order of task steps is determined by the human herself. A more natural mode switch mechanism is desired to substitute additional operations such as pressing buttons. We introduce a Coexistence-and-Cooperation (CoCo) human-robot collaboration system to address these potential limitations, and demonstrate the effectiveness in a more flexible multi-step assembly task.

II. METHOD

The Coexistence-and-Cooperation (CoCo) human-robot collaboration system follows a labor division regime similar to [4] where the human aligns parts and the robot performs assembly actions. The architecture of CoCo is illustrated in Figure 1. The inputs to the system comprise force-torque measurements, robot proprioception and human body poses. The inputs in our case study specifically are force measurements, robot end-effector position, and human right hand position. We use a UR5e robot as the collaborative robot, which contains a force-torque sensor on the wrist. Human body pose estimation is performed using OpenPose [5] on Intel RealSense RGBD cameras. There are two separate control modules representing Coexistence Mode and Cooperation Mode. During the Coexistence Mode, the robot is performing assembly actions while not interrupting the human working on part alignment. The robot and the human coexist in the shared work space, but they work on different tasks and do not desire disturbance from each other. During the Cooperation Mode, the robot allows to be manually guided by the human to reach to a designated location and perform assembly action in order to recover an assembly failure. Both
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outputs from Coexistence Mode and Cooperation Mode are Cartesian velocity commands of the end-effector. A mode switch is controlled by a human intention tracking module to choose the control command, which will be fed into inverse kinematics and sent to joint velocity controller. The human intention tracking module is inspired by Mutable Intention Filter [6]. The human hand position is used as input to track the desired goal region where the human aligns the part. Both the end-effector position and the human hand position are used as input to track whether the human wants to work without interruption or manually guide the robot.

The Coexistence Mode follows the paradigm of artificial potential field [7]. Based on the maximum likelihood estimate of the desired goal region, waypoints are created for the robot to follow to perform the assembly action. The current waypoint serves as the subgoal, which generates a goal-directed end-effector velocity command added with a repulsive velocity command from the human hand position. The main component of the Cooperation Mode is admittance control which introduces manual guidance. When the robot is initially at the Coexistence Mode and the intention tracking module identifies human wants the robot to switch to the Cooperation Mode, the end-effector receives an attractive velocity command towards human hand. When contact is detected, the velocity command is set as zero and admittance control is activated. The end of manual guidance is detected by zero contact, which will switch the Cooperation Mode back to the Coexistence Mode. The immediate waypoint is set below the current robot end-effector position for the robot to perform assembly action. Assembly action during the Coexistence Mode is monitored by wrench thresholding.

The Coexistence Mode is monitored by wrench thresholding to ensure the assembly action is finished. Velocity smoothing is applied to smoothly transition between the modes.

III. CASE STUDY

We demonstrate CoCo system in a multi-step assembly task which is similar to the task in [4] but designed in a more free-form way. The human-robot team needs to assemble four pairs of parts, where female parts are separately located at four regions, and male parts are in a preparation area which can be easily reached by the human. The human decides the order of part alignment which is unknown to the robot. The robot needs to perform pushing action on aligned part pairs to accomplish the assembly action. Figure 2 shows a trial of the assembly task. In this trial, the human followed the task execution sequence of top left → bottom left → top right → bottom right to align the parts. Initialized with the Coexistence Mode, the robot identified the first pair of aligned parts was at top left, and performed pushing action as presented in Figure 2.3, but the assembly was failed due to an appropriate pushing point. The human noticed the assembly failure, and recovered the part alignment in Figure 2.4. The human then reached out to the end-effector and attempted to guide the robot for failure recovery. The robot was at the Coexistence Mode, so the end-effector moved away from the human hand as shown in Figure 2.5-6.

After the cooperation intention of human was identified, the robot moved towards the human hand, and activated manual guidance after detecting intentional human robot contact as presented in Figure 2.7-8. After the manual guidance was finished, the robot performed assembly action at the location determined by the human, and recovered the assembly failure as presented in Figure 2.9.

IV. CONCLUSIONS AND FUTURE WORK

We implement a Coexistence-and-Cooperation system for seamless and robust human-robot collaboration in free-form multi-step assembly tasks. We demonstrate that the system uses vision-based approaches to avoid contact accidents in Coexistence Mode. The robust recovery is realized by letting human take the lead in detecting and recovering assembly failure during Cooperation Mode. Intention tracking allows the robot to coordinate with human task execution and not vice versa. Natural mode switch is achieved without additional button pressing operations. Our future work includes conducting human subject experiments and quantifying the performance of the system. We will implement an ablation study to evaluate respective contribution of each component to the overall system.
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