Quantitative atomic force microscopy
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Abstract
A variety of atomic force microscopy (AFM) modes is employed in the field of surface science. The most prominent AFM modes include the amplitude modulation (AM) and the frequency modulation (FM) mode. Over the years, different ways for analyzing data acquired with different AFM modes have been developed, where each analysis is usually based on mode-specific assumptions and approximations. Checking the validity of the seemingly different approximations employed in the various analysis methods can be a tedious task. Moreover, a straightforward comparison of data analyzed with different methods can, therefore, be challenging. Here, we combine the existing evaluation methods which have been separately developed for the different AFM modes and present a unifying set of three equations. These three AFM equations allow for a straightforward analysis of AFM data within the harmonic approximation, regardless of the AFM mode. The three AFM equations provide the three and only pieces of information about the tip-sample force available within the harmonic approximation. We demonstrate the generality of our approach by quantitatively analyzing three-dimensional AFM data obtained in both the AM and FM mode.
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1. Introduction

Three decades have passed since atomic force microscopy (AFM) has been invented [1]. During this time a number of experimental strategies for obtaining AFM data have been developed, namely static AFM as well as the dynamic AFM modes using ‘amplitude modulation’ [2] (AM), ‘phase modulation’ [3] (PM) and ‘frequency modulation’ [4] (FM). Numerous theoretical studies have been devoted to a quantitative understanding of the recorded AFM data in the respective modes. Each of these studies focuses on a specific operation mode, giving the impression that different approximations and specific theoretical treatment of AFM data is required for each AFM mode and different pieces of information about the tip-sample interaction are available in the different modes.

Here, based on existing theories that have been discussed in the view of specific modes only, we establish a comprehensive and generalized set of three equations that unifies the quantitative analysis of AFM data for the various AFM modes. We employ one approximation only, namely the harmonic approximation, which is equivalent to the perturbation approach by Giessibl [5, 6] and Dürig [7–10], the ‘Krylov–Bogoliubov averaging method’ by Sasaki and Tsukada et al [11–14], the Fourier expansion up to the first harmonic by Hölscher et al [15–17] and Ebeling and Hölscher [18] as well as the ‘method of slowly varying parameters’ [19] and others [20].

With AFM, the force between tip and sample is investigated. Observing the movement of the AFM tip provides information about the interaction force. The movement of the tip is approximated by the harmonic approximation, where the tip is treated as a point mass attached to a linear spring. The force between the tip and sample is then given by the spring constant and the displacement of the tip. This approximation is valid for small displacements and can be used to determine the tip-sample force from the movement of the tip.

In order to analyze the data, we need to determine the static deflection, the amplitude and the phase shift for a given excitation force amplitude and excitation frequency. Consequently, three pieces of information about the tip-sample force can be obtained, namely the average even
contribution to the tip-sample force, the average tip-sample force gradient and the average tip-sample damping constant. Here, we provide the three AFM equations which allow to obtain these three pieces of information. They are valid for analyzing AFM data irrespective of the specific AFM mode.

In the next section, we will derive the three AFM equations: first, we will split the tip-sample force into an even and an odd part. Second, we will introduce the path of the tip in the harmonic approximation. Third, we will analyze the average force acting on the tip, as well as the average kinetic energy and power. Finally, the three AFM equations will be obtained. They connect the quantities measured in AFM with the three and only pieces of information about the tip-sample force available in AFM within the harmonic approximation. We will discuss the physical meaning of the three obtained results in section 3. To demonstrate the applicability of the AFM equations, we have conducted three-dimensional (3D) AFM measurements above calcite (10.4) in pure water using both the AM and the FM mode. In section 4, we present the results of the quantitative analysis of both data sets.

2. Derivation of the three AFM equations

In atomic force microscopy, a sample is probed with a tip. The obtained AFM data provide a depiction of the sample based on the force acting on the tip caused by the sample, i.e. the tip-sample force $F_{ts}$. In general, the tip-sample force has a component normal to the surface and components in the lateral directions. In this paper, we will only discuss the normal component of the tip-sample force $F_{ts}$ and the resulting effect on the tip.

It appears plausible that the tip-sample force may in general depend on the tip-sample displacement $r = (x_{ts}, y_{ts}, z_{ts})$ and on the tip velocity $v$. If the lateral tip displacement is constant ($x_{ts} = \text{const.}$ and $y_{ts} = \text{const.}$), it is interesting to study the normal component of the tip-sample force $F_{ts}$ as function of both the tip-sample distance $z_{ts}$ and the normal component of tip velocity $\dot{z}_{ts}$. A typical tip-sample force $F_{ts}(z_{ts}, \dot{z}_{ts})$ is drawn in figure 1(a). At zero velocity, i.e. in static AFM, a force-distance curve is obtained as indicated by the solid red line. This curve shows two prominent features which are typically observed: at large tip-sample distance, the tip-sample force approaches zero while the force increases sharply at small distance. In dynamic AFM, the tip velocity is not zero at all times and, therefore, both the distance and velocity dependence of the tip-sample force is probed by the tip. A frictional force decelerates the tip. Accordingly, friction decreases the tip-sample force when the tip-sample distance is increasing, i.e. at positive tip velocity and vice versa.

It is always possible to split the tip-sample force into two terms $F_{even}$ and $F_{odd}$: [10, 17, 21]

\[
F_{ts}(z_{ts}, \dot{z}_{ts}) = F_{even}(z_{ts}, \dot{z}_{ts}) + F_{odd}(z_{ts}, \dot{z}_{ts}).
\]

The term $F_{even}$ describes the contribution to the tip-sample force that is even with respect to the tip velocity

\[
F_{even}(z_{ts}, \dot{z}_{ts}) = F_{even}(z_{ts}, -\dot{z}_{ts})
\]

and the term $F_{odd}$ describes the contribution to the tip-sample force that is odd with respect to the tip velocity

\[
F_{odd}(z_{ts}, \dot{z}_{ts}) = -F_{odd}(z_{ts}, -\dot{z}_{ts}).
\]

It is necessary to consider the even and odd components separately, since AFM can only extract these components of the tip-sample force [10, 17, 21], as already claimed in the introduction. We will later see that this is correct when we discuss the three AFM equations.

The even and odd contributions to the tip-sample force shown in figure 1(a) are depicted in figure 1(b) and (c), respectively. Since $F_{ts}$, $F_{even}$ and $F_{odd}$ can depend on the tip velocity, none of these quantities is in general a unique function of the tip-sample distance. At a given tip-sample distance, $F_{ts}$, $F_{even}$ and $F_{odd}$ can have different values depending on the tip velocity, as can be seen in figure 1.

For conducting an AFM experiment, the tip is mounted on the free end of a mechanical resonator which can be, e.g. a cantilever, a tuning fork or a length-extension sensor. This resonator is treated as a harmonic oscillator (see appendix B for the mathematical treatment), characterized by three properties: effective mass $m$, spring constant $k$ and damping constant $\gamma$. Alternatively, the resonator can be characterized by its spring constant $k$, eigenfrequency $\nu_0 = (2\pi)^{-1}\sqrt{k/m}$ and quality factor [22] $Q = \sqrt{k/m/\gamma}$. The other end of the resonator is fixed and the position of this fixed end with respect to the sample can be adjusted by a positioning system. Lateral positioning allows for obtaining AFM images and normal positioning allows for distance-dependent measurements.

Figure 1. A tip-sample force $F_{ts}$ and its components $F_{even}$ and $F_{odd}$ plotted as functions of the tip-sample distance and the tip velocity. Red curves indicate the static AFM case $\dot{z}_{ts} = 0$. In figure 1(a), a typical tip-sample force $F_{ts}$, shown in figure 1(a) are depicted in figure 1(b) and (c), respectively.
The tip-sample distance is derived from measuring the deflection \( q \) of the free end of the resonator (see appendix A).

In a dynamic AFM experiment, the mechanical resonator is externally excited, e.g. by using a shake piezo or an excitation laser with an external excitation force according to \( F_{\text{exc}} = F_0 \cos(2\pi \nu_{\text{exc}} t) \). The two excitation parameters excitation force amplitude \( F_0 \) and excitation frequency \( \nu_{\text{exc}} \) are free to be picked by the experimentalist. Feedback loops can be optionally employed to adjust the excitation parameters during the experiment.

As a consequence of the excitation, the tip is moving. Observing the movement of the tip allows to determine the tip-sample force (see appendix C). Typically, however, the deflection \( q \) and the tip-sample distance \( z_{ts} \) are approximated by

\[
q = q_s + A \cos(2\pi \nu_{\text{exc}} t + \varphi) \\
z_{ts} = z_c + A \cos(2\pi \nu_{\text{exc}} t + \varphi).
\]  

(4)

In this case, the three observables static deflection \( q_s \), amplitude \( A \) and phase shift \( \varphi \) are sufficient to describe the tip movement. Equation (4) is the harmonic approximation—the only approximation needed to derive the AFM equations. Its validity can be checked at any time during the experiment by analyzing the deflection, e.g. with an oscilloscope or a spectrum analyzer. The harmonic approximation (equation (4)) implies that the resonator is in steady state, i.e. \( F_0, \nu_{\text{exc}}, q_s, A, \varphi \) and the center position \( z_c \) are constant and the tip velocity \( z_{ts} = \dot{q} \).

Several modes of conducting AFM experiments have been established. They differ in the number of employed feedback loops and their respective tasks. Figure 2 provides an overview starting in (a) with a static AFM experiment, in which no external excitation is applied and only the static deflection is observed. In dynamic AFM experiments both excitation parameters can be chosen to be constant (figure 2(b)). Alternatively, a feedback loop can be used to keep the amplitude constant by adjusting the excitation force amplitude (figure 2(c) and (e)). Another feedback loop can be used to keep the phase shift constant (usually at \(-\pi/2\)) by adjusting the excitation frequency (figure 2(d) and (e)). In all cases, another additional feedback loop can be employed to adjust the normal position of the fixed end of the resonator in order to keep one of the varying quantities at a predefined value. In all dynamic AFM experiments, the two excitation parameters \( F_0 \) and \( \nu_{\text{exc}} \) as well as the three observables \( q_s, A, \varphi \) are necessary for a quantitative analysis. The three observables allow to extract in total three pieces of information about the tip-sample force. The connection between these three aspects of the tip-sample force and the three observables are stated in the three AFM equations as will be introduced in the following.

As a physically insightful way to derive the three AFM equations, we analyze the time-averaged force acting on the tip \( F_t \), as well as the average kinetic energy \( T_t \), of the resonator and the average power \( P_t \). The force \( F = m \ddot{q} \) acting on the tip consists of four contributions: (1) the tip-sample force, (2) the external excitation force, (3) the restoring force \(-kq\) caused by the mechanical support keeping one end of the resonator in a fixed position and (4) the decelerating force \(-\gamma\dot{q}\) caused by both internal friction in the moving resonator and friction of the resonator and tip moving through the surrounding medium:

\[
F = m \ddot{q} = F_0(z_{ts}, \dot{z}_{ts}) + F_0 \cos(2\pi \nu_{\text{exc}} tf) - kq - \gamma \dot{q}.
\]  

(5)

The time average of the force acting on the tip is

\[
\langle F \rangle_t = \langle m \ddot{q} \rangle_t = 0
\]  

(6)

when the deflection is given by equation (4), as is indicated by the number above the equal sign. Inserting the tip-sample force (equation (1)) and the deflection (equation (4)) into equation (5) and averaging over time yields

\[
\langle F \rangle_t = \langle F_{\text{exc}}(z_{ts}, \dot{z}_{ts}) \rangle_t - kq_s
\]  

(7)

since \( \langle F_{\text{сад}}(z_{ts}, \dot{z}_{ts}) \rangle_t = 0 \). Combining the two equations (6) and (7) yields

\[
\langle F_{\text{even}}(z_{ts}, \dot{z}_{ts}) \rangle_t = kq_s.
\]  

(8)

Knowing the spring constant of the resonator and measuring the static deflection allows to obtain the time average of the even contribution to the tip-sample force [23]. The time-averaged kinetic energy of the resonator is given by:

\[
\langle T \rangle_t = \langle \frac{m}{2} (\dot{z}_{ts})^2 \rangle_t = \frac{m}{4} (2\pi \nu_{\text{exc}})^2 A^2.
\]  

(9)

Another way to calculate the time-average of the kinetic energy is given by the virial theorem (VT):

\[
\langle T \rangle_t = \frac{1}{2} \langle F \cdot \dot{z}_{ts} \rangle_t = \frac{1}{2} \langle F \cdot (z_{ts} - z_c) \rangle_t
\]  

\[
= -\frac{1}{2} \langle F_{\text{even}}(z_{ts}, \dot{z}_{ts}) \cdot (z_{ts} - z_c) \rangle_t - \frac{F_0 A}{4} \cos \varphi + \frac{kA^2}{4}.
\]  

(10)

From equations (9) and (10) it follows that:

\begin{tabular}{cccccc}
| Excitation parameter | Observables |
|----------------------|------------|
| \( v_{\text{exc}} \) | \( F_0 \) | \( q_s \) | \( A \) | \( \varphi \) |
|----------------------|------------|
| 0                    | 0          | 0          | \( -\pi \) | 0          |
\end{tabular
\[
\langle F_{\text{even}}(z_t, \dot{z}_t) \rangle = \frac{k_A^2}{2} - \frac{m}{2} (2\pi\nu_{\text{exc}})^2 A^2 - \frac{F_0 A}{2} \cos \varphi. \quad (11)
\]
The time-averaged power \([24-26]\) is:
\[
\langle P \rangle_t = \langle F \cdot \dot{z}_t \rangle = 0 \quad (4)
\]
when the deflection is given by equation (4). Using equation (5), the tip-sample force (equation (1)) and averaging over time yields
\[
\langle P \rangle_t = \langle F \cdot \dot{z}_t \rangle = \langle F_{\text{odd}}(z_t, \dot{z}_t) \cdot \dot{z}_t \rangle = -\frac{F_0}{2} (2\pi\nu_{\text{exc}}) A \sin \varphi - \frac{\gamma}{2} (2\pi\nu_{\text{exc}})^2 A^2. \quad (13)
\]
Inserting equation (12) in equation (13) results in
\[
\langle F_{\text{odd}}(z_t, \dot{z}_t) \cdot \dot{z}_t \rangle = \frac{F_0}{2} (2\pi\nu_{\text{exc}}) A \sin \varphi + \frac{\gamma}{2} (2\pi\nu_{\text{exc}})^2 A^2. \quad (14)
\]
The time-averaged force (equation (6)) and power (equation (12)) are both zero, which is in agreement with equation (4) describing the steady state. Only the even part of the tip-sample force contributes to the average kinetic energy (equation (10)), while only the odd part contributes to the average power (equation (13)) \([10, 17, 21]\). It will be discussed in section 3 that conservative tip-sample forces contribute to the even part, but non-conservative forces can, in general, contribute to both the even and the odd part.

In static AFM, a single piece of information about \(F_{\text{ts}}\) is gained from the measured static deflection according to the special case of equation (8): \(F_{\text{even}}(z_t = z_s, \dot{z}_t = 0) = k_d z_s\). Since the velocity of the tip is zero, nothing can be learned about \(F_{\text{odd}}\) with static AFM.

In dynamic AFM the tip oscillates. In this case, the static deflection allows to assess the time-average of the even part of the tip-sample force according to equation (8). Moreover, dynamic AFM provides two more pieces of information about \(F_{\text{ts}}\), namely the distance dependence of \(F_{\text{even}}\) and the velocity dependence of \(F_{\text{odd}}\). To see that, we rearrange equations (11) and (14) in two steps. In the first step, the derivative of \(F_{\text{even}}\) is introduced as the time-sample force gradient
\[
k_{\text{ts}}(z_t, \dot{z}_t) = \frac{\partial F_{\text{even}}(z_t, \dot{z}_t)}{\partial z_t}. \quad (15)
\]
and \(F_{\text{odd}}\) is rewritten as the product of an even and an odd function \([10, 19]\)
\[
\langle F_{\text{odd}}(z_t, \dot{z}_t) \rangle = -\gamma_{\text{ts}}(z_t, \dot{z}_t) \cdot \dot{z}_t. \quad (16)
\]
The obvious choice for the odd function is the tip velocity, the even function \(\gamma_{\text{ts}}(z_t, \dot{z}_t)\) is introduced as the tip-sample damping constant \([17, 21]\). In the second step, the time-averages in equation (8), (11) and (14) are expressed as weighted averages over the tip-sample distance (see appendix D for details):
\[
\langle F_{\text{even}}(z_t, \dot{z}_t) \rangle = \langle F_{\text{even}}(z_t, \dot{z}_s) \rangle. \quad (17)
\]
\[
\langle F_{\text{odd}}(z_t, \dot{z}_t) \rangle = \langle F_{\text{odd}}(z_t, \dot{z}_s) \rangle. \quad (18)
\]
Here, we use the weighted averages ‘cup’ \((\cup)\) and ‘cap’ \((\cap)\) according to
\[
\langle f \rangle_\cup = \int_{-A}^{A} dz f(z_c + z) w_c(z), \quad w_c(z) = \frac{1}{\pi \sqrt{A^2 - z^2}} \quad (20)
\]
with the positive and normalized weight functions \(w_c\) and \(w_\cap\) which average in the tip-sample distance interval \([z_c - A, z_c + A]\) around the center position of the tip \(z_c\) (see figure D1 in appendix D).

Finally, the three AFM equations are obtained from combining equations (8), (11) and (14) with equations (17)–(19)
\[
\langle F_{\text{even}}(z_t, \dot{z}_s) \rangle = k_d z_s. \quad (22)
\]
\[
\langle k_{\text{ts}}(z_t, \dot{z}_s) \rangle = k \left(1 - \left(\frac{\nu_{\text{exc}}}{\nu_c}\right)^2\right) - \frac{F_0}{A} \cos \varphi \quad (23)
\]
\[
\langle \gamma_{\text{ts}}(z_t, \dot{z}_s) \rangle = -\frac{k}{2\pi\nu_{\text{exc}}Q} - \frac{F_0}{2\pi\nu_{\text{exc}}A} \sin \varphi \quad (24)
\]
using the eigenfrequency \(\nu_c\) and the quality factor \(Q\) of the resonator. These are the three AFM equations, which allow to obtain the three pieces of information about the tip-sample force that are available within the harmonic approximation. The right-hand sides of the three AFM equations \((22)-(24)\) are fully determined by the resonator properties \(k, \nu_c, Q\), the excitation parameters \(F_0, \nu_{\text{exc}}\), and the observables \(q_s, A\) and \(\varphi\). The three obtained quantities on the left-hand side are the average even part of the tip-sample force \(\langle F_{\text{even}}\rangle\), the average tip-sample force gradient \(\langle k_{\text{ts}}\rangle\) and the average tip-sample damping constant \(\langle \gamma_{\text{ts}} \rangle\).

Thus, in contrast to static AFM, where only the even tip-sample force contribution \(F_{\text{even}}\) can be obtained, dynamic AFM allows to additionally probe the distance dependence of \(F_{\text{even}}\) using \(\langle k_{\text{ts}} \rangle\), as well as the velocity dependence of \(F_{\text{odd}}\) using \(\langle \gamma_{\text{ts}} \rangle\). The three averages \(\langle F_{\text{even}} \rangle, \langle k_{\text{ts}} \rangle, \langle \gamma_{\text{ts}} \rangle\) are discussed in more detail in section 3.

The major advantage of the three AFM equations is that they hold true without restrictions to the experimental mode, as long as the harmonic approximation is valid. They can be applied, independent on how many feedback loops are used and irrespective of which of the five quantities discussed in figure 2 are held constant. Even in the case of poorly adjusted feedback loops, i.e. when all five quantities are varying to some extent, both excitation parameters \(F_0\) and \(\nu_{\text{exc}}\) and all.
three observables \((q_s, A, \varphi)\) are always experimentally accessible. Therefore, in all of these cases, AFM data can be analyzed quantitatively using the AFM equations, if all three observables and the excitation parameters are recorded. In the next section, we will discuss the three pieces of information that can be obtained with the three AFM equations (22)–(24).

3. The three pieces of information about the tip sample force

In this section, we discuss the physical meaning of the three quantities that can be obtained using the three AFM equations: the average even contribution of the tip sample force, the average tip-sample force gradient and the average tip-sample damping constant. Within the harmonic approximation, the tip probes the tip-sample force along the path described by equation (4) and indicated by the solid line in figure 3(a). The red line depicts the path of the approaching tip (negative tip velocity), the blue line the path of the retracting tip (positive tip velocity). Within one oscillation cycle, the tip probes the tip-sample force along the path described by equation (4) and indicated by the solid line in figure 3(a). The damping constant. Within the harmonic approximation, the tip-sample force along the path as indicated by the solid line (red — approach, blue — retract). In dynamic AFM, the tip-sample force is probed by the oscillating tip along this path. In static AFM, the tip-sample force at \(z_s = z_c\) and \(z_s = 0\) is measured. The even and odd contribution to \(F_{ts}\) along the path of the tip are shown in (b) and (c). In (d) and (e), \(k_{ts}\) and \(\gamma_{ts}\) along the path of the tip are shown. The black horizontal lines in (b), (d) and (e) indicate the averages that can be obtained with the three AFM equations.

The three AFM equations allow to obtain the average values of \(F_{even}, k_{ts}\) and \(\gamma_{ts}\) from the experimentally obtained observables \(q_s, A\) and \(\varphi\) and the excitation parameters \(F_0\) and \(\nu_{exc}\). The first AFM equation (22) allows to determine the cup-average of the even force \(\langle F_{even}\rangle_e\) which is indicated by the horizontal black line in figure 3(b). The time-average of the odd force is always zero as can be seen in figure 3(c). The weighted average of the tip-sample force gradient \(\langle k_{ts}\rangle_e\), is the second piece of information about the tip-sample force that is available in dynamic AFM. It is obtained with the second AFM equation (23) and it is indicated by the horizontal black line in figure 3(d). The weighted average of the tip-sample damping constant \(\langle \gamma_{ts}\rangle_e\), is the third piece of information about the tip-sample force that can be obtained from dynamic AFM data. The quantity is obtained with the third AFM equation (24) and is shown as a horizontal black line in figure 3(e).

It is straightforward to quantify the tip-sample interaction in terms of \(\langle F_{even}\rangle_e\), \(\langle k_{ts}\rangle_e\), and \(\langle \gamma_{ts}\rangle_e\) using the AFM equations. Importantly, these three pieces of information about \(F_{ts}(z_{ts}, z_s)\) represent a complete description of the tip-sample force within the harmonic approximation (see appendix C). However, the average values might be a poor local description of \(F_{even}, k_{ts}\) and \(\gamma_{ts}\) especially when large amplitudes are used in the experiment, i.e. when the average is performed over a large tip-sample distance range. In those cases it might be interesting to deconvolve \(\langle F_{even}\rangle_e\), \(\langle k_{ts}\rangle_e\), and \(\langle \gamma_{ts}\rangle_e\) e.g. as suggested by Dürrig [9], Giessibl [27] as well as Sader et al [8, 29] (see appendix D for a detailed description).

Obviously, it is possible to distinguish between even and odd contributions to the tip-sample force. Is it also possible to distinguish between the conservative and the non-conservative part of the tip-sample force? Any conservative force is necessarily independent of the tip velocity and, therefore, contributes solely to \(F_{even}\). Any odd force has to be velocity-dependent and is, therefore, not conservative. In general, however, the even contribution is not necessarily purely conservative and the odd contribution does not necessarily contain all non-conservative contributions. A simple example...
is not, the second row shows the average tip-sample force gradient and the third row shows the average even force. One feasible strategy might be to first exclude that it is purely conservative. Second, the lateral components of the tip-sample force need to be calculated from analyzing the lateral movement of the tip. Only if the even part of the resulting tip-sample force field \( F_{\text{even}}(\mathbf{r}) \) can be written as the negative gradient of a potential energy, the measured even force is purely conservative. In all other cases, it is dangerous to interpret the even part of \( F_{\text{even}} \) as purely conservative, as pointed out in detail by Sader et al [21].

In the next section, we will demonstrate the applicability of the three AFM equations (22)–(24) by quantitatively analyzing AM-AFM and FM-AFM data.

### 4. Experimental demonstration

For demonstrating the applicability of the three AFM equations, we performed 3D AFM measurements at the calcite (10.4)-water interface [31–35]. We employed a setup [36–38] that allows to switch between the AM and FM mode (see figure 2) during the experiment to minimize changes at the tip and the sample (see appendix F for experimental details). In both modes, we simultaneously recorded all five channels of data: the two excitation parameters \( F_0 \) and \( \nu_{\text{exc}} \) as well as the three observables \( q_z, A \) and \( \varphi \). Using the three AFM equations, we computed the three quantities available from dynamic AFM data: the averaged even contribution to the tip-sample force \( \langle F_{\text{even}} \rangle \), the averaged tip-sample force gradient \( \langle k_{ts} \rangle \), and the averaged tip-sample damping constant \( \langle \gamma_{ts} \rangle \).

Figure 4 shows these three pieces of information about the tip-sample force in a vertical slice through the 3D volume along the [48] direction. The left and right column of figure 4 show the result of the quantitative analysis of AFM data obtained in AM- and FM-AFM measurements, respectively. Both sets of slices show the same features. For an interpretation of the observed patterns we refer the reader to [34] and [35]. The measured values for even force, force gradient and damping constant obtained from the AM and FM data sets are very similar. Of course they are not exactly the same, since the paths along which the averaging was done (equation (4)) were not exactly the same, as discussed in the previous sections. In appendix D we describe which further assumptions are necessary to deconvolve the averages using the approach by Sader et al [28, 29]. The description of their deconvolution method as well as the deconvolution of the data shown in figure 4(c) and (d) can be found in appendix D.

### 5. Conclusion

In this article we derived three AFM equations that can be universally applied to analyze AFM data. These three equations fully describe the tip-sample force regardless of the specific measurement mode (e.g. AM or FM-AFM) and even at poor feedback-loop performance—as long as the harmonic approximation is valid. As a result, raw data from any dynamic AFM experiment can always be related to three pieces of information about the tip-sample force: the average even force, the average tip-sample force gradient and the average tip-sample damping constant. We demonstrate the generality of the three AFM equations by analyzing 3D AFM data measured at the calcite (10.4)-water interface with AM- and FM-AFM.
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Appendix A. Tip-sample distance and coordinate system

In general, the tip-sample force has a component normal to the surface and components in the lateral directions. As a consequence, the deflection of the resonator is affected in normal and lateral directions by the tip-sample force. We employ a coordinate system where the z-direction is oriented normal to the sample surface, pointing away from the sample. In this way, we discuss only the normal component of the force acting on the tip and the resulting normal component of the deflection. The three-dimensional case reduces to a one-dimensional case with the normal components of the force acting on the tip and the resulting normal component of the deflection. The magnitude of a spectral component of the deflection. Therefore, the function

\[ |G_{ho}(v)| = \frac{1}{k} \left| \frac{1}{\left(\frac{\nu}{\nu_c}\right)^2 + \frac{\nu}{\nu_c}} \right| \]  

is called gain function. The argument \( \varphi_{ho}(v) \) of the transfer function of the harmonic oscillator relates the argument of a spectral component of the excitation force with the argument of a spectral component of the deflection. Therefore, the function \( \varphi_{ho}(v) \) is called phase shift function. As the imaginary part of \( G_{ho}(v) \) is equal to or less than zero, the phase shift function has values in the range of \(-\pi \leq \varphi_{ho}(v) \leq \pi\).

\[ \tan \varphi_{ho}(v) = -\frac{\nu}{\nu_c^2} \frac{1}{\left(1 - \left(\frac{\nu}{\nu_c}\right)^2\right)} \]  

or, alternatively, by using the \texttt{atan2} function, which takes the imaginary and real part of \( G_{ho}(v) \) as two separate arguments:

\[ \varphi_{ho}(v) = \text{atan2} \left(-\frac{\nu}{\nu_c^2}, 1 - \left(\frac{\nu}{\nu_c}\right)^2\right) \]  

Since \( G_{ho}(v = 0) = 1/k \), any static excitation force \( F_s \) leads to a static deflection \( q_s = F_s/k \). For \( F_s = 0 \) and \( F_{exc} = F_0 \cos(2\pi v_{exc}) \), the deflection of the resonator is derived using equation (B.3) as

\[ q = A \cos(2\pi v_{exc} t + \phi) \]  

with \( A = |G_{ho}(v_{exc})| \cdot F_0 \) and \( \phi = \varphi_{ho}(v_{exc}) \). Note that \( G_{ho}(v = v_0) = Q/k = Q |G_{ho}(v = 0)| \).

Appendix C. Fourier series

In the manuscript, we rely on the harmonic approximation to derive the three AFM equations. In this section, we show
the connection between the harmonic approximation and the
equation (B.3).

Assuming \( F_\text{ts}(t) \) and \( q(t) \) are periodic functions in time with

\[ F_{\text{ts}}(t) = F_{\text{even}}^{(0)} + \sum_{n=1}^{\infty} F_{\text{even}}^{(n)} \cos(2\pi n \nu \text{exc} t + \varphi) + F_{\text{odd}}^{(n)} \sin(2\pi n \nu \text{exc} t + \varphi) \]

(C.1)

\[ q(t) = q_0 + A \cos(2\pi n \nu \text{exc} t + \varphi) + \sum_{n=2}^{\infty} A^{(n)} \cos(2\pi n \nu \text{exc} t + \varphi^{(n)}) \]

(C.2)

The Fourier coefficients of \( F_{\text{ts}} \) are obtained according to

\[ F_{\text{even}}^{(0)} = \langle F_{\text{ts}} \rangle_i = \langle F_{\text{even}} \rangle_i \]

(C.3)

\[ F_{\text{even}}^{(n)} = 2\langle F_{\text{ts}} \cos(2\pi n \nu \text{exc} t + \varphi) \rangle_i = 2\langle F_{\text{even}} \cos(2\pi n \nu \text{exc} t + \varphi) \rangle_i \]

(C.4)

\[ F_{\text{odd}}^{(n)} = 2\langle F_{\text{ts}} \sin(2\pi n \nu \text{exc} t + \varphi) \rangle_i = 2\langle F_{\text{odd}} \sin(2\pi n \nu \text{exc} t + \varphi) \rangle_i \]

(C.5)

Employing equation (5), the Fourier coefficients describing the

\[ F_{\text{even}}^{(0)} = \langle F_{\text{even}} \rangle_i = k q_0 \]

(C.6)

\[ F_{\text{even}}^{(1)} = \frac{2}{A} \langle F_{\text{even}} (z_{\text{ts}} - z_{\text{c}}) \rangle_i = k A \left( 1 - \left( \frac{\nu \text{exc}}{\nu_0} \right)^2 \right) - F_0 \cos \varphi \]

(C.7)

\[ F_{\text{odd}}^{(1)} = \frac{2}{A} \langle F_{\text{odd}} (z_{\text{ts}}) \rangle_i = - F_0 \sin \varphi \]

(C.8)

The higher harmonics \((n > 1)\) are described by

\[ F_{\text{even}}^{(n)} = k A^{(n)} \left( 1 - \left( \frac{\nu \text{exc}}{\nu_0} \right)^2 \right) \cos(\varphi - \varphi^{(n)}) + \left( \frac{\nu \text{exc}}{Q \nu_0} \right) \sin(\varphi - \varphi^{(n)}) \]

(C.9)

In case the amplitude \( A^{(n)} \) and the phase shift \( \varphi^{(n)} \) of a

harmonic of the deflection are available from the experiment,

\[ F_{\text{even}}^{(n)} = k A^{(n)} \left( 1 - \left( \frac{\nu \text{exc}}{\nu_0} \right)^2 \right) \sin(\varphi - \varphi^{(n)}) - \left( \frac{\nu \text{exc}}{Q \nu_0} \right) \cos(\varphi - \varphi^{(n)}) \]

(C.10)

In this section we discuss the convolution of \( F_{\text{even}} \), \( k_{\text{ts}} \) and \( \gamma_{\text{ts}} \)

into \( \langle F_{\text{even}} \rangle_i, \langle k_{\text{ts}} \rangle_i \) and \( \langle \gamma_{\text{ts}} \rangle_i \), as well as the inverse operation,

\[ F_{\text{even}}^{(n)} + F_{\text{even}}^{(1)} \cos(2\pi n \nu \text{exc} t + \varphi) + F_{\text{odd}}^{(1)} \sin(2\pi n \nu \text{exc} t + \varphi) \]

(C.11)

since \( \langle k_{\text{ts}} \rangle_i \) is the average tip-sample force gradient and \( \langle \gamma_{\text{ts}} \rangle_i \) is the average tip-sample damping constant. Within the

harmonic approximation, it is a feasible approach to obtain \( F_{\text{even}} \) from a deconvolution of \( \langle k_{\text{ts}} \rangle_i \) and \( F_{\text{odd}} \) from a deconvolution of \( \langle \gamma_{\text{ts}} \rangle_i \) if both quantities are

velocity-independent.

Appendix D. Convolution and deconvolution

In this section we discuss the convolution of \( F_{\text{even}} \), \( k_{\text{ts}} \) and \( \gamma_{\text{ts}} \)

into \( \langle F_{\text{even}} \rangle_i, \langle k_{\text{ts}} \rangle_i \) and \( \langle \gamma_{\text{ts}} \rangle_i \), as well as the inverse operation,

the deconvolution. We employ the harmonic approximation,

which means the path of the tip is given by the deflection and

velocity as expressed in equation (4).

First, we convert each time-average introduced in

equations (8), (11) and (14) into a convolution, i.e. a weighted

average over the tip-sample distance. Using equation (20), the

time-average of \( F_{\text{even}} \) can be written as
\[ \langle F_{\text{even}}(z_{\text{in}}, z_{\text{out}}) \rangle_t = \lim_{T \to \infty} \frac{1}{2T} \int_{-T}^{T} dt \, \langle F_{\text{even}}(z_{\text{in}} + A \cos(2\pi v_{\text{exc}} t + \varphi), z_{\text{out}}) \rangle_t \]
\[ = \frac{1}{\pi} \int_0^\pi d\theta \, \langle F_{\text{even}}(z_{\text{in}} + A \cos \theta, z_{\text{out}}) \rangle_t \]
\[ = \int_{-A}^A dz \, \langle F_{\text{even}}(z_{\text{in}} + z, z_{\text{out}}) \rangle_t \frac{1}{\pi \sqrt{A^2 - z^2}} \]
\[ = \langle F_{\text{even}}(z_{\text{in}}, z_{\text{out}}) \rangle_t. \]  

(D.1)

From the time-average of \( F_{\text{even}} \cdot (z_{\text{in}} - z_{\text{out}}) \) we obtain the following convolution of the tip-sample force gradient \( k_{\text{ts}} \):

\[ \langle F_{\text{even}}(z_{\text{in}}, z_{\text{out}}) \rangle_t \cdot (z_{\text{in}} - z_{\text{out}}) \rangle_t = A \lim_{T \to \infty} \frac{1}{2T} \int_{-T}^{T} dt \]
\[ \cdot \langle F_{\text{even}}(z_{\text{in}} + A \cos(2\pi v_{\text{exc}} t + \varphi), z_{\text{out}}) \rangle_t \cdot \cos(2\pi v_{\text{exc}} t + \varphi) \]
\[ = \frac{A}{\pi} \int_0^\pi d\theta \, \langle F_{\text{even}}(z_{\text{in}} + A \cos \theta, z_{\text{out}}) \rangle_t \cos \theta \]
\[ = \frac{1}{\pi} \int_{-A}^A dz \, \langle F_{\text{even}}(z_{\text{in}} + z, z_{\text{out}}) \rangle_t \cdot \]
\[ \frac{z}{\sqrt{A^2 - z^2}} \]
\[ = \frac{A^2}{2} \int_{-A}^A dz \, \frac{\sqrt{A^2 - z^2}}{\sqrt{A^2 - z^2}} \]
\[ = \frac{A^2}{2} \langle k_{\text{ts}}(z_{\text{in}}, z_{\text{out}}) \rangle_t. \]  

(D.2)

Here, we made use of equation (2), the definition of the cap-average in equation (21) and the definition of the tip-sample force gradient according to equation (15). From the time-average of \( F_{\text{even}} \cdot z_{\text{in}} \) we obtain the following convolution of the tip-sample damping constant \( \gamma_{\text{ts}} \):

\[ \langle F_{\text{even}}(z_{\text{in}}, z_{\text{out}}) \rangle_t \cdot z_{\text{in}} \rangle_t = -\lim_{T \to \infty} \frac{1}{2T} \int_{-T}^{T} dt \]
\[ \cdot \gamma_{\text{ts}}(z_{\text{in}} + A \cos(2\pi v_{\text{exc}} t + \varphi), z_{\text{out}}) \cdot (z_{\text{in}}) \]
\[ = -\frac{2\pi}{\pi} \int_0^\pi d\theta \]
\[ \cdot \gamma_{\text{ts}}(z_{\text{in}} + A \cos \theta, z_{\text{out}}) \cdot \sin^2 \theta \]
\[ = \frac{2\pi A^2}{\pi} \int_{-A}^A dz \, \gamma_{\text{ts}}(z_{\text{in}} + z, z_{\text{out}}) \]
\[ = \frac{2}{\pi} \int_{-A}^A dz \, \gamma_{\text{ts}}(z_{\text{in}} + z, z_{\text{out}}) \]
\[ = \left( \frac{2\pi A^2}{\pi} \right) \langle \gamma_{\text{ts}}(z_{\text{in}}, z_{\text{out}}) \rangle_t. \]  

(D.3)

In the above equation, we used equations (3) and (21) as well as the definition of the tip-sample damping constant according to equation (16).

The weighted average in equation (D.1) is a convolution of \( F_{\text{even}} \) with \( w_\beta \) (equation (20), figure D1(a)). The weighted averages obtained in equations (D.2) and (D.3) are convolutions of \( k_{\text{ts}} \) and \( \gamma_{\text{ts}} \) with \( w_\gamma \) (equation (21), figure D1(b)). The inverse operation needed for extracting \( k_{\text{ts}} \), \( \gamma_{\text{ts}} \) and \( F_{\text{even}} \) from the weighted averages is the deconvolution. Different numerical recipes have been proposed for the deconvolution of the cup-average and the cap-average [9, 27–29]. Here, we have chosen to reproduce the result originally obtained by Sader et al. [28, 29], which has been described in numerous works [19–21, 26]. The procedure is described in the following. We first start by motivating the general idea:

When the tip is not interacting with the sample (at distance \( z_{\text{in}} \)), \( F_{\text{ts}} \) is zero over the entire path probed by the tip. Consequently, all three averages are zero as well. This is usually the case if the tip is far away from the sample. When the tip is gradually approached to the sample, at some point it will start to probe along a path where the tip-sample force is not always zero. The non-zero \( F_{\text{ts}} \) gives rise to a change in the three averages that arises from the part of the path that has not been sampled before. Obtaining averages for various, yet partly overlapping paths is the basis for deconvolution. There are several possibilities for finding sufficiently overlapping paths: Typically, the \( z \)-piezo displacement \( z_p \) is varied in the experiment to change the tip-sample distance. In this approach, the excitation parameters \((F_0, v_{\text{exc}})\) and the observables \((q_p, A, \varphi)\) are recorded as function of \( z_p \). Using the AFM equations (22)–(24) allows to extract the average of \( k_{\text{ts}}, \gamma_{\text{ts}} \) and \( F_{\text{even}} \) as a function of the center position of the tip \( z_c = z_0 + z_p + q_p \). The dependence of the average on the center position is indicated with the notation \( \langle f \rangle_{z_c}^{(\gamma_{\text{ts}})} \) and \( \langle f \rangle_{z_c}^{(k_{\text{ts}})} \), respectively.

While convolution is always possible, deconvolution requires to impose further conditions. The convolution equations (D.1)–(D.3) represent weighted averages along the tip-sample distance interval probed by the tip, although \( F_{\text{even}}, k_{\text{ts}} \) and \( \gamma_{\text{ts}} \) are in general velocity dependent. The convolutions are possible, because all three quantities are even with respect to velocity and, therefore, unique functions of the tip-sample distance as discussed in section 2. The latter is only true on the specific path described by equation (4). For a deconvolution along the tip-sample distance, we additionally require the quantities \( F_{\text{even}}, k_{\text{ts}} \) and \( \gamma_{\text{ts}} \) to be unique functions of the tip-sample distance in the entire \( z_{\text{in}} \) interval probed by the tip during the measurement. Otherwise there would be no sufficient overlap of the paths. This criterion is only fulfilled if \( F_{\text{even}}, k_{\text{ts}} \) and \( \gamma_{\text{ts}} \) do not depend on the tip velocity.

![Figure D1. Plot of the weight functions cap (a) and cup (b) that are used to average the quantities \( F_{\text{even}} \) as well as \( k_{\text{ts}} \) and \( \gamma_{\text{ts}} \) respectively. Both weight functions are normalized, meaning that an integral of the weight function from \(-A\) to \(A\) equals one.](image-url)
The following two equations for the deconvolution have been derived: [28, 29]

\[
f(z_c - A) = \langle f \rangle_{z_c}^{(z_c - A)} - \int_{z_c - A}^{z_c + \infty} \left[ \frac{2A}{z - (z_c - A)} \left( \frac{df(z)}{dz} \right) - \frac{2}{\pi} \frac{df(z)}{dz} \right] dz,
\]

(D.4)

\[
f(z_c - A) = -\frac{\partial}{\partial z_c} \int_{z_c - A}^{z_c + \infty} \left[ 1 + \frac{A}{64\pi(z - (z_c - A))} \right] \langle f \rangle_{z_c}^{(z_c - A)} dz - \frac{A}{2(z - (z_c - A))} \frac{\partial \langle f \rangle_{z_c}^{(z_c - A)}}{\partial z} dz.
\]

(D.5)

Note that the even contribution to the tip-sample force \( F_{\text{even}} \) can either be obtained by deconvolving the cup average \( \langle F_{\text{even}} \rangle \) according to equation (D.4) or by deconvolving the cap-averaged tip-sample force gradient \( \langle k_{\text{even}} \rangle \) according to equation (D.5) and subsequent integration along \( z_c \).

As demonstration, we obtained the even contribution \( F_{\text{even}} \) by deconvolution and subsequent integration of the averaged tip-sample force gradient shown in figure 4(c) and (d) with the following equation [39] that can be used for \( N \) discrete data points with spacing \( \Delta z \).

\[
F_{\text{even}}(z) = -\langle k_{\text{even}} \rangle_{z}^{(z + \Delta z)} - \frac{A}{16\pi} \langle k_{\text{even}} \rangle_{z}^{(z + \Delta z)} \sqrt{\Delta z} + \sqrt{\frac{4A^3}{2}} \langle k_{\text{even}} \rangle_{z}^{(z + 1) - \langle k_{\text{even}} \rangle_{z}^{(z)}} \sqrt{\Delta z} - \sum_{i=1}^{N-1} \left[ 1 + \frac{A}{64\pi(z - z_i)\sin^2(\phi)} \langle k_{\text{even}} \rangle_{z}^{(z_i + 1) - \langle k_{\text{even}} \rangle_{z}^{(z_i)}} \right] \Delta z.
\]

(D.6)

The first three terms in the above equation (without the summation bracket) are correction terms first introduced in the by now unavailable Mathematica notebook by Sader and Jarvis [28] and reproduced in [39] (the code we used for the deconvolution according to the above equation is available from the first author). The resulting even contribution to the tip-sample force \( F_{\text{even}} \) is shown in figure D2. Both datasets show similar features, however, \( F_{\text{even}} \) is not quantitatively equal. A possible explanation for the discrepancy could be that \( F_{\text{even}} \) depends on the tip-velocity. Accordingly, the requirement for the deconvolution of \( F_{\text{even}} \) being a unique function of \( z_0 \) along the full tip-sample distance interval probed by the tip would not be fulfilled.

Appendix E. Prevalent, yet restrictive approximations in FM-AFM

In the literature reporting FM-AFM data analysis [5, 6], the following approximations of the AFM equations are often found:

\[
\langle F_{\text{even}}(z_{\text{st}}, z_{\text{ts}}) \rangle = k \bar{q}_{\text{exc}} \approx 0 \quad (E.1)
\]

\[
\langle k_{\text{even}}(z_{\text{st}}, z_{\text{ts}}) \rangle = k \left( 1 - \left( \frac{\nu_{\text{exc}}}{\nu_c} \right)^2 \right) - \frac{F_0}{A} \cos \phi \approx -2k \frac{\nu_{\text{exc}} - \nu_c}{\nu_c} \quad (E.2)
\]

\[
\langle \gamma_{z_{\text{st}}, z_{\text{ts}}} \rangle = -\frac{k}{2\pi \nu_c Q} - \frac{F_0}{2\pi \nu_{\text{exc}} A} \sin \phi \approx -\frac{k}{2\pi \nu_c Q} \left( \frac{F_0}{F_0(F_0 = 0)} - 1 \right) \quad (E.3)
\]

Here, several restrictions and approximations have been employed:

- The static deflection \( q_0 \) is negligible.
- Both FM-AFM feedback loops are working ideally and, thus, the amplitude is assumed to be exactly the amplitude setpoint and the phase shift is assumed to be exactly \(-\pi/2\).
- The difference between excitation frequency and eigen-frequency \( \nu_{\text{exc}} - \nu_c \) (referred to as ‘frequency shift’ or ‘detuning’) is small compared to \( \nu_c \) (for equation (E.2)) or negligible (for equation (E.3)).

These approximations are not always justified. The magnitude of the static deflection \( q_0 \) can be significant in both ultra-high vacuum [23] as well as in liquid environment [32]. Relying on ideally working feedback loops is an unnecessary limitation since the AFM equations can handle any AFM data irrespective of how well the employed feedback loops (if any) work. The excitation frequency can differ significantly from the eigenfrequency. In the data presented in figure 4(a) for example, the excitation frequency reaches values of up to 1.2 \( \nu_c \). Therefore, we recommend using the three AFM equations (22)–(24) instead of the approximated equations (E.1)–(E.3).
Appendix F. Experimental method

For the experiments we used a modified commercial AFM [36] equipped with photothermal excitation [37] in combination with a customized data acquisition system [38]. Experimental details regarding the sample and cantilever as well as the operation in the FM mode are described in [38]. For operation in the AM mode, we set \( \nu_{\text{exc}} \approx 0.95 \nu_c \) and \( F_0 = 0.6 \text{nN} \). When performing AM-AFM, the closest approach to the sample was limited to the position where the amplitude \( A \) decreased to 0.1 of the amplitude of the retracted cantilever. For FM-AFM, the closest approach was limited to the position where \( \nu_{\text{exc}} > 1.2 \nu_c \). The data is plotted as a function of \( z_c \), the center position of the tip oscillation. The datasets were arbitrarily aligned at the averaged position of closest approach.
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