THE DISCRETE RANDOM ENERGY MODEL AND ONE STEP REPLICA SYMMETRY BREAKING

BERNARD DERRIDA$^{1,2}$ AND PETER MOTTISHAW$^3$

Abstract. We solve the random energy model when the energies of the configurations take only integer values. In the thermodynamic limit, the average overlaps remain size dependent and oscillate as the system size increases. While the extensive part of the free energy can still be obtained by a standard replica calculation with one step replica symmetry breaking, it is no longer possible to recover the overlaps in this way. A possible way to adapt the replica approach is to allow the sizes of the blocks in the Parisi matrix to fluctuate and to take complex values.

1. Introduction

Replica symmetry breaking (RSB) invented by Parisi in 1979 to solve spin glass models in their mean field version $[1, 2, 3, 4, 5]$ has been used since in a large number of contexts including the theory of neural networks, problems of optimization, directed polymers and glasses $[6, 7]$.

One of the first achievements of Parisi’s theory was to predict the exact expression of the extensive part of the free energy of the mean field model of spin glasses introduced by Sherrington and Kirkpatrick (the SK model) $[8]$. After 20 years of effort, this exact expression for the free energy was confirmed by rigorous mathematical studies $[9, 10, 11, 12, 13]$.

The other striking predictions associated with RSB concern the overlaps, which represent a way of quantifying the fluctuations of the free energy landscapes $[14, 15]$. Several of the predictions of Parisi’s theory, such as ultrametricity or the Ghirlanda-Guerra relations were also mathematically confirmed $[16, 17, 18]$ but some of these proofs are dependent on the Gaussian character of the interactions.

In the present note, we will report on a simple case, the discrete random energy model (DREM), for which the standard one step replica symmetry breaking does predict the correct (extensive part) of the free energy but fails to give the correct expression for the overlaps. In contrast to the original random energy model, the energies in the DREM are no longer Gaussian but instead take only integer values. The DREM has already been considered to locate the complex zeroes of the partition function $[19]$ and to investigate phase transitions of the $n$-th moments of the partition function as $n$ varies $[20]$.

For the original REM as well as for the DREM, the system consists of an exponential number $2^N$ of configurations $C$ and the energies $E(C)$ of these configurations are independent and identically distributed (i.i.d.) variables with a distribution which scales with the system size $N$. The goal then is to determine the average
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free energy, $\langle F \rangle = -\frac{1}{\beta} \langle \log Z \rangle$, where

$$\langle \log Z(\beta) \rangle = \left\langle \log \left( \sum_{C=1}^{2^N} e^{-\beta E(C)} \right) \right\rangle$$  \hspace{1cm} (1)

(where $\langle \cdot \rangle$ denotes an average over disorder, i.e. over the $2^N$ energies $E(C)$) and the average overlaps $Y_k$ which are defined by

$$\langle Y_k(\beta) \rangle = \frac{\left\langle \sum_C e^{-\beta k E(C)} \right\rangle}{\left\langle \sum_C e^{-\beta E(C)} \right\rangle^k} = \frac{\langle Z(k;\beta) \rangle}{Z(\beta)^k}$$  \hspace{1cm} (2)

(In the case of random energy models, $\langle Y_k \rangle$ is simply the probability of finding $k$ copies of the system in the same configuration \cite{15,21,22}.)

In the original REM \cite{7,23,24,25,26}

$$P(E) = \frac{1}{\sqrt{\pi N}} e^{-E^2/N}$$  \hspace{1cm} (3)

For this choice it is known that, in the low temperature phase (the frozen phase) $\beta > \beta_c = 2\sqrt{\log 2}$ the average free energy (1) and the overlaps (2) are given by, in the large $N$ limit,

$$\langle \log Z(\beta) \rangle = N\beta \sqrt{\log 2} - \frac{\beta}{2\beta_c} \log (4N\pi \log 2)$$

$$+ \frac{\beta}{\beta_c} \log \left( \Gamma \left( 1 - \frac{\beta}{\beta_c} \right) \right) + \left( 1 - \frac{\beta}{\beta_c} \right) \Gamma'(1)$$  \hspace{1cm} (4)

$$\langle Y_k(\beta) \rangle = \frac{\Gamma(k - \frac{\beta}{\beta_c})}{\Gamma(1 - \frac{\beta}{\beta_c}) (k - 1)!}$$  \hspace{1cm} (5)

up to vanishing small corrections in the large $N$ limit \cite{21,22,27,28,29}.

Our goal in the present work is to see how these expressions are modified when the energies $E(C)$ are discrete, for example when

$$P(E = \nu) = \binom{N}{\nu} (1 - p)^\nu p^{N-\nu}, \quad \nu = 0, 1 \cdots N.$$  \hspace{1cm} (6)

In (6) each energy can be viewed as the sum of $N$ independent binary random variables which take value 0 with probability $p$ and 1 with probability $1-p$ (while in (3) each energy is a sum of $N$ independent Gaussians).

Our main result will be to show that, although the replica approach still predicts the correct extensive part of the free energy, the expression (5) of the overlaps is no longer valid. In section 3, we will show, by an exact calculation, that the main difference between the Gaussian (3) and the discrete energy (6) cases is that the $O(1)$ finite size corrections of free energy as well as the overlaps are no longer constant as in (4,5) but oscillate as the system size increases, even in the large $N$ limit. As discussed in section 4, this raises the question of how to adapt the replica symmetry breaking calculation to reproduce these periodic dependences.

2. How to calculate the free energy and the overlaps

In this section we establish the following three formulas, valid for both the original REM and the DREM (in their Poisson process versions), which give the average free energy, the negative moments of the partition function and the average overlaps in terms of the generating function $\langle e^{-tZ} \rangle$ of the partition function:
\[ \langle \log Z(\beta) \rangle = \int_0^\infty dt \frac{e^{-t} - \langle e^{-t} Z \rangle}{t} = \int_0^\infty dt \log t \left( e^{-t} + \frac{d \phi(t)}{dt} \right) \]  
(7)

\[ \langle Z(\beta)^n \rangle = \frac{1}{\Gamma(-n)} \int_0^\infty dt t^{-n-1} e^{\phi(t)} = \frac{1}{\Gamma(1-n)} \int_0^\infty dt t^{-n} \frac{d \phi(t)}{dt} \quad \text{for} \ n < 0 \]  
(8)

\[ \langle Y_k(\beta) \rangle = \frac{1}{\Gamma(k)} \int_0^\infty dt t^{k-1} e^{\phi(t)} \left[ (\beta t)^k \left. \frac{d^k \phi(t)}{dt^k} \right|_t \right] \]  
(9)

where \( \phi(t) \) is defined by

\[ e^{\phi(t)} = \langle e^{-t} Z \rangle. \]  
(10)

These expressions will be used in section 3. (For \( n > 0 \) alternative expressions could easily be obtained from (8) by successive integrations by parts. We won’t use them below. Also for positive \( n \), as \( n \) varies, the moments \( \langle Z^n \rangle \) exhibit phase transitions \([20, 30, 31]\).)

The first two identities (7,8) are obviously valid for any positive random variable \( Z \). Let us now establish the third one (9) for the DREM, i.e. in the case of where the energies \( E \) can only take integer values as in (6). The derivation can easily be extended to the case of continuous energies.

It is well known, that in the low temperature phase (and in the large \( N \) limit), only configurations with energies close enough to the ground state (i.e. such that \( E(C) - E_{\text{ground state}} \ll N \)) matter \([29]\). This implies that, up to vanishing small corrections \([32]\), one can replace a REM of \( 2^N \) energy levels distributed according to a distribution \( P(E) \) by a Poisson REM with energies generated by a Poisson process of density \( \rho(E) = 2^N P(E) \).

In the case of the DREM, where the energies take discrete values \( \nu \), several configurations \( C \) may have the same energy \( E(C) \) and the partition function is of the from

\[ Z = \sum_{\nu} m_\nu e^{-\beta \nu} \]  
(11)

where \( m_\nu \) is the number of configurations \( C \) such that \( E(C) = \nu \). Then since the density \( \rho(E) \) is of the form

\[ \rho(E) = \sum_{\nu=-\infty}^\infty r_\nu \delta(E - \nu) \quad \text{with} \quad r_\nu = 2^N P(E = \nu) \]

the numbers \( m_\nu \) of configurations with energy \( \nu \) are randomly distributed according to Poisson distributions

\[ \text{Pro}(m_\nu = m) = \frac{(r_\nu)^m}{m!} e^{-r_\nu} \]  
(12)

Moreover these degeneracies \( m_\nu \) are independent.

Then the generating function (see (10)) of the partition function \( Z \) is given by

\[ \langle e^{-t Z} \rangle = \prod_{\nu=-\infty}^\infty \left( \sum_{m=0}^\infty \frac{r_\nu^m}{m!} e^{-r_\nu} \exp[-m t e^{-\beta \nu}] \right) = e^{\phi(t)} \]  
(13)

with \( \phi(t) \) given by

\[ \phi(t) = \sum_\nu r_\nu \left( \exp[-t e^{-\beta \nu}] - 1 \right) \]  
(14)
To obtain the average overlaps \( \langle Y_k \rangle \) defined in (2) one first starts by computing the following average over disorder (i.e. over the \( m_\nu \)'s)

\[
\langle Z(k) e^{-tZ(\beta)} \rangle = \langle \sum_\nu m_\nu e^{-\beta \nu} \exp \left[ -\sum_{\nu'} m_{\nu'} t e^{-\beta \nu'} \right] \rangle = \langle Z(k) e^{-tZ(\beta)} \rangle = (-k)^k e^{\phi(t)} \frac{d^k \phi(t)}{dt^k}
\]

(15)

Following the same procedure as for the derivation of (14) from (13) one gets

\[
\langle Z(k) e^{-tZ(\beta)} \rangle = \frac{1}{(k-1)!} \int_0^\infty dt k^{k-1} \langle Z(k) e^{-tZ(\beta)} \rangle
\]

(16)

Then rewriting (2) as

\[
\langle Y_k(\beta) \rangle = \frac{1}{k-1} \int_0^\infty dt k^{k-1} \langle Z(k) e^{-tZ(\beta)} \rangle
\]

leads to (9).

The validity of (9) can easily be checked in the case of the original REM, i.e. when the distribution of energies is continuous. The only difference is that (14) becomes

\[
\phi(t) = \log \langle e^{-tZ} \rangle = \int dE \rho(E) \left( \exp[-te^{-\beta E}] - 1 \right)
\]

(17)

i.e. that the sum in (14) is replaced by an integral.

3. Continuous versus discrete energies

In the rest of this paper we will consider that each energy \( E(C) \) is the sum of \( N \) i.i.d random variables as in (3) or (6). Therefore the generating function of each of these energies is of the form

\[
\langle e^{-\beta E(C)} \rangle = e^{N \Psi(\beta)}
\]

(18)

For example for the distributions of energies (3) and (6) one has respectively

\[
\Psi(\beta) = \frac{\beta^2}{4}
\]

(19)

\[
\Psi(\beta) = \log \left( p + (1-p)e^{-\beta} \right)
\]

(20)

From (18), writing that \( \int dE P(E) e^{-\beta E} = e^{N \Psi(\beta)} \) one can see that for large \( N \)

\[
P(E) \simeq \sqrt{\frac{G''(\frac{E}{N})}{2\pi}} e^{-NG(\frac{E}{N})}
\]

(21)

where the function \( G(\epsilon) \) can be expressed in a parametric form in terms of \( \Psi(\beta) \)

\[
\epsilon = -\Psi'(\beta) \quad ; \quad G(\epsilon) = \beta \Psi'(\beta) - \Psi(\beta)
\]

(22)

Since \( G \) and \( \Psi \) are Legendre transforms of each other, one also has

\[
\beta = -G'(\epsilon) \quad ; \quad \Psi(\beta) = \epsilon G'(\epsilon) - G(\epsilon) \quad ; \quad G''(\epsilon) = \frac{1}{\Psi''(\beta)}
\]

(23)

Here we are assuming that both \( G(\epsilon) \) and \( \Psi(\beta) \) are \( C^2 \), i.e. they have at least two continuous derivatives (which they have in the cases (3) and (6)).

Because the \( 2^N \) energy levels are i.i.d., one has that, close to the ground state energy, \( 2^N P(E) \) is neither exponentially large in \( N \) nor exponentially small in \( N \). Therefore if \( \epsilon_c \) is the minimal solution of

\[
G(\epsilon_c) = \log 2
\]

(24)

the extensive part of the ground state energy is \( N \epsilon_c \)

In the REM the low temperature phase is dominated by the configurations which have an energy at distance of order 1 from the ground state energy. Thus
one can replace the distribution \( P(E) \) by an exponential distribution \([20]\) which approximates the true \( P(E) \) near \( E = N \epsilon_c \). Therefore
\[
\rho(E) = 2^N P(E) \approx A e^{\beta_c (E - N \epsilon_c)}
\]
where
\[
A = \sqrt{\frac{G''(\epsilon_c)}{2\pi N}} = \sqrt{\frac{1}{2\pi N \Psi''(\beta_c)}}
\]
and \( \beta_c \) is defined by
\[
\beta_c = -G'(\epsilon_c)
\]
(26)

Note that \([22, 28, 21, 26]\)
\[
\beta_c \Psi'(\beta_c) - \Psi(\beta_c) = \log 2 \tag{27}
\]
This relation will appear in section 4 when we will look at the replica approach.

Let us now discuss the cases of continuous energies and discrete energies separately:

3.1. **Continuous energies as in** \([3]\). For continuous energies, the integral in \([17]\) can be performed exactly for \( \rho(E) \) given by \([25]\) and one gets
\[
\phi(t) = -A e^{-N \beta_c \epsilon_c} \beta_c^t \Gamma \left( 1 - \frac{\beta_c}{\beta} \right)
\]
(28)
and one gets for the average free energy \([7]\) and for the negative moments of the partition function \([8]\)
\[
\langle \log Z \rangle = -N \beta_c \epsilon_c + \frac{\beta}{\beta_c} \log \left( \frac{A}{\beta_c} \right)
\]
\[
+ \frac{\beta}{\beta_c} \log \left( \Gamma \left( 1 - \frac{\beta_c}{\beta} \right) \right) + \left( 1 - \frac{\beta}{\beta_c} \right) \Gamma'(1) + o(1)
\]
(29)
\[
\langle Z^n \rangle \approx \frac{\Gamma \left( 1 - \frac{n \beta_c}{\beta} \right)}{\Gamma(1 - n)} \left[ \frac{A}{\beta_c} \Gamma \left( 1 - \frac{\beta_c}{\beta} \right) \right]^{\frac{n \beta_c}{\beta}} e^{-N n \beta_c \epsilon_c}
\]
(30)

It is easy to check using \([25]\) that for \( G(\epsilon) = -\epsilon^2 \), one has \( \epsilon_c = -\sqrt{\log 2}, \beta_c = 2\sqrt{\log 2} \) that and \([29]\) reduces to \([4]\). (Also, not surprisingly one can recover \([29]\) from \([30]\) in the limit \( n \to 0^- \).) Therefore \([29]\) gives the generalization of \([4]\) to other continuous distributions of energies \( G(\epsilon) \).

For the overlaps, using \([28]\) into \([9]\) leads to
\[
\langle Y_k(\beta) \rangle = \frac{\Gamma(k - \frac{n \beta_c}{\beta})}{\Gamma (1 - \frac{n \beta_c}{\beta})} (k - 1)!
\]
which is identical to \([5]\).

It is remarkable, though expected from the fact that \( \rho(E) \) can be replaced by an exponential \([25]\) that the average overlaps, in the large \( N \) limit, do not depend on the details of the distribution \( P(E) \).

3.2. **Discrete energies as in** \([6]\). When the energies take only integer values, the parameters \( r_\nu \) in \([12]\) are given by
\[
r_\nu = 2^N P(E = \nu) = A e^{-N \beta_c \epsilon_c} e^{\beta_c \nu}
\]
Then \( \phi(t) \) in \([14]\) can be written as
\[
\phi(t) = -\frac{A e^{-N \beta_c \epsilon_c}}{\beta_c} t^{\frac{\beta_c}{\beta}} w(t)
\]
(32)
where
\[
w(t) = \beta_c \sum_{\nu = -\infty}^{\infty} t^{\frac{\beta_c}{\beta}} e^{\beta_c \nu} \left( 1 - \exp[-t e^{-\beta \nu}] \right)
\]
(33)
Using the Poisson summation formula
\[\sum_n f(n) = \sum_q \int dz f(z) e^{i2\pi qz}\]

one can also write \(w(t)\) as
\[w(t) = \sum_{q=-\infty}^{\infty} w_q t^{\frac{2\pi q}{\beta}} \text{ where } w_q = -\frac{\beta c}{\beta} \Gamma \left( -\frac{\beta c + 2i\pi q}{\beta} \right) \] (34)

The main difference with the case of continuous energies (28) is that the function \(w(t)\) in (14) is no longer constant. It is in fact easy to check in (33) that
\[w(t) = w(e^\beta t)\] (35)
i.e. is \(w(t)\) a periodic function of \(\log t/\beta\) (see Figure 1).

Starting from (7,8) and (9) and making the change of variable
\[t \rightarrow \left( \frac{A}{\beta_c} \right)^{-\frac{1}{\beta'}} e^{N\beta_c \tau} \] one gets for the free energy
\[\langle \log Z \rangle = -N\beta \epsilon_c + \frac{\beta}{\beta_c} \log \left( \frac{A}{\beta_c} \right) + \Gamma'(1)
\]
\[+ \int_0^\infty d\tau \log(\tau) \frac{d}{d\tau} \left[ \exp \left( -\frac{\beta}{\beta_c} w(B\tau) \right) \right] + o(1) \] (36)

for the negative moments of \(Z\)
\[\langle Z^n \rangle \approx \frac{1}{\Gamma(1-n)} e^{-n\beta \epsilon_c N} \left( \frac{A}{\beta_c} \right)^{\frac{\beta}{\beta_c}} \int_0^\infty d\tau \tau^{-n} \frac{d}{d\tau} \left[ \exp \left( -\frac{\beta}{\beta_c} w(B\tau) \right) \right] \] (37)

and for the overlaps
\[\langle Y_k(\beta) \rangle = \frac{(-1)^k}{(k-1)!} \int_0^\infty d\tau \tau^{k-1} \exp \left( -\frac{\beta}{\beta_c} w(B\tau) \right) \frac{d^k \left( \frac{\beta}{\beta_c} w(B\tau) \right)}{d\tau^k} \] (38)
where
\[ B = \left( \frac{\beta_c}{A} \right) \frac{\beta_c}{e^{N\beta_c}} \]  
with \( A \) given in (25). These expressions (36, 37, 38, 39) are to be compared to (29, 30, 31). Because (see (35)) the function \( w(t) \) is a periodic function of \( \log t \beta \), the overlaps (38) as well as the contributions of order 1 (i.e. the last terms in (36) and the last factor in (37)) are periodic functions of \( (\log B) / \beta \).

The fact that the overlaps remain size dependent through the parameter \( B \) in (39) as the system size increases can be illustrated by the fact that in the plane \( Y_2, Y_3 \), expression (38) leads to closed loops instead of a single point for a fixed choice of \( \beta_c \) and \( \beta \) (see Figure 2).

**Figure 2.** \( Y_3 \) versus \( Y_2 \) given by (38) when the system size increases at a fixed value of the ratio \( \frac{\beta_c}{\beta} = \frac{1}{2} \). The various ellipses correspond to several choices of \( \beta = 4, 5, \cdots 10 \). As the system size increases, \( Y_2 \) and \( Y_3 \) vary when the energies are discrete (38). On the contrary for continuous energies, the plots would reduce to a single point: \( Y_2 = \frac{1}{2}, Y_3 = \frac{3}{8} \) (see (5)) independent of \( \beta \) and of the system size (in the limit of large system sizes).

4. **The replica approach**

In this section we try to see how the exact expressions (36, 37, 38) in the discrete energy case and the corresponding expressions (29, 30, 31) in the continuous energy case could be recovered by Parisi’s replica approach.

4.1. **The moments of the partition function.** In the replica calculation one usually starts by the calculation of the positive integer moments of the partition function. To do so, one has (see (14) or (17))
\[ \phi(t) = \sum_{\mu \geq 1} \frac{(-t)^\mu}{\mu!} \langle Z(\beta \mu) \rangle \]  
and from (10)
The overlaps.

Each term represents a partition of the $n$ having in mind that factorials of negative integers are infinite.

where in the last line we simply have extended the sum to the range 0 to infinity, so that $\sum_{r=0}^{\infty} \cdots \cdots$.

where the weights $W(\mu)$ are defined as

$$W(\mu) = \frac{\langle Z(\mu) \rangle \langle Z(\beta)^{n-\mu} \rangle}{(\mu - 1)! (n - \mu)!} \left( \sum_{\mu'} \frac{\langle Z(\mu') \rangle \langle Z(\beta)^{n-\mu'} \rangle}{(\mu' - 1)! (n - \mu')!} \right)^{-1}$$

These expressions will allow us to obtain the overlaps $Z_k(\beta)$ using,

$$\langle Y_k(\beta) \rangle = \lim_{n \to 0} \frac{\langle Z(\beta) Z^{n-k}(\beta) \rangle}{\langle Z^n(\beta) \rangle}$$

but as usual in the replica calculation, the question is to analytically continue expressions like $\langle Z^n(\beta) \rangle$ or $\langle Z(\beta)^{n-\mu} \rangle$ to non-integer (positive or negative) values of $n$. To do so we will need to allow the sizes of the blocks $\mu$ in $\langle Z^n(\beta) \rangle$ and $\langle Z(\beta)^{n-\mu} \rangle$ to take non integer values.
4.3. The continuous energies case. Following Parisi’s original approach \[2\] we assume that, for non-integer \(n\), in the limit of a large system size \((N \to \infty)\), the multiple sum in (41) is dominated by a single term, with all the \(\mu_i\) equal to a single value \(\mu\) and \(r = \frac{n}{\mu}\) so that all blocks have the same size \(\mu\). As he also did, we let this common value \(\mu\) be a real number (instead of an integer) and we also assume that the contribution to the sum in (41) is minimum (in contrast with standard saddle point methods where one would need to find the maximum) at this value of \(\mu\). In other words, for large \(N\) we replace (41) by

\[
\langle Z_n \rangle = P \times \min_{\mu} \left[ \frac{n!}{(n/\mu)! (\mu)!} \exp \left[ -\frac{N n}{\mu} \left( \log 2 + \Psi(\beta \mu) \right) \right] \right] \tag{45}
\]

where the prefactor \(P\) represents the “putative” contributions to the multiple sums due to the neighbourhood of the extremum where all the \(\mu_i\) are equal to \(\mu\). The difficulty in determining the prefactor comes from the fact that once we let \(r\) and the \(\mu_i\) take real instead of integer values in (41), it is not clear how to estimate the contribution of the fluctuations in the neighbourhood of the extremum.

The extremum over \(\mu\) is given by the solution \(\mu_0\) of

\[
\Psi(\beta \mu) + \log 2 - \beta \mu \Psi'(\beta \mu) = 0 \tag{46}
\]

Then from (27), one can see that

\[
\mu_0 = \frac{\beta_c}{\beta} \tag{47}
\]

On the other hand, using (47), the expression of \(A\) (25) and the fact that \(\epsilon_c = -\Psi'(\beta_c) = -(\log 2 + \Psi(\beta_c))/\beta_c\) (see (22,24)) the exact expression (30) can be rewritten as

\[
\langle Z^n \rangle \simeq \left[ \frac{1}{2\pi N \Psi'(\beta \mu_0)/\beta} \right]^{\frac{n}{2\pi}} \frac{\Gamma \left( 1 - \frac{n}{\mu_0} \right) \Gamma \left( 1 - \mu_0 \right)}{\Gamma(1-n) \Gamma(k-n) \Gamma(1-\mu_0)} \times \exp \left[ -\frac{N n}{\mu_0} \left( \log 2 + \Psi(\beta \mu_0) \right) \right] \tag{48}
\]

Clearly the exponential \(N\) dependence is the same in the exact (48) and the replica (45) expressions. Understanding the prefactor in (48) or the \(O(1)\) corrections in (29) using the replica approach is more problematic. There are however some similarities between the exact and the replica expressions. For example one could assume that factorials in (45) can be replaced by Gamma functions: \(m! \rightarrow \frac{1}{\Gamma(1-m)}\). Then one would need to argue that the remaining factors come from Gaussian integrals near the saddle point so that

\[
P = \left[ \frac{1}{2\pi N \Psi'(\beta \mu_0)/\beta^2} \right]^{\frac{n}{2\pi}} \tag{49}
\]

In fact there is a way to recover this prefactor by using an integral representation \[32, 34\], but this is not strictly speaking a replica calculation because from the very start one tries to compute non-integer moments of the partition function. We won’t discuss it here.

To obtain the average overlaps in the replica approach one can rewrite (44) as

\[
\langle Y_k(\beta) \rangle = \frac{\langle Z(k\beta) Z^{n-k}(\beta) \rangle}{\langle Z^n(\beta) \rangle} = \sum_{\mu} W(\mu) \frac{\Gamma(1-n) \Gamma(k-\mu)}{\Gamma(k-n) \Gamma(1-\mu)} \tag{50}
\]

where we have used the fact that a generalization of the combinatorial factors in (44) to non-integer values of \(n\) and \(\mu\) can be written in terms of Gamma functions:
\[
\frac{(n-k)!}{(n-1)!} \frac{(\mu - k)!}{(\mu - 1)!} = \prod_{p=1}^{k-1} \left( \frac{p - \mu}{p - n} \right) = \frac{\Gamma(1-n)\Gamma(k-\mu)}{\Gamma(k-n)\Gamma(1-\mu)}
\]

Comparing the exact result (31,2) \[\langle Y_k(\beta) \rangle = \Gamma(k - \frac{\beta c}{\beta}) \frac{\Gamma(1 - \frac{\beta c}{\beta})}{\Gamma(k - 1)} (k-1)!\]
with the replica expression (50), in the \(n \to 0\) limit, we see that they agree provided that we choose \(W(\mu) = \delta \left( \mu - \frac{\beta c}{\beta} \right)\)

In other words the size \(\mu\) of the blocks is fixed and takes the value \(\mu_0\) already obtained in the calculation of the non-integer moments of \(Z\) (see (47)).

4.4 The discrete energies case. For discrete energies the simplest procedure would be to repeat the replica analysis we did above in section 4.3 (i.e. consider that the sum in (41) is dominated by a single term where all the \(\mu_i\)'s are equal). This would lead to the expression (45) allowing to recover the right \(N\)-dependence in the exponential of (37) and therefore the right extensive part of the free energy.

However considering that the sum over \(\mu\) in the replica expression for the overlaps (50) reduces to a single term would lead to the same result as the continuous case (9,31) in contradiction with the exact expression (38).

On the other hand, as \(\Psi(\beta)\) in (20) is a periodic function \((\Psi(\beta) = \Psi(\beta + 2i\pi))\), it is clear that if \(\mu_0 = \frac{\beta c}{\beta}\) is solution of (46) then all \(\mu_q = \frac{\beta c}{\beta} + \frac{2i\pi q}{\beta}\) with \(q \in \mathbb{Z}\) (51) are also saddle points at the same height as \(\mu_0\). Therefore in (41), one could keep the same exponential \(N\)-dependence by allowing the \(\mu_i\)'s to take all possible values \(\mu_q\). This gives the correct extensive part of the free energy but as in the continuous energy case, we don’t have a clear way of understanding the prefactor in (48) using replicas, we did not succeed to understand it in the discrete energies case either.

For the overlap, however, we are going to see now that one can reproduce the exact expressions (38) if one allows the values of \(\mu\) in (50) to fluctuate and to take complex values. From (34) we have

\[
\frac{d^k \left( \tau \frac{\beta c}{\beta} w(B\tau) \right)}{d\tau^k} = (-)^{k+1} \sum_{q=-\infty}^{\infty} \tau^{q+2i\pi q - k} B^{2i\pi q} \Gamma \left( k - \frac{\beta c}{\beta} + 2i\pi q \right)
\]

Then inserting this expression into (38) and using (51) one gets the exact expression

\[\langle Y_k(\beta) \rangle = \sum_{q=-\infty}^{\infty} W_q \frac{\Gamma(k - \mu_q)}{\Gamma(k) \Gamma(1 - \mu_q)} \]

where

\[W_q = B^{2i\pi q} \frac{\beta c}{\beta} \Gamma(1 - \mu_q) \int_0^\infty \tau^{\mu_q - 1} \exp \left[ - \frac{\beta c}{\beta} w(B\tau) \right] d\tau\]

This is precisely the same form as the replica expression (50) (in the \(n \to 0\) limit). Therefore (52) shows that one way to interpret the exact expression (38) within the replica approach is to allow the sizes of the blocks to fluctuate and to take complex values (with also complex weights \(W_q\)).
5. Conclusion

In the present paper we have obtained exact expressions for the overlaps and for the finite size corrections for the random energy model with discrete energies. Although the standard replica broken symmetry calculation does give the correct extensive part of the free energy, it fails to predict the overlaps. In fact, in the thermodynamic limit, the exact expression of the overlaps oscillates as the system size $N$ increases. Trying to interpret these oscillations using replicas, we saw that one needs to allow the sizes of the blocks in the Parisi ansatz to fluctuate and to take complex values.

*Figure 3.* We plot $U_{N+1}$ versus $U_N$, where $U_N = E_N - E_{N-1} - \gamma \frac{N}{\beta_c}$ for the DREM on the left and for the directed polymer on the tree on the right. The parameters chosen are $p = 0.1, \epsilon_c = 0.42251, \beta_c = 2.5097$ and $500 < N < 1500$. We see clearly the oscillations. In absence of oscillations, the two graphs would reduce to a single value at $\epsilon_c$. One can notice that for the tree the amplitude of the oscillations is much smaller than for the DREM.

That $\langle Y_k \rangle \neq 1$ at zero temperature is not a surprise because it is expected that the ground state may be degenerate at zero temperature \[35, 36\]. What we have shown here is that even at finite temperature, the standard one step RSB does give the correct free energy but does not give the correct overlaps. That the oscillations appear both in overlaps and in the $O(1)$ corrections of the free energy makes a lot of sense because in the multi-valley picture of the replica symmetry breaking, a variation of $O(1)$ of the free energy of a valley would change the overlaps. It would be interesting to see whether a similar phenomenon could appear in more sophisticated models like the binary perceptron \[37, 38, 39\] or the K-sat problem \[40, 41\] for which the energy spectrum is discrete and the ground state is degenerate. One case at least for which the oscillations of the $O(1)$ in the free energy is visible (see Figure 3) is the case of the directed polymer on a tree \[42\] where the energies $\epsilon_b$ of the bonds have a binary distribution $\epsilon_b = 1$ with probability $1 - p$ and $\epsilon_b = 0$ with probability $p$. For the DREM as well for the tree the ground state energy $E_N$ is of the form

$$E_N = N\epsilon_c + \frac{2}{\beta_c} \log N + e_N + o(1)$$  \hspace{1cm} (54)
with $\gamma = \frac{1}{2}$ for the DREM and $\gamma = \frac{3}{2}$ for the tree [43][44][45]. According to (36), $e_N$ oscillates with $N$ for the DREM. What Figure 3 shows is that it also oscillates in the case of the tree.

The fact that the sizes of the blocks in the replica approach may fluctuate is a rather general phenomenon. It could even occur for continuous distributions of energies. In fact the expression (5,31) is a direct consequence of the fact that the energies close to the ground state energy have a distribution well approximated by a single exponential distribution (25). If for some reason, for example near a phase transition, this distribution would instead be well approximated by the sum of two exponentials

$$\rho(E) \simeq A e^{\beta_k (E-N\epsilon_c)} + A' e^{\beta_k' (E-N\epsilon_c)}$$

then the function $\phi(t)$ in (17) would become

$$\phi(t) = -\frac{A}{\beta_k} e^{-N\beta_k\epsilon_c} t^{\frac{\beta_k}{1-\beta_k}} - \frac{A'}{\beta_k'} e^{-N\beta_k'\epsilon_c} t^{\frac{\beta_k'}{1-\beta_k'}}$$

Then one could repeat the calculation of section (4.4) and obtain that

$$\langle Y_k(\beta) \rangle = W \frac{\Gamma(k-\mu)}{\Gamma(k)\Gamma(1-\mu)} + W' \frac{\Gamma(k-\mu')}{\Gamma(k)\Gamma(1-\mu')}$$

with $\mu = \frac{\beta_k}{\beta}$, $\mu' = \frac{\beta_k'}{\beta}$ and the weights given by

$$W = \frac{A}{\beta_k} e^{-N\beta_k\epsilon_c} \Gamma \left(1 - \frac{\beta_k}{\beta}\right) \int_0^\infty t^{\frac{\beta_k}{1-\beta_k}} e^{\phi(t)} dt ;$$

$$W' = \frac{A'}{\beta_k'} e^{-N\beta_k'\epsilon_c} \Gamma \left(1 - \frac{\beta_k'}{\beta}\right) \int_0^\infty t^{\frac{\beta_k'}{1-\beta_k'}} e^{\phi(t)} dt.$$
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