Quantifying the noise in bursty gene expression under regulation by small RNAs
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Gene expression is a fundamental process in a living system. The small RNAs (sRNAs) is widely observed as a global regulator in gene expression. The inherent nonlinearity in this regulatory process together with the bursty production of messenger RNA (mRNA), sRNA and protein make the exact solution for this stochastic process intractable. This is particularly the case when quantifying the protein noise level, which has great impact on multiple cellular processes. Here we propose an approximate yet reasonably accurate solution for the gene expression noise with infrequent burst and strong regulation by sRNAs. This analytical solution allows us to better analyze the noise and stochastic deviation of protein level. We find that the regulation amplifies the noise, reduces the protein level. The stochasticity in the regulation generates more proteins than what if the stochasticity is removed from the system. The sRNA level is most important to the relationship between the noise and stochastic deviation. The results provide analytical tools for more general studies of gene expression and strengthen our quantitative understandings of post-transcriptional regulation in controlling gene expression processes.
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1. introduction

Gene expression is inherently stochastic. The random nature of chemical reactions in a cell can make the variability inevitable in biological systems. Such intrinsic noise in gene expression can play crucial roles in critical cellular processes, even determine cell fates through certain cellular mechanisms, which are widely validated via experiments. This noise can be amplified or compressed via different regulatory mechanisms during gene expression. In eukaryotic cells, for example, the intrinsic noise can be modulated at the translational level, when regulator directly regulates the protein concentration, which plays a crucial role in several global regulatory networks. Likewise, post-transcriptional regulation is also a common regulatory mechanism in which regulators interact with mRNA to indirectly alter the protein synthesis. The post-transcriptional regulation process can be studied at a global level by analyzing the gene regulatory network to identify key regulators that are important in different regulatory
At a more abstract level, we can also study quantitatively how the regulator can modify the gene expression level with given reaction scheme and parameters, which is the focus of this paper.

Small non-coding RNAs (sRNAs) in bacteria are found as major players in post-transcriptional regulation. More than 80 sRNAs are cited for E.coli, and the number is higher for other bacteria. The vast majority binds to mRNAs to modify the cell physiological function, so as to achieve its regulatory role. As an established mechanism, most of them act by base pairing with mRNAs followed by coupled stoichiometric degradation. Previous results have come out based on the corresponding model of coupled degradation. However, the inherent nonlinearity of this reaction scheme makes the exact analytical solution intractable. Besides the nonlinearity of the problem, the difficulty in solving this problem also lies in the fact that the mRNAs created in each burst are not independent anymore: when one mRNA degrades with sRNA, the rest would face different regulatory concentration. Hence, proteins created by a burst of mRNAs can no longer be simply considered as a compound random variable of proteins produced by one single mRNA. This difficulty has been documented in previous works in which it is explicitly shown that the mean-field approach is not accurate in the limit of infrequent transcription events and strong sRNA-mRNA interactions. While an approximate solution can be obtained, it is only credible for a specific range of parameters.

In this paper, we aim to apply improved approximation methods to extend previous results. We analyzed the gene expression model based on infrequent bursting and sRNA regulation via strong interactions. We first give the approximate solution of the problem based on three assumptions that only valid for a limited range of parameters. We then release those assumptions and derived accurate expressions for mean protein levels and steady-state distributions that are valid for a wide range of parameters. Finally, we derive the noise and the stochastic deviation at the protein level, which serves as key features of this dynamical system. Our results extend previous works and provide insight into a quantitative understanding of the role of sRNA in post-transcriptional regulation.

2. Model and Basic Results

For the better reading, we first provide a table for the definition of parameters used in this paper. The definitions are also given in the main text of the paper when the parameter is first introduced.

The schematic diagram of gene regulatory network is shown in Fig. 1. We consider three elements in the system: mRNA, regulatory sRNA and protein. mRNA is assumed to be created in bursts, which occurs at rate $k_m$. Each burst of transcription produces a geometrically distributed number of mRNAs with the burst size distribution $P_{mb}(m)$ as

$$
P_{mb} = (1 - q_m)^{m-1} q_m,
$$

in which the parameter $q_m$ controls the level of transcriptional burst with the mean burst size $\langle m_b \rangle = 1/q_m$. Some experiments have also proved that it is a geometric distribution. The regulatory sRNA is assumed to be produced as a Poisson process at rate $k_s$.
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| Nomenclature | Description |
|--------------|-------------|
| $k_m$        | mRNA synthesis rate |
| $\mu_m$      | mRNA degradation rate |
| $k_p$        | Protein production rate |
| $\mu_p$      | Protein degradation rate |
| $k_s$        | sRNA production rate |
| $\mu_s$      | sRNA degradation rate |
| $\gamma$     | Coupled degradation rate of mRNA and sRNA |
| $m$          | The number of mRNAs |
| $s$          | The number of sRNAs |
| $q_m$        | The degree of transcriptional burst size |
| $m_b$        | The number of mRNAs created in a transcriptional burst |
| $p_s$        | The number of proteins at the steady-state |
| $p_b$        | The total number of proteins created in a burst |
| $p'_b$       | The number of proteins created from a single mRNA through a burst |
| $\rho_b$     | The total number of proteins created in a burst without regulator |
| $P_{mb}$     | mRNA burst size distribution |
| $P_{pb}$     | The total number of proteins burst size distribution |
| $P'_{pb}$    | The distribution of the number of proteins from a single mRNA burst |
| $\rho(s)$    | The steady-state distribution of sRNAs |
| $n_s$        | The number of sRNAs |
| $G_{pb}(z)$  | The generating function of the total number of proteins burst distribution |
| $G'_{pb}(z)$ | The generating function of the total number of proteins burst distribution from a single mRNA |
| $\tilde{G}_{pb}(z)$ | The generating function of the total number of protein burst distribution |
| $G_s(z,t)$   | The generating function of sRNA distribution at time t |

and degrade a Poisson process at rate $\mu_s$. In addition, as the regulator in gene expression, one sRNA can bind to a single mRNA and degrade together, which occurs at rate $\gamma$. In translation, the mRNA produces proteins with rate $k_p$ and the protein degrades with rate $\mu_p$.

The most common method to mathematically describe and solve this dynamical process is the master equation. However, the existence of nonlinear terms makes the equation difficult to solve, even when only the mean and variance are considered. In the following, we will start with some extreme conditions under which the exact solution can be found. We then gradually release the constraints, move out from the extreme parameter regions that we start with and eventually come up with an approximate solution that is valid for a wide range of parameters.
To start with, we focus on the case that transcription rate \( k_m \) is low and the mRNA degradation rate is much higher than the protein degradation rate (\( \mu_m \gg \mu_p \)), such that the bursts of proteins are typically well-separated in time and can be considered as independent events. In particular, we use the following assumptions:

1) mRNA degrades immediately on the appearance of sRNA;
2) There is no synthesis of new sRNAs during a burst;
3) The distribution of sRNAs prior to a burst is the steady-state distribution of sRNAs in the absence of mRNAs, which is a Poisson distribution \( \rho(s) = \frac{n_s^s}{s!}e^{-n_s}, \) with the mean \( n_s = \frac{k_s}{\mu_s}. \)

For assumption 1), it implies that the regulation by sRNA is an instant modification of mRNA transcriptional burst level, which shows the strong sRNA-mRNA interactions. In other words, the number of mRNAs involved in translation depends on how much mRNA survived in the coupled degradation. Proteins are produced only when the number of mRNAs (\( m \)) is more than that of sRNAs (\( s \)) at the beginning of the burst. If so, \( m - s \) mRNAs will proceed into translation process. Based on assumption 2), these \( m - s \) mRNAs produce proteins as if there is no sRNAs regulation at all. We define \( G_{pb}(z) = \sum_n z^n P_{pb}(n) \) as the generating function of the total number of proteins burst distribution, and \( G'_{pb}(z) = \sum_n z^n P'_{pb}(n) \) as the generating function of protein burst distribution from a single mRNA. We have

\[
G_{pb}(z) = \sum_{s,m} (P(m \leq s) + P(m > s)(G'_{pb}(z))^{m-s}). \tag{2}
\]

Taking the distribution of random variable \( s (\rho(s)) \) and \( m (P_{mb}(m)) \) into this equation, we
obtain

\[
G_{pb}(z) = \sum_{i=0}^{\infty} \sum_{j=1}^{\infty} \rho(i)P_{mb}(j) + \sum_{i=0}^{\infty} \rho(i)P_{mb}(i+j)G'_{pb}(z)
\]

\[
= 1 - \sum_{i=0}^{\infty} (1-q_m)^i \rho(i) \sum_{j=1}^{\infty} q_m (1-q_m)^{j-1}
\]

\[
+ \sum_{i=0}^{\infty} (1-q_m)^i \rho(i) \sum_{j=1}^{\infty} q_m (1-q_m)^{j-1} G'_{pb}(z)
\]

\[
= 1 - e^{-n_s q_m} + e^{-n_s q_m} \frac{q_m G'_{pb}(z)}{1 - G'_{pb}(1-q_m)}.
\] (3)

Eq. (3) can be further simplified. In the absence of sRNA regulator, the generating function for the total number of protein burst distribution can be indicated as \[\tilde{G}_{pb}(z) = \frac{q_m G'_{pb}(z)}{1 - G'_{pb}(1-q_m)},\] (4)

where

\[
G'_{pb} = \frac{\mu_m}{\mu_m + k_p (1-z)}.
\]

Therefore, Eq. (3) can be rewritten as

\[
G_{pb}(z) = 1 - e^{-n_s q_m} + e^{-n_s q_m} \tilde{G}_{pb}(z).
\] (5)

According to generating function, we can derive the mean, variance and squared coefficient of variance (noise strength). Denoting \(p_b\) and \(\tilde{p}_b\) as the random variable characterizing the number of proteins produced with and without regulation, respectively, we have

\[
\langle p_b \rangle = e^{-n_s q_m} \langle \tilde{p}_b \rangle,
\]

\[
\sigma_{p_b}^2 = e^{-n_s q_m} \sigma_{\tilde{p}_b}^2 + (e^{n_s q_m} - 1) \langle p_b \rangle^2,
\]

\[
\left\langle \frac{\sigma_{p_b}^2}{\langle p_b \rangle^2} \right\rangle = e^{n_s q_m} \left\langle \frac{\sigma_{\tilde{p}_b}^2}{\langle \tilde{p}_b \rangle^2} \right\rangle + (e^{n_s q_m} - 1),\] (6)

where the symbols \(\langle \cdot \rangle\) and \(\sigma^2\) are used to denote the mean and variance. It is noteworthy

Eq. (5) and (6) have the same terms, i.e., \(e^{-n_s q_m}\). In Eq. (5), this term is generated by the probability that at least one mRNA is left for translation. We can see that while the mean protein levels under regulation decreases by the factor \(e^{-n_s q_m}\), the noise in protein burst size distribution increases. This is mainly due to the fact that regulation will give rise to a large probability of no or only very few proteins produced in the burst.

3. Solution for a Wide Range of Parameters

The results obtained above are derived from three assumptions. Therefore, they are only valid for a limited range of parameters. To obtain results valid for a wider range of parameters, we need to find approximations that reasonably take the essential factors in the three
assumptions. Let us first take assumption 1). The purpose of this assumption is to give the coupled degradation the most priority to occur among all reactions, as such that the reduction of sRNAs and mRNAs takes place instantaneously. This requires an infinitely large γ value. However, since this assumption is to freeze the system dynamics during the coupled degradation, it can be approximately achieved when γ value is much greater than μm and ks. γ ≫ μm is to make sure that the regulation is stronger than natural degradation and the number of proteins created during the coupled degradation can be neglected. γ ≫ ks prevents the sRNA dynamics during the coupled degradation (the sRNA number is typically greater than 1 so γ ≫ μs when γ ≫ ks). Based on simulation results shown in Fig. 2, we can see that when γ ⩾ 10max[k_s, μ_m], the mean and variance become stable and do not change very much as γ further increases. Hence we can consider assumption 1) is approximately satisfied when γ ⩾ 10max[k_s, μ_m] which is also a feasible range experimentally.

Next, we focus on assumption 2), which implies that there is no sRNA creation during mRNA lifetime. The validity of this assumption is reflected by k_s/μ_m value, the mean number of sRNA that are created during the lifetime of an mRNA. To handle the case when k_s/μ_m is large, we need to re-derive the generating function of protein production process that is originally given by Eq. (3). Let us consider the case when mRNAs outnumber sRNAs and there are m' = m − s mRNAs and 0 sRNA left after the initial mutual degradation.
For the \( m' \) mRNAs, we rank them by the \textit{inverse} order of their degradation. Specifically, the mRNA 1 is the last mRNA degraded whereas the mRNA \( m' \) is the one that degrades first. Denote \( T_i \) as the time interval between the degradation of mRNA \( i \) and mRNA \( i + 1 \) and \( T_{m'} \) is the time elapsed until the degradation of the first mRNA. As the degradation of mRNAs is considered to be a Poisson process, the waiting time \( T_i \) follows the exponential distribution with mean \( 1/i\mu_m \) without regulation. Based on assumption 1), the creation of one sRNA will result in the immediate degradation of one mRNA. Hence, when regulation is taken into account, \( T_i \) still follows with exponential distribution but the mean will be \( 1/(i\mu_m + k_s) \).

We define \( G_i(z) \) as the generating function of proteins created during a time period \( T_i \).

Based on results introduced previously\[34\], we have

\[
G_i(z) = \frac{i\mu_m + k_s}{i\mu_m + k_s + ik_p(1 - z)}. \tag{7}
\]

Because the time interval \( T_i \)'s are independent, we can multiply the \( G_i(z) \)'s together to get the generating function of the total number of protein burst distribution (i.e. the \( G'_{pb} \) that mentioned above). Note that the overall protein creation rate during \( T_i \) is \( ik_p \). Therefore, \( G'_{pb} \) conditioned on \( m' \) mRNA left can be modified to

\[
G'_{pb}(z) = \prod_{i=1}^{m'} \frac{i\mu_m + k_s}{i\mu_m + k_s + ik_p(1 - z)}. \tag{8}
\]

By taking the probability that \( m' \) mRNAs survive into account, we have

\[
G_{pb}(z) = \sum_{i=j}^{\infty} \sum_{j=1}^{\infty} \rho(i)P_{mb}(j) \bigg( 1 - e^{-iq_m} + e^{-iq_m} \bigg) \times \sum_{j=1}^{\infty} q_m(1 - q_m)^{i-1} \prod_{i=1}^{j} \frac{i\mu_m + k_s}{i\mu_m + k_s + ik_p(1 - z)}. \tag{9}
\]

Unfortunately, we can not simplify Eq.\ref{9} further. From the generating function, we can derive the mean protein burst size as

\[
\langle p_b \rangle = e^{-n_s q_m} \sum_{j=1}^{\infty} q_m(1 - q_m)^{i-1} \sum_{i=1}^{j} \frac{ik_p}{i\mu_m + k_s}. \tag{10}
\]
The last term in Eq. (10) can be further simplified as
\[
\sum_{i=1}^{j} \frac{j}{i \mu_m + k_s} = \frac{k_p}{\mu_m} \sum_{i=1}^{j} \left(1 - \frac{k_s}{i \mu_m + k_s}\right)
\]
\[
= \frac{k_p}{\mu_m} \left(j - \frac{k_s}{\mu_m} \sum_{i=1}^{j} \frac{1}{i + \frac{k_s}{\mu_m}}\right)
\]
\[
= \frac{k_p}{\mu_m} \left(j + \frac{k_s}{\mu_m} \ln \frac{k_s}{k_s + j \mu_m}\right),
\] (11)
where the approximation of harmonic number is applied. The harmonic number is defined as
\[
H(n) = \sum_{k=1}^{n} \frac{1}{k} \approx \ln(n) + \gamma,
\]
where \(\gamma\) is the Euler-Mascheroni constant. Furthermore, we have
\[
\sum_{k=1}^{n} \frac{1}{k + C} = H(C + n) - H(C)
\]
\[
= \ln \left(\frac{C + n}{C}\right)
\]
where \(C\) is a constant. Taking Eq. (11) into Eq. (10), we obtain
\[
\langle p_b \rangle = e^{-n q_m} \frac{k_p}{\mu_m} \sum_{j=1}^{\infty} q_m (1 - q_m)^{j-1} \left(j + \frac{k_s}{\mu_m} \ln \frac{k_s}{k_s + j \mu_m}\right)
\]
\[
= e^{-n q_m} \frac{k_p}{\mu_m} \left(\frac{1}{q_m} + \frac{k_s}{\mu_m} \ln k_s\right)
\]
\[
- \sum_{j=1}^{\infty} q_m (1 - q_m)^{j-1} \ln(k_s + j \mu_m)\right)
\]
\[
= e^{-n q_m} \frac{k_p}{\mu_m} \left(\frac{1}{q_m} + \frac{k_s}{\mu_m} \ln \frac{k_s}{\mu_m}\right) + \frac{k_s q_m}{\mu_m}
\]
\[
\times \Phi^{(0,1,0)} \left(1 - q_m, 0, \frac{k_s}{\mu_m} + 1\right)
\] (12)
where \(\Phi\) is the Hurwitz-Lerch transcendental function defined as
\[
\Phi(z, s, a) = \sum_{k=0}^{\infty} z^k (k + a)^{-s},
\]
and \(\Phi^{(0,1,0)}(z, s, a)\) indicate the partial derivatives respect to \(s\).

Finally, we come to assumption 3) which says that the number of sRNAs prior to a transcription event follows Poisson distribution with mean \(n_s = k_s / \mu_s\). Without the appearance of mRNA, sRNA evolves according to the standard birth and death process which gives a
Fig. 3. The steady-state mean protein number vs $k_s$. The calculation based on Eq. (15) is very close to simulation result. The parameters are chosen as $\mu_m = 1, k_m = 2, \mu_s = 0.01, q_m = 0.2, \gamma = 100$ and $k_p = 50$. In the insert, we show the relative error $\eta$ vs $k_m$. The error increases as $k_m$ increases. The parameters used in the inset are $\mu_m = 1, k_s = 2, \mu_p = 0.01, q_m = 0.2, \gamma = 50$ and $k_p = 50$.

Poisson distribution in steady-state. The assumption 3) holds when each transcription occurs very infrequently (very small $k_m$ value). However, when $k_m$ is not that small, we have to consider the transient behavior of the sRNA evolution.

Define $G_s(z,t)$ as the generating function of sRNA distribution at time $t$. $t = 0$ is the time that the previous translational burst ends, i.e., all mRNAs created in one transcriptional burst are degraded. In the problem analyzed, we are more interested in situations that the regulation tunes the protein level but does not fully repress the translation. This corresponds to the parameter region that $1/q_m \gg n_s$. In this parameter region, the mRNAs produced in transcriptional burst usually outnumber the sRNAs and typically there is no sRNA left after the regulation. This provides the initial condition that the number of sRNAs is zero at $t = 0$. Based on the results of birth and death process\cite{42}, we have

$$G_s(z) = \exp\left[-\frac{k_s}{\mu_s} (1 - e^{-\mu s})(1 - z)\right].$$

The waiting time distribution that the next burst occurs is exponential with mean $1/k_m$. Then the generating function of sRNA distribution prior to the burst (distribution $\rho(s)$) will be

$$G_s(z) = \int_0^{\infty} \exp\left[-\frac{k_s}{\mu_s} (1 - e^{-\mu_s})(1 - z)\right] \times k_m e^{k_m t} dt.$$  

Note that in the above deviation, the term that contributes to the final result is $\sum_{i=0}^{\infty} (1-q_m)^i \rho(i)$ (see Eq. 3). By recalling the definition of generating function $G_s(z) =$
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Σ_{i=0}^{∞} d^i ρ(i), we notice that the term Σ_{i=0}^{∞}(1−q_m)^i ρ(i) equals G_s(1−q_m). Thus a more accurate expression of the results presented (Eq. (9) - Eq. (12)) is to replace the term $e^{-n_s q_m}$ by $G_s(1−q_m)$. On the other hand, the form of $G_s(1−q_m)$ is complicated. Based on numerical evaluation, we can approximate $ρ(i)$ by a Poisson distribution with the mean given by $G_s(z)$. This only requires replacing the term $n_s = k_s/μ_s$ in $e^{-n_s q_m}$ by $n'_s = k_s/(μ_s + k_m)$, which gives a more simple form and very close to $G_s(1−q_m)$.

Given the protein burst size distribution, we can connect it to the protein steady-state level [38] which gives

$$
⟨p_s⟩ = \frac{k_m k_p}{μ_m μ_p} e^{-\frac{k_m}{μ_m + k_m}} \left( \frac{1}{q_m} + \frac{k_s}{μ_m} ln \frac{k_s}{μ_m} + \frac{k_s q_m}{μ_m} \right) \times Φ(0,1,0) \left( 1−q_m,0,\frac{k_s}{μ_m} + 1 \right).
$$

The result in Eq. (15) is tested by simulation for a range of parameters with $\frac{k_s}{μ_m} \in [0.1,10]$ and $\frac{k_s}{μ_m} \in [0.01,0.1]$. The plot (Fig. 3) shows a perfect match between Eq. (15) and the simulation when $k_m$ is small. While the error does not depend on $k_s$, it increases when $k_m$ becomes large. This is because our deduction is based on the infrequent transcription that the bursts are clearly separated in time. Increasing $k_m$ will violate this assumption and bring more error. However, even take this into consideration, Eq. (15) still accurately quantifies the steady-state mean protein levels (within 8% error) for the range of parameters tested.

4. Noise regulation and the Stochastic Deviation

The deduction above provides us a better analytical tool to analyze the impact of post-transcriptional regulation. Here we focus on two quantities. The first is the noise level in protein steady-state distribution that is usually characterized by the squared coefficient of variance. The second is the stochastic deviation of protein steady-state level, which is quantified as the difference of mean protein number between the stochastic and deterministic system.[33][34]

The squared coefficient of variance (noise level) of protein steady-state distribution can be found using the protein burst size distribution [38] as

$$
\frac{σ_{p_s}^2}{⟨p_s⟩^2} = \frac{1}{k_m} + \frac{μ_p}{2k_m} (1 + \frac{σ_{p_b}^2}{⟨p_b⟩^2} − 1). \tag{16}
$$

The $⟨p_s⟩$ is readily given in Eq. (15) and the mean and variance of $p_b$ can be derived from the generating function in Eq. (9). The analytical calculation introduced in this paper matches the simulation well (Fig. 4). The noise increases when the mean sRNA number increases, indicating that the system is likely to have more fluctuations when the regulation is activated. The actual noise level is always greater than what mean-field predicts [31] demonstrating that our approach is more appropriate for this stochastic and nonlinear system.

Although the mean-field method is widely used [31][32][33], it cannot accurately describe the stochastic system. we further move to another quantity to quantify the discrepancy due to stochasticity. The stochastic deviation is described as the deviation between stochastic
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Fig. 4: The noise in protein steady-state distribution as a function of the mean sRNA levels $n_s$. The analytical result (the red line) calculated based on Eq. (16) is very close to stochastic simulations for a range of parameters, while the mean-field result (the blue dashed line) always underestimates the noise level. The parameters are $\mu_m = \mu_s = 1$, $k_m = \mu_p = 0.01$, $q_m = 0.2$, $\gamma = 100$ and $k_p = 50$. The noise for mean-field case is calculated using the assumption of mean-field approach that the protein steady-state distribution follows a Poisson distribution. Hence the squared coefficient of variance equals $1/\langle p_s \rangle$.

and deterministic system\cite{17}. Previous studies on the gene expression process found that the mean mRNA levels predicted by the stochastic model are larger than that predicted by the deterministic model\cite{17}, demonstrating the importance of the stochastic approach to gene expression process. Here we follow a similar approach to analyze the protein level when regulation and mRNA and protein bursts are involved.

As shown in Fig. 5a, the stochastic deviation changes non-monotonically with the sRNA level. The peak roughly appears at the point when the sRNA level and mRNA burst size are comparable. This indicates that the stochastic deviation is large when the gene expression is under regulation. While the regulation is to decrease the protein level, the stochasticity actually helps the cell to gain more proteins.

Stochastic deviation and noise are two different types of stochastic effect. Both of them can be affected by sRNA and mRNA dynamics. Indeed, previous work has shown that the noise and nonlinear of the system are the main sources of stochastic deviation\cite{44,17}. But here the noise level can be tuned by either sRNA or mRNA. Hence, it is unclear which one is most relevant to the stochastic deviation. For this reason, we analyze the relationship between stochastic deviation and noise, when the sRNA and mRNA level are controlled (Fig. 5b, c). We find that when the sRNA level is fixed, different mRNA levels give almost the same curve for the change of stochastic deviation with noise. In other words, when the sRNA level is given, the gain of proteins due to stochasticity will not change dramatically for the same value of noise, even mean mRNA burst size is different. Thus, under the post-
transcriptional regulation, the stochastic deviation will decrease as noise get large, and it is only related to the sRNA synthesis rate, but the mean level of mRNA.

5. Conclusion

In summary, we studied the gene expression process when mRNA and protein bursts and sRNA regulation are involved. We extend previous works by proposing an approximate yet reasonably good solution to the protein steady-state distribution. The approach not only gives a useful tool to analytically study the stochastic system this paper currently focuses on, but may also motivate other methods to handle similar yet more complicated system, i.e., involved genetic switches [47][48][49] or feedback regulation [50][51][52]. Using the analytical results obtained, we further analyze the noise and the stochastic deviation of protein steady-state level. We find that the regulation amplifies the noise, reduces the protein level. But on the other hand, the stochasticity in the regulation generates more proteins than if the stochasticity is removed from the system. We also find a scaling-like phenomenon in the relationship between the stochastic deviation and the noise. Once the sRNA level is fixed, the gain of proteins due to stochasticity will not change dramatically for the same value of noise, even mean mRNA burst size is different.

Our work provides insight into how different mechanisms of post-transcriptional regulation can be used to fine-tune the noise and the stochastic deviation in gene expression with potential implications for studies addressing the evolutionary importance of noise and deviation in biological systems. The analytical results show an effective method for
accurate quantitative modeling of stochastic cellular processes in large regions of parameter space. However, it is noteworthy that it is unclear if our research display all dynamic relationships of the motif considered in this work. It is hoped that our findings will be experimentally validated in the future to provide a quantitative understanding of the role of post-transcriptional regulation in gene expression.
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