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Abstract

This work deals with accuracy analysis of dynamical systems interconnected in a cascade structure. For a cascade network, there are a number of experimental settings for which the dynamic systems within the network can be identified. We study the problem of choosing which excitation and measurement pattern delivers the most accurate parameter estimates for the whole network. The optimal experiment is based on the accuracy assessed through the asymptotic covariance matrix of the prediction error method, while the cost criterion is the number of excitations and measurements. We develop theoretical results under the assumptions that all dynamic systems are equal and with equal signal-to-noise ratio throughout the network. We show that there are experimental settings which result in equal overall precision and that there is an excitation and measurement pattern that yields more accurate results than others. From these results, a guideline based on the topology of the network emerges for the choice of the experimental setting. We provide numerical results which attest that the principles behind this guideline are also valid for more general situations.
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1. Introduction

Interconnected systems, or dynamic networks, are becoming a common framework for problems in science and engineering. Dynamic networks find a wide range of applications: from epidemic control (Gracy et al., 2021) to energy storage systems (Han et al., 2020). A network can be represented by node signals, usually variables of interest, and modules which define the dynamic relationship among the nodes of the network. Obtaining reliable models for these networks can lead to advances in many areas, such as biomedical and social sciences. Identification methods that allow to obtain such models are of paramount importance and they are currently an active field of research.

Identification in dynamic networks can be roughly divided into three categories: identification of a single module embedded in a network, topology detection, and identification of the whole network. Several methods have been proposed for identification of a single module from a dynamic network in Van den Hof et al. (2013); Dankers et al. (2015, 2016); Gevers et al. (2018); Gevers et al. (2018); Ramaswamy & Van den Hof (2020); Ramaswamy et al. (2021). Topology detection was addressed in Ye et al. (2011); Dimovska & Materassi (2021); Jin et al. (2021); Van Waarde et al. (2021). Identification of the whole network can be addressed by the prediction error method (Weerts et al., 2018c), while some other methods have been proposed in Weerts et al. (2018a).

The focus of this work is on identifying all modules of a dynamic network with cascade topology. For identification methods to provide consistent estimates of some modules it is necessary that they can be uniquely determined from the network data - that is, that the modules are identifiable. The question of whether some modules, or the full network, are identifiable has been explored in Gevers & Bazanella (2015); Weerts et al. (2015); Gevers et al. (2017); Bazanella et al. (2017) and for the rank-reduced noise case in Weerts et al. (2018b); Gevers et al. (2019). Identifiability of the modules is determined primarily by the location of excitations and measurements in the network. A recent research direction has been to characterize how to allocate input and output signals in a dynamic network to uniquely recover its modules (Hendrickx et al., 2019; Cheng et al., 2021; Van Waarde et al., 2019; Bazanella et al., 2019; Legat & Hendrickx, 2020; Weerts et al., 2020; Mapurunga & Bazanella, 2021a). These results open a number of possibilities for excitation and measurement patterns from which a user must choose. Therefore, tools are necessary to guide the user’s choice on the best experimental setting according to her objectives.

Once identifiability of the network is determined, the accuracy of the parameter estimates obtained by the identification method becomes the next natural concern. Accuracy of the parameter estimates depends on many factors: the parametrization of the modules, the signal-to-noise ratio (SNR) applied in the network, and on the location of the inputs and measurements taken from the network. In
this work we explore the problem of how to choose the excitation and measurement pattern (EMP) in order to obtain the most accurate parameter estimates for cascade networks using the minimum number of excitations and measurements. Cascade systems find good applications in engineering and industrial processes (Wahlberg et al., 2007). Results obtained for cascade networks can be applied to more general topologies, such as trees and directed acyclic graphs, for which a cascade structure are a part. For cascade networks, we explore how the trade-off among the excitations and measurements at some nodes influence the accuracy of the EMPs. Moreover, the contribution of some modules to the precision of the parameter estimates considering the experimental setting is investigated.

Deciding which nodes to excite and which nodes to measure represent a structural problem in the experiment design. In other words, the accuracy of the module estimates will also depend on the distribution of the exciting signals and measurements from the network rather than only their associated energy. Even if the user can design a constrained input to improve the quality of the obtained model, the accuracy of the model may be severely compromised only due to the distribution of external excitations and measurements in the network. Therefore, the structure of the EMP of a network has an impact on how good the performance of the identification method can be. The problem of how to select the location of inputs and outputs so to obtain optimal parameter estimates has been almost completely unexplored in the literature. It has already been investigated in Mapurunga & Bazanella (2021b) for cascade and cycle networks, but the authors have specialized the analysis for state space networks. Interesting patterns were pointed out; specifically, for cascade networks with interesting patterns were pointed out; specifically, for cascade and cycle networks, but the authors have already been investigated in Mapurunga & Bazanella (2021b) for cascade and cycle networks, but the authors have specialized the analysis for state space networks. Interestingly, Wahlberg et al. (2009) accuracy aspects of modules in a cascade network were also investigated, but their results were specific for one particular EMP.

In this work we aim to determine guidelines to choose the EMP that provides the most accurate identification. We first isolate the effect of the EMP on the accuracy by considering the case in which all modules and all signal-to-noise ratios in the network are the same. For this case, analytical results are obtained that indicate the best EMPs with minimal cardinality, besides revealing other relevant properties. The results for cascade networks found in Mapurunga & Bazanella (2021b) are extended to modules represented by rational transfer functions; the results of Wahlberg et al. (2009) are also extended in several directions. Then we consider the effect on the accuracy of the structure and size of the modules, and of the signal to noise ratios, and how this influences the choice of the EMP. This is done mostly by exhaustive numerical simulations and indicate that, to a large extent, the guidelines derived from the analytical results previously obtained can be generalized to this situation where all modules are different and when there is unequal SNRs applied at each node.

The paper is organized as follows. In Section 2 we present the network setup considered in this work and we formally state the problem that will be tackled. We start our analysis with cascade networks composed of three nodes in Section 3. In Section 4 we extend our results to four nodes cascade networks. These results are further explored in cascade networks with an arbitrary number of nodes in section 5. Numerical examples are reported in Section 6 and the conclusions are presented in Section 7.

2. Problem statement

Cascade systems are dynamic networks with a well-defined topology: a branch. This topology can be represented by a path graph with nodes defined by \( \mathcal{N} = \{1, 2, \ldots, n\} \) and edges \( \mathcal{E} = \{(1, 2), (2, 3), \ldots, (n - 1, n)\} \). Each node represents an internal scalar signal of the network, while each edge is represented by a discrete time transfer function, also called module. Some nodes may be subjected to known external excitation signals and just a subset of them may be available for direct measurement. The dynamics of the cascade network is given by the standard module representation (Van den Hof et al., 2013):

\[
\begin{align}
&w(t) = G_0^q(q)w(t) + Br(t), \\
y(t) = Cw(t) + e(t),
\end{align}
\]

where \( w(t) \in \mathbb{R}^n \) represents the internal signals of the cascade network, \( r(t) \in \mathbb{R}^m \) is the vector of external excitation signals, \( y(t) \in \mathbb{R}^p \) is the vector of available measurements of the network corrupted by sensor noise \( e(t) \in \mathbb{R}^p \). The transfer matrix \( G_0^q(q) \) is referred to as network matrix and for a cascade network it has the form:

\[
G_0^q(q) = \begin{bmatrix}
0 & \vdots & 0 \\
diag(G_1^q(q), G_2^q(q), \ldots, G_{n-1}^q(q)) & 0 \\
0 & 0
\end{bmatrix},
\]

where \( q \) is the forward shift operator, i.e. \( qr(t) = r(t+1) \), and \( diag(\cdot) \) refers to a diagonal matrix with the argument as main diagonal. The matrices \( B \) and \( C \) are selection matrices responsible for indicating where the inputs are applied in the network and which measurements are taken. They have in common the property that each row has at most one 1, while the other entries of the row are filled with zeros. Associated with these matrices are the set \( \mathcal{B} \) of excited nodes and the set \( \mathcal{C} \) of measured nodes. We adopt the following assumptions about the modules, input signals and measurement noise throughout the paper:

(a) the transfer functions \( G_k^q(q) \), for \( k = 1, \ldots, n-1 \) are proper and \( T^q_0(q) \triangleq (I - G^q(q))^{-1} \) is stable;

(b) the external signals \( \{r_i(t)\} \) are independent zero mean white noise processes with variance \( \sigma^2_i \) and uncorrelated with all noise processes \( \{e_j(t)\} \);

(c) the corrupting noise sequences \( \{e_j(t)\} \) are independent stationary Gaussian white noise processes with zero mean and variance \( \lambda_j \).
We rewrite the network model (1a)-(1b) into an input-output representation:

\[ y(t) = C T^0(q) B r(t) + e(t), \quad T^0(q) \triangleq (I - G^0(q))^{-1}. \tag{3} \]

The modules associated with the network matrix can be identified from input-output data \( \{ r(t), y(t) \}, \ t = 1, \ldots, N \). Whether the modules can be uniquely recovered from input-output data will depend on the choice of the matrices \( B \) and \( C \). There may be many combinations of these matrices such that the whole network is identifiable. For this purpose, we use the following definition from Mapurunga & Bazanella (2021b).

**Definition 2.1.** Let \( G(q) \) be a network matrix for which different selection matrices are considered. A pair of selection matrices \( B \) and \( C \), with its corresponding node sets \( B \) and \( C \), is called an excitation and measurement pattern - EMP for short. An EMP is said to be valid if it is such that the network (1a)-(1b) is generically identifiable. Let \( \nu = |B| + |C| \) be the cardinality of an EMP. A given EMP is said to be minimal if it is valid and there is no other valid EMP with smaller cardinality.

Our interest is to determine which minimal EMP – one with the minimum number of excitations and measurements combined – yields the most accurate estimates. The set of candidate minimal EMPs is characterized by the conditions formally stated in the next Corollary.

**Corollary 2.1 (Bazanella et al. (2019)).** In a cascade network (1a)-(1b) with network matrix (2) an EMP is minimal if and only if \( 1 \in B, n \in C, B \cup C = W, B \neq C \).

These conditions state that the first node (source) needs to be excited, the last node (sink) needs to be measured, while every other node needs to be either excited or measured. Hence, there are a total of \( 2^{n-2} \) minimal EMPs available for a cascade network with \( n \) nodes.

Once these conditions are fulfilled we need to obtain the parameter estimates through an identification method. Identification of the modules is performed with the prediction error method (PEM), which is used to estimate a parametrized model of the cascade network (3):

\[ y(t, \theta) = C (I - G(q, \theta))^{-1} B r(t) + e(t). \tag{4} \]

with each module in \( G(q, \theta) \) parametrized independently: \( G_k(q, \theta_k) \) for \( k = 1, 2, \ldots, n - 1 \). The one-step ahead predictor of \( y(t) \) will be:

\[ \hat{y}(t|t-1, \theta) = C (I - G(q, \theta))^{-1} B r(t). \tag{5} \]

We assume that there exist a parameter vector \( \theta^0 \) such that \( G(q, \theta^0) \equiv G^0(q) \). Our interest is to assess accuracy of the parameter estimates \( \hat{\theta}_k \) from input-output data \( \{ r(t), y(t) \} \) using PEM. Recall that the user has freedom to choose the location of the excitation signals and measurements through \( B \) and \( C \). It is well-known that PEM achieves asymptotically the Cramer-Rao lower bound under the Gaussian assumption (Ljung, 1999). The asymptotic covariance matrix of PEM can be evaluated as:

\[ P = [E \psi(t, \theta) \Lambda^{-1} \psi^T(t, \theta)]^{-1}, \tag{6} \]

where \( E \) denotes mathematical expectation, \( \psi(t, \theta) \) is the gradient of the prediction error \( (y(t) - \hat{y}(t|t-1, \theta)) \) with respect to the parameter vector \( \theta \), and \( \Lambda \) is the noise covariance matrix. We will be concerned with the choice of the minimal EMP that achieves the most accurate parameter estimates according to a measure of the covariance matrix \( P \). We are now ready to formally state the problem tackled in this paper.

**Problem 1.** Given a cascade network satisfying the technical conditions (a)-(c), determine which minimal EMP provides the smallest trace of the asymptotic covariance matrix \( P \).

Here we adopted the trace of \( P \) as a criterion, which in the literature of optimal experiment design is known as A-optimally criterion (Pukelsheim, 2006). We remark that similar conclusions can be derived if one considers the determinant of \( P \), which is known as D-optimality criterion.

There are various factors that compete against each other to determine which EMP leads to the most accurate estimates: the parametrization of the modules, the location of poles and zeros of each transfer function, signal-to-noise ratio at some nodes. In order to isolate these factors and provide meaningful insights with respect to the choice of the minimal EMPs, the following assumptions are instrumental in the theoretical analysis provided.

**Assumption 2.1.** All transfer functions of the cascade network are identical, i.e. \( G_k(e^{j\omega}) \equiv G(e^{j\omega}) \), for \( k = 1, 2, 3, \ldots, n - 1 \).

**Assumption 2.2.** The external excitation signals \( \{ r_i(t) \} \) have the same variance \( \sigma_i^2 = \sigma^2 \) for \( i = 1, 2, \ldots, m \). The covariance matrix \( \Lambda \) associated with the noise \( e(t) \) can be written as \( \Lambda = I_p \), where \( I_p \) is the identify matrix of size \( p \).

Notice that Assumption 2.2 implies that all excitation signals have the same second-order statistical properties, the same is valid for the corruption noise. These assumptions may seem restrictive, but they are necessary to isolate particularities of the modules from the structural property of the experimental setting. Furthermore, a fair comparison should consider an equally exciting scenario for all EMPs. This is precisely what Assumption 2.2 does. Regarding this assumption, we will introduce the following definition that will be useful later on.

---

1A network is generically identifiable if it is identifiable for almost all parameters, except for those in a set of measure zero. See Hendrickx et al. (2019) for a thorough treatment.

2\( |\cdot| \) Denote cardinality of a set.
Definition 2.2. The signal-to-noise ratio from excitation in node $i$ to measurement taken from node $j$, denoted as $SNR_{ji}$, is defined as $\sigma_j^2/\lambda_j$.

This definition is related to the ratio of measurement noise $\{\epsilon_j(t)\}$ in node $j$ with respect to the input energy from excitation $\{r_i(t)\}$. The next definition concerns the excitation and measurement of a particular module.

Definition 2.3. A module $G_i$ is called a direct module if $i \in B$ and $i + 1 \in C$.

In Mapurunga & Bazanella (2021b) direct modules were pointed out as one of the key factors for determining which minimal EMP provided the most accurate results for cascade and cyclic state space networks.

3. Choosing between exciting and measuring

We start our analysis by looking into cascade networks with three nodes. A cascade network with three nodes has the following network matrix:

$$G(q, \theta) = \begin{bmatrix} 0 & 0 & 0 \\ G_1(q, \theta_1) & 0 & 0 \\ 0 & G_2(q, \theta_2) & 0 \end{bmatrix}. \quad (7)$$

This dynamic network has two modules $G_1(q, \theta_1)$ and $G_2(q, \theta_2)$ to be identified. From the identifiability conditions given in Corollary 2.1, we know that the first node needs to be excited and the last node needs to be measured. The second node could be either excited or measured, and this defines the two minimal EMPs for this network:

I. $B = \{1\}, C = \{2, 3\}$;
II. $B = \{1, 2\}, C = \{3\}$.

We must decide between these two minimal EMPs, or equivalently, choose whether to excite or measure the second node. In Wahlberg et al. (2009) the minimal EMP I was analyzed and some insights were given assuming direct modules were pointed out as one of the key factors for determining which minimal EMP provided the most accurate results for cascade and cyclic state space networks.

The signal-to-noise ratio from excitation $\{r_i(t)\}$ to measurement taken from node $j$ is defined as $\sigma_j^2/\lambda_j$.

The first observation means that one can not improve the quality of the first module estimates by also measuring the sink node. The second observation was already pointed out in Mapurunga & Bazanella (2021b), where it has been observed that direct modules – in this case $G_1$, see Definition 2.3 – are estimated more accurately.

Before tackling the problem of whether to excite or measure node 2 in this network, let us provide a dual analysis for minimal EMP II under Assumption 2.1. The gradient of the minimal EMP II is as follows:

$$\psi_2(t) = \begin{bmatrix} G_1(q, \theta_1)G_2(q, \theta_2)r_1(t) \\ G_2(q, \theta_2)G_1(q, \theta_1)r_1(t) + G_2(q, \theta_2)r_2(t) \end{bmatrix}. \quad (9)$$

The asymptotic covariance matrix can be found as the inverse of the information matrix:

$$\text{cov} \left( \begin{bmatrix} \hat{\theta}_1 \\ \hat{\theta}_2 \end{bmatrix} \right) \sim M_2^{-1}, \quad (10)$$

where

$$M_2 = \begin{bmatrix} F & H \\ H^T & B + L \end{bmatrix}, \quad (11)$$

$$F \triangleq \frac{N}{\lambda_3} \mathbb{E}[G_1 r_1 \times G_1^T G_2 r_1],$$
$$H \triangleq \frac{N}{\lambda_3} \mathbb{E}[G_2 G_1 r_1 \times G_1^T G_2 r_1],$$
$$L \triangleq \frac{N}{\lambda_3} \mathbb{E}[G_2^2 r_2 \times G_2^T r_2].$$

If the two modules are identical then $F = H = B$. In this case, the asymptotic covariance matrix is:

$$P_2 = \begin{bmatrix} L^{-1} + B^{-1} & -L^{-1} \\ -L^{-1} & L^{-1} \end{bmatrix}. \quad (12)$$

Hence, under Assumption 2.1, we can make the following observations with respect to minimal EMP II:

- The covariance of estimate $\hat{\theta}_1$ is larger than or equal to the covariance of $\hat{\theta}_2$.
- The quality of $\hat{\theta}_2$ is not improved by excitation $\{r_1\}$, since $\text{cov}(\hat{\theta}_2)$ does not depend on $\{r_1\}$ - see (12).

These conclusions are dual to those for the EMP I, in this case we are analyzing the effect of the addition of an excitation source instead of a new measurement. The measurement $\{y_3\}$ in EMP I is to $\text{cov}(\hat{\theta}_1)$ as the excitation signal $\{r_1\}$ in EMP II is to $\text{cov}(\hat{\theta}_2)$. Furthermore, we observe again that the direct module, in this case $G_2$, is
estimated more precisely. These conclusions will also be observed for cascade networks with more nodes, by maintaining the structures of these two EMPs. In EMP I we only excite the source and measure the remaining nodes, and for EMP II we only measure the sink and excite all other nodes. In fact, Assumption 2.1 is not necessary for this phenomenon to happen as we will see in Section 5.

The next theorem allows to decide whether to measure or excite node two based on the trace of the covariance matrix.

**Theorem 3.1.** Consider a 3-nodes cascade network with network matrix given in (7). Under Assumption 2.1, EMP II yields a smaller trace of the covariance matrix if and only if SNR_{32} in EMP II is larger than SNR_{21} in EMP I:

\[ \frac{\sigma_2^2}{\lambda_3} > \frac{\sigma_1^2}{\lambda_2}, \]

otherwise EMP I is more accurate. Under Assumptions 2.1 and 2.2, it holds that both EMPs result in the same trace of the covariance matrix.

**Proof.** According to (8) and (12), the trace of the covariance matrices of the minimal EMPs are:

\[ tr(P_1) = tr(A^{-1}) + tr(A^{-1} + B^{-1}), \]
\[ tr(P_2) = tr(L^{-1}) + tr(L^{-1} + B^{-1}), \]

From these expressions, we see that the difference in the trace of the covariance matrix relies on \( tr(A^{-1}) \) and \( tr(L^{-1}) \). We can extend the expressions for \( D \) and \( L \) as:

\[ A = \frac{N}{\lambda_2} E[G_i r_1 \times G_i^T r_1] = \Gamma_A(q) N \frac{\sigma_i^2}{\lambda_2}, \]
\[ L = \frac{N}{\lambda_3} E[G_i r_2 \times G_i^T r_2] = \Gamma_L(q) N \frac{\sigma_i^2}{\lambda_3}, \]

where \( \Gamma_A(q) \) and \( \Gamma_L(q) \) are filters associated with the covariance function of the vector signal \( G_i r_i \) for \( i = 1, 2 \). Since \( G_1(q) \equiv G_2(q) \) we have that \( \Gamma_A \equiv \Gamma_L \). In this way, if \( \lambda_2/\sigma_1^2 > \lambda_3/\sigma_3^2 \) then \( tr(A^{-1}) > tr(L^{-1}) \), implying that EMP II is more accurate. Otherwise, EMP I is the more accurate. Under Assumption 2.2, SNR_{21} is equal to SNR_{32}, then we have that \( tr(P_1) = tr(P_2) \).

The choice of EMP II over EMP I is equivalent to the decision of either exciting or measuring node 2. As stated in this Theorem, this choice depends on whether SNR_{32} of EMP II is larger than SNR_{21} of EMP I - see Definition 2.2. If the user has control over the input energy, she can use (13) as a tool to choose a value \( \sigma_2^2 > \sigma_1^2 \frac{\lambda_3}{\lambda_2} \), for which a better precision will be achieved by using EMP II. The same results in Theorem 3.1 were obtained in Mapurunga & Bazanella (2021b) for state space cascade networks.

In conclusion, if the network is fully symmetrical then both EMPs give the same overall accuracy, which is due to the fact that the EMPs are “mirrored” (See Definition 5.1) – one is obtained from the other by changing each excitation for a measurement and vice-versa, except the sink and the source. Moreover, each module is identified more accurately when it is a direct module. On the other hand, when the SNRs are not uniform, best overall accuracy is obtained by the EMP in which the direct module has a larger SNR. These are general principles that, as will be seen further ahead in this paper, also apply to more general networks.

### 4. Four node cascade networks

In this section we consider cascade networks composed of four nodes. From identifiability conditions presented in Corollary 2.1, there are four different minimal EMPs from one to choose, listed below:

- I \( B = \{1\}; C = \{2, 3, 4\} \)
- II \( B = \{1, 2, 3\}; C = \{4\} \)
- III \( B = \{1, 2\}; C = \{3, 4\} \)
- IV \( B = \{1, 3\}; C = \{2, 4\} \)

Minimal EMPs I and II in the four nodes case can be seen as an extension of the minimal EMPs I and II from the three nodes case, since they preserve a similar structure. For these two EMPs, we will show that the results from the previous section also apply for the four nodes case and more generally for any number of nodes.

Now, adopting the same condition of previous section stated in Assumption 2.1, i.e. identical transfer functions \( G_1 = G_2 = G_3 \triangleq G \). Under this condition, the information matrix for the minimal EMP I becomes:

\[ M_{1} = \begin{bmatrix} A_{21} + B_{31} + C_{41} & B_{31} + C_{41} & C_{41} \\ B_{31} + C_{41} & B_{31} + C_{41} & C_{41} \\ C_{41} & C_{41} & C_{41} \end{bmatrix}, \]

where

\[ A_{ji} := \frac{1}{\lambda_j} E[G'_i r_i \times G'^{T} r_i], \]
\[ B_{ji} := \frac{1}{\lambda_j} E[G'Gr_i \times G'^{T} Gr_i], \]
\[ C_{ji} := \frac{1}{\lambda_j} E[G'GG'r_i \times G'^{T} GGr_i]. \]

For minimal EMP II one can find in a similar way:

\[ M_{2} = \begin{bmatrix} C_{41} & C_{41} & C_{41} \\ C_{41} & C_{41} + B_{42} & C_{41} + B_{42} \\ C_{41} + B_{42} & A_{43} + C_{41} + B_{42} \end{bmatrix}. \]

Information matrix of minimal EMP III is as follows:
\[ M_3 = \begin{bmatrix} B_{31} + C_{41} & C_{41} + B_{31} & C_{41} \\ C_{41} + B_{31} & C_{41} + B_{31} + A_{32} & C_{41} + B_{42} \\ C_{41} & C_{41} + B_{42} & C_{41} + B_{42} \end{bmatrix}. \]  

(21)

Finally, minimal EMP IV yields the information matrix:

\[ M_4 = \begin{bmatrix} A_{21} + C_{41} & C_{41} & C_{41} \\ C_{41} & C_{41} & C_{41} \\ C_{41} & C_{41} + A_{43} \end{bmatrix}. \]  

(22)

If we additionally adopt the conditions stated in Assumption 2.2, we have that \( A_{ji} = A, B_{ji} = B \) and \( C_{ji} = C \) in (16)-(22). By inverting the information matrix of each EMP we obtain the covariance matrices for each parameter estimates, which are displayed in Table 1.

| EMP/θ | \( \hat{θ}_1 \) | \( \hat{θ}_2 \) | \( \hat{θ}_3 \) |
|-------|----------------|----------------|----------------|
| I     | \( A^{-1} \)   | \( A^{-1} + B^{-1} \) | \( B^{-1} + C^{-1} \) |
| II    | \( B^{-1} + C^{-1} \) | \( A^{-1} + B^{-1} \) | \( A^{-1} \) |
| III   | \( f(A, B, C) \) | \( [A + (2B^{-1} + C^{-1})]^{-1} \) | \( f(A, B, C) \) |
| IV    | \( A^{-1} \)   | \( 2A^{-1} + C^{-1} \) | \( A^{-1} \) |

Notice that EMPs I and II are symmetrical, that is, they yield the same results but in the reverse order. For these two EMPs the key observations made in the previous section are also valid as can be seen from Table 1. The covariance matrix of \( \hat{θ}_1 \) does not depend on additional measurements in EMP I, while \( \text{cov}(\hat{θ}_3) \) in EMP II does not depend on the first and second input signals. We will show later that this result also holds for an arbitrary number of nodes. If we consider the covariances of \( \hat{θ}_1 \) and \( \hat{θ}_2 \) from EMP I in the three nodes case, we can see from Table 1 that EMP I in the four nodes case does not improve the corresponding accuracy of \( \hat{θ}_1 \) and \( \hat{θ}_2 \) with respect to the three nodes counterpart. This implies that adding a new measurement (from three nodes to four nodes) for EMP I does not improve the precision of the parameter estimates under Assumptions 2.1 and 2.2. The covariances of \( \hat{θ}_1 \) and \( \hat{θ}_3 \) are the same in EMP IV, which corresponds to \( \hat{θ}_1 \) in EMP I and \( \hat{θ}_3 \) in EMP II. This phenomenon is linked to how the location of excitations and measurements is distributed in the EMPs. We will show later in Section 5 when this effect happens for general cascade networks.

Conversely to the three nodes cascade network case where all minimal EMPs lead to equivalent overall accuracy, in the four nodes case there is a minimal EMP that provides better precision. The next result shows that minimal EMP III yields a smaller trace of the covariance matrix than EMPs I and II.

\[ M_{31} = \begin{bmatrix} B_{31} + C_{41} & C_{41} + B_{31} & C_{41} \\ C_{41} + B_{31} & C_{41} + B_{31} + A_{32} & C_{41} + B_{42} \\ C_{41} & C_{41} + B_{42} & C_{41} + B_{42} \end{bmatrix}. \]

\[ M_{41} = \begin{bmatrix} A_{21} + C_{41} & C_{41} & C_{41} \\ C_{41} & C_{41} & C_{41} \\ C_{41} & C_{41} + A_{43} \end{bmatrix}. \]

\[ \text{tr}(M_3) \leq \text{tr}(M_4), \]

\[ \text{tr}(M_4) \leq \text{tr}(M_3). \]

This result implies that under Assumptions 2.1 and 2.2 using EMP III is more advantageous than EMPs I and II. As for EMP IV there are values of the modules for which EMP IV can be made better than the others. EMP III will be more accurate than any other minimal EMP if:

\[ \text{tr}(P_3) \leq \text{tr}(P_4). \]

(23)

\[ \text{tr}(P_4) > \text{tr}(P_3). \]

(24)

\[ A^{-1} > (A + (2B^{-1} + C^{-1})^{-1})^{-1}, \]

\[ A^{-1} + B^{-1} > [A^{-1} + B^{-1}]^{-1} + B^{-1} + C^{-1}]^{-1}, \]

\[ B^{-1} + C^{-1} > [A^{-1} + B^{-1}]^{-1} + [B^{-1} + C^{-1}]^{-1}, \]

\[ A^{-1} + B^{-1} + C^{-1} > 0, \]

\[ A^{-1} + B^{-1} > 0, \]

\[ B^{-1} + C^{-1} > 0, \]

\[ 3A^{-1} + C^{-1} \geq A^{-1} + 2B^{-1} + C^{-1} \]

Theorem 4.1. Consider a 4-nodes cascade network with dynamic matrix (2), for \( n = 4 \). Under Assumptions 2.1 and 2.2, minimal EMP III yields a smaller trace of covariance matrix than minimal EMPs I and II:

\[ \text{tr}(P_3) \leq \text{tr}(P_1) = \text{tr}(P_2). \]

Proof. To prove (23) we are going to compare the covariance of each module of both minimal EMPs in Table 1. If the following conditions hold:

\[ A > B \implies \text{tr}(A) > \text{tr}(B), \]

then \( \text{tr}(P_1) > \text{tr}(P_3) \). This follows from the implication: \( A > B \implies \text{tr}(A) > \text{tr}(B) \), with \( A > B \) in the sense that \( A - B > 0 \) is positive definite. The above conditions can be made equivalent to:

\[ A^{-1} > (A + (2B^{-1} + C^{-1})^{-1})^{-1}, \]

\[ A^{-1} + B^{-1} > [A^{-1} + B^{-1}]^{-1} + [B^{-1} + C^{-1}]^{-1}, \]

\[ B^{-1} + C^{-1} > [A^{-1} + B^{-1}]^{-1} + [B^{-1} + C^{-1}]^{-1}, \]

\[ A^{-1} + B^{-1} + C^{-1} > 0, \]

\[ A^{-1} + B^{-1} > 0, \]

\[ B^{-1} + C^{-1} > 0, \]

after some manipulation and using the fact that \( A \succ B \iff A^{-1} \preceq B^{-1} \). The last two conditions hold true since they define the covariance matrices of \( \hat{θ}_2, \hat{θ}_3 \) in Table 1 for EMP I. Condition (27) holds by definition and it was obtained using the matrix inversion lemma.

This result implies that under Assumptions 2.1 and 2.2 using EMP III is more advantageous than EMPs I and II. As for EMP IV there are values of the modules for which EMP IV can be made better than the others. EMP III will be more accurate than any other minimal EMP if:

\[ \text{tr}(P_3) \leq \text{tr}(P_4). \]

(23)

\[ \text{tr}(P_4) > \text{tr}(P_3). \]

From (17)-(18) we notice that for “large” values of \( G \) the above expression will hold true. The rationale is that \( A \) is filtered by \( G \) to produce \( B \), which implies that for “large” values of \( G \) the expression \( B - A \) will tend to be positive definite. In this scenario, EMP III will be the experimental setting that yields the smaller trace of the covariance matrix. The dependence of the estimates’ accuracy on the “size” of some modules come as no surprise as observed in Mapurungu & Bazanella (2021b). To further investigate this property in a more general setting we will consider a numerical example using modules with FIR structure.
Example 4.1. Consider a four nodes cascade network with FIR structured modules:

\[ G_1(q) = \sum_{k=0}^{M} g_k q^{-k}. \] (30)

We have simulated 50,000 different networks and for each run we picked the minimal EMP with smallest trace of the covariance matrix. Each module was obtained as the impulse response of a discrete-time second order low pass Butterworth filter sampled at 1 Hz and with normalized cutoff frequency randomly selected from [0.1, 0.4]. At each run the impulse response is truncated as in (30) such that \( |g_l| < 10^{-4} \) for \( l > M \). Five scenarios were analyzed: \( S_1 \) where Assumptions 2.1 and 2.2 hold, the second \( S_2 \) where only Assumption 2.2 holds. The remaining three scenarios are set under Assumption 2.2, but in each scenario the first parameter of one module is multiplied by ten. For the third scenario \( S_3 \) the selected module is the first one \( G_1 \), while we modified \( G_2 \) in the fourth \( S_4 \), and \( G_3 \) in the fifth scenario \( S_5 \). Table 2 displays how often each minimal EMP was selected as the best for all scenarios considered.

| Scenario | EMP I (%) | EMP II (%) | EMP III (%) | EMP IV (%) |
|----------|-----------|------------|-------------|------------|
| \( S_1 \) | 0         | 0          | 100         | 0          |
| \( S_2 \) | 0         | 0          | 96.65       | 3.35       |
| \( S_3 \) | 54.15     | 0          | 0           | 45.85      |
| \( S_4 \) | 0         | 0          | 100         | 0          |
| \( S_5 \) | 54.20     | 0          | 0           | 45.80      |

What this example shows is that, when all factors are equal as in scenario \( S_1 \), EMP III provides the most accurate estimates. Even when we consider different modules, as in scenario \( S_2 \), we have that EMP III still provides the best results in the vast majority of the cases. The remaining scenarios were designed to illustrate the “size” effect of some modules. In fact, in scenario \( S_3 \) the only selected EMPs were I and IV, and in \( S_4 \), no EMPs were chosen. The same effect is behind the scenarios \( S_4 \) – where EMP III is the only one for which \( G_2 \) is a direct module – and \( S_5 \) for which \( G_3 \) is a direct module of EMPs II and IV. These results are expected since similar results were obtained for space-state cascade networks in Mapurunga & Bazanella (2021b), which can be interpreted as first order FIR networks. In Section 6 we will explore more structures and we will observe similar results as those in Table 2.

The dominance of EMP III with respect to the others is related to its structure. In this EMP, nodes near the source are excited, while nodes near the sink are measured. This structure represents a more balanced pattern since EMP III has equal shares of excitations and measurements and they are distributed such that half of the network provides information for the other half. This kind of EMP will also have an advantage over others in a cascade network with \( n \) number of nodes.

Now if we relax Assumption 2.2 and consider Assumption 2.1 only, one can get a similar result as Theorem 3.1 by inverting (16), (11), and (20).

Theorem 4.2. Consider a cascade network with four nodes and dynamic matrix as in (2). Under Assumption 2.1 we have the following.

1. If \( SNR_{32} > SNR_{21} \) and \( SNR_{42} > SNR_{31} \), then EMP II yields more accurate results than EMP I.
2. If \( SNR_{32} > SNR_{43} \), then EMP III results in better accuracy than EMP I.
3. If \( SNR_{32} > SNR_{21} \), then EMP III is more accurate than EMP II.

Proof. Let us start with item 1. We first notice that under Assumption 2.1 the following holds: \( A_{ji} = \frac{\sigma^2_j}{\lambda_i} \Gamma_A \), and \( B_{ji} = \frac{\sigma^2_j}{\lambda_i} \Gamma_B \). From (16)-(22) and Table 1 we have that EMP II is more accurate than EMP I if:

\[ A_{21} - A_{43} > 0 \iff \left( \frac{\sigma^2_j}{\lambda_2} - \frac{\sigma^2_j}{\lambda_4} \right) \Gamma_A > 0, \]
\[ B_{31} - B_{42} > 0 \iff \left( \frac{\sigma^2_j}{\lambda_3} - \frac{\sigma^2_j}{\lambda_4} \right) \Gamma_B > 0, \]

from which follows the expressions for item 1. Now, items 2 and 3 can be proved in a similar fashion, for this reason we prove only the former. From the information matrix (21) and the expressions (24) and (25) in Theorem 4.1 we have that EMP III is more accurate than EMP I if:

\[ A_{21}^{-1} - [A_{32} + B_{31}^{-1} + B_{42}^{-1} + C_{41}^{-1}]^{-1} \iff [A_{32} + B_{31}^{-1} + B_{42}^{-1} + C_{41}^{-1}]^{-1} \Gamma_A > 0, \]
\[ A_{21}^{-1} + B_{31}^{-1} - [A_{32} + B_{31}^{-1} + B_{42}^{-1} + C_{41}^{-1}]^{-1} \iff [A_{32} + B_{31}^{-1} - [A_{32}^{-1} + B_{31}^{-1}]^{-1} + B_{42}^{-1} + C_{41}^{-1}]^{-1} > 0 \iff \left( \frac{\sigma^2_j}{\lambda_3} - \frac{\sigma^2_j}{\lambda_2} \right) \Gamma_A > 0. \]

From the above expression one can infer the conditions stated in this Theorem, since expression (26) holds generally also in this case.

The first result is a direct extension of the result in Theorem 3.1. These results reveal that the selection of the best EMP will also depend on the SNRji relationship among some nodes. It is worth noticing the comparison between EMPs III and I and also between EMPs III and II. In both cases, the key factor is the difference among the SNRji’s of the direct modules of EMPs III (\( G_2 \)), I (\( G_1 \)), and II (\( G_3 \)).

We have shown that the principles from the previous section are valid for the four node networks. As demonstrated in the last section, EMPs I and II provide equal
overall accuracy, since they are mirrored versions of each other. However, in contrast with the case of networks with three nodes, EMP III yields better precision when compared to EMPs I and II. For FIR cascade networks EMP III dominates over all other minimal EMPs. A principle that emerges from this result is that EMP III yields better accuracy due to its uniform pattern with equal shares of excitations and measurements. In fact, this principle was already observed for state-space cascade networks in Mapurunga & Bazanella (2021b), and it is also valid for cascade networks with more nodes as we will show in Section 5. When the network is not uniformly excited, we have extended the result from the previous section and we have show that comparison among the EMPs I-II and III can be made based on the SNRji of the direct modules. The influence of the direct modules is clear in the case of FIR networks, when other factors are equal i.e. in a uniformly excited network, the EMPs with “large” direct modules have an advantage over the others.

5. The general case

In the previous sections we considered cascade dynamic networks with just a few number of nodes. Under Assumptions 2.1 and 2.2, we have observed the following. Minimal EMPs I and II yield the same accuracy for cascade networks with three and four nodes. However, in the four nodes cases, EMP III outperforms EMPs I and II with respect to the trace of the covariance matrix. In this section, we will show that the phenomenon of yielding similar covariances matrices is not unique to EMPs I and II. We provide a result that characterizes all minimal EMPs with same overall accuracy. Furthermore, we will show that, as in the 4 nodes case, there is a minimal EMP that results in better estimates when compared to other minimal EMPs.

The reason that minimal EMPs I and II yield, under Assumptions 2.1 and 2.2, same overall accuracy is due to the symmetry of excitation and measurements. This happens because these EMPs are mirrored versions of each other. For EMP I, we excite only the source and measure the other nodes, while for EMP II it holds the converse, only the sink is measured and the other nodes are excited. We now introduce the concept of mirrored EMP as follows.

**Definition 5.1.** Consider an n-nodes cascade network, for which minimal EMP IX (BIX, CIX) and minimal EMP XI (BXI, CXI) apply. Minimal EMP XI is a mirrored version of minimal EMP IX if the set of excited and measured nodes are formed as BXI = {n − j | j ∈ CI} and CXI = {n − j + 1 | j ∈ BI}.

This definition implies that there is a symmetry with respect to the source and sink nodes for any minimal EMP and its mirrored version. If there is an excited (measured) node that is k nodes ahead from the source, then in the mirrored EMP the node that is k nodes behind the sink must be measured (excited). Using this definition we see that EMP II is a mirrored version of EMP I and vice-versa. With this definition at hand we are in position to state the next result, which relates the accuracy of a given EMP and its mirrored version.

**Theorem 5.1.** Consider an n-nodes cascade network for which there are minimal EMPs that apply. Under Assumptions 2.1 and 2.2, a minimal EMP and its mirrored version have the same overall accuracy.

**Proof.** We are going to show that for a minimal EMP and its mirrored version, the information matrix can be written as:

$$M = Q\overline{M}Q^T$$  \hspace{1cm} (31)

where $\overline{M}$ is the information matrix associated with the mirrored version of an EMP and

$$Q = \begin{bmatrix} 0 & \cdots & \cdots & 0 & 0 & I \\ 0 & \cdots & \cdots & 0 & I & 0 \\ 0 & \cdots & I & 0 & 0 \\ I & \cdots & 0 & 0 & 0 \end{bmatrix}.$$  

Notice that $Q = Q^T = Q^{-1}$ is a permutation matrix, thus both trace and determinant of $M$ and $\overline{M}$ are equal. The effect of pre and pos multiplying $Q$ is equivalent to reversing the order of the rows and columns of $M$. Therefore, we just need to show that a mirrored version of an EMP has information matrix with reversed rows and columns. Now, we can decompose the gradient of the optimal predictor according to the transfer function from input $i$ to output $j$ as:

$$\psi_{ji} = \begin{bmatrix} \frac{\partial G_{i}}{\partial \rho_{j}} & \frac{\partial G_{i}}{\partial \rho_{k}} & \cdots & \cdots & \frac{\partial G_{i}}{\partial \rho_{n-j}} \\ 0 & 0 & \cdots & \cdots & 0 \\ \vdots & \vdots & \ddots & \ddots & \vdots \\ 0 & 0 & \cdots & \cdots & 0 \\ 0 & 0 & \cdots & \cdots & 0 \\ \end{bmatrix} = \begin{bmatrix} \frac{\partial G_{n-j}}{\partial \rho_{j}} & \frac{\partial G_{n-j}}{\partial \rho_{k}} & \cdots & \cdots & \frac{\partial G_{n-j}}{\partial \rho_{n-j}} \\ 0 & 0 & \cdots & \cdots & 0 \\ \vdots & \vdots & \ddots & \ddots & \vdots \\ 0 & 0 & \cdots & \cdots & 0 \\ 0 & 0 & \cdots & \cdots & 0 \\ \end{bmatrix}$$  \hspace{1cm} (32)

where $\rho_{ji} \triangleq \prod_{k=1}^{j-1} G_{k} r_{i}$, and $0 \in \mathbb{R}^{k}$ is a vector filled with zeros. Let $M_{ji} \triangleq \frac{1}{\sum_{j \in C_{i}}} \psi_{ji}^T \psi_{ji}$. The information matrix can be obtained as: $M = \sum_{j \in C_{i}} M_{ji}$. From the structure of $\psi_{ji}$, the first $i-1$ block rows and columns of $M_{ji}$ are zero. Similarly, the last $n-j$ block rows of $M_{ji}$ are also zero. Under Assumptions 2.1 and 2.2, it holds that all nonzero elements of $\psi_{ji}$ are equal, which implies that the elements of $M_{ji}$ are the same. Consider an arbitrary EMP defined by its set of excited nodes $B$ and measured nodes $C$. For each pair $j \in C$ and $i \in B$, there is a reflected version of $\psi_{ji}$ in the mirrored EMP, such that:

$${\overline{\psi}}_{n-i+1,n-j+1} = \begin{bmatrix} G'_{n-j+1} & \frac{\partial G'_{n-j+1}}{\partial \rho_{n-j+1,n-j+1}} & \cdots & \cdots & \frac{\partial G'_{n-j+1}}{\partial \rho_{n-j+1,n-1}} \\ \vdots & \ddots & \ddots & \ddots & \vdots \\ 0 & \cdots & \cdots & \cdots & 0 \\ \end{bmatrix}.$$
This means that $\lambda_{n-i+1,n-j+1}$ is a reversed, from top to bottom, version of $\lambda_{i,j}$. From this relationship, we have that $\mathcal{M}_{n-i+1,n-j+1}$ can be written as $QM_{ji}Q^T$. Therefore, the information matrix of the mirrored EMP is as follows

$$\mathcal{M} = \sum_{k \in \mathcal{C}, i \in \mathcal{B}} QM_{kj}Q^T = \sum_{j \in \mathcal{C}, i \in \mathcal{B}} QM_{ji}Q^T = QMQ^T.$$ 

This Theorem gives a framework for which one can exchange an excitation for a measurement (or the converse) without affecting the overall accuracy of the estimates. This property reveals a duality between excitation and measurement for which the key property is the symmetry of the EMPs for the cascade network. Among the EMPs there is always a mirrored EMP that yields the same accuracy under Assumptions 2.1 and 2.2. However, for some minimal EMPs, the mirrored equivalent is not a different EMP but the EMP itself. This will be the case when the EMP is symmetrical with respect to the excitation and measurements. For cascade networks with an odd number of nodes, there are no minimal EMPs identical to their mirrored versions. Therefore, the number of minimal EMPs for the cascade network. Among the EMPs they have shown that this does not happen. However, an extension of this reasoning holds when we consider EMP and its quality is related to the equality between the first module in EMP I is not improved by other measurements and valid for any $n$ nodes cascade network.

In a similar way, the observations made in Section 3 for minimal EMPs I and II can be further generalized. As we have seen in Section 3 and 4, accuracy of the first module in EMP I is not improved by other measurements and its quality is related to the equality between the first two modules of the network. In Wahlberg et al. (2009), the authors have conjectured that a similar phenomenon would apply instead to the last module in EMP I, but they have shown that this does not happen. However, an extension of this reasoning holds when we consider EMP II. This conclusion is dependent on the EMP employed. The next result formalizes the above statements.

**Theorem 5.2.** Consider an $n$-nodes cascade network with dynamic matrix as in (2), for which minimal EMPs apply. The following holds:

1. The accuracy of $\bar{\theta}_1$ in any minimal EMP such that $2 \in \mathcal{C}$ and $G_1 \equiv G_2$ is not improved by any additional excitation signals or measurements;

2. The accuracy of $\bar{\theta}_{n-1}$ in any minimal EMP such that $n-1 \in \mathcal{B}$ and $G_{n-2} \equiv G_{n-1}$ is not improved by any additional excitation signal or measurements.

**Proof.** First, let us prove item 1. We decompose the gradient of the optimal predictor as in (32). Thus, the information matrix can be written as $M = \sum_{j \in \mathcal{C}, i \in \mathcal{B}} \frac{1}{\lambda_{ji}} E\psi_i \psi_j^T$. Notice, however, that for any $\psi_i$ for $j,i \geq 3$ there is no dependence on $G_1$ and $G_2$. The only terms that have the influence of $G_1$ and $G_2$ are $\psi_{k1}$ for $k = 2, \ldots, n$. Since we assume that $G_1 \equiv G_2$, we have that the first and second block rows of any $\psi_i$ are exactly the same. Therefore, the same holds for $M$ with exception of the first block element. Since $2 \in \mathcal{C}$ the term $\psi_{21}$ appears in $M$ and is the only term which adds only to the first block element. Thus, we can write $M$ as:

$$M = \begin{bmatrix} A + X_1 & X_1 & \cdots & X_n \\ X_1 & X_1 & \cdots & X_n \\ \vdots & \vdots & \ddots & \vdots \\ X_n & X_n & \cdots & X_n \end{bmatrix},$$

where $A \triangleq N/\lambda_2 E G'_1 r_1 G'_1 r_1$. Now, define:

$$Q \triangleq \begin{bmatrix} I & -I & 0 & \cdots & 0 \\ 0 & I & 0 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & 0 & \cdots & \tilde{Q}_{11} & \tilde{Q}_{12} \\ 0 & 0 & \cdots & \tilde{Q}_{12} & \tilde{Q}_{22} \end{bmatrix}.$$ 

The covariance matrix can thus be obtained as $P_1 = Q^T M^{-1} Q$, where

$$M^{-1} = \begin{bmatrix} A^{-1} & 0 \\ 0 & \tilde{S}_{22} \end{bmatrix}.$$ 

Thus, the accuracy of the first module is independent of the rest of the network signals under the conditions stated. We can proceed similarly in the proof of item 2. However, for this case, we have that the last two block rows are exactly the same, since $G_{n-2} \equiv G_{n-1}$ and $n-2 \in \mathcal{B}$. The term $\psi_{n,n-1}$ adds only to the last block element in last block row. The corresponding covariance matrix can be obtained as:

$$P_2 = \begin{bmatrix} \tilde{P}_{11} & \tilde{P}_{12} \\ \tilde{P}_{12} & A^{-1} \end{bmatrix},$$

where $A \triangleq N/\lambda_n E G'_{n-1} r_{n-1} G'_{n-1} r_{n-1}$. Therefore, the accuracy of the last module is independent of the network signals under the conditions stated.

The results presented in this theorem come as no surprise. They can be interpreted as follows. The additional information about $G_1$ that the network signals could provide is only through the measurements. Thus, not even in the case when all signals are measured the accuracy of $G_1$ is improved when $G_1 \equiv G_2$ and $2 \in \mathcal{C}$. The dual situation happens with $G_{n-1}$ and the additional excitation signals.

We have shown in Theorem 4.1 that for a four nodes cascade network EMP III achieves better overall accuracy when compared to EMPs I and II. A principle that emerged from this result is that it would be better to excite the nodes near the source and measure the remaining nodes close to the sink. This observation will also be true for networks with an arbitrary number of nodes as
shown in Section 6. Due to the complexity of the covariance expressions we will only provide an analytical result for 5-nodes networks. This result will naturally extend to cascade networks with more nodes.

**Theorem 5.3.** Consider a cascade network with five nodes. Under Assumptions 2.1 and 2.2, a smaller trace of the covariance matrix is obtained by EMP III: \((\{1,2\}, \{3,4,5\})\) when compared to EMP I: \((\{1\}, \{2,3,4,5\})\).

**Proof.** First we notice that the covariance of corresponding parameter estimates under EMP I is the same as shown in (8) and Table 1. More generally, one can show that the covariance of the parameter estimates for EMP I are:

\[
\text{cov}(\hat{\theta}^I_1) = X_i^{-1} + X_{i-1}^{-1},
\]

where \(X_i = \frac{1}{\lambda} \mathbb{E}G^T \prod_{k=0}^{i-1} Gr_1 \times G^T \prod_{k=0}^{i-1} Gr_1\). Now, we only need to show that:

\[
\begin{align*}
\text{cov}(\hat{\theta}^I_1) &> \text{cov}(\hat{\theta}^{III}_2), \text{cov}(\hat{\theta}^I_2) > \text{cov}(\hat{\theta}^{III}_1), \\
\text{cov}(\hat{\theta}^I_3) &> \text{cov}(\hat{\theta}^{III}_4), \text{cov}(\hat{\theta}^I_4) > \text{cov}(\hat{\theta}^{III}_3).
\end{align*}
\]

After lengthy calculations, this is equivalent to:

\[
\begin{align*}
A^{-1} &\succ \\
[A + [B^{-1} + [B^{-1} + C^{-1}]^{-1} + [C^{-1} + D^{-1}]^{-1}]^{-1} &\succ [A^{-1} + B^{-1}]^{-1} + [B^{-1} + C^{-1}]^{-1} + [C^{-1} + D^{-1}]^{-1}]^{-1} \\
B^{-1} &\succ [B + [Z_1^{-1} + [B + [C^{-1} + D^{-1}]^{-1}]^{-1}]^{-1} &\succ [C + [Z_2^{-1} + [C + [A^{-1} + B^{-1}]^{-1}]^{-1}]^{-1}.
\end{align*}
\]  

(33)  

(34)  

(35)  

(36)

where \(A, B\) and \(C\) are defined as (17)-(19), \(D \doteq \sum_{\mathcal{N}} \mathbb{E}G^T G^3 r \times G^T G^3 r\) and

\[
\begin{align*}
0 &\prec Z_1 \doteq C - [B + C][A + 2B + C]^{-1}[B + C], \\
0 &\prec Z_2 \doteq D - [C + D][B + 2C + D]^{-1}[C + D].
\end{align*}
\]

By applying the matrix inversion lemma on the right side of (33)-(36) we get positive definite expressions by definition.

Now we have established that there is a minimal EMP which provides better accuracy than at least another minimal EMP. Since mirrored EMPs yield equal overall accuracy, the same conclusion is valid for the mirrored versions of EMPs stated in this Theorem. For a more general case where Assumptions 2.1 and 2.2 do not hold, we expect that these EMPs will tend to perform better. Indeed, this will be observed in the numerical results presented in the next section. We also point to the fact that EMP I applied to an \(n\) nodes cascade network does not improve any estimates with respect to a \(n-1\) nodes. This does not happen with other minimal EMPs, like those where the first nodes are excited and the last ones are measured.

In summary, we have established three principles that influence the accuracy of the modules’ estimates in a cascade network. Firstly, we demonstrated that “mirrored” minimal EMPs provide the same overall accuracy. Therefore, we expect that when all quantities involved are arbitrary, there is no preferred choice between a particular EMP and its mirrored version. This choice will depend upon the magnitude of certain modules within the network and the SNR\(_j\) of some nodes. Moreover, we demonstrated a topological principle for cascade networks: minimal EMPs where the nodes near the source are excited and the nodes close to the sink are measured yield most accurate results under Assumptions 2.1 and 2.2. This principle was previously observed in Mapurunga & Bazanella (2021b) and it is once more confirmed for general cascade networks. Finally, the key observations of Wahlberg et al. (2009) - see Section 3, were shown to be dependent not only on common dynamics between some modules but also on the experimental setting employed.

### 6. Numerical Analysis

In this section we analyze how the different factors presented so far work together and how they compare with each other. This is done through numerical experiments that demonstrate that the guiding principles developed until now also apply to the general case of \(n\)-nodes networks.

For the numerical experiments we consider that the following will be valid in all experiments. A total of 10,000 network simulations will be performed. In each run we consider cascade networks with cardinality from four to eight nodes. All signals involved are realizations of Gaussian white noise processes. The input \(\{r_i(t)\}\) is zero-mean Gaussian with variance \(\sigma^2_1\) for \(i \in \mathcal{B}\), while the corrupting noise \(\{e_j(t)\}\) is also zero mean process, but with variance \(\lambda_j\) for \(j \in \mathcal{C}\). A new realization of the random signals involved is performed at each run of the simulation. With respect to the EMPs, we will consider two scenarios:

(i) Assumption 2.2 holds. For this scenario we have chosen \(\sigma^2_i = 1, \forall i \in \mathcal{B}\) and \(\lambda_j = 0.01, \forall j \in \mathcal{C}\).

(ii) For the second analyzed scenario the variances \(\sigma^2_i\) and \(\lambda_j\) will be drawn from a uniform distribution \((0.001, 50)\).

We remark that the numerical values of the SNR in the first scenario do not influence the decision of the best minimal EMP, since in this case the choice depends only on the numerical parameters and the EMP itself. For each cardinality of the network we will choose at every run a best EMP, the one with smallest trace of the covariance.
matrix. Due to space restrictions, we are going to list just the two best minimal EMPs for each cardinality. With respect to the structure of each model we will consider two structures: first and second order transfer functions. The first order module is parametrized as:

$$G_1(q, \theta_1) = \frac{b_1}{q + a_1},$$  \hspace{1cm} (37)

where \( \theta_1 = [a_1, b_1]^T \). In each run of the numerical simulation each parameter is randomly selected. Each module’s parameter \( a_1 \) is sampled from \( \mathcal{U}(0.1, 0.9) \), while \( b_1 \)'s are sampled from \( \mathcal{U}(0.5, 2) \). The results obtained for the first order transfer function (37) under scenarios (i) and (ii) are displayed in Table 3, which shows the frequency in which the two most selected EMPs were chosen as the best for cascade networks with number of nodes from 4 up to 8.

The results from this Table show that for all network cardinalities the best minimal EMP was the one where the nodes near the source were excited and the nodes near the sink were measured. Thus, the results obtained for cascade networks with four nodes are also valid for larger networks even when Assumptions 2.1 and 2.2 do not hold.

For small cardinalities, such as four nodes, the difference in frequency was more than two times with respect to the runner-up EMP, while for bigger cardinalities a slightly increase in the frequency was observed. Notice that the best EMP and the runner up for five and seven nodes are mirrored EMPs and they provide similar accuracy. This means that together they account for almost half of the selections for fives nodes and a fifth for seven nodes case. The decrease in percentage of the best EMP when we increase the cardinality of the network is also due to the large number of available minimal EMPs, for instance, for a network with cardinality eight there are a total of 64 minimal EMPs to choose.

Once we have observed that exciting the first nodes and measuring the last ones is the best approach, we wonder by how much the best EMP yields better precision than the others. This is a crucial aspect since one could benefit simply from choosing the structure of excitations and measurements in the network. To answer this question we have compared the ratio of the trace of covariance matrices obtained by the best EMP and the runner-up and also the ratio between the best EMP and the worst EMP for the results displayed in Table 3. We depict in Table 4 the median of the ratio best/runner up and best/worst for the two scenarios analyzed.

### Table 3: How often the two best minimal EMPs \((B, C)\) were selected considering first order modules for scenario (i) - under Assumption 2.2 - and (ii) where all quantities were randomly selected.

| \( n \) | Scen. | best EMP | % | runner-up EMP | % |
|---|---|---|---|---|---|
| 4 | (i) \(((1,2),(3,4))\) | 54.12 \(((1,3),(2,4))\) | 21.25 | |
| 5 | (i) \(((1,2),(3,4))\) | 24.79 \(((1,2),(4,5))\) | 24.72 | |
| 6 | (i) \(((1,2),(4,5,6))\) | 18.88 \(((1,2),(4,5,6))\) | 16.72 | |
| 7 | (i) \(((1,2,3),(4,5,6))\) | 12.47 \(((1,2,3),(4,5,6))\) | 11.78 | |
| 8 | (i) \(((1,2,3),(4,5,6,8))\) | 10.81 \(((1,2,3),(4,5,6,8))\) | 8.3 | |

We see in this Table that for small network cardinalities (four and five nodes) we can have from 30% up to almost double precision improvement compared to the runner-up minimal EMP. Whereas the situation for larger cardinalities we have improvements of at least 8% (for the eight nodes case). The situation dramatically changes when the best EMP is compared to the EMP that yielded worst accuracy. For a network with few nodes we have at least ten times better precision and for larger networks this number grows even bigger to 555 (for eight nodes). The large difference observed for cardinalities with more than six nodes is partly due to well-known fact that when we increase the number of parameters the variance also increases. Therefore, for larger networks it is even more important to not choose an EMP arbitrarily.

Now, for the second order transfer function we adopt the following structure:

$$G_2(q, \theta_1) = \frac{\theta_{11}q + \theta_{12}}{q^2 + \theta_{33}q + \theta_{44}}.$$  \hspace{1cm} (38)

The poles of \( G_2(q, \theta_1) \) are randomly selected from the right side of the unitary disk, while the zeros are drawn from a disk with radius three. We have performed the same experiments that we have done for first order modules. Similar results to Table 3 are presented in Table 5.

As can be observed from this Table, the results obtained for first order modules are also valid for second order modules. Once more, there is a minimal EMP that is selected more often than others, the one where nodes near the source are excited and the nodes near the sink are measured. These results suggest that the principles derived from the analysis under Assumptions 2.1 and 2.2 can be applied as guidelines for the selection of the best EMPs.

We also have analyzed the gains in accuracy of the best EMP compared to the runner up EMP and the worst EMP, which are displayed in Table 6.
Table 5: How often the best minimal EMPs \((B, C)\) were selected for second order modules under scenarios (i) (Assumption 2.2) and (ii).

| \(n\) | best EMP | \% | runner-up EMP | \% |
|------|----------|----|--------------|----|
| 4    | (i) \{(1,2), \{3,4\}\} | 57.38 | (i) \{(1,3), \{2,4\}\} | 17.7 |
|      | (ii) \{(1,2), \{3,4\}\} | 49.7 | (i) \{(1,2), \{3,4\}\} | 18.09 |
| 5    | (i) \{(1,2,3), \{4,5\}\} | 29.06 | (i) \{(1,2), \{3,4,5\}\} | 28.64 |
|      | (ii) \{(1,2), \{3,4,5\}\} | 27.55 | (i) \{(1,2,3), \{4,5\}\} | 23.86 |
| 6    | (i) \{(1,2,3), \{4,5,6\}\} | 24.36 | (i) \{(1,2,4), \{3,5,6\}\} | 17.76 |
|      | (ii) \{(1,2,3), \{4,5,6\}\} | 18.78 | (i) \{(1,2,4), \{3,5,6\}\} | 12.83 |
| 7    | (i) \{(1,2,3), \{4,5,6,7\}\} | 13.56 | (i) \{(1,2,3,4), \{5,6,7\}\} | 13.17 |
|      | (ii) \{(1,2,3,4), \{5,6,7\}\} | 11.05 | (i) \{(1,2,3,4), \{5,6,7\}\} | 10.2 |
| 8    | (i) \{(1,2,3,4,5,6,7,8\}\} | 10.6 | (i) \{(1,2,3,5,6,7,8\}\} | 6.85 |
|      | (ii) \{(1,2,3,4,5,6,7,8\}\} | 7.22 | (i) \{(1,2,3,5,6,7,8\}\} | 5.33 |

Table 6: Median of the trace of covariance matrix ratio between the best EMP and the runner up and between the best EMP and worst EMP for second order modules.

| \(n\) | (i) Under Assumption 2.2 | (ii) All random |
|------|-----------------|----------------|
|      | runner-up | worst EMP | runner-up | worst EMP |
| 4    | 1.72 | 7.46 | 2.09 | 11.72 |
| 5    | 1.52 | 17.57 | 1.75 | 31.35 |
| 6    | 1.44 | 37.10 | 1.61 | 71.29 |
| 7    | 1.39 | 72.41 | 1.51 | 153.80 |
| 8    | 1.37 | 136.27 | 1.47 | 288.92 |

estimates. In the case of second order modules the difference from the runner up is even larger than in the first order module, ranging from at least 37\% better to more than twice the precision.

From the thousands of numerical experiments performed we have seen that the principles derived for the analytical results are also observed in the more general case where the network is arbitrarily excited and with different modules. Firstly, mirrored EMPs tend to have a similar performance on the accuracy of the estimates. Secondly we have observed that minimal EMPs where the first half of the nodes are excited while the remaining nodes are measured tend to give most accurate results. For any minimal EMP there are competing factors that will influence the decision of which EMP provides the most accurate estimates. On one hand, there is the influence of the SNR at some nodes on the precision of the parameter estimates. On the other hand, the magnitude of the modules’ parameters may be a key decider for accuracy of the estimates. In any case, the structure of the excitations and measurements plays a major role in the selection of the best EMP as evidenced by the numeric examples.

7. Conclusion

In this work we have investigated how the allocation of excitations and measurements influences the accuracy of the parameter estimates obtained by the prediction error method in a linear cascade network. A variance error matrix was carried out to determine which EMP yields the most accurate estimates using the minimum number of excitations and measurements combined. Accuracy was assessed through the trace of the Cramer-Rao lower bound matrix of the parameters’ estimates.

We have established a number of key factors that influence the accuracy in cascade networks based either on analytical results or on an extensive numerical analysis, or both. These factors together form fundamental principles that an experiment design should account for when the objective is to decide which EMP yields the most accurate results. The first factor is a topological principle that states that EMPs where the first half nodes are excited and the remaining nodes are measured yield the most accurate estimates. Secondly, a large signal-to-noise ratio should be applied in the direct modules of the EMPs. If, in addition to that, some prior knowledge is available, then the user should choose EMPs for which direct modules have a large magnitude. Thirdly, we have shown that some EMPs result in the same overall accuracy, which allows the user to exchange excitations for measurements and vice-versa without losing precision of the estimates.

Last, but not least, a very important finding is the large difference observed in the precision of the estimates when the best excitation and measurement pattern is compared to other candidates. This attests to the paramount importance of the topic in the experiment design phase, and serves as motivation for future research aiming at extending the results in this paper to more general network topologies and other identification scenarios.
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