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Abstract

Recently, numerous handcrafted and searched networks have been applied for semantic segmentation. However, previous works intend to handle inputs with various scales in pre-defined static architectures, such as FCN, U-Net, and DeepLab series. This paper studies a conceptually new method to alleviate the scale variance in semantic representation, named dynamic routing. The proposed framework generates data-dependent routes, adapting to the scale distribution of each image. To this end, a differentiable gating function, called soft conditional gate, is proposed to select scale transform paths on the fly. In addition, the computational cost can be further reduced in an end-to-end manner by giving budget constraints to the gating function. We further relax the network level routing space to support multi-path propagations and skip-connections in each forward, bringing substantial network capacity. To demonstrate the superiority of the dynamic property, we compare with several static architectures, which can be modeled as special cases in the routing space. Extensive experiments are conducted on Cityscapes and PASCAL VOC 2012 to illustrate the effectiveness of the dynamic framework. Code is available at https://github.com/yanwei-li/DynamicRouting.\textsuperscript{1}

1. Introduction

Semantic segmentation, which aims at assigning each pixel with semantic categories, is one of the most fundamental yet challenging tasks in the computer vision field. One of the problems in semantic segmentation comes from the huge scale variance among inputs, e.g., the tiny object instances and the picture-filled background stuff. Moreover, the large distribution variance brings difficulties to feature representation as well as relationship modeling. Traditional methods try to solve this problem by well-designed network architectures. For instance, multi-resolution fusion \cite{24, 28, 1, 32, 19} is adopted for detail-oriented feature maps, and long-range dependencies are captured for global context modeling \cite{43, 35, 44, 6, 31}. With the development of Neural Architecture Search (NAS), there are several works delving in searching effective architectures for semantic segmentation automatically \cite{3, 22, 25}.

However, both classic human-designed and NAS-based networks intend to represent all of the instances in a single network architecture, which lacks the adaptability to diverse scale distributions in the real-world environment. An example is presented in Fig. 1, where the scale of instances varies a lot. To this end, a more customizable network is needed to accommodate the scale variance of each image.

In this paper, we propose a framework that is conceptu-
ally novel for semantic segmentation, called dynamic routing. In particular, the dynamic routing generates data-dependent forward paths during inference, which means the specific network architecture varies with inputs. With this method, instances (or backgrounds) with different scales could be allocated to corresponding resolution stages for customized feature transformation. As illustrated in Fig. 1, the input images with diverse scale distributions will choose different routes for feature transformation. There are some researches on dynamic networks for efficient object recognition via dropping blocks [38, 17, 33, 36] or pruning channels [39, 20]. Different from them, this work focuses on semantic representation and intends to alleviate scale variance as well as improve network efficiency.

The routing space in traditional dynamic approaches for image classification [17, 33, 36] are usually limited to a resolution declining pipeline, which would not suffice for semantic segmentation. We draw inspiration from the search space of Auto-DeepLab [22] and develop a new routing space for better capacity, which contains several independent cells. Specifically, different from Auto-DeepLab, multi-path propagations and skip-connections, which are proved to be quiet essential in semantic segmentation [28, 6], are enabled in each forward during inference. Therefore, several classic network architectures can be included as special cases for comparisons (Fig. 3). In terms of the dynamic routing, a data-dependent routing gate, called soft conditional gate, is designed to select each path according to the input image. With the proposed routing gate, each basic cell, as well as the resolution transformation path, can be taken into consideration individually. Moreover, the proposed routing gate can be formulated into a differentiable module for end-to-end optimization. Consequently, given limited computational budgets (e.g., FLOPs), cells with little contribution will be dropped on the fly.

The overall approach, named dynamic routing, can be easily instantiated for semantic segmentation. To elaborate on its superiority over the fixed architectures in both performance and efficiency, we give extensive ablation studies and detailed analyses in Sec. 4.3. Experimental results are further reported on two well-known datasets, namely Cityscapes [9] and PASCAL VOC 2012 [11]. With the simple scale transformation modules, the proposed dynamic routing achieves comparable results with the state-of-the-art methods but consumes much fewer resources.

2. Related Works

Traditional semantic segmentation researches mainly focused on designing subtle network architectures by human experiences [24, 28, 1, 43, 6]. With the development of NAS, there are several methods attempting to search for a static network automatically [3, 22, 25]. Unlike previous works, the dynamic routing is proposed to select the most suitable scale transform according to the input, which has seldom been explored. Herein, we first retrospect hand-designed architectures for semantic segmentation. Then we give an introduction to NAS-based approaches. Finally, previous developments of dynamic networks are reviewed.

2.1. Handcrafted Architectures

Handcrafted architectures have been well studied in recent years. There are several researches delving in network design for semantic segmentation, e.g., FCN [24], U-Net [28], Conv-Deconv [26], SegNet [1]. Based on the well-designed FCN [24] and U-shape architecture [28], numerous works have been proposed to model global context by capturing larger receptive field [43, 4, 5, 6, 41] or establishing pixel-wise relationships [44, 18, 12, 31]. Due to the high resource consumption of dense prediction, some lightweight architectures have been proposed for the sake of efficiency, including ICNet [42] and BiSeNet [40]. Overall, handcrafted architectures aim at utilizing multi-scale features from different stages in a static network, rather than adapting to input dynamically.

2.2. NAS-based Approaches

Recently, Neural Architecture Search (NAS) has been widely used for automatic network architecture design [45, 27, 23, 2, 13, 7]. When it comes to the specific domain, there are several approaches trying to search for effective architectures that are more suitable for semantic segmentation. Specifically, Chen et.al. [3] searches for multi-scale module to replace ASPP [5] block. Furthermore, Nekrasov et.al. [25] studies the routing type of auxiliary cells in the decoder using the NAS-based method. More recently, Auto-DeepLab [22] is proposed to search for a single route from the dense-connected search space. Different from the NAS-based approaches, which search for a single architecture and then retrain it, the proposed dynamic routing generates forward paths on the fly without searching.

2.3. Dynamic Networks

Dynamic networks, adjusting the network architecture to the corresponding input, have been recently studied in the computer vision domain. Traditional methods mainly focus on image classification by dropping blocks [38, 17, 33, 36] or pruning channels [39, 20] for efficient inference. For example, an early-existing strategy is adopted in MSDNet [17] for resource-efficient object recognition, which classifies easier inputs and gives output in earlier stages. And Skip-Net [36] attempts to skip convolutional blocks using an RL-based gating network. However, dynamic routing has seldom been explored for scale transformation, especially in semantic segmentation. To utilize the dynamic property, an end-to-end dynamic routing framework is proposed in this paper to alleviate the scale variance among inputs.
3. Learning Dynamic Routing

Compared with static network architectures, dynamic routing has the superiority in network capacity and higher performance with the budgeted resource consumption. In this section, we first introduce the designed routing space. And then, the dynamic routing framework and the constraint mechanism are elaborated. The architecture details will be given at the end of this section.

3.1. Routing Space

To release the potential of dynamic routing, we provide fully-connected paths between adjacent layers with some prior constraints, e.g., the up-sampling or down-sampling stride between cells, as illustrated in Fig. 2. Specifically, following the common practices in the network design, the beginning of the network is a fixed 3-layer ‘STEM’ block, which reduces the resolution to 1/4 scale. After that, a space with $L$ layers is designed for dynamic routing, called routing space. In the routing space, the scaling factor between adjacent cells is restricted to 2, which is widely adopted in ResNet-based methods. Thus, the minimum scale is set to 1/32. With these constraints, the number of candidates in each layer is up to 4. And there are 3 paths for scale transformation in each candidate, namely up-sampling, keeping resolution, and down-sampling. Inside each candidate, basic cell is designed for feature aggregation, while a fundamental gate is proposed for path selection, as presented in Fig. 2. The layer-by-layer up-sampling module is fixed at the end of the network to generate predictions. More details about the dynamic routing process are explained in Sec. 3.2.

Different from Auto-DeepLab [22], where only one specific path in each node is selected in the inference stage, we further relax the routing space to support multi-path routes and skip-connections in each candidate. With the more generic space, a lot of popular architectures can be formulated as special cases, as visualized in Fig. 3. Further quantitative comparisons are given in Sec. 4.3. Further details about the network are elaborated in Sec. 3.4. Best viewed in color.

3.2. Routing Process

Given the routing space with several individual nodes, we adopt a basic cell and a corresponding gate inside each node to aggregate multi-scale features and choose routing paths, respectively. This process is briefly illustrated in Fig. 2. To be more specific, we first aggregate three inputs with different spatial sizes (namely, $s/2$, $s$, and $2s$) from layer $l-1$, denoted as $Y_{s/2}^{l-1}$, $Y_s^{l-1}$, and $Y_{2s}^{l-1}$, respectively. Thus, the input $X_s^l$ of the $l$-th layer can be formulated as $X_s^l = Y_{s/2}^{l-1} + Y_s^{l-1} + Y_{2s}^{l-1}$. Then the aggregated input will be utilized for feature transformation inside the Cell and Gate.

3.2.1 Cell Operation

With the input $X_s^l \in \mathbb{R}^{B \times C \times W \times H}$, we adopt widely-used stacks of separate convolutions as well as identity mapping [46, 23, 22] in each cell without bells-and-whistles. In particular, the hidden state $H_s^l \in \mathbb{R}^{B \times C \times W \times H}$ can be represented as

$$H_s^l = \sum_{O^i \in O} O^i(X_s^l)$$

where $O$ indicates the operation set, including SepConv3×3 and identity mapping. Here, operations inside each cell are adopted for fundamental feature aggregation. Then the generated feature map $H_s^l$ will be transformed to different scales according to the activating factor $\alpha_s^l$. This process will be elaborated in the following section. Moreover, different cell components are compared in Sec. 4.4.1.

3.2.2 Soft Conditional Gate

The routing probability of each path is generated from the Gate function, as presented in the right diagram of Fig. 2. In more detail, we adopt light-weighted convolutional operations in the gate to learn the data-dependent vector $G_s^l$.

$$G_s^l = \mathcal{F}(\omega_{s,2}, \mathcal{G}(\sigma(\mathcal{N}(\mathcal{F}(w_{s,1}, X_s^l)))))) + \beta_s^l$$

Figure 2. The proposed dynamic routing framework for semantic segmentation. Left: The routing space with layer $L$ and max down-sampling rate 32. The beginning STEM and the final Upsample block are fixed for stability. Dashed lines denote alternative paths for dynamic routing. Right: Dynamic routing process at the cell level. Given the summed input from the former layer, we first generate activating weights using the Soft Conditional Gate. Paths with corresponding weights above zero are marked as activated, which would be selected for feature transformation. More details about the network are elaborated in Sec. 3.4. Best viewed in color.
where $F(\cdot, \cdot)$ denotes a convolutional function, $\sigma$ indicates ReLU activation, $\mathcal{N}$ and $\mathcal{G}$ represent batch normalization and global average pooling respectively. Both $\omega$ and $\beta$ are convolutional parameters. Different from traditional RL-based methods [36, 38, 34], which adopt policy gradient to update the agent for discrete path selection, we propose the soft conditional gate for differentiable routing. To this end, with the feature vector $G^l_s \in \mathbb{R}^{B \times 3 \times 1 \times 1}$, an activation function $\delta$ is designed as

$$\delta(\cdot) = \max(0, \tanh(\cdot))$$

Therefore, the activating factor $\alpha^l_s \in \mathbb{R}^{B \times 3 \times 1 \times 1}$ can be calculated by $\delta(G^l_s)$, where $\alpha^l_s$ belongs to $[0, 1]$. When $\alpha^l_{s \rightarrow j} = 0$, the routing path from scale $s$ to $j$ will be marked as closed. And all of the paths with $\alpha^l_{s \rightarrow j} > 0$ will be reserved, enabling multi-path propagation. To be more specific, the $l$-th input in batch $B$ would generate corresponding $\alpha^l_{b,s \rightarrow j} \in \mathbb{R}^{1 \times 1 \times 1 \times 1}$, which means the routing paths varies with inputs, or so called data-dependent. In this way, each path can be taken into consideration individually, rather than only choose the relative important one for propagation [23, 37, 22]. Furthermore, different activation functions are investigated in Sec. 4.4.2.

With the proposed activation function $\delta$, the transform from scale $s$ to $j \in \{s/2, s, 2s\}$ in the training process can be formulated as

$$Y^l_j = \alpha^l_{s \rightarrow j}T_{s \rightarrow j}(H^l_s)$$

where $T_{s \rightarrow j}$ denotes the scale transformation (including up-sampling, keeping resolution, and down-sampling) from scale $s$ to $j$. Therefore, with the activating factor $\alpha^l_s$, the parameters in $G^l_s$ will be optimized during back-propagation as long as one path is preserved (namely, $\sum_j \alpha^l_{s \rightarrow j} > 0$).

In the inference stage, if all of the paths are marked as closed, the operations in $Cell$ will be dropped to save computational footprints. Recall from Eq. 1, this process is summarized as

$$H^l_s = \begin{cases} X^l_s \
\sum_{O^{i} \in O} O^{j}(X^l_s) \end{cases} \quad \sum_j \alpha^l_{s \rightarrow j} = 0 \quad \sum_j \alpha^l_{s \rightarrow j} > 0$$

$$Y^l_j = \begin{cases} 0 \
0 \quad j \neq s \
\sum_j \alpha^l_{s \rightarrow j} = 0, j = s \quad \sum_j \alpha^l_{s \rightarrow j} > 0 \end{cases}$$

### 3.3. Budget Constraint

Considering limited computational resources in the real-world scene, we take the budget constraint into consideration for efficient dynamic routing. Let us denote $C$ as the computational cost associated to the predefined operation, e.g., FLOPs. Recall from Eq. 1, 2, and 4, we formulate the expected cost inside the node in $s$-th scale and $l$-th layer as

$$C(Node^l_s) = C(Cell^l_s) + C(Gate^l_s) + C(Trans^l_s)$$

$$= \max(\alpha^l_s) \sum_{O^{i} \in O} C(O^{i}) + C(Gate^l_s) + \sum_{j \neq s} \alpha^l_{s \rightarrow j}C(T_{s \rightarrow j})$$

where $Cell^l_s$, $Gate^l_s$, and $Trans^l_s$ indicates the functional operation inside $Cell$, $Gate$, and $Scale$ Transform, respectively. Going one step further, the expected cost of the whole routing space could be calculated by

$$C(Space) = \sum_{l \leq L} \sum_{s \leq s/14} C(Node^l_s)$$

Then we formulate the expected resource cost $C(Space)$ into loss function $L_C$ for the end-to-end optimization:

$$L_C = (C(Space)/C - \mu)^2$$
where $C$ represents the real resource cost of the whole routing space, and $\mu \in [0, 1]$ indicates the designed attenuation factor. With different $\mu$, the selected routes in each propagation would be adaptively restricted to corresponding budgets. The network performance under different budget constraints will be discussed in Sec. 4.4.3.

Overall, the network weights, as well as the soft conditional gates, can be optimized with a joint loss function $L$ in a unified framework.

$$L = \lambda_1 L_N + \lambda_2 L_C$$

where $L_N$ and $L_C$ denotes loss function of the whole network and resource cost, respectively. $\lambda_1$ and $\lambda_2$ are utilized to balance the optimization process of network prediction and resource cost expectation, respectively.

### 3.4. Architecture Details

From a macro perspective, we set the depth of routing space to 16 or 33 which is identical with that in widely-used ResNet-50 and ResNet-101 [16], namely the total layer $L = 16$ or 33 in Fig. 2. This setting brings convenience to compare with the ResNet-based networks, which could be formulated using the proposed routing space directly.

When it comes to micro nodes in the network, we adopt three SepConv$3 \times 3$ in the ‘STEM’ block, where the number of filters is 64 for all of the convolutions. A stride 2 Conv$1 \times 1$ is used for all of the $s \rightarrow s/2$ paths, both to reduce feature resolution and double the number of filters. And Conv$1 \times 1$ followed by bilinear up-sampling is adopted for all of the $s \rightarrow 2s$ connections, both to increase spatial resolution as well as halve the number of filters.

Moreover, a naive decoder is designed to fuse features for final predictions, which is represented as gray nodes at the end of the network in Fig. 2. Specifically, a Conv$1 \times 1$ combined with bilinear up-sampling is used to fuse features from different scales in the decoder. And the prediction in the scale 1/4 is up-sampled by 4 to generate the final result. The weights in convolutions are initialized with normal distribution [15] while the bias $\beta_f$ in Eq. 2 is initialized to a constant value 1.5 experimentally. When given a budget constraint, we down-sample the input $X^l_s$ in Eq. 2 by 4 times to reduce resource consumption of the gating function. Otherwise, the resolution of input $X^l_s$ is kept unchanged.

### 4. Experiments

In this section, we first introduce the datasets and implementation details of the proposed dynamic routing. Then we conduct abundant ablation studies on the Cityscapes dataset [9]. And detailed analyses will be given to reveal the effect of each component. Finally, comparisons with several benchmarks on the Cityscapes [9] and PASCAL VOC 2012 dataset [11] will be reported to illustrate the effectiveness and the efficiency of the proposed method.

#### 4.1. Datasets

**Cityscapes:** The Cityscapes [9] is a widely used dataset for urban scene understanding, which contains 19 classes for evaluation. The dataset involves 5000 fine annotations with size $1024 \times 2048$, which can be divided into 2975, 500, and 1525 images for training, validation, and testing, respectively. It has another 20k coarse annotations for training, which are not used in our experiments.

**PASCAL VOC:** We carry out experiments on the PASCAL VOC 2012 dataset [11] that includes 20 object categories and one background class. The original dataset contains 1464, 1449, and 1456 images for training, validation, and testing, respectively. Here, we use the augmented data provided by [14], resulting in 10582 images for training.

#### 4.2. Implementation Details

Herein, optimization details are reported for convenient implementation. For better performance, the factor $\lambda_1$ in Eq. 10 is set to 1.0. And $\lambda_2$ is set according to different budget constraints in Sec. 4.4.3. The network optimization is conducted using SGD with weight decay $1e^{-4}$ and momentum 0.9. Similar to [5, 40, 31], we adopt the ‘poly’ schedule where the initial rate is multiplied by $(1 - \frac{iter}{iter_{max}})^{power}$ in each iteration with power 0.9. In training stage, we randomly flip and scale each image by 0.5 to 2.0. Different initial rates are applied according to the experimental setting. Specifically, we set initial rate to 0.05 and 0.02 when training from scratch and using ImageNet [10] pre-training, respectively. For Cityscapes [9], we construct each mini-batch for training from 8 random $768 \times 768$ image crops. For PASCAL VOC 2012 [11], 16 random $512 \times 512$ image crops are adopted for optimization in each iteration.

#### 4.3. Dynamic Routing

To demonstrate the superiority of the dynamic routing, we compare the dynamic networks with several existing architectures and static routes sampled from the routing space. In particular, traditional human-designed networks as well as searched architectures, including FCN-32s [24], U-Net [28], DeepLabV3 [5], HRNetV2 [32], and Auto-DeepLab [22], are modeled in the routing space with similar connection patterns, as visualized in Fig. 3. For fair comparisons, we align the computational overhead with these methods by giving different budget constraints to the loss function in Eq. 9. Consequently, three types of dynamic networks can be generated (please refer to Sec. 4.4.3 for details), denoted as Dynamic-A, B, and C in Tab. 1. Compared with the handcrafted and searched architectures, the proposed dynamic routing achieves much better performance under similar costs. For instance, given the budget constraint around 45G, 55G, and 65G, the Dynamic-A, B, and C attain 5.8%, 2.2%, and 2.1% absolute gain over the modeled DeepLabV3, U-Net, and HRNetV2, respectively.
Table 1. Comparisons with classic architectures on the Cityscapes val set. ‘Dynamic’ denotes the proposed dynamic routing. ‘A’, ‘B’, and ‘C’ represent different computational budgets in Sec. 4.4.3. ‘Common’ indicates the common connection pattern of corresponding dynamic network. FLOPs\textsubscript{Avg}, FLOPs\textsubscript{Max}, and FLOPs\textsubscript{Min} represent the Average, Maximum, and Minimum FLOPs of the network, respectively. All of the architectures are sampled from the designed routing space and evaluated by ourself under the same setting.

| Method      | Dynamic | Modeled from | mIoU(%) | FLOPs\textsubscript{Avg}(G) | FLOPs\textsubscript{Max}(G) | FLOPs\textsubscript{Min}(G) | Params(M) |
|-------------|---------|--------------|---------|----------------------------|-----------------------------|-----------------------------|------------|
| Handcrafted |         | FCN-32s [24] | 66.9    | 35.1                       | 35.1                        | 35.1                        | 2.9        |
|             |         | DeepLabV3 [5] | 67.0    | 42.5                       | 42.5                        | 42.5                        | 3.7        |
|             |         | U-Net [28]   | 71.6    | 53.9                       | 53.9                        | 53.9                        | 6.1        |
|             |         | HRNetV2 [32] | 72.5    | 62.5                       | 62.5                        | 62.5                        | 5.4        |
| Searched    | ✔       | Auto-DeepLab [22] | 67.2    | 33.1                       | 33.1                        | 33.1                        | 2.5        |
| Common-A    | ✔       | Dynamic-A    | 71.6    | 41.6                       | 41.6                        | 41.6                        | 4.1        |
| Common-B    | ✔       | Dynamic-B    | 73.0    | 53.7                       | 53.7                        | 53.7                        | 4.3        |
| Common-C    | ✔       | Dynamic-C    | 73.2    | 57.1                       | 57.1                        | 57.1                        | 4.5        |
| Dynamic-A   | ✔       | Routing-Space | 72.8    | 44.9                       | 48.2                        | 43.5                        | 17.8       |
| Dynamic-B   | ✔       | Routing-Space | 73.8    | 58.7                       | 63.5                        | 56.8                        | 17.8       |
| Dynamic-C   | ✔       | Routing-Space | 74.6    | 66.6                       | 71.6                        | 64.3                        | 17.8       |

Figure 4. Network architectures of Common-A, B, C, which are extracted from Dynamic models with different budget constraints in Tab. 1, are visualized in 4(a), 4(b), and 4(c), respectively.

Furthermore, the fundamental routes of dynamic networks, which are preserved over 95% forward inference, are extracted to formulate corresponding common network. The connection patterns of common networks are presented in Fig. 4. We further compare the dynamic networks with common architectures (Common-A, B, and C) in Tab. 1. Specifically, with the dynamic routing framework, the dynamic network will have better performance than the static common one under each budget constraint. This can be concluded from the comparisons in Tab. 1.

We observe that the connected routes of common networks in Fig. 4 share a similar tendency with several known architectures, e.g., the human-designed U-Net [28] and the NAS-based Auto-DeepLab [22]. In particular, down-sampling operations are adopted in the front part, and up-sampling operations are preferred in the latter part of the network. Moreover, high-resolution features in the low-level stage are needed for object details (visualized in Fig. 1), which may lead to better performance.

4.4. Component-wise Analysis

To reveal the effect of each component in the proposed method, we will decompose our approach step-by-step in this section. Firstly, the components inside cells will be discussed in detail. Then we investigate the activation function of the proposed soft conditional gate. The effect of different resource budgets will be further illustrated in the end.

4.4.1 Cell Component

For fair comparisons with previous architectures, only the basic convolutional operations and identity mapping are used inside each cell without bells-and-whistles. Experimental results with several classic operations including Bottleneck [16], MBConv [29], and SepConv [8] are presented in Tab. 2. We find the dynamic network achieve the best performance when stacking two SepConv3×3 for feature transform and heavier operations contribute no more gain. We guess this could be attributed to the reason that the routing architecture plays a more significant role than heavier operations. Indeed, we also conduct experiments with larger kernels (e.g., SepConv5×5) when the resolution scale is 1/4, but only find 0.2% absolute gain. Thus, we only use SepConv3×3 in this paper for simplicity.
Table 2. Comparisons among different cell components on the Cityscapes val set. ‘×2’ and ‘×3’ mean stacking 2 and 3 SepConv3×3, respectively. Due to the data-dependent property of the dynamic routing, we report the average FLOPs here.

| Cell Operation | mIoU(%) | FLOPs(G) | Params(M) |
|----------------|---------|----------|-----------|
| BottleNeck [16] | 73.7    | 1134.8   | 203.9     |
| MBConv [29]     | 75.0    | 323.8    | 48.2      |
| SepConv3×3      | 71.2    | 81.4     | 12.6      |
| SepConv3×3×2    | 76.1    | 119.5    | 17.8      |
| SepConv3×3×3    | 75.2    | 153.8    | 22.9      |

Table 3. Comparisons among different activation functions on the Cityscapes val set. Due to the data-dependent property of the dynamic routing, we report the average FLOPs here.

| Activation      | mIoU(%) | FLOPs(G) | Params(M) |
|-----------------|---------|----------|-----------|
| Fix             | 74.5    | 103.1    | 15.3      |
| Softmax         | 74.1    | 120.0    | 17.8      |
| Sigmoid         | 75.9    | 120.0    | 17.8      |
| max(0, Tanh)    | 76.1    | 119.5    | 17.8      |

Table 4. Comparisons among different resource budgets on the Cityscapes val set. \(\lambda_2\) and \(\mu\) denote the coefficients for budget constraint in Sec. 3.3. Due to the data-dependent property of the dynamic routing, we report the average FLOPs here.

| Method          | \(\lambda_2/\mu\) | mIoU(%) | FLOPs(G) | Params(M) |
|-----------------|-------------------|---------|----------|-----------|
| Network-Fix     |                   | 74.5    | 103.1    | 15.3      |
| Dynamic-A       | 0.8/0.1           | 72.8    | 44.9     | 17.8      |
| Dynamic-B       | 0.5/0.1           | 73.8    | 58.7     | 17.8      |
| Dynamic-C       | 0.5/0.2           | 74.6    | 66.6     | 17.8      |
| Dynamic-Raw     | 0.0/0.0           | 76.1    | 119.5    | 17.8      |

4.4.2 Activation Function

We further compare several widely-used activation functions of the proposed soft conditional gate in Sec. 3.2.2. Firstly, all of the paths in the routing space are fixed with no difference to formulate our baseline, namely the ‘Fix’ in Tab. 3. Then, the activation function \(\delta\) in Eq. 3 is replaced by the candidate in Tab. 3 directly. We find the proposed \(\max(0, \text{Tanh})\) achieves better performance than others. What’s more, the performance of the Softmax activation, which considers three routing paths in each cell together, is inferior to that of considered individually, e.g., Sigmoid and \(\max(0, \text{Tanh})\). This means each path should be decoupled in the soft conditional gate. Then, the paths with activating factor \(\alpha > 0\) would be preserved during this forward inference, as elaborated in Sec. 3.2.2.

4.4.3 Resource Budgets

With the designed gating function, we give different resource budgets by adjusting the coefficient \(\lambda_2\) and \(\mu\). As presented in Tab. 4, the routing framework will generate several types of dynamic networks (Dynamic-A, B, and C) if given different budget constraints. Compared with the raw dynamic network without resource budget (Dynamic-Raw), the cost in Dynamic-C is reduced to 55.7% with little performance drop. Meanwhile, the Dynamic-C still outperforms the fully-connected Network-Fix both on effectiveness and efficiency. And the resource cost can be further reduced to 37.6% (Dynamic-A) with stronger constraints.

Moreover, we present the distribution of route activating probabilities in Fig. 5. It is clear that most of the paths tend to be preserved in Dynamic-Raw. Different proportions of routes will be dropped if given resource budgets, which can be learned from distributions in Fig 5. Consequently, the dynamic routing would cut out useless paths as well as cells during inference. We find the gap between FLOPs\(_{Max}\) and FLOPs\(_{Min}\) in Tab. 1 is relatively small (10%), which can be attributed to the effect of budget constraint. Indeed, we also tried different types of coefficient of variation [30] to enlarge the gap, but found inferior performance.

4.5. Experiments on Cityscapes

We carry out experiments on the Cityscapes [9] dataset using fine annotations only. In Tab. 5, we compare the dynamic network with the fixed backbone under several train-
Table 6. Comparisons with previous works on the Cityscapes. mIoU<sub>test</sub> and mIoU<sub>val</sub> denote performance on test set and val set respectively. Multi-scale and flipping strategy are used in test set but dropped in val set. We report FLOPs with input size 1024 × 2048.

| Method            | Backbone          | mIoU<sub>test</sub>(%) | mIoU<sub>val</sub>(%) | FLOPs(G) |
|-------------------|-------------------|------------------------|-----------------------|----------|
| BiSenet [40]      | ResNet-18         | 77.7                   | 74.8                  | 98.3<sup>†</sup> |
| DeepLabV3 [5]     | ResNet-101-ASPP   | -                      | 78.5                  | 1778.7   |
| Semantic FPN [19] | ResNet-101-FPN    | -                      | 77.7                  | 500.0    |
| DeepLabV3+ [6]    | Xception-71-ASPP  | -                      | 79.6                  | 1551.1   |
| PSPNet [43]       | ResNet-101-PSP    | 78.4                   | 79.7                  | 2017.6   |
| Auto-DeepLab* [22]| Searched-F20-ASPP | 79.9                   | 79.7                  | 333.3    |
| Auto-DeepLab* [22]| Searched-F48-ASPP | 80.4                   | 80.3                  | 695.0    |
| Dynamic*          | Layer16           | 79.1                   | 78.3                  | 111.7    |
| Dynamic           | Layer16           | 79.7                   | 78.6                  | 119.4    |
| Dynamic           | Layer33           | 80.0                   | 79.2                  | 242.3    |
| Dynamic           | Layer33-PSP       | 80.7                   | 79.7                  | 270.0    |

<sup>†</sup> estimated from corresponding settings
<sup>*</sup> training from scratch

Table 7. Comparisons with previous works on the PASCAL VOC 2012. mIoU<sub>test</sub> and mIoU<sub>val</sub> denote performance on test set and val set respectively. Multi-scale and flipping strategy are used in test set but dropped in val set. We report FLOPs with input size 512 × 512.

| Method            | Backbone          | mIoU<sub>test</sub>(%) | mIoU<sub>val</sub>(%) | FLOPs(G) |
|-------------------|-------------------|------------------------|-----------------------|----------|
| DeepLabV3 [5]     | MobileNet-ASPP    | -                      | 75.3                  | 14.3     |
| DeepLabV3 [5]     | MobileNetV2-ASPP  | -                      | 75.7                  | 5.8      |
| Auto-DeepLab [22] | Searched-F20-ASPP | 82.5                   | 78.3                  | 41.7<sup>†</sup> |
| Dynamic           | Layer16           | 82.8                   | 78.6                  | 14.9     |
| Dynamic           | Layer33           | 84.0                   | 79.0                  | 30.8     |

<sup>†</sup> estimated from corresponding settings

4.6. Experiments on PASCAL VOC

We further compare with similar methods (pre-trained on the COCO [21] dataset), which focus on the architecture design with comparable computational overhead, on the PASCAL VOC 2012 [11] dataset. In particular, the proposed approach surpasses Auto-DeepLab [22], which would cost 3 GPU days for architecture searching, in both accuracy and efficiency, as shown in Tab. 7. Compared with the MobileNet-based DeepLabV3 [5], the dynamic network still attains better performance with a similar resource cost.

5. Conclusion

In this work, we present the dynamic routing for semantic segmentation. The key difference from prior works lies in that we generate data-dependent forward paths according to the scale distribution of each image. To this end, the soft conditional gate is proposed to select scale transformation routes in an end-to-end manner, which will learn to drop useless operations for efficiency if given resource budgets. Extensive ablation studies have been conducted to demonstrate the superiority of the dynamic network over several static architectures, which can be modeled in the designed routing space. Experiments on Cityscapes and PASCAL VOC 2012 prove the effectiveness of the proposed method, which achieves comparable performance with state-of-the-arts but consumes much fewer computational resources.
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