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ABSTRACT

In this paper, we address the problem of learning low dimension representation of entities on relational databases consisting of multiple tables. Embeddings help to capture semantics encoded in the database and can be used in a variety of settings like auto-completion of tables, fully-neural query processing of relational joins queries, seamlessly handling missing values, and more. Current work is restricted to working with just single table, or using pretrained embeddings over an external corpus making them unsuitable for use in real-world databases. In this work, we look into ways of using these attention-based model to learn embeddings for entities in the relational database. We are inspired by BERT style pretraining methods and are interested in observing how they can be extended for representation learning on structured databases. We evaluate our approach of the autocompletion of relational databases and achieve improvement over standard baselines.

1 Introduction

Majority of the structured data on the Web is modeled as tabular data. Many search engines, like Google Search and Microsoft’s Bing, rely on semi-structured Wikipedia infoboxes and tables as their primary source of information. Majority of data, specifically industrial data, is stored and managed by good old RDBMS systems like IBM Db2, Microsoft SQL server, Oracle DB, etc. The success of deep learning models [1, 2, 3] in addressing the NLP tasks has lead to plethora of work [4, 5, 6, 7, 8] that try to embed the structured tabular data to a latent space. Good quality embeddings can play crucial role in improving downstream database specific tasks like, imputation of missing values [9], data integration [10], schema matching [11], cognitive query evaluation [12].

Existing powerful NLP models [5,1] cannot be used off-the-shelf to learn embedding in relational data. The structural difference between the textual and tabular data makes it hard to use the existing learning models out of the box. Relational databases are tightly coupled with a coherent schema that defines the structure of the data. Therefore, data let alone does not capture the entire semantics of the data stored. Conversely, just the table specific information, like column headers, might not be very informative either. For example, a table storing information about people can have columns first name and last name respectively. Therefore, just by looking at the column name it might not be feasible to understand the information residing in the column. Therefore, non-tweaked existing models, that are trained over huge text corpus, cannot be used in practice to get effective embeddings of entities stored in a database.

Some of the recent BERT style models [7,5] have worked with web-tables and therefore miss out on the intricacies of a relational database, like domain-specific vocabulary, normalized data spread over many tables and integrity constraints. Other models [12, 8, 9, 13] that deal with the relational data treat rows of a table as standalone sentences and use the corpus of such sentences to train word2Vec model[14]. The state-of-the-art model Embedi [10] tried a sophisticated approach based on random walks to capture intra-column relations between entities, but they also did not take into account the relationships across tables. These relationships are often expressed as foreign key-primary key (FK-PK) joins. Often relation databases are normalized and therefore relationship among entities might not be directly present in a row of a table. For instance, consider IMDB database that store information about movies, web-series, documentaries,
| MID | Actor           | Movie     | Role | Year |
|-----|-----------------|-----------|------|------|
| 001 | Matt Damon      | Interstellar | Mann | 2014 |
| 001 | Anne Hathaway   | Interstellar | Brand | 2014 |
| 003 | Anne Hathaway   | The Intern | Jules | 2015 |

| MID | Director       | Movie     | Role | Year |
|-----|----------------|-----------|------|------|
| 001 | Christopher Nolan | Interstellar | Mann | 2014 |
| 002 | ?               | The Intern | Jules | 2015 |

Figure 1: Schematic diagram of Auto-Completion procedure of RelBERT with two tables from the IMDB dataset

e.g. The complete description of a movie would involve information about its director and actors. This information might be stored in two different tables of the database. Therefore, to learn better contextual embeddings it is essential to consider these semantic relationships across tables.

To address these shortcomings of existing approaches, we propose RelBERT, an attention based model that learns entity embeddings via capturing semantic relationships across tables. We define semantics of entities based on the table column they appear in. For instance, Clint Eastwood is an actor as well as a director, syntactically the entity Clint Eastwood in column director and actor is same but semantically they are different. Therefore, to incorporate relational data aware semantics we map entities of different columns to different latent spaces. We propose two task-specific variants: (i) RelBERT-A and (ii) RelBERT-J. For missing value imputation, we propose a generic model RelBERT-A that performs BERT-style masked language model training to learn contextual embeddings to entities in the database. RelBERT-J, on the other hand, learns to predict joins as NSP task. We evaluate the performance of our model using two real databases, IMDB\(^1\) and MIMIC\(^2\) and report an averaged (across all metrics) performance gain of 11.3% and 41.6% respectively over the state-of-the-art table embedding model EmbDi\(^\[10\]\).

2 Related Work

Efforts towards mapping tabular data to a latent space has lead to many works \([4, 15, 13, 16, 10, 5]\). Each focusing on data at different granularity, ranging from representing the entire table as a single vector \([15, 17]\) to mapping each token in a table cell to a vector \([10, 12]\). Earlier approaches \([15, 17]\) learnt the table embedding with the intent of finding related tables. Recently, focus shifted to addressing downstream tasks like, missing value prediction, join predictions, cognitive query processing, schema matching, etc, using entity embeddings.

\([4, 13]\) focused on answering cognitive queries over relational data that involve finding similar, dissimilar or analogues entities. Their approach involved interpreting rows of tables as natural language sentences and then train a word2vec model to embed entities in a latent space. \([13]\) aimed to use learned embeddings to identify nontrivial patterns from the database that helps in predicting appropriate policing matters. This way of simply interpreting table rows as NL sentences fails to capture the semantic relations between tables which are often expressed via foreign key and primary key (FK-PK) pairs. We leverage such implicit information about data that is encoding in the database schema. Efforts in direction of addressing missing value completion problem has lead to two successful approaches, \([6]\) and \([9]\). However, due to sole focus of these models on missing value completion task, the learned embeddings are quite task specific and fail to serves as good quality embeddings for other downstream tasks.

The state-of-the-art model EmbDi\(^\[10\]\) that learns embeddings of entities stored in a RDBMS relies on random walks for the sentence generation. They construct a tripartite graph with each entity connected to row ids and column ids in which it resides. Random walks over this graph created sentences that contain entities that might not directly be present in same row or same column in the table. They claim to capture intra-column dependencies with this way of constructing sentences. They also employed the standard NLP-based embedding approach i.e., word2vec, over this sentence corpus to generate embeddings. Some of the recent attention based models \([5, 7]\) work with web-tables.

\(^1\)https://relational.fit.cvut.cz/dataset/IMDb
\(^2\)https://mimic.physionet.org/
Therefore, they do not deal with the relational data specific challenges like domain dependent custom vocabulary (like patient ids, drug codes used in MIMIC), semantic relationships across tables, imposed integrity constraints, etc.

Most of the approaches either work with web-tables and, thus, do not deal with the intricacies of a relational database or, even if they work with the relational data, they fail to fully leverage the implicit knowledge a database schema captures about the stored data. In this work, we do not treat entities just as a simple word in a NL sentence rather, we focus on their semantics. For instance, if a syntactically same entity is present in two different columns, we treat them as separate entities. Further, unlike previous works, we do not simply treat each row of a table as a sentence. Our approach focused on capturing semantic relationships across tables that are expressed as FK-PK joins between tables in a database.

3 Problem Description

We consider a relational database \( D \) consisting of a set of tables denoted by \( T_{(\alpha,\beta\ldots)} \in D \). For each table, \( T_\bullet \), we denote its attributes (or columns) as \( T_\bullet^{(A,B\ldots)} \) and each tuple (or row) is addressed via its primary key. We denote the number of columns in a table as \( C_{T_\bullet} \). Additionally, to include the data spread across different tables, we employ a joined version of two tables, say \( T_\alpha \) and \( T_\beta \), with all joins materialized via their primary-key, \( \tau_i \in T_\alpha \), and the corresponding foreign-key, \( \tau_j \in T_\beta \). For an intelligible model description, we slightly abuse the notation scheme and denote the resulting table as \( T_{\alpha,\beta} \) or \( T \) in general. For simplicity of exposition, we ignore the possibility that after the join step we may have multiple (unrelated) tables.

Since RELBERT deploys a self-attention based encoder, we consider each row in \( T \) as a sentence. For example in Figure 1 we consider the row ”Matt Damon-Christopher Nolan-Interstellar-Mann-2014” as an input sentence. Our aim is to utilize these sentences and the relational structure to learn vector representations for each entity in the table. We focus on two principal database-problems of Table Auto-completion and Join Prediction.

**Problem Statement (Table Autocompletion).** Following a masked-language based learning procedure, we randomly mask one of the entities in a sentence from our model and for our autocompletion problem, our aim via RELBERT is to get a ranked list of most probable candidates for the masked entity. Specifically, maximize the function: \( \mathbb{E}[\hat{v} \in T_i | \hat{v} \in T^A] \forall T_i \), where \( \mathbb{E}[\hat{v}] \) calculates the probability of a candidate entity to be the masked entry in the sentence and \( T^A \) denoted the column of the masked entity.

**Problem Statement (Join Prediction).** Given two join-compatible tables \( T_\alpha \) and \( T_\beta \) that are joined over \( \tau_i (\in T_\alpha^{(A,B\ldots)}) \) and \( \tau_j (\in T_\beta^{(A,B\ldots)}) \) –i.e., \( T_\alpha \bowtie_{\tau_i,\tau_j} T_\beta \) is well defined– RELBERT predicts tuples of \( T_\beta \) that would join with a given tuple of \( T_\alpha \), i.e., the given tuple and the predicted tuple are expected to agree on the respective value of \( \tau_i \) and \( \tau_j \).

In this paper we propose two variants corresponding to both the database problems. For table autocompletion, we propose RELBERT-A, a table-encoder model that captures relationships between tables via a Masked-Language Model (MLM) and an inter-relation Next Sentence Prediction (NSP). For join-prediction problem, we propose RELBERT-J that evaluates the learned embeddings by computing the variations between a complete table-based join and an embedding based neural-join.

4 Proposed Model

In this section we first describe in detail the underlying model of RELBERT that is consistent with both the variants RELBERT-A and RELBERT-J. Later, we give a detailed difference between the distinct learning-procedures for both the models. We further describe them here:

4.1 Table Encoder

For any table \( T_\bullet \), our model incorporates a self-attention model for encoding the entities in a table. As a sequential input to the transformer, we use all the sentences (or rows) in a table. However unlike a natural language sentence, each word in a row belongs to a column in the table and each column inherently contains distinct entity information. For example, in Figure 1 each entity in the sentence corresponds to a distinct attribute of an actor/director or the movie-name. Thus, a homogeneous embedding initialization function will fail to incorporate the column heterogeneity. Therefore, we use distinct embedding spaces corresponding to each column in the table denoted by \( \Phi^A \). We calculate the embedding matrix for the entities in the table as

\[
P_i^k = \Phi^k(T_i^k), \quad \forall k, i \in T, \tag{1}
\]
where \( \Phi^k \) and \( i \) denote embedding function for \( k \)-th column and the row (or sentence) index in the relational table respectively. Following [1], we utilize a masked-language based learning where we randomly mask one of the entities in a sentence and then predict those masked entries based on the transformer output. We compute the output embeddings for each entity through an encoder network consisting of multiple attention layers. We denote the output embeddings for each sentence indexed by \( i \) as \( O_i = \text{TEncoder}(P_i) \), where \( \text{TEncoder}(\bullet) \) denotes the base-transformer module. However, since each column \( k \) has a different embedding space, computed by \( \Phi^k \), we determine the candidate entities for the \textit{masked} entity in the sentence using an output-softmax over the entities in the column of the masked entity. We learn the parameters for the horizontal transformer by optimizing the cross entropy loss function for each sentence in the table \( T \) as:

\[
L_{mlm} = \sum_{i=1}^{T} \text{CrossEntropy}(o_i^m, P_i^{mask}), \quad o_i^m \in O, 
\]

where, \( o_i^m, P_i^{mask} \) denote the output embedding corresponding to the masked index and the column entities respectively. In addition, we exclude positional embeddings from the transformer model as a table is inherently permutation-invariant.

We initialize each entity in a row of the table using standard word2vec [14] computed over the table by simply treating each row as a sentence (for example as in [12]).

### 4.2 RELBERT-A

This variant of RELBERT learns representations for all entities in order to impute the missing entries in a table. However, a relational table often is organized into multiple tables either to ensure integrity constraints efficiently and to improve the overall database performance using data normalization process. Therefore, in order to get a list of candidates for a missing entry in a table, RELBERT needs the information spread across tables. For example in Figure 1 a actor-genre and director-genre helps model the genre-preferences for both entities and thus might help a director find a plausible actor for his movie. However, learning entity representations over all the tables bears a significant computation cost as computing (either explicitly or implicitly) all pairs of fk-pk joins between tables –also termed as full denormalization– of the database. Secondly, a denormalized-table corrupts data quality as it can potentially combine unrelated attributes as well as drastically increases the table size. To avoid these bottlenecks, we model the table joins as a next-sentence prediction problem. Specifically, consider two tables \( T_\alpha \) and \( T_\beta \) that can be joined via the primary-key column \( T_\alpha^A \), and the corresponding foreign-key column \( T_\beta^A \). If a row with entity \( \tau_i \in T_\alpha^A \) is linked to the row with \( \tau_j \in T_\beta^A \) then the latter is considered as the next sentence for the current row. We utilize the output embedding at the [CLS] token to estimate the probability of a sentence being the next sentence, \( v_{\tau_i,\tau_j} \) and use a negatively sampled row \( \tau'_j \in T_\beta^A \). The loss for NSP is calculated via:

\[
L_{nsp} = -\sum_{i=1}^{T_\alpha} \sum_{\tau_i \in T_\alpha^A} \left[ \log \left( \sigma(v_{\tau_i,\tau_j}) \right) + \log \left( 1 - \sigma(v_{\tau_i,\tau'_j}) \right) \right],
\]

where \( \tau_j, \tau'_j \in T_\beta^A \) and \( \sigma \) denote the \textit{true}, the sampled negative sentences and \textit{sigmoid} function respectively. Finally, we combine this next sentence prediction task with the mask language model learning of the predefined table encoder.

### 4.3 Optimization

Training our model for table MLM enables us to learn relationships between attributes whereas the NSP task helps to aggregate inter table information i.e. join between the tables. By introducing the next sentence prediction task, we
develop the first table auto-completion approach that avoids the bottlenecks of a denormalised table. The parameters for RELBERT-A are optimized by minimizing the net loss which is the sum of the corresponding MLM and NSP cross-entropy losses:

\[ L_A = L_{mlm} + L_{nsp}, \]  

(4)

However, joining different tables at each training iteration would lead to a information loss over multiple iterations. Therefore, our training strategy consists of a two-step approach, with the first step as general pre-training step which is followed by task-specific fine-tuning. We describe them here:

**Pre-training:** To understand the relationships between tables and attributes during pre-training, we perform a task-independent learning of all entities in the database. Specifically, we construct pairwise sentences between tables using the primary-key joins in the relational schema and train the model parameters using the standard MLM-based optimization.

**Fine-Tuning:** The pre-training step is followed by task-specific fine-tuning of the model. More so, for our task of table auto-completion we jointly fine-tune the RELBERT-A model to predict the masked entity for each row and simultaneously the join-based next sentence by optimizing the net loss \( L_A \).

### 4.4 RELBERT-J

An integral function for a database is to join multiple tables i.e., link rows corresponding to two entities in different tables based on an existing primary-foreign key relation. Computing a join is a trivial task in RDBMS when exact matches exist between different attributes. However, in a neural setting, the entities are represented via embedding vectors that capture the inter- and intra-table relationships. Thus identifying identical entities is an impractical task as these embedding can vary with different tabular structures. This is further exacerbated by the presence of missing entries in the relational tables. If the database embeddings are not consistent with the table-joins then the critical information of database schema will inherently be lost. Unfortunately, previous approaches [10], [19] overlook this issue and focus on the solitary goal of learning representations for entities rather than the database as a whole. Our proposed variant RELBERT-J ascertains if we can combine embeddings from the models learn on table and effectively extend it to learn embedding for the entire relational database. In this variant, we run independent masked-language models on each table in the database. Specifically for tables with related columns \( T^{\alpha} \) and \( T^{\beta} \) we learn entity embeddings as \( P^{\alpha} = \text{MLM}(T^{\alpha}) \) and \( P^{\beta} = \text{MLM}(T^{\beta}) \) respectively. Here, \( \text{MLM} \) denotes function MLM based transformer model. Later, to capture the relationships between tables, we optimize the NSP loss between between the tables that have a relational join between them.

\[ L_J = \text{NSP}(P^{\alpha}, P^{\beta}, T^{\alpha}, T^{\beta}) \]  

(5)

where \( L_J, \text{NSP} \) denote the net loss for RELBERT-J and the transformer learned via next sentence prediction. Thus a major distinction between RELBERT-A and RELBERT-J is that the former trains on a join of tables whereas in latter, we independently pre-train on different tables and fine-tune on a table join.

### 5 Experiments

In this section we assess the quality of the embeddings learned by both RELBERT models by putting them at test for two tasks – cell autocompletion and join prediction. With our experiments we aim to answer the following research questions:

**RQ1** Can RELBERT-A outperform state-of-the art baselines for Table Autocompletion?

**RQ2** How well can RELBERT-J join two tables in the database?

**RQ3** What is the scalability of both approaches?

All the codes for our proposed models are implemented using Pytorch\(^3\). We train our model as well as the baselines using an NVIDIA GTX 1080 Ti GPU and a machine with Intel(R) 64 CPUs and 337 GB memory.

### 5.1 Setup

**Dataset:** We used the following two relational databases for evaluating the performance of RELBERT:

\(^3\)https://pytorch.org
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Figure 3: Results for the Auto Completion of Table Cells on test set for IMDB dataset. Upper (lower) arrow indicates that higher the value, better (worse) the performance.

• **IMDB**[^4]: A database that serves as an encyclopedia of movies, web-series, documentries and etc. It comprises of 7 tables with 21 columns overall and aggregate 5, 694, 919 tuples.

• **MIMIC**[^5]: A real database capturing information about the anonymous patients admitted to Beth Israel Deaconess medical center. Every aspect of a patient’s visit, like Diagnostics, is recorded. For our experiments, we chose 6 tables with densely connected 12 fk-pk joins. The tables contain a total of 3, 583, 700 rows and 42 columns.

**Baseline Models:** For table autocompletion task, we compared our model with the following state-of-the-art database embedding approaches:

• **Table2Vec**[^12]: This model treats each row of a table as a sentence and trains a word2vec model on the corpus of such sentences. We treat a single sentence as the context, and consequently, the context window size is same as that of the sentence. We trained the model for entity embeddings of size 300.

• **EmbDi**[^10]: The state-of-the-art approach that creates a tripartite graph from data where each entity is connected to its row id and attribute id node in the graph. Then they create sentences from this graph by running multiple random walks over each token node and apply a standard NLP-based embedding approach i.e., word2vec over this sentence corpus, to generate embeddings. For sentence construction, we perform 1, 000 random walks for each entity of length 60 over the tripartite graph.

**Tasks:** For autocompletion or missing value prediction task, we consider a situation where two tables, \( T_\alpha \) and \( T_\beta \), are joined with primary-foreign key join between \( \tau_i \in T_\alpha \) and \( \tau_j \in T_\beta \). Then the task is to predict a ranked list of candidate entities for the missing cell in new table. For IMDB dataset we consider each director and randomly sample 70% of her movies in the training set, and 15% of movies in the test set. Then, for every row containing (director, movie) pair in the validation/test set, we break the row into two sequences. The first sequence consists of movie-related information (i.e., join of movies, actors, roles, movies_genres table), and the second sequence consists of director related information (i.e., join of directors and directors_genres table). We then aim to predict the correct director for each movie from the entire list of directors in our dataset using just the actor and director information. For MIMIC III, we aim to predict the DRGCODE (diagnosis-related groups) for each patient in the dataset. Similar to IMDB, for each entity in the DRGCODE column we divide subjects in the training, validation and the test set. Then we break each row (Patient, DRGCODE) in the validation and test set, we break the row into two sequences: (1) patient-related information (i.e., from the join of ADMISSIONS, PATIENTS, CPTEVENTS, PROCEDURES_ICD, and DIAGNOSES_ICD tables), (2) Diagnosis group related information from DRGCODE table.

For join-prediction, we have focused on joins that are dictated by primary key and foreign key pairs in the database and compute the average join prediction performance over all such joins. For IMDB, we worked with Movies and Movies–Directors relation that are joined over MovieId column attribute.

[^4]: https://relational.fit.cvut.cz/dataset/IMDb
[^5]: https://mimic.physionet.org/
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Figure 4: Results for the Auto Completion of Table Cells on test set for MIMIC dataset. Upper (lower) arrow indicates that higher the value, better (worse) the performance.

Figure 5: Attention Heatmaps of the first layer of encoder layer for 4 different attention heads for IMDB dataset.

Metrics: We compare models across three metrics: Hits@10, mean rank (MR) and Mean Reciprocal Rank (MRR).

5.2 Auto-completion (RQ1)

The results for the autocompletion for IMDB and MIMIC are given in Figure 3 and Figure 4 respectively. From the results, we make the following observations:

• RELBERT-A consistently outperforms Table2vec [12] for both datasets. This can be mainly attributed to the fact that column entities have a dissimilar importance for predicting the missing entities. Therefore, a differential column weighting mechanism of RELBERT-A helps to better aggregate the tabular information, that is overlooked by Table2Vec.

• The recently proposed state-of-the-art model EmbDi [10] also outperforms Table2Vec. For IMDB, we observe that RELBERT performs comparable to EMbDi, however it easily outperforms all baselines for the Mimic dataset. We note that in IMDB, the entities among different tables occur more frequently than in Mimic. Understandably, an actor and director would have much more information that a patient’s treatment records. We note that in such cases EmbDi is more suitable as the random-walk based model can learn efficient embeddings if it frequently visits a node in a graph. However, this benefit comes at the expense of a large computation cost that we explore later.

5.3 Qualitative Analysis

To analyze the contribution of the self-attention model in capturing the column-semantics, we plot the attention heatmaps for the IMDB dataset in Figure 5. These maps correspond to the first table-encoder layer of our model. Labels [1→12] specify the column ordering [movie_id, movies_name, movies_year, movies_rank, actors_last_name, movies_genre, actor_id, role, actors_first_name, directors_id, directors_genre] with row signifying the query and the column, the key in attention layer. From the figure, we note that transformer aggregates the contribution from all columns and do not simply prefer columns that co-exist together in table. We also note that different attention
heads concentrate on different aspects of database. The first and second attention heads are more focused on actor and role information, the third is centered around movie- and director-genres fields and the last attention head is captures the movie-rank and movie-year. We exclude the plots for Mimic datasets as they also demonstrated similar trends.

5.4 Join Prediction (RQ2)

In this section we evaluate the join-prediction performance of RELBERT. This is a novel contribution to the neural-database literature and to the best of our knowledge none of the baseline models directly address this problem. Therefore we can only compare with the gold-standard for join-prediction, i.e, a standard database join. Due to brevity purposes, we report results for the IMDB dataset. To evaluate the join-prediction model, we consider Movies and Movie-Director table and train the encoder using independent MLM based optimization on both the tables and then fine-tune using the NSP model to predict all the joins between these two tables. More details are given in Section 3.4. We further experiment with the no of negatively sampled next sentences for fine-tuning the NSP. From the results in

| Sampling Count | Hits@10 | MR   | MRR  |
|----------------|---------|------|------|
| # Samples = 1  | 0.328   | 510.23 | 0.140 |
| # Samples = 5  | 0.730   | 476.29 | 0.507 |
| # Samples = 10 | 0.801   | 284.25 | 0.656 |

Table 1: Results for RELBERT-J in Join-Prediction between Actor and Director tables IMDB dataset.

Table 1, we note that computing the exact join based on neural embedding is not a trivial task. However, the prediction accuracy of 80% at Hits@10 further reinforces our claim that RELBERT-J is able to effectively capture the relational structure and predict the joins between the tables. We also note that by increasing the negative samples for NSP fine-tuning, the prediction accuracy also increases. We consider the exact parameter tuning as a future work of our paper.

5.5 Scalability (RQ3)

Finally we report on the computational efficiency of RELBERT and its variants to verify its applicability in real-world settings. As mentioned in RQ1, the random walks in EmbDI are expensive to compute if entities among different tables occur more frequently. We compare the run-times of RELBERT-A and EmbDI for the IMDB dataset in Figure 6 and note that RELBERT is almost 50% faster than EmbDI and still attains similar prediction performance. The run-times for training the RELBERT-J variant is similar to RELBERT-A due to their mostly similar architectures. The fine-tuning process for RELBERT only requires 26 minutes. Therefore it shows the ability of RELBERT to learn any task quickly after an initial pre-training rather than re-training any other model. Thus the training as well as fine-tuning times for RELBERT its variants are feasible for real-world deployment.

6 Conclusion

As we can see from all the result tables, there are still vast improvements that need to be made to learn useful entity embeddings that can improve over downstream tasks like solving semantic queries and auto-completion of data cells in relational databases. There are a lot of exciting directions that we want to look at in our future work. We would first want to try vertical attention transformers to capture intra-attribute relationship. We are also very curious to investigate
learning query biased embeddings, i.e., tune the embeddings of databases based on the SQL query run on the database. We aim to examine the application of learned representation for entries in the database for the semantic join of tables, particularly query-sensitive semantic join of tables in the relational database.

In this work, we propose the first approach that can learn the embeddings for relational databases and is scalable for real-world datasets. We also see that our approach achieves comparable or better results than learning embeddings on complete denormalised table and other existing baselines.
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**Dataset Details**

**IMDB** : The schema of the database is shown in Figure 7. The connections between tables indicate the PK-FK pairs of the database, and thus makes the connected tables join-compatible. Recall that while training, we map entities from different columns to different latent space, and while testing, masked tokens are associated with columns and the task is to find the most probable entity in the respective latent space. In Table 2, we report the number of unique entities that belong to each column of all the tables. We clean the data by removing all the directors and actors who have worked in less than 5 movies. We also removed movies with movie rank field as `NONE`.

![Figure 7: The Schematic Structure of the IMDB dataset](image)

| Column Name       | #Entity |
|-------------------|---------|
| director_id       | 3236    |
| movie_id          | 32119   |
| actor_id          | 57221   |
| role              | 287001  |
| actor_first_name  | 14361   |
| actor_last_name   | 30978   |
| movie_genre       | 20      |
| movie_name        | 31124   |
| movie_year        | 108     |
| movie_rank        | 9       |
| director_genre    | 20      |

Table 2: Entity count for each column space in dataset

**MIMIC**  The schema and the data statistics of tables are given in Figure 8 and Table 3 respectively. Here, we clean data by removing patients who have a history of more than one hospitalization. We also remove patients with more than 10 diagnoses since it could be too general to make any specific predictions.

| Table Name       | Col | Row  |
|------------------|-----|------|
| Admissions       | 18  | 12,399|
| Cptevents        | 11  | 89,208|
| Diagnoses_ICD    | 4   | 90,379|
| Drgcodes         | 7   | 24,784|
| Patients         | 7   | 12,399|
| Procedures_ICD   | 4   | 54,531|

Table 3: Description of subset of tables in the filtered MIMIC dataset that are used for our experiments

**Parameter Settings**

For the encoder based architectures, we use Embedding dimension 300, followed by 4 layers of transformer encoder for MIMIC and 6 layered transformers for IMDB. Each layer has multi-head attention with 4 heads and Feed Forward Network with hidden dimension 1200. For the joint NSP and MLM pre-training and fine-tuning based models we
use Embedding dimension 300, followed by 4 layers of transformer encoder for both MIMIC and IMDB. Other configurations remain same as before.