Abstract

There is a strong and continuously growing interest in using large electronic healthcare databases to study health outcomes and the effects of pharmaceutical products. However, concerns regarding disease misclassification (i.e. classification errors of the disease status) and its impact on the study results are legitimate. Validation is therefore increasingly recognized as an essential component of database research. In this work, we elucidate the interrelations between the true prevalence of a disease in a database population (i.e. prevalence assuming no disease misclassification), the observed prevalence subject to disease misclassification, and the most common validity indices: sensitivity, specificity, positive and negative predictive value. Based on this, we obtained analytical expressions to derive all the validity indices and true prevalence from the observed prevalence and any combination of two other parameters. The analytical expressions can be used for various purposes. Most notably, they can be used to obtain an estimate of the observed prevalence adjusted for outcome misclassification from any combination of two validity indices and to derive validity indices from each other which would otherwise be difficult to obtain. To allow researchers to easily use the analytical expressions, we additionally developed a user-friendly and freely available web-application.

1. Introduction

Epidemiology relies on accurately capturing the disease status of subjects within a certain population. Inaccuracies in obtaining the disease status might (strongly) bias the epidemiological findings. Particularly electronic healthcare record (eHR) databases, which have become a prominent source of information in pharmacoepidemiology, are prone the disease misclassification. eHR databases capture healthcare provided to large populations, their size permits the study of rare events and their establishment within clinical practices enables studying real-
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2. Methods

2.1. Definitions

A CFA is typically validated by comparing its classifications with that of a reference standard. When the reference standard is assumed to perfectly represent the true dichotomous disease status (i.e. the reference standard is error-free), it is also called the ‘gold standard’. The validation data is conventionally captured in a 2 x 2-table representing the joint probability distribution of the CFA-derived classification and the ‘gold standard’ (Table 1). In this representation, \( SE \) is the proportion of patients with the disease of interest who are CFA-positive, \( SP \) is the proportion of persons without the disease who are CFA-negative, \( PPV \) is the proportion of CFA-positive patients who have the disease of interest and \( NPV \) is the proportion of CFA-negative persons without the disease of interest. These four validity indices are all conditional probabilities, where \( SE, SP, PPV \) and \( NPV \) are conditioned on the number of diseased, non-diseased, CFA-positives and CFA-negatives, respectively (Table 1). The observed prevalence (\( P \)) is then the proportion of CFA-positives and the true prevalence (\( \pi \)) the proportion of diseased among all \( N \) subjects. Obtaining the true prevalence is not always possible and requires an error-free test. Note that the observed prevalence and the four validity indices are all CFA-dependent.

Table 1. Validity indices for dichotomous data: Sensitivity (SE), specificity (SP) positive (PPV) and negative predictive value (NPV) the observed (P) and true prevalence (\( \pi \)).

| Case Finding Algorithm | Positive | Negative | Validity index |
|------------------------|----------|----------|---------------|
| Positive               | Nr. of True positives TP | Nr. of False positives FP | \( PPV = TP/(TP+FP) \) |
| Negative               | Nr. of False negatives FN | Nr. of True negatives TN | \( NPV = TN/(FN+TN) \) |
| Validity index         | \( SE = TP/(TP+FN) \) | \( SP = TN/(FP + TN) \) | \( N = TP+FP+FN+TN \) \( P = (TP+FP)/N \) \( \pi = (TP+FN)/N \) |
2.2. Interrelationships between validity indices

The 2 x 2-table representation (Table 1) shows how the true prevalence, observed prevalence and the validity indices SE, SP, PPV and NPV are interrelated. Alternatively, these interrelations can be expressed in terms of the actual parameters themselves (and not the cell counts of the 2x2-table). Indeed, starting from the expression relating the observed prevalence to the true prevalence[7, 8] and from the definitions of PPV and NPV [9], we have the following system of algebraic equations with six unknown parameters:

\[ P = SE \pi + (1 - SP)(1 - \pi), \]  
\[ PPV = SE \pi / (SE \pi + (1 - SP)(1 - \pi)), \]  
\[ NPV = SP(1 - \pi) / ((1 - SE)\pi + SP(1 - \pi)). \]

Hence, if we know three parameters, we can derive the others. The observed prevalence \( P \) is easily obtained by applying the CFA to the population in the database. Then, once we input two other parameters, the remaining parameters can be analytically derived by solving the system of algebraic equations above. For all combinations of \( P \) and any two other parameters, the analytical solutions for the remaining three parameters are given in Table 2.

The true prevalence, observed prevalence and the four validity indices are all (conditional) probabilities, and hence are bounded between zero and one. This imposes constraints on the input parameters without which the analytically derived parameters might be outside the zero-to-one range (constraints in S1 Table). More restrictive constraints result if we impose that the CFA should detect disease better than chance alone [7] (constraints in S2 Table). A CFA performs better than chance if it selects diseased persons with a higher probability than it does non-diseased persons. Note that the issue of a CFA performing worse than chance is easily alleviated through swapping the CFA-results, i.e. by re-labeling the CFA-positive results as negative and vice versa.

Finally, if the uncertainty associated with some of the input parameters is known, the uncertainty can be propagated to the derived parameters through Monte Carlo (MC) sampling. In this process, repeated samples from the statistical distributions of the input parameters are drawn. As the input parameters are all probabilities, it is naturally to assign beta distributions to them[10]. Then, for each MC sample of three input parameters, the remaining

Table 2. Overview of the interrelations between validity indices and the true prevalence, given the observed prevalence \( P \) and two other parameters.

| Known   | Expressions |
|---------|-------------|
| 1. \( P, P, SE \) | \( SP = 1 - \frac{(P \cdot SE \cdot E)}{1 - P} \) | \( PPV = \frac{SP(1 - \pi)}{P} \) | \( NPV = 1 - \frac{(1 - SE)}{1 - P} \) |
| 2. \( P, P, SP \) | \( SE = \frac{P \cdot PPV}{1 - SP} \) | \( PPV = 1 - \frac{(1 - PPV \cdot SE)}{P} \) | \( NPV = \frac{1 - SP}{1 - P} \) |
| 3. \( P, P, PPV \) | \( SE = \frac{P \cdot PPV}{1 - SP} \) | \( SP = \frac{(1 - PPV)}{P} \) | \( NPV = 1 - \frac{(1 - SE)}{1 - P} \) |
| 4. \( P, P, NPV \) | \( SE = \frac{1}{1 - P \cdot (1 - NPV)} \) | \( SP = \frac{NPV(1 - P)}{1 - PPV} \) | \( PPV = 1 - \frac{(1 - NPV)}{1 - P} \) |
| 5. \( P, SE, SP \) | \( \pi = \frac{SE \cdot (1 - SP)}{1 - SP} \) | \( PPV = 1 - \frac{(1 - PPV \cdot SE)}{P} \) | \( NPV = \frac{1 - SP}{1 - P} \) |
| 6. \( P, SE, PPV \) | \( \pi = \frac{PPV \cdot (1 - P)}{SE} \) | \( SP = \frac{(1 - PPV \cdot SP)}{(1 - SP) \cdot SE} \) | \( NPV = 1 - \frac{(1 - SE)}{1 - P} \) |
| 7. \( P, SE, NPV \) | \( \pi = \frac{(1 - PPV \cdot SE)}{(1 - SP) \cdot SE} \) | \( NPV = \frac{(1 - SE)}{1 - P} \) | \( PPV = \frac{1 - SP}{1 - P} \) |
| 8. \( P, SP, PPV \) | \( \pi = \frac{(1 - PPV \cdot SP)}{(1 - SP) \cdot PPV} \) | \( SE = \frac{PPV \cdot (1 - P)}{SP} \) | \( NPV = \frac{(1 - SE)}{1 - P} \) |
| 9. \( P, SP, NPV \) | \( \pi = \frac{(1 - PPV \cdot SP)}{(1 - SP) \cdot NPV} \) | \( SE = \frac{NPV \cdot (1 - P)}{SP} \) | \( PPV = \frac{(1 - SE)}{1 - P} \) |
| 10. \( P, PPV, NPV \) | \( \pi = (1 - P)(1 - NPV) + P \times PPV \) | \( SP = \frac{1}{1 - PPV \cdot (1 - NPV)} \) | \( PPV = \frac{1 - npv}{1 - P} \) |
parameters are derived. This results in a distribution of derived parameters, based on which uncertainty intervals (UIs) can be derived [11]. As the true prevalence, observed prevalence and the validity indices are correlated, the MC sampling should ideally reflect this. Not accounting for correlation among the parameters might result in too wide UIs and in sampling parameter combinations that violate the constraints above. However, the correlations among the parameters are typically unknown. Therefore, we used independent sampling but rejected the invalid parameter combinations as defined by the constraints in S1 Table or S2 Table.

**Web-application**

To allow users to easily explore the interrelations between the true prevalence, observed prevalence and the validity indices SE, SP, PPV and NPV, we developed a web application using R [12] and the Shiny package [13]. The application is available from https://apps.p-95.com/Interr/. The application calculates the validity indices given user-defined values of the observed prevalence and any other two parameters. Optionally, the 95% percentile UIs of the derived parameters are calculated through MC simulation when the 95% confidence intervals (CIs) of the known parameters are provided. More specifically, we assign beta distributions to all known parameters for which CIs are provided, with the shape parameters of the beta distribution derived from the provided mean values and CIs based on the method of moments [14]. Invalid combinations of parameter values are discarded and the percentages of constraint violations are reported. We provide two types of UIs, one with the ‘bounded between 0 and 1’ constraints applied (S1 Table) and one with the more restrictive ‘better than chance’ constraints applied (S2 Table).

To demonstrate the web-application, we used published results on the validation of two CFAs, one for intussusception and one for pneumonia, and derived any three indices using the other two as input parameters.

**2.4. Sensitivity analyses**

We additionally conducted sensitivity analyses to investigate the impact of estimation error in the input parameters on the derived parameters. For every combination of the observed prevalence and any two other parameters, we varied the input parameters one-at-the-time (OAT) while keeping the remaining input parameters at their baseline values [15]. Specifically, the input parameters \( p \) are varied between an under- and an overestimation with one standard error \( s.e. \) (i.e. between \( p - s.e. \) and \( p + s.e. \)) with \( s.e. \) calculated for the binomial proportion \( p \) from a sample of size 1000. We investigated three baseline scenarios for varying levels of \( \pi = \{0.01, 0.05, 0.2\} \) while keeping SE and SP fixed at 0.75 and 0.99, respectively. The corresponding baseline values for the observed prevalence and the predictive values were \( P = \{0.02, 0.05, 0.16\}, \; PPV = \{0.43, 0.80, 0.95\} \) and \( NPV = \{1.0, 0.99, 0.94\} \). The biases of the derived indices are expressed relative to their standard errors as well. For the sensitivity analyses, we applied the less restrictive ‘bounded between 0 and 1’ constraints.

**3. Results**

**3.1. Illustrations**

Ducharme et al conducted a validation study of the diagnostic, procedural, and billing codes for the identification of intussusception in children <18 years living in the Census Metropolitan Area of Ottawa (Ontario, Canada) between 1995 and 2010 [16]. The authors calculated SE, SP, PPV, and NPV using manual validation of hospital records using the Brighton Collaboration diagnostic criteria as a gold standard. Case finding algorithms were based on a single or
combination of ICD-9 diagnosis codes, procedure codes, and billing codes. Among the 417,997 patients, 185 patients (0.044%) met the case criteria according to the CFA chosen by the authors and 150 patients (0.036%) were cases of intussusception. The CFA’s PPV was 72.4% (95%CI: 65.4–78.7) and the SE was 89.3% (95% CI: 83.3–93.8), while both the NPV and the SP were >99.9% (95% CI: >99.9–100.0). Starting from the observed prevalence, SE and PPV, we derived the NPV and SP (Fig 1). The derived values for SP and NPV were the same as those reported in the paper. The true prevalence was derived to be 0.036% (95% UI: 0.034–0.038), equal to the study estimate. Starting from the observed prevalence, the PPV and the true prevalence led to a SE of 88.5% (84.4–92.6), close to the study estimate of 89.3%.

A second example was the validation study of claims-based pneumonia CFA. In a cross-sectional study of patients visiting the emergency department (ED) of a hospital in Salt Lake City, Utah during a 5-month period, Aronsky et al assessed the validity of five different claims-based pneumonia CFA against a ‘gold standard’ of manual review of each patient encounter [17]. Among 10828 ED encounters, 272 (2.51%) were cases of pneumonia according to the ‘gold standard’. Their selected algorithm was positive for 219 encounters (2.02%). For this algorithm, the authors reported SE of 65.1% (95% CI: 59.2–70.5), SP of 99.6% (95% CI: 99.5–99.7), PPV of 80.8% (95% CI: 75.1–85.5), and NPV of 99.1% (95% CI: 98.9–99.3). First, we used as input the PPV and NPV. The derived SE and SP were the same as those reported in the paper, as well as the true prevalence (2.51%; 95% UI:2.4–2.6) (Fig 2). Second, we used PPV and an interval for the true prevalence (2.00–3.00%) as input parameters. The derived ranges for SE, SP and NPV were [54.4–81.6], [99.6–99.6] and [98.6–99.6]; all including the originally reported values.

3.2. Sensitivity analyses

The impact of changing the input parameters (from -1 s.e. to + 1 s.e.) on the output parameters is depicted by the vertical bars in Figs 3 and 4. The biases of the derived indices are expressed relative to their standard errors as well and are truncated at ±3 s.e. For example, for the input parameter combination \( \pi - P - SE \) and when \( \pi = 0.01 \) (Fig 3: upper left panel), varying \( \pi \) from

Fig 1. Intussusception; deriving true prevalence, specificity and negative predictive value from the observed prevalence, sensitivity and positive predictive value.
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- 1 s.e. to + 1 s.e, has a small impact on SE and NPV (< 1 s.e. change in both directions), but a more substantial impact on PPV (~2 s.e. change in both directions). The combined results indicate that for the scenarios investigated the estimation error of the derived parameters is smallest when using the parameter combination P–SE–PPV.

4. Discussion

Starting from the interrelations between the true disease prevalence, the observed prevalence (as estimated from the misclassified data) and the four validity indices SE, SP, PPV and NPV, we derived the analytical expressions (formulas) to obtain for every combination of the observed prevalence and two other parameters the remaining three parameters. To facilitate the use of these analytical expressions, we developed a freely available user-friendly web-application.

The analytical expressions and web-application can be used for various purposes. First, they can be used to adjust a prevalence estimate for outcome misclassification. The expression to derive the true prevalence from the observed prevalence, SE and SP was already published in the late 70’s, and known as the Rogan–Gladen estimator [7]. Our application allows users to obtain an estimate of the true prevalence given an estimate of the observed prevalence and any two other validity indices. These expressions were previously used to adjust *Bordetella Pertussis* incidence rates from five European healthcare databases for outcome misclassification [18].

To the best of our knowledge, none of these analytical expressions were prior available besides the Rogan–Gladen estimator. Second, the analytical expressions can be used to derive validity indices that are otherwise difficult to obtain. Particularly SP and NPV require very large validation studies, especially in the case of rare diseases. Benchimol et al [3] conducted a systematic review of validation studies of CFAs and found that only 36.9% of the studies reported four or more validity indices. They found that the most common validity indices used to report the diagnostic accuracy of CFAs are SE (67.2%) and PPV (63.8%) and to a lesser extent SP (49.8%) and NPV (32.1%). Another review study found that most studies that validate diagnoses in the Clinical Practice Research Database (CPRD) were restricted to assessing the proportion of CFA-positive cases that were confirmed by medical record review or responses to questionnaires [19, 20], thus only providing an estimate of PPV whereas at least two validity indices are required to adjust a prevalence estimate for outcome misclassification.
In such cases where only one validity index is reported, the remaining validity indices can be derived when an estimate of the true prevalence is available. Such an estimate of the true prevalence might be obtained from external data sources such as disease registers or national surveillance systems. Obviously, in this case, it is important to ensure that the external estimate applies to the database population under study. Third, the comparison of validation studies is often hampered by the use of different validity indices. The ability to convert indices will facilitate this comparison. Fourth, the possibility to independently estimate different validity indices using different validation samples (e.g. a sample of diseased subjects to estimate SE and another sample of CFA-positives to estimate PPV) will make validation more feasible. It will undoubtedly reduce the sample size requirements compared to a comprehensive validation study by which the ‘gold standard’ measure is obtained for a random sample of the database population. Especially for rare diseases, such validations studies are unfeasible as very large sample sizes are required to capture at least some diseased subjects.
The methodology of analytically deriving validity indices has limitations. The presence of sampling error or selection bias might result in invalid parameter combinations (i.e. resulting in derived parameters outside the [0,1] range or corresponding to a CFA that performs worse than chance). To investigate the impact of estimation error in the input parameters on the derived parameters we conducted sensitivity analyses. The results show that, for the scenarios we investigated, the parameter combinations $P – SE – PPV$ resulted in the smallest estimation errors in the derived parameters. The assumptions applying to our analytical derivations are the same as those underlying the conventional 2 x 2-table representation of validity indices (Table 1). These assumptions are that the true disease status is truly dichotomous and the dichotomous ‘gold standard’ measure reflects the true disease status without error. However, disease is not always absent or present and there might be an underlying continuous condition (i.e. spectrum of severity) on which classification of disease status is based, varying from the clear absence to the clear presence of disease. In such cases, the SE and SP depend on the...
distribution of the underlying condition, and hence on the true disease prevalence [20, 21]. On top, if the gold standard measure is erroneous, the validity indices will be biased [21]. The methodology applies to prevalence estimates and incidence proportions, and not to the more commonly used incidence rate. Also, and irrespective of the validation methodology used, the validity of CFAs might depend on many factors such as population characteristics, access to healthcare and the completeness of the medical information contained in the database, thereby limiting the generalizability of the validity indices to populations others than those for which the validity of the CFA was initially assessed [2, 19]. Finally, disease misclassification might be differential, meaning that the misclassification depends on the exposure status, which leads to biased estimates of the exposure-disease association in both directions [22]. In this case, it is important to obtain validity indices by exposure status.

Despite these limitations, we echo many others [2, 3, 5] that validation of CFAs is essential to permit proper interpretation of the results obtained from healthcare database studies. The estimated validity indices might ultimately be used to adjust estimates of disease occurrence [7] or risk [6] for misclassification or to adjust power calculations [23]. By providing the analytical expressions regarding the inter-relations of the observed prevalence, true prevalence and the most commonly used validity indices, we hope to contribute to a more widespread use of validation studies and their results.
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