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Abstract

A well-known theorem of Rodin & Sullivan, previously conjectured by Thurston, states that the circle packing of the intersection of a lattice with a simply connected planar domain \( \Omega \) into the unit disc \( \mathbb{D} \) converges to a Riemann map from \( \Omega \) to \( \mathbb{D} \) when the mesh size converges to 0. We prove the analogous statement when circle packings are replaced by the square tilings of Brooks et al.

1 Introduction

In 1987 Thurston [25] proposed the following method for approximating the Riemann map from a simply connected domain \( \Omega \subset \mathbb{C} \) to the unit circle \( \mathbb{D} \). Let \( k \cdot \mathbb{T} \) denote the triangular lattice re-scaled by a factor of \( k > 0 \), and consider the plane graph \( G_n := \Omega \cap 2^{-n} \cdot \mathbb{T} \). Consider the sequence of maps \( f_n : \Omega \to \mathbb{D} \) obtained by circle packing \( G_n \) to \( \mathbb{D} \) so that its vertices near a fixed point of \( \Omega \) are mapped to circles near the origin in \( \mathbb{D} \), and interpolating from the vertices of \( \mathbb{T} \) to all points in \( \Omega \). Thurston [25] conjectured that \( f_n \) converges to a Riemann map from \( \Omega \) to \( \mathbb{D} \), and this was proved by Rodin & Sullivan [21]. The aim of this paper is to prove the analogous statement when circle packings are replaced by another discrete version of the Riemann mapping theorem, the square tilings of Brooks et al. [5].

Apparently part of the motivation for Thurston’s question came from approximating Riemann maps by computer, and he suggested an algorithm for doing so [21 Appendix 2]. However, circle packing a given graph into a disc is a computationally challenging problem, and according to [8], “In the numerical conformal mapping of plane regions, it is unlikely that circle packing can ever compete in speed or accuracy with classical numerical methods...”. On the contrary, computing the square tiling boils down to solving a linear system of equations of size proportional to the number of vertices of the approximating graph \( G_n \).

The aforementioned theorem of Rodin & Sullivan has been extended in various directions. Convergence for lattices other than the triangular was proved by He & Rodin [12], under the assumption of bounded degree. Stephenson [24]
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proved that the convergence of \( f_n \) to the Riemann map is locally uniform. Doyle, He & Rodin \cite{DoyleHeRodin} improved the quality of convergence to convergence in \( C^2 \). He & Schramm \cite{HeSchramm} gave an alternative proof of the convergence in \( C^2 \), and their proof works in further generality. In particular, it does not need the assumption of bounded degree of \cite{Schramm2}. Finally, for the triangular lattice, He & Schramm \cite{HeSchramm} proved \( C^\infty \)-convergence of circle packings to the Riemann map. Our result for square tilings also gives \( C^\infty \)-convergence. We work with the square lattice \( L \) for convenience, but our proof applies to any lattice admitting a vertex-transitive action of the group \( \mathbb{Z}^2 \).

**Theorem 1.1.** Consider a Jordan domain \( \Omega \) in \( \mathbb{C} \), and let \( s_n : \Omega \to \mathbb{C} \) be defined by linear interpolation of the Brooks et al. square tiling map of \( \Omega \cap 2^{-n} \cdot L \). Then \( (s_n) \) converges in \( C^\infty (\Omega) \) to a conformal map.

Detailed definitions are given in the following sections, before the precise statement of Theorem 1.1 is given in Section 4.

Our result rests on a discrete version of the following remark. A classical result of Kakutani states that Brownian motion is conformally invariant \cite{Kakutani} (up to a time reparametrization that is irrelevant for our purposes). It is known that this conformal invariance is still true when the Brownian motion is reflected from \( \partial \Omega \) back into \( \Omega \) under the assumption that \( \partial \Omega \) is in \( C^{1,\alpha} \) \cite{Lawler}. This allows one to describe a Riemann map from a Jordan domain \( \Omega \) in \( \mathbb{C} \) to a rectangle \( H := [0, \ell] \times [0, 1] \) as follows. Consider four distinct points \( x_1, x_2, x_3 \) and \( x_4 \) in \( \partial \Omega \) appearing in that order along \( \partial \Omega \). Let \( f : \Omega \to H \) be the Riemann map mapping the \( x_i \) to the corners of \( H \) (where we tacitly use Caratheodory’s theorem, see Section 2.2). Let \( \ell \) denote the extremal length (see Section 2.2) in \( \Omega \) between \( L \) and \( R \). Then we have

**Observation 1.2.** For every \( z \in \Omega \) we have \( f(z) = p_{LR} \cdot T + ip_{TB} \), where \( p_{TB} \) is the probability that a Brownian motion started at \( z \) and reflected along \( \partial \Omega \) will reach \( T \) before \( B \), and similarly, \( p_{LR} \) equals the probability that a Brownian motion started at \( z \) and reflected along \( \partial \Omega \) will reach \( L \) before \( R \) multiplied by \( \ell \).

This follows immediately from the conformal invariance of reflected Brownian motion and the fact that the formula is correct when \( \Omega \) is replaced by the rectangle \( H \). Observation 1.2 can be extended to all Jordan domains \( \Omega \) by approximation by a sequence of Jordan subdomains with \( C^{1,\alpha} \) boundaries. This follows from the weak convergence of the reflected Brownian motion on the subdomains to the reflected Brownian motion on \( \Omega \) \cite{Lawler}, and the converge of the corresponding conformal maps defined on the subdomains to \( f \).

The construction of the square tilings of Brooks et al. can be thought of as a discrete variant of Observation 1.2 (and in fact our results can be used to obtain an alternative proof thereof), with reflected Brownian motion replaced by random walk on a mesh \( G_n \): it assigns coordinates to vertices and edges of \( G \) similarly to the above function \( f \). We show that the corresponding functions \( s_n \) converge to a limit function \( f \), and verify that \( f \) satisfies the Cauchy-Riemann equations \( (3) \) by noticing that \( s_n \) satisfies a discrete variant thereof that we introduce \( (4) \).

According to \cite{Riemann}, “Riemann, in formulating his famous Riemann mapping theorem, surely relied on the physics of electrical networks and conducting metal
plates for motivation.” Some biographical evidence about Riemann support this claim. He had a strong interest in the physics of electricity: “To complete his Habilitation Riemann had to give a lecture. He prepared three lectures, two on electricity and one on geometry.” Both Riemann and Kirchhoff moved to Berlin in 1847 at a time when the latter was working on his laws of electricity (which we use in Section 3.2). Some of the ideas involved in the construction of square tilings and in our proof support the belief that the physics of electrical networks influenced Riemann in formulating his mapping theorem in his thesis in 1851. Indeed, the quantity $p_{TB} = p_{TB}(z)$ in Observation 1.2 coincides with the voltage $v(z)$ at $z$ when a unit potential difference is imposed between $T$ and $B$, because both functions are harmonic and satisfy the same boundary conditions. The set of points $z$ with $p_{LR}(z) = x \in (0, l)$ form a field line of the resulting electrical current.

2 Preliminaries

2.1 Graph theoretic definitions

Let $G = (V, E)$ be a graph fixed throughout this section, where $V = V(G)$ is its set of vertices and $E = E(G)$ its set of edges. We assume that $G$ is a plane graph endowed with a fixed embedding in the plane $\mathbb{R}^2$; more formally, $G$ is a plane graph if $V(G) \subset \mathbb{R}^2$ and each edge $e \in E(G)$ is an arc between its two vertices that does not cross any other edge.

It is a standard fact that one can associate with the graph $G$ a further plane graph $G^* = (V^*, E^*)$ called the (geometric) dual of $G$, defined as follows. We place a vertex of $V^*$ in each face of $G$, and we connect two vertices of $V^*$ with an edge whenever the corresponding faces of $G$ share an edge. Thus there is a bijection $e \mapsto e^*$ from $E$ to $E^*$.

For convenience, we will be working with the square lattice $\mathbb{L}$. Its vertex set is the set of points of $\mathbb{R}^2$ with integer coordinates, and its edge-set comprises the horizontal and vertical length 1 straight line segments connecting them. For an integer $n \geq 0$, we let $2^{-n} \cdot \mathbb{L}$ denote the plane graph obtained from $\mathbb{L}$ by multiplying the coordinates of each point by $2^{-n}$. Thus each edge of $2^{-n} \cdot \mathbb{L}$ has length $2^{-n}$. With a slight abuse, we denote both this graph and its vertex set by $2^{-n} \cdot \mathbb{L}$ for convenience. Notice that $\mathbb{L}$ is a self-dual graph, i.e. its dual graph $\mathbb{L}^*$ is isomorphic to $\mathbb{L}$.

2.2 Complex analytic definitions

Consider a simply connected domain $\Omega \subseteq \mathbb{C}$, i.e. a connected open set such that its complement $\mathbb{C} \setminus \Omega$ is also connected. The Riemann mapping theorem states that there is a conformal map $\phi$ from $\Omega$ to the unit disk $D$, i.e. a holomorphic and injective function mapping $\Omega$ onto $D$. We will be working with bounded simply connected domains $\Omega$ whose boundary is a simple closed curve $\gamma$ (a homeomorphic image of the unit circle). In this case, $\gamma$ is called a Jordan curve, and $\Omega$ is called a Jordan domain. A homeomorphic image of the unit interval is called a Jordan arc.
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Caratheodory studied the boundary behaviour of conformal maps, and established that \( \phi \) witnesses the topological properties of the boundary of \( \Omega \). In particular, when \( \Omega \) is a Jordan domain, Caratheodory’s theorem (see e.g. \[16, 20\]) states that \( \phi \) extends to a homeomorphism between the closures \( \overline{\Omega} \) and \( \overline{D} \).

It follows from the Riemann mapping theorem that for every \( M > 0 \), there is a conformal map from \( \Omega \) to the rectangle \((0, M) \times (0, 1)\). By Caratheodory’s theorem, when \( \Omega \) is a Jordan domain, \( \phi \) extends to a homeomorphism between the closures \( \overline{\Omega} \) and \( [0, M] \times [0, 1] \). Consider now four distinct points \( x_1, x_2, x_3, x_4 \in \partial \Omega \) in clockwise ordering, and let \( y_1, y_2, y_3, y_4 \) be the four corners of \([0, M] \times [0, 1]\) in clockwise ordering starting from the top left one. It is natural to ask whether there is a conformal map from \( \Omega \) to \((0, M) \times (0, 1)\), with \( \phi(x_i) = y_i, i = 1, 2, 3, 4 \). As it turns out, three boundary points determine uniquely a conformal map \([20, \text{Corollary 2.7}]\), hence for each choice \( x_1, x_2, x_3, x_4 \) of boundary points, there is only one value of \( M \) (depending on these points) for which a conformal map with the desired property exists.

To determine the value of \( M \), we recall the classical notion of extremal length. Let \( \overline{x_1x_2} \) denote the arc of \( \partial \Omega \) from \( x_1 \) to \( x_2 \) traversed in the clockwise direction. To define the extremal length between \( \overline{x_1x_2} \) and \( \overline{x_3x_4} \), given a Borel-measurable function \( \rho : \Omega \to \mathbb{C} \) and a rectifiable curve \( \gamma \) in \( \Omega \) connecting \( \overline{x_1x_2} \) to \( \overline{x_3x_4} \), we let

\[
L(\gamma) := \int_{\gamma} |\rho| dz,
\]

where \( |dz| \) denotes the Euclidean element of length. We also define

\[
A(\rho) := \iint_{\Omega} \rho^2 \, dx \, dy.
\]

The extremal length between \( \overline{x_1x_2} \) and \( \overline{x_3x_4} \) is

\[
\sup_{\rho} \inf_{\gamma} \frac{L(\gamma)^2}{A(\rho)},
\]

where the supremum ranges over all rectifiable curves \( \gamma \) in \( \Omega \) connecting \( \overline{x_1x_2} \) to \( \overline{x_3x_4} \), and the supremum ranges over all Borel-measurable functions \( \rho : \Omega \to \mathbb{C} \) with \( 0 < A(\rho) < \infty \).

The extremal length between the sides \([0, M] \times \{1\}\) and \([0, M] \times \{0\}\) of the rectangle can be computed explicitly and is equal to \(1/M\) \([1, \text{p. 52-53}]\). Moreover, the extremal length is conformally invariant \([1, \text{p. 52}]\). Therefore, \( M \) is the reciprocal of the extremal length between \( \overline{x_1x_2} \) and \( \overline{x_3x_4} \).

### 2.3 Simple random walk and electrical networks

A walk on \( G \) is a (possibly infinite) sequence \((v_n)_{n \in \mathbb{N}}\) of elements of \( V \) such that \( v_i \) is always connected to \( v_{i+1} \) by an edge. The simple random walk on \( G \) begins at some vertex and when at vertex \( x \), traverses one of the edges \( \overline{xy} \) incident to \( x \) according to the probability distribution

\[
p_{x \rightarrow y} := \frac{1}{d(x)},
\]
where $d(x)$ denotes the degree of $x$, that is, the number of vertices connected to $x$ by an edge.

There is a well-known correspondence between electrical networks and simple random walk. Given two vertices $p$ and $q$ of $G$, we connect a battery across the two vertices so that the voltage at $p$ is equal to 0 and the voltage at $q$ is equal to 1. Then certain currents will flow along the directed edges of $G$ and establish certain voltages at the vertices of $G$. It is a standard fact that for every vertex $u$, the voltage at $u$ is equal to the probability that the simple random walk from $u$ visits $q$ before $p$.

The physical notion of the electrical current can be defined in purely mathematical terms as follows. Let us first denote by $\vec{E}$ the set of ordered pairs $(x, y)$ with $xy \in E$. We write $\vec{xy}$ to denote $(x, y)$. We say that a function $f : \vec{E} \to \mathbb{R}$ is antisymmetric, and write $f : \vec{E} \hookrightarrow \mathbb{R}$, if $f(\vec{xy}) = -f(\vec{yx})$ for every $xy \in E$.

Given two vertices $p$ and $q$ of $G$, we say that a function $f : \vec{E} \hookrightarrow \mathbb{R}$ is a $p$-$q$ flow if it satisfies Kirchhoff’s cycle law, which postulates that for every vertex $x$ other than $p$ and $q$,

$$\sum_{y \in N(x)} f(\vec{xy}) = 0,$$

where $N(x)$ denotes the set of neighbours of $x$, i.e. the vertices connected to $x$ by an edge. The $p$-$q$ current is the (unique) $p$-$q$ flow $i : \vec{E} \hookrightarrow \mathbb{R}$ that satisfies Kirchhoff’s cycle law. Kirchhoff’s cycle law postulates that for every cycle $C = x_0e_{01}x_1e_{12}x_2\ldots x_n$ in $G$, where the $x_j$ are vertices, the $e_{jk}$ are edges, and $x_n = x_0$, we have

$$\sum_{j=0}^{n-1} i(\vec{x_jx_{j+1}}) = 0.$$

The intensity $I^*$ of $i$ is the sum

$$\sum_{y \in N(x)} i(\vec{xy}).$$

The effective resistance $R^\text{eff}$ between $x$ and $y$ admits several equivalent definitions, among which the most useful for us is

$$R^\text{eff} = 1/I^*.$$  \hspace{1cm} (1)

Duffin [10] proved that the effective resistance coincides with the notion of ‘discrete extremal length’. We will utilise this fact later on.

2.4 Discrete partial derivatives and convergence in $C^\infty$

Consider an integer $n \geq 0$. Any function $g$ defined on a subset of $2^{-n} \cdot \mathbb{L}$ can be extended to the whole of $2^{-n} \cdot \mathbb{L}$ by setting $g(z) = 0$ on the remaining vertices $z$ of $2^{-n} \cdot \mathbb{L}$. We will always assume that our functions are extended in this way to the whole of $2^{-n} \cdot \mathbb{L}$. For every vertex $z$ of $2^{-n} \cdot \mathbb{L}$ we define the functions

$$\frac{\partial g}{\partial x}(z) := 2^n(g(u) - g(z)) \quad \text{and} \quad \frac{\partial g}{\partial y}(z) := 2^n(g(v) - g(z)),$$

where $u = z + 2^{-n}$ and $v = z + 2^{-n}i$. The functions $\frac{\partial g}{\partial x}$ and $\frac{\partial g}{\partial y}$ are called the partial derivatives...
of \( g \) with respect to \( x \) and \( y \), respectively. For functions defined on the dual graph \((2^{-n} \cdot \mathbb{L})^*\), the partial derivatives are defined analogously. As usually, by repeatedly applying the operators \( \frac{\partial}{\partial x} \) and \( \frac{\partial}{\partial y} \) in any order and any number \( k \) of times, we define the partial derivatives of order \( k \).

Consider now a domain \( \Omega \subset \mathbb{C} \). We say that a sequence \((f_n)\) of functions defined on \( 2^{-n} \cdot \mathbb{L} \) converges in \( C^\infty(\Omega) \) to a smooth function \( f : \Omega \to \mathbb{C} \) if for every closed disk \( \Delta \subset \Omega \) and for every \( k \geq 0 \), the partial derivatives of \( f_n \) of order \( k \) converge uniformly in \( \Delta \) to the corresponding partial derivatives of \( f \) of order \( k \). For a sequence of functions defined on the dual graph \((2^{-n} \cdot \mathbb{L})^*\), the definition is analogous.

To prove convergence of a sequence of discrete functions we will first extend all functions of the sequence to the whole of \( \Omega \), and then apply the Arzelà-Ascoli theorem [22], which gives necessary and sufficient conditions to decide whether a subsequence of functions converges uniformly.

Let \((f_n)\) be a sequence of continuous functions on a compact set \( K \subset \mathbb{C} \). The sequence is said to be equicontinuous if, for every \( \epsilon > 0 \) and \( x \in K \), there exists \( \delta > 0 \) such that
\[
|f_n(x) - f_n(y)| < \epsilon
\]
whenever \( |x - y| < \delta \) for every \( n \geq 0 \).

**Theorem 2.1** (Arzelà-Ascoli theorem). Let \((f_n)\) be a uniformly bounded and equicontinuous sequence of continuous functions on a compact set \( K \subset \mathbb{C} \). Then there is a subsequence of \((f_n)\) that converges uniformly on \( K \).

### 3 Construction of the tiling

In this section we will recall the construction of the square tiling of Brooks et al. [5], and we will formally define the sequence \((s_n)\) featuring in Theorem [1].

Consider a Jordan domain \( \Omega \) in \( \mathbb{C} \), and four distinct points \( x_1, x_2, x_3 \) and \( x_4 \) in \( \partial \Omega \) in clockwise ordering. These points subdivide \( \partial \Omega \) into four subarcs
\[
T = \frac{x_1 x_2}{x_3 x_4}, \quad R = \frac{x_2 x_3}{x_4 x_1}, \quad B = \frac{x_3 x_4}{x_1 x_2}, \quad L = \frac{x_4 x_1}{x_2 x_3},
\]
where \( \frac{x_a x_b}{x_c x_d} \) denotes the arc of \( \partial \Omega \) from \( x_a \) to \( x_b \) traversed in the clockwise direction. We will refer to \( T \), \( R \), \( B \) and \( L \) as the top, right, bottom and left arc of \( \partial \Omega \), respectively.

Without loss of generality we can assume that the origin lies in \( \Omega \). For every \( n \geq 0 \), we consider the subgraph of \( 2^{-n} \cdot \mathbb{L} \) determined by those vertices and edges lying entirely in \( \Omega \), and we define \( \Omega_n \) to be the connected component of the origin in that graph. The **boundary** \( \partial \Omega_n \) of \( \Omega_n \) is the set of vertices \( z \) of \( \Omega_n \) that are incident to an edge in \( 2^{-n} \cdot \mathbb{L} \) that intersects \( \partial \Omega \). By rescaling \( \Omega \) if necessary we can assume that for every \( n \geq 0 \), no pair of adjacent edges of \( 2^{-n} \cdot \mathbb{L} \) intersects opposite arcs of \( \partial \Omega \) (\( T \) and \( B \) or \( R \) and \( L \)). In particular, no edge of \( 2^{-n} \cdot \mathbb{L} \) intersects opposite arcs of \( \partial \Omega \). We can now define \( T_n, B_n \) to be the sets of vertices of \( \partial \Omega_n \) that are incident to an edge intersecting \( T, B \), respectively. We also define \( R_n, L_n \) to be the sets of vertices of \( \partial \Omega_n \setminus (T_n \cup B_n) \) that are incident to an edge intersecting \( R, L \), respectively. It will be useful for the construction of our tiling to identify the elements of \( T_n \) and \( B_n \) into single vertices, which we will denote by \( t_n \) and \( b_n \), respectively. We will write \( G_n = (V_n, E_n) \) for the graph obtained from \( \Omega_n \) after these identifications. The **boundary** \( \partial G_n \)
of \( G_n \) is the set of boundary vertices obtained after these identifications, i.e. 
\( \partial G_n := \{ t_n, b_n \} \cup R_n \cup L_n \).

### 3.1 The dual graph \( G^*_n \)

We consider \( G_n \) as a plane graph, in other words, \( V_n \) is now a set of points of \( \mathbb{R}^2 \) and \( E_n \) is a set of arcs in \( \mathbb{R}^2 \) each joining two points in \( V_n \). The points in \( \mathbb{R}^2 \) occupied by the elements of \( V_n \) and \( E_n \) can be chosen in such a way that the vertices \( t_n \) and \( b_n \) are incident with the unbounded face of \( G_n \), the position of every other vertex of \( V_n \) remains the same after the identifications, and the arcs connecting vertices of \( V_n \setminus \{ t_n, b_n \} \) are straight lines. It will be useful for the construction of the square tiling to associate to \( G_n \) a new graph \( G^*_n \) by slightly modifying the standard definition of the dual graph of \( G_n \). First, let \( t_n b_n \) be an arc in \( \mathbb{R}^2 \) connecting \( t_n \) with \( b_n \), every interior point of which lies in the unbounded face of \( G_n \). Consider the graph \( G^*_n = (V_n, E_n \cup \{ t_n b_n \}) \), and let \( (V^*_n, E^*_n \cup \{ l_n r_n \}) \) be the dual graph of \( G^*_n \), where \( l_n \) is the face incident to \( L_n \), and \( r_n \) is the face incident to \( R_n \). Deleting the edge \( l_n r_n \) we obtain the graph \( G^*_n = (V^*_n, E^*_n) \).

Notice that there is a bijection \( e \mapsto e^* \) from \( E_n \) to \( E^*_n \). The orientability of the plane allows us to extend the bijection \( e \mapsto e^* \) between \( E_n \) and \( E^*_n \) to a bijection between the directed edges of \( G_n \) and \( G^*_n \) in such a way that if \( \overrightarrow{E}(u) \) is the set of edges incident to a vertex \( u \) of \( G_n \) directed towards \( u \), then \( \{ \overrightarrow{e}^* \mid \overrightarrow{e} \in \overrightarrow{E}(u) \} \) is a cycle oriented in the counter-clockwise direction.

### 3.2 The tiling

For any vertex \( u \in V(G_n) \), let \( h_n(u) \) be the probability that simple random walk in \( G_n \) starting from \( u \) hits \( t_n \) before \( b_n \). Thus \( h_n(t_n) = 1 \) and \( h_n(b_n) = 0 \). Notice that \( h_n \) is harmonic at every vertex in \( V(G_n) \setminus \{ t_n, b_n \} \), i.e. 
\[
h_n(u) = \frac{1}{d(u)} \sum_{v \in N(u)} h_n(v).
\]

The values of \( h_n \) will be used as ‘height’ coordinates in the construction of the square tiling. Before defining the ‘width’ coordinates, let us consider the Ohm dual of \( h_n \), namely the flow \( w_n \) given by the relation 
\[
w_n(\overrightarrow{x y}) = h_n(x) - h_n(y)
\]
for every directed edge \( \overrightarrow{x y} \) of \( G_n \). Observe that \( w_n \) is antisymmetric, i.e. 
\[
w_n(\overrightarrow{x y}) = -w_n(\overrightarrow{y x}),
\]
and satisfies Kirchhoff’s laws.

Let us now define the functions \( w'_n \) and \( h'_n \), the values of which will be used as ‘width’ coordinates. Given a directed edge \( \overrightarrow{x y} \) in the dual graph \( G^*_n \), we let 
\[
w'_n(\overrightarrow{x y}) = w_n(\overrightarrow{x y^*}),
\]
where \( \overrightarrow{x y^*} \) is the directed edge of \( G_n \) corresponding to \( \overrightarrow{x y} \). It is a well-known known consequence of the duality between Kirchhoff’s laws in the primal and the dual graph that the function \( w'_n \) satisfies both Kirchhoff’s cycle law and Kirchoff’s node law. To define \( h'_n \), set first \( h'_n(t_n) = 0 \). For every other vertex \( z \in V(G_n) \), pick a path \( P_z = z_0 z_1 \ldots z_k \), where \( z_0 = z \) and \( z_k = l_n \), and let
For each vertex \( z \) in \( G_n \), we define \( h'_n(z) = \sum_{i<k} w'_{in}(\tilde{z}, z+i) \). The value of \( h'_n(z) \) does not depend on the choice of the path \( P_z \), because \( w'_n \) satisfies Kirchhoff’s cycle law.

It is not hard to see that the pair \( h'_n, w'_n \) satisfies Ohm’s law, i.e. \( w'_{in}(x,y) = h'_n(x) - h'_n(y) \). Since \( w'_n \) satisfies Kirchhoff’s node law, we deduce that \( h'_n \) is a harmonic function on the set \( V(G'_n) \setminus \{l_n, r_n\} \). Furthermore, it follows from the definition of \( h'_n \) that

\[
\h'_n(r_n) = I^n_0 := \sum_{z \in N(l_n)} w_n(t_{n}^2 z),
\]

since the directed edges \( t_{n}^2 z \) form a directed path from \( r_n \) to \( l_n \).

Having defined \( w'_n \) and \( h'_n \), we can now specify the squares \( S_e \) of our square tiling indexed by the edges of \( G_n \). Consider an edge \( e = xy \in E(G_n) \) and assume that \( h_n(x) \geq h_n(y) \). Then the square \( S_e \) has the form \( I_e \times [h_n(x), h_n(y)] \). To define \( I_e \), we consider the dual edge \( e^* = x'y' \) of \( e \), and we let \( I_e \) be the interval \([h'_n(x'), h'_n(y')]\), noting that \( h'_n(y') \geq h'_n(x') \). For every \( u \in V(G_n) \), we define

\[
I_u = \cup_{e \in E(u)} I_e,
\]

where \( E(u) \) is the set of edges incident to \( u \). It is easy to check that \( I_u \) is an interval. Brooks et al. [5] proved that the interiors of the squares are disjoint and the union of the squares is the rectangle \([0, I^n_1] \times [0, 1]\). In other words, the collection \( S = \{S_e, e \in E(G_n)\} \) is a tiling of the rectangle \([0, I^n_1] \times [0, 1]\). See also [2,11] for a similar construction of a square tiling of a cylinder.

We remark that \( h'_n(z) \) coincides with \( I^n_0 p_n(z) \) for every vertex \( z \) of \( G'_n \), where \( p_n(z) \) denotes the probability that simple random walk from \( z \) visits \( r_n \) before \( l_n \). This follows from observing that both functions are harmonic at every vertex \( z \neq l_n, r_n \), and coincide at \( l_n \) and \( r_n \), because \( p_n(l_n) = 0 \) and \( p_n(r_n) = 1 \). This easily implies

**Lemma 3.1.** The square tiling of \( G'_n \) with respect to \( l_n, r_n \) coincides with that of \( G_n \) rotated by 90 degrees and re-scaled by \( 1/I^n_1 \).

### 3.3 Definition of the interpolation \( s_n \)

We will now define the functions \( s_n : \Omega \to \mathbb{C} \). Given a vertex \( z \) of \( \Omega \) that does not lie in \( T_n \cup B_n \), we define the imaginary part of \( s_n(z) \) to be equal to \( h_n(z) \).

For the real part of \( s_n(z) \), let \( f_1, f_2, \ldots, f_k \) be the faces incident to \( z \) in \( G_n \), where \( k \) denotes the number of such faces. The real part of \( s_n(z) \) is defined to be the average horizontal coordinate \( \sum_{i=1}^k h'_n(z_i)/k \). For those vertices \( z \) lying in \( T_n \cup B_n \), we define \( s_n(z) \) in terms of \( h_n \) and \( h'_n \) in a similar manner, except that we now replace \( z \) by \( t_n \) or \( b_n \), as appropriate.

Notice that when \( I_z \) is not a single point, \( s_n(z) \) belongs to the interior of \( I_z \times \{h_n(z)\} \). To extend \( s_n \) to all of \( \Omega \), we first set \( s_n \) to be equal to 0 on the remaining vertices of \( 2^{-n} \cdot L \), and then extend it to every point in \( \Omega \) (in fact to every point in \( \mathbb{C} \)) by linear interpolation. Thus, if \((x_1, y_1), (x_2, y_1), (x_2, y_2) \) and \((x_2, y_1), (x_2, y_2) \) are the four corners of a square in \( 2^{-n} \cdot L \) in counter-clockwise ordering with \((x_1, y_1) \) being the bottom left one, and \((x, y) \) is a point lying in that square, then

\[
s_n(x, y) = 4^n \left( (x_2 - x)(y_2 - y)s_n(x_1, y_1) + (x - x_1)(y_2 - y)s_n(x_2, y_1) + (x - x_1)(y - y_1)s_n(x_2, y_2) + (x_2 - x)(y - y_1)s_n(x_1, y_2) \right),
\]

(2)
Lemma 4.2. There is a strictly increasing sequence $h_n$ such that both $s_n(\Omega)$ converges in $C^\infty(\Omega)$ to a certain subgraph of $G_n$. To be more precise, consider those vertices $u$ of $G_n$ for which $I_n$ is not a single point, and place a vertex at $s_n(u)$. It follows from the definition of $s_n$ that $s_n(u)$ lies in the interior of the segment $I_u \times \{h_n(u)\}$ for every such $u$. It is not hard to see that for every edge $e = uv$ of $G_n$, with $S_n$ not being a single point, an arc can been drawn connecting $s_n(u)$ to $s_n(v)$, all points of which other than its endpoints do not belong to some segment $I_u \times \{h_n(u)\}$, and no pair of such arcs intersects (except at a vertex). This follows easily from the fact that the interiors of the squares in $S$ are disjoint; see [3] for a detailed proof. On the other hand, if $S_n$ degenerates to a single point, then the segments $I_u$ and $I_v$ share a common endpoint but are otherwise disjoint. Hence we can connect $s_n(u)$ to $s_n(v)$ with a straight horizontal line. In this way, we obtain a plane graph that is isomorphic to the subgraph of $G_n$ spanned by those vertices $u$ of $G_n$ for which $I_u$ is not a single point.

4 Proof of main result

In this section we prove Theorem 1.1. The proof is split into several smaller parts. Let us start by formulating it more precisely.

Theorem 4.1. Consider a Jordan domain $\Omega$ in $\mathbb{C}$, and four distinct points $x_1, x_2, x_3$ and $x_4$ in $\partial \Omega$ in clockwise ordering. Let $E$ be the extremal length between the arcs $x_1x_2$ and $x_3x_4$ of $\partial \Omega$, and $y_1, y_2, y_3, y_4$ be the four corners of the rectangle $[0,1/E] \times [0,1]$ in clockwise ordering with $y_1$ being the top left one. Then the sequence $(s_n)$ converges in $C^\infty(\Omega)$ to the conformal map $f$ mapping $\Omega$ onto the rectangle $(0,1/E) \times (0,1)$, with $f(x_i) = y_i$, $i = 1, 2, 3, 4$.

4.1 Convergence to a holomorphic map

Since $s_n$ is defined via $h_n'$ and $h_n$, it will be useful to first establish the convergence of $h_n'$ and $h_n$. The following lemma is our first step in that direction.

Lemma 4.2. There is a strictly increasing sequence $(k_n)$ of natural numbers such that both $h_n'$ and $h_n$ converge in $C^\infty(\Omega)$ to smooth functions $u : \Omega \to \mathbb{R}$ and $v : \Omega \to \mathbb{R}$, respectively, and the intensities $I_k_n$ converge to a non-negative real number $I$.

For every $n \geq 0$, let $D_n$ be the subgraph $L$ spanned by the vertices $(x, y)$ with both $|x| \leq 2^n$ and $|y| \leq 2^n$. In order to prove Lemma 4.2 above, we will utilise the next result about the partial derivatives of harmonic functions on $D_n$.

Theorem 4.3. [4] [17] There is a constant $C > 0$ such that for every harmonic function $f$ on $D_n$ we have

$$\left| \frac{\partial f}{\partial x}(0) \right| \leq \frac{C\|f\|_\infty}{2^n} \quad \text{and} \quad \left| \frac{\partial f}{\partial y}(0) \right| \leq \frac{C\|f\|_\infty}{2^n}.$$
Since by definition $\|h_n\|_\infty \leq 1$, Theorem 4.3 gives after a suitable rescaling and translation of $D_n$ that for every closed disk $\Delta \subset \Omega$, the partial derivatives of $h_n$ on $\Delta$ are bounded. It follows from the next lemma that $h'_n$ is uniformly bounded too.

**Lemma 4.4.** There is a constant $c = c(\Omega) > 0$ such that $I_n^* \leq c$ for every $n \geq 0$.

**Proof.** Since $I_n^*$ is by definition equal to the reciprocal of the effective resistance $R_{\text{eff}}^n$ between $t_n$ and $b_n$ (1), it suffices to bound $R_{\text{eff}}^n$ from below by a strictly positive real number.

Duffin [10] proved that the effective resistance coincides with the discrete extremal length; applied to $G_n$, this statement becomes

$$R_{\text{eff}}^n = \max_{P} \left( \frac{\sum_{e \in E(P)} W_e}{\sum_{e \in E(G_n)} W_e^2} \right)^2,$$

where the minimum ranges over all paths connecting $t_n$ with $b_n$, and the maximum ranges over all assignments $W_e \in [0, \infty)$, $e \in E(G_n)$ for every $n \geq 0$ we will assign to each edge of $G_n$ some positive parameter $W_e = W_e(n)$, and we will show that

$$\left( \frac{\sum_{e \in E(P)} W_e}{\sum_{e \in E(G_n)} W_e^2} \right)^2 \leq \frac{\text{area}(\Omega')}{\text{area}(\Omega)}$$

remains bounded from below for every path $P$ connecting $t_n$ with $b_n$. To this end, for every $e \in E(G_n)$, let $W_e = 2^{-n}$. Notice that every path $P$ connecting $t_n$ with $b_n$ gives rise to a path in $\Omega_n$ connecting $T_n$ to $B_n$ which we will still denote by $P$. The sum $\sum_{e \in E(P)} W_e$ is now equal to the length of $P$. Hence this sum is bounded from below by the Hausdorff distance between $T_n$ and $B_n$. This distance converges to the distance between the arcs $T$ and $B$, which is strictly positive, showing that for every $n \geq 0$, $\left( \sum_{e \in E(P)} W_e \right)^2$ remains bounded from below by a strictly positive constant.

It remains to bound the denominator $\sum_{e \in E(G_n)} W_e^2$ from above. Associate to each edge $e \in E(G_n)$ the square of side length $2^{-n}$ that contains $e$ (when viewed as an edge in $\Omega_n$) and is dissected by $e$ into two congruent rectangles. The area of each of these squares is equal to $W_e^2 = 4^{-n}$. It is not hard to see that the interiors of any pair of squares associated to distinct parallel edges of $G_n$ (horizontal or vertical) are disjoint. Moreover, all squares constructed in this way have distance at most 1 from a point in $\Omega$, hence they lie in a bounded region $\Omega'$ independent of $n$. Therefore,

$$\sum_{e \in E(G_n)} W_e^2 \leq 2 \text{area}(\Omega'),$$

where the factor 2 comes from considering the squares associated to horizontal edges and those associated to vertical edges. This completes the proof. $\Box$

---

3The physical intuition behind this is the classical formula $R_{\text{eff}}^n = \frac{V^2}{E}$, where $V$ is the potential difference of an electrical current and $E$ its energy, combined with the fact that the electrical current is the energy minimiser among all functions $W_e$ achieving a given potential difference between the source and the sink.
Since \( h'_n = I^*_n p_n \) and \( \| p_n \|_\infty \leq 1 \), Lemma 4.4 and Theorem 4.3 imply that for every closed disk \( \Delta \subset \Omega \), the partial derivatives of \( h'_n \) on \( \Delta \) are uniformly bounded. We are now ready to prove Lemma 4.2.

**Proof of Lemma 4.2.** The sequence \( (I^*_n) \) is bounded by Lemma 4.4 hence there is a subsequence \( (I^*_{n_k}) \) of \( (I^*_n) \) and a non-negative real number \( I \) such that \( I_{k_n} \) converges to \( I \). Moreover, both \( h_{k_n} \) and \( p_{k_n} \) are positive harmonic functions bounded from above by 1. We will use Theorem 4.3 to prove that both \( (h_{k_n}) \) and \( (p_{k_n}) \) have further subsequences converging in \( C^\infty(\Omega) \).

Extend the functions \( h_{k_n} \) and \( p_{k_n} \) in \( \Omega \) by linear interpolation as in (2). Denote these extensions by \( H_{k_n} \) and \( P_{k_n} \), respectively. Notice that for any point \( r \) lying in the interior of some horizontal edge \( zy \) of \( G_n \), where \( y = z + 2^{-n} \), we have

\[
\frac{\partial H_{k_n}}{\partial x}(r) = \frac{\partial h_{k_n}}{\partial x}(z)
\]

and

\[
\frac{\partial P_{k_n}}{\partial x}(r) = \frac{\partial p_{k_n}}{\partial x}(z),
\]

where in the left-hand side we have the standard partial derivative and in the right-hand side we have the discrete one. Similar equalities hold for the partial derivatives with respect to \( y \). Moreover, for every point \( r \) in the interior of some square of \( 2^{-n} \cdot L \), the partial derivatives of \( H_{k_n} \) and \( P_{k_n} \) at \( r \) are linear combinations of their partial derivatives at the boundary of the square. Theorem 4.3 now implies that the partial derivatives of \( H_{k_n} \) and \( I^*_{k_n} P_{k_n} \) are locally bounded. Thus the sequences \( (H_{k_n}) \) and \( (I^*_{k_n} P_{k_n}) \) are locally bounded and equicontinuous. The Arzelà-Ascoli theorem now says that the sequences \( (H_{k_n}) \) and \( (I^*_{k_n} P_{k_n}) \), hence \( (h_{k_n}) \) and \( (I^*_{k_n} p_{k_n}) \), have further subsequences converging locally uniformly to some continuous functions \( u : \Omega \to \mathbb{R} \) and \( v : \Omega \to \mathbb{R}, \) respectively. For convenience, we will assume without loss of generality that the sequences converge along \( (k_n) \).

To deduce the convergence in \( C^\infty(\Omega) \), we observe that if \( h \) is a harmonic function defined in a ball around a vertex of \( 2^{-n} \cdot L \), then the function \( g(z) = h(z + 2^{-n}) \) is harmonic at every vertex of the ball except possibly for those at its boundary. It follows that the partial derivatives of \( h \) are also harmonic at every vertex of the ball except possibly for those at its boundary, as differences of harmonic functions. This implies that for every \( k \geq 0 \), all partial derivatives of \( h_{k_n} \) and \( p_{k_n} \), of order \( k \), are harmonic functions on suitable subsets of \( V(G_n) \). It is easy to prove inductively using Theorem 4.3 that all partial derivatives of order \( k \) of \( h_{k_n} \) and \( I^*_{k_n} p_{k_n} \) are locally bounded. Arguing as above we deduce that all partial derivatives of order \( k \) of \( h_{k_n} \) and \( I^*_{k_n} p_{k_n} \) have a further subsequence that converges locally uniformly. It follows by Lemma 4.5 below that the limiting functions are the corresponding partial derivatives of order \( k \) of \( u \) and \( v \), respectively. In other words, all subsequential limiting functions coincide with the corresponding partial derivatives of order \( k \) of \( u \) and \( v \), respectively. This implies that all partial derivatives of order \( k \) of \( h_{k_n} \) and \( I^*_{k_n} p_{k_n} \) converge locally uniformly to the corresponding partial derivatives of order \( k \) of \( u \) and \( v \), respectively. This completes the proof.

We now state the lemma mentioned in the proof of Lemma 4.2 above, which is an easy exercise.
Lemma 4.5. Consider a sequence of piecewise continuously differentiable functions $f_n : [a, b] \to \mathbb{R}$. Assume that there are continuous functions $f, g : [a, b] \to \mathbb{R}$ such that $(f_n)$ converges uniformly to $f$, and $(f'_n)$ converges uniformly to $g$. Then $f$ is differentiable with $f' = g$.

We fix a sequence $(k_n)$, smooth functions $u : \Omega \to \mathbb{R}$ and $v : \Omega \to \mathbb{R}$, and a constant $I$ as in Lemma 4.2, and we let $f : \Omega \to \mathbb{C}$ be the function defined as $f = u + iv$. In the next lemma we show that $(s_{k_n})$ converges to $f$.

Lemma 4.6. The sequence $(s_{k_n})$ converges in $C^\infty(\Omega)$ to $f$.

Proof. Recall that for every vertex $z \in V(G_n)$, the real part of $s_n$ is equal to $\sum_{i=1}^h h'_n(f_i)/k$. Every partial derivative of order $j$ of $\sum_{i=1}^h h'_n(f_i)/k$ at $z$ is a linear combination of the corresponding partial derivatives of order $j$ of $h'_n$ at $f_i$. Hence every partial derivative of order $j$ of the real part of $s_{k_n}$ converges locally uniformly to the corresponding partial derivative of order $j$ of $u$ by Lemma 4.2. The imaginary part of $s_n$ is by definition equal to $h_n$, hence converges in $C^\infty(\Omega)$ to $v$. Thus we obtain the desired result.

Our aim is to show that $f$ is the conformal map of Theorem 4.1. We first show that $f$ is holomorphic.

Lemma 4.7. The function $f : \Omega \to \mathbb{C}$ is holomorphic.

Proof. It follows from Lemma 4.2 that $f \in C^4(\Omega)$ (in fact $f \in C^\infty(\Omega)$). We will verify that $f$ satisfies the Cauchy-Riemann equations

$$\frac{\partial u}{\partial x} = \frac{\partial v}{\partial y} \quad \text{and} \quad \frac{\partial u}{\partial y} = -\frac{\partial v}{\partial x}, \quad (3)$$

which implies that $f$ is holomorphic.

Consider a point $z \in \Omega$ with dyadic coordinates $z = (k2^{-m}, l2^{-m})$, $k, l, m \in \mathbb{N}$. Notice that for every $n$ large enough, $z$ is occupied by a vertex of $G_n$ of degree 4. Let $E(z)$ be the four edges of $G_n$ incident to $z$ directed towards $z$. Let $C = C(n)$ be the dual directed cycle oriented in the counter-clockwise direction. Recall that for $r \in E(z)$ we have

$$h'_n(r') - h'_n(z') = h_n(r) - h_n(z),$$

where $r'$ and $z'$ are the endvertices of the dual directed edge $r \in E(C)$ of $r$. We can use this property to deduce that the pair $h'_n, h_n$ satisfies the following ‘discrete Cauchy-Riemann’ equations

$$\frac{\partial h'_n}{\partial x}(z + (-1 + i)2^{-n-1}) = \frac{\partial h_n}{\partial y}(z) \quad \text{and} \quad \frac{\partial h'_n}{\partial y}(z + (1 - i)2^{-n-1}) = -\frac{\partial h_n}{\partial x}(z). \quad (4)$$

Taking limits along the sequence $(k_n)$ of Lemma 4.2 we deduce that $f$ satisfies the Cauchy-Riemann equations at $z$. The continuity of the partial derivatives of $f$ combined with the density of the set of points with dyadic coordinates implies that $f$ satisfies the Cauchy-Riemann equations at every point of $\Omega$. \qed
4.2 Boundary behaviour

Consider a point \( z \in \partial \Omega \). We say that \( y \in \mathbb{C} \) is an \( f \)-limit point of \( z \) if there is a sequence \( (z_k) \) in \( \Omega \) converging to \( z \) such that \( f(z_k) \) converges to \( y \). Write \( T' \) (resp. \( B', L', R' \)) for the top (resp. bottom, left, right) side of the rectangle \([0,1] \times [0,1] \).

Using the weak convergence of simple random walk to Brownian motion, we prove the following lemma about the \( f \)-limit points of \( \partial \Omega \setminus \{x_1,x_2,x_3,x_4\} \). To be more precise, consider simple random walk on the graph \( 2 \). Let \( S_n(t) \), \( t = 0,1,\ldots \) denote its position at time \( t \). Extend \( S_n(t) \) on the whole interval \([0,\infty) \) by linear interpolation, and define the process \( W_n(t) = S_n(4^n t) \). It is an easy application of Donsker’s invariance principle \[18\] that \( W_n \) converges weakly in the locally uniform topology to the 2-dimensional Brownian motion \( W \). Notice that since we are rescaling our lattice, we do not need to further scale \( S_n \) to obtain the convergence.

**Lemma 4.8.** Consider a point \( z \in \partial \Omega \setminus \{x_1,x_2,x_3,x_4\} \). If \( z \in U \), where \( U \in \{T,B,L,R\} \), then all \( f \)-limit points of \( z \) lie in \( U' \).

**Proof.** Consider a point \( y \in \Omega \). We claim that

\[
\begin{align*}
u(y) & \geq \mathbb{P}_y(\tau_T = \tau_{\partial \Omega}), \\
u(y) & \leq 1 - \mathbb{P}_y(\tau_B = \tau_{\partial \Omega}), \\
u(y) & \geq \mathbb{P}_y(\tau_R = \tau_{\partial \Omega}), \\
u(y) & \leq 1 - \mathbb{P}_y(\tau_L = \tau_{\partial \Omega}),
\end{align*}
\]

where \( \mathbb{P}_y \) denotes the probability measure of Brownian motion starting from \( y \), and \( \tau_S \) denotes the first hitting time of a set \( S \). We will prove only the first inequality. The remaining ones follow similarly.

Assume first that \( y \) has dyadic coordinates, and let \( n \) be large enough that \( y \) is occupied by a vertex of \( G_n \). Clearly, \( h_n(y) \) is at least the probability for simple random in \( G_n \) to hit \( t_n \) before hitting \( \partial G_n \setminus \{t_n\} \). Notice that simple random walk in \( G_n \) up to the first hitting time of \( \partial G_n \) behaves like simple random in \( 2^{-n} \cdot \mathbb{L} \) up to the first hitting time of \( \partial G_n \). Hence \( h_n(y) \) is at least the probability \( \mathbb{P}_{n,y}(\tau_{t_n} = \tau_{\partial G_n}) \), where \( \mathbb{P}_{n,y} \) denotes the probability measure of simple random walk in \( 2^{-n} \cdot \mathbb{L} \) starting from \( w \).

We will now prove that

\[
\mathbb{P}_{n,y}(\tau_{t_n} = \tau_{\partial G_n}) \text{ converges to } \mathbb{P}_y(\tau_T = \tau_{\partial \Omega}),
\]

using the weak convergence in the locally uniform topology of \( W_n \) to Brownian motion. Indeed, there is a coupling of the simple random walk and Brownian motion in the same probability space, such that \( W_n \) converges almost surely to Brownian motion in the locally uniform topology by virtue of Skorokhod’s representation theorem \[3\]. Notice that a priori it is possible for \( W_n \) to exit \( \Omega_n \) at \( T_n \) for every \( n \) large enough, even though \( W \) exits \( \Omega \) at \( \partial \Omega \setminus \mathbb{T} \). Our aim is to show that this is almost surely never the case.

To this end, let \( U \in \{T,B,L,R\} \) denote the boundary arc first visited by Brownian motion, which is almost surely well-defined since \( W \) exits \( \Omega \) at \( \{x_1,x_2,x_3,x_4\} \) with probability 0. By the almost sure continuity of the Brownian paths, there is a number \( \delta > 0 \) such that the Hausdorff distance between the compact sets \( \{W(t), t \in [0,\tau_{\partial \Omega} + \delta]\} \) and \( \partial \Omega \setminus U \cup \{x_1,x_2,x_3,x_4\} \) is strictly positive. Hence for every \( n \) large enough, the distance between the sets
\( \{S_n(t), t \in [0, 4^n(\tau_{9\Omega} + \delta)]\} \) and \( \partial \Omega_n \setminus U_n \) is strictly positive. For every point \( p \in \partial \Omega \), Brownian motion from \( p \) exits \( \overline{\Omega} \) immediately, i.e.

\[
P_p(\inf\{t > 0 \mid W(t) \in \mathbb{C} \setminus \overline{\Omega}\} = 0) = 1
\]

by Lemma [4.9] below. Therefore, there is some \( t \) between \( \tau_{9\Omega} \) and \( \tau_{9\Omega} + \delta \) such that \( W(t) \) lies in the complement of \( \overline{\Omega} \) by the strong Markov property. We can now deduce that for every \( n \) large enough, \( S_n(t) \) lies in the complement of \( \overline{\Omega} \) for some \( t \) between \( 4^n\tau_{9\Omega} \) and \( 4^n(\tau_{9\Omega} + \delta) \), hence \( \partial \Omega_n \) before time \( 4^n(\tau_{9\Omega} + \delta) \). Consequently, \( \tau_{\Omega_n} = \tau_{9\Omega_n} \) for \( S_n \) when \( n \) is large enough, because \( S_n \) does not hit \( \partial \Omega_n \setminus U_n \) by time \( 4^n(\tau_{9\Omega} + \delta) \). This implies that the indicator of the event that \( W_n \) exits \( \partial \Omega_n \) at \( U_n \) converges almost surely to the indicator of the event that \( W \) exits \( \partial \Omega \) at \( U \). Taking expectations we obtain (6).

Thus when \( y \) has dyadic coordinates, the desired inequality \( v(y) \geq P_y(\tau_T = \tau_{9\Omega}) \) follows from the convergence of \( h_{\lambda_n} \) to \( v \). The continuity of both \( v \) and \( P_y(\tau_T = \tau_{9\Omega}) \) gives the inequality for all \( y \) in \( \Omega \).

To obtain the assertion of the lemma, it remains to show the convergence of \( p_y(\tau_U = \tau_{9\Omega}) \) to 1 as \( y \) tends to \( z \). Consider the conformal map from \( \Omega \) to \((0, M) \times (0, 1) \) of Theorem [4.1], where \( M = 1/E \), and notice that it maps any arc \( U \in \{T, B, L, R\} \) to \( U' \). Since Brownian motion is conformally invariant [13], it suffices to prove the assertion when \( \Omega \) is the rectangle \((0, M) \times (0, 1), U \) is its top side, and \( z \) is some interior point of the top side. Write \( y = y_1 + iy_2 \), and let \( W = W_1 + iW_2 \) be our 2-dimensional Brownian motion, where \( W_1 \) and \( W_2 \) are independent 1-dimensional Brownian motions. Let also \( P_{W_i,y_i}, i = 1, 2 \) denote the probability measure of \( W_i \) starting from \( y_i \). Notice that if \( W_2 \) hits 1 before 0, and \( W_1 \) hits 0 or \( M \) after \( W_2 \) hits 1, then \( W \) exits the rectangle from the top. The probability \( P_{W_i,y_i}(\tau_1 < \tau_0) \) of the first event is equal to \( y_2 \) (see e.g. [13, Theorem 2.4]), which converges to 1 as \( y \) tends to \( z \). Moreover, for every \( r > 0 \) we have

\[
P_{W_2,y_2}(\tau_1 \leq r) = P_{W_2,y_2}(|W_2(r)| \geq 1 - y_2) = 2\Phi\left(\frac{1 - y_2}{\sqrt{r}}\right)
\]

\[
P_{W_1,y_1}(\tau_0 \leq r) = P_{W_1,y_1}(|W_1(r)| \geq y_1) = 2\Phi\left(\frac{y_1}{\sqrt{r}}\right)
\]

\[
P_{W_1,y_1}(\tau_M \leq r) = P_{W_1,y_1}(|W_1(r)| \geq M - y_1) = 2\Phi\left(\frac{M - y_1}{\sqrt{r}}\right)
\]

by the Reflection Principle (see [13, Theorem 2.18]), where \( \Phi \) is the cumulative distribution of the standard Gaussian random variable. Choosing \( r = 1 - y_2 \) we obtain that \( P_{W_2,y_2}(|W_2(r)| \geq 1 - y_2) \) converges to 1 as \( y \) converges to \( z \). On the other hand, since both \( y_1 \) and \( M - y_1 \) remain bounded away from 0, the probabilities \( P_{W_1,y_1}(|W_1(r)| \geq y_1) \) and \( P_{W_1,y_1}(|W_1(r)| \geq M - y_1) \) converge to 0. By the union bound the probability \( P_{W_1,y_1}(\tau \leq r) \) converges to 0 as well, where \( \tau \) is the minimum of \( \tau_0 \) and \( \tau_M \). Thus with probability converging to 1 as \( y \) converges to \( z \), \( W_2 \) hits 1 before 0, and \( W_1 \) hits 0 or \( M \) after \( W_2 \) hits 1. This proves the desired convergence.

We now prove the lemma mentioned in the proof of Lemma [4.8] above.

**Lemma 4.9.** For every \( p \in \partial \Omega \) we have \( P_p(\inf\{t > 0 \mid W(t) \in \mathbb{C} \setminus \overline{\Omega}\} = 0) = 1 \).
Proof. Since $\partial \Omega$ is a Jordan curve, every boundary point $p \in \partial \Omega$ is regular for Brownian motion [15] Problem 2.16, i.e.

$$\mathbb{P}_p(\inf\{t > 0 \mid W(t) \in \mathbb{C} \setminus \Omega\} = 0) = 1,$$

which is slightly weaker than the desired assertion. To remedy this, let $\gamma$ be a Jordan curve passing through $p$ with the property that every other point of $\gamma$ lies in $\mathbb{C} \setminus \bar{\Omega}$. The existence of such a curve follows easily from the fact that $p$ is accessible by an arc in $\mathbb{C} \setminus \bar{\Omega}$, since $\partial \Omega$ is a Jordan curve. Let $\Omega'$ be the bounded component of $\mathbb{C} \setminus \gamma$. We have that

$$\mathbb{P}_p(\inf\{t > 0 \mid W(t) \in \mathbb{C} \setminus \Omega'\} = 0) = 1$$

as above. Since every point of $\mathbb{C} \setminus \Omega'$ other than $p$ lies in $\mathbb{C} \setminus \bar{\Omega}$, and Brownian motion almost surely never visits $p$ after time 0, we obtain the desired result. \qed

4.3 Proof of injectivity

Lemma 4.8 implies that $f$ is not a constant function in $\Omega$, hence we obtain

**Corollary 4.10.** The number of zeros of $f'$ in any compact subset $K$ of $\Omega$ is finite.

**Proof.** Consider a compact set $K \subset \Omega$, and assume that $f'$ has infinitely many zeros in $K$. This implies that the zeros of $f'$ have an accumulation point in $K \subset \Omega$. It is a standard fact that then $f'$ is identically zero in $\Omega$. Hence $f$ is a constant function in $\Omega$, contradicting Lemma 4.8. \qed

In the next lemma we prove that $f$ is injective in $\Omega$. We offer two proofs of this statement, the first more analytic and the second more combinatorial.

**Lemma 4.11.** The function $f : \Omega \to \mathbb{C}$ is injective.

**Proof 1.** Consider $z, y \in \Omega$ with $z \neq y$. Let $\Delta$ be a small enough open disk centred at $z$ such that $\Delta \subset \Omega$ and $y \not\in \Delta$. Since $f'$ has finitely many zeros in $\Delta$ by Corollary 4.10, we can reduce the radius of $\Delta$ if necessary to ensure that $f'$ has no zeros in $\Delta \setminus \{z\}$.

We claim that there is a point $p$ in $\Omega \setminus \Delta$ such that $f(p)$ lies in the unbounded region of $\mathbb{C} \setminus f(\Delta)$. Indeed, $f(\Delta)$ is a compact set, as the continuous image of a compact set. Moreover, $f(\Omega)$ is an open set by the Open mapping theorem for holomorphic functions [23], and contains $f(\Delta)$. Therefore, $f(\Omega)$ contains a point in the unbounded region of $\mathbb{C} \setminus f(\Delta)$, which proves the claim.

We can always assume that $p$ has dyadic coordinates and $f'(p) \neq 0$, since otherwise we can replace $p$ with another nearby point $q$ with dyadic coordinates, such that $q \in \Omega \setminus \Delta$, $f'(q) \neq 0$ and $f(q)$ lies in the unbounded component of $\mathbb{C} \setminus f(\Delta)$.

Let us now choose a connected open set $S$ containing $\Delta, y$ and $p$, such that $S \subset \Omega$. It is not hard to see that $S$ can be chosen in such a way that $f'$ has no zeros in $S \setminus \{z, y\}$ by virtue of Corollary 4.10. This implies that $f$ is locally injective in $S \setminus \{z, y\}$ [23] Theorem 10.30. Consider a point $q$ in $\Delta \setminus \{z\}$. For every $x \in S$ with $x \neq q$ we have $f(x) \neq f(q)$ by Lemma 4.12 below. This implies that for every $x \in S \setminus \Delta$, $f(x)$ does not lie in $f(\Delta \setminus \{z\})$. Moreover, $f$ maps open sets to open sets by the Open mapping theorem for holomorphic functions. It follows that $f(y) \neq f(z)$, because otherwise some nearby point of $y$ is mapped under $f$ to the open set $f(\Delta \setminus \{z\})$. This proves the desired assertion. \qed
We now prove the lemma mentioned in the proof of Lemma 4.11 above.

**Lemma 4.12.** Consider a point \( q \) in \( \Delta \setminus \{z\} \). Then for every \( x \in S \) with \( x \neq q \) we have \( f(x) \neq f(q) \).

**Proof.** Let \( Q \subset \Delta \setminus \{z\} \) be a small enough square containing \( q \) in its interior, such that \( f \) is injective at an open neighbourhood of \( Q \), and all corners of \( Q \) have dyadic coordinates. Consider small enough open disks \( \Delta_1 \) and \( \Delta_2 \) centred at \( z \) and \( y \), respectively, such that the set \( S \setminus (\Delta_1 \cup \Delta_2) \) is connected and contains \( Q \). Since \( f' \) has no zeros in the closure of \( S \setminus (\Delta_1 \cup \Delta_2) \) and \( |f'| \) is a continuous function, there is a constant \( c > 0 \) such that \( |f'| \) is bounded from below by \( c \) in the closure of \( S \setminus (\Delta_1 \cup \Delta_2) \). The partial derivatives of \( h_{k_n} \) converge uniformly in \( S \setminus (\Delta_1 \cup \Delta_2) \) to the partial derivatives of \( v \), and

\[
|f'| = \sqrt{\left( \frac{\partial v}{\partial x} \right)^2 + \left( \frac{\partial v}{\partial y} \right)^2}
\]

by the Cauchy-Riemann equations. It follows that for every \( k_n \) large enough,

\[
\sqrt{\left( \frac{\partial h_{k_n}}{\partial x} \right)^2 + \left( \frac{\partial h_{k_n}}{\partial y} \right)^2} \geq \frac{c}{2}
\]

in \( S \setminus (\Delta_1 \cup \Delta_2) \), implying that for every such \( k_n \) and for every vertex \( x \) of \( G_{k_n} \) lying in \( S \setminus (\Delta_1 \cup \Delta_2) \), some of the two partial derivatives of \( h_{k_n} \) at \( x \) is not 0.

In particular, the line segment \( I_x \) is not a single point.

Assume that \( k_n \) is large enough that the above property is satisfied, and let \( \Gamma_{k_n} \) be the subgraph of \( G_{k_n} \) spanned by those vertices lying in the set \( S \setminus (\Delta_1 \cup \Delta_2) \). As described in Section 3, we can construct a plane isomorphic copy of \( \Gamma_{k_n} \) living in \([0,1]^2 \setminus [0,1] \), which we will denote by \( \Gamma_{k_n}' \), in such a way that the restriction of \( s_{k_n} \) to the vertex set of \( \Gamma_{k_n} \) lifts to an isomorphism between \( \Gamma_{k_n} \) and \( \Gamma_{k_n}' \).

Pick some \( x \in S \) with dyadic coordinates which does not belong to \( Q \), \( \Delta_1 \) or \( \Delta_2 \). Let \( Q_{k_n} \) be the subgraph of \( \Gamma_{k_n} \) spanned by the vertices in \( Q \), and let \( C_{k_n} \) be the subgraph of \( \Gamma_{k_n} \) spanned by the vertices in \( \partial Q \). Increasing \( k_n \) if necessary we can assume that the following hold:

(i) The corners of \( Q \) are occupied by vertices of \( G_{k_n} \), hence \( C_{k_n} \) spans a cycle.

(ii) The points \( p \) and \( x \) are occupied by vertices of \( G_{k_n} \).

(iii) There is a path in \( \Gamma_{k_n} \) connecting \( p \) and \( x \) that does not intersect \( Q_{k_n} \).

(iv) The point \( s_{k_n}(p) \) belongs to the unbounded face of the subgraph of \( \Gamma_{k_n}' \) spanned by the vertices in \( s_{k_n}(Q_{k_n}) \).

The third item follows from the connectedness of \( S \setminus Q \), and the last item follows from the fact that \( f(p) \) lies in the unbounded component of \( \mathbb{C} \setminus f(Q) \) by our choice of \( p \). We claim that for those \( k_n \) and for every vertex \( r \) in the component of \( p \) in \( G_{k_n} \setminus Q_{k_n} \),

\[
s_{k_n}(r) \text{ lies in the unbounded face of the subgraph of } \Gamma_{k_n}' \text{ spanned by the vertices in } s_{k_n}(Q_{k_n}).
\]
To see this, notice that if $s_{k_n}(r)$ lies in a bounded face of the subgraph spanned by the vertices in $s_{k_n}(Q_{k_n})$, then any path in $\Gamma'_{k_n}$ connecting $s_{k_n}(r)$ to $s_{k_n}(p)$ has to intersect $s_{k_n}(Q_{k_n})$, but there is a path in $\Gamma_{k_n}$ connecting $r$ and $p$ that does not intersect $Q_{k_n}$. This contradicts the fact that $s_{k_n}$ is an isomorphism between $\Gamma_{k_n}$ and $\Gamma'_{k_n}$, hence $s_{k_n}(r)$ lies in the unbounded face of the subgraph spanned by the vertices in $s_{k_n}(Q_{k_n})$, as claimed. In particular, $s_{k_n}(x)$ lies in the unbounded face of the subgraph of $\Gamma'_{k_n}$ spanned by the vertices in $s_{k_n}(Q_{k_n})$.

It is not hard to see that

\[ s_{k_n}(q) \text{ lies in the face bounded by the cycle spanned by } s_{k_n}(C_{k_n}). \tag{8} \]

Assuming not, we can argue as above to deduce that all vertices in the interior of $Q$, which span a connected graph, are mapped under $s_{k_n}$ to the unbounded face of the cycle spanned by $s_{k_n}(C_{k_n})$. This leads to a contradiction as follows. Consider a corner $c$ of $Q$, and notice that the remaining vertices of $C_{k_n}$ together with a vertex in the interior of $Q$ are mapped under $s_{k_n}$ to the vertex set of a cycle that surrounds $s_{k_n}(c)$, and no other vertex of $\Gamma'_{k_n}$. Therefore, $s_{k_n}(c)$ has only two neighbours in $\Gamma'_{k_n}$, namely those in $s_{k_n}(C_{k_n})$, because $\Gamma'_{k_n}$ is a plane graph. However, $c$ has four neighbours in $\Gamma_{k_n}$. This contradiction implies (8).

Combining (7) with (8) we deduce that the distance of $s_{k_n}(x)$ from $s_{k_n}(q)$ is at least the Hausdorff distance between the cycle $s_{k_n}(C_{k_n})$, when viewed as a Jordan curve in the plane, and $s_{k_n}(q)$. Taking limits along $(k_n)$ we obtain that the distance of $f(x)$ from $f(q)$ is at least the distance of $f(\partial Q)$ from $f(q)$.

Making the radii of the disks $\Delta_1$ and $\Delta_2$ approach 0, we obtain that (9) holds for all $x \in S \setminus \{z, y, q\}$ with dyadic coordinates, and some appropriate square $Q$ depending on $x$. Combining the continuity of $f$ with the density of the set of points with dyadic coordinates, we obtain (9) for every $x \in S \setminus \{q\}$. The distance of $f(\partial Q)$ from $f(q)$ is strictly positive, as $f$ is injective at an open neighbourhood of $Q$. This implies the desired result.

We proceed with our second proof of Lemma 4.11 for which we need the following lemma.

**Lemma 4.13.** Consider a point $z \in \Omega$, and let $\Delta \subset \Omega$ be a closed disk centred at $z$. Let $W(k_n) = W(k_n, z, \Delta)$ be the maximum side length of a square $S_e$ in the square tiling of $G_{k_n}$ over those edges $e$ with both endvertices in $\Delta$, where $(k_n)$ is as in Lemma 4.2. Then $W(k_n)$ converges to 0.

**Proof.** Notice that the side length of any square $S_e$ in the square tiling of $G_n$ is equal to either $2^{-n} \big| \frac{\partial h_{k_n}}{\partial x}(p) \big|$ or $2^{-n} \big| \frac{\partial h_{k_n}}{\partial y}(p) \big|$ for some vertex $p$ of $G_n$, depending on whether $e$ is a vertical or a horizontal edge. For those $p$ lying in $\Delta$, the partial derivatives of $h_{k_n}$ at $p$ converge uniformly to the corresponding partial derivatives of $v$ by Lemma 4.2. Therefore, there is a constant $C > 0$ such that $\big| \frac{\partial h_{k_n}}{\partial x}(p) \big| \leq C$ and $\big| \frac{\partial h_{k_n}}{\partial y}(p) \big| \leq C$ for every $p$ in $\Delta$. The desired assertion follows.

We now give our second proof of Lemma 4.11.

17
Proof 2. Suppose, to the contrary, there are points $z, y \in \Omega$ with $z \neq y$ and $f(z) = f(y) = h' + ih$ for some $h \in [0, I]$, $h' \in [0, 1]$.

We have $h' + ih \in (0, I) \times (0, 1)$, by (5), because all of $P_y(\tau_L = \tau_R)$, $P_y(\tau_B = \tau_R)$, $P_y(\tau_B = \tau_L)$ and $P_y(\tau_T = \tau_R)$ are strictly positive.

Our aim is to find a countable set $X \subset \Omega$ that accumulates to $z$ on which $f$ is constant, as this contradicts the fact that $f$ is a non-constant holomorphic function.

For this, pick a sequence $(z_n)_{n \in \mathbb{N}}$ of vertices of $G_n$ such that $z_n$ is incident with a face or edge containing $z$. Pick a sequence $(y_n)_{n \in \mathbb{N}}$ of vertices of $G_n^*$, i.e. faces of $G_n$, such that $y_n$ contains $y$ in its closure. We will define a sequence of paths $P_n \subset \Omega$ from $z_n$ to $y_n$ in $G_n \cup G_n^*$ along which the values of $f$ are closer and closer to $f(z) = f(y)$, and obtain the desired $X$ as a set of accumulation points of $P_n$.

Lemma 4.2 implies that $\lim_{n} h_k(z_n) = h$. Let $a_n := \text{Re}(s_n(z_n))$ be the first coordinate of $z_n$ in the interpolation $s_n$ of the square tiling map as introduced in Section 3.3, and recall that $a_n$ was defined as the average of the $b_n$ values of the faces incident with $z_n$. Therefore, by Lemma 4.2 combined with Lemma 4.13, we know that $a_n$ converges to $h'$ along a subsequence $(k_n)$. Similarly, we have $\lim_{n} h_k'(y_n) = h$, and recalling that $b_n := H_n(y_n)$ is a convex combination of the $h_n$ values of the vertices incident with $y_n$, we obtain $\lim_{n} b_n = h$ by Lemmas 4.2 and 4.13.

We will obtain $P_n$ by combining two paths $Q_n \subset G_n$ and $Q_n^* \subset G_n^*$. We start the construction of $Q_n$ by the set of edges $e$ whose square $S_e$ in the square tiling of $G_n$ has non-zero width, and contains a point—possibly at its boundary—with coordinates $(a_n, \eta)$ with $\eta \in [h(z_n), b_n]$. If for some value of $\eta$ there are two such edges $e, f$, which can only be the case when both $S_e, S_f$ are tangent on either side the vertical line $L$ with first coordinate $a_n$, we only keep the edge that lies on the left of $L$. We let $E_n$ denote the set of edges thus obtained.

We remark that

$$E_n \text{ must contain an edge } e \text{ such that } S_e \text{ contains a point } (\zeta, \eta) \text{ with } \zeta > a_n \text{ and } \eta > b_n, \quad (11)$$

because some $S_e$ contains $(a_n, b_n)$ as well as such a point (see Figure 4).

Next, we claim that $E_n$ spans a path of $G_n$. Indeed, we can linearly order the edges $e \in E_n$ by the second coordinates in $S_e$, and note that any two consecutive edges $e_1, e_2$ in this ordering share a vertex $v$, namely one with $h(v)$ coinciding with the vertical coordinate of $S_{e_1} \cap S_{e_2}$. We let $Q_n'$ denote this path.

We take $Q_n = Q_n'$ if the latter happens to start at $z_n$, but this will fail if the interval $I_{z_n}$ is a single point $I_{z_n} = \{a_n\}$. In this case, we let $Z_n$ be a maximal path in $G_n$ starting at $z_n$ such that all edges $f$ of $Z_n$ satisfy $w_n(f) = 0$ ($Z_n$ contains at least one edge when $I_{z_n} = \{a_n\}$). Let $q_n$ be the other endvertex of $Z_n$. Then $a_n \in I_{q_n}$, because all of $Z_n$ is mapped onto the image of $z_n$ in the square tiling. Moreover, $I_{z_n}$ is non-trivial, because otherwise all edges $q_n v$ of $q_n$ have $w_n(q_n v) = 0$, and so we could prolong $Z_n$ contradicting its maximality. Here, we assumed that $z_n$ has degree at least 2 in $G_n$, which we can by Lemma 4.3 and (10) for almost every $n$: indeed, no vertex $q$ with $h_n(q) = a_n$ is at distance $2^{-n}$ from $\partial \Omega$ for large enough $n$. Since $I_{q_n}$ is non-trivial, $z_n$ is incident with
an edge $e$ with non-trivial $S_e$, and since $a_n \in I_{q_n}$ one such edge lies in $E_n$ by construction. Thus $Q_n := Z_n \cup Q'_n$ is a path starting at $z_n$, and we have completed the first half of the definition of $P_n$.

The other half is now easy: we recall that the square tiling of $G_n^*$ with respect to $l_n, r_n$ coincides with that of $G_n$ rotated by 90 degrees and re-scaled by $1/I_{n}$ by Lemma 3.1, and repeat the same construction with the roles of $z_n$ and $y_n$ interchanged, to obtain the path $Q_n^* \subset G_n^*$ starting at $y_n$.

We claim that $Q_n, Q_n^*$ intersect when viewed as subsets of $\Omega$. Indeed, they both traverse the unique edge $e$ such that $S_e$ contains the point $(a_n, b_n) = (\zeta, \eta)$ as well as a point $(\zeta, \eta)$ with $\zeta > a_n, \eta > b_n$. Therefore, $Q_n \cup Q_n^*$ contains a $z_n-y_n$ arc in $\Omega$, which is our $P_n$. Write $L_n$ for the curve in $(0, I) \times (0, 1)$ connecting $s_n(z_n)$ to $s_n(y_n)$ that lies in the union of the lines $x = a_n$ and $y = b_n$.

Consider a positive integer $m$, and let $\Delta_m$ denote the closed annulus centred at $z$ of radii $1/2m$ and $1/(2m+1)$. Notice that for every $m$ large enough, $\Delta_m$ lies entirely in $\Omega$, and $y_n$ lies in the unbounded component of $\mathbb{C} \setminus \Delta_m$. Moreover, for every $n$ large enough, $z_n$ lies in the bounded component of $\mathbb{C} \setminus \Delta_m$. Therefore, for every such $m$ and $n$, there is a point of the $z_n-y_n$ arc contained in $\Delta_m$. Pick such a point and denote it by $x_n(m)$. We can assume without loss of generality that $x_n(m)$ is a vertex of either $G_n$ or $G_n^*$.

For every fixed $m$, the sequence $(x_{k_n}(m))$ has an accumulation point in $\Delta_m$, which we denote by $x(m)$. Let $X$ be the set of all $x(m)$. Notice that all $x(m)$ are disjoint because the annuli $\Delta_m$ are by definition disjoint, and furthermore...
$x(m)$ converges to $z$ as $m \to \infty$.

By construction, for every fixed $m$, the values of $s_k(m)$ at $x_k(m)$ are close to $f(z) = f(y)$: the points $s_k(z_k)$ and $s_k(y_k)$ converge to $f(z) = f(y)$, and the coordinates of every point of $L_k$ are bounded from above and below by the coordinates of $s_k(z_k)$ and $s_k(y_k)$. Therefore, the points of $L_k$ converge uniformly to $f(z) = f(y)$. Furthermore, the distance between $s_k(x_k(m))$ and $L_k$ is bounded by the length of the interval $I_{x_k(m)}$, noting that when $x_k(m)$ is a vertex of $G_n$, $I_{x_k(m)}$ refers to the interval of the square tiling of $G_n$ associated to $x_k(m)$. Using Lemma~4.13 and Lemma~5.1 we deduce that the points $s_k(x_k(m))$ converge to $f(z) = f(y)$. Since $s_k$ converges uniformly in $\Delta_m$ to $f$, we have that $f(x(m))$ is an accumulation point of the sequence $(s_k(x_k(m)))$. Thus, $f(x(m)) = f(z) = f(y)$. This proves that $f$ is constant on $X$, as desired.

\section*{4.4 Behaviour at the designated boundary points}

We will now determine the behaviour of $f$ near $x_1, x_2, x_3$ and $x_4$. The proof of the next lemma is based purely on the boundary behaviour of $f$ at $\partial\Omega \setminus \{x_1, x_2, x_3, x_4\}$, and the fact that $f$ is a conformal map.

\begin{lemma}
For each $i = 1, 2, 3, 4$, the only $f$-limit point of $x_i$ is $y_i$.
\end{lemma}

\begin{proof}
Let us assume without loss of generality that $i = 1$. Consider a Riemann map $\phi$ from the open unit disk $D$ onto $\Omega$, and recall that $\phi$ extends to a homeomorphism between their closures $\overline{D}$ and $\overline{\Omega}$ by Caratheodory’s theorem. Let $X_1 = \phi^{-1}(x_1)$, and define $g = f \circ \phi$, which is a conformal map, as $f$ is conformal by Lemma~4.4 and Lemma~5.11. For each $r > 0$, consider the curve $C(r) = D \cap \{z \in \mathbb{C} \mid |z - X_1| = r\}$, and let $l(r)$ be the length of the curve $g(C(r))$. Write $t(r)$ for the set $\{t \in [0, 2\pi] \mid X_1 + re^{it} \in D\}$ on which the standard parametrization $X_1 + re^{it}$ of $C(r)$ is defined. Since $g$ is a conformal map, the integral

$$
\int_0^{1/2} \frac{l(r)^2}{r} dr
$$

is finite. This follows from applying the Cauchy-Schwarz inequality to the formula

$$
l(r) = \int_{t(r)} |g'(X_1 + re^{it})| r dt,
$$

and then using the fact that

$$
\iint_D |g'(z)|^2 dxdy = \text{area}(g(D)),
$$

which is finite; see e.g. \cite[Lemma 5.1.3]{[16]} for a detailed proof. On the other hand, the function $1/r$ is not integrable at 0, hence there is a sequence $(r_k)$ of strictly positive real numbers converging to 0, such that the sequence $(l(r_k))$ converges to 0 as well.

For every $k$ large enough, $l(r_k)$ is in particular finite, implying that $g(C(r_k))$ extends to a continuous curve $\gamma_k$ defined on the closure of $l(r_k)$, which clearly has the same length as $g(C(r_k))$. Furthermore, for every $k$ large enough, one of the two endpoints of $C(r_k)$ lies in $\phi^{-1}(T)$, while the other lies in $\phi^{-1}(L)$.  

\end{proof}
Hence one of the two endpoints of \( \gamma_k \) lies in \( T' \), while the other lies in \( L' \) by Lemma 4.8. Notice that the endpoints of \( \gamma_k \) may possibly coincide, in which case they coincide with \( y_1 \), but the curve is otherwise injective. Consequently, \( \gamma_k \) is either a Jordan arc or a Jordan curve. In both cases, \( \gamma_k \) divides \( (0, I) \times (0, 1) \) into two components \( S_1 \) and \( S_2 \). We claim that one of them, say \( S_1 \), decreases to the empty set as \( k \to \infty \). Indeed, if \( \gamma_k \) is a Jordan curve, then we let \( S_1 \) be the component bounded by \( \gamma_k \), and otherwise we let \( S_1 \) be the component whose boundary contains \( y_1 \). Since the length of \( \gamma_k \) converges to 0, the distance of its endpoints converges to 0 as well, which is possible only when the endpoints of \( \gamma_k \) converge to \( y_1 \). In both cases, the distance of each of the boundary points of \( S_1 \) from \( y_1 \) converges uniformly to 0. Our claim now follows easily.

Clearly, \( C(r_k) \) divides \( D \) into two components \( C_1 \) and \( C_2 \) as well, with \( C_1 \) decreasing to the empty set and \( C_2 \) increasing to \( D \) as \( k \to \infty \). Since \( g \) is injective, one of the sets \( g(C_1) \), \( g(C_2) \) lies in \( S_1 \), while the other lies in \( S_2 \). To decide which one lies in \( S_1 \), notice that \( g(C_2) \) increases to \( g(D) \). Therefore, \( g(C_2) \) cannot lie in \( S_1 \) when \( k \) is large enough, hence \( g(C_1) \) lies in \( S_1 \) for those \( k \). This implies that all possible \( g \)-limit points of \( X_1 \), hence all possible \( f \)-limit points of \( x_1 \), belong to the closure of \( S_1 \). The closure of \( S_1 \) decreases to \{ \( y_1 \) \} as we have seen, and the desired assertion follows.

4.5 Completing the proof

We are now ready to prove Theorem 4.1.

Proof of Theorem 4.1. It follows from Lemma 4.11 and Lemma 4.14 that \( f \) is a conformal map. Moreover, \( f \) maps open sets to open sets by the Open mapping theorem for holomorphic functions. This shows that \( f(\Omega) \) is an open set, and furthermore the only boundary points of \( f(\Omega) \) are the \( f \)-limit points of \( \partial \Omega \). We can now deduce from Lemma 4.8 and Lemma 4.14 that the boundary of \( f(\Omega) \) lies at the boundary of the rectangle \([0, I] \times [0, 1] \). The set \( f(\Omega) \) lies in \([0, I] \times [0, 1] \), because \( s_n(\Omega) \) lies in \([0, I^*_n] \times [0, 1] \) for every \( n \geq 0 \), and \( s_n \) converges to \( f \) by Lemma 4.10. There is a unique set satisfying the aforementioned properties of \( f(\Omega) \), namely \((0, I) \times (0, 1) \). Therefore, \( f \) maps \( \Omega \) onto \((0, I) \times (0, 1) \).

Since \( \partial \Omega \) is a Jordan curve, \( f \) extends to a homeomorphism between \( \Omega \) and \([0, I] \times [0, 1] \) by Carathéodory’s theorem, and maps \( x_i \), \( i = 1, 2, 3, 4 \) to \( y_i \) by Lemma 4.11. As mentioned in Section 2.2, \( I \) equals the reciprocal of the extremal length between \( T \) and \( B \), and the above properties uniquely determine \( f \). Consequently, all subsequential limits of \( s_n \) coincide with \( f \). Hence \( s_n \) converges in \( C^\infty(\Omega) \) to \( f \), as desired.

Since the only limit point of \((I^*_n) \) is \( I \), we obtain that \( I^*_n \) converges to \( I \). Moreover, \( I \) is the reciprocal of the extremal length between \( T \) and \( B \) by the discussion in Section 2.2 and \( R_n^{eff} = 1/I_n^* \). As a corollary we obtain

Corollary 4.15. The effective resistance \( R_n^{eff} \) between \( T_n \) and \( B_n \) converges to the extremal length between \( T \) and \( B \).
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