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A variational model for the infra-red spectrum of VO is presented which aims to accurately predict the hyperfine structure within the VO $X^{4\Sigma^-}$ electronic ground state. To give the correct electron spin splitting of the $X^{4\Sigma^-}$ state, electron spin dipolar interaction within the ground state and the spin-orbit coupling between $X^{4\Sigma^-}$ and two excited states, $A^{4\Pi}$ and $1^{2\Sigma^+}$, are calculated \textit{ab initio} alongside hyperfine interaction terms. Four hyperfine coupling terms are explicitly considered: Fermi-contact interaction, electron spin-nuclear spin dipolar interaction, nuclear spin-rotation interaction and nuclear electric quadrupole interaction. These terms are included as part of a full variational solution of the nuclear-motion Schrödinger equation performed using program DUO, which is used to generate both hyperfine-resolved energy levels and spectra. To improve the accuracy of the model, \textit{ab initio} curves are subject to small shifts. The energy levels generated by this model show good agreement with the recently derived empirical term values. This and other comparisons validate both our model and the recently developed hyperfine modules in DUO.
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I. INTRODUCTION

Vanadium monoxide (VO) is an open shell diatomic molecule which absorbs strongly in the near infrared and visible region of the spectrum. These absorptions are of importance for astrophysics where VO is known to be an important component of the atmosphere of cool stars. Recently attention has turned to the possible role of VO in the atmospheres of exoplanets where it has been suggested that alongside TiO, VO absorption can change the temperature profile of the planet’s atmosphere. Some tentative detections of VO in exoplanet atmospheres have been reported but none of these can be regarded as secure. There are two reasons for this. First, the spectra of VO and TiO are heavily overlapped making them very hard to disentangle at low resolution. Secondly, while the availability of a high-resolution TiO line list suitable for high-resolution spectroscopic studies has led to the confirmation of TiO in exoplanetary atmospheres, the corresponding VO line list is not of sufficient accuracy to be used in similar studies. Both the TiO and VO line lists cited were produced using similar methodology by the ExoMol project but a major difference between them is due to the underlying atomic physics. While $^{16}$O and $^{40}$Ti both have nuclear spin, $I$, equal to zero, the dominant isotope of vanadium, $^{51}$V, has $I = 7/2$. The interaction between the spin of unpaired electrons and the nuclear spin yields a very pronounced hyperfine structure which manifests itself at even moderate resolution. This hyperfine structure reduces parts of the $^{51}$V$^{16}$O spectra to “blurred chaos at Doppler-limited resolution”. Progress in identifying VO in exoplanetary atmospheres using high resolution spectroscopy requires the development of a model which includes a treatment of these hyperfine effects. These effects were not considered in the ExoMol VOMYT line list.

A full survey of available high resolution spectroscopic data for VO has recently been completed by Bowesman et al. as part of a MARVEL (measured active rotation vibration energy levels) study of the system. The nuclear hyperfine structure of $^{51}$V$^{16}$O has been measured and modeled by effective Hamiltonians. However, for the the $X \, ^4\Sigma^\text{−}$ ground electronic state, the experiments only gave the hyperfine constants for the lowest ($v = 0$) vibrational level and therefore provide limited information for the observations of hot VO spectra involving higher vibrational levels.

Hyperfine structure in molecular spectra are usually treated using perturbation-theory based effective Hamiltonians; these are usually accurate enough to reconstruct the energy
levels using the assumption that hyperfine effects arise from small perturbations. Thus, effective Hamiltonians are widely used for fitting measured hyperfine-resolved energies or transitions, see Refs.\textsuperscript{22} and \textsuperscript{23} for examples involving VO. However, the VOMYT line list\textsuperscript{13} shows that interactions between the electronic states reshape the line positions and intensities of VO. Although we focus on the $X^4\Sigma^-$ electronic ground state of VO in this paper, the spin-orbit couplings between the low-lying $X^4\Sigma^-$ and $1^2\Sigma^+$ states as well as the $X^4\Sigma^-$ and $A^4\Pi$ states are also included in our model with the aim of obtaining the correct spin splittings for the $X^4\Sigma^-$ state. This allows us to construct a full, predictive spectroscopic model of the ground state which can be used as input to the variational, diatomic spectroscopic program Duo\textsuperscript{24} which we have recently extended to give a full variational treatment of hyperfine effects.\textsuperscript{25} This paper presents the development of this model.

\section*{II. COMPUTATIONAL DETAILS}

The electronic structure of VO has been investigated in numerous works.\textsuperscript{26,30} Among them, the results for excited states represented by multi-reference configuration interaction (MRCI) wavefunctions are more accurate.\textsuperscript{33,36} The most recent one by McKemmish \textit{et al.}\textsuperscript{35} laid the basis of the ExoMol VO linelist, VOMYT.\textsuperscript{13} We also perform MRCI level calculations in this work to get the potential energy curves (PECs) and spin-orbit coupling curves for the electronic states of interest. The electron spin-dipolar interaction and hyperfine coupling curves of $X^4\Sigma^-$ were obtained at the complete active space self consistent field (CASSCF) level.

\subsection*{A. Quartet states}

In this work, the potential energy and spin-orbit coupling curves are calculated using MOLPRO 2015\textsuperscript{37} at the MRCI level. The energies are also improved by adding a Davidson correction (+Q).

First, the ground $X^4\Sigma^-$ state was calculated on its own to avoid effects from other electronic states. The active space used is larger than employed by McKemmish \textit{et al.}\textsuperscript{35} as the work of Miliordos \textit{et al.}\textsuperscript{33} shows that the occupation of 4p orbitals of vanadium is not negligible. In this work, the 1s orbital of oxygen and the 1s, 2s, 2p, 3s, 3p orbitals of
vanadium were treated as doubly occupied. The active space includes the 2s, 2p orbitals of oxygen and 4s, 3d, 4p orbitals of vanadium. In the four irreducible representations of \( C_{2v} \) group, \( v_{1}, v_{2}, v_{3}, v_{4} \), the numbers of occupied orbitals are (12,5,5,1) while the default setup was used to specify the closed, core orbitals as (6,2,2,0). We used the the internally contracted MRCI algorithm (icMRCI) implemented in MOLPRO. The basis set used in our calculation is aug-cc-pV\( n \)Z, \( n = 3,4,5 \), so that we can estimate the potential energy curve at the complete basis set (CBS) limit by extrapolation.

According to Miliordos et al.,\textsuperscript{33} ionic avoided crossings are expected around 2.75 Å, while we found a discontinuity in the dipole moment around 1.9 Å. We tried to add a second \( ^{4}\Sigma^{-} \) state but failed to find an avoided crossing structure in that region.

Off-diagonal spin-orbit interaction between the \( ^{4}\Sigma^{-} \) and \( ^{4}\Pi \) states contributes to the spin splitting of \( ^{4}\Sigma^{-} \). As \( ^{4}\Phi \) and \( ^{4}\Pi \) have the same irreducible representations in the \( C_{2v} \) group, it is impossible to omit the \( ^{4}\Phi \) in MRCI calculations. Therefore, we calculated the \( ^{4}\Pi \) and \( ^{4}\Phi \) states together with the \( ^{4}\Sigma^{-} \) states using the same active space but only with the aug-cc-pVQZ basis set.

B. Interaction of doublet states with \( ^{4}\Sigma^{-} \)

Previous studies\textsuperscript{13,35} show that the spin splitting of the \( ^{4}\Sigma^{-} \) state of VO is dominated by the off-diagonal spin-orbit interaction between its \( ^{4}\Sigma^{-} \) and \( ^{2}\Sigma^{+} \) states.

The \( ^{2}\Sigma^{+} \) state of VO, designated \( ^{2}\Sigma^{+} \) in the experimental work of Adam et al.,\textsuperscript{21} is easily obtained in a CASSCF calculation with MOLPRO when its LQUANT (\textit{i.e.} the projection of orbit angular momentum on the internuclear axis) is assigned. However, a MOLPRO MRCI calculation may converge to the \( ^{2}\Gamma \) state, which has degenerate \( A_{1} \) and \( A_{2} \) representations. The \( ^{2}\Delta \) state also has the same irreducible representations and is lower than \( ^{2}\Sigma^{+} \). In principle, the three states \( ^{2}\Sigma^{+}, \, ^{2}\Gamma \) and \( ^{2}\Delta \) should be optimized simultaneously in the \( ^{2}A_{1} \) symmetry block. Our calculation therefore included these three low-lying doublets states of VO together with its ground state. The two higher \( ^{2}\Pi \) states were also included in the work of McKemmish et al.\textsuperscript{35} but are not considered here.

We must provide a reasonable CASSCF reference for the MRCI calculations. The \( ^{2}\Sigma^{+} \) and \( ^{2}\Gamma \) states have the same electron configuration as \( ^{4}\Sigma^{-} \) while \( ^{2}\Delta \) has a different one.\textsuperscript{40} Thus, we initially calculated only the \( ^{2}\Delta \) and ground state, and then subsequently
added one $^{2}\Gamma$ state and one $^{2}\Sigma^{+}$ state. Nonetheless, we could not obtain the correct $1^{2}\Delta$ state in a state-average CASSCF calculation including $^{4}\Sigma^{-},^{2}\Gamma,^{2}\Delta$ and $^{2}\Sigma^{+}$ when the closed orbitals were set to $(6,2,2,0)$. To make the reference wavefunctions physically appropriate, we closed more orbitals, $(8,2,2,0)$, in CASSCF calculation, while we still used the closed $(6,2,2,0)$ space in the subsequent icMRCI calculation. Again we used an aug-cc-pVQZ basis set.

C. Electron spin dipolar coupling and nuclear hyperfine coupling curves

The electron spin-spin coupling was treated as an empirical fine tuning factor by McKemmish et al.\cite{13} Using the quantum chemistry program ORCA,\cite{41} we calculated the electron spin-spin dipolar contribution to the zero-field splitting $D$ tensor of the ground state at the CASSCF level with eleven electrons distributed in ten active orbitals.

Fully-resolved hyperfine splittings have been observed in the $v = 0$ vibrational levels of the $X^{4}\Sigma^{-}$ state. We calculated the nuclear hyperfine $A$ tensor and the nuclear electric quadrupole coupling constant in ORCA\cite{41} with the aim of predicting the hyperfine structure in vibrationally-excited levels of VO.

The zero field splitting tensor was calculated with an aug-cc-pVTZ basis set. The nuclear magnetic $A$-tensor and electric quadrupole coupling constant were calculated with an aug-cc-pwCVQZ basis set.

The nuclear spin-rotation coupling constants were calculated with another quantum chemistry program, DALTON\cite{42} 2020.0, at the CASSCF level with an aug-cc-pVQZ basis set. The active space is the same as used in ORCA.

We failed to find a quantum chemistry program which calculates the electron spin-rotation constant $\gamma$ and therefore used the constant empirical value determined for $v = 0$ instead (See Table IV).
FIG. 1. The lefthand panel shows the MRCI+Q potential energy curves of the X$^4\Sigma^-$ state calculated with aug-cc-pV$n$Z basis sets and the estimated one at complete basis set limit. The extrapolated potential energy curve is fitted with a second-order extended Morse oscillator (EMO) function. The right-bottom panel shows the fitting residues.

III. AB INITIO RESULTS

A. X$^4\Sigma^-$ potential energy curve

The dashed curves in Fig. 1 are the ab initio potentials of the X$^4\Sigma^-$ state of VO. We estimated its potential energies at the CBS limit using the formula

$$E(n) = E_{CBS} + \alpha \exp(-\beta n)$$

and obtained the solid potential energy curve shown in the left panel of Fig. 1.

The ab initio curves were calculated to build the spectroscopic model of VO. For numerical stability purposes, we fitted the discrete points with continuous curves. The extrapolated potential energy curve at the CBS limit was fitted to a second-order extended Morse oscillator (EMO) function:

$$V(r) = T_e + (A_e - T_e) [1 - \exp(-\beta_{EMO}(R) (R - R_e))]^2,$$

where $R$ and $R_e$ is the internuclear distance and its value at the equilibrium point and $A_e$ is the asymptotic energy relative to the minimum of the ground electronics state. $\beta_{EMO}$ is
expressed as

\[ \beta_{\text{EMO}}(R) = b_0 + b_1 y(R) + b_2 y^2(R), \]  

(2)

where \( y(R) \) is given by:

\[ y(R) = \frac{R^4 - R_e^4}{R^4 + R_e^4}. \]  

(3)

Only the points given as crosses in the righthand panel of Fig. 1 were included in the fit to give a better approximation of the lower vibrational levels. Although the calculated potential energies marked by circle were excluded, they are still well represented by the fitted curve. The EMO parameters are listed in Table I.

The fitted PEC is not sensitive to the extrapolation formula in the region of interest (i.e. \( E \leq 10000 \text{ cm}^{-1} \)). Figure 2 compares the fitted EMO PECs of two extrapolation formulae: \( E'(n) = E_{\text{CBS}} + \alpha/(n + 1/2)^4 \) and \( E(n) = E_{\text{CBS}} + \alpha \exp(-\beta n) \). The EMO parameters corresponding to \( E'(n) \) are listed in Table I too.

![Fitted PECs comparison](image)

FIG. 2. Fitted PECs corresponding to two different extrapolation formulae as shown in the legend. The bottom panels show the energy difference between the two curve.

B. Potentials of \( \text{A}^4\Pi \) and \( 1^2\Sigma^+ \)

The calculated potential energy curves for the quartet and doublet states are shown in Fig. 3. The energies are shifted such that the corresponding \( \text{X}^4\Sigma^- \) ground state of each set
TABLE I. Optimized EMO parameters of the $X^{4}\Sigma^{-}$ state.

| Parameter   | $E(n) = E_{CBS} + \frac{\alpha}{(n+1/2)^{2}}$ | $E'(n) = E_{CBS} + \alpha e^{-\beta n}$ |
|-------------|-----------------------------------------------|----------------------------------------|
| $T_{e}$ [cm$^{-1}$] | 0                                              | 0                                       |
| $R_{e}$ [Å] | 1.598 438 63                                  | 1.598 355 33                           |
| $D_{e}$ [cm$^{-1}$] | 52790                                          | 52790                                  |
| $b_0$ [Å$^{-1}$] | 1.837 543 49                                 | 1.840 427 24                           |
| $b_1$ [Å$^{-1}$] | $-9.626 810 17 \times 10^{-3}$               | $-1.623 770 24 \times 10^{-2}$        |
| $b_2$ [Å$^{-1}$] | $-1.484 134 84 \times 10^{-1}$               | $-1.802 404 76 \times 10^{-1}$        |

has the same energy zero. The potentials of $A^{4}\Pi$ and $1^{2}\Sigma^{+}$ were fitted with second-order EMO functions whose parameters are listed in Table II.

FIG. 3. Calculated potential energy curves of the quartet states (left) and doublet states (right) of VO. The curves of $A^{4}\Pi$ and $1^{2}\Sigma^{+}$ were fitted with EMO functions. The bottom panels show the fitting residues.

C. Spin-orbit couplings

The calculated spin-orbit coupling curves are shown in the left panel of Fig. 4. Note that the spin-orbit coupling constant has a phase of i as MOLPRO uses a Cartesian representa-
TABLE II. Optimized EMO parameters of the excited states.

| Parameter | $A^4\Pi$ | $1^2\Sigma^+$ |
|-----------|---------|-------------|
| $T_e$ [cm$^{-1}$] | 9.63445279 $\times$ 10$^3$ | 1.09739904 $\times$ 10$^4$ |
| $R_e$ [Å] | 1.64911957 | 1.59344721 |
| $D_e$ [cm$^{-1}$] | 52790 | 52790 |
| $b_0$ [Å$^{-1}$] | 1.81814751 | 2.12680313 |
| $b_1$ [Å$^{-1}$] | $-8.35385040 \times 10^{-2}$ | $3.16227470 \times 10^{-1}$ |
| $b_2$ [Å$^{-1}$] | $-3.14510129 \times 10^{-1}$ | $1.98285641 \times 10^{-1}$ |

The figure demonstrates the real curves multiplied an extra constant $-i$, which were fitted with polynomials

$$ p(R) = \sum_i a_i R^i. $$

The polynomial coefficients $a_i$ are given in Table III.

FIG. 4. The calculated spin-orbit coupling curves (left) and zero field splitting curve due to spin-spin coupling (right) of VO which were fitted with polynomials. The bottom panels show the fitting residues.
### TABLE III. Polynomial coefficients of the \textit{ab initio} spin-orbit coupling curves.

| Coefficients | $-i \langle X^{4}\Sigma^{-}|H_{LSX}|A^{4}\Pi \rangle$ | $-i \langle A^{4}\Pi|H_{LSZ}|A^{4}\Pi \rangle$ | $-i \langle X^{4}\Sigma^{-}|H_{LSZ}|1^{2}\Sigma^{+} \rangle$ |
|--------------|-------------------------------------------------|-------------------------------------------------|-------------------------------------------------|
| $a_{0}$ [cm$^{-1}$] | 1.042 001 54 × 10$^{2}$ | 2.116 610 61 × 10$^{1}$ | 2.625 988 16 × 10$^{1}$ |
| $a_{1}$ [cm$^{-1}$Å$^{-1}$] | -3.735 161 08 × 10$^{2}$ | -2.217 690 98 × 10$^{2}$ | -3.574 895 37 × 10$^{2}$ |
| $a_{2}$ [cm$^{-1}$Å$^{-2}$] | 2.585 182 47 × 10$^{2}$ | 7.943 250 83 × 10$^{1}$ | 1.109 148 62 × 10$^{2}$ |

### D. Electron spin dipolar coupling

In a Cartesian representation, the zero-field splitting Hamiltonian is:

$$H_{ZFS} = S^\top D S.$$  \hspace{1cm} (5)

where $S = (S_x, S_y, S_z)$ is the spin vector operator and $D$ is a dipolar interaction tensor. In principle axes, $D$ is diagonal and

$$H_{ZFS} = D_{xx}S_x^2 + D_{yy}S_y^2 + D_{zz}S_z^2.$$  \hspace{1cm} (6)

As a dipolar interaction tensor, $D$ is traceless and thus $H_{ZFS}$ only has two degrees of freedom. In electron spin resonance spectroscopy, it is usual to define two constants, $D$ and $E$, to describe zero-field splitting:

$$D = \frac{3}{2}D_{zz},$$  \hspace{1cm} (7)

$$E = \frac{1}{2}(D_{xx} - D_{yy}).$$  \hspace{1cm} (8)

The Hamiltonian can be rewritten as

$$H_{ZFS} = D \left[ S_x^2 - \frac{1}{3}S^2 \right] + E(S_x^2 - S_y^2),$$  \hspace{1cm} (9)

with the principle axis chosen such that

$$|E| \leq \frac{1}{3}|D|.$$  

For the $X^{4}\Sigma^{-}$ state of VO, $E = 0$, and hence $D_{xx} = D_{yy}$.

The calculated zero-field splitting curve is shown in the right panel of Fig. 4. The two points marked by circles were excluded from the fit. The other points were fitted with a parabolic curve whose coefficients are given in Table IV.

We used the constant experimental value for the spin-rotation coupling curve, as shown in the last column of Table IV.
TABLE IV. Polynomial coefficients of the \textit{ab initio} zero-field splitting curve \(D(R)\) and the empirical spin-rotation curve \(\gamma(R)\)

| Coefficients | \(D(R)\) | \(\gamma(R)\) |
|--------------|----------|--------------|
| \(a_0 \text{[cm}^{-1}]\) | \(-6.663 240 20 \times 10^{-1}\) | \(2.242 111 11 \times 10^{-2}\) |
| \(a_1 \text{[cm}^{-1}\text{Å}^{-1}]\) | \(2.080 372 45\) | \(\) |
| \(a_2 \text{[cm}^{-1}\text{Å}^{-2}]\) | \(-6.168 466 61 \times 10^{-1}\) | \(\) |

E. Nuclear hyperfine couplings

In a Cartesian representation, the Hamiltonian for nuclear spin – electron spin magnetic interaction is:

\[ \mathcal{H}_{\text{HFS}} = S^T A I. \] (10)

The hyperfine coupling tensor can be divided into an isotropic term \(A^{\text{iso}}\) and a dipolar term \(A^{\text{dip}}\):

\[ \mathcal{H}_{\text{HFC}} = A^{\text{iso}} S \cdot I + S^T A^{\text{dip}} I. \] (11)

\(A^{\text{iso}}\) is also known as the Fermi-contact interaction constant. The isotropic hyperfine coupling constant is given by

\[ A^{\text{iso}} = \frac{1}{3} (A_{xx} + A_{yy} + A_{zz}). \] (12)

The calculated curve \(A^{\text{iso}}\) are shown in the left panel of Fig.5. The points were fitted with a linear function, whose coefficients are given in Table[V].

In the principle axis representation, the off-diagonal matrix elements of the dipolar interaction tensor \(A^{\text{dip}}\) vanish. Since \(A^{\text{dip}}\) is also traceless, we obtain

\[ A_{xx}^{\text{dip}} + A_{yy}^{\text{dip}} + A_{zz}^{\text{dip}} = 0. \] (13)

Moreover,

\[ A_{xx}^{\text{dip}} = A_{yy}^{\text{dip}}, \] (14)

for the \(X^4\Sigma^-\) state. Thus, there is only one independent parameter for \(A^{\text{dip}}\). The calculated \(A_{zz}^{\text{dip}}\) term, which is plotted in the right panel of Fig.5, was fitted with a parabolic curve whose coefficients are given in Table[V].
FIG. 5. The calculated $A^{\text{iso}}$ and $A^{\text{dip}}_{zz}$ curves of X$^{4}\Sigma^{-}$ which were fitted with polynomials. The bottom panels show the fitting residues.

### TABLE V. Polynomial coefficients of the ab initio hyperfine coupling curves of the X$^{4}\Sigma^{-}$ state.

| Coefficients | $A^{\text{dip}}_{zz}$ | $A^{\text{iso}}$ | $eQq_0$ | $c_I$ |
|--------------|----------------------|------------------|---------|------|
| $a_0$ [MHz]  | $-4.353 746 34 \times 10^1$ | $2.952 221 35 \times 10^2$ | $-3.672 145 82 \times 10^3$ | $3.773 228 18 \times 10^4$ |
| $a_1$ [MHz Å$^{-1}$] | $-1.127 992 91 \times 10^2$ | $2.566 354 89 \times 10^2$ | $1.003 490 24 \times 10^4$ | $-1.315 887 01 \times 10^5$ |
| $a_2$ [MHz Å$^{-2}$] | $4.140 638 43 \times 10^1$ | $-1.091 669 36 \times 10^4$ | $1.825 385 09 \times 10^5$ |
| $a_3$ [MHz Å$^{-3}$] | $5.915 071 64 \times 10^3$ | $-1.262 342 03 \times 10^5$ |
| $a_3$ [MHz Å$^{-4}$] | $-1.600 684 27 \times 10^3$ | $4.351 974 09 \times 10^4$ |
| $a_4$ [MHz Å$^{-5}$] | $1.733 554 38 \times 10^2$ | $-5.995 321 61 \times 10^3$ |

The nuclear electric quadrupole coupling and nuclear spin-rotation coupling are relatively weak for the X$^{4}\Sigma^{-}$ state as shown in Fig. 6. They were fitted by polynomials, see eq. 4 whose coefficients are listed in Table V.
FIG. 6. The calculated nuclear electric quadrupole and nuclear spin-rotation coupling curve of $X^4\Sigma^-$ which were fitted with polynomials. The panels show the fitting residues.

IV. INFRARED SPECTRA

A. Spectroscopic model

A spectroscopic model considering the $X^4\Sigma^-$, $A^4\Pi$ and $1^2\Sigma^+$ states of VO was developed for the diatomic variational nuclear motion program DUO. The equilibrium bond length of the $X^4\Sigma^-$ ab initio PEC was shifted by about 0.009 Å so that

$$R_e = 1.5894809 \text{ Å},$$

resulting in the correct rotational constant.

For the basis set in DUO we used 20 vibrationally contracted basis functions for the ground electronic states and 10 for the other two electronic states based on 401 sinc-DVR grid points, covering the internuclear distance range from 1.2 to 4 Å. The upper limit of the energy calculations was set to 50 000 cm$^{-1}$, which is just below the first dissociation limit of VO; the energy levels of interest for this work are expected to be below 10 000 cm$^{-1}$ which is close to the $T_e$ value of $A^4\Pi$ and is also below the discontinuity point in the PEC of the $X^4\Sigma^-$ state. This range covers vibrational levels up to $v = 10$. Thus, the 20 vibrational contracted basis functions are enough to give converged energy levels.
The coupling constants used in DUO follow the definitions generally adopted in experimental studies. Some constants have the same definition as those given by quantum chemistry programs. For example, the Fermi-contact coupling constant is just \( A^{\text{iso}} \)

\[
b_F = A^{\text{iso}}.
\] (16)

Definitions of others are different and we give the relevant interconversion formulae below.

In a Cartesian representation, the Hamiltonian of a diagonal electron spin-spin dipolar interaction of diatomic molecule is

\[
\mathcal{H}_{SS} = \frac{2}{3} \lambda (3S_z^2 - S^2),
\] (17)

where \( S \) is the electron spin angular momentum and \( S_z \) is its \( z \) component. Comparing \( \mathcal{H}_{SS} \) with \( \mathcal{H}_{ZFS} \), we have

\[
\lambda = \frac{1}{2} D.
\] (18)

In a Cartesian representation, the Hamiltonian of the nuclear spin-electron spin dipolar interaction is given by

\[
\mathcal{H}_{\text{dip}} = \frac{1}{3} c (3I_zS_z - I \cdot S) + \frac{1}{2} d [S_+ I_+ \exp(-2i\phi) + S_- I_- \exp(2i\phi)]
\]
\[
e \left[ (S_- I_z + S_z I_-) \exp(i\phi)
\right.
\]
\[
+ (S_+ I_z + S_z I_+) \exp(-i\phi) \right],
\] (19)

where \( c \), \( d \) and \( e \) are three nuclear spin-electron spin dipolar interaction constants; \( I \) is the nuclear spin angular momentum; \( I_z \), \( I_+ \) and \( I_- \) are the components of \( I \); \( S_z \), \( S_+ \) and \( S_- \) are the components of \( S \); \( \phi \) is the variable of spherical harmonics, see Eq. 4 of Slotterback et al. Comparing the Hamiltonian with the matrix elements of \( I^T A^{\text{dip}} S \), we have:

\[
A_{xx}^{\text{dip}} = -\frac{c}{3} + d \cos(2\phi),
\] (20)
\[
A_{yy}^{\text{dip}} = -\frac{c}{3} - d \cos(2\phi),
\] (21)
\[
A_{zz}^{\text{dip}} = \frac{2c}{3}.
\] (22)

For the ground state, we have \( A_{xx}^{\text{dip}} = A_{yy}^{\text{dip}} \). The only non-vanishing constant is

\[
c = \frac{3}{2} A_{zz}.
\] (23)
TABLE VI. The empirical hyperfine coupling constants for $v = 0$ given in Table 4 of Flory and Ziurys$^{22}$ and the calculated diagonal hyperfine matrix elements $\langle v = 0 | v = 0 \rangle$ of $X^4\Sigma^−$. All values are given in MHz.

| Parameter | $b_F$          | $c$           | $c_I$          | $eQq_0$       |
|-----------|----------------|---------------|---------------|---------------|
| Empirical$^{22}$ | 778.737(66) | -129.84(19)  | 0.1928(51)  | -2.5(1.3)    |
| Ab initio | 703.2540       | -177.1301     | -0.2191      | -7.2987       |

Dipole moments were also obtained from our ab initio calculations. However, they are not as accurate as the dipole moments calculated by McKemmish et al.$^{35}$ using the finite-field method. Thus, we used the permanent dipole moment of $X^4\Sigma^−$ in Ref.$^{35}$ to compute Einstein-A coefficients and hence transition intensities.

B. Hyperfine matrix elements in the representation of the vibrational basis set

We use a fully variational method to calculated the hyperfine structure of the VO $X^4\Sigma^−$ state. The final wavefunctions have non-zero projections on all contracted vibrational basis functions. See our previous paper$^{25}$ for more details. The absolute values of the Fermi-contact matrix elements $\langle v | b_F(R) | v' \rangle$ are plotted in Fig.$^7$ The values decrease dramatically with the difference between $v'$ and $v$, i.e., the diagonal matrix element $\langle v | b_F(R) | v \rangle$ dominates the Fermi-contact interaction in the vibrational states. The reason for the phenomenon is that the lowest 11 vibrational levels of $X^4\Sigma^−$ do not interact with other vibronic levels in our model. Thus, the diagonal Fermi-contact matrix elements in the VO $X^4\Sigma^−$ state provided should be equivalent to the spectroscopic coupling constants used in effective Hamiltonian methods. We list all the diagonal hyperfine matrix elements of the lowest 11 vibrational levels of $X^4\Sigma^−$ in Table VI. Compared to the measured constants of the $v = 0$ level$^{22}$, the absolute values of the calculated Fermi-contact matrix elements are smaller while the nuclear spin-electron spin dipolar matrix elements are larger. For VO, the nuclear spin-rotation and nuclear electric quadrupole interactions are much weaker than the other hyperfine interactions. The corresponding matrix elements are of similar magnitude to the experimental values.
FIG. 7. Absolute values of Fermi-contact matrix elements \( \langle v|b_F(R)|v' \rangle \) of \( X^4\Sigma^- \) for \( v \leq 10 \) and \( v' \leq 10 \).

C. Hyperfine eigenstates and transitions

A hyperfine-resolved line list was generated based on the spectroscopic model. DUO provides data in ExoMol format\(^{45}\) which means energies with quantum numbers are in a .\texttt{states} file and the Einstein-A coefficients for each transitions are in a .\texttt{trans} file. Examples of calculated energies and transitions extracted from the output files are given as supplementary materials. In DUO’s outputs, the eigenstates are printed in the increasing order of the final angular momentum, which is \( F \) here. All energies are given relative to the non-hyperfine zero-point energy \( i.e., \) which corresponds to \( J = 0.5, + \) parity, and \( v = 0 \).

A hyperfine-resolved set of empirical energies of VO has recently been obtained\(^{17}\) using the MARVEL (measured active vibration-rotation energy levels) procedure, which includes 6603 validated transitions from three experimental sources\(^{19,21,22}\) and gives 1256 hyperfine-resolved energy terms for the \( v = 0 \) state of \( X^4\Sigma^- \). We compare our calculated energies with all the MARVEL ones, as illustrated in the left panel of Fig. 8. The energy differences indicate that the \textit{ab initio} fine and hyperfine coupling curves require further refinement to give accurate electron and nuclear spin splitting.

In order to illustrate the potential of such refinement on the quality of the energy calculations, we shifted some fine and hyperfine coupling curves in our model such that the
corresponding diagonal matrix elements $\langle v = 0 | \cdot | v = 0 \rangle$ have the same values as the experimental spectroscopic constants determined by Flory and Ziurys. The shifted parameters are listed in Table VII. The right panel of Fig. 8 demonstrates the differences between the calculated and MARVEL energies in this case. The calculation accuracy improves significantly with use of the shifted curves.

| Curve          | State(s)                  | $a_0$ value [cm$^{-1}$] |
|----------------|---------------------------|-------------------------|
| Spin-orbit     | $X^4\Sigma^- - 1^2\Sigma^+$ | 5.968 341 65 $\times 10^1$ |
| $\gamma(R)$   | $X^4\Sigma^-$             | 2.218 113 85 $\times 10^{-2}$ |
| $A^{iso}(R)$   | $X^4\Sigma^-$             | 1.270 963 58 $\times 10^{-2}$ |
| $A^{dip}_{zz}(R)$ | $X^4\Sigma^-$         | $-4.006 617 87 \times 10^{-4}$ |

There are four states (shown as red circles in the lefthand panel) whose calculation errors are greater than 0.1 cm$^{-1}$, so outside the range of the righthand panel of Fig. 8. The energy levels between 100 to 200 cm$^{-1}$ have larger uncertainties than the others, as shown in the right panel. As discussed previously, this behavior arises from the internal perturbations near $N = 15$, resulting in an avoided crossing structure as shown the lefthand panel of Fig. 9. The righthand panel of Fig. 9 illustrates the interactions of states in the $F_2$ series of $X^4\Sigma^-$. The interactions mix energy levels which makes it difficult to assign quantum number to these states. The globally $J$-dependent systematic error can be attributed to inaccurate spin-orbit, spin-spin and spin-rotation coupling curves. We plan to refine these curves in our future work.

### D. Transition intensities and lifetime

The hyperfine resolved VO line list was used to generate spectra of the $X^4\Sigma^-$ band using the program EXOCROSS. The left panel of Fig. 10 compares cross sections calculated in this work at $T = 2200$ K. We used a Gaussian lineshape function for each isolated line and the linewidth was chosen as 0.2 cm$^{-1}$. The linewidth is wider than hyperfine splittings and thus, the cross section profiles are blended. As a result, the hyperfine resolved and unresolved
FIG. 8. Energy differences between results of DUO and MARVEL analysis when using \textit{ab initio} curves. Left: only the $R_e$ value of $X^4\Sigma^-$ was shifted to give correct rotational constants. Right: several other curves were also shifted to reproduce the coupling constants given in Table 4 of Flory and Ziurys.\cite{flory1998}

FIG. 9. The lefthand panel shows the avoided crossing structure of the $F_2$ and $F_3$ levels of $X^4\Sigma^-$. The righthand panel shows the mixing energy levels in the $F_2$ series of $X^4\Sigma^-$. Note that, DUO does not use the quantum number $N$. $N$ is given here simply for the clarity of the figure and was obtained using the rule $N = J - 0.5$ for the $F_2$ series and $N = J + 0.5$ for the $F_3$ series.

cross sections agree well with each other. Note that, in this work, we only calculated the transitions within the ground state of VO without considering the A-X transition dipole moment contribution to line strengths. In practice, A-X spin-orbit coupling mixes the wavefunctions of the two electronic states meaning spectra are increasingly determined by
both the X-X and the A-X electric dipole moment curves; transitions above 6000 cm\(^{-1}\) are much stronger when the A-X transition dipole moment is included. We do not attempt to properly model the A state here so we leave the discussion of the interaction of this and other electronic states to future work.

Only hyperfine transitions with narrow broadening parameters are distinguishable in high-resolution experiments, see e.g. the work of Flory and Ziurys\(^{22}\). We simulated the spectra of the eight hyperfine transitions near 9.73 cm\(^{-1}\) with different line widths. As shown in the top-right panel of Fig.\(^\text{[10]}\) the hyperfine transitions are completely blended when the half width at half maximum is 0.002 cm\(^{-1}\). However, due to the uneven line strength distribution of hyperfine transitions, the shape and center of the blended profile differs from the one simulated from the line list without considering the nuclear hyperfine couplings, which is shown in the bottom-right panel of Fig.\(^\text{[10]}\). Similar conclusions were drawn from the VO MARVEL study\(^{17}\) where attempts to deperturb the hyperfine-resolved energies by setting the hyperfine constants to zero were found to give poor results.

![Graph showing comparison of VO IR cross sections at 2200 K. Left: the cross sections were calculated with Gaussian profiles whose linewidth are 0.2 cm\(^{-1}\). Right: the cross sections were calculated with Gaussian profiles of different line widths in a narrow range. 'Non-hyperfine' in this and following figures is a short notation which means that the spectra were simulated without considering nuclear hyperfine couplings.](image)

FIG. 10. Comparison of VO IR cross sections at 2200 K. Left: the cross sections were calculated with Gaussian profiles whose linewidth are 0.2 cm\(^{-1}\). Right: the cross sections were calculated with Gaussian profiles of different line widths in a narrow range. ‘Non-hyperfine’ in this and following figures is a short notation which means that the spectra were simulated without considering nuclear hyperfine couplings.
Figure 11 illustrates the hyperfine splitting of non-hyperfine transitions near 9.77 cm$^{-1}$. Due to the nuclear spin, both the upper and lower non-hyperfine energy levels split to several hyperfine levels and the combinations of them give a lot hyperfine transitions as shown in the top panel. In the middle panel, we plot the two strongest non-hyperfine transition in this region. The intensity of each non-hyperfine transition is approximately the sum of intensities of the eight strong hyperfine transitions nearby but not rigorously equal to it. These strong hyperfine transitions were observed by Flory and Ziurys$^{22}$. Our calculated positions agree well with the measured values. Note that, the hyperfine transitions are not necessarily distributed around the non-hyperfine transitions, as the transitions near 9.8 cm$^{-1}$ indicate. We emphasize again that in this paper the word ‘non-hyperfine’ is used as shorthand notation for the terms given without considering nuclear hyperfine interactions. The word has a different meaning from ‘hyperfine unresolved’ which is used to describe blended hyperfine transitions.

As the nuclear spin of $^{51}$V$^{16}$O is 7/2, theoretically, one can get ‘forbidden’ dipole transitions up to $|\Delta J| = 8$. Table VIII lists eight transitions corresponding to $|\Delta J| = 1, 2, \cdots 8$. As $J$ is no longer a good quantum number for hyperfine structure, the $J'$ and $J''$ values here are the values of dominant basis functions. The higher $|\Delta J|$ transitions are much weaker while transitions with $|\Delta J| = 2$ or 3 have has Einstein-$A$ of similar magnitude to the ‘allowed’ $|\Delta J| = 1$ one. We are not aware of the observation of such forbidden lines within the X $^4\Sigma^-$ state. However, $|\Delta J| = 2$ (O and S branches) driven by hyperfine couplings have been observed in both hyperfine-resolved$^{19,21}$ and unresolved$^{23,47}$ rovibronic spectra.

The lifetimes of hyperfine and non-hyperfine eigenstates of the lowest vibrational level of X $^4\Sigma^-$ were calculated by using ExoCross, and compared in Fig. 12. The hyperfine states have similar lifetimes as the corresponding non-hyperfine state.

V. CONCLUSION

In this work, we investigate the hyperfine-resolved infra-red spectra of VO X $^4\Sigma^-$ electronic state. The fine and hyperfine coupling curves required to construct the spectroscopic model were calculated ab initio where possible but then scaled to reproduce the observed hyperfine structure. The hyperfine splitting of X $^4\Sigma^-$ is mainly determined by the Fermi-contact and electron spin-nuclear spin dipolar interactions. Nevertheless, we also included
FIG. 11. Comparison of the calculated (top and middle) and measured (bottom) transitions near 9.77 cm$^{-1}$. The line intensities in the top and middle panels were calculated at 208 K. The middle panel only demonstrates the strong transitions. The hyperfine resolved line positions in the bottom panel were measured by Flory and Ziurys\textsuperscript{22}.

the nuclear spin-rotation and nuclear electric quadrupole coupling curves in our calculation. The hyperfine resolved and unresolved cross sections show good consistency with each other when using wide line broadening parameters. The comparison between calculated and and empirical energy levels reveals the inaccuracy of our \textit{ab initio} fine and hyperfine coupling curves even when computed using state-of-the-art methods and hence the need for empirical refinement. We plan to refine these curves and use them to generate a full, hyperfine-resolved line list for VO in future work.
TABLE VIII. Transitions corresponding to $|\Delta J| = 1 \ldots 8$.

| $|\Delta J|$ | $\nu$ [cm$^{-1}$] | $A$ [s$^{-1}$] | $E'$ [cm$^{-1}$] | $F'$ parity' | $J'$ | $v'$ | $\Omega'$ | $E''$ [cm$^{-1}$] | $F''$ parity'' | $J''$ | $v''$ | $\Omega''$ |
|---|---|---|---|---|---|---|---|---|---|---|---|---|---|
| 1 | 890.2463 | 6.7981E+01 | 9370.8835 | 0 | - | 3.5 | 10 | 0.5 | 8480.6371 | 1 | + | 4.5 | 9 | 0.5 |
| 2 | 880.4238 | 5.6402E+01 | 8635.9538 | 14 | + | 16.5 | 9 | 1.5 | 7755.5299 | 15 | - | 18.5 | 8 | 1.5 |
| 3 | 921.1696 | 2.3566E+01 | 9975.2714 | 37 | - | 35.5 | 10 | 0.5 | 9054.1018 | 36 | + | 32.5 | 9 | 1.5 |
| 4 | 942.0396 | 2.1003E+01 | 3909.3168 | 9 | - | 6.5 | 4 | 0.5 | 2967.2771 | 10 | + | 10.5 | 3 | 0.5 |
| 5 | 925.0690 | 6.9014E-06 | 9437.0199 | 11 | + | 11.5 | 10 | 1.5 | 8511.9509 | 10 | - | 6.5 | 9 | 0.5 |
| 6 | 923.5723 | 1.6667E-09 | 9435.5233 | 11 | + | 12.5 | 10 | 0.5 | 8511.9509 | 10 | - | 6.5 | 9 | 0.5 |
| 7 | 950.5501 | 1.8763E-15 | 9462.5010 | 11 | + | 13.5 | 10 | 1.5 | 8511.9509 | 10 | - | 6.5 | 9 | 0.5 |
| 8 | 949.0735 | 1.6573E-18 | 9461.0244 | 11 | + | 14.5 | 10 | 0.5 | 8511.9509 | 10 | - | 6.5 | 9 | 0.5 |

FIG. 12. Comparison of lifetimes corresponding to the lower rotational levels of $X^4\Sigma^-$, $v = 0$. The $J = 0.5$ levels which have much longer lifetimes were not plotted in this figure.

SUPPLEMENTARY MATERIAL

The Duo input file used in this work is given as supplementary material; our potential energy curves are included as part of this input file. Two tables, which lists the sample states and transitions calculated from the input, are given as supplementary materials.
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