Evaluation of Tree Detection and Segmentation Algorithms in Peat Swamp Forest Based on LiDAR Point Clouds Data
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Abstract

Application of LiDAR for tree detection and tree canopy segmentation has been widely used in conifer plantation forest in temperate countries with high accuracy, however its application on tropical natural forest especially peat swamp forest hardly found. The objective of this study was evaluated algorithms of individual tree detection and canopy segmentation used LiDAR data in peat swamp forest. The algorithms included (a) Local Maxima (LM) with various variable window size combined with growing region, (b) LM with various variable window size combined with Voronoi Tessellation, (c) LM with various fixed window size combined with growing region, (d) LM with various fixed window size combined with Voronoi Tessellation, and (e) Tree Relative Distance algorithm. The results show that algorithm with the best accuracy was the Tree Relative Distance algorithm with the highest overall F-score of 0.63. The tree relative distance algorithm also provides the highest accuracy in determining three tree parameters which are position, height and diameter of tree canopy with a RMSE value 1.08 m, 6.45 m, and 1.19 m, respectively.
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Introduction

Remote sensing technology has been widely used in forest measurement activities. Development of remote sensing technology allows tree detection and segmentation at individual level (Zhen et al., 2016). The use of this technology is expected to replace the field measurement method that requires large costs and longer period (Hyyppa et al., 2001). Data from estimating individual tree levels (number of trees, tree position, canopy diameter and tree height) are very useful for various purposes such as estimating stand volume (Hyyppa et al., 2001), estimating aboveground biomass (Ferraz et al., 2016) and estimating of carbon stocks (Goldbergs et al., 2018). Light Detecting and Ranging (LiDAR) is a remote sensing technology that can be used for tree detection and segmentation at the individual level – (Kaartinen et al., 2012). LiDAR sensor is designed to identify the three dimensional coordinates of an object allowing for detection and segmentation of the tree – (Lim et al., 2003). LiDAR spacecraft equipped with Global Navigation Satellite Systems (GNSS) can provide accurate location information and Inertial Measurement Unit (IMU) to measure aircraft direction (White et al., 2016).

The algorithm used to tree detection and segmentation using LiDAR have been developed and tested in several forest type. In general, tree detection and segmentation algorithms at individual level can be divided into three namely Canopy Height Model (CHM) raster-based, point cloud-based and hybrid approaches. First, the raster-based approach uses CHM data to detect and segment trees such as marker-control watershed algorithm (Ene et al., 2012), pouring (Koch et al., 2006) and local maxima (LM) algorithm with Voronoi Tessellation (Silva et al., 2016). Second, the point cloud-based approach uses normalized point cloud data for tree detection and segmentation such as the tree relative distance algorithm (Li et al., 2012) and 3D Adaptive Mean Shift algorithm (Ferraz et al., 2016). Third, the hybrid approach of CHM raster and point cloud that uses the CHM raster to detect tree tops (LM) and growing canopy areas using point cloud (Dalponte & Coomes, 2016).

Testing for tree detection and segmentation methods using LiDAR have been widely tested and compared with the results of field measurements. In raster-based approach, tree detection and segmentation rates use the marker-control watershed algorithm in pine forests in Norway with tree detection rates reaches 46–50% (Ene et al., 2012). The pouring algorithm – (Koch et al., 2006) which has similarities with marker-control watershed successfully detecting and segmenting trees in Douglas fir and deciduous stand in
Germany with rate of correct detected respectively of 60% and 20%. Silva et al., (2016) used LM algorithm with Voronoi Tessellation with rate of correct detection of 82%. In point cloud-based approach, Li et al., (2012) used a tree relative distance algorithm tested in California coniferous forest with rate of correct detected of 86%. Dalponte & Coomes, (2016) use the hybrid approach (CHM and point cloud) to detect tree tops and growing canopy to obtain high accuracy of tree diameter classes greater than 40 cm (> 60%). High accuracy testing of these methods is performed on various forest types in subtropical areas (conifer, deciduous or mixed of both)(Lu et al., 2014; Kim et al., 2016). Testing of tree detection and segmentation methods in various types of forests in the tropical area, especially peat swamp forest is quite few. Forest types in the tropics have a canopy structure with different from subtropical forests. Different types of forests affect the accuracy of tree detection and segmentation using LiDAR(Zawawi et al., 2015). In addition, the selection of the proper algorithm could affect the accuracy of detection and segmentation results. The tree detection and segmentation algorithm based on local maxima depends on the window size (moving window size) in detecting local maxima. Choosing the proper window size would determine the accuracy of tree detection and tree canopy segmentation (Popescu & Wynne, 2004). Popescu & Wynne, 2004 offer the use of variable window size obtained from the relationship between tree height and tree crown diameter as a parameter of tree detection and segmentation. Variable window size makes the window size more flexible in detecting local maxima and will change based on tree height.

The study objective was evaluated the algorithm for tree detection and segmentation in peat swamp forest used LiDAR data. The Algorithms included (1) Local Maxima (LM) with various variable window size combined with growing region, (2) LM with various variable window size combined with Voronoi Tessellation, (3) LM with various fixed window size combined with growing region, (4) LM with various fixed window size combined with Voronoi Tessellation and (5) Tree Relatif Distance algorithm. The algorithm are evaluated based on the accuracy of tree detection and segmentation as well as the accuracy of tree parameters such as position, height and diameter of the canopy.

Data of the tree position, tree height and tree canopy diameter are useful for peat swamp forest management activities. Peat swamp forest is difficult to access, making it complicate to measure stand parameters. Successful of LiDAR in measuring peat swamp forest stands parameters will be useful for monitoring success in ecosystem restoration of peat swamp forest management activities. The use of appropriate algorithms in tree detection and segmentation can improve accuracy in determining the number of trees, tree position, crown diameter and tree height estimation. Data on the number, position, crown diameter and tree height are very useful for monitoring the restoration ecosystem of peat swamp forest activities.

Methods

Research site This research was conducted in the peatland ecosystem restoration area of PT. Rimba Makmur Utama (RMU) which was administratively located in Waringin Timur Regency, Central Kalimantan Province (Figure 1). The forest type within the study area is mainly peat swamp forest with a total area of 217,755 ha. The data processing and analysis were performed at the Spatial Modeling Laboratory, Department of Conservation of Forest and Ecotourism, Faculty of Forestry, IPB-University.

LiDAR and field tree data LiDAR and field observation data was provided by Forest 2020 project. The LiDAR data acquisition which were taken by Okron Global Data limited. Field data measurement were conducted during July–August 2018. The parameters of LiDAR acquisition can be seen in Table 1.

Field tree data measurement included tree height, tree coordinates and tree species. Determination of measurement location was conducted by placing the plot within LiDAR flying area. Three plots with dimension of 40 m × 40 m were used in this research. Only tree with minimum 10 cm diameter were surveyed within the plots. Tree coordinates were obtained by calculating the angle using a compass and the distance using rangefinder from the identified points.

Figure 1 Research location.

Table 1 LiDAR acquisition parameter

| Parameter                        | Specification/Description                      |
|----------------------------------|-----------------------------------------------|
| Drone                            | DJI Matrice 600                               |
| Drone speed                      | 6–10 m s⁻¹                                    |
| Height (Flying)                  | 70–100 m above ground                         |
| Laser speed                      | 2 s                                           |
| Horizontal accuracy              | 20–30 cm using GCP and more than 1 without GCP|
| Vertical accuracy                | 10–15 cm                                      |
| LiDAR density point              | 12–18 points m⁻²                               |
| Spatial resolution               | 5–15 cm pixel⁻¹ or depend on height (Flying)   |
| Flight sidelap                   | 60 %                                          |
| Flight overlap                   | 80 %                                          |
| Scanning range                   | 0.1–0.30 m                                    |
| Data acquisition rate            | 43,200 points s⁻²                              |

Source: Okron Global Data (2018), Forest (2020)
coordinates position (benchmark) whereas its position was measured by differential GPS. Tree height was measured using a hypsometer. During the survey 216 trees were measured, which was dominated by *Lithsea sp.*, *Magnolia bintulensis*, *Cryptocarya sp.*, and *Campnosperma coriaceum* (Jack) Hallier F. Canopy diameter was obtained from the visual interpretation of orthophoto images with a spatial resolution of 5 cm. Visual interpretation was conducted in the canopy area which had the tree coordinates of the field measurement. The diameter data from delineation results were used as the material to construct the canopy model. The canopy model would then be used as a variable window size for tree detection and segmentation using lidR package (Roussel et al., 2019).

**Variable window size** The fixed window size is determined by certain size of canopy diameter at the forest stand, than the variable window size used in this study was obtained from the relationship between tree canopy diameter and tree height. The selection of tree height and canopy diameter as variables was based on the assumption that there is a relationship between tree height and canopy diameter (Popescu & Wynne, 2004). The variable window size was conducted by using 137 data of tree height and canopy diameter. Linear and non-linear regression equation models were performed to obtain the best relationship. The results of model preparation show that second order polynomial regression equation had the best relationship with $R^2 = 0.53$. The equation model used as the variable window size is as shown in Equation [1].

$$VWS = 0.0033H - 0.0055H + 3.2872 \tag{1}$$

**note:** $VWS$ is variable window size or canopy sizes (meter) and $H$ is height of the tree in meter. Popescu & Wynne, (2004) used a regression equation model for three forest types of deciduous, conifer and mixed stand with $R^2$ values of 0.54, 0.58 and 0.59, respectively. As a result, the detection overall accuracy reached 83%. Chen et al., (2006) used a regression equation model with a value of $R^2 = 0.59$ in open oak savanna forest, obtaining the highest accuracy of 64%. Ma et al., (2014) used a linear regression equation with a value of $R^2 = 0.60$ in the Piceaexcassifolia forest with a detection rate of 31%.

**Canopy height model development** The generated Canopy Height Model (CHM) data often displays data pits or empty pixels that spread randomly on CHM raster that would affect estimation result (Ben-Arie et al., 2009; Khosravipour et al., 2014; Mielcarek et al., 2018). These pits had a low height compared to the surrounding area so they were considered abnormal (Zhao et al., 2013). Several pit-free CHM generating algorithms have been developed to overcome this problem. Khosravipour et al., (2014) created a pit-free CHM algorithm using normalized point cloud to build a canopy model at various layers of height which was then combined to obtain a pit-free CHM.

In this study, the CHM manufacturing algorithm used was a pit-free CHM algorithm developed by Khosravipour et al., (2014). The steps in this algorithm included: (i) Normalization of point cloud; (ii) Making partial CHM using first return at various layers of height: 0, 2, 5, 10 and 15 m; (iii) Combining partial CHM raster to obtain a pit-free CHM. This algorithm would also use a sub-circle function with a radius of 25 cm to avoid blank pixels as well as use of the edge length parameter (max_edge) Delaunay Triangulation to limit cutting of artificial interpolation. The resulting pit-free CHM raster had a resolution of 0.1 m due to the density of point cloud. CHM production was conducted on R software using the lidR package (Roussel et al., 2019).

**LiDAR tree detection and segmentation** The detection and segmentation algorithms in this study included local maxima (LM) + growing region and local maxima (LM) + Voronoi Tessellation and Tree Relative Distance algorithm. Local maxima-based algorithm was performed using two different parameters, namely variable window size (VWS) using Equation [1] and fixed window size (FWS) with a size of 3 m. This algorithm is available in R software using the lidR package.

1. **Local maxima (LM) + growing region algorithm**

LM + growth region algorithm is a method that used CHM raster for local maxima detection and cloud point segmentation for canopy areas (Popescu et al., 2002; Popescu & Wynne, 2004). Tree detection and segmentation were conducted in stages Dalponte & Coomes, 2016) including: (i) making pit-free CHM; (ii) detecting local maxima as tree tops. Pixels taken as tree tops were used as the initial area of tree canopy (seeds) to grow; (iv) canopy area segmentation using growing region algorithm based on the maximum height (th_seed) percentage of local maxima detection result and percentage of growing region from average canopy area pixels (Hyppa et al., 2001; Dalponte et al., 2015; Dalponte & Coomes, 2016). Tree segmentation was conducted using a normalized cloud point, the cloud point would be added as a canopy area if it had more height than the tree multiplied by the specified seed threshold (th_seed), and higher than average identified canopy area (th_crown). The seed threshold and the growing region limit between 0–1. This procedure was repeated for all nearby pixels, so no pixels were added to the region.

2. **Local maxima and Voronoi Tessellation algorithm**

This algorithm was developed by Silva et al., (2016) using a buffer method on the local maxima to grow the canopy area and Voronoi Tessellation to isolate the canopy. The segmentation process began with (i) making pit-free CHM; (ii) detecting the tree tops to be marked as local maxima (starting point of growth) as performed in the previous algorithm. (iii) Local maxima buffer was performed using a radius determined based on the relationship between the height of field tree and diameter of tree canopy (result of canopy delineation). For example, if the average canopy diameter was less than 60 percent of the average tree height, the minimum canopy factor was 0.6. (iv) The buffer results were cut using Voronoi Tessellation to isolate the tree canopy. Exception could be made for pixels with a certain height below the height of the tree (percentage) to eliminate pixels that were considered non-trees.

3. **Tree relative distance algorithm**
The relative distance algorithm between trees was a point cloud-based method that used relative distance between trees to segment the tree canopy (Li et al., 2012). This algorithm assumed that there was always a distance between trees, which at the top of tree canopy had a greater distance than the lower section of tree canopy. The point cloud identification process was conducted sequentially and classified as a target tree or non-target tree. The identification process started from the tree top by entering and excluding points based on their relative distances. The taken steps in this algorithm included (Li et al., 2012): (i) Normalization of point cloud; (ii) Point cloud classification as a target tree and non-target tree. This process classified two aspects: local maxima and non-local maxima using the tree distance threshold (dt) and the minimum distance of the target tree (dmin,) and non-target tree (dmin,). Determination of dt was performed based on the assumption of the smallest distance between trees and dmin was determined based on the smallest diameter of canopy. Local maxima determination based on tree distance threshold was as follows: (i) if dmin > dt, not the target tree; (ii) if dmin ≤ dt and dmin ≤ dmin, the target tree; (iii) if dmin > dt and dmin > dmin, not the target tree. Point cloud that was not local maxima (canopy area) was determined based on minimum distance rules: (i) if dmin ≤ dmin, target tree; (ii) if dmin > dmin, not the target tree. The tree minimum height parameter (tree_min) was also added to exclude points below the minimum tree height.

**Data analysis** Accuracy test was performed by comparing the estimated results from LiDAR data and field data. Accuracy tests in this study included the accuracy of tree detection and segmentation, position, height and diameter of tree canopy.

1. **Tree detection and segmentation accuracy test**

The evaluation of tree detection and segmentation accuracy were conducted by comparing the detection and segmentation results of the tree canopy derived from the LiDAR and tree measured from the field. The detection and segmentation of tree canopies followed the rules that included: (i) the distance from the LiDAR-based tree to the field-measured tree must be less than 60% of the average tree distance in the plot (Yao et al., 2014); (ii) the two tree canopies (LiDAR and orthophoto delineation results) shall overlap at least 20%. If more than one canopy overlapped canopy of the field tree then it was selected based on the closest distance using 2D Euclidean Distance (Wallace et al., 2014). Meanwhile, the tree height criteria was not included because height tests of LiDAR and field trees would be conducted.

There were three types of tree detection and segmentation and the resulting accuracy levels were: (i) the tree was segmented correctly (true positive) if it complied with the rules mentioned earlier; (ii) the tree was not properly segmented and joined the nearest tree (false negative or omission error), (iii) the tree was missing but segmented (false positive or commission error). The three categories indicated true segmentation, under segmentation and over segmentation, respectively (Figure 2).

The evaluation of tree detection and segmentation algorithm was performed by calculating the recall, precision, and F-score of each algorithm as shown in Equation [2], Equation [3], and Equation [4] (Li et al., 2012; Lu et al., 2014; Silva et al., 2016). Recall indicated the rate of tree detected and segmented, precision indicated the rate of correct detected and segmented objects, and F-score is the overall accuracy taking both commission and omission errors into consideration that considered the error detection rate and rate of correct detected and segmented of the object using equations (Goutte & Gaussier, 2005).

\[ r = \frac{TP}{TP+FN} \]  
\[ p = \frac{TP}{TP+FP} \]  
\[ F\text{-score} = 2 \times \frac{r \times p}{r + p} \]

note: r = recall; p = precision; F = F-score; TP = true positive; FN = false negative; FP = false positive.

Recall, precision and F-score value varied from 0 to 1. Calculation of recall, precision and F-score values are performed using Microsoft Excel software.

2. **Position accuracy, canopy diameter and tree height tests**

Tree position accuracy, canopy diameter and tree height tests were used to determine the suitability of tree position, canopy diameter and tree height from LiDAR with field tree position, canopy diameter and tree height. Tree position accuracy, canopy diameter and tree height that were often used was Root Mean Square Error (RMSE) as shown in Equation [5]. This accuracy test was only performed on trees that were detected correctly (true positive - TP). Calculating of RMSE value was performed using Microsoft Excel software.

\[ \text{RMSE} = \sqrt{\frac{1}{n} \sum (y_i - \bar{y})^2} \]

note: n = number of trees; y = position, canopy diameter, and height of field trees; \(\bar{y}\) = position, canopy diameter, and height of the LiDAR tree.

![Figure 2: Three segmentation: (i) True Positive (TP); (ii) False Negative (FN); (iii) False Positive (FP). Where the black circle indicated the tree canopy result of orthophoto delineation and the blue circle indicated the result of LiDAR tree canopy segmentation.](image)
Results and Discussion

Tree detection and segmentation accuracy

The test results are presented in Table 2. The detection and segmentation accuracy of each algorithm has an overall F-score from 0.40 to 0.63. The tree relative distance algorithm has the highest overall F-score of 0.63, which indicates that this algorithm has better performance compared to other algorithms. Similar conditions are also obtained by Vega et al., (2014), a higher overall F-score is obtained from a point cloud-based algorithm compared to a raster-based algorithm. The lowest accuracy is obtained from the LM + fix window size + growing region algorithm with an overall F-score of 0.40. Jeronimo et al., (2018) detected and segmented trees in mixed coniferous forests with F-score varying from 0.27 to 0.77. He also indicates that many errors occur in high tree densities and have a multi-layered canopies. Forest types that have a high density or many small trees will be more difficult to detect and over-segmentation of canopy area occurs in the detected trees (Hamraz et al., 2017). Forests with high canopy cover causes low trees to be covered by higher canopy trees. While forests with high stand densities have overlapping crowns, so that make difficult to detect and segmentation. It is difficult to compare the detection accuracy and segmentation of trees from this study by previous studies due to differences in forest types and LiDAR data resolution (Zawawi et al., 2015).

What can be performed to improve the detection of LiDAR trees accuracy is to increase the resolution of LiDAR data and the development of appropriate algorithms. The results of this study provide the basis for further research related to the detection and segmentation of trees using LiDAR in peat swamp forest or other types of tropical forests. The use of point cloud-based algorithms provides promising results with the highest accuracy as indicated in this study. Errors caused in making can be avoided by using point cloud-based algorithms CHM (Li et al., 2012; Zawawi et al., 2015).

The lowest commission error is obtained from LM algorithm + variable window size + growing region with a percentage of 20% but this algorithm has the highest omission error with a percentage of 70%. High omission errors value in this algorithm mostly occur by trees with a height of less than 10 m with a percentage of 94%. These results differ from previous studies that commission errors tend to be caused by tall tree (Vega et al., 2014; Wallace et al., 2014; Jeronimo et al., 2018). The algorithm with the lowest omission error is the relative distance of trees with a percentage of 27%. Trees with a height of less than 10 m accounted for the highest error with a percentage of 68%. This result indicates that for the tree relative distance algorithm, the detection and segmentation of low trees (underestimate) occurs mostly in trees with a height class of less than 10 m. Commission errors indicate over-estimation results and omission errors indicate under-estimation (Li et al., 2012; Hamraz et al., 2017). Tree height affects the error rate in tree detection and segmentation both commission errors and omission errors (Vega et al., 2014; Wallace et al., 2014). In addition to tree height, canopy cover and tree density also affect commission error and omission errors (Jeronimo et al., 2018).

The display of detection results of tree detection and segmentation accuracy can be seen in Figure 3. The LiDAR tree canopy has a larger size than the tree canopy/reference. This result occurs to all the tree detection and segmentation

Table 2 Results of tree detection and segmentation accuracy tests on all three algorithms.

| Height class (m) | Field trees | Estimate d trees | TP | FN | FP | r | p | F-score | Algorithm |
|-----------------|-------------|-----------------|----|----|----|---|---|---------|-----------|
| <10             | 128         | 26              | 8  | 120| 18 | 0.06| 0.31| 0.10    | LM + FWS + growing region |
| 10–20           | 70          | 54              | 38 | 32 | 16 | 0.54| 0.70| 0.61    | LM + VWS + Voronoi Tesselation |
| >20             | 18          | 37              | 27 | 0  | 10 | 1.00| 0.73| 0.84    | LM + FWS + growing region |
| Total           | 216         | 117             | 73 | 152| 44 | 0.32| 0.62| 0.43    | LM + FWS + Voronoi Tesselation |
| <10             | 128         | 29              | 8  | 120| 21 | 0.06| 0.28| 0.10    | LM + FWS + growing region |
| 10–20           | 70          | 83              | 38 | 0  | 45 | 1.00| 0.46| 0.63    | LM + FWS + Voronoi Tesselation |
| >20             | 18          | 58              | 27 | 0  | 31 | 1.00| 0.47| 0.64    | LM + FWS + growing region |
| Total           | 216         | 170             | 73 | 120| 97 | 0.38| 0.43| 0.40    | LM + FWS + Voronoi Tesselation |
| <10             | 128         | 30              | 11 | 98 | 19 | 0.10| 0.37| 0.16    | Trees relative distances |
| 10–20           | 70          | 87              | 61 | 0  | 26 | 1.00| 0.70| 0.82    | Trees relative distances |
| >20             | 18          | 69              | 43 | 0  | 26 | 1.00| 0.62| 0.77    | Trees relative distances |
| Total           | 216         | 186             | 115| 98 | 71 | 0.54| 0.62| 0.58    | Trees relative distances |

Note: TP: True Positive; TN: True Negative; FP: False Positive; r: recall; p: precision
algorithms in this study. Level of tree detection and segmentation affect the size of LiDAR canopy. The smaller the number of trees detected, the greater the size of the projected tree canopy or vice versa.

**Horizontal accuracy** The accuracy of tree position (horizontal accuracy) can be seen in Table 3. These results indicate that all the algorithms obtain an RMSE value of less than 1.5 m. The tree relative distance algorithm has the highest horizontal accuracy with a RMSE value of 1.08 m. Andersen et al., (2006) stated horizontal accuracy in the Douglas-fir and Ponderosa pine stands with RMSE values of 0.40–0.45 m and 0.25–0.56 m. Andersen et al., (2006) also indicates that the diameter of LiDAR laser pulse give an affects to the horizontal accuracy. Kaartinen et al., (2012) in his research comparing several tree detection and segmentation algorithms in mixed coniferous forests which obtain RMSE values varying from 0.50 to 2 m. The results also indicate the effect of point cloud density on horizontal accuracy, the higher the point cloud density, the higher the horizontal accuracy. Eysn et al., (2015) in his research obtained higher horizontal accuracy in forest types with a single layer of canopy compared to forest types with more than one canopy layer (multilayer). The research also indicates that horizontal accuracy in conifer forests is better than mixed (heterogenous) forests.

The relationship between tree height and horizontal accuracy can be seen in Figure 4. The highest horizontal accuracy is obtained in tree height class of less than 10 m. Different results obtained by Eysn et al., (2015), stated better horizontal accuracy at higher tree height classes.

**Vertical accuracy** Tree height accuracy (vertical accuracy) can be seen in Table 4. The tree relative distance algorithm
has the best vertical accuracy with a RMSE value of 6.45 m. The results of this study also indicate that LiDAR tree is taller than the height of field tree. Overestimation of tree height is also obtained by Dalponte et al., (2015) who compared three methods with RMSE values varying between 1.86 and 4.14 m in dbh >17.5 cm classes. Jakubowski et al., (2013) in their research on mixed coniferous forest types stated a vertical accuracy with a RMSE value of 4.15 m. The study also indicates that a decrease in vertical accuracy will occur in higher tree densities. The process of matching LiDAR trees and field trees can become a cause of discrepancy seen from the height difference between LiDAR trees and field trees (Morsdorf et al., 2004). It must be noted that this study does not include height parameters in the process of matching LiDAR trees and field trees.

Vertical accuracy of each tree height class can be seen in Figure 5. The highest RMSE value in the tree height class is less than 10 m on all algorithms. In this class, LiDAR tree has a higher height than the field tree. Meanwhile, trees with a height of more than 20 m have a lower RMSE value range from 5.79–7.24 m.

**Tree canopy diameter accuracy** This study compared the canopy diameter results from visual analysis with the canopy diameter of LiDAR trees. The overall accuracy of tree canopy diameter can be seen in Table 5. These results indicate that the tree relative distance algorithm has the highest accuracy with a RMSE value of 1.19 m. Canopy diameter is often ignored and not to be measured in forest inventories. Canopy diameter is obtained from estimation based on other forest parameters such as tree height for estimating above-surface biomass or canopy cover (Popescu et al., 2003; Ferraz et al., 2016).

RMSE value in each tree height class can be seen in Figure 6. The highest RMSE value in tree height class is less than 10 m with a range of 1.53–3.91 m. In this class, tree detection and segmentation results generally have a larger canopy diameter compared to field trees. Meanwhile, trees with a height of more than 20 m have a lower RMSE value range from 1.38–1.97.

---

### Table 4 RMSE values of overall tree height in each algorithm

| Algorithm                                      | Overall RMSE (m) |
|------------------------------------------------|------------------|
| LM + VWS + growing region                     | 8.46             |
| LM + VWS + Voronoi Tesselation                | 9.51             |
| LM + FWS + growing region                     | 8.65             |
| LM + FWS + Voronoi Tesselation                | 9.11             |
| Tree relative distance                        | 6.45             |

### Table 5 Overall RMSE values of canopy diameter in each algorithm

| Algorithm                                      | Overall RMSE (m) |
|------------------------------------------------|------------------|
| LM + VWS + growing region                     | 3.47             |
| LM + VWS + Voronoi Tesselation                | 2.67             |
| LM + FWS + growing region                     | 2.86             |
| LM + FWS + Voronoi Tesselation                | 1.66             |
| Tree relative distance                        | 1.19             |
Figure 6 RMSE (m) tree height for each algorithm: (i) LM + VWS + growing region; (ii) LM + VWS + Voronoi Tessellation; (iii) LM + FWS + growing region; (iv) LM + FWS + Voronoi Tessellation; (v) tree relative distance

Conclusion
This research concludes that the tree detection and segmentation algorithm with the best accuracy was the tree relative distance algorithm with the highest F-score of 0.63. The lowest commission error obtained from the LM + VWS + growing region algorithm with a percentage of 20% but this algorithm has the highest omission error with a percentage of 70%. The algorithm with the lowest omission error was the relative distance of trees with a percentage of 27%. Trees with a height of less than 10 m accounted for the highest error with a percentage of 68%. The Tree Relative Distance algorithm also provides the highest accuracy in determining three tree parameters namely position, height and diameter of tree canopy with a RMSE value each of 1.08 m, 6.45 m and 1.19 m. The result of this study provides the basis for further research in tree detection and segmentation using LiDAR, especially in peat swamp forest or other types of tropical forests. Further, development and testing of point cloud-based algorithms need to be performed because they provide promising result with the highest accuracy. Finally, errors in making CHM can be avoided by using point cloud-based algorithms.
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