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Abstract
Many problems in machine learning and statistics involve nested expectations and thus do not permit conventional Monte Carlo (MC) estimation. For such problems, one must nest estimators, such that terms in an outer estimator themselves involve calculation of a separate, nested, estimation. We investigate the statistical implications of nesting MC estimators, including cases of multiple levels of nesting, and establish the conditions under which they converge. We derive corresponding rates of convergence and provide empirical evidence that these rates are observed in practice. We further establish a number of pitfalls that can arise from naïve nesting of MC estimators, provide guidelines about how these can be avoided, and lay out novel methods for reformulating certain classes of nested expectation problems into single expectations, leading to improved convergence rates. We demonstrate the applicability of our work by using our results to develop a new estimator for discrete Bayesian experimental design problems and derive error bounds for a class of variational objectives.

1 Introduction
Monte Carlo (MC) methods are used throughout the quantitative sciences. For example, they have become a ubiquitous means of carrying out approximate Bayesian inference (Doucet et al., 2001; Gilks et al., 1995). The convergence of MC estimation has been considered extensively in the literature (Durrett, 2010). However, the implications arising from the nesting of MC schemes, where terms in the integrand depend on the result of separate, nested, MC estimators, is generally less well known. This paper examines the convergence of such nested Monte Carlo (NMC) methods.

Nested expectations occur in wide variety of problems from portfolio risk management (Gordy & Juneja, 2010) to stochastic control (Belomestny et al., 2010). In particular, simulations of agents that reason about other agents often include nested expectations. Tackling such problems requires some form of nested estimation scheme like NMC.

A common class of nested expectations is doubly-intractable inference problems (Murray et al., 2006; Liang, 2010), where the likelihood is only known up to a parameter-dependent normalizing constant. Some problems are even multiply-intractable, such that they require multiple levels of nesting to encode (Stuhlmüller & Goodman, 2014). This can occur, for example, when nesting probabilistic programs (Mantadelis & Janssens, 2011; Le et al., 2016).

Our results can be used to show that changes are required to the approaches currently employed by probabilistic programming systems to ensure consistent estimation for such problems (Rainforth, 2017; 2018).

The expected information gain used in Bayesian experimental design (Chaloner & Verdinelli, 1995) requires the calculation of an entropy of a marginal distribution and therefore the expectation of the logarithm of an expectation. By extension, any Kullback-Leibler divergence where one of the terms is a marginal distribution also involves a nested expectation. Hence, our results have important implications for relaxing mean-field assumptions, or using different bounds, in variational inference (Hoffman & Blei, 2015; Naesseth et al., 2017; Maddison et al., 2017) and deep generative models (Burda et al., 2015; Le et al., 2018).

Certain nested estimation problems can be tackled by pseudo-marginal methods (Beaumont, 2003; Andrieu & Roberts, 2009; Andrieu et al., 2010). These consider inference problems where the likelihood is intractable, but can be estimated unbiasedly. From a theoretical perspective, they reformulate the problem in an extended space with auxiliary variables that are used to represent the stochasticity in the likelihood computation, enabling the problem to be expressed as a single expectation.

Our work goes beyond this by considering cases in which a non-linear mapping is applied to the output of the inner expectation, (e.g. the logarithm in the experimental design example), prohibiting such reformulation. We demonstrate that the construction of consistent NMC algorithms is possible, establish convergence rates, and provide empirical evi-
dence that these rates are observed in practice. Our results show that whenever an outer estimator depends non-linearly on an inner estimator, then the number of samples used in both the inner and outer estimators must, in general, be driven to infinity for convergence. We extend our results to cases of repeated nesting and show that the optimal NMC convergence rate is $O(1/T^{2\nu+\epsilon})$ where $T$ is the total number of samples used in the estimator and $D$ is the nesting depth (with $D = 0$ being conventional MC), whereas naïve approaches only achieve a rate of $O(1/T^{2\nu+\epsilon})$. We further lay out methods for reformulating certain classes of nested expectation problems into a single expectation, allowing usage of conventional MC estimation schemes with superior convergence rates than naïve NMC. Finally, we use our results to make application-specific advancements in Bayesian experimental design and variational auto-encoders.

1.1 Related Work

Though the convergence of NMC has previously received little attention within the machine learning literature, a number of special cases have been investigated in other fields, sometimes under the name of nested simulation (Longstaff & Schwartz 2001; Belomestny et al. 2010; Gordy & Juneja 2010; Broadie et al. 2011). While most of this literature focuses on particular application-specific non-linear mappings, a convergence bound for a wider range of problems was shown by Hong & Juneja (2009) and recently revisited in the context of rare-event problems by Fort et al. (2017). The latter paper further considers the case where samples in the outer estimator originate from a Markov chain. Compared to this previous work, ours is the first to consider multiple levels of nesting, applies to a wider range of non-linear mappings, and provides more precise convergence rates. By introducing new results, outlining special cases, providing empirical assessment, and examining specific applications, we provide a unified investigation and practical guide on nesting MC estimators in a machine learning context. We begin to realize the potential significance of this by using our theoretical results to make advancements in a number of specific application areas.

Another body of literature related to our work is in the study of the convergence of Markov chains with approximate transition kernels (Rudolf & Schweizer 2013; Alquier et al. 2016; Medina-Aguayo et al. 2016). The analysis in this work is distinct, but complementary, to our own, focusing on the impact of a known bias on an MCMC chain, whereas our focus is more on the quantifying this bias. Also related is the study of techniques for variance reduction, such as multilevel MC (Heinrich 2001; Giles 2008), and bias reduction, such as the multi-step Richardson-Romberg method (Pages 2007; Lemaire et al. 2017) and Russian roulette sampling (Lyne et al. 2015), many of which are applicable in a NMC context and can improve performance.

2 Problem Formulation

The key idea of MC is that the expectation of an arbitrary function $\lambda: \mathcal{Y} \rightarrow \mathcal{F} \subseteq \mathbb{R}$ under a probability distribution $p(y)$ for its input $y \in \mathcal{Y}$ can be approximated using:

$$I = \mathbb{E}_{y \sim p(y)} [\lambda(y)]$$

$$\approx \frac{1}{N} \sum_{n=1}^{N} \lambda(y_n) \quad \text{where} \quad y_n \overset{i.i.d.}{\sim} p(y). \quad (2)$$

In this paper, we consider the case that $\lambda$ is itself intractable, defined only in terms of a functional mapping of an expectation. Specifically, $\lambda(y) = f(y, \gamma(y))$ where we can evaluate $f: \mathcal{Y} \times \Phi \rightarrow \mathcal{F}$ exactly for a given $y$ and $\gamma(y)$, but $\gamma(y)$ is the output of the following intractable expectation of another variable $z \in \mathcal{Z}$:

$$\text{either} \quad \gamma(y) = \mathbb{E}_{z \sim p(z|y)} [\phi(y, z)] \quad (3a)$$

$$\text{or} \quad \gamma(y) = \mathbb{E}_{z \sim p(z|y)} [\phi(y, z)] \quad (3b)$$

depending on the problem, with $\phi: \mathcal{Y} \times \mathcal{Z} \rightarrow \Phi \subseteq \mathbb{R}$. All our results apply to both cases, but we will focus on (3a) for clarity. Estimating $I$ involves computing an integral over $z$ for each value of $y$ in the outer integral. We refer to the approach of tackling both integrations using MC as nested Monte Carlo (NMC):

$$I = \mathbb{E} [f(y, \gamma(y))] \approx I_{N, M} = \frac{1}{N} \sum_{n=1}^{N} f(y_n, (\gamma_M)_n) \quad (4a)$$

where $y_n \overset{i.i.d.}{\sim} p(y)$ and

$$(\gamma_M)_n = \frac{1}{M} \sum_{m=1}^{M} \phi(y_n, z_{n,m}) \quad (4b)$$

where each $z_{n,m} \sim p(z|y_n)$ are independently sampled. In Section 3 we will build on this further by considering cases with multiple levels of nesting, where calculating $\phi(y, z)$ involves computation of an intractable (nested) expectation.

3 Convergence of Nested Monte Carlo

We now show that approximating $I \approx I_{N, M}$ is in principle possible, at least when $f$ is well-behaved. In particular, we establish a convergence rate of the mean squared error of $I_{N, M}$ and prove a form of almost sure convergence to $I$. We further generalize our convergence rate to apply to the case of multiple levels of estimator nesting.

Before providing a formal examination of the convergence of NMC, we first provide intuition about how we might expect to construct a convergent
We next consider the what minimal requirements on $N$ when previously been shown by Hong & Juneja (2009). Under Juneja (2009) apply, this rate can be lowered to $O(1/M^2)$ is achievable. More formally we have the following result.

**Theorem 1.** If $f$ is Lipschitz continuous and $f(y_n, \gamma(y_n), \phi(y_n, z_n, m)) \in L^2$, the mean squared error of $I_{N,M}$ converges to 0 at rate $O(1/N^2 + 1/M^2)$. 

**Proof.** The theorem follows as a special case of Theorem 5. For exposition, a more accessible proof for this particular result is also provided in Appendix A in the supplement. □

Inspection of the convergence rate above shows that, given a total number of samples $T = MN$, our bound is tightest when $N \ll M$, with a corresponding rate $O(1/\sqrt{T})$ (see Appendix B). When the additional assumptions of Hong & Juneja (2009) apply, this rate can be lowered to $O(1/T^{2/3})$ by setting $N \propto M^2$. We will later show that this faster convergence rate can, in fact, be achieved whenever $f$ is continuously differentiable, see also Fort et al. (2017).

These convergence rates suggest that, for most $f$, it is necessary to increase not only the total number of samples, $T$, but also the number of samples used for each evaluation of the inner estimator, $M$, to achieve convergence. Further, as we show in Appendix B, the estimates produced by NMC are, in general, biased. This is perhaps easiest to see by noting that as $N \to \infty$, the variance of the estimator must tend to zero by the law of large numbers, but our bounds remain non-zero for any finite $M$, implying a bias.

### 3.1 Minimum Continuity Requirements

We next consider what minimal requirements on $f$ are to ensure some form of convergence. For a given $y_1$, we have that $(\gamma_M(y_1) = \frac{1}{M} \sum_{m=1}^{M} \phi(y_1, z_1, m) \to \gamma(y_1)$ almost surely as $M \to \infty$, because the left-hand side is a MC estimator. If $f$ is continuous around $y_1$, this also implies $f(y_1, (\gamma_M)_1) \to f(y_1, \gamma(y_1))$. Our candidate requirement is that this holds in expectation, i.e. that it holds when we incorporate the effect of the outer estimator. More precisely, we define $(\epsilon_M)_n = f(y_n, (\gamma_M)_n) - f(y_n, \gamma(y_n))$ and require that $E[\epsilon_M] \to 0$ as $M \to \infty$ (noting that $(\epsilon_M)_n$ are i.i.d. and so $E[\epsilon_M] = E[\epsilon_M]_n \forall n \in \mathbb{N}$). Informally, this “expected continuity” requirement is weaker than uniform continuity (and much weaker than Lipschitz continuity) as it allows (potentially infinitely many) discontinuities in $f$. More formally we have the following result.

**Theorem 2.** For $n \in \mathbb{N}$, let $(\epsilon_M)_n = f(y_n, (\gamma_M)_n) - f(y_n, \gamma(y_n))$. Assume that $E[\epsilon_M] \to 0$ as $M \to \infty$. Let $\Omega$ be the sample space of our underlying probability space, so that $I_{\gamma_1(M),M}$ forms a mapping from $\Omega$ to $\mathbb{R}$. Then, for every $\delta > 0$, there exists a measurable $A_\delta \subseteq \Omega$ with $\mathbb{P}(A_\delta) < \delta$, and a function $\gamma_3 : N \to \mathbb{N}$ such that, for all $\omega \not\in A_\delta$, $I_{\gamma_1(M),M}(\omega) \to \gamma_3$ as $M \to \infty$.

**Proof.** See Appendix C. □

As well as providing proof of a different form of convergence to any existing results, this result is particularly important because many, if not most, functions are not Lipschitz continuous because of their behavior in the limits. For example, even the function $f(y, \gamma(y)) = (\gamma(y))^2$ is not Lipschitz continuous because the derivative is unbounded as $|\gamma(y)| \to \infty$, whereas the vast majority of problems will satisfy our weaker requirement of $E[\epsilon_M] \to 0$.

### 3.2 Repeated Nesting and Exact Bounds

We next consider multiple levels of nesting, a case is particularly important for analyzing probabilistic programming languages. To formalize what we mean by multiple nesting, we first assume some fixed integral depth $D > 0$, and real-valued functions $f_0, \cdots, f_D$. We then define

$$
\gamma_D(y^{(0:D-1)}) = E \left[ f_D(y^{(0:D)}) \right] \big| y^{(0:D-1)}
$$

and

$$
\gamma_k(y^{(0:k-1)}) = E \left[ f_k(y^{(0:k)}, \gamma_{k+1}(y^{(0:k)})) \right] \big| y^{(0:k-1)},
$$

for $0 \leq k < D$, where $y^{(k)} \sim p(y^{(k)})$. Note that our single nested case corresponds to the setting of $D = 1$, $f_0 = f$, $f_1 = \phi$, $y^{(0)} = y$, $y^{(1)} = z$, $\gamma_0 = I$, and $\gamma_1 = \gamma$. Our goal is to estimate $\gamma_0 = E \left[ f_0(y^{(0)}, \gamma_1(y^{(0)})) \right]$. To do so we will use the following NMC scheme:

$$
I_D(y^{(0:D-1)}) = \frac{1}{N_D} \sum_{n=1}^{N_D} f_D(y^{(0:D-1)}, y_n^{(D)})
$$

and

$$
I_k(y^{(0:k-1)}) = \frac{1}{N_k} \sum_{n=1}^{N_k} f_k(y^{(0:k-1)}, y_n^{(k)}, I_{k+1}(y^{(0:k-1)}, y_n^{(k)}))
$$

where $y^{(0:k-1)}$ is the output of the previous estimator.
for $0 \leq k \leq D - 1$, where each $y_n^{(k)} \sim p(y^{(k)}|y^{(0:k-1)})$ is drawn independently. Note that there are multiple values of $y_n^{(k)}$ for each possible $y^{(0:k-1)}$ and that $f_k(y^{(0:k-1)})$ is still a random variable given $y^{(0:k-1)}$.

We are now ready to provide our general result for the convergence bounds that applies to cases of repeated nesting, provides constant factors (rather than just using big $O$ notation), and shows how the bound can be improved if the additional assumption of continuous differentiability holds.

**Theorem 3.** If $f_0,\cdots,f_D$ are all Lipschitz continuous in their second input with Lipschitz constants

$$K_k := \sup_{y^{(0:k)}} \left| \frac{\partial f_k(y^{(0:k)},\gamma_{k+1}(y^{(0:k)}))}{\partial \gamma_{k+1}} \right|,$$

for all $k = 0,\cdots,D - 1$ and if

$$c_k^2 := \mathbb{E} \left[ \left( f_k(y^{(0:k)},\gamma_{k+1}(y^{(0:k)})) - \gamma_k(y^{(0:k-1)}) \right)^2 \right]$$

$$< \infty \quad \forall k \in 0,\cdots,D$$

then

$$\mathbb{E} \left[ (I_0 - \gamma_0)^2 \right] \leq \frac{c_0^2}{N_0} + \frac{C_0s_0^2}{2N_1} + \sum_{k=0}^{D-2} \left( \prod_{d=0}^{k} K_d \right) \frac{c_{k+1}s_{k+2}^2}{2N_{k+2}} + O(e).$$

where $O(e)$ represents asymptotically dominated terms. If $f_0,\cdots,f_D$ are also continuously differentiable with second derivative bounds

$$C_k := \sup_{y^{(0:k)}} \left| \frac{\partial^2 f_k(y^{(0:k)},\gamma_{k+1}(y^{(0:k)}))}{\partial \gamma_{k+1}^2} \right|$$

then this mean square error bound can be tightened to

$$\mathbb{E} \left[ (I_0 - \gamma_0)^2 \right] \leq \frac{c_0^2}{N_0} + \frac{C_0s_0^2}{4N_1^2} \left( 1 + \frac{1}{N_0} \right)$$

for a single nesting, we can further characterize $O(e)$ giving

$$\mathbb{E} \left[ (I_0 - \gamma_0)^2 \right] \leq \frac{c_0^2}{N_0} + \frac{2K_0s_0^2}{N_0\sqrt{N_1}} + \frac{2K_0s_0^2}{N_0\sqrt{N_1}} + \frac{K_0^2s_0^2}{N_0\sqrt{N_1}}$$

$$\mathbb{E} \left[ (I_0 - \gamma_0)^2 \right] \leq \frac{c_0^2}{N_0} + \frac{C_0s_0^2}{4N_1^2} \left( 1 + \frac{1}{N_0} \right) + \frac{K_0^2s_0^2}{N_0\sqrt{N_1}} + \frac{2K_0s_0^2}{N_0\sqrt{N_1}} + C_0s_0^2 \left( \frac{1}{N_1^2} + \frac{1}{N_1^2} \right) + O \left( \frac{1}{N_1^2} \right)$$

for when the continuous differentiability assumption does not hold and holds respectively.

**Proof.** See Appendix D.

These results give a convergence rate of $O(\sum_{k=0}^{D} 1/N_k)$ when only Lipschitz continuity holds and $O(1/N_0 + (\sum_{k=1}^{D} 1/N_k)^2)$ when all the $f_k$ are also continuously differentiable. As estimation requires drawing $O(T)$ samples where $T = \prod_{k=0}^{D} N_k$, the convergence rate will rapidly diminish with repeated nesting. More precisely, as shown in Appendix F, the optimal convergence rates are $O(1/T^{7/4})$ and $O(1/T^{3/2})$ respectively for the two cases, both of which imply that the rate diminishes exponentially with $D$.

## 4 Special Cases

We now outline some special cases where it is possible to achieve a convergence rate of $O(1/N)$ in the mean square error (MSE) as per conventional MC estimation. Establishing these cases is important because it identifies for which problems we can use conventional results, when we can achieve an improved convergence rate, and what precautions we must take to ensure this. We will focus on single nesting instances, but note that all results still apply to repeated nesting scenarios because they can be used to “collapse” layers and thereby reduce the depth of the nesting.

### 4.1 Linear $f$

Our first special case is that $f$ is linear in its second argument, i.e. $f(y,\alpha v + \beta w) = \alpha f(y, v) + \beta f(y, w)$. Here the problem can be rearranged to a single expectation, a well-known result which forms the basis for pseudo-marginal, nested sequential MC (Naesseth et al., 2015), and certain ABC methods (Csilléry et al., 2010). Namely we have

$$I = \mathbb{E}_{y \sim p(y)} \left[ f(y, \mathbb{E}_{z \sim p(z|y)} [\phi(y, z)]) \right]$$

$$= \mathbb{E}_{y \sim p(y)} \left[ \mathbb{E}_{z \sim p(z|y)} [f(y, \phi(y, z))] \right]$$

$$\approx \frac{1}{N} \sum_{n=1}^{N} f(y, \phi(y_n, z_n))$$

where $(y_n, z_n) \sim p(y)p(z|y)$ if $\gamma(y)$ is of the form of (3b) and $y_n \sim p(y)$ and $z_n \sim p(z)$ are independently drawn if $\gamma(y)$ is of the form of (3d).

### 4.2 Finite Possible Realizations of $y$

Our second case is if $y$ must take one of finitely many values $y_1,\cdots,y_C$, then it is possible to use another approach to ensure the same convergence rate as standard MC. The key observation is to note that in this case we can convert the nested problem (2) into $C$ separate non-nested problems

$$I = \sum_{c=1}^{C} P(y = y_c) f(y_c, \gamma(y_c))$$

which can then be estimated using

$$I_N = \sum_{c=1}^{C} (\hat{P}_N)_c (\hat{f}_N)_c$$

where

$$P(y = y_c) \approx (\hat{P}_N)_c = \frac{1}{N} \sum_{n=1}^{N} \mathbb{1}(y_n = y_c)$$

$$f(y_c, \gamma(y_c)) \approx (\hat{f}_N)_c = f(y_c, \frac{1}{N} \sum_{n=1}^{N} \phi(y_c, z_{n,c}))$$

for  all $c = 1,\cdots,C$.
with \( y_n \overset{i.i.d.}{\sim} p(y) \) and \( z_{n,c} \sim p(z|y_c) \) (or \( z_{n,c} \sim p(z) \) if using the formulation in (13b)). Note the critical point that each \( z_{n,c} \) is independent of \( y_n \) as each \( y_c \) is a constant. We can now show the following result which, though intuitively straightforward, requires care to formally prove.

**Theorem 4.** If \( f \) is Lipschitz continuous, then the mean squared error of \( I_N = \sum_{e=1}^{C} (\hat{P}_e) \), \( f(N) \), as an estimator for \( I \) as per (10) converges at rate \( O(1/N) \).

**Proof.** See Appendix [E].

### 4.3 Products of Expectations

We next consider the scenario, occurring for many latent variables models and probabilistic programming problems, where \( \gamma(y) \) is equal to the product of multiple expectations, rather than just a single expectation as per (13a). That is,

\[
\hat{I} = \mathbb{E}_{y \sim p(y)} \left[ f \left( y, \prod_{\ell=1}^{L} \mathbb{E}_{z_{\ell} \sim p(z_{\ell}|y)} \left[ \psi_{\ell}(y, z_{\ell}) \right] \right) \right]. \tag{14}
\]

Because the \( z_\ell \) will not in general be independent, we cannot trivially rearrange (14) to a standard nested estimation by moving the product within the expectation. Our insight is that the required rearrangement can instead be achieved by introducing new random variables \( \{z_{\ell}^\prime\}_{\ell=1:L} \) such that each \( z_{\ell}^\prime \sim p(z_{\ell}|y) \) and the \( z_{\ell}^\prime \) are independent of one another. This can be achieved by, for example, taking \( L \) independent samples from the joint \( Z_{\ell} \overset{i.i.d.}{\sim} p(z_{\ell-1,L}|y) \) and using the \( \ell \)th such draw for the \( \ell \)th dimension of \( z^\prime \), i.e. setting \( z_{\ell}^\prime = \{Z_{\ell}\}_{\ell} \). For every \( y \in \mathcal{Y} \) we now have

\[
\mathbb{E}_{\{z_{\ell}^\prime\}_{\ell=1:L} \sim p(z_{1:L}|y)} \left[ \prod_{\ell=1}^{L} \mathbb{E}_{z_{\ell}^\prime \sim p(z_{\ell}|y)} \left[ \psi_{\ell}(y, z_{\ell}^\prime) \right] \right] = \mathbb{E}_{\{z_{\ell}^\prime\}_{\ell=1:L} \sim p(z_{1:L}|y)} \left[ \prod_{\ell=1}^{L} \psi_{\ell}(y, z_{\ell}^\prime) \right]. \tag{15}
\]

which is a single expectation on an extended space and shows that (14) fits the NMC formulation. Furthermore, we can now show that if \( f \) is linear, the MSE of the NMC estimator (14) converges at the standard MC rate \( O(1/N) \), provided that \( M \) remains fixed.

**Theorem 5.** Consider the NMC estimator

\[
I_N = \frac{1}{N} \sum_{n=1}^{N} f \left( y_n, \prod_{\ell=1}^{L} \frac{1}{M_{\ell}} \sum_{m=1}^{M_{\ell}} \psi_{\ell}(y_n, z_{n,\ell,m}^\prime) \right)
\]

where each \( y_n \in \mathcal{Y} \) and \( z_{n,\ell,m}^\prime \in \mathcal{Z}_{\ell} \) are independently drawn from \( y_n \sim p(y) \) and \( z_{n,\ell,m}^\prime \sim p(z_{\ell}|y_n) \), respectively. If \( f \) is linear, the estimator converges almost surely to \( I \), with a convergence rate of \( O(1/N) \) in the mean square error for any fixed choice of \( \{M_{\ell}\}_{\ell=1:L} \).

**Proof.** See Appendix [E].

As this result holds in the case \( L = 1 \), an important consequence is that whenever \( f \) is linear, the same convergence rate is achieved regardless of whether we reformulate the problem to a single expectation or not, provided that the number of samples used by the inner estimator is fixed.

### 4.4 Polynomial \( f \)

Perhaps surprisingly, whenever \( f \) is of the form

\[
f(y, \gamma(y)) = g(y) \gamma(y)^{\alpha} \tag{16}
\]

where \( \alpha \in \mathbb{Z}_{\geq 0} \), then it is also possible to construct a standard MC estimator by building on the ideas introduced in Section 4.3 and those of (Goda, 2016). The key idea is

\[
\mathbb{E} \left[ \gamma(y)^{\alpha} \right] = \mathbb{E} \left[ g(y) \prod_{\ell=1}^{\alpha} \mathbb{E}_{z_{\ell} \sim p(z_{\ell}|y)} \left[ \phi(y, z_{\ell}) \right] \right] \tag{17}
\]

where \( z \) and \( z' \) are i.i.d. Therefore, assuming appropriate integrability requirements, we can construct the following non-nested MC estimator:

\[
\mathbb{E} \left[ g(y) \gamma(y)^{\alpha} \right] = \mathbb{E} \left[ g(y) \prod_{\ell=1}^{\alpha} \mathbb{E}_{z_{\ell} \sim p(z_{\ell}|y)} \left[ \phi(y, z_{\ell}) \right] \right] \approx \frac{1}{N} \sum_{n=1}^{N} g(y_n) \prod_{\ell=1}^{\alpha} \phi(y_n, z_{n,\ell})
\]

where we independently draw each \( z_{n,\ell} \sim p(z|y_n) \).

### 5 Empirical Verification

The convergence rates proven in Section 4 are only upper bounds on the worst-case performance. We will now examine whether these convergence rates are tight in practice, investigate what happens when our guidelines are not followed, and outline some applications of our results.

#### 5.1 Simple Analytic Model

We start with the following analytically calculable problem

\[
y \sim \text{Uniform}(-1, 1), \tag{18a}
\]

\[
z \sim \mathcal{N}(0, 1), \tag{18b}
\]

\[
\phi(y, z) = \sqrt{2/\pi} \exp \left( -2(y - z)^2 \right), \tag{18c}
\]

\[
f(y, \gamma(y)) = \log(\gamma(y)) = \log(\mathbb{E}_z [\phi(y, z)]). \tag{18d}
\]

for which \( I = \frac{1}{2} \log \left( \frac{\pi}{2} \right) \). Figure 2a shows the corresponding empirical convergence obtained by applying (15) to (18d) directly. It shows that, for this problem, the theoretical convergence rates from Theorem 4 are indeed realized. The figure also demonstrates the danger of not increasing \( M \) with \( N \), showing that the NMC estimator converges to an incorrect solution when \( M \) is held constant. Figure 2b shows the effect of varying \( N \) and \( M \) for various fixed sample budgets \( T \) and demonstrates that the asymptotically optimal strategy can be suboptimal for finite budgets.

#### 5.2 Planning Cancer Treatment

We now introduce a real-world example to show the applicability of NMC in a scenario where the solution is not analytically tractable and conventional MC is insufficient. Consider a treatment center assessing a new policy for plan-
Figure 2. Empirical convergence of NMC for $[13]$. [Left] convergence in total samples for different ways of setting $M$ and $N$. Results are averaged over 1000 independent runs, while shaded regions give the 25%-75% quantiles. The theoretical convergence rates, namely $O(1/\sqrt{T})$ and $O(1/T^{2/3})$ for setting $N = \infty$ and $N = M^2$ respectively, are observed (see the dashed black and green lines respectively for reference). The fixed $M$ case converges at the standard MC error rate of $O(1/T)$ but to a biased solution. [Right] final error for different total sample budgets as a function of $\alpha$ where $N = T^\alpha$ and $M = T^{1-\alpha}$ iterations are used for the outer and inner estimators respectively. This shows that even though $\alpha = \frac{3}{4}$ is the asymptotically optimal allocation strategy, this is not the optimal solution for finite $T$. Nonetheless, as $T$ increases, the optimum value of $\alpha$ increases, starting around 0.5 for $T = 10^5$ and reaching around 0.6 for $T = 10^7$.

Figure 3. Convergence of NMC for cancer simulation. A ground truth estimate was calculated using a single run with $M = 10^5$ and $N = 10^5$. Experimental setup and conventions are as per Figure 2a and we again observe the expected convergence rates. When $M = \sqrt{N}$ an interesting fluctuation behavior is observed. Further testing suggests that this originates because the bias of the estimator depends in a fluctuating manner on the value of $M$ as the binary output of $\phi(y, z)$ creates a quantization effect on the possible estimates for $\overline{\gamma}$. This effect is also observed for the $M = N$ case but is less pronounced from Section 5.1 for $[19]$ at a fixed value of $T_{treat} = 0.35$. The results, shown in Figure 3, again verify the theoretical rates. By further testing different values of $T_{treat}$, we found $T_{treat} = 0.125$ to be optimal under the budget.

5.3 Repeated Nesting

We next consider some simple models with multiple levels of nesting, starting with

$$y^{(0)} \sim \text{Uniform}(0, 1), \quad y^{(1)} \sim \mathcal{N}(0, 1), \quad y^{(2)} \sim \mathcal{N}(0, 1),$$

$$f_0\left(y^{(0)}, \gamma_1\left(y^{(0)}\right)\right) = \log \gamma_1\left(y^{(0)}\right)$$

(20a)
Figure 4. Empirical convergence of NMC to (20) for an increasing total sample budget $T = N_0N_1N_2$. Setup and conventions as per Figure 2A. Shown in red is the convergence with a fixed $N_2 = 5$ and $N_0 = N_2^2$, which we see gives a biased solution. Shown in blue is the convergence when setting $N_0 = N_1 = N_2$, which we see converges at the expected $O(T^{-1/2})$ rate. Shown in green is the convergence when setting $N_0 = N_0^2 = N_2^2$ which we see again gives the theoretical convergence rate, namely $O(T^{-1/2})$.

\begin{align}
f_1 \left( y^{(0:1)}, y^{(0:1)} \right) & = \\
& \exp \left( -\frac{1}{2} \left( y^{(0)} - y^{(1)} \right)^2 - \log \gamma_2 \left( y^{(0:1)} \right) \right) \tag{20b} \\
f_2 \left( y^{(0:2)} \right) & = \exp \left( y^{(2)} - \frac{y^{(0)} + y^{(1)}}{2} \right) \tag{20c}
\end{align}

which has analytic solution $I = -3/32$. The convergence plot shown in Figure 4 demonstrates that the theoretically expected convergence behaviors are observed for different methods of setting $N_0$, $N_1$, and $N_2$.

We further investigated the empirical performance of different strategies for choosing $N_0$, $N_1$, $N_2$ under a finite fixed budget $T = N_0N_1N_2$. In particular, we looked to establish the optimal empirical setting under the fixed budget $T = 10^6$ for the model described in (20) and a slight variation where $y^{(0)}$ is replaced with $y^{(0)}/10$, for which the ground truth is now $I = 39/160$. Defining $\alpha_1$ and $\alpha_2$ such that $N_0 = T^{\alpha_1}$, $N_1 = T^{\alpha_2(1-\alpha_1)}$, and $N_2 = T^{(1-\alpha_1)(1-\alpha_2)}$, we ran a Bayesian optimization algorithm, namely BOPP (Rainforth et al., 2016), to optimize the log MSE, $\log_{10} \left( \mathbb{E} \left[ \left( I_0(\alpha_1, \alpha_2) - \gamma_0 \right)^2 \right] \right)$, with respect to $(\alpha_1, \alpha_2)$. For each tested $(\alpha_1, \alpha_2)$, the MSE was estimated using 1000 independently generated samples of $I_0$ and we allowed a total of 200 such tests. We found respective optimal values for $(\alpha_1, \alpha_2)$ of $(0.53, 0.36)$ and $(0.38, 0.45)$. By comparison, the asymptotically optimal setup suggested by our theoretical results is $(0.5, 0.5)$, showing that the finite budget optimal allocation can vary significantly from the asymptotically optimal solution and that it does so in a problem dependent manner.

As a byproduct, BOPP also produced Gaussian process approximations to the log MSE variations, as shown in

Figure 5. Contour plots of $\log_{10} \left( \mathbb{E} \left[ \left( I_0 - \gamma_0 \right)^2 \right] \right)$ produced by BOPP for different allocations of the sample budget $T = 10^6$ for the problem shown in (20) and its modified variant.

Figure 5. We see that the two problems lead to distinct performance variations. Based on the (unshown) uncertainty estimates of these Gaussian processes, we believe these approximations are a close representation of the truth.

6 Applications

6.1 Bayesian Experimental Design

In this section, we show how our results can be used to derive an improved estimator for the problem of Bayesian experimental design (BED) in the case where the experiment outputs are discrete. A summary of our approach is provided here, with full details provided in Appendix II.

Bayesian experimental design provides a framework for designing experiments in a manner that is optimal from an information-theoretic viewpoint (Chaloner & Verdinelli, 1995; Sebastiani & Wynn, 2000). Given a prior $p(\theta)$ on parameters $\theta$ and a corresponding likelihood $p(y|\theta, d)$ for experiment outcomes $y$ given a design $d$, the Bayesian optimal design $d^*$ is given by maximizing the mutual information between $\theta$ and $y$ defined as follows

\begin{equation}
\tilde{U}(d) = \int_y \int_\theta p(y, \theta|d) \log \left( \frac{p(\theta|y, d)}{p(\theta)} \right) d\theta dy.
\end{equation}

Estimating $d^*$ is challenging as $p(\theta|y, d)$ is rarely known in closed-form. However, appropriate algebraic manipulation shows that (21) is consistently estimated by

\begin{equation}
\tilde{U}_{NMC}(d) = \frac{1}{N} \sum_{n=1}^{N} \log \left( p(y_n|\theta_{n,0}, d) \right) - \log \left( \frac{1}{M} \sum_{m=1}^{M} p(y_n|\theta_{n,m}, d) \right)
\end{equation}

where $\theta_{n,m} \sim p(\theta)$ for each $(m,n) \in \{0, \ldots, M\} \times \{1, \ldots, N\}$, and $y_n \sim p(y|\theta = \theta_{n,0}, d)$ for each $n \in \{1, \ldots, N\}$. This naïve NMC estimator has been implicitly used by (Myung et al., 2013) amongst others and gives a convergence rate of $O(1/N + 1/M^2)$ as per Theorem 3.

When $y$ can only take on finitely many realizations $y_1, \ldots, y_c$, we use the ideas introduced in Section 4.2 to
Figure 6: Convergence of NMC (i.e., $22$) and our reformulated estimator $23$ for the BED problem. Experimental setup and conventions are as per Figure $23$ with a ground truth estimate made using a single run of the reformulated estimator with $10^{10}$ samples. We see that the theoretical convergence rates are observed, with the advantages of the reformulated estimator particularly pronounced.

derive the following improved estimator

$$\tilde{U}_R(d) = \frac{1}{N} \sum_{n=1}^{N} \sum_{c=1}^{C} p(y_c | \theta_n, d) \log p(y_c | \theta_n, d)$$

$$- \sum_{c=1}^{C} \left( \frac{1}{N} \sum_{n=1}^{N} p(y_c | \theta_n, d) \right) \log \left( \frac{1}{N} \sum_{n=1}^{N} p(y_c | \theta_n, d) \right)$$

where $\theta_n \sim p(\theta)$, $\forall n \in \{1, \ldots, N\}$. As $C$ is fixed, $23$ converges at the standard MC error rate of $O(1/N)$. This constitutes a substantially faster convergence as $22$ requires a total of $MN$ samples compared to $N$ for $23$.

We finish by showing that the theoretical advantages of this reformulation also lead to empirical gains. For this we consider a model used in psychology experiments introduced by [Vincent, 2016], details of which are given in Appendix I. Figure 6 demonstrates that the theoretical convergence rates are observed while results given in Appendix I show that this leads to significant practical gains in estimating $U(d)$.

6.3 Nesting Probabilistic Programs

Probabilistic programming systems (PPSs) (Goodman et al., 2008; Wood et al., 2014) provide a strong motivation for the study of NMC methods because many PPSs allow for arbitrary nesting of models (or queries, as they are known in the PPS literature), such that it is easy to define and run nested inference problems, including cases with multiple layers of nesting (Stuhlmüller & Goodman, 2012, 2014). Though this ability to nest queries has started to be exploited in application-specific work (Ouyang et al., 2016; Le et al., 2016), the resulting nested inference problems fall outside the scope of conventional convergence proofs and so the statistical validity of the underlying inference engines has previously been an open question in the field.

As we show in Rainforth (2017, 2018), the results presented here can be brought to bear on assessing the relative correctness of the different ways PPSs allow model nesting. In particular, the correctness of sampling or observing the conditional distribution of one query within another follows from Theorem 3, but only if the computation for each call to the inner query increases the more times that query is called. This requirement is not satisfied by current systems. Meanwhile, Theorem 3 can be used to assert the correctness of factoring the trace probability of one query by an unbiased partition function estimate of another.

7 Conclusions

We have introduced a formal framework for NMC estimation and shown that it can be used to yield a consistent estimator for problems that cannot be tackled with conventional MC alone. We have derived convergence rates and considered what minimal continuity assumptions are required for convergence. However, we have also highlighted a number of potential pitfalls for naïve application of NMC and provided guidelines for avoiding these, e.g. highlighting the importance of increasing the number of samples in both the inner and the outer estimators to ensure convergence. We have further introduced techniques for converting certain classes of NMC problems to conventional MC ones, providing improved convergence rates. Our work has implications throughout machine learning and we hope it will provide the foundations for exploring this plethora of applications.
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