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Abstract

The approximation of solutions to second order Hamilton–Jacobi–Bellman (HJB) equations by deep neural networks is investigated. It is shown that for HJB equations that arise in the context of the optimal control of certain Markov processes the solution can be approximated by deep neural networks without incurring the curse of dimension. The dynamics is assumed to depend affinely on the controls and the cost depends quadratically on the controls. The admissible controls take values in a bounded set.
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1 Introduction

Deep neural networks (DNNs) and optimization techniques are increasingly used in the search for approximation methods for high-dimensional problems in scientific computing. In the case of a partial differential equation (PDE), the approximation of the solution is challenging, since grid based approaches are burdened by the so-called curse of dimension [2]. By this we mean that in order to achieve an accuracy $\varepsilon > 0$, the computational cost has asymptotically an exponential dependence with respect to the dimension of the spatial domain of the PDE. As a result practical computations on dimensions larger than 4 or 6 become already very computationally intensive.

A particularly relevant example of high dimensional PDEs are Hamilton–Jacobi–Bellman (HJB) equations associated with stochastic optimal control problems which are relevant for example in engineering and financial modelling. Due to the curse of dimension, numerical methods to solve the HJB equation, which allows to obtain optimal feedback control using the value function and the gradient, are usually restricted to small dimensions. Also, the non-linearity in the HJB equation typically with respect to the gradient of the value function constitutes a challenging obstruction. Computational technique based on DNNs and deep learning receive increasing attention recently [11, 19, 16, 14]. However, it is still an open question, whether the architecture of DNNs is rich enough to overcome the curse of dimension to solve high-dimensional (stochastic) optimal control problems. If this is in fact the case, the mentioned computational approaches are meaningful. In this work, we provide a proof that this is indeed possible in the cases where the dynamics depend affinely on the controls and the dependence of the controls in the cost function is quadratic, where admissible values of controls are bounded.
There has been vivid research in the approximation of solutions to high-dimensional PDEs with DNNs \[9, 13, 8\], where DNN approximation results without curse of dimension has been established. However, these works are either focused on linear PDEs or on non-linearities with respect to the solution but not with respect to the gradient of the solution. Since in the HJB equations that arise in the search for optimal feedback control for stochastic differential equations, the non-linearity appears naturally on the gradient of the solution, new challenges arise in the approximation by DNNs. In order to accomodate these issues, our proof extends some ideas from \[13\] to these cases. Moreover the novel sampling techniques proposed in \[12\] are also an important ingredient in our derivations to prove that there exist DNNs that can approximate the value function and the gradient related to certain parabolic HJB equations without incurring the curse of dimension.

1.1 Deep neural networks

Deep neural networks are in this work considered as representatations of mappings between real Euclidean spaces. They are formed by affine mappings followed by a componentwise applied non-linear map, which is referred to as the activation function. We shall restrict the presentation to the case of DNNs with activation functions of so called rectified linear unit (ReLU) \(\sigma_1: \mathbb{R} \to \mathbb{R}\), which is defined by \(\sigma_1(x) := \max\{0, x\}\), \(x \in \mathbb{R}\), and so called rectified cubic unit (ReCU) \(\sigma_3: \mathbb{R} \to \mathbb{R}\), which is defined by \(\sigma_3(x) := \max\{0, x\}^3\), \(x \in \mathbb{R}\). The activation functions may change in different layers of the DNN. Also, we restrict the presentation to fully connected DNNs of depth \(L \in \mathbb{N}\) defined as follows. Let \((N_i)_{i=0,...,L}\) be a sequence of positive integers. Let \(A^i \in \mathbb{R}^{N_i \times N_{i-1}}\) and \(b^i \in \mathbb{R}^{N_i}\), \(i = 1, \ldots, L\). We define the realization of the DNN \(\phi^L: \mathbb{R}^{N_0} \to \mathbb{R}^{N_L}\) by

\[
\mathbb{R}^{N_0} \ni x \mapsto \phi^i(x) := A^i \sigma^{(i)}(\phi^{i-1}(x)) + b^i, \quad i = 2, \ldots, L, \quad \text{with} \quad \mathbb{R}^{N_0} \ni x \mapsto \phi^1(x) := A^1 x + b^1, \quad (1)
\]

where with slight abuse of notation we applied that \(\sigma^{(i)}(x) := (\sigma^{(i)}(x_1), \ldots, \sigma^{(i)}(x_N))\), \(N \in \mathbb{N}\), \(x \in \mathbb{R}^N\), with \(\sigma^{(i)} \in \{\sigma_1, \sigma_3\}\). The entries of \((A^i, b^i)_{i=1,\ldots,L}\) are referred to as the weights of the DNN \(\phi^L\). The number of non-zero weights is referred to as the size of the DNN \(\phi^L\) and will be denoted by \(\text{size}(\phi^L)\). The width of the DNN \(\phi^L\) is defined by \(\text{width}(\phi^L) = \max\{N_0, \ldots, N_L\}\) and \(L\) is the depth of \(\phi^L\). It is sometimes argued in the literature \[5\] that one should distinguish between the architecture and the realization of a DNN. The reason may be that of course different architectures, sets of DNN weights, can result in the identical mapping that is realized in \[1\]. Here, we do not make this distinction. The reason is that we are studying asymptotic upper bounds of the size that achieve a certain accuracy. Moreover, in the following we omit the superscript index \(L\) which is the depth of a DNN with the hope that this cases the notation. In this work, we exclusively consider DNNs with ReLU and ReCU activation function and will mostly write ReLU DNN or ReCU DNN in the case that the \(\sigma^{(i)} = \sigma_1\) or \(\sigma^{(i)} = \sigma_3\), respectively, for every \(i = 2, \ldots, L\).

Throughout this manuscript, we will construct DNNs mostly by composition and addition of already existing DNNs. It holds that the sum of a ReLU DNN and ReCU DNN is again in the class of DNNs defined in \[1\]. We shall briefly illustrate how this may be seen in the simple example to find a DNN in the class of \[1\] that represents the function \(\mathbb{R} \ni x \mapsto \sigma_1(x) + \sigma_3(x)\). It holds that there exist ReLU DNNs and ReCU DNNs of constant size such that the univariate identity function may be represented exactly. For ReLU DNNs, it holds that \(x = \sigma_1(x) - \sigma_3(-x)\) for every \(x \in \mathbb{R}\). In case of the ReCU DNNs, we exploit the fact that \(x^3 = \sigma_3(x) - \sigma_3(-x)\) and the identity \(24x = (x + 2)^3 - 2x^3 + (x - 2)^3\), \(x \in \mathbb{R}\), which implies that for every \(x \in \mathbb{R}\),

\[
x = \frac{1}{24} (\sigma_3(x + 2) - \sigma_3(-x - 2) - 2(\sigma_3(x) - \sigma_3(-x)) + \sigma_3(x - 2) - \sigma_3(-x + 2)).
\]

The theoretical formalism of paralellization of DNNs allows to form a DNN that executes a finite number, here two, DNNs in parallel, cf. \[8\] Lemma II.5. This may be written in column vector notation. Thus, the following schematic mappings are all DNNs according to the definition in \[1\].

\[
\mathbb{R} \ni x \mapsto \begin{pmatrix} x \end{pmatrix} \mapsto \begin{pmatrix} \sigma_1(x) \end{pmatrix} \mapsto \begin{pmatrix} \sigma_1(x) \\ \sigma_3(x) \end{pmatrix} \mapsto \sigma_1(x) + \sigma_3(x).
\]
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The resulting DNN is a composition of four DNNs, the second one is a ReLU DNN, and the third one a ReCU DNN.

The asserted upper bounds in later parts of the manuscript on the size of certain DNNs then result for example by [5, Lemmas II.5 and II.6]. Similar statements hold for ReCU DNNs.

1.2 Parabolic Hamilton–Jacobi–Bellman equations and description of the main result

We can now describe our main result. Let \((\Omega, \mathcal{F}, \mathbb{F}, \mathbb{P})\) be a filtered probability space and denote the expectation with respect to \(\mathbb{P}\) by \(\mathbb{E}(\cdot)\). Let \(d, \bar{d} \in \mathbb{N}\). We consider the \(\mathbb{R}^d\)-valued Markov process \(x(t)\) defined by the stochastic differential equation

\[
dx(t) = f(t, x(t), u(t))dt + dW(t), \quad t \in [0, t_f], \quad x(0) = 0,
\]

where \(W_t\) is a standard \(d\)-dimensional Brownian motion, \(u(t)\) is a progressively measurable process that takes values in the closed set \(U \subset \mathbb{R}^\bar{d}\), and \(f\) is globally Lipschitz continuous. The process \(u(t)\) is referred to as control. Let us denote the progressively measurable processes that take values in \(U\) by \(\mathcal{U}\). The resulting optimal control problem is to determine, for each \(x \in \mathbb{R}^d\) a control \(u^*(\cdot, x) \in \mathcal{U}\) with

\[
u^*(t, x) \in \arg\min_{\{u(t)\}_{t \in [0, t_f]} \in \mathcal{U}} \mathbb{E} \left( \int_0^{t_f} L(s, x(s), u(s))ds + \Psi(x(t_f)) \right| x(0) = x \)

for suitable cost functions \(L\) and \(\Psi\) and terminal time \(t_f\).

A popular method to determine \(u^*\) is via the associated Hamilton–Jacobi–Bellman equation. To this end, let

\[
J(t, x; u) := \mathbb{E} \left( \int_t^{t_f} L(s, x(s), u(s))ds + \Psi(x(t_f)) \right| x(t) = x
\]

and define the value function

\[
V(t, x) := \inf_{\{u(t)\}_{t \in [0, t_f]} \in \mathcal{U}} J(t, x; u).
\]

The value function satisfies the following Hamilton–Jacobi–Bellman equation with terminal condition

\[
\partial_t V(t, x) + \frac{1}{2} \Delta V(t, x) + H(t, x, \nabla_x V(t, x)) = 0 \text{ on } [0, t_f] \times \mathbb{R}^d, \quad V(t_f, x) = \Psi(x) \text{ on } \mathbb{R}^d,
\]

where the Hamiltonian \(H\) is given by

\[
H(t, x, p) := \inf_{v \in U} [p^T f(t, x, v) + L(t, x, v)].
\]

Given a solution \(V(t, x)\) of (4) an optimal policy function can be constructed by choosing an element

\[
\alpha(t, x) \in \arg\min_{v \in U} [\nabla_x V(t, x)^T f(t, x, v) + L(t, x, v)]
\]

and computing

\[
dx^*(t) = f(t, x^*(t), \alpha(t, x^*(t)))dt + dW(t), \quad t \in [0, t_f], \quad x^*(0) = x.
\]

An optimal control \(u^*\) is then given by

\[
u^*(t, x) = \alpha(t, x^*(t)).
\]

The key to the success of this approach is to have efficient representations of the value function \(V\), the gradient \(\nabla_x V\), as well as the function \(\alpha\) in (6). The main difficulty lies in the typically high
dimension $d$ of the configuration space $\mathbb{R}^d$ and the fact that most classical numerical representations, such as finite elements or spectral elements, suffer from the curse of dimension. In the present paper we will show that this impediment is not true for a DNN representation. In particular, we will show that, given suitable assumptions, for each $t \in [0, t_f]$ the value function $V(t, \cdot)$, the gradient $\nabla_x V(t, \cdot)$, as well as the function $\alpha(t, \cdot)$ in (6) can be represented by DNNs without incurring the curse of dimension, provided that similar approximation results hold for the functions $f, L, \Psi$. For more details on stochastic optimal control problems, the reader is referred to [7]. In the following, we will focus on particular dynamics in (2) as laid out in the following assumption.

**Assumption 1.1** Assume that the dynamics $f$ depends affinely on the controls and that in the cost function $L$ the dependence with respect to the controls is quadratic. Specifically, let

$$f(t, x, v) = f_1(t, x) + f_2(t, x)v \quad \forall (t, x, v) \in [0, t_f] 	imes \mathbb{R}^d \times U,$$

where $f_1 : [0, t_f] \times \mathbb{R}^d \to \mathbb{R}^d$ and $f_2 : [0, t_f] \times \mathbb{R}^d \to \mathbb{R}^{d \times d}$ are continuous. Moreover suppose that

$$U = [a_1, b_1] \times \cdots \times [a_d, b_d]$$

for real numbers $a_i < b_i, i = 1, \ldots, \tilde{d}$. The cost function is assumed to have the form for $\gamma > 0$

$$L(t, x, v) = \bar{L}(t, x) + \gamma \|v\|_2^2 \quad \forall (t, x, v) \in [0, t_f] \times \mathbb{R}^d \times U,$$

and $L$ is continuous. Let $\Psi \in C^2(\mathbb{R}^d)$. There exist constants $C, \kappa_1, \kappa_2 > 0$ such that for every $d, \tilde{d} \in \mathbb{N}$,

(i) $\sup_{s \in [0, t_f]} \sup_{x \in \mathbb{R}^d} \|f_1(s, x)\|_1 + \|f_2(s, x)\|_1 \leq C$,

(ii) $\sup_{s \in [0, t_f]} \|f_1(s, x) - f_1(s, x')\|_2 \leq C\|x - x'\|_2$,

(iii) $\sup_{s \in [0, t_f]} \|f_2(s, x) - f_2(s, x')\|_2 \leq Cd^\kappa_1 \tilde{d}^\kappa_2 \|x - x'\|_2$,

(iv) $\sup_{x \in \mathbb{R}^d} |\Psi(x)| + \sup_{s \in [0, t_f]} \sup_{x \in \mathbb{R}^d} (L(s, x) + \|\nabla_x \bar{L}(s, x)\|_2) \leq Cd^\kappa_1 \tilde{d}^\kappa_2$,

(v) $\sup_{x \in \mathbb{R}^d} \|\nabla_x \Psi\|_1 \leq Cd^\kappa_1 \tilde{d}^\kappa_2$.

**Remark 1.2** Given the specific dynamics in Assumption 1.1, the Hamiltonian possesses a simple explicit expression than can be easily evaluated by a small DNN, see Lemma 2.5. This is the main reason for us to consider this restricted setting. We expect most of our results to hold true in a more general setting, specifically under certain growth condition of $f$ in $x$ and $v$ together with the assumption that the function $p^T f(t, x, v) + L(t, x, v)$ is uniformly strongly convex in $v$. We leave the detailed proof to future work.

We are now ready to state the main theorem of this paper stating that, given our assumptions, the value function $V$, the gradient $\nabla_x V$, as well as the optimal policy function $\alpha$ can be approximated by DNNs without curse of dimension.

**Theorem 1.3** Let Assumption 1.1 be satisfied. Let $q \in [1, \infty)$. Suppose that for every $\delta_\Psi \in (0, 1)$ there exist ReCU DNNs $\phi_{\Psi, \delta_\Psi}$ with corresponding Lipschitz constant $C_{\phi, \Psi, x}$ that satisfy that for every $x \in \mathbb{R}^d$

$$|\Psi(x) - \phi_{\Psi, \delta_\Psi}(x)| \leq \delta_\Psi(1 + \|x\|_2^q).$$

Suppose for every $\delta_1, \delta_2, \delta_L \in (0, 1)$, there exist DNNs $\phi_{f_1, \delta_1}, \phi_{f_2, \delta_2}, \phi_{\bar{L}, \delta_L}$ with corresponding Lipschitz constants $C_{1, x}, C_{2, x}, C_{\bar{L}, x}$ such that for every $t \in [0, t_f]$ and every $x \in \mathbb{R}^d$

$$\|f_1(t, x) - \phi_{f_1, \delta_1}(t, x)\|_2 \leq \delta_1(1 + \|x\|_2^q),$$

$$\|f_2(t, x) - \phi_{f_2, \delta_2}(t, x)\|_2 \leq \delta_2(1 + \|x\|_2^q),$$

$$\|\nabla_x L(t, x) - \nabla_x \bar{L}(t, x)\|_2 \leq \delta_L(1 + \|x\|_2^q),$$

$$\|L(t, x) - \bar{L}(t, x)\|_2 \leq \delta_L(1 + \|x\|_2^q).$$
and
\[ |\bar{L}(t, x) - \phi_{L, \delta_L}(t, x)| \leq \delta_L(1 + \|x\|^2). \]

Suppose there exists a constant $\kappa_0 > 0$ that does not depend on $d, \bar{d}$ such that
\[
\sup_{\delta \phi, \delta_1, \delta_2, \delta_L \in (0, 1) \cap [0, t_1]} \sup_{x \in \mathbb{R}^d} \sup_{\alpha \in [0, 1]} \{ \|\phi_{f_1, \delta_1}(t, x)\|_\infty + \|\phi_{f_2, \delta_2}(t, x)\|_\infty + \|\phi_{L, \delta_L}(t, x)\|_\infty \} = O(d^{\kappa_0} \bar{d}^{\kappa_0}).
\]

Furthermore, we suppose that the Lipschitz constants satisfy
\[
\sup_{\delta \phi, \delta_1, \delta_2, \delta_L \in (0, 1)} \max\{C_{\phi_\cdot, x}, C_{1, x}, C_{2, x}, C_{L, x}\} = O(d^{\kappa_0} \bar{d}^{\kappa_0}).
\]

Moreover, we assume that
\[
\max\{\text{size}(\phi_{\phi, \delta}), \text{size}(\phi_{f_1, \delta_1}), \text{size}(\phi_{f_2, \delta_2}), \text{size}(\phi_{L, \delta_L})\} = O(d^{\kappa_0} \bar{d}^{\kappa_0} \min\{\delta, \delta_1, \delta_2, \delta_L\}^{-\kappa_0}).
\]

Then, for every $\varepsilon > 0$ and every bounded domain $Q \subset \mathbb{R}^d$ there exist DNNs $\phi_{\cdot, x}, \phi_{\cdot, \nabla}, \phi_{\cdot, \alpha}$ such that
\[
\|V(0, \cdot) - \phi_{\cdot, x}\|_{L^2(Q)} + \||\nabla_x V(0, \cdot) - \phi_{\cdot, \nabla}\|_{L^2(Q)} + \||\alpha(0, \cdot) - \phi_{\cdot, \alpha}\|_{L^2(Q)} \leq \varepsilon
\]
and
\[
\max\{\text{size}(\phi_{\cdot, x}), \text{size}(\phi_{\cdot, \nabla}), \text{size}(\phi_{\cdot, \alpha})\} = O\left(\sup_{x \in Q}\|x\|^2 |Q| d^r \bar{d}^r \varepsilon^{-r}\right)
\]
for some $\kappa > 0$ that does not depend on $d, \bar{d}$.

Theorem 1.3 follows directly from Theorem 5.2 and Corollary 5.3 in Section 5.

**Remark 1.4** This estimate in Theorem 1.3 is pointwise with respect to the temporal argument. It can be turned into a space-time estimate with a DNN that takes the temporal and spatial variable as input. Similar techniques as in [10] may be applied. However, adaptations would still be needed which is why we leave this extension to future work.

### 1.3 Architecture of the Proof

The approach of the proof of the main result Theorem 1.3 will be carried out in various lemmas, propositions, and finally be concluded in Section 5. The HJB equation in (4) is governed by the Hamiltonian $H$, which Lipschitz constant is generally linearly growing with respect to the third argument. The first step will be to utilize that in our setup under Assumption 1.1 the gradient of the value function is bounded. This allows us to truncate the Hamiltonian in the third variable, and thus obtain a truncated Hamiltonian, which is globally Lipschitz continuous in the second and third argument and induces the same value function. The second step comprises the construction of a DNN approximation of the Hamiltonian based on DNNs that approximate the dynamics from Assumption 1.1. The established global Lipschitz continuity of the Hamiltonian enables us to use the sampling technique multilevel Picard (MLP) method that was introduced in [12, 13]. We will control the error incurred by this perturbation of the Hamiltonian by a DNN approximation to the value function and then show existence of DNN weights of the resulting DNN that approximate the value function and the gradient without the curse of dimension. The MLP method will as the last step be a vehicle in the proof to show the existence of the DNN weights.

### 1.4 Outline and notation

In Section 2, we show that a truncated Hamiltonian may be considered and yield in our cases the same value function. The truncated Hamiltonian is globally Lipschitz continuous. In Section 3, we prove that the value function that results by perturbation of the Hamiltonian and the terminal
condition approximates the original value function. In Section 4, we show that the Hamiltonian may be approximated by DNNs under the assumption that the dynamics of the Markov process and cost function can be approximated by DNNs. In Section 5, we prove the main result that there exist DNNs that approximate the value function and the gradient without incurring the curse of dimension.

We shall denote the set of real-valued functions on \([0, t_f] \times \mathbb{R}^d\) which are once continuously differentiable in the first argument and twice continuously differentiable in the second argument at every \((t,x) \in [0, t_f] \times \mathbb{R}^d\) by \(C^{1,2}([0, t_f] \times \mathbb{R}^d)\). The twice continuously differentiable functions on \(\mathbb{R}^d\) are denoted by \(C^2(\mathbb{R}^d)\). For any bounded Lipschitz domain \(D \subset \mathbb{R}^n\), \(n \in \mathbb{N}\), and \(\gamma \in [0, \infty)\), we denote the Hölder spaces by \(C^\gamma(D)\). For every \(q \in [1, \infty)\), we denote the \(q\)-norm by \(\| \cdot \|_q\), i.e., for every \(A \in \mathbb{R}^{n \times m}\), \(\|A\|_q := (\sum_{i=1}^n \sum_{j=1}^m |A_{ij}|^q)^{1/q}\), \(q \in [1, \infty)\), and \(\|A\|_\infty = \max_{i=1,\ldots,n} \max_{j=1,\ldots,m} \{|A_{ij}|\}\), \(m, n \in \mathbb{N}\). For any bounded domain \(Q \subset \mathbb{R}^n\), \(n \in \mathbb{N}\), the Lebesgue measure of \(Q\) is denoted by \(|Q|\). The function space of square integrable functions on \(Q\) is denoted by \(L^2(Q)\). The normal distribution with mean \(\mu\) and variance \(\sigma^2 > 0\) is denoted by \(\mathcal{N}(\mu, \sigma^2)\). Finally the gradient with respect to \(x\) or \(p\) is denoted by \(\nabla_x\) and \(\nabla_p\), respectively.

2 Truncating the Hamiltonian

A major obstruction in the analysis of solutions to HJB equations is the Hamiltonian, which is in general not globally Lipschitz continuous. In our setup under Assumption 1.1, we may circumvent this issue by a suitable truncation of the Hamiltonian.

The value function in (3) is the unique solution to (4) under Assumption 1.1. Specifically, by [18, Theorem 3.1] existence and uniqueness of the value function follows in \(C^{1,2}([0, t_f] \times \mathbb{R}^d)\). Moreover, the gradient of the value function is uniformly bounded over the domain \([0, t_f] \times \mathbb{R}^d\). Specifically, under Assumption 1.1 Corollary A.2 implies that there exist \(C, \bar{\kappa}, \kappa_1, \kappa_2\) such that for every \(d, \bar{d}\)

\[
\sup_{t \in [0,t_f]} \sup_{x \in \mathbb{R}^d} \|\nabla_x V(t,x)\|_2 \leq Ce^{\bar{\kappa} t_f} d^{\kappa_1} \bar{d}^{\kappa_2}
\]

We seek to utilize that the gradient of the solution \(V\) is bounded and shall modify \(H\) in the third variable where it does not influence the solution \(V\) as a vehicle in the theoretical arguments in the following. For any \(R > 0\), let us define the function

\[
\chi_R(y) = \begin{cases} 
\min\{y, R\} & \text{if } y \geq 0, \\
\max\{y, -R\} & \text{if } y < 0. 
\end{cases}
\]

For simplicity, we use the same notation if \(\chi_R\) is applied to vectors coordinatewise and write \(\chi_R(p) = (\chi_R(p_1), \ldots, \chi_R(p_d))^\top\) for any \(p \in \mathbb{R}^d\), \(R > 0\). Let us define a globally Lipschitz continuous version \(H_R\) of \(H\) by

\[
(t,x,p) \mapsto H_R(t,x,p) := \inf_{u \in U} \{\chi_R(p)^\top f(t,x,v) + L(t,x,v)\} \quad \forall (t,x,p) \in [0, t_f] \times \mathbb{R}^d \times \mathbb{R}^d.
\]

By construction, it holds that \(H(t,x,p) = H_R(t,x,p)\) for every \((t,x,p) \in [0, t_f] \times \mathbb{R}^d \times [-R, R]^d\). Since \(V \in C^{1,2}([0, t_f] \times \mathbb{R}^d)\) is a classical solution of (4) with bounded first order spatial derivatives, for the choice

\[
R := \sup_{t \in [0,t_f]} \sup_{x \in \mathbb{R}^d} \|\nabla_x V(t,x)\|_\infty < \infty,
\]

\(V\) is also a classical solution to

\[
\partial_t V(t,x) + \frac{1}{2} \Delta V(t,x) + H_R(t,x,\nabla_x V(t,x)) = 0 \quad \text{on } [0, t_f] \times \mathbb{R}^d, \quad V(t_f,x) = \Psi(x) \quad \text{on } \mathbb{R}^d.
\]

Moreover, by (11) it holds that

\[
R \leq Ce^{\bar{\kappa} t_f} d^{\kappa_1} \bar{d}^{\kappa_2},
\]
Lemma 2.1 Let Assumption 1.1 be satisfied. Then for every \( t, x, p \) \( \in [0, t_f] \times \mathbb{R}^d \times \mathbb{R}^d \) it holds that

\[
H(t, x, p) = p^T f(t, x, \bar{u}(t, x, p)) + L(t, x, \bar{u}(t, x, p))
\]

for

\[
\bar{u}(t, x, p)_i = \min \{ \max \{ -\frac{(f_2(t, x)^T p)_i}{(2\gamma)}, a_i \}, b_i \} \quad i = 1, \ldots, \bar{d}.
\]

Proof. The specific dependence on the controls allows to separate the dependencies within the coordinates of the controls. Specifically, it suffices to minimize

\[
\arg\min_{v_i \in [a_i, b_i]} \{ f_2(t, x)^T p v_i + \gamma v_i^2 \} \quad i = 1, \ldots, \bar{d}.
\]

This is solved by \( \bar{v}_i = -\frac{(f_2(t, x)^T p)_i}{(2\gamma)} \) if \( -\frac{(f_2(t, x)^T p)_i}{(2\gamma)} \in [a_i, b_i], i = 1, \ldots, \bar{d} \). In the other cases this value needs to be projected to the interval \( [a_i, b_i], i = 1, \ldots, \bar{d} \). The assertion is thus proved.

\[\square\]

Lemma 2.2 Let Assumption 1.1 be satisfied. There exists a constant \( C > 0 \) such that for every \( x, x' \in \mathbb{R}^d \) and every \( p, p' \in \mathbb{R}^d, d, \bar{d} \in \mathbb{N} \),

\[
|H(t, x, p) - H(t, x', p')| \leq C\|x - x'\|_1 + \tilde{C}\|p - p'\|_\infty,
\]

where

\[
\tilde{C} = \max \{ \|p\|_2, \|p'\|_2 \}
\]

\[
\times \max_{i=1, \ldots, d} \left( \|\partial_{x_j} f_1(t, x)\|_2 + \|\partial_{x_j} f_2(t, x)\|_2 \left( \max \{ \|a\|_2, \|b\|_2 \} + \frac{\|f_2(t, x)\|_2 \|p\|_2}{2\gamma} \right) \right)
\]

\[
+ \|\nabla L(t, x)\|_\infty + \max_{i=1, \ldots, d} \frac{\|\partial_{x_j} f_2(t, x)\|_2 \max \{ \|p\|_2, \|p'\|_2 \}}{2\gamma} \max \{ \|a\|_2, \|b\|_2 \}.
\]

Proof. The gradient of \( H \) with respect to \( p \) is given by

\[
\nabla_p H(t, x, p) = f_1(t, x) + f_2(t, x) u(t, x, p) + p^T f_2(t, x) D_p \bar{u}(t, x, p) + \gamma u(t, x, p) D_p \bar{u}(t, x, p),
\]

where \( \bar{u}(t, x, p) \) was specified in Lemma 2.1 and \( D_p \) denotes the Jacobian with respect to \( p \). Moreover, the weak derivative of \( \bar{u} \) satisfies

\[
\partial_p \bar{u}(t, x, p)_i = \begin{cases} 
-f_2(t, x)_i \varepsilon/(2\gamma) & \text{if } (-f_2(t, x)^T p)_i \varepsilon (2\gamma) \in [a_i, b_i], \\
0 & \text{else}.
\end{cases}
\]

\[\square\]
We shall bound $\|\nabla x H(t, x, p)\|_1$. In particular, by the assumption on $f_2$, the second term in [15] may be estimated $\|f_2(t, x)\|_1 \leq C \max\{\|a\|_\infty, \|b\|_\infty\}$. To estimate the third term, we use the properties of the support of $D_x \tilde{u}$ and obtain

$$\|p^T f_2(t, x) D_x \tilde{u}(t, x, p)\|_1 \leq \max\{\|a\|_\infty, \|b\|_\infty\} \sum_{i=1}^{d} \sum_{j=1}^{d} \frac{1}{2\gamma} |f_2(t, x)_{ij}| \leq \frac{\max\{\|a\|_\infty, \|b\|_\infty\}}{2\gamma} C.$$ 

Similarly, we obtain that $\|\tilde{u}(t, x, p) D_x \tilde{u}(t, x, p)\|_1 \leq C \max\{\|a\|_\infty, \|b\|_\infty\}$. This establishes the Lipschitz bound with respect to $p$ and the $\infty$-norm.

In the second step, we show Lipschitz continuity with respect to the second variable of $H$. Note that

$$\partial_x \tilde{u}(t, x, p) = \begin{cases} -\partial_x (f_2)_p, & \text{if } (f_2)_p \in [a_i, b_i], \\ 0, & \text{else.} \end{cases}$$

It holds that

$$\nabla x H(t, x, p) = (D_x f_1(t, x) + D_x (f_2(t, x) \tilde{u}(t, x, p))^T p + \nabla x \bar{L}(t, x) + 2\gamma D_x (\tilde{u}(t, x, p)) \nabla \tilde{u}(t, x, p),$$

which implies

$$\|\nabla x H(t, x, p)\|_\infty \leq \|p\|_2 \max_{i=1,\ldots,d} \left\{ \|\partial_x f_1(t, x)\|_2 + \|\partial_x f_2(t, x)\|_2 \left( \max\{\|a\|_2, \|b\|_2\} + \frac{\|f_2(t, x)\|_2}{2\gamma} \right) \right\}$$

$$+ \|\nabla x \bar{L}(t, x)\|_\infty + \max_{i=1,\ldots,d} \frac{\|\partial_x f_2(t, x)\|_2}{2\gamma} \max\{\|a\|_2, \|b\|_2\},$$

where the Jacobian with respect to $x$ is denoted by $D_x$. The assertion follows by the fundamental theorem of calculus.

Let us state the following consequence for $H_R$ as a corollary to the previous lemma.

**Corollary 2.3** Let Assumption 1.1 (i)–(iv) be satisfied. Then, there exist $C', \kappa_3, \kappa_4 > 0$ such that for every $t \in [0, t_f]$, and every $x, x' \in \mathbb{R}^d$

$$|H_R(t, x, p) - H_R(t, x', p')| \leq C' R^{\kappa_3} \tilde{d}^{\kappa_4} \|x - x'|_1 + C' \|p - p'\|_\infty.$$

### 3 Continuous dependence for perturbed Hamiltonian

In this section, we analyze the impact of the solution $V$ and the gradient $\nabla x V$, when the Hamiltonian $H$ and the terminal condition $\Psi$ are perturbed. This shall in a later section be applied, when the Hamiltonian is approximated by a DNN. However, we shall formulate the resulting statement in this section in a general way.

Let us recall concentration bounds of Gaussian vectors in the $\infty$-norm.

**Lemma 3.1** Let $Z = (z_1, \ldots, z_n)^T$ be a Gaussian vector, i.e., $z_i$ is normally distributed with mean zero and variance equal to $\sigma^2$ for some $\sigma > 0$. Then, for every $p \in [1, \infty)$ there exists a constant $C_p$ that only depends on $p$ such that for every $\alpha > 0$

$$\mathbb{E} \left( \|Z\|_\infty - \|Z\|_\infty \mathbb{I}_{\{\|Z\|_\infty \leq \sigma \sqrt{2 \log(2n) + \alpha}\}} \right)^p \leq C_p \sqrt{\log(2n)} e^{-\alpha^2/(4p\sigma^2)}.$$
Proof. We recall some basic facts on the $\infty$-norm of Gaussian vectors. It holds that
\begin{equation}
E(\|Z\|_\infty) \leq \sigma \sqrt{2 \log(2n)}
\end{equation}
for any $n$-dimensional random vector $Z = (z_1, \ldots, z_n)$ such that $z_i \sim \mathcal{N}(0, \sigma^2)$ for some $\sigma > 0$, $i = 1, \ldots, n$. Specifically, for every $\kappa > 0$ by the Jensen inequality
\begin{equation*}
\exp(\kappa E(\|Z\|_\infty)) \leq E(\exp(\kappa \|Z\|_\infty)) \leq E\left(\max_{i=1,\ldots,n} \exp(\kappa |z_i|)\right) \leq n E(\exp(\kappa |z_1|)) \leq 2ne^{\kappa^2 \sigma^2/2}.
\end{equation*}
The choice $\kappa = \sqrt{2 \log(2n)/\sigma}$ and applying the logarithm implies
\begin{equation*}
E(\|Z\|_\infty) \leq \sigma \sqrt{2 \log(2n)}.
\end{equation*}
Moreover, generally there holds
\begin{equation}
E(\|Z\|_\infty^p) \leq C_p \sigma^p \log(2n)^{p/2},
\end{equation}
where the constant $C_p$ only depends on $p$, see for example [4, Lemma A.1]. The deviation from the mean of $\|Z\|_\infty$ satisfies (see for example [4, Equation (A.7)]) that for every $\alpha \geq 0$
\begin{equation}
P\left(\|Z\|_\infty \geq \sigma \sqrt{2 \log(2n)} + \alpha\right) \leq P\left(\|Z\|_\infty \geq E(\|Z\|_\infty) + \alpha\right) \leq e^{-\alpha^2/(2\sigma^2)},
\end{equation}
where we used that $\|Z\|_\infty = \max\{z_1, -z_1, \ldots, z_n, -z_n\}$ and applied (16).

We truncate the range of the weight $\|Z\|_\infty$ by $\sigma \sqrt{2 \log(2n)} + \alpha$ for some $\alpha > 0$ and obtain with the Cauchy–Schwarz inequality, (17), and (18) for every $p \in [1, \infty)$,
\begin{align*}
E\left(\|Z\|_\infty - \|Z\|_\infty \mathbb{1}_{\|Z\|_\infty \leq \sigma \sqrt{2 \log(2n)} + \alpha}\right)^{1/p} &\leq (E(\|Z\|_\infty^{2p}))^{1/2p} \left(\mathbb{E}\left(\mathbb{1}_{\|Z\|_\infty > \sigma \sqrt{2 \log(2n)} + \alpha}\right)\right)^{1/(2p)} \\
&\leq \sigma C_p \sqrt{\log(2n)e^{-\alpha^2/(4\sigma^2)}}.
\end{align*}
\hfill \Box

Remark 3.2 The number 4 in the exponent in the statement of Lemma 3.1 may be reduced to $2 + \varepsilon$ for any $\varepsilon \in (0, 2]$ by applying the Hölder inequality instead of the Cauchy–Schwarz inequality in the last step of the proof. The constant $C_p$ would then also depend on the choice of $\varepsilon$.

Let $q \in [1, \infty)$. Suppose for every $\varepsilon \in (0, 1)$ there exists $H_{R}^\varepsilon$, which can be seen as an approximation to $H_R$, and there exists $\Psi^*$, which can be seen as an approximation to $\Psi$, such that for every $x, p \in \mathbb{R}^d$, $t \in [0, t_f]$
\begin{equation}
\max \{|H_{R}^\varepsilon(t, x, p) - H_{R}^\varepsilon(t, x, p)|, |\Psi(x) - \Psi^*(x)|\} \leq \varepsilon(1 + \|x\|_2^2 + \|p\|_2^2).
\end{equation}
Moreover, there exists $C_{H_{R}, p} > 0$ such that for every $x, x', p, p' \in \mathbb{R}^d$, $t \in [0, t_f]$
\begin{equation}
|H_{R}(t, x, p) - H_{R}(t, x, p')| \leq C_{H_{R}, p}\|p - p'\|_\infty.
\end{equation}
The constant $C_{H_{R}, p}$ does not depend on the dimension $d$. The constants $C_{H_{R}, p}, C$ do not depend on $\varepsilon$. Furthermore, assume that $H_{R}^\varepsilon$ is globally Lipschitz continuous. In particular, there exist constants $C_{H_{R}, \varepsilon}, C_{H_{R}, p}$ such that for every $x, x', p, p' \in \mathbb{R}^d$,
\begin{equation}
\sup_{t \in [0, t_f]} |H_{R}^\varepsilon(t, x, p) - H_{R}^\varepsilon(t, x', p')| \leq C_{H_{R}, \varepsilon}\|x - x'\|_1 + C_{H_{R}, p}\|p - p'\|_1.
\end{equation}
Also assume that $\Psi^* \in C^2(\mathbb{R}^d)$ and is globally Lipschitz continuous, i.e., there exists a constant $C_{\Psi^*, \varepsilon}$ such that for every $x, x' \in \mathbb{R}^d$
\begin{equation}
|\Psi^*(x) - \Psi^*(x')| \leq C_{\Psi^*, \varepsilon}\|x - x'\|_1.
\end{equation}
This implies in particular that $\Psi^*$ is at most linearly growing. Denote by $V^*$ the solution to (4) with $H_{R}$ replaced by $H_{R}^\varepsilon$ and $\Psi$ replaced by $\Psi^*$, which is in $C^{1,2}([0, t_f] \times \mathbb{R}^d)$ by Proposition B.1.

The following lemma is inspired by [13, Lemma 2.3] and its proof.
Lemma 3.3 There exists a constant $C > 0$ that does not depend on $d, \bar{d}$ such that for any $\delta \in (0, 1)$ and for every $s \in [0, t_f)$, $x \in \mathbb{R}^d$

$$\mathbb{E}(\|V(s, x + W_s), \nabla_x V(s, x + W_s)\|^T - (V^*(s, x + W_s), \nabla_x V^*(s, x + W_s)) \|_\infty) \leq \varepsilon^{1-\delta}Ce^{C\sqrt{H_{R,0}}(2(t_f-s)+\sqrt{t_f-s})/(\sqrt{2}d)}$$

$$\times \left(1 + \sup_{t \in [0, t_f]} \sup_{x', p' \in \mathbb{R}^d} |H_R(t, x, p)| + \|x\|^2 + t_f^2 + d^{3/2}(t_f \sqrt{C_{H_R, x} + C_{\Psi^*, x}})^q + d^{3/2+\delta} + \frac{1}{\sqrt{t_f-s}}\right).$$

**Proof.** By [14] and by [12] Lemma 4.2(ii) applied to $V^*$, for every $s \in [0, t_f)$, $x \in \mathbb{R}^d$, it holds that

$$(I) := \|\Psi(x + W_{t_f-s}, x') - \Psi^*(x + W_{t_f-s})\|_\infty + \|W_{t_f-s}\|_\infty (23)$$

$$\leq \mathbb{E} \left(\left|\Psi(x + W_{t_f-s}, x') - \Psi^*(x + W_{t_f-s})\right|(1 + \|W_{t_f-s}\|_\infty)\right)$$

$$+ \mathbb{E} \left(\int_s^{t_f} |H_R(t, x + W_{t_f-s}, \nabla_x V(t, x + W_{t_f-s})) - H_R^*(t, x + W_{t_f-s}, \nabla_x V^*(t, x + W_{t_f-s}))|\right)$$

$$\times \left(1 + \|W_{t_f-s}\|_\infty \mathbb{1}\{\|W_{t_f-s}\|_\infty > \sqrt{2\log(2d)/(t_f-s)}\} \right)dt$$

$$+ \mathbb{E} \left(\int_s^{t_f} |H_R(t, x + W_{t_f-s}, \nabla_x V(t, x + W_{t_f-s})) - H_R^*(t, x + W_{t_f-s}, \nabla_x V^*(t, x + W_{t_f-s}))|\right)$$

$$\times \left(1 + \frac{\sqrt{2\log(2d)}}{\sqrt{t_f-s}} + \alpha\right)dt.$$

The estimation of the error is here complicated by the occurrence of the unbounded random weight $\|W_{t_f-s}\|_\infty$. We re-organize the terms in (23) to separately study large deviation of $\|W_{t_f-s}\|_\infty$ from its mean as follows. For any $\alpha > 0$ to be chosen below,

$$(I) \leq \mathbb{E} \left(\left|\Psi(x + W_{t_f-s}, x') - \Psi^*(x + W_{t_f-s})\right|(1 + \|W_{t_f-s}\|_\infty)\right)$$

$$+ \mathbb{E} \left(\int_s^{t_f} |H_R(t, x + W_{t_f-s}, \nabla_x V(t, x + W_{t_f-s})) - H_R^*(t, x + W_{t_f-s}, \nabla_x V^*(t, x + W_{t_f-s}))|\right)$$

$$\times \left(1 + \|W_{t_f-s}\|_\infty \mathbb{1}\{\|W_{t_f-s}\|_\infty > \sqrt{2\log(2d)/(t_f-s)}\} \right)dt$$

$$+ \mathbb{E} \left(\int_s^{t_f} |H_R(t, x + W_{t_f-s}, \nabla_x V(t, x + W_{t_f-s})) - H_R^*(t, x + W_{t_f-s}, \nabla_x V^*(t, x + W_{t_f-s}))|\right)$$

$$\times \left(1 + \frac{\sqrt{2\log(2d)}}{\sqrt{t_f-s}} + \alpha\right)dt.$$

It holds that the gradient of $V$ and $V^*$ are bounded with respect to $t$ and $x$. This is implied by [11] and by [12] Lemma 4.2(iv), respectively. Thus, by Lemma 3.1 applied with $p = 2$ and the Cauchy–Schwarz inequality, and [19]

$$(I) \leq \mathbb{E} \left(\left|\Psi(x + W_{t_f-s}, x') - \Psi^*(x + W_{t_f-s})\right|(1 + \|W_{t_f-s}\|_\infty)\right)$$

$$+ C \left(1 + \sup_{t \in [0, t_f]} \sup_{x', p' \in \mathbb{R}^d} |H_R(t, x', p')| + \|\nabla V^*(t, x')\|_2^2 + \sup_{t \in [s, t_f]} \mathbb{E}(\|x + W_{t_f-s}\|_2^2)^{1/2}\right)$$

$$\times \sqrt{\log(2d)} \int_s^{t_f} e^{-\alpha^2(t-s)/8} \sqrt{t-s} dt$$

$$+ \int_s^{t_f} \mathbb{E}(\|H_R(t, x + W_{t_f-s}, \nabla_x V(t, x + W_{t_f-s})) - H_R^*(t, x + W_{t_f-s}, \nabla_x V^*(t, x + W_{t_f-s}))\|_\infty)$$

$$\times \left(2 + \frac{\sqrt{2\log(2d)}}{\sqrt{t_f-s}} + \beta\right) dt.$$
We choose \( \alpha = \beta / \sqrt{t - s} \) for some \( \beta > 0 \) to be determined below and obtain

\[
(I) \leq \mathbb{E} \left( \left| \Psi(x + W_{t_f-s}) - \Psi^*(x + W_{t_f-s}) \right| \left( 1 + \| W_{t_f-s} \|_\infty \right) \right)
+ 2C \left( 1 + \sup_{t \in [0,t_f]} \sup_{x', p' \in \mathbb{R}^d} \{ |H_R(t, x', p')| + \| \nabla_x V^* (t, x') \|_2 \} + \sup_{t \in [s,t_f]} \mathbb{E} \left( \| x + W_t \|_2^q \right)^{1/2} \right)
\times \sqrt{\log(2d) / \sqrt{t_f - s}} e^{-\beta^2 / 8}
+ \int_s^{t_f} \mathbb{E} \left( \| H_R(t, x + W_t, \nabla_x V(t, x + W_t-s)) - H_R^*(t, x + W_t, \nabla_x V^*(t, x + W_t-s)) \| \right)
\times \left( 2 + \sqrt{2 \log(2d) + \beta} \right) \frac{1}{\sqrt{t_f - s} \sqrt{t - s}} \mathrm{d}t,
\]

where the constant \( C \) does not depend on the dimension \( d \). Now, Fubini’s theorem, the independent increment property of the Brownian motion \((W_t)_{t \in [0,t_f]}\) implies with \((20)\) as in the derivation of \([13] \) Equation \((21)\) that

\[
(II) := \mathbb{E} \left( \| V(s, x + W_s) - \Psi^*(s, x + W_s) \| \right) - \| V^*(s, x + W_s) - \Psi^*(s, x + W_s) \| \right)\right) \left( 1 + \| W_{t_f-s} \|_\infty \right) \right)
\times \sqrt{\log(2d) / \sqrt{t_f - s}} e^{-\beta^2 / 8}
+ C_{H_R,p} \int_s^{t_f} \mathbb{E} \left( \| \nabla_x V(t, x + W_t) - \nabla_x V^*(t, x + W_t) \|_\infty \right) \left( 2 + \sqrt{2 \log(2d) + \beta} \right) \frac{1}{\sqrt{t_f - s} \sqrt{t - s}} \mathrm{d}t
+ \sup_{t \in [0,t_f]} \mathbb{E} \left( \| H_R(t, x + W_t, \nabla_x V^*(t, x + W_t)) - H_R^*(t, x + W_t, \nabla_x V^*(t, x + W_t)) \| \right)
\times \left( 2(t_f - s) + \left( 2 \sqrt{2 \log(2d) + \beta} \right) \sqrt{t_f - s} \right).
\]

The Cauchy–Schwarz inequality, \([10] \) and \([17] \) imply that there exists a constant \( C > 0 \) (only depending on \( q \)) that does not depend on \( d \) such that

\[
\mathbb{E} \left( \left| \Psi(x + W_{t_f}) - \Psi^*(x + W_{t_f}) \right| \left( 1 + \| W_{t_f-s} \|_\infty \right) \right) \leq \varepsilon C \left( 1 + \| x \|_2^q + \sqrt{t_f} \right) \left( 1 + \sqrt{\log(2d) / \sqrt{t_f - s}} \right).
\]

Note that by \([12] \) Lemma 4.2(iv), the gradient of \( V^* \) is bounded, i.e.,

\[
\sup_{t \in [0,t_f]} \sup_{x' \in \mathbb{R}^d} \| \nabla_x V^*(t, x') \|_2 \leq \sqrt{d} (t_f C_{H_R,x} + C_{\Psi,x}).
\]

The boundedness of the gradient of \( V^* \), the Cauchy–Schwarz inequality, and \([19] \) imply that there exists a constant \( C > 0 \) that only depends on \( q \) such that

\[
\sup_{t \in [0,t_f]} \mathbb{E} \left( \| H_R(t, x + W_t, \nabla_x V^*(t, x + W_t)) - H_R^*(t, x + W_t, \nabla_x V^*(t, x + W_t)) \| \right)
\leq \varepsilon C \left( 1 + \| x \|_2^q + \sqrt{t_f} \sqrt{d} + d^{q/2} (t_f C_{H_R,x} + C_{\Psi,x})^q \right).
\]
Thus, by \cite{24} there exists a constant $C > 0$ that does not depend on $d$ such that

$$(II) \leq C(1 + \sup_{t \in [0,t_f]} \sup_{x', p' \in \mathbb{R}^d} \{ |H_R(t, x', p')| \}) + \|x\|^2 + \sqrt{tr_d} + d^{d/2} (t_f C H_{R,x} + C_{\Psi,x})^q (1 + \sqrt{\log(d)} + \beta)$$

$$\times \left(1 + (t_f - s) + \frac{1}{\sqrt{t_f - s}} \right) (e^{-\beta^2/8 + \varepsilon})$$

$$+ C_{H_{R,p}} \int_s^{t_f} E(\|\nabla_x V(t, x + W_t) - \nabla_x V^*(t, x + W_t)\|_\infty) \left(2 + \frac{\sqrt{2 \log(2d)} + \beta}{\sqrt{t - s}} \right) dt.$$

The Gronwall inequality implies that

$$(II) \leq C(1 + \sup_{t \in [0,t_f]} \sup_{x', p' \in \mathbb{R}^d} \{ |H_R(t, x', p')| \}) + \|x\|^2 + \sqrt{tr_d} + d^{d/2} (t_f C H_{R,x} + C_{\Psi,x})^q (1 + \sqrt{\log(d)} + \beta)$$

$$\times \left(1 + (t_f - s) + \frac{1}{\sqrt{t_f - s}} \right) (e^{-\beta^2/8 + \varepsilon})$$

$$\times \exp \left(C_{H_{R,p}} 2(t_f - s) + 2C_{H_{R,p}} \left(\sqrt{2 \log(2d)} + \beta \right) \sqrt{t_f - s} \right).$$

The assertion follows with the choice $\beta = \sqrt{8 \log(\varepsilon^{-1})}$, where we used the fact that $\exp(\sqrt{c_0 \log(x)}) \leq \exp(\sqrt{c_0/(4\delta)}) x^d$ for every $c_0, \delta > 0$ and every $x \in [1, \infty)$.

## 4 DNN approximation of the Hamiltonian

The Hamiltonian shall be approximated by DNNs with explicit bounds on the Lipschitz constants of these DNN approximations. We shall begin by collecting some elementary properties of certain ReLU DNNs, which will serve us as building blocks in our analysis.

**Lemma 4.1** (Proposition 2 in \cite{21}) For every $\varepsilon \in (0, 1)$, there exists a ReLU DNN $\phi_{sq, \varepsilon}$ such that for every $x \in [0, 1]$

$$|x^2 - \phi_{sq, \varepsilon}(x)| \leq \varepsilon$$

and size($\phi_{sq, \varepsilon}$) = $O(\log(\varepsilon^{-1}))$.

The following lemma is a slight extension of \cite{21} Proposition 3.

**Lemma 4.2** For every $M > 0$ and $\delta > 0$, there exists a ReLU DNN such that for every $x, y \in [-M, M]$

$$|xy - \tilde{x}_\delta(x, y)| \leq \delta$$

and size($\tilde{x}_\delta$) = $O(\log(\delta^{-1}))$. Moreover, for every $x, x', y, y' \in [-M, M]$

$$|\tilde{x}_\delta(x, y) - \tilde{x}_\delta(x', y')| \leq 4M(|x - x'| + |y - y'|).$$

**Proof.** By Lemma 4.1 for every $\varepsilon \in (0, 1)$, there exists a ReLU DNN $\phi_{sq, \varepsilon}$ with uniformly (with respect to $\varepsilon$) bounded weights such that

$$|x^2 - \phi_{sq, \varepsilon}(x)| \leq \varepsilon \quad \forall x \in [0, 1]$$

and size($\phi_{sq, \varepsilon}$) = $O(\log(\varepsilon^{-1}))$. Since the mapping $[0, 1] \ni x \to \phi_{sq, \varepsilon}(x)$ equals the linear interpolant of the mapping $[0, 1] \ni x \to x^2$ on an equispaced grid for every $\varepsilon \in (0, 1)$, the Lipschitz constant of the ReLU DNN $\phi_{sq, \varepsilon}$ is upper bounded by 2 for every $\varepsilon \in (0, 1)$. For the approximation of the product we apply as in the proof of \cite{21} Proposition 3 the following formular and subsequently replace the
square by \( \phi_{sq,\varepsilon} \). For any \( M > 0 \) and any \( x, y \in \mathbb{R} \), \( xy = 2M^2\left[ (\frac{|x|}{2M})^2 - (\frac{|y|}{2M})^2 \right] \). Thus, for any \( M > 0 \) there exists a DNN \( \tilde{x}_\delta \) such that

\[
\tilde{x}_\delta(x, y) = 2M^2 \left[ \phi_{sq,\varepsilon} \left( \frac{|x + y|}{2M} \right) - \phi_{sq,\varepsilon} \left( \frac{|x|}{2M} \right) - \phi_{sq,\varepsilon} \left( \frac{|y|}{2M} \right) \right].
\]

By (25), for any \( x, y \in \mathbb{R} \)

\[
|x y - \tilde{x}_\delta(x, y)| \leq 2M^2\varepsilon,
\]

which implies the first assertion with the choice \( \varepsilon = \delta/(2M^2) \). The Lipschitz continuity of \( \phi_{sq,\varepsilon} \) implies that

\[
\left| \tilde{x}_\delta(x, y) - \tilde{x}_\delta(x', y') \right| \leq 2M \left[ \phi_{sq,\varepsilon} \left( \frac{|x + y|}{2M} \right) - \phi_{sq,\varepsilon} \left( \frac{|x' + y'|}{2M} \right) \right] + \phi_{sq,\varepsilon} \left( \frac{|x|}{2M} \right) - \phi_{sq,\varepsilon} \left( \frac{|x'|}{2M} \right)
\]

\[
\leq 2M \left( |x + y| - |x' + y'| + |x| - |x'| + |y| - |y'| \right)
\]

\[
\leq 4M (|x - x'| + |y - y'|).
\]

Lemma 4.3 For every \( M > 0 \) and \( \delta \in (0, 1) \), there exists a ReLU DNN \( \tilde{x}_\delta \) such that for every \( A \in [-M, M]^{m \times n} \), every \( b \in [-M, M]^n \), \( p \in [1, \infty] \)

\[
\left\| Ab - \tilde{x}_\delta(A, b) \right\|_p \leq \delta m^{1/p} n
\]

and \( \text{size}(\tilde{x}_\delta) = \mathcal{O}(\|\log(\delta^{-1})\| mn) \) with obvious modifications in the case \( p = \infty \). Moreover, for every \( A, A' \in [-M, M]^{m \times n} \), every \( b, b' \in [-M, M]^n \), \( p \in [1, \infty] \),

\[
\left\| \tilde{x}_\varepsilon(A, b) - \tilde{x}_\varepsilon(A', b') \right\|_p \leq 4M \left( \sum_{i=1}^m \left( \sum_{j=1}^n |a_{ij} - a'_{ij}| + |b_j - b'_j| \right) \right)^{1/p}
\]

\[
\leq 4M (2n)^{(p-1)/p} (\|A - A'\|_p + m^{1/p} \|b - b'\|_p)
\]

with obvious modifications in the case \( p = \infty \).

Proof. The assertion follows by a component-wise application of Lemma 4.2 and the Hölder inequality. \( \square \)

Proposition 4.4 Let \( q \in [1, \infty) \). Suppose for every \( \delta_1, \delta_2, \delta_L \in (0, 1) \), there exist DNNs \( \phi_{f_1, \delta_1}, \phi_{f_2, \delta_2}, \phi_{L, \delta_L} \) such that for every \( t \in [0, t_f] \) and every \( x \in \mathbb{R}^d \)

\[
\|f_1(t, x) - \phi_{f_1, \delta_1}(t, x)\|_2 \leq \delta_1 (1 + \|x\|^2),
\]

\[
\|f_2(t, x) - \phi_{f_2, \delta_2}(t, x)\|_2 \leq \delta_2 (1 + \|x\|^2),
\]

and

\[
|\tilde{L}(t, x) - \phi_{L, \delta_L}(t, x)| \leq \delta_L (1 + \|x\|^2).
\]

Suppose that there exist \( C, \kappa > 0 \) such that for every \( d, \bar{d} \in \mathbb{N} \),

\[
\sup_{t \in [0, t_f]} \sup_{x \in \mathbb{R}^d} \{ \|\phi_{f_1, \delta_1}(t, x)\|_\infty + \|\phi_{f_2, \delta_2}(t, x)\|_\infty + \|\phi_{L, \delta_L}(t, x)\|_\infty \} \leq Cd^{\kappa} \bar{d}^\kappa.
\]

Moreover, we assume that \( \text{size}(\phi_{f_1, \delta_1}) = \mathcal{O}(d^{\kappa_1} \delta_1^{\kappa_1}) \), \( \text{size}(\phi_{f_2, \delta_2}) = \mathcal{O}(d^{\kappa_2} \delta_2^{\kappa_2}) \), and \( \text{size}(\phi_{L, \delta_L}) = \mathcal{O}(d^{\kappa_3} \delta_L^{\kappa_3}) \). Then, for every \( \delta \in (0, 1) \), there exists a DNN \( \phi_{H, \delta} \) such that for every \( x \in \mathbb{R}^d \), every \( p \in [-R, R]^d \), and every \( t \in [0, t_f] \)

\[
|H(t, x, p) - \phi_{H, \delta}(t, x, p)| \leq \delta (1 + \|x\|^2).
\]

Moreover, it holds that \( \text{size}(\phi_{H, \delta}) = \mathcal{O}(d^{\max(\kappa_1, \kappa_2, \kappa_L)} + \bar{d}^{\kappa_2} \delta^{\max(\kappa_1, \kappa_2, \kappa_L)} + \bar{d} \log(\bar{d}) \|\log(\delta^{-1})\|) \).
Proof. There exists a DNN $\phi_{H,\delta}$ such that

$$
\phi_{H,\delta}(t, x, p) = \tilde{\phi}_{\text{prod}}(p^T, \phi_f, \delta_1(t, x) + \tilde{\phi}_{\text{prod}}(\phi_f \delta_2(t, x), \tilde{u}(t, x, p)))
$$

$$
+ \phi_L \phi_L(t, x) + \gamma \sum_{i=1}^{d} \max\{|a_i|^2, |b_i|^2\} \phi_{\text{sq}, \delta_n} \left( \frac{\tilde{u}(t, x, p)}{\max\{|a_i|, |b_i|\}} \right),
$$

where the coordinates of $\tilde{u}$ are given by

$$
(\tilde{u}(t, x, p))_i = \min\{\max\{|y_1, c\}, d\} - \min\{\max\{|y_2, c\}, d\} \leq \min\{\max\{|2c, 2d|\}, |y_1 - y_2|\}
$$

implies with Lemma 2.1 that

$$
|u_i(t, x, p) - \tilde{u}_i(t, x, p)| \leq \min\{\max\{|2a_1, 2b_1|\}, |(f_2(t, x)^T p)_i - (\tilde{\phi}_{\text{prod}}(\phi_f \delta_2(t, x)^T, p))_i|/(2\gamma)\}.
$$

By Lemma 3.3 it holds that

$$
|(f_2(t, x)^T p)_i - (\tilde{\phi}(\phi_f \delta_2(t, x)^T, p))_i|
$$

$$
\leq |(f_2(t, x) - \phi_f \delta_2(t, x)^T, p)_i| + |(\phi_f \delta(t, x)^T, p)_i - (\tilde{\phi}(\phi_f \delta_2(t, x)^T, p))_i|
$$

$$
\leq |f_2(t, x) - \phi_f \delta_2(t, x)| \|p\|_2 + \delta_{\text{prod}} d
$$

$$
\leq \delta_2(1 + \|x\|_2^2) \|p\|_2 + \delta_{\text{prod}} d.
$$

In conclusion, it holds that

$$
|u_i(t, x, p) - \tilde{u}_i(t, x, p)|
$$

$$
\leq \min\{\max\{|2a_1, 2b_1|\}, \delta_2(2\gamma)^{-1}(1 + \|x\|_2^2) \|p\|_2 + \delta_{\text{prod}} (2\gamma)^{-1} d.
$$

We obtain the following bound for the error related to the forth term in (26)

$$
\|u(t, x, p)\|_2^2 - \sum_{i=1}^{d} \max\{|a_i|, |b_i|\} \phi_{\text{sq}, \delta_n} \ \left( \frac{\tilde{u}_i}{\max\{|a_i|, |b_i|\}} \right)
$$

$$
\leq \|u(t, x, p)\|_2^2 - \|\tilde{u}_i\|_2^2 + \sum_{i=1}^{d} \|\tilde{u}_i\|_2 - \max\{|a_i|, |b_i|\} \phi_{\text{sq}, \delta_n} \ \left( \frac{\tilde{u}_i}{\max\{|a_i|, |b_i|\}} \right)
$$

$$
\leq 2 \max\{|a_i|, |b_i|\} |u_i(t, x, p) - \tilde{u}_i| + \tilde{d} \max\{|a\|_\infty, |b|_\infty\} \delta_{\text{sq}}
$$

$$
\leq 2 \tilde{d} \max\{|a\|_\infty, |b|_\infty\} \delta_{\text{prod}}(2\gamma)^{-1}(1 + \|x\|_2^2) \|p\|_2 + \delta_{\text{prod}} (2\gamma)^{-1} d
$$

$$
+ \tilde{d} \max\{|a\|_\infty, |b|_\infty\} \delta_{\text{sq}}
$$

$$
\leq \max\{\delta_2, \delta_{\text{prod}}, \delta_{\text{sq}}\} C \tilde{d} \max\{|a\|_\infty, |b|_\infty\} d,
$$

where the constant $C > 0$ does not depend on $\tilde{d}, \tilde{d}, a, b$. 
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By Lemma 4.3 and elementary manipulations, we estimate the second term on the right hand side of (26) as follows

\[
|p^T f_2(t, x) u(t, x, p) - \tilde{\chi}_{\text{prod}}(p^T, \tilde{\chi}_{\text{prod}}(\phi_{f_2, \delta_2}(t, x), \tilde{u}(t, x, p)))| \\
\leq |p^T f_2(t, x) u(t, x, p) - \phi_{f_2, \delta_2}(t, x) u(t, x, p)| \\
+ |p^T \phi_{f_2, \delta_2}(t, x) (u(t, x, p) - \tilde{u}(t, x, p))| \\
+ \ |p^T (\tilde{\chi}_{\text{prod}}(\phi_{f_2, \delta_2}(t, x), \tilde{u}(t, x, p))) - \tilde{\chi}_{\text{prod}}(p^T, \tilde{\chi}_{\text{prod}}(\phi_{f_2, \delta_2}(t, x), \tilde{u}(t, x, p)))| \\
\leq \delta_2 (1 + \|x\|_2^2) \|p\|_2 \max\{\|a\|_\infty, \|b\|_\infty\} + \|p\|_2 \|\phi_{f_2, \delta_2}(t, x)\|_2 \|u(t, x, p) - \tilde{u}(t, x, p)\|_2 \\
+ \|p\|_2 \delta_{\text{prod}} d^1/2 \tilde{d} + \delta_{\text{prod}} d. \\
\]

The estimates in (29) and (30) result in

\[
|p^T f_2(t, x) u(t, x, p) - \tilde{\chi}_{\text{prod}}(p^T, \tilde{\chi}_{\text{prod}}(\phi_{f_2, \delta_2}(t, x), \tilde{u}(t, x, p)))| \\
\leq C \max\{\delta_2, \delta_{\text{prod}}\} (d + d^1/2 \tilde{d} + \|x\|_2^2). \\
\]

The assertion now follows upon a corresponding bound for \(|p^T (f_1 - \phi_{f_1, \delta_1})|\) (see (28)) with assumed approximation properties of \(\phi_{f_1, \delta_1}, \phi_{f_2, \delta_2}\), and \(\phi_{L, \delta_L}\) with the choices \(\delta_1 \simeq \delta_2 \simeq \delta_{\text{prod}} \simeq \delta_{\text{sq}} \simeq \delta/(d + d^1/2 \tilde{d})\) and \(\delta_L \simeq \delta). \)

In the following, we study the Lipschitz continuity of DNN approximations of the Hamiltonian. We shall remark that the function \(\chi_R\) may be represented exactly by a ReLU DNN.

**Remark 4.5** For every \(R' > 0\), there exists a ReLU DNN \(\phi\) with size that does not depend on \(R'\) such that \(\chi_{R'}(y) = \phi(y)\) for every \(y \in \mathbb{R}\), cf. [3, Lemma A.1].

**Proposition 4.6** Let the assumptions of Proposition 4.4 be satisfied. Let the DNNs \(\phi_{f_1, \delta}, \phi_{f_2, \delta}, \phi_{L, \delta_L}\) be globally Lipschitz continuous with respect to the second variable and the 1-norm with corresponding Lipschitz constants \(C_{1, x}, C_{2, x}, C_{L, x}\). Then the DNN satisfying

\[
\phi_{H, \delta, R}(t, x, p) = \tilde{\chi}_{\text{prod}}(\chi_R(p)^T, \phi_{f_1, \delta_1}(t, x) + \tilde{\chi}_{\text{prod}}(\phi_{f_2, \delta_2}(t, x), \tilde{u}_R(t, x, p))) \\
+ \phi_{L, \delta_L}(t, x) + \gamma \sum_{i=1}^{\tilde{d}} \max\{\|a_i\|^2, |b_i|^2\} \phi_{\text{sq}, \delta_{\text{sq}}}(\frac{(\tilde{u}_R(t, x, p))_i}{\max\{\|a_i\|, |b_i|\}}), \\
\]

where the coordinates of \(\tilde{u}_R\) are given by

\[
(\tilde{u}_R(t, x, p))_i = \min\{\max\{-(\tilde{\chi}_{\text{prod}}(\phi_{f_2, \delta_2}(t, x)^T, \chi_R(p)))_i/(2\gamma), a_i\}, b_i\} \quad i = 1, \ldots, \tilde{d},
\]
satisfies for every \(t \in [0, t_f], x, x', p, p' \in \mathbb{R}^d\),

\[
|\phi_{H, \delta, R}(t, x, p) - \phi_{H, \delta, R}(t, x', p')| \\
\leq C \max\{(1 + C_{1, x} + R C_{1, x} + C_{2, x}) \|x - x'\|_1 + \|p - p'\|_1\}
\]

with

\[
C = \tilde{C} d (1 + R)^2 \left(1 + \sup_{t \in [0, t_f], x \in \mathbb{R}^d} \{\|\phi_{f_1, \delta_1}(t, x)\|_\infty + \|\phi_{f_2, \delta_2}(t, x)\|_\infty\}\right)^3,
\]

where the constant \(\tilde{C}\) is a generic constant independent of \(d, \tilde{d}, C_{1, x}, C_{2, x}, C_{L, x}, R\) that depends on \(\gamma, \|a\|_\infty, \text{ and } \|b\|_\infty\).
Proof. Since the maximum and the minimum and also the function \( \chi_R \) may be represented by ReLU DNNs, cf. Remark 4.5, there exists a DNN satisfying (31). Our main tool in this proof will be the simple observation that the Lipschitz constant of the composition of two functions is the product of the individual Lipschitz constants, which follows readily. Let \( F,G \) be two compatible Lipschitz mappings, then for every \( x,y \) in the domain of \( G \) it holds (formally) that

\[
\|F(G(x)) - F(G(y))\| \leq C_F \|G(x) - G(y)\| \leq C_F C_G \|x - y\|,
\]

where \( C_F, C_G \) denote the respective Lipschitz constants and \( \| \cdot \| \) shall denote a (not necessarily the same) appropriate norm.

The Lipschitz constant of the coordinates of \( \tilde{u}_R \) with respect to the third argument \( p \) is

\[
\frac{1}{2\gamma} \max 4 \left\{ R, \sup_{t \in [0,t], x \in \mathbb{R}^d} \| \phi_{f_2, \delta_2}(t,x) \|_\infty \right\},
\]

which follows by (32), Lemma 4.3 and the observation that the Lipschitz constant of \( \chi_R \) and the maximum and minimum is bounded by one. Thus, the Lipschitz constant of \( \tilde{u}_R \) with respect to \( p \) and the 1-norm is

\[
C_{\tilde{u}_R,p} := \frac{1}{\gamma} \tilde{d} 2 \max \left\{ R, \sup_{x \in \mathbb{R}^d} \| \phi_{f_2, \delta_2}(x) \|_\infty \right\}.
\]

Similarly, it holds that the Lipschitz constant of \( \tilde{u}_R \) with respect to \( x \) and the 1-norm is

\[
C_{\tilde{u}_R,x} := \frac{1}{\gamma} \tilde{d} C_{2,\gamma} 2 \max \left\{ R, \sup_{x \in \mathbb{R}^d} \| \phi_{f_2, \delta_2}(x) \|_\infty \right\}.
\]

The expression of the DNN approximation \( \phi_{H,\delta,R} \) has three terms. The respective Lipschitz constants are additive. We shall begin by analyzing the Lipschitz constant with respect to the third variable \( p \). By Lemma 4.3 and (32), the Lipschitz constant of \( \phi_{H,\delta,R} \) with respect to \( p \) and the 1-norm is

\[
C_{\phi_{H,\delta,R},p} \leq \tilde{d} \max \left\{ \sup_{x \in \mathbb{R}^d} \| \phi_{f_2, \delta_2}(x) \|_\infty, \|a\|_\infty, \|b\|_\infty \right\}
\]

\[
\times \left( R \sup_{x \in \mathbb{R}^d} \| \phi_{f_1, \delta_1}(x) \|_\infty + \sup_{x \in \mathbb{R}^d} \| \phi_{f_2, \delta_2}(x) \|_\infty \max \{ \|a\|_\infty, \|b\|_\infty \} \right)
\]

\[
+ 2 \tilde{d} \max \{ \|a\|_\infty, \|b\|_\infty \}^3
\]

\[
\leq \tilde{C} d d(1 + R^2) \left( 1 + \sup_{t \in [0,t], x \in \mathbb{R}^d} \{ \| \phi_{f_1, \delta_1}(t,x) \|_\infty + \| \phi_{f_2, \delta_2}(t,x) \|_\infty \} \right)^3,
\]

where \( \tilde{C} > 0 \) only depends on \( \gamma, \|a\|_\infty, \|b\|_\infty \). By the same reasoning, the Lipschitz constant of \( \phi_{H,\delta,R} \) with respect to \( x \) denoted by \( C_{\phi_{H,\delta,R},x} \) satisfies

\[
C_{\phi_{H,\delta,R},x} \leq \tilde{C} d d(1 + R^2) (1 + C_{L,x} + C_{1,x} + C_{2,x}) \left( 1 + \sup_{t \in [0,t], x \in \mathbb{R}^d} \{ \| \phi_{f_1, \delta_1}(t,x) \|_\infty + \| \phi_{f_2, \delta_2}(t,x) \|_\infty \} \right)^3,
\]

where again \( \tilde{C} > 0 \) only depends on \( \gamma, \|a\|_\infty, \|b\|_\infty \). \qed

Remark 4.7 The DNN satisfying (31) also satisfies the approximation estimate and the size estimate in Proposition 4.4 with \( p \in \mathbb{R}^d \) instead.

Corollary 4.8 Let the assumptions of Proposition 4.4 and Assumption 1.1 be satisfied. Then, there exist constants \( C, \kappa > 0 \) such that for every \( d, \tilde{d} \in \mathbb{N} \)

\[
\sup_{\delta \in (0,1)} \sup_{t \in [0,t], x, y, p \in \mathbb{R}^d} | \phi_{H,\delta,R} | \leq C d^\kappa \tilde{d}^\kappa.
\]

Proof. The assertion follows by Lemma 4.3 and (13). \qed
5 DNN approximation of the value function

In this section we will establish the approximation of the value function and its gradient by DNNs. There exist DNNs $\phi_{H,\delta_H,R}$, $\delta_H \in (0,1)$, that approximate the Hamiltonian $H_R$ and are globally Lipschitz continuous and bounded according to Corollary 4.8 see Propositions 4.4 and 4.6. Recall that $R$ is specified in [12] and an upper bound is given in [13]. We suppose that there exist globally Lipschitz ReCU DNN approximations $\phi_{\Psi,\delta_{\Psi}}$, $\delta_{\Psi} \in (0,1)$, to the terminal condition $\Psi$. Specifically, there exists a constant $C_{\phi, \tau} > 0$ such that for every $\delta_{\Psi} \in (0,1)$ and every $x, x' \in \mathbb{R}^d$

$$|\phi_{\Psi,\delta_{\Psi}}(x) - \phi_{\Psi,\delta_{\Psi}}(x')| \leq C_{\phi, \tau} \|x - x'\|_1.$$

(33)

The property that every ReCU DNN is twice continuously differentiable will be useful in the ensuing proof. We shall denote the solution to the HJB equation (4) with respect to the DNN approximation $\phi_{H,\delta_H,R}$ of the Hamiltonian and with respect to the terminal condition $\phi_{\Psi,\delta_{\Psi}}$ by $\tilde{V}$, i.e.,

$$\partial_t \tilde{V}(t,x) + \frac{1}{2} \nabla \tilde{V}(t,x) + \phi_{H,\delta_H,R}(t,x, \nabla \tilde{V}(t,x)) = 0 \text{ on } [0,t_f) \times \mathbb{R}^d, \quad \tilde{V}(t_f, x) = \phi_{\Psi,\delta_{\Psi}}(x) \text{ on } \mathbb{R}^d.$$

(34)

Proposition [B.1] implies that $\tilde{V} \in C^{1,2}([0,t_f] \times \mathbb{R}^d)$.

**Proposition 5.1** Let Assumption [1.1] and let the assumptions of Proposition [4.6] be satisfied. Suppose there exist $C, \kappa_1, \kappa_2 > 0$ such that for every $d, \hat{d} \in \mathbb{N},$

$$\sup_{\delta_{\Psi} \in (0,1)} \sup_{x \in \mathbb{R}^d} |\phi_{\Psi,\delta_{\Psi}}(x)| + C_{\phi, \tau} + C_{1, x} + C_{2, x} + C_{L, x} \leq C \hat{d}^d \hat{d}^{\kappa_2}.$$

Let $\alpha \in (0,1)$. For every $N, M \in \mathbb{N}$, define the index set $\Theta^N_N$ by $\Theta^N_0 = \{0\}$ and

$$\Theta^N_k = \Theta^N_{k-1} \cup \left\{ \{\theta, l, i\} : \theta \in \Theta^N_{k-1} \right\} \quad k = 1, \ldots, N. $$

(35)

Let $Z^\theta, \theta \in \Theta^N_N$, be i.i.d. $d$-dimensional, standard normally distributed random variables, let $\tau^0, \theta \in \Theta^N_N$, i.i.d. $(0,1)$-valued random variables with distribution function $(0,1) \ni b \mapsto b^\alpha$. Define for every $n = 1, \ldots, N$, $\theta \in \Theta^N_{N-n}$$

$$\begin{pmatrix} \bar{v}_{n,M}(t,x) \\ \bar{v}_{n,M,N}(t,x) \end{pmatrix} := \begin{pmatrix} \phi_{\Psi,\delta_{\Psi}}(x) \\ 0 \end{pmatrix} + \frac{1}{M^n} \sum_{i=1}^{M^n} \begin{pmatrix} \phi_{\Psi,\delta_{\Psi}} \left( x + \sqrt{t_f-t} Z^\theta_{(0,0,i)} \right) - \phi_{\Psi,\delta_{\Psi}}(x) \end{pmatrix} \left( (t_f-t)^{-1/2} Z^{(0,0,i)} \right)$$

$$+ \sum_{l=0}^{n-1} \sum_{i=1}^{M^{n-l}} \frac{(t_f-t)(\tau^{(0,0,i)}_l)^{1-\alpha}}{1-\alpha M^{n-l}} \left( (t_f-t)^{-1/2} Z^{(0,0,i)} \right)$$

$$\times \left[ \phi_{H,\delta_H,R}(t', x', v^\theta_{l,M,N}(t', x')) - \mathbb{I}_{n}(l) \phi_{H,\delta_H,R}(t', x', v^\theta_{l-1,M,N}(t', x')) \right] \left|_{(t',x') = (t^{(0,0,i)}, x^{(0,0,i)})} \right.$$

(36)

where for every $\theta \in \Theta^N_N$ and every $(t,x) \in [0,t_f) \times \mathbb{R}^d$

$$(\bar{v}_{0,M}(t,x), \bar{v}_{0,M,N}(t,x))^\top = (\bar{v}_{0-1,M}(t,x), \bar{v}_{0-1,M,N}(t,x))^\top = 0$$

and for every $\theta \in \Theta^N_{N-n}$, $n = 1, \ldots, N$, and every $(t,x) \in [0,t_f) \times \mathbb{R}^d$

$$x^\theta_t = x + \sqrt{(t_f-t)^{\theta} Z^\theta} \quad \text{and} \quad t^\theta = t + (t_f-t)^{\theta}.$$
Let $Q \subset \mathbb{R}^d$ be a bounded domain. For every $\varepsilon \in (0, 1)$ there exists $N_{\varepsilon} \in \mathbb{N}$ such that for every $N \geq N_{\varepsilon}$

$$
\sup_{\delta_H, \delta_\psi \in (0, 1)} \sqrt{\mathbb{E}\left(\left\|\tilde{V}(0, \cdot) - \tilde{v}_N^{0}\left|N\right.\right.\|_{L^2(Q)}^2\right)} + \sqrt{\mathbb{E}\left(\left\|\nabla_x \tilde{V}(0, \cdot) - \tilde{\nabla}_N^{0}\left|N\right.\right.\nabla(0, \cdot)\right\|_{L^2(Q)}^2}\right) \leq \varepsilon
$$

and for every $\delta > 0$, $\sup_{\delta_H, \delta_\psi \in (0, 1)} \#(\Theta_N^{0}) = O(|Q|^{1+\delta/2}d^\kappa\varepsilon^{2+\delta})$ for some constant $\kappa$ that neither depends on $d$ nor on $\tilde{d}$.

**Proof.** The error estimate follows for every $x \in Q$ pointwise by [12, Equation (132)]. Then, for every $\varepsilon' \in (0, 1)$ there exist $N_{\varepsilon'}(x), x \in Q$, such that for every $N \geq \sup_{x \in Q} N_{\varepsilon'}(x) =: N_{\varepsilon'}$,

$$
\sqrt{\mathbb{E}\left(\left\|\tilde{V}(0, \cdot) - \tilde{v}_N^{0}(0, \cdot)\right\|_{L^2(Q)}^2\right)} + \sqrt{\mathbb{E}\left(\left\|\nabla_x \tilde{V}(0, \cdot) - \tilde{\nabla}_N^{0}(0, \cdot)\right\|_{L^2(Q)}^2\right) \leq \varepsilon \sqrt{|Q|}
$$

By [12, Equation (133)],

$$
\#(\Theta_N^{\varepsilon'}) \leq Cd(\varepsilon')^{-(2+\delta)} \left[1 + \sqrt{\int_{f} C_{\phi, x} d} + \sup_{x \in \mathbb{R}^d} |\phi_\psi(x)| + \phi_\psi(x) + t_f C_{H, x} + \sup_{t \in [0, t_f]} |\phi_{H, \delta_\psi, R}(t, x, \cdot)| + t_f d C_{\phi, x} (C_{\phi, x} + t_f C_{H, x})\right]^{2+\delta},
$$

where $C > 0$ is a constant that only depends on $\alpha$ and $C_{\phi, \delta_\psi, R}, C_{\phi, x, \psi}$, and $C_{\phi, x}$ are the corresponding Lipschitz constants of $\phi_{H, \delta_\psi, R}$ and $\phi_{\psi, \delta_\psi}$ with respect to the 1-norm. These Lipschitz constants are independent from $\delta_H, \delta_\psi \in (0, 1)$. By Proposition 4.6 and (113), there exist $C', \kappa' > 0$ such that for every $d, \tilde{d} \in \mathbb{N}$,

$$
C_{\phi, x} + C_{\phi, \delta_\psi, \bar{R}} \leq C' d^\kappa \tilde{d}^\kappa.
$$

Lemma 4.3 and the assumptions of this proposition imply that there exist $C', \kappa' > 0$ such that for every $d, \tilde{d} \in \mathbb{N}$,

$$
\sup_{\delta_H \in (0, 1)} \sup_{t \in [0, t_f], x', \tilde{d} \in \bar{x}, p' \in \bar{d}} |\phi_{H, \delta_\psi, \bar{R}}(t, x', \tilde{d})| + |\phi_{\psi, \delta_\psi}(x')| \leq C' d^\kappa \tilde{d}^\kappa.
$$

The assertion follows upon the choice $\varepsilon' = \varepsilon / \sqrt{|Q|}$.

**Theorem 5.2** Let the assumptions of Proposition 5.1 be satisfied. Suppose that for every $\delta_\psi \in (0, 1)$ the ReCU DNNs $\phi_{\psi, \delta_\psi}$ satisfies that for every $x \in \mathbb{R}^d$

$$
|\Psi(x) - \phi_{\psi, \delta_\psi}(x)| \leq \delta_\psi (1 + \|x\|^2_2)
$$

and size($\phi_{\psi, \delta_\psi}$) = $O((d\hat{d})^{\kappa} \delta_\psi^{\kappa})$ for some fixed $\bar{\kappa}, \bar{q} \geq 1$. Then, for every $\varepsilon > 0$ there exist DNNs $\phi_{\varepsilon}$ and $\phi_{\bar{\varepsilon}, \bar{x}}$ such that

$$
|V(0, \cdot) - \phi_{\varepsilon}\|_{L^2(Q)} + \|\nabla_x V(0, \cdot) - \phi_{\bar{\varepsilon}, \bar{x}}\|_{L^2(Q)} \leq \varepsilon
$$

and size($\phi_{\varepsilon}$) = $O(\sup_{x \in Q} \{\|x\|^2_2\} |Q|^\kappa \hat{d}^{\epsilon} \varepsilon^{-\kappa})$ and size($\phi_{\bar{\varepsilon}, \bar{x}}$) = $O(\sup_{x \in Q} \{\|x\|^2_2\} |Q|^\kappa \hat{d}^{\epsilon} \varepsilon^{-\kappa})$ for some $\kappa > 0$ that does not depend on $d, \tilde{d}$.

**Proof.** This proof will be carried out in two steps. First, we study the perturbation by the approximation of the Hamiltonian and the terminal condition. Then, we verify the consistent approximation of the value function by DNNs without incurring the curse of dimension.

The error between $V$ and $\tilde{V}$ and between the gradients can be controlled by Lemma 3.3. In order to be able to apply Lemma 3.3 we need to verify the assumptions in (19), (20), (21), and (22). The
assumptions in \[19\] and \[20\] with \(\Psi^* = \phi_{\theta, \delta_b}\) and \(H_{R} = \phi_{H, \delta_H, R}\) are satisfied according to Proposition 4.4, Remark 4.7, and Corollary 4.8. The assumption in \[21\] is implied by Proposition 4.6 and the assumption in \[22\] is assumed here in \[33\]. Furthermore, as a consequence of Assumption 1.1(i),(iv) and 4.4, Remark 4.7, and Corollary 4.8, the assumption in \[21\] is implied by Proposition 4.6 and the assumption in \[22\]. Thus, there exists \(\kappa > 0\) such that for every \(d, \bar{d} \in \mathbb{N}\),

\[
\sup_{t \in [0, t_1]} \sup_{x', p' \in \mathbb{R}^d} |H_{R}(t, x', p')| \leq C d^\kappa \bar{d}^\kappa.
\]

Thus, there exists \(\kappa > 0\) such that for every \(\delta \in (0, 1)\)

\[
\|V(0, \cdot) - \bar{V}(0, \cdot)\|_{L^2(Q)} + \left\| \|\nabla_x V(0, \cdot) - \nabla_x \bar{V}(0, \cdot)\|_{L^2(Q)} \right\| \leq \delta
\]

with \(\max\{\text{size}(\phi_{H, \delta_H, R}), \text{size}(\phi_{\theta, \delta_b})\} = \mathcal{O}(\|Q\|^{\kappa} \sup_{x \in Q} (\|x\|_2^2 d^\kappa \bar{d}^\kappa \delta^{-\kappa})\). Note that for every \(x \in \mathbb{R}^d\),

\[
\|x\|_2 \leq \sqrt{d} \|x\|_\infty.
\]

Proposition 5.1 states an error estimate in a root mean squared sense. Recall the fact that for any positive random variable \(X\) that satisfies \(\mathbb{E}(X) \leq c\) for some \(c > 0\) there exists a measurable set \(\Omega' \subset \Omega\) such that \(X(\omega) \leq c\) for every \(\omega \in \Omega'\) such that \(P(\Omega') > 0\). Let \(\delta' \in (0, 1)\) be arbitrary and to be determined below. As a result there exists \(\Omega'\) with \(P(\Omega' > 0) > 0\) and

\[
\|\bar{V}(0, \cdot) - \bar{V}_{N, |N^o\rangle} (0, \cdot)(\omega)\|_{L^2(Q)} + \left\| \|\nabla_x \bar{V}(0, \cdot) - \bar{V}_{N, |N^o\rangle} (0, \cdot)(\omega)\|_{L^2(Q)} \right\| \leq \delta'
\]

for every \(\omega \in \Omega'\). Since the definition of the mappings \(\bar{V}_{N, |N^o\rangle}\) and \(\bar{V}_{N, |N^o\rangle}\) in Proposition 5.1 requires only composition and addition of realizations of DNNs, there exist DNNs \(\phi_{\varepsilon}\) and \(\phi_{\nabla, \varepsilon}\) such that for every \(x \in Q\) and fixed \(\omega \in \Omega'\)

\[
\phi_{\varepsilon}(x) = \bar{V}_{N, |N^o\rangle} (0, x)(\omega) \quad \text{and} \quad \phi_{\nabla, \varepsilon}(x) = \bar{V}_{N, |N^o\rangle} (0, x)(\omega).
\]

Thus, the assertion of the error estimate follows upon choosing \(\delta \approx \varepsilon \approx \delta'\). The assertion on the size of the DNNs \(\phi_{\varepsilon}\) and \(\phi_{\nabla, \varepsilon}\) follows by the estimate on the size of \(\phi_{H, \delta_H, R}\) in Proposition 4.4 and Remark 4.7 by the assumption on the size of \(\phi_{\theta, \delta_b}\), and by Proposition 5.1 which contains an upper bound on the number of scalar-valued random variables that are used to sample \(\bar{V}_{N, |N^o\rangle} (0, x)\) and \(\bar{V}_{N, |N^o\rangle} (0, x)\).

\[\Box\]

**Corollary 5.3** Let the assumptions of Theorem 5.2 be satisfied. For every \(\varepsilon \in (0, 1)\), there exists a DNN \(\phi_{\varepsilon, \alpha}\) such that

\[
\|\|\alpha(0, \cdot) - \phi_{\varepsilon, \alpha}\|_2\|_{L^2(Q)} \leq \varepsilon
\]

and \(\text{size}(\phi_{\varepsilon, \alpha}) = \mathcal{O}(\sup_{x \in Q} (\|x\|_2^2 d^\kappa \bar{d}^\kappa \varepsilon^{-\kappa})\) for some \(\kappa > 0\) that does not depend on \(d, \bar{d}\).

**Proof.** It follows similarly to Lemma 2.1 that

\[
\alpha(0, x)_i = \min \{\max\{-(f_2(0, x)^\top \nabla_x V(0, x))_i/(2\gamma), a_1\}, b_1\} \quad i = 1, \ldots, \bar{d}.
\]

Consider the DNNs

\[
\phi_{\varepsilon, \alpha}(x)_i = \min \{\max\{-(\tilde{x}_{\varepsilon_0}(f_{j_2, \delta_2}(0, x)^\top, \phi_{\delta, \nabla}(0, x)))_i/(2\gamma), a_1\}, b_1\} \quad i = 1, \ldots, \bar{d}.
\]

By \[27\],

\[
\|\|\alpha(0, \cdot) - \phi_{\varepsilon, \alpha}\|_2\|_{L^2(Q)} \leq \frac{\sqrt{d}}{2\gamma} \max_{i=1, \ldots, \bar{d}} \min \{\max\{\|a\|_\infty, \|b\|_\infty\}, \ldots \}
\]

\[
\left\| (f_2(0, x)^\top \nabla_x V(0, x))_i - (\tilde{x}_{\varepsilon_0}(f_{j_2, \delta_2}(0, x)^\top, \phi_{\delta, \nabla}(0, x)))_i \right\|_{L^2(Q)} \right\|_{L^2(Q)} \right\}.
\]

The assertion now follows by Lemma 4.3, Theorem 5.2, and the assumed approximation properties of the DNNs \(\phi_{j_2, \delta_2}\).

\[\Box\]

**Theorem 1.3** is now implied by Theorem 5.2 and Corollary 5.3 which concludes the theoretical part of this manuscript.
6 Conclusions

This paper provides the first DNN approximation results for stochastic optimal control problems that are free of the curse of dimension. In particular our results confirm that current numerical approaches for the solution of high dimensional HJB equations constitute a viable approach. Natural next questions include the generalization of our results to more general stochastic optimal control approaches for the solution of high dimensional HJB equations constitute a viable approach. Natural

A A priori Estimates

We provide quantitative bounds on the value function and the gradient in the following lemma. Note that the Hamiltonian \( H \) is not globally Lipschitz continuous here. So, the given estimates are non-trivial.

Lemma A.1 (Theorem A.1(iii) of [1]) Suppose that there exist constants \( C^d_1, C^d_2, d, \tilde{d} \in \mathbb{N} \), such that for every \( d, \tilde{d} \in \mathbb{N} \) and every \( x, x' \in \mathbb{R}^d \)

\[
\sup_{s \in [0,t_J]} \| f_1(s, x) - f_1(s, x') \|_2 \leq C^d_1 \| x - x' \|_2
\]

and

\[
\sup_{s \in [0,t_J]} \| f_2(s, x) - f_2(s, x') \|_2 \leq C^d_2 \| x - x' \|_2.
\]

It holds that

\[
\sup_{s \in [0,t_J]} \| V(s, x) \| \leq e^{c_1 t_J} \left( \sup_{x \in \mathbb{R}^d} \| \Psi(x) \|_2 + t_f \sup_{s \in [0,t_J]} \sup_{x \in \mathbb{R}^d} L(x, s) + \gamma \max \{ \| a \|_2, \| b \|_2 \} \right),
\]

where \( c_0 = \sup_{x \in [0,t_J], x \in \mathbb{R}^d} \| f_1^d(s, x) \|_2 \), and

\[
\sup_{s \in [0,t_J]} \| \nabla_x V(s, x) \|_2 \leq e^{c_1 t_J} \left( \sup_{x \in \mathbb{R}^d} \| \nabla_x \psi(x) \|_2 + t_f \sup_{s \in [0,t_J]} \sup_{x \in \mathbb{R}^d} | V(s, x) | \left( \sup_{x \in \mathbb{R}^d} \| f_2(s, x) \|_2 + C^d_2 \right) + \gamma \max \{ \| a \|_2, \| b \|_2 \} \max \{ \| a \|_\infty, \| b \|_\infty \} \right),
\]

where \( c_1 = 1/4 + \sup_{s \in [0,t_J]} \sup_{x \in \mathbb{R}^d} [ \| f_1(s, x) \|_2 + \| f_2(s, x) \|_2 \max \{ \| a \|_\infty, \| b \|_\infty \} ] + C^d_1 \).

We state an immediate corollary of this lemma.

Corollary A.2 Let the assumptions of Lemma A.1 be satisfied. Suppose that there exist \( C > 0 \) and \( \kappa_1, \kappa_2 > 0 \) such that for every \( d, \tilde{d} \in \mathbb{N} \),

\[
\sup_{s \in [0,t_J]} \sup_{x \in \mathbb{R}^d} \| f_1(s, x) \|_2 + \| f_2(s, x) \|_2 + C^d_1 \leq C
\]

and

\[
\sup_{x \in \mathbb{R}^d} \| \nabla_x \psi(x) \|_2 + \sup_{s \in [0,t_J]} \sup_{x \in \mathbb{R}^d} \| \nabla_x L(s, x) \|_2 + C^d_2 \leq C^d_1 d^{\kappa_2}.
\]

Then, there exist \( \bar{\kappa}_3, \kappa_4 > 0 \) and \( C' > 0 \) such that for every \( d, \tilde{d} \in \mathbb{N} \)

\[
\sup_{s \in [0,t_J]} \sup_{x \in \mathbb{R}^d} \| \nabla_x V(s, x) \|_2 \leq C' e^{\bar{\kappa}_3 t_J} d^{\kappa_4}.
\]
B Classical solutions to certain quasi-linear parabolic equations

We consider the following quasi-linear parabolic equation

\[ \partial_t W(t, x) + \frac{1}{2} \Delta W(t, x) + G(t, x, \nabla_x W(t, x)) = 0 \text{ on } [0, t_f) \times \mathbb{R}^d, \quad W(t_f, x) = \Phi(x) \text{ on } \mathbb{R}^d. \quad (37) \]

We assume that \( G \) is globally Lipschitz continuous and suppose that \( \Phi \in C^2(\mathbb{R}^d) \) is at most linearly growing.

**Proposition B.1** There is a unique solution \( W \) to (37) and \( W \in C^{1,2}([0, t_f) \times \mathbb{R}^d) \).

**Proof.** We begin this proof by showing that there exists a unique viscosity solution \( W \) to (37) which is Lipschitz continuous with respect to \( x \). Then, by a bootstrap argument we establish the claimed regularity of \( W \).

Since \( G \) is globally Lipschitz continuous and \( \Phi \) is at most linearly growing, \cite[Theorem 5.1]{17} implies that there exists a unique viscosity solution \( W \) to (37). The second estimate in \cite[Equation (4.22)]{17} implies that \( W \) is Lipschitz continuous with respect to \( x \); here \( W(t, x) = Y(t, x)(t) \) in the notation of \cite{17}.

The Lipschitz continuity of \( W(t, \cdot) \) implies that for every \( t \in [0, t_f] \), \( \nabla_x W(t, \cdot) \) has essentially bounded entries. Let \( x \in \mathbb{R}^d \) and \( s \in [0, t_f) \) be arbitrary and \( r > 0 \). Let \( \chi \) be a smooth function such that \( \chi : B_r(x) \to \mathbb{R} \), \( \chi|_{B_r(x)} = 1 \) and \( \chi \) is compactly supported in \( B_{2r}(x) \). Note that for any \( x' \in \mathbb{R}^d \) and any \( r' > 0 \) we denote the Euclidean ball with center \( x' \) and radius \( r' \) by \( B_{r'}(x') := \{ x'' \in \mathbb{R}^d : \| x'' - x' \|_2 < r' \} \). Consider the linear parabolic PDE on \( [0, t_f) \times B_{2r}(x) \)

\[ \partial_t \bar{w} + \frac{1}{2} \Delta \bar{w} = F, \quad \bar{w}|_{[0, t_f) \times \partial B_{2r}(x)} = 0, \quad \bar{w}(t_f, \cdot) = \chi \Phi, \quad (38) \]

where \( F(t, x') = G(t, x', \nabla_x \chi(x') W(t, x')) \) for every \( t \in [0, t_f) \), \( x' \in \mathbb{R}^d \). Note that \( F \in L^\infty([0, t_f) \times B_{2r}(x)) \). It is apparent that \( \chi W|_{[0, t_f) \times B_{2r}(x)} \) is a solution to (38) and \( \chi W|_{[0, t_f) \times B_{2r}(x)} = W|_{[0, t_f) \times B_{2r}(x)} \).

According to \cite[Theorem 6.6]{15} and \cite[Theorem 7.14]{15}, it holds that \( \bar{w}, \partial_{x_i} \bar{w} \in W^{1,p}(\mathcal{D}) \) for any compactly included \( \mathcal{D} \subset \subset [0, t_f) \times B_{2r}(x) \) and every \( p \in [2, \infty) \) and \( j = 1, \ldots, d \) such that \( \{ (s, x) \} \subset \subset \mathcal{D} \). Let \( s_1, s_2 \) satisfy \( 0 < s_1 < s < s_2 < t_f \). Choose \( \mathcal{D} = [s_1, s_2) \times B_{3r}(x) \). By the Sobolev embedding theorem \cite[Theorem 1.107]{20} \( \bar{w}, \partial_{x_i} \bar{w} \in C^\alpha(\overline{\mathcal{D}}) \) for any \( \alpha \in (0, 1) \) and \( j = 1, \ldots, d \). By the continuity of the value function \( W \) and uniqueness of the solution to (38), it holds that \( \chi W|_{[0, t_f) \times B_{2r}(x)} \). Now the regularity theory on interior Hölder estimates for parabolic PDEs becomes applicable. In particular, we consider the PDE in (38) on the space-time domain \( \mathcal{D} \) and also recall that \( \{ (s, x) \} \subset \subset \mathcal{D} \). Let us construct a sequence of solutions by mollifying the right hand side \( F \in C^\alpha(\overline{\mathcal{D}}) \) to obtain \( F_k \), \( k \in \mathbb{N} \), such that \( F_k \to F \) in the \( C^\alpha(\overline{\mathcal{D}}) \)-norm for any \( \alpha \in (0, \alpha) \) and \( F_k \) is smooth for every \( k \in \mathbb{N} \). Let us denote the associated solutions by \( \bar{w}_k \) which solve the parabolic PDE on \( [s_1, s_2) \times B_{3r}(x) \)

\[ \partial_t \bar{w}_k + \frac{1}{2} \Delta \bar{w}_k = F_k, \quad \bar{w}_k|_{[s_1, s_2) \times \partial B_{3r}(x)} = 0, \quad \bar{w}(s_2, \cdot) = g_k(s_2, \cdot), \]

where \( g_k \), \( k \in \mathbb{N} \), is smooth and converges to \( \chi W|_{[s_1, s_2) \times B_{3r}(x)} \) in the \( C^\alpha([s_1, s_2) \times B_{3r}(x)) \)-norm. By a classical result, e.g. \cite[Theorem 7.7]{6}, the solutions \( \bar{w}_k \) are smooth for every \( k \in \mathbb{N} \). The regularity estimate in \cite[Theorem 4.9]{15} implies that \( \bar{w}_k \) is a Cauchy sequence in a space-time Hölder space. Particularly, for any subdomain \( \mathcal{D}' \) such that \( \{ (s, x) \} \subset \subset \mathcal{D}' \subset \subset [s_1, s_2) \times B_{3r}(x) \) there exists a constant \( C > 0 \) such that for every \( k, k' \in \mathbb{N} \),

\[ \| \bar{w}_k - \bar{w}_{k'} \|_{C^{1,\alpha/2}(\overline{\mathcal{D}'})} + \max_{i=1, \ldots, d} \{ \| \partial_{x_i} \bar{w}_k \|_{C^{1,\alpha/2}(\overline{\mathcal{D}'})} \} \leq C(\| \bar{w}_k - \bar{w}_{k'} \|_{C^\alpha([s_1, s_2) \times B_{3r}(x))} + \| F_k - F_{k'} \|_{C^\alpha([s_1, s_2) \times B_{3r}(x))}). \]
The term \( \|w_k - w_{k'}\|_{C^0([s_1, s_2] \times B_{2r}(x))} \) converges to zero as \( k, k' \to \infty \) by \cite[Theorem 2.10]{15}, where we used the linearity of the PDE and the fact that for every \( k, k' \in \mathbb{N} \),
\[
\|g_k - g_{k'}\|_{C^0([s_1, s_2] \times \partial B_{3r}(x) \cup \{s_2\} \times B_{3r}(x))} \leq \|g_k - g_{k'}\|_{C^0([s_1, s_2] \times B_{3r}(x))}.
\]

Hence, the limit of \( \tilde{w}_k \) exists and is in \( C^{1,2}(\overline{D}') \). Choose \( D' := [\tilde{s}_1, \tilde{s}_2] \times B_{2r}(x) \), where \( \tilde{s}_1, \tilde{s}_2 \) satisfy \( s_1 < \tilde{s}_1 < s < \tilde{s}_2 < s_2 \). Since the convergence is also uniform, the limit \( \tilde{w} := \lim_{k \to \infty} \tilde{w}_k \) solves
\[
\partial_t \tilde{w} + \frac{1}{2} \Delta \tilde{w} = F, \quad \tilde{w}|_{[\tilde{s}_1, \tilde{s}_2] \times \partial B_{2r}(x)} = 0, \quad \tilde{w}(\tilde{s}_2, \cdot) = \chi W(\tilde{s}_2, \cdot)|_{B_{2r}(x)},
\]
which is also solved by \( \chi W|_{[s_1, s_2] \times B_{2r}(x)} \). By uniqueness it follows that \( \tilde{w} = \chi W|_{[s_1, s_2] \times B_{2r}(x)} \). Since \( \chi|_{B_r(x)} = 1 \) and \( \tilde{s}_1 < s < \tilde{s}_2 \), it follows that \( W \) is of class \( C^{1,2} \) at the point \( (s, x) \). Since \( (s, x) \in [0, t_f) \times \mathbb{R}^d \) was arbitrary and since \( W(t_f, \cdot) = \Phi \in C^2(\mathbb{R}^d) \) by assumption, the assertion of this proposition is proved. \( \square \)
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