A Deep Learning-based cropping technique to improve segmentation of prostate’s peripheral zone
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Abstract—Automatic segmentation of the prostate peripheral zone on Magnetic Resonance Images (MRI) is a necessary but challenging step for accurate prostate cancer diagnosis. Deep learning (DL) based methods, such as U-Net, have recently been developed to segment the prostate and its sub-regions. Nevertheless, the presence of class imbalance in the image labels, where the background pixels dominate over the region to be segmented, may severely hamper the segmentation performance. In the present work, we propose a DL-based preprocessing pipeline for segmenting the peripheral zone of the prostate by cropping unnecessary information without making a priori assumptions regarding the location of the region of interest. The effect of DL-cropping for improving the segmentation performance was compared to the standard center-cropping using three state-of-the-art DL networks, namely U-net, Bridged U-net and Dense U-net. The proposed method achieved an improvement of 24%, 12% and 15% for the U-net, Bridged U-net and Dense U-net, respectively, in terms of Dice score.
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I. INTRODUCTION

Prostate segmentation consists a necessary step of medical image analysis. In prostate cancer applications, T2-weighted (T2w) magnetic resonance imaging (MRI) is the state-of-the-art imaging technique as it provides superior resolution and contrast in soft tissues [1].

The prostate gland can be divided to different zones, namely the peripheral zone (PZ), the transitional zone and the central zone with tumor characteristics having substantial differences depending on the zone they are identified [2]. Given that the majority of tumoral lesions are located in the PZ (70–80%), it is of paramount importance to accurate segment this region. Automatic segmentation of the prostatic gland and prostate zones from MR images may assist several diagnostic and therapeutic applications. Reliable segmentation of prostate PZ, in particular, can enable accurate tumor localization while alleviating the burden of manual annotation in clinical routine practice which is not only time-consuming but also highly variable based on reader’s expertise. Nevertheless, the wide range of inter-individual shape variation and the heterogeneous and inconsistent pixel representation surrounding the PZ boundary, make its automatic segmentation a challenging task [3].

Recent advances of machine learning (ML) techniques offer the potential to significantly improve segmentation accuracy and consistency for medical applications. To date, several deep learning (DL) approaches based on convolutional neural networks (CNN) have been proposed to segment automatically the prostatic gland and sub-regions of interest, with U-net being a major breakthrough [4]. Nevertheless, further improvement in automatic segmentation of the prostatic gland and its subdivisions is required before it can be applied in the clinical practice.

Advanced pre-processing techniques, prior to network training, are essential in order to obtain a robust network and improve segmentation accuracy. In this direction, a major challenge remains the class imbalance problem which is present in the image labels where the background pixels outnumber the pixels of the region of interest (ROI) [5]. Training a model with imbalanced data can result to an unstable segmentation network, which is biased towards the majority class (background pixels). With the assumption that the ROI is located at the center of the image, standard center-cropping prior to network training has been used to reduce the number of background pixels with respect to the ROI [6]. This may be efficient for stable and large ROIs, such as the thorax, but in the case of prostate and particularly in the PZ segmentation, where the MRI depicts the whole pelvic anatomy, center-cropping endangers leading to inaccurate segmentation results [7].

In the present work we propose a DL-based cropping technique that allows to accurately crop the prostate PZ on T2w MRI images in order to improve PZ segmentation accuracy. The effect of DL-cropping for improving segmentation performance using three state-of-the-art segmentation networks is compared to the standard center-cropping technique.

II. METHODOLOGY

A. Dataset

In this work, data from the publicly available database "The Cancer Imaging Archive (TCIA)" [8] were used.
Specifically, the Prostate-X dataset was utilized, containing 98 patients along with their annotations performed by experts. The number of annotated frames on the peripheral zone is 1319. The main MRI vendors for this study was Siemens, MAGNETON Trio and Skyra models with a magnetic field strength of 3 Tesla. For the 98 patients the slice thickness of the examination was 3.6mm and the number of slices were between 15-22 for each patient while the frames dimension were 384X384 pixels and resizing to 256X256 was applied to meet the models’ requirements. Data augmentation was first applied on the original data to increase model variability and generalizability and the methods was the following affine transformations: (i) image rotation in different fixed degrees (-20, -10, -5, 5, 10, 20), and (ii) image shifting upwards, downwards, left or right, by a factor of 0.5.

B. Deep Learning pipeline for DL cropping

In the present study we propose a deep learning cropping technique in order to reduce the class imbalance on the pixels of the peripheral zone compared to the background pixels. Our method acts as a preprocessing step in which a bounding box is created which encloses the original annotation of the peripheral zone on each frame. The ROI box is enlarged by 40 pixels both horizontally and vertically from the initial mask and the training images were cropped around the indicating by the bounding box area [10]. For this purpose, a U-net network [4] was trained to crop the images in the testing dataset. In our work, the network is trained to segment an area around the peripheral zone resulting in a more balanced distribution between foreground and background pixels.

The pipeline used to define the bounding box is presented in Fig. 1. In steps (i) & (ii), a sample from the center-cropped images and the corresponding annotation are shown. These images are used as input in the u-net model (step (iii)) which was previously trained with the enlarged bounding boxes in order to automatically recognize the area around the PZ. In step (iv), the predictions are extracted from the original images marking roughly the region of interest. Furthermore, in step (v) the bounding boxes are defined using the minimum and maximum coordinates on the x and y axis of the amorphous masks from step (iv). This process ensures that the original annotations are always included in the final cropped image. Resampling to 256X256 pixels is applied on the frames in step (vi) in order the input images to comply with the network’s requirements. Finally, in steps (vii) and (viii) the resulted cropped frames and annotations are shown and the data from the aforementioned steps can be used for the training of the networks to segment precisely the prostate’s peripheral zone.

C. Deep Learning segmentation networks

In the work presented, the original versions of three state-of-the-art segmentation networks were implemented for the evaluation of the DL-cropping approach with respect to the standard center-cropping method. The first one is the U-net model [4] which utilizes an encoder-decoder combination of layers and those layers are connected in serial and parallel
way with each other, increasing the ability of the network to learn spatial features. Furthermore, Dense U-net [11] is an encoder-decoder network where dense blocks [12] are used to pass the information from previous layers forward while the transitional blocks reduce the computational cost of the network flattening and keeping the most important features produced by dense blocks. Bridged U-net [9] consists of 2 stacked U-nets and apart from the connections between encoder and decoder paths, there are also inter-network connections between layers from the first U-net to the second one enabling the communication and collaborative feature extraction between the networks.

D. Network training

The network architectures were trained and tested using two pipelines. In the first, standard approach, the networks were trained using the images after conventional center-cropping (Fig.1, steps i, ii). For the second pipeline, the proposed DL cropping approach was applied to crop the images and the resulting images (Fig.1, steps vii, viii) were used to train the networks. To ensure model generalizability, training was performed using 5-fold cross validation. Each training and validation set included 78 patients while the remaining 20 patients were utilized for testing. The patients were partitioned in the folds in the same way for all the architectures and for both DL-crop and center-crop approaches. The overall performance of the trained networks was computed by averaging the 5-fold cross validation results over the test-sets. The segmentation performance was evaluated based on the Dice score coefficient [13].

The number of images (2D slices) in each training fold was approximately 891 before and 1692 after data augmentation with image size 256x256 pixels and around 152 images were used for validation and 276 images were included in each testing fold. The partition of the folds was made patient-wise due to the variation of prostate’s peripheral zone and the need for the stratified splitting between folds. In this way our work is unbiased. For the training process, training accuracy and binary cross-entropy loss have been utilized as cost functions. The optimization method used is the Adam [14] instead of the Stochastic gradient descend [15] because it converges faster. The model was trained for 120 epochs for almost all architectures. Checkpoint strategy and early stopping have been used to reduce the computation time and the tensorboard was also used for monitoring.

III. RESULTS

Table I shows the segmentation performance in terms of mean Dice Score for the three networks using standard center-cropping and the proposed DL-cropping. The p-values were computed using the Wilcoxon signed-rank test to compare pairwise the two methods. Overall, the proposed pipeline outperformed the center-cropping method and the improvement was significant for all architectures (p<0.0001). The highest improvement was achieved with the U-net architecture corresponding to 27% while for Dense U-net and Bridged U-net the improvement was 15% and 12%, respectively. The corresponding boxplots of Dice score for the three segmentation networks using center- and DL-cropping are shown in Fig. 2.

An example of the segmentation result is depicted in Fig. 3. Blue and red contours indicate the original and predicted PZ masks, respectively, for both center-crop and DL-crop.

![Fig. 2: Dice Score boxplots of the prostate PZ for three networks using center-cropping and DL-cropping.](image)

IV. DISCUSSION AND CONCLUSION

The present work describes a novel preprocessing step for improving the performance of state-of-the-art prostate segmentation networks for segmenting the peripheral zone of the prostate on T2w MR images. A DL-based smart cropping is, therefore, proposed in order to tackle the class imbalance problem in pixel distribution between foreground (prostate) and background pixels. As we demonstrate, for all the prostate segmentation networks used for evaluation, the proposed DL cropping technique outperformed the standard center cropping.

In a typical prostate MRI, the prostate gland and especially the PZ represent only a small proportion of the entire image. However, a well-known problem of machine- and deep-learning algorithms is their limited prediction accuracy when they are trained on imbalanced datasets. When the classes have unbalanced representation in the image, then the most prevalent class often dominates training [16]. An appropriate
loss function during model training is usually applied to counteract the class imbalance problem in an imaging dataset. Commonly, the weighted cross-entropy loss is used to assign weights to classes based on the inverse of their occurrences. This results in a higher model penalization for the most prevalent class. Nevertheless, the choice of weighting is not straightforward and it is application-dependent [17]. A comparison of the effect of the most common loss functions on PZ segmentation is provided in [18].

A limitation of our study is that the number of patients available, may not have been sufficient to generate the results provided in the literature. For example, the U-net and Dense U-net architectures have previously reached a Dice score of 75% and 78%, respectively, for segmenting the prostate's PZ on a training population of 141 patients [18]. In our training population of 60 patients, the corresponding performance was no better than 69%. Clearly, more data are needed to establish the superiority of the proposed framework. To summarize, we developed a preprocessing method that effectively balances prostate MR images and significantly improves segmentation accuracy of PZ compared to the conventional center cropping. The generalizability of our method needs to be established through external validation on independent populations including images taken from different MRI vendors.
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