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Community structure has many practical applications and identifying communities could help us to understand and exploit networks more effectively. Generally, real-world networks include several different kinds of nodes which are general cluster nodes within communities, as well as some special nodes like hubs and outliers. In addition, real-world networks often have a hierarchical structure with communities embedded within other communities. However, there are few effective methods can identify these structures. This paper proposes an algorithm (OHELPA) to detect overlapping and hierarchical communities, which also can find hubs and outliers. OHELPA is based on coreness centrality to update nodes’ possible community labels, and uses communities as nodes to building new network. By repeat the procedure, the proposed algorithm can effectively reveal the overlapping and hierarchical community structure in large scale networks. Moreover, it overcomes the high complexity and poor applicability problem of similar algorithms. To illustrate our methodology, we conduct experiments with real-world networks for community detection, and compare with many other classic methods. Experimental results demonstrate that OHELPA achieves excellent performance.

1. Introduction

Communities are groups in which the nodes are more likely connected to each other than to the rest of the network. Community structure is a common feature of many networks [1], including social network [2], biological networks [1], transportation networks [3], disease network [4], etc. There are many large-scale real-world complex networks whose structure is not fully understood. Identifying the community structure is crucial to reveal abundant hidden information and could help us to understand the functional properties of the networks.

In the last decade, network science has attracted much attention, and many methods have been proposed to detect the communities of complex networks [5-21]. Division methods are finding inter-community edges and remove them from the network [5,6], agglomerative methods are iteratively merge communities according to certain given measurement [7], and optimization approaches are based on the maximization of the modularity of network partition [8,9]. Recently, matrix related methods (nonnegative matrix factorization [10,11], spectral method [12] ) and model based methods (label propagation methods [13-15], mixture models [16], Stochastic block models [17,18] ) have also been presented for community detection. Label propagation algorithms (LPA) [13] is one of the fastest community detection algorithms, and it has nearly linear time complexity. In the era of big data, LPA based community detection algorithms have significant advantage in large networks. Moreover, importance measure [22-24] is key to quantify nodes’ spreading capability in complex networks and also important to evaluate nodes’ influence and
insure LPA based algorithms’ stabability. In addition, communities of real-world networks are usually overlapping and hierarchical, and some overlapping and hierarchical community detection methods also are proposed [19-21]. However, up to now, most community detection methods have limitations, and there still have huge demand for developing more general approaches.

Besides the general nodes that are densely connected within communities, there are some special nodes like hubs bridging multiple communities and outliers that are marginally connected with a community, which play important role in real-world networks. For example, hubs in computer network could be routers and in epidemiology could be central nodes for spreading diseases. These nodes should be considered as hubs that are closely related to different communities, forming overlapping communities. Recently, some researchers try to identify communities as well as hubs and outliers altogether [32,33]. Therefore, how to detect overlapping and hierarchical communities as well as hubs and outliers in a network becomes an interesting and challenging problem.

In this work, we propose a fast overlapping and hierarchical community detection algorithm (OHELPA) based on local dynamic interaction. The main contributions are summarized in the following:

1. We enhance the performance of NIBLPA [14] by computing node influence based on coreness centrality [22], and through which the algorithm consider both networks’ local and global information, and changing the order of node updating and the label choosing mechanism.
2. In face of real-world networks’ overlapping and hierarchical structure, we allow each node belong to multiple communities and replacing the communities identified in last round by super-nodes in super-network to find overlapping and hierarchical communities.
3. We compare our algorithms with LPA [13], NIBLPA [14], Newman Fast Algorithm (NF) [46], EAGLE [21], and Louvain method [9]. Experiments show that OHELPA does not only reveal the meaningful communities more effectively than other methods in real-world networks, but also identify the hubs and outliers.
4. OHELPA overcomes the high complexity and poor applicability problem of similar algorithms, it can effectively find the communities with various densities and properties, such as clique dominated networks and sparse networks (Most real-world network data is sparse). OHELPA can accurately describe the subordinate degree of nodes to every related communities based on the ratio of label influences.

Following parts are organized as follows. Section 2 introduces the related community detection methods. We introduce our extended neighborhood coreness centrality based LPA (ELPA) in Section 3.1 and hierarchical community detection algorithm (HELPA) in Section 3.2. In Section 4 provides detection method OHELPA and complex analysis. The data description and evaluate criteria are presented in Section 5.1, and the effectiveness of our methods are respectively discussed in Sections 5.2, 5.3 and 5.4. Conclusions are given in Section 6.

2. Related works

As the network size becomes larger and larger and communities are usually overlapping and hierarchical in real world applications, fast algorithms and overlapping and hierarchical
community detection methods are in demand. Many methods have been proposed for community
detection problem in literature [26, 27], here we only mention some new results that closely relate
to us.

In order to rapidly find community structure in large networks, LPA [13] initializes each node
with a unique label and at every step each node adopts the label that most of its neighbors
currently have, which changes the global community detection problem into a local label selection
problem, and groups of connected nodes with same label form communities. The node influence
based LPA [14] improves the performance of LPA by improving the node orders of label updating
and the label selection mechanism, but it consider the non-overlapping case only and the
parameter $\alpha$ is difficult to tuning. Peng et al. [28] found that K-core may be much smaller than
the original graph while retaining its community structure. The paper first finds communities in
K-core and then inferring community labels for the remaining nodes to accelerate community
detection. But the parameter K depends on community detection algorithm and data sets, only an
appropriate K can reduce the running time while preserving the detection quality, and K-core may
not retain original graph’s community structure in sparse real-world networks. Huang et al.
introduce a new quality function of local community and present a fast local expansion algorithm
for uncovering communities in large-scale networks [29]. Meanwhile, in order to accelerate
algorithms’ speed, multi-threaded and parallel algorithms are introduced as well [30, 31].

Blondel et al. [9] proposed a simple method for hierarchical community detection in complex
networks. The method assigns each node to a different community and merges communities based
on modularity optimization, then builds a new network whose nodes are the communities found in
the last step. The algorithm repeats the process and uncovers community structure in different
level of organization. LPA based overlapping community detection method was presented by
Gregory et al. [15], the method assigns each node to communities through label propagation and
each node can belong to $\nu$ communities, where $\nu$ is the parameter of the algorithm. Huang et
al. [32] and Cao et al. [33] proposed methods which are capable of identifying communities as
well as hubs and outliers simultaneously. Albeit all of overlapping communities, hierarchical
structures as well as hubs and outliers detection are well studied in last several works, they are not
furnish them together.

In addition, Lancichinetti et al. [20] make a pioneering attempt on finding overlapping and
hierarchical community structure simultaneously in complex networks. The method searches
natural community of node iteratively based on the local optimization of a fitness function. The
procedure enables each node to be included in more than one module, leading to a natural
description of overlapping communities. The method can uncover the hierarchical relation
between these overlapped communities by tuning the resolution parameter $\alpha$. Shen et al. [21]
also proposed a overlapping and hierarchical community detection algorithm, which adopts an
agglomerative framework to deal with a set of maximal cliques. The algorithm defines a
community similarity measure to construct a dendrogram, and uses a extended modularity to cut
the dendrogram. The algorithm is limited by its assumption that the network has a large number of
cliques.

In this paper, we propose an algorithm (OHELPA) to detect overlapping and hierarchical
communities, which also can find hubs and outliers.
3. Hierarchical ENCoreness based Community Detection

3.1 ENCoreness based LPA (ELPA)

(1) Algorithm

The updating order of nodes and label selection mechanism play crucial impact on the stability and quality of LPA based algorithm. Generally, NIBLPA [14] adopts k-shell [23] to measure node importance and compute node influence, and arranges nodes in descending order of node influence to update community label. A parameter $\alpha$ from 0 to 1 is used to adjust the effect of its neighbors on the influence of node $i$. We analyze the NIBLPA and find that:

a. k-shell decomposition assigns many nodes with identical k-shell index, although the importance of the nodes in the same shell may differ from each other. It only consider nodes’ global information (coreness value) but neglects nodes’ local information (node degree), and can not precisely distinguish nodes’ importance.

b. The descending node order may lead to inaccurate label information of the core nodes which located in networks' topology center be diffused and propagated in each rotation, and the core nodes’ label importance would also be magnified compared to broder node.

c. The tunable parameter $\alpha$ from 0 to 1, which is used to adjust the impact strength of neighbors to current node’s influence. There are many available values for parameter $\alpha$ to choose, and the appropriate $\alpha$ only be determined according the data sets, which results in NIBLPA’s poor applicability in practical applications.

![Figure 1: Illustration of the procedure and the result of algorithm ELPA](image)

We adopt extended neighborhood coreness (ENCoreness) centrality [22] to estimate the influence of a node, which consider the degree and the coreness simultaneously and assume that the node with more connections to the neighbors located in the core of the network is more powerful. Meanwhile, we update community label in ascending order of node influence, and the parameter $\alpha$ in our algorithm is much more simplified.

The node influence of node $i$ is defined as follows:
\[ NI(i) = ENCoreness(i) + \sum_{j \in N(i)} \alpha \cdot \frac{ENCoreness(j)}{\text{degree}(j)} \cdot w_{i,j} \]  

(1)

where \( N(i) \) is the neighbor nodes set of node \( i \), \( ENCoreness(j) \) is the extended neighborhood coreness centrality of node \( j \), and \( \text{degree}(j) \) is the degree of node \( j \), \( w_{i,j} \) is the weight of edge \( e_{i,j} \). To unweighted network, we assign all \( w_{i,j} \) as 1. Parameter \( \alpha \) is used to control the impact strength of neighbors to current node, \( \alpha \in \{ 1 / \sqrt{\text{degree}(j)}, 1, \sqrt{\text{degree}(j)} \} \), which also means the label information’s importance and diffusion scope (the more label importance, the more greater diffusion scope). In most cases, \( \alpha = 1 \) is appropriate.

The node \( i \) ’s community label is updated as equation (2), we calculate the influence of each label \( l \) in the possible label set \( L \), and assign the label with the greatest influence to node \( i \).

\[ CL = \arg\max_{l \in L} \sum_{j \in N(i)} \alpha \cdot \frac{NI(j)}{\text{degree}(j)} \cdot \sigma(C_j, l) \cdot w_{i,j} \]  

(2)

where \( C_j \) is the community label of node \( j \), and if \( C_j \) is identical to \( l \), \( \delta(C_j, l) \) equals 1, or else equals to 0, other notations have same meaning as in equation (1). According to equation (2), node selects the the most influential label of neighbors as their new label.

The pseudo-code of ELPA is presented in Algorithm 1, the main process can be divided into two stages. In the first stage, we compute node influence according to equation (1) and arrange node in order. In the second stage, nodes update their label according to equation (2) in order of influence ascending. Repeat this step until no node’s label changes. The illustration of this procedure can be seen in Figure 1.

Algorithm 1: ENCoreness based LPA (ELPA)

**Input:** Network \( G = (V, E) \), \( V = \{v_1, v_2, ..., v_n\} \).

**Output:** Set of communities \( CS = \{C_1, C_2, ..., C_n\} \)

(1) **Initialization:** set \( t = 1 \), and assign a unique label to node i’s current community label \( c_i(t) \), \( c_i(t) = i \), \( CS \leftarrow \{\{v_i\} \mid v_i \in V\} \).

(2) **Calculate NI and node order:** compute node influence \( NI(i) \) according to equation (1) and arrange nodes in ascending order, then store the order and \( NI(i) \) set in vector \( X \) and \( NI \).

(3) **Iteration of label propagation:**

(a) Set \( t = t + 1 \).

(b) For each node \( v_i \in X \), let \( c_i(t) = f(c_{i1}(t), ..., c_{im}(t), c_{i(m+1)}(t-1), ..., c_{ip}(t-1)) \), where node \( v_{i1}, ..., v_{im} \) are neighbors of node \( v_i \) that have already been updated in the current iteration and \( v_{i(m+1)}, ..., v_{ik} \) are neighbors that are not yet updated in the current iteration, the function \( f \) here returns the label which has maximum label influence according to equation (2). If multiple labels simultaneously obtained by the function, select the label with smallest value.

(c) If the label of any node does not change, then stop the iteration. Else, go to step (a).

(4) **Community division:** assign all node with the same label into a community \( C_i \), and store the communities in vector \( CS \).
(2) Discussion

Through observation of LPA based community detection algorithm, we conclude that LPA is a flexible framework for clustering network nodes, and outstanding LPA related algorithms need obey three fundamental rules.

**Rule 1. Design the calculate method of node influence and label influence reasonably, and maintain the balance of the core nodes and border nodes’ label influence.**

The ENCoreness value of core nodes which are always have higher degree and k-shell value are always bigger than other nodes’. If we use a unreasonable method to calculate node influence, such as $NI(i) = ENCoreness(i) + \sum_{j \in N(i)} degree(j) * ENCoreness(j) * w_{i,j}$, then the core nodes’ influence would much greater than border nodes’, and if we use $LI = \sum_{j \in N(i)} degree(j) * NI(j) * \delta(C_j, I) * w_{i,j}$ to calculate label influence simultaneously, then the label’s influence of core nodes will much greater than the label’s influence of border nodes, even the label’s influence of core nodes could be many orders of magnitude greater than the label’s influence of border nodes. In these cases, although some node connects to many border nodes and few core nodes, the node would select one of core nodes’ label as its new community label rather than border nodes’ label. After this method is repeated iteratively, all network nodes may tends to a same label choice, and community detection result presents a "identity" phenomenon. Reversely, if labels’ influence are similar, each network node may tends to a specific label choice, and community detection result presents a "fragments" phenomenon.

**Rule 2. Updating node community label in the ascending order of node influence value.**

There are more nodes select label based on core nodes’ label than based on border nodes’ label, so the core nodes’ label should be selected based on all nodes’ label information, that is selecting core nodes’ label after all other nodes’ labels are decided, so make the core nodes’ label as accurately as possible. Else, the core nodes’ inaccurate label information will be diffused and propagated in each iteration, and disturb other nodes’ label selection. On the other hand, updating node label in the descending order would make several core nodes share a same label before updating border nodes’ label, which may further amplify core nodes’ label importance and lead to all network nodes may tends to a same label choice.

**Rule 3. Considering nodes’ global role in network and its local topology information comprehensively.**

k-shell method assigns identical k-shell value to nodes with difference influence, which just consider nodes’ topology location and neglects nodes’ degree, so it can not precisely estimate nodes’ influence. Node importance should consider its coreness, neighbor nodes number and their importance simultaneously, just such importance measure based node influence is precise.

### 3.2 Hierarchical ENCoreness based LPA (HELPA)

Although we proposed a more efficient and simplified community detection algorithm ELPA including a parameter with three candidate values, it is still confusing to some users how to choose a appropriate parameter value. Meanwhile, many real-world networks have hierarchical structure, so we propose a hierarchical community detection algorithm HELPA based on ELPA.
In HELPA, the first phase is conducting ELPA in network to find communities, and then building a super-network by replacing initial communities with super-nodes in the second phase. These two phases are executed iteratively to construct a dendrogram until there is no node’s label is changed. This process is illustrated in Figure 2. The height of the dendrogram is determined by the number of iteration and is generally a small number. In this algorithm, $a = 1 / \sqrt{\text{deg}(j)}$ is appropriate to most of networks, the possible “fragments” phenomenon would be circumvented thanks to the intrinsic multi-level nature of our algorithm. HELPA could find different size of communities at every level, and finally recommend the best community detection result to users based on modularity maximization [8].

Given a community set $CS = \{C_1, C_2, ..., C_k\}$ of the network $G = (V,E)$, the modularity measure $Q$ is defined as follows:

$$Q = \sum_{v=1}^{n_c} \left[ \frac{l_v}{M} - \left( \frac{d_v}{2M} \right)^2 \right]$$  \hspace{1cm} (3)

where $n_c$ is the number of communities, $l_v$ is the number of edges in community $v$, $d_v$ is the sum of degree of nodes in community $v$, $M$ is the number of edges of the whole network. The pseudo-code of HELPA is presented in Algorithm 2.

![Figure 2: Visualization of the steps of our HELPA on collaboration network ( $\alpha = 1$ ). Each iteration is made of two phases: one where ELPA is conducted to find communities; one where a new network is built based on the found communities. The phases are repeated iteratively until no node’s label be changed.](image)

**Build super-network:**

1. **Method 1:** The traditional methods [9,34] build super-network by replacing communities with super-nodes, and the edges’ weight is the number of edges between communities.
2. **Method 2:** We proposed a new method, in which the super-network’s nodes
represent the communities, and the edges’ weight is the number of edges between communities divides the number of the related nodes, and the weight of self-loop linking a vertex to itself is the number of edges in the responding community divides the number of the related nodes, as equation (4), where \( w_{ij} \) is the weight of edge \( e_{ij} \) in super-network, \( com_i \) is the responding community of node \( i \), \( a_{m,n} \) is the element of adjacency matrix.

\[
w_{ij} = \frac{\sum_{m \in com_i, n \in com_j} a_{m,n}}{\text{num}(\{m,n \mid a_{m,n} = 1, m \in com_i, n \in com_j\})}
\]  

(4)

Such a process of building super-network is shown in Figure 3. Figure 3 (a) is the communities detected by ELPA. In Figure 3 (b) built by method 1, the edges’ weight is the number of edges between communities in Figure 3 (a), and the weight of self-loop is the number of edges of the responding community in Figure 3 (a), we find that the weight of edges is much lower than the weight of self-loops, although the density of the edges between communities is similar with the density of the edges in communities in Figure 3 (a). The degree of community merging based on method 1 is smaller, and the algorithm’s convergence speed is slow. The result of method 2 (Figure 3 (c)), in which the weight of edges and self-loops is the number of edges divides the number of the related nodes, shows that the ratio between the weights of edges and self-loops approximates the ratio between the densities of the responding edges in Figure 3 (a). Hence we argue that method 2 has a higher degree of merging and a faster convergence speed in building super-network than method 1.

![Figure 3: Build super-network based on non-overlapping communities: (a) Detected communities; (b) Method 1; (c) Method 2](image)

**Algorithm 2: Hierarchical ENCoreness based LPA (HELPA)**

**Input:** Network \( G = (V,E) \), \( V = \{v_1, v_2, ..., v_n\} \).

**Output:** The best community division \( CS_{best} = \{C_1, C_2, ..., C_n\} \) and the set of community division \( Dic = \{CS_1, CS_2, ..., CS_k\} \).

1. **Initialization:** set \( t = 0 \), and assign a unique label to node \( i \)'s current community label \( c_i(t) \), \( c_i(t) = i \), \( CS \leftarrow \{\{v_i\} \mid v_i \in V\} \). Copy the network \( G \) and its label set to network \( SG \).
(2) Iteration of community detection at different level:
(a) Set \( t = t + 1 \), conduct algorithm ELPA in network \( SG \) to detect communities and get initial network \( G \) ’s community division \( CS_i = \{ C_{i_1}, C_{i_2}, ..., C_{i_u} \} \), then \( Dic[t] \leftarrow CS_i \).
(b) Build super-network \( G \) based on community division \( CS_i \).
(c) If the label of any node does not change, then stop the iteration. Else, go to step (a).

(4) Community division: calculate modularity \( Q \) for each community division based on the set of community division \( Dic = \{ CS_1, CS_2, ..., CS_k \} \), and copy the community division with the greatest \( Q \) to \( CS_{best} \).

(5) Return \( CS_{best} \), \( Dic \).

4. Overlapping and Hierarchical ENCoreness based LPA (OHELPA)

In the overlapping ENCoreness based LPA method, the node influence of node \( i \) is defined as same as equation (1). For overlapping community detection, the node \( i \) ’s available community labels and their influence are calculated as follows:

\[
LIS_i = \{ LI_i | \sum_{j \in N(i) \cap C_j} \alpha \frac{NI(j)}{degree(j)} \times \sum_{g \in C_j} LI_g \} \tag{5}
\]

where \( C_j \) is the community label set of node \( j \), and \( LI_i \) is the influence of label \( I \), other notations have same meaning as in equation (2). \( \frac{LI_i}{\sum_{g \in C_j} LI_g} \) is weight ratio of label \( I \) to all labels.

By using the ratio to update node label, the calculation will be more accurate.

According to equation (4), we can get all possible labels \( LIS_i \) of node \( i \) Then, we find the most influential labels in \( LIS_i \) as node \( i \) ’s label set \( C_i \). Inspired by the regularization and sparsity, we perform cute operation on labels’ influence and find the labels with the same order of magnitude with the greatest label influence in \( LIS_i \) as follows:

\[
C_i = \{ c_m | \log(\max(LIS_i))^3 - 1 < \log c_m^3 < \log(\max(LIS_i))^3 \text{ for } c_m \in LIS_i \} \tag{6}
\]

In order to find the the best overlapping community division, we use extended modularity (EQ) \[8\] to evaluate the overlapping community detection results. Given a cover of the network, the extended modularity (EQ) \[8\] is defined as follows:

\[
EQ = \frac{1}{2m} \sum_{i=1}^{n_c} \sum_{v \in C_i, w \in C_j} \frac{1}{O_v O_w} [A_{vw} - \frac{k_v k_w}{2m}] \tag{7}
\]

where \( n_c \) is the number of communities, \( A_{vw} \) is the element of adjacency matrix of network, it takes value 1 if there is an edge between vertex \( v \) and vertex \( w \) and 0 otherwise. \( m \) is the total number of edges in the network. \( k_v \) is the degree of node.

In OHELPA, the initial phase is to detect overlapping communities according to equation (4), (5), and the second phase is building a weighted super-network, and perform ELPA on the network
to detect non-overlapping communities (there is no overlapping nodes in super-network as the nodes represent the communities of initial network). Repeating the second phase and save the result to construct a dendrogram until there is only one community remained. In OHELPA, the possible "network fragments" will be clustered by the ELPA on the higher level of super-network. The pseudocode of OHELPA is presented in Algorithm 3. OHELPA could find different size of communities at different level, and recommend the best overlapping community detection result with the greatest EQ to users.

Figure 4: Build super-network based on overlapping communities: (a) Overlapping communities; (b) Our method

Build super-network: because of some nodes may belong to more than one communities, building super-network based on overlapping communities is different from the method based on non-overlapping communities shown in section 3.2, the weight \( w_{i,j} \) is defined as equation (8) and the process of building super-network is illustrated in Figure 4.

\[
\begin{align*}
    w_{i,j} = \frac{\sum_{m \in \text{com}_i, n \in \text{com}_j} a_{m,n}}{\text{num(unique}\{(m,n | a_{m,n} = 1, m \in \text{com}_i, n \in \text{com}_j)\)}
\end{align*}
\]

where \( \text{len}(C_n) \) is the number of communities to which node \( m \) belongs, other notations have same meaning as in equation (4).

Algorithm 3: Overlapping and Hierarchical ENCoreness based LPA (OHELPA)

Input: Network \( G = (V,E) \), \( V = \{v_1, v_2, ..., v_n\} \).

Output: The best community division \( CS_{best} = \{C_1, C_2, ..., C_n\} \) and the set of community division \( Dic = \{CS_1, CS_2, ..., CS_k\} \)

(1) Initialization: Set \( T = 1 \), and assign a unique label to node \( i \) ’s current community label set \( c_i(t) = \{i\} \), \( CS_i \leftarrow \{v_i \mid v_i \in V\} \).

(2) Overlapping ENCoreness based LPA to find initial overlapping communities:

(a) Calculate \( NI \) and node order: Set \( t = 0 \), compute node influence \( NI(i) \) according to equation (1) and arrange nodes in ascending order, then store them in vector \( NI \) and \( X \).

(b) Update node labels: Set \( t = t+1 \); for node \( v_i \in X \), let \( LIS_i(t) = f(c_{i_1}(t), ..., c_{i_m}(t), c_{i(m+1)(t-1)}, ..., c_{i_p(t-1)}) \) The function \( f \) returns node \( i \) ’s available community labels and their influence according to equation (4); get node \( i \) ’s label set \( c_i(t) \) according to equation (5).

(c) Iteration: If the labels of any node do not change, then stop the iteration, and copy the set
\{c_1(t), c_2(t), \ldots, c_n(t)\} \text{ to } CS_T = \{C_1, C_2, \ldots, C_n\}, \text{ and } \text{Dic}[T] \leftarrow CS_T. \text{ Else, go to step (b).}

(3) Iteration of ELPA in weighted super-network at different level:
(a) Build super-network $SG$ based on $CS_T$.
(b) Set $T = T + 1$, conduct ELPA in $SG$ and get community division $CS_T = \{C_1, C_2, \ldots, C_n\}$, then $\text{Dic}[T] \leftarrow CS_T$.
(c) If the labels of any node do not change, then stop the iteration. Else, go to step (a).

(4) Community division: calculate modularity $EQ$ for each community division based on the set of community division $\text{Dic} = \{CS_1, CS_2, \ldots, CS_k\}$, and copy the community division with the greatest $EQ$ to $CS_{best}$.

(5) Return $CS_{best}$, $\text{Dic}$.

**Time Complexity:** The time complexity of the algorithm is estimated below, $n$ is the number of nodes, and $m$ is the number of edges.
(1) The time complexity of assign initial labels to all nodes is $O(n)$.
(2) The time complexity of compute $k$-shell value of all nodes is $O(n)$, and the time complexity of compute ENCoreness of all nodes is $2 \times O(n)$, and the time complexity of compute node influence of all nodes is $O(n)$.
(3) The time complexity of ranking node in ascending order of NI is $O(n \log(n))$.
(4) The time complexity of label propagation: $(O(c_1 \times \frac{2m}{n} \times n) + c_2) \times c_1$, $c_1$ is the average number of labels of each neighbor node, $\frac{2m}{n}$ is the average node degree, $c_2$ is the average number of available labels of current node, $c_3$ is the number of iteration before labels do not change anymore.

So, based on the analysis, the total time complexity of ELPA is: $5 \times O(n) + O(n \log(n)) + (O(c_1 \times \frac{2m}{n} \times n) + c_2) \times c_3 = 5 \times O(n) + O(n \log(n)) + c \times O(c \times m) + c$, and the total of time complexity of OHELPA is: $(5 \times O(n) + O(n \log(n)) + c \times O(c \times m) + c) \times c_4 = c \times O(n) + c \times O(n \log(n)) + c \times O(c \times m) + c = c \times (O(n) + O(c \times m) + O(n \log(n))) + c$, where $c_4$ is the average number of levels of dendrogram, and $c_1$, $c_2$, $c_3$, $c_4$ are small integer.

5. Experiment

In this section, we demonstrate that, on real world data, our approaches can find non-overlapping communities, overlapping and hierarchical communities effectively, while it can find hubs and outliers, and it has general applicability and low time complexity. We use modularity and extended modularity as the quality measurement. We compare our algorithms with LPA [13], NIBLPA [14], Newman Fast Algorithm (NF) [46], EAGLE [21], and Louvain method.
Our algorithms are implemented in Python 2.7 and Networkx 1.9. All the experiments we conducted on a virtual machine with Ubuntu 12.04 and 2GB of RAM. The code of our algorithm is freely available for download on the webpage [25].

5.1 Datasets and Algorithms

To access the performance of the proposed methods, we use the real world datasets from Mark Newman’s Network Datasets¹ and The Koblenz Network Collection², as shown in Table 1. The related methods are introduced as follows:

LPA: initializes each node with a unique label and select node randomly to update its label according to its neighbors’ label

NIBLPA: initializes each node with a unique label and update node’s label according to its neighbors’ label in descending order of NI.

NF: initializes each node as a community, and merges communities to construct dendrogram based on modularity gain maximum until only one community left, and cut the dendrogram to get the best community division.

EAGLE: finds all maximal cliques with the size bigger than \( k \), and construct dendrogram based on community similarity, then cut the dendrogram using extended modularity to find communities.

Louvain method: initializes each node as a community and merge nodes based on modularity gain, then considers each community as a node to repeat the merge process.

Table 1: Real-word networks used here

| Datasets      | Nodes | Edges | Communities | Descriptions                          |
|--------------|-------|-------|-------------|----------------------------------------|
| Karate       | 34    | 78    | 2           | Zachary’s karate club [35]             |
| Dolphins     | 62    | 159   | 2           | Dolphin social network [36]           |
| Lesmis       | 77    | 255   | -           | "Les Miserables" character network [43]|
| Polbooks     | 105   | 441   | 3           | Books about US politics [37]          |
| Football     | 115   | 615   | 9           | American College football [40]        |
| Jazz         | 198   | 2742  | 3           | Jazz musicians [39]                   |
| Euroroad     | 1174  | 1417  | -           | Europe road network [42]              |
| Polblog      | 1266  | 20171 | 2           | Blogs about politics [38]              |
| NetScience   | 1461  | 2742  | -           | Coauthorship network of scientists [45]|
| NetSciSub    | 379   | 914   | -           | Maximum component of NetScience       |
| Facebook     | 2888  | 2981  | 7           | Facebook social network [41]          |
| Airline      | 3282  | 59183 | -           | Airline Route Mapper Route Database [44]|
| Cond         | 16726 | 47594 | -           | Condensed matter collaborations 1999 [46]|

5.2 Experimental Results and Analysis

In this section, we evaluate the performance of our method with 13 different types of real-world networks under the three conditions: non-overlapping cases, hierarchical cases and overlapping and hierarchical cases. The size of the networks spans tens to tens of thousands of nodes. We consider the accuracy, speed and applicability of algorithms.

(1) Evaluation in non-overlapping cases

---

¹ Mark Newman’s Network Datasets, http://www-personal.umich.edu/~mejn/netdata/
² The Koblenz Network Collection, http://konect.uni-koblenz.de/
| Datasets   | LPA   | NIBLPA (a=1) | NIBLPA (a=0.5) | ELPA (a=1/\sqrt{d}) | ELPA (a=1) | ELPA (a=\sqrt{d}) |
|-----------|-------|--------------|----------------|----------------------|------------|-------------------|
| Karate    | 0.3523 | 0.1121       | 0.1121         | 0.3448               | 0.3648     | 0.3715             |
|           | 0.3599 | 2            | 2              |                      |            |                   |
| Dolphins  | 0.2712 | 0.3787       | 0.3787         | 0.4155               | 0.4779     | 0.3735             |
|           | 0.4972 | 2            | 6              |                      |            |                   |
|           | 0.4873 | 7            |                |                      |            |                   |
| Lesmis    | 0.1976 | 0.0746       | 0.0818         | 0.5147               | 0.5254     | 0.1664             |
|           | 0.5348 | 4            | 6              |                      |            |                   |
| Polbooks  | 0.4565 | 0.4458       | 0.4458         | 0.4613               | 0.4545     | 0.4569             |
|           | 0.4997 | 2            | 6              |                      |            |                   |
| Football  | 0.4910 | 0.1378       | 0.1378         | 0.5664               | 0.5864     | 0.5808             |
|           | 0.5735 | 8            | 6              |                      |            |                   |
| Jazz      | 0.2820 | 0.4141       | 0.4421         | 0.4141               | 0.2519     |                   |
|           | 0.4137 | 2            | 4              |                      |            |                   |
| Euroroad  | 0.7820 | 0.7426       | 0.7425         | 0.5866               | 0.7185     | 0.7367             |
|           | 0.7784 | 135          | 184            |                      | 194        |                   |
|           | 138    |              |                |                      | 168        |                   |
| Polblog   | 0.4281 | 0.0061       | 0.0062         | 0.4268               | 0.4284     | 0.4278             |
|           | 0.4284 | 8            | 9              |                      | 4          |                   |
|           | 0.0061 | 8            | 9              |                      |            |                   |
| NetScience| 0.9120 | 0.8906       | 0.8890         | 0.8253               | 0.8831     | 0.9379             |
|           | 0.9028 | 325          | 357            |                      | 336        |                   |
|           | 328    |              |                |                      |            |                   |
| NetSciSub | 0.7857 | 0.7939       | 0.7934         | 0.6472               | 0.7659     | 0.8130             |
|           | 0.7764 | 40           | 42             |                      | 45         |                   |
|           | 48     |              |                |                      |            |                   |
| Facebook  | 0.8005 | 0.6457       | 0.6509         | 0.7926               | 0.7985     | 0.7985             |
|           | 0.7944 | 9            | 10             |                      | 9          |                   |
| Airline   | 0.3783 | 0.0688       | 0.3948         | 0.5583               | 0.4974     | 0.4428             |
|           | 0.3278 | 118          | 147            |                      | 15         |                   |
|           | 123    |              |                |                      |            |                   |
| Cond      | 0.7208 | 0.6386       | 0.6246         | 0.5932               | 0.7014     | 0.7629             |
|           | 2083   | 3292         | 3433           |                      | 1958       |                   |

We compared the ELPA with LPA, NIBLPA using modularity measurement, and the results are in Table 2. It can be seen from Table 2 that LPA is unstable for community detection, and the results of LPA are inconsistent, as the second column shows, which have different communities with different modularity on the same networks. Moreover, the communities detected by LPA are unreasonable and are not consist with that real community structure, as Figure 4 (b) shows, LPA finds 8 communities in dolphins which are irrational, for example, the node 25 and node 26 with brown color should have the same community with the nodes represented by orange color based on topology structure.
Figure 5: LPA instability on real-world networks

Figure 5 are the communities of dolphins and polbooks detected by LPA. We can find that LPA is instable on real-world networks, and the results detected by LPA on the same network are different, which is inapplicable in solving practical problems.

Comparing with LPA and NIBLPA, the modularity of communities detected by ELPA in all networks except Euroroad and Facebook is higher than the other algorithms. Figure 6 are the results of ELPA on Dolphins and Facebook datasets, we can find that our algorithm can reveal the community structure excellently. Simultaneously, the stability of ELPA is better than LPA. In general, ELPA can get better and stable results that the other algorithms.

Figure 6: ELPA results on real-world networks

(a) Dolphins, $Q = 0.4779$, Num = 3  
(b) Facebook, $Q = 0.7985$, Num = 9

(a) Dolphins: $Q = 0.2712$, Num = 2  
(b) Dolphins: $Q = 0.4873$, Num = 7

(c) Polbooks: $Q = 0.4565$, Num = 2  
(d) Polbooks: $Q = 0.5059$, Num = 4
(2) Evaluation considering hierarchical structure

It has been shown that communities of real-world networks always are hierarchical. We proposed HELPA based on ELPA by constructing super-networks, and find possible communities in all level of network. We compared the HELPA with NF and Louvain using modularity measurement, and the results are in Table 3. It can be seen from Table 3 that Louvain algorithm find the highest modularity in most of networks, and our method HELPA acquires nearly the same modularity value. From Table 4, we find that HELPA need more time to detect communities comparing NF and Louvain methods.

Table 3: The analyze of real-word networks in hierarchical cases

| Datasets  | Real C | NF      | Louvain   | HELPA \((a=1/sqrt(d))\) | HELPA \((a=1)\) | HELPA \((a=sqrt(d))\) |
|-----------|--------|---------|-----------|--------------------------|----------------|-------------------------|
| Karate    | 2      | 0.3718  | 0.4198    | 0.4020                   | 0.3648         | 0.3715                  |
| Dolphins  | 2      | 0.4910  | 0.5233    | 0.5066                   | 0.4779         | 0.3735                  |
| Lesmis    | -      | 0.5004  | 0.5555    | 0.5351                   | 0.5254         | 0.1664                  |
| Polbooks  | 3      | 0.5012  | 0.5268    | 0.4613                   | 0.4545         | 0.4569                  |
| Football  | 9      | 0.5724  | 0.6042    | 0.5664                   | 0.5864         | 0.6046                  |
| Jazz      | 3      | 0.4389  | 0.4448    | 0.4425                   | 0.4141         | 0.2519                  |
| Euroroad  | -      | 0.8023  | 0.8775    | 0.6935                   | 0.7513         | 0.8072                  |
| Polblog   | 2      | 0.4011  | 0.4271    | 0.4248                   | 0.4257         | 0.4252                  |
| NetScience| -      | 0.3012  | 0.9593    | 0.9148                   | 0.9346         | 0.9503                  |
| NetSciSub | -      | 0.8386  | 0.8439    | 0.7831                   | 0.8149         | 0.8240                  |
| Facebook  | 7      | 0.8042  | 0.8086    | 0.8052                   | 0.7985         | 0.7985                  |
| Airline   | -      | 0.5925  | 0.6669    | 0.5795                   | 0.4974         | 0.4428                  |
| Cond      | -      | 0.7244  | 0.8448    | 0.7846                   | 0.7459         | 0.7844                  |

In addition, we find that modularity measurement is not accurate and reasonable for all condition, and the communities division with the greatest modularity may be not the real communities. For example, in the Figure 7, Figure 7 (a), (b), (c) are detected by HELPA building super-network using method 1, and Figure 7 (a), (d) are detected by HELPA building super-network using method 2. To Figure 7 (a), (b), (c), Figure (b) has the greatest modularity but Figure (c) are more akin to real communities, and to Figure 7 (a), (d), Figure 7 (d) has the same communities with the real situation, but Figure 7 (a) has greater modularity than Figure 7 (d).

Table 4: The comparison of time efficiency considering hierarchical structure

| Methods | Football | Jazz | Euroroad | Polblog | NetScience | NetSciSub | Facebook | Airline | Cond |
|---------|----------|------|----------|---------|------------|-----------|----------|---------|------|
| NF      | 0.0194   | 0.2093 | 0.1515  | 0.5517  | 0.1456     | 0.0991    | 5.1565   | 8.0960  | 159.12|
| Louvain | 0.0436   | 0.1562 | 0.2120  | 1.3280  | 0.4154     | 0.0358    | 0.6428   | 0.7598  | 43.519|
| HELPA   | 0.0623   | 0.2703 | 1.8384  | 3.7980  | 2.1154     | 0.4502    | 1.5003   | 9.2151  | 478.30|
|         | 0.0706   | 0.2438 | 0.9228  | 3.1242  | 2.1787     | 0.3855    | 1.4902   | 903323  | 345.45|
|         | 0.0785   | 0.3284 | 1.3235  | 3.5622  | 1.0505     | 0.2249    | 1.5723   | 10.1116 | 243.36|

Based on the above analysis, we argue that we should compare our results with real communities, besides using modularity to evaluate. If the experiment results are carefully analyzed, we can find that the number of the communities detected by Louvain is always greater than the number of real communities, the second column of Table 3 is the number of real
communities, and our method more possible to find real communities. Moreover, HELPA would give all possible community divisions in all level to users, besides recommend the community division with the greatest modularity.

In the Figure 7, Figure 7 (a), (b), (c) are detected by HELPA building super-network using method 1, and Figure 7 (a), (d) are detected by HELPA building super-network using method 2. In method 1, the edges’ weight is the number of edges between communities, and comparing method 2, the merging degree and the difference of communities’ size between adjacent iterations is smaller. Based on method 1, HELPA can find embedded communities more elaborate. The disadvantage is that maybe we can not find larger communities in higher level. From Figure 7 (a), (b), (c), we know that HELPA detects communities in 3 levels based on method 1, and it can not find larger communities, such as Figure 7 (d). In method 2, the edges’ weight is the number of edges divides the number of the related nodes, and the merging degree and the difference of communities’ size between adjacent iterations is greater. We can not find larger communities in higher level based on method 2, but we may skip the communities with more modularity in immediate level. From Figure 7 (a), 6 (d), we know that HELPA detects communities in 2 levels based on method 2, and skips some levels, such as Figure 7 (b). We recommend users to use method 2 in large networks, and use method 1 in small and medium-sized networks.

**Analysis of the resolution limit problem:** Despite the modularity measure is widely used to evaluate the communities result on many practical networks, it may ineffectively in some cases. It has been show that modularity contains an intrinsic scale which depends on the number of links of
the network, and those modules smaller than that scale may not be resolved, even if they were complete graphs connected by single bridges. The resolution limit of modularity actually depends on the degree of interconnectedness between pairs of communities and can reach values of the order of the size of the whole network [47].

![Network](image)

(a) Ring 2  (b) Ring 1 and the communities found by Louvain

Figure 8: The Ring network made out of identical cliques connected by single links

In Figure 8 (a), we show a network consisting of a ring of several cliques, connected by single links, each clique is a complete graph with n nodes. We assume that there are c cliques. According to [47], modularity based methods would lead to a partition where the cliques are combined into groups of two or more, as the results in Figure 8 (b) (communities are denoted by dotted lines). We analyze three types of Ring datasets, and the results are shown in Table 5, where n is the number of nodes in each clique, and m is the total number of edge in each Ring, and c is the correct number of communities. The results show that NF and Louvain methods can not find correct communities in Ring networks, and our algorithm HELPA is outperform them.

| Datasets | Name | n | m | c | NF  | Louvain | HELPA |
|----------|------|---|---|---|-----|---------|-------|
|          | Ring 1 | 3 | 40 | 10 | 0.655 | 5       | 0.65  |
|          | Ring 2 | 6 | 95 | 6  | 0.7362 | 5       | 0.7807 |
|          | Ring 3 | 4 | 210| 30 | 0.8539 | 12      | 0.8238 |

Table 5: The communities on Ring datasets found by NF, Louvain and HELPA

(3) **Evaluation in overlapping cases considering hierarchical structure**

Real-world networks always have overlapping communities and hierarchical structural. We proposed OHHELPA based on HELPA by allowing each node belongs to more than one community and finding possible communities in all level of network. We compared the OHHELPA with EAGLE using extended modularity measurement, and the results are in Table 6 and Table 7 (As EAGLE needs too long time for community detection, and we only list the results in small size network). It can be seen from the results that OHHELPA are outperform EAGLE in either efficient or effect. OHHELPA can find nearly real communities in a relatively short period of time.

The problem of EAGLE is that it is based on maximum cliques, and need compute similarity between each pair of communities, so it need more time and only has excellent performance in
clique dominated networks, however, most of real-networks are sparse, and many cliques only have one node. Hence, EAGLE has a poor efficiency and tends to find more communities with smaller size in real-world networks.

Table 6: The analysis in overlapping cases considering hierarchical structure

| Datasets | EAGLE | HELPA(a=1/sqrt(d)) | HELPA(a=sqrt(d)) |
|----------|-------|--------------------|------------------|
| Karate   | 0.1195| 0.3887             | 4                |
| Dolphins | 0.3084| 0.4262             | 5                |
| Lesmis   | 0.3216| 0.4596             | 7                |
| Polbooks | 0.4386| 0.4511             | 2                |
| Football | 0.5798| 0.5893             | 9                |
| Jazz     | 0.4011| 0.4146             | 3                |

Table 7: The comparison of time efficiency

| Methods | Karate | Dolphins | Lesmis | Polbooks | Football | Jazz |
|---------|--------|----------|--------|----------|----------|------|
| EAGLE   | 0.4598 | 1.3609   | 9.0399 | 287.31   | 143.46   | 581.198 |
| HELPA   | 0.4192 | 0.910    | 3.4716 | 1.5833   | 0.1126   | 0.4192 |

Figure 9: The communities of the schematic network dataset in [21]

Figure 9 and Figure 10 are the community detection results of EAGLE and OHELPA in schematic network dataset and dolphins. From Figure 9, we know that schematic network is a clique dominated network, and EAGLE reveal a very reasonable communities result, and the overlapping nodes are also rational. Simultaneously, our method OHELPA detects a parallel result. Moreover, OHELPA can present the degree that each overlapping node belongs to every related community, for example, the overlapping nodes and their community degree found by OHELPA is: \{'11': \{('14', 0.5882463126505718), ('7', 0.4117536873494283)\}, '3': \{('3', 0.5729190098068415), ('7', 0.4270890991931586)\}, '12': \{('14', 0.47438229114298025), ('7', 0.5256177088570197)\}\}. From Figure 10, we know that dolphins’ network is sparse, and EAGLE find more communities with smaller size than real communities. Moreover, the overlapping nodes and their community
degree found by OHELPA is \{1: [(33, 0.5981259305538891), (9, 0.4018740694461109)], 59: [(33, 0.6489841695992655), (51, 0.3510158304007346)]\}.

\[ a \] EAGLE: \( Q = 0.308354099917, N=18 \) \hspace{1cm} b OHELPA: \( Q = 0.417185831257, N = 3 \)

Figure 10: Dolphins dataset’s communities found by EAGLE and OHELPA

In addition to detect the overlapping communities and the hierarchical structure, we argue that OELPA also can find hubs and outliers. The result of OHELAP in NetSciSub is presented in Figure 11. The hubs are marked by red boxes, such as node 71, and outliers are marked by red circles, such as node 1556, 1557, and 1558.

\[ \text{Figure 11: NetSciSub’s communities found by OHELPA: } Q=0.78376243123, N=16 \]

Based on the above analysis, we can conclude that ELAP outperforms LPA and NIBLPA in non-overlapping cases, and HELPA has a better performance than NF and has a nearly same capability with Louvain method considering hierarchical structure, and OHELPA outperforms EAGLE in overlapping cases considering hierarchical structure. In addition, we found that Louvain method has resolution limit problem and EAGLE is unsatisfactory in real-world networks.
So, OHELPA has better performance in community accuracy, speed and applicability than other algorithms.

6. Conclusions

In this paper, we present a fast overlapping and hierarchical community detection algorithm (OHELPA) based on local dynamic interaction. Based on local network information, the proposed algorithm can effectively reveal the embedded hierarchical and overlapping communities in complex network, and can identify hubs and outliers as well. It does not have the resolution limit problem and can find communities in all kinds of networks. Experiment results show that our algorithm achieve a better performance than other similar algorithms. Nevertheless, our method is not perfect, we need faster algorithm to detect communities in large networks, and we plan to explore data compression methods and parallel algorithms. In addition, we want to apply our method to realistic problems, and improve the modularity measurement to more evaluate community detection results more accurately.
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