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Abstract Boosting sales of e-commerce services is guaranteed once users find more matching items to their interests in a short time. Consequently, recommendation systems have become a crucial part of any successful e-commerce services. Although various recommendation techniques could be used in e-commerce, a considerable amount of attention has been drawn to session-based recommendation systems during the recent few years. This growing interest is due to the security concerns in collecting personalized user behavior data, especially after the recent general data protection regulations. In this work, we present a comprehensive evaluation of the state-of-the-art deep learning approaches used in the session-based recommendation. In session-based recommendation, a recommendation system counts on the sequence of events made by a user within the same session to predict and endorse other items that are more likely to correlate with his/her preferences. Our extensive experiments investigate baseline techniques (e.g., nearest neighbors and pattern mining algorithms) and deep learning approaches (e.g., recurrent neural networks, graph neural networks, and attention-based networks). Our evaluations show that advanced neural-based models and session-based nearest neighbor algorithms outperform the baseline techniques in most of the scenarios. However, we found that these models suffer more in case of long sessions when there exists drift in user interests, and when there is no enough data to model different items correctly during training. Our study suggests that using hybrid models of different approaches combined with baseline algorithms could lead
to substantial results in session-based recommendations based on dataset characteristics. We also discuss the drawbacks of current session-based recommendation algorithms and further open research directions in this field.
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### 1 Introduction

Most of the e-commerce services use recommendation systems for helping their customers to find the items of interest based on their navigation behavior through these services. Recommendation systems are considered as a category of information filtering systems that aims to predict the users’ preferences based on their behavior. They have become a crucial part of any successful business that helps satisfy user needs and boost the business sales volume (Jannach and Jugovac, 2019). Recommendation systems have been used in a wide range of domains including images (Liu, Rogers, Shiau, Kislyuk, Ma, Zhong, Liu, and Jing, 2017), music (Van den Oord, Dieleman, and Schrauwen, 2013), videos (Deldjoo, Elahi, Cremonesi, Garzotto, Piazzolla, and Quadrana, 2016), and even news (Wang, Zhang, Xie, and Guo, 2018) recommendations.

Various types of recommendation systems have been proposed in literature, categorized as time-aware and session-based recommendation systems. The former can adapt to the temporal dynamics and user preferences drift over time (Koren, 2009; Song, Elkahky, and He, 2016) and recommendation systems based on social information datasets (Pan, Ma, Li, He, Zhao, Tang, and Yin, 2019; Deng, Huang, Xu, Wu, and Wu, 2016). The latter relies on the user navigation behavior and sequence of actions and mouse clicks on different items solely to recommend the items that match the user’s interest.

In the recent few years, more attention has been paid to session-based recommendation due to security policies of collecting personalized user behavior data. In particular, a more research focus has been directed towards the anonymous session-based recommendation systems. The main reason for this research focus is to comply with the recent (GDPR) rules that make the collection of personalized data about users more challenging to protect the user’s privacy (Mohallick, De Moor, Özgöbek, and Gulla, 2018). Also, it is not easy to collect enough long-term user profile data to recommend the next items reliably. Figure 1 shows an example of a session-based recommendation where the user has a stream of click events on multiple items. The recommendation system tries to predict the next items to be viewed by the same user based on the information made available during the same session only.

Deep neural networks are a subset of machine learning technologies that have attracted significant attention in the past decade. Such techniques have achieved outstanding performance in a wide range of domains, including natural language processing, medical diagnosis, speech recognition, and computer vision. In practice, the main advantage of deep learning over traditional machine learning techniques is their automatic feature extraction ability. It allows learning complex functions to be mapped from the input space to the output space without a human intervention (LeCun, Bengio, and Hinton, 2015). Recently, different approaches have been
proposed to use deep neural networks in recommendation systems (Wang, Wang, and Yeung, 2015; Kim, Park, Oh, Lee, and Yu, 2016). In particular, different deep learning models were used for modeling the sequence of the user navigation behavior in the online services to be used in the next item recommendation (Hidasi, Karatzoglou, Baltrunas, and Tikk, 2015; Kang and McAuley, 2018; Liu, Zeng, Mokhosi, and Zhang, 2018; Wu, Tang, Zhu, Wang, Xie, and Tan, 2019). These works showed a competitive performance compared to traditional approaches like sequential pattern mining techniques, nearest neighbor algorithms, and traditional Markov models (Ludewig and Jannach, 2018).

Few studies have been conducted to evaluate the session-based algorithms. Jannach and Ludewig (2017) compared the heuristics-based nearest neighbor baseline algorithm with a basic recurrent neural network (RNN). The results of this study showed that deep learning methods fall behind basic algorithms like neighborhood methods. However, during the last couple of years, many advancements have been proposed using deep-learning in the session-based recommendation, leading to the rise of several neural-based architectures. Ludewig and Jannach (2018), for instance, conducted a study to compare many baseline algorithms in session-based recommendation using four datasets in the e-commerce field and four others in music and playlists recommendation. Although this study included only a single neural-based model and lacked the evaluations of different deep-learning approaches in the literature, it was recently extended to include the state-of-the-art deep learning models (Ludewig, Mauro, Latifi, and Jannach, 2019). However, the empirical evaluation conducted in Ludewig and Jannach (2018), Ludewig, Mauro, Latifi, and Jannach (2019) by training models on full datasets makes it difficult to understand the drawbacks of each model and why exactly a specific model outperforms the others in a particular dataset.

In this paper, we extend the previous studies (Kamehkhosh, Jannach, and Ludewig, 2017; Ludewig and Jannach, 2018; Ludewig, Mauro, Latifi, and Jannach, 2019) that compared the overall performance of 11 simple algorithms and 6 deep-learning models on four e-commerce datasets. In this work, we focus on studying the effect of varying the characteristics of a dataset on the performance of each model. In particular, our main contributions are as follows:
We carry out an extensive evaluation and benchmarking of the state-of-the-art neural-based approaches in the session-based recommendation, including recurrent neural networks, convolutional neural networks, and attention-based networks along with a group of the most popular baseline techniques in the recommendation field like nearest-neighbors, frequent pattern mining and matrix factorization.

We evaluate the performance of the different models based on various characteristics of train and test dataset splits obtained from four different e-commerce benchmark datasets, namely RECSYS, CIKM CUP, RETAIL ROCKET and TMALL.

Our experiments elaborate on the evaluation process based on various dataset characteristics. Hence, we divide the datasets according to the values of various characteristics like session length, item frequency, and data sizes. These experiments revealed some insights that could help understand when some models are poorly performing and open new research horizons of what are the needed improvements for each model, which were hard to observe from the previous studies.

An interpretable decision tree model is used to accurately recommend the best performing model according to the dataset characteristics.

Current drawbacks of session-based recommendation systems are discussed with proposed solutions to overcome these issues, which could yield better results in some domains.

We divide our benchmarking study into separate sets of experiments aiming to answer a different research question by each set. First, we evaluated the performance of different models against different session lengths and frequencies of items. Second, we investigated the effect of the collected data recency on the models’ performance, which could help avoid data leakage problems and deceiving accuracy during training. Third, the effect of the training data size is evaluated for different models. Finally, we present a comparison of different approaches in terms of time and memory resource consumption during both training and inference. The aim of this study is mainly to understand what are the main characteristics of datasets that profoundly affect different models’ performance by carrying out a micro-analysis evaluation for the session-based algorithms on real-world e-commerce datasets. This study could help to improve the selection of the recommendation algorithm according to the target dataset and highlight the weaknesses of different models for further improvement.

The paper is organized as follows. In Section 2 a short survey of session-based recommendation systems have been discussed. Section 3 presents a detailed description of different algorithms and models evaluated in our experiments. Section 4 describes the experiments setup and the research questions to be answered, and Section 5 shows the results and discussion of the evaluation experiments. Finally, in Section 6 the main insights of our study have been summarized in addition to thoughts of future research directions.

2 http://2015.recsyschallenge.com/
3 https://cikm2016.cs.iupui.edu/cikm-cup/
4 https://www.kaggle.com/retailrocket/ecommerce-dataset
5 https://www.tmall.com/
Table 1: Summary of current state-of-the-art neural session-based recommendation architectures.

| Model name                          | Date   | Personalized recommendation | Main layers of architecture | Activation function | Training Library | Framework | Open source |
|-------------------------------------|--------|-----------------------------|-----------------------------|---------------------|-----------------|-----------|-------------|
| Item2Vec (Barkan and Koenigstein, 2016) | 2015   | √                           | Feed forward network        |                     | Theano          | Tensorflow | Open source |
| GRU4Rec (Hidasi, Karatzoglou, Baltrunas, and Tikk, 2015) | 2015   | √                           | Recurrent layers network   |                     | Theano          | Tensorflow | Open source |
| P-GRU4Rec (Hidasi, Quadrana, Karatzoglou, and Tikk, 2016) | 2016   | √                           | Recurrent layers network   |                     | Theano          | Tensorflow | Open source |
| Conv3D4Rec (Tuan and Phuong, 2017)    | 2017   | √                           | 3D Convolutions network     |                     | Theano          | Tensorflow | Open source |
| NARM (Li, Ren, Chen, Ren, Lian, and Ma, 2017) | 2017   | √                           | Recurrent layers network   |                     | Theano          | Tensorflow | Open source |
| IIRNN (Ruocco, Skrede, and Langseth, 2017) | 2017   | √                           | Recurrent layers network   |                     | Tensorflow      | Tensorflow | Open source |
| HGRU4Rec (Quadrana, Karatzoglou, Hidasi, and Cremonesi, 2017) | 2017   | √                           | Recurrent layers network   |                     | Tensorflow      | Tensorflow | Open source |
| GRU4Rec+ (Hidasi and Karatzoglou, 2018) | 2018   | √                           | Recurrent layers network   |                     | Tensorflow      | Tensorflow | Open source |
| STAMP (Liu, Zeng, Mokhosi, and Zhang, 2018) | 2018   | √                           | Feed forward network       |                     | Factors         | Tensorflow | Open source |
| SASRec (Kang and McAuley, 2018)       | 2018   | √                           | Feed forward network       |                     | Factors         | Tensorflow | Open source |
| CASER (Tang and Wang, 2018)           | 2018   | √                           | Convolutional layers network |                     | Factors         | Tensorflow | Open source |
| NextItNet (Yuan, Karatzoglou, Arapakis, Jose, and He, 2019) | 2019   | √                           | Dilated convolutional layers network | | Tensorflow | Tensorflow | Open source |
| SRGNN (Wu, Tang, Zhu, Wang, Xie, and Tan, 2019) | 2019   | √                           | Graph neural network       |                     | Tensorflow/ Pytorch | Tensorflow | Open source |
| CSRM (Wang, Ren, Mei, Chen, Ma, and de Rijke, 2019) | 2019   | √                           | Recurrent layers network   |                     | Tensorflow      | Tensorflow | Open source |
| BERT4Rec Sun et al. (2019)           | 2019   | √                           | Transformer-based network  |                     | Tensorflow      | Tensorflow | Open source |
| DCN-SR (Chen, Cai, Chen, and de Rijke, 2019) | 2019   | √                           | Recurrent layers network   |                     | Tensorflow      | Tensorflow | Open source |

2 Review of Deep Learning Approaches in Session-Based Recommendation

The session-based recommendation is a particular type of sequence-aware recommendation that is a general class of recommendation systems. The decisions made by these systems are mainly based on the user short-term intention defined by a session. This session is represented by a set of the user-item interaction pairs in a short period of time. Also, various types of attributes can characterize these interactions like user’s attributes (e.g., gender and age), item’s attributes (e.g., color and size), and action types (e.g., add-to-cart and add-to-wish-list). The input of these recommendation systems is a chronologically ordered set of user-item actions and the output is a score-list of the ranking of items based on the likelihood that user preferences match these items (Quadrana, Cremonesi, and Jannach 2018).

Even though e-commerce is the most critical application for the session-based recommendation, there are many other applications such as recommendation for music playlist, movie, and online course (Jannach, Lerche, and Jugovac 2015).

---

6 https://github.com/Bekyilma/Recommendation-based-on-sequence
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16 https://github.com/CRIPAC-DIG/SR-GNN
17 https://github.com/wmeirui/CSRM_SIGIR2019
18 https://github.com/FeiSun/BERT4Rec
Early research works tackling session-based recommendation problems with the nearest neighbors and the frequent pattern mining techniques (Bonnin and Jannach 2015). However, these works are instance-based algorithms, that take much time for making predictions. Therefore, they are not suitable for real-time use cases, such as e-commerce. Later on, other research works proposed using more advanced techniques, such as Markov chain models in sequence modeling (Garcin, Dimitrakakis, and Faltings 2013; Hosseinzadeh, Hariri, Mobasher, and Burke 2015). The problem of the state-space explosion in Markov models was treated by using attributes of some items to limit the space of the next items to be recommended (Tavakol and Brefeld 2014). Additionally, classical matrix factorization techniques were combined with Markov chains in different variations and applied in a wide range of domains as in Cheng, Yang, Lyu, and King 2013; He and McAuley 2016.

In the last few years, different deep learning approaches have been adopted in the session-based recommendation. The main advantage of deep learning approaches is their ability to extract features automatically. This advantage allows learning complex functions to be mapped from the input space to the output space without human intervention (LeCun, Bengio, and Hinton 2015). For example, a neural-based model named GRU4Rec used Gated Recurrent Units (GRUs) in RNNs to predict the next item to be clicked by the user (Hidasi, Karatzoglou, Baltrunas, and Tikk 2015). The model was trained by minimizing loss functions that include pairwise losses comparing the target item score with the maximal score among negative samples. The likelihood of these samples is taken into account in proportion to the target item’s maximal score. The used losses showed excellent performance by correctly ranking the predicted items and overcoming the vanishing gradient problem in RNNs (Hidasi and Karatzoglou 2018). The GRU4Rec architecture was further extended by using a modified version of the original negative sampling approach, where the likelihood score of the next recommended item is calculated for a subset of items as it would be impractical to do it for the whole list of items (Hidasi and Karatzoglou 2018). The new sampling method uses additional negative samples shared by all the session sequences within the same mini-batch. Besides, it updates a small percentage of the network weights for each mini-batch to make the training process faster. These samples were chosen based on items’ popularity, which gives more chances to include most of the high scoring negative examples. This approach leads to excellent improvement in the performance of the model. Also, the same architecture was adopted to support multiple item features instead of unique identifiers only in a parallel training scheme. It was evaluated against item K-nearest neighbors showing a good improvement (Hidasi, Quadrana, Karatzoglou, and Tikk 2016). Furthermore, Quadrana, Karatzoglou, Hidasi, and Cremonesi 2017 proposed a method for adapting RNN in personalized session-based recommendation with cross-session information transfer among user sessions using a hierarchical RNN model such that the output hidden state from the network for a particular session is passed as input to a higher level RNN for the next session of the same user. A hybrid architecture of two RNNs was proposed for a personalized session-based recommendation that aims mainly in targeting the session cold-start problem by learning from the user personal recent sessions (Ruocco, Skrede, and Langseth 2017). Convolutional neural networks (CNNs) were also used in the session-based recommendation. In particular, Tuan and Phuong 2017 used a 3D-CNN with character level encod-
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ing to combine session clicks with the textual descriptions of the items to generate recommendations. Similarly, a generative CNN was proposed by embedding the clicked items into a 2-dimensional matrix and treated as input images to the CNN (Yuan, Karatzoglou, Arapakis, Jose, and He, 2019). Graph neural networks were recently used to capture complex transitions among items after modeling the sequence of the events of a session as a graph-structured data without adequate user behavior in a session (Fan, Ma, Li, He, Zhao, Tang, and Yin, 2019). Wang, Ren, Mei, Chen, Ma, and de Rijke (2019) proposed a novel framework using two parallel memory encoders to make use of collaborative neighborhood sessions information in addition to the current session information followed by a selective fusion of both encoders output.

After discovering the attention concept in neural networks that leads to a great improvement in neural machine translation tasks (Graves, Wayne, and Danihelka, 2014; Vaswani, Shazeer, Parmar, Uszkoreit, Jones, Gomez, Kaiser, and Polosukhin, 2017), attention networks are widely adopted in the session-based recommendation (Li, Ren, Chen, Ren, Lian, and Ma, 2017; Liu, Zeng, Mokhosi, and Zhang, 2018; Chen, Cai, Chen, and de Rijke, 2019). For instance, a hybrid encoder with attention is used to model the user sequential behavior (Li, Ren, Chen, Ren, Lian, and Ma, 2017), which outperformed the long-term memory models like GRU4Rec (Li, Ren, Chen, Ren, Lian, and Ma, 2017). Also, a short term attention priority model was introduced such that attention weights are computed from the total session context and enhanced by the current user’s interest represented by the last clicked item (Liu, Zeng, Mokhosi, and Zhang, 2018). Besides, Devlin, Chang, Lee, and Toutanova (2018) adopted the current state-of-the-art BERT transformer network, used widely in the natural language processing domain, in personalized session-based recommendation (Sun, Liu, Wu, Pei, Lin, Ou, and Jiang, 2019).

Most of the neural-based solutions, in the session-based recommendation, generate a static representation for users’ long-term interests. Such representation might be an issue as its importance for predicting the next recommended item is dynamic and related also to the short-term preferences. Hence, a co-attention network was proposed to recognize the dynamic interaction between the user’s long and short-term interests to generate a co-dependent representation of the users’ interests (Chen, Cai, Chen, and de Rijke, 2019). However, the usage of the transformer networks in generalized session-based recommendations with the incorporation of item features are still open research areas. Table 1 summarizes the current state-of-the-art neural network architectures for personalized/non-personalized session-based recommendation.

3 Detailed Evaluated Approaches

In this section, all the algorithms covered in our evaluation study are explained in detail, and for the sake of simplicity, the following notation in Table 2 is used throughout the whole section.
Table 2: Notation of different variables used in explaining the evaluated methods

| Symbol | Description |
|--------|-------------|
| $I$    | Set of available items |
| $N$    | Total number of available items = $|I|$ |
| $I_n$  | Item with index $n \in I$ where $n \in N$ |
| $x_{it}$ | The $i^{th}$ click event in a session starting at time $t$ |
| $L_t$  | The length of session starting at time $t$ |
| $S_t$  | A session started at time $t$ representing the sequence of clicked items $\{x_{1t}, x_{2t},..., x_{L_t}\}$ |
| $\mathbb{P}(x, y)$ | $= 1$ if $x = y$, and 0 otherwise. |
| $S_D, S_{TR}, S_{TE}$ | Set of general dataset $D$, training and testing sets sessions respectively |
| $\text{dis}(j, k)$ | Distance between items at indices $j$ and $k$ in the session click stream |
| $1_{IN}(x, Y)$ | $= 1$ if $x$ is one of elements in vector $Y$, and 0 otherwise |
| $r_{IN}(x, Y)$ | $=$ rank of $x$ if it is one of elements in vector $Y$, and 0 otherwise |
| $W(S_t)$ | A weighting function for items clicked in session $S_t$ |
| $E_{S_t}, E_i$ | Embedding vector for session $S_t$ or item $I_i$ respectively |
| $\text{arg max}_K(Y)$ | Index of items with top $K$ predicted scores in vector $Y$. |
| $U(Y)$ | Set of unique items in vector $Y$. |
| $F(Y)$ | Frequencies of items in vector $Y$ from the training set. |

3.1 Baseline Approaches

We selected a set of five baseline algorithms to be included in this study based on the previous study in Ludewig and Jannach [2018]. In particular, our selection was done based on two different criteria. First, we selected at least one method from each family of algorithms, which showed excellent performance at different session-based recommendation tasks. Second, we chose the method with the best overall performance compared to the other methods within the same family.

Therefore, the selected algorithms are as following: session-based popular products (S-POP) as a simple heuristic algorithm [Adomavicius and Tuzhilin, 2005], and simple association rules (AR) and simple sequential rules (SR) as representatives of frequent pattern mining algorithms [Agrawal, Imieliński, and Swami, 1993]. Vector session-based K-nearest neighbors (VSKNN) [Ludewig and Jannach, 2018] and Session-based matrix factorization (SMF) [Ludewig and Jannach, 2018] are selected from the nearest neighbors, factorization-based methods, respectively.

3.1.1 Session-Based Popular Products

S-POP is one of the most widely used baseline recommendation algorithms [Adomavicius and Tuzhilin, 2005; Steck, 2011]. These algorithms make a recommendation based on the most frequent item viewed by the user in the current session. In short, if a user clicked on an item, $I_n$, multiple times during the same session, this reflects a clear sign of the user’s interest in that item. Hence, recommending the same item to the user again is a reasonable decision. In some cases, the S-POP recommendation process is limited to the top popular $K$ items while ignoring the rest of the items. This constraint ensures that the recommended items belong to the most popular ones among all users.
Score of a specific item $I_n$ in a session $S_t$ is computed as follows:

$$Score(I_n, S_t) = \sum_{i=1}^{L_t} 1_{EQ}(x_i, I_n).$$  \hspace{1cm} (1)

### 3.1.2 Simplified Association Rules

Association rules (AR) is one of the frequent pattern mining approaches such that it captures the size for the frequency of patterns of events, $N$, and recommend the most frequent ones (Agrawal, Imieliński, and Swami, 1993). In the case of session-based recommendation, Ludewig and Jannach (2018) used a simplified version of association rules of size $N=2$ to have a reasonable computational complexity. In their work, the occurrence of any two subsequent items $(I_i, I_j)$ at the same session $S$ is stored. During prediction, the last item viewed by the user, $x_{L_t}$, is used to find all the candidate similar items by choosing the most frequent item pairs, $(x_{L_t}, I_n)$ where $n \in N$. Therefore, an arbitrary item $I_n$ is recommended if it has a score among the top predicted ones. This score is computed as follows:

$$Score(I_n, S_t) = \sum_{S_i \in S_{TR}} \sum_{j=1}^{L_t} \sum_{k=1}^{L_t} 1_{EQ}(x_{L_t}, x_j) \cdot 1_{EQ}(I_n, x_k).$$  \hspace{1cm} (2)

### 3.1.3 Simplified Sequential Rules

Sequential rules is also a frequent pattern mining approach. Here, the order of the session events is taken into account in contrast with AR that depends on the support of the items only. A simplified form of sequential rules (SR) is used such that a rule is created between two items $(I_i, I_j)$ when they appear in sequential events (Kamehkhosh, Jannach, and Ludewig, 2017). Each rule in SR is assigned a weight that is a function of the linear distance between the items $(I_i, I_j)$ as in Eq. 3. The rules between near events are assigned larger weights than rules between far events. The scores of different items to be recommended can be evaluated using the following:

$$Score(I_n, S_t) = \sum_{S_i \in S_{TR}} \sum_{j=1}^{L_t} \sum_{k=1}^{L_t-1} 1_{EQ}(x_{L_t}, x_j) \cdot 1_{EQ}(I_n, x_k) \cdot dis(j, k),$$  \hspace{1cm} (3)

where $dis(j, k) = (1 - 0.1(j - k))$ if $j - k < 10$ otherwise $dis(j, k) = 0$.

### 3.1.4 Vector Multiplication Session-based K-Nearest Neighbors

Nearest neighbor algorithms show excellent performance in session-based recommendation (Kamehkhosh, Jannach, and Ludewig, 2017). However, they have many different variant schemes which can be applied according to the domain type like item based nearest neighbors (Wen, 2008) which depends on predicting similar items to the last one viewed by the user. On the other hand, session-based nearest neighbors consider the viewed items in the whole session and try to find neighboring sessions with similar items to be used in predicting the next recommended
items (Bonnin and Jannach, 2015). Ludewig and Jannach (2018) evaluated multiple variants of nearest neighbor algorithms. In their work, it has been shown that vector multiplication session-based K-nearest neighbors (VSKNN) has outperformed pattern mining and matrix factorization methods in most of the evaluated datasets. Besides, it has a competitive performance to RNNs and even outperforms them in multiple datasets. VSKNN is considered as one of the session-based nearest neighbors algorithms, where recent items clicked by the user take larger weights than older items. This way, more emphasis is given for the recent events made by the user. The score of an item $I_n$ to be recommended for the next item is computed as

$$\text{Score}(I_n, S_t) = \sum_{S_i \in S_{TR}} \left[ \text{sim}(S_t, S_i) \cdot W_t(S_i) \right] 1_{IN}(I_n, S_i),$$

where the similarity distance, $\text{sim}(S_t, S_i)$, can be set to the cosine distance, and $W_t(S_i)$ is a weighting function of the items according to their positions in the session $S_i$. This weighting function usually gives higher weights to the recently clicked items (Ludewig and Jannach, 2018).

### 3.1.5 Session-based Matrix Factorization

SMF is a matrix factorization based approach designed for the task of session-based recommendation (Ludewig and Jannach, 2018). This approach was inspired by the factorized personalized Markov chains (Kabbur, Ning, and Karypis, 2013; He and McAuley, 2016) for sequential recommendation tasks. In SMF, classical matrix factorization and factorized Markov chains are combined with a hybrid approach. In particular, the latent user vector was replaced by an embedding vector that represents the current session. During prediction making, the score of a candidate item is computed as the weighted sum of the whole session preferences and the sequential dynamics representing the transition probability from the last clicked item by the user to the candidate item to be recommended by the model. We used the model implementation by Ludewig and Jannach (2018). The SMF showed a better performance than other factorization-based methods over multiple datasets.

### 3.2 Deep Learning Approaches

Many deep learning architectures were proposed in the literature for session-based recommendation. These architectures vary in the types of their layers. For instance, Hidasi, Karatzoglou, Baltrunas, and Tiká (2015) presented the first study using RNNs with GRUs in session-based recommendation. Yuan and Phuong (2017) and Yuan, Karatzoglou, Arapakis, Jose, and He (2019) used convolutional networks in modeling the session context. Li, Ren, Chen, Ren, Lian, and Ma (2017); Liu, Zeng, Mokhosi, and Zhang (2018) proposed different attention mechanisms to enhance the performance of the RNNs. Recently, Wu, Tang, Zhu, Wang, Xie, and Tan (2019) exploited graph neural networks in session-based recommendation.

In our study, we limited the selection to include only the current state-of-the-art and well-cited architectures proposed in the range of last four years, published in top tier venues, and have an open source implementation. Additionally, we refined
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![Diagram of baseline and deep learning session-based recommendation methods.](image)

**Fig. 2**: List of evaluated baseline and deep learning session-based recommendation methods.

Our list to select the models that can be used in making generalized (non-personal) predictions without the need of collecting personal user profile to comply easily with the GDPR requirements (Section 1). The final list of the chosen architectures includes neural item embedding algorithm (Item2Vec) proposed by Barkan and Koenigstein (2016), extended version of GRUs neural networks (GRU4Rec+) by Hidasi and Karatzoglou (2017), neural attentive network (NARM) Li, Ren, Chen, Ren, Lian, and Ma (2017), graph neural network proposed by Wu, Tang, Zhu, Wang, Xie, and Tan (2019), short-term attention priority network (STAMP) by Liu, Zeng, Mokhosi, and Zhang (2018) as well as convolutional generative network for session-based recommendation (NextItNet) (Yuan, Karatzoglou, Arapakis, Jose, and He, 2019), and collaborative neural network with parallel memory modules (CSRM) proposed by Wang, Ren, Mei, Chen, Ma, and de Rijke (2019).

### 3.2.1 Neural item to vector embedding

Mikolov, Chen, Corrado, and Dean (2013) introduced a conversion for the items into embedding vectors in a latent space based on the session context of clicked items. This idea is an adaptation of the Word2Vec algorithm that converts words into a vector space in an efficient way that enhances neural machine translation task performance by having two close vectors for similar words used in the same context. Similarly, Item2Vec uses the skip-gram with negative sampling neural word embedding to find out vector representations for different items that infer the relationship between an item and its surrounding items in a session. During the prediction phase, candidate items get scores according to the similarity distance.
between their embedding vectors and the average of the embedding vectors of the session items (Barkan and Koenigstein, 2016).

3.2.2 Gated recurrent neural networks for session-based recommendation

One of the first successful approaches for using RNNs in the recommendation domain is the GRU4Rec network (Hidasi, Karatzoglou, Baltrunas, and Tikk, 2015). A RNN with GRUs was used for the session-based recommendation. A novel training mechanism called session-parallel mini-batches is used in GRU4Rec, as shown in Figure 3. Each position in a mini-batch belongs to a particular session in the training data. The network finds a hidden state for each position in the batch separately, but this hidden state is kept and used in the next iteration at the positions when the same session continues with the next batch. However, it is erased at the positions of new sessions coming up with the start of the next batch. The network is always updated with the session beginning and used to predict the subsequent events. GRU4Rec architecture is composed of an embedding layer followed by multiple optional GRU layers, a feed-forward network, and a softmax layer for output score predictions for candidate items. The session items are one-hot-encoded in a vector representing all items’ space to be fed into the network as input. On the other hand, a similar output vector is obtained from the softmax layer to represent the predicted ranking of items. Additionally, the authors designed two new loss functions, namely, Bayesian personalized ranking (BPR) loss and regularized approximation of the relative rank of the relevant item (TOP1) loss. BPR uses a pairwise ranking loss function by averaging the target item’s score with several sampled negative ones in the loss value. TOP1 is the regularized approximation of the relative rank of the relevant item loss. Later, Hidasi and Karatzoglou (2018) extended their work by modifying the two-loss functions introduced previously by solving the issues of vanishing gradient faced by TOP1 and BPR when the negative samples have very low predicted likelihood that approaches zero. The newly proposed losses merge between the knowledge from the deep learning and the literature of learning to rank. The evaluation of the new extended version shows a clear superiority over the older version of the network. Thus, we have included the extended version of the GRU4Rec network, denoted by GRU4Rec+, in our evaluation study.

3.2.3 Neural attentive session-based recommendation

NARM is one of the session-based recommendation systems based on sequence modeling using an attention mechanism (Li, Ren, Chen, Ren, Lian, and Ma, 2017). The main advantage of this model is introducing a solution to the long-term memory models like GRU4Rec. The model is characterized by hybrid encoders with an attention network to model the user sequential behavior and capture the main purpose of the session combined as a unified session representation. NARM architecture has two types of encoders:

1. GRU network representing the global encoder, which takes the entire previous user interactions during the session as input and produces the user’s sequential behavior as output.
2. Local encoder that is a GRU network similar to the global encoder. However, its role is to involve an item level attention mechanism to allow the decoder to dynamically select a linear combination of different items from the input sequence, and focus more on important items that can capture the user’s main purpose within a particular session.

Finally, both encoders’ outputs are concatenated with each other to form an extended representation of the session. They are fed again into a bi-linear decoder along with item embedding vectors to compute the similarity score between current session representation and candidate items to be used in ranking items to be predicted next.

3.2.4 Short-term attention/memory priority model

STAMP is one of the approaches that replaces complex recurrent computations in RNNs with self-attention layers (Liu, Zeng, Mokhosi, and Zhang, 2018). The model presents a novel attention mechanism in which the attention scores are computed from the user’s current session context and enhanced by the sessions’ history. Thus, the model can capture the user interest drifts, especially during long sessions and outperform other approaches like GRU4Rec (Hidasi, Karatzoglou, Baltrunas, and Tikk, 2015) that uses long term memory but still not efficient in capturing user drifts. Figure 4 shows the model architecture where the input is two embedding vectors ($E_L, E_{st}$). The former denotes the embedding of the last item $x_L$ clicked by the user in the current session, which represents the short term memory of the user’s interest. The later represents his overall interest through the full session clicked items. $E_{st}$ vector is computed by averaging the items embedding vectors throughout the whole session memory ($x_1, x_2, ..., x_L$). An attention layer is used to produce a real-valued vector $E_a$, where this layer is responsible for computing the attention weights corresponding to each item in the current session. In this way, we avoid treating each item in the session equally important and paying more attention to only related items, which improves the capturing of the drifts in the user interest. Both $E_a$ and $E_L$ flow into two multi-layer perceptron networks identical in shape but have separate independent parameters for feature abstraction. Finally, a trilinear composition function, followed by a softmax function, is used.
for the likelihood calculation of the available items to be clicked next by the user and to be used in the recommendation process.

3.2.5 Simple generative convolutional network

NextItNet was proposed to use convolutional neural networks in the session-based recommendation. The session made by a user is converted into a 2-dimensional latent matrix and fed into a convolutional neural network like images (Yuan, Karatzoglou, Arapakis, Jose, and He, 2019).

NextItNet is considered as an extension over the recent convolutional sequence embedding recommendation model (Caser) by Tang and Wang (2018). However, NextItNet addresses two main limitations of applying CNNs in sequence modeling in Caser, which are obvious in long sessions. First, the items sequences in a session can have a variable length, which means that a large number of different size images are needed to represent a session. Consequently, fixed-size convolutional filters may fail in dealing with such cases. However, large filters with a filter width similar to the image width of an item inside the session sequence, and followed by max-pooling layers, are used to ensure that the produced feature maps have the same length. Second, these small filters are not able to find well-representing embedding vectors for the session items. In NextItNet, a huge number of inefficient convolutional filters are replaced with a series of 1-dimensional dilated convolution layers. The dilated layers are responsible for increasing the receptive field and dealing with different session lengths instead of the standard 2D convolution layers. Thus, the max-pooling layers are omitted as they can not distinguish the important features in the map if they occur once or multiple times while ignoring the position of these features. Additionally, NextItNet makes use of the residual blocks effectively in the recommendation systems, which can ease the optimization.
for much deeper networks than the shallow convolutional network in Caser that can not model complex relations between items in a user session.

3.2.6 Session-based recommendation with graph neural networks

SRGNN was introduced recently by Wu, Tang, Zhu, Wang, Xie, and Tan (2019). The session sequences are modeled as a graph-structured data and the graph neural network (GNN) task is to capture the complex transitions among items. This architecture was proposed to solve mainly two problems with other approaches. First, most other models can not estimate the user interest without adequate interactions in a session. Secondly, most of the models focus on single way transitions between items and neglect transitions among the context instead. Each session is modeled as a separate sub-graph. In this sub-graph, a node represents an item, and an edge represents a user interaction with that item. Session $S_t$ in Figure 5 shows as example to session sub-graph. Each edge is assigned a normalized weight calculated by the division of the edge occurrence by the out-degree of that edge’s starting node. Then, using an attention network, each session sub-graph is proceeded one by one through a gated GNN to produce an embedding vector for each node. The role of SRGNN is to capture the complex transitions in the session context and generate accurate corresponding item embedding vectors. This method can be adapted if the nodes of the items have multiple features like price, color, size, and brand by concatenating them with the node embedding vector. Further, the session embedding vector adds information about the session’s local embedding vector defined by the last clicked item vector, which is $E_7$ in Figure 5, and the global embedding vector $E_S$, defined by the aggregation of all the previous items vectors. This hybrid embedding approach performs a linear transformation over the concatenation of both the local and global embedding vectors, followed by a softmax layer to predict the next item probabilities.
3.2.7 Collaborative session-based recommendation machine

A hybrid framework applying collaborative neighborhood information to session-based recommendation was proposed by Wang, Ren, Mei, Chen, Ma, and de Rijke (2019) who hypothesized that neighborhood sessions to the current session even made by different users, can contain useful information in improving the recommendation system predictions.

The architecture implementation, shown in Figure 6, includes two main encoders. First, the inner memory encoder models the user behavior during his current session using a RNN with an attention mechanism fed with the hidden state of the network from the previous layer $h_{t-1}$, and current session $S_t$ items. This encoder outputs two concatenated vector embeddings $C^{Inner}$ of the current session behavior representing the whole session items, and the key items clicked during the session. Second, the outer memory encoder looks for the neighborhood sessions that contain similar patterns to the current session out of a subset of the recently stored sessions ($S_{t-1}, S_{t-2}, ...$), which are used in enhancing the recommendation process. The final output from the outer memory encoder $C^{Outer}$ represents the influence of other sessions’ representations in the neighborhood memory network $M$ on the current session. The final current session representation $C_t$ is formed by a selective fusion between both encoders output. Finally, the output scores for all items are predicted using a bi-linear decoding scheme between the embedding of
item $I_i$, and the final representation vector of the current session $C_t$, followed by a softmax layer. Other two main advantages in CSRM are:

1. Storing recent sessions and looking for neighborhoods within these sessions can be beneficial, especially in e-commerce where temporal drifts in user’s interests occur frequently.
2. Ease of including different item features in the item embedding vector, which can enhance the recommendations’ accuracy.

4 Methodology

4.1 Datasets

All experiments were based on benchmark datasets in the e-commerce domain:

4.1.1 YOOCHOOSE

The first dataset is collected by YOOCHOOSE incorporation and published in RecSys Challenge 2015. The dataset contains a collection of sessions from a retailer, where each session includes the click events that the user performed in the session. The data was collected during ≈ 6 months in 2014, reflecting the clicks and purchases performed by the users of an online retailer in Europe. The main characteristics that distinguish this dataset from others are having the largest number of clicks and the smallest number of items, which leads to a high presence of most of the items in the dataset. Following the previous literature, we used the last day sessions as a testing set and the rest sessions as a training set. This dataset is referred to as RECSYS (Hidasi, Karatzoglou, Baltrunas, and Tikk, 2015; Hidasi and Karatzoglou, 2017).

4.1.2 Diginetica

Diginetica dataset was used in CIKM Cup 2016 for the personalized e-commerce search challenge. The dataset was provided by DIGINETICA corporation containing anonymized search and browsing logs, product data, and anonymized transactions collected for five months from e-commerce websites. We used the transaction data only in our experiments. Similar to the RECSYS dataset, we used the last day sessions as a testing set and the remaining sessions as the training set. We use the name CIKMCPUP to refer to this dataset in the rest of this paper.

---

19 https://www.yoochoose.com/
20 http://2015.recsyschallenge.com/
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22 http://diginetica.com/
4.1.3 TMall

TMall is a large dataset that consists of interaction logs from the e-commerce TMall website. The dataset was collected in six months, including the user-item views logs; however, the time recorded for each event was at the granularity of days. Thus, we used transactions made by the same user in one day as one session, which leads to much longer sessions than the other datasets. Due to the constraints in the computational resources, we used only the dataset in the range from the beginning of September to the end of October (two months) as the training set, and the subsequent day (1st of November) as the testing set. We refer to this dataset as TMALL.

4.1.4 Retail Rocket

Finally, the Retail-Rocket dataset was collected and published by retail-rocket e-commerce personalization company aiming to motivate researches in the field of recommendation systems. The dataset includes user behavioral data from a real-world e-commerce website throughout ≈ 4.5 months like views, add to carts, and transactions in addition to items identifiers and their properties in a hashed format. Only the views and add-to-cart events were considered in our experiments, while transaction events are discarded. This dataset and the CIKMCP dataset are characterized by the small number of clicks compared to the number of existing unique items. Besides, they also have fewer sessions than both the TMALL and RECSYS datasets. We used the last two days as the testing set while the rest of the sessions as the training set. We refer to this dataset as ROCKET.

During the preprocessing of all datasets, we filtered out sessions of length one as they do not include enough items for evaluation. Additionally, we filtered the clicked items in the test sets, which do not exist in the corresponding training sets in all the experiments. *Multiple consecutive clicks on the same item in one session are replaced by a single click on that item.* This step was done as it does not make sense to recommend the same item currently viewed by the user, and it is always preferable to recommend new related items. For example, a session of a click sequence of (1, 1, 1, 2, 3, 4, 4, 1) is pre-processed to (1, 2, 3, 4, 1). Ignoring this step, like in previous studies (Ludewig and Jannach, 2018; Ludewig, Mauro, Latifi, and Jannach, 2019), falls in favor of the baseline methods like nearest neighbors and frequent pattern mining over neural-based methods. We kept all the items in the training set and did not remove low-frequency items. During the evaluation, we compute the accuracy of recommendations on all the possible splits starting from the first click of every single session. For instance, in a session represented by the vector (1, 2, 3, 4), we evaluate the recommendations on the session of a single click on (1) with target item 2, the (1, 2) session with target item 3, and the (1, 2, 3) session with target item 4. Finally, the average performance measurements are reported out. The statistics of the datasets after the preprocessing are summarized in Table 3.

---
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Table 3: Final statistics of the datasets used in the evaluation experiments

|                    | RECSYS  | CIKMCUP | TMALL   | ROCKET  |
|--------------------|---------|---------|---------|---------|
| Number of Items    | 37.48K  | 122.53K | 618.77K | 134.71K |
| Number of Sessions | 7.98M   | 310.33K | 1.58M   | 367.59K |
| Number of Clicks   | 27.68M  | 1.16M   | 10.83M  | 1.06M   |
| Timespan in Days   | 175     | 152     | 62      | 138     |
| Average Item Frequency | 738.5  | 9.5     | 17.5    | 7.9     |
| Average Session Length | 3.47   | 3.75    | 6.86    | 2.88    |

4.2 Experiments Description

Our study includes eight different sets of experiments repeated for each model on all the evaluated datasets. The target of these experiments is to answer the following research questions (RQs):

- **RQ1: Different Training Session Lengths:**
  We aim to evaluate which models can learn from short sessions in length during the training process, and which ones can make use of lengthy sessions better to specify the user’s interest accurately. To answer this RQ, we divided each training dataset into three different splits according to their length. We keep only sessions of length < 5 in the first split, ≥ 5 & < 10 in the second split, and ≥ 10 for the third one. We choose these thresholds as it sounds challenging to determine a correct session context with < 5 clicked items. Sessions of length > 5 and < 10 have an adequate number of items to determine the user’s preferences. Sessions with > 10 items have very enough items to model the user’s preferences, too, but it is also more likely to have a drift in the session context that may or may not be captured by the model. This selection was also made following Liu, Zeng, Mokhosi, and Zhang (2018), who chose a threshold of 5 to distinguish between short and long sessions as all datasets have an average session length that is close to 5, as shown in Table 3. All the models are trained on each split of the training sessions. However, the evaluation was done on the testing splits extracted from the original datasets without further pruning.

- **RQ2: Different Testing Session Lengths:**
  In this experiment, we measure the models’ performance with different session lengths during inference. The main target of this experiment is to observe the model performance during the start of the session and after having an adequate number of interactions from the user. This experiment could help determine which models can not perform well at long sessions that usually include user drifts in preferences. On the contrary to the previous RQ, we fixed the same training dataset and divided the test sets to three different splits of sessions of maximum length of 5, 10, > 10, respectively. All models are trained on the same training set and evaluated on each test split.

- **RQ3: Prediction of items with different popularity in the training set:**
  In this set of experiments, we investigate how the models’ performance changes concerning the items’ frequency in the training set. Answering this RQ can help determine which models can learn well from less frequent items in the training set and predict them accurately during evaluation. Additionally, this experi-
ment can show how models are biased towards predicting the more popular items. In this experiment, we divided the test sets of each dataset to keep only items whose frequencies do not exceed a specific threshold in the training set. The frequency thresholds used for different splits were \((50, 100, 200, 300, > 300)\) for the RECSYS and TMALL datasets, and \((10, 30, 60, 100, > 100)\) for the CIKMCUP and ROCKET datasets. This categorization was chosen based on the distribution of the items’ frequency in the training sets such that each category of a range of frequencies has an adequate number of items (\(\geq 1000\) items) covering the whole range of frequencies, as shown in Figure 7. All models are trained on the same training set, and the evaluation metrics are computed on each set of items in the testing set, satisfying the above frequency threshold conditions.

Fig. 7: Frequency distribution of the items in the training sets.

- **RQ4: Effect of Data Recency:**
  In this experiment, we divide our training sets into three data portions. Each portion is collected during a period that is equal in length to the others but different in terms of the creation date (recency). The first portion represents the most recent collected data sessions. The second one represents the eldest sessions, and the last one is a mixture between the more recent half of the first portion and the older half of the second portion. All models are evaluated on the same test set. We aim in this experiment to show whether it is crucial to have a dynamic time series modeling to be taken into account while fitting the different models or seasonal changes can not make a significant drift in the user preferences in the e-commerce domain. For example, in fashion e-commerce, users tend to look for light clothes during summer that makes it unlikely to learn from data collected in the winter, where users usually have more preference for heavy clothes. Additionally, it is quite essential to determine how data recency could lead to data leakage problems that could result in a deceiving model accuracy during training.

- **RQ5: Effect of Training Data Size:**
  We aim by this experiment to observe the models’ performance on different dataset sizes. Answering this RQ can help understand the suitable dataset size corresponding to the number of available items in a dataset such that the model performance is not affected profoundly. Consequently, saving more computational resources without impairment in the models’ performance. We have selected randomly different splits of the original training datasets such that the sizes of these splits are equal to \(\frac{1}{P}\) of the original training set size where \(P \in \{2, 8, 16, 64, 256\}\).

- **RQ6: Effect of Training Data Time Span:**
  Additionally, to check whether the results obtained from RQ4 and RQ5 can be
generalized or not, we run a similar experiment to RQ5; however, instead of selecting random portions of training sets, we divided them according to the time taken in the data collection. For example, we used only the most recent sessions collected during the last \( m \) days before the period used as a testing set to train the model. In this experiment, we used \( m \in \{2, 7, 14, 30\} \), and we aim to know the time span required to train different models and achieve the best performance according to the different data set properties like the number of items, and average session length.

- **RQ7: Items Popularity and Coverage:**
  What are the coverage and popularity of the items of each model on fixed dataset splits? Given the models’ predictions, we compute the coverage and popularity of these predictions out of the total number of unique items in the dataset. These measurements can provide a good indication of the models’ tendency to predict the most frequent items only, or they can cover the space of items to a large extent. The coverage of the model predictions is a measure of what is called aggregate diversity and how the model is adapted to different sessions’ context (Shani and Gunawardana, 2011). A small coverage value shows that the model is always recommending a small set of items for all users, as the most popular or frequent items in the training set. A high coverage shows that it recommends a wide range of items with different sessions context (Ludewig, Mauro, Latifi, and Jannach, 2019). The coverage can also be shown and confirmed by the popularity metric that computes the average frequency of occurrence of the predicted items from the training set normalized by the frequency of the most popular item. We used the full original training and testing sets of CIKMCUP and ROCKET datasets. Besides, we used a random split of \( \frac{11}{15} \) of the RECSYS and TMALL datasets for training with the last 2-days sessions for testing. The coverage and popularity of the top five predicted items per session are reported in each of these experiments. Models with high accuracy in terms of HR and MRR and high coverage of items are usually preferred over accurate models with lower coverage. This reflects how the model provides different predictions that are adaptable to the context of the sessions.

- **RQ8: Computational Resources:**
  What are the required time and memory resources for each model during both training and inference phases? In this experiment, we report the different computational resources required by each model to observe the trade-off between the model performance and its complexity and if it is worth having more computationally expensive models than simpler ones. Besides, we aim to find the suitability of different models to be used practically in making real-time predictions.

The properties of all training and testing splits used in each experiment are summarized in Table 4. We used an early stopping approach during training with a validation split of 10% of the training split for the deep-learning models. Additionally, as hyperparameter optimization is an essential part in determining the performance of models, we run a random search of 20 iterations for all models on each dataset to tune the most effective hyper-parameters suggested to be tuned by their authors or based on our own experiments. However, we kept the rest of the networks’ hyper-parameters by their default values, as mentioned in their corre-
sponding papers. We selected the hyper-parameter settings achieving the highest \(HR@20\) for each dataset. The list of the tuned hyper-parameters for each model, along with their ranges, can be found in Table 12.

Our work was carried out in part in the high performance computing center of the University of Tartu. In case that graphical processing unit (GPU) is used for neural network models, we used NVIDIA Tesla P100 GPU. The memory size was limited to 20GB RAM, Intel(R) Xeon(R) CPU E5-2660 v2 @ 2.20GHz processors with up to 30 cores were allocated from the computing center to run the models that do not support GPU. During reporting training and testing time and memory consumption in our results, we have not used any GPUs to make the comparison fair among all models. However, indeed all neural-based models support the usage of GPUs, which is a significant advantage over other algorithms. The source codes used in this study, and the logs of the results, are made publicly available.

4.3 Evaluation Metrics of models performance

We measured the performance of all models in our experiments using several evaluation metrics:

1. **Hit Rate**\(HR@K\) is the rate of matching the correct item clicked by the user with any of the list of predictions made by the model. The metric value is set to 1 if the target item is present among top K predictions and 0 otherwise. The formula of \(HR@K\) for a dataset \(D\) is described as follows:

\[
HR@K = \frac{1}{|S_D|} \sum_{i=1}^{|S_D|} 1_{IN} \left( I_{\text{target}}, \arg\max_{K} (\hat{Y}_i) \right), \tag{5}
\]

2. **Mean Reciprocal Rank**\(MRR@K\) is the average of reciprocal ranks of the target item if the score of this item is among the top K predictions made by the model. Otherwise, the reciprocal rank is set to zero (Hidasi, Karatzoglou, Baltrunas, and Tikk 2015). The computation of \(MRR@K\) is given by

\[
MRR@K = \frac{1}{|S_D|} \sum_{i=1}^{|S_D|} \frac{1}{r_{IN} \left( I_{\text{target}}, \arg\max_{K} (\hat{Y}_i) \right)}, \tag{6}
\]

3. **Item Coverage**\(COV@K\) is the measurement of how the model predicts a variety of items and not only biased to a small subset of frequent items. The item coverage is the ratio of the number of unique items predicted by the model to the total number of items in the training set. Given that \(K\) is the number of top predictions to be considered from the model for each session, item coverage is described as

\[
COV@K = \frac{|U \left( \arg\max_{K} (\hat{Y}_{i=1,2,...,|S_{TR}|}) \right)|}{|U(S_{TR})|}. \tag{7}
\]

\(^{25}\) https://hpc.ut.ee/

\(^{26}\) https://github.com/mmaher22/iCV-SBR
4. Item Popularity (POP@K) is a representation of how the model tends to predict popular items. This metric can reveal models that achieve good performance based on the popularity of certain items in the training set instead of recommending items that match the session context and the user’s preferences. The item popularity is the ratio between the average of the predicted items’ frequencies to the frequency of the most popular item in the training set. Given that $K$ is the number of top predictions to be considered from the model for each session. Item popularity is given by

$$
POP@K = \frac{\sum_{i=1}^{\left|STE\right|} \left(\sum_{I \in \arg \max K (\hat{Y}_i)} F(I)\right)}{\left|STE\right| \cdot \max (F(S_{TR}))}.
$$

(8)

5 Results

In this section, we report and discuss the results obtained from our extensive evaluation for the different models trying to answer the different research questions proposed in Section 4.

5.1 RQ1: Different Training Session Lengths:

In the presented diagrams, we report the results for HR and MRR of each model on all the evaluated datasets. On the contrary to some previous literature work like [Ludewig and Jannach (2018)], who used predictions cut-off threshold of 20 recommendations, We have chosen to set the number of predictions cut-off to 5 as it is more reasonable to recommend around five items to the user in a real use case. Also, 20 recommendation is a large number to be used in real-life e-commerce scenarios. However, full results for different predictions cut-off thresholds (1, 3, 5, 10, 20), in this experiment and all the following ones, can be found in our online repository.

As shown in Figure 8, most of the neural models outperform the non-neural baseline models except for S-POP, which is the best model in the TMALL dataset due to the nature of the dataset where the clicked items in one session are repeated more frequently within the same session than other datasets. TMALL has an item frequency per session of 1.204 on average compared with 1.097, 1.115, 1.103 for RECSYS, CIKMCUP, and ROCKET, respectively. This difference means that it is more likely that the same item appears multiple times in a single session in the TMALL dataset. Also, VSKNN has a relatively good performance in the ROCKET dataset. However, the top three models in terms of either HR or MRR in RECSYS and CIKMCUP datasets are always neural-based. Besides, two neural models are always among the top three performing models in the TMALL and ROCKET datasets. NextItNet has the highest performance in the RECSYS dataset characterized by the highest average item frequency among the used datasets. This property is suitable more for convolutional networks that require a large number of sessions covering all items to model them correctly. However, there is a small decrease in the performance of CSRM, SRGNN, and STAMP when training using

https://github.com/mmaher22/iCV-SBR/tree/master/Results
Fig. 8: RQ1: Effect of using different training session length on algorithms performance.

short session length, which is apparent in RECSYS and TMALL that have mostly intermediate to long sessions in the corresponding testing sets. On the other hand, GRU4Rec+ has the highest performance when training using intermediate and short session length. In contrast, this performance degrades on long sessions since a drift in the user preferences is more likely to occur. Although NARM also uses a similar network to GRU4Rec+, it has a better performance thanks to the attention layers in its architecture. This improvement in performance was significant compared with a baseline of the GRU4Rec network, that suffers from the vanishing gradient problem, especially in long sessions of 11 to 17 clicks (Li, Ren, Chen, Ren, Lian, and Ma, 2017).

Regarding baseline models like S-POP, AR, and SR, there is a big and consistent change in their performance while changing the training sessions’ length, especially in the RECSYS dataset. However, it is clear that these models have comparable performance to neural-based models in datasets where the average item frequency is small and not enough for learning good item representations like in CIKM CUP, ROCKET and TMALL datasets. Overall, baseline methods like S-POP, VSKNN, and SMF are more suitable for short sessions when there
are not enough session events to represent the user’s preferences. On the other hand, as the session includes a larger number of events, more complex models become better than baselines. This improvement is only apparent for intermediate sessions compared with short sessions. However, long sessions have similar or slightly worse performance since the user preferences are more likely to change in the long sessions. The number of these sessions is not large enough to train the neural models well, especially in the CIKMCUP and ROCKET datasets. However, the total number of events in all training splits of these datasets is close since long sessions have higher average session length than short ones, as shown in Table 4. In contrast, the TMALL dataset has many more events in the long sessions than intermediate and short ones. This difference in splits’ size could contribute to the noticeable improvement of the performance of the neural models trained with long sessions like NARM, as also discussed in Section 5.5.

Fig. 9: RQ2: Performance of the models on different testing session lengths.
5.2 RQ2: Different Testing Session Lengths:

While training using different session lengths gives useful insights about the performance of models, this performance is still highly correlated with the length of the testing sessions. For example, if a model is trained with short sessions while most of the testing set sessions are long, it will not make accurate predictions.

Figure 9 shows the performance of different models using the same training set for all of them while choosing a subset of sessions according to their length as a testing set. S-POP has an increasing performance while the session goes longer since longer sessions have a higher probability that the user clicks again on a previous item that he liked before during the same session. However, in lengthy sessions, personalization still pays off since the session has adequate information to model the user preferences precisely (Quadrana, Cremonesi, and Jannach, 2018).

The performance of SR and AR degrade consistently by a large degree, for all the datasets as the session length increases. This impairment is due to the small window of interest that both these algorithms look at while computing the frequent patterns of items, which means that they will not make use of longer sessions. Although the window size for the computation of frequent patterns could be increased, the computational complexity grows exponentially, making it infeasible to use them with long windows sizes. The same effect holds for VSKNN when the selected weighting function for the clicked items in the session gives much higher weights to the recent items like the quadratic, multiplicative inverse, and log weighting functions. Thus, the weights given to the remaining items outside a specific window size are almost neglected. Besides, almost all the neural models’ accuracy decreases at long sessions, which shows that it is still one of the challenges to model the user drift of interests during the same session. This decrease in performance is very clear in NextItNet, Item2Vec, GRU4Rec+ among all datasets while it is slightly less observable for CSRM, STAMP and NARM which could be due to the memory and attention mechanisms applied in these models. NextItNet never outperforms in the RECSYS dataset compared with the results obtained in RQ1. This decrease in performance is due to the smaller training split size used in the experiments of RQ2 compared with the ones used in RQ1. This claim is also confirmed in the experiments of RQ5 and RQ6, where the deep architecture of convolutional layers in NextItNet requires many instances per item to model it adequately compared with attention networks.

Overall, it seems that achieving excellent performance in long sessions is still a challenging problem for most of the models. On the one hand, pattern mining models do not pay attention to long sessions. They only make use of a small window frame around the item of interest while ignoring information made earlier by the user in the same session. On the other hand, neural models can not still detect user-drifts accurately and might suffer from vanishing gradient problems in RNNs, especially for the very long sessions (Hidasi and Karatzoglou, 2018; Li, Ren, Chen, Ren, Lian, and Ma, 2017). Interestingly, much research has focused on a solution to the cold-start problem when users do not make enough clicks to capture their preferences. However, it seems that more attention needs to be also paid to improve the recommendation performance for the long sessions.
5.3 RQ3: Prediction of items with different abundance in the training set:

Figure 10 shows the performance of different models when trying to predict an item below a specific threshold of occurrences in the training set. This experiment shows how model performance is affected by the number of items’ occurrences during fitting. In this experiment, we used frequency thresholds of \((<50, <100, <200, <300, >300)\) for RECSYS and TMALL datasets which have higher average items frequency, and \((<10, <30, <60, <100, >100)\) for CIKMCP and ROCKET datasets.

AR, SR, SMF, GRU4Rec+ performance is always improved by increasing the frequency threshold among all datasets. To a less extent, NextHitNet and SRGNN has a slight gain in performance by increasing frequency threshold where this gain is stopped at very high frequencies like in TMALL and ROCKET datasets. On the other hand, NARM, STAMP, CSRM, Item2Vec, and VSKNN performance measurements do not have a consistent trend while increasing the frequency threshold. In general, some models can have a better performance by increasing items’ occurrences in training set to be able to model these items accurately like AR and SR. On the contrary, some other models do not need this high frequency of occurrences, and it is enough to be represented only a few times in the training set like NARM, STAMP, and CSRM which are all having various attention mechanisms.
5.4 RQ4: Effect of Data Recency:

Using session-based recommendation models in e-commerce always requires being up-to-date with enough recent data to model the current users’ trends. In this experiment, we tested our hypothesis by training the models using the sessions collected from the most recent five days, the eldest five days, and a mix between half of recent and half of the old splits. The test set was fixed for all these different training splits. In Figure 11, it is shown that it is always preferable to train the models using the most recent sessions. It is consistent among all datasets that old sessions have an observable lower performance along almost all the models than recent and mixed splits. Although, there is no large difference between the models’ performance on the recent and mixed splits especially in RECSYS and ROCKET datasets, there is still a small difference in favor of recent splits for CSRM, SRGNN, and NARM in CIKMCUP and TMALL datasets. Surprisingly, VSKNN is the only model with higher performance on old splits in two out of the four datasets and comparable performance in the other two datasets. This behavior could be interpreted as the algorithm only cares about neighboring ses-

---

28 In ROCKET, we used ten days instead of five as the dataset is smaller than the rest.
sions of exactly similar items as those clicked by users, which indeed results in better recommendations if matching sessions were found. Besides, VSKNN has a better overall performance than other models in the ROCKET, and CIKMCP datasets as both of them are characterized by a lower average item frequency than the RECSYS and TMALL datasets as discussed in RQ3. It is worth mentioning that although a similar trend is observed for the models over each dataset, the differences in each dataset are not equal because some datasets span different time periods. For example, GRU4Rec+ has a higher HR@5 performance in the recent split than the old split by ~7% in the RECSYS dataset that spans six months. However, this difference is just ~0.5% in the TMALL dataset that spans two months. Hence, the time difference between old and recent splits in RECSYS is much bigger than that of the TMALL dataset, which could explain the differences in performance among all datasets.

These results confirm that we should account for time-series dynamic modeling in the session-based recommendation to model the trends in users’ preferences. Besides, in case that the collected data is much old, there is a high chance that the nearest neighbor algorithms outperform other models.

Fig. 12: RQ5: Heat map of the models’ performance on different training set sizes (darker means better performance). The value of each color code can be mapped to the corresponding numerical value from the vertical bar beside each subplot.

5.5 RQ5: Effect of Training Data Size:

In this experiment, we aim to know what are the suitable training data sizes corresponding to the different datasets with various characteristics. Additionally, investigating how the evaluated models perform while using these different training sets sizes. We divided ROCKET and CIKMCP into splits of \( \left\{ \frac{1}{2}, \frac{1}{8}, \frac{1}{16}, \frac{1}{64} \right\} \) of original training set size. TMALL, and RECSYS were divided into \( \left\{ \frac{1}{8}, \frac{1}{16}, \frac{1}{64}, \frac{1}{256} \right\} \).
splits as they are bigger. We refer to these splits as (large, medium, small, very small) respectively.

Figure 12 shows a heat map for the $HR_{@5}$ and $MRR_{@5}$ of different models while increasing the training set size. S-POP and VSKNN are the only algorithms that do not get benefit from larger data sizes. It can be easily observed that VSKNN achieved its highest performance along with the four datasets when using the very-small training data portions while S-POP has the same behavior except for RECSYS dataset. All the neural models’ performance is increased when using more training data sessions, which agrees with the nature of deep learning models that are data-hungry. However, SRGNN, NextItNet, and GRU4Rec+ are consistently getting better when increasing training data sizes over all the datasets, while NARM, STAMP, and CSRIM are improved less than the former models. Although there is a small improvement in the performance of AR, SR, and SMF in RECSYS dataset, this improvement is not clear enough in other datasets to generalize the same observation.

![Fig. 13: RQ6: Heat map of the models’ performance on different training set time spans (darker means better performance).](image)

5.6 RQ6: Effect of Training Data Time-span:

Getting some insights out of RQ4 and RQ5 about the importance of training data recency and sizes should reveal enough information about the length of the time span required to collect training data sessions. Similar to RQ5, Figure 13 illustrates a heat-map of the $HR_{@5}$ and $MRR_{@5}$ metrics when training using splits of the most recent $x$ days from the full training set for each dataset, where $x = 2, 7, 14, 30$. Similar to what is shown previously in RQ5, in Figure 12, VSKNN, and S-POP still have the best performance when training using a time-span of just two days. Additionally, the performance of neural models becomes better when increasing dataset time-span. However, in RECSYS dataset, the model improvement is almost
ceased as it has a small number of items, and the number of sessions in a 2-days time-span is quite enough to be used in modeling the context of the sessions accurately.

![Fig. 14: RQ7: Items Coverage and Popularity of Models Predictions](image)

5.7 RQ7: Items Coverage and Popularity:

Item coverage and popularity are good indications of how models tend to cover the space of items in training set in making recommendations. A model with small coverage and high popularity means that it tends to predict the same items for all users, regardless of the session’s context. Figure 14 shows the natural logarithm of items coverage ($COV@5$) and popularity ($POP@5$) using the same training and testing splits for each of the datasets. In general, a similar trend is observed among all the datasets comparing the baselines and neural models. For instance, S-POP has the lowest coverage and highest popularity since it predicts only the most frequent items. On the other hand, Item2Vec has the highest coverage and lowest popularity. However, this is not the case in most real-life scenarios. There are usually some popular items that the users usually click on, like the items with high discounts. So, Item2Vec still has the lowest performance in terms of HR and MRR since its output vectors are usually dispersed in the vector space, and simple distance measurements are not enough to capture the similarity among the session context and vectors of the items [Kim, Kim, and Cho 2017]. Regarding baselines, AR, SR, and VSKNN have quite similar coverage and popularity except for CIKMCUP where VSKNN has higher item coverage. SMF has quite smaller both item coverage and popularity.
Regarding the neural models, GRU4Rec+ has slightly higher coverage for its predictions, followed by NARM, STAMP, SRGNN, and CSRM but these differences are too small and can be barely observed. CSRM has a memory for storing the most recent sessions, and it predicts items based on the neighborhoods within these sessions. So, it is always biased towards a subset of recently clicked and popular items than other models. On the other hand, NextItNet has the lowest item coverage with comparable popularity to NARM and CSRM, which suggests that this model is more likely to get over-fitted to a small subset of items, and needs better regularization approaches to be applied to the model. NextItNet is characterized by the presence of the convolutional filters in its architecture, which require much more occurrences per item to generalize well compared with the attention-based networks (Barry-Straume, Tschannen, Engels, and Fine, 2018). SRGNN and STAMP have quite smaller average popularity across their predictions than other neural models over all the datasets. Besides, NARM has a high item coverage and high popularity with a relatively high accuracy performance according to the HR and MRR metrics. This performance suggests that NARM has the advantage of recommending a wide range of items according to the different sessions’ context. However, using SRGNN and STAMP could still be preferable if they have similar accuracy performance with other models as they cover more unpopular items in their recommendations. Detailed results for other predictions thresholds in this experiment can be found in Table 11 in the appendix.

Fig. 15: RQ8: Models time and memory consumption on RECSYS and CIKMCUP datasets during training and testing.
5.8 RQ8: Computational Resources:

It is quite important to have a short testing time to make predictions quickly as it is required to provide the user with recommendations in real time after making a specific action. Simultaneously, training computational complexity is important in terms of the scalability of the model and the ability to train it easily every short period of time. Figure 15 summarizes the computational complexity of different models during both training and testing phases in RECSYS, and CIKM CUP datasets. S-POP, AR, SR, and VSKNN are instance-based algorithms where the learning process occurs during inference by iterating over the training set for each test instance. Consequently, the computational resources for training these models are almost neglected. On the other hand, they take a very long during inference, which means that they are not suitable to be employed in making real-time predictions. However, they do not consume much memory as only the dataset, and very few parameters are required to be stored. Item2Vec and SMF have quite long training and testing time. Although Item2Vec is considered as a neural model, during inference, the similarity distance is computed between the predicted session embedding vector and the items’ vectors, which takes much time. Besides, SMF is a matrix factorization algorithm that performs heavy matrix multiplication operations during both training and inference. These operations are computationally expensive in terms of both time and memory consumption.

Regarding neural models, all of them have relatively high training time and memory resources; however, they are still characterized by a short time during inference. they only need only a single forward pass to make predictions for one batch of instances. This performance suggests that neural-based models are suitable for real-time predictions. The differences in the training and inference time of the neural models are proportional to the size of each network, the number of layers, and the types of these layers. STAMP has the lowest training and testing time consumption as it is the smallest model in size, followed by GRU4Rec+, CSRM, then NARM, SRGNN in ascending order. NextItNet that is characterized by the presence of multiple convolutional layers and relatively large model has high memory consumption due to the mapping of the sessions into images. However, NextItNet has a smaller testing time compared with NARM, SRGNN, and CSRM due to the weight sharing properties of the convolutional layers. Additionally, SRGNN, a graph neural network, has a relatively large memory and time consumption due to the large size of the graph network created by mapping the items and sessions into the corresponding nodes and edges. Overall, all neural models are more compatible with the requirements of real-time predictions. However, they need ample computational resources during training using the back-propagation scheme compared with the simple baseline algorithms.

5.9 Interpretable Meta-Model for best model predictions

Based on our empirical study, we trained a decision tree of a maximum depth of 6 levels and a minimum impurity split of 0.3 to keep it simple and interpretable. This tree model is used to predict the best outperforming model based on dataset characteristics. We used all the experiments that we have carried out in our study to construct a new tabular dataset. The features listed in this dataset include the
number of sessions, average session length, and average item frequency in both training and testing sets. We set the target variable as the best performing model out of the whole list of the evaluated models according to the $MRR@5$ evaluation metric. These models are distributed as 14, 36, 7, 4, 10, 5, and 10 instances for the S-POP, VSKNN, NARM, STAMP, NextItNet, SRGNN, and CSRM, respectively. On the other hand, the remaining models did not outperform in all the data splits used in our study. Our dataset was divided into ten cross-fold training and hold-out splits. The same decision tree was fitted to each training split to achieve an average accuracy of 87.17% and 87.5% on the training and hold-out splits, respectively. The visualization of one of these fitted trees, and the class distribution in the dataset can be found in Figure 17 in the appendix.

The most important features used in determining the outperforming model turn out to be in the following order: the average item frequency in the training set, the average session length in the testing set, the number of sessions in the training set, and the number of items in the training set. This simple tree model supports our previous findings of how different dataset characteristics can affect the performance of different models, and choosing the best one. In practice, such interpretable models can help the user to shorten the list of the models that are more likely to perform well given the characteristics of the given dataset. Besides, they can help assign weights for different models’ predictions if an ensemble of multiple models is used for recommendation using the recommendations corresponding to each model. This experiment shows the potential in finding similar interpretable models that help in developing rules that guide the user to choose the suitable models for a specific dataset.
Our study suggests that using different models according to the different datasets' characteristics could lead to a better performance in the session-based recommendation task. Similar approaches to our decision-tree meta-model can predict which models will perform well with different dataset properties. This information can help combine the predictions out of multiple candidate models, which will consequently improve the final set of recommended items. Our dataset can also be extended easily with more e-commerce datasets that can increase the meta-model accuracy and reliability of predicting the best models.

5.10 Overall Performance

To judge the overall performance of the different models, we used a box-plot in Figure 16 to summarize the ranks of the examined models along with the evaluated datasets. Each chart represents a comparison among the ranks of the models in all the experiments related to one particular dataset. The model with the best performance (highest HR@5/MRR@5) takes a ranking of one, and the one with the worst performance takes a ranking of twelve. In general, NARM, SRGNN, and CSRMM are the top three neural-based models in terms of both HR@5 and MRR@5 in all datasets. VSKNN has a good performance in ROCKET dataset with the smallest average session length among all datasets. In contrast with previous studies (Ludewig, Mauro, Latifi, and Jannach, 2019; Ludewig and Jannach, 2018), VSKNN has worse performance than expected. When we investigated the reasons for this performance impairment, we found out that the preprocessing steps carried out in our study by removing consecutive clicks on the same items, keeping the items of low frequency, and the different evaluation procedures are the main reasons for the differences from these studies. S-POP has the best performance in TMALL dataset with the largest number of items and average session length. NextItNet has a good performance only in RECSYS dataset with the smallest number of items and largest average item frequency in the training set, which means that most items are well-represented in training set by many times. In Table 11 in the appendix, the different metrics are evaluated for 1, 5, 20 predictions cut-off thresholds. Overall, the performance of neural-based models has been greatly improved with the new different architectures that emerged in the session-based recommendation. This improvement can also be observed when comparing the performance of neural-based models in older studies (Jannach and Ludewig, 2017; Ludewig and Jannach, 2018) compared with more recent ones (Ludewig, Mauro, Latifi, and Jannach, 2019). Hence, neural-based models have a comparable accuracy performance to the most developed nearest neighbor algorithms, and yet more research is needed to further extend these models.

When comparing the results obtained from this study with previous benchmarking studies like (Jannach and Ludewig, 2017; Ludewig and Jannach, 2018; Ludewig, Mauro, Latifi, and Jannach, 2019), it is observed that the relative overall performance of the evaluated methods on the whole datasets is not always the same. Also, the performance of the models among these studies changes by doing slightly different preprocessing steps. For example, the performance of the STAMP model drops considerably in (Wu, Tang, Zhu, Wang, Xie, and Tan, 2019) compared with the reported performance in (Liu, Zeng, Mokhosi, and Zhang, 2018) on the same evaluated datasets (RECSYS and CIKM Cup). For this reason, we find it
difficult to draw general conclusions about the relative performance of the evaluated models. Additionally, there are very few publicly available real-world datasets in e-commerce. Hence, this suggests that understanding every single model’s performance concerning the different dataset characteristics could provide the user with more insights to help him select the model that suits his dataset better in an interpretable way. Having a large number of real-world datasets covering the whole space of these characteristics sounds practically impossible. Thus, here in this study, we rely on creating artificially altered data splits out of the original datasets that could better understand the performance of the evaluated models.

6 Conclusion

6.1 Main Insights

In this study, we investigated the current state-of-the-art neural-based models in addition to other baseline algorithms for the session-based recommendation task. Different experiments have been carried out trying to answer a set of research questions covering different characteristics of the evaluated datasets, in the e-commerce domain, during both training and testing phases. We used different evaluation metrics covering the accuracy of the models’ recommendations, the coverage of predicted items, and their average popularity. Additionally, the consumption of computational resources during training and inference has been discussed in terms of the suitability to real-life e-commerce portals.

In general, neural-based models with attention mechanisms like NARM and CSRM in addition to recurrent models like GRU4Rec+, and the simple VSKNN algorithm, are the top-performing models over the majority of datasets with different characteristics. Besides, the neural-based models are characterized by having reasonable training time budgets and real-time processing during inference. Our results suggest that the training data recency and sizes have an observable effect on the prediction accuracy during inference. In e-commerce, it is clear that dynamic time modeling is a crucial part that needs to be further investigated and included in session-based algorithms to model general trends through different periods. Additionally, dataset characteristics like average session length, average item frequency, and the total number of sessions do have an impact on the models’ performance.

Baseline models like nearest neighbors are still outperforming all other models when having relatively small training sizes or short sessions. Additionally, most of the models’ performance degrades slowly on very long sessions, which suggests the need to improve the models’ performance in these cases and accurately detect drifts in the user’s preferences while making use of older events in the session efficiently. In some cases, baseline algorithms outperform neural models; however, due to the computational complexity of these algorithms, especially during the inference time, neural-based models are preferable in making real-time recommendations.
6.2 Challenges and Future Work

Despite the recent leap achieved in improving the performance of neural-based methods in the session-based recommendation, many challenges still need to be tackled with new solutions. As future work, we suggest the following research points that help the community in understanding the current models better, and tackling these challenges with new solutions:

- **E-commerce domain** is usually characterized by frequent changes in items properties. For example, sale campaigns on some items can affect the users' interest heavily. In addition, temporal changes like weather changes in different seasons, and trends in fashion items can also lead to significant drifts in users' preferences. Thus, it is quite important to start looking for models that can deal with possibly different types of items attributes, either they are nominal, numerical, or categorical, to improve the prediction accuracy. Additionally, temporal changes in these attributes should be taken into account while predicting different items. The possible effects of these trends were previously analyzed using an e-commerce use case (Jannach, Ludewig, and Lerche, 2017). However, this is little explored in the literature due to the lack of publicly available datasets, including enough relevant information. So, more effort should be made to collect and publish such types of datasets that can help the research community better analyze these trends with different domains and a wide range of scenarios.

- **Most of the current solutions require unique item identifiers to be used during training and prediction phases.** However, in many domains having a fixed set of items is not a feasible solution. For example, new items can be added, and others can run out of stock in the e-commerce domain. So, training new models can be a tedious solution, especially for large datasets. Besides, models can suffer severely from the cold-start problem for those recently added items. Research work needs to investigate how to use the concept of the dynamic item embedding (Kumar, Zhang, and Leskovec, 2019) to be utilized in both the training and inferences phases instead of using a fixed set of unique identifiers.

- **The current session-based recommendation systems do not take into account the different user interactions made during the session.** On the one hand, different events like item view, add-to-cart, and add to wish list show different levels of interest from the user towards the items. On the other hand, other interactions can account for drifts in the user preferences like remove-from-cart and remove-from-wishlist. We believe that modeling such kinds of different interactions in a general way can lead to an improvement in the session-based recommendation.

- **Although tuning the models hyper-parameters can be computationally expensive,** it is quite important for further studies to perform extensive experiments on the most promising models to investigate the effect of changing different architecture hyper-parameters. Previous studies show that it is always the case that few hyper-parameters have a significant impact on the models' performance (Hutter, Babic, Hoos, and Hu, 2007) (Hutter, Kotthoff, and Vanschoren, 2019). As a candidate solution to reduce the search space to be investigated, many studies have introduced solutions to automated machine learning, including the neural network architecture search and hyperparameter optimization,
which help carry out these studies more fairly and efficiently (Elshawi, Maher, and Sakr, 2019).

- Extensive evaluation of deep learning approaches in session-based recommendation in domains other than e-commerce like music playlist recommendations is not investigated yet. As different domains characteristics can affect the properties of data collected, and the performance of different models, it is quite important to answer similar research questions to the ones investigated here in other domains too. Besides, other evaluation metrics could also be computed to reveal new interesting information about the behavior of the models and the diversity of their predictions (Shani and Gunawardana, 2011). For example, the Gini index could be evaluated for the models’ recommendations to understand if the predictions are biased towards some items than the others.

- In session-based recommendation, it is typical to train a model using the sessions collected during a specific period and evaluating the model using the sessions collected in the subsequent days to that period. Although this approach was always followed in our study, it is also possible to experiment using different train-test splits in some experiments like RQ4, RQ5, and RQ6, where a random set of sessions where chosen from the entire list of the existing sessions. One of the limitations of this work is that we used only a single train-test split due to our experiments’ computational complexity. Hence, as a future work, evaluating the results of some research questions using multiple train-test splits can be used to confirm and generalize our main conclusions.
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### 7 Appendix

#### 7.1 Properties of the datasets in all the experiments

Table 4: Final Statistics of datasets splits used in all the different evaluation Experiments

| Target RQ | RECSYS | CSKMCUP |
|-----------|---------|---------|
|           | Training Set | Test Set | Training Set | Test Set |
| RQ1       | No. of Sessions | Avg. Session Length | Avg. Item Freq | No. of Sessions | Avg. Session Length | Avg. Item Freq | No. of Sessions | Avg. Session Length | Avg. Item Freq | No. of Sessions | Avg. Session Length | Avg. Item Freq | No. of Sessions | Avg. Session Length | Avg. Item Freq |
| RQ2       | No. of Sessions | Avg. Session Length | Avg. Item Freq | No. of Sessions | Avg. Session Length | Avg. Item Freq | No. of Sessions | Avg. Session Length | Avg. Item Freq | No. of Sessions | Avg. Session Length | Avg. Item Freq | No. of Sessions | Avg. Session Length | Avg. Item Freq |
| RQ3       | No. of Sessions | Avg. Session Length | Avg. Item Freq | No. of Sessions | Avg. Session Length | Avg. Item Freq | No. of Sessions | Avg. Session Length | Avg. Item Freq | No. of Sessions | Avg. Session Length | Avg. Item Freq | No. of Sessions | Avg. Session Length | Avg. Item Freq |
| RQ4       | No. of Sessions | Avg. Session Length | Avg. Item Freq | No. of Sessions | Avg. Session Length | Avg. Item Freq | No. of Sessions | Avg. Session Length | Avg. Item Freq | No. of Sessions | Avg. Session Length | Avg. Item Freq | No. of Sessions | Avg. Session Length | Avg. Item Freq |
| RQ5       | No. of Sessions | Avg. Session Length | Avg. Item Freq | No. of Sessions | Avg. Session Length | Avg. Item Freq | No. of Sessions | Avg. Session Length | Avg. Item Freq | No. of Sessions | Avg. Session Length | Avg. Item Freq | No. of Sessions | Avg. Session Length | Avg. Item Freq |
| RQ6       | No. of Sessions | Avg. Session Length | Avg. Item Freq | No. of Sessions | Avg. Session Length | Avg. Item Freq | No. of Sessions | Avg. Session Length | Avg. Item Freq | No. of Sessions | Avg. Session Length | Avg. Item Freq | No. of Sessions | Avg. Session Length | Avg. Item Freq |
| RQ7       | No. of Sessions | Avg. Session Length | Avg. Item Freq | No. of Sessions | Avg. Session Length | Avg. Item Freq | No. of Sessions | Avg. Session Length | Avg. Item Freq | No. of Sessions | Avg. Session Length | Avg. Item Freq | No. of Sessions | Avg. Session Length | Avg. Item Freq |
| RQ8       | No. of Sessions | Avg. Session Length | Avg. Item Freq | No. of Sessions | Avg. Session Length | Avg. Item Freq | No. of Sessions | Avg. Session Length | Avg. Item Freq | No. of Sessions | Avg. Session Length | Avg. Item Freq | No. of Sessions | Avg. Session Length | Avg. Item Freq |

- **Target RQ**: The specific research question addressed in each experiment.
- **RECSYS** and **CSKMCUP**: The datasets used in the experiments.
- **Training Set** and **Test Set**: The subsets of the datasets used for training and testing, respectively.
- **No. of Sessions**: The number of sessions in the dataset.
- **Avg. Session Length**: The average length of sessions in the dataset.
- **Avg. Item Freq**: The average frequency of items in the dataset.

**Note**: The table includes the properties for different types of sessions and portions of the data, such as Long Sessions, Short Sessions, Very Low Freq, Low Freq, Medium Portion, and Large Portion.
7.2 Experiments Results

Table 5: RQ1: Effect of using different training session length on algorithms performance.

| Model  | Short | Intermediate | Long | MRR@5 | HR@5 |
|--------|-------|--------------|------|-------|------|
| GRU4Rec+ | 0.2798 | 0.2738 | 0.2710 | 0.1784 | 0.3226 |
| NextItNet | 0.2036 | 0.2076 | 0.2070 | 0.1577 | 0.2484 |
| NARM | 0.1451 | 0.1480 | 0.1475 | 0.1241 | 0.1419 |
| CSRM | 0.2367 | 0.2369 | 0.2371 | 0.1789 | 0.2386 |

Table 6: RQ2: Performance of the models on different testing session lengths.

| Model  | Short | Intermediate | Long | MRR@5 | HR@5 |
|--------|-------|--------------|------|-------|------|
| GRU4Rec+ | 0.2798 | 0.2738 | 0.2710 | 0.1784 | 0.3226 |
| NextItNet | 0.2036 | 0.2076 | 0.2070 | 0.1577 | 0.2484 |
| NARM | 0.1451 | 0.1480 | 0.1475 | 0.1241 | 0.1419 |
| CSRM | 0.2367 | 0.2369 | 0.2371 | 0.1789 | 0.2386 |
Table 7: RQ3: Performance of different models using different items frequency values in training set (< 50, < 100, < 200, < 300) for RECSYS and TMALL and (< 10, < 30, < 60, < 100) for CIKMCP and ROCKET.

| Model | RECSYS | TMALL | CIKMCP | ROCKET |
|-------|--------|--------|--------|--------|
|       | Recent | Old | Mixed | Recent | Old | Mixed | Recent | Old | Mixed | Recent | Old | Mixed | Recent | Old | Mixed |
| AR    |        |      |       |        |      |       |        |      |       |        |      |       |        |      |       |
| VSKNN |        |      |       |        |      |       |        |      |       |        |      |       |        |      |       |
| NARM  |        |      |       |        |      |       |        |      |       |        |      |       |        |      |       |
| STAMP |        |      |       |        |      |       |        |      |       |        |      |       |        |      |       |
| SPOP  |        |      |       |        |      |       |        |      |       |        |      |       |        |      |       |
| VSKNN |        |      |       |        |      |       |        |      |       |        |      |       |        |      |       |
| NARM  |        |      |       |        |      |       |        |      |       |        |      |       |        |      |       |
| STAMP |        |      |       |        |      |       |        |      |       |        |      |       |        |      |       |
| SPOP  |        |      |       |        |      |       |        |      |       |        |      |       |        |      |       |

Table 8: RQ4: Effect of data recency on models performance for different datasets.

| Model | RECSYS | CIKMCP |
|-------|--------|--------|
|       | Recent | Old | Mixed | Recent | Old | Mixed |
| AR    |        |      |       |        |      |       |
| VSKNN |        |      |       |        |      |       |
| NARM  |        |      |       |        |      |       |
| STAMP |        |      |       |        |      |       |
| SPOP  |        |      |       |        |      |       |
| VSKNN |        |      |       |        |      |       |
| NARM  |        |      |       |        |      |       |
| STAMP |        |      |       |        |      |       |
| SPOP  |        |      |       |        |      |       |
Table 9: RQ6: The models’ performance on different training set time spans.

| Model   | HR@5 2d | HR@5 7d | HR@5 14d | HR@5 30d | MRR@5 2d | MRR@5 7d | MRR@5 14d | MRR@5 30d |
|---------|---------|---------|---------|---------|---------|---------|---------|---------|
| et al.  | 0.0567  | 0.0631  | 0.0674  | 0.0698  | 0.0926  | 0.0995  | 0.1055  | 0.1067  |

Table 10: RQ6: The models’ performance on different training set sizes.

| Model   | HR@5 2d | HR@5 7d | HR@5 14d | HR@5 30d | MRR@5 2d | MRR@5 7d | MRR@5 14d | MRR@5 30d |
|---------|---------|---------|---------|---------|---------|---------|---------|---------|
| et al.  | 0.0567  | 0.0631  | 0.0674  | 0.0698  | 0.0926  | 0.0995  | 0.1055  | 0.1067  |
Table 11: Training using random (1/16, All, 1/16, All) portions of the full training set for (RECSYS, CIKMcuP, TMALL, ROCKET) datasets respectively. Evaluation is done on the original testing sets. The HR, MRR, Coverage and Popularity metrics with different cut-off thresholds are reported. Highest performance is made bold for each dataset.
Fig. 17: Decision Tree model trained to predict the best model to perform based on dataset characteristics.
### Table 12: List of tuned hyper-parameters ranges and discretization level for each model.

| Model Name | Hyper-parameters | Weighting | Weighting Score |
|------------|------------------|-----------|-----------------|
| S-POP      | TopN             | Linear    | 10              |
| AR         | Pruning          | Linear    | 1               |
| SR         | Pruning          | Linear    | 1               |
|            | Weighting        | Linear    | 1               |
| VSKNN      | K                | Linear    | 100             |
|            | Sample           | Random    | 1               |
|            | Sampling         | Random    | 1               |
|            | Similarity Distance | Linear | 1             |
|            | Weighting        | Linear    | 1               |
|            | Weighting Score  | Linear    | 1               |
| SMF        | Learning Rate    | Linear    | 0.001           |
|            | Factors          | Linear    | 50              |
|            | Negative Samples | Linear    | 100             |
|            | Momentum         | Linear    | 0.2             |
|            | Regularization   | Linear    | 0.5             |
|            | Dropout          | Linear    | 0.1             |
|            | Loss Fun         | Linear    | 0.1             |
|            | Skip Probability | Linear    | 0.1             |
|            | Batch Size       | Linear    | 32              |
|            | Max-Epochs       | Linear    | 10              |
|            | Loss Fun         | Linear    | 1               |
| Item2Vec   | Starting Learning Rate | Linear | 0.01           |
|            | Final Learning Rate | Linear | 0.00001        |
|            | Window Size      | Linear    | 3               |
|            | Embedding Dim.   | Linear    | 32              |
|            | Neg. Sampling    | Linear    | 100             |
|            | Activation Fun.  | Linear    | 1               |
|            | Batch Size       | Linear    | 32              |
|            | Max-Epochs       | Linear    | 10              |
|            | Loss Fun         | Linear    | 1               |
| GRU4Rec+   | Learning Rate    | Linear    | 0.001           |
|            | Neurons/Layer    | Linear    | 50              |
|            | Hidden Layers    | Linear    | 1               |
|            | Dropout          | Linear    | 0.1             |
|            | Loss Fun         | Linear    | 0.1             |
|            | Momentum         | Linear    | 0.5             |
|            | Activation Fun.  | Linear    | 1               |
|            | Batch Size       | Linear    | 32              |
|            | Max-Epochs       | Linear    | 10              |
|            | Loss Fun         | Linear    | 1               |
| NARM       | Learning Rate    | Linear    | 0.0001          |
|            | Batch Size       | Linear    | 512             |
|            | Hidden Units     | Linear    | 50              |
|            | Embedding Dim.   | Linear    | 50              |
|            | Optimizer        | Linear    | 1               |
| STAMP      | Learning Rate    | Linear    | 0.001           |
|            | Hidden Size      | Linear    | 50              |
|            | Memory Size      | Linear    | 20              |
|            | Memory Dim.      | Linear    | 50              |
|            | Activation Fun.  | Linear    | 1               |
|            | Batch Size       | Linear    | 64              |
|            | Max-Epochs       | Linear    | 10              |
|            | Loss Fun         | Linear    | 1               |
| CSRM       | Learning Rate    | Linear    | 0.0001          |
|            | Memory Size      | Linear    | 128             |
|            | Hidden Units     | Linear    | 50              |
|            | Embedding Dim.   | Linear    | 50              |
|            | Memory Dim.      | Linear    | 50              |
|            | Activation Fun.  | Linear    | 1               |
|            | Batch Size       | Linear    | 512             |
|            | Max-Epochs       | Linear    | 10              |
|            | Loss Fun         | Linear    | 1               |

### 7.3 Hyper-parameters’ ranges and discretization levels for each model