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In the theory of open quantum systems, divisibility of the system dynamical maps is related to memory effects in the dynamics. By decomposing the system Hilbert space as a direct sum of several Hilbert spaces, we study the relationship among the corresponding dynamical maps. It is shown that if the dynamical maps of the open system possess a chain of invariant subspaces, there exists a divisibility hierarchy for their corresponding dynamics. Two classes of examples are given for illustrating these hierarchical structures. One is the pure-dephasing dynamics, and the other is the decay dynamics. Our results offer a systematic approach to obtaining the divisibility conditions and non-Markovian witnesses for these dynamics. Moreover, as a new way of decomposing open quantum systems, it is worthy of further study.
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Introduction.—In the physical world, a quantum system is usually inevitably coupled to other quantum systems called the environment [1]. As a result, the dynamics of the (open) system possesses some stochastic nature. In many cases, it can be dealt with Born-Markov approximation [2, 3], i.e., the dynamics can be approximated as memoryless (Markovian) [4–6]. In the past decades, as the experimental conditions have undergone a great progress [3] and the study of open quantum systems has become deeper, the memory effects have been attracting more and more interest [3, 7–9].

Unlike the clear classical definition of Markovianity—a Markovian process is the process whose future evolution only depends on the present state itself rather than the trajectory to it [1], the quantum counterpart is in debate [9, 10], even though there have been various definitions, measures, and witnesses of quantum non-Markovianity [8]. In this paper, we study the memory effects in open quantum systems based on divisibility [11, 12]. The definition of quantum non-Markovianity based on this concept is motivated by finding the quantum analog to the Chapman-Kolmogorov equation, which is often employed to describe classical Markov processes [13]. Moreover, it relates to many measures of quantum non-Markovianity [9], such as trace distance measure [14–16], RHP measure [11], decay rates measure [10], etc. [17]. Assume that the dynamics of a system \(S\) is described by a family of dynamical maps \(\{\mathcal{E}(t,0), t \geq 0\} [9]\), where \(\rho_S(t) = \mathcal{E}(t,0)\rho_S(0), \) with \(\rho_S(t)\) and \(\rho_S(0)\) denoting the system state at \(t\) and \(0\), respectively. The definition of divisibility reads as follows: If for arbitrary \(t_2 \geq t_1 \geq 0\), there exists a CPTP map \(\mathcal{Q}(t_2, t_1)\) satisfying

\[
\mathcal{E}(t_2,0) = \mathcal{Q}(t_2, t_1)\mathcal{E}(t_1,0),
\]

\(\mathcal{E}(t,0)\) is divisible; otherwise, it is indivisible, i.e., the dynamics is non-Markovian [8].

By the above definition, determining whether the dynamics of a system \(S\) is non-Markovian requires full knowledge of the dynamical map \(\mathcal{E}(t,0)\). However, in general, because of the complexity of the total system, one cannot obtain the exact form of \(\mathcal{E}(t,0)\) [1]. Approximations are usually required to analyze divisibility of the dynamics. One standard approach beyond Born-Markov approximation is the Nakajima-Zwanzig projection operator technique [18–20], through which master equation of the form

\[
\frac{d\rho_S(t)}{dt} = \int_0^t d\tau \mathcal{K}(t-\tau)\rho_S(\tau)
\]

can be derived. The superoperator \(\mathcal{K}(t-\tau)\) is usually called memory kernel. Even though Eq. (2) possesses a memory kernel, it can always be transformed to an equation in the time-local form [21–23]. The time-local equation is associated with a family of decoherence matrices \(\{\mathcal{D}(t), t \geq 0\} [10]\). (In the following, we would abbreviate \(\mathcal{D}(t)\) to \(d\).) Only if \(d\) is positive-semidefinite, i.e., \(d \geq 0\), the dynamics is divisible. Otherwise, it is indivisible.

In this paper, we decompose the system Hilbert space as direct sum of several subspaces and investigate the properties of their corresponding dynamics. It is shown that when \(\mathcal{E}(t,0)\) has a chain of invariant subspaces, the divisibility conditions form a hierarchy. We find two classes of dynamics satisfying the condition: one is the pure-dephasing dynamics; the other is decay dynamics. We give one explicit example for each situation and analyze their properties. Furthermore, we consider the more general case that the “subdynamics” is not trace-preserving. At last, we leave some open questions for the further study of open quantum systems in this way.

Theoretical structure.—The Hilbert space of a quantum system \(H_S\) is usually divided as \(H_S = H_1 \otimes H_2 \otimes \cdots \otimes H_n\), where \(H_i\) denotes the Hilbert space associated to the \(i\)th degree of freedom of the system. Here, we consider another possible decomposition: \(H_S\) decomposed as the direct sum of several Hilbert spaces [24], i.e., \(H_S = H_{a_1} \oplus H_{a_2} \oplus \cdots \oplus H_{a_n}\).

To simplify the discussion, we first consider \(H_S = \)}
\( \mathbb{H}_{a_1} \oplus \mathbb{H}_{a_2} \) with \( \dim(\mathbb{H}_{a_1}) < \infty \). Then any operator \( X_S \) of the system can be expressed in the form
\[
X_S = \begin{pmatrix}
X_{a_1} & X_{a_1} \\
X_{a_2} & X_{a_2}
\end{pmatrix},
\]
in which \( X_{a_1}, X_{a_2} \) denotes a matrix block. All \( X_S \) and \( X_{a_1} \) constitute the linear spaces \( \mathbb{L}(\mathbb{H}_{a_1}) \) and \( \mathbb{L}(\mathbb{H}_{a_1}) \), respectively [24]. Apparently, \( \mathbb{L}_{a_1} \subset \mathbb{L}_S \) (Hereafter, we shall abbreviate \( \mathbb{L}(\mathbb{H}_{a_1}) \) to \( \mathbb{L}_S \) and \( \mathbb{L}(\mathbb{H}_{a_1}) \) to \( \mathbb{L}_S \) and \( \mathbb{L}_{a_1} \), respectively.). There exists a linear space \( \mathbb{L}_{a_1} \) satisfying \( \mathbb{L}_{a_1} = \mathbb{L}_{a_1} \). As a result, a superoperator of the system \( E \) can be expressed in the form
\[
E = E_{a_1} + E_{a_1} + E_{a_1} + E_{a_1} \]
where
\[
E_{a_1} = \mathcal{P}_{a_1} \mathcal{E}_a \mathcal{P}_{a_1}, \quad E_{a_1} = \mathcal{E}_{a_1}, \quad E_{a_1} = \mathcal{P}_{a_1} \mathcal{E}_{a_1} \mathcal{P}_{a_1}, \quad E_{a_1} = \mathcal{P}_{a_1} \mathcal{E}_{a_1} \mathcal{P}_{a_1}, \quad \]
in which \( \mathcal{P}_{a_1} \) (\( \mathcal{P}_{a_1} \)) denotes the projection operator of the linear space \( \mathbb{L}_{a_1} (\mathbb{L}_{a_1}) \).

Apply the above decomposition to the dynamical map of an open quantum system. Given \( E(t,0) \), one can construct \( E_{a_1}(t,0) \) according to Eq. (3). Because \( E(t,0) \) is CPTP, \( E_{a_1}(t,0) \) is completely positive (CP) [25]. Therefore, the family \( \{E_{a_1}(t,0)\} \) can be interpreted as the “pseudodynamics” of \( a_1 \). By “pseudodynamics”, we mean that \( \{E_{a_1}(t,0)\} \) generates a family of positive-semidefinite matrices \( \{\rho_{a_1}(t) = E_{a_1}(t,0)\rho_{a_1}(0)\} \) for any density matrix \( \rho_{a_1}(0) \).

For some systems, there exist decompositions ensuring that \( \mathbb{L}_{a_1} \) is a \( E(t,0) \)-invariant subspace for \( t \geq 0 \) [26]. This ensures that \( E_{a_1}(t,0) \) is trace-preserving for \( t \geq 0 \) [25]. Thus, all \( E_{a_1}(t,0) \) are CPTP, and the family \( \{E_{a_1}(t,0)\} \) describes a conventional quantum dynamics. Assuming that \( E(t,0) \) is always invertible, and the inverse is denoted as \( E^{-1}(t,0) \), the divisibility of \( E_{a_1}(t,0) \) and that of \( E(t,0) \) satisfy the following theorem.

**Theorem 1.** If \( E(t,0) \) is divisible and \( E_{a_1}(t,0) \) are all CPTP, then \( E_{a_1}(t,0) \) is also divisible.

**Proof.** According to the decomposition \( \mathbb{H}_S = \mathbb{H}_{a_1} \oplus \mathbb{H}_{a_2} \), the system density matrix can be written in the form
\[
\rho_S = \begin{pmatrix}
\rho_{a_1} & \rho_{a_2} \\
\rho_{a_2} & \rho_{a_2}
\end{pmatrix}.
\]
When \( \rho_S = \rho_{a_1} \), i.e., \( \rho_{a_1} = \rho_{a_2} = 0 \), following Eq. (3),
\[
\rho_S = E \rho_S = \begin{pmatrix}
E_{a_1} + E_{a_1} \\
E_{a_1} + E_{a_1}
\end{pmatrix} = \begin{pmatrix}
\rho_{a_1} & \rho_{a_2} \\
\rho_{a_2} & \rho_{a_2}
\end{pmatrix},
\]
where \( \rho_{a_1} = E_{a_1} \rho_{a_1} \). Assume \( E \) and \( E_{a_1} \) are CPTP maps. One can easily deduce that \( \rho_{a_2} = 0 \). Moreover, \( \rho'_{a_1} = \rho_{a_1} \) and \( \rho'_{a_2} = \rho'_{a_1} \) [24]. That is, \( E_{a_1} = E_{a_1} \rho_{a_1} \). Following this and Eq. (4), \( E_{a_1} \) is divisible. That is, \( E_{a_1}(t,0) \) is divisible.

**Corollary 1.** Suppose there exists a chain \( \mathbb{L}_1 \subset \mathbb{L}_2 \subset \cdots \subset \mathbb{L}_n \subset \mathbb{L}_n \) of invariant subspaces of \( E(t,0) \) (for \( t \geq 0 \)), where \( \mathbb{L}_k = \mathbb{H}_k \times \mathbb{H}_k \), with \( \mathbb{H}_k \) denoting some Hilbert space [1]. Then, their divisibility conditions form a hierarchy, i.e., the divisibility of the dynamics corresponding to a larger space implies the divisibility corresponding to a smaller space.

There are two classes of dynamics whose invariant subspaces can be found easily. One is the pure-dephasing dynamics and the other is the decay dynamics. In the following, we shall discuss these two classes of dynamics.

**Example for the pure-dephasing case.**—Consider the boson-boson pure-dephasing model proposed in Ref. [27]. The dynamical map \( E(t,0) \) in the interaction picture satisfies [25]
\[
E(t,0) \sum_{m,n=0}^{\infty} \rho_{mn} |m\rangle \langle n| = \sum_{m,n=0}^{\infty} \rho_{mn} e^{\eta(m-n)t} |m\rangle \langle n|,
\]
for all \( \eta > 0 \).
where $|i\rangle$ and $|j\rangle$ stand for number states [2] and $\eta(t) = \eta^*(-t)$. Through Theorem 1, the divisibility condition of the dynamics can be derived and a family of non-Markovianity witnesses can be obtained.

Define

$$\mathbb{L}_k := \text{span}\{|m\rangle|n\rangle : m, n \in \{0, 1, \cdots, k - 1\}\},$$

(12)

where $k \geq 2$. Then one can derive its corresponding pseudodynamical maps $\mathcal{E}_k(t, 0)$ satisfying

$$\mathcal{E}_k(t, 0) \sum_{m,n=0}^{k-1} X_{mn} |m\rangle|n\rangle = \sum_{m,n=0}^{k-1} X_{mn} e^{i\eta(m-n)t} |m\rangle|n\rangle,$$

(13)

where $X_{mn} \in \mathbb{C}$ and $\eta(t)$ is a dephasing function defined in Ref. [27] (or see [25]). Therefore, the space $\mathbb{L}_k$ is an invariant subspace of the system dynamics.

The effective equation of motion corresponding to $\mathbb{L}_k$ reads

$$\dot{\rho}_k = \sum_{m,n=0}^{k-1} \dot{\eta}(m-n)t) |m\rangle\langle m| \rho_k |n\rangle\langle n|,$$

(14)

where $\rho_k$ is a density matrix in $\mathbb{L}_k$. Equation (C4) can be transformed to the standard form [10]

$$\dot{\rho}_k = -i[H^t_k, \rho_k] + \sum_{p,q=1}^{k^2 - 1} d_{pq} (G_p \rho_k G_q - \frac{1}{2} \{G_q G_p, \rho_k\}),$$

(15)

in which $H^t_k = H^t_k$: \{ $G_p : p \in \{0, 1, \cdots, k^2 - 1\}$ \} satisfies

$$G_0 = \frac{1}{k}, \quad G_p = G_p^t, \quad \text{Tr}[G_p G_q] = \delta_{pq};$$

(16)

and

$$d_{pq} = \sum_{m,n=0}^{k-1} \dot{\eta}(m-n)t) \langle m| G_p |m\rangle \langle n| G_q |n\rangle$$

(17)

is the element of the decoherence matrix $d_k$. (Hereafter, we shall abbreviate the time-dependence of $d_k(t)$, $d_k^0(t)$ and $D_k(t)$.)

Choose a representation of $G_p$ and sort them as [28]

$$G^d_l = \text{diag}\{1, \cdots, 1, -l, 0, \cdots, 0\} \frac{1}{\sqrt{l(l+1)}} \quad (1 \leq l \leq k - 1)$$

$$G^a_{mn} = \frac{1}{\sqrt{2}}(|m\rangle\langle n| + |n\rangle\langle m|) \quad (0 \leq n < m \leq k - 1)$$

$$G^a_{mm} = \frac{i}{\sqrt{2}}(|m\rangle\langle n| - |n\rangle\langle m|) \quad (0 \leq n < m \leq k - 1)$$

(18)

where the superscripts stand for “diagonal”, “symmetric”, and “anti-symmetric”, respectively. Sort $G^d_l$ by $l$, and $G^a_{mn}$ ($G^a_{mm}$) by $m$ and $n$ in the ascending order, respectively. Then in $d_k$, only the upper-left $(k-1) \times (k-1)$ block $d_k^0$ is non-trivial (all the other matrix elements are 0). Thus, $d_k \geq 0$ is equivalent to $d_k^0 \geq 0$. As a result, $\mathcal{E}_k(t, 0)$ is divisible if and only if $d_k^0 \geq 0$. Though complicated, $d_k^0$ can be transformed to a simpler form by the transformation $V_k d_k^0 V_k^\dagger$, where $V_k$ is an invertible square matrix [29]. By choosing $V_k$ in [25], one obtains

$$D_k = \begin{pmatrix}
T_0 & T_{-1} & T_{-2} & \cdots & T_{2-k} \\
T_1 & T_0 & & \cdots & \\
T_2 & T_1 & T_0 & & \cdots & \\
& \cdots & \cdots & \cdots & \cdots & \\
T_{k-2} & \cdots & T_2 & T_1 & T_0
\end{pmatrix},$$

(19)

in which $T_j = -\dot{\eta}(\eta(j+1)t) + 2\dot{\eta}(j)t - \dot{\eta}(j-1)t$. Thus, the divisibility condition becomes $D_k \geq 0$, or equivalently, $\forall j \in \{2, 3, \cdots, k\}, \{D_j\} \geq 0$ [24].

Construct a chain of $\mathcal{E}(t, 0)$-invariant subspaces $L_2 \subset L_3 \subset \cdots \subset L_k = \mathbb{L}_k$, the corresponding divisibility conditions read $D_2 \geq 0, D_3 \geq 0, \cdots, D_k \geq 0$, respectively. Following Eq. (19), one has

$$D_m \geq 0 \iff D_n \geq 0 \quad (m > n).$$

(20)

Therefore, the divisibility conditions form a hierarchy.

When $k = 2$, $D_k = |T_0|_{1 \times 1}$, with $T_0 = -2 \text{Re}\{\dot{\eta}(t)\}$. The divisibility condition is $\text{Re}\{\dot{\eta}(t)\} \leq 0$. From the perspective of the density matrix, it reveals that the monotonic decay of the off-diagonal matrix elements guarantees the divisibility of two-level pure-dephasing systems.

When $k > 2$, $D_k$ depends on both the real and the imaginary part of $\dot{\eta}(t)$. Consequently, the principal minors are also related to $\text{Im}\{\dot{\eta}(t)\}$. That is, the monotonic decay of the off-diagonal matrix elements cannot guarantee the divisibility of the dynamics.

By induction, $\mathcal{E}(t, 0)$ is divisible if and only if $D_\infty \geq 0$, or equivalently, $|D_k| \geq 0$ ($k \geq 2$). The spectrum of $D_\infty$ is determined by the domain of the series $\sum_{k=-\infty}^{\infty} T_k e^{ik\lambda}$ ($\lambda \in \mathbb{R}$) [30]. Consequently, $D_0$ is divisible if and only if

$$\sum_{k=-\infty}^{\infty} \dot{\eta}(kt) e^{ik\lambda} \geq 0 \quad (\lambda \in \mathbb{R}).$$

(21)

Similar method can also be applied to other pure-dephasing dynamics. Usually, a set of non-Markovianity witnesses can be obtained and an exact divisibility condition can be derived.

Example for the decay case.—Consider an $N$-level system whose Hilbert space $\mathbb{H}_N$ has an orthonormal basis \{ $|0\rangle, |1\rangle, \cdots, |N-1\rangle$ \}. The evolution of the system density matrix satisfies

$$\dot{\rho}_S = \sum_{k=1}^{N-1} \gamma_k \left(-\frac{1}{2} \{ |k\rangle\langle k|, \rho_S \} + \langle k| \rho_S |k\rangle \rho(k) \right),$$

(22)
where $\gamma_k$ denotes decay rates which are allowed to be negative; $p^{(k)}$ is a density matrix in $L_k$ (See Eq. (12) for the definition); $\gamma_k$ and $\rho^{(k)}$ are generally time-dependent.

By spectrum decomposition, $\rho^{(k)} = \sum_{j=0}^{k-1} \rho^{(k)}_j |k_j\rangle \langle k_j|$, where $\rho^{(k)}_j \geq 0$, and $|k_j\rangle$ ($j \in \{0, 1, \ldots, k-1\}$) form a time-dependent orthonormal basis of $\mathbb{H}_k = \text{span}\{|0\rangle, |1\rangle, \ldots, |k-1\rangle\}$. Then, Eq. (22) can be transformed to

$$
\dot{\rho}_S = \sum_{k=1}^{N-1} \sum_{j=0}^{k-1} \rho^{(k)}_j \gamma_k \left( \sigma^{-}_k \rho_S \sigma^+_k - \frac{1}{2} \{ \sigma^+_k \sigma^-_k, \rho_S \} \right),
$$

(23)

where $\sigma^{-}_k = |k\rangle \langle k| \sigma^+_k = |k\rangle \langle k|$. Equation (23) is in a canonical form and the divisibility condition reads $\rho^{(k)}_j \gamma_k \geq 0$. Equivalently, the condition can also be expressed as $\gamma_k \geq 0$ ($\forall k \in \{1, 2, \ldots, N-1\}$).

Now let us investigate the divisibility hierarchy. Let us prove that $L_k$ are invariant spaces first. Denote the system’s probability of being in $|k\rangle$ as $p_k$. Following Eq. (22), the time-evolution of the probabilities satisfy

$$
\dot{p}_{N-1} = -\gamma_{N-1} p_{N-1},
$$

(24a)

$$
\dot{p}_{N-2} = \rho^{(N-1)}_{N-2} \gamma_{N-1} p_{N-1} - \gamma_{N-2} p_{N-2},
$$

(24b)

$$
\vdots
$$

$$
\dot{p}_0 = \rho^{(N-1)}_0 \gamma_{N-1} p_{N-1} + \rho^{(N-2)}_0 \gamma_{N-2} p_{N-2} + \cdots + \rho^{(1)}_0 \gamma_1 p_1.
$$

(24c)

Therefore, if $p_{N-1}(0) = 0$, $p_{N-1}(t) \equiv 0$; if $p_{N-1}(0) = p_{N-2}(0) = 0$, $p_{N-1}(t) = p_{N-2}(t) \equiv 0$; and so forth. That is, if $p_0(0) \in L_N$, $p_N(0) \in L_{N-1}$; if $p_0(0) \in L_{N-1}$, $p_N(0) \in L_{N-2}$; and so forth. So the maps $\mathcal{E}_k(t, 0)$ corresponding to $L_k$ are trace-preserving, thus all $L_k$ are $\mathcal{E}(t, 0)$-invariant for $t \geq 0$ [25]. Equivalently, $2 \subset L_3 \subset \cdots \subset L_N$ form a chain of subspaces, and their divisibility conditions form a hierarchy.

In this example, the divisibility conditions of the sub-dynamics can be derived explicitly. The equation of motion corresponding to $L_n$ reads

$$
\dot{\rho}_n = \sum_{k=1}^{n-1} \sum_{i=0}^{k-1} p^{(k)}_i \gamma_k \left( \sigma^{-}_k \rho_n \sigma^+_k - \frac{1}{2} \{ \sigma^+_k \sigma^-_k, \rho_n \} \right).
$$

(25)

The equation is in the canonical form. Thus, the divisibility condition can be easily derived, which reads $\gamma_k \geq 0$ ($\forall k \in \{1, 2, \ldots, n\}$). Obviously, the conditions for all the $n$ form a hierarchy.

Discussion on the non-trace-preserving subdynamics.—For some decomposition $\mathbb{H}_S = \mathbb{H}_A \oplus \mathbb{H}_B$, $\mathcal{E}_{\alpha_{\gamma\alpha}}(t, 0)$ is not trace-preserving. Thus, $\mathcal{D}_{\alpha_{\gamma\alpha}}$ is not a legitimate quantum dynamics. In this case, if $\mathcal{D}_S$ is divisible, we have the following proposition.

**Proposition 1.** Suppose the system dynamics is divisible but $L_{\alpha_{\gamma\alpha}}$ is not an invariant space. Then, in general,

$$
\mathcal{E}_{\alpha_{\gamma\alpha}}(t_2, 0) \neq \mathcal{Q}_{\alpha_{\gamma\alpha}}(t_2, t_1) \mathcal{E}_{\alpha_{\gamma\alpha}}(t_1, 0).
$$

(26)

**Proof.** From Eqs. (1) and (3a),

$$
\mathcal{E}_{\alpha_{\gamma\alpha}}(t_2, 0) = \mathcal{P}_{\alpha_{\gamma\alpha}}(t_2, t_1)(\mathcal{P}_{\alpha_{\gamma\alpha}} + \mathcal{P}_{\alpha_{\gamma\alpha}^+})(t_1, 0)\mathcal{P}_{\alpha_{\gamma\alpha}}.
$$

(27)

Therefore,

$$
\mathcal{E}_{\alpha_{\gamma\alpha}}(t_2, 0) = \mathcal{Q}_{\alpha_{\gamma\alpha}}(t_2, t_1)\mathcal{E}_{\alpha_{\gamma\alpha}}(t_1, 0) + \mathcal{Q}_{\alpha_{\gamma\alpha}^+}(t_2, t_1)\mathcal{E}_{\alpha_{\gamma\alpha}^+}(t_1, 0).
$$

(28)

Because $\mathcal{E}_{\alpha_{\gamma\alpha}}(t_1, 0)$ is not trace-preserving, $\mathcal{E}_{\alpha_{\gamma\alpha}^+}(t_1, 0) \neq 0$. Therefore, one has Eq. (26).

The proposition reveals that when $L_{\alpha_{\gamma\alpha}}$ is not an invariant subspace of $\mathcal{E}(t, 0)$, $\mathcal{E}_{\alpha_{\gamma\alpha}}(t, 0)$ in general does not obey the composition relation in Eq. (10). In this case, the divisibility structure similar to that in the trace-preserving case does not exist.

**Conclusion.—**By decomposing open quantum systems with a new approach, i.e., the direct sum decomposition, we study the characteristics of the subsystem dynamics and their relationship with the dynamics of the original system. It is shown that if a chain of invariant subspaces exists, then the divisibility conditions form a hierarchy, offering us a systematic way of obtaining divisibility witnesses. With this approach, we study two classes of dynamics, i.e., the pure-dephasing processes and the decay processes.

As divisibility is related to memory effects in open quantum systems, our results offer a systematic way of obtaining non-Markovianity witnesses. Moreover, as a new approach of decomposing the dynamics of open quantum systems, it is worthy of further study.

We thank Wei-Min Zhang, Yi-Zheng Zhen, Zhe-Yan Wan and Wen-Fei Cao for helpful discussions. F.L.X. and Z.B.C. were supported by the National Natural Science Foundation of China (Grant No. 61125502) and the CAS.

---

**Appendix A: Lemmas required in the body of the text**

**Lemma 1.** If $\mathcal{E}$ is CP, then $\mathcal{E}_{\alpha_\alpha} = \mathcal{P}_{\alpha_\alpha} \mathcal{E} \mathcal{P}_{\alpha_\alpha}$ is also CP.

**Proof.** Assume that there exists an ancillary $\mathcal{A}$, which corresponds to a space $L_\mathcal{A} = \mathbb{H}_\mathcal{A} \times \mathbb{H}_\mathcal{A}$, with $\mathbb{H}_\mathcal{A}$ denoting its
Hilbert space. The superoperator $\mathcal{E}$ ($\mathcal{E}_{\alpha\alpha}$) is CP, if and only if $\forall A$ and $X_{\alpha,A} \geq 0$ ($X_{\alpha,A} \geq 0$), $\mathcal{E} \otimes \mathcal{P}_{AA} [X_{\alpha,A}] \geq 0$ ($\mathcal{E}_{\alpha\alpha} \otimes \mathcal{P}_{AA} [X_{\alpha,A}] \geq 0$), where $X_{\alpha,A} \in \mathbb{L}_S \otimes \mathbb{L}_A$ ($X_{\alpha,A} \in \mathbb{L}_\alpha \otimes \mathbb{L}_A$), and $\mathcal{P}_{AA}$ is the projection superoperator of $\mathbb{L}_A$ [9].

Because $\mathcal{E}_{\alpha\alpha} = \mathcal{P}_{aa} \mathcal{E} \mathcal{P}_{aa},$

$$\mathcal{E}_{\alpha\alpha} \otimes \mathcal{P}_{AA} = (\mathcal{P}_{aa} \otimes \mathcal{P}_{AA}) (\mathcal{E} \otimes \mathcal{P}_{AA}) (\mathcal{P}_{aa} \otimes \mathcal{P}_{AA}).$$

(A1)

Thus, $\forall X_{\alpha,A} \in \mathbb{L}_\alpha,$

$$(\mathcal{E}_{\alpha\alpha} \otimes \mathcal{P}_{AA}) [X_{\alpha,A}] = (\mathcal{P}_{aa} \otimes \mathcal{P}_{AA}) (\mathcal{E} \otimes \mathcal{P}_{AA}) [X_{\alpha,A}].$$

(A2)

Because $\mathcal{E}$ is CP, $\mathcal{E} \otimes \mathcal{P}_{AA}$ is a positive map. That is, $\forall X_{\alpha,A} \geq 0,$ $(\mathcal{E} \otimes \mathcal{P}_{AA}) [X_{\alpha,A}] \geq 0.$ Moreover, $\mathcal{P}_{aa} \otimes \mathcal{P}_{AA}$ is also a positive map, so

$$(\mathcal{E}_{\alpha\alpha} \otimes \mathcal{P}_{AA}) [X_{\alpha,A}] = (\mathcal{P}_{aa} \otimes \mathcal{P}_{AA}) (\mathcal{E} \otimes \mathcal{P}_{AA}) [X_{\alpha,A}] \geq 0.$$ 

(A3)

That is, $\mathcal{E}_{\alpha\alpha}$ is CP.

Lemma 2. All $\mathcal{E}_{\alpha}(t,0) = \mathcal{P}_{aa} \mathcal{E}(t,0) \mathcal{P}_{aa}$ are CPTP maps if and only if $L_\alpha$ is $\mathcal{E}(t,0)$-invariant for $t \geq 0$.

Proof. If $L_\alpha$ is an invariant subspace of $\mathcal{E}(t,0)$, for $\rho_S(0) = \rho_{aa}(0)$,

$$\rho_S(t) = \mathcal{E}(t,0) \rho_S(0) \in L_\alpha.$$ 

(A4)

Thus,

$$\rho_{aa}(t) = \mathcal{E}_{\alpha\alpha}(t,0) \rho_{aa}(0) = \rho_S(t).$$ 

(A5)

That is, $\mathcal{E}_{\alpha\alpha}(t,0)$ is trace-preserving. As a result, $\mathcal{E}_{\alpha\alpha}(t,0)$ are CPTP maps.

Suppose all $\mathcal{E}_{\alpha\alpha}(t,0)$ are CPTP maps, but simultaneously $L_\alpha$ is not $\mathcal{E}(t,0)$-invariant. By definition, there exist $X_{\alpha\alpha}$ and $t$ satisfying that $\mathcal{E}(t,0) X_{\alpha\alpha} \notin L_\alpha$. However, if for all legitimate density matrix $\rho_{aa}(0)$, $\mathcal{E}(t,0) \rho_{aa}(0) \in L_\alpha$, then $\forall X_{\alpha\alpha} \in L_\alpha, \mathcal{E}(t,0) X_{\alpha\alpha} \in L_\alpha$. Therefore, there must exist some $\rho_{aa}(0)$ satisfying $\mathcal{E}(t,0) \rho_{aa}(0) \notin L_\alpha$. Consequently, $\mathcal{E}_{\alpha\alpha}(t,0)$ cannot be trace-preserving, which contradicts the assumption that $\mathcal{E}_{\alpha\alpha}(t,0)$ are CPTP maps. ■

Now we prove that under the conditions $\mathcal{E}_{\alpha\alpha} = 0$ and dim($L_{\alpha\alpha}$) < $\infty$, the existence of $\mathcal{E}^{-1}$ implies the existence of $\mathcal{E}_{\alpha\alpha}^{-}\alpha\alpha\alpha$ and $\mathcal{E}_{\alpha\alpha}^{-}\alpha\alpha\alpha$. For simplicity of notation, we define $A = \mathcal{E}_{\alpha\alpha}$, $B = \mathcal{E}_{\alpha\alpha}$, and $C = \mathcal{E}_{\alpha\alpha}$. Then $\mathcal{E} = \begin{pmatrix} A & C \\ 0 & B \end{pmatrix}$.

Accordingly, we express $\mathcal{E}^{-1}$ also in the form of block matrix that $\mathcal{E}^{-1} = \begin{pmatrix} D & F \\ G & E \end{pmatrix}$, where $D = (\mathcal{E}^{-1})_{\alpha\alpha\alpha}$, $E = (\mathcal{E}^{-1})_{\alpha\alpha\alpha}$, etc. By definition, we have

$$\begin{pmatrix} A & C \\ 0 & B \end{pmatrix} = \begin{pmatrix} D & F \\ G & E \end{pmatrix} = \begin{pmatrix} A D + C G + F B \\ G A + G C + E B \end{pmatrix} = \begin{pmatrix} I & 0 \\ 0 & I \end{pmatrix}. \quad \text{(A6)}$$

According to Eq. (A6), $D A = I$. Because dim($L_{\alpha\alpha}$) < $\infty$, $A^{-1} = D$. Through Eq. (A6), one also has $G A = 0$. Multiplying both sides by $A^{-1}$ on the right, one obtains $G = 0$. Then through both Eqs. (A6) and (A7), one can prove $B E = E B = I$. Consequently, $B^{-1} = E$. Therefore, $\mathcal{E}_{\alpha\alpha}^{-}\alpha\alpha\alpha = (\mathcal{E}^{-1})_{\alpha\alpha\alpha}$ and $\mathcal{E}_{\alpha\alpha}^{-}\alpha\alpha\alpha = (\mathcal{E}^{-1})_{\alpha\alpha\alpha}$. Notice that in the above proof, dim($L_{\alpha\alpha}$) is not necessarily finite. Therefore, the theorem in the body text is applicable for infinite level systems under the condition that dim($L_{\alpha\alpha}$) < $\infty$.

Appendix B: canonical form of master equations

Time-local master equations for finite-level quantum systems can all be expressed in the form

$$\dot{\rho} = \sum_k A_k(t) \rho B_k(t),$$

(B1)
where $A_k(t)$ and $B_k(t)$ denote operators in the system Hilbert space. For simplicity, we shall suppress their time dependence. Equation (B1) can be transformed to the form
\[
\dot{\rho} = -i[H', \rho] + \sum_{p,q=1}^{n^2-1} d_{pq} \left( G_p \rho G_q - \frac{1}{2} \{G_q G_p, \rho\} \right),
\]
where $H' = H^T$; $n$ is the dimension of the system; $\{G_p : p \in \{0, 1, \cdots, n^2 - 1\}\}$ satisfies
\[
G_0 = \frac{I_n}{\sqrt{n}}, \quad G_p = G_p^\dagger, \quad \text{Tr}[G_p G_q] = \delta_{pq};
\]
and the elements
\[
d_{pq} = \sum_k \text{Tr}[G_p A_k] \text{Tr} \left[ G_q B_k^\dagger \right].
\]
form the decoherence matrix $d$ associated to the dynamics [10]. The decoherence matrix $d$ is Hermitian, thus diagonalizable. Assume that $\text{diag} \{\gamma_1, \gamma_2, \cdots, \gamma_{n^2-1}\} = U^\dagger(t) d U(t)$, where $U(t)$ is a unitary operator. Then Eq. (B2) can further be transformed to the canonical form
\[
\dot{\rho} = -i[H', \rho] + \sum_{p=1}^{n^2-1} \gamma_p \left( L_p(t) \rho L_p^\dagger(t) - \frac{1}{2} \{L_p^\dagger(t) L_p(t), \rho\} \right),
\]
where $L_p(t) = \sum_{q=1}^{n^2-1} U_{q,p} G_q$. The $\{L_p(t) : p \in \{1, 2, \cdots, n^2 - 1\}\}$ form an orthonormal basis of traceless operators, i.e.,
\[
\text{Tr}[L_p(t)] = 0; \quad \text{Tr}[L_p(t) L_q(t)] = \delta_{pq}.
\]
The dynamics is divisible if and only if $\gamma_p \geq 0 \ (\forall p \in \{1, 2, \cdots, n^2 - 1\})$, or equivalently, $d \geq 0$ [10].

Appendix C: boson-boson pure-dephasing model and the decoherence matrices

In Ref. [27], we propose a boson-boson pure-dephasing model whose Hamiltonian reads
\[
H = \omega_0 b^\dagger b + \sum_n \omega_n b_n^\dagger b_n + \sum_n \lambda_n b^\dagger b_n^\dagger b_n b_n,
\]
where $\omega_0$, $b^\dagger$ and $b$ are the single particle energy, creation operator and annihilation operator of the bosonic system mode (S), respectively; $\omega_n$, $b_n^\dagger$ and $b_n$ are the single particle energy, creation operator and annihilation operator of the $k$th mode of the bosonic bath (B); $\lambda_n$ is the coupling strength between the system and the $k$th mode of the bath. Suppose the initial state of the total system reads $\rho(0) = \rho_S(0) \otimes e^{-H_B/T} / \text{Tr} \{e^{-H_B/T}\}$, where $\rho_S(0)$ is the initial state of the system; $H_B = \sum_n \omega_n b_n^\dagger b_n$ is the Hamiltonian of the bath; and $T$ is the temperature of the bath. In the interaction picture, the equation of motion of the system can be formulated as
\[
\dot{\rho}_S = \sum_{m,n=0}^\infty \eta((m-n)t) |m\rangle\langle m| \rho_S |n\rangle\langle n|,
\]
where
\[
\eta(t) = \sum_n \ln \left( \frac{1 - \exp\{-\omega_n/T\}}{1 - \exp\{-\omega_n/T - i\lambda_n t\}} \right),
\]
and $|m\rangle$ and $|n\rangle$ stand for the number states of the system.
If $\rho_S(0) \in \mathbb{L}_k$, where $\mathbb{L}_k = \text{span} \{|m\rangle\langle n| : 0 \leq m, n \leq k - 1\}$, then the dynamics reduces to the pure-dephasing of a $k$-level system. Denote the density matrix as $\rho_k(t)$, then the equation of motion reads
\[
\dot{\rho}_k = \sum_{m,n=0}^{k-1} \eta((m-n)t) |m\rangle\langle m| \rho_k |n\rangle\langle n|,
\]
Following Eqs. (B1) and (B4), elements of the decoherence matrix $d_k(t)$ satisfy

$$d_{pq}(t) = \sum_{m,n=0}^{k-1} \dot{\eta}((m-n)t) \langle m | G_p | m \rangle \langle n | G_q | n \rangle. \quad (C5)$$

Choose the following representation of $G_p$ that

$$G^d_l = \frac{\text{diag} \{ 1, \ldots, 1, -l, 0, \ldots, 0 \}}{\sqrt{l(l+1)}} \quad (1 \leq l \leq k-1)$$

$$G^a_{mn} = \frac{i}{\sqrt{2}} (|m\rangle\langle n| + |n\rangle\langle m|) \quad (0 \leq n < m \leq k-1)$$

$$G^s_{mn} = \frac{1}{\sqrt{2l(l+1)}} (|m\rangle+|n\rangle)(\langle m|+\langle n|) \quad (0 \leq n < m \leq k-1)$$

where the superscripts stand for “diagonal”, “symmetric”, and “anti-symmetric”, respectively. Sort $G^d_l$ by $l$, and $G^a_{mn}$ ($G^s_{mn}$) by $m$ and $n$ in the ascending order, respectively. Then in the decoherence matrix $d_k$, only the upper-left $(k-1) \times (k-1)$ block $d^B_k$ is non-trivial. Explicitly, it reads

$$d^B_k = \tilde{G}_k \dot{\eta}_k \tilde{G}_k^\dagger, \quad (C7)$$

where

$$\dot{\eta}_k = \begin{pmatrix}
0 & \dot{\eta}(-t) & \dot{\eta}(-2t) & \cdots & \dot{\eta}((1-k)t) \\
\dot{\eta}(t) & 0 & \dot{\eta}(-t) & \ddots & \vdots \\
\dot{\eta}(2t) & \dot{\eta}(t) & 0 & \ddots & \ddots \\
\vdots & \ddots & \ddots & \ddots & \dot{\eta}(-t) \\
\dot{\eta}((k-1)t) & \dot{\eta}(2t) & \dot{\eta}(t) & \cdots & 0
\end{pmatrix}, \quad (C8)$$

and

$$\tilde{G}_k = \begin{pmatrix}
c_1 & h_1 & 0 & \cdots & 0 \\
c_2 & c_2 & h_2 & \cdots & \vdots \\
\vdots & \ddots & \ddots & \ddots & \ddots \\
1 & \cdots & 1 & 0 \\
1 & \cdots & 1 & 1 & h_{k-1}
\end{pmatrix}, \quad (C9)$$

with $c_{k-1} = \frac{1}{\sqrt{(k-1)k}}$ and $h_{k-1} = -\frac{k-1}{\sqrt{(k-1)k}}$. $\tilde{G}_k$ can be further decomposed as

$$\tilde{G}_k = \begin{pmatrix}
c_1 & c_2 & \cdots & c_{k-1} \\
c_2 & \cdots & \cdots & \cdots \\
\vdots & \ddots & \ddots & \ddots \\
1 & \cdots & 1 & 1 \\
1 & \cdots & 1 & 1
\end{pmatrix} \begin{pmatrix}
1 & 1 & 1 & 1 & 1 \\
1 & 1 & 1 & k-1 & 1 \\
1 & 1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 & 1
\end{pmatrix} \begin{pmatrix}
1 & -1 & \cdots & \cdots & \cdots \\
1 & 1 & \cdots & \cdots & \cdots \\
1 & \cdots & 1 & -1 & \cdots \\
1 & \cdots & 1 & 1 & -1 \\
1 & \cdots & 1 & 1 & -1
\end{pmatrix}. \quad (C10)$$

Therefore, Eq. (C7) can be transformed to

$$d^B_k = V_k D_k V_k^\dagger, \quad (C11)$$

where

$$V_k = \begin{pmatrix}
c_1 & c_2 & \cdots & c_{k-1} \\
c_2 & \cdots & \cdots & \cdots \\
\vdots & \ddots & \ddots & \ddots \\
1 & \cdots & 1 & 1 \\
1 & \cdots & 1 & 1
\end{pmatrix} \begin{pmatrix}
1 & 1 & 1 & 1 & 1 \\
1 & 1 & 1 & k-1 & 1 \\
1 & 1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 & 1
\end{pmatrix} \begin{pmatrix}
1 & 2 & \cdots & \cdots & \cdots \\
1 & 2 & \cdots & \cdots & \cdots \\
1 & 2 & \cdots & \cdots & \cdots \\
1 & 2 & \cdots & \cdots & \cdots \\
1 & 2 & \cdots & \cdots & \cdots \\
\end{pmatrix}, \quad (C12)$$
and

\[ D_k = \begin{pmatrix}
  T_0 & T_{-1} & T_{-2} & \cdots & T_{-k} \\
  T_1 & T_0 & T_{-1} & \cdots & \vdots \\
  T_2 & T_1 & T_0 & \cdots & T_{-2} \\
  \vdots & \ddots & \ddots & \ddots & \ddots \\
  T_{k-2} & \cdots & T_2 & T_1 & T_0
\end{pmatrix}, \tag{C13} \]

with \( T_j = -\dot{\eta}(j+1)t + 2\dot{\eta}(jt) - \dot{\eta}(j-1)t). \)