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ABSTRACT. Correlation functions can be calculated on Riemann surfaces using the operator formalism. The state in the Hilbert space of the free field theory on the punctured disc, corresponding to the Riemann surface, is constructed at infinite genus, verifying the inclusion of these surfaces in the Grassmannian. In particular, a subset of the class of $O_{HD}$ surfaces can be identified with a subset of the Grassmannian. The concept of flux through the ideal boundary is used to study the connection between infinite-genus surfaces and the domain of string perturbation theory. The different roles of effectively closed surfaces and surfaces with Dirichlet boundaries in a more complete formulation of string theory are identified.
It is known that higher-genus correlation functions for scalar or free-fermion fields can be constructed in the operator formalism \cite{1}\cite{2}. In this formulation, for every Riemann surface of finite genus with boundary, one may associate a state $|\phi\rangle$ in the Hilbert space based on the boundary by performing the path integral of the conformal field theory with the values of the fields specified on the boundary. The state $|\phi\rangle$ encodes information about the Riemann surfaces and one can obtain correlation functions by inserting vertex operators between $\langle 0 |$, the standard vacuum in the Hilbert space, and $|\phi\rangle$. While this actually only allows the computation of the correlation functions when the positions of the vertex operators are on the disk, it is possible to analytically continue the expressions to the whole Riemann surface.

In this paper, the operator formalism is generalized for the first time to infinite-genus surfaces. These surfaces were originally discussed in the context of string theory in \cite{3}, where the total partition function is expressed as the section of a bundle on universal moduli space. While the inclusion of infinite-genus surfaces in universal moduli space suggests the presence of non-perturbative effects, it is necessary to make the formulation precise, by distinguishing between the domain of string perturbation theory and the non-perturbative contribution. This has been a central problem in string theory since the initial analyses of perturbative scattering amplitudes. It can be shown that there is a class of infinite-genus surfaces which may be included in the perturbative expansion of the vacuum amplitude known as the set of $O_G$ or effectively closed surfaces \cite{4}\cite{5}\cite{6}.

It therefore follows that the introduction of infinite-genus surfaces does not lead to non-perturbative effects, a result which had not yet been established at the time that the article \cite{3} appeared. With an appropriate domain for string perturbation theory, including effectively closed infinite-genus surfaces, the perturbative expansion of the S-matrix can be defined by the vertex operator and moduli space integrals associated with these surfaces. The development of a complete formulation of string theory motivates the search for the source of non-perturbative effects. An elegant approach, recently advanced in \cite{7}\cite{8}\cite{9}\cite{10}\cite{11}, involves the association of non-perturbative effects with the insertion of Dirichlet boundaries in the string worldsheet.
The connection between infinite-genus surfaces and the domain of string perturbation theory is analyzed using the concept of flux through the ideal boundary and divergences in the amplitudes as vertex operators approach the boundaries. These properties can be used to distinguish between the effectively closed surfaces and the surfaces with Dirichlet boundaries. For the effectively closed surfaces, it will be demonstrated that a vanishing flux condition is satisfied, which allows for the states $|\phi\rangle$ to be solved exactly and the surfaces to be included in the universal Grassmannian in the same manner as closed finite-genus surfaces, implying that these surfaces may be used in the perturbative expansion of the S-matrix. Support for the association of non-perturbative effects with surfaces having Dirichlet boundaries shall come from the behaviour of the correlation function as the vertex operators approach the boundaries. The different roles of the effectively closed surfaces and the surfaces with Dirichlet boundaries, therefore, can be established in a more complete formulation of string theory.

In [1], it was shown that for the free scalar field theory on a Riemann surface,

$$ S = \int_{\Sigma - D} X \partial \bar{\partial} X $$

(1)

there are an infinite number of symmetries

$$ X \rightarrow X + \epsilon_n X_n $$

(2)

where $X_n$ represents a perturbation which corresponds to a function with a pole of order $n$ at $t = 0$ that is harmonic in $\Sigma - D$ (Fig. 1).
The action becomes
\[ \int_{\Sigma - D} X \partial \bar{\partial} X + \epsilon_n \int_{\Sigma - D} \partial (X^a_n \bar{\partial} X) + \epsilon_n \int_{\Sigma - D} \bar{\partial} (X^h_n \partial X) = \int_{\Sigma - D} X \partial \bar{\partial} X + \epsilon_n Q_n \] (3)
where
\[ Q_n = \int_{S} (X^a_n \bar{\partial} X + X^h_n \partial X) \] (4)
with \( X^h_n \) and \( X^a_n \) being the holomorphic and anti-holomorphic parts of \( X_n \) respectively. It is only when the scalar field \( X \) satisfies the equations of motion and is therefore harmonic that the decomposition \( X = X^h(\bar{z}) + X^a(\bar{z}) \) is valid, simplifying the formula for the charge \( Q_n \). The path integral does not change if
\[ Q_n |\phi\rangle = 0 \] (5)
This leads to an infinite number of conditions which are integrable because the charges \( Q_n \) commute. The state \( |\phi\rangle \) can be obtained within a constant factor.

This argument made use of Stokes’ theorem. Now consider the planar covering of a finite-genus surface with boundary \( S \) (Fig. 2)
Fig. 2 Cancellation of contour integration on the Schottky covering of a Riemann surface.

One sees that the boundary of the fundamental region is $S \cup \bigcup_{n=1}^{g} (C_n \cup C'_n)$, the union of two distinct sets, $S$ and $\bigcup_{n=1}^{g} (C_n \cup C'_n)$, where the latter set represents the $2g$ isometric circles of the Schottky group uniformizing the surface. The differential on the Riemann surface is now replaced by a differential on the plane which is automorphic under the action of the Schottky group, $\omega(\Gamma z) = \omega(z)$. However, the contours $C_n$ and $C'_n$ are oriented in opposite directions. Consequently, the line integrals over them vanish and one is left with a line integral over $S$.

There also exist points in the universal Grassmannian, defined to be the set of rays in the Hilbert space of states for the free field theory on the punctured disc, corresponding to infinite-genus surfaces, and one may wish to solve for the state $|\phi\rangle$ using the method applied to finite-genus surfaces. The use of Stokes’ theorem implies that one would have to consider the line integral on $S$ and the integral on the ideal boundary (Fig. 3).
For integrability, it is necessary to impose the condition

\[
\int_{\text{ideal bdy}} j_n = 0 \tag{6}
\]

where \( j_n = X_n^a \partial X + X_n^b \partial X \) is the current. The vanishing of the integral at the ideal boundary is needed to satisfy the operator condition \( Q_n|\phi\rangle = 0 \) (5) as \( Q_n = \int j_n \). The simplest way to achieve this result follows by requiring that \( X_n \) vanishes at the boundary for each \( n \).

Recalling that for compact surfaces, by the Weierstrass gap theorem, there are \( g \) values of \( n \) between 1 and 2\( g \) for which there does not exist a meromorphic function with a pole of order \( n \) at some point. This problem is circumvented by allowing \( X_n \) to have holomorphic and anti-holomorphic parts [1].

The Weierstrass gap problem does not occur for infinite-genus surfaces. Every divisor on a non-compact surface is the divisor of a meromorphic function. In fact, given an arbitrary discrete set of points on the surface, one can find a meromorphic function which has poles of any order that is selected for these points. This follows from the Behnke-Stein theorem [12] which shows that there exists an everywhere regular analytic function with any discrete set of zeros. The order of these zeros can be chosen arbitrarily. If \( f \) is such an analytic function, then \( \frac{1}{f} \) is a meromorphic function with the required properties. Moreover, it is possible that \( f \) is unbounded in the approach to the ideal boundary. Then \( \frac{1}{f} \) would tend to zero. So, it may be possible to find meromorphic functions \( X_n \), with poles of order \( n \), tending to zero at the ideal boundary, for each \( n \). This would imply that the
state $|\phi\rangle$ would be a simple tensor product of a state with holomorphic degrees of freedom and a state with anti-holomorphic degrees of freedom.

Thus, defining the universal Grassmannian to be the space of such vacuum states, up to a multiplicative factor, every compact finite-genus surface and certain infinite-genus surfaces will correspond to points in the Grassmannian. Moreover, the one-to-one correspondence between the standard Fock vacuum and the vacuum state for the Riemann surface could be regarded as being equivalent to the formulation of the axiom of asymptotic completeness in Euclidean quantum gravity, which is required for the factorization of the $S$ matrix [13]. This one-to-one correspondence between the vacua implies that unitarity of the free fermion theory is maintained in the infinite-genus limit. The extension to string theory might be established by consideration of the full string action.

An example of an infinite-genus surface which could be included in the universal Grassmannian would be the sphere with an infinite number of handles studied in [5]. One may recall that the correlation function can be calculated explicitly using the method of images.

$$G(z_P; z_R, z_S) = \sum_\alpha \ln \left| \frac{z_P - V_\alpha z_R}{z_P - V_\alpha z_S} \right|$$

$$- \frac{1}{2\pi} \sum_{m,n=1}^{\infty} Re(v_n(z_P)) (Im \tau)^{-1}_{mn} Re(v_n(z_R) - v_n(z_S))$$

where

$$v_n(z) = \sum_\alpha^{(n)} \ln \left( \frac{z - V_\alpha \xi_{1n}}{z - V_\alpha \xi_{2n}} \right)$$

is holomorphic on the the fundamental domain since $\xi_{1n}, \xi_{2n}$ are fixed points of $T_n$ and $\sum_\alpha^{(n)}$ includes only those $V_\alpha$ for which $T_n, T_n^{-1}$ is not the right-most member of the element $V_\alpha$. It may be noted that in the second term, the definition of $v_n(z)$ requires convergence of the Poincare series [5]. While the period matrix is infinite-dimensional, it still has eigenvalues

$$(Im \tau) \hat{e}_n = \lambda_n \hat{e}_n$$

where $\hat{e}_n$ is the nth eigenvector, which can also be written as $\hat{e}_n = U e_n$ with $e_n$ being the nth unit vector in $\mathbb{R}^\infty$. As $U^{-1}(Im \tau)U = diag(\lambda_1, ..., \lambda_n, ...)$,
\((Im \, \tau)^{-1} = U \text{diag}(\lambda_1^{-1}, ..., \lambda_n^{-1}, ...)U^{-1}\) if the eigenvalues are non-zero. The existence of \(U^{-1}\) requires that the column vectors of \(U\), eigenvectors of \((Im \, \tau)\), be linearly independent. This follows since the complement to the space spanned by the eigenvectors is the kernel, which will have non-zero dimension if the eigenvectors are linearly dependent. However, if \(\text{dim ker}(Im \, \tau) \neq 0\), the determinant of \(Im \, \tau\) vanishes, contrary to the assumption that the eigenvalues are non-zero.

Positivity of the eigenvalues of \(Im \, \tau\) generally follows from the bilinear relation

\[
(\omega, \sigma) = \sum_{n=1}^{g} \left[ \int_{A_n} \omega \int_{B_n} \sigma - \int_{A_n} \sigma \int_{B_n} \bar{\omega} \right]
\]  

(10)

A generalized bilinear relation holds on infinite-genus surfaces in the class \(O_{HD}\) [14], which, by definition, admit no non-constant harmonic functions with finite Dirichlet norm. To verify this property for open surfaces can be quite involved, and it is easier to use the following result [15]:

**Theorem.** Let \(p_0, p_1\) be principal functions for any pairs of logarithmic singularities \(\log|z - z_R|\) and \(-\log|z - z_S|\). If \(p_0 - p_1\) is constant, then the surface is in \(O_{HD}\).

The principal functions are harmonic everywhere except for the singularities, with \(p_0\) having zero normal derivative and \(p_1\) having vanishing flux on the ideal boundary. This theorem will now be used for surfaces which can be uniformized by groups of Schottky type.

To the Green function (7), one may add a harmonic function of the form

\[
\sum_n a_n \sum_{\alpha} \text{Re} \, v_n(V_\alpha z) + C.
\]  
The normal derivative at a point on a circle of radius \(r\) is

\[
\frac{1}{2} \sum_n a_n \sum_{\alpha} \left( e^{i\theta} \frac{dv_n(u)}{du} \bigg|_{u=V_\alpha z} + c.c. \right)
\]

\[
= \frac{1}{2} \sum_n a_n \sum_{\alpha} \left( e^{i\theta} \sum_{\beta} \left( V_\beta \xi_{1n} - V_\beta \xi_{2n} \right) \frac{(n)}{(V_\alpha z - V_\beta \xi_{1n})(V_\alpha z - V_\alpha \xi_{2n})} + c.c. \right)
\]  

(11)

If \(\infty\) is a limit point of the uniformizing Schottky group \(\Gamma\), invariance of the limit point set \(\Gamma\) implies that there exist elements \(V_\alpha\) such that \(V_\alpha z = V_\beta \xi_{1n}\) or \(V_\alpha z = V_\beta \xi_{2n}\). These
two terms are infinite but they cancel. Thus, the terms giving the dominant contribution are those for which $V_\alpha z \in I_{\nu^{-1}}$, requiring $V_\alpha = V_\beta V'_\gamma$ where the left-most members of $V'_\gamma$ do not form the element $V^{-1}_\beta$.

$$\sum_\gamma (\beta) \sum_\beta (n) \frac{V_\beta \xi_{1n} - V_\beta \xi_{2n}}{(V_\beta V'_\gamma - V_\beta \xi_{1n})(V_\beta V'_{\gamma} - V_\beta \xi_{2n})} =$$

$$\sum_\gamma (\beta) \sum_\beta (n) \frac{(\xi_{1n} - \xi_{2n}) \gamma_{\beta}^2}{(V'_\gamma - \xi_{1n}) (V'_{\gamma} - \xi_{2n})}$$  (12)

As $z$ tends to $\infty$, $V'_\gamma z \equiv \frac{\alpha_\gamma z + \beta_\gamma}{\gamma_\gamma z + \delta_\gamma}$ tends to $\frac{\alpha_\gamma}{\gamma_\gamma}$ so that the terms in (11) become constant. Since the circle at infinity represents the ideal boundary, defined to be the limit set of $\Gamma$ factored by $\Gamma$, the normal derivative vanishes at the boundary only if each $a_n$ is zero. The flux is formally obtained by integrating the normal derivative around the circle at infinity, which could be viewed as potentially representing the ideal boundary of a non-compact surface. Expanding the sum in (12) in powers of $\frac{1}{z}$, $c_0 + \frac{c_1}{z} + \frac{c_2}{z^2} + ...$ and using $\int_0^{2\pi} r e^{i\theta} c_0 d\theta = 0$, $\lim_{r \to \infty} \int_0^{2\pi} r e^{i\theta} c_{m \infty} d\theta = 0$ for $m \geq 2$, one sees that the contribution of (12) to the flux is $2\pi c_1$ where

$$c_1 = \sum_\gamma (\beta) \sum_\beta (n) \frac{(\xi_{1n} - \xi_{2n}) \gamma_{\beta}^2}{(\alpha_\gamma + \beta_\gamma \gamma_\gamma + \delta_\gamma \gamma_\gamma)} \frac{\beta_\gamma - \delta_\gamma \gamma_\gamma}{\gamma_\gamma} \frac{1}{(\alpha_\gamma - \xi_{1n})}$$

$$\left[ \frac{1}{(\alpha_\gamma - \xi_{2n})} \left[ 2 - \frac{\alpha_\gamma + \beta_\gamma \gamma_\gamma + \delta_\gamma \gamma_\gamma}{\gamma_\gamma} \right] \frac{1}{(\alpha_\gamma - \xi_{1n})} + \frac{1}{(\alpha_\gamma - \xi_{2n})} \right]$$  (13)

Thus, again, to obtain vanishing flux, one requires that all $a_n$ vanish. It follows that the difference between the principal functions $p_0 - p_1$ is a constant and the surface is in the class $O_{HD}$.

Since $v_n(z)$ is an automorphic function on the complex plane, $\sum_\alpha \text{Re} v_n(V_\alpha z)$ diverges and should only be regarded as a formal expression. Alternatively, one may consider the functions

$$h_n(z, \bar{z}) = \sum_\alpha \sum_p \text{Re}[v_n(V_\alpha z) - v_n(V_\alpha z_0)] b_p (V_\alpha z - V_\alpha z_0)^p$$  (14)
where each term is finite for $p \geq 1$ because of the convergence of the Poincare series $\sum_{\alpha \neq I} |\gamma_\alpha|^{-2} < \infty$. Thus,

$$h'_n(z, \bar{z}) = \sum_{\alpha} \sum_p \frac{d}{du} \left[ \Re(v_n(u)) - \Re(v_n(V_\alpha(z_0))) \right] b_p (u - V_\alpha z_0)^p \Bigg|_{u=V_\alpha z}$$

$$= \sum_{\alpha} \sum_p \sum_\beta (n) \Re \left[ \frac{V_\beta \xi_{1n} - V_\beta \xi_{2n}}{(V_\alpha z - V_\alpha \xi_{1n})(V_\alpha z - V_\alpha \xi_{2n})} \right] b_p (V_\alpha z - V_\alpha z_0)^p$$

$$+ \sum_{\alpha} \sum_p [\Re(v_n(V_\alpha z)) - v_n(V_\alpha z_0)] p b_p (V_\alpha z - V_\alpha z_0)^{p-1}$$

(15)

and

$$h'_n(z, \bar{z}) \to \infty \sum_p b_p (z - z_0)^p \sum_\beta (n) \Re \left[ \frac{V_\beta \xi_{1n} - V_\beta \xi_{2n}}{(z - V_\beta \xi_{1n})(z - V_\beta \xi_{2n})} \right]$$

$$+ \sum_p p b_p (z - z_0)^{p-1} [\Re(v_n(z)) - v_n(z_0)]$$

(16)

implying divergence of the integral

$$\int \int_{F.D.} |h'_n(z, \bar{z})|^2 dz \wedge d\bar{z} \to \sum_{r=0}^\infty \tilde{b}_r \left( \Re(v_n(z_0)) \right)^2 \int \int_{F.D.-\Delta} |z - z_0|^{r-2} dz \wedge d\bar{z} + \text{finite}$$

(17)

with F.D. being the fundamental domain of the uniformizing group, $\Delta$ being a region of finite size and $\tilde{b}_r = \sum_{p+q=r} p q b_p b_q$. If this property is valid for all non-constant harmonic functions on the Riemann surface, then it belongs to the class $O_{HD}$. The category of Riemann surface can also be determined by the normal derivative and the flux for the harmonic functions $h_n(z, \bar{z})$ of equation (14). By analogy with equation (12), the normal
derivative in the limit \( z \to \infty \) is
\[
\frac{1}{2} \sum_n a_n e^{i\theta} h_n'(z) + c.c.
\]
\[
= \frac{1}{2} \sum_n a_n e^{i\theta} \sum_p \sum_{\gamma} (\beta) \sum_{(n)} (n) \frac{(\xi_1n - \xi_2n)}{(\alpha_\gamma - \xi_1n)} \frac{2^{-2p} b_p}{(\alpha_\gamma - V\gamma' z_0)} \frac{\gamma_\beta^{-2p} b_p}{(\alpha_\gamma - \delta_\beta)} p^{-2} \left( \frac{V'\gamma z_0 + \delta_\beta}{\gamma_\beta} \right)^p
\]
\[
+ \frac{1}{2} \sum_n a_n e^{i\theta} \sum_p \sum_{\gamma} (\beta) \sum_{(n)} (n) \sum_\delta (n) \ln \left| \frac{\alpha_\gamma - V\delta_1n}{\alpha_\gamma - V\delta_2n} \right| \frac{V'\gamma_0 - V\delta_2n}{V'\gamma_0 - V\delta_1n} \frac{\gamma_\beta^{-2p} b_p}{(\alpha_\gamma + \delta_\beta)} p^{-1} \left( \frac{V'\gamma_0 + \delta_\beta}{\gamma_\beta} \right)^p - c.c.
\]

As each of the terms multiplying the coefficients \( a_n \) are non-vanishing constants, the normal derivative is zero only if each of the \( a_n \) is zero. Note that the sums multiplying \( a_n \) will only be finite when \( b_0 = b_1 = 0 \) and \( \sum_\beta (n) \gamma_\beta^{2-2p} < \infty \) only when \( p \geq 2 \).

The flux is \( 2\pi \sum_n a_n c_{1n} \) where, by analogy with equation (13),
\[
c_{1n} = \sum_\gamma (\beta) \sum_\beta (n) \frac{\gamma_\beta^{-2p}}{(z_0 + \delta_\beta/\gamma_\beta)} p^{-1} \left( \frac{z_0 + \delta_\beta/\gamma_\beta}{\gamma_\gamma} \right) \gamma_\gamma \left[ \frac{\beta_\gamma - \beta_\gamma}{\gamma_\gamma} \right] 2 \left( \frac{\alpha_\gamma + \delta_\beta}{\gamma_\gamma} \right) \left[ \frac{1}{(\alpha_\gamma - \xi_1n)} + \frac{1}{(\alpha_\gamma - \xi_2n)} \right] \left( \frac{V'\gamma_0 + \delta_\beta}{\gamma_\beta} \right)^p - c.c.
\]

Actually, by Green’s theorem, the flux for a harmonic function equals the Dirichlet norm, and therefore, the sums in (19) should diverge. The flux vanishes only when \( a_n = 0 \) for all \( n \), and consequently the difference between the principal functions \( p_0 \) and \( p_1 \) must be a constant, implying that the surface is in \( O_{HD} \).

Indeed, it has been proven that surfaces uniformized by a group of Schottky type are in the class \( O_G \) [4], characterized by the property that the ideal boundary has zero linear
measure. The model considered here is useful for consideration of both $O_G$ surfaces and the surfaces with ideal boundary at infinity, as the isometric circles are clearly tending towards a point $\infty$ in the extended complex plane, but this may also be regarded as the infinite radius limit of a sequence of circles, with each circle representing a closed curve on the Riemann surface. The analysis above, derived for surfaces uniformized by groups of Schottky type, and therefore applicable to $O_G$ surfaces, provides a useful indication of the calculation of the flux for the more general $O_{HD}$ surfaces. The restriction to the $O_G$ surfaces can be implemented by taking the radius of the limit circle to be zero, and one may notice that this factor is cancelled in the calculation of the flux so that its magnitude does not affect the results mentioned above.

The same method can be applied to the Green function (7) for $O_G$ surfaces uniformized by Schottky groups. One may also recall that the existence of a Green function with two sources at $z_R$ and $z_S$, with behaviour $\ln|z_P - z_R|$ and $-\ln|z_P - z_S|$ can be demonstrated for more general Riemann surfaces [16]. In the limit $z_P \to \infty$, $G(z_P; z_R, z_S)$ and $\frac{\partial G}{\partial z_P}$ tend to zero. Similarly, one may wish to calculate the flux at the accumulation point of the isometric circles from this Green function. The study of the principal functions shows that this quantity also vanishes. It is now possible to make an identification of a subset of $O_{HD}$ with a subset of the Grassmannian. A necessary condition for the solvability of equation (5) on open surfaces with ideal boundary is the vanishing of the flux (6). Those surfaces in $O_{HD}$ for which this condition is sufficient will belong to the Grassmannian because an exact solution for $|\phi\rangle$ has been obtained. Conversely, those surfaces corresponding to points in the Grassmannian satisfy the vanishing flux condition and therefore possess Green functions with two sources with vanishing normal derivative at the ideal boundary if they also lie in $O_{HD}$.

One may note a similarity with the analysis of Green and Polchinski [9][10][17] regarding the insertion of boundaries in string worldsheets. It is of interest to note that a divergence in the correlation function arises, for the surfaces that they study, as the locations of the vertex operators near the boundary [8]. This divergence confirms the interpretation of the boundary states as point-particle states [7][8]. The absence of similar divergences
in the computation of the four-point function [5] on a sphere with an infinite number of handles is consistent with the absence of flux through the accumulation point and the assumption that there are no additional sources which may be associated with boundary states. Consequently, the effectively closed surfaces naturally may be included in the perturbative expansion of the S-matrix, whereas the surfaces with Dirichlet boundaries inserted contribute to non-perturbative effects in string theory.
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