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Abstract
In this paper, we investigate the structure of the most general kind of substitution shifts, including non-minimal ones, and allowing erasing morphisms. We prove the decidability of many properties of these morphisms with respect to the shift space generated by iteration, such as aperiodicity, recognizability and (under an additional assumption) irreducibility, or minimality.
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1 Introduction

Substitution shifts are an important class of symbolic dynamical systems which have been studied extensively. However, most results have been formulated for primitive substitution shifts, which are generated by primitive morphisms or, slightly more generally, for minimal substitution shifts.

In this paper, we investigate the more general situation, allowing in particular the morphisms to be erasing. Our work is a continuation of the investigations of [41] (who pleasantly writes in his introduction that ‘the complement of primitive morphisms is uncharted territory’) and of [38]. Our work is also related with early results on the so-called D0L-systems, initiated by Lindemayer (see [34]). It has also important connections with the study of numeration systems and automatic sequences (see [1]).

We investigate the structure of these shift spaces in terms of periodic points, fixed points or subshifts. A striking feature is that all these properties (such as, for example, the existence of periodic points) are found to be decidable.

We show that, if the shift \( X(\sigma) \) generated by an endomorphism \( \sigma \) is non-empty, it contains fixed points of some power of \( \sigma \) (Theorem 5.14) and we describe them. We show that there is a finite and computable number of orbits of fixed points. We extend the notion of fixed point to that of quasi-fixed point, which corresponds to the orbits stable under the action of the morphism. We generalize to quasi-fixed points the results concerning fixed points (Proposition 5.21). These results play a role in the characterization of periodic morphisms developed below.

We also investigate periodic points in a substitution shift. We show that their existence is decidable (Theorem 6.5). This generalizes a result of Pansiot [32] which implies the same result for primitive morphisms. We show that both the property of being aperiodic (no periodic points) (Theorem 6.5), and the property of being periodic (all points periodic) (Theorem 6.8) are decidable.

Recognizability is an important property of morphisms. A morphism \( \sigma : A^* \rightarrow B^* \) is recognizable in a shift space \( X \) for a point \( y \in B^Z \) if there is at most one pair \( (k,x) \) with \( 0 \leq k < |\sigma(x_0)| \) and \( x \in X \) such that \( y = S^k(\sigma(x)) \). It is shown in [3] that every endomorphism \( \sigma \) is recognizable for aperiodic points on \( X(\sigma) \) (see Section 8 for the background of this result). We show here that it is decidable whether \( \sigma \) is fully recognizable in \( X(\sigma) \) (Theorem 8.2).

Two basic notions concerning shift spaces (and, more generally topological dynamical systems) are irreducibility and minimality.

Concerning irreducibility, we prove a partial result, which implies its decidability under an additional hypothesis (Theorem 9.1).

We next prove that, under an additional assumption, it is decidable whether a substitution shift is minimal (Theorem 10.3). The proof uses a characterization of minimal substitution shifts (Theorem 10.1) proved in [12]. We also generalize to arbitrary morphisms several results known for more restricted classes. In particular, we prove that every minimal substitution shift is conjugate to a primitive one (Theorem 10.4), a result proved in [27] for non-erasing morphisms, and also a particular case of a result of [17].
We investigate in the last section the notion of quasi-minimal shifts which are such that the number of subshifts is finite. We prove, generalizing a result proved in [4] for non-erasing morphisms, that every substitution shift is quasi-minimal (Proposition 10.8).

Our results show that all properties that we have considered are decidable for a substitution shift. This raises two questions. The first one is the possibility of natural undecidable problems for substitution shifts. Actually, it is not known if the equality or the conjugacy of two substitution shifts is decidable (see [17] for the proof of the decidability of conjugacy for minimal substitution shifts). The second question is whether there is a decidable logical language in which these properties can be formulated. Such a logical language exists for automatic sequences (which are defined using fixed points of constant length morphisms). It is an extension of the first-order logic of integers with addition (also known as Presburger arithmetic) with the function $V_p(x)$ giving the highest power of $p$ dividing $x$ (see [6]). This logic is decidable and thus all properties which can be expressed in this logic are decidable. This has been applied in the software Walnut (see [30] and [36]).

Our paper is organized as follows. In a first section (Section 2), we recall the basic notions of symbolic dynamics. In Section 3 we focus on substitution shifts. We define the $k$-th higher block presentation of a non-erasing morphism and prove that it defines a shift which is conjugate to the original one (Proposition 3.7). We prove several lemmas that are used in the sequel (Lemma 3.11 and 3.13). We finally prove that the language of a substitution shift is decidable (Proposition 3.19).

In Section 4, we prove an important property of substitution shifts, namely that there is a finite and computable set of orbits of points formed of non-growing letters (Proposition 4.3). This result is used several times below.

In Section 5, we prove several results concerning fixed points of an endomorphism $\sigma$. We first describe the one-sided fixed points in the one-sided shift associated to $X(\sigma)$. We prove that there is a finite and computable number of orbits of these points (Proposition 5.3) and we give a complete description of these fixed points (Proposition 5.13). We next prove the analogous results for two-sided fixed points (Theorem 5.14 and Proposition 5.18). We finally introduce the notion of quasi-fixed point, which corresponds to the stability of orbits under the action of the morphism $\sigma$. We characterize the quasi-fixed points in the shift $X(\sigma)$ and show, using a result from [1], that there is a finite and computable number of orbits of these points (Proposition 5.19).

In Section 6, we investigate periodic points in substitution shifts. We prove the decidability of the existence of fixed points (Theorem 6.5) as well as that of the existence of non-periodic points, using the notion of quasi-fixed point (Theorem 6.8). This generalizes a result proved in [32] for primitive morphisms.

In Section 7, we prove a normalization result concerning morphic sequences $x = \phi(\tau^* \omega)$ image by a morphism $\phi$ of a fixed point of a morphism $\tau$. We show that one may always replace the pair $(\tau, \phi)$ by a pair $(\sigma, \theta)$ such that $\sigma$ is non-erasing and $\theta$ is alphabetic (Theorem 7.1). This is essentially a result of Cobham [11] (see also [31], [9]).
In Section 8, we show that it is decidable whether a morphism \( \sigma \) is fully recognizable in the shift \( X(\sigma) \) (Theorem 8.2).

In Section 9, we characterize the substitution shifts which are irreducible (Theorem 9.1), under the additional assumption that \( \mathcal{L}(X(\sigma)) = \mathcal{L}(\sigma) \).

In Section 10, we show that, under an additional assumption, it is decidable whether a substitution shift is minimal (Theorem 10.4). This uses a characterization of minimal substitution shifts which had been proved in [12]. We also prove, generalizing the result obtained in [4] for non-erasing morphisms, that every substitution shift has a finite number of subshifts (Proposition 10.8).
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2 Shift spaces

We refer to the classical sources, such as [25] for the basic definitions concerning symbolic dynamics. Concerning words, we refer to [26].

Given a finite alphabet \( A \), we let \( A^* \) denote the set of words on \( A \). For a word \( w \in A^* \), let \( |w| \) denote its length and, for \( a \in A \), by \( |w|_a \) the number of occurrences of \( a \) in \( w \). The alphabet \( A \) is assumed to be finite. We let \( \varepsilon \) denote the empty word and \( A^+ \) the set of nonempty words on \( A \). A nonempty word is primitive if it is not a power of a shorter word. We let \( w^* \) denote the submonoid generated by a word \( w \).

For a two-sided infinite sequence \( x \in A^\mathbb{Z} \), let \( x = \cdots x_{-1}x_0x_1 \cdots \) with \( x_i \in A \). For \( i < j \), we denote \( x_{[i,j]} = x_i \cdots x_j \) and \( x_{(i,j)} = x_i \cdots x_{j-1} \). Similarly, \( x_{(-\infty,j]} = \cdots x_{j-1}x_j \) with all obvious variants.

The set \( A^\mathbb{Z} \) is a metric space for the distance defined for \( x, y \in A^\mathbb{Z} \) by 
\[
d(x, y) = 2^{-r(x,y)}
\]
where \( r(x, y) = \min \{ n \geq 1 \mid x_{[-n,n]} \neq y_{[-n,n]} \} \). Since \( A \) is finite, the topological space \( A^\mathbb{Z} \) is compact.

We let \( S_A \) (or simply \( S \)) denote the shift on \( A^\mathbb{Z} \). It is defined by \( y = S(x) \) if
\[
y_n = x_{n+1}
\]
for all \( n \in \mathbb{Z} \). It is a homeomorphism from \( A^\mathbb{Z} \) onto itself. We also let \( S_A \) denote the shift transformation defined on \( A^\mathbb{N} \) by (2.1) for all \( n \geq 0 \). For \( x \in X \), we write sometimes \( Sx \) instead of \( S(x) \).

A shift space on \( A \) is a subset \( X \) of \( A^\mathbb{Z} \) which is closed for the topology and invariant under the shift. An isomorphism (also called a conjugacy) from a shift space \( X \) on \( A \) onto a shift space \( Y \) on \( B \) is a homeomorphism \( \varphi \) from \( X \) onto \( Y \) such that \( \varphi \circ S_A = S_B \circ \varphi \).
For \( x \in A^Z \), we let \( x^+ \in A^N \) denote the right-infinite sequence \( x_0x_1 \cdots \) and by \( x^- \in A^{-N} \) the left-infinite sequence \( \cdots x_{-2}x_{-1} \). Thus \( x^+ = (x_n)_{n \geq 0} \) and \( x^- = (x_{n-1})_{n \leq 0} \). Conversely, given \( y \in A^{-N} \) and \( z \in A^N \), we let \( x = y \cdot z \) denote the two-sided infinite sequence such that \( x^- = y \) and \( x^+ = z \).

For a shift space \( X \), we denote \( X^+ = \{ x^+ \mid x \in X \} \). A set \( Y \subset A^N \) is called a one-sided shift space if \( Y = X^+ \) for some shift space \( X \). Equivalently, \( Y \) is a one-sided shift space if it is closed and such that \( S(Y) = Y \).

Note that \( X^+ \) determines \( X \) since

\[
X = \{ x \in A^Z \mid x_nx_{n+1} \cdots \in X^+ \text{ for every } n \in \mathbb{Z} \}. \quad (2.2)
\]

The orbit of a point \( x \) in a shift space \( X \) is the set

\[
\mathcal{O}(x) = \{ S^n(x) \mid n \in \mathbb{Z} \}.
\]

When \( X \) is a one-sided shift space, the orbit of \( x \) is \( \{ y \in X \mid S^n(x) = S^n(y) \text{ for some } m, n \geq 0 \} \). The positive orbit of a point \( x \) is the set \( \mathcal{O}^+(x) = \{ S^n(x) \mid n \geq 0 \} \).

A sequence \( x \in A^Z \) is periodic if there is an \( n \geq 1 \) such that \( S^n(x) = x \). The integer \( n \) is called a period of \( x \). For a nonempty word \( w \), we let \( w^\omega \) denote the right-infinite sequence \( w\omega\cdots \) and by \( \omega w \) the left-infinite sequence \( \cdots w\omega \). We denote \( w^\infty = \omega w \cdot w^\omega \). A periodic sequence is of the form \( w^\infty \) for a unique primitive word \( w \). Its minimal period is then \(|w|\).

**Example 2.1** Let \( Y \) be the orbit of \( \omega a \cdot b^\omega \) and let \( X \) be the topological closure of \( Y \). Then \( X = Y \cup \{ a^\infty \} \cup \{ b^\infty \} \) and \( X^+ = \{ a^n b^\omega \mid n \geq 0 \} \cup \{ a^\omega \} \).

A shift space is periodic if it is formed of periodic sequences. It is aperiodic if it contains no periodic sequence.

We let \( \mathcal{L}(X) \) denote the language of a shift space \( X \), which is the set of all factors of the sequences \( x \in X \). We let \( \mathcal{L}_n(X) \) (resp. \( \mathcal{L}_{\geq n}(X) \)) denote the set of words of length \( n \) (resp. \( \geq n \)) in \( \mathcal{L}(X) \). We also let \( \hat{\mathcal{L}}(x) \) denote the set of factors of a sequence \( x \). Thus \( \mathcal{L}(X) = \bigcup_{x \in X} \hat{\mathcal{L}}(x) \).

A language \( L \) is factorial if it contains the factors of its elements. A word \( u \in L \) is extendable in \( L \) if there are letters \( a, b \) such that \( au \in L \). A language \( L \) is extendable if every word in \( L \) is extendable. For every shift space \( X \), the language \( \mathcal{L}(X) \) is factorial and it is extendable. Conversely, for every factorial extendable language \( L \), there is a unique shift space \( X \) such that \( \mathcal{L}(X) = L \), which is the set of sequences \( x \) such that \( \mathcal{L}(x) \subset L \). In particular, \( \mathcal{L}(X) \) determines \( X \).

A word \( w \in \mathcal{L}(X) \) is called right-special if there is more than one letter \( a \in A \) such that \( wa \in \mathcal{L}(X) \). Symmetrically, \( w \in \mathcal{L}(X) \) is left-special if there is more than one letter \( a \in A \) such that \( aw \in \mathcal{L}(X) \).

A nonempty shift space \( X \) is irreducible if for every \( u, v \in \mathcal{L}(X) \) there is some \( w \) such that \( uvw \in \mathcal{L}(X) \).

The following is classical (see [18 Proposition 2.1.3]).

---

1We use \( \subset \) everywhere instead of \( \subseteq \).
Proposition 2.2 A shift space $X$ is irreducible if and only if there is some $x \in X$ with a dense positive orbit.

A nonempty shift space is minimal if it does not contain properly a nonempty shift space. A shift space is minimal if and only if the orbit of every point is dense.

A minimal shift is either aperiodic or periodic (and in this case formed of one periodic orbit). It is aperiodic if and only if the set of right-special (resp. left-special) words is infinite.

A nonempty shift space is uniformly recurrent if for every $w \in \mathcal{L}(X)$, there is an $n \geq 1$ such that every word in $\mathcal{L}_n(X)$ contains $w$. The following result is classical (see [33 Proposition 5.2]).

Proposition 2.3 A shift space is minimal if and only if it is uniformly recurrent.

Every minimal shift $X$ is irreducible. Indeed, if $X$ is minimal, let $u, v \in \mathcal{L}(X)$. There is an $n \geq 1$ such that every word in $\mathcal{L}_n(X)$ contains $u$ and $v$. Then every word in $\mathcal{L}_{2n}(X)$ contains a word of the form $uuv$. The converse is not true since, for example, the full shift is irreducible but not minimal.

Given a shift space $X$ and $w \in \mathcal{L}(X)$, a return word to $w$ is a nonempty word $u$ such that $wu$ is in $\mathcal{L}(X)$ and has exactly two occurrences of $w$, one as a prefix and the other one as a suffix. An irreducible shift space is minimal if and only if the set of return words to $w$ is finite for every $w \in \mathcal{L}(X)$. Indeed, if this condition is satisfied, the shift $X$ is clearly uniformly recurrent.

Let $X$ be a shift on $A$ and let $k \geq 1$ be an integer. Consider an alphabet $A_k$ in one-to-one correspondence with $\mathcal{L}_k(X)$ via a bijection $f_k : \mathcal{L}_k(X) \rightarrow A_k$.

The map $\gamma_k : X \rightarrow A_k^\mathbb{Z}$ defined for $x \in X$ by $y = \gamma_k(x)$ if for every $n \in \mathbb{Z}$

$$y_n = f_k(x_n \cdots x_{n+k-1})$$

is the $k$-th higher block code on $X$ (see Figure 2.1). The set $X^{(k)} = \gamma_k(X)$ is a shift space on $A_k$, called the $k$-th higher block presentation of $X$ (one also uses the term of coding by overlapping blocks of length $k$).

Figure 2.1: The $k$-th higher block code.

The following result follows easily from the definitions.

Proposition 2.4 The higher block code is an isomorphism of shift spaces and the inverse of $\gamma_k$ is the map $y \mapsto x$ such that, for all $n$, $x_n$ is the first letter of the word $u$ such that $y_n = f_k(u)$. 
Example 2.5 Let $X = \{a, b\}^\mathbb{Z}$. Set $A_2 = \{r, s, t, u\}$ with $f_2: r \mapsto aa, s \mapsto ab, t \mapsto ba, u \mapsto bb$. Then $X^{(2)}$ is the set of labels of bi-infinite paths in the graph of Figure 2.2.

![Figure 2.2: The 2nd-higher block presentation of $\{a, b\}^\mathbb{Z}$.](image)

3 Morphisms

A morphism $\sigma: A^* \to B^*$ is a monoid morphism from the free monoid $A^*$ to the free monoid $B^*$. We allow a letter $a \in A$ to be erased, that is, to have $\sigma(a) = \varepsilon$. We say that $\sigma$ is non-erasing if $\sigma(a) \neq \varepsilon$ or all $a \in A$.

For $x = x_0x_1 \cdots \in A^\mathbb{N}$, set $\sigma(x) = \sigma(x_0)\sigma(x_1)\cdots$ if the right hand side is infinite. Since an infinity of the $x_i$ can possibly be erased, it is a finite or right-infinite sequence. Similarly, if $x = \cdots x_{-1}x_0 \in A^{-\mathbb{N}}$, $\sigma(x) = \cdots \sigma(x_{-1})\sigma(x_0)$ is finite or left-infinite. Next, for $x \in A^\mathbb{Z}$, $\sigma(x) = \sigma(x^-) \cdot \sigma(x^+)$ is either finite, left-infinite, right-infinite, or two-sided infinite.

Thus, a morphism $\sigma: A^* \to B^*$ extends to a map from $A^\mathbb{N}$ to $B^* \cup B^\mathbb{N}$. If $\sigma(a_n) = \varepsilon$ for $n \geq k$, then $\sigma(a_0a_1\cdots) = \sigma(a_0\cdots a_{k-1})$. Otherwise $\sigma(a_0a_1\cdots)$ is the right-infinite sequence $\sigma(a_0)\sigma(a_1)\cdots$. Similarly, it extends also to a map from $A^\mathbb{Z}$ to $B^* \cup B^{-\mathbb{N}} \cup B^\mathbb{N} \cup B^\mathbb{Z}$. For $x \in A^\mathbb{Z}$, if $\sigma(x)$ is in $B^\mathbb{Z}$ (in particular if $\sigma$ is non-erasing), one has $\sigma(x) = \sigma(x^-) \cdot \sigma(x^+)$. If $\sigma: A^* \to B^*$ is a morphism, we denote $|\sigma| = \sum_{a \in A} |\sigma(a)|$ and define the size of $\sigma$ as $|\sigma| + \text{Card}(A)$.

Let $\sigma: A^* \to B^*$ be a morphism. A $\sigma$-representation of $y \in B^\mathbb{Z}$ is a pair $(x, k)$ of a sequence $x \in A^\mathbb{Z}$ and an integer $k$ such that

$$y = S^k(\sigma(x)).$$ (3.1)

The $\sigma$-representation $(x, k)$ is centered if $0 \leq k < |\sigma(x_0)|$.

Note that, in particular, a centered $\sigma$-representation $(x, k)$ is such that $\sigma(x_0) \neq \varepsilon$.

The notion of centered representation is a normalization. Indeed, if $y = S^k(\sigma(x))$, there is a unique centered $\sigma$-representation $(x', k')$ of $y$ such that $x'$ is a shift of $x$, namely $(S^n x, k)$ with $k = |\sigma(x_0 \cdots x_{n-1})| + k'$.

Endomorphisms We now define notions specific to an endomorphism of $A^*$, that is, a morphism $\sigma$ from $A^*$ into itself. In this case, one may iterate $\sigma$.

Given an endomorphism $\sigma: A^* \to A^*$, we let $\mathcal{L}(\sigma)$ denote the language of $\sigma$. It is formed of all factors of the words $\sigma^n(a)$ for $n \geq 0$ and $a \in A$. We let $\mathcal{L}_n(\sigma)$ (resp. $\mathcal{L}_{\geq n}(\sigma)$) denote the set of words of length $n$ (resp. $\geq n$) in $\mathcal{L}(\sigma)$.
The shift $X(\sigma)$ associated to $\sigma$ is the set $X(\sigma)$ of two-sided infinite sequences $x \in A^\mathbb{Z}$ with all their factors in $L(\sigma)$. Such a shift space is called a substitution shift.

**Example 3.1** The morphism $\sigma: a \mapsto ab, b \mapsto a$ is called the Fibonacci morphism. The associated shift $X(\sigma)$ is called the Fibonacci shift.

We can also associate to $\sigma$ the set $X^+(\sigma)$ of right-infinite sequences having all their factors in $L(\sigma)$.

**Example 3.2** Let $\sigma: a \mapsto ab, b \mapsto b$. Then $X^+(\sigma) = ab^\omega \cup b^\omega$ but, since $X(\sigma) = b^\infty$, we have $X(\sigma)^+ = b^\omega$.

We have the inclusion $L(X(\sigma)) \subseteq L(\sigma)$ but the converse is not always true. This (unpleasant) phenomenon occurs, for example, when $\sigma$ is the identity, since then $L(\sigma) = A$ but $X(\sigma)$ (and thus $L(X(\sigma))$) is empty.

A letter $a \in A$ is erasable if there is some $n \geq 1$ such that $\sigma^n(a) = \varepsilon$ (the term mortal is also used, see [39] or [1]). A word is erasable if all its letters are erasable.

The mortality exponent of an erasable word $w$, denoted $\text{mex}(w)$, is the least integer $n$ such that $\sigma^n(w) = \varepsilon$. Note that $\text{mex}(w) \leq \text{Card}(A)$, that is $\sigma^{\text{Card}(A)}(w) = \varepsilon$. The mortality exponent of $\sigma$, denoted $\text{mex}(\sigma)$, is the maximal value of the mortality exponents of erasable letters.

A morphism is non-erasing if no letter is erasable.

A word $w \in A^*$ is growing if the sequence $|\sigma^n(w)|$ is unbounded. A word is growing if some of its letters is growing. The morphism $\sigma$ itself is said to be growing if all letters are growing.

An endomorphism $\sigma: A^* \rightarrow A^*$ is primitive if there is an $n \geq 1$ such that for every $a, b \in A$, the letter $b$ appears in $\sigma^n(a)$.

For a primitive morphism $\sigma$, except the trivial case $A = \{a\}$ and $\sigma(a) = a$, every letter is growing and $L(\sigma) = L(X(\sigma))$ (see [18] for example).

An endomorphism $\sigma: A^* \rightarrow A^*$ is minimal if $X(\sigma)$ is a minimal shift space. The following statement is well known.

**Proposition 3.3** Every primitive endomorphism not reduced to the identity on a one-letter alphabet is minimal.

For a proof, see [39, Proposition 5.5] or [18, Proposition 2.4.16].

An endomorphism $\sigma$ is aperiodic (resp. periodic) if the shift $X(\sigma)$ is aperiodic (resp. periodic).

**Example 3.4** The Fibonacci morphism $\sigma: a \mapsto ab, b \mapsto a$ is primitive. It is also aperiodic. Indeed, it is easy to verify by induction on $n$ that $\sigma^n(a)$ is left-special and thus that the number of left-special words is infinite. Since $X(\sigma)$ is minimal, this implies that it is aperiodic.
Example 3.5 The Thue-Morse morphism \( \sigma : a \mapsto ab, b \mapsto ba \) is also primitive and aperiodic (see [13] for example). The shift \( X(\sigma) \) is called the Thue-Morse shift. It is well known that the language \( \mathcal{L}(\sigma) \) does not contain cubes, that is words of the form \( www \), with \( w \) nonempty.

Example 3.6 The morphism \( \sigma : a \mapsto a, b \mapsto bab \) is not primitive. It is periodic and minimal because \( \sigma(ab) = abab \) and thus \( X(\sigma) = \{(ab)^\infty, (ba)^\infty\} \).

We now present a classical construction (see [33]) which, for every \( k \geq 1 \) allows one to replace a non-erasing morphism \( \sigma \) by a morphism \( \sigma_k \) acting on \( k \)-blocks.

Let \( \sigma : A^* \to A^* \) be a non-erasing endomorphism. For every integer \( k \geq 1 \), let \( u \in \mathcal{L}_k(\sigma) \mapsto \langle u \rangle \in A_k \) be a bijection from \( \mathcal{L}_k(\sigma) \) onto an alphabet \( A_k \).

We define an endomorphism \( \sigma_k : A_k^* \to A_k^* \) as follows. Let \( u \in \mathcal{L}_k(\sigma) \) and let \( a \) be the first letter of \( u \). Set \( s = |\sigma(a)| \). To compute \( \sigma_k(\langle u \rangle) \), we first compute the word \( \sigma(u) = b_1b_2\cdots b_k \). Note that, since \( \sigma \) is non-erasing, we have \( \ell \geq |\sigma(a)| + k - 1 = s + k - 1 \). We define

\[
\sigma_k(\langle u \rangle) = \langle b_1b_2\cdots b_k \rangle \langle b_2b_3\cdots b_{k+1} \rangle \cdots \langle b_{s} \cdots b_{s+k-1} \rangle. \tag{3.2}
\]

The morphism \( \sigma_k \) is called the \( k \)-th higher block presentation of \( \sigma \).

Let \( \pi_k : A_k^* \to A^* \) be the morphism defined by \( \pi_k(\langle u \rangle) = a \) where \( a \) is the first letter of \( u \). Then we have for each \( n \geq 1 \) the following commutative diagram which expresses the fact that \( \sigma_k^n \) is the counterpart of \( \sigma^n \) for \( k \)-blocks.

\[
\begin{array}{ccc}
A_k^* & \xrightarrow{\sigma_k^n} & A_k^* \\
\downarrow \pi_k & & \downarrow \pi_k \\
A^* & \xrightarrow{\sigma^n} & A^*
\end{array}
\tag{3.3}
\]

Indeed, for every \( \langle u \rangle \in A_k \), let \( a = \pi_k(\langle u \rangle) \) and let \( s = |\sigma(a)| \). Set \( \sigma(u) = b_1b_2\cdots b_k \). We have by definition of \( \sigma_k \),

\[
\pi_k \circ \sigma_k(\langle u \rangle) = b_1b_2\cdots b_s = \sigma(a) = \sigma \circ \pi_k(\langle u \rangle).
\]

Since \( \pi_k \circ \sigma_k \) and \( \sigma \circ \pi_k \) are morphisms, this proves that the diagram (3.3) is commutative for \( n = 1 \) and thus for all \( n \geq 1 \).

Proposition 3.7 Let \( \sigma \) be a non-erasing endomorphism and \( k \) a positive integer. Then \( X(\sigma_k) = X(\sigma)^{(k)} \).

Proof. Since the diagram (3.3) is commutative, \( \pi_k \) is a conjugacy from \( X(\sigma_k) \) onto \( X(\sigma) \). On the other hand, by Proposition 2.4, it is a conjugacy from \( X(\sigma)^{(k)} \) onto \( X(\sigma) \). \( \blacksquare \)

Example 3.8 Let \( \sigma : a \mapsto ab, b \mapsto a \) be the Fibonacci morphism. We have \( \mathcal{L}_2(X) = \{aa, ab, ba\} \). Set \( A_2 = \{x, y, z\} \) and let \( \langle aa \rangle = x, \langle ab \rangle = y, \langle ba \rangle = z \). We have \( \sigma_2(x) = \sigma_2(\langle aa \rangle) = \langle ab \rangle \langle ba \rangle = yz \). Similarly, we have \( \sigma_2(y) = yz \) and \( \sigma_2(z) = x \).
**Ordered trees** An ordered tree is a graph $T$ in which the vertices are labeled. The end $t$ of an edge starting in a vertex $s$ is called a child of $s$ and $s$ is the parent of $t$. Each vertex has a label and the set of children of each vertex is totally ordered. There is a particular vertex called the root of $T$ and there is a unique path from the root to each vertex. The level of a vertex $s$ is the length of the path from the root to $s$. A leaf of a tree is a vertex without children.

Let $\sigma : A^* \rightarrow A^*$ be a morphism. For each $a \in A$ and $n \geq 0$, we define an ordered tree $T_\sigma(a,n)$ labeled by $A$, called the derivation tree of $a$ at order $n$. The root of $T_\sigma(a,n)$ is labeled by $a$ and has no child if $n = 0$. If $n \geq 1$, set $\sigma(a) = b_1b_2\cdots b_k$ with $b_i \in A$. The root of $T_\sigma(a,n)$ has $k$ children $r_1, r_2, \ldots, r_k$ which are the roots of trees $T_i$ with $1 \leq i \leq k$ and each $T_i$ is isomorphic to $T(b_i, n-1)$. The order on the children is $r_1 < r_2 < \ldots < r_k$.

**Example 3.9** Let $\sigma : a \mapsto ab, b \mapsto a$ be the Fibonacci morphism. The tree $T_\sigma(a,2)$ is represented in Figure 3.1.

![Figure 3.1: The tree $T_\sigma(a,2)$.](image)

**Some useful lemmas** The following three lemmas deal with questions that concern non-growing or erasable letters.

We associate to an endomorphism $\sigma : A^* \rightarrow A^*$ the multigraph $G(\sigma)$ on $A$ with $|\sigma(a)|_b$ edges from $a$ to $b$. We let $M(\sigma)$ denote the adjacency matrix of $G(\sigma)$, that is, the matrix $M$ such that $M_{a,b} = |\sigma(a)|_b$.

It is decidable in linear time whether a letter is erasable or growing. To see this, we build the multigraph $G(\sigma)$. A strongly connected component of $G(\sigma)$ is trivial if it has one vertex and no edges.

A letter $a$ is erasable if all paths going out of $a$ end only in trivial strongly connected components of $G(\sigma)$.

A letter $a$ is growing if and only if either there is a path from $a$ in $G(\sigma)$ to a non-trivial strongly connected component that is not reduced to a cycle or there is a path from $a$ to a non-trivial strongly connected component from which there is also a path to another non-trivial strongly connected component.

**Example 3.10** Let $\sigma : a \mapsto ab, b \mapsto a$ be the Fibonacci morphism. The graph $G(\sigma)$ is shown in Figure 3.2.

The matrix $M(\sigma)$ is

$$M(\sigma) = \begin{bmatrix} 1 & 1 \\ 1 & 0 \end{bmatrix}$$
Figure 3.2: The graph $G(\sigma)$.
Since it is strongly connected and not reduced to a cycle, $\sigma$ is growing.

Lemma 3.11 Let $\sigma : A^* \to A^*$ be an endomorphism. If $u \in A^*$ is growing, then $\lim_{n \to +\infty} |\sigma^n(u)| = +\infty$.

Proof. We may assume that $u = a$ is a growing letter. We argue by induction on $\text{Card}(A)$. The statement is true if $\text{Card}(A) = 1$. If the strongly connected component in $G(\sigma)$ of $a$ contains strictly a cycle, then $\lim_{n \to +\infty} |\sigma^n(a)| = +\infty$.
Next, if the strongly connected component $C(a)$ of $a$ is reduced to a cycle, we have $\sigma^i(a) = uvaw$ for some $i \geq 1$ and $v, w$ containing no letter of $C(a)$. Either $v$ or $w$, say $v$, has to be growing. Thus the result holds by induction hypothesis applied to $v$.
Finally, if the strongly connected component of $a$ is trivial, the result holds by induction hypothesis.

The following result is proved in [3, Lemma 2.2].

Proposition 3.12 For every endomorphism $\sigma$ there is a finite number of words formed of erasable letters in $L(\sigma)$.

Lemma 3.13 Let $\sigma : A^* \to A^*$ be a morphism. For every $x$ in $X(\sigma)$, the sequence $\sigma(x)$ is in $X(\sigma)$. The map $x \mapsto \sigma(x)$ is continuous on $X(\sigma)$.

Proof. We have to prove that $\sigma(x)$ is two-sided infinite. By Proposition 3.12, $x$ has an infinite number of non-erasable letters on the left and on the right and $\sigma(x)$ is two-sided infinite. By Proposition 3.12 again, there is an integer $k \geq 1$ such that every word in $L_k(\sigma)$ contains a non-erasable letter. This implies that $\sigma(L_{kn}(\sigma))$ is contained in $L_{\geq n}(\sigma)$, whence the second statement.

Note that, since $X(\sigma)$ is compact, the map $\sigma$ is actually uniformly continuous on $X(\sigma)$.

We prove the following concerning $\sigma$-representations.

Proposition 3.14 Let $\sigma : A^* \to A^*$ be a morphism. Every point $y$ in $X(\sigma)$ has a $\sigma$-representation $y = S^k(\sigma(x))$ with $x$ in $X(\sigma)$.

Proof. Let $k = |\sigma|$ and let $y$ be in $X(\sigma)$. For every $n \geq 2k$, there is an integer $m \geq 1$ such that $y_{[-n,n]}$ is a factor of $\sigma^m(a)$ for some letter $a \in A$.

By a compactness argument, there is an integer $0 \leq i < k$ such that for every $n > 2k$, there are words $u_n, v_n$ with $u_nv_n \in L(\sigma)$ such that $y_{[-n+k,-i]}$ is
The language $L(\sigma)$ A language $L \subset A^*$ is recognizable if it can be recognized by a finite automaton. The following result appears in [35, Lemma 3] (see also [3]). We reproduce the proof for the sake of completeness.

Lemma 3.15 Let $\sigma : A^* \to A^*$ be a morphism. It is decidable, for a given recognizable language $L$ whether $L \cap L(\sigma)$ is empty. In particular, $L(\sigma)$ is decidable. If $L$ is moreover factorial, it is decidable whether $L \cap L(\sigma)$ is finite.

Proof. Since $L$ is recognizable, so is $A^*LA^*$. Let $A = (Q, I, T)$ be a finite automaton recognizing $A^*LA^*$. For $w \in A^*$, denote by $\varphi(w)$ the binary relation on $Q$ defined by

$$\varphi(w) = \{(p, q) \in Q \times Q \mid p \xrightarrow{w} q\}.$$ 

The map $w \mapsto \varphi(w)$ is a morphism from $A^*$ into the finite monoid of binary relations on $Q$. Let $\psi_n = \varphi \circ \sigma^n$. Since $\sigma$ and $\varphi$ are morphisms, so is each $\psi_n$. Since $\varphi(A^*)$ is a finite set, there is a finite number of morphisms $\psi_n$ and thus there are $n < m$ such that $\psi_n = \psi_m$. Note that $\psi_n = \psi_m$ implies $\psi_{n+r} = \psi_{m+r}$ because $\psi_{n+r} = \psi_n \circ \sigma^r = \psi_m \circ \sigma^r = \psi_{m+r}$. Then $L \cap L(\sigma) \neq \emptyset$ if and only if there is some $k \leq m$ such that $(i, t) \in \psi_k(A)$ for some $i \in I$ and $t \in T$.

Assume now that $L$ is factorial. We consider this time an automaton recognizing $L$, in which we may assume that $I = T = Q$. We define $\varphi$ and $\psi_n$ as above. Then $L \cap L(\sigma)$ is infinite if and only if there is a growing letter $a$ such that $\psi_k(a) \neq \emptyset$ for every $k < m$.

Finally, one can decide if $w$ is in $L(\sigma)$ since it is equivalent to $\{w\} \cap L(\sigma) \neq \emptyset$. 

The language $L(X(\sigma))$ The following results deal with substitution shifts that fail to satisfy the condition $L(X(\sigma)) = L(\sigma)$. We have already seen that the equality holds for primitive morphisms with $\text{Card}(A) \geq 2$. More generally, one has $L(X(\sigma)) = L(\sigma)$ if and only if $L(\sigma)$ is extendable, which for a non-erasing morphism, occurs if and only if every letter is extendable.

In the general case, let us first note the following property.

Proposition 3.16 Let $\sigma : A^* \to A^*$ be a morphism. One has $L(\sigma) = L(X(\sigma))$ if and only if every letter $a \in A$ is in $L(X(\sigma))$.

Proof. Assume that the condition is satisfied. Every $w \in L(\sigma)$ is a factor of some $\sigma^n(a)$ for $a \in A$ and $n \geq 0$. Let $x \in X(\sigma)$ be such that $a \in L(x)$. By Lemma 3.13 we have $\sigma^n(x) \in X(\sigma)$. Since $w \in L(\sigma^n(x))$, we obtain $w \in L(X(\sigma))$. The converse is obvious.
The following lemma shows that, for a morphism $\sigma : A^* \to A^*$, it is decidable whether a word is a factor of some $\sigma^n(a)$ for $a \in A$ for an infinite number of $n$. Its proof uses the technique of the proof of Lemma 3.15.

**Lemma 3.17** Let $\sigma : A^* \to A^*$ be a morphism and let $u \in A^*$. It is decidable whether there an infinite number of integers $n \geq 0$ such $u$ is a factor of some $\sigma^n(a)$ with $a \in A$.

**Proof.** Let $u \in A^*$ be a word. Let $A = (Q, I, T)$ be a finite automaton recognizing $A^*uA^*$. For $w \in A^*$, denote by $\varphi(w)$ the binary relation on $Q$ defined by

$$\varphi(w) = \{(p, q) \in Q \times Q \mid p \xrightarrow{w} q\}.$$ 

The map $w \mapsto \varphi(w)$ is a morphism from $A^*$ into the finite monoid of binary relations on $Q$. Let $\psi_n = \varphi \circ \sigma^n$.

Thus $\psi_n(w) = \{(p, q) \in Q \times Q \mid p \xrightarrow{\sigma^n(w)} q\}$.

There are integers $m < m'$ such that $\psi_{m+r} = \psi_{m'+r}$ for any nonnegative integer $r$ (see the proof of Lemma 3.15).

Then $u$ is factor of an infinite number of some $\sigma^n(a)$ with $a \in A$ if and only is there is some $m \leq k \leq m'$ such that $(i, t) \in \psi_k(A)$ for some $i \in I$ and $t \in T$.

**Lemma 3.18** Let $\sigma : A^* \to A^*$ be a morphism. There is a constant $K$ such that a word $u$ belongs to $\mathcal{L}(X(\sigma))$ if and only if there are words $w, z$ of length $K$ such that $wуз$ is a factor of words $\sigma^n(a)$ with $a \in A$ for an infinite number of $n \geq 0$.

**Proof.** Define

$$N = \max\{|\sigma^n(a)| \mid a \text{ non-growing}\}, \text{ and } M = \max\{|\sigma^n(a)| \mid a \text{ erasing}\}.$$

Let $r = \max\{|\sigma^i| \mid 0 \leq i \leq \text{Card}(A)^2\}$. We set $K = (N + M)r$.

Let $u$ be a word for which there are words $w, z$ of length $K$ such that $уз$ is factor of words $\sigma^n(a)$ with $a \in A$ for an infinite number of $n \geq 0$. We set $\sigma^n(a) = w(n)уз(z(n))$ with $w(n)$ as short as possible.

Let $e_n$ (resp. $f_n$) be the first (resp. last) growing letter of $\sigma^n(a)$. For $n$ large enough, there are integers $0 \leq k \leq k' \leq \text{Card}(A)^2$ such that $e_k = e_{k'} = e$ and $f_k = f_{k'} = f$. This implies that $e_{k+i} = e_{k'+i}$ and $f_{k+i} = f_{k'+i}$ for any integer $i$.

Let $\sigma^k(a) = vesft$, $\sigma^{k'-k}(e) = v'e'v''$ and $\sigma^{k'-k}(f) = t'f't''$ with $v, t, v', t''$ non-growing (see Figure 3.13) or, in the case where $e, f$ coincide, $\sigma^k(a) = vet$, $\sigma^{k'-k}(e) = v'e'v''$ with $v, t, v', t''$ non-growing.

Since $v, t$ are non-growing, we have $|\sigma^{n-k}(v)| \leq Nr$ and $|\sigma^{n-k}(t)| \leq Nr$. We claim that there is an infinite sequence $(i_n)$ such that the lengths of $w(i_n)$ and $z(i_n)$ tend to infinity. We first prove it for $w(n)$.

Case 1. If $\sigma^{n-k}(v)w$ is a prefix of length at most $|w(n)uw| of w(n)уз(z(n))$ for an infinite number of $n$, then, since $e$ is growing, $\sigma^{n-k}(esft)$ (or $\sigma^{n-k}(et)$
in the case \( e = f \) \( s \) equal to \( w'(n)uz'(n) \) with \( w'(n) \) suffix of \( w(n) \), \( z'(n) \) prefix of \( zz(n) \) and \( |w'(n)| \) going to the infinity.

Case 2. Let us assume that \( \sigma^{n-k}(ve) \) is a prefix \( w(n)wu(n) \) of \( w(n)wu(n)z(n) \) for an infinite number of \( n \).

Case 2(i). If \( v' \) is non-erasable, then again \( \sigma^{n-k}(esft) \) (or \( \sigma^{n-k}(et) \)) is equal to \( w'(n)uz'(n) \) with \( w'(n) \) suffix of \( w(n) \), \( z'(n) \) prefix of \( zz(n) \) and \( |w'(n)| \) going to the infinity.

Case 2(ii). Let us assume that \( v' \) and \( v'' \) are erasable. Since \( |\sigma^{n-k}(v')| \leq Mr \) and \( |\sigma^{n-k}(v'')| \leq Mr \), this case is impossible.

Case 2(iii). If \( v' \) erasable and \( v'' \) is non-erasable, since \( |\sigma^{n-k}(v')| \leq Mr \), \( \sigma^{n-k}(e) = w'(n)wu(n)z'(n) \) with \( w'(n) \) suffix of \( w(n) \), \( w'(n) \) prefix of \( zz(n) \) and \( |w'(n)| \) going to the infinity.

This proves that there is an infinite sequence of integers \( (i_n) \) such that the size of \( w(i_n) \) tends to infinity.

Similarly there is a infinite subsequence \( (j_n) \) of \( (i_n) \) such that the size of \( z(j_n) \) tends to infinity. This proves the claim. It implies that \( u \) belongs to \( \mathcal{L}(X(\sigma)) \).

**Proposition 3.19** Let \( \sigma: A^* \rightarrow A^* \) be a morphism. The language \( \mathcal{L}(X(\sigma)) \) is decidable.

**Proof.** Let \( K = (N + M)r \) be defined as in the proof of Lemma 3.18. By Lemma 3.18, a word \( u \) belongs to \( \mathcal{L}(X(\sigma)) \) if and only if there are words \( w, z \) of length \( K \) such that there is an infinite number of \( n \) for which \( wz \) is factor of some \( \sigma^n(a) \) with \( a \) in \( A \). We thus may check whether there is a word \( wz \) of length \( 2K + |u| \) having this property by Lemma 3.17.

Proposition 3.19 implies that it is decidable whether a letter belongs to \( \mathcal{L}(X(\sigma)) \). The following proposition shows that this can be decided in linear time.
Proposition 3.20 Let \( \sigma \) be a morphism. It is decidable in linear time in the size of \( \sigma \) whether a letter belongs to \( \mathcal{L}(X(\sigma)) \).

Proof. We use the graph \( G(\sigma) \). We will define letters of type 1, 2, 3 as follows.

The letters of type 1 are the letters accessible in \( G(\sigma) \) from non-trivial strongly connected components not reduced to a cycle. Letters of type 1 belong to \( \mathcal{L}(X(\sigma)) \). Indeed, if \( a \) belongs to a non-trivial strongly connected component of \( G(\sigma) \) which is not reduced to a cycle, there is an integer \( k \) such that \( \sigma^k(a) \) contains at least two occurrences of \( a \). It follows that \( X(\sigma) \) contains a sequence with an infinite number of \( a \) on the right and on the left. Letters accessible from \( a \) have the same property.

The letters of type 2 can be of type 2' or 2''. The letters of type 2' are the letters accessible from a non-trivial strongly connected component \( C \) reduced to a cycle such that there are a letter \( a \) in a trivial component, a letter \( b \) in \( C \), integers \( k, p \) such that \( \sigma^k(a) = ubv, \sigma^p(b) = wbz \) with \( u, v, w, z \) satisfying the two following conditions.

(i) either \( u \) is growing or \( w \) is non-erasable

(ii) either \( v \) is growing or \( z \) is non-erasable.

The letters of type 2'' are the letters accessible from a non-trivial strongly connected component \( C \) reduced to a cycle such that there is a letter \( b \) in \( C \), an integer \( p \) such that \( \sigma^p(b) = wbz \) and \( w \) and \( z \) non-erasable. The letters of type 2 belong to \( \mathcal{L}(X(\sigma)) \). Indeed, if the conditions for the type 2' are satisfied, \( \sigma^{k+n_p}(a) = \sigma^n(u)\sigma^p(w)\cdots wbv\cdots \sigma^n(v)\sigma^p(z) \), making \( b \) a letter of \( \mathcal{L}(X(\sigma)) \).

Next, a letter of type 2'' is accessible from a letter \( b \) which is in \( \mathcal{L}(X(\sigma)) \) and it is therefore in \( \mathcal{L}(X(\sigma)) \).

The letters of type 3 are the letters accessible from a non-trivial strongly connected component \( C \) itself accessible from another strongly component \( C \) which is a cycle. The letters of type 3 belong to \( \mathcal{L}(X(\sigma)) \). Indeed, there is a letter \( a \) in \( C \), a letter \( b \) in \( C' \) and an integer \( p \) such that \( \sigma^p(a) = uvabv \) and \( \sigma^p(b) = wbz \), where \( b \) is a letter of \( u \) or of \( v \). Let us assume that \( b \) is a letter of \( v \). Then \( \sigma^p(a) = \sigma^{(n-1)p}(u)\cdots uvb\sigma^p(v)\cdots \sigma^{(n-1)p}(v) \). Each \( \sigma^p(v) \) contains the letter \( b \). Thus there is an infinite number of words \( xby \) with \( |x| = |y| = n \) in \( \mathcal{L}(\sigma) \) and \( b \) belongs to some point in \( X(\sigma) \). Note that letters may have several types.

We now show that if a letter is neither a letter of type 1 to 3, then it is not in \( \mathcal{L}(X(\sigma)) \). Let \( c \) be a letter which is neither of type 1 to 3. Assume that \( c \in \mathcal{L}(X(\sigma)) \). Let \( x \) be a point of \( X(\sigma) \) containing the letter \( c \). We may assume that \( x_0 = c \).

Since \( x \in X(\sigma) \), for each integer \( n \), the word \( x_{[-n,n]} \) is a factor of some \( \sigma^{k_n}(a) \) for some fixed letter \( a \). Let \( T_\sigma(a, k_n) \) be the derivation tree at order \( k_n \) rooted at \( a \). For \( n \) large enough, there are integers \( 0 \leq m < m' \leq \text{Card}(A) \) such that the unique path \( \pi \) going from \( a \) to \( x_0 \) in \( T_\sigma(a, k_n) \) goes through a vertex labeled by \( b \) at the level \( m \) and at the level \( m' \). Thus \( \sigma^m(a) = ubv \) and \( \sigma^p(b) = wbz \) with \( p = m' - m \). Since \( c \) is not of type 1 the letter \( b \) belongs to a non-trivial component \( C \) reduced to a cycle.
If $a$ is in a trivial component, since $c$ is not of type 2', we have either $u$ non-growing and $w$ erasable, or $v$ non-growing and $z$ erasable.

Assume that $u$ is non-growing and $w$ is erasable, the other case being symmetrical. There is a constant $K$ such that the lengths of all $\sigma^n(u)$ are bounded by $K$ and a constant $M$ such that $\sigma^M(w) = \varepsilon$.

Thus for a large enough $n$, there is an integer $r_n, i_n$ with $0 \leq i_n < p$ such that $\chi_{[-n,0]}$ is a factor of $\sigma^n(u) \sigma^i \sigma^M(w) \ldots \sigma^p(w) \sigma^p(w)w$, a contradiction.

If $a$ is in a non-trivial component, this component is $C$, since $c$ is not of type 3, and we may assume that $a = b$. Since $c$ is not of type 2', we have either $w$ or $z$ erasable. Assume that $w$ is erasable. As above, $x_{[-n,0]}$ is a factor of $\sigma^n(u) \sigma^i \sigma^M(w) \ldots \sigma^p(w) \sigma^p(w)w$ for some integers $r_n, i_n$ with $0 \leq i_n < p$, a contradiction.

We now investigate the complexity of testing whether a letter is in $L(X(\sigma))$. The graph $G(\sigma)$ can be built in linear time in the size of $\sigma$. Letters of type 1, 2, or 3 can be computed in linear time in the size of $\sigma$. Indeed, it is clear for types 1 and 3.

For type 2, one can compute for each component $C$ reduced to a cycle whether there is an integer $p$ such that $\sigma^p(a) = uav$ with $a \in C$, and $u$ erasable (resp. $v$ erasable). This can be done in linear time in the size of $\sigma$ for all components. Thus the computation of letters of type $2''$ can be done in linear time.

The growing letters are computed in linear time in the size of $G(\sigma)$. Now finding letters $a$ in trivial components with a path from $a$ to a component reduced to a cycle containing a letter $b$ such that $\sigma^k(a) = ubv$ with $u$ growing (resp. $v$ growing) can be done in linear time. Thus the computation of letters of type $2'$ can be done in linear time.

**Example 3.21** Let $\sigma : a \mapsto ab, b \mapsto bc, c \mapsto cc$. The graph $G(\sigma)$ is represented in Figure 3.4 on the left. Then $c$ is a letter of type 1 and 3 (since it is accessible from $b$) and $b$ is a letter of type 3. The letter $a$ does not belong to $L(X(\sigma))$.

**Example 3.22** Let $\sigma : a \mapsto bac, b \mapsto b, c \mapsto c$. The graph $G(\sigma)$ is represented in Figure 3.4 on the right. Then $a, b, c$ are letters of type $2''$. The point $\cdots bbb \cdots$ belongs to $X(\sigma)$. 
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Example 3.23 Let $\sigma: e \mapsto cbd, c \mapsto cc, d \mapsto dd, b \mapsto ba, a \mapsto \varepsilon$. The graph $G(\sigma)$ is represented in Figure 3.5 on the right. Then $a, b$ are letters of type $2'$ and $c, d$ are of type $1$. The point $\cdots cccc : baddddd \cdots$ belongs to $X(\sigma)$.

Note that it is not possible to characterize the letters of $\mathcal{L}(X(\sigma))$ on the multigraph $G(\sigma)$. Indeed if $\sigma$ is the morphism of Example 3.23 and $\tau: e \mapsto bcd, c \mapsto cc, d \mapsto dd, b \mapsto ba, a \mapsto \varepsilon$, then $\sigma$ and $\tau$ have the same multigraph. But $b \in \mathcal{L}(X(\sigma))$ while $b \notin \mathcal{L}(X(\tau))$.

It follows from Proposition 3.20 and Proposition 3.16 that the property $\mathcal{L}(\sigma) = \mathcal{L}(X(\sigma))$ is decidable in linear time.

4 Growing letters

Morphisms $\sigma$ having points in $X(\sigma)$ with only non-growing letters are called wild in [27]. The other ones are called tame. A characterization of tame morphisms is given in [27, Theorem 2.9].

A finite fixed point of a morphism $\sigma: A^* \rightarrow A^*$ is a word $w \in A^*$ such that $\sigma(w) = w$ (we shall come back to fixed points in the next section).

Proposition 4.1 Let $\sigma: A^* \rightarrow A^*$ be a morphism. If, for some $a \in A$, one has $\sigma(a) = uav$ with $u, v$ erasable, then $w = \sigma^{\text{mex}(\sigma)}(a)$ is a finite fixed point of $\sigma$.

Proof. Since $u, v$ are erasable, we have $\sigma^{\text{mex}(\sigma)}(u) = \sigma^{\text{mex}(\sigma)}(v) = \varepsilon$. Since

$$w = \sigma^{\text{mex}(\sigma)-1}(u) \cdots \sigma(u)uav\sigma(v) \cdots \sigma^{\text{mex}(\sigma)-1}(v)$$

we have $\sigma(w) = w$.

Proposition 4.2 Let $\sigma: A^* \rightarrow A^*$ be a morphism. There are computable integers $i \geq 0$ and $p \geq 1$ depending only on $\sigma$ such that $\sigma^i(a) = \sigma^{i+p}(a)$ for every non-growing letter $a \in A$.

Proof. Let $a \in A$ be a non-growing and non-erasable letter. Let $i(a)$ be the maximal length of a path from $a$ to a cycle in $G(\sigma)$. Let $p(a)$ be the least common
multiple of the lengths of cycles accessible from \( a \). Then \( \sigma^{i(a)+p(a)} = u\sigma^{i(a)}(a)v \) with \( u, v \) erasable.

This shows that for every non-growing and non-erasable letter \( a_i \), by definition of \( i(a) \), one has \( \sigma^{i(a)}(a_i) = u_0a_0u_1\cdots a_ku_k \) with the component of \( a_i \) on a cycle and \( u \) erasable. Each \( a_i \) is such that \( \sigma^{p(a)}(a_i) = v_ia_iw_i \) with \( v_i, w_i \) erasable. By Proposition 4.1 applied to \( \sigma^{p(a)} \), this implies that \( \sigma^{p(a)\text{mex}(\sigma)(a_i)} \) is a finite fixed point of \( \sigma^{p(a)} \). Then

\[
\sigma^{i(a)+p(a)+p(a)\text{mex}(\sigma)}(a) = \sigma^{p(a)+p(a)\text{mex}(\sigma)}(u_0a_1u_1\cdots a_ku_k)
= \sigma^{p(a)\text{mex}(\sigma)}(u_0a_1u_1\cdots a_ku_k)
= \sigma^{i(a)+p(a)\text{mex}(\sigma)}(a)
\]

The statement follows, choosing

\[
i = \max\{i(a) + p(a)\text{mex}(\sigma) \mid a \text{ non-growing and non-erasable}\} + \text{mex}(\sigma)
\]

and \( p \) equal to the least common multiple of the \( p(a) \) for a non-growing.

The following statement describes a special type of fixed points of morphisms that arises only when there are non-growing letters. It bears some similarity with the result of \cite{27} but proves additionally the existence of periodic points without growing letters.

**Proposition 4.3** Let \( \sigma : A^* \to A^* \) be a morphism. If \( x \) is a point of \( X(\sigma) \) which has only non-growing letters, then there is an integer \( k \) such that \( x = S^k(uv) \), where \( u, v, w \) are finite words of lengths bounded by a computable integer depending only on \( \sigma \). One can further choose the words \( u, v, w \) such that they are fixed points of some power of \( \sigma \). The finite set of orbits of these points is effectively computable.

**Proof.** Let \( x \in X(\sigma) \) be a point without growing letters. Let \( i, p \) be the constants of Lemma 4.1. Let \( p' \) be a multiple of \( p \) larger than \( i \). Hence for each non-growing word \( u, \sigma^{kp'}(u) = \sigma^{p'}(u) \) for every \( k \geq 1 \).

For every \( n \geq 1 \), there is some \( N \geq 1 \) and \( a \in A \) such that \( x_{[-n,n]} \) is a factor of \( \sigma^N(a) \). We may assume that \( a \) is growing.

We distinguish three cases. We choose \( n \) large enough so that \( N > p' \text{ Card}(A)^2 \) (the exponent 2 will be needed only in Case 3).

Case 1. We have, for \( N \) large enough, \( \sigma^N(a) = qbr \) with \( q \) non-growing \( b \in A \) growing and \( x_{[-n,n]} \) a factor of \( q \).

We can write \( N = N_1 + kN_2 + N_3 \) with \( N_1, N_2, N_3 \leq p' \text{ Card}(A), N_1, N_2 \) multiple of \( p' \), \( N_2 > 0 \) and

\[
\sigma^{N_1}(a) = p_1cq_1, \quad \sigma^{N_2}(c) = p_2cq_2, \quad \sigma^{N_3}(c) = p_3bq_3, \quad (4.1)
\]

with \( p_1, p_2, p_3 \) non-growing. Note that, since \( b \) is growing, \( c \) is growing and is the first growing letter of \( \sigma^{N_1}(a) \) and of \( \sigma^{N_2}(c) \). Thus it is uniquely determined.
Since \( p_1, p_2 \) are non-growing and since \( N_2 \) is multiple of \( p' \), by Lemma 4.2, we have
\[
\sigma^{kN_2}(p_1) = p''_2
\]
with \( p''_2 = \sigma^{N_2}(p_1) \) and
\[
\sigma^{kN_2}(c) = p'_{k-1}^2 p_2 c q''_2
\]
with \( p''_2 = \sigma^{N_2}(p_2) \) (see Figure 4.1).

Thus the word \( x_{[-n,n]} \) is a factor of \( p = p_3'' p_3 p_3 \) with \( p''_3 = \sigma^{N_3}(p'_3) \) and
\( p'_3 = \sigma^{N_3}(p''_3 p_3) \). This implies that \( x_{[-n,n]} \) is, up to a prefix and a suffix of bounded length, a word of period \( \sigma^{N_3}(p''_2) \). Thus \( x \) is a periodic point of the form \( x = w^{\infty} \) where \( w \) is a fixed point of a power of \( \sigma \) (actually of \( \sigma^{N_2} \)) of bounded length.

Case 2. We have, for \( N \) large enough, \( \sigma^N(a) = pbq \) with \( q \) non-growing, \( b \in A \) growing and \( x_{[-n,n]} \) a factor of \( q \). This case is symmetric to Case 1. We find that \( x_{[-n,n]} \) is a factor of \( q = q_3 q_3'' q''_3 \) with \( q''_3 = \sigma^{N_3}(q_3) \), \( q''_3 = \sigma^{N_2}(q_2) \), \( q'_3 = \sigma^{N_3}(q_2 q''_3) \) and \( q''_3 = \sigma^{N_3}(q''_3) \) (see Figure 4.2). This implies, as in Case 1, that \( x \) is periodic point of the form \( x = w^{\infty} \) where \( w \) is a fixed point of a power of \( \sigma \) (actually of \( \sigma^{N_2} \)) of bounded length.

Case 3. We have, for \( N \) large enough, \( \sigma^N(a) = pbqcr \) with \( q \) non-growing, \( b, c \in A \) growing and \( x_{[-n,n]} \) a factor of \( q \).
Figure 4.3: Case 3.

For $N$ large enough, we have $N = N_1 + kN_2 + N_3$ with $N_1, N_2, N_3 \leq p' \text{Card}(A)^2$, $N_1, N_2$ multiple of $p'$, $N_2 > 0$, and

$$\sigma^{N_1}(a) = p_1dq_1er_1,$$
$$\sigma^{N_2}(d) = p_2dq_2, \quad \sigma^{N_2}(q_1) = s_2, \quad \sigma^{N_2}(e) = q''_2cr_2,$$

where $d, e \in A$ are growing letters. The words $q_1, q_2, s_2, q''_2$ are non-growing.

We have (see Figure 4.3)

$$\sigma^{kN_2}(d) = p'_2dq_2(q''_2)^{k-1}, \quad \sigma^{kN_2}(q_1) = s_2, \quad \sigma^{kN_2}(q''_2) = (q''_2)^{k-1}q''_2cr_2',$$
$$\sigma^{N_3}(d) = p_3bq_3, \quad \sigma^{N_3}(q_2(q''_2)^{k-1}s_2(q''_2)^{k-1}q''_2) = q'_3, \quad \sigma^{N_3}(e) = q''_3cr_3$$

with $q''_2 = \sigma^{N_2}(q_2), q''_3 = \sigma^{N_2}(q''_2)$. The word $q_3, q'_3, q''_3$ are non-growing.

Thus $x|_{-n,n}$ is a factor of $q = q'_3q''_3$. This implies that $x$ is a shift of $vuvwv^\omega$ with $v = \sigma^{N_3}(q'_2), v = \sigma^{N_3}(q''_2)$ and $w = \sigma^{N_3}(q''_2)$. Each of these words is a fixed point of $\sigma^{N_2}$.

\[ \begin{array}{c}
\sigma^{N_1} \\
\downarrow \\
\sigma^{kN_2} \\
\downarrow \\
\sigma^{N_3} \\
\downarrow \\
p_1 d q_1 e r_1 \\
p_2 d q_2 s_2 q''_2 e r_2 \\
p_3 b q_3 q'_3 q''_3 r_3 \\
\end{array} \]

Example 4.4 Let $\sigma: a \mapsto abb, b \mapsto b$ (see Example 5.11). We have $X(\sigma) = \{b^\infty\}$ and $b^\infty$ is a periodic point having only non-growing letters.

The following corollary of Proposition 4.3 appears in [5, Proposition 5.5] (and also in [27, Corollary 2.11]) in the case of non-erasing morphisms.

Corollary 4.5 If a morphism $\sigma$ is aperiodic, every point in $X(\sigma)$ contains an infinite number of growing letters on the left and on the right.

We will also use the following result describing the points with a finite number of growing letters on the left or on the right.

Lemma 4.6 Let $\sigma: A^* \rightarrow A^*$ be a morphism. If $x$ is a point of $X(\sigma)$ which has a growing letter at some position $i$ such that all letters at smaller positions are non-growing, then there is an integer $k$ such that $x_{(-\infty,i)} = vuv^kz$ where $u, v, w, z$ are finite words of lengths bounded by a value depending only on $\sigma$. 
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implies that either $x_{[-n,i)}$ is a factor of $\sigma^N(a)$. We distinguish three cases as in the proof of Proposition 4.3.

Case 1. We have, for $N$ large enough, $\sigma^N(a) = pbq$ with $p, q$ non-growing $b \in A$ growing and $x_{[-n,i)}$ a factor of $p$. We define $N_k, p_k, q_k, p'_k, q'_k$ as in Case 1 of the proof of Proposition 4.3. Thus $x_{[-n,i)}$ is a factor of $\sigma^N_3(p'_2)\sigma^N_3((p'_2)^{k-1}p_2)$. Since there is a finite number of possible $p_2, p'_2, p''_2, N_3$ for all $n$, there is an infinite number of $n$ such that $x_{[-n,i)}$ is a factor of $\sigma^N_3(p'_2)\sigma^N_3((p'_2)^{k-1}p_2)$ for some fixed $p_2, p'_2, p''_2, N_3$. This implies that $\sigma^N_3(p_2)$ is non-empty and $x_{(-\infty,i)} = \omega\sigma^N_3(p'_2)s_2$ where $s_2$ is some prefix of $\sigma^N_3(p_2)p_3$.

Case 2. We have, for $N$ large enough, $\sigma^N(a) = pbq$ with $p, q$ non-growing $b \in A$ growing and $x_{[-n,i)}$ a factor of $q$. We define $N_k, p_k, q_k, p'_k, q'_k$ as in Case 2. Thus $x_{[-n,i)}$ is a factor of $q_2\sigma^N_3(q_2)\sigma^N_3(q_2)^{k-1}q''_3$. This implies that $\sigma^N_3(q'_2)$ is non-empty and $x_{(-\infty,i)} = \omega\sigma^N_3(q'_2)s_2$ where $s_2$ is some factor of $\sigma^N_3(q'_2)$.

Case 3. We have, for $N$ large enough, $\sigma^N(a) = pbqcr$ with $q$ non-growing, $b, c \in A$ growing and $x_{[-n,i)}$ a factor of $q$. We define $N_1, N_2, N_3, p_k, q_k, p'_k, q'_k, q''_k, r_k, r'_k$ as in Case 3. We get that $x_{[-n,i)}$ is a factor of

$$q = \sigma^N_3(q_2(q''_2)^{k-1}q'_1(q'_{2''})^{k-1}q''_2)$$

for all $n$ with a finite number of possible $q_1, q_2, q'_2, q''_2, q''_3, N_3$. Then $x_{[-n,i)}$ is a factor of $q$ for some fixed $N_3, q'_1, q_2, q'_2, q''_2, q''_3$ for an infinite number of $n$. This implies that either $x_{[-n,i)} = \omega\sigma^N_3(q'_2)s_2$ with $s_2$ a prefix of $q'_2$, or $x_{(-\infty,i)} = \omega\sigma^N_3(q'_2)r_2$ with $r_2$ a prefix of $\sigma^N_3(q'_2(q'_{2''})^{k-1}q''_2)$ for some non-negative integer $k$.

A symmetric version of Lemma 4.6 holds for points with no growing letter after some position $i$. The following example illustrates Lemma 4.6.

**Example 4.7** Let $\sigma: a \mapsto bac, b \mapsto d, d \mapsto b, c \mapsto c$. Then $x = \omega(db) \cdot ac\omega$ is in $L(X(\sigma))$ and has no growing letter at negative indices. Thus $x^-$ has the form indicated in Lemma 4.6 with $u = db$ and $v = w = \varepsilon$. We have no example with $|vw^kz|$ unbounded.

## 5 Fixed points

We investigate fixed points of morphisms. Beginning with finite fixed points, we will next turn to one-sided infinite and then to two-sided infinite ones.

**Finite fixed points** Let $\sigma: A^* \to A^*$ be a morphism. As we have already seen before, a finite fixed point of $\sigma$ is a word $w \in A^*$ such that $\sigma(w) = w$.

Set

$$A(\sigma) = \{ a \in A \mid \sigma(a) = uav \text{ with } u, v \text{ erasable} \}.$$ 

The following is from [20] (see also [1] Theorem 7.2.3).
Proposition 5.1 The set of finite fixed points of \( \sigma: A^* \to A^* \) is a submonoid of \( A^* \) generated by the finite set
\[
F(\sigma) = \{ \sigma^{\operatorname{Card}(A)}(a) \mid a \in A(\sigma) \}.
\]

Infinite fixed points Let \( \sigma: A^* \to A^* \) be a morphism. A right-infinite fixed point of \( \sigma \) is a right-infinite sequence \( x \in A^N \) such that \( \sigma(x) = x \). Symmetrically, a left-infinite fixed point of \( \sigma \) is a left-infinite sequence \( x \in A^{-N} \) such that \( \sigma(x) = x \). A two-sided infinite fixed point is a two-sided infinite sequence \( x \in A^\infty \) such that \( \sigma(x) = x \).

A morphism \( \sigma: A^* \to A^* \) is right-prolongable on \( u \in A^+ \) if \( \sigma(u) \) begins with \( u \) and \( u \) is growing. In this case, there is a unique right-infinite sequence \( x \in A^N \) which has each \( \sigma^n(u) \) as a prefix. We denote \( x = \sigma^\omega(u) \).

Symmetrically, \( \sigma \) is left-prolongable on \( v \in A^+ \) if \( \sigma(v) \) ends with \( v \) and \( v \) is growing. In this case, there is a unique left-infinite sequence \( y \in A^{-N} \) which has all \( \sigma^n(v) \) as a suffix. We denote \( y = \sigma^\omega(v) \).

We begin with an elementary result concerning periodic fixed points.

Lemma 5.2 For every \( u \in A^+ \), the following conditions are equivalent.

(i) The right-infinite sequence \( u^\omega \) is a right-infinite fixed point of \( \sigma \).

(ii) The left-infinite sequence \( \omega u \) is a left-infinite fixed point of \( \sigma \).

(iii) The two-sided infinite sequence \( u^\infty \) is a two-sided infinite fixed point of \( \sigma \).

(iv) One has \( \sigma(u) = u^n \) for some \( n \geq 1 \).

Proof. Assume that (i) holds. We may assume that \( u \) is primitive. Set \( u' = \sigma(u) \). Then \( u^\omega = u'^\omega \), which implies \( u' = u^n \) since \( u \) is primitive. Thus (i) implies (iv). Symmetrically, (ii) implies (iv). The other implications are clear.

We shall come back to periodic fixed points in the next section.

We now describe more precisely the words \( u \) such that a morphism is right-prolongable on \( u \).

Lemma 5.3 If some power \( \sigma^k \) of a morphism \( \sigma: A^* \to A^* \) is right-prolongable on \( u \in A^+ \), there is a growing letter \( a \) such that \( u = praq \) with \( \sigma^k(p) = p \), the word \( r \) erasable, \( \sigma^k \) right-prolongable on \( ra \) and \( \sigma^{k\omega}(u) = \sigma^{k\omega}(pra) \). Moreover, if \( u \in \mathcal{L}(\sigma) \), such an integer \( k \) can be bounded in terms of \( \sigma \).

Proof. Let \( a \) be the first growing letter of \( u \) and set \( u = saq \). Then \( a \) is also the first growing letter of \( \sigma^k(a) \). Set \( \sigma^k(a) = vaw \). Since we have \( s = \sigma^{nk}(s)\sigma^{(n-1)k}(v)\cdots\sigma(v)v \) for all \( n \geq 1 \), the word \( v \) is erasable and \( r = \sigma^k(\operatorname{mex}(\sigma)^{-1})(v)\cdots\sigma^k(v)v \) is such that \( \sigma^k \) is right-prolongable on \( ra \). Set \( t = w\sigma^k(\cdots\sigma^k(\operatorname{mex}(\sigma)^{-1})(w) \) and \( p = \sigma^k(\operatorname{mex}(\sigma)(s)) \). Then
\[
\sigma^k(\operatorname{mex}(\sigma)(u) = prat\sigma^k(\operatorname{mex}(\sigma)(q)).
\]
Thus \( s = pr \) and \( \sigma^{ka}(u) = \sigma^{ka}(pra) \).

There remains to show that \( k \) can be bounded. We prove separately that one can find a bounded integer \( k \) such that \( \sigma^k(p) = p \) and, provided \( u \in \mathcal{L}(\sigma) \), such that \( \sigma^k \) is right-prolongable on \( ra \). If \( \sigma^k(p) = p \), then, by Proposition 5.4, we have \( p \in F(\sigma^k)^* \). Since \( A(\sigma^k) \subset A(\mex(\sigma))! \), we can choose \( k \leq \mex(\sigma)! \). Next, if \( \sigma^k \) is right-prolongable on \( ra \) with \( r \in \mathcal{L}(\sigma) \) erasable, the length of \( r \) can be bounded in terms of \( \sigma \) by \([3, \text{Lemma 2.2}]\). Since \( a \) is growing, there is a bounded integer \( k \) such that \( |\sigma^k(ra)| \geq |ra| \). Then \( \sigma^k \) is right-prolongable on \( ra \).

The following result is due to \([22]\) (see also \([1, \text{Theorem 7.3.1}]\)). Other proofs or variations are also given in \([37]\) or \([13, \text{Theorem 1}]\).

**Proposition 5.4** Every right-infinite fixed point of a morphism \( \sigma : A^* \to A^* \) is either in \( F(\sigma)^\omega \) or of the form \( \sigma^\omega(u) \) where \( \sigma \) is right-prolongable on \( u \in A^+ \).

A right-infinite fixed point of a morphism \( \sigma \) is admissible if it is in \( X(\sigma)^+ \).

**Proposition 5.5** Let \( \sigma : A^* \to A^* \) be a morphism. The number of orbits of right-infinite admissible fixed points of a power of \( \sigma \) is finite and effectively bounded in terms of \( \sigma \). It is nonzero provided \( X(\sigma) \) is non-empty.

The proof of Proposition 5.5 uses properties of non-negative matrices. To such a matrix \( M \), we associate the multigraph \( G \) such that \( M \) is the adjacency matrix of \( G \). The matrix is irreducible if \( G \) is strongly connected. The period of a graph is the greatest common divisor of the lengths of its cycles. The matrix \( M \) is primitive if it is irreducible and the period of \( G \) is 1. By a well-known bound due to Wielandt \([10]\), if \( M \) is a primitive matrix of dimension \( k \), then \( M^n \) is positive for \( n = (k - 1)^2 + 1 \) and thus for all \( n \geq (k - 1)^2 + 1 \) (see also \([1, \text{Exercise 8.7.8}]\)). It follows that if \( M \) is irreducible and \( G \) has period \( p \), then \( M^p \) is a block diagonal matrix formed of \( p \) primitive diagonal blocks. Thus \( M^{mp} \) is block diagonal with \( p \) positive diagonal blocks for \( m = (k/p - 1)^2 + 1 \).

**Lemma 5.6** Let \( \sigma : A^* \to A^* \) be a morphism. If \( X(\sigma) \) is non-empty, there are disjoint subsets \( B, C, D, E \) of \( A \) with \( B \) non-empty and an integer \( n \leq \text{Card}(A)! \) such that

\[
\begin{align*}
\sigma^n(B) & \subset (B \cup C \cup D \cup E)^*, \\
\sigma^n(C) & \subset (D \cup E)^*, \\
\sigma^n(d) & \subset E^*dE^* \text{ for every } d \in D, \\
\sigma^n(E) & = \{\varepsilon\},
\end{align*}
\]

and, moreover, such that every letter in \( B \) is growing and appears in every word \( \sigma^n(b) \) for every \( n \geq \text{Card}(A)^2 \) and \( b \in B \).
Proof. We use the multigraph $G(\sigma)$. Consider the set $\mathcal{S}$ of non-trivial strongly connected components of $G(\sigma)$. Let $\mathcal{G}$ be the graph on $\mathcal{S}$ with edges $(S,T)$ if there is a path from a vertex of $S$ to a vertex of $T$. The leaves of $\mathcal{G}$ are the elements of $\mathcal{S}$ from which no other non-trivial component can be reached. We consider two cases.

Case 1. All leaves of $\mathcal{G}$ are reduced to a cycle. Since $X(\sigma)$ is not empty, not all elements of $\mathcal{S}$ can be leaves of $\mathcal{G}$. Considering a path of maximal length in $\mathcal{G}$ ending in a leaf of $\mathcal{G}$, it follows that there is an element $H = (V_H, E_H)$ of $\mathcal{S}$ which is not a leaf in $\mathcal{G}$ and which can be followed only by leaves in $\mathcal{G}$.

Let $p$ be the period of $H$ and let $B \subset V_H$ be the set of vertices of a strongly connected component of $G(\sigma^p)$. We choose for $D$ the set of vertices of all leaves of $G$ accessible from $B$. We choose for $C$ the set of vertices of $G$ forming a trivial component on a path from $B$ to $D$ in $G$. Finally, we choose for $E$ the union of vertices of trivial strongly connected components not belonging to $C$ (and thus formed of erasable letters) accessible from $B$ in $G$.

Set $n = \text{Card}(A)!$. Then $n$ is a multiple of the periods of all components $S$ and thus $M(\sigma^n)$ is the identity on the components $S$ in $D$. We have

\[
((\text{Card}(B) - 1)^2 + 1)p \leq \text{Card}(B)!p \leq \text{Card}(A)!.
\]

Thus, by Wielandt’s bound, the matrix $M(\sigma^n)$ is positive on $B$. We also have $\sigma^n(E) = \{\varepsilon\}$ and also $\sigma^n(C) \subset (D \cup E)^*$.

Case 2. There exist a leaf $K = (V_K, E_K)$ of $\mathcal{G}$ which is not reduced to a cycle. Let $p$ be the period of $K$ and let $B$ be the set of vertices in $V_K$ of a strongly connected component of $G(\sigma^p)$. Since $((\text{Card}(B) - 1)^2 + 1)p \leq \text{Card}(A)!$ as above, $M^n$ is positive on $B$. We choose $C = D = \emptyset$ and $E$ is the set of erasable letters accessible from $B$. Since $n \geq \text{Card}(E)$, we have also $\sigma^n(E) = \{\varepsilon\}$. 

Note that, as a reformulation of the conditions of Lemma 5.6, the restriction $M'$ to $B \cup C \cup D \cup E$ of the adjacency matrix of $G(\sigma^n)$ has the form

\[
M' = 
\begin{bmatrix}
B & C & D & E \\
N & * & * & * \\
0 & 0 & * & * \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0
\end{bmatrix}
\]

where $N > 0$ is a primitive matrix with $M_{b,d} \neq 0$ for at least one $b \in B$ and $d \in D$ (Case 1) or $N$ not the identity matrix of dimension 1 and $C = D = \emptyset$ (Case 2). We illustrate the first case of the proof in the following example.

**Example 5.7** Let $\sigma: a \mapsto bab, b \mapsto cd, c \mapsto c, d \mapsto d$. The graph $G(\sigma)$ is represented in Figure 5.1. In this case, we choose $n = 1$, $B = \{a\}$, $C = \{b\}$, $D = \{c, d\}$ and $E = \emptyset$. 
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The following example illustrates the second case in the proof of Lemma 5.6.

Example 5.8 Let \( \sigma : a \mapsto baab, b \mapsto \varepsilon \). The graph \( G(\sigma) \) is represented in Figure 5.2. We choose this time \( n = 1, B = \{ a \}, C = D = \emptyset \) and \( E = \{ b \} \).

In the next lemma, we use the notation \( \sigma_i^\top(u) = \sigma_p(u) \cdots \sigma(u)u \).

Lemma 5.9 Let \( \sigma : A^* \to A^* \) be a morphism and let \( a \in A \) be a growing letter such that \( \sigma(a) = uav \) with \( u \) non-growing. Let \( i, p \) be such that \( \sigma_i^\top(u) = \sigma_i^p(u) \) with \( p > 0 \). If \( \sigma_i(u) = \varepsilon \), then \( \sigma_i \) is right-prolongable on \( \sigma_i^\top(u)a \). Otherwise \( w^\omega \), with \( w = \sigma_i^p(u) \cdots \sigma_i(u) \sigma_i(u) \) is an admissible right-infinite fixed point of \( \sigma^p \).

Proof. If \( \sigma_i(u) \) is empty, using the notation \( w \geq w' \) if \( w' \) is a prefix of \( w \), we have \( \sigma_i(a) \geq \sigma_i^\top(u)a \). Moreover \( \sigma^n(a) \neq \sigma_i^\top(u)a \) because \( a \) is growing. Set \( t = \sigma_i^\top(u)a \). Since \( \sigma_i(t) \geq \sigma_i(a) \geq t \), this implies that \( \sigma_i \) is right-prolongable on \( t \) and thus the conclusion in this case.

Otherwise, we have for every \( k \geq 1 \),

\[
\sigma^{i+kp}(a) \geq \sigma_i^{i+kp-1}(u)a \\
\geq (\sigma_i^{i+p-1}(u) \cdots \sigma_i(u))^{k-1}\sigma_i^{i+p-1}(u)a \\
\geq w^{k-1}\sigma_i^{i+p-1}(u)a
\]

with \( w = \sigma_i^{i+p-1}(u) \cdots \sigma_i(u) \). This shows that \( w^\omega \) is in \( X(\sigma)^+ \) and is a right-infinite fixed point of \( \sigma^p \).

There is a symmetric version of Lemma 5.9. Assume that that \( \sigma(a) = uav \) with \( v \) non-growing. Let \( i, p \) be such that \( \sigma_i^{i+p}(v) = \sigma_i(v) \) with \( p > 0 \). If
\(\sigma^i(v) = \varepsilon\), then \(\sigma^i\) is left-prolongable on \(av\sigma(v) \cdots \sigma^{i-1}(v)\). Otherwise, \(\omega w\) with \(w = \sigma^i(v)\sigma^{i+1}(v) \cdots \sigma^{i+n-1}(v)\) is a left-infinite fixed point of \(\sigma\).

**Proof of Proposition 5.3.** We first show that the number of orbits is nonzero. Let \(B, C, D, E\) and \(u\) be as in Lemma 5.9. Taking the restriction of \(\sigma^n\) to \(B\) and changing \(\sigma\) for \(\sigma^n\), we may assume that \(A = B \cup C \cup D \cup E\), with \(\sigma(C) \subset (D \cup E)^*\), \(\sigma(D) \subset E^*DE^*\) and \(\sigma(E) = \{\varepsilon\}\) and every letter \(a \in B\) appears in every \(\sigma(b)\) for \(b \in B\).

Changing again \(\sigma\) for some power, we may assume that there is a letter \(a \in B\) such that \(\sigma(a) = uaw\) with \(u \in (C \cup D \cup E)^*\). If \(u\) is non-erasable, the elements of \(C, D, E\) are non-growing and there is a periodic admissible fixed point by Lemma 5.9. If \(u\) is erasable, some power \(\sigma^n\) of \(\sigma\) is right-prolongable on \(w = \sigma^n(u)a\) and thus \(\sigma^\omega (w)\) is a right-infinite fixed point of \(\sigma^n\) (recall that \(\sigma^\omega = (\sigma^n)^\omega\)). If \(v\) is growing, it contains a letter of \(B\) and thus \(a\) is in \(\mathcal{L}(X(\sigma))\), which implies that the right-infinite fixed point \(\sigma^\omega(w)\) is admissible. Otherwise, since \(v\) cannot be erasable, we obtain by a symmetric version of Lemma 5.9 a periodic admissible left-infinite fixed point, and thus also a periodic right-infinite fixed point.

There remains to show that the number of orbits of admissible right-infinite fixed points of a power of \(\sigma\) is finite. Let \(x\) be such a fixed point. By Proposition 5.4, either \(x\) is in \(F(\sigma^n)^\omega\) or of the form \(\sigma^n(u)\) where \(\sigma^n\) is right-prolongable on \(u \in A^*\). If \(x\) is in \(F(\sigma^n)^\omega\), it is formed of non-growing letters and there is a finite number of orbits of such points by Proposition 5.3. Assume that \(x = \sigma^n(u)\) with \(\sigma^n\) right-prolongable on \(u\). By Lemma 5.3, there is a growing letter \(a\) such that \(u = p\sigma q\) with \(\sigma(p) = p\), the word \(r\) erasable, \(\sigma^n\) right-prolongable on \(ra\) and \(x = \sigma^\omega(ra)\). Then \(x\) belongs to the orbit of the admissible right-infinite fixed point \(y = \sigma^\omega(ra)\). By Proposition 3.12, there is a finite number of erasable words \(r\) and thus a finite number of points \(y\).

**Example 5.10** Let \(\sigma\) : \(a \mapsto baab, b \mapsto \varepsilon\) as in Example 5.8. Then \(\sigma(baab) = (baab)^2\). Thus \(\sigma\) is right-prolongable on \(ba\) and \(\sigma^\omega(baab) = (baab)^\omega\) is an admissible one sided fixed point of \(\sigma\).

**Example 5.11** Let \(\sigma\) : \(a \mapsto abb, b \mapsto b\). Then \(X(\sigma) = \{b^\omega\}\) and \(b^\omega\) is an admissible right-infinite fixed point of \(\sigma\). The sequence \(ab^\omega\) is also a right-infinite fixed point but it is not admissible.

The following example shows that the number of admissible right-infinite fixed points of \(\sigma\) need not be finite.

**Example 5.12** Let \(\sigma\) : \(a \mapsto bc, b \mapsto bd, c \mapsto ec, d \mapsto d, e \mapsto e\). Then \(d^n e^\omega\) is an admissible right-infinite fixed point of \(\sigma\) for every \(n \geq 1\).

We now add a complement to Proposition 5.4 which characterizes right infinite admissible fixed points.
Proposition 5.13 Let $\sigma : A^* \to A^*$ be a morphism. A right-infinite sequence $x \in A^\omega$ is an admissible right-infinite fixed point of $\sigma$ if and only if one of the two following conditions is satisfied.

(i) $x = uv\omega$ with $\sigma(u) = u$, $\sigma(v) = v$ and $uv\omega \in \mathcal{L}(X(\sigma))$.

(ii) $x = \sigma^\omega(u)$ with $u \in \mathcal{L}(X(\sigma))$ and $\sigma$ right-prolongable on $u$.

Proof. The conditions are clearly sufficient.

Conversely, if $x$ contains a growing letter, let $u$ be the shortest prefix of $x$ containing a growing letter. Then $u$ is growing and $\sigma$ is right-prolongable on $u$. Thus (ii) is satisfied. Otherwise, by Lemma 5.13 $x$ is eventually periodic. On the other hand, by Proposition 5.4 we have $x \in F(\sigma)^\omega$. Thus there are $u, v \in F(\sigma)^+$ such that $x = uv\omega$. Thus condition (i) is satisfied.

Two-sided fixed points Let us now consider two-sided infinite fixed points. Let $\sigma : A^+ \to A^+$ be a morphism. Recall that a two-sided infinite fixed point of $\sigma$ is a sequence $x \in A^\omega$ such that $\sigma(x) = x$.

Assume that $\sigma$ is right-prolongable on $u \in A^+$ and let $x = \sigma^\omega(u)$. Assume next that $\sigma$ is left-prolongable on $v \in A^+$. Denote by $y = \sigma^\omega(v)$ the left-infinite sequence having all $\sigma^n(v)$ as suffixes. Let $z \in A^\omega$ be the two-sided infinite sequence such that $x = z^+$ and $y = z^-$. Then $z$ is a two-sided infinite fixed point of $\sigma$ denoted $\sigma^\omega(v \cdot u)$. It can happen that $\sigma^\omega(v \cdot u)$ does not belong to $X(\sigma)$. In fact, $\sigma^\omega(v \cdot u)$ belongs to $X(\sigma)$ if and only if $vu \in \mathcal{L}(\sigma)$.

The description of two-sided infinite fixed points follows directly from Proposition 5.13. Indeed, $x \in A^\omega$ is a fixed point of $\sigma : A^+ \to A^+$ if and only if $x^-$ and $x^+$ are one sided infinite fixed points of $\sigma$. Thus, there are four cases according to whether none of $x^-$, $x^+$ is in $\mathcal{F}(\sigma) \cup F(\sigma)^\omega$ or one of them or both.

An admissible two-sided infinite fixed point of $\sigma$ is a sequence $x \in X(\sigma)$ which is a two-sided fixed point. Thus a fixed point of the form $\sigma^\omega(v \cdot u)$ with $vu \in \mathcal{L}(\sigma)$ is admissible.

In the following result, the existence of admissible two-sided infinite fixed points is a modification of [IN Proposition 1.4.13] where it is stated for a non-erasing morphism $\sigma$ such that $X(\sigma)$ is minimal.

Theorem 5.14 A morphism $\sigma : A^+ \to A^+$ such that $X(\sigma)$ is non-empty has a power $\sigma^k$ with an admissible two-sided infinite fixed point. The set of orbits of these fixed points is a finite computable set and the exponent $k$ can be bounded in terms of $\sigma$.

The proof uses the following lemma.

Lemma 5.15 Let $\sigma : A^+ \to A^+$ be a morphism. There is a finite number of words $auvb \in \mathcal{L}(X(\sigma))$ with $u, v$ non-growing, $a, b$ growing, such that for some $k \geq 1$, $\sigma^k$ is left-prolongable on $au$ and right-prolongable on $vb$. Their length is bounded effectively in terms of $\sigma$.  
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Proof. Consider \(a, u, v, b\) such that for some integer \(k\) the conditions are satisfied. By Lemma 5.3, the least \(k\) such that this is true is bounded in terms of \(\sigma\). Thus we may replace \(\sigma^k\) by \(\sigma\).

Since \(auvb \in \mathcal{L}(X(\sigma))\), there is, for every large enough integer \(n\), a letter \(e \in A\) such that \(auvb\) is a factor of \(\sigma^n(e)\). For each \(e \in A\) and \(n \geq 0\), consider the derivation tree \(T_\sigma(e, n)\) of \(e\) at order \(n\). In this tree, there is a unique path from the root to each of the two vertices labeled \(a\) and \(b\) at level \(n\). Let us say that the tree \(T_\sigma(e, n)\) is special if the nodes at level 1 on these paths are distinct.

We distinguish two cases.

Case 1. The integers \(n\) such that the tree \(T_\sigma(e, n)\) is special are bounded by \(\text{Card}(A)^2\). Then, the length of \(auvb\) is bounded by \(|\sigma| \cdot \text{Card}(A)^2\) and thus the conclusion holds.

Case 2. There is a special tree \(T_\sigma(e, n)\) with \(n > \text{Card}(A)^2\). Since \(a\) and \(b\) are growing, all vertices on these paths are labeled by a growing letter. On the path from the root to \(a\), the successor of a vertex labeled by \(c\) distinct of the root is the last growing letter \(f\) of \(\sigma(c)\) and is thus uniquely determined. Similarly, on the path from the root to \(b\), the successor of a vertex labeled by \(d\) distinct of the root is the first growing letter \(g\) of \(\sigma(d)\) and is thus uniquely determined (see Figure 5.3 on the left).

Since \(n > \text{Card}(A)^2\), we can write \(n = n_1 + kn_2 + n_3\) with \(n_1, n_2, n_3 \leq \text{Card}(A)^2\), \(n_2 > 0\) and \(k \geq 1\), such that there is a path of length \(n_1\) from the root to a node labeled by \(c\) (resp. \(d\)), \(k\) paths of length \(n_2\) from \(c\) to \(c\) (resp. \(d\) to \(d\)) and a path of length \(n_3\) from \(c\) to \(a\) (resp. from \(d\) to \(b\)) (see Figure 5.3).

Since \(T_\sigma(e, n)\) is special, the nodes labeled by \(c\) and \(d\) at level \(n_1\) are distinct. Since \(\sigma\) is left-prolongable on \(au\), the letter \(a\) is the last growing letter of \(\sigma(a)\). This forces \(c = a\). Similarly \(d = b\). Consequently, we can choose \(n_2 = 1\) and \(n_3 = 0\).

Thus we have

\[
\sigma^{n_1}(e) = p_1aq_1br_1, \quad \sigma^k(a) = p_2aq_2, \quad \sigma^k(q_1) = q_2', \quad \sigma^k(b) = q_2''br_2
\]
and \( uv = q_2 q'_2 q''_2 \) (see Figure 5.4). If \( q_2 \) is non-erasable, then \( \sigma \) is not left-prolongable on \( au \), a contradiction. Thus \( q_2 \) is erasable and similarly \( q''_2 \) is erasable. This shows that the length of \( uv \) is bounded. One has actually

\[
|uv| = |q_2 q'_2 q''_2| = |q_2| + |\sigma^k(q_1)| + |q''_2|.
\]

Set \( K = \max\{|\sigma^m(a)| \mid m \geq 1, \text{ and } a \in A \text{ non-growing}\} \). Let also \( L \) be the maximal length of erasable words in \( L(\sigma) \) (see Proposition 3.12). We have \( |\sigma^k(q_1)| \leq K|\sigma|^n \leq K|\sigma|^{\text{Card}(A)^2} \) and since \( q_2, q''_2 \) are erasable, \( |q_2|, |q''_2| \leq L \). Thus

\[
|uv| \leq K|\sigma|^{\text{Card}(A)^2} + 2L
\]

showing that \( |uv| \) is bounded in terms of \( \sigma \).

\[ \square \]

**Proof of Theorem 5.14.** Let \( B, C, D, E \) and \( n \) be as in Lemma 5.6. We change \( \sigma \) for \( \sigma^n \). Suppose first that the graph induced by \( G(\sigma) \) on \( B \) is reduced to a loop on \( a \in A \) and thus that \( \sigma(a) = uav \) with \( u, v \) non-growing. Since \( a \) is growing, we cannot have \( u \) and \( v \) erasable. We may assume that \( u \) is non-erasable. Then, by Lemma 5.9 some power \( \sigma^m \) of \( \sigma \) has an admissible periodic right-infinite fixed point \( w_\omega \) and thus the admissible two-sided infinite fixed point \( w_\infty \).

Assume next that graph induced on \( B \) is not reduced to a loop on one vertex. Then for every \( a \in B \), considering the tree \( T_{\sigma}(a, n) \) for \( n \) large enough (as in Figure 5.4), we can then find \( m \geq 1 \) (at most equal to the least integer \( k \) such that \( M(\sigma)^k \) restricted to \( B \times B \) is positive) and \( b, c \in B \) such that

\[
\sigma^m(a) = pbqcr,
\]

\[
\sigma^m(b) = sbt,
\]

\[
\sigma^m(c) = ucv
\]

with \( q, t, u \in (C \cup D \cup E)^* \). If \( u \) or \( t \) is non-erasable, then by Lemma 5.9 or its symmetric version, some power of \( \sigma \) has a periodic admissible one sided fixed point and thus a periodic admissible two-sided fixed point. Otherwise, assume that \( \sigma^n(u) = \sigma^n(t) = \varepsilon \). Then, by Lemma 5.9 \( \sigma^n \) is right-prolongable on \( w = \sigma^n(u)c \) and, symmetrically, it is left-prolongable on \( z = bts(t) \cdots \sigma^{n-1}(t) \).
Since \( q \) is non-growing, we may assume that \( \sigma^{2n}(q) = \sigma^n(q) \). We can change \( \sigma \) for \( \sigma^n \). Then \( \sigma \) is left-prolongable on \( z\sigma(q) \), right-prolongable on \( w \) and \( z\sigma(q)w \) is in \( L(\sigma) \). Therefore, \( \sigma^\omega(z\sigma(q) \cdot w) \) is an admissible two-sided fixed point of \( \sigma \).

This proves the existence of the fixed point. Let now \( x \) be an arbitrary admissible two-sided fixed point of \( \sigma^n \). Then \( x^+ \) and \( x^- \) are one-sided fixed points. If \( x^+ \) is in \( F(\sigma^n)^\omega \) and \( x^- \) in \( ^\omega F(\sigma^n) \), then \( x \) is formed of non-growing letters and there is a finite number of orbits of such points by Proposition 4.13. If \( x^- \) is formed of non-growing letters and \( x^+ \) contains growing letters, then by Proposition 5.4 we have \( x^+ = \sigma^n\omega(u) \) where \( \sigma^n \) is right-prolongable on \( u \). By Proposition 5.5 there is a finite number of orbits of points of this type which are admissible fixed points of a power of \( \sigma \). The case where \( x^- = \sigma^n\omega(v) \) and \( x^+ \) is formed of non-growing letters is symmetrical. Finally, assume that \( x = \sigma^n\omega(u \cdot v) \), where \( \sigma^n \) is left-prolongable on \( u \) and right-prolongable on \( v \). Set \( u = paq \) and \( v = rbs \) with \( q,r \) non-growing. Then \( \sigma^n \) is left-prolongable on \( aq \) and right-prolongable on \( rb \). Then \( x = \sigma^n\omega(aq \cdot rb) \) and by Lemma 5.15 there is a finite number of points of this form.

**Example 5.16** Let \( A = \{a, b\} \) and let \( \sigma \) be morphism \( a \mapsto a, b \mapsto baabab \). Then \( \sigma^\omega(ba \cdot b) \) is an admissible two-sided fixed point.

Note that, as for one-sided fixed points, the number of admissible two-sided fixed points need not be finite, as shown in the following example.

**Example 5.17** Let \( \sigma : a \mapsto bc, b \mapsto bd, c \mapsto ec, d \mapsto d, e \mapsto e \), as in Example 5.12. Then, for any \( n \geq 0 \), the sequences \( \omega de^n \cdot e^\omega \) and \( ^\omega d \cdot d^n e^\omega \) are admissible two-sided fixed points of \( \sigma \).

In the same way as we did for one-sided fixed points (Proposition 5.13), we now give the following characterization of two-sided admissible fixed points.

**Proposition 5.18** Let \( \sigma : A^* \rightarrow A^* \) be a morphism. A sequence \( x \in X(\sigma) \) is a two-sided infinite fixed point of \( \sigma \) if and only if one of the following conditions is satisfied.

(i) \( x = \omega rs \cdot tu^\omega \) with \( r,s,t,u \in F(\sigma)^* \) and \( r^*stu^* \subset L(X(\sigma)) \).

(ii) \( x = \omega rs \cdot \sigma^\omega(t) \) with \( r,s \in F(\sigma)^* \), \( \sigma \) right-prolongable on \( t \) and \( r^*st \subset L(X(\sigma)) \).

(iii) \( x = \sigma^\omega(r) \cdot st^\omega \) with \( \sigma \) left-prolongable on \( r \), \( s,t \in F(\sigma)^* \) and \( rst^* \subset L(X(\sigma)) \).

(iv) \( x = \sigma^\omega(r) \cdot \sigma^\omega(s) \) with \( \sigma \) left-prolongable on \( r \) and right-prolongable on \( s \) and \( rs \in L(\sigma) \).

**Proof.** The result follows applying Proposition 5.13 to \( x^- \) and \( x^+ \).
Quasi-fixed points Let us say that a two-sided infinite sequence $x$ is a quasi-fixed point if its orbit is stable by $\sigma$, that is $\sigma(\mathcal{O}(x)) \subset \mathcal{O}(x)$. Thus $x$ is a quasi-fixed point if and only if $\sigma(x) = S^k x$ for some $k \in \mathbb{Z}$. A quasi-fixed point $x$ is admissible if $x$ is in $X(\sigma)$. For two-sided infinite sequences $x, y$, we write $x \sim y$ if $x = S^k y$ with $k \in \mathbb{Z}$, that is, if $x, y$ are in the same orbit. If $a$ is a letter such that $\sigma(a) = uav$ with $u, v$ non-erasable and $i = |ua|$, we denote

$$\sigma^{\omega,i}(a) = \cdots \sigma^2(u)\sigma(u)a\sigma(v)\sigma^2(v) \cdots$$

Note that $\sigma^{\omega,i}$ is defined for every $a \in A$ such that $\sigma(a) = uav$ with $u, v$ non-erasable and $i = |ua|$. Otherwise, it is undefined. The following result is from [37] (see also [1, Theorem 7.4.3]).

**Proposition 5.19** Let $\sigma : A^* \to A^*$ be a morphism. A two-sided sequence $x \in A^\mathbb{Z}$ is a quasi-fixed point of $\sigma$ if and only if one of the following conditions is satisfied.

(i) $x$ is a shift of a two-sided infinite fixed point of $\sigma$.

(ii) $x \sim \sigma^{\omega,i}(a)$ for some $a \in A$ such that $\sigma(a) = uav$ with $u, v$ non-erasable and $i = |ua|$.

(iii) $x = (uv)^\infty$ for some non-empty words $u, v$ such that $\sigma(uv) = vu$.

The following example illustrates case (ii).

**Example 5.20** Let $\sigma : a \mapsto bab, b \mapsto b$. Then $\sigma^{\omega,2}(a) = \omega b \cdot ab\omega$ is a quasi-fixed point of $\sigma$.

Let us now characterize admissible quasi-fixed points.

**Proposition 5.21** Let $\sigma : A^* \to A^*$ be a morphism. A two-sided infinite sequence $x \in X(\sigma)$ is a quasi-fixed point of $\sigma$ if and only if one of the following conditions is satisfied.

(i) $x$ is a shift of an admissible two-sided infinite fixed point of $\sigma$.

(ii) $x \sim \sigma^{\omega,i}(a)$ for some $a \in A$ such that $\sigma(a) = uav$ with $u, v$ non-erasable and $i = |ua|$.

(iii) $x = (uv)^\infty$ for some non-empty words $u, v$ such that $\sigma(uv) = vu$.

There is a finite and computable number of orbits of admissible quasi-fixed points of powers of $\sigma$.

**Proof.** The conditions are clearly sufficient.

Conversely, let $x \in X(\sigma)$ be a quasi-fixed point of $\sigma$. By Proposition 5.19, one of the three conditions (i), (ii) or (iii) holds. If condition (i) holds, we have $x \sim y$ where $\sigma(y) = y$. Since $X(\sigma)$ is closed under the shift, we have also
y ∈ X(σ) and thus y is admissible. Thus (i') holds. Next (ii) is the same as (ii') and (iii) is the same as (iii').

Finally, by Theorem 6.14, there is a finite and computable number of orbits of quasi-fixed points of type (i'). The number of orbits of quasi-fixed points of type (ii') is at most Card(A). Finally, the quasi-fixed points of type (iii') are made of non-growing letters and there is a finite number of orbits of points of this type by Proposition 1.3. □

6 Periodic points

We now investigate the periodic points in substitution shifts.

We will need the following technical lemma.

Proposition 6.1 Let σ: A* → A* be a morphism. There is an alphabet B containing A and a morphism τ: B* → B* such that X(σ) = X(τ) and X(τ^n) = X(τ) for every n ≥ 1. Moreover σ^n and τ^n have the same finite and infinite fixed points for every n ≥ 1.

Proof. Let p be the least common multiple of the periods of the strongly connected components of the graph G(σ). Let B = A∪A×{1,...,p−1}. For every a ∈ A, set τ(a) = σ(a), τ(a,1) = a and τ(a,i) = (a,i−1) for every 2 ≤ i ≤ p−1.

Let us show that X(τ^n) = X(τ). Consider a word w ∈ L(X(τ)). There are arbitrary large integers k such that w is a factor of τ^k(a) for some a ∈ A. If k is large enough, we have k = k_1 + k_2 + k_3 and b ∈ A such that b appears in τ^{k_1}(a) and in τ^{k_2}(b) and that w is a factor of τ^{k_3}(b). By the definition of p, this implies that there exists l such that w is a factor of τ^{ℓ+p}(a) for every q ≥ 0. Let t be such that tn ≥ ℓ and set tn−ℓ = qp+r with q ≥ 0 and 0 ≤ r < p. Then w is a factor of τ^{tn}(a,r) = τ^{ℓ+p}(a,r) = τ^{ℓ+p}(a) and thus w is in L(τ^n).

It is clear that σ^n and τ^n have the same finite and infinite fixed points for n ≥ 1. □

The following result relates periodic points to fixed points. It is a complement to Proposition 1.3.

Proposition 6.2 Let σ: A* → A* be a morphism. Every periodic point x ∈ X(σ) is a fixed point of a power of σ.

Proof. By Proposition 6.1, we may assume that X(σ) = X(σ^n) for all n ≥ 1. Let x ∈ X(σ) be a periodic point. We have seen in Proposition 1.3 that the result is true if x has only non-growing letters. Let us assume that x contains growing letters. Let p be the minimal period of x. Set y^{(0)} = x. Since x is in X(σ), there is a sequence (y^{(n)}, k_n)_{n≥1} such that (y^{(n+1)}, k_{n+1}) is a σ-representation of y^{(n)} for n ≥ 0 with y^{(n)} ∈ X(σ) (by Proposition 3.14). Thus

\[ y^{(n)} = S^{k_{n+1}}σ(y^{(n+1)}). \] (6.1) 32
Let $A_n$ be the set of letters appearing in the sequence $y^{(n)}$. Since there is a finite number of possible sets $A_n$, there is an infinity of $n$ such that the sets $A_n$ are equal to the same set $B$. This forces the sequence $(A_n)$ to be periodic. Changing $\sigma$ for some power, we may assume that $A_0 = B$ and $\sigma(B) \subset B^*$. Then $\sigma(B) \subset B^*$ and every letter of $B$ appears in some $\sigma(b)$ with $b \in B$. Let $\tau$ be the restriction of $\sigma$ to $B^*$.

Since every letter of $B$ appears in every $y^{(n)}$, every word of $\mathcal{L}(\tau)$ appears in $x$. Since $x$ is periodic, every growing letter $a$ of $x$ appears with bounded gaps in $\mathcal{L}(\tau)$ and every letter $b \in B$ appears in some $\tau^n(a)$. Since $x$ is in $X(\tau)$ (we use here the fact that $X(\tau) = X(\tau^n)$) This shows By Theorem 10.1 that the shift $X(\tau)$ is formed of the shifts of $x$ and thus $x$ is a fixed point of a power of $\tau$ (since $\sigma$ acts as a permutation on the shifts of $x$).

A morphism $\sigma : A^* \to C^*$ is elementary if for every decomposition $\sigma = \alpha \circ \beta$ with $\beta : A^* \to B^*$ and $\alpha : B^* \to C^*$, one has $\text{Card}(B) \geq \text{Card}(A)$. An elementary morphism is clearly non-erasing.

This notion has been introduced in [19] where it is shown that, if $\sigma$ is elementary, then $\sigma$ defines an injective map from $A^\mathbb{N}$ to $C^\mathbb{N}$.

The proof of the following result follows an argument from [32, Lemma 2] (where the result is actually stated for admissible fixed points of morphisms), see also [18, Exercise 2.38]. It shows that one can decide whether an elementary morphism is aperiodic. Note that the property of being elementary is decidable. Indeed, if $\sigma : A^* \to C^*$ is a morphism consider the finite family $\mathcal{F}$ of sets $U \subset C^*$ such that $\sigma(A) \subset U^* \subset C^*$ with every $u \in U$ being a factor of some $\sigma(a)$ for $a \in A$. Then $\sigma$ is elementary if and only if $\text{Card}(U) \geq \text{Card}(A)$ for every $U \in \mathcal{F}$.

**Lemma 6.3** Let $\sigma : A^* \to A^*$ be an elementary morphism having a periodic point $x \in X(\sigma)$. The minimal period of $x$ can be effectively bounded in terms of the morphism $\sigma$.

**Proof.** Let $x \in X(\sigma)$ be a periodic. By Proposition 6.2, it is a fixed point of a power of $\sigma$.

If $x$ has no growing letter, its period can be bounded by Proposition 4.3. Assume that $x$ contains at least one growing letter.

We first note that since $x$ is periodic, there are no right-special words in $\mathcal{L}(x)$ of length larger than the period of $x$. We claim that there is no word in $\mathcal{L}(x)$ which is right-special with respect to $\mathcal{L}(x)$ and which begins with a growing letter.

Assume the contrary. Let $u = u_0 \in \mathcal{L}(x)$ be a right-special factor of $x$ beginning with a growing letter $a$. Let $b, c \in A$ be distinct letters such that $ub, uc \in \mathcal{L}(x)$. Since $\sigma$ is elementary, it is injective on $A^\mathbb{N}$ and thus there exist $v, w \in \mathcal{L}(x)$ such that $\sigma(bv) \neq \sigma(cw)$. Let $u_1$ be the longest common prefix of $\sigma(ubv)$ and $\sigma(ucw)$. Then $u_1$ is again a right-special factor of $x$ beginning with $\sigma(a)$. Continuing in this way, we build a sequence $u_0, u_1, u_2, \ldots$ of right-special factors of $x$ beginning with $\sigma^n(a)$. Since $a$ is growing, their lengths go to $+\infty$ and this contradicts the fact that $x$ is periodic. This proves the first claim.
We now claim that the length of the factors of $x$ formed of non-growing letters is bounded. To prove this, let $a$ be a growing letter of $x$. Since $x$ is periodic, we may assume that $a = x_0$. We may also assume that $x$ is a fixed point of $\sigma$ and thus that $x = w^\infty$ with $\sigma(w) = w^n$. Since $x$ has some growing letters, we have $n \geq 2$. We do not change $w$ by taking the restriction of $\sigma$ to the set of letters accessible from $a$.

Let $\ell(w)$ be the row vector with components $|w|_b$ for $b \in A$. We have then $\ell(w)M(\sigma) = n\ell(w)$, that is, $\ell(w)$ is a non-zero left eigenvector of $M(\sigma)$ for the eigenvalue $n$. We may assume that all letters are accessible from $a$. Also, since, for some $m \geq 1$, $|\sigma^m(a)| > |w|$, the letter $a$ is accessible from all growing letters. Thus the matrix $M(\sigma)$ is irreducible. Since, for an irreducible matrix, the dominant eigenvalue is the only eigenvalue having a nonnegative eigenvector, the eigenvalue $n$ is the dominant eigenvalue of $M$ and the eigenvalue $n$ is simple. The coefficients of a corresponding eigenvector can be effectively bounded in terms of $\sigma$.

For every eigenvector $z$ of $M(\sigma)$ relative to $n$, consider the ratio

$$r(z) = \frac{\sum_{b \in A} z_b}{\sum_{b \in A} z_b},$$

where $A_i$ is the set of growing letters and $A_f$ is its complement. Since $r(z) = r(\lambda z)$, this ratio is a constant $\rho$ depending only on $\sigma$. Now consider an integer $e$ such that $w^e$ has more than $\text{Card}(A)$ growing letters. We have a factorization $w^e = u_1 u_2 \cdots u_t s$ where each $u_i$ has $\text{Card}(A) + 1$ growing letters and $s$ has less than $\text{Card}(A) + 1$ growing letters. If, for some integer $k$, every $u_i$ has a run of $k(\text{Card}(A) + 1)$ non-growing letters, we have

$$\rho = r(\ell(w)) = r(\ell(w^e)) = \frac{\sum_{i=1}^{t} \ell_f(u_i) + \ell_f(s)}{\sum_{i=1}^{t} \ell_i(u_i) + \ell_i(s)} \geq \frac{\sum_{i=1}^{t} \ell_f(u_i)}{\sum_{i=1}^{t} \ell_i(u_i) + (\text{Card}(A) + 1)} \geq \frac{k(\text{Card}(A) + 1)t}{(\text{Card}(A) + 1)(t + 1)} \geq k/2$$

with $\ell_f(u) = \sum_{b \in A_f} |u|_b$ and $\ell_i(u) = \sum_{b \in A_i} |u|_b$. We conclude, taking $k = 2\rho + 1$, that $w^e$ has a factor with $\text{Card}(A) + 1$ growing letters separated by at most $(2\rho + 1)(\text{Card}(A) + 1) - 1$ non-growing letters. Such a factor has a factor of the form $ubu$ where $b$ is a growing letter. By the first claim, $ub$ is the only return word to $b$ since otherwise, there would be a right-special factor of $x$ beginning with $b$. As a consequence, $|ub|$ is the minimal period of $x$.

Since $|ub| \leq (2\rho + 1)(\text{Card}(A) + 1)$, this shows that the minimal period of $x$ is bounded by $(2\rho + 1)(\text{Card}(A) + 1)$.

When $\sigma$ is growing, the above proof shows that the period of $x$ is bounded by $\text{Card}(A)$. Note the following subtle point. We know, by Theorem 5.14, that the
number of orbits of admissible fixed points of $\sigma$, and thus the number of orbits of its periodic points, is effectively bounded. However, this does not imply that the period of such points is effectively bounded and thus that the problem of deciding whether a fixed point is periodic is decidable. Lemma 6.3 implies that it is decidable for an elementary morphism and Theorem 6.5 below shows that it is true for every morphism.

Example 6.4 The morphism $\sigma: a \mapsto a, b \mapsto baab$, is elementary. Since $\sigma(aab) = (aab)^2$, the sequence $x = (aab)^\infty$ is a fixed point of $\sigma$.

The following was proved in [32] and also [21] for a primitive morphism (the result of [32] and [21] is formulated in terms of a fixed point, see the comments after the proof).

Theorem 6.5 It is decidable whether a morphism $\sigma: A^* \rightarrow A^*$ is aperiodic. The set of periodic points in $X(\sigma)$ is finite and their periods are effectively bounded in terms of $\sigma$.

Proof. By Proposition 6.2, it is enough to prove that one may decide whether a morphism $\sigma$ has a power with a periodic admissible fixed point. From Proposition 4.3, it is decidable whether a morphism has a periodic point with non-growing letters.

Thus it is enough to decide whether $\sigma$ has a power with a periodic admissible fixed point with some growing letters.

If $\sigma$ is elementary, it is enough to check whether $\sigma$ acts as a permutation of a set of points of period $p$ where, by Lemma 6.3 $p$ is bounded in terms of $\sigma$. To check this, we consider the set $F$ of primitive words of length dividing $p$ and look for cycles in the graph with edges $(u,v)$ with $u,v \in F$ and $\sigma(u)$ a power of $v$. Since these points are assumed to have at least one growing letter, such points will be in $X(\sigma)$. Indeed, if $a$ is such a letter, all factors of $x$ are factors of $\sigma^p(a)$.

Otherwise, write $\sigma = \alpha \circ \beta$ with $A^* \xrightarrow{\beta} B^* \xrightarrow{\alpha} A^*$ and $\text{Card}(B) < \text{Card}(A)$. Using induction on $\text{Card}(A)$, we may assume that we can check whether $\tau = \beta \circ \alpha$ is aperiodic. Let $x$ be a fixed point of $\sigma$ and set $y = \beta(x)$. Then

$$\tau(y) = \beta \circ \sigma(x) = \beta(x) = y$$

and thus $y$ is a fixed point of $\beta \circ \alpha$. Moreover, $x$ is periodic if and only if $y$ is periodic (because $y = \beta(x)$ and $x = \alpha(y)$) and $x$ has a growing letter for $\sigma$ if and only if $y$ has a growing letter for $\tau$ (because $\beta \circ \sigma^n = \tau^n \circ \beta$ for all $n \geq 1$). Thus $x \in X(\sigma)$ if and only if $y \in X(\tau)$. Since, by induction hypothesis, we can test the existence of $y$, the same is true for $x = \alpha(y)$. Using again induction on $\text{Card}(A)$, we conclude that the number of periodic points is finite and that their periods are bounded in terms of $\sigma$.

Example 6.6 Let $\sigma: a \mapsto ab, b \mapsto ac, c \mapsto ac$. Then $\sigma^\infty(c \cdot a) = (abac)^\infty$, which is periodic of period $4 > \text{Card}(A)$. The morphism $\sigma$ is not elementary since
σ = α \circ β with α: d \mapsto ab, e \mapsto ac and β: a \mapsto d, b \mapsto e, c \mapsto e. The point y = β((abac)^\infty) is (de)^\infty.

We note the following corollary, concerning the case of an admissible fixed point.

**Corollary 6.7** It is decidable whether a one-sided (resp. two-sided) admissible fixed point of a morphism σ: A^* → A^* is periodic.

**Proof.** This follows from Theorem 6.5 since the period of such a fixed point is bounded in terms of σ.

Note that when the substitution is primitive, Corollary 6.7 is equivalent to Theorem 6.5 since, the shift being in this case minimal, it is periodic if and only if every point is periodic. The result of [31] and [21] is actually formulated as the decidability of the eventual periodicity of an admissible one-sided fixed point σ^\omega(a) of a primitive morphism. Note also that this statement was generalized in [14] as the decidability of the eventual periodicity of the image φ(σ^\omega(u)) by a morphism φ of an admissible one-sided fixed point of a morphism σ.

We now prove the following complement to Theorem 6.5.

**Theorem 6.8** It is decidable whether the shift X(σ) generated by a morphism σ is periodic.

To prove Theorem 6.8 we use the following characterization of periodic substitution shifts.

**Lemma 6.9** The shift X(σ) is periodic if and only if every admissible quasi-fixed point of a power of σ is periodic.

**Proof.** The condition is clearly necessary. Conversely, let σ: A^* → A^* be such that X(σ) is not periodic. Let x ∈ X(σ) be a sequence that is not periodic. We distinguish three cases.

Case 1. Suppose that x is formed of non-growing letters. Since there is a finite number of orbits of sequences formed of non-growing letters, and in particular of non-periodic ones, there exists at least one such orbit stable under a power of σ. Thus there is a quasi-fixed point of a power of σ which is not periodic.

Case 2. There is exactly one growing letter a in x. If some σ^n(x) has more than one growing letter, we change x for σ(x) and go to Case 3. Otherwise, replacing σ by some power, a by another growing letter, and x by its image by this power, we may assume that σ(a) = uav with u, v non-growing. We may also assume that for every n ≥ 1, x[−n,n] is a factor of some σ^m(b) with b a growing letter. By choosing n large enough and replacing x by some σ^n(x), we may assume that b = a. This implies that u, v are both non-erasable. Then σ^{n+1}(a) is, for i = |ua|, a non-periodic quasi-fixed point of a power of σ.

Case 3. There are several growing letters in x. Let aub be a factor of x such that a, b are growing letters and u a non-growing word. We may assume,
replacing $\sigma$ by some power $x$ by some $\sigma^n(x)$ and $a, b$ by other growing letters, that $\sigma(a) = paq$, $\sigma(q) = q$, $\sigma(u) = u$, $\sigma(b) = rbs$ and $\sigma(r) = r$. Then $\sigma^n(aq\cdot urb)$ is a non-periodic fixed point of a power of $\sigma$.

Proof of Theorem 6.8. By Theorem 5.21 there is a finite and computable number of orbits of admissible quasi-fixed points of a power of $\sigma$. Since the period of those which are periodic is effectively bounded by Theorem 6.5, the result follows from Lemma 6.9.

7 Erasable letters

Let $\sigma : B^* \to B^*$ and $\phi : B^* \to A^*$ be two morphisms. We say that the pair $(\sigma, \phi)$ is admissible if $\phi(x)$ is a two-sided infinite sequence for every $x \in X(\sigma)$. When $(\sigma, \phi)$ is admissible, we let $X(\sigma, \phi)$ denote the closure under the shift of $\phi(X(\sigma))$.

A shift $X(\sigma, \tau)$, for an admissible pair $(\sigma, \tau)$, is called a morphic shift. A substitution shift $X(\sigma)$ is also called a purely morphic shift.

As a closely related notion, a morphic sequence is a right-infinite sequence $\tau = \phi(\sigma^\omega(u))$ where $\sigma : B^* \to B^*$ is a morphism right-prolongable on $u$ and $\phi : B^* \to A^*$ is a morphism.

The following statement is a result essentially due to Cobham [11] (see also [31], [9], [14], [24] and [10] and [18, Exercise 7.38]). It is also a variant of a result known as Rauzy Lemma (see Proposition 10.5 below). It is a normalization result, showing that, for a shift generated by a morphic sequence, one can replace a pair $(\tau, \phi)$ by an equivalent pair $(\zeta, \theta)$ with $\zeta$ non-erasing and $\theta$ letter-to-letter (see Figure 7.1). Our statement is slightly more general than the previous ones, as the fixed point is of the form $\sigma^\omega(u)$ for $u$ a word and not a letter.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure7.1.pdf}
\caption{The pairs $(\tau, \phi)$ and $(\zeta, \theta)$}
\end{figure}

**Theorem 7.1** Let $\tau : B^* \to B^*$ be a morphism right-prolongable on $u \in B^+$ and let $y = \tau^\omega(u)$. Let $\phi : B^* \to A^*$ be such that $x = \phi(y)$ is an infinite sequence. There exist an alphabet $C$, a morphism $\gamma : B^* \to C^*$, a non-erasing morphism $\zeta : C^* \to C^*$, right-prolongable on $v = \gamma(u)$ and a letter-to-letter
morphism $\theta : C^* \to A^*$ such that

$$\phi \circ \tau^m = \theta \circ \gamma$$

(7.1)

and

$$\zeta \circ \gamma = \gamma \circ \tau^n$$

(7.2)

for some $m, n \geq 1$. As a consequence, $x = \theta(\zeta^a(v))$.

For this, we use the following lemma (see [9]). It is not a constructive statement since the sequence $(n_i)$ is not shown to be computable. This weakness was overcome in [14] and [24] independently.

**Lemma 7.2** Let $B$ be a finite set and for each $b \in B$, let $(\ell_n(b))_{n \geq 0}$ be a sequence of natural integers with $(\ell_n(a))$ unbounded for some $a \in B$. There is an infinite sequence $n_0 < n_1 < \ldots$ such that for each $b \in B$, the sequence $(\ell_{n_i}(b))$ is either strictly increasing or constant, with $(\ell_{n_i}(a))$ strictly increasing.

**Proof.** The proof is by induction on $\text{Card}(B)$. The statement is clear if $B = \{a\}$. Assuming that it holds for $B \setminus \{b\}$, either the sequence $(\ell_{n_i}(b))$ is bounded and we can find a subsequence $m_i$ of the $n_i$ such that $(\ell_{m_i}(b))$ is constant, or $(\ell_{n_i}(b))$ is unbounded and we can find a subsequence $m_i$ of the $n_i$ such that $(\ell_{m_i}(b))$ is strictly increasing. \[\blacksquare\]

**Proof of Theorem 7.1** By Lemma 5.3 and changing $\tau$ for some of its powers, we may assume that $u = \text{pra}$ with $\tau(p) = p$ and $\tau(r) = \varepsilon$ and $a \in B$ growing.

We first prove that we can change the pair $(\tau, \phi)$ into a pair $(\tau', \phi')$ such that

$$|\phi' \circ \tau'(b)| \geq |\phi'(b)|$$

(7.3)

for every $b \in B$ and with strict inequality when $b = a$.

Since, by Lemma 5.11 \(\lim_{n \to +\infty} |\tau^n(a)| = +\infty\), we can apply Lemma 7.2 to the sequence $\ell_n(b) = |\phi \circ \tau^n(b)|$. Thus, there are $m, n \geq 1$ such that $|\phi \circ \tau^n(b)| \leq |\phi \circ \tau^{m+n}(b)|$ for every $b \in B$ with strict inequality if $b = a$. Set $\tau' = \tau^n$, $\phi' = \phi \circ \tau^n$. Then

$$|\phi' \circ \tau'(b)| = |\phi \circ \tau^m \circ \tau^n(b)| = |\phi \circ \tau^{m+n}(b)|$$

$$\geq |\phi \circ \tau^m(b)| = |\phi'(b)|$$

for every $b \in B$ with strict inequality when $b = a$. This proves (7.3).

We define an alphabet $C = \{b_p \mid b \in B, 1 \leq p \leq |\phi'(b)|\}$, a map $\theta : C \to A$ by $\theta(b_p) = (\phi'(b))_p$ where $(\phi'(b))_p$ denotes the $p$-th letter of $\phi'(b)$ and a map $\gamma : B \to C^*$ by $\gamma(b) = b_1 b_2 \cdots b_{|\phi'(b)|}$ with $\gamma(b) = \varepsilon$ if $\phi'(b) = \varepsilon$. In this way, we have $\theta \circ \gamma = \phi'$ and thus (7.4).

For every $b \in B$, we have

$$|\gamma \circ \tau'(b)| = |\phi' \circ \tau'(b)| \geq |\phi'(b)|$$
Then we define a non-erasing morphism $\zeta: C^* \to C^*$ by $\zeta(b_p) = w_p$. We have by construction $\zeta \circ \gamma = \gamma \circ \tau'$ and thus (7.2). Since $\zeta \circ \gamma(y) = \gamma \circ \tau'(y) = \gamma(y)$, the sequence $\gamma(y)$ is a fixed point of $\zeta$. Since $\zeta(v) = \zeta \circ \gamma(u) = \gamma \circ \tau'(u)$, the sequence $\zeta(v)$ begins with $v$. Moreover, since $|\phi'(r)| \leq |\phi \circ \tau'(r)| = 0$, we have

$$|\zeta(v)| = |\gamma \circ \tau'(u)| = |\phi' \circ \tau'(\text{pra})| = |\phi'(p)| + |\phi' \circ \tau'(a)|$$

Thus $\zeta$ is right-prolongable on $v$. Finally, we have

$$\theta(\zeta^\omega(v)) = \theta(\zeta^\omega(\gamma(u))) = \theta \circ \gamma(\tau^\omega(u)) = \phi'(y) = \phi \circ \tau^m(y) = \phi(y) = x.$$ 

We illustrate the proof of Theorem 7.1 with the following example.

**Example 7.3** Consider the morphism $\tau: a \mapsto abc, b \mapsto ac, c \mapsto \varepsilon$ and the morphism $\phi$ which is the identity on $A = B = \{a, b, c\}$. The sequence $\tau^\omega(a)$ is the Fibonacci sequence with letters $c$ inserted at the division points.

We first replace the pair $(\tau, \phi)$ by the pair $(\tau, \tau)$ in such a way that $|\tau \circ \sigma(e)| \geq |\tau(e)|$ for every letter $e \in B$. We define $C = \{a_1, a_2, a_3, b_1, b_2\}$, $\gamma(a) = a_1a_2a_3$, $\gamma(b) = b_1b_2$ and $\gamma(c) = \varepsilon$. The map $\theta: C \to A$ is defined as shown below.

| b | a | a | a | b | b |
|---|---|---|---|---|---|
| b | a | a | a | b | b |

Next, we set $\zeta(a_1) = \zeta(b_1) = a_1a_2$ and $\zeta(a_2) = a_3b_1$, $\zeta(b_2) = a_3$, $\zeta(a_3) = b_2$. Then $\zeta \circ \gamma = \gamma \circ \tau$ as one may verify.

Note that a more economical solution is $\zeta: a \mapsto ab, b \mapsto ca$ and $c \mapsto c$, since $\tau^\omega(a) = \zeta^\omega(a)$ as one may verify easily.

**Corollary 7.4** For every morphic shift $X = \mathcal{X}(\sigma, \phi)$ such that $\mathcal{X}(\sigma)$ is minimal, there is an admissible pair $(\zeta, \theta)$, with $\zeta$ non-erasing and $\theta$ letter-to-letter, such that $X = \mathcal{X}(\zeta, \theta)$.

**Proof.** Let $y$ be an admissible one-sided fixed point of a power of $\sigma$. By Proposition 5.13 either $y$ is eventually periodic or $y = \sigma^n u$ where $\sigma^n$ is right-prolongable on $u$. If $y$ is eventually periodic, it has to be periodic since $\mathcal{X}(\sigma)$ is minimal. Then $\phi(y)$ is periodic and there exists a non-erasing morphism $\zeta$ such that $\mathcal{X}(\zeta) = X$. Otherwise, By Theorem 7.1, there exists a pair $(\zeta, \theta)$ with $\zeta$ non-erasing and $\theta$ letter-to-letter such that $\phi(y) = \theta(\zeta^\omega(v))$. Since $\mathcal{X}(\sigma)$ is minimal, $X = \mathcal{X}(\sigma, \phi)$ is also minimal and thus $X$ is generated by $\phi(y)$, which implies our conclusion. 


It is possible to prove Corollary 7.4 without the hypothesis that \( X(\sigma) \) is minimal (see [2]).

The following example is from [9]. It shows that, in Theorem 7.1, even when the morphism \( \theta \) is the identity, one cannot dispense with the morphism \( \phi \).

**Example 7.5** Let \( \sigma: a \mapsto abccc, b \mapsto baccc, c \mapsto \varepsilon \) and let \( x = \sigma^2(a) \). We will show that there is no non-erasing morphism \( \sigma' \) such that \( X(\sigma') = X(\sigma) \).

Assume the contrary. Let \( \chi: \{a, b, c\}^* \rightarrow \{a, b\}^* \) be the morphism which erases \( c \), that is, \( \chi: a \mapsto a, b \mapsto b, c \mapsto \varepsilon \). Then \( \chi \circ \sigma = \mu \circ \chi \) where \( \mu: a \mapsto ab, b \mapsto ba \) is the Thue-Morse morphism.

For every \( u \in \mathcal{L}(\sigma) \), the word \( \sigma'(u) \) is in \( \mathcal{L}(\sigma) \) and thus \( \chi \circ \sigma'(u) \) is a factor of the Thue-Morse sequence. Set \( A = \{a, b, c\} \). Since \( \sigma'(\mathcal{L}(\sigma)) \subseteq \mathcal{L}(\sigma) \), we have \( \sigma'(A) \subseteq A^* \).

Let us first show that \( \sigma'(c) = c \). Indeed, since \( \chi \circ \sigma'(ccc) = (\chi \circ \sigma'(c))^3 \) and since \( \mathcal{L}(\mu) \) does not contain cubes (see for example [25, Corollary 2.2.4]), we have \( \chi \circ \sigma'(c) = \varepsilon \). Since \( \mathcal{L}(\sigma) \cap c^2 = \{\varepsilon, cc, ccc\} \), this forces \( \sigma'(c) = c \).

Next, \( \sigma'(a) \) (resp. \( \sigma'(b) \)) cannot begin or end with \( c \). Indeed, if for example, \( \sigma'(a) = cw \), then \( \sigma'(ccca) \) begins with \( c^4 \), which is impossible.

One of \( \sigma'(a), \sigma'(b) \) contains \( c \) since otherwise \( \{\sigma'(ab), \sigma'(ba)\} = \{ab, ba\} \) which contradicts the fact that some power of \( \sigma' \) has a two-sided infinite fixed point (since \( X(\sigma) = X(\sigma') \) is aperiodic, this fixed point is aperiodic and thus \( \sigma' \) has at least one growing letter).

If \( \sigma'(a) \) does not contain \( c \), then \( \sigma'(a) = a \) or \( \sigma'(a) = b \). In the first case, \( \sigma'(b) \) begins with \( bc \) and ends with \( cc \) and thus \( \sigma'^2(b) \) has a factor \( cccc \), which is impossible. The second case is similar.

Similarly, \( \sigma'(b) \) contains \( c \).

Thus, either \( \sigma'(a) \) and \( \sigma'(b) \) are both in \( \{a, b\}ccc\{a, b\}A^* \cap A^*\{a, b\}ccc\{a, b\} \) or both in \( \{a, b\}^2cccA^* \cap A^*ccc\{a, b\}^2 \). In the first case,

\[
\sigma'^2(a) \in \sigma'\{a, b\}ccc\{a, b\}A^* \subseteq \sigma'\{a, b\}cccA^* \subseteq A^*\{a, b\}ccc\{a, b\}cccA^*,
\]

which is impossible since two factors \( c^2 \) must be separated by a word of length 2. In the second case, \( \sigma'(ab) \in A^*\{a, b\}ccc\{a, b\}ccc\{a, b\}A^* \), which is also impossible. Thus, such a \( \sigma' \) cannot exist.

We do not know, for an endomorphism \( \tau \), whether it is decidable if there is a non-erasing morphism \( \zeta \) such that \( X(\tau) = X(\zeta) \).

### 8 Recognizability

Let \( \sigma: A^* \rightarrow B^* \) be a morphism and let \( X \) be a shift space on \( A \). The morphism \( \sigma \) is **recognizable** in \( X \) for a point \( y \in B^2 \) if \( y \) has at most one centered \( \sigma \)-representation \( (x, k) \) with \( x \in X \). It is **fully recognizable** in \( X \) if it is recognizable in \( X \) for every point \( y \in B^2 \).

The following result is proved in [3].
Theorem 8.1 Every morphism \( \sigma \) is recognizable in \( X(\sigma) \) for aperiodic points.

This result has a substantial history. It was first proved by Mossé [28, 29] that every aperiodic primitive morphism is recognizable in \( X(\sigma) \). Later, this important result was generalized in [5] where it is shown that every aperiodic non-erasing morphism \( \sigma \) is recognizable in \( X(\sigma) \). As a further extension, it is proved in [4] that a non-erasing morphism \( \sigma \) is recognizable in \( X(\sigma) \) at aperiodic points. Finally, the last result was extended in [3] to arbitrary morphisms (see also the more recent [7] for a further extension).

We prove the following result.

Theorem 8.2 A morphism \( \sigma \) is fully recognizable in \( X(\sigma) \) if and only if every periodic point in \( X(\sigma) \) is formed of non-growing letters. Consequently, it is decidable whether \( \sigma \) is fully recognizable in \( X(\sigma) \).

We first prove the following lemma, which does not seem to have been proved before.

Lemma 8.3 Let \( \sigma : A^* \to A^* \) be a morphism. For every aperiodic point \( x \in X(\sigma) \), the point \( \sigma(x) \) is aperiodic.

Proof. Assume that for some \( x \in X(\sigma) \), the point \( y = \sigma(x) \) is periodic. By Proposition 6.2, \( y \) is a fixed point of a power of \( \sigma \). We may assume that it is a fixed point of \( \sigma \).

Set \( x = x^{(1)} \). For every \( n \geq 1 \), let \( (k_n, x^{(n+1)}) \) be a \( \sigma \)-representation of \( x^{(n)} \) (its existence follows from [3, Proposition 5.1]).

Since \( \sigma^n(x^{(n)}) \) is a shift of \( y \), we have for every \( k, n \geq 1 \)
\[
\sigma^n(L_k(x^{(n)})) \subset L(y). \tag{8.1}
\]

But since \( \sigma(y) = y \), we have also \( \sigma(L(y)) \subset L(y) \). Thus, we have
\[
\sigma^m(L_k(x^{(n)})) \subset L(y). \tag{8.2}
\]

for all \( m \geq n \). The set
\[
R_k = \bigcup_{n \geq 1} L_k(x^{(n)}) \tag{8.3}
\]
is finite. Thus, for every \( k \), there is an integer \( m(k) \) such that
\[
\sigma^n(R_k) \subset L(y) \tag{8.4}
\]
for every \( n \geq m(k) \).

Now for every \( w \in L_k(x) \) and every \( n \geq 1 \), there is some \( w_n \in L(x^{(n+1)}) \) such that \( w \) is a factor of \( \sigma^n(w_n) \). We may assume that each \( w_n \) is chosen of minimal length.

The lengths of the words \( w_n \) are bounded. Indeed, if \( |w_n| \geq k \), then, since \( |w| = k \) and since \( w_n \) is chosen of minimal length, the word \( w_n \) has at least \( |w_n| - k \) erasable letters. But a word of \( L(\sigma) \) has a bounded number of consecutive erasable letters because otherwise there would exist an infinite sequence.
of erasable letters in $X(\sigma)$, which is impossible. Thus we obtain that $|w_n| \leq K$ for some constant $K \geq 1$.

For $n \geq m(K)$, we have by (8.3), $\sigma^n(w_n) \subset \mathcal{L}(y)$. This shows that $w$ is in $\mathcal{L}(y)$. Since $\mathcal{L}_k(x) \subset \mathcal{L}(y)$ for all $k$, we conclude that $x$ is periodic. □

Proof of Theorem 8.2. By Theorem 8.1 $\sigma$ is fully recognizable in $X(\sigma)$ if and only if it is recognizable in $X(\sigma)$ for every periodic point of $X(\sigma)$. By Proposition 6.2, every periodic point in $X(\sigma)$ is a fixed point of a power of $\sigma$. By Theorem 6.14 there is a finite number of orbits of fixed points of a power of $\sigma$ and these orbits form a computable set. Thus, there is a finite number of periodic points in $X(\sigma)$, which form a computable set. Changing $\sigma$ for some of its powers, we may assume that every periodic point is a fixed point of $\sigma$ (the exponent is bounded in terms of the size of $\sigma$ by Lemma 8.11). Let $x$ be one of them. Set $x = w^\infty$ with $w$ a primitive word (the length of $w$ is bounded by Theorem 6.5). Then $\sigma(w) = w^n$ for some $n = n(x) \geq 1$ by Lemma 8.2. Let $(y, k)$ be a $\sigma$-representation of $x$ with $y \in X(\sigma)$. By Lemma 8.3, $y$ is periodic and thus $\sigma(y) = y$. This forces $k$ to be a multiple of $|w|$. Thus the only possible centered $\sigma$-representations $(y, k)$ of $x$ with $y \in X(\sigma)$ are of the form $(x, k)$ with $k = 0, |w|, \ldots, (n-1)|w|$. Thus, $\sigma$ is recognizable in $X(\sigma)$ if and only if $n(x) = 1$ for every periodic point $x \in X(\sigma)$. Since $n(x) = 1$ if and only if $x$ is formed of non-growing letters, this proves the statement. □

9 Irreducible substitution shifts

Let us say that a morphism $\sigma$ is irreducible if $X(\sigma)$ is irreducible.

The following result shows that it is decidable whether a morphism such that $\mathcal{L}(\sigma) = \mathcal{L}(X(\sigma))$ is irreducible.

Theorem 9.1 A morphism $\sigma: A^* \rightarrow A^*$ such that $\mathcal{L}(\sigma) = \mathcal{L}(X(\sigma))$ is irreducible if and only if there is a letter $a \in A$ such that

(i) its strongly connected component in $G(\sigma)$ is a non-trivial aperiodic graph not reduced to a cycle.

(ii) There is an $n \geq 1$ such that $|\sigma^n(a)|_b \geq 1$ for every letter $b \in A$.

Proof. Set $X = X(\sigma)$. If the condition is satisfied, there are words in $\mathcal{L}(X)$ with an arbitrary large number of occurrences of $a$ and thus there is some $t \in \mathcal{L}(X)$ such that $a$ appears twice in $t$. If $u, v \in \mathcal{L}(X)$ there are $b, c \in A$ such that $u, v$ appear in $\sigma^n(b), \sigma^n(c)$. By condition (ii), $b$ and $c$ appear in $\sigma^n(a)$ for all $n$ large enough. Then a word of the form $uwv$ appears in $\sigma^{n+q}(t)$ for $q \geq m, p$ and thus there is a word $w$ such that $uwv$ is in $\mathcal{L}(X)$. We conclude that $\sigma$ is irreducible.

Conversely, assume $\sigma$ irreducible.

Let $a, b$ be two letters of $\mathcal{L}(\sigma)$. Since $\sigma$ is irreducible, there is a point in $X(\sigma)$ containing a factor $w$ containing both the letters $a$ and $b$. There is an integer
n such that w is a factor of some $\sigma^n(c)$ for some letter c. Thus a and b are connected in $G(\sigma)$. Thus we may assume that $G(\sigma)$ is connected.

Let a be a letter such that the strongly connected component $C(a)$ of a in $G(\sigma)$ is minimal (that is, a is only accessible from an element of $C(a)$).

The component $C(a)$ cannot be trivial since otherwise a is not in $L(X)$. It cannot either be reduced to a cycle. Indeed, in this case, the words of $L(\sigma)$ have at most one occurrence of a. But since $L(X) = L(\sigma)$, a is in $L(X)$. Since X is irreducible, $L(X)$ contains some $aua$, a contradiction.

Thus we can assume that $C(a)$ is not reduced to a cycle. The component $C(a)$ is aperiodic. Indeed, suppose that $C(a) = C_0 \cup C_1 \cup \ldots \cup C_{p-1}$ with all edges going from $C_i$ to $C_{i+1}$ with the indices taken modulo p. For $b,c \in C(a)$, there is a word u such that $buc \in L(X)$. This implies that there is some $d \in C(a)$ such that $buc$ appears in $\sigma^n(d)$ for some $n \geq 1$. But then b,c are in the same $C_i$, which shows that $p = 1$.

If b is another letter such that its strongly connected component $C(b)$ is also minimal, since $aub$ is also in $L(X)$ for some word u, this forces $C(b) = C(a)$. Thus every letter is accessible from a. Since $C(a)$ is aperiodic, there is a path from a to a given letter of all lengths large enough. Thus conditions (i) and (ii) are satisfied.

Note that all conditions of Theorem 9.1 are decidable. Indeed, the condition $L(\sigma) = L(X(\sigma))$ is decidable by Lemma 3.20. Conditions (i) and (ii) are easily verified on the graph $G(\sigma)$.

The following example shows that Theorem 9.1 is false when $L(\sigma) \neq L(X(\sigma))$. We have no proof that irreducibility is decidable in this more general case.

**Example 9.2** The morphism $\sigma : a \mapsto ab, b \mapsto b$ is irreducible and even minimal since $X(\sigma) = b^\infty$ but the strongly connected components of a, b are both reduced to a cycle.

## 10 Minimal substitution shifts

The following statement was proved in [12] (see also [18] Proposition 6.3).

**Theorem 10.1** A morphism $\sigma : A^* \to A^*$ such that $L(X(\sigma)) = L(\sigma)$ is minimal if and only if there is a growing letter $a \in L(\sigma)$ which appears with bounded gaps in $L(\sigma)$ and for every $b \in L(\sigma)$ there is $n \geq 1$ such that $|\sigma^n(a)|_b \geq 1$.

**Proof.** The condition is sufficient. Consider indeed $w \in L(\sigma)$. Let $b \in A$ be such that $w$ appears in $\sigma^m(b)$.

Now there is $n \geq 1$ such that $b$ appears in $\sigma^n(a)$. Thus $w$ appears in $\sigma^{n+m}(a)$. Since $a$ occurs with bounded gaps in $L(\sigma)$, the same is true for $w$. This shows that $X(\sigma)$ is uniformly recurrent and thus minimal.
Conversely, assume that $\sigma$ is minimal. Let $a \in L(\sigma)$ be a growing letter. Since $X(\sigma)$ is minimal, it is uniformly recurrent and thus every $b \in A$ appears with bounded gaps in $L(\sigma)$. Thus, the condition is satisfied.

We give an example illustrating Theorem 10.1.

**Example 10.2** The morphism $\sigma$: $0 \mapsto 0010, 1 \mapsto 1$ is known as the binary Chacon morphism. The condition in Theorem 10.1 is clearly satisfied by the letter $0$ and thus $\sigma$ is minimal.

Theorem 10.1 allows us to prove the following result. It is actually related to the result of [15] which states that it is decidable whether the image by a morphism $\phi$ of an admissible one-sided fixed point of a morphism $\sigma$ is uniformly recurrent.

**Theorem 10.3** It is decidable whether a morphism $\sigma$ such that $L(\sigma) = L(X(\sigma))$ is minimal.

Proof. For each growing letter $a \in L(\sigma)$, condition is decidable. Indeed, one has $|\sigma^n(a)|_b \geq 1$ for some $n$ if and only if $b$ is accessible from $a$ in $G(\sigma)$ and $a$ appears with bounded gaps in $L(\sigma)$ if and only if for every $b \in A$, the language $L(\sigma) \cap (A \setminus \{a\})^*$ is finite, which is decidable by Lemma 3.15.

Let us analyze the time complexity of the above algorithm.

For each growing letter $a \in L(\sigma)$, the condition of Theorem 10.1 is decidable. Indeed, one has $|\sigma^n(a)|_b \geq 1$ for some $n$ if and only if $b$ is accessible from $a$ in $G(\sigma)$. A letter $a \in L(\sigma)$ does not appear with bounded gaps in $L(\sigma)$ if and only if $L(\sigma) \cap (A \setminus \{a\})^*$ is infinite. This is the case if and only if there is a growing letter $b$ such that there is no path from $b$ to $a$ in $G(\sigma)$. Thus, the condition can be checked in linear time in the size of $\sigma$.

**Primitive morphisms** The following was proved in [27, Theorem 2.1] for non-erasing morphisms. We show that the proof can be adapted to arbitrary morphisms. The result below is actually also a particular case of a more general result from [17, Theorem 3.1] which states that every shift $X(\sigma, \phi)$ is conjugate to a primitive substitution shift. We give nevertheless the proof in our case, which is substantially simpler (and already known to Fabien Durand).

**Theorem 10.4** If $\sigma$ is minimal, then $X(\sigma)$ is conjugate to $X(\tau)$ with $\tau$ primitive.

The proof uses the following variant of Theorem 7.1 which is called Rauzy Lemma in [18, Proposition 7.2.10] (see also [16, Proposition 23]). For the sake of completeness, we reproduce the proof. A non-erasing morphism $\phi: B^* \rightarrow A^*$ is said to be circular if the morphism $\phi$ is fully recognizable in $B^*$ (see [3] for an alternative definition).
Proposition 10.5  Let $\sigma : B^* \to B^*$ be a primitive morphism and let $\phi : B^* \to A^*$ be a circular morphism. Let $X = X(\sigma, \phi)$ be the closure of $\phi(X(\sigma))$ under the shift. There exist an alphabet $C$, a primitive morphism $\zeta : C^* \to C^*$ and a letter-to-letter morphism $\theta : C^* \to A^*$ such that $\theta$ is a conjugacy from $X(\zeta)$ onto $X$.

Proof. We may assume that we are not in the trivial case where $B = \{b\}$ and $\sigma(b) = b$. Then, since $\sigma$ is primitive, it is growing and, by substituting $\sigma$ by a power of itself, we may assume that $|\sigma(b)| \geq |\phi(b)|$ for all $b \in B$. As in the proof of Theorem 7.1 we define

$$C = \{b_p \mid b \in B, \ 1 \leq p \leq |\phi(b)|\}.$$ 

Next $\gamma(b) = b_1b_2 \cdots b_{|\phi(b)|}$ and $\theta(b_p) = \phi(b)_p$, where $\phi(b)_p \in A$ denotes the $p$-th letter of $\phi(b)$. Since $\phi$ is non-erasing, we have for every $b \in B$, $|\gamma \circ \sigma(b)| \geq |\sigma(b)| \geq |\phi(b)|$.

For $b \in B$ and $1 \leq p \leq |\phi(b)|$, we define

$$\zeta(b_p) = \begin{cases} \gamma(\sigma(b)_p) & \text{if } 1 \leq p < |\phi(b)| \\ \gamma(\sigma(b)|_{[|\phi(b)|, |\sigma(b)|]} & \text{if } p = |\phi(b)| \end{cases}$$

We have then by definition for every $b \in B$,

$$\zeta \circ \gamma(b) = \zeta(b_1 \cdots b_{|\phi(b)|}) = \gamma(\sigma(b)_1) \gamma(\sigma(b)_2) \cdots \gamma(\sigma(b)|_{[|\phi(b)|-1, |\sigma(b)|]} \gamma(\sigma(b)|_{[|\phi(b)|, |\sigma(b)|]} = \gamma \circ \sigma(b).$$

Thus $\zeta \circ \gamma = \gamma \circ \sigma$.

We claim that $\zeta$ is primitive. Let $n$ be an integer such that $b$ occurs in $\sigma^n(a)$ for all $a, b \in B$. Let $b_p$ and $c_q$ be in $C$. By construction, $\zeta(b_p)$ contains $\gamma(\sigma(b)_p)$ as a factor, thus $\zeta^{n+1}(b_p)$ contains $\zeta^n(\gamma(\sigma(b)_p)) = \gamma(\sigma^n(\sigma(b)_p))$ as a factor. By the choice of $n$, the letter $c$ occurs in $\sigma^n(\sigma(b)_p)$, thus $\gamma(c)$ is a factor of $\gamma(\sigma^n(\sigma(b)_p))$, and also of $\zeta^{n+1}(b_p)$. Since $c_q$ is a letter of $\gamma(c)$, $c_q$ occurs in $\zeta^{n+1}(b_p)$ and our claim is proved.

![Figure 10.1: The pairs $(\sigma, \phi)$ and $(\zeta, \theta)$](image)

Changing $\sigma$ for some of its powers, we may assume that some $x \in X(\sigma)$ is an admissible fixed point of $\sigma$. Since $\zeta \circ \gamma(x) = \gamma \circ \sigma(x) = \gamma(x)$, $y = \gamma(x)$ is a fixed point of $\zeta$. Since $\zeta$ is primitive, $X(\zeta)$ is minimal and thus $X(\zeta)$ is generated by $y$. Since $\theta(y) = \theta \circ \gamma(x) = \phi(x)$, we have $\theta(X(\zeta)) \subset X(\sigma, \phi)$. Since $X(\sigma, \phi)$ is minimal, this implies $\theta(X(\zeta)) = X(\sigma, \phi)$ (see Figure 10.1).
There remains to show that \( \theta \) is injective. Consider \( x \in X \) and \( z \in X(\zeta) \) such that \( x = \theta(z) \). Set \( z_0 = b_{p+1} \) with \( b \in B \) and \( 0 \leq p < |\phi(b)| \). Then \( b_0 = z_{-p-1} \) and thus we have \( z = S^p \gamma(y) \) for some \( y \in B^\mathbb{Z} \) and
\[
x = \theta(z) = \theta(S^p(\gamma(y))) = S^p(\theta(\gamma(y))) = S^p(\phi(y)).
\]
Since \( \phi \) is circular, the pair \((y,p)\) is unique and thus \( \theta \) is injective.

**Proof of Theorem 10.4.** If \( X(\sigma) \) is periodic, we have \( X(\sigma) = X(\tau) \) where \( \tau \) sends every letter to the primitive word \( w \) such that \( X(\sigma) = w^\infty \). Since \( \tau \) is primitive, the result is true.

Otherwise, since \( X(\sigma) \) is minimal, \( X(\sigma) \) is aperiodic. By Theorem 5.14 there is an admissible fixed point of the form \( x = \sigma^\omega(r \cdot \ell) \) where \( r, \ell \) are non-empty and \( r \ell \in L(\sigma) \). Let \( R(r \cdot \ell) \) be the set of non-empty words \( u \in L(\sigma) \) such that the word \( r u \ell \)

(i) begins and ends with \( r \ell \),

(ii) has only two occurrences of \( r \ell \), and

(iii) is in \( L(\sigma) \).

Note that every word \( u \) such that \( r u \ell \) begins and ends with \( r \ell \) and is in \( L(\sigma) \) belongs to \( R(r \cdot \ell)^* \), that is, is a concatenation of words of the set \( U = R(r \cdot \ell) \).

Since \( X(\sigma) \) is minimal, it is uniformly recurrent. It implies that the set \( U \) is finite. Moreover, it is a circular code. This means (see [18]) that every two-sided infinite sequence \( x \) has at most one factorization in terms of words of \( U \). Let \( \phi: B \to U \) be a bijection from an alphabet \( B \) onto \( U \). We extend \( \phi \) to a morphism from \( B^* \) into \( A^* \). Since \( X(\sigma) \) is minimal, there is an infinity of occurrences of \( r \ell \) in \( x \) at positive and at negative indices. Since \( U \) is a circular code, there is a unique \( y \in B^\mathbb{Z} \) such that \( \phi(y) = x \).

For every \( b \in B \), the word \( r(\sigma \circ \phi(b))\ell \) begins and ends with \( r \ell \). This implies that \( \sigma \circ \phi(b) \) is in \( U^* \) and thus there is a unique \( w \in B^* \) such that \( \sigma \circ \phi(b) = \phi(w) \). Set \( \tau(b) = w \). This defines a morphism \( \tau: B^* \to B^* \) characterized by
\[
\phi \circ \tau = \sigma \circ \phi
\]

Let \( k > 0 \) be an occurrence of \( r \cdot \ell \) (in the sense that \( x_{[0,k]} \ell \) ends with \( r \ell \)) large enough so that every word \( w \in R(r \cdot \ell) \) appears in the decomposition of \( x_{[0,k]} \), that is, every \( b \in B \) occurs in the finite word \( u \in B^+ \) defined by \( \phi(u) = x_{[0,k]} \). Let \( n \) be large enough so that \( |\sigma^n(\ell)| > k \). Let \( b, c \in B \). As above, \( x_{[0,k]} \) is a prefix of \( \sigma^n(\ell) \), which is a prefix of \( \sigma^n(\phi(b)) = \phi(\tau^n(b)) \). Thus \( u \) is a prefix of \( \tau^n(b) \), and \( c \) occurs in \( \tau^n(b) \), hence \( \tau \) is primitive.

Clearly, \( X(\sigma) \) is the closure under the shift of \( \phi(X(\tau)) \). Thus, by Proposition 10.3 \( X(\sigma) \) is conjugate to a primitive substitution shift.

A shift space \( X \) is called **linearly recurrent** if there is a constant \( K \) such that every word of \( L_n(\sigma) \) appears in every word of \( L_{Kn}(\sigma) \). It is well known that a primitive substitution shift is linearly recurrent (see [18 Proposition 2.4.24]).
A linearly recurrent shift is clearly minimal. The converse is true for substitution shifts by a result from \[12\] (see also \[18\] Proposition 7.3.2) in the case of a substitution \(\sigma\) such that \(L(X(\sigma)) = L(\sigma)\). A proof in the general case was given by \[38\]. We show how this can be derived from Theorem \[10.3\].

**Theorem 10.6** A non-empty substitution shift is minimal if and only if it is linearly recurrent.

**Proof.** Let \(\sigma: A^* \rightarrow A^*\) be a morphism. If \(X(\sigma)\) is minimal, it is conjugate to a primitive substitution shift \(X(\tau)\) by Theorem \[10.4\]. Thus \(X(\sigma)\) is linearly recurrent.

Conversely, if \(X(\sigma)\) is linearly recurrent then it is clearly uniformly recurrent and thus minimal.  

### Quasi-Minimal shifts

We now investigate the question of whether a substitution shift has a finite number of subshifts. Following the terminology introduced in \[35\] these shifts are called *quasi-minimal*.

First of all, observe that for every shift space \(X\) on the alphabet \(A\) the following properties are equivalent.

(i) \(X\) is quasi-minimal.

(ii) The number of distinct languages \(L(x)\) for \(x \in X\) is finite.

Indeed, for every subshift \(Y\) of \(X\), one has \(L(Y) = \bigcup_{y \in Y} L(y)\) and thus (ii) implies (i). Conversely, for every \(x \in X\), let \(\alpha(x) = \{y \in A^Z \mid L(y) \subset L(x)\}\). Then \(\alpha(x)\) is a subshift of \(X\) and \(\alpha(x) = \alpha(x')\) implies \(L(x) = L(x')\). Thus (i) implies (ii).

Next, if \(X\) is quasi-minimal, it has a finite number of minimal subshifts.

The following example shows that a shift may have a finite number of minimal subshifts without being quasi-minimal.

**Example 10.7** Let, for \(n \geq 1\),

\[ x_n = \cdots ba^{n+2}ba^{n+1}b \cdot a^nbna^{n+1}ba^{n+2}b \cdots \]

and let \(O(x_n)\) denote the orbit of \(x_n\). Let \(X = (\cup_{n \geq 1} O(x_n)) \cup a^\infty\). Then \(a^\infty\) is the only minimal subshift of \(X\) but each set \(O(x_n) \cup a^\infty\) is a subshift of \(X\).

The shifts with only one minimal subshift, as in the above example, have been called *essentially minimal* in \[23\].

The following result is proved in \[31\] Proposition 5.14] for non-erasing morphisms and was proved before in \[5\] Proposition 5.6] for the case of aperiodic non-erasing morphisms. It is interesting to note that, in this case, the number of minimal subshifts is at most Card(\(A\)).

**Proposition 10.8** Let \(\sigma: A^* \rightarrow A^*\) be a morphism. The shift \(X(\sigma)\) is quasi-minimal.
We use the following lemma (see [4] for the non-erasing case).

**Lemma 10.9** Let $\sigma : A^* \rightarrow A^*$ be a morphism and $x$ a point in $X(\sigma)$ such that $x$ has a $\sigma^n$-representation $(x^{(n)}, 0)$ with $x^{(n)} \in X(\sigma)$ for all $n \geq 0$. Then $x$ is a fixed point of some power $r$ of $\sigma$, where $r$ is bounded by a value depending only on $\sigma$.

**Proof.** Let us assume that $x$ contains a growing letter $a$ at some index $i_0 \geq 0$. By [3, Lemma 2], $L(\sigma)$ contains a finite number of erasable words. Thus there is an integer $K$ such that $x^{(n)}_{[0,K]}$ contains at least $i_0 + 1$ non-erasable letters for all $n$. It follows that $x^{(n)}_{[0,K]}$ contains a growing letter for all $n$. As a consequence, there is an index $0 \leq j \leq K$ and an infinite set of integers $E$ such that, for all $n \in E$, $x_j^{(n)} = b$, where $b$ is a growing letter, and $x_{[0,j)}^{(n)} = u$, where $u$ is a non-growing word. Let $i, p$ be the constants of Lemma 4.2. We can choose $p'$ a multiple of $p$ larger than $i$. Hence for each non-growing word $z$, $\sigma^{kp'}(z) = \sigma^{p'}(z)$ for every $k \geq 1$.

Hence we have for any $k \geq 1$, $\sigma^{kp'}(u) = \sigma^{p'}(u)$, $\sigma^{p'}(b) = wcw$, $\sigma^{p'}(c) = v'cw'$, $\sigma^{kp'}(v) = \sigma^{p'}(v)$, $\sigma^{kp'}(v') = \sigma^{p'}(v')$, where $c$ is a growing letter, $v, v'$ are non-growing words.

It follows that $v'$ is erasing and thus $u'$ is non-erasing. Hence $\sigma^{p'}(v') = \varepsilon$. Let $u' = \sigma^{p'}(u)$, $v'' = \sigma^{p'}(v)$.

Considering an infinite number of integers $n$ of $E$ such that $n = kp' + r$ for some fixed integer $0 \leq r < p'$, we get that $x_{[0,\infty)} = \sigma^{r}(u'v''v')\sigma^{r}(\sigma^{r}(c))$ and thus $x_{[0,\infty)}$ is a fixed point of $\sigma^{p'}$. Similarly, if $x$ contains a growing letter at some negative index $x_{(\infty,0)}$ is a fixed point of $\sigma^{p'}$.

Let us now assume that $x$ contains only non-growing letters at non-negative indices. Then $x^{(n)}$ contains only non-growing letters at non-negative indices for all $n$. Thus by Lemma 1.6 there are finite non-growing words $z, t^{(n)}$ such that for an infinite number of $n$, $x^{(n)} = \varepsilon$. We have $\sigma^{p'}(z) = z', \sigma^{p'}(z') = z', \sigma^{p'}(t^{(p')}) = t^{(p')}$ and $\sigma^{p'}(t^{(p')}) = t^{(p')}$.

Then $\sigma^{p'}(x_{[0,\infty)}) = x_{[0,\infty)}$. Similarly if $x$ contains only non-growing letters at negative indices, $\sigma^{p'}(x_{(-\infty,0)}) = x_{(-\infty,0)}$.

**Proof of Proposition 10.8** Assume $X(\sigma) \neq \emptyset$. We will define recursively two finite sequences of words $w^{(k)} \in L(\sigma)$ and shifts $Y_k$ for $0 \leq k \leq K$, and for each such $k$ and all $n \geq 0$, an infinite sequence of alphabets $A^{(k)}_n$ as follows. We set $w^{(0)} = \varepsilon$. For $k \geq 0$, when $w^{(k)}$ is defined, we define

$A^{(k)}_n = \{ a \in A \mid w^{(k)} \text{ is not a factor of } \sigma^n(a) \}$

$Y_k = \{ x \in X(\sigma) \mid x \text{ has a } \sigma^n\text{-representation in } X(\sigma) \cap (A^{(k)}_n)^\mathbb{Z} \text{ for all } n \geq 0 \}$

Thus $A^{(0)}_n = \emptyset, Y_0 = \emptyset$. Assume that $w^{(k)}, A^{(k)}_n$ and $Y_k$ are defined, we construct $w^{(k+1)}$ when $\operatorname{Card}\{L(x) \mid x \in X(\sigma) \setminus Y_k \} \geq 2$ as follows.
We choose \(x, y \in X(\sigma) \setminus Y_k\) such that \(L(x) \neq L(y)\). Up to an exchange of \(x, y\), we may assume that \(L(y)\) is not contained in \(L(x)\). We choose a word \(w^{(k+1)} \in L(y) \setminus L(x)\). Since \(y \in X(\sigma) \setminus Y_k\), there is an integer \(n \geq 0\) such that \(y\) has a \(\sigma^n\)-representation \((z, i)\) where \(z\) is not in \((A^{(k)}_n)^\mathbb{Z}\). Indeed every point in \(X(\sigma)\) has for every \(n \geq 0\), a \(\sigma^n\)-representation in \(X(\sigma)\) by \([2]\) Proposition 5.1. Hence, for some \(n, y\) has a \(\sigma^n\)-representation \((z, i)\) such that for some letter \(\alpha\) of \(z\), the word \(w^{(k)}\) is a factor of \(\sigma^n(\alpha)\) and thus \(y\) contains the factor \(w^{(k)}\). Thus we may choose \(w^{(k+1)} \in L(y) \setminus L(x)\) such that \(w^{(k)}\) is a factor of \(w^{(k+1)}\). As a consequence, we obtain \(A^{(k)}_n \subseteq A^{(k+1)}_n\).

Since \(x \in X(\sigma) \setminus Y_k\), there is an integer \(m \geq 0\) such that it has a \(\sigma^m\)-representation in \(X(\sigma)\) which is not in \((A^{(k)}_m)^\mathbb{Z}\). Then there exists a letter \(\alpha \in A \setminus A^{(k)}_m\) such that \(\sigma^m(\alpha) \in L(x)\). Hence, \(\sigma^m(\alpha)\) does not contain \(w^{(k+1)}\) as a factor and \(\alpha \in A^{(k+1)}\). Moreover, \(A^{(k)}_n \subseteq A^{(k+1)}\).

Now for any point \(z \in X(\sigma) \setminus Y_k\), there is an \(n \geq 0\) such that none of the \(\sigma^n\)-representation of \(z\) in \(X(\sigma)\) is in \((A^{(k)}_n)^\mathbb{Z}\). This holds for all sufficiently large \(n\) since \(\sigma(A^{(k)}_n)^\mathbb{Z} \subseteq (A^{(k)}_n)^\mathbb{Z}\).

It follows that for sufficiently large \(n\), we have \(A^{(k)}_n \subseteq A^{(k+1)}\). Moreover, since \(w^{(k+1)} \in L(y)\), we have \(A^{(k+1)}_n \subseteq A\) for all large \(n\). Hence for all \(n\) large enough, we have

\[
A^{(0)}_n \subseteq A^{(1)}_n \subseteq \cdots \subseteq A^{(k-1)}_n \subseteq A^{(k)}_n \subseteq A.
\]

As a consequence there is a value \(k = K \geq 0\) such that \(\text{Card}\{L(x) \mid x \in X(\sigma) \setminus Y_K\} \leq 1\).

Let us show that the sequence \(A^{(K)}_n\) is eventually periodic. Following the construction of Proposition 5.15 we define a finite automaton \(A = (Q, I, T)\) recognizing \(A^*w(K)A^*\) and the binary relation \(\varphi(w)\) on \(Q\) by

\[
\varphi(w) = \{(p, q) \in Q \times Q \mid p \xrightarrow{w} q\}.
\]

Let \(\psi_n = \varphi \circ \sigma^m\). There are positive integers \(m, p\) such \(\psi_m = \psi_{m+p}\). Then \(\psi_{m+r} = \psi_{m+p+r}\) for all \(r \geq 0\). Now a letter \(a\) belongs to \(A^{(K)}_m\) if and only if \(\psi_n(a)\) contains no pair \((i, t)\) with \(i \in I, t \in T\). Thus the sequence \(A^{(K)}_n\) is eventually periodic.

Let \(m, p \geq 1\) be such that \(A^{(K)}_m = A^{(K)}_{m+p}\). We may choose \(m\) multiple of \(p\). We define \(\sigma': A^{(K)}_m \to (A^{(K)}_m)^+\) as the restriction of \(\sigma^p\) to \(A^{(K)}_{m+p} = A^{(K)}_m\).

Let \(x \in Y_K \setminus X(\sigma')\). The point \(x\) has a \(\sigma^m\)-representation \((x^{(pm)}, k_{pn})\) in \(X(\sigma') \cap (A^{(K)}_m)^\mathbb{Z}\) for every \(n\) such that \(pm \geq m\). Since \(x \notin X(\sigma')\), there is an integer \(\ell\) such that \(x_{(-\ell, 0]}\) is not a factor of \(\sigma^r(\alpha)\) for all \(r \geq 0\) and all \(a \in A^{(k)}_m\). Thus there is a shift \(S^h(x)\) with \(-\ell \leq h \leq \ell\) such that \(S^h(x)\) has a \(\sigma^m\)-representation \((x^{(pm)}, 0)\) in \(X(\sigma') \cap (A^{(K)}_m)^\mathbb{Z}\) for \(n\) in some infinite set of positive integers \(E\). Thus \(S^h(x)\) has a \(\sigma^m\)-representation \((x^{(pm)}, 0)\) in \(X(\sigma)\) for all \(n \geq 0\).

By Lemma 10.9 \(x' = S^h(x)\) is a fixed point of \(\sigma^r\) for some \(r\) bounded by a value depending on \(\sigma\).
By Theorem 5.14 there is a finite number of orbits of points $x$ such that $\sigma^{pr}(x) = x$. Thus there is a finite number of languages $\mathcal{L}(x)$ corresponding to such points.

As a consequence there is a finite number $N_1$ of sets $\mathcal{L}(x)$ for $x \in Y_K \setminus X(\sigma')$. We thus have

$$\text{Card}\{\mathcal{L}(x) \mid x \in X(\sigma)\} \leq \text{Card}\{\mathcal{L}(x) \mid x \in Y_K\} + \text{Card}\{\mathcal{L}(x) \mid x \in X(\sigma')\}$$

Assume by induction hypothesis that $\text{Card}\{\mathcal{L}(x) \mid x \in X(\sigma')\}$ is a finite number $N_2$, then $\text{Card}\{\mathcal{L}(x) \mid x \in X(\sigma)\} \leq N_1 + N_2 + 1$. Thus $\text{Card}\{\mathcal{L}(x) \mid x \in X(\sigma)\}$ is finite.
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