Zero-bias crossings and peculiar Shapiro maps in graphene Josephson junctions
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The AC Josephson effect manifests itself in the form of “Shapiro steps” of quantized voltage in Josephson junctions subject to RF radiation. This effect presents an early example of a driven-dissipative quantum phenomenon and is presently utilized in primary voltage standards. Shapiro steps have also become one of the standard tools to probe junctions made in a variety of novel materials. Here, we study Shapiro steps in a widely tunable graphene-based Josephson junction. We investigate the variety of patterns that can be obtained in this well-understood system depending on the carrier density, temperature, RF frequency, and magnetic field. Although the patterns of Shapiro steps can change drastically when just one parameter is varied, the overall trends can be understood and the behaviors straightforwardly simulated. The resulting understanding may help in interpreting similar measurements in more complex materials.

Josephson junctions subject to an external RF radiation demonstrate the inverse AC Josephson effect: the phase difference across the junction locks to the external frequency \( |1\). As a result, the phase steadily ramps with time, and the \( I - V \) curves form “Shapiro steps” of quantized voltage \( V = n \hbar \omega / 2e \), where \( n \) counts the number of 2\( \pi \) periods by which the phase progressed over one period of excitation \( 2\). The exact mechanisms of the phase locking and its stability were investigated in detail in the 1980s \( 3\). The extremely precise voltage quantization of the steps is presently utilized in primary voltage standards \( 4\).

Recently, interest in topological Josephson junctions has reinvigorated the use of the AC Josephson effect as a tool to probe a junction’s current-phase relation (CPR) \( 5\). Missing steps and residual supercurrent associated with the anomalous CPR are some of the signatures which have been explored \( 7\)–\( 11\). Many of these studies are performed at relatively low power and frequency; in this regime the measured maps are significantly different from the textbook “Bessel function” patterns even in topologically trivial junctions \( 3\). In this paper, we study the inverse Josephson effect in graphene-based superconductor-normal-superconductor (SNS) junctions. Shapiro steps in this topologically trivial material have been previously explored \( 12\)–\( 15\) and used as a reference in the study of topological junctions \( 16\). We show that a variety of patterns can be obtained within the same junction by tuning the gate voltage and magnetic field. Both the Bessel function regime and the strongly hysteretic regime with “zero bias crossings” are observed. We directly simulate the observed patterns using an extension of the resistively and capacitively shunted junction (RCSJ) model and qualitatively explain the observed trends.

Our sample is made of exfoliated graphene encapsulated in hexagonal boron nitride \( 17\). The superconducting leads are made by sputtering molybdenum-rhenium alloy \( 15\), which has a relatively large gap of 1.3 meV. The sample is measured in a dilution refrigerator with the sample holder temperature of approximately 100 mK, which depends weakly on the applied RF signal. The actual sample temperature under the RF drive could be higher \( 19\). The GHz drive is coupled by an antenna placed approximately 1 mm away from the sample. The exact value of the RF power reaching the sample is difficult to quantify because of the frequency-dependent coupling between the antenna and the sample, which are not impedance matched. We therefore only list the nominal RF power emitted by the generator at room temperature, which is a common practice in similar experiments. To measure the DC voltage across the sample, we perform multiple DC current bias sweeps while keeping the rest of the parameters fixed. The resulting \( I - V \) curves are then averaged and numerically differentiated to obtain the differential resistance \( R = dV/dI \).

We start by comparing patterns of Shapiro steps at frequencies of 3 and 5 GHz and several values of magnetic field applied perpendicular to the junction (Figure 1). Magnetic field allows us to conveniently vary the critical current \( I_C \) without changing other junction parameters. The maps in Figure 1 present the differential resistance \( R \); the dark regions correspond to the steps of constant voltage, and the narrow bright lines correspond to the transitions between these steps. The current bias is swept from negative to positive, resulting in pronounced hysteresis in some of the features. For example, at low applied power, the central dark region corresponding to supercurrent appears asymmetric, with the switching current at positive bias being significantly larger than the retrapping current at negative bias. Many of the step transitions show hysteresis as well.

Following Ref. \( 2\), we introduce a convenient dimensionless parameter, \( \Omega = \omega / \omega_p \), which is crucial in determining the pattern of Shapiro steps. (Here, \( \omega \) is the RF drive frequency and \( \omega_p = \sqrt{2eI_C / \hbar C} \) is the plasma frequency of the junction.) \( \Omega \) grows left to right and bottom to top in Figure 1. Shapiro patterns measured at different \( \omega \) and \( I_C \) but comparable \( \Omega \), (see the three pairs (a and f), (b and g), and (c and h) in Figure 1) demonstrate
FIG. 1. The maps of differential resistance showing Shapiro steps as a function of the DC bias current, $I$, and RF power, $P_{RF}$. The gate voltage for this figure through Figure 4 is set at $V_G = +0.45$ V as measured from the Dirac peak ($V_D = -10$ mV is negligible in this sample). The maps are measured at two frequencies (top row: 5 GHz, bottom row: 3 GHz) and different critical currents (left to right: $I_S = 650, 240, 80$ and $35$ nA), as tuned by perpendicular magnetic field). An important dimensional parameter controlling the overall behavior is $\Omega = \omega/\omega_p \propto \omega/\sqrt{I_C}$. The pairs of panels (a and f), (b and g), (c and h) correspond to roughly equal values of $\Omega$ and therefore appear similar. We observe the expected trends, according to which at high $\Omega$ (right panels) the plateaus are centered at fixed voltages and their vertical extent is described by the Bessel functions. In the opposite limit of low $\Omega$ (left panels), many features of the maps become hysteretic, and the $n \neq 0$ plateaus cross zero bias.

We now concentrate on the parameters of Figure 1a which is reproduced in Figure 2a. Figure 2c shows a line cut extracted from Figure 2a (blue), as well as a similar line measured for the opposite sweep direction (red). This confirms that the asymmetric features seen in Figure 1 are indeed due to hysteresis, and that for many parameter values multiple solutions are simultaneously stable.

Figures 3a,b show numerical simulations which reproduce most of the features in Figures 2a,b. The simulations use the current-biased model of Ref. [21] appropriately modified to account for the capacitance and resistance of the connected pads and leads. Similar to the measurement, time evolution starts at negative bias. We then numerically evolve the equation and average the voltage once the initial transients settle. The final values of $\phi$ and $d\phi/dt$ are then used as initial conditions for the next bias point. Finally, the sweeps are repeated multiple times and averaged, as is done in the experiment (supplementary material).

These simulations allow us to trace the time evolution of the phase within each cell of the Shapiro map. The examples of the $\phi(t)$ are shown in Figure 3c for several
The resulting maps are reasonably consistent with the level $\propto I$ straightforwardly increase the simulated current noise, but measured at $T = 1.5$ K, at which point the hysteresis is largely suppressed. A cut through the map (a) taken at $P_{RF} = 4$ dBm (at the dashed line), which shows the hysteretic switching between the $n = 1$ and $n = -1$ steps depending on the sweep direction. A zoom of map (a), with the different plateaus labeled by $(p, q)$ as described in the text.

FIG. 2. a) Differential resistance as a function of $I$ and $P_{RF}$ reproducing Figure 1a ($f = 5$ GHz, $I_g = 650$ nA, sample holder temperature $T = 100$ mK). b) A map identical to (a) but measured at $T = 1.5$ K, which shows the hysteresis of the transitions between Figures 4a and 4d. We find that near the Dirac peak the hysteresis is very large (Figure 4a), while further away from the Dirac peak the hysteresis of the transitions between the plateaus is significantly suppressed (Figure 4d). This suppression is partially explained by increased damping, rather than the purely thermal smearing as observed in Figure 2b. However, in order to reproduce the data measured at larger gate voltage, we find that it is also necessary to increase the simulated noise level. We straightforwardly increase the simulated current noise level $\propto \frac{1}{R_j}$, which describes the thermal noise of $R_j$. The resulting maps are reasonably consistent with the experiment (supplemental Figure S3). Noise processes in ballistic SNS junctions require further study in both the equilibrium case and under RF drive.

In conclusion, we have studied the AC Josephson ef-FIG. 3. a,b) Simulation of $dV/dI$ for different noise levels, to be compared to $R_L = 50$ Ohms, $R_j = 300$ Ohms, $I_c = 600$ nA, $C_0 = 2.5$ pF and $f = 5$ GHz. To reproduce the experiment, the simulation starts at the lowest DC bias, averages over 500 RF cycles, and then uses the final values of $\phi$ and $\frac{d\phi}{dt}$ as the initial conditions for the next value of bias. Ten bias sweeps are produced in this manner and then averaged to reduce noise. c) Numerical traces of $\phi(t)$ on various plateaus labeled by the pairs of $(p, q)$ (see text). d) Schematic of the washboard potential and the four types of phase evolution corresponding to (c). The top two schematics represent different forms of $n = 0$, while the bottom two both show $n = \pm 1$.

Finally, we look at the gate voltage dependence of the maps in Figure 4. While gate voltage influences many parameters, the most significant effect is on $I_C$ and $R_j$, the latter decreasing by about a factor of roughly 4 between Figures 4a and 4d. We find that near the Dirac peak the hysteresis is very large (Figure 4a), while further away from the Dirac peak the hysteresis of the transitions between the plateaus is significantly suppressed (Figure 4d). This suppression is partially explained by increased damping, rather than the purely thermal smearing as observed in Figure 2b. However, in order to reproduce the data measured at larger gate voltage, we find that it is also necessary to increase the simulated noise level. We straightforwardly increase the simulated current noise level $\propto \frac{1}{R_j}$, which describes the thermal noise of $R_j$. The resulting maps are reasonably consistent with the neighboring cells. By analyzing these traces, a rather simple qualitative picture emerges, represented schematically in Figure 3d: For each cycle of RF excitation, the phase progresses over $p$ minima of the washboard potential and then reverts $q$ of them backward. The overall change of phase is $2\pi(p - q)$, and the index of the resulting Shapiro step is $n = p - q$. This behavior has been previously identified in the Bessel function regime [3, 22]. In Figure 2d, we zoom in on the data of Figure 2a and label select cells by their $(p, q)$ indexes. Note that in the resulting regular pattern, each cell in the central part of the map has 6 neighbors. The two neighbors in the vertical direction have the same total number $p + q$ while $n$ differs by 2. The four neighbors on the left/right have either $p$ or $q$ decreased/increased by 1.

Finally, we look at the gate voltage dependence of the maps in Figure 4. While gate voltage influences many parameters, the most significant effect is on $I_C$ and $R_j$, the latter decreasing by about a factor of roughly 4 between Figures 4a and 4d. We find that near the Dirac peak the hysteresis is very large (Figure 4a), while further away from the Dirac peak the hysteresis of the transitions between the plateaus is significantly suppressed (Figure 4d). This suppression is partially explained by increased damping, rather than the purely thermal smearing as observed in Figure 2b. However, in order to reproduce the data measured at larger gate voltage, we find that it is also necessary to increase the simulated noise level. We straightforwardly increase the simulated current noise level $\propto \frac{1}{R_j}$, which describes the thermal noise of $R_j$. The resulting maps are reasonably consistent with the
fect in a non-topological graphene junction, which allows one to directly tune many of the relevant parameters. The type of samples studied here provides a highly tunable platform to probe the unexplored aspects of driven-dissipative dynamics of a quantum system. Understanding the variety of Shapiro patterns obtained in a prototypical graphene SNS junction will help to identify the non-trivial features in junctions made of topological materials [14][17]. It is also opens interesting perspectives for studying multi-terminal junctions [23][25], which could reveal topological bands when subject to RF drive [26]. Finally, since the Hamiltonian of the RF-driven junction is periodic in the phase difference and in time, it could be considered in the context of Floquet physics, which could potentially result in topologically non-trivial bands (see e.g. Ref. [27]).
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Supplemental Materials

S1. SAMPLE INFORMATION

The hexagonal boron nitride/graphene heterostructure was assembled by the standard dry transfer stamping method from mechanically exfoliated flakes. The stack was then deposited on a silicon chip with a 280 nm oxide layer. The contacts were made of sputtered Molybdenum-Rhenium alloy (50-50 by weight), a type-II superconductor with a high critical temperature of 8 – 10 K. The junction has dimensions of 0.5 x 3 μm and has been previously used as a reference device in Ref. 24. The MoRe contacts were connected to measurement lines through Cr/Au leads and bonding pads. By comparison to the simulations, we believe these leads and bonding pads act as the part of the environment which determines junction dynamics [28]. We model them as a resistor \(R_L\) in series with the capacitor \(C_0\).

S2. MEASUREMENT TECHNIQUES

While differential resistance maps are often measured using a lock-in amplifier, in this case hysteretic switching prevented us from using this technique. Instead, for each vertical line of the maps, an approximately 20 Hz triangle wave was applied and the resulting voltage profile was measured. 200 such measurements were then averaged to produce an \(I-V\) curve and then numerically differentiated. These parameters allowed for fast measurements with reasonable averaging and minimal distortion of the applied wave by the low-temperature filters. We note that the exact extent of hysteresis is a function of the sweeping speed, with faster sweeping giving more pronounced hysteresis. This is particularly relevant when comparing to the numerical results, as the simulations used much shorter time evolutions thereby exaggerating the effects of the hysteresis.

S3. SIMULATIONS

To simulate the behavior of a Josephson junction subject to microwave radiation, we use a modified RCSJ model as illustrated in Fig. S1. We start with a junction with critical current \(I_C\), which is shunted by a resistor \(R_j\) and a capacitor \(C_j\), where \(R_j\) represents the dissipation in the Josephson junction and \(C_j\) is the capacitance between the two superconducting leads. In the experiment, the Josephson junction is further connected to four 150 μm x 100 μm bonding pads by Cr/Au leads. The capacitance of the bonding pads, \(C_0\), and the resistance of the leads, \(R_L\), must be taken into account to properly simulate the junction dynamics. The four bonding pads are arranged such that the effective capacitance is equal to that of one bonding pad to the back gate, which would yield 1.8 pF for 280 nm thick SiO2. At room temperature, the capacitance between two bonding pads and bonding wires connected to the chip carrier by bonding wire was measured to be slightly higher, around 2.5pF, which was the value used in the simulations. In practice, similar maps have been simulated using a range of \(C_0\) values.

The resistance of the evaporated Cr (5 nm)/Au (45 nm) film was measured to be 0.5 Ohm/μm, from which we estimate that \(R_L\) is a few tens of Ohms for our typical devices. We use a reasonable value of \(R_L = 50\) Ohms for our simulations in Figure 3 of the main text and in the simulations below. Finally, \(R_j = 300\) Ohms is determined from the current corresponding to the center of the Shapiro plateaus in the Bessel function regime, \(I_n = n\hbar\omega/R_j\). In accordance with the experiment, we assume that \(R_j\) does not depend on magnetic field. The same value of \(R_j = 300\) Ohms is used to simulate all panels in Figure S2.

The microwave injection from the antenna can be modeled by an AC current, \(I_{AC} = I_{RF} \sin \omega t\) where \(I_{RF}\) is the current amplitude and \(\omega\) is the microwave frequency. Note that a significant amount of the applied power is dropped across the capacitors in our model. The thermal noise of the resistive components in the experiment generates a Gaussian current noise \(I_N\) whose variance is proportional to the temperature \(T\). We find that for good agreement with the data, the noise amplitude has to be taken higher than expected for thermal noise. This is expected, for two reasons: first, in simulations \(I_N\) is applied to the outside of the junction circuit, where it would be partially filtered by \(C_0\) and \(R_L\), before reaching the junction. Second, while each point on the map is measured for millions of cycles, we simulate it over just \(~500\) drive cycles, so using a higher level of noise may be expected. We therefore, treat \(I_N\) as a fitting parameter. In summary, the current source \(I\) contains three components, the bias current, \(I_{bias}\), the microwave radiation current, \(I_{AC}\) and the thermal noise, \(I_N\).

![Diagram of the circuit used to simulate the dynamics of the Josephson junction. In practice, \(C_j\) is negligible and is omitted from further consideration.](image-url)
FIG. S2. Simulations of the differential resistance maps at 5 GHz for comparison to Figure 1a-d. The values of $I_{C}$ used are, from left to right, 540, 200, 80 and 40 nA. Other parameters are kept the same as in Figure 3 of the main text: $C_0 = 2.5$ pF, $R_L = 50$ Ohms and $R_J = 300$ Ohms.

S4. SIMULATION OF GATE VOLTAGE DEPENDENCE

Next, we reproduce the gate voltage dependence measured in Figure 4. Between the four maps, we adjusted the values of $I_c$ and $R_J$, where the former can be obtained from the value of the switching current at zero RF power, and the latter could be roughly extracted from the positions of the Shapiro steps, $I_n = n\hbar\omega / R_J$. Additionally, the noise amplitude $I_N$ was taken to be $\propto 1 / \sqrt{R_J}$. This is consistent with the expectation that the noise in the junction is given by the thermal noise of $R_J$. While it may be expected that the noise processes in our driven system may be more complicated, the simulations capture the general trends observed in the data of Figure 4 of the main text.

![Simulation Diagram](image)

FIG. S3. Simulations of differential resistance maps corresponding to Figure 4 of the main text, measured at different gate voltages. We use the values of $R_J = 850, 500, 300, 180$ Ohms and $I_c = 350, 500, 600, 800$ nA in panels (a) to (d).

S5. CPR DEPENDENCE

Figure 1d of the main text shows strong fractional Shapiro steps [30], although there are no signs of fractional steps in the measurements with higher $I_C$. Our
FIG. S4. Middle row: Simulations corresponding to Figures 1a and S2a with the skewness of the CPR increasing from left to right (the CPRs are shown in the insets). Even severe skewness does not give rise to fractional steps, although it does slightly alter the map in ways akin to changing parameters such as $I_c$ and $R_j$. Bottom row: Simulations corresponding to Figures 1d and S2d with the same range of CPR skewness. In this regime, the CPR gives rise to enhanced fractional steps. Top row: CPRs corresponding to the figures below.

Simulations are in agreement with the experimental results, showing that a skewed CPR (current phase relationship) has minimal effect on a sample in the strongly hysteretic regime. Intuitively, we understand the hysteresis of the high $I_C$ maps as arising from regions of overlapping stability of integer steps. Thus it may be expected that for such parameters the fractional steps are less stable compared to overlapping integer steps.

For comparison to the experiment, we took our simulation for Figures 1a and 1d and employed CPRs with varying degrees of skewness [31, 32]. In the top row, $I_c = 540$ nA, corresponding to Figures 1a and S2a; in the bottom row, $I_c = 40$ nA, corresponding to Figures 1d and S2d. The three columns correspond to: sinusoidal CPR (left), a slightly skewed CPR, $I(\phi) = I_c [\sin(\phi) - 0.2 \sin(2\phi) + 0.04 \sin(3\phi)]$ (middle); and a maximally skewed sawtooth CPR (right). The insets in the top panels demonstrate the corresponding CPRs. For large $I_c$ simulations, increasing the skewness of the CPR only slightly distorted the map, but did not give rise to any additional plateaus. For small $I_c$, increasing the skewness resulted in increasing fractional plateaus. Surprisingly, for small $I_c$ even a perfectly sinusoidal CPR shows some half-quantized steps (Figure S4d). We attribute this behavior to the high frequency environment, which gives rise to some effective skewness. Comparing these simulations to the measured data, we find that the slightly skewed CPR appears to most accurately reproduce the strength of the fractional steps, as expected.