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Abstract. Among the Markov chains breaking detailed-balance that have been proposed in the field of Monte-Carlo sampling in order to accelerate the convergence towards the steady state with respect to the detailed-balance dynamics, the idea of ‘lifting’ consists in duplicating the configuration space into two copies \( \sigma = \pm \) and in imposing directed flows in each copy in order to explore the configuration space more efficiently. The skew-detailed-balance lifted-Markov-chain introduced by Turitsyn et al (2011 Physica D 240 410) is revisited for the Curie–Weiss mean-field ferromagnetic model, where the dynamics for the magnetization is closed. The large deviations at various levels for empirical time-averaged observables are analyzed and compared with their detailed-balance counterparts, both for the discrete extensive magnetization \( M \) and for the continuous intensive magnetization \( m = \frac{M}{N} \) for large system-size \( N \).
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1. Introduction

In the field of Monte-Carlo algorithms, the goal is to sample the equilibrium distribution $P_{eq}(C)$ over configurations $C$ via the dynamical trajectory $C(0 \leq t \leq T)$ of some Markov...
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chain converging to \( P_{eq}(C) \) (see the book [1] and references therein), so that the empirical time-average of any observable \( O(C) \) will converge for large \( T \) towards the average of \( O(C) \) over the equilibrium distribution \( P_{eq}(C) \)

\[
\frac{1}{T} \int_0^T dt O(C(t)) \xrightarrow{T \to \infty} \sum_{C} O(C) P_{eq}(C)
\]  

(1)

The first natural possibility is to choose a Markov chain satisfying detailed-balance, with no current in the steady state, so that the Markov chain is a faithful equilibrium dynamics, with the drawback of possible slow convergence properties, in particular at criticality with the famous phenomenon of ‘critical slowing down’, or whenever dynamical barriers are difficult to overcome. As a consequence, it is interesting to consider instead Markov chains breaking detailed-balance, with currents in the steady state, so that the Markov chain is not a faithful equilibrium dynamics, and can thus converge faster towards the equilibrium distribution \( P_{eq}(C) \). Among the various proposals of Markov chains breaking detailed-balance in the field of Monte-Carlo sampling, the idea of ‘lifting’ [2–12] consists in duplicating the configuration space into two copies \( \sigma = \pm \), in order to introduce steady currents in each copy to move more efficiently, while the switching events between the two copies will ensure the convergence towards \( P_{eq}(C) \) after summing over \( \sigma = \pm 1 \). In particular, Konstantin Turitsyn, Michael Chertkov and Marija Vucelja [4] have introduced the notion of skew-detailed-balance to choose the rates within each copy, and the choice of fully irreversible switching flows between the two copies \( \sigma = \pm 1 \), i.e. for each configuration \( C \), one of the two switching rates vanishes. This algorithm has been first applied to the Curie–Weiss mean-field ferromagnetic model [4, 5, 8, 10] in order to analyze the acceleration of convergence with respect to the detailed-balance algorithm: the main conclusion is that the convergence is faster both in the high-temperature phase \( \beta < \beta_c \) and at criticality \( \beta = \beta_c \), with the following scaling with respect to the system-size \( N \) of the ratio between the characteristic equilibrium times \( \tau_{eq}^{SDB} \) and \( \tau_{eq}^{DB} \) with skew-detailed-balance and with detailed-balance respectively [4, 5, 8, 10]

\[
\frac{\tau_{eq}^{SDB}}{\tau_{eq}^{DB}} \propto \frac{1}{N^{1/2}} \quad \text{for} \ \beta < \beta_c \\
\frac{\tau_{eq}^{SDB}}{\tau_{eq}^{DB}} \propto \frac{1}{N^{3/4}} \quad \text{at} \ \beta = \beta_c
\]  

(2)

Applications of this algorithm to other spin models can be found in [5–7, 11] and are reviewed in [8].

As proposed in the context of various non-reversible algorithms [13–17], it is interesting to characterize their acceleration of convergence via the recent progress concerning the large deviation properties of empirical time-averaged observables for non-equilibrium steady-states. Within the theory of large deviations (see the reviews [18–20] and references therein), the traditional classification for dynamical trajectories over a large time-window \( T \) [18, 20] involves three nested levels: the level 1 concerns the empirical time-averaged value of observables \( O \) (i.e. the left-hand side of equation (1)); the
level 2 concerns the empirical time-averaged density \( \rho_T(C) \), i.e. the histogram of the configurations visited during \( T \) that will converge towards the steady-state \( P_{eq}(C) \) for large \( T \), while the level 3 characterizes the whole empirical process. For non-equilibrium steady states with non-vanishing steady currents, this classification has turned out to be inadequate, because the level 2 is not closed, while the level 3 is too general. The introduction of the level 2.5 concerning the joint probability distribution of the empirical time-averaged density and of the empirical time-averaged flows has thus been a major achievement. Indeed, the rate functions at level 2.5 are explicit for various types of Markov processes, including discrete-time Markov chains [20–25], continuous-time Markov jump processes [21, 24–41] and diffusion processes described by Fokker–Planck equations [24, 25, 29, 30, 33, 42–44]. As a consequence, the explicit level 2.5 can be considered as a starting point for any Markov process converging towards some steady state, from which many other large deviations properties can be derived via contraction. In particular, the level 2 for the empirical density alone can be obtained via the optimization of the level 2.5 over the empirical flows, while the level 1 can be obtained from the level 2 by the further appropriate contraction. More generally, the level 2.5 can be contracted to obtain the large deviations properties of any time-additive observable of the dynamical trajectory involving both the configuration and the flows. The link with the studies of general time-additive observables via deformed Markov operators [33, 44–80] can be then understood via the corresponding ‘conditioned’ process obtained from the generalization of Doob’s h-transform.

In this paper, the skew-detailed-balance lifted-Markov processes for the Curie–Weiss model [4, 5, 8, 10] are revisited to analyze their large deviations at various levels and to compare them with their counterparts for the detailed-balance dynamics.

The paper is organized as follows. The links between the various levels of large deviations for Markov processes are summarized in section 2. This formalism is then applied to compare various Markov dynamics for the Curie–Weiss model, whose equilibrium properties are briefly recalled in section 3. The single-spin-flip dynamics is then analyzed for the discrete extensive magnetization \( M \) both for the standard detailed-balance Markov chain in section 4, and for the skew-detailed-balance lifted-Markov chain in section 5. Then we focus on the continuous intensive magnetization \( m \) in order to analyze the corresponding effective dynamics, namely the detailed-balance diffusion process in section 6, and the skew-detailed-balance run-and-tumble process in section 7. Our conclusion are summarized in section 8. Appendix A describes the properties of the Green function \( G \) governing the typical convergence properties. The next four appendices contain the explicit computations of the Green functions for the four dynamics considered in the main text.

2. Reminder on large deviations at various levels for Markov processes

In this section, we recall the links between the various levels of large deviations for the case of continuous-time Markov chain in discrete configuration space.
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2.1. Continuous-time Markov chain of generator $w$ with its zero-eigenvalue subspace

The Markov jump process of generator $w$

$$\partial_t P_t(x) = \sum_y w(x, y) P_t(y)$$  \hspace{1cm} (3)

is assumed to converge towards the steady state $P_\ast(x)$ satisfying

$$0 = \sum_y w(x, y) P_\ast(y)$$  \hspace{1cm} (4)

The off-diagonal $x \neq y$ matrix element $w(x, y) \geq 0$ represents the transition rate from $y$ to $x$, while the diagonal elements are negative $w(x, x) \leq 0$ and are fixed by the conservation of probability to be

$$w(x, x) \equiv -\sum_{y \neq x} w(y, x)$$  \hspace{1cm} (5)

Equations (4) and (5) mean that the highest eigenvalue of the Markov matrix $w(., .)$ is zero

$$0 = \langle l_0 | w = \sum_x l_0(x) w(x, y)$$

$$0 = w | r_0 \rangle = \sum_y w(x, y) r_0(y)$$  \hspace{1cm} (6)

where the positive left eigenvector is trivial

$$l_0(x) = 1$$  \hspace{1cm} (7)

while the positive right eigenvector is given by the steady state

$$r_0(y) = P_\ast(y)$$  \hspace{1cm} (8)

with the normalization

$$1 = \langle l_0 | r_0 \rangle = \sum_x l_0(x) r_0(x)$$  \hspace{1cm} (9)

2.2. Large deviations at level 1 for the empirical time-averaged observable $O_T$

For a long trajectory $x(0 \leq t \leq T)$ of the Markov jump process, we are interested into the empirical time-averaged observable of the position $x(t)$ involving the observable $O(x)$

$$O_T \equiv \frac{1}{T} \int_0^T dt O(x(t))$$  \hspace{1cm} (10)

The probability distribution to see the value $O_T = O$ follows the large deviation form with respect to $T$

$$P_T^{[\text{Level 1}]}[O] \underset{T \to +\infty}{\sim} e^{-TI[O]}$$  \hspace{1cm} (11)
Large deviations for the skew-detailed-balance lifted-Markov processes to sample the equilibrium distribution of the Curie–Weiss model where the rate function $I_1[O] \geq 0$ at level 1 vanishes only for the steady value

$$O_\ast \equiv \sum_x O(x) P_\ast(x)$$

Equivalently, the generating function

$$\langle e^{k T O_T} \rangle \equiv \int dO e^{k T O} P_T[\text{Level 1}][O] \sim \int dO e^{T[O-O_\ast]} e^{T \mu(k)}$$

can be evaluated via the saddle-point method in $T$ to obtain that the scaled cumulant generating function $\mu(k)$ is the Legendre transform of the rate function $I_1[O]$.

2.2.1. Scaled cumulant generating function $\mu(k)$ as the highest eigenvalue of some deformed matrix. The standard method to analyze time-additive observables of stochastic processes goes back to the famous Feynman–Kac formula for diffusion processes and consists in studying the appropriate ‘tilted’ dynamical process. This approach based on deformed Markov generators has been used extensively in the field of non-equilibrium processes recently [33, 44–80]. For the Markov jump dynamics of equation (3), one can use the probabilities of dynamical trajectories

$$P[x(0 \leq t \leq T)] = e^{\sum_{t: x(t^+), x(t^-)} \ln(w(x(t^+), x(t^-)) + \int_0^T dt w(x(t), x(t)))}$$

(14)

to compute the generating function of equation (13)

$$\langle e^{k T O_T} \rangle \equiv \langle e^{k T \int dt O(x(t))} \rangle$$

(15)

One obtains that $\mu(k)$ is the highest eigenvalue of the deformed matrix

$$w^{[k]}(x, y) = w(x, y) + \delta_{x,y} k O(x)$$

(16)

where only the diagonal elements are changed into

$$w^{[k]}(x, x) = w(x, x) + k O(x) = -\sum_{x \neq y} w(y, x) + k O(x)$$

(17)

2.2.2. First cumulants via the perturbation theory in $k$. The perturbation theory in $k$ for the highest eigenvalue

$$\mu(k) = 0 + \mu_1 k + k^2 \mu_2 + \mu_3 k^3 + \mu_4 k^4 + O(k^5)$$

(18)

of the deformed operator of equation (16) involving the perturbation

$$w_{\text{per}}(x, y) \equiv \delta_{x,y} O(x)$$

(19)

is very similar to the standard perturbation theory of quantum mechanics, except for the existence of left and right eigenvectors (see for instance the reminder in appendix A of [80]):

https://doi.org/10.1088/1742-5468/ac22f9
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(a) The first-order correction to the eigenvalue of equation (18) corresponds to the averaged value of the perturbation $w_{\text{per}}$ computed in the unperturbed zero-eigenvalue subspace

$$\mu_1 = \langle l_0 | w_{\text{per}} | r_0 \rangle = \sum_x O(x) P_\star(x) = O_\star$$

and corresponds to equation (1) as it should.

(b) The second-order correction to the eigenvalue involves the Green function $G$ of equation (A10), whose properties are recalled in detail in appendix A

$$\mu_2 = \langle l_0 | w_{\text{per}} G w_{\text{per}} | r_0 \rangle = \sum_x O(x) \sum_y O(y) G(x, y) P_\star(y)$$

(c) The Green function $G$ also governed the higher cumulants, for instance the third cumulant via the third-order correction

$$\mu_3 = \langle l_0 | w_{\text{per}} G w_{\text{per}} G w_{\text{per}} | r_0 \rangle - \mu_1 \langle l_0 | w_{\text{per}} G^2 w_{\text{per}} | r_0 \rangle$$

and the fourth cumulant via the fourth-order correction

$$\mu_4 = \langle l_0 | w_{\text{per}} G w_{\text{per}} G w_{\text{per}} G w_{\text{per}} | r_0 \rangle - \mu_2 \langle l_0 | w_{\text{per}} G^2 w_{\text{per}} | r_0 \rangle - \mu_1 \langle l_0 | w_{\text{per}} G^2 w_{\text{per}} G w_{\text{per}} | r_0 \rangle - \mu_1 \langle l_0 | w_{\text{per}} G w_{\text{per}} G^2 w_{\text{per}} | r_0 \rangle$$

$$+ \mu_1^2 \langle l_0 | w_{\text{per}} G^3 w_{\text{per}} | r_0 \rangle$$

2.2.3. Discussion. In conclusion, if one wishes to obtain the full large deviations properties of the empirical time-averaged observable $O_T$, one needs to compute the highest eigenvalue $\mu(k)$ of the deformed operator of equation (16) for any $k$. While this is not possible in many interesting models, one can always consider the perturbative expansion around $k = 0$ mentioned above, or one can instead start from the explicit large deviations at level 2.5 as explained in the next subsection.

2.3. Explicit large deviations at level 2.5 for the time-averaged density and the time-averaged flows

As recalled in the introduction, the large deviations at level 2.5 are explicit for various types of Markov processes. For a very long dynamical trajectory $x(0 \leq t \leq T)$ of the Markov jump process of equation (3), the empirical time-averaged density $\rho_T(x)$ measures the histogram of the various configurations $x$ seen during the dynamical trajectory $x(0 \leq t \leq T)$

$$\rho_T(x) \equiv \frac{1}{T} \int_0^T dt \, \delta_{x(t), x}$$

while the empirical time-averaged flows characterize the jumps seen during the dynamical trajectory $x(0 \leq t \leq T)$

$$q_T(x, y) \equiv \frac{1}{T} \sum_{t : x(t^+) \neq x(t^-)} \delta_{x(t^+), x} \delta_{x(t^-), y}$$
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The joint probability to see the empirical density \( \rho(x) \) and to see the empirical flows \( q(x, y) \) follows the large deviation form \([21, 24–41]\)

\[
P_T^{\text{Level 2.5}}[\rho(.); q(.),] \propto \delta \left( \sum_x \rho(x) - 1 \right) \times \prod_x \left[ \sum_{y \neq x} (q(x, y) - q(y, x)) \right] e^{-TI_{2.5}[\rho(.); q(.)]} \quad (26)
\]

that involves the normalization constraint for \( \rho(.) \) and the stationarity constraints for the flows \( q(.,.), \) i.e. for any \( x \), the total incoming flow into \( x \) should be equal to the total outgoing flow out of \( x \). The rate function at level 2.5 is explicit for any continuous-time Markov chain generator \( w \)

\[
I_{2.5}[\rho(.); q(.)] = \sum_x \sum_{y \neq x} \left[ q(x, y) \ln \left( \frac{q(x, y)}{w(x, y)\rho(y)} \right) - q(x, y) + w(x, y)\rho(y) \right] \quad (27)
\]

2.4. Contraction towards the level 2 for the empirical density \( \rho(.) \) alone and towards the level 1

The large deviations at level 2 for the probability of the empirical density \( \rho(.) \) alone can be obtained via integration over the empirical flow \( q(.,.), \) of the joint probability at level 2.5 of equation (26)

\[
P_T^{\text{Level 2}}[\rho(.)] \propto \delta \left( \sum_x \rho(x) - 1 \right) \int \mathcal{D}q(.,.). \prod_x \left[ \sum_{y \neq x} (q(x, y) - q(y, x)) \right] e^{-TI_{2.5}[\rho(.); q(.)]}
\times \delta \left( \sum_x \rho(x) - 1 \right) e^{-TI_{2}[\rho(.)]} \quad (28)
\]

So the rate function \( I_2[\rho(.)] \) at level 2 will be explicit only if one is able to find the optimal flows \( q^{opt}(.,.) \) that dominate the integral over \( q(.,.) \) above, as a function of the given empirical density \( \rho(.) \).

If the level 2 is explicit, one can try to compute the rate function at level 1 of equation (11) via the contraction of the level 2 of equation (28) as follows

\[
P_T^{\text{Level 1}}[O] \sim \int \mathcal{D}\rho(.) \delta \left( O - \sum_x O^x(x)\rho(x) \right) \delta \left( \sum_x \rho(x) - 1 \right) e^{-TI_{2}[\rho(.)]} \quad (29)
\]

Equivalently, the generating function of equation (13) corresponds to the contraction

\[
\langle e^{kO_T} \rangle \equiv \sim \int \mathcal{D}\rho(.) \delta \left( \sum_x \rho(x) - 1 \right) e^{T \left( k \sum_x O^x(x)\rho(x) - I_{2}[\rho(.)] \right)} \quad (30)
\]

https://doi.org/10.1088/1742-5468/ac22f9
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2.5. Diffusion processes in continuous space in dimension \(d\): explicit large deviations at level 2.5

For the Fokker–Planck dynamics in dimension \(d\) involving the diffusion coefficient \(D(\vec{x})\) and the force field \(\vec{F}(\vec{x})\)

\[
\frac{\partial P_t(\vec{x})}{\partial t} = \frac{\partial}{\partial \vec{x}} \left[ -\vec{F}(\vec{x}) P_t(\vec{x}) + D(\vec{x}) \frac{\partial}{\partial \vec{x}} P_t(\vec{x}) \right]
\]

(31)

the joint distribution of the empirical density \(\rho(.)\) and of the empirical current \(\vec{j}(\vec{x})\) satisfy the large deviation form \([24, 25, 29, 30, 33, 42–44]\)

\[
P_T[\rho(.), \vec{j}(.)] \simeq \lim_{T \to +\infty} T \left( \int d^d \vec{x} \rho(\vec{x}) - 1 \right) \left[ \prod_{\vec{x}} \delta \left( \vec{\nabla}.\vec{j}(\vec{x}) \right) \right] e^{-TI_{2.5}[\rho(.), \vec{j}(.)]}
\]

(32)

that involves the normalization constraint for the density \(\rho(.)\) and the divergence-free stationarity constraint for the current \(\vec{j}(\vec{x})\), while the rate function at level 2.5 reads

\[
I_{2.5}[\rho(.), \vec{j}(.)] = \int \frac{d^d \vec{x}}{4D(\vec{x}) \rho(\vec{x})} \left[ \vec{j}(\vec{x}) - \rho(\vec{x}) \vec{F}(\vec{x}) + D(\vec{x}) \frac{\partial}{\partial \vec{x}} \rho(\vec{x}) \right]^2
\]

(33)

3. Reminder on the thermal equilibrium of the Curie–Weiss model

In the following sections, we will analyzed in detail various Markov dynamics that converge towards the thermal equilibrium of the Curie–Weiss model, whose properties are briefly recalled in the present section.

3.1. Curie–Weiss model: mean-field ferromagnetic model for \(N\) spins with \(2^N\) configurations

The Curie–Weiss model is the mean-field ferromagnetic model of coupling \(J > 0\) for \(N\) spins \(S_i = \pm 1\) with \(i = 1, 2, \ldots, N\), with \(2^N\) configurations \(C = \{S_1, \ldots, S_N\}\) of energy

\[
\mathcal{E}(C = \{S_1, \ldots, S_N\}) = -\frac{J}{2N} \sum_{i=1}^{N} \sum_{j=1}^{N} S_i S_j
\]

(34)

At inverse temperature \(\beta\), the probability to see the configuration \(C\) follows the Boltzmann distribution

\[
\mathcal{P}_N \equiv \frac{e^{-\beta \mathcal{E}(C)}}{Z_N}
\]

\[
Z_N = \sum_C e^{-\beta \mathcal{E}(C)}
\]

(35)

In the two following subsections, we recall the equilibrium distributions of the extensive magnetization \(M\) for finite size \(N\), and of the intensive magnetization \(m\) for large \(N \to +\infty\).
3.2. Equilibrium distribution for the even extensive magnetization $M \in \{-N, \ldots, -2, 0, 2, \ldots, N\}$

For definiteness, we will only consider the case of an even number $N$ of spins, where the extensive magnetization

$$M \equiv \sum_{i=1}^{N} S_i$$

(36)

takes the $(N + 1)$ even values

$$M \in \{-N, -N + 2, \ldots, -2, 0, 2, \ldots, N - 2, N\}$$

(37)

The energy of the configuration $C = \{S_1, \ldots, S_N\}$ in equation (34) only depends on its magnetization $M$

$$\mathcal{E}(C = \{S_1, \ldots, S_N\}) = -\frac{J}{2N} \left( \sum_{i=1}^{N} S_i \right)^2 = -\frac{J}{2N} M^2$$

(38)

or equivalently of the numbers $N_\pm$ of positive and negative spins among the $N = N_+ + N_-$ spins

$$N_+ = \frac{N + M}{2}$$

$$N_- = \frac{N - M}{2}$$

(39)

The number $\Omega(M)$ of configurations with magnetization $M$ is given by the binomial coefficient

$$\Omega_N(M) = \frac{N!}{N_+! N_-!} = \frac{N!}{\left( \frac{N + M}{2} \right)! \left( \frac{N - M}{2} \right)!}$$

(40)

As a consequence, the thermal equilibrium of equation (35) for the $2^N$ configurations can be projected onto the probability to see the even magnetization $M$

$$P_{eq}^N(M) = \frac{\Omega_N(M) e^{\beta M^2}}{Z_N}$$

(41)

with the normalization

$$Z_N = \sum_{M=-N}^{N} \Omega_N(M) e^{\beta N M^2}$$

(42)

Note that in the whole paper, in any sum concerning the extensive magnetization $M$, it will be implied that $M$ is even.

The convergence towards the equilibrium distribution of equations (35) and (41) will be analyzed for the single-spin-flip Markov dynamics either with detailed-balance in section 4 or with the skew-detailed-balance in section 5.
3.3. Large deviations for the intensive magnetization $m = \frac{M}{N} \in [-1, +1]$ for large size $N \to +\infty$

For large size $N \to +\infty$, one wishes to focus on the intensive magnetization

$$m \equiv \frac{M}{N} = \frac{1}{N} \sum_{i=1}^{N} S_i \in [-1, +1] \quad (43)$$

Using the Stirling approximation for the factorials in equation (40)

$$\Omega_N(M = Nm) \simeq \frac{2^N}{\sqrt{N \pi m N}} e^{-N\left[\frac{1+m}{2} \ln(1+m) + \frac{1-m}{2} \ln(1-m)\right]} \quad (44)$$

one obtains that the probability $p_{eq}^N(m)$ to see the intensive magnetization $m$ follows the large deviation form for large size $N$

$$p_{eq}^N(m) \simeq e^{-N[V(m) - V_{\text{min}}]} \quad (45)$$

with the effective potential

$$V(m) = \frac{(1 + m)}{2} \ln(1 + m) + \frac{(1 - m)}{2} \ln(1 - m) - \frac{\beta J}{2} m^2 \quad (46)$$

while $V_{\text{min}}$ is the minimum value of this potential. The two first derivatives of the effective potential of equation (46)

$$V'(m) = \frac{\ln(1 + m) - \ln(1 - m)}{2} - \beta J m$$
$$V''(m) = \frac{1}{1+m} + \frac{1}{1-m} - \beta J = \frac{1}{1 - m^2} - \beta J \quad (47)$$

and the perturbative expansion around zero magnetization $m = 0$

$$V(m) = (1 - \beta J) \frac{m^2}{2} + \frac{m^4}{12} + O(m^6) \quad (48)$$

allows to identify the ferromagnetic transition at the critical point $\beta_c J = 1$:

(a) In the high temperature phase $\beta J < \beta_c J = 1$: the curvature of the potential is always positive $V''(m) > 0$, the derivative $V'(m)$ is negative for $m < 0$, vanishes at $m = 0$ and is positive for $m > 0$. So the minimum $V_{\text{min}}$ of the potential is at zero magnetization $m = 0$

$$V_{\text{min}} = 0 = V(m = 0) \quad (49)$$
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with the positive curvature $V''(m = 0) = 1 - \beta J > 0$. For later purposes, it is useful to write explicitly the sign of the derivative of the potential in this high temperature phase $\beta J < \beta_c J = 1$

$$V'(m) < 0 \quad \text{for} \ -1 < m < 0$$
$$V'(m) > 0 \quad \text{for} \ 0 < m < 1$$  \hspace{1cm} (50)

(b) At the critical point $\beta_c J = 1$, the minimum of the potential is still at $m = 0$ (equation (49)) but the corresponding curvature vanishes $V''(0) = 1 - \beta_c J = 0$, so that the leading term in the series expansion of equation (48) is of order $m^4$.

(c) In the low temperature phase $\beta J < \beta_c J = 1$, $m = 0$ is a local maximum, while the two symmetric minima at $(\pm m_{sp}(\beta)) \neq 0$ satisfying $V'(\pm m_{sp}(\beta)) = 0$ represent the spontaneous magnetization of ferromagnetic phase. For later purposes, it is useful to write explicitly the sign of the derivative of the potential in this low temperature phase $\beta J > \beta_c J = 1$

$$V'(m) < 0 \quad \text{for} \ -1 < m < -m_{sp}(\beta)$$
$$V'(m) > 0 \quad \text{for} \ -m_{sp}(\beta) < m < 0$$
$$V'(m) < 0 \quad \text{for} \ 0 < m < m_{sp}(\beta)$$
$$V'(m) > 0 \quad \text{for} \ m_{sp}(\beta) < m < 1$$  \hspace{1cm} (51)

The convergence towards the equilibrium distribution of equation (45) for the continuous intensive magnetization $m \in [-1, +1]$ will be analyzed for the appropriate detailed-balance diffusion process in section 6 and for the appropriate skew-detailed-balance run-and-tumble process in section 7.

4. Detailed-balance Markov chain for the magnetization $M \in [-N, \ldots, +N]$  

4.1. Single-spin-flip Markov chain satisfying detailed-balance in the space of the $2^N$ configurations

The single-spin-flip master equation

$$\partial_t P_t(C) = \sum_{i=1}^{N} [W(C, \sigma_i^T C)P_t(\sigma_i^T C) - W(\sigma_i^T C, C)P_t(C)]$$  \hspace{1cm} (52)

has the following meaning. From the configuration $C = \{S_1, \ldots, S_i, \ldots, S_N\}$, the possible elementary moves are towards the $N$ configurations $(\sigma_i^T C) = \{S_1, \ldots, -S_i, \ldots, S_N\}$ obtained by the flip of a single spin $S_i$ towards $(-S_i)$, and they occur with the rates $W(\sigma_i^T C, C)$.

The simplest way to ensure the convergence of equation (52) towards the thermal equilibrium of equation (35) is to choose rates that satisfy detailed-balance, i.e. where
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the current on each link vanishes in the steady state

\[ 0 = \mathcal{W}_{\text{DB}}(C, \sigma^+_i C) P_{\text{eq}}(\sigma^+_i C) - \mathcal{W}_{\text{DB}}(\sigma^-_i, C) P_{\text{eq}}(C) \]  

(53)

Following previous studies [50, 52, 86], we will consider the simplest rates satisfying detailed-balance

\[ \mathcal{W}_{\text{DB}}(\sigma^+_i C, C) = e^{-\beta S_i \frac{M(C)}{2}} \]  

(54)
i.e. more explicitly.

(a) If \( S_i = -1 \), the flip is towards \( S_i = +1 \) and the corresponding rate reads

\[ \mathcal{W}_{\text{DB}}(\sigma^+_i C, C) = e^{\beta J M(C)} \]  

(55)

(b) If \( S_i = +1 \), the flip is towards \( S_i = -1 \), and the corresponding rate reads

\[ \mathcal{W}_{\text{DB}}(\sigma^-_i C, C) = e^{-\beta J M(C)} \]  

(56)

4.2. Markov chain satisfying detailed-balance for the discrete extensive magnetization \( M \in \{-N, \ldots, N - 2, N\} \)

The dynamics in the configuration space of equation (52) can be projected onto the one-dimensional dynamics for the \((N + 1)\) possible values of the magnetization \( M \in \{-N, \ldots, N - 2, N\} \) of equation (37)

\[ \partial_t P_t(M) = [W^+(M - 2) P_t(M - 2) - W^+(M) P_t(M)] + [W^-(M + 2) P_t(M + 2) - W^-(M) P_t(M)] \]  

(57)

with the transition rates

\[ W^+(M) = N_+ e^{\beta J M} \left( \frac{N - M}{2} \right) e^{\beta J M} \]

\[ W^-(M) = N_+ e^{\beta J M} \left( \frac{N + M}{2} \right) e^{-\beta J M} \]  

(58)

These rates satisfy the detailed-balance condition with respect to the equilibrium distribution of equation (41) as it should for consistency

\[ \frac{W^-(M + 2) P_{\text{eq}}(M + 2)}{W^+(M) P_{\text{eq}}(M)} = 1 \]  

(59)

The magnetization dynamics of equation (57) is of the form of equation (3)

\[ \partial_t P_t(M) = \sum_{M'} w(M, M') P_t(M') \]  

(60)

with the Markov matrix

\[ w(M, M') = [\delta_{M,M'+2} - \delta_{M,M'}] W^+(M') + [\delta_{M,M'-2} - \delta_{M,M}] W^-(M') \]  

(61)
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The Green function governing the typical convergence properties (see the reminder in appendix A) is given in appendix B, while here we apply the framework summarized in section 2 to analyze the large deviations properties.

4.3. Large deviations at level 2.5 for the empirical density \( \rho(M) \) and the empirical flows \( q(M \pm 2, M) \)

For the magnetization dynamics of equation (57), the large deviations at level 2.5 (see subsection 2.3) involve the empirical magnetization density

\[
\rho(M) \equiv \frac{1}{T} \int_0^T dt \delta_{M(t),M} \tag{62}
\]

and the empirical magnetization flows from \( M \) towards \( M \pm 2 \)

\[
q(M \pm 2, M) \equiv \frac{1}{T} \sum_{t: M(t^+) \neq M(t^-)} \delta_{M(t^+),M \pm 2} \delta_{M(t^-),M} \tag{63}
\]

The joint probability distribution of the empirical density \( \rho(,.) \) and the empirical flows \( q(,.,.) \) follows the large deviation form of equation (26)

\[
P_T^{level~2.5}[\rho(,.);q(.,,.)] \propto e^{-TI_{2.5}[\rho(,.);q(.,,.)]} \left( \sum_{M=-N}^{N} \rho(M) - 1 \right)
\times \prod_{M=-N}^{N} \delta \left[ q(M - 2, M) + q(M + 2, M) - q(M, M - 2) - q(M, M + 2) \right] \tag{64}
\]

with the rate function of equation (27)

\[
I_{2.5}[\rho(,.);q(.,,.)] = \sum_{M=-N}^{N-2} \left[ q(M + 2, M) \ln \left( \frac{q(M + 2, M)}{W^+(M)\rho(M)} \right) - q(M + 2, M) \right] + W^+(M)\rho(M) \tag{65}
\]

\[
+ \sum_{M=-N}^{N-2} \left[ q(M, M + 2) \ln \left( \frac{q(M, M + 2)}{W^-(M + 2)\rho(M + 2)} \right) - q(M, M + 2) + W^-(M + 2)\rho(M + 2) \right]
\]

The stationarity constraints for flows in equation (64) means that the current on each link takes the same value \( j \) for any magnetization \( M \)

\[
q(M, M - 2) - q(M - 2, M) = q(M + 2, M) - q(M, M + 2) = j \tag{66}
\]

and the boundary conditions at \( M = \pm N \) with no flows imply that this current vanishes \( j = 0 \). As a consequence, it is convenient to replace the two flows on each link by the new function \( q_s \) of their middle-point

\[
q(M, M + 2) = q(M + 2, M) = q_s(M + 1) \tag{67}
\]

https://doi.org/10.1088/1742-5468/ac22f9
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\[
P^\text{Level 2.5}_T[\rho(.); q_s(.)] \overset{T \to +\infty}{\sim} \delta \left( \sum_{M=-N}^{N} \rho(M) - 1 \right) e^{-TI^{\text{2.5}}[\rho(.); q_s(.)]} \tag{68}
\]
with the rate function
\[
I^{\text{2.5}}[\rho(.); q_s(.)] = \sum_{M=-N}^{N-2} \left[ q_s(M + 1) \ln \left( \frac{q_s(M + 1)}{W^+(M)\rho(M)} \right) - q_s(M + 1) + W^+(M)\rho(M) \right] \\
+ \sum_{M=-N}^{N-2} \left[ q_s(M + 1) \ln \left( \frac{q_s(M + 1)}{W^-(M + 2)\rho(M + 2)} \right) - q_s(M + 1) + W^-(M + 2)\rho(M + 2) \right] \\
= \sum_{M=-N}^{N-2} \left[ q_s(M + 1) \ln \left( \frac{q_s^2(M + 1)}{W^+(M)\rho(M)W^-(M + 2)\rho(M + 2)} \right) \\
- 2q_s(M + 1) + W^+(M)\rho(M) + W^-(M + 2)\rho(M + 2) \right] \tag{69}
\]

4.4. Large deviations at level 2 for the empirical density \(\rho(M)\) alone

For a given empirical density \(\rho(M)\), the optimization of the rate function of equation (69) with respect to the link flow \(q_s(M + 1)\)
\[
0 = \frac{\partial I^{\text{2.5}}[\rho(.); q_s(.)]}{\partial q_s(M + 1)} = \ln \left( \frac{q_s^2(M + 1)}{W^+(M)\rho(M)W^-(M + 2)\rho(M + 2)} \right) \tag{70}
\]
yields the explicit optimal value
\[
q_s^{\text{opt}}(M + 1) = \sqrt{W^+(M)\rho(M)W^-(M + 2)\rho(M + 2)} \tag{71}
\]
as a function of the given empirical density \(\rho(M)\). So the probability distribution of the empirical density \(\rho(.)\) alone follows the large deviation form
\[
P^\text{Level 2}_T[\rho(.)] \overset{T \to +\infty}{\sim} \delta \left( \sum_{M=-N}^{N} \rho(M) - 1 \right) e^{-TI^{\text{2}}[\rho(.)]} \tag{72}
\]
where the rate function at level 2 obtained from the optimal value of the rate function at the level 2.5 of equation (69) is explicit
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\[ I_2[\rho(.)] = I_{2,5}[\rho(.) ; q_{\sigma}^{eq}(.)] \]

\[ = \sum_{M=-N}^{N-2} \left[ W^+(M)\rho(M) + W^-(M+2)\rho(M+2) \right. \]

\[ - 2\sqrt{W^+(M)\rho(M)W^-(M+2)\rho(M+2)} \]

\[ = \sum_{M=-N}^{N-2} \left[ \sqrt{W^+(M)\rho(M)} - \sqrt{W^-(M+2)\rho(M+2)} \right]^2 \]

(73)

In the last expression, the detailed-balance condition of equation (59) can be used to replace \( W^-(M+2) = \frac{W^{+(M)}P_{eq}(M)}{P_{eq}(M+2)} \) to obtain the final result

\[ I_2[\rho(.)] = \sum_{M=-N}^{N-2} W^+(M)P_{eq}(M) \left[ \sqrt{\frac{\rho(M)}{P_{eq}(M)}} - \sqrt{\frac{\rho(M+2)}{P_{eq}(M+2)}} \right]^2 \]

(74)

where the vanishing for \( \rho(M) = P_{eq}(M) \) is obvious. The closed form of this rate function at level 2 is a specific example of the standard theory of Donsker and Varadhan [87] for Markov jump processes satisfying detailed-balance. Here the level 2 has been derived from the contraction of the level 2.5 in order to have a unified framework with the other sections concerning Markov processes breaking detailed-balance.

5. Skew-detailed-balance Markov chain for the magnetization \( M \in [-N, \ldots, +N] \)

5.1. Single-spin-flip Markov chain satisfying skew-detailed-balance in the space of configurations

For the present Curie–Weiss model, the skew-detailed-balance algorithm introduced by Konstantin Turitsyn, Michael Chertkov and Marija Vucelja in [4] (see the review [8] and references therein) can be summarized as follows. Besides the configuration \( C = \{S_1, \ldots, S_i, \ldots, S_N\} \) of the \( N \) spins, one introduces the supplementary variable \( \sigma = \pm \) that will restrict the next possible moves as follows:

(a) When \( \sigma = +1 \), only the single-spin-flip towards configurations \( \sigma^+ C \) of higher magnetization are possible.

(b) When \( \sigma = -1 \), only the single-spin-flip towards configurations \( \sigma^- C \) of lower magnetization are possible.

In addition, the supplementary variable can flip \( \sigma \to -\sigma \) with some switching rates \( \Gamma^\sigma(C) \) without changing the configuration \( C \). As a consequence, the master equations for the probability \( P_\tau^\sigma(C) \) to be in configuration \( C \) and in the copy \( \sigma \) at time \( t \) are of the form
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\[
\begin{align*}
\partial_t \mathcal{P}^+_i(C) &= \sum_{i:S_i=1} \mathcal{W}^+(C,\sigma_i^-C)\mathcal{P}^+_i(\sigma_i^-C) - \sum_{i:S_i=-1} \mathcal{W}^+(\sigma_i^+C,\sigma_i^-C)\mathcal{P}^+_i(C) \\
&\quad - \Gamma^+(C)\mathcal{P}^+_i(C) + \Gamma^-(C)\mathcal{P}^-_i(C) \\
\partial_t \mathcal{P}^-_i(C) &= \sum_{i:S_i=-1} \mathcal{W}^-(C,\sigma_i^+C)\mathcal{P}^-_i(\sigma_i^+C) - \sum_{i:S_i=1} \mathcal{W}^-(\sigma_i^-C,\sigma_i^+C)\mathcal{P}^-_i(C) \\
&\quad + \Gamma^+(C)\mathcal{P}^-_i(C) - \Gamma^-(C)\mathcal{P}^-_i(C)
\end{align*}
\]

(75)

where the rates have to be chosen in order to ensure the convergence towards the steady state related to the equilibrium distribution \(\mathcal{P}_{eq}(C)\) of (35)

\[
\mathcal{P}^+_i(C) = \mathcal{P}^-_i(C) = \frac{\mathcal{P}_{eq}(C)}{2}
\]

(76)

So the rates have to satisfy

\[
\begin{align*}
0 &= \sum_{i:S_i=1} \mathcal{W}^+(C,\sigma_i^-C)\mathcal{P}_{eq}(\sigma_i^-C) - \sum_{i:S_i=-1} \mathcal{W}^+(\sigma_i^+C,\sigma_i^-C)\mathcal{P}_{eq}(C) \\
&\quad - \Gamma^+(C)\mathcal{P}_{eq}(C) + \Gamma^-(C)\mathcal{P}_{eq}(C) \\
0 &= \sum_{i:S_i=-1} \mathcal{W}^-(C,\sigma_i^+C)\mathcal{P}_{eq}(\sigma_i^+C) - \sum_{i:S_i=1} \mathcal{W}^-(\sigma_i^-C,\sigma_i^+C)\mathcal{P}_{eq}(C) \\
&\quad + \Gamma^+(C)\mathcal{P}_{eq}(C) - \Gamma^-(C)\mathcal{P}_{eq}(C)
\end{align*}
\]

(77)

and the choices proposed by Konstantin Turitsyn, Michael Chertkov and Marija Vucelja in [4] (see the review [8] and references therein) can be explained as follows.

(a) The sum of these two equations allows to eliminate the switching rates \(\Gamma^\pm(C)\)

\[
0 = \sum_{i:S_i=1} \left[ \mathcal{W}^+(C,\sigma_i^-C)\mathcal{P}_{eq}(\sigma_i^-C) - \mathcal{W}^-(\sigma_i^-C,\sigma_i^+C)\mathcal{P}_{eq}(C) \right] \\
+ \sum_{i:S_i=-1} \left[ \mathcal{W}^-(C,\sigma_i^+C)\mathcal{P}_{eq}(\sigma_i^+C) - \mathcal{W}^+(\sigma_i^-C,\sigma_i^-C)\mathcal{P}_{eq}(C) \right]
\]

(78)

The simplest way to satisfy these equations is to impose the skew-detailed-balance [4] for the spin-flip rates \(\mathcal{W}^\pm(\ldots,\ldots)\)

\[
0 = \mathcal{W}^+_{\text{SDB}}(C,\sigma_i^-C)\mathcal{P}_{eq}(\sigma_i^-C) - \mathcal{W}^-_{\text{SDB}}(\sigma_i^-C,\sigma_i^+C)\mathcal{P}_{eq}(C)
\]

(79)

The physical meaning is that the total current after summing over the two copies vanishes. As a consequence, one can choose the rates as in equation (54) with (55) concerning the detailed-balance dynamics and (56)

\[
\begin{align*}
\mathcal{W}^+(\sigma_i^+C,\sigma_i^-C) &= e^{\beta J M(C)} \\
\mathcal{W}^-(\sigma_i^-C,\sigma_i^+C) &= e^{-\beta J M(C)}
\end{align*}
\]

(80)

(b) Rewriting the second equation of equation (77) using equation (79) for the first term, one obtains that \(\mathcal{P}_{eq}(C)\) appears in factor of all the terms, so that what remains
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$$\Gamma^+(C) - \Gamma^-(C) = \sum_{i: S_i = +1} W^- (\sigma_i^- C, C) - \sum_{i: S_i = -1} W^+ (\sigma_i^+ C, C)$$

$$= \left( \frac{N + M(C)}{2} \right) e^{-\beta J M(C)} - \left( \frac{N - M(C)}{2} \right) e^{\beta J M(C)}$$

(81)

The choice of [4] is as follows: for each configuration $C$, one imposes that one of the two switching rates $\Gamma^\pm(C)$ vanishes, so that it is the sign and the amplitude of the right hand site of equation (81) that determines which switching rate does not vanish and what is its value

$$\Gamma^+(C) = \max \left[ 0, \left( \frac{N + M(C)}{2} \right) e^{-\beta J M(C)} - \left( \frac{N - M(C)}{2} \right) e^{\beta J M(C)} \right]$$

$$\Gamma^-(C) = \max \left[ 0, -\left( \frac{N + M(C)}{2} \right) e^{-\beta J M(C)} + \left( \frac{N - M(C)}{2} \right) e^{\beta J M(C)} \right]$$

(82)

5.2. Corresponding skew-detailed-balance lifted-Markov-chain for the magnetization $M \in [-N, \ldots, +N]$

The lifted dynamics of equation (75) can be projected onto the following dynamics for the magnetization $M$

$$\partial_t P_t^+(M) = W^+(M - 2) P_t^+(M - 2) - W^+(M) P_t^+(M)$$

$$- \Gamma^+(M) P_t^+(M) + \Gamma^-(M) P_t^-(M)$$

$$\partial_t P_t^-(M) = W^-(M + 2) P_t^-(M + 2) - W^-(M) P_t^-(M)$$

$$+ \Gamma^+(M) P_t^+(M) - \Gamma^-(M) P_t^-(M)$$

(83)

with the following rates.

5.2.1. Skew-detailed-balance for the rates $W^\pm(M)$ governing the changes in magnetization in each copy. The rates $W^\pm(.)$ governing the changes in magnetization are given by the same expression as in equation (58)

$$W^+(M) = N_- e^{\beta J \frac{M}{N}} = \left( \frac{N - M}{2} \right) e^{\beta J \frac{M}{N}}$$

$$W^-(M) = N_+ e^{\beta J \frac{M}{N}} = \left( \frac{N + M}{2} \right) e^{-\beta J \frac{M}{N}}$$

(84)

So they satisfy the corresponding skew-detailed-balance condition (equation (79))

$$0 = W^-(M + 2) P_{eq}(M + 2) - W^+(M) P_{eq}(M)$$

(85)

that ensures the convergence towards the steady-state similar to equation (76)

$$P^+_*(M) = P^-_*(M) = \frac{P_{eq}(M)}{2}$$

(86)
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5.2.2. Switching rates $\Gamma^\pm(M)$ between the two copies at magnetization $M$. The switching rates $\Gamma^\pm(.)$ obtained from equation (82) read

$$
\Gamma^+(M) = \max [0, W^-(M) - W^+(M)] \\
\Gamma^-(M) = \max [0, W^+(M) - W^-(M)]
$$

(87)

In particular, they satisfy the analog of equation (81)

$$
\Gamma^+(M) - \Gamma^-(M) = W^-(M) - W^+(M)
$$

(88)

or equivalently

$$
\Gamma^+(M) + W^+(M) = \Gamma^-(M) + W^-(M)
$$

(89)

with the following physical meaning: the total rate $(\Gamma^+(M) + W^+(M))$ out of the state $(M, \sigma = +)$ should be equal to the total rate $(\Gamma^-(M) + W^-(M))$ out of the state $(M, \sigma = -)$.

In order to find the biggest rate between $W^+(M)$ and $W^-(M)$ of equation (84), it is useful to rewrite their ratio in terms of the derivative $V'(m)$ of equation (47)

$$
\frac{W^-(M)}{W^+(M)} = \left(\frac{\frac{N+M}{2}}{\frac{N-M}{2}}\right) e^{-\beta J \frac{M}{N}} = \frac{1 + \frac{M}{N}}{1 - \frac{M}{N}} e^{-2\beta J \frac{M}{N}} = e^{2 V'(\frac{M}{N})}
$$

(90)

As a consequence, the sign of the derivative $V'(\frac{M}{N})$ determines which switching rate vanishes, and one can rewrite equation (87) in terms of the Heaviside theta function $\theta(.)$ of the derivative $V'(m)$

$$
\Gamma^+(M) = \theta \left( V' \left( \frac{M}{N} \right) \right) [W^-(M) - W^+(M)] \\
\Gamma^-(M) = \theta \left( -V' \left( \frac{M}{N} \right) \right) [W^+(M) - W^-(M)]
$$

(91)

Since the regions where the derivative $V'(m)$ is positive or negative are different in the high-temperature phase (see equation (50)) and in the low-temperature phase (see equation (51)), it is useful to write more explicitly the two cases:

(a) In the high-temperature phase $\beta J < \beta_c J = 1$ or exactly at criticality, the switching rates of equation (91) read (see equation (50))

$$
\Gamma^+(M) = 0 \quad \text{and} \quad \Gamma^-(M) = W^+(M) - W^-(M) \quad \text{for} \quad M < 0 \\
\Gamma^+(M) = W^-(M) - W^+(M) \quad \text{and} \quad \Gamma^-(M) = 0 \quad \text{for} \quad M > 0
$$

(92)
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(b) In the low-temperature phase $\beta J > \beta_c J = 1$, the switching rates of equation (91) read (see equation (51))

$$
\Gamma^+(M) = 0 \quad \text{and} \quad \Gamma^-(M) = W^+(M) - W^-(M)
$$

for $M < -Nm_{sp}(\beta)$ and $0 < M < Nm_{sp}(\beta)$

$$
\Gamma^+(M) = W^-(M) - W^+(M) \quad \text{and} \quad \Gamma^-(M) = 0
$$

for $-Nm_{sp}(\beta) < M < 0$ and $Nm_{sp}(\beta) < M$

(93)

5.2.3. Summary: Markov matrix for the directed Markov jump process on the ladder.

The dynamics of equation (83) can be rewritten as equation (3) where the state $x = (M, \sigma)$ contains both the magnetization $M$ and the supplementary variable $\sigma = \pm 1$

$$
\frac{\partial_t P^\sigma}{P^\sigma} = \sum_{\sigma' = \pm 1} \sum_{M'} w^{\sigma, \sigma'}_{M, M'} P^\sigma (M')
$$

with the Markov matrix

$$
w^{\sigma, \sigma'}_{M, M'} = \delta^{\sigma, \sigma'} + \left[ \delta_{M, M'+2} - \delta_{M, M'} \right] W^+(M') + \delta^{\sigma, -} \left[ \delta_{M, M'-2} - \delta_{M, M'} \right] W^-(M')

+ \left[ \delta^{\sigma, +} - \delta^{\sigma, -} \right] \delta_{M, M'} \Gamma^-(M') + \left[ \delta^{\sigma, -} - \delta^{\sigma, +} \right] \delta^{\sigma', +} \delta_{M, M'} \Gamma^+(M')
$$

(95)

The enlarged configuration space $(M, \sigma = \pm 1)$ is thus a ladder, and the flows are possible only in one direction on each link. The Green function governing the typical convergence properties (see the reminder in appendix A) is computed in appendix C, while here we apply the framework summarized in section 2 to analyze the large deviations properties.

5.3. Explicit large deviations at level 2.5 for the empirical densities $\rho^\pm(M)$ and the empirical flows

For the present dynamics, the large deviations at level 2.5 of equation (26) involve the following empirical observables with their constraints:

(a) The two empirical densities of the magnetization $M$ in the two copies $\sigma = \pm 1$

$$
\rho^\sigma(M) \equiv \frac{1}{T} \int_0^T dt \delta_{\sigma(t), \sigma} \delta_{M(t), M}
$$

satisfy the global normalization

$$
\sum_{M = -N}^N \left[ \rho^+(M) + \rho^-(M) \right] = 1
$$

(97)

(b) The magnetization current in the copy $\sigma = +$ between two neighboring magnetizations $M \to M + 2$

$$
j^+(M + 1) \equiv \frac{1}{T} \sum_{t: M(t') \neq M(t^-)} \delta_{\sigma(t), +} \delta_{M(t^+), M+2} \delta_{M(t^-), M}
$$

(98)

https://doi.org/10.1088/1742-5468/ac22f9
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$$j^-(M - 1) \equiv \frac{1}{T} \sum_{t : M(t^+) \neq M(t^-)} \delta_{\sigma(t),-} \delta_{M(t^+),M-2} \delta_{M(t^-),M}$$  \hspace{1cm} (99)

are labelled by their middle-point $(M \pm 1)$ to simplify the notations.

(c) At magnetization $M$, the switching events between the two copies are described by the empirical switching flows

$$Q^+(M) \equiv \frac{1}{T} \sum_{t \in [0,T]: \sigma(t^+) = - \neq \sigma(t^-) = +} \delta_{M(t),M}$$  \hspace{1cm} (100)

$$Q^-(M) \equiv \frac{1}{T} \sum_{t \in [0,T]: \sigma(t^+) = + \neq \sigma(t^-) = -} \delta_{M(t),M}

(d) The stationarity conditions mean that the total flows into the state $(M, \sigma)$ should be balanced by the total flows out of the state $(M, \sigma)$. These conditions read for magnetization $M$ and the two possible states $\sigma = \pm 1$

$$0 = j^+(M - 1) - j^+(M + 1) - Q^+(M) + Q^-(M)$$

$$0 = j^-(M + 1) - j^-(M - 1) + Q^+(M) - Q^-(M)$$  \hspace{1cm} (101)

The sum of these two equations allows to eliminate the two switching flows $Q^\pm(M)$ and yields that the total magnetization current takes the same $j$ on each link

$$j^+(M - 1) - j^-(M - 1) = j^+(M + 1) - j^-(M + 1) = j$$  \hspace{1cm} (102)

and thus vanishes $j = 0$ as a consequence of the boundary conditions at $M = \pm N$ without flows. As a consequence, it will be possible to eliminate all the negative currents $j^-(\cdot)$ in terms of the positive current $j^+(\cdot)$

$$j^-(M + 1) = j^+(M + 1)$$  \hspace{1cm} (103)

while the remaining stationarity condition of equation (101) involving the switching flows $Q^\pm(M)$ read

$$Q^-(M) - Q^+(M) = j^+(M + 1) - j^-(M - 1)$$  \hspace{1cm} (104)

For each magnetization $M$, one of the two switching flows $Q^\pm(M)$ is not possible as a consequence of the choice of the two switching rates $\Gamma^\pm(M)$ equation (91). So the stationarity condition of equation (104) can be rewritten more explicitly as

$$Q^+(M) = j^+(M - 1) - j^+(M + 1) \quad \text{for } V'(\frac{M}{N}) > 0$$

$$Q^-(M) = j^+(M + 1) - j^+(M - 1) \quad \text{for } V'(\frac{M}{N}) < 0$$  \hspace{1cm} (105)

https://doi.org/10.1088/1742-5468/ac22f9
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The application of the level 2.5 of equation (26) yields that the joint distribution of the two empirical density \( \rho^\pm(.) \), of the two empirical currents \( j^\pm(.) \) and of the two switching flows \( Q^\pm(.) \) reads

\[
P_T^{\text{Level 2.5}}[\rho^\pm(.), j^\pm(.), Q^\pm(.)] \sim e^{-T I_{2.5}[\rho^\pm(.), j^\pm(.), Q^\pm(.)]}
\]

\[
\times \delta\left( \sum_{M=-N}^{N} [\rho^+(M) + \rho^-(M)] - 1 \right) \left[ \prod_{M=-N}^{N-2} \delta (j^-(M+1) - j^+(M+1)) \right]
\]

\[
\times \left[ \prod_{M: V'(\frac{M}{N}) > 0} \delta (j^+(M+1) - j^+(M-1) + Q^+(M)) \right]
\]

\[
\times \left[ \prod_{M: V'(\frac{M}{N}) < 0} \delta (j^+(M+1) - j^+(M-1) - Q^-(M)) \right]
\]

(106)

with the explicit rate function at level 2.5

\[
I_{2.5}[\rho^\pm(.), j^\pm(.), Q^\pm(.)]
\]

\[
= \sum_{M=-N}^{N-2} \left[ j^+(M+1) \ln \left( \frac{j^+(M+1)}{W^+(M) \rho^+(M)} \right) - j^+(M+1) + W^+(M) \rho^+(M) \right]
\]

\[
+ \sum_{M=-N}^{N-2} \left[ j^-(M+1) \ln \left( \frac{j^-(M+1)}{W^-(M+2) \rho^-(M+2)} \right) - j^-(M+1) + W^-(M+2) \rho^-(M+2) \right]
\]

\[
+ \sum_{M: V'(\frac{M}{N}) > 0} \left[ Q^+(M) \ln \left( \frac{Q^+(M)}{[W^-(M) - W^+(M)] \rho^+(M)} \right) - Q^+(M) \right]
\]

\[
+ \left[ W^-(M) - W^+(M) \right] \rho^+(M)
\]

\[
+ \sum_{M: V'(\frac{M}{N}) < 0} \left[ Q^-(M) \ln \left( \frac{Q^-(M)}{[W^+(M) - W^-(M)] \rho^-(M)} \right) - Q^-(M) \right]
\]

\[
+ \left[ W^+(M) - W^-(M) \right] \rho^-(M)
\]

(107)
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Using equations (103) and (105) that solve the stationarity conditions, one obtains that equation (106) reduces to the joint probability distribution of three variables only, namely the two empirical density $\rho^{\pm}(.)$, and the positive currents $j^{+}(.)$.

$$P_{T}^{\text{Level 2.5}}[\rho_{\pm}(.), j^{+}(.)] \sim_{T \to +\infty} \delta \left( \sum_{M=-N}^{N} [\rho^{+}(M) + \rho^{-}(M)] - 1 \right) e^{-TI_{2.5}[\rho_{\pm}(.), j^{+}(.)]} \quad (108)$$

with the rate function

$$I_{2.5}[\rho_{\pm}(.), j^{+}(.)] = \sum_{M=-N}^{N-2} \left[ j^{+}(M + 1) \ln \left( \frac{[j^{+}(M + 1)]^{2}}{W^{+}(M)\rho^{+}(M)W^{-}(M + 2)\rho^{-}(M + 2)} \right) \right. $$

$$- 2j^{+}(M + 1) + W^{+}(M)\rho^{+}(M) + W^{-}(M + 2)\rho^{-}(M + 2) \right] + \sum_{M: V^{+}(\frac{M}{N}) > 0} \left[ j^{+}(M - 1) - j^{+}(M + 1) \right]$$

$$\times \ln \left( \frac{[j^{+}(M - 1) - j^{+}(M + 1)]}{[W^{-}(M) - W^{+}(M)]\rho^{+}(M)} \right) + j^{+}(M + 1) - j^{+}(M - 1) \right]$$

$$+ [W^{-}(M) - W^{+}(M)]\rho^{+}(M) + \sum_{M: V^{+}(\frac{M}{N}) < 0} \left[ j^{+}(M + 1) - j^{+}(M - 1) \right]$$

$$\times \left[ j^{+}(M + 1) - j^{+}(M - 1) \right] \ln \left( \frac{[j^{+}(M + 1) - j^{+}(M - 1)]}{[W^{+}(M) - W^{-}(M)]\rho^{-}(M)} \right)$$

$$- j^{+}(M + 1) + j^{+}(M - 1) + [W^{+}(M) - W^{-}(M)]\rho^{-}(M) \right] \quad (109)$$

So here the large deviations at level 2.5 are more complicated than for the detailed-balance case of the previous section where it was easy to obtain the level 2 via explicit contraction. However, the large deviations properties will be simpler for the corresponding skew-detailed-balance run-and-tumble process for the intensive continuous magnetization $m$ as described in section 7.

6. Effective detailed-balance diffusion dynamics for $m \in ]-1, 1]$ [6.1. Detailed-balance diffusion dynamics for the intensive magnetization $m \in ]-1, 1]$ for large $N$

If one wishes to replaces the detailed-balance Markov chain of equation (57) for the discrete magnetization $M$ by the corresponding diffusion process for continuous $M$, one
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\[ \partial_t P_t(M) = 2N \partial_M \left[ \partial_M P_t(M) + V' \left( \frac{M}{N} \right) P_t(M) \right] \] (110)

involving the diffusion coefficient \((2N)\) and the derivative \(V'(m)\) discussed in equation (47). For the probability \(p_t(m)\) of the intensive magnetization \(m = \frac{M}{N}\), equation (110) translates into the Fokker–Planck dynamics

\[ \partial_t p_t(m) = \frac{2}{N} \partial_m [\partial_m p_t(m) + NV'(m)p_t(m)] \] (111)

that involves the diffusion coefficient \(D = \left( \frac{2}{N} \right)\) and that converges towards the normalized equilibrium distribution (equation (45))

\[ p_{eq}(m) = \frac{e^{-NV(m)}}{\int_{-1}^{1} dx e^{-NV(x)}} \] (112)

Here, the detailed-balance property means that the current vanishes in the steady state \(p_{eq}(m)\)

\[ j_{eq}(m) = -\frac{2}{N} \left[ \partial_m p_{eq}(m) + NV'(m)p_{eq}(m) \right] = 0 \] (113)

In conclusion, equation (111) corresponds to the Fokker–Planck dynamics of equation (31) in dimension \(d = 1\)

\[ \partial_t p_t(m) = \partial_m [D \partial_m p_t(m) + 2V'(m)p_t(m)] \] (114)

where the diffusion coefficient \(D\) is independent of \(m\) (but depends on \(N\))

\[ D = \frac{2}{N} \] (115)

while the force \(F(m)\) involves the derivative \(V'(m)\) of the effective potential \(V(m)\) of equation (46)

\[ F(m) = -2V'(m) = -DNV'(m) \] (116)

The Green function governing the typical convergence properties (see the reminder in appendix A) is given in appendix D, while here we apply the framework of subsection 2.5 to analyze the large deviations properties.

6.2. Large deviations at level 2 for the empirical density \(\rho(m)\)

For the present model, the large deviations at level 2.5 of equation (32) involve the stationarity constraint for the empirical magnetization current \(j(m)\)

\[ \frac{dj(m)}{dm} = 0 \] (117)
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So the empirical current \( j(m) \) cannot depend on \( m \) and it thus vanishes \( j(m) = 0 \) as a consequence of the boundaries without flows. As a consequence, the large deviations at level 2.5 of equation (32) directly reduce to the large deviations at level 2 for the probability of the empirical density \( \rho(m) \) alone

\[
P_T[\rho(.)] \sim \frac{\delta}{T \rightarrow +\infty} \left( \int_{-1}^{+1} dm \rho(m) - 1 \right) e^{-TI_2[\rho(.)]} \tag{118}
\]

where the rate function at level 2 reads using the force \( F(m) = -DNV'(m) \) of equation (116) and the diffusion coefficient \( D = \frac{2}{N} \) of equation (115)

\[
I_2[\rho(.)] = \int_{-1}^{+1} \frac{dm}{4D \rho(m)} [-\rho(m)F(m) + D\rho'(m)]^2 \\
= \frac{1}{2N} \int_{-1}^{+1} dm \rho(m) \left[ NV'(m) + \rho'(m) \right]^2 \\
= \frac{N}{2} \int_{-1}^{+1} dm \rho(m) \left[ V'(m) + \frac{1}{N} \left( \frac{\rho'(m)}{\rho(m)} \right) \right]^2 \tag{119}
\]

In order to compare more directly with the equilibrium distribution of equation (112), it is convenient to parameterize the normalized empirical density \( \rho(.) \) via the corresponding empirical potential \( U(.) \)

\[
\rho(m) = \frac{e^{-NU(m)}}{\int_{-1}^{+1} dx e^{-NU(x)}} \tag{120}
\]

so that the rate function of equation (119) translates into

\[
I_{DB}^2 \left[ \rho(.) \right] = \frac{e^{-NU(.)}}{\int_{-1}^{+1} dx e^{-NU(x)}} = \frac{N \int_{-1}^{+1} dm e^{-NU(m)} [U'(m) - V'(m)]^2}{2 \int_{-1}^{+1} dx e^{-NU(x)}} \tag{121}
\]

In particular, the cost of a small perturbation \( \epsilon(m) = U(m) - V(m) \) of the empirical potential \( U(m) \) around the equilibrium potential \( V(m) \) reads at lowest order

\[
I_{DB}^2 \left[ \rho(.) \right] = \frac{e^{-N[V(.)] + \epsilon(.)}}{\int_{-1}^{+1} dx e^{-N[V(x)] + \epsilon(x)}} \sim \frac{N \int_{-1}^{+1} dm e^{-NV(m)} [\epsilon'(m)]^2}{2 \int_{-1}^{+1} dx e^{-NV(x)}} \tag{122}
\]

7. Effective skew-detailed-balance run-and-tumble dynamics for \( m \in [-1, 1] \)

7.1. Skew-detailed-balance run-and-tumble dynamics for the intensive magnetization \( m \in [-1, 1] \) for large \( N \)

If one wishes to replace the skew-detailed-balance Markov chain of equation (83) for the discrete magnetization \( M \) by some Markov process for continuous \( M \), one obtains the
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\[
\begin{align*}
\partial_t P_i^+(M) &= -\partial_M [NP_i^+(M)] - \tilde{\Gamma}^+(M)P_i^+(M) + \tilde{\Gamma}^-(M)P_i^-(M) \\
\partial_t P_i^-(M) &= \partial_M [NP_i^+(M)] - \tilde{\Gamma}^+(M)P_i^+(M) + \tilde{\Gamma}^-(M)P_i^-(M)
\end{align*}
\] (123)

while the switching rates \(\tilde{\Gamma}^\pm(M)\) involve the derivative \(V'(m)\) discussed in equation (47) and the Heaviside \(\theta\) function

\[
\begin{align*}
\tilde{\Gamma}^+(M) &\equiv N\theta \left( V' \left( \frac{M}{N} \right) \right) V' \left( \frac{M}{N} \right) \\
\tilde{\Gamma}^-(M) &\equiv N\theta \left( -V' \left( \frac{M}{N} \right) \right) \left[ -V' \left( \frac{M}{N} \right) \right]
\end{align*}
\] (124)

For the probabilities \(p_i^\pm(m)\) of the intensive magnetization \(m = \frac{M}{N}\), the dynamics of equation (123) translate into the run-and-tumble process involving the velocities \((\pm 1)\)

\[
\begin{align*}
\partial_t p_i^+(m) &= -\partial_m [p_i^+(m)] - \gamma^+(m)p_i^+(m) + \gamma^+(m)p_i^-(m) \\
\partial_t p_i^-(m) &= \partial_m [p_i^+(m)] + \gamma^+(m)p_i^+(m) - \gamma^+(m)p_i^-(m)
\end{align*}
\] (125)

while the switching rates remain of order \(N\)

\[
\begin{align*}
\gamma^+(m) &= N\theta \left( V'(m) \right) V'(m) \\
\gamma^-(m) &= N\theta \left( -V'(m) \right) \left[ -V'(m) \right]
\end{align*}
\] (126)

Again to be more concrete, it is useful to write more explicitly the two cases:

(a) In the high-temperature phase \(\beta J < \beta_c\) or exactly at criticality, the switching rates read (see equation (50))

\[
\begin{align*}
\gamma^+(m) = 0 \quad &\text{and} \quad \gamma^-(m) = -NV'(m) \quad \text{for} \quad m < 0 \\
\gamma^+(m) = NV'(m) \quad &\text{and} \quad \gamma^-(m) = 0 \quad \text{for} \quad m > 0
\end{align*}
\] (127)

(b) In the low-temperature phase \(\beta J > \beta_c\) or exactly at criticality, the switching rates of equation (91) read (see equation (51))

\[
\begin{align*}
\gamma^+(m) = 0 \quad &\text{and} \quad \gamma^-(m) = -NV'(m) \\
\text{for} \quad -1 \leq m < -m_{sp}(\beta) \quad &\text{and} \quad 0 < m < m_{sp}(\beta) \\
\gamma^+(m) = NV'(m) \quad &\text{and} \quad \gamma^-(m) = 0 \\
\text{for} \quad -m_{sp}(\beta) < m < 0 \quad &\text{and} \quad m_{sp}(\beta) < m \leq 1
\end{align*}
\] (128)

The steady state of equation (125) reads in terms of the equilibrium distribution of equation (112)

\[
p_{eq}^\pm(m) = \frac{1}{2} \frac{e^{-NV(m)}}{\int_{-1}^{+1} dx e^{-NV(x)}}
\] (129)
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Here, the skew-detailed-balance property means that in the steady state, the positive current $j^+_{\text{eq}}(m) = p^+_{\text{eq}}(m) > 0$ associated to the velocity $v = +1$ in the copy (+) and the negative current $j^-_{\text{eq}}(m) = -p^-_{\text{eq}}(m) < 0$ associated to the velocity $v = -1$ in the copy (−) cancel each other to produce a vanishing total current

$$j_{\text{tot}}^\text{eq}(m) = j^+_{\text{eq}}(m) + j^-_{\text{eq}}(m) = 0 \quad (130)$$

The Green function governing the typical convergence properties (see the reminder in appendix A) is computed in appendix E, while here we discuss the large deviations properties.

7.2. Explicit large deviations at level 2.5

The large deviations at various levels have been analyzed recently for the more general one-dimensional run-and-tumble processes with space-dependent velocities $v_\pm(m)$ and switching rates $\gamma_\pm(m)$ [40]. Let us summarize the main results for our present simpler model where the two velocities are unity $v_\pm(m) = 1$, while the two switching rates $\gamma_\pm(m)$ have disjoint supports, starting with the relevant empirical observables.

(a) The empirical densities $\rho^\sigma(m)$ of the intensive magnetization $m$ in the two copies $\sigma = \pm$

$$\rho^\sigma(m) \equiv \frac{1}{T} \int_0^T dt \, \delta_{\sigma(t), \sigma} \delta(m(t) - m) \quad (131)$$

satisfy the global normalization

$$\int_{-1}^{+1} dx \left[ \rho^+(m) + \rho^-(m) \right] = 1 \quad (132)$$

(b) The empirical magnetization currents in the two copies $\sigma = \pm 1$

$$j^\sigma(m) \equiv \frac{1}{T} \int_0^T dt \, \frac{d}{dt} \delta_{\sigma(t), \sigma} \delta(m(t) - m) \quad (133)$$

are directly given by the empirical densities $\rho^\sigma(m)$ as a consequence of the ballistic motion at velocity unity in each copy

$$j^+(m) = \rho^+(m)$$
$$j^-(m) = -\rho^-(m) \quad (134)$$

(c) The jumps between the two internal states $\sigma = \pm$ at magnetization $m$ are described by the empirical switching flows

$$Q^+(m) \equiv \frac{1}{T} \sum_{t \in [0,T] : \sigma(t^+) \neq \sigma(t^-)} \delta_{\sigma(t^-), +} \delta(m(t) - m)$$
$$Q^-(m) \equiv \frac{1}{T} \sum_{t \in [0,T] : \sigma(t^+) \neq \sigma(t^-)} \delta_{\sigma(t^-), -} \delta(m(t) - m) \quad (135)$$
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The stationarity constraints read

\[
0 = -\frac{dj^+(m)}{dm} - Q^+(m) + Q^-(m)
\]

\[
0 = -\frac{dj^-(m)}{dm} + Q^+(m) - Q^-(m)
\]

(136)

The sum yields that the total magnetization current \([j^+(m) + j^-(m)]\) cannot depend on \(m\) and thus has to vanish, as a consequence of the boundary conditions at \(m = \pm 1\) without flows. So the two empirical densities coincide, and will be rewritten in terms of the total density \(\rho(m)\) from now on

\[
\rho^+(m) = \rho^-(m) = \frac{\rho(m)}{2}
\]

(137)

The remaining stationarity constraint reads

\[
\frac{\rho'(m)}{2} = -Q^+(m) + Q^-(m)
\]

(138)

For each magnetization \(m\), one of the two switching flows \(Q^\pm(m)\) does not exist, since one of the two switching rates \(\gamma^\pm(M)\) vanishes as a consequence of the choice of equation (126). So the stationarity condition of equation (138) can be rewritten more explicitly as

\[
Q^+(m) = -\frac{\rho'(m)}{2} \quad \text{if} \quad V'(m) > 0
\]

\[
Q^-(m) = \frac{\rho'(m)}{2} \quad \text{if} \quad V'(m) < 0
\]

(139)

Putting everything together, the large deviations at level 2.5 read for the joint probability to see the total empirical density \(\rho(m)\) and the switching flows \(Q^\pm(m)\)

\[
P_T^\text{Level 2.5}[\rho(.), Q^\pm(.)] \approx \frac{1}{T^{1/2}} e^{-TI_{\text{L}}[\rho(.), Q^\pm(.)]} \delta \left( \int_{-1}^{+1} dm \rho(m) - 1 \right)
\]

\[
\times \left[ \prod_{m : V'(m) > 0} \delta \left( Q^+(m) + \frac{\rho'(m)}{2} \right) \right] \left[ \prod_{m : V'(m) < 0} \delta \left( Q^-(m) - \frac{\rho'(m)}{2} \right) \right]
\]

(140)

with the rate function

\[\text{https://doi.org/10.1088/1742-5468/ac22f9} \]
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\[
I_{2.5}[\rho(\cdot), Q_{\pm}(\cdot)] = \int_{-1}^{+1} \! dm \theta(V'(m)0) \left[ Q^+(m) \ln \left( \frac{Q^+(m)}{NV'(m)\rho(m)} \right) - Q^+(m) + NV'(m)\rho(m) \right] \\
+\int_{-1}^{+1} \! dm \theta(-V'(m)) \left[ Q^-(m) \ln \left( \frac{Q^-(m)}{-NV'(m)\rho(m)} \right) - Q^-(m) + [-NV'(m)]\rho(m) \right]
\]

\[\text{where the rate function at level 2 reads}\]

\[I_{2}[\rho(\cdot)] = \frac{1}{2} \int_{-1}^{+1} \! dm \theta(V'(m)) \theta(-\rho'(m)) \times \left[ -\rho'(m) \ln \left( \frac{-\rho'(m)}{NV'(m)\rho(m)} \right) + \rho'(m) + NV'(m)\rho(m) \right] \\
+\frac{1}{2} \int_{-1}^{+1} \! dm \theta(-V'(m)) \theta(\rho'(m)) \times \left[ \rho'(m) \ln \left( \frac{-\rho'(m)}{-NV'(m)\rho(m)} \right) - \rho'(m) - NV'(m)\rho(m) \right]
\]

\[= \frac{1}{2} \int_{-1}^{+1} \! dm \theta(V'(m)) \theta(-\rho'(m)) \rho(m) \times \left[ -\rho'(m) \frac{\rho'(m)}{N\rho(m)} \ln \left( \frac{-\rho'(m)}{NV'(m)\rho(m)} \right) + \rho'(m) \frac{\rho'(m)}{N\rho(m)} + V'(m) \right] \\
+\frac{1}{2} \int_{-1}^{+1} \! dm \theta(-V'(m)) \theta(\rho'(m)) \rho(m) \times \left[ \rho'(m) \frac{\rho'(m)}{N\rho(m)} \ln \left( \frac{-\rho'(m)}{-NV'(m)\rho(m)} \right) - \rho'(m) \frac{\rho'(m)}{N\rho(m)} - V'(m) \right]
\]

\[\text{Again it is again convenient to parameterize the normalized empirical density } \rho(\cdot) \text{ via the empirical potential } U(\cdot) \text{ of equation (120) to rewrite the rate function of equation (143) as}\]

\[P_{T_{\text{level 2}}}^{\rho(\cdot)} \sim \delta \left( \int_{-1}^{+1} \! dm \rho(m) - 1 \right) e^{-T_{I_{2}}[\rho(\cdot)]} \tag{142}\]

7.3. Explicit large deviations at level 2 for the empirical density $\rho(m)$ alone

One can use the constraints on the second line of equation (140) to eliminate the switching flows $Q^\pm(m)$ and one obtains the large deviations at level 2 for the empirical density $\rho(m)$ alone

\[P_{T_{\text{level 2}}}^{\rho(\cdot)} \sim \delta \left( \int_{-1}^{+1} \! dm \rho(m) - 1 \right) e^{-T_{I_{2}}[\rho(\cdot)]} \tag{142}\]

where the rate function at level 2 reads

\[I_{2}[\rho(\cdot)] = \frac{1}{2} \int_{-1}^{+1} \! dm \theta(V'(m)) \theta(-\rho'(m)) \times \left[ -\rho'(m) \frac{\rho'(m)}{N\rho(m)} \ln \left( \frac{-\rho'(m)}{NV'(m)\rho(m)} \right) + \rho'(m) \frac{\rho'(m)}{N\rho(m)} + V'(m) \right] \\
+\frac{1}{2} \int_{-1}^{+1} \! dm \theta(-V'(m)) \theta(\rho'(m)) \times \left[ \rho'(m) \frac{\rho'(m)}{N\rho(m)} \ln \left( \frac{-\rho'(m)}{-NV'(m)\rho(m)} \right) - \rho'(m) \frac{\rho'(m)}{N\rho(m)} - V'(m) \right]
\]

\[\text{Again it is again convenient to parameterize the normalized empirical density } \rho(\cdot) \text{ via the empirical potential } U(\cdot) \text{ of equation (120) to rewrite the rate function of equation (143) as}\]
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\[
I^\text{SDB}_2 \left[ \rho(.) = \frac{e^{-N U(.)}}{\int_{-1}^{+1} dx e^{-N U(x)}} \right] = N \int_{-1}^{+1} dm \ e^{-N U(m)} \theta(V'(m)) \theta(U'(m)) \left[ U'(m) \ln \left( \frac{U'(m)}{V'(m)} \right) - U'(m) + V'(m) \right] \\
+ \frac{N \int_{-1}^{+1} dm \ e^{-N U(m)} \theta(-V'(m)) \theta(-U'(m)) \left[ -U'(m) \ln \left( \frac{U'(m)}{V'(m)} \right) + U'(m) - V'(m) \right]}{2 \int_{-1}^{+1} dx e^{-N U(x)}}
\]

that should be compared with its detailed-balance counterpart of equation (121). In particular, the cost of a small perturbation \( \epsilon(m) = U(m) - V(m) \) of the empirical potential \( U(m) \) around the equilibrium potential \( V(m) \)

\[
I^\text{SDB}_2 \left[ \rho(.) = \frac{e^{-N[V(.)+\epsilon(.)]}}{\int_{-1}^{+1} dx e^{-N[V(x)+\epsilon(x)]}} \right] \approx \frac{N \int_{-1}^{+1} dm \ e^{-N V(m)} \left[ \epsilon(m) \right]^2_{2 V'(m)}}{2 \int_{-1}^{+1} dx e^{-N V(x)}}
\]

involves again \( \left[ \epsilon'(m) \right]^2 \) at lowest order as in equation (122), but the additional factor \( 1_{2 V'(m)} \) in the integral of the numerator yields that the difference between equations (145) and (122) does not have a definite sign.

As a final remark, let us mention that in the high-temperature phase and at criticality where the switching rates are given by equation (127), further results can be found in appendix D of [40], in particular for the decomposition into excursions around the origin.

8. Conclusion

In this paper, we have revisited the skew-detailed-balance lifted-Markov-chain algorithm for the Curie–Weiss mean-field ferromagnetic model [4, 5, 8, 10]. The goal was to study the large deviations at various levels for empirical time-averaged observables, in order to compare with their detailed-balance counterparts. We have first considered the single-spin-flip dynamics for the discrete extensive magnetization \( M \), where the detailed-balance dynamics corresponds to some non-directed one-dimensional Markov jump process, while the skew-detailed-balance dynamics corresponds to some directed Markov jump process on a ladder. We have then focused on the corresponding effective dynamics for the continuous intensive magnetization \( m = \frac{M}{N} \) for large system-size \( N \), where the detailed-balance dynamics corresponds to some one-dimensional Fokker–Planck dynamics, while the skew-detailed-balance dynamics corresponds to some one-dimensional run-and-tumble process.

As in previous studies concerning various other non-reversible algorithms [13–17], our main conclusion is that all the progresses achieved recently in the field of non-equilibrium steady states (see the reminder and references in the introduction) are very
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Appendix A. Reminder on the Green function \(G\) governing the typical convergence properties

In this appendix, we recall how the typical convergence properties of the Markov jump process of equation (3) are governed by the Green function \(G\), as already emphasized for the Fokker–Planck dynamics in the context of Anderson localization [81], and for Markov chains either in discrete time or in continuous time in the context of Ruelle thermodynamic formalism for Markov trajectories [80].

A.1. Convergence of the finite-time propagator \(\langle x|e^{wt}|x_0\rangle\) towards the steady state \(P_*(x)\)

For the continuous-time Markov chain of generator \(w\) of equation (3), the difference between the finite-time propagator \(\langle x|e^{wt}|x_0\rangle\) and the steady state \(P_*(x)\)

\[
\Delta_t(x, x_0) \equiv \langle x|e^{wt}|x_0\rangle - P_*(x) = \langle x|e^{wt}|x_0\rangle - \langle x|r_0\rangle \langle l_0|\rangle x_0 = \langle x| [e^{wt} - |r_0\rangle \langle l_0|] \rangle x_0 \quad (A1)
\]

decays towards zero for large time \(t \to +\infty\)

\[
\Delta_t(x, x_0) \to 0 \quad (A2)
\]

starting from the initial condition at \(t = 0\)

\[
\Delta_{t=0}(x, x_0) = \delta_{x,x_0} - P_*(x) \quad (A3)
\]

while remaining orthogonal to the left eigenvector \(\langle l_0|\rangle\) and to the right eigenvector \(|r_0\rangle\)

\[
\langle l_0|\Delta_t = \sum_x l_0(x) \Delta_t(x, x_0) = \sum_x \Delta_t(x, x_0) = 0
\]

\[
\Delta_t|_{r_0} = \sum_{x_0} \Delta_t(x, x_0)r_0(x_0) = \sum_{x_0} \Delta_t(x, x_0)P_*(x_0) = 0 \quad (A4)
\]

Its dynamics can be written as the forward master equation with respect to the final position \(x\) or as the backwards master equation with respect to the initial position \(x_0\)

\[
\partial_t \Delta_t(x, x_0) = \langle x|we^{wt}|x_0\rangle = \sum_y w(x, y) \langle y|e^{wt}|x_0\rangle
\]

\[
= \sum_y w(x, y) [\Delta_t(y, x_0) + P_*(y)] = \sum_y w(x, y) \Delta_t(y, x_0) \quad (A5)
\]

\[
\partial_t \Delta_t(x, x_0) = \langle x|e^{wt}w|x_0\rangle = \sum_{y_0} \langle x|e^{wt}|y_0\rangle w(y_0, x_0)
\]

\[
= \sum_{y_0} [\Delta_t(x, y_0) + P_*(x)] w(y_0, x_0) = \sum_{y_0} \Delta_t(x, y_0)w(y_0, x_0)
\]
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**A.2. Inverse $G$ of the generator $w$ in the subspace orthogonal to the zero-eigenvalue-subspace of $w$**

As will be explained in detail in further subsections, in order to characterize the convergence properties of empirical time-averaged observables, it is not necessary to analyze the full time-dependence of the difference $\Delta_t(x,x_0)$ of equation (A1), and it is actually sufficient to focus on the Green function $G(x,x_0)$ defined as the integral over time $t \in [0, +\infty]$ of the difference $\Delta_t(x,x_0)$

$$G(x,x_0) \equiv \int_0^{+\infty} dt \Delta_t(x,x_0) \quad (A6)$$

The integral over time of the dynamical equation (A5) for the difference $\Delta_t(x,x_0)$ and the boundary conditions at $t = +\infty$ (equation (A2)) and at $t = 0$ (equation (A3)) yield the forward and the backward equations

$$\sum_y w(x,y) G(y,x_0) = \int_0^{+\infty} dt \left[ \sum_y w(x,y) \Delta_t(y,x_0) \right] = \int_0^{+\infty} dt \partial_t \Delta_t(x,x_0) = \Delta_{t=+\infty}(x,x_0) - \Delta_{t=0}(x,x_0) = P_\star(x) - \delta_{x,x_0}$$

$$\sum_{y_0} G(x,y_0) w(y_0,x_0) = \int_0^{+\infty} dt \left[ \sum_{y_0} \Delta_t(x,y_0) w(y_0,x_0) \right] = \int_0^{+\infty} dt \partial_t \Delta_t(x,x_0) = \Delta_{t=+\infty}(x,x_0) - \Delta_{t=0}(x,x_0) = P_\star(x) - \delta_{x,x_0} \quad (A7)$$

At the matrix level, these two equations can be rewritten as

$$(-w)G = \mathbb{1} - |r_0\rangle \langle l_0|$$

$$G(-w) = \mathbb{1} - \langle l_0| r_0 \rangle$$

while equation (A4) yield the orthogonality of the matrix $G$ with the left eigenvector $|l_0\rangle$ and with the right eigenvector $\langle r_0|$

$$0 = \langle l_0|G = \sum_x l_0(x) G(x,x_0) = \sum_x G(x,x_0)$$

$$0 = G|r_0\rangle = \sum_{x_0} G(x,x_0) r_0(x_0) = \sum_{x_0} G(x,x_0) P_\star(x_0) \quad (A9)$$

In conclusion, the matrix $G$ is the inverse of the matrix $(-w)$ within the subspace $(\mathbb{1} - |r_0\rangle \langle l_0|)$ orthogonal to the subspace $(|r_0\rangle \langle l_0|)$ associated to the zero eigenvalue of $w$

$$G = (\mathbb{1} - |r_0\rangle \langle l_0|) \frac{1}{(-w)} (\mathbb{1} - |r_0\rangle \langle l_0|) \quad (A10)$$

This Green function is of course familiar from the perturbation theory of isolated eigenvalues (see the subsection 2.2.2 of the main text).
A.3. Explicit computation of the Green function $G$ in specific models

In specific models that are simple enough (see the four examples in the next four appendices), the Green function $G(x, x_0)$ can be computed a priori via two methods:

(a) Either one considers that the initial position $x_0$ is a parameter, and the function $G(., x_0)$ can be found as the solution of the forward equation of equation (A7) with respect to the final position, that reads using equation (5)

$$P_\ast(x) - \delta_{x,x_0} = \sum_y w(x, y) G(y, x_0) = \sum_{y \neq x} [w(x, y) G(y, x_0) - w(y, x) G(x, x_0)]$$ (A11)

and then one needs to impose the first orthogonality condition of equation (A9)

$$0 = \sum_x G(x, x_0)$$ (A12)

(b) Or one considers instead that the final position $x$ is a parameter, and the function $G(x, .)$ can be found as the solution of the backward equation of equation (A7) with respect to the initial position, that reads using equation (5)

$$P_\ast(x) - \delta_{x,x_0} = \sum_{y_0} G(x, y_0) w(y_0, x_0) = \sum_{y_0 \neq x_0} [G(x, y_0) - G(x, x_0)] w(y_0, x_0)$$ (A13)

and then one needs to impose the second orthogonality condition of (A9)

$$0 = \sum_{x_0} G(x, x_0) P_\ast(x_0) = G(x, x) + \sum_{x_0 \neq x} [G(x, x_0) - G(x, x)] P_\ast(x_0)$$ (A14)

In practice, the method (b) is technically simpler because the backward equation (A13) only involves differences $[G(x, y_0) - G(x, x_0)]$ of the Green function between points $y_0 \neq x_0$ that are connected via transitions rates $w(y_0, x_0) > 0$ of the Markov matrix $w$, and because the left-hand side of equation (A13) only involves the delta function $\delta_{x,x_0}$ with respect to the variable $x_0$, while the other term $P_\ast(x)$ does not depend on $x_0$. Then equation (A14) allows to determine the Green function $G(x, x)$ at coinciding points in terms of the differences $[G(x, x_0) - G(x, x)]$ computed from the solution of equation (A13). The fact that the method (b) is simpler can be also understood via the link with the mean-first-passage-time $\tau(x, x_0)$ as we now explain.

A.4. Link with the mean-first-passage-time $\tau(x, x_0)$ at position $x$ when starting at position $x_0$

The probability distribution $F(t_1; x, x_0)$ of the first-passage-time $t_1$ at position $x$ when starting at $x_0$ with the normalization

$$\int_0^{+\infty} dt_1 F(t_1; x, x_0) = 1$$ (A15)
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$$\tau(x, x_0) \equiv \int_0^{+\infty} dt_1 t_1 F(t_1; x, x_0)$$  \hspace{1cm} (A16)

that of course vanishes at coinciding points $x_0 = x$

$$\tau(x, x) = 0$$  \hspace{1cm} (A17)

The finite-time propagator $\langle x|e^{wt}|x_0 \rangle$ can be rewritten in terms of the probability distribution $F(t_1; x, x_0)$ of the first-passage-time $t_1$ via the convolution with the propagator $\langle x|e^{w(t-t_1)}|x \rangle$ at coinciding points for the remaining available time $(t - t_1)$

$$\langle x|e^{wt}|x_0 \rangle = \int_0^t dt_1 \langle x|e^{w(t-t_1)}|x \rangle F(t_1; x, x_0)$$  \hspace{1cm} (A18)

The rewriting of this identity in terms of the difference $\Delta_t(x, x_0)$ of equation (A1) reads using the normalization of equation (A15)

$$\Delta_t(x, x_0) = -P_s(x) + \int_0^t dt_1 [P_s(x) + \Delta_{t-t_1}(x, x)] F(t_1; x, x_0)$$

$$\phantom{\Delta_t(x, x_0)} = -P_s(x) \int_0^{+\infty} dt_1 F(t_1; x, x_0) + \int_0^t dt_1 \Delta_{t-t_1}(x, x) F(t_1; x, x_0)$$  \hspace{1cm} (A19)

The integration over time $t \in [0, +\infty]$ yields for the Green function $G(x, x_0)$ of equation (A6) using the normalization of equation (A15) and the definition of the mean-first-passage-time $\tau(x, x_0)$ of equation (A16)

$$G(x, x_0) = \int_0^{+\infty} dt \Delta_t(x, x_0) = -P_s(x) \int_0^{+\infty} dt \int_0^{+\infty} dt_1 F(t_1; x, x_0)$$

$$\phantom{G(x, x_0)} + \int_0^{+\infty} dt \int_0^t dt_1 \Delta_{t-t_1}(x, x) F(t_1; x, x_0)$$

$$\phantom{G(x, x_0)} = -P_s(x) \int_0^{+\infty} dt_1 t_1 F(t_1; x, x_0) + \int_0^{+\infty} dt_2 \Delta_{t_2}(x, x)$$

$$\phantom{G(x, x_0)} \times \int_0^{+\infty} dt_1 F(t_1; x, x_0) = -P_s(x) \tau(x, x_0) + G(x, x)$$  \hspace{1cm} (A20)

So the dependence upon the initial position $x_0$ of the Green function $G(x, x_0)$ is only via the MFPT $\tau(x, x_0)$ of equation (A16). Let us now discuss various consequences:

(a) Plugging equation (A20) into the backward equation (A13) for Green function $G(x, x_0)$ yields the following backward equation for the MFPT $\tau(x, x_0)$

$$-1 + \frac{\delta_{x, x_0}}{P_s(x)} = \sum_{y_0 \neq x_0} [\tau(x, y_0) - \tau(x, x_0)] w(y_0, x_0) = \sum_{y_0} \tau(x, y_0) w(y_0, x_0)$$  \hspace{1cm} (A21)
This backward equation is of course very well-known for \( x_0 \neq x \), and is a standard method to compute the MFPT \( \tau(x, x_0) \) with the boundary condition of equation (A17) for Markov processes (see for instance the textbooks [82–85]). Equation (A21) for \( x = x_0 \) is usually not written because it is not needed to compute the MFPT, but the delta function term is nevertheless necessary for consistency when one projects the equation onto \( |r_0\rangle \), i.e. when one multiplies the equation by \( P_\ast(x_0) \) and then sum over \( x_0 \).

(b) Plugging equation (A20) into the orthogonality condition of equation (A14) yields that the Green function \( G(x, x) \) at coinciding points \( x_0 = x \)

\[
G(x, x) = -\sum_{x_0 \neq x} [G(x, x_0) - G(x, x)] P_\ast(x_0) = P_\ast(x) \sum_{x_0 \neq x} \tau(x, x_0) P_\ast(x_0)
\]

\[
= P_\ast(x) \sum_{x_0} \tau(x, x_0) P_\ast(x_0)
\]

(A22)

is directly related to the average of the MFPT \( \tau(x, x_0) \) over the initial condition \( x_0 \) drawn with the steady-state distribution \( P_\ast(x_0) \).

(c) Plugging equation (A20) into the orthogonality condition of equation (A12) valid for any \( x_0 \)

\[
0 = \sum_x G(x, x_0) = -\sum_x P_\ast(x) \tau(x, x_0) + \sum_x \sum_{y_0} P_\ast(x) \tau(x, y_0) P_\ast(y_0)
\]

(A23)

shows that the average of the MFPT \( \tau(x, x_0) \) over the final point \( x \) drawn with the steady state distribution \( P_\ast(x) \) is actually independent of the initial point \( x_0 \)

\[
\tau_{eq}(x_0) \equiv \sum_x P_\ast(x) \tau(x, x_0) = \tau_{eq} \text{ independent of } x_0
\]

(A24)

and that its value coincides with the trace of the Green matrix, i.e. to the sum of the diagonal elements \( G(x, x) \) of equation (A22)

\[
\tau_{eq} = \sum_x \sum_{x_0} P_\ast(x) \tau(x, x_0) P_\ast(x_0) = \sum_x G(x, x)
\]

(A25)

This constant is known in the mathematical literature as Kemeny’s constant (see [88–91] and references therein).

A.5. Interpretation of the Green function \( G \) in terms of the relaxation spectrum when \( W \) is diagonalizable

Whenever the Markov matrix \( W \) can be diagonalized

\[
w = -\sum_{n>0} \zeta_n |r_n\rangle \langle l_n|
\]

(A26)
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\[
|w| r_n\rangle = -\zeta_n |r_n\rangle \\
\langle l_n| w = -\zeta_n \langle l_n|
\]

(A27)
satisfying the othonormalization and closure relations

\[
\langle l_n| r_m\rangle = \delta_{nm} \\
1 = |r_0\rangle \langle l_0| + \sum_{n>0} |r_n\rangle \langle l_n|
\]

(A28)

the finite-time generator can be decomposed into these relaxation modes \(n > 0\) towards the steady state \(n = 0\)

\[
e^{wt} = |r_0\rangle \langle l_0| + \sum_{n>0} e^{-\zeta_n} |r_n\rangle \langle l_n|
\]

(A29)

As a consequence, the difference \(\Delta_t\) of equation (A1) reads

\[
\Delta_t(x,x_0) = \sum_{n>0} e^{-\zeta_n} \langle x| r_n\rangle \langle l_n| x_0\rangle = \sum_{n>0} e^{-\zeta_n} r_n(x) l_n(x_0)
\]

(A30)

so that the Green function of equation (A6)

\[
G(x,x) = \int_0^{+\infty} dt \Delta_t(x,x) = \sum_{n>0} r_n(x) l_n(x_0) \frac{1}{\zeta_n}
\]

(A31)

represents some global information on the relaxation between the two points \(x_0\) and \(x\).

The MFPT \(\tau(x,x_0)\) then reads from equation (A20)

\[
\tau(x,x_0) = \frac{G(x,x) - G(x,x_0)}{P_s(x)} = \sum_{n>0} \left[ \frac{r_n(x)}{r_0(x)} \right] \frac{1}{\zeta_n} \left[ l_n(x) - l_n(x_0) \right]
\]

(A32)

This spectral decomposition allows to recover the backward equation of equation (A21) from the properties of eigenvectors, as it should for consistency. Then the equilibrium time of equation (A24) can be computed using the properties of the eigenvectors

\[
\tau_{eq}(x_0) \equiv \sum_x P_s(x) \tau(x,x_0) = \sum_{n>0} \frac{1}{\zeta_n} \left[ \sum_x r_n(x) l_n(x) - l_n(x_0) \sum_x r_n(x) \right] \\
= \sum_{n>0} \frac{1}{\zeta_n} \left[ \langle l_n|r_n\rangle - l_n(x_0) \langle l_0|r_n\rangle \right] = \sum_{n>0} \frac{1}{\zeta_n} \equiv \tau_{eq}
\]

(A33)

i.e. one recovers that it does not depend upon the initial position \(x_0\) (equation (A24)) and that its value \(\tau_{eq}\) reducing to the sum of the inverses of the relaxation eigenvalues
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\[ \zeta_n \] indeed coincides with the trace of the Green matrix, i.e. to the sum of the diagonal elements \( G(x, x) \) of equation (A31)

\[
\sum_x G(x, x) = \sum_{n>0} \frac{1}{\zeta_n} \sum_x r_n(x) I_n(x) = \sum_{n>0} \frac{\langle l_n | r_n \rangle}{\zeta_n} = \sum_{n>0} \frac{1}{\zeta_n} = \tau_{eq}
\]  

(A34)

In summary, these spectral decompositions are very nice to better understand the physical meaning of the Green function \( G(x, x_0) \), and of the MFPT \( \tau(x, x_0) \), but it is important to stress the two following points:

(a) Even when the Markov matrix \( w \) is diagonalisable, one does not need to be able to compute the whole relaxation spectrum to obtain the Green function \( G \) via its spectral decomposition of equation (A31), since the Green function can be obtained directly via the much simpler method discussed in the subsection A.3.

(b) When the Markov matrix \( w \) is not diagonalisable, the Green function defined by equation (A6) characterizes nevertheless the convergence properties towards the steady state as explained in subsection A.2, and can be computed again computed via the methods of subsection A.3.

In the following subsections, we describe how the Green function \( G \) governs the typical convergence properties of empirical time-averaged observables.

A.6. Convergence of the averaged value \( \langle \rho_T(x) \rangle_{\text{Traj}} \) of the empirical density towards the steady state \( P_s(x) \)

The averaged value of the empirical density \( \rho_T(x) \) of equation (24) over the dynamical trajectories can be rewritten in terms of the finite-time propagator \( \langle x | e^{wt} | x_0 \rangle \)

\[
\langle \rho_T(x) \rangle_{\text{Traj}} = \frac{1}{T} \int_0^T dt \langle \delta_{x(t), x} \rangle_{\text{Traj}} = \frac{1}{T} \int_0^T dt \langle x | e^{wt} | x_0 \rangle
\]  

(A35)

and thus in terms of the difference \( \Delta_t(x, x_0) \) of equation (A1) to show explicitly the convergence towards the steady state \( P_s(x) \)

\[
\langle \rho_T(x) \rangle_{\text{Traj}} = \frac{1}{T} \int_0^T dt [P_s(x) + \Delta_t(x, x_0)] = P_s(x) + \frac{1}{T} \int_0^T dt \Delta_t(x, x_0)
\]  

(A36)

So the leading correction of order \( 1/T \) involves the Green function \( G(x, x_0) \) of equation (A6)

\[
\langle \rho_T(x) \rangle_{\text{Traj}} - P_s(x) \sim \frac{1}{T} \int_0^{+\infty} dt \Delta_t(x, x_0) = \frac{G(x, x_0)}{T}
\]  

(A37)
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A.7. Convergence of empirical time-averaged observables $O_T$ towards their steady values $O_*$

Any empirical time-averaged observable of the form of equation (10) can be rewritten in terms of the empirical density of equation (24)

$$O_T = \sum_x O(x)\rho_T(x)$$  \hspace{1cm} (A38)

As a consequence, the averaged value of the empirical observable $O_T$ over the dynamical trajectories $[x(0 \leq t \leq T)]$ involves the averaged value $\langle \rho_T(x) \rangle_{\text{Traj}}$ of the empirical density discussed in equation (A37)

$$\langle O_T \rangle_{\text{Traj}} = \sum_x O(x)\langle \rho_T(x) \rangle_{\text{Traj}} \sim \sum_x O(x) \left[ P_*(x) + \frac{G(x, x_0)}{T} \right]$$  \hspace{1cm} (A39)

So the convergence towards the steady value of equation (12) is governed by the Green function $G(x, x_0)$ of equation (A6)

$$\langle O_T \rangle_{\text{Traj}} - O_* \sim \frac{1}{T} \sum_x O(x)G(x, x_0)$$  \hspace{1cm} (A40)

The scaled variance of the empirical time-averaged observable of equation (A38) can be rewritten in terms of propagators

$$V_{O_T} = T \left( \langle O_T^2 \rangle_{\text{Traj}} - (\langle O_T \rangle_{\text{Traj}})^2 \right)$$

$$= \sum_x O(x)\frac{1}{T}\sum_y O(y) \int_0^T dt' \int_0^T dt \left( \langle \delta(x'(t'), x(t)) \rangle_{\text{Traj}} - \langle \delta(x'(t'), x) \rangle_{\text{Traj}} \langle \delta(x(t), y) \rangle_{\text{Traj}} \right)$$

$$= \sum_x O(x)\sum_y O(y) \frac{2}{T} \int_0^T d\tau \int_0^{T-t} d\tau' \left( \langle \delta(x(\tau+t'), x(\tau)) \rangle_{\text{Traj}} - \langle \delta(x(\tau+t), x) \rangle_{\text{Traj}} \langle \delta(x(\tau), y) \rangle_{\text{Traj}} \right)$$

$$= \sum_x O(x)\sum_y O(y) \frac{2}{T} \int_0^T d\tau \int_0^{T-t} d\tau' \left[ \langle x|e^{\omega \tau}y \rangle - \langle x|e^{\omega(\tau+t)}|x_0 \rangle \right] \langle y|e^{\omega t}|x_0 \rangle$$  \hspace{1cm} (A41)

or equivalently in terms of the difference of equation (A1),

$$V_{O_T} = \sum_x O(x)\sum_y O(y) \frac{2}{T} \int_0^T dt \int_0^{T-t} d\tau \left[ \Delta_T(x, y) - \Delta_{t+\tau}(x, x_0) \right] \left[ P_*(y) + \Delta_t(y, x_0) \right]$$  \hspace{1cm} (A42)
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As a consequence, the asymptotic rescaled variance is also governed by the Green function $G$

$$V_{O_T} \simeq \sum_x O(x) \sum_y O(y) 2 \left[ \int_0^{+\infty} d\tau \Delta_o(x, y) \right]$$

$$P_o(y) = \sum_x O(x) \sum_y O(y) 2G(x, y) P_o(y)$$

(A43)

in agreement with the perturbative formula of equation (21) as it should.

A.8. Discussion

In summary, the Green function $G$ plays a central role to characterize the typical convergence properties of empirical time-averaged observables:

(a) It governs the convergence of the averaged value $\langle \rho_T(x) \rangle_{\text{Traj}}$ of the empirical density $\rho_T(x)$ towards the steady state $P_o(x)$ (equation (A37)), and thus the convergence of the averaged value $\langle O_T \rangle_{\text{Traj}}$ of any empirical time-averaged observable $O_T$ of the position towards its the steady value $O_o$ (equation (A39)).

(b) It governs the scaled variance $V_{O_T}$ of any empirical time-averaged observable $O_T$ of the position (equation (A41)).

(c) It governs the higher order cumulants via the systematic perturbation theory recalled in subsection 2.2.2.

(d) It also governs the cumulants of more general additive observables involving the flows, as described for Markov chains either in discrete time or in continuous time in the context of Ruelle thermodynamic formalism for Markov trajectories [80].

A.9. Diffusion processes in continuous space in dimension $d$: adaptation to compute the Green function

When the Markov jump process of equation (3) is replaced by the Fokker–Planck dynamics of equation (31), i.e. when the Markov matrix $w$ of equation (3) is replaced by the differential operator

$$\mathcal{F}_x = \partial_x \left[ -\vec{F}(x) + D(x) \partial_x \right]$$

(A44)

most of the properties discussed above can be directly translated by replacing the discrete sums over the discrete configuration $x$ by integrals over the continuous position $\vec{x}$.

So here, we only mention that the explicit computation of the Green function via the two methods described in subsection A.3, has to be adapted as follows:

(a) Either one considers that the initial position $\vec{x}_0$ is a parameter, and the function $G(\cdot, \vec{x}_0)$ can be computed via the forward equation analog to equation (A11)

$$P_o(\vec{x}) - \delta^d(\vec{x} - \vec{x}_0) = \mathcal{F}_x G(\vec{x}, \vec{x}_0) = \partial_x \left[ -\vec{F}(x) G(\vec{x}, \vec{x}_0) + D(x) \partial_x G(\vec{x}, \vec{x}_0) \right]$$

(A45)
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with the orthogonality condition analogous to equation (A12)

$$0 = \int d^d\vec{x} G(\vec{x}, \vec{x}_0)$$  \hspace{1cm} (A46)

(b) Or one considers instead that the final position $\vec{x}$ is a parameter, and the function $G(\vec{x}, \cdot)$ can be computed by the backward equation analog to equation (A13) that involves the adjoint operator of equation (A44)

$$F^\dagger_{\vec{x}_0} = \left[ F(\vec{x}_0) + \partial_{\vec{x}_0} D(\vec{x}_0) \right] \partial_{\vec{x}_0}$$  \hspace{1cm} (A47)

and that reads

$$P_*(\vec{x}) - \delta^d(\vec{x} - \vec{x}_0) = F^\dagger_{\vec{x}_0} G(\vec{x}, \vec{x}_0) = \left[ F(\vec{x}_0) + \partial_{\vec{x}_0} D(\vec{x}_0) \right] \partial_{\vec{x}_0} G(\vec{x}, \vec{x}_0)$$  \hspace{1cm} (A48)

with the orthogonality condition analogous to equation (A14)

$$0 = \int d^d\vec{x}_0 G(\vec{x}, \vec{x}_0) P_{eq}(\vec{x}_0) = G(\vec{x}, \vec{x}) + \int d^d\vec{x}_0 \left[ G(\vec{x}, \vec{x}_0) - G(\vec{x}, \vec{x}) \right] P_{eq}(\vec{x}_0)$$  \hspace{1cm} (A49)

Again, the method (b) is technically simpler because equation (A48) is a first-order differential equation for the partial derivative $\partial_{\vec{x}_0} G(\vec{x}, \vec{x}_0)$. Again this can be also understood via the link with the MFPT $\tau(\vec{x}, \vec{x}_0)$ discussed in the subsection A.4.

**Appendix B. Explicit Green function for the detailed-balance Markov chain for $M$**

As explained in detail in appendix A, the typical convergence properties of empirical observables are governed by the Green function $G$. For the generator of equation (61), the Green function $G(M, M_0)$ can be computed via the backward equation (A13) with respect to the initial magnetization

$$P_{eq}(M) - \delta_{M, M_0} = \sum_{M'_0} G(M, M'_0) w(M'_0, M_0)$$

$$= \left[ G(M, M_0 + 2) - G(M, M_0) \right] W^+(M_0) + \left[ G(M, M_0 - 2) - G(M, M_0) \right] W^-(M_0)$$  \hspace{1cm} (B1)

with the orthogonality condition of (A14)

$$0 = \sum_{M_0 = -N}^N G(M, M_0) P_{eq}(M_0)$$

$$= G(M, M) + \sum_{M_0 \neq M} \left[ G(M, M_0) - G(M, M) \right] P_{eq}(M_0)$$  \hspace{1cm} (B2)
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B.1. First step: computing the differences \( g_M(M_0 + 1) \equiv G(M, M_0 + 2) - G(M, M_0) \)

In equation (B1), the final magnetization \( M \) plays the role of a parameter, so it is convenient to introduce the following simplified notation for the differences labelled by their middle-point \((M_0 + 1)\)

\[
g_M(M_0 + 1) \equiv G(M, M_0 + 2) - G(M, M_0) \quad (B3)
\]

in order to rewrite equation (B1) as

\[
P_{eq}(M) - \delta_{M,M_0} = g_M(M_0 + 1)W^+(M_0) - g_M(M_0 - 1)W^-(M_0) \quad (B4)
\]

(a) In the region \( M_0 \in \{-N, -N + 2, \ldots, M - 2\} \), equation (B4) corresponds to the recursion

\[
g_M(M_0 + 1) = \frac{g_M(M_0 - 1)W^-(M_0) + P_{eq}(M)}{W^+(M_0)} \quad (B5)
\]

and determines the boundary value for \( M_0 = -N \) where \( W^-(N) = 0 \)

\[
g_M(-N + 1) = \frac{P_{eq}(M)}{W^+(-N)} \quad (B6)
\]

Using the detailed-balance condition (59), the solution of this recursion reads

\[
g_M(M_0 + 1) = \frac{P_{eq}(M)}{W^+(M_0)P_{eq}(M_0)} \sum_{y=-N}^{M_0} P_{eq}(y) \quad \text{for} \quad M_0 \in \{-N, \ldots, M - 2\} \quad (B7)
\]

(b) In the region \( M_0 \in \{M + 2, \ldots, N\} \), equation (B4) corresponds to the recursion

\[
g_M(M_0 - 1) = \frac{g_M(M_0 + 1)W^+(M_0) - P_{eq}(M)}{W^-(M_0)} \quad (B8)
\]

and determines the boundary value for \( M_0 = N \) where \( W^+(N) = 0 \)

\[
g_M(N - 1) = -\frac{P_{eq}(M)}{W^-(N)} \quad (B9)
\]

Using the detailed-balance condition (59), the solution of this recursion reads

\[
g_M(M_0 - 1) = -\frac{P_{eq}(M)}{W^-(M_0)P_{eq}(M_0)} \sum_{y=M_0}^{N} P_{eq}(y) \quad \text{for} \quad M_0 \in \{M + 2, \ldots, N\} \quad (B10)
\]
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c) Using $g_M(M - 1)$ obtained in equation (B7) for $M_0 = M - 2$

$$g_M(M - 1) = \frac{P_{eq}(M)}{W^+(M - 2)P_{eq}(M - 2)} \sum_{y=-N}^{M-2} P_{eq}(y) \quad (B11)$$

and using $g_M(M + 1)$ obtained equation (B10) for $M_0 = M + 2$

$$g_M(M + 1) = -\frac{P_{eq}(M)}{W^-(M + 2)P_{eq}(M + 2)} \sum_{y=M+2}^{N} P_{eq}(y) \quad (B12)$$

one obtains that equation (B4) for $M_0 = M$ reads using again the detailed-balance condition of equation (59)

$$P_{eq}(M) - 1 = g_M(M + 1)W^+(M) - g_M(M - 1)W^-(M)$$

$$= -\sum_{y=M+2}^{N} P_{eq}(y) - \sum_{y=-N}^{M-2} P_{eq}(y) \quad (B13)$$

so that it is automatically satisfied as a consequence of the normalization of $P_{eq}(.)$.

B.2. Second step: computing the Green function $G(M,M_0)$

Now that all the differences $g_M(M_0 + 1)$ of equation (B3) have been computed for each link, one can obtain the differences $[G(M, M_0) - G(M, M)]$ as follows.

(a) For $M_0 \in \{-N, -N + 2, \ldots, M - 2\}$, using the solution of equation (B7), one obtains

$$G(M, M_0) - G(M, M) = \sum_{x=M_0}^{M-2} [G(M, x) - G(M, x + 2)] = -\sum_{x=M_0}^{M-2} g_M(x + 1)$$

$$= -P_{eq}(M) \sum_{x=M_0}^{M-2} \frac{1}{W^+(x)P_{eq}(x)} \sum_{y=-N}^{x} P_{eq}(y)$$

for $M_0 \in \{-N, -N + 2, \ldots, M - 2\} \quad (B14)$
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(b) For $M_0 \in \{M + 2, \ldots, N\}$, using the solution of equation (B10), one obtains

$$G(M, M_0) - G(M, M) = \sum_{x=M+2}^{M_0} [G(M, x) - G(M, x - 2)] = \sum_{x=M+2}^{M_0} g_M(x - 1)$$

$$= -P_{eq}(M) \sum_{x=M+2}^{M_0} \frac{1}{W^{-}(x)P_{eq}(x)} \sum_{y=x}^{N} P_{eq}(y)$$

for $M_0 \in \{M + 2, \ldots, N - 2, N\}$

$$G(M, M_0) - G(M, M) = M_0 \sum_{x=M+2}^{M_0} [G(M, x) - G(M, x - 2)]$$

(B15)

(c) Finally, the reference value $G(M, M)$ at coinciding point $M_0 = M$ has to be determined from the orthogonality condition of equation (B2)

$$G(M, M) = -\sum_{M_0 \neq M} [G(M, M_0) - G(M, M)] P_{eq}(M_0)$$

$$= -\sum_{M_0 = -N}^{M-2} P_{eq}(M_0) [G(M, M_0) - G(M, M)]$$

$$- \sum_{M_0 = M+2}^{N} P_{eq}(M_0) [G(M, M_0) - G(M, M)]$$

$$= P_{eq}(M) \sum_{M_0 = -N}^{M-2} P_{eq}(M_0) \left[ \sum_{x=M_0}^{M-2} \frac{1}{W^{+}(x)P_{eq}(x)} \sum_{y=x}^{N} P_{eq}(y) \right]$$

$$+ P_{eq}(M) \sum_{M_0 = M+2}^{N} P_{eq}(M_0) \left[ \sum_{x=M+2}^{M_0} \frac{1}{W^{-}(x)P_{eq}(x)} \sum_{y=x}^{N} P_{eq}(y) \right]$$

(B16)

B.3. Link with the mean-first-passage-time $\tau(M, M_0)$ at magnetization $M$ when starting at magnetization $M_0$

In order to see more clearly the physical meaning of the solution obtained above, it is convenient to use the rewriting of equations (A20) and (A22)

$$G(M, M_0) = G(M, M) - P_{eq}(M)\tau(M, M_0)$$

$$G(M, M) = P_{eq}(M) \sum_{M_0 = -N}^{N} \tau(M, M_0)P_{eq}(M_0)$$

(B17)

in terms of the mean-first-passage-time $\tau(M, M_0)$ at magnetization $M$ when starting at magnetization $M_0$, with the two different expressions for $M_0 < M$ and $M_0 > M$ respectively

$$\tau(M, M_0) = \sum_{x=M_0}^{M-2} \frac{1}{W^{+}(x)P_{eq}(x)} \sum_{y=-N}^{x} P_{eq}(y) \quad \text{for } M_0 \in \{-N, -N + 2, \ldots, M - 2\}$$
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\[ \tau(M, M_0) = \sum_{x=M+2}^{M_0} \frac{1}{W^-(x)P_{eq}(x)} \sum_{y=x}^{N} P_{eq}(y) \quad \text{for } M_0 \in \{M + 2, \ldots N - 2, N\} \]

(B18)

For later purposes, let us mention the special case of the MFPT \( \tau_{\text{tot}}(M = 0, M_0) \) to reach the magnetization \( M = 0 \) when starting at \( M_0 \neq 0 \)

\[ \tau(M = 0, M_0) = \sum_{x=M_0}^{M_0} \frac{1}{W^+(x)P_{eq}(x)} \sum_{y=-N}^{x} P_{eq}(y) \quad \text{for } M_0 < 0 \]

\[ \tau(M = 0, M_0) = \sum_{x=2}^{M_0} \frac{1}{W^-(x)P_{eq}(x)} \sum_{y=x}^{N} P_{eq}(y) \quad \text{for } M_0 > 0 \]

(B19)

Finally, the equilibrium time \( \tau_{eq}(M_0) \) of equation (A24) does not depend on the initial magnetization \( M_0 \) and can be thus evaluated for the special case \( M_0 = N \)

\[ \tau_{eq} = \tau_{eq}(M_0 = N) = \sum_{M} P_{eq}(M) \tau(M, M_0 = N) \]

\[ = \sum_{M=-N}^{N-2} P_{eq}(M) \sum_{x=M+2}^{N} \frac{1}{W^-(x)P_{eq}(x)} \sum_{y=x}^{N} P_{eq}(y) \]

(B20)

Its behavior for large \( N \) will be discussed later in subsection D.4.

**Appendix C. Explicit Green function for skew-detailed-balance Markov chain for \( M \)**

For the Markov matrix of equation (95), the Green function \( G_{\sigma^0}(M, M_0) \) can be computed via the backward equation (A13)

\[ \frac{P_{eq}(M)}{2} - \delta_{\sigma^0 \sigma} \delta_{M, M_0} = \sum_{\sigma_0} \sum_{M_0} G_{\sigma^0 \sigma}^{\sigma_0}(M, M_0) \omega_{\sigma_0 \sigma}(M_0, M) \]

\[ = \delta_{\sigma^0, +}[G_{\sigma^0}^{+}(M, M_0 + 2) - G_{\sigma^0}^{+}(M, M_0)] W^+(M_0) \]

\[ + \delta_{\sigma^0, -}[G_{\sigma^0}^{-}(M, M_0 - 2) - G_{\sigma^0}^{-}(M, M_0)] W^-(M_0) \]

\[ + [G_{\sigma^0}^{+}(M, M_0) - G_{\sigma^0}^{-}(M, M_0)] \left[ \delta_{\sigma_0, -} \Gamma^-(M_0) - \delta_{\sigma_0, +} \Gamma^+(M_0) \right] \]

(C1)

with the orthogonality condition of equation (A14)

\[ 0 = \sum_{\sigma_0 = \pm 1} \sum_{M_0} G_{\sigma^0 \sigma}(M, M_0) P_{eq}(M_0) \]

(C2)
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To compare with the detailed-balance dynamics of the previous section, we are only interested into empirical observables of the magnetization $M$, whose typical convergence properties will be governed by the total Green function after summing over the supplementary variables $\sigma = \pm 1$ and $\sigma_0 = \pm 1$

$$G^{tot}(M, M_0) \equiv \sum_{\sigma = \pm 1} \sum_{\sigma_0 = \pm 1} G^{\sigma\sigma_0}(M, M_0) \quad (C3)$$

C.1. Equations for the intermediate Green function $G^{\sigma_0}_M(M_0) \equiv \sum_{\sigma = \pm 1} G^{\sigma\sigma_0}(M, M_0)$

Since the goal is to compute only the total Green function $G^{tot}$ of equation (C3), it is convenient to introduce the intermediate Green function after summing over the parameter $\sigma = \pm 1$

$$G^{\sigma_0}_M(M_0) \equiv \sum_{\sigma = \pm 1} G^{\sigma\sigma_0}(M, M_0) \quad (C4)$$

that satisfies the following closed system

$$P_{eq}(M) - \delta_{M, M_0} = [G^{+}_M(M_0) - G^{-}_M(M_0)] W^+(M_0) + [G^{+}_M(M_0) - G^{-}_M(M_0)] \Gamma^+(M_0)$$

$$P_{eq}(M) - \delta_{M, M_0} = [G^{+}_M(M_0 - 2) - G^{-}_M(M_0)] W^-(M_0) + [G^{+}_M(M_0) - G^{-}_M(M_0)] \Gamma^-(M_0) \quad (C5)$$

while equation (C2) reads

$$0 = \sum_{\sigma_0 = \pm 1} \sum_{M_0} G^{\sigma_0}_M(M_0) P_{eq}(M_0) = \sum_{M_0} G^{tot}(M, M_0) P_{eq}(M_0) \quad (C6)$$

C.2. First step: computing the differences of the Green function $G^{\sigma_0}_M(M_0)$ for the links of the ladder

It is convenient to introduce the two elementary differences for the links of the ladder

$$g_M(M_0) \equiv G^{-}_M(M_0) - G^{+}_M(M_0)$$

$$g_M(M_0 + 1) \equiv G^{+}_M(M_0 + 2) - G^{-}_M(M_0) \quad (C7)$$

satisfying

$$g_M(M_0) + g_M(M_0 + 1) = G^{+}_M(M_0 + 2) - G^{+}_M(M_0)$$

$$g_M(M_0 - 1) + g_M(M_0) = G^{-}_M(M_0) - G^{-}_M(M_0 - 2) \quad (C8)$$
Large deviations for the skew-detailed-balance lifted-Markov processes to sample the equilibrium distribution of the Curie–Weiss model

Then equation (C5) can be rewritten as the recursions

\[
P_{\text{eq}}(M) - \delta_{M,M_0} = g_M(M_0 + 1)W^+(M_0) + g_M(M_0) \left[ W^+(M_0) + \Gamma^+(M_0) \right] \\
P_{\text{eq}}(M) - \delta_{M,M_0} = -g_M(M_0 - 1)W^-(M_0) - g_M(M_0) \left[ W^-(M_0) + \Gamma^-(M_0) \right]
\]

(C9)

Using \( \Gamma^+(M) + W^+(M) = \Gamma^-(M) + W^-(M) \) of equation (89), one obtains that the sum of these two equations allows to eliminate the function \( g_M(M') \) for even argument \( M' \) and gives the following closed recursion for the function \( g_M(M' + 1) \) for odd argument \( (M' + 1) \)

\[
2P_{\text{eq}}(M) - 2\delta_{M,M_0} = g_M(M_0 + 1)W^+(M_0) - g_M(M_0 - 1)W^-(M_0)
\]

(C10)

C.1.1. Solution in the region \( M_0 > M \). In the region \( M_0 \in \{-N, \ldots, M-2\} \), equation (C10) corresponds to the recursion

\[
g_M(M_0 + 1) = \frac{2P_{\text{eq}}(M) + g_M(M_0 - 1)W^-(M_0)}{W^+(M_0)}
\]

and determines the boundary value for \( M_0 = -N \) where \( W^-(N) = 0 \)

\[
g_M(-N + 1) = \frac{2P_{\text{eq}}(M)}{W^+(-N)}
\]

(C12)

Using the skew-detailed-balance condition \( W^-(M + 2)P_{\text{eq}}(M + 2) - W^+(M)P_{\text{eq}}(M) \) of equation (85), the solution reads

\[
g_M(M_0 + 1) = \frac{2P_{\text{eq}}(M)}{W^+(M_0)P_{\text{eq}}(M_0)} \sum_{y=-N}^{M_0} P_{\text{eq}}(y) \text{ for } M_0 \in \{-N, \ldots, M-2\}
\]

(C13)

Now the first equation (C9) can be used to compute \( g_M(.) \) for even argument in terms of the solution for odd argument of equation (C13)

\[
g_M(M_0) = \frac{P_{\text{eq}}(M) - g_M(M_0 + 1)W^+(M_0)}{W^+(M_0) + \Gamma^+(M_0)}
\]

\[
= \frac{2P_{\text{eq}}(M)}{W^+(M_0) + \Gamma^+(M_0)} \left[ -\frac{1}{2} - \frac{1}{P_{\text{eq}}(M_0)} \sum_{y=-N}^{M_0-2} P_{\text{eq}}(y) \right] \text{ for } M_0 \in \{-N, \ldots, M-2\}
\]

(C14)

For later purposes, it is useful to mention the final result for the sum
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\[ g_M(M_0) + g_M(M_0 + 1) = \frac{P_{eq}(M) + g_M(M_0 + 1)\Gamma^+(M_0)}{W^+(M_0) + \Gamma^+(M_0)} \]

\[ = \frac{P_{eq}(M)}{W^+(M_0) + \Gamma^+(M_0)} \left[ 1 + \frac{2\Gamma^+(M_0)}{W^+(M_0)P_{eq}(M_0)} \sum_{y=\pm N} M_0 P_{eq}(y) \right] \tag{C15} \]

for \( M_0 \in \{-N, \ldots, M-2\} \).

**C.2.2. Solution in the region \( M_0 > M \).** In the region \( M_0 \in \{M+2, \ldots, N\} \), equation (C10) corresponds to the recursion

\[ g_M(M_0 - 1) = \frac{g_M(M_0 + 1)W^+(M_0) - 2P_{eq}(M)}{W^-(M_0)} \tag{C16} \]

and determines the boundary value for \( M_0 = N \) where \( W^+(N) = 0 \)

\[ g_M(N - 1) = -\frac{2P_{eq}(M)}{W^-(N)} \tag{C17} \]

Using the skew-detailed-balance condition \( W^-(M + 2)P_{eq}(M + 2) - W^+(M)P_{eq}(M) \) of equation (85), the solution reads

\[ g_M(M_0 - 1) = -\frac{2P_{eq}(M)}{W^-(M_0)P_{eq}(M_0)} \sum_{y=M_0}^N P_{eq}(y) \text{ for } M_0 \in \{M + 2, \ldots, N\} \tag{C18} \]

Now the second equation (C9) can be used to compute \( g_M(.) \) for even argument in terms of the solution for odd argument of equation (C18)

\[ g_M(M_0) = -\frac{P_{eq}(M) + g_M(M_0 - 1)W^-(M_0)}{W^-(M_0) + \Gamma^-(M_0)} \]

\[ = \frac{2P_{eq}(M)}{W^-(M_0) + \Gamma^-(M_0)} \left[ \frac{1}{2} + \frac{1}{P_{eq}(M_0)} \sum_{y=M_0+2}^N P_{eq}(y) \right] \tag{C19} \]

for \( M_0 \in \{M + 2, \ldots, N\} \).

For later purposes, it is useful to mention the final result for the sum

\[ g_M(M_0 - 1) + g_M(M_0) = \frac{g_M(M_0 - 1)\Gamma^-(M_0) - P_{eq}(M)}{W^-(M_0) + \Gamma^-(M_0)} \]

\[ = -\frac{P_{eq}(M)}{W^-(M_0) + \Gamma^-(M_0)} \left[ 1 + \frac{2\Gamma^-(M_0)}{W^-(M_0)P_{eq}(M_0)} \sum_{y=M_0}^N P_{eq}(y) \right] \tag{C20} \]

for \( M_0 \in \{M + 2, \ldots, N\} \).
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C.2.3. Solution at coinciding points \( M_0 = M \). Equation (C10) for \( M_0 = M \) involves the below-solution of equation (C13) for the last value \( M_0 = M - 2 \)

\[
g_M(M - 1) = \frac{2P_{eq}(M)}{W^+(M - 2)P_{eq}(M - 2)} \sum_{y=-N}^{M-2} P_{eq}(y) \tag{C21}
\]

and the above-solution of equation (C18) for the last value \( M_0 = M + 2 \)

\[
g_M(M + 1) = -\frac{2P_{eq}(M)}{W^-(M + 2)P_{eq}(M + 2)} \sum_{y=M+2}^{N} P_{eq}(y) \tag{C22}
\]

Using the skew-detailed-balance condition of equation (85), one obtains that equation (C10) for \( M_0 = M \) that involves equation (C22) allows to compute the value of coinciding points \( g_M(M_0 = M) \)

\[
P_{eq}(M) - 1 = \frac{g_M(M + 1)W^+(M) - g_M(M - 1)W^-(M)}{2} = -\sum_{y=M+2}^{N} P_{eq}(y) - \sum_{y=-N}^{M-2} P_{eq}(y) \tag{C23}
\]

is automatically satisfied as a consequence of the normalization of \( P_{eq} \). The first equation (C9) for \( M_0 = M \) that involves equation (C22) allows to compute the value of coinciding points \( g_M(M_0 = M) \)

\[
g_M(M) = \frac{P_{eq}(M) - 1 - g_M(M + 1)W^+(M)}{W^+(M) + \Gamma^+(M)}
\]

\[
= \frac{1}{W^+(M) + \Gamma^+(M)} \left[ P_{eq}(M) - 1 + 2 \sum_{y=M+2}^{N} P_{eq}(y) \right]
\]

\[
= \frac{1}{W^+(M) + \Gamma^+(M)} \left[ \sum_{y=M+2}^{N} P_{eq}(y) - \sum_{y=-N}^{M-2} P_{eq}(y) \right] \tag{C24}
\]

C.3. Second step: computing the total Green function \( G^{\text{tot}}(M, M_0) \)

The goal is now to compute the total Green function \( G^{\text{tot}}(M, M_0) \) of equation (C3)

\[
G^{\text{tot}}(M, M_0) = \sum_{\sigma_0 = \pm} G^{\sigma_0}_M(M_0) = G^+_M(M_0) + G^-_M(M_0) \tag{C25}
\]

(a) In the region \( M_0 \in \{-N, \ldots, M - 2\} \), one can use the differences of equation (C8) to compute
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\[ G_{\text{tot}}(M, M_0) - G_{\text{tot}}(M, M) = \sum_{x=M_0}^{M-2} [G_M^+(x) - G_M^+(x+2)] + \sum_{x=M_0}^{M-2} [G_M^-(x) - G_M^-(x+2)] \]

\[ = -\sum_{x=M_0}^{M-2} [g_M(x) + g_M(x+1)] - \sum_{x=M_0}^{M-2} [g_M(x+1) + g_M(x+2)] \]

\[ = -2 \sum_{x=M_0}^{M-2} [g_M(x) + g_M(x+1)] + g_M(M_0) - g_M(M) \]  \hspace{1cm} (C26)

in terms of the solution of equations (C14) and (C15) as well as equation (C24) for \( g_M(M) \), leading to the final result given in equation (C29) of the text.

(b) In the region \( M_0 \in \{M + 2, \ldots, N\} \), one can use the differences of equation (C8) to obtain

\[ G_{\text{tot}}(M, M_0) - G_{\text{tot}}(M, M) \]

\[ = \sum_{x=M+2}^{M_0} [G_M^+(x-2) - G_M^+(x-2)] + \sum_{x=M+2}^{M_0} [G_M^-(x-2) - G_M^-(x-2)] \]

\[ = \sum_{x=M+2}^{M_0} [g_M(x-2) + g_M(x-1)] + \sum_{x=M+2}^{M_0} [g_M(x-1) + g_M(x)] \]

\[ = 2 \sum_{x=M+2}^{M_0} [g_M(x-1) + g_M(x)] + g_M(M) - g_M(M_0) \]  \hspace{1cm} (C27)

in terms of the solution of equations (C19) and (C20) as well as equation (C24) for \( g_M(M) \), leading to the final result given in equation (C30) of the text.

(c) The value \( G_{\text{tot}}(M, M) \) at coinciding points \( M_0 = M \) is fixed by the orthogonality condition of (C6) that leads to the second equation (C28) of the text.

C.4. Mean-first-passage-time \( \tau_{\text{tot}}(M, M_0) \) at magnetization \( M \) when starting at magnetization \( M_0 \)

It is useful to write the solution found above for \( G_{\text{tot}}(M, M_0) \) in the same form as equation (B17)

\[ G_{\text{tot}}(M, M_0) = G_{\text{tot}}^\ast(M, M) - P_{\text{eq}}(M)\tau_{\text{tot}}^\ast(M, M_0) \]

\[ G_{\text{tot}}^\ast(M, M) = P_{\text{eq}}(M) \sum_{M_0=-N}^{N} \tau_{\text{tot}}^\ast(M, M_0)P_{\text{eq}}(M_0) \]  \hspace{1cm} (C28)
Large deviations for the skew-detailed-balance lifted-Markov processes to sample the equilibrium distribution of the Curie–Weiss model in terms of the MFPT $\tau^{\text{tot}}(M, M_0)$, with the two different expressions for $M_0 \in \{-N, \ldots, M-2\}$

$$\tau^{\text{tot}}(M, M_0) = 2 \sum_{x=M_0}^{M-2} \frac{1}{W^+(x) + \Gamma^+(x)} \left[ 1 + \frac{2\Gamma^+(x)}{W^+(x) P_{\text{eq}}(x)} \sum_{y=-N}^{x} P_{\text{eq}}(y) \right]$$

$$+ \frac{1}{W^+(M_0) + \Gamma^+(M_0)} \left[ 1 + \frac{2}{P_{\text{eq}}(M_0)} \sum_{y=-N}^{M_0-2} P_{\text{eq}}(y) \right]$$

$$+ \frac{1}{[W^+(M) + \Gamma^+(M)] P_{\text{eq}}(M)} \left[ \sum_{y=M+2}^{N} P_{\text{eq}}(y) - \sum_{y=-N}^{M-2} P_{\text{eq}}(y) \right]$$

(C29)

and for $M_0 \in \{M+2, \ldots, N\}$ respectively

$$\tau^{\text{tot}}(M, M_0) = 2 \sum_{x=M+2}^{M_0} \frac{1}{W^-(x) + \Gamma^-(x)} \left[ 1 + \frac{2\Gamma^-(x)}{W^-(x) P_{\text{eq}}(x)} \sum_{y=x}^{N} P_{\text{eq}}(y) \right]$$

$$+ \frac{1}{W^-(M_0) + \Gamma^-(M_0)} \left[ 1 + \frac{2}{P_{\text{eq}}(M_0)} \sum_{y=M_0+2}^{N} P_{\text{eq}}(y) \right]$$

$$+ \frac{1}{[W^-(M) + \Gamma^-(M)] P_{\text{eq}}(M)} \left[ \sum_{y=-N}^{M_0-2} P_{\text{eq}}(y) - \sum_{y=-N}^{M+2} P_{\text{eq}}(y) \right]$$

(C30)

that should be compared to their detailed-balance counterpart of equation (B18). However, the physical meaning of these formula is somewhat obscured by the presence of various contributions. In addition, one should take into account the regions where the switching rates $\Gamma^+(M)$ or $\Gamma^-(M)$ vanish according to equation (91). So let us now focus on the following special case. In the high-temperature phase or the critical point $\beta J \leq \beta_c J = 1$, where the switching rates are given by equation (92), the MFPT $\tau^{\text{tot}}(M = 0, M_0)$ to reach the magnetization $M = 0$ when starting at $M_0 \neq 0$ simplifies into

$$\tau^{\text{tot}}(M = 0, M_0) = 2 \sum_{x=M_0}^{-2} \frac{1}{W^+(x) + \Gamma^+(x)} \left[ 1 + \frac{2\Gamma^+(x)}{W^+(x) P_{\text{eq}}(x)} \sum_{y=-N}^{x} P_{\text{eq}}(y) \right]$$

for $M_0 < 0$

$$\tau^{\text{tot}}(M = 0, M_0) = 2 \sum_{x=2}^{M_0} \frac{1}{W^-(x) + \Gamma^-(x)} \left[ 1 + \frac{2\Gamma^-(x)}{W^-(x) P_{\text{eq}}(x)} \sum_{y=-N}^{M_0-2} P_{\text{eq}}(y) \right]$$

for $M_0 > 0$

(C31)

The first terms involving sums of the inverses of the rates $\frac{1}{W^\pm(x)}$ towards zero clearly show the directed character of the motion in contrast to the detailed-balance counterpart of equation (B19).
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Appendix D. Explicit Green function for the detailed-balance diffusion process for $m$

The Green function $G(m, m_0)$ can be found by solving the backward equation (A48)

$$p_{eq}(m) - \delta(m - m_0) = [F(m) + \partial_{m_0} D] \partial_{m_0} G(m, m_0) = D [-N V'(m) + \partial_{m_0}] \partial_{m_0} G(m, m_0)$$

with the orthogonality condition of equation (A49)

$$0 = G(m, m) + \int_{-1}^{1} dm_0 [G(m, m_0) - G(m, m)] p_{eq}(m_0)$$

(D2)

D.1. First step: computing the derivative $g_m(m_0) \equiv \partial_{m_0} G(m, m_0)$

Since $m$ plays the role of a parameter in equation (D1), it is convenient to introduce the following notation

$$g_m(m_0) \equiv \partial_{m_0} G(m, m_0)$$

so that equation (D1) becomes the first order differential equation

$$[-N V'(m) + \partial_{m_0}] g_m(m_0) = \frac{p_{eq}(m) - \delta(m - m_0)}{D}$$

(D4)

In the region $m_0 \in ] - 1, m [$, the solution vanishing at the boundary $m_0 \to -1$ reads

$$g_m(m_0) = \frac{p_{eq}(m)}{D} e^{N V(m_0)} \int_{-1}^{m_0} dx e^{-N V(x)}$$

$$= \frac{p_{eq}(m)}{D p_{eq}(m_0)} \int_{-1}^{m_0} dx p_{eq}(x) \quad \text{for } m_0 \in ] - 1, m [$$

(D5)

In the region $m_0 \in ] m, 1 [$, the solution vanishing at the boundary $m_0 \to +1$ reads

$$g_m(m_0) = -\frac{p_{eq}(m)}{D} e^{N V(m_0)} \int_{m_0}^{1} dx e^{-N V(x)}$$

$$= -\frac{p_{eq}(m)}{D p_{eq}(m_0)} \int_{m_0}^{1} dx p_{eq}(x) \quad \text{for } m_0 \in ] m, 1 [$

(D6)

The integration of equation (D4) between $m_0 = m - \epsilon$ and $m_0 = m + \epsilon$ involves the discontinuity between the two solutions found above

$$-\frac{1}{D} = g_m(m + \epsilon) - g_m(m - \epsilon) = -\frac{1}{D} \int_{m}^{1} dx p_{eq}(x) - \frac{1}{D} \int_{-1}^{m} dx p_{eq}(x)$$

$$= -\frac{1}{D} \int_{-1}^{1} dx p_{eq}(x)$$

(D7)

and is satisfied as a consequence of the normalization of $p_{eq}(m)$. 
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D.2. Second step: computing the Green function $G(m, m_0)$

The integration of equation (B3) allows to compute the differences

$$G(m, m_0) - G(m, m) = \int_{m_0}^{m} dy g_m(y)$$

(D8)

In the region $m_0 \in ]-1, m [$, solution (D5) yields the difference

$$G(m, m_0) - G(m, m) = -\int_{m_0}^{m} dy g_m(y)$$

$$= -\frac{P_{eq}(m)}{D} \int_{m_0}^{m} \frac{dy}{P_{eq}(y)} \int_{-1}^{y} dx P_{eq}(x) \quad \text{for } m_0 \in ]-1, m [$$

(D9)

In the region $m_0 \in ]m, 1 [$, solution (D6) yields the difference

$$G(m, m_0) - G(m, m) = \int_{m}^{m_0} dy g_m(y)$$

$$= -\frac{P_{eq}(m)}{D} \int_{m}^{m_0} \frac{dy}{P_{eq}(y)} \int_{y}^{1} dx P_{eq}(x) \quad \text{for } m_0 \in ]m, 1 [$$

(D10)

The value $G(m, m)$ at coinciding point $m_0 = m$ is determined by the orthogonality condition of equation (D2)

$$G(m, m) = -\int_{-1}^{1} dm_0 [G(m, m_0) - G(m, m)] p_{eq}(m_0)$$

$$-\int_{m}^{1} dm_0 [G(m, m_0) - G(m, m)] p_{eq}(m_0)$$

$$= \frac{P_{eq}(m)}{D} \int_{-1}^{1} dm_0 p_{eq}(m_0) \int_{m}^{m_0} \frac{dy}{P_{eq}(y)} \int_{-1}^{y} dx P_{eq}(x)$$

$$+ \frac{P_{eq}(m)}{D} \int_{m}^{1} dm_0 p_{eq}(m_0) \int_{m}^{m_0} \frac{dy}{P_{eq}(y)} \int_{y}^{1} dx P_{eq}(x)$$

(D11)

D.3. Link with the mean-first-passage-time $\tau(m, m_0)$ at magnetization $m$ when starting at magnetization $m_0$

To see more clearly the physical meaning of the solution obtained above, it is convenient to use again the rewriting of equations (A20) and (A22)

$$G(m, m_0) = G(m, m) - p_{eq}(m) \tau(m, m_0)$$

$$G(m, m) = p_{eq}(m) \int_{-1}^{+1} dm_0 \tau(m, m_0) p_{eq}(m_0)$$

(D12)
Large deviations for the skew-detailed-balance lifted-Markov processes to sample the equilibrium distribution of the Curie–Weiss model in terms of the mean-first-passage-time $\tau(m, m_0)$ at magnetization $m$ when starting at magnetization $m_0$, with the two different expressions for $m_0 < m$ and $m_0 > m$ respectively, using the diffusion coefficient $D = \frac{2}{N}$ of equation (115) and the equilibrium distribution of equation (112)

$$
\tau(m, m_0) = \int_{m_0}^{m} \frac{dy}{D_{\text{eq}}(y)} \int_{-1}^{y} dx p_{\text{eq}}(x)
= \frac{N}{2} \int_{m_0}^{m} dy \int_{-1}^{y} dxe^{-N[V(y) - V(x)]} \quad \text{for } m_0 \in ] - 1, m [ \\
\tau(m, m_0) = \int_{m}^{m_0} \frac{dy}{D_{\text{eq}}(y)} \int_{y}^{1} dx p_{\text{eq}}(x)
= \frac{N}{2} \int_{m}^{m_0} dy \int_{y}^{1} dxe^{-N[V(y) - V(x)]} \quad \text{for } m_0 \in ] m, 1 [ 
$$

(D13)

D.4. Equilibrium time $\tau_{\text{eq}}$

The equilibrium time $\tau_{\text{eq}}(m_0)$ of equation (A24) does not depend on the initial magnetization $m_0$ and can be thus evaluated for the special case $m_0 = 1$

$$
\tau_{\text{eq}} = \tau_{\text{eq}}(m_0 = 1) = \int_{-1}^{+1} dmp_{\text{eq}}(m) \tau(m, m_0 = 1)
= \frac{N}{2 \int_{-1}^{1} dz e^{-NV(z)}} \int_{-1}^{1} dme^{-NV(m)} \int_{m}^{1} dy \int_{y}^{1} dxe^{-N[V(y) - V(x)]} 
$$

(D14)

For large $N$, in the high-temperature phase and at criticality, it is the expansion around $m = 0$ of equation (48) that will be important, with its leading contribution

$$
V(m) = (1 - \beta J) \frac{m^2}{2} + O(m^4) \quad \text{for } \beta J < \beta_c, J = 1
V(m) = \frac{m^4}{12} + O(m^6) \quad \text{for } \beta = \beta_c 
$$

(D15)

In order to analyze both cases together, let us assume that the leading behavior is of order $p$

$$
V(m) = \alpha m^p + o(m^p) 
$$

(D16)

and let us rescale accordingly all the integration variables as $\tilde{m} = (\alpha N)^{\frac{1}{p}} m$ in equation (D14) to obtain

$$
\tau_{\text{eq}} \underset{N \to \infty}{\sim} \frac{N}{(\alpha N)^{\frac{1}{p}} 2 \int_{-\infty}^{+\infty} dz e^{-z^p}} \int_{-\infty}^{+\infty} d\tilde{m} e^{-\tilde{m}^p} \int_{\tilde{m}}^{+\infty} d\tilde{y} \int_{\tilde{y}}^{+\infty} d\tilde{x} e^{\tilde{x}^p - \tilde{y}^p} 
$$

(D17)

In the high-temperature phase with $p = 2$ and $\alpha = (1 - \beta J) = (\beta_c - \beta) J$, the equilibrium time does not depend on $N$ but diverges when one approaches the transition $\beta \to \beta_c$. 
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\[ \tau_{eq} \propto \frac{1}{\beta_c - \beta} \quad \text{for } \beta < \beta_c \]  
(D18)

in agreement with the previous study [86] based on the same choice of rates in equation (54). Note however that in the discrete-time formulation where one counts instead the number of Markov-chain steps [4, 5, 8, 10], the convergence-time is found to scale as \( N \) in the high-temperature phase.

At criticality with \( p = 4 \), the equilibrium time diverges with the system size \( N \) as

\[ \tau_{eq} \sim \sqrt{N} \quad \text{at } \beta = \beta_c \]  
(D19)

in agreement with the general phenomenon of critical slowing down. Again in the discrete-time formulation where one counts instead the number of Markov-chain steps [4, 5, 8, 10], the convergence-time is found to scale as \( N^{\frac{3}{2}} \) at criticality.

In the low-temperature phase \( \beta > \beta_c \) with the shape with two minima for the potential \( V(m) \) (equation (51)), the equilibrium time will instead diverge exponentially in \( N \) as a consequence of the barrier \( V(m = 0) \) at the local maximum \( m = 0 \) between the two minima \( V_{\min} = V(\pm m_{\text{sp}}(\beta)) \) at \( \beta = \beta_c \)

\[ \tau_{eq} \propto e^{N[V(0) - V(m_{\text{sp}}(\beta))]} \quad \text{at } \beta > \beta_c \]  
(D20)

Appendix E. Explicit Green function for the run-and-tumble process in \( m \)

The dynamics of equation (125) can be rewritten

\[ \partial_t \begin{pmatrix} p^+_t(m) \\ p^-_t(m) \end{pmatrix} = \begin{pmatrix} -\partial_m [p^+_t(m) - \gamma^+(m)p^+_t(m) + \gamma^-(m)p^-_t(m)] \\ \partial_m [p^-_t(m)] + \gamma^+(m)p^+_t(m) - \gamma^-(m)p^-_t(m) \end{pmatrix} = \mathcal{F}_m \begin{pmatrix} p^+_t(m) \\ p^-_t(m) \end{pmatrix} \]  
(E1)

with the generator

\[ \mathcal{F}_m = \begin{pmatrix} -\gamma^+(m) - \partial_m & \gamma^-(m) \\ \gamma^+(m) & -\gamma^-(m) + \partial_m \end{pmatrix} \]  
(E2)

so that its adjoint reads

\[ \mathcal{F}^\dagger_m = \begin{pmatrix} -\gamma^+(m_0) + \partial_{m_0} & \gamma^+(m_0) \\ \gamma^-(m_0) & -\gamma^-(m_0) - \partial_{m_0} \end{pmatrix} \]  
(E3)

In the following, we will need the difference and the sum of the switching rates of equation (126) that simply involve the derivative \( V'(m) \) and its absolute value \( |V'(m)| \)

\[ \gamma^+(m) - \gamma^-(m) = NV'(m) \]
\[ \gamma^+(m) + \gamma^-(m) = N|V'(m)| \]  
(E4)
E.1. Equations satisfied by the Green function $G_{\sigma_0}(m, m_0)$

As in the other cases discussed previously, the Green function $G_{\sigma_0}(m, m_0)$ can be computed via two methods:

(a) Either one considers that $(m_0, \sigma_0)$ are parameters, and the Green $G_{\sigma_0}(m, m_0)$ satisfies the forward system

$$\begin{pmatrix}
\frac{p_{eq}(m)}{2} - \delta(m - m_0) & \frac{p_{eq}(m)}{2} - \delta(m - m_0) \\
\frac{p_{eq}(m)}{2} - \delta(m - m_0) & \frac{p_{eq}(m)}{2} - \delta(m - m_0)
\end{pmatrix} = \mathcal{F}_m \begin{pmatrix}
G^+(m, m_0) & G^-(m, m_0) \\
G^+(m, m_0) & G^-(m, m_0)
\end{pmatrix}$$

(E5)

i.e. more explicitly for $\sigma = \pm$

$$\frac{p_{eq}(m)}{2} - \delta(m - m_0) \delta_{\sigma_0, +} = -\partial_m G^{+\sigma_0}(m, m_0) - \gamma^+(m) G^{+\sigma_0}(m, m_0) + \gamma^-(m) G^{-\sigma_0}(m, m_0)$$

$$\frac{p_{eq}(m)}{2} - \delta(m - m_0) \delta_{\sigma_0, -} = \partial_m G^{-\sigma_0}(m, m_0) + \gamma^+(m) G^{+\sigma_0}(m, m_0) - \gamma^-(m) G^{-\sigma_0}(m, m_0)$$

(E6)

with the orthogonality condition

$$0 = \sum_{\sigma = \pm} \int_{-1}^{1} dm G^{\sigma}(m, m_0) = \int_{-1}^{1} dm [G^{+}(m, m_0) + G^{-}(m, m_0)]$$

(E7)

(b) Or one considers that $(m, \sigma)$ are parameters, and the Green $G^{\sigma_0}(m, m_0)$ satisfies the backward system

$$\begin{pmatrix}
\frac{p_{eq}(m)}{2} - \delta(m - m_0) & \frac{p_{eq}(m)}{2} - \delta(m - m_0) \\
\frac{p_{eq}(m)}{2} - \delta(m - m_0) & \frac{p_{eq}(m)}{2} - \delta(m - m_0)
\end{pmatrix} = \mathcal{F}^\dagger_{m_0} \begin{pmatrix}
G^+(m, m_0) & G^-(m, m_0) \\
G^+(m, m_0) & G^-(m, m_0)
\end{pmatrix}$$

(E8)

i.e. more explicitly for $\sigma = \pm$

$$\frac{p_{eq}(m)}{2} - \delta(m - m_0) \delta_{\sigma, +} = \partial_m G^{\sigma_0}(m, m_0) + \gamma^+(m_0) [G^{-\sigma_0}(m, m_0) - G^{+\sigma_0}(m, m_0)]$$

$$\frac{p_{eq}(m)}{2} - \delta(m - m_0) \delta_{\sigma, -} = -\partial_m G^{-\sigma_0}(m, m_0) + \gamma^-(m_0) [G^{+\sigma_0}(m, m_0) - G^{-\sigma_0}(m, m_0)]$$

(E9)
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\[ 0 = \sum_{\sigma_0=\pm 1} \int_{-1}^{1} \, \mathrm{d}m_0 G_{m \sigma_0}^\sigma(m, m_0) p_{\text{eq}}(m_0) \]

\[ = \int \, \mathrm{d}m_0 \left[ G_{m}^\sigma(m, m_0) + G_{m}^\sigma(-m, m_0) \right] p_{\text{eq}}(m_0) \]  \hspace{1cm} (E10)

As usual, the method (b) is technically simpler.

**E.2. Equations for the intermediate Green function** \( G_{m \sigma}^\sigma(m_0) \equiv \sum_{\sigma = \pm} G_{m \sigma}^\sigma(m, m_0) \)

Since we are only interested into empirical observables of the intensive magnetization \( m \), we only need to compute the total Green function

\[ G_{m}^\text{tot}(m, m_0) \equiv \sum_{\sigma = \pm} \sum_{\sigma_0 = \pm 1} G_{m \sigma_0}^\sigma(m, m_0) \]  \hspace{1cm} (E11)

It is thus convenient to introduce the intermediate Green function

\[ G_{m \sigma}^\sigma(m_0) \equiv \sum_{\sigma_0 = \pm 1} G_{m \sigma_0}^\sigma(m, m_0) \]  \hspace{1cm} (E12)

that satisfies closed equations after summing equation (E9) over \( \sigma = \pm \), i.e. the two functions \( G_{m \sigma_0}^\sigma (m_0) \) satisfy the system

\[ p_{\text{eq}}(m) - \delta(m - m_0) = \partial_{m_0} G_{m}^\sigma(m_0) + \gamma^+(m_0) \left[ G_{m}^- (m_0) - G_{m}^+(m_0) \right] \]

\[ p_{\text{eq}}(m) - \delta(m - m_0) = -\partial_{m_0} G_{m}^- (m_0) + \gamma^-(m_0) \left[ G_{m}^+(m_0) - G_{m}^-(m_0) \right] \]  \hspace{1cm} (E13)

It is then useful to introduce the difference

\[ g_{m}(m_0) \equiv G_{m}^- (m_0) - G_{m}^+(m_0) \]  \hspace{1cm} (E14)

while the sum corresponds to the total Green function of equation (E11) that we wish to compute

\[ G_{m}^\text{tot}(m, m_0) \equiv G_{m}^- (m_0) + G_{m}^+(m_0) \]  \hspace{1cm} (E15)

The sum of the two equation (E13) then gives a closed equation for \( g_{m}(m_0) \) that involves the difference of the two switching rates \( \gamma^+(m_0) - \gamma^-(m_0) = NV'(m_0) \) of equation (E4)

\[ 2p_{\text{eq}}(m) - 2\delta(m - m_0) = -\partial_{m_0} g_{m}(m_0) + [\gamma^+(m_0) - \gamma^-(m_0)] g_{m}(m_0) \]

\[ = -\partial_{m_0} g_{m}(m_0) + NV'(m_0)g_{m}(m_0) \]  \hspace{1cm} (E16)

that will be solved in the next subsection E.3.

The difference of the two equation (E13) involves the sum of the two switching rates \( \gamma^+(m_0) + \gamma^-(m_0) = N|V'(m_0)| \) of equation (E4)

\[ 0 = \partial_{m_0} G_{m}^\text{tot}(m, m_0) + [\gamma^+(m_0) + \gamma^-(m_0)] g_{m}(m_0) \]

\[ = \partial_{m_0} G_{m}^\text{tot}(m, m_0) + N|V'(m_0)|g_{m}(m_0) \]  \hspace{1cm} (E17)
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$$0 = \int dm_0 G_{\text{tot}}(m, m_0) p_{\text{eq}}(m_0)$$  \hfill (E18)

\subsection*{E.3. Computing the difference $g_m(m_0)$}

The closed equation (E16) for $g_m(m_0)$ can be solved as follows.

In the region $m_0 \in ]-1, m[$, the solution that vanishes at the boundary $m_0 \to -1$ reads

$$g_m(m_0) = -2 p_{\text{eq}}(m) e^{NV(m_0)} \int_{-1}^{m_0} dx e^{-NV(y)} = -2 \frac{p_{\text{eq}}(m)}{p_{\text{eq}}(m_0)} \int_{-1}^{m_0} dx p_{\text{eq}}(x) \quad \text{for} \quad m_0 \in ]-1, m[$ \hfill (E19)

In the region $m_0 \in ]m, 1[\]$, the solution that vanishes at the boundary $m_0 \to 1$ reads

$$g_m(m_0) = 2 p_{\text{eq}}(m) e^{U(m_0)} \int_{m_0}^{1} dx e^{-U(y)} = 2 \frac{p_{\text{eq}}(m)}{p_{\text{eq}}(m_0)} \int_{m_0}^{1} dx p_{\text{eq}}(x) \quad \text{for} \quad m_0 \in ]m, 1[$ \hfill (E20)

The integration of equation (E16) between $m_0 = m - \epsilon$ and $m_0 = m + \epsilon$ corresponds to the discontinuity

$$-2 = g_m(m - \epsilon) - g_m(m + \epsilon) = -2 \int_{-1}^{m} dx p_{\text{eq}}(x) - 2 \int_{m}^{1} dx p_{\text{eq}}(x) = -2 \int_{-1}^{1} dx p_{\text{eq}}(x) \quad (E21)$$

and is satisfied as a consequence of the normalization of $p_{\text{eq}}(m)$.

\subsection*{E.4. Computing the total Green function $G_{\text{tot}}(m, m_0)$}

In order to compute the differences $G_{\text{tot}}(m, m_0) - G_{\text{tot}}(m, m)$, one needs to integrate equation (E17)

$$\partial_{m_0} G_{\text{tot}}(m, m_0) = -N |V'(m_0)| g_m(m_0)$$  \hfill (E22)

as follows.

In the region $m_0 \in ]-1, m[$, the solution of equation (E19) for $g_m(m_0)$ allows to compute

$$G_{\text{tot}}(m, m_0) - G_{\text{tot}}(m, m) = \int_{m_0}^{m} dy N |V'(y)| g_m(y)$$ \hfill (E23)

In the region $m_0 \in ]m, 1[\]$, the solution of equation (E20) for $g_m(m_0)$ allows to compute

$$G_{\text{tot}}(m, m_0) - G_{\text{tot}}(m, m) = -\int_{m}^{m_0} dy N |V'(y)| g_m(y)$$ \hfill (E24)
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Finally, the orthogonality condition of equation (E18) allows to compute the total Green function $G^{\text{tot}}(m, m_0)$ at coinciding points $m_0 = m$ via

$$G^{\text{tot}}(m, m) = - \int_{-1}^{1} dm_0 \left[ G^{\text{tot}}(m, m_0) - G(m, m) \right] p_{\text{eq}}(m_0)$$

$$+ \int_{m}^{1} dm_0 \left[ G^{\text{tot}}(m, m_0) - G(m, m) \right] p_{\text{eq}}(m_0)$$

(E25)

and one obtains the final results summarized by equations (E26) and (E27) of the text.

E.5. Mean-first-passage-time $\tau^{\text{tot}}(m, m_0)$ at magnetization $m$ when starting at magnetization $m_0$

The solution found above can be rewritten as equation (D12)

$$G^{\text{tot}}(m, m_0) = G^{\text{tot}}(m, m) - p_{\text{eq}}(m) \tau^{\text{tot}}(m, m_0)$$

$$G^{\text{tot}}(m, m) = p_{\text{eq}}(m) \int_{-1}^{+1} dm_0 \tau^{\text{tot}}(m, m_0) p_{\text{eq}}(m_0)$$

(E26)

where the MFPT $\tau^{\text{tot}}(m, m_0)$

$$\tau^{\text{tot}}(m, m_0) = 2 \int_{m_0}^{m} dy \frac{N|V'(y)|}{p_{\text{eq}}(y)} \int_{-1}^{y} dx p_{\text{eq}}(x)$$

$$= 2N \int_{m_0}^{m} dy |V'(y)| \int_{-1}^{y} dx e^{N[V(y) - V(x)]} \quad \text{for } m_0 \in [-1, m]$$

$$\tau^{\text{tot}}(m, m_0) = 2 \int_{m}^{m_0} dy \frac{N|V'(y)|}{p_{\text{eq}}(y)} \int_{y}^{1} dx p_{\text{eq}}(x)$$

$$= 2N \int_{m}^{m_0} dy |V'(y)| \int_{y}^{1} dx e^{N[V(y) - V(x)]} \quad \text{for } m_0 \in [m, 1]$$

(E27)

should be compared to its detailed-balance counterpart of equation (D13).

E.6. Equilibrium time $\tau_{\text{eq}}$

The equilibrium time of equation (A24) does not depend on the initial magnetization $m_0$ and can be thus evaluated for the special case $m_0 = 1$

$$\tau_{\text{eq}}^{\text{tot}} = \tau_{\text{eq}}^{\text{tot}}(m_0 = 1) = \int_{-1}^{+1} dm p_{\text{eq}}(m) \tau^{\text{tot}}(m, m_0 = 1)$$

$$= \frac{2N}{\int_{-1}^{1} dz e^{-NV(z)}} \int_{-1}^{+1} dm e^{-NV(m)} \int_{m}^{1} dy |V'(y)| \int_{y}^{1} dx e^{N[V(y) - V(x)]}$$

(E28)

For large $N$, in the high-temperature phase and at criticality, it is the expansion around $m = 0$ of equation (D15) that will be important. So it is again convenient to
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$$
\tau_{\text{eq}} \underset{N \to +\infty}{\sim} \frac{1}{(\alpha N)^{\frac{1}{2}}} \int_{-\infty}^{+\infty} d\tilde{z} e^{-\tilde{z}^2/2} \int_{-\infty}^{+\infty} d\tilde{y} \int_{\tilde{m}}^{+\infty} d\tilde{m} \frac{p |\tilde{y}^{p-1}|}{\tilde{y}^p} \int_{\tilde{y}}^{+\infty} d\tilde{e} \tilde{e}^{p-2}.
$$

(E29)

In the high-temperature phase with $p = 2$ and $\alpha = (1 - \beta J) = (\beta_c - \beta)J$, the equilibrium time

$$
\tau_{\text{eq}} \propto \frac{1}{\sqrt{(\beta_c - \beta)N}}
$$

is smaller than its detailed-balance counterpart of equation (D18). Note however that in the discrete-time formulation where one counts instead the number of Markov-chain steps [4, 5, 8, 10], the convergence-time is found to scale as $N^{\frac{1}{4}}$ in the high-temperature phase. But in both conventions, the ratio of the equilibrium times is given by the system-size scaling as $N^{-\frac{1}{2}}$ recalled in equation (2) of the introduction.

At criticality with $p = 4$, the equilibrium time

$$
\tau_{\text{eq}} \underset{N \to +\infty}{\sim} \frac{1}{N^{\frac{1}{2}}} \text{ at } \beta = \beta_c
$$

is also smaller than its detailed-balance counterpart of equation (D19). Again in the discrete-time formulation where one counts instead the number of Markov-chain steps [4, 5, 8, 10], the convergence-time is found to scale as $N^{\frac{3}{4}}$ at criticality. But in both conventions, the ratio of the equilibrium times is given by the system-size scaling as $N^{-\frac{3}{4}}$ recalled in equation (2) of the introduction.

Finally, in the low-temperature phase $\beta > \beta_c$, the leading behavior is the same exponential dependence in $N$ of equation (D20) as for the detailed-balance case.
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