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Abstract—Anomaly detection suffers from unbalanced data since anomalies are quite rare. Synthetically generated anomalies are a solution to such ill or not fully defined data. However, synthesis requires an expressive representation to guarantee the quality of the generated data. In this paper, we propose a two-level hierarchical latent space representation that distills inliers’ feature-descriptors (through autoencoders) into more robust representations based on a variational family of distributions (through a variational autoencoder) for zero-shot anomaly generation. From the learned latent distributions, we select those that lie on the outskirts of the training data as synthetic-outlier generators. And, we synthesize from them, i.e., generate negative samples without seen them before, to train binary classifiers. We found that the use of the proposed hierarchical structure for feature distillation and fusion creates robust and general representations that allow us to synthesize pseudo outlier samples. And in turn, train robust binary classifiers for true outlier detection (without the need for actual outliers during training). We demonstrate the performance of our proposal on several benchmarks for anomaly detection.

I. INTRODUCTION

Outlier, novelty, or anomaly detection is the process of identifying new data samples as part of the learned class (inliers) or not (outliers). This problem is relevant since most problems do not have a fully characterized set of interest data. During testing, the classifier must adapt to unseen data. There is a vast literature on these topics [1]–[4] since they have broad applications, with a particular interest in vision [5]–[11].

We can classify these methods depending on the type of modeling used, such as probabilistic-based [12]–[16], which model the distribution of inliers and the outliers are those points with low probability; distance-based [17]–[19], which identify outliers by their distance to inliers; self-representation [6], [11], [20], [21], which detect outliers as non-sparse representations on the given inliers; and deep-learning-based [9], [10], [22]–[28], which use reconstruction-based networks to detect outliers according to their reconstruction error.

Some previous methods rely on true outliers and could suffer from unbalanced data problems since anomalies are quite rare. A solution to these problems is the creation of synthetic anomalies from the anomaly class. In contrast to using true outliers for anomaly creation, we propose a zero-shot synthesis, by generating outliers from the boundaries of the inlier data, to train binary classifiers. However, using the data on the feature space is ineffective due to uncertainties on the original data and errors introduced by the feature extraction process. Instead, we propose to model the data using probability distributions through a hierarchical encoding process that models the uncertainty too. Then, we use the outskirt distributions as sources for our outlier synthesizing process. This process proves to be effective in learning a robust boundary that correctly classifies (never seen before) outliers.

Our proposed method lies at the intersection of probabilistic-, distance-, and deep-learning-based models. On one hand, we model our data (inliers) with distributions that represent the distilled information of a set of features. In contrast to existing probabilistic models, we learn a variational (autoencoder) family that is conditioned on the inlier samples alone. Thus, we generate a latent space of distributions that represent our inliers. Then, similarly to distance-based methods, we select the distributions that are on the outskirts of our learned distribution-space to generate synthetic outliers by perturbing the drawings from these distributions. Conversely to distance-based methods that work on the original feature space, our transformation creates a robust distribution-space to work with. And, instead of directly using these outskirt distributions for classification, as probabilistic or distance methods do, we synthesize outlier samples to train a binary classifier. We found that the mixture of these techniques yields better results than their traditional counterparts, with a simpler representation. We show an illustration of the overall approach in Fig. 1. Additionally, our method is trained without seeing any true outlier (thanks to our synthesis process). In a way, our synthesized outliers are distorted versions of already “strange” samples.

Our main contributions are: (1) A simple, yet powerful, zero-shot outlier synthesis framework for anomaly detection, i.e., we do not use actual outlier data to train our classifier or feature distillation but rather synthetically generated outliers from inlier data. (2) A two-level hierarchical scheme for feature distillation and creation of inlier’s distributions that allows synthesizing pseudo outliers which are sufficient to train a robust binary classifier. (3) We demonstrate that the use of probabilistic modeling paired with distance-based methods for boundary definition produces robust-enough synthetic negative samples to train binary classifiers with robust performance on novel data, in particular, from an outlier class. (4) We show that loosely coupled methods have advantages over tightly coupled ones (i.e., commonly end-to-end trained methods) on a set of...
outlier detection benchmarks.

II. RELATED WORKS

Data Representation. Existing methods rely on low level features, e.g., Histogram of Oriented Gradients [29], local patterns [30]–[34]; high level features, e.g., bag of words [35], trajectories [36]; or deep-learned features [8], [9], [23], [24], [26], [27], [37], [38]. The latter have gained traction in the past years since they tend to outperform low or high-level features designed for general purposes since the deep-features are tuned for each particular task. However, due to this same property, they are not generalizable and not generally used outside of their own proposed architecture. When a similar architecture is adapted into another problem, the previous weights need to be fine-tuned for the new tasks. On the contrary, we propose a distillation method from feature descriptors (e.g., low or high-level features, or from deep-features from other tasks) that can generalize them without adapting their original architectures. Our proposed model takes advantage of compressing the features through autoencoders (AEs). On the other hand, we also propose a zero-shot synthetic outlier generation scheme. Some methods tried to synthesize outliers while training by adding noise to the input samples [9]. Nonetheless, by perturbing the original data, they can miss the original data variations. On the contrary, we propose to synthesize data on a constructed feature-distribution space that already incorporated the variations from the inliers.

Self-Representation. By assuming that outliers cannot be reconstructed sparsely from a set of inlier points, self-representation methods [6], [11], [21] achieve outlier detection. Others exploit the correlations between the inliers that must lie on lower-dimensional spaces, and assume that incoherent samples must be outliers [20]. Another similar stream of research [14], [39] solves a problem with variations of the data points to find lower-dimensional spaces that define the inliers. The idea of sparse representation can be extended as the ability to reconstruct the samples too [6], [38]. In this sense, they are related to deep learning generative methods.

Probabilistic-based Methods. Conventional probabilistic methods [12]–[16], [40], [41] model the inliers’ features’ distributions, where the outliers are detected as samples with low probability. Several approximations to the true distribution of the data have been proposed, for instance, Genetic programming [42] to estimate a kernel density function, minimum-volume-sets to estimate a particular level set of the unknown nominal multivariate density [43], or constructing minimal graphs covering a K-point subset to estimate the critical region [44], [45]. Maximum-entropy-discrimination based models were proposed with several variants, and a recent method mixes this framework with hinge loss style discriminant functions and latent variables to discriminate the outliers [46]. More recent methods [24] mix the distribution’s generation with manifolds to better model the inliers. Similarly, our proposed method is a mixture of ideas, and cannot be classified in a single category. On the contrary to existing probabilistic methods, our proposed method does not use the probabilities as a novelty score, but rather as a synthesizer of new data.

Distance-based Methods. The core idea of distance-based methods is the assumption that inliers are close to each other, while outliers are far from them. Commonly, k-nearest neighbors are used with density estimation [18], as well as more advanced kernel transforms [17], [19] where the distance between the projections is used for the novelty score. Conversely, we use the notion of distance to select outlier distributions that will be used later on, instead of assigning a novelty score from the neighbors. The notion of distance between points can be posed as a classification problem. One breakthrough was the kernel-based novelty detection scheme that relies on unsupervised support vector machine [47].

Deep Learning. The state of the art on outlier detection is based on deep neural networks. In particular, they continue the ideas of self-representation methods based on reconstruction. The main architecture is based on autoencoders (AEs) [22], [38]. Others [9], [10], [24], [25], [28], [48], [49] add a generative adversarial loss [50] to enhance the reconstruction of the AEs. The main idea is to train a discriminator and a generator (i.e., the AE) on a min-max fashion. This optimization scheme yields better results for the generation of the original samples. However, it is hard to train, and it is unstable due to the different learning rates of its components. Similarly to existing approaches, we use the unsupervised nature of AEs to learn a compact space of the original features (akin to self-representation). However, we do not work on this space, and, yet again, we produce a higher-level feature space based on distributions through variational autoencoders (VAEs), which have shown excellent capabilities for unsupervised clustering [51]–[55]. And in contrast to common deep learning approaches, we detect outliers with vanilla classifiers.

Novelty. We use AEs and VAEs similar to previous approaches [53], [56]. (1) However, our proposal’s novelty lies in the construction of a two-level latent space hierarchy that (i) encodes the inliers into a low-dimensional latent space that supports a reliable estimate on inliers’ distributions (through AEs); and (ii) provides a dense representation of the points in a distribution-space where inlier distributions can be compacted to find a reliable boundary (through VAEs). (2) Unlike previous tightly coupled outlier detectors [57], we separate the feature modeling, synthetic-outlier generation, and classification, which enables our learning spaces to be used on a diverse set of tasks. (3) Our zero-shot outlier generation from near-boundary inlier-
distributions is different from previous generation methods [58] that commonly assume a uniform maximum entropy distributed outlier class. Our method is superior in the sense that we do not assume any distribution over the outliers. Instead, we rely only on the inliers’ distributions (available at training time), and synthesize outliers from them (at training time). Conversely to probabilistic methods that rely on matching different inlier and outlier distributions, we use a distance-based mechanism (training a classifier on synthetic outliers sampled from the distributions and the true inliers) to classify outliers and inliers (since the distributions and the outliers themselves are unknown at training time).

III. PROPOSED METHOD

We define outlier detection as a binary classification problem. Such that given any sample from the inlier set \( x \in \mathcal{X} \), we classify it as inlier, while any other data \( y \notin \mathcal{X} \) is classified as an outlier. However, we assume that the outliers are unknown at training time, which allows us to tackle broader problems. This setup poses a challenge since we need negative samples to train the binary classifier. Although a one-class classifier may be an option, we show that learning a good boundary outperforms it (cf. Section IV).

To train a binary classifier using only the inlier data, we need to synthesize outliers to act as negative samples. We find the boundary of the training data, and then synthesize the outlier samples from it (detailed on Section III-B). Instead of working on the original data or feature spaces, we learn a distribution-space that represents the data changes and uncertainties (see Section III-A). This feature distillation process helps to find better boundaries between inliers and outliers. We detail our proposed hierarchical encoding scheme in Section III-C.

A. Probabilistic Representation

We are interested in modeling the inliers as distributions to consider their uncertainty, in addition to compressing their representation. Thus, we create a conditioned Gaussian distribution that represents each data point by learning a variational autoencoder (14), see Section III-C for details. Given an inlier \( x \in \mathcal{X} \) and its latent vector \( w(x) \) (13), we learn a distribution conditioned on the latent representations of the given data point \( q(z \mid w(x)) \equiv (\mu, \sigma) \). In practice, we use standard Gaussians to represent the distributions, and we are interested in obtaining one distribution per data point in our training set. In other words, we construct the set of distributions

\[
Q = \{ (\mu, \sigma) = q(z \mid w(x)) : x \in \mathcal{X} \}.
\]

That is, each distribution \( q \in Q \) is a Normal distribution with parameters equal to the latent representation of our VAE that corresponds to a given inlier \( x \) in the training set.

B. Outlier Classification

Our synthesis process consists of perturbing inliers that are in the boundary of the training data, and using them with the inliers to train our classifier. We perturb the inliers by drawing from the distributions that correspond to the borderline inliers. In other words, our goal is to find the distributions from \( Q \) (1) that are on the outskirts of the space (as shown in Fig. 1). Our first task is to find the distribution-space’s boundary given the training inliers. We propose two methods to define this boundary and its corresponding distributions.

Ellipsoid-based. The first boundary-defining method is based on selecting the distributions that lie on the boundary of the distribution of distributions (i.e., a meta-distribution). To find them, we compute the center, \( \bar{\mu} \), and the standard deviation, \( \bar{\sigma} \), of the meta-distribution of \( Q \) through

\[
\bar{\mu} = \frac{1}{|Q|} \sum_{i=1}^{|Q|} \mu_i, \quad (2)
\]

\[
\bar{\sigma}^2 = \frac{1}{|Q|-1} \sum_{i=1}^{|Q|} (\mu_i - \bar{\mu})^2, \quad (3)
\]

where \(|Q|\) is the size of the set that represents the amount of samples. Then, our outskirt distributions are within the set

\[
O_e = \left\{ (\mu, \sigma) : \sum_{i} \frac{(\mu_i - \bar{\mu})^2}{\alpha \bar{\sigma}^2} \geq 1, (\mu, \sigma) \in Q \right\}, \quad (4)
\]

where the subscripted values represent the components of the vectors, and \( \alpha \) is a scaling hyperparameter. In other words, we select the outskirt distributions as those that lie outside of the ellipsoid defined by the scaled (by \( \alpha \)) mean and variance of the meta-distribution. Note that we constructed a diagonal covariance matrix through the above procedure.

Distance-based. On the other hand, since we have high dimensional distributions, we would be computing their distributions on a very sparse space. Instead, we propose to analyze \( \ell_2 \) norm of their means. Consequently, we collapse the high dimensional space into a lower one, and then we proceed in a similar fashion as above. We compute the mean, \( \bar{\mu}_\epsilon \), and the standard deviation, \( \bar{\sigma}_\epsilon \), of the \( \ell_2 \) norms (\( \| \cdot \|_2 \)) of all the distributions’ means on \( Q \), such that

\[
\bar{\mu}_\epsilon = \frac{1}{|Q|} \sum_{i=1}^{|Q|} \| \mu_i \|_2, \quad (5)
\]

\[
\bar{\sigma}_\epsilon^2 = \frac{1}{|Q|-1} \sum_{i=1}^{|Q|} (\| \mu_i \|_2 - \bar{\mu}_\epsilon)^2. \quad (6)
\]

And the outskirts distributions are within the set

\[
O_\epsilon = \left\{ (\mu, \sigma) : \| \| \mu \|_2 - \bar{\mu}_\epsilon \| \geq \alpha \bar{\sigma}_\epsilon, (\mu, \sigma) \in Q \right\}. \quad (7)
\]

Similarly, the \( \alpha \) parameter scales the boundary of which distributions will be selected.

Outlier Synthesis. Finally, given any set of distributions that lie on the outskirts of the space, \( O \), we can synthesize a set of outlier points that will be our negative class for training. Hence, let the set of synthetic outlier samples be

\[
\mathcal{Y} = \{ y = \mu + \beta \sigma \epsilon : (\mu, \sigma) \in O, \epsilon \sim \mathcal{E} \}, \quad (8)
\]

where each new sample is drawn from the distributions defined in \( O \), \( \epsilon \) is generated noise from a distribution \( \mathcal{E} \), and we use a scalar factor \( \beta \) to draw from the tails of the distribution. Geometrically, we can draw from any direction from the mean.
However, we are interested in the samples that lie on the outside part of the boundary. E.g., in Fig. 1, we draw samples on the side closer to the boundary of each of the outliers distributions instead of sampling from any side. Hence, we construct \( \beta \) such that for each dimension its value is positive or negative depending on whether the mean of this distribution is greater or less than the mean of the meta-distribution. We uniformly sample from all of the distributions to create enough outliers to match the amount of inliers used for training.

**Classification.** Once we have defined our training sets, \( X \) and \( Y \), we can proceed to train a classifier \( C \) by considering the projected \( X \) in our distribution space (in practice, we use the mean of the corresponding distribution since they represent the expected value of each inlier) as our positive examples, and \( Y \) as our negative ones. During testing, we introduce new (never seen) samples to the classifier to evaluate its capabilities for outlier detection. We present more details on Section IV regarding our experimental setup. Note that we defined a loosely coupled process that allows us to switch between classifiers, without the need to relearn the feature distillation process.

### C. Feature Encoding

Our model for anomaly detection relies on a hierarchical feature extraction and fusion scheme based on AEs (as shown in Fig. 1). Our proposal uses a two-level contraction and fusion method, as shown in Fig. 2. Let’s consider the raw data \( x \in X \), and a extracted set of \( k \) features \( G = \{g_i(x)\}_{i=1}^k \). Our goal is to create a mixture of the first level features \( G \) that may not have all the characteristics of \( x \). For instance, we may be using feature descriptors that are easy to compute but not expressive enough, or features learned from different tasks that need to be fused to have a more powerful descriptor, among other cases. Hence, if we convert this data into a more suitable representation that has particular distributions or characteristics, it will be easier to classify. Several methods can be used to achieve such space, among them, one can do dimensionality reduction or clustering followed by a mapping function. Nevertheless, AEs have demonstrated these capabilities within a single method. They learn an identity function with the property of embedding the input vectors into a lower-dimensional space that distills the relevant features. Due to this property, they are the backbone of our proposed architecture.

The first level of our model consists of a set of \( k \) AEs, \( H = \{h_i^k\}_{i=1}^k \), parameterized by \( \theta_i \), where \( \Theta \) is the set of parameters for the whole model. (In the following, we suppress the parameters from the notation of each AE for brevity.) The job of each AE is to compact the input \( g_i \) into a more expressive space, that is,

\[
g_{i} = h_i(g_{i}(x)),
\]

the \( i \)th reconstructed feature \( \hat{g}_i(x) \) is the output of the \( i \)th AE \( h_i \) that operates on the input feature \( g_i(x) \). During training, one of our objectives is to minimize the error between the reconstructed and the original features, that is our feature loss

\[
L_f = \sum_{i=1}^{k} \| \hat{g}_i(x) - g_i(x) \|^2.
\]

Moreover, we are interested in the compact representation learned within the AEs, as they define a space that clusters and separates the input data. The \( i \)th AE, \( h_i \), is the composition of encoder, \( E_i \), and decoder, \( D_i \), functions such that

\[
h_i(z) = D_i(E_i(z)).
\]

Let’s denote the inner compact representation of the \( i \)th AE (the output of the encoder) as

\[
\hat{g}_i(x) = E_i(g_i(x)).
\]

Then, we are interested in the learned representation

\[
w(x) = \| \hat{g}_i(x) \|_{i=1}^k,
\]

where \( \| \) is the concatenation operator. Our objective is to learn a transformation function, \( h_f \), that converts this distilled representation into a single compact space. Since having a sparse vectorial representation, through the AEs, is cumbersome, we plan to learn a continuous space by modeling each vector as a distribution. Hence, we use variational inference to learn a variational family approximated through a VAE, defined by

\[
\hat{w} = h_f(w),
\]

where \( h_f \) comprises the encoding of \( w \) into a distribution \( q(z \mid w) = E_f(w) \), and the decoding through a sampling process \( \hat{w} \sim q(z \mid w) \). (We omit the argument \( x \) from \( w \) for brevity.) And, we define the loss for the high level features as

\[
L_h = \| \hat{w} - w \|^2 + KL(q(z \mid w) \| N(0, I)),
\]

where KL is the Kullback-Leibler divergence to measure the distance between the prior and the learned distribution. We assume that our proposed distribution, \( q(z \mid w) \), is distributed as a Gaussian and try to minimize its distance towards a zero-centered unitary Gaussian, \( N(0, I) \).

---

**Fig. 2.** Our feature distillation architecture uses \( k \) features \( \{g_i(x)\}_{i=0}^k \) from the original data point \( x \), and process them through an AE, \( h_i \), for it to learn an approximated version of them, \( \hat{g}_i(x) \). Simultaneously, we concatenate the encoded features of each AE, \( h_i \), namely \( \hat{g}_i(x) \), into a vector \( w \). Then, we pass it through a learned fusion function, \( h_f \), that is a VAE to recover the input, \( \hat{w} \). The VAE encodes the parameters of the distribution of \( w \), \( \mu, \sigma \equiv q(\cdot \mid w) \). The set of these parameters for all data points is \( Q \). We use samples from the encoder of \( h_f \), namely \( \hat{g}_i \), as the positive inputs for a classifier \( C \), while the negative samples come from the synthesized outliers from the distributions at the outskirts (cf. Section III-B).

---
Finally, our objective is to find the set of parameters, $\Theta$, of the neural networks (the set $\{H,h_f\}$) that minimizes the sum of the loss functions

$$\Theta^* = \arg\min_{\Theta} \left\{ \mathcal{L}_f^\Theta + \mathcal{L}_h^\Theta \right\},$$

where the loss functions, (10) and (15), are parameterized by $\Theta$ which corresponds to the parameters of AEs and VAE, $\{H^\Theta, h_f^\Theta\}$. These parameters are learned through back-propagation on the training phase.

IV. Results and Evaluation

For our experiments, we evaluated our method for outlier generation based on two different ways of selecting the outlier-generation distributions; i.e., (4) and (7), that we named $\Omega$ and $\Omega_g$, respectively. We selected three features, namely Histogram of Oriented Gradients (HoG) [29], Local Binary Patterns (LBP) [59], and raw pixel information as our set of features descriptors for our hierarchical learning. For the classifier $C$, we are using a Support Vector Machine, due to training easiness. Nevertheless, any amount of features and other classifiers can be used. We used the area under the curve (AUC) of the Receiver Operating Characteristic curve, and $F_1$-score, which is the weighted average of the precision and recall, as our evaluation metrics for all experiments. In both cases, the higher the score the better the methods. The results reported in this section are from our implementation using Python 3.6.5 executed on an NVIDIA GeForce GTX 1080 Ti with the TensorFlow framework. We detail the neural network architecture and the feature extractors hyperparameters on the supplementary material.

A. Experimental Setup

We evaluated the performance of our proposed method using MNIST [60], [61], Caltech [62], Coil-100 [63], Extended Yale B [64], [65], UCSD Pedestrian [66], ISIC 2018 Challenge (Task 3) [67], [68], and CIFAR-10 [69] datasets.

We followed the same experimental setup as previous works [9], [11] for MNIST, Caltech, Coil-100 and Extended Yale B. For UCSD Pedestrian and ISIC 2018 Challenge (Task 3) datasets, we followed Chaker et al.’s [70] and Lu and Xu’s [71] setups, respectively. For CIFAR-10, we followed previous methods [72]–[74] setups.

In general, we selected inliers from a set of classes of the dataset, and the evaluation outliers were randomly sampled from the remaining classes. We describe the setup of each experiment per dataset on the supplementary material. For each of our methods and per experiment, we perform a train, validation, and test (inlier) data split. To find the best hyperparameters of the model, we used the train and validation split. And, we evaluated in the test partition. We report the average metrics on the test partition of 5-fold cross-validation for the inlier data split. Note that our training data contains no true outliers. We train the classifier using our synthesized outliers as negative samples, as previously described, and then evaluated, during testing, on different percentages of true outliers (according to the setups of each experiment).

B. Comparison against Baselines

For our experiments on MNIST, Caltech-256, Coil-100, and Yale B, we compared our proposed methods against a set of methods, namely LOF [18], DRAE [10], R and RD [9], GPND [24], Coherent Pursuit (CoP) [20], REAPER [14], Outlier Pursuit (OP) [39], LRR [75], DPCP [76], $\ell_1$-thresh. [77], R-Graph [11], AnoGAN [27], and AGAN [23].

In the MNIST and Caltech-256 experiments, our proposed methods obtained the highest results while maintaining a stable outlier detection rate regardless of the number of outliers, as shown in Tables I and II. Moreover, our proposed method learns representations that are robust to the type of classes, as demonstrated by the results when showing them more classes in the Caltech-256 experiment (cf. Table II). In contrast, for the Coil-100 and Yale B experiments, which present variations, such as rotation and illumination, respectively, our proposed methods do not outperform R-Graph according to the AUC, as shown in Tables III and IV. Interestingly, we consistently obtain higher $F_1$ scores. Moreover, we also noted that the variants introduced in these databases pose a great challenge for the descriptors we are using since HoG and LBP are not invariant to the point of view and intense intensity transforms of these two datasets. Nevertheless, our method still achieves a comparable performance with existing methods.

In Table V, we reported the AUC performance of our proposed method on UCSD Pedestrian benchmark with respect to other methods, namely, Adam [78], SF [79], MPPCA [80], DTM [81], MPPCA-SF [81], Sparse [6], SNM [70], LSR-VAE [82], and GMFC-VAE [83]. Our method outperforms the other methods in Ped2 and detects different kinds of anomalous events, such as bicycling, skateboarding, wheel-chair, etc. Whereas in Ped1 our methods achieve comparable results to LSR-VAE [82] but 3% to 4% lower than those reported by Fan et al. [83]. We noticed that in Ped1 there are several illumination variants when groups of people walk towards and away from the camera, and some amount of perspective distortion which affects the selected features.

The AUC of our experiments on the ISIC dataset are summarized in Table VI. The highest AUC and more stable results were obtained by $\ell_2$-based selection method as compared to ellipsoid with an overall AUC score of 87.2%. In general, our proposal outperforms other methods [71], except on the MEL disease. We assume that the problems are due to variations on the images that are not picked up, like in previous errors.

C. Ablation Study

1) Outlier Synthesis’ Parameters: For the parameters that define the selection of distributions at the outskirts of the space, $\alpha$, (4) and (7), and $\beta$ (8), we evaluated the ranges of $\alpha$ from 1 to 2 with step 0.25, and $\beta$ from 1 to 5 with step 0.5, on the best set of hyperparameters found on previous experiments, cf. Section IV-B. We show in Fig. 3 the results for our metrics on all our evaluation datasets when using true outliers from the remaining classes on testing. We show a detailed evaluation with other setups for outliers on all the datasets on the supplementary material.
TABLE I. Comparison of metrics on the MNIST dataset when varying the percentage (%) of the evaluation data comprised by outliers.

| %     | LOF  | DRAE | D    | RD   | GPND | OG   | OGe |
|-------|------|------|------|------|------|------|-----|
| AUC   |      |      |      |      |      |      |     |
| 10    | 0.92 | 0.95 | 0.93 | 0.97 | 0.96 | 0.9918 | 0.9920 |
| F1    |      |      |      |      |      |      |     |
| 20    | 0.20 | 0.30 | 0.20 | 0.20 | 0.20 | 0.9912 | 0.9915 |
| F1    |      |      |      |      |      |      |     |
| 30    | 0.72 | 0.88 | 0.87 | 0.92 | 0.94 | 0.9913 | 0.9914 |
| F1    |      |      |      |      |      |      |     |
| 40    | 0.65 | 0.82 | 0.84 | 0.91 | 0.93 | 0.9912 | 0.9913 |
| F1    |      |      |      |      |      |      |     |
| 50    | 0.55 | 0.73 | 0.82 | 0.88 | 0.93 | 0.9912 | 0.9915 |
| F1    |      |      |      |      |      |      |     |

TABLE II. Results on the Caltech-256 dataset. Each pair of rows shows the results when inliers were taken from 1, 3, and 5 categories. For evaluation, 50% of the data were outliers sampled from the category 'clutter.'

| CoP | REAPER | OP | LRR | DPCP | ℓ-thres. | R-Graph | D    | AGAN | AnoGAN | OG   | OGe |
|-----|--------|----|-----|------|----------|---------|------|------|--------|------|-----|
| AUC | 0.816  | 0.837| 0.907| 0.783 | 0.772    | 0.948   | 0.932| 0.942 | -      | -    | -   |
| F1  | 0.808  | 0.823| 0.893| 0.783 | 0.772    | 0.914   | 0.916| 0.928 | 0.977  | 0.996| 0.998|
| AUC | 0.796  | 0.788| 0.479| 0.798 | 0.810    | 0.929   | 0.930| 0.938 | -      | -    | -   |
| F1  | 0.718  | 0.784| 0.651| 0.777 | 0.782    | 0.880   | 0.902| 0.913 | 0.963  | 0.915| 0.996|
| AUC | 0.487  | 0.657| 0.337| 0.676 | 0.774    | 0.913   | 0.913| 0.932 | 0.977  | 0.996| 0.997|
| F1  | 0.762  | 0.716| 0.667| 0.715 | 0.762    | 0.858   | 0.890| 0.905 | 0.945  | 0.887| 0.998|

We observed that selecting outskirt distributions that are more than one standard deviation away from the center of the meta-distribution yields better results, i.e., having higher values for \( \alpha \). This trend can be seen in all datasets. However, it is clearer in Caltech, Coil, and UCSD Pedestrian datasets, and a dip can be seen on MNIST when both parameters are one. On the other hand, sampling the synthetic outliers farther from the center of the distributions, as indicated by higher \( \beta \) values, shows an improvement. However, different from \( \alpha \), the variations in \( \beta \) are not consistent as the former, as \( \beta \)'s metrics have falls on the different \( \alpha \) values. We hypothesize that, in general, these parameters will present an inverted-u behavior since they control how different the synthesized samples could be. By increasing them, we will increase the performance up to a certain point, and then we will get diminishing returns. Note that high values of \( \alpha \) introduce outliers within the training inliers, while high values on \( \beta \) may introduce outliers that are too different from any expected anomaly at prediction time. Hence, a classifier trained on this data will learn a decision boundary that is not close enough to the normal samples.

We note the particular behavior of the metrics on Coil-100, Extended Yale-B, and ISIC datasets. On these datasets, there are several dips and changes on the \( F_1 \) scores. Moreover, no patterns seem to arise from the experiments. We notice, however, that the selection of outskirt distributions varies considerably. We attribute this behavior to two factors: the variations on the datasets, and the amount of data. On one hand, the feature descriptors we used are sensitive to the variations of these two datasets, which may be reflected in the changes in the selection of the outliers (cf. ablation results on Section IV-C2). On the other hand, these datasets have considerably fewer samples, in comparison with MNIST, Caltech-256, and UCSD Pedestrian. For example, MNIST varies between 5500–5900 samples (when \( n = 5 \)), in comparison Coil-100 has 504 samples (when \( n = 7 \)) and Yale B has only 192 samples (when \( n = 3 \)). Note the variation in the classes and their relation to the number of samples of each class.

2) Evaluation of Other Dimensions: We may think of our proposed method in terms of four different dimensions: features used, way of applying the AEs on them, the fusion through the VAE, and the outskirt-distribution selection method. To assess our method we performed a set of experiments by varying these dimensions on the Extended Yale B dataset, and we report the results in Table VII. We selected this dataset for...
Two reasons: size, which allows us to run several experiments on our restricted hardware, and challenging variations, which gives us a lower bound on the expected results.

For the features, we evaluate the combination of HoG (H), LBP (L), and raw intensity (R) as pairs and triplets. For the AEs, we evaluate the way of applying them to the set of inputs. We can use different AEs per feature, i.e., individually, to each feature (I), use a single AE on the concatenation of the inputs (C), or use no AE at all (WO). Moreover, we consider the setup with (W) and without (WO) VAE for fusion. In the latter setup, the classification is performed over the concatenation of the extracted representations, instead of the fusion. Lastly, we consider the use of our two proposed outskirt selection schemes, i.e., ellipsoid (e) and $\ell_2$-based (f). In the case where no distributions are generated (i.e., the case without VAE for fusion), we cannot use the selection method and the concatenated features are passed to the classifier. The cases with no synthesis are denoted with an n-dash (–). In them, we use a one-class SVM as a classifier due to the lack of negative samples to train a binary one.

In general, we observe that fusion is a critical component of the proposed method. Removing the VAE (WO in the VAE column) has a significant impact on the different results regardless of the combination of the AE and features. We, also, compared the use of an AE instead of VAE with and without synthetic outlier generation by randomly jitter the outskirt features in the AE space with noise drawn from $\mathcal{N}(0,1.5)$, see the end of Table VII. These results show a significant decrease in performance. On the other hand, the second dimension that affects the results is the way we apply the AEs. By encoding each feature individually we obtain consistently higher metrics. These results align with the objective of encoding and compressing each feature individually to later fuse them. By having an early fusion (the concatenation at the AE level), the VAE does not have richer spaces to work with.

To evaluate the contribution of the generation of the synthetic outliers, we trained a one-class SVM using only inlier data with different feature combinations (denoted by the n-dash on the OS column). We notice a significant drop in the metrics concerning their counterparts that use synthetic outliers for training. Moreover, we also evaluate the case in which the distribution-space is used as features for classification (denoted by $^*$H$^*[L][R]$ C W $^*$ rows). Similarly, we can see that the performance comes from the synthetic outliers that help the classifier to learn a robust boundary, in contrast to the use of more expressive features.
TABLE VIII. Comparison of the proposed method against VAE and AE when trained on true outliers (upper bound performance). We report the AUC scores of all the methods on 5-fold cross-validation with 20% outliers. Our proposal was trained with synthetic data, but cannot be evaluated as a one-class due to lack of outliers. VAE and AE were trained on both binary (first four rows) and one-class (last two rows) setups. We report max-min values in parenthesis.

| Dataset      | CIFAR-10 | Extended Yale B | Coil-100 |
|--------------|----------|-----------------|----------|
| VAE          | 0.937 ± 0.012 | 0.957 ± 0.019 | 0.987 ± 0.012 | 0.998 ± 0.022 | 0.999 ± 0.024 | 0.999 ± 0.030 |
| AE           | 0.929 ± 0.009 | 0.941 ± 0.014 | 0.965 ± 0.014 | 0.984 ± 0.037 | 0.990 ± 0.007 | 0.997 ± 0.016 |
| OG           | 0.883 ± 0.031 | 0.925 ± 0.382 | 0.921 ± 0.026 | 0.998 ± 0.920 | 0.995 ± 0.032 | 0.998 ± 0.918 |
| VAE (OC)     | 0.504 ± 0.002 | 0.538 ± 0.440 | 0.671 ± 0.022 | 0.706 ± 0.654 | 0.728 ± 0.019 | 0.740 ± 0.687 |
| AE (OC)      | 0.502 ± 0.002 | 0.535 ± 0.462 | 0.636 ± 0.016 | 0.661 ± 0.591 | 0.711 ± 0.013 | 0.749 ± 0.644 |

Interestingly, the results of HR or LR features show higher metrics in comparison to HL features. These results indicate, again, that fusion can do so much to increase the invariants of the given inputs’ features. We can draw similar conclusions from the results of our proposed method and more complex fusion (cf. first two rows of Table VII and Section IV-B). However, our proposed method can boost the metrics significantly on this task, in comparison to other methods (including concatenation and learning on the original space).

We also evaluated the case where the outliers are generated deterministically instead of using our probabilistic sampling. In this case, we set $\epsilon = 1$ in the generation (8). In that way, we will always generate the same outlier per outskirt distribution. The corresponding deterministic counterparts of our outskirt selectors, (4) and (7), are denoted as $\hat{e}$ and $\hat{f}$, respectively. The results, in the last rows of the table, show a significant reduction in the different metrics. This demonstrates the importance of creating robust outliers for training when lacking negative samples, independently of the robust feature spaces.

In summary, the way of fusing the feature spaces is a key component in the final representation. And our probabilistic approach seems to yield excellent results in comparison to naive fusion methods, and existing approaches that do not fuse. Secondly, we need to represent spaces individually to take advantage of each feature space’s characteristics. Moreover, a probabilistic representation has the advantage of synthesizing robust outliers, which are necessary to learn robust and general classifiers. Regarding the outlier selection proposals, we could not draw a line of which one is best for the task since no pattern emerged from the results.

3) Comparison against Gold Standard: We also compared our proposal against what can be considered an upper bound of performance of the method. That is, we compared against a VAE and an AE with the same architecture as the proposal, except that they were trained on true outliers. We show the results on Table VIII. We can observe that our proposal is close to the upper bound that represent the VAE and the AE results. It is expected that the proposal achieves a lower performance due to the lack of true outliers. Moreover, we note that the AE achieves a lower performance than its variational counterpart which also supports our decision to use a VAE as the main feature descriptor.

TABLE IX. AUC scores of ellipsoid ($e$), $\ell_2$-based ($f$) methods on CIFAR-10 dataset where each model was trained on a single class and tested against all other classes. We report averaged results overall classes with 5-fold cross-validation, and different classifiers: Support Vector Machine (SVM), Multilayer Perceptron (MLP), Random Forest (RF), and Naive Bayes (NB). We compared our AUC against other existing methods.

| Feats. | OS | SVM | MLP | RF | NB |
|-------|----|-----|-----|----|----|
|        | HLR |     |     |    |    |
|        | $\ell$ | $e$ | $f$ | $e$ | $f$ |
| OC-SVM (CAE) [72] | 0.624 | 0.502 | 0.502 | 0.502 | 0.502 |
| OC-SVM (RAW) [72] | 0.620 | 0.502 | 0.502 | 0.502 | 0.502 |
| DSEBM [72] | 0.610 | 0.502 | 0.502 | 0.502 | 0.502 |
| ADT-120 [73] | 0.690 | 0.502 | 0.502 | 0.502 | 0.502 |
| ADT-1000 [73] | 0.750 | 0.502 | 0.502 | 0.502 | 0.502 |
| AnoGAN [74] | 0.615 ± 0.027 | 0.502 | 0.502 | 0.502 | 0.502 |

D. Evaluation of Other Classifiers

Our previous experiments used SVM as the classifier, in this section, we explore the impact of other classifiers on our method’s performance. Namely, we additionally use Multilayer Perceptron (MLP), Random Forest (RF), and Naive Bayes (NB). Simultaneously, we evaluate our method against a set of algorithms that report results under a different dataset and metric. We compare against One Class SVM (OC-SVM), Deep Autoencoding Gaussian Mixture Model (DAGMM), Deep structured energy-based models (DSEBM), and Anomaly Detection Transformations (ADT) reported by Golan and Ran [72]; three ADT-based models, and the COREL method reported by Hofer et al. [73]; and AnoGAN and Deep-SVDD reported by Ruff et al. [74]. In this case, we evaluate our results using the area under the curve of the ROC (AUC) on the CIFAR-10 dataset. This change in metric and dataset is to compare against these other sets of methods. There are more challenging datasets and versions of the CIFAR dataset. However, not all methods report on them. Hence, it is difficult to have a comparison against more recent methods based on those other datasets.

Our results (cf. Table IX) show that SVM and RF are the best classifiers on the CIFAR-10 dataset. There is a swap on the first ranked classifier while using our proposed selection methods. However, the results are comparable. Moreover, our proposed methods outperform the state of the art methods regardless of the classifier used.

V. CONCLUSION

We introduced an approach that learns representations of feature descriptors, and then fuse them into a distribution-space. This probabilistic space allows us to learn a representation of the inputs’ characteristics class, and, consequently, approximate what outliers may look like. Then, we synthesize outliers as drawings from the outskirts-distributions of the training samples. Finally, we demonstrated that using the given inputs and the synthesized outliers yields classifiers capable of detecting outliers consistently on several datasets with varying types and amounts of outliers. Moreover, we showed the importance of the different parts of our proposal: individual representation through compression, variational inference for fusion, and sampling for synthesis, through an ablation study.
As future work, we envision applications of our proposed idea beyond images, i.e., other domains like text, audio, etc. We intend to explore other generative models for outlier synthesis to increase the robustness of our outliers. Another branch to be explored is to train the synthesis and the classifiers in a tightly coupled way, i.e., an end-to-end model from data representation, distillation, outlier synthesis, and classification, to compare if this approach yields better results than a loosely coupled one, like our proposal.

### Appendix A

**Experimental Setup**

**MNIST** [60], [61] contains 60,000 handwritten digits from '0' to '9.' Each of the ten digit categories is taken as the target class (i.e., inliers) and we simulate outliers (during testing) by randomly sampling images from other categories with a proportion of 10% to 50%. This experiment is repeated for all of the ten digit categories with the images being of size 28×28.

**Caltech-256** [62] dataset contains 256 different object categories with a total number of 30,607 images. Each category has at least 80. For this dataset the images’ size is 28×28 and we repeat same procedure three times by using images from n ∈ {1, 3, 5} randomly chosen categories as inliers. From each category the first 150 images are used only if that category has more than 150 images. We then randomly select 50% outliers from the ‘clutter’ category which contains 827 images of different varieties in each experiment.

**Coil-100** [63] dataset contains 100 different object categories with a total number of 7200 images. Each object category has 72 images taken from different pose intervals of 5 degrees and image’s size is 32×32. We performed three different experiments by randomly selecting n ∈ {1, 4, 7} categories images as inliers, and outliers were randomly chosen from other categories (at most one from each category) by varying percentage of outliers among 50%, 25%, and 15%.

**Extended Yale B** [64], [65] dataset contains frontal face images of 38 persons as categories. Each category has 64 different illumination conditions. The actual size of face images is 192×168, and for our experiment we down-sample them to 48×42. We performed two different experiments by randomly selecting n ∈ {1, 3} categories images as inliers, and outliers are randomly chosen from other categories (at most one from each category) by varying the outliers percentage between 35% and 15%.

**UCSD Pedestrian** [66] dataset contains two subsets of Ped1 and Ped2 with a different street scenes recorded with a stationary camera at 10 fps and resolutions 158×234 and 240×360, respectively. The density of the pedestrians varies from low to high. The normal objects in all scenes are pedestrians (i.e., inliers). All other objects (e.g., cars, skateboarders, wheelchairs, etc.) are considered outliers. For the experiments the images size is down-sampled to 28×28. We performed different experiments on Ped1 scenes by randomly selecting normal object images from 34 categories as inliers, outlier images were randomly chosen from the remaining categories and each category contains 200 frames. For Ped2 similar experiments were performed but with 16 and 12 object categories as inliers and outlier, respectively, where the number of frames of each clip varies in outliers.

**ISIC 2018 Challenge (Task 3)** [67], [68] dataset contains seven different diseases as categories with a total number of 100,15 images. The actual size of disease images is 450×600, and for our experiment we down sample them to 32×32 and try to implement deep architecture with limited resources. We performed six different experiments by considering NV disease category images as inliers and we tested outliers by select the 100 images from the rest of disease categories.

**CIFAR-10** [69] dataset consists of 60,000 32×32 color images in 10 classes, with 6000 images per class. There are 50,000 training images and 10,000 test images, divided equally across the classes. For the experiments, we use a single class for training, and the rest classes as outliers (similar to the previous protocols). We report averaged results overall classes with 5-fold cross-validation.

### Appendix B

**Extended Outlier Synthesis’ Parameters**

We present high resolution versions for Fig. 3, and all configurations for all experiments in the six datasets (according to the setup shown in Appendix A) in Figs. B.1, B.2, B.3, B.4, B.5, and B.6.

### Appendix C

**Extended Results**

We show the details of the true positive rate (TPR) and false positive rate (FPR) for the MNIST, Caltech-256, Coil-100, Extended Yale-B, UCSD Pedestrian, and ISIC 2018 Challenge (Task 3) datasets experiments in Tables C.1, C.2, C.3, C.4, C.5, and C.6, respectively.

### Appendix D

**Implementation Details**

Our proposed framework comprises three main modules: deterministic and variational autoencoders (as shown in Fig. 2), and the classifier.

For the feature encoding, we use denoising autoencoders [84]. There are four hyperparameters that we used for each denoising autoencoder: number of layers, neurons per layer, type of activation function, and type of reconstruction loss. We evaluated an amount of layers among 1, 3, 5, and 7. For the number of neurons, we used three settings ‘same,’ ‘double,’ and ‘half’ number of neurons of the input per layer. The decoder is a mirror of the encoder in terms of layer structure. We evaluated four types of activation functions: ReLU, sigmoid, tanh, and

### Table A.1. Amount of images on the ISIC 2018 Challenge (Task 3) Dataset.

| Disease       | No. of Images |
|---------------|---------------|
| MEL           | 1113          |
| NV            | 6705          |
| BCC           | 514           |
| AKIEC         | 327           |
| BKL           | 1099          |
| DF            | 115           |
| VASC          | 142           |
We evaluated four types of kernels: linear, polynomial, RBF, and sigmoid. For the kernel coefficient, we used values \( \gamma = 1 \) for linear and \( \gamma = 2 \) for the Gaussian. Similarly to the AEs, we used between \( n = 1, 2 \) layers, with ‘same’ and ‘double’ amount of neurons of the input per layer. And the sizes of the Gaussians vary from 2 to 6 (with step one)—we selected small dimensions due to resource constraints for executing the experiments.

There are three hyper-parameters that we tuned for our SVMs: kernel type, kernel coefficient (\( \gamma \)), and regularization. We evaluated four types of kernels: linear, polynomial, RBF, and sigmoid. For the kernel coefficient, we used values \( 1, 10^{-1}, 10^{-2}, 10^{-3}, 10^{-4}, \) and \( 10^{-5} \). And for the regularization parameter (\( C \)) we used \( 10^{-3}, 10^{-2}, 10^{-1}, 1, \) and 10.
Results of different percentage (TABLE C.1. SVM mental results for MNIST, Caltech-256, Coil-100, Extended B. Autoencoders (AEs), Variational Autoencoders (VAEs) and features, HOG [29] and LBP [59], in Tables E.1 and E.2. A. Features

We show the hyperparameters we used for extracting the features, HOG [29] and LBP [59], in Tables E.1 and E.2.

B. Autoencoders (AEs), Variational Autoencoders (VAEs) and SVM

We show the best set of hyperparameters found on experimental results for MNIST, Caltech-256, Coil-100, Extended

TABLE C.2. Results of 50% randomly chosen outliers from category 257-cluster of the Caltech-256 dataset for the proposed methods: (a) OG_y, and (b) OG_z. The top row shows the 2, 4, 6, 8, and 10 inlier categories and average values among all five classes of the objects.

| % | 2   | 4   | 6   | 8   | 10   | Avg.   |
|---|-----|-----|-----|-----|------|-------|
| TPR| 50  | 0.976| 0.894| 0.901| 0.899| 0.971| 0.928   |
| FPR| 0.000| 0.092| 0.084| 0.086| 0.000| 0.052|         |

(b)

| % | 2   | 4   | 6   | 8   | 10   | Avg.   |
|---|-----|-----|-----|-----|------|-------|
| TPR| 50  | 0.979| 0.894| 0.896| 0.971| 0.927|         |
| FPR| 0.000| 0.087| 0.084| 0.087| 0.094| 0.070|         |

TABLE C.3. Results of 50%, 25%, and 15% outliers of the Coil-100 dataset for the proposed methods: (a) OG_y, and (b) OG_z. The top row shows the 2, 4, 6, 8, and 10 inlier categories and average values among all five classes of the objects.

(a)

| % | 2   | 4   | 6   | 8   | 10   | Avg.   |
|---|-----|-----|-----|-----|------|-------|
| TPR| 50  | 0.933| 0.928| 0.922| 0.949| 0.933|         |
| FPR| 0.069| 0.075| 0.068| 0.080| 0.040| 0.066|         |
| TPR| 25  | 0.959| 0.972| 0.955| 0.940| 0.964| 0.958   |
| FPR| 0.041| 0.021| 0.040| 0.059| 0.029| 0.038|         |
| TPR| 15  | 0.877| 0.860| 0.870| 0.884| 0.856| 0.869   |
| FPR| 0.118| 0.126| 0.109| 0.114| 0.139| 0.121|         |

(b)

| % | 2   | 4   | 6   | 8   | 10   | Avg.   |
|---|-----|-----|-----|-----|------|-------|
| TPR| 50  | 0.903| 0.898| 0.892| 0.924| 0.900|         |
| FPR| 0.086| 0.093| 0.102| 0.090| 0.074| 0.089|         |
| TPR| 25  | 0.900| 0.903| 0.968| 0.890| 0.924| 0.917   |
| FPR| 0.069| 0.072| 0.039| 0.092| 0.072| 0.068|         |
| TPR| 15  | 0.837| 0.850| 0.917| 0.876| 0.860| 0.868   |
| FPR| 0.154| 0.102| 0.073| 0.118| 0.129| 0.115|         |

Yale-B, UCSD Pedestrian, and ISIC 2018 Challenge (Task 3) on Tables E.3, E.4, E.5, E.6, E.7, and E.8, respectively. The corresponding original results (on the paper) are in Tables I, II, III, IV, V, and VI.
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### TABLE C.5. Results of randomly chosen outliers of the UCSD Pedestrian dataset (on both sets Ped1 and Ped2) for the proposed methods: (a) OG_e, and (b) OG_f. The top row shows the 1, 3, 5, 7, and 9 inlier categories and average values among all five classes of the scenes.

| (a) | Subset 1 3 5 7 9 Avg. |
|-----|----------------------|
| TPR Ped-1 | 0.936 0.946 0.951 0.939 0.972 0.949 |
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| TPR Ped-2 | 0.969 0.963 0.935 0.886 0.974 0.945 |
| FPR Ped-2 | 0.006 0.017 0.006 0.097 0.015 0.029 |

| (b) | Scene 1 3 5 7 9 Avg. |
|-----|----------------------|
| TPR Ped-1 | 0.943 0.928 0.947 0.916 0.938 0.934 |
| FPR Ped-1 | 0.022 0.021 0.049 0.013 0.005 0.022 |
| TPR Ped-2 | 0.961 0.985 0.962 0.988 0.923 0.964 |
| FPR Ped-2 | 0.003 0.049 0.007 0.007 0.002 0.013 |

### TABLE C.6. Results of randomly chosen outliers of the ISIC 2018 Challenge (Task 3) dataset for the proposed methods: (a) OG_e, and (b) OG_f. The top row shows the disease categories for each outlier category, and average values among all.

| (a) | AKIEC BCC BKL DF MEL VASC All Avg. |
|-----|----------------------------------|
| TPR 35 | 0.451 0.415 0.459 0.482 0.481 0.438 0.415 0.449 |
| FPR 35 | 0.007 0.002 0.017 0.020 0.007 0.008 0.024 0.009 |

| (b) | AKIEC BCC BKL DF MEL VASC All Avg. |
|-----|----------------------------------|
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### TABLE E.1. HOG’s hyperparameters. The best cased used in our proposed experiment is typed in bold. Abbreviations: cells per block (Cpb), orientations (O).

| Cpb | O | Pixels per Cell |
|-----|---|-----------------|
| (12 , 12) | (14 , 14) | (16 , 16) |
| (1 , 1) | 9 | (1,1) - 9 - (12,12) |
| 12 | (1,1) - 12 - (12,12) |
| 15 | (1,1) - 15 - (12,12) |
| (2 , 2) | 9 | (2,2) - 9 - (12,12) |
| 12 | (2,2) - 12 - (12,12) |
| 15 | (2,2) - 15 - (12,12) |
| (4 , 4) | 9 | (4,4) - 9 - (12,12) |
| 12 | (4,4) - 12 - (12,12) |
| 15 | (4,4) - 15 - (12,12) |
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TABLE E.2. LBP’s hyperparameters. The best result is type-set in bold. Abbreviations: number of patterns (NP).

| Method | # NP | Radius of circle |
|--------|------|------------------|
| Default | 4 | Default-4-8 |
|       | 6 | Default-6-8 |
|       | 8 | Default-8-8 |
| ROR   | 4 | ROR-4-8 |
|       | 6 | ROR-6-8 |
|       | 8 | ROR-8-8 |
| Uniform | 4 | Uniform-4-8 |
|       | 6 | Uniform-6-8 |
|       | 8 | Uniform-8-8 |
| VAR   | 4 | VAR-4-8 |
|       | 6 | VAR-6-8 |
|       | 8 | VAR-8-8 |

TABLE E.3. Best set of hyperparameters for MNIST dataset in proposed experiments. Abbreviations: Amount of Layers (AL), Number of neurons per layer (NN), Activation Function (AF), Latent Dimension (LD), Kernel coefficient ($\gamma$), and regularization parameter ($C$).

| Method | AutoEncoder | Variational AutoEncoder | SVM |
|--------|-------------|-------------------------|-----|
| AL NN AF LD Alpha Beta Kernel $\gamma$ C |
| OG$_k$ | 1 Same ReLU 2 3.0 4.5 rbf 1 0.1 |
| OG$_l$ | 1 Same ReLU 2 3.0 5.0 rbf 1 0.1 |

TABLE E.4. Best set of hyperparameters for Caltech-256 dataset in proposed experiments. Abbreviations: Amount of Layers (AL), Number of neurons per layer (NN), Activation Function (AF), Latent Dimension (LD), Kernel coefficient ($\gamma$), and regularization parameter ($C$).

| Method | AutoEncoder | Variational AutoEncoder | SVM |
|--------|-------------|-------------------------|-----|
| AL NN AF LD Alpha Beta Kernel $\gamma$ C |
| OG$_k$ | 5 Half ReLU 2 1.75 3.0 rbf 1 0.1 |
| OG$_l$ | 5 Half ReLU 2 1.25 2.0 rbf 1 0.1 |
| OG$_k$ | 5 Same ReLU 4 3.0 5.0 rbf 1 0.1 |
| OG$_l$ | 7 Same ReLU 2 2.0 3.5 rbf 1 0.1 |
| OG$_k$ | 5 Same ReLU 2 1.0 2.0 rbf 1 0.1 |
| OG$_l$ | 7 Same ReLU 4 1.5 4.5 rbf 1 0.1 |

TABLE E.5. Best set of hyperparameters for Coil-100 dataset in proposed experiments. Abbreviations: Amount of Layers(AL), Number of neurons per layer (NN), Activation Function (AF), Latent Dimension (LD), Kernel coefficient ($\gamma$), and regularization parameter ($C$).

| Method | AutoEncoder | Variational AutoEncoder | SVM |
|--------|-------------|-------------------------|-----|
| AL NN AF LD Alpha Beta Kernel $\gamma$ C |
| OG$_k$ | 5 Half ReLU 2 2.0 3.5 rbf 1 0.1 |
| OG$_l$ | 1 Same ReLU 2 1.75 1.0 rbf 1 0.1 |
| OG$_k$ | 1 Double ReLU 3 2.0 4.0 rbf 1 0.1 |
| OG$_l$ | 3 Same ReLU 2 2.0 2.0 rbf 1 0.1 |
| OG$_k$ | 1 Double ReLU 3 1.5 2.5 rbf 1 0.1 |
| OG$_l$ | 3 Half ReLU 2 1.5 5.0 rbf 1 0.1 |
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Fig. B.6. Comparisons of $F_1$ scores on ISIC 2018 Challenge (Task 3) dataset for the proposed methods by varying $\alpha$ and $\beta$ parameters when inlier are taken images from NV disease category and outliers are randomly chosen from each individual disease category (show column wise, every two rows). Last rows show the experimental results when we consider random outliers from all disease categories together.