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Abstract

This paper studies the subgeometric convergence of the stationary distribution in taking the infinite-level limit of a finite-level M/G/1-type Markov chain, that is, in letting the upper boundary level go to infinity. This study is performed through the fundamental deviation matrix, which is a block-decomposition-friendly solution for the Poisson equation of the deviation matrix. The fundamental deviation matrix yields a difference formula for the respective stationary distributions of the finite-level chain and the corresponding infinite-level chain. The difference formula plays a crucial role in deriving the main result of this paper: a subgeometric convergence formula for the infinite-level limit of the stationary distribution of the finite-level chain.
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1 Introduction

Finite-level M/G/1-type Markov chains are used for the stationary analysis of finite semi-Markovian queues (see, e.g., [3, 4, 6, 11]). However, it is not easy to derive a
simple and analytical expression of the stationary distribution in finite-level M/G/1-type Markov chains, except for a few special cases such that the matrix generating functions of level increments are rational \[1, 13\].

There are related studies on the asymptotics of finite-level quasi-birth-and-death processes (QBDs) and finite-level GI/M/1-type Markov chains in taking the infinite-level limit, that is, in letting the upper boundary level go to infinity. As is well known, the QBD is a special case of the finite-level GI/M/1-type Markov chain as well as the finite-level M/G/1-type Markov chain. Miyazawa et al. \[28\] presented an asymptotic formula for the stationary probability of a finite-level QBD being in the upper boundary level. The asymptotic formula is used to investigate the asymptotic behavior of the loss probability in a MAP/MSP/c/K + c queue. J. Kim and B. Kim \[14\] extended the asymptotic formula in \[28\] to the finite-level GI/M/1-type Markov chain.

Some researchers have studied the infinite-level limit of finite-level M/G/1-type Markov chains, focusing on the asymptotics of the loss probability in finite M/G/1-type queues, such as queues with Markovian arrival processes. Ishizaki and Takine \[12\] established a direct relationship between the respective stationary distributions of a special finite-level M/G/1-type chain and its infinite-level-limit chain (the corresponding infinite-level M/G/1-type chain). Using the direct relationship, the authors obtained the loss probability in a finite M/G/1-type queue with geometrically distributed off-periods. Baiocchi \[3\] derived a geometric asymptotic formula for the loss probability in a MAP/G/1/K queue through the asymptotic analysis of a finite-level M/G/1-type Markov chain with light-tailed level increments. Liu and Zhao \[20\] presented power-law asymptotic formulas for the loss probability in an M/G/1/N queue with vacations, where the embedded queue length process is a special finite-level M/G/1-type Markov chain with a single background state.

We can find other previous studies \[22, 23, 25, 26\] with related but different perspectives. They are concerned with the upper bound for the error of the last-column-block-augmented (LCBA) truncation approximation of the stationary distribution in block-structured Markov chains including infinite-level M/G/1-type Markov chains. Note that the finite-level M/G/1-type Markov chain can be considered the LCBA truncation approximation to an infinite-level M/G/1-type Markov chain. Hence, using the results in those previous studies, we can obtain upper bounds for the difference of the respective stationary distributions of the finite-level and (corresponding) infinite-level M/G/1-type Markov chains.

As we see above, there are no previous studies on the exact convergence speed of the stationary distribution of a finite-level M/G/1-type Markov chain in taking its infinite-level limit. More specifically, no previous studies have presented a convergence formula for the stationary distribution of the finite-level M/G/1-type Markov chain as its upper boundary level goes to infinity.

The main contribution of this paper is to present a subgeometric convergence formula for the stationary distribution of the finite-level M/G/1-type Markov chain. Subgeometric convergence is much slower than geometric (exponential) convergence, and its
A subgeometric convergence formula for finite-level M/G/1-type Markov chains

A typical example is polynomial convergence.

The key to our analysis is a block-decomposition-friendly solution for the Poisson equation of the deviation matrix (see, e.g., [5]). We refer to this block-decomposition-friendly solution as the fundamental deviation matrix. The fundamental deviation matrix yields a difference formula for the respective stationary distributions of the finite-level M/G/1-type Markov chain and its infinite-level-limit chain. Moreover, using the difference formula, we derive a subgeometric convergence formula for the stationary distribution of the finite-level M/G/1-type Markov chain as its upper boundary level goes to infinity. The subgeometric convergence formula requires a certain condition (Assumption 5.10) for the subexponentiality of the integrated tail distribution of nonnegative level increments in steady state of the infinite-level-limit chain.

The rest of this paper consists of five sections. Section 2 describes infinite- and finite-level M/G/1-type Markov chains. Section 3 discusses the second moment condition on level increments of the infinite-level M/G/1-type Markov chain, which leads to the finiteness of the mean of the stationary distribution and to the finiteness of the mean first passage time to level zero. Section 4 introduces the fundamental deviation matrix of the infinite-level M/G/1-type Markov chain. Based on those results, Section 5 proves the main theorem of this paper, after discussing the uniform convergence of the stationary distribution of the finite-level M/G/1-type Markov chain in taking its infinite-level limit. Finally, Section 6 contains concluding remarks.

2 Model description

This section consists of three subsections. Section 2.1 provides basic definitions and notation. Sections 2.2 and 2.3 describe infinite- and finite-level M/G/1-type Markov chains, respectively.

2.1 Basic definitions and notation

We begin with introducing symbols and notation for numbers. Let

\[ Z = \{0, \pm 1, \pm 2, \ldots\}, \quad \mathbb{Z}_+ = \{0, 1, 2, \ldots\}, \quad \mathbb{N} = \{1, 2, 3, \ldots\}, \]

\[ \mathbb{Z}_{\geq k} = \{n \in \mathbb{Z} : n \geq k\}, \quad k \in \mathbb{Z}, \]

\[ \mathbb{Z}_{[k,\ell]} = \{n \in \mathbb{Z} : k \leq n \leq \ell\}, \quad k,\ell \in \mathbb{Z}, \quad k \leq \ell, \]

and let \( \mathbb{M}_0 \) and \( \mathbb{M}_1 \) denote

\[ \mathbb{M}_0 = \mathbb{Z}_{[1,M_0]} = \{1, 2, \ldots, M_0\}, \quad \mathbb{M}_1 = \mathbb{Z}_{[1,M_1]} = \{1, 2, \ldots, M_1\}, \]

respectively, where \( M_0, M_1 \in \mathbb{N} \). For \( x, y \in \mathbb{R} := (-\infty, \infty) \), let \( x \wedge y = \min(x, y) \) and let \( \delta_{k,\ell}, \ k,\ell \in \mathbb{R}, \) denote the Kronecker delta, that is, \( \delta_{k,k} = 1 \) and \( \delta_{k,\ell} = 0 \) for \( k \neq \ell \).

Furthermore, let \( \mathbf{1}(\cdot) \) denote the indicator function that takes the value of one if the statement in the parentheses is true; otherwise takes the value of zero.
Next, we describe our notation for vectors and matrices. All matrices are denoted by bold large letters, and especially, $\mathbf{O}$ and $\mathbf{I}$ denote the zero matrix and the identity matrix, respectively, with appropriate sizes (i.e., with appropriate numbers of rows and columns). Basically, all row vectors are denoted by Greek small letters in bold, except for $g$ (this exception follows from the convention of the matrix analytic methods pioneered by Neuts [29]); and all column vectors are denoted by English small letters in bold. In particular, $\mathbf{e}$ denotes the column vector of 1’s with appropriate sizes.

Additionally, we introduce more definitions for vectors and matrices. For any matrix (or vector), the absolute value operator $| \cdot |$ works on it elementwise, and $(\cdot)_{i,j}$ (resp. $(\cdot)_i$) denotes the $(i, j)$-th (resp. $i$-th) element of the matrix (resp. vector) in the parentheses. We then denote by $\| \cdot \|$, the total-variation norm for vectors. Thus, $\|s\| = \sum_j |(s)_j|$ for any vector $s$. Furthermore, for any matrix function $Z(\cdot)$ and scalar function $f(\cdot)$ on $(-\infty, \infty)$, we use the notations $Z(x) = \mathcal{O}(f(x))$ and $Z(x) = \mathcal{O}(f(x))$: $Z(x) = \mathcal{O}(f(x)) \iff \limsup_{x \to \infty} \sup_i \sum_j |(Z(x))_{i,j}| \frac{f(x)}{f(x)} < \infty$, $Z(x) = \mathcal{O}(f(x)) \iff \lim_{x \to \infty} \sup_i \sum_j |(Z(x))_{i,j}| \frac{f(x)}{f(x)} = 0$.

The notations $\mathcal{O}(\cdot)$ and $\mathcal{O}(\cdot)$ are applied to vector functions; whereas the notations are replaced with $O(\cdot)$ and $o(\cdot)$ (according to standard notation) if they are applied to scalar functions. Finally, for any nonnegative matrix $S \geq \mathbf{O}$ (including nonnegative vectors), we write $S < \infty$ if every element of $S$ is finite.

### 2.2 The infinite-level M/G/1-type Markov chain

This subsection provides the definition of the infinite-level M/G/1-type Markov chain, and introduces the basic assumption of the present paper.

We describe the infinite-level M/G/1-type Markov chain. Let $\{(X_n, J_n); n \in \mathbb{Z}_+\}$ denote a discrete-time Markov chain on state space $\mathbb{S} := \bigcup_{k=0}^{\infty} \mathbb{L}_k$, where $\mathbb{L}_k = \{k\} \times \mathbb{M}_{k \times 1}$ for $k \in \mathbb{Z}_+$. The subset $\mathbb{L}_k$ of state space $\mathbb{S}$ is referred to as level $k$. Let $\mathbf{P}$ denote the transition probability matrix of the Markov chain $\{(X_n, J_n)\}$, and assume that $\mathbf{P}$ is a stochastic matrix such that

$$
\mathbf{P} = \begin{pmatrix}
\mathbb{L}_0 & \mathbb{L}_1 & \mathbb{L}_2 & \mathbb{L}_3 & \cdots \\
\mathbb{L}_0 & \mathbf{B}(0) & \mathbf{B}(1) & \mathbf{B}(2) & \mathbf{B}(3) & \cdots \\
\mathbb{L}_1 & \mathbf{B}(-1) & \mathbf{A}(0) & \mathbf{A}(1) & \mathbf{A}(2) & \cdots \\
\mathbb{L}_2 & \mathbf{O} & \mathbf{A}(-1) & \mathbf{A}(0) & \mathbf{A}(1) & \cdots \\
\mathbb{L}_3 & \mathbf{O} & \mathbf{O} & \mathbf{A}(-1) & \mathbf{A}(0) & \cdots \\
\vdots & \vdots & \vdots & \vdots & \vdots & \ddots
\end{pmatrix}.
$$

(2.1)
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Therefore, the component block matrices $A(k)$ and $B(k)$ satisfy the following:

$$\sum_{k=-1}^{\infty} A(k)e = e, \quad \sum_{k=0}^{\infty} B(k)e = e,$$

$$B(-1)e = A(-1)e. \quad (2.2)$$

The Markov chain $\{ (X_n, J_n) \}$ is referred to as an $M/G/1$-type Markov chain (see [29]).

We call this Markov chain the infinite-level $M/G/1$-type Markov chain or infinite-level chain for short, in order to distinguish it from its finite-level version (described later).

We introduce our basic assumption. To this end, let

$$A = \sum_{k=-1}^{\infty} A(k), \quad \overline{m}_A = \sum_{k=-1}^{\infty} kA(k)e, \quad (2.4)$$

where $A$ is a stochastic matrix due to (2.2). The following is then the basic assumption.

**Assumption 2.1**

(i) The stochastic matrices $A$ and $P$ (given in (2.1)) are irreducible;

(ii) $\overline{m}_B := \sum_{k=1}^{\infty} kB(k)e < \infty$; and (iii) $\sigma := \varpi\overline{m}_A < 0$, where $\varpi$ denotes the unique stationary distribution vector of $A$.

Assumption 2.1 ensures (see, e.g., [2, Chapter XI, Proposition 3.1]) that the infinite-level chain $\{ (X_n, J_n) \}$ is irreducible and positive recurrent and therefore this chain has the unique stationary distribution vector, denoted by $\pi = (\pi(k,i))_{(k,i) \in S}$. For later convenience, $\pi$ is partitioned level-wise: $\pi = (\pi(0), \pi(1), \ldots)$, where $\pi(k) = (\pi(k,i))_{i \in M_{k+1}}$ for $k \in \mathbb{Z}_+^+$.

To describe the stationary distribution $\pi$, we introduce the $G$- and $R$-matrices of the infinite-level $M/G/1$-type Markov chain. Let $G := (G_{i,j})_{i,j \in M_1}$ denote an $M_1 \times M_1$ matrix such that

$$G_{i,j} = \mathbb{P}(J_{\tau_k} = j \mid (X_0, J_0) = (k+1, i) \in L_{\geq k}),$$

where $\tau_k = \inf\{n \in \mathbb{N} : X_n = k\}$ and $L_{\geq k} = \bigcup_{\ell=k}^{\infty} L_\ell$ for $k \in \mathbb{Z}_+$. Assumption 2.1 (i) and (iii) ensures that $G$ is a stochastic matrix with a single closed communicating class [15, Proposition 2.1] and thus the unique stationary distribution vector, denoted by $g$. Additionally, using the $G$-matrix $G$, we define $R_0(k)$ and $R(k)$, $k \in \mathbb{N}$, as

$$R_0(k) = \sum_{m=k}^{\infty} B(m)G^{m-k}(I - \Phi(0))^{-1}, \quad k \in \mathbb{N}, \quad (2.5)$$

$$R(k) = \sum_{m=k}^{\infty} A(m)G^{m-k}(I - \Phi(0))^{-1}, \quad k \in \mathbb{N}, \quad (2.6)$$

respectively, where

$$\Phi(0) = \sum_{m=0}^{\infty} A(m)G^m. \quad (2.7)$$
We then have
\[ \pi(k) = \pi(0)R_0(k) + \sum_{\ell=1}^{k-1} \pi(\ell)R(k - \ell), \quad k \in \mathbb{N}, \] (2.8)
which is referred to as Ramaswami’s recursion \[31\].

### 2.3 The finite-level M/G/1-type Markov chain

In this subsection, we define the finite-level M/G/1-type Markov chain and its stationary distribution vector. We also introduce our convention for handling calculations over finite and infinite matrices (including vectors). The convention facilitates the discussion in the subsequent sections. In addition, symbol \( N \) is assumed to be an arbitrary positive integer throughout the paper, unless otherwise stated.

We provide the definition of the finite-level M/G/1-type Markov chain. For any \( N \in \mathbb{N} \), let \( \{(X_n^{(N)}, J_n^{(N)}); n \in \mathbb{Z}_+\} \) denote a discrete-time Markov chain on state space \( L_{\leq N} := \bigcup_{\ell=0}^{N} L_\ell \) with transition probability matrix \( P^{(N)} \) given by
\[
P^{(N)} = \begin{pmatrix}
L_0 & L_1 & L_2 & \cdots & L_{N-2} & L_{N-1} & L_N \\
B(0) & B(1) & B(2) & \cdots & B(N-2) & B(N-1) & \overline{B}(N-1) \\
B(-1) & A(0) & A(1) & \cdots & A(N-3) & A(N-2) & \overline{A}(N-2) \\
O & A(-1) & A(0) & \cdots & A(N-4) & A(N-3) & \overline{A}(N-3) \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
O & O & O & \cdots & A(0) & A(1) & \overline{A}(1) \\
O & O & O & \cdots & A(-1) & A(0) & \overline{A}(0) \\
O & O & O & \cdots & O & A(-1) & \overline{A}(-1)
\end{pmatrix},
\] (2.9)
where
\[ \overline{A}(k) = \sum_{\ell=k+1}^{\infty} A(\ell), \quad k \in \mathbb{Z}_{\geq -2}, \] (2.10a)
\[ \overline{B}(k) = \sum_{\ell=k+1}^{\infty} B(\ell), \quad k \in \mathbb{Z}_+. \] (2.10b)

The Markov chain \( \{(X_n^{(N)}, J_n^{(N)})\} \) is referred to as the finite-level M/G/1-type Markov chain or finite-level chain for short. Without loss of generality, we assume that the finite-level chain \( \{(X_n^{(N)}, J_n^{(N)})\} \) is defined on the same probability space as that of the infinite-level chain \( \{(X_n, J_n)\} \).

**Remark 2.2** The stochastic matrix \( P^{(N)} \) can be considered the last-column-block-augmented (LCBA) truncation of \( P \) (see \[22, 23, 25, 26\]).

**Proposition 2.3** Under Assumption \[24\], the following hold for level zero \( L_0 \) of the finite-level chain \( \{(X_n^{(N)}, J_n^{(N)})\} \):

\[
\text{Proposition 2.3:}
\]
(i) For all sufficiently large \( N \in \mathbb{N} \), any state \((0, j) \in \mathbb{L}_0\) is accessible from any state \((0, i) \in \mathbb{L}_0\).

(ii) For each \( N \in \mathbb{N} \), level zero \( \mathbb{L}_0 \) is accessible from any state in its state space \( \mathbb{L}_{\leq N} \) with probability one.

**Proof.** We begin with the proof of the statement (i). Assumption 2.1 ensures that the infinite-level chain \( \{(X_n, J_n)\} \) is irreducible and thus it reaches any state \((0, j) \in \mathbb{L}_0\) from any state \((0, i) \in \mathbb{L}_0\). Let \( N_{i,j} \) denote the maximum level in an arbitrarily chosen path from state \((0, i)\) to state \((0, j)\). Since \( \mathbb{L}_0 \) is finite, we have \( N_0 := \max_{i,j \in \mathbb{L}_0} N_{i,j} < \infty \). Furthermore, the similarity in the structures of \( P^{(N)} \) and \( P \) implies that the finite-level chain \( \{(X_n^{(N)}, J_n^{(N)})\} \) behaves stochastically the same as the infinite-level chain \( \{(X_n, J_n)\} \) unless the former reaches its upper boundary level \( N \). Therefore, for any \( N > N_0 \), the finite-level chain \( \{(X_n^{(N)}, J_n^{(N)})\} \) reaches any state \((0, j) \in \mathbb{L}_0\) from any state \((0, i) \in \mathbb{L}_0\).

Next, we prove the statement (ii). To do this, we construct the sample paths of the finite-level chain \( \{(X_n^{(N)}, J_n^{(N)})\} \) before the first passage time to level zero by using the sample paths of the infinite-level chain \( \{(X_n, J_n)\} \), based on Proposition C.2:

\[
X_n^{(N)} = \begin{cases} 
X_0 \land N, & n = 0, \\
(X_{n-1}^{(N)} + X_n^{(N)} - X_{n-1}) \land N, & n = 1, 2, \ldots, \tau_0^{(N)}, X_{n-1}^{(N)} \in \mathbb{Z}_{[0,N-1]}, \\
X_{n-1}^{(N)} + (X_n^{(N)} - X_{n-1}) \land 0, & n = 1, 2, \ldots, \tau_0^{(N)}, X_{n-1}^{(N)} = N,
\end{cases} 
\]

\[
J_n^{(N)} = J_n, \quad n = 0, 1, \ldots, \tau_0^{(N)} - 1,
\]

where \( \tau_0^{(N)} = \inf\{n \in \mathbb{N} : X_n^{(N)} = 0\} \). The first and second cases of (2.11a) (together with (2.11b)) ensure that the level increment of \( \{(X_n^{(N)}, J_n^{(N)})\} \) is equal to that of \( \{(X_n, J_n)\} \) while \( \{(X_n^{(N)}, J_n^{(N)})\} \) is below level \( N \) and does not reach level zero yet. In addition, the third case of (2.11a) ensures that \( \{(X_n^{(N)}, J_n^{(N)})\} \) stays at level \( N \) while \( \{(X_n, J_n)\} \) evolves with the transition matrices \( A(0), A(1), A(2), \ldots \); and ensures that \( \{(X_n^{(N)}, J_n^{(N)})\} \) moves down to level \( N-1 \) when \( \{(X_n, J_n)\} \) moves down by one level with \( A(-1) \). Thus, the behavior of \( \{(X_n^{(N)}, J_n^{(N)})\} \) specified by (2.11) follows the transition law (2.9).

The pass construction (2.11) contributes to the proof of the statement (i). Indeed, (2.11) implies that \( X_n^{(N)} \leq X_n \) and \( J_n^{(N)} = J_n \) for all \( n = 0, 1, \ldots, \tau_0^{(N)} - 1 \). In addition, Assumption 2.1 ensures that the infinite-level chain \( \{(X_n, J_n)\} \) is irreducible and positive recurrent. Therefore, the finite-level chain \( \{(X_n^{(N)}, J_n^{(N)})\} \) reaches \( \mathbb{L}_0 \) from all the states in \( \mathbb{L}_{\leq N} \) with probability one. \( \square \)

The finite-level chain \( \{(X_n^{(N)}, J_n^{(N)})\} \) has at least one stationary distribution vector, denoted by \( \pi^{(N)} := (\pi^{(N)}(k, i))_{(k, i) \in \mathbb{L}_{\leq N}} \), which is uniquely determined for all sufficiently large \( N \in \mathbb{N} \) due to Proposition 2.3. By definition,

\[
\pi^{(N)} P^{(N)} = \pi^{(N)}, \quad \pi^{(N)} e = 1, \quad \pi^{(N)} \geq 0.
\]

(2.12)

For later use, \( \pi^{(N)} \) is partitioned as

\[
\pi^{(N)} = (\pi^{(N)}(0), \pi^{(N)}(1), \ldots, \pi^{(N)}(N)),
\]
where $\pi^{(N)}(k) = (\pi^{(N)}(k, i))_{i \in M_k \cup \{1\}}$ for $k \in \mathbb{Z}_{[0,N]}$.

Finally, we introduce our convention for performing calculations (such as addition and multiplication) over finite and infinite dimensional matrices (including vectors). As mentioned in the introduction, the main purpose of this paper is to study the convergence of $\{\pi^{(N)}; N \in \mathbb{N}\}$. Thus, we consider the situation that the probability vectors $\pi^{(N)}$, $N \in \mathbb{N}$ of different finite dimensions converge to a certain probability vector of infinite dimension (which is equal to $\pi$, as expected). To facilitate this study, the following rule is introduced: Finite dimensional matrices (including vectors) are extended (if necessary) to infinite dimensional matrices by appending zeros to them keeping their original elements in the original positions. According to this rule, for example, $\pi^{(N)} - \pi$ and $P^{(N)} - P$ are well-defined.

### 3 Second-order moment condition on level increments in the infinite-level chain

This section introduces a condition on level increments of the infinite-level chain (Assumption 3.1 below). For reference, we call it the second-order moment condition. As shown later, the second-order moment condition ensures that the stationary distribution is finite and that the mean first passage time to level zero is finite, which leads to the proof of the convergence of $\{\pi^{(N)}\}$ to $\pi$.

#### Assumption 3.1 (Second-order moment condition on level increments)

\[ \sum_{k=1}^{\infty} k^2 A(k) < \infty, \quad \sum_{k=1}^{\infty} k^2 B(k) < \infty. \]

#### Remark 3.2

Assumption 3.1 implies that $A(k) = \mathcal{O}(k^{-3})$ and $B(k) = \mathcal{O}(k^{-3})$.

### 3.1 Finiteness of the mean of the stationary distribution

In this subsection, we first establish a certain Foster-Lyapunov drift condition (called a drift condition for short). Using this drift condition, we show that the second-order moment condition is equivalent to $\sum_{k=1}^{\infty} k \pi(k)e < \infty$, and also show that the second-order moment condition implies $\sup_{N \in \mathbb{N}} \sum_{k=1}^{N} k \pi^{(N)}(k)e < \infty$.

We consider the Poisson equation

\[ (I - A)x = -\sigma e + \overline{m}_A \] (3.1)

to establish the drift condition under Assumption 3.1. A solution for this Poisson equation is given by

\[ a = (I - A + e\varpi)^{-1}\overline{m}_A + ce, \] (3.2)
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where \( c \in (-\infty, \infty) \) is an arbitrary constant. Using \( A e = e, \sigma = \varpi m_A \), and \( \varpi (I - A + e \varpi)^{-1} = \varpi \), we can readily confirm that

\[
(I - A) a = -\sigma e + m_A. \tag{3.3}
\]

For later use, we fix \( c > 0 \) sufficiently large such that \( a \geq 0 \), and then define \( v := (v(k, i))_{(k, i) \in \mathcal{S}} \) and \( f := (f(k, i))_{(k, i) \in \mathcal{S}} \) as nonnegative column vectors such that

\[
v(k) := (v(k, i))_{i \in M_{k+1}} = \begin{cases} 0, & k = 0, \\ \frac{1}{-\sigma} (k^2 e + 2ka), & k \in \mathbb{N}, \end{cases} \tag{3.4}
\]

\[
f(k) := (f(k, i))_{i \in M_{k+1}} = \begin{cases} e, & k = 0, \\ (k+1)e, & k \in \mathbb{N}, \end{cases} \tag{3.5}
\]

respectively, where the size \( M_0 \) of \( v(0) \) and \( f(0) \) is, in general, different from the size \( M_k \) of \( v(k) \) and \( f(k) \), \( k \in \mathbb{N} \). Furthermore, let \( 1_C := (1_C(k, i))_{(k, i) \in \mathcal{S}}, C \subseteq \mathcal{S} \), denote a column vector such that

\[
1_C(k, i) = \begin{cases} 1, & (k, i) \in C, \\ 0, & (k, i) \notin C. \end{cases}
\]

When \( C \) is a single state \((\ell, j) \in \mathcal{S}\), that is, \( C = \{(\ell, j)\} \), we write \( 1_{(\ell, j)} \) for \( 1\{(\ell, j)\} \).

The following lemma presents our desired drift condition.

**Lemma 3.3** If Assumptions 2.1 and 3.1 hold, then there exist some \( b \in (0, \infty) \) and \( K \in \mathbb{N} \) such that

\[
(P^{(N)} - P)v \leq v - f + b1_{L \leq K} \quad \text{for all } N \in \mathbb{N}, \tag{3.6}
\]

where \( L = \bigcup_{k=0}^{K} L_k \) for \( k \in \mathbb{Z}_+ \).

**Proof.** To prove this lemma, it suffices to show that

\[
\sum_{\ell=0}^{\infty} P(k; \ell)v(\ell) < \infty \quad \text{for all } k \in \mathbb{Z}_+, \tag{3.7a}
\]

\[
\sum_{\ell=0}^{\infty} P(k; \ell)v(\ell) \leq v(k) - f(k) \quad \text{for all sufficiently large } k \in \mathbb{Z}_+, \tag{3.7b}
\]

where \( P(k; \ell) \) \( k, \ell \in \mathbb{Z}_+ \), denotes a submatrix of \( P \) that contains the transition probabilities from level \( k \) to level \( \ell \). Indeed, (3.7) implies that there exist some \( b \in (0, \infty) \) and \( K \in \mathbb{N} \) such that

\[
Pv \leq v - f + b1_{L \leq K}.
\]

Furthermore, \( P^{(N)}v \leq Pv \) for \( N \in \mathbb{N} \). This inequality follows from (2.1) and (2.9) together with that \( v(1) \leq v(2) \leq v(3) \leq \cdots \) due to (3.4).
We prove (3.7a). It follows from (2.1), (2.4), and (3.4) that, for all \( k \in \mathbb{Z} \geq 2 \),
\[
\sum_{\ell=0}^{\infty} P(k; \ell) v(\ell) = \sum_{\ell=0}^{\infty} A(\ell) v(k + \ell) = \frac{1}{-\sigma} \left[ \sum_{\ell=-1}^{\infty} (k + \ell)^2 A(\ell)e + 2 \sum_{\ell=-1}^{\infty} (k + \ell) A(\ell)a \right]
\]
\[
= \frac{1}{-\sigma} \left[ k^2 e + 2k (\mathbf{m}_A + Aa) \right] + \frac{1}{-\sigma} \left[ \sum_{\ell=-1}^{\infty} \ell^2 A(\ell)e + 2 \sum_{\ell=-1}^{\infty} \ell A(\ell)a \right]
\]
\[
= \frac{1}{-\sigma} \left[ k^2 e + 2k(a + \sigma e) \right] + \frac{1}{-\sigma} \left[ \sum_{\ell=-1}^{\infty} \ell^2 A(\ell)e + 2 \sum_{\ell=-1}^{\infty} \ell A(\ell)a \right],
\]

where the last equality holds due to (3.3). It also follows from (3.8) and Assumption 3.1 that
\[
\sum_{\ell=0}^{\infty} P(k; \ell) v(\ell) \text{ is finite for each } k \in \mathbb{Z} \geq 2.
\]
Similarly, we can confirm that \( \sum_{\ell=0}^{\infty} P(0; \ell) v(\ell) \) and \( \sum_{\ell=0}^{\infty} P(1; \ell) v(\ell) \) are finite.

Next, we prove (3.7b). Using (3.4) and (3.5), we rewrite (3.8) as
\[
\sum_{\ell=0}^{\infty} P(k; \ell) v(\ell) = v(k) - 2ke + \frac{1}{-\sigma} \left[ \sum_{\ell=-1}^{\infty} \ell^2 A(\ell)e + 2 \sum_{\ell=-1}^{\infty} \ell A(\ell)a \right]
\]
\[
= v(k) - f(k) - (k - 1)e + \frac{1}{-\sigma} \left[ \sum_{\ell=-1}^{\infty} \ell^2 A(\ell)e + 2 \sum_{\ell=-1}^{\infty} \ell A(\ell)a \right], \quad k \in \mathbb{Z} \geq 2.
\]

Clearly, there exists some \( K \in \mathbb{N} \) such that
\[
-(k - 1)e + \frac{1}{-\sigma} \left[ \sum_{\ell=-1}^{\infty} \ell^2 A(\ell)e + 2 \sum_{\ell=-1}^{\infty} \ell A(\ell)a \right] \leq 0 \quad \text{for all } k \in \mathbb{Z} \geq K + 1.
\]

Combining this and (3.9) results in (3.7b). The proof is completed. \( \square \)

Lemma 3.3 leads to the results on the finite means of the stationary distribution vectors \( \pi \) and \( \pi^{(N)} \) of the infinite-level and finite-level chains.

**Theorem 3.4** Under Assumption 2.1, the following are true:

(i) Assumption 3.1 holds if and only if
\[
\sum_{k=1}^{\infty} k\pi(k)e < \infty. \quad (3.10)
\]

(ii) If Assumption 3.1 holds, then
\[
\sup_{N \in \mathbb{N}} \sum_{k=1}^{N} k\pi^{(N)}(k)e < \infty. \quad (3.11)
\]
Proof. The “only if” part of the statement (i), that is, “Assumption 3.1 \(\implies\) (3.10),” can be proved in a similar way to the proof of the statement (ii). Thus in what follows, we prove the statement (ii) and the “if” part of the statement (i).

We prove the statement (ii). Suppose that Assumption 3.1 holds (in addition to Assumption 2.1) and thus Lemma 3.3 holds. Premultiplying the left- and right-hand sides of (3.6) by \(\pi(N)\) and using (2.12), we obtain

\[
\pi(N)v = \pi(N)P(N)v \leq \pi(N)v - \pi(N)f + b,
\]
and thus \(\pi(N)f \leq b\) for all \(N \in \mathbb{N}\). Combining this inequality and (3.5) yields (3.11). The statement (ii) has been proved.

We prove the “if” part of the statement (i). To this end, suppose that (3.10) holds. It then follows from (2.8) that

\[
\infty > \sum_{k=1}^{\infty} k \pi(k)e = \pi(0) \sum_{k=1}^{\infty} k R_0(k)e + \sum_{\ell=1}^{\infty} \pi(\ell) \sum_{k=\ell+1}^{\infty} k R(k-\ell)e
\]

\[
= \pi(0) \sum_{k=1}^{\infty} k R_0(k)e + \sum_{\ell=1}^{\infty} \pi(\ell) \sum_{k=\ell+1}^{\infty} (k-\ell) R(k-\ell)e
\]

\[
+ \sum_{\ell=1}^{\infty} \ell \pi(\ell) \sum_{k=\ell+1}^{\infty} R(k-\ell)e,
\]
which yields \(\sum_{k=1}^{\infty} k R(k)e < \infty\) and \(\sum_{k=1}^{\infty} k R_0(k)e < \infty\). It also follows from (2.6), \(Ge = e\), and \((I - \Phi(0))^{-1}e \geq e\) that

\[
\infty > \sum_{k=1}^{\infty} k R(k)e = \sum_{k=1}^{\infty} k \sum_{\ell=k}^{\infty} A(\ell) G^{\ell-k} (I - \Phi(0))^{-1}e
\]

\[
\geq \sum_{k=1}^{\infty} k \sum_{\ell=k}^{\infty} A(\ell) G^{\ell-k} e = \sum_{k=1}^{\infty} k \sum_{\ell=k}^{\infty} A(\ell)e
\]

\[
= \frac{1}{2} \sum_{\ell=1}^{\infty} \ell(\ell + 1)A(\ell)e,
\]
which shows that \(\sum_{\ell=1}^{\infty} \ell^2 A(\ell)e < \infty\). Similarly, combining (2.5) and \(\sum_{k=1}^{\infty} k R_0(k)e < \infty\) leads to \(\sum_{\ell=1}^{\infty} \ell^2 B(\ell)e < \infty\). Consequently, the “if” part of the statement (i) has been proved.

\[\square\]

### 3.2 Finiteness of the mean first passage time to level zero

This subsection provides basic results on the mean first passage time to level zero of the infinite-level chain. First, we introduce some definitions to derive the results. We then show that the mean first passage time to level zero is basically linear with the starting level. We also show that the second-order moment condition (Assumption 3.1) is equivalent to that the mean first passage time to level zero in steady state is finite.
These results are used in the subsequent sections. Although some of them might be found in the literature, we here provide them for the reader’s convenience.

We begin with some definitions associated with the mean first passage time to level zero. Let $u(k,i) := u(k,i)_{i \in \mathbb{M}_k \wedge 1}$, $k \in \mathbb{Z}_+$, denote a column vector such that

$$u(k,i) = E(k,i)\{\tau_0 \geq 1\}, \quad (k,i) \in S,$$

where $\tau_0 = \inf\{n \in \mathbb{N} : X_n = k\}$ for $k \in \mathbb{Z}_+$. Let $\hat{G}_1(z), z \in [0,1]$, denote an $M_1 \times M_0$ matrix such that

$$(\hat{G}_1(z))_{i,j} = E(1,i)[z^{\tau_0} \mathbbm{1}(J_{\tau_0} = j)], \quad i \in \mathbb{M}_1, j \in \mathbb{M}_0,$$

where $E(k,i)[.] = E[\cdot \mid (X_0, J_0) = (k,i)]$ for $(k,i) \in S$. Furthermore, let $\hat{G}(z), z \in [0,1]$, denote an $M_1 \times M_1$ matrix such that

$$(\hat{G}(z))_{i,j} = E(2,i)[z^{\tau_1} \mathbbm{1}(J_{\tau_1} = j)], \quad i,j \in \mathbb{M}_1,$$

Note here that, except for level zero, the infinite-level M/G/1-type Markov chain has the level homogeneity of transitions. Therefore, for all $k \in \mathbb{N}$,

$$(\hat{G}(z))_{i,j} = E(k+1,i)[z^{\tau_k} \mathbbm{1}(J_{\tau_k} = j)], \quad i,j \in \mathbb{M}_1,$$

and $\hat{G}(1)$ is equal to the $G$-matrix $G$. In addition, it follows from (3.12), (3.13), and (3.14) that

$$u(k) = d\frac{d}{dz}[\hat{G}(z)]^{k-1}\hat{G}_1(z)\bigg|_{z=1} e, \quad k \in \mathbb{N}.\quad (3.15)$$

The following lemma shows that the mean first passage time to zero from level $k$ has its dominant term linear with $k$.

**Lemma 3.5** Suppose that Assumption 2.1 holds. We then have

$$u(0) = e + \sum_{m=1}^{\infty} B(m)(I - G^m)(I - A - \mathbb{M}_A g)^{-1} e + \sum_{m=1}^{\infty} mB(m)\frac{e}{-\sigma},$$

$$u(k) = (I - G^k)(I - A - \mathbb{M}_A g)^{-1} e + \frac{k}{-\sigma} e, \quad k \in \mathbb{N},$$

and thus

$$\lim_{k \to \infty} \frac{u(k)}{k} = \frac{1}{-\sigma} e.\quad (3.17)$$

**Proof.** We first prove (3.16a), which immediately leads to the proof of (3.17). The matrix generating function $\hat{G}(z)$ is the minimal nonnegative solution for the matrix equation $\hat{G}(z) = z \sum_{m=-1}^{\infty} A(m)\{\hat{G}(z)\}^{m+1}$ (see [29] Theorems 2.2.1 and 2.2.2) and thus

$$\hat{G}(z) = z \sum_{m=-1}^{\infty} A(m)[\hat{G}(z)]^{m+1}.\quad (3.18)$$
Equation (3.18) is rewritten as
\[
\hat{G}(z) = \left[ I - z \sum_{m=0}^{\infty} A(m) \{ \hat{G}(z) \}^m \right]^{-1} z A(-1). \tag{3.19}
\]
Similarly, we have (see [29, Eq. (2.4.3)])
\[
\hat{G}_1(z) = \left[ I - z \sum_{m=0}^{\infty} A(m) \{ \hat{G}(z) \}^m \right]^{-1} z B(-1). \tag{3.20}
\]
Combining (3.19), (3.20), and (2.3) yields
\[
\hat{G}_1(z)e = \hat{G}(z)e. \tag{3.21}
\]
Substituting (3.21) into (3.15) and using \(\hat{G}(1)e = Ge = e\), we obtain
\[
u(k) = \left. \frac{d}{dz} \hat{G}(z) \right|_{z=1}^k e = \sum_{n=0}^{k-1} G^n \left. \frac{d}{dz} \hat{G}(z) \right|_{z=1} e, \quad k \in \mathbb{N}. \tag{3.22}
\]
Note here (see [29, Eqs. (3.1.3), (3.1.12), and (3.1.14)]) that
\[
\left. \frac{d}{dz} \hat{G}(z) \right|_{z=1} e = (I - G + eg)(I - A - \overline{m}Ag)^{-1} e
\]
\[
= (I - G)(I - A - \overline{m}Ag)^{-1} e + \frac{1}{-\sigma} e, \tag{3.23}
\]
where the second equality is due to \(g(I - A - \overline{m}Ag)^{-1} = \overline{\sigma}/(-\sigma)\) (see [29, Eq. (3.1.15)]).
Inserting (3.23) into (3.22) results in
\[
u(k) = \sum_{n=0}^{k-1} G^n (I - G)(I - A - \overline{m}Ag)^{-1} e + \frac{k}{-\sigma} e
\]
\[
= (I - G^k)(I - A - \overline{m}Ag)^{-1} e + \frac{k}{-\sigma} e, \quad k \in \mathbb{N},
\]
which shows that (3.16b) holds.
Next, we prove (3.16a). Let \(\hat{K}(z), z \in [0, 1], \) denote an \(M_0 \times M_0\) matrix such that
\[
(\hat{K}(z))_{i,j} = \mathbb{E}_{(0,0)}[z^{\tau_0} \mathbb{1}(J_{\tau_0} = j)], \quad i, j \in \mathbb{M}_0. \tag{3.24}
\]
From (3.12), we then have
\[
u(0) = \left. \frac{d}{dz} \hat{K}(z) \right|_{z=1} e. \tag{3.25}
\]
We also have (see [29, Eq (2.4.8)])
\[
\hat{K}(z) = zB(0) + z \sum_{m=1}^{\infty} B(m)[\hat{G}(z)]^{m-1} \hat{G}_1(z). \tag{3.26}
\]
Combining this and (3.21) yields
\[ \hat{K}(z)e = z \sum_{m=0}^{\infty} B(m)[\hat{G}(z)]^m e. \] (3.27)
Substituting (3.27) into (3.25) and using (3.22) and \( \sum_{m=0}^{\infty} B(m)e = e \), we obtain
\[ u(0) = \sum_{m=0}^{\infty} B(m)e + \sum_{m=1}^{\infty} B(m) \frac{d}{dz}[\hat{G}(z)]^m \bigg|_{z=1} e \]
\[ = e + \sum_{m=1}^{\infty} B(m)u(m). \] (3.28)
Finally, inserting (3.16b) into (3.28) leads to (3.16a). The proof is completed.

Lemma 3.5, together with Theorem 3.4, yields Theorem 3.6 below, which ensures that the second moment condition (Assumption 3.1) is equivalent to the finiteness of the mean first passage time to level zero in steady state.

**Theorem 3.6** Suppose that Assumption 2.1 is satisfied. Assumption 3.1 holds if and only if
\[ \sum_{k=0}^{\infty} \pi(k)u(k) < \infty. \] (3.29)
**Proof.** The constant \(-\sigma\) in (3.17) is positive and finite. Indeed, it follows from (2.4) and Assumption 2.1 that
\[ 0 < -\sigma = -\varpi \sum_{k=-1}^{\infty} kA(k)e \leq \varpi A(-1)e \leq \varpi Ae = \varpi e = 1. \]
Therefore, (3.29) is equivalent to (3.10). Furthermore, (3.10) is equivalent to Assumption 3.1 [due to Theorem 3.4 (i)]. The proof has been completed.

4 Fundamental deviation matrix of the infinite-level chain

This section consists of two subsections. Section 4.1 defines the fundamental deviation matrix of the infinite-level chain as a block-decomposition-friendly solution for the Poisson equation solved by the deviation matrix (see, e.g., [5]). The fundamental deviation matrix has the same function as the deviation matrix in the perturbation analysis of Markov chains. Furthermore, the fundamental deviation matrix always exists, whereas the deviation matrix does not necessarily, provided that the infinite-level chain is irreducible and positive recurrent. In this sense, we can say that the fundamental deviation matrix is more fundamental than the deviation matrix. Section 4.2 presents an explicit block-decomposition expression of the fundamental deviation matrix. The block-decomposition expression contributes to the analysis of the next section.
4.1 A block-decomposition-friendly solution for the Poisson equation

In this subsection, we first define the fundamental deviation matrix after some preparations. We then show that the fundamental deviation matrix is a solution for the Poisson equation of the deviation matrix. That solution, the fundamental deviation matrix, has a finite base set and is suitable for block decomposition by choosing the base set appropriately according to the block structure. We also establish upper bounds for the fundamental deviation matrix and any solution for the Poisson equation. Finally, we show a relationship between the fundamental deviation matrix and the deviation matrix.

We make some preparations to describe the fundamental deviation matrix. Let \( A \) denote an arbitrary finite subset of \( S \), and \( B = S \setminus A \), and partition \( P \) as

\[
P = \begin{pmatrix} A & B \\ B & \end{pmatrix} \begin{pmatrix} P_A & \Phi \\ \Phi & P_B \end{pmatrix}, \tag{4.1}
\]

Let \( \tilde{P}_A \) denote

\[
\tilde{P}_A = P_A + P_A, (I - P_B)^{-1} P_{B,A}, \tag{4.2}
\]

which is considered the transition probability matrix of a Markov chain obtained by observing the infinite-level chain \( \{(X_n, J_n)\}\) when it is in \( A \). Let \( \tilde{\pi}_A := (\tilde{\pi}_A(k,i))_{(k,i) \in A} \) denote the stationary distribution vector of \( \tilde{P}_A \) and thus

\[
\tilde{\pi}_A(k,i) = \frac{\pi(k,i)}{\sum_{(\ell,j) \in A} \pi(\ell,j)}, \quad (k,i) \in A.
\]

Finally, let \( T(A) = \inf\{n \in \mathbb{N} : (X_n, J_n) \in A\} \) and \( u_A(k,i) = \mathbb{E}_{(k,i)}[T(A)] \) for \( (k,i) \in S \).

We are now ready to define the fundamental deviation matrix of the infinite-level chain. Fix \( \alpha := (\alpha_1, \alpha_2) \in S \) arbitrarily, and let \( H_A := (H_A(k,i; \ell,j))_{(k,i,\ell,j) \in S^2} \) denote

\[
H_A(k,i; \ell,j) = \mathbb{E}_{(k,i)} \left[ \sum_{n=0}^{\tau_\alpha - 1} \mathbb{I}_{(\ell,j)}(X_n, J_n) \right] - \sum_{(k_0,i_0) \in A} \tilde{\pi}_A(k_0,i_0) \mathbb{E}_{(k_0,i_0)} \left[ \sum_{n=0}^{\tau_\alpha - 1} \mathbb{I}_{(\ell,j)}(X_n, J_n) \right], \tag{4.3}
\]

where \( \mathbb{I}_{(\ell,j)}(k,i) = 1_{(\ell,j)}(k,i) - \pi(\ell,j) \) for \( (k,i; \ell,j) \in S \). Since the infinite-level chain \( \{(X_n, J_n)\}\) is irreducible and positive recurrent, we have \( \mathbb{E}_{(k,i)}[\tau_\alpha] < \infty \) for any \( (k,i) \in S \) and \( \alpha \in S \). Furthermore, since \( A \) is a finite subset of \( S \), the second term on the right-hand side of (4.3) is finite and thus \( H_A \) is well-defined. We refer to \( H_A \) as the fundamental deviation matrix with finite base set \( A \) or just as the fundamental deviation matrix.

The fundamental deviation matrix \( H_A \) is closely related to the deviation matrix \( D \) defined as follows (though \( D \) requires some additional conditions; see Proposition 4.5):

\[
D = \sum_{k=0}^{\infty} (P^k - e\pi). \tag{4.4}
\]
The deviation matrix $D$ (if it exists) is a well-known solution for a constrained Poisson equation (see [7, Lemma 2.7]):

\[
(I - P)X = I - e\pi, \quad (4.5)
\]

\[
\pi X = 0. \quad (4.6)
\]

As shown in Theorem 4.1, the fundamental deviation matrix $H_A$ is a solution for the Poisson equation (4.5) with another constraint:

\[
(\tilde{\pi}_A, 0)X = 0. \quad (4.7)
\]

**Theorem 4.1** Suppose that Assumption 2.1 holds, and fix $\alpha = (\alpha_1, \alpha_2) \in S$ arbitrarily. For any finite $A \subset S$, $H_A$ is the unique solution for the Poisson equation (4.5) with the constraint (4.7). Moreover, $H_A$ is independent of $\alpha$, and $H_A(A) := (H_A(k; i; \ell, j))_{(k,i,\ell,j)\in A\times S}$ and $H_A(B) := (H_A(k; i; \ell, j))_{(k,i,\ell,j)\in B\times S}$ are given by

\[
H_A(A) = (I - \tilde{P}_A + e\tilde{\pi}_A)^{-1} \left[ (I, P_{A,B}(I - P_B)^{-1}) - u_A(A)\pi \right], \quad (4.8a)
\]

\[
H_A(B) = (O, (I - P_B)^{-1}) - u_B(A)\pi + (I - P_B)^{-1}P_{B,A}H_A(A), \quad (4.8b)
\]

where $u_A(A) = (u_A(k; i))_{(k,i)\in A}$ and $u_A(B) = (u_A(k; i))_{(k,i)\in B}$.

**Remark 4.2** Theorem 4.1 is immediately extended to the general class of Markov chains with countable states because the proof of this theorem does not depend on the M/G/1-type structure. Related results are found in [17, Theorem 3.2].

**Remark 4.3** The matrix $H_A$ can be expressed explicitly in a block-decomposition-form with probabilistically interpretable matrices, given that the base set $A$ is appropriately chosen (see Corollary 4.7).

**Proof of Theorem 4.1.** We first prove that $H_A$ is a solution for the Poisson equation (4.5) with (4.7). To facilitate our discussion, we define $\tilde{H} := (\tilde{H}(k; i; \ell, j))_{(k,i,\ell,j)\in S^2}$ as

\[
\tilde{H}(k; i; \ell, j) = E_{(k,i)} \left[ \sum_{n=0}^{\tau_\alpha - 1} T_{(\ell,j)}(X_n, J_n) \right] = E_{(k,i)} \left[ \sum_{n=0}^{\tau_\alpha - 1} 1_{(\ell,j)}(X_n, J_n) \right] - \pi(\ell, j)E_{(k,i)}[\tau_\alpha]. \quad (4.9)
\]

We also define

\[
\tilde{H}(A) = (\tilde{H}(k; i; \ell, j))_{(k,i,\ell,j)\in A\times S}, \quad \tilde{H}(B) = (\tilde{H}(k; i; \ell, j))_{(k,i,\ell,j)\in B\times S}.
\]

It then follows from (4.3) and (4.9) that

\[
H_A = \tilde{H} - e \cdot \tilde{\pi}_A \tilde{H}(A). \quad (4.10)
\]
Solving the matrix equation (4.10) for \( \widetilde{H} \) and decomposing its rows with the sets \( \mathbb{A} \) and \( \mathbb{B} \), we have
\[
\begin{align*}
\widetilde{H}(\mathbb{A}) &= H_{\mathbb{A}}(\mathbb{A}) + e\tilde{\pi}_{\mathbb{A}}H(\mathbb{A}), \\
\widetilde{H}(\mathbb{B}) &= H_{\mathbb{B}}(\mathbb{B}) + e\tilde{\pi}_{\mathbb{A}}H(\mathbb{A}),
\end{align*}
\]
(4.11a) (4.11b)
where the sizes of the vectors \( e \) in (4.11a) and (4.11b) are equal to the cardinalities of \( \mathbb{A} \) and \( \mathbb{B} \), respectively. Note (see [7, Lemma 2.1]) that \( \widetilde{H} \) is a solution for the Poisson equation (4.5) such that \( \widetilde{H}(\alpha; \ell, j) = 0 \) for all \( (\ell, j) \in S \). Therefore \( H_{\mathbb{A}} \), satisfying (4.10), is a solution for the Poisson equation (4.5). In addition, it follows from (4.10) and \( \tilde{\pi}_{\mathbb{A}}e = 1 \) that
\[
(\tilde{\pi}_{\mathbb{A}}, \ 0)H_{\mathbb{A}} = 0,
\]
(4.12)
and thus \( H_{\mathbb{A}} \) satisfies the constraint (4.7).

Next, we prove that (4.8a) and (4.8b) hold. Since the matrix \( \widetilde{H} \), defined in (4.9), is a solution for the Poisson equation (4.5), it follows from [7, Theorem 2.5]) that
\[
\begin{align*}
(I - \tilde{P}_A)\widetilde{H}(\mathbb{A}) &= (I, P_{\mathbb{A},\mathbb{B}}(I - P_{\mathbb{B}})^{-1}) - u_{\mathbb{A}}(\mathbb{A})\pi, \\
\widetilde{H}(\mathbb{B}) &= (O, (I - P_{\mathbb{B}})^{-1}) - u_{\mathbb{B}}(\mathbb{A})\pi + (I - P_{\mathbb{B}})^{-1}P_{\mathbb{B},\mathbb{A}}\widetilde{H}(\mathbb{A}).
\end{align*}
\]
(4.13a) (4.13b)
Substituting (4.11a) into (4.13a) yields
\[
(I - \tilde{P}_A)H_{\mathbb{A}}(\mathbb{A}) = (I, P_{\mathbb{A},\mathbb{B}}(I - P_{\mathbb{B}})^{-1}) - u_{\mathbb{A}}(\mathbb{A})\pi.
\]
(4.14)
Furthermore, (4.12) yields
\[
\tilde{\pi}_{\mathbb{A}}H_{\mathbb{A}}(\mathbb{A}) = 0.
\]
(4.15)
Note here that \( I - \tilde{P}_A + e\tilde{\pi}_{\mathbb{A}} \) is non-singular and
\[
(I - \tilde{P}_A + e\tilde{\pi}_{\mathbb{A}})^{-1}(I - \tilde{P}_A) = I - e\tilde{\pi}_{\mathbb{A}}.
\]
(4.16)
Therefore, pre-multiplying by \( (I - \tilde{P}_A + e\tilde{\pi}_{\mathbb{A}})^{-1} \) the both sides of (4.14) and using (4.15) and (4.16), we obtain
\[
H_{\mathbb{A}}(\mathbb{A}) = (I - \tilde{P}_A + e\tilde{\pi}_{\mathbb{A}})^{-1}[(I, P_{\mathbb{A},\mathbb{B}}(I - P_{\mathbb{B}})^{-1}) - u_{\mathbb{A}}(\mathbb{A})\pi],
\]
which shows that (4.8a) holds. In addition, substituting (4.11) into (4.13b) and using \( (I - P_{\mathbb{B}})^{-1}P_{\mathbb{B},\mathbb{A}}e = e \), we obtain
\[
\begin{align*}
H_{\mathbb{A}}(\mathbb{B}) + e\tilde{\pi}_{\mathbb{A}}\widetilde{H}(\mathbb{A}) &= (O, (I - P_{\mathbb{B}})^{-1}) - u_{\mathbb{B}}(\mathbb{A})\pi + (I - P_{\mathbb{B}})^{-1}P_{\mathbb{B},\mathbb{A}}\left[H_{\mathbb{A}}(\mathbb{A}) + e\tilde{\pi}_{\mathbb{A}}\widetilde{H}(\mathbb{A})\right] \\
&= (O, (I - P_{\mathbb{B}})^{-1}) - u_{\mathbb{B}}(\mathbb{A})\pi + (I - P_{\mathbb{B}})^{-1}P_{\mathbb{B},\mathbb{A}}H_{\mathbb{A}}(\mathbb{A}) + e\tilde{\pi}_{\mathbb{A}}\widetilde{H}(\mathbb{A}),
\end{align*}
\]
and thus

$$H_A(\mathcal{B}) = (O, (I - P_B)^{-1}) - u_B(\mathcal{A}) \pi + (I - P_B)^{-1} P_{B,A} H_A(\mathcal{A}),$$

which shows that (4.8b) holds.

Equation (4.8) implies that $H_A$ is independent of $\alpha$. To complete the proof, it thus suffices to show that $H_A$ is the unique solution for the Poisson equation (4.5) with (4.7).

Based on (4.14) and (4.15), we can consider $H_A(\mathcal{A})$ to be a solution for

$$\mathcal{P}_A X(\mathcal{A}) = (I - P_{A,B}) + P_{A,B} + u_A(\mathcal{A}) \pi,$$

(4.17a)

$$\tilde{\pi}_A X(\mathcal{A}) = 0.$$  

(4.17b)

We now define $X_1(\mathcal{A})$ and $X_2(\mathcal{A})$ as arbitrary solutions for (4.17), and then define $h_1(\mathcal{A})$ and $h_2(\mathcal{A})$ as arbitrary columns of $X_1(\mathcal{A})$ and $X_2(\mathcal{A})$, respectively. By definition, $h(\mathcal{A}) := h_1(\mathcal{A}) - h_2(\mathcal{A})$ is harmonic for $\tilde{\mathcal{P}}_A$, i.e., $h(\mathcal{A}) = \tilde{\mathcal{P}}_A h(\mathcal{A})$, which yields

$$h(\mathcal{A}) = \frac{1}{n} \sum_{k=1}^{n} \tilde{\mathcal{P}}_A^k h(\mathcal{A}), \quad n \in \mathbb{N}.$$  

Combining this with [27, Theorem 14.3.6] leads to $h(\mathcal{A}) = \tilde{\pi}_A h(\mathcal{A}) \cdot e$ (see also [27, Proposition 17.4.1]) and thus

$$X_1(\mathcal{A}) - X_2(\mathcal{A}) = e \eta(\mathcal{A}) \quad \text{for some row vector } \eta(\mathcal{A}).$$

Furthermore, by definition, $\tilde{\pi}_A (X_1(\mathcal{A}) - X_2(\mathcal{A})) = 0$ and thus $\eta(\mathcal{A}) = 0$, which implies $X_1(\mathcal{A}) - X_2(\mathcal{A}) = O$. Therefore, $H_A(\mathcal{A})$ is the unique solution for the set of equations (4.17), and $H_A(\mathcal{B})$ is uniquely determined by (4.8b). Consequently, $H_A$ is the unique solution for the Poisson equation (4.5) with (4.7). The proof has been completed.

The following lemma presents respective upper bounds for $H_A^t e$ and any solution of the Poisson equation (4.5) through a drift condition different from the one given in Lemma 3.3.

**Lemma 4.4** Suppose that Assumption 2.1 is satisfied. Let $v' := (v'(k,i))_{(k,i) \in \mathcal{S}}$ denote a column vector such that

$$v'(k) := (v'(k,i))_{i \in \mathcal{M}_{k,1}} = \begin{cases} 1 & k = 0, \\ -\sigma e & k \in \mathbb{N}, \\ \sigma (ke + a) & k \in \mathbb{N}, 
\end{cases} \quad (4.18)$$

where $a \geq 0$ is given in (3.2). The following then hold.

(i) There exist some $\ell' \in (0, \infty)$ and $K' \in \mathbb{N}$ such that

$$P^{(N)} v' \leq P v' - e + \ell' 1_{L \leq K'} \quad \text{for all } N \in \mathbb{N}.$$  

(4.19)

(ii) Any solution $X$ for the Poisson equation (4.5) satisfies $|X| \leq C_0 v' e^t$ for some $C_0 > 0$. Furthermore, $\pi |X| < \infty$ under Assumption 3.7.
(iii) For each finite $A \subset S$, there exists some $C_A > 0$ such that $|H_A|e \leq C_A v'$.

Proof. See Appendix A.

As mentioned above, the following proposition shows that $D$ does not necessarily exist even though $H_A$ does.

**Proposition 4.5** Suppose that Assumption 2.1 is satisfied and $P$ is aperiodic.

(i) Assumption 3.1 holds if and only if $D$ exists.

(ii) If $D$ exists, then it is the unique solution (4.5) with (4.6) such that $\pi |X| < \infty$, and furthermore, for any finite $A \subset S$,

$$D = (I - e\pi)H_A.$$  

(4.20)

Proof. See Appendix B.

**Remark 4.6** A similar and general version of Proposition 4.5 is presented in [17, Corollary 3.1].

Although the deviation matrix has been used for the perturbation analysis of block-structured Markov chains (see, e.g., [7, 18, 19]), we take the fundamental deviation matrix $H_A$ instead of the deviation matrix $D$. This is because $D$ requires the aperiodicity of $P$ but our analysis does not necessarily require it.

### 4.2 Explicit block decomposition of the fundamental deviation matrix

The fundamental deviation matrix $H_A$ with $A = \mathbb{L}_0$ has an explicit block-decomposition form with probabilistically interpretable matrices. Thus $H_{\mathbb{L}_0}$ facilitates the analysis developed in the next section. For simplicity, we omit the subscript “$\mathbb{L}_0$” of $H_{\mathbb{L}_0}$ and define $H(k; \ell)$ as

$$H(k; \ell) = (H(k, i; j))(k, i, j) \in M_{k \times 1} \times M_{\ell \times 1}, \quad k, \ell \in \mathbb{Z}^+.$$  

The following is a corollary of Theorem 4.1 which expresses $H$ in a block-decomposition-form with probabilistically interpretable matrices.

**Corollary 4.7** Suppose that Assumption 2.1 holds. We then have

$$H(0; \ell) = (I - K + e\kappa)^{-1}(I - u(0)\pi(0))F_+(0; \ell), \quad \ell \in \mathbb{Z}^+, \quad (4.21)$$

$$H(k; \ell) = (1 - \delta_{0,\ell})F_+(k; \ell) - u(k)\pi(\ell) + G^{k-1}(I - \Phi(0))^{-1}B(-1)H(0; \ell), \quad k \in \mathbb{N}, \quad \ell \in \mathbb{Z}^+.$$  

(4.22)
where \( \kappa \) denotes the unique stationary distribution vector of \( K := \tilde{K}(1) \), and where \( F_+(k; \ell), k, \ell \in \mathbb{Z}_+ \), denotes an \( M_{k \times 1} \times M_{\ell \times 1} \) matrix such that

\[
(F_+(k; \ell))_{i,j} = \mathbb{E}_{(k,i)} \left[ \sum_{n=0}^{\tau - 1} 1_{(\ell,j)}(X_{n+1}, J_n) \right], \quad k, \ell \in \mathbb{Z}_+,
\]

and thus, for all \( k, \ell \in \mathbb{Z}_+ \) such that \( k \wedge \ell = 0 \),

\[
F_+(k; \ell) = \begin{cases} 
I, & k = 0, \ell = 0, \quad (4.23a) \\
\sum_{m=1}^{\infty} B(m)F_+(m; \ell), & k = 0, \ell \in \mathbb{N}, \quad (4.23b) \\
O, & k \in \mathbb{N}, \ell = 0. \quad (4.23c)
\end{cases}
\]

**Proof.** We first prove (4.21). By definition, \( K = \tilde{P}_{L_0} \) and thus \( \kappa \) is the stationary probability vector of \( \tilde{P}_{L_0} \). Therefore, letting \( A = L_0 \) in Theorem 4.1, we have

\[
H(0; \ell) = (I - K + e\kappa)^{-1}[F_+(0; \ell) - u(0)\pi(\ell)], \quad (4.24)
\]

\[
H(k; \ell) = F_+(k; \ell) - u(k)\pi(\ell) + F_+(k; 1)B(-1)H(0; \ell), \quad k \in \mathbb{N}. \quad (4.25)
\]

It follows from (4.23) and \( [27, \text{Theorem 10.0.1}] \) that

\[
\pi(\ell) = \pi(0)F_+(0; \ell), \quad \ell \in \mathbb{Z}_+. \quad (4.26)
\]

Substituting this into (4.24) yields (4.21).

Next, we prove (4.22). Note \([27, \text{Theorem 9}]\) that

\[
F_+(k; \ell) = G^{k-\ell}F_+(\ell; 0), \quad k \in \mathbb{Z}_{\geq \ell}, \ell \in \mathbb{N}, \quad (4.27)
\]

and thus

\[
F_+(k; 1) = G^{k-1}F_+(1; 1) = G^{k-1}(I - \Phi(0))^{-1}, \quad k \in \mathbb{N}, \quad (4.28)
\]

where \( \Phi(0) \) is given in (2.7). Note also that \( F_+(k; 0) = O \) for \( k \in \mathbb{N} \), which is shown in (4.23c). To emphasize this exceptional case, we write

\[
F_+(k; \ell) = (1 - \delta_{0,\ell})F_+(k; \ell), \quad k \in \mathbb{N}, \ell \in \mathbb{Z}_+. \quad (4.29)
\]

Substituting (4.28) and (4.29) into (4.25), we obtain (4.22). The proof has been completed. \( \square \)

**Remark 4.8** Let \( \tilde{H}(k; \ell) = (\tilde{H}(k; i; \ell, j))_{(k,i)\in M_{k \times 1} \times M_{\ell \times 1}} \) for \( k, \ell \in \mathbb{Z}_+ \). Letting \( A = L_0 \) in (1.13) and following the proof of Corollary 4.7 we obtain the equations similar to (4.21) and (4.22):

\[
(I - K)\tilde{H}(0; \ell) = (I - u(0)\pi(0))F_+(0; \ell), \quad \ell \in \mathbb{Z}_+,
\]

\[
\tilde{H}(k; \ell) = (1 - \delta_{0,\ell})F_+(k; \ell) - u(k)\pi(\ell) + G^{k-1}(I - \Phi(0))^{-1}B(-1)\tilde{H}(0; \ell), \quad k \in \mathbb{N}, \ell \in \mathbb{Z}_+.
\]
5 Subgeometric convergence in the infinite-level limit

The main purpose of this section is to prove the subgeometric convergence of the level-wise difference $\pi^{(N)}(k) - \pi(k)$. This section consists of three subsections. Section 5.1 presents a difference formula for $\pi^{(N)}$ and $\pi$, and then Section 5.2 shows the uniform convergence of $\|\pi^{(N)} - \pi\|$ under Assumption 3.1. Based on those results, Section 5.3 derives a subgeometric convergence formula for $\pi^{(N)}(k) - \pi(k)$ under an additional condition (Assumption 5.10). The subgeometric convergence formula is presented in Theorem 5.12, which is the main theorem of this paper.

5.1 A difference formula of the finite- and infinite-level stationary distributions

This subsection presents a difference formula for $\pi^{(N)}$ and $\pi$ with the fundamental deviation matrix $H$. The following two matrices are needed to describe the difference formula.

$$\overline{A}(k) = \sum_{\ell = k + 1}^{\infty} A(\ell), \quad \overline{B}(k) = \sum_{\ell = k + 1}^{\infty} B(\ell), \quad k \in \mathbb{Z}_{\geq -1}. \quad (5.1)$$

where $\overline{A}(k)$ and $\overline{B}(k)$ are given in (2.10a) and (2.10b), respectively.

Lemma 5.1 (Difference formula) Suppose that Assumption 2.1 holds, then

$$\pi^{(N)} - \pi = \pi^{(N)} (P^{(N)} - P) H, \quad N \in \mathbb{N}. \quad (5.2)$$

For $k \in \mathbb{Z}_{[0, N]}$, we also have

$$\pi^{(N)}(k) - \pi(k) = \pi^{(N)}(0) \left[ \sum_{n = N + 1}^{\infty} B(n) S^{(N)}(n; k) + \frac{1}{-\sigma} \overline{B}(N - 1) e \pi(k) \right]$$

$$+ \sum_{\ell = 1}^{N} \pi^{(N)}(\ell) \left[ \sum_{n = N + 1}^{\infty} A(n - \ell) S^{(N)}(n; k) + \frac{1}{-\sigma} \overline{A}(N - \ell - 1) e \pi(k) \right], \quad (5.3)$$

where

$$S^{(N)}(n; k) = (1 - \delta_{0,k})(G^{N-k} - G^{n-k}) F_+(k; k)$$

$$+ (G^{N-1} - G^{n-1})(I - \Phi(0))^{-1} B(-1) H(0; k)$$

$$+ (G^{N} - G^{n})(I - A - \overline{m} \overline{g})^{-1} e \pi(k), \quad n \in \mathbb{Z}_{\geq N + 1}, \quad k \in \mathbb{Z}_{[0, N]} . \quad (5.4)$$

Proof. First, we prove (5.2). From (4.5), $\pi^{(N)} = \pi^{(N)} P^{(N)}$, and $\pi e = 1$, we obtain

$$\pi^{(N)}(P^{(N)} - P) X = \pi^{(N)}(I - P) X = \pi^{(N)}(I - e \pi) = \pi^{(N)} - \pi,$$
which shows that \((5.2)\) holds.

Next, we prove \((5.3)\). To this end, we begin with expressing the difference formula \((5.2)\) level-wise. From \((2.1)\) and \((2.9)\), we have

\[
P^{(N)} - P = \bigcup_{\ell=0}^{N-1} \mathbb{L}_{\ell} \begin{pmatrix} O & B(N) & -B(N+1) & -B(N+2) & \cdots \\ O & A(N-1) & -A(N) & -A(N+1) & \cdots \\ \vdots & \vdots & \vdots & \vdots & \ddots \\ O & A(1) & -A(2) & -A(3) & \cdots \\ O & A(0) & -A(1) & -A(2) & \cdots \\ O & -A(-1) & -A(0) & -A(1) & \cdots \\ \vdots & \vdots & \vdots & \vdots & \ddots \end{pmatrix} \]

Using this equation, we decompose \((5.2)\) into level-wise expressions: For \(k \in \mathbb{Z}_{[0,N]}\),

\[
\pi^{(N)}(k) - \pi(k) = \left[ \pi^{(N)}(0)B(N) + \sum_{\ell=1}^{N} \pi^{(N)}(\ell)A(N-\ell) \right] H(N; k) \\
- \sum_{n=N+1}^{\infty} \left[ \pi^{(N)}(0)B(n) + \sum_{\ell=1}^{N} \pi^{(N)}(\ell)A(n-\ell) \right] H(n; k) \\
= \pi^{(N)}(0) \sum_{n=N+1}^{\infty} B(n) \left[ H(N; k) - H(n; k) \right] \\
+ \sum_{\ell=1}^{N} \pi^{(N)}(\ell) \sum_{n=N+1}^{\infty} A(n-\ell) \left[ H(N; k) - H(n; k) \right]. \tag{5.5}
\]

To proceed further, we rewrite the term \(H(N; k) - H(n; k)\) in \((5.5)\) by using \(G\) and related matrices (including vectors) introduced in Section \(3\). Combining \((4.27)\) and \((4.27)\), we obtain, for \(n \in \mathbb{Z}_{\geq N+1}\) and \(k \in \mathbb{Z}_{[0,N]}\),

\[
H(N; k) - H(n; k) = (1 - \delta_{0,k})(G^{N-k} - G^{n-k})F_+(k; k) \\
+ (G^{N-1} - G^{n-1})(I - \Phi(0))^{-1}B(-1)H(0; k) \\
+ [u(n) - u(N)] \pi(k). \tag{5.6}
\]

Using \((3.16b)\), we rewrite \(u(n) - u(N)\) in \((5.6)\) as

\[
u(n) - u(N) = (G^N - G^n)(I - A - \overline{m}_A g)^{-1}e + \frac{1}{-\sigma}(n - N)e, \quad n \in \mathbb{Z}_{\geq N+1}. \tag{5.7}
\]
Applying (5.7) to (5.6) and using (5.4), we obtain, for $n \in \mathbb{Z}_{\geq N+1}$ and $k \in \mathbb{Z}_{[0,N]}$,

$$H(N; k) - H(n; k) = (1 - \delta_{0,k})(G^{N-k} - G^{n-k}) F_+(k; k) + (G^{N-1} - G^{n-1})(I - \Phi(0))^{-1} B(-1) H(0; k) + (G^N - G^n)(I - A - m_A g)^{-1} e\pi(k) + \frac{1}{-\sigma}(n - N)e\pi(k) = S^{(N)}(n; k) + \frac{1}{-\sigma}(n - N)e\pi(k).$$

(5.8)

Furthermore, substituting (5.8) into (5.5) results in the following: For $k \in \mathbb{Z}_{[0,N]}$,

$$\pi^{(N)}(k) - \pi(k) = \pi^{(N)}(0) \sum_{n=n+1}^{\infty} B(n) \left\{ S^{(N)}(n; k) + \frac{1}{-\sigma}(n - N)e\pi(k) \right\} + \sum_{\ell=1}^{N} \pi^{(N)}(\ell) \sum_{n=n+1}^{\infty} A(n - \ell) \left\{ S^{(N)}(n; k) + \frac{1}{-\sigma}(n - N)e\pi(k) \right\}. \quad (5.9)$$

To prove (5.3), we arrange the terms of (5.9). For $\ell \in \mathbb{Z}_{[1,N]}$, we have

$$\sum_{n=n+1}^{\infty} (n - N) A(n - \ell) = \sum_{m=1}^{\infty} m A(m + N - \ell) = \sum_{m=1}^{\infty} \sum_{k=1}^{m} A(m + N - \ell) = \sum_{k=1}^{\infty} A(k + N - \ell - 1) = \overline{A}(N - \ell - 1),$$

and, similarly,

$$\sum_{n=n+1}^{\infty} (n - N) B(n) = \overline{B}(N - 1). \quad (5.11)$$

Substituting (5.10) and (5.11) into (5.9) yields (5.3). The proof is completed. \hfill \Box

**Remark 5.2** In the same way as for (5.2), we can derive a similar difference formula by any solution $X$ for the Poisson equation (4.5):

$$\pi^{(N)} - \pi = \pi^{(N)}(P^{(N)} - P) X, \quad N \in \mathbb{N}. \quad (5.12)$$

Note that (5.12) holds for $X = \tilde{H}$ defined in (4.9) and for $X = D$ defined in (4.4) (if exists); the latter case is presented in [10, Equation (3)].
5.2 Uniform convergence under the second-order moment condition

This subsection presents two theorems. The first theorem shows the uniform convergence of \( \{ \pi^{(N)} \} \) to \( \pi \) under the second-order moment condition (Assumption 3.1). The second one shows a useful inequality for the tail probabilities of \( \pi = (\pi(0), \pi(1), \ldots) \) and \( \pi^{(N)} = (\pi^{(N)}(0), \pi^{(N)}(1), \ldots, \pi^{(N)}(N)) \).

The following is the first theorem.

**Theorem 5.3** If Assumptions 2.1 and 3.1 hold, then

\[
\| \pi^{(N)} - \pi \| = o(N^{-1}).
\]

**Proof.** It suffices to show that

\[
\sum_{k=0}^{N} |\pi^{(N)}(k) - \pi(k)|e = o(N^{-1}). \tag{5.13}
\]

This is because

\[
\| \pi^{(N)} - \pi \| = \sum_{k=0}^{N} |\pi^{(N)}(k) - \pi(k)|e + \sum_{k=N+1}^{\infty} \pi(k)e,
\]

and \( \pi(k) = O(k^{-2}) \) [due to Theorem 3.4 (i)].

In what follows, we prove (5.13). Equation (4.18) shows that \( v'(n) > v'(N) \) for \( n \in \mathbb{Z}_{\geq N+1} \), and thus Lemma 4.4 (iii) yields

\[
\sum_{k=0}^{N} [H(N; k)]e + [H(n; k)]e \leq 2Cv'(n), \quad n \in \mathbb{Z}_{\geq N+1}, \tag{5.14}
\]

where \( C > 0 \) is some constant. It follows from (5.14) and (5.5) that

\[
\sum_{k=0}^{N} |\pi^{(N)}(k) - \pi(k)|e \\
\leq 2C \left[ \pi^{(N)}(0) \sum_{n=N+1}^{\infty} B(n)v'(n) + \sum_{\ell=1}^{N} \pi^{(N)}(\ell) \sum_{n=N+1}^{\infty} A(n-\ell)v'(n) \right]. \tag{5.15}
\]

It also follows from (4.18), \( A(k) = O(k^{-3}) \), and \( B(k) = O(k^{-3}) \) (see Remark 3.2) that

\[
\sum_{n=N+1}^{\infty} B(n)v'(n) = \frac{1}{-\sigma} \sum_{n=N+1}^{\infty} B(n)(ne + a) = O(N^{-1}), \tag{5.16}
\]

\[
\sum_{n=N+1}^{\infty} A(n-\ell)v'(n) = \frac{1}{-\sigma} \sum_{n=N+1}^{\infty} A(n-\ell)(ne + a) \\
= \frac{1}{-\sigma} \sum_{n=N+1}^{\infty} O((n-\ell)^{-3})(n-\ell)e + \ell e + a \\
= O((N-\ell+1)^{-1}) + \ell O((N-\ell+1)^{-2}), \quad \ell \in \mathbb{Z}_{[1,N]}. \tag{5.17}
\]
Estimating the right-hand side of (5.15) by (5.16), (5.17), and $\pi(N)(\ell) = O(\ell^{-2})$ (due to Theorem 3.4 (ii)), we obtain

$$
\sum_{k=0}^{N} |\pi(N)(k) - \pi(k)| e 
\leq o(N^{-1}) + \sum_{\ell=1}^{N} o(\ell^{-2}) \left[ o((N - \ell + 1)^{-1}) + \ell \cdot o((N - \ell + 1)^{-2}) \right] 
= o(N^{-1}) + \sum_{\ell=1}^{N} o(\ell^{-2}) o((N - \ell + 1)^{-1}) + \sum_{\ell=1}^{N} o(\ell^{-1}) o((N - \ell + 1)^{-2}) 
= o(N^{-1}),
$$

which shows that (5.13) holds. The proof is completed. □

The following theorem is the second one in this subsection.

**Theorem 5.4** Suppose that Assumptions 2.1 and 3.1 are satisfied. For $k \in \mathbb{Z}_+$, let $\pi(k) := (\pi(k,i))_{i \in M_1}$ and $\pi(N)(k) := (\pi(N)(k,i))_{i \in M_1}$ denote

$$
\pi(k) = \sum_{\ell=k+1}^{\infty} \pi(\ell), \quad \pi(N)(k) = \sum_{\ell=k+1}^{\infty} \pi(N)(\ell),
$$

(5.18)

respectively, where $\pi(N)(k) = 0$ for $k \in \mathbb{Z}_{\geq N+1}$. We then have

$$(\pi(N)(0), \pi(N)(1), \pi(N)(2), \ldots) \leq (1 + o(N^{-1}))(\pi(0), \pi(1), \pi(2), \ldots). \quad (5.19)$$

**Proof.** See Appendix C. □

### 5.3 Subgeometric convergence

In this subsection, we first provide preliminaries on heavy-tailed distributions and subgeometric functions, and then present the main theorem and its corollaries on the subgeometric convergence of $\{\pi(N)\}$.

#### 5.3.1 Preliminaries: Heavy-tailed distributions and subgeometric functions

We introduce the class of heavy-tailed distributions on the domain $\mathbb{Z}_+$ together with its two subclasses. To this end, let $F : \mathbb{Z}_+ \to [0, 1]$ denote a probability distribution (function), and let $\overline{F} = 1 - F$, which is the complementary distribution (function) of $F$. Furthermore, let $F^{*2}(k) = \sum_{\ell=0}^{k} F(\ell) F(k - \ell)$ for $k \in \mathbb{Z}_+$.

**Definition 5.5** (Heavy-tailed, long-tailed, and subexponential distributions)
(i) A distribution $F$ is said to be heavy-tailed if and only if
\[ \limsup_{k \to \infty} e^{\theta k} F(k) = \infty \quad \text{for any } \theta > 0. \]
The class of heavy-tailed distributions is denoted by $\mathcal{H}$.

(ii) A distribution $F$ is said to be long-tailed if and only if
\[ \lim_{k \to \infty} \frac{F(k + \ell)}{F(k)} = 1 \quad \text{for any fixed } \ell \in \mathbb{N}. \]
The class of long-tailed distributions is denoted by $\mathcal{L}$.

(iii) A distribution $F$ is said to be subexponential if and only if
\[ \lim_{k \to \infty} \frac{1 - F^2(k)}{F(k)} = 2. \]
The class of subexponential distributions is denoted by $\mathcal{S}$.

**Remark 5.6** The inclusion relation of the above three classes holds: $\mathcal{S} \subset \mathcal{L} \subset \mathcal{H}$ (see [8, Lemmas 2.17 and 3.2; Section 3.7]).

Next, we introduce the class of subgeometric functions.

**Definition 5.7 (Subgeometric functions)** A function $r : \mathbb{Z}^+ \to \mathbb{R}^+ = [0, \infty)$ is said to be a subgeometric function if and only if $\log r(k) = o(k)$ as $k \to \infty$.

The class of subgeometric functions is denoted by $\Theta$.

**Proposition 5.8** If $F \in \mathcal{L}$, then $\overline{F} \in \Theta$.

**Proof.** It suffices to show that
\[ -\log \overline{F}(k) = o(k) \quad \text{as } k \to \infty. \] (5.20)

Let $R(k) = -\log \overline{F}(k)$ for $k \in \mathbb{Z}^+$. It then follows (see [8, Lemma 2.22]) that $\lim_{k \to \infty} [R(k + 1) - R(k)] = 0$. Therefore, for any $\varepsilon > 0$, there exists some $k_0 \in \mathbb{N}$ such that $|R(k + 1) - R(k)| < \varepsilon$ for all $k \in \mathbb{Z}_{\geq k_0}$, which yields
\[ \frac{R(k_0) - \varepsilon n}{k_0 + n} < \frac{R(k_0 + n)}{k_0 + n} < \frac{R(k_0) + \varepsilon n}{k_0 + n} \quad \text{for all } n \in \mathbb{N}. \]

Letting $n \to \infty$ and then $\varepsilon \downarrow 0$ in the above inequality, we obtain
\[ \lim_{n \to \infty} \frac{R(k_0 + n)}{k_0 + n} = 0, \]
which implies that (5.20) holds. The proof is completed. $\square$

**Remark 5.9** In relation to class $\Theta$, there is a class $\Lambda$ of subgeometric rate functions introduced in [30]. A function $\psi : \mathbb{Z}^+ \to \mathbb{R}^+ = [0, \infty)$ belongs to class $\Lambda$ if and only if
\[ 0 < \liminf_{k \to \infty} \frac{\psi(k)}{\psi_0(k)} \leq \limsup_{k \to \infty} \frac{\psi(k)}{\psi_0(k)} < \infty, \]
for some $\psi_0 : \mathbb{Z}^+ \to [2, \infty)$ such that $\psi_0$ is nondecreasing such that $\log \psi_0(k)/k \searrow 0$ as $k \to \infty$. By definition, $\Lambda \subset \Theta$. 

5.3.2 The main theorem and its corollaries

We now make an additional assumption on \( \{A(k)\} \) and \( \{B(k)\} \) to study the subgeometric convergence of \( \{\pi^{(N)}\} \) to \( \pi \).

**Assumption 5.10** There exists a distribution \( F \in \mathcal{S} \) such that

\[
\lim_{k \to \infty} \frac{A(k)e}{F(k)} = c_A, \tag{5.21a}
\]

\[
\lim_{k \to \infty} \frac{B(k)e}{F(k)} = c_B, \tag{5.21b}
\]

where either \( c_A \neq 0 \) or \( c_B \neq 0 \).

Assumption 5.10 can be interpreted as a condition on the distribution of level increments in steady state. We define \( \Delta_+ = \max(X_1 - X_0, 0) \) and call it the *nonnegative level increment*. We then define \( D(k), k \in \mathbb{Z}_+ \), as

\[
D(k) = \sum_{(\ell,i) \in \mathcal{S}} \pi(\ell,i) \mathbb{P}(\Delta_+ \leq k \mid (X_0, J_0) = (\ell,i))
\]

\[
= \sum_{(\ell,i) \in \mathcal{S}} \pi(\ell,i) \mathbb{P}(X_1 - X_0 \leq k \mid (X_0, J_0) = (\ell,i))
\]

\[
= \pi(0) \sum_{n=0}^{k} B(n)e + \pi(0) \sum_{n=-1}^{k} A(n)e. \tag{5.22}
\]

We call \( D \) the *stationary nonnegative level-increment (SNL) distribution*. Assumption 5.10 ensures that the SNL distribution \( D \) has a finite positive mean \( \mu_\pi := \pi(0)\overline{m}_B + \pi(0)\overline{m}_A > 0 \), where

\[
\overline{m}_A^+ = \sum_{k=1}^{\infty} kA(k)e = \overline{m}_A + A(-1)e \geq 0, \neq 0.
\]

We also define \( \overline{D}_I(k) = 1 - D_I(k) \) for \( k \in \mathbb{Z}_+ \), where \( D_I \) denotes the integrated tail distribution (the equilibrium distribution) of the SNL distribution \( D \), that is,

\[
D_I(k) = \mu_\pi^{-1} \sum_{\ell=0}^{k} (1 - D(\ell)), \quad k \in \mathbb{Z}_+. \tag{5.23}
\]

It follows from (5.23), (5.22), and Assumption 5.10 that

\[
\lim_{k \to \infty} \frac{\overline{D}_I(k)}{F(k)} = \frac{\pi(0)c_B + \pi(0)c_A}{\pi(0)\overline{m}_B + \pi(0)\overline{m}_A^+} \in (0, \infty). \tag{5.24}
\]

Since \( F \in \mathcal{S} \), we have \( D_I \in \mathcal{S} \subset \mathcal{L} \) (see [8, Corollary 3.13]) and thus \( \overline{D}_I \in \Theta \) due to Proposition 5.8.
Assumption [5.10] yields a subexponential asymptotic formula for the stationary distribution $\pi$ of the infinite-level chain, as shown in the next proposition. This proposition contributes to the proof of Theorem 5.12 below (see (D.9) in Appendix D.1).

**Proposition 5.11 ([24, Theorem 3.1])** If Assumptions 2.1 and 5.10 hold, then
\[
\lim_{k \to \infty} \frac{\pi(k)}{F(k)} = \frac{\pi(0)c_B + \pi(0)c_A}{-\sigma}. \tag{5.25}
\]

We have arrived at the main theorem of this paper.

**Theorem 5.12** If Assumptions 2.1, 3.1, and 5.10 hold, then
\[
\lim_{N \to \infty} \frac{\pi(N)(k) - \pi(k)}{F(N)} = \frac{\pi(0)c_B + \pi(0)c_A}{-\sigma} \pi(k), \quad k \in \mathbb{Z}_+ \tag{5.26}
\]
and thus, as $N \to \infty$, $\pi(N)(k) - \pi(k)$ converge to zero according to a subgeometric function $F$ (see Proposition 5.8).

**Proof.** See Appendix D. $\Box$

There are two other versions of the subgeometric convergence formula (5.26).

**Corollary 5.13** If all the conditions of Theorem 5.12 are satisfied, then
\[
\lim_{N \to \infty} \frac{\pi(N)(k) - \pi(k)}{D_1(N)} = \frac{\pi(0)m_B + \pi(0)m_A}{-\sigma} \pi(k), \quad k \in \mathbb{Z}_+ \tag{5.27}
\]
\[
\lim_{N \to \infty} \frac{\pi(N)(k) - \pi(k)}{\pi(N)e} = \pi(k), \quad k \in \mathbb{Z}_+. \tag{5.28}
\]

**Proof.** The formulas (5.27) and (5.28) follow from the combination of Theorem 5.12 with (5.24) and (5.25), respectively. $\Box$

Additionally, Theorem 5.12 (together with Corollary 5.13) yields three types of subgeometric convergence formulas for the relative difference $[\pi(N)(k) - \pi(k)]/\pi(k)e$.

**Corollary 5.14** If all the conditions of Theorem 5.12 are satisfied, then
\[
\lim_{N \to \infty} \frac{1}{F(N)} \left| \frac{\pi(N)(k) - \pi(k)}{\pi(k)e} \right| = \frac{\pi(0)c_B + \pi(0)c_A}{-\sigma}, \quad k \in \mathbb{Z}_+ \tag{5.29}
\]
\[
\lim_{N \to \infty} \frac{1}{D_1(N)} \left| \frac{\pi(N)(k) - \pi(k)}{\pi(k)e} \right| = \frac{\pi(0)m_B + \pi(0)m_A}{-\sigma}, \quad k \in \mathbb{Z}_+ \tag{5.30}
\]
\[
\lim_{N \to \infty} \frac{1}{\pi(N)e} \left| \frac{\pi(N)(k) - \pi(k)}{\pi(k)e} \right| = 1, \quad k \in \mathbb{Z}_+. \tag{5.31}
\]
6 Concluding remarks

Theorem 5.12, the main theorem of this paper, presents the subgeometric convergence formula for the difference between \( \pi^{(N)}(k) \) and \( \pi(k) \), which are the respective stationary probabilities of level \( k \) in the finite- and infinite-level M/G/1-type Markov chains. Theorem 5.12, together with Corollaries 5.13 and 5.14, provides three pieces of knowledge on the subgeometric convergence of \( \{\pi^{(N)}\} \) to \( \pi \):

(i) The convergence of \( \{\pi^{(N)}\} \) to \( \pi \) is subgeometric if the integrated tail distribution \( D_I \) of the SNL distribution \( D \) is subexponential.

(ii) The subgeometric convergence speed of \( \{\pi^{(N)}\} \) is equal to the decay speed of \( D_I(N) \) and \( \pi(N) \).

(iii) The decay speed of \( \|\pi^{(N)}(k) - \pi(k)\|/\pi(k)e \) is independent of the level value \( k \).

There are two challenging problems related to this study. The first problem is to derive geometric convergence formulas for \( \pi^{(N)}(k) - \pi(k) \). One of those formulas would take a form:

\[
\lim_{N \to \infty} \frac{\pi^{(N)}(k) - \pi(k)}{\gamma^N} = \phi(k), \quad k \in \mathbb{Z}_+,
\]

for some \( \gamma \in (0, 1) \) and nonnegative vector \( \phi(k) \neq 0 \). If such a geometric convergence formula is obtained, we can derive a geometric asymptotic formula for the loss probability in M/G/1-type queues. The second problem is to study the convergence speed of the total variation distance \( \|\pi^{(N)} - \pi\| = \sum_{k=0}^{\infty} |\pi^{(N)}(k) - \pi(k)|e \) in the geometric and subgeometric convergence cases. The first problem would be more challenging than the first one because it is not, in general, allowed to interchanging the order of two operators “\( \lim_{N \to \infty} \)” and “\( \sum_{k=0}^{\infty} \)”.

A Proof of Lemma 4.4

We prove the statement (i). It follows from (2.1), (2.9), and (4.18) that \( P^{(N)}v' \leq P v' \) for \( N \in \mathbb{N} \) and that, for \( k \in \mathbb{Z}_{\geq 2} \),

\[
\sum_{\ell=0}^{\infty} P(k; \ell) v'(\ell) = \frac{1}{-\gamma} \left( \sum_{\ell=-1}^{\infty} (\ell + k) A(\ell) e + \sum_{\ell=-1}^{\infty} A(\ell) a \right)
\]

\[
= \frac{1}{-\gamma} \left[ ke + (Aa + \overline{m}A) \right]
\]

\[
= \frac{1}{-\gamma} (ke + a) + \frac{1}{-\gamma} (Aa + \overline{m}A - a)
\]

\[
= \frac{1}{-\gamma} (ke + a) + \frac{\sigma}{-\gamma} e
\]

\[
= v'(k) - e,
\]
where the second last equality is due to (3.3). In a similar way, we can show that 
\( \sum_{\ell=0}^{\infty} P(0; \ell) v'(\ell) < \infty \) and \( \sum_{\ell=0}^{\infty} P(1; \ell) v'(\ell) < \infty \). Therefore, (4.19) holds for some \( b' \in (0, \infty) \) and \( K' \in \mathbb{N} \).

Next, we prove the statement (ii). Let \( x_{(\ell,j)} \), \( (\ell, j) \in S \), denote the \( (\ell, j) \)-th column of an arbitrary solution \( X \) for the Poisson equation (4.5). The \( x_{(\ell,j)} \) is a solution for a Poisson equation \( (I - P)x_{(\ell,j)} = 1_{(\ell,j)} - e\pi(\ell, j) \).

Therefore, it follows from the statement (i) (which has been proved) and [9, Theorem 2.3] that there exists some \( C_0 > 0 \) such that \( |x_{(\ell,j)}| \leq C_0 v' \) for any \( (\ell, j) \in S \) and thus \( |X| \leq C_0 v' e^\top \). In addition, it follows from (4.18) and Theorem 3.4 that if Assumption 3.1 holds then \( \pi v' < \infty \) and thus \( \pi |X| \leq C_0 (\pi v') e^\top < \infty \). Consequently, the statement (ii) is true.

In what follows, we prove the statement (iii). To this end, we first confirm that the statement (iii) holds if there exists some \( C > 0 \) such that
\[
\sum_{(\ell,j) \in S} | \tilde{H}(k, i; \ell, j) | \leq C \] for all \( (k, i) \in S \), (A.1)

From (4.11), we have
\[
|H_A| \leq |\tilde{H}| + e(\tilde{\pi}_A | 0) |\tilde{H}|, \quad (A.2)
\]
It follows from (4.9) that
\[
\sum_{(\ell,j) \in S} |\tilde{H}(k, i; \ell, j)| \leq 2 \mathbb{E}_{(k,i)}[\tau_\alpha], \quad (k, i) \in S. \quad (A.3)
\]
It also follows from the statement (i) and [9, Theorem 2.1] that
\[
\mathbb{E}_{(k,i)}[\tau_\alpha] \leq v'(k, i) + b' \mathbb{E}_{(k,i)} \left[ \sum_{n=0}^{\infty} 1_{L \leq K}(X_n, J_n) \right], \quad (k, i) \in S. \quad (A.4)
\]
In addition, (4.18) yields \( e \leq (\sigma) v' \). Therefore, if (A.1) holds, then combining (A.3) and (A.4) leads to
\[
\sum_{(\ell,j) \in S} |\tilde{H}(k, i; \ell, j)| \leq 2[v'(k, i) + b'C] \leq 2[1 + (\sigma)b'C]v'(k, i), \quad (k, i) \in S,
\]
and thus \( |\tilde{H}|e \leq C' v' \) for some \( C' > 0 \). Applying this inequality to (A.2), we have
\[
|H_A|e \leq C' v' + C' \{ (\tilde{\pi}_A | 0) v' \} e
\leq C' v' + C' \frac{\pi v'}{\sum_{(k,i) \in A} \pi(k, i)} e
\leq C' \left[ 1 + \frac{(\sigma) \pi v'}{\sum_{(k,i) \in A} \pi(k, i)} \right] v',
\]
which implies that the statement (iii) holds.

To show (A.1), we establish a nontrivial inequality for \(1_{L \leq K'}(k, i)\). Let \(\Gamma := (\Gamma(k, i; \ell, j))(k, i; \ell, j) \in \mathbb{S}^2\) denote a stochastic matrix such that

\[
\Gamma(k, i; \ell, j) = \sum_{m=0}^{\infty} (1 - \theta)^m P^m(k, i; \ell, j), \quad (k, i; \ell, j) \in \mathbb{S}^2,
\]

where \(\theta \in (0, 1)\) is some constant and \(P^m(k, i; \ell, j)\) denotes the \((k, i; \ell, j)\)-th element of \(P^m\). Let \(\tau_{\geq k} = \inf\{n \in \mathbb{N} : X_n \geq k\}\), and let \(N' > K'\) be a positive integer. It then follows that, for \(N' > K'\),

\[
\Gamma(k, i; \alpha) = \mathbb{E}_{(k, i)} \left[ \sum_{m=0}^{\infty} (1 - \theta)^m 1_{\alpha}(X_m, J_m) \right] \\
\geq \mathbb{E}_{(k, i)} \left[ \sum_{m=0}^{\tau_{\geq N' - 1}} (1 - \theta)^m 1_{\alpha}(X_m, J_m) \right], \quad (k, i) \in L \leq K', \quad (A.5)
\]

The irreducibility of \(\{(X_n, J_n)\}\) implies that, for each \((k, i) \in L \leq K'\), the right-hand side of (A.5) is nondecreasing with \(N'\) and is positive for all sufficiently large \(N' > K'\). Therefore, for all sufficiently large \(N' > K'\), we have

\[
0 < \varphi := \min_{(k, i) \in L \leq K'} \mathbb{E}_{(k, i)} \left[ \sum_{m=0}^{\tau_{\geq N' - 1}} (1 - \theta)^m 1_{\alpha}(X_m, J_m) \right] \leq \min_{(k, i) \in L \leq K'} \Gamma(k, i; \alpha),
\]

which leads to the desired inequality for \(1_{L \leq K'}(k, i)\):

\[
1_{L \leq K'}(k, i) \leq \varphi^{-1} \Gamma(k, i; \alpha) = \varphi^{-1} \sum_{m=0}^{\infty} (1 - \theta)^m P^m(k, i; \alpha), \quad (k, i) \in \mathbb{S}. \quad (A.6)
\]

Using the inequality (A.6), we complete the proof. It follows from (A.6) that

\[
\mathbb{E}_{(k, i)} \left[ \sum_{n=0}^{\tau_{\alpha - 1}} 1_{L \leq K'}(X_n, J_n) \right] \leq \mathbb{E}_{(k, i)} \left[ \sum_{n=0}^{\tau_{\alpha - 1}} \varphi^{-1} \sum_{m=0}^{\infty} (1 - \theta)^m P^m(X_n, J_n; \alpha) \right] \\
= \varphi^{-1} \sum_{m=0}^{\infty} (1 - \theta)^m \mathbb{E}_{(k, i)} \left[ \sum_{n=0}^{\tau_{\alpha - 1}} P^m(X_n, J_n; \alpha) \right] \\
= \varphi^{-1} \sum_{m=0}^{\infty} (1 - \theta)^m \mathbb{E}_{(k, i)} \left[ \sum_{n=0}^{\tau_{\alpha - 1}} 1_{\alpha}(X_{n+m}, J_{n+m}) \right] \\
\leq \varphi^{-1} \sum_{m=0}^{\infty} (1 - \theta)^m m = \frac{\theta}{\varphi(1 - \theta)}, \quad (k, i) \in \mathbb{S}.
\]

Consequently, (A.1) holds for \(C = \theta/[\varphi(1 - \theta)] > 0\). The proof is completed.
B Proof of Proposition 4.5

We first prove the statement (ii), assuming that the statement (i) is true. According to this assumption, the existence of $D$ implies that Assumption 3.1 holds. Lemma 4.4 (ii) thus ensures that any solution $X$ for the Poisson equation (4.5) satisfies $π|X| < ∞$, and especially, $π|D| < ∞$ and $π|H_A| < ∞$. Hence, it follows from [9, Proposition 1.1] that there exists some row vector $β$ such that $D = H_A + eβ$. Since $πD = 0$, we have $β = -πH_A$, which leads to (4.20). It also follows from [9, Proposition 1.1] that two arbitrary solutions, denoted by $X_1$ and $X_2$, for the Poisson equation (4.5) with the constraint (4.6) satisfy $X_1 - X_2 = eξ$ for some row vector $ξ$. Since $πX_1 = πX_2 = 0$, we have $0 = π(X_1 - X_2) = πeξ = ξ$. Therefore, $X_1 = X_2$, which implies that $D$ is the unique solution for the Poisson equation (4.5) with the constraint (4.6). It has been proved that the statement (ii) holds if the statement (i) is true.

Next, we prove the statement (i). As its first step, we confirm that the statement (i) holds if the equivalence of (B.1) and (B.2) below is true:

$\sum_{k=0}^{∞} π(k)u(k) < ∞,$  \hspace{1cm} (B.1)

$\sum_{(k,i) \in S} π(k,i)E_{(k,i)}[τ_{(0,j)}] < ∞$ for some (and then every) $j \in M_0,$  \hspace{1cm} (B.2)

where $τ_{(0,j)} = \inf\{n \in \mathbb{N} : (X_n, J_n) = (0, j)\}$ for $j \in M_0$. Assumption 2.1 together with the aperiodicity of $P$, ensures that the Markov chain $\{(X_n, J_n)\}$ is ergodic. Thus, the deviation matrix $D$ exists if and only if (B.2) holds (see [5, Theorem 4.1]). Additionally, Theorem 3.6 shows that (B.2) holds if and only if Assumption 3.1 does. Therefore, the equivalence of (B.1) and (B.2) ensures that Assumption 3.1 is equivalent to the existence of $D$.

To complete the proof, we prove the equivalence of (B.1) and (B.2). For all $j \in M_0$ and $(k, i) \in S$, we have

$E_{(k,i)}[τ_0] \leq E_{(k,i)}[τ_{(0,j)}]$

$= E_{(k,i)}[τ_0] + E_{(k,i)}[1(J_{τ_0} \neq j) \cdot E[τ_{(0,j)} - τ_0 | J_{τ_0} \neq j]]$

$= E_{(k,i)}[τ_0] + \sum_{s \in M_0 \setminus \{j\}} P(J_{τ_0} = s | (X_0, J_0) = (k, i)) \cdot E_{(0,s)}[τ_{(0,j)}], \hspace{1cm} (B.3)$

where the last equality is due to the strong Markov property. Since $\{(X_n, J_n)\}$ is ergodic, there exists some constant $C > 0$ such that

$\sup_{s,j \in M_0} E_{(0,s)}[τ_{(0,j)}] < C.$

This bound and (B.3) yield

$E_{(k,i)}[τ_0] \leq E_{(k,i)}[τ_{(0,j)}] \leq E_{(k,i)}[τ_0] + C$ for all $j \in M_0$ and $(k, i) \in S$,

which implies the equivalence of (B.1) and (B.2).
C Proof of Theorem 5.4

This appendix provides the proof of Theorem 5.4, which requires the following lemma (its proof is given in Appendix C.2).

Lemma C.1 For \( k \in \mathbb{Z}_{[0,N-1]} \) and \( j \in \mathbb{M} \),

\[
\sum_{\ell=k+1}^{N} \mathbb{E}_{(0,j)}^{(N)} \left[ \sum_{n=1}^{\tau_0^{(N)}} 1(\ell,i)(X_n^{(N)}, J_n^{(N)}) \right] \leq \sum_{\ell=k+1}^{\infty} \mathbb{E}_{(0,j)} \left[ \sum_{n=1}^{\tau_0} 1(\ell,i)(X_n, J_n) \right], \tag{C.1}
\]

where we use the simplified notation \( \mathbb{E}_{(k,i)}^{(N)}[\cdot] := \mathbb{E}[\cdot \mid (X_0^{(N)}, J_0^{(N)}) = (k,i)] \), in addition to the notation \( \mathbb{E}_{(k,i)}[\cdot] \) introduced in Section 3.2.

In the following, we first prove Theorem 5.4 by using Lemma C.1 and then provide the proof of the lemma.

C.1 Main body of the proof

To prove (5.19), it suffices to show that

\[
\bar{\pi}^{(N)}(k) \leq (1 + o(N^{-1}))\pi(k), \quad k \in \mathbb{Z}_{[0,N]}, \tag{C.2}
\]

where the term \( 1 + o(N^{-1}) \) is independent of \( k \). It follows from [27, Theorem 10.0.1] that, for \( \ell \in \mathbb{Z}_{[0,N-1]} \) and \( i \in \mathbb{M}_1 \),

\[
\pi(\ell, i) = \sum_{j \in \mathbb{M}_0} \pi(0,j) \mathbb{E}_{(0,j)} \left[ \sum_{n=1}^{\tau_0} 1(\ell,i)(X_n, J_n) \right], \tag{C.3}
\]

\[
\pi^{(N)}(\ell, i) = \sum_{j \in \mathbb{M}_0} \pi^{(N)}(0,j) \mathbb{E}_{(0,j)}^{(N)} \left[ \sum_{n=1}^{\tau_0^{(N)}} 1(\ell,i)(X_n^{(N)}, J_n^{(N)}) \right]. \tag{C.4}
\]

It also follows from (C.1) and (C.3) that, for \( k \in \mathbb{Z}_{[0,N]} \) and \( i \in \mathbb{M}_1 \),

\[
\bar{\pi}^{(N)}(k, i) = \sum_{j \in \mathbb{M}_0} \pi^{(N)}(0,j) \sum_{\ell=k+1}^{N} \mathbb{E}_{(0,j)}^{(N)} \left[ \sum_{n=1}^{\tau_0^{(N)}} 1(\ell,i)(X_n^{(N)}, J_n^{(N)}) \right] \leq \sum_{j \in \mathbb{M}_0} \pi^{(N)}(0,j) \sum_{\ell=k+1}^{\infty} \mathbb{E}_{(0,j)} \left[ \sum_{n=1}^{\tau_0} 1(\ell,i)(X_n, J_n) \right]. \tag{C.5}
\]
In addition, Theorem 5.3 implies that $\pi^{(N)}(0) \leq (1 + o(N^{-1}))\pi(0)$. Applying this to (C.5), and using (C.3), we obtain
\[
\pi^{(N)}(k, i) \leq (1 + o(N^{-1})) \sum_{j \in \mathcal{M}_0} \pi(0, j) \sum_{\ell = k+1}^{\infty} \mathbb{E}_{(0, j)} \left[ \sum_{n=1}^{\tau_0} 1_{(\ell, i)}(X_n, J_n) \right] 
\]
\[
= (1 + o(N^{-1})) \sum_{\ell = k+1}^{\infty} \sum_{j \in \mathcal{M}_0} \pi(0, j) \mathbb{E}_{(0, j)} \left[ \sum_{n=1}^{\tau_0} 1_{(\ell, i)}(X_n, J_n) \right] 
\]
\[
= (1 + o(N^{-1})) \sum_{\ell = k+1}^{\infty} \pi(\ell, i) 
\]
\[
= (1 + o(N^{-1}))\pi(k, i), \quad k \in \mathbb{Z}_{[0, N]}, \ i \in \mathcal{M}_1,
\]
where the term $(1 + o(N^{-1}))$ is independent of $(k, i)$. Consequently, (C.2) holds.

C.2 Proof of Lemma C.1

To prove Lemma C.1, we introduce a new stochastic process, and then prove a proposition (Proposition C.2) on the new stochastic process. The proposition directly leads to the proof of Lemma C.1.

We construct a stochastic process $\{\tilde{X}^{(N)}_n, \tilde{J}^{(N)}_n; n \in \mathbb{Z}_+\}$ from the infinite-level M/G/1-type Markov chain $\{(X_n, J_n); n \in \mathbb{Z}_+\}$. Let $\{(\tilde{X}^{(N)}_n, \tilde{J}^{(N)}_n); n \in \mathbb{Z}_+\}$ denote a stochastic process such that
\[
\tilde{X}^{(N)}_n = \begin{cases} 
X_0 \land N, & n = 0, \\
(\tilde{X}^{(N)}_{n-1} + X_n - X_{n-1}) \land N, & n \in \mathbb{N}, \ \tilde{X}^{(N)}_{n-1} \in \mathbb{Z}_{[0,N-1]}, \\
\tilde{X}^{(N)}_{n-1} + (X_n - X_{n-1}) \land 0, & n \in \mathbb{N}, \ \tilde{X}^{(N)}_{n-1} = N,
\end{cases} \quad \text{(C.6a)}
\]
\[
\tilde{J}^{(N)}_n = J_n, \quad n \in \mathbb{Z}_+.
\]

For later convenience, we refer to the value of $\{\tilde{X}^{(N)}_n\}$ as level.

The following proposition implies that Lemma C.1 holds.

Proposition C.2 Let $\tilde{x}^{(N)}_0 = \inf\{n \in \mathbb{N} : \tilde{X}^{(N)}_n = 0\}$, then the following are true.

(i) $\tilde{X}^{(N)}_n \leq X_n$ for all $n = 0, 1, \ldots, \tilde{x}^{(N)}_0$, and thus $\tilde{x}^{(N)}_0 \leq \tau_0$.

(ii) The stopped process $\{(\tilde{X}^{(N)}_{n}, \tilde{J}^{(N)}_{n}); 0 \leq n \leq \tilde{x}^{(N)}_0\}$ is driven by the finite-level M/G/1-type transition probability matrix $P^{(N)}$ until it reaches level zero, that is, while $0 \leq n < \tilde{x}^{(N)}_0$.

(iii) If $(\tilde{X}^{(N)}_{0}, \tilde{J}^{(N)}_{0}) = (X^{(N)}_{0}, J^{(N)}_{0})$, then $\tilde{x}^{(N)}_0 = \tau^{(N)}_0$ in distribution.

Proof. The statement (i) is obvious, and therefore we prove the remaining two statements (ii) and (iii). By definition, the level increment of the stopped process $\{(\tilde{X}^{(N)}_{n}, \tilde{J}^{(N)}_{n}); 0 \leq n \leq \tilde{x}^{(N)}_0\}$ is equal to that of $\{(X_n, J_n); 0 \leq n \leq \tilde{x}^{(N)}_0\}$ when the former is away from the upper boundary level $N$. Furthermore, the part beyond level $N$ of
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the level increment is discarded; and once \( \{(X_n, J_n)\} \) reaches level \( N \), it keeps staying level \( N \) with the substochastic matrix \( A(-1) = \sum_{\ell=0}^{\infty} A(\ell) \) until the infinite-level chain \( \{(X_n, J_n)\} \) decreases its level with the substochastic matrix \( A(-1) \). Therefore, the statement (ii) holds (we can find a similar argument in [16, Theorem 8.3.1]). In addition, the proof of the statement (iii), we note that \( \hat{X}_n^{(N)} = 1 \) for \( n = \hat{\tau}_0^{(N)} - 1 \).

It thus follows from (C.6) and \( A(-1) = \sum_{\ell=0}^{\infty} A(\ell) \) that

\[
P(\hat{X}_{n+1}^{(N)} = 0 \mid \hat{X}_n^{(N)} = 1, \hat{J}_n^{(N)} = i) = P(X_{n+1} = X_n - 1 \mid X_n \geq 1, J_n = i) = (B(-1)e)_i
\]

\[
= P(X_{n+1} = 0 \mid X_n^{(N)} = 1, J_n^{(N)} = i).
\]

Consequently, the statement (ii) implies the statement (iii). The proof is completed. □

D Proof of Theorem 5.12

Theorem 5.12 is an immediate consequence of applying Lemmas D.1 and D.2 to (5.3). The two lemmas are given in Sections D.1 and D.2, respectively.

Lemma D.1 If Assumptions 2.1, 3.1, and 5.10 hold, then

\[
\lim_{N \to \infty} \frac{1}{F(N)} \left[ \pi^{(N)}(0) \sum_{n=N+1}^{\infty} B(n) S^{(N)}(n; k) \right] = 0, \quad k \in \mathbb{Z}_+,
\]

\[
\lim_{N \to \infty} \frac{1}{F(N)} \left[ \sum_{\ell=1}^{N} \pi^{(N)}(\ell) \sum_{n=N+1}^{\infty} A(n - \ell) S^{(N)}(n; k) \right] = 0, \quad k \in \mathbb{Z}_+,
\]

where \( S^{(N)}(n; k) \) is given in (5.4).

Lemma D.2 If Assumptions 2.1, 3.1, and 5.10 hold, then

\[
\lim_{N \to \infty} \frac{\pi^{(N)}(0) \overline{B}(N-1)e}{F(N)} = \pi(0)c_B,
\]

\[
\lim_{N \to \infty} \frac{\sum_{\ell=1}^{N} \pi^{(N)}(\ell) \overline{A}(N - \ell - 1)e}{F(N)} = \overline{\pi}(0)c_A.
\]

D.1 Proof of Lemma D.1

We confirm that (D.1a) and (D.1b) hold if

\[
\lim_{N \to \infty} \frac{\pi^{(N)}(0) \overline{B}(N-1)e}{F(N)} = 0,
\]

\[
\lim_{N \to \infty} \frac{\sum_{\ell=1}^{N} \pi^{(N)}(\ell) \overline{A}(N - \ell)e}{F(N)} = 0.
\]
Since $G$ is stochastic, $G^N = \mathcal{O}(1)$. It thus follows from (5.4) that, for each $k \in \mathbb{Z}_+$, there exists some finite $C_k > 0$ such that $|S^{(N)}(n;k)| \leq C_k \epsilon e^\top$ for all $n \geq N+1$ and $N \geq \max(k,1)$, which yields

$$
\sum_{n=N+1}^{\infty} B(n) |S^{(N)}(n;k)| \leq C_k B(N) \epsilon e^\top, \quad k \in \mathbb{Z}_+, \quad N \geq \max(k,1), \quad (D.4a)
$$

Combining (D.3a) and (D.4a) leads to (D.1a); and combining (D.3b) and (D.4b) leads to (D.1b).

We first prove (D.3a). Since $G \in \mathcal{L}$, $\lim_{N \to \infty} \frac{F(N-1)}{F(N)} = 1$. Therefore, using (5.1), (5.21b), and Theorem 5.3, we obtain

$$
\pi^{(N)}(0) \frac{B(N) e}{F(N)} = \lim_{N \to \infty} \frac{\pi^{(N)}(0) \left[ B(N-1) e - B(N) e \right]}{F(N)} = \lim_{N \to \infty} \frac{\pi^{(N)}(0) B(N-1) e}{F(N-1)} - \lim_{N \to \infty} \frac{\pi^{(N)}(0) B(N) e}{F(N)} = \pi(0) c_B - \pi(0) c_B = 0, \quad (D.5)
$$

which shows that (D.3a) holds.

Next, we prove (D.3b). Let $\Pi \geq 1$ and $\overline{\mathcal{A}}$ denote independent integer-valued random variables. We then have

$$
\mathbb{P}(\Pi + \overline{A} \geq N) = \mathbb{P}(\Pi \geq 1) \mathbb{P}(\overline{A} \geq N) + \sum_{\ell=0}^{N-1} \mathbb{P}(\Pi \geq N-\ell) \mathbb{P}(\overline{A} = \ell), \quad N \in \mathbb{N}. \quad (D.6)
$$

By analogy with this equation, the following hold:

$$
\sum_{k=N}^{\infty} \sum_{\ell=1}^{k} \pi^{(N)}(\ell) \overline{A}(k-\ell) e = \pi^{(N)}(0) \overline{A}(N-1) e + \sum_{\ell=0}^{N-1} \pi^{(N)}(N-\ell-1) \overline{A}(\ell) e. \quad (D.7)
$$

$$
\sum_{k=N}^{\infty} \sum_{\ell=1}^{k} \pi(\ell) \overline{A}(k-\ell) e = \pi(0) \overline{A}(N-1) e + \sum_{\ell=0}^{N-1} \pi(N-\ell-1) \overline{A}(\ell) e. \quad (D.8)
$$

Applying Theorem 5.4 to (D.7) and using (D.8), we obtain

$$
\sum_{k=N}^{\infty} \sum_{\ell=1}^{k} \pi^{(N)}(\ell) \overline{A}(k-\ell) e \\
\leq (1 + o(N^{-1})) \left[ \pi(0) \overline{A}(N-1) e + \sum_{\ell=0}^{N-1} \pi(N-\ell-1) \overline{A}(\ell) e \right] \\
= (1 + o(N^{-1})) \sum_{k=N}^{\infty} \sum_{\ell=1}^{k} \pi(\ell) \overline{A}(k-\ell) e. \quad (D.9)
$$
Furthermore, it follows from (5.21a), Proposition 5.11, and [21, Proposition A.3] that

$$\lim_{N \to \infty} \sum_{k=N}^{\infty} \sum_{\ell=1}^{k} \frac{\pi(\ell)\overline{A}(k-\ell)e}{F(N)} = \frac{\pi(0)c_{B} + \overline{\pi}(0)c_{A}}{-\sigma} \overline{A}(-1)e + \pi(0)c_{A}. \quad (D.10)$$

Combining (D.10) and (D.9) yields

$$\limsup_{N \to \infty} \sum_{k=N}^{\infty} \sum_{\ell=1}^{k} \frac{\pi(N)(\ell)\overline{A}(k-\ell)e}{F(N)} < \infty, \quad (D.11)$$

and thus

$$\lim_{N \to \infty} \sum_{\ell=1}^{N} \frac{\pi(N)(\ell)\overline{A}(N-\ell)e}{F(N)} = 0,$$

which shows that (D.3b) holds. The proof is completed.

D.2 Proof of Lemma [D.2]

We prove only the second limit (D.2b) because the first one (D.2a) is implied by (D.5) in the proof of (D.3a). Note that a similar equation to (D.6) holds:

$$P(\Pi + \overline{A} \geq N) = P(\Pi \geq N + 1)P(\overline{A} \geq 0) + \sum_{\ell=1}^{N} P(\Pi = \ell)P(\overline{A} \geq N - \ell), \quad N \in \mathbb{N}. \quad (D.12)$$

From this equation, we have

$$\sum_{k=N}^{\infty} \sum_{\ell=1}^{k} \pi^{(N)}(\ell)\overline{A}(k-\ell)e = \pi^{(N)}(N)\overline{A}(-1)e + \sum_{\ell=1}^{N} \pi^{(N)}(\ell)\overline{A}(N-\ell-1)e$$

$$= \sum_{\ell=1}^{N} \pi^{(N)}(\ell)\overline{A}(N-\ell-1)e, \quad (D.12)$$

where the second equality is due to $\pi^{(N)}(N) = \sum_{k=N+1}^{\infty} \pi^{(N)}(k) = 0$. Combining (D.12) and (D.11) yields

$$\limsup_{N \to \infty} \sum_{\ell=1}^{N} \frac{\pi^{(N)}(\ell)\overline{A}(N-\ell-1)e}{F(N)} < \infty.$$
Therefore, using (5.21a), Theorem 5.3, and the dominated convergence theorem, we obtain

$$\lim_{N \to \infty} \sum_{\ell=1}^{N} \pi^{(N)}(\ell) \overline{A}(N - \ell - 1)e \overline{F}(N) = \sum_{\ell=1}^{\infty} \lim_{N \to \infty} \pi^{(N)}(\ell) \overline{A}(N - \ell - 1)e \overline{F}(N)$$

$$= \sum_{\ell=1}^{\infty} \lim_{N \to \infty} \pi^{(N)}(\ell) \overline{A}(N - \ell - 1)e \overline{F}(N - \ell - 1) \overline{F}(N)$$

$$= \sum_{\ell=1}^{\infty} \pi(\ell)c_A = \pi(0)c_A,$$

which shows that (D.2b) holds. The proof is completed.
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