3D-DEEP: 3-Dimensional Deep-learning based on elevation patterns for road scene interpretation
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Abstract—Road detection and segmentation is a crucial task in computer vision for safe autonomous driving. With this in mind a new net architecture (3D-DEEP) and its end-to-end training methodology for CNN-based semantic segmentation is described along this paper for. The method relies on disparity filtered and LiDAR projected images for three-dimensional information and image feature extraction through fully convolutional networks architectures. The developed models were trained and validated over Cityscapes dataset using just fine annotation examples with 19 different training classes, and over KITTI road dataset. 72.32% mean intersection over union (mIoU) has been obtained for the 19 Cityscapes training classes using the validation images. On the other hand, over KITTI dataset the model has achieved an F1 error value of 97.85% in validation and 96.02% using the test images.

I. INTRODUCTION & RELATED WORK

Semantic segmentation research, which attempts to assign semantic labels to each pixel within an image, is a fundamental task in computer vision. It can be widely applied to the fields of augmented reality devices, autonomous driving, diagnostic medicine or robotics.

In the case of autonomous driving, semantic segmentation plays a very important role in identifying the environment in which the vehicle circulates. Every element of the environment where the vehicle is located must be taken into account, but its importance is different. One should not take the same care, for example, for a tree as for another vehicle or a pedestrian. For that reason, it is essential that within the data that are obtained from the sensors it is known to identify that it is each element and that part is occupying in the scene. This identification can be done through semantic segmentation. In some cases, the data are entirely segmented as in Cityscapes [1]. In others, such as KITTI [2], only a part of it is segmented, in this case, the road. Although in the latter case there is only one class to segment, this is not unimportant as it is trivial to assume that the segmentation of the road in an autonomous vehicle’s artificial vision system is vital, as this will be the area through which it can only circulate.

For object identification at the pixel level within scenes, in our case of traffic scenes, convolutional neural networks are usually used. The first models of this type of networks used as input data three-channel images (RGB) and they return a probability map of the size of the input image for each of the classes on which it is being trained [3].

Later on, other sources of input data, such as three-dimensional information, have been added in order to improve the results obtained. This three-dimensional information can be obtained in different formats depending on the device where it comes. For example, disparity maps in stereoscopic vision systems or point clouds in LiDAR systems.

Within convolutional neural networks, BiSeNet [4] is a new architecture for real-time semantic segmentation that uses RGB images as input data. Through the extraction of context and spatial information of the input data has obtained excellent results in the dataset Cityscapes, CamVid and COCO-Stuff.

As can be seen in KITTI road benchmark [2], the first positions are occupied by methods of integrating three-dimensional information with RGB images. In this paper, a new network architecture is implemented that is capable of working with both three-dimensional information and two-dimensional information (Fig. 1). For this purpose, the BiSeNet architecture has been adapted, explained in more detail in the section II-A so that it is capable of working with three-dimensional information sources along with RGB images with which it already worked in the beginning, keeping the processing in real-time and trying to improve its performance.

The rest of this document is organized as follows. The related papers are commented on the hereafter. The second section describes the methodology that led us to develop this new architecture, the different approaches to incorporate and treat the three-dimensional information and the function of each branch within the network. In the third section, the line of training followed once the architecture has been developed, and the results obtained in the different sets of data used are presented. Finally, in the fourth section, the conclusions obtained from the results and possible future improvements are presented.
A. Disparity maps

Since their appearance along with stereo vision, disparity maps have been one of the most common ways to obtain three-dimensional information in a computer vision system. Their proven usefulness has allowed their use to be extended to multiple disciplines and tasks. Besides, their lower cost compared to other devices makes these methods very competitive when determining their inclusion in a computer vision system.

Within the field of autonomous vehicles, disparity maps are widely used in detecting damage to roads [5] [6]. In addition, they are also useful in detecting obstacles [7], drivable areas [8].

Disparity maps are also widely used in semantic segmentation [9] where is used for segmentation in traffic scenes. In [10] they are also used to reduce noise at the outputs of a segmentation network and in [11] they are generated from monocular vision and together with semantic segmentation they are used to estimate the position of the ego vehicle concerning the road.

B. LiDAR Point clouds

LiDAR devices rely on distance measurement through a set of laser beam arrays. Since one of its first non-military applications in meteorology [12], LiDAR devices have been in the cutting edge for 3D landscape mapping. These types of devices are not only used in autonomous driving projects, where they are better known; they have also produced outstanding results in other fields such as geology or biology.

Already in the field of autonomous driving, for example, in [13] only point clouds obtained through LiDAR devices are used to detect the position of vehicles within the range of action through fully convolutional networks. In [14], a new network structure and point clouds are used for the segmentation of objects on the road and in [15] where a dataset is created with KITTI point clouds and their respective labels for semantic scene understanding.

LiDAR devices are also widely used in the field of semantic segmentation. In [16], the fusion of hyperspectral images and point clouds is used for multiclass segmentation. By the other side, in [17] they use the data obtained directly from the LiDAR to form spherical images as input to a convolutional network toward its later segmentation. Finally, in [18] they use a combination of high-resolution RGB images and LiDAR data for semantic segmentation of aerial landscapes.

This kind of devices can provide a great amount of information. Its combination with the features obtained from the RGB images has surpassed the previous methods being the first two positions occupied by RGB plus LiDAR methods (RGB-L), as shown in KITTI’s road benchmark.

II. Method

This section is focused on 3D-DEEP, the new fully convolutional network architecture proposed in this paper as a solution for semantic segmentation from RGB and 3D data inputs.

A. Backbone

The architecture of 3D-DEEP net is an evolution of the previously mentioned BiSeNet [4]. BiSeNet focuses on harnessing spatial information and receptive field. Both approaches are critically important to achieve high accuracy results [19] [20]. As a solution to solve both approaches, BiSeNet architecture proposes using two different branches. These branches are focused on acquiring all available information from the RGB image in each its respective field, spatial and context information. The branch in charge of maintaining enough resolution of the image to obtain adequate spatial information is the spatial path. On the other hand, the branch in charge of achieving the broadest receptive field to obtain sufficiently rich contextual information is the context path.

Although this approach is advantageous, it has been considered the possibility to improve it by incorporating another data source, such as three-dimensional information synchronized with images. The idea of using raw point clouds together with their respective images as input was discarded because it would substantially increase the complexity of the problem and its computational costs since it would need to use three-dimensional convolutional layers. Besides, three-dimensional information can come from different sensors, and our idea was that our architecture should not be limited to one, allowing the network to be as flexible as possible.

Therefore, having dismissed the use of merely projecting the point cloud in the two-dimensional plane, it became necessary to find a way of using the data to obtain as much information as possible and not making the network incompatible with other sources of three-dimensional information such as disparity maps.

There are many possibilities to work with a point cloud projection on the image plane. Projecting it and make its intensity or chromatic range coincide with the absolute distance of the projected point to the system’s coordinate origin is the most trivial. Although it can be useful in many cases, it has been considered that this type of projection does not provide the appropriate information given the task to be performed with the KITTI data set from which the point clouds have been obtained. The task for the selected KITTI dataset is the semantic segmentation of the road, and the distance of each point of the road to the origin of the coordinates will usually be a very variable value.

In [21] they observed that the LiDAR points belonging to the road usually have a shallow height concerning the reference axis situated on the LiDAR device and do not have substantial changes of height. Then, from the projection of the points and their height they develop an algorithm that calculates the correlation between the height of the neighbouring pixels, which provides images that can be interpreted as mean absolute value for gradients of elevations of projected points.
With the idea of elevation in mind, a direct method to create elevation difference patterns through LiDAR points is proposed. As in [21], the raw LiDAR points are assumed and using the calibration parameters they are projected in the 2D image plane. In turn, the intensity of each projected point is the normalized value from 0 to 255 of the LiDAR Z coordinate value, eq(1). To deal with Z outliers, only those LiDAR points that are within a range of coordinates and a field of view are taken into account. The horizontal fov is taken from $-60^\circ$ to $60^\circ$ and the vertical from $-13.9^\circ$ to $2.9^\circ$. The ranges of coordinates for x, y, z values are $[0, 80]$, $[-60, 60]$, $[-2.1, 2.9]$ respectively. This values has been empirically obtained. As an additional measure, points that once projected on the image plane are outside its dimensions are also excluded.

\[
Z_n = \frac{Z - Z_{\text{min}}}{Z_{\text{max}} - Z_{\text{min}}} \times 255
\] (1)

However, even though at first glance, the projected image reflected gives enough information to deduce where the road is, the distance between laser beams creates too many black spaces that not provide any information. To solve the lack of information a dilation operation is applied to the image with a 9 x 9 size kernel that satisfactorily completes practically all the gaps left by the resolution of the LiDAR without significant impact in non zero values of the image. This transformation gives us what we have called an elevation pattern image (elvdiff), a grayscale image in which the elevation differences obtained from the LiDAR data are adequately represented 2. In Fig. 2a the intensity of the projected points was modified for visibility reasons.

**B. Branches**

Once the LiDAR data have been adapted, the next step was to modify the architecture of the initial network proposed in BiSeNet to work not only with RGB images but also with three-dimensional information through disparity maps or the previously proposed elvdiff images. The idea that emerged for this was that just as [4] uses a different branch for each type of information it wants to collect, the 3D-DEEP architecture could do the same. Therefore, a new architecture with three branches was implemented, adding to the previous structure the three-dimensional branch, where most of the information coming from this source is processed, as shown in Fig. 3.

1) **Context Path:** The Context Path is designed to provide sufficient receptive field to achieve optimal performance levels while still taking into account computational efficiency. For this purpose, the ResNet architectures proposed in [22] are considered as a context path. This choice was made due to several factors: the ease of integrating this network within the complete context path structure, the excellent performance it has had and the possibility of easily comparing the results with different levels of network depth.

Since this branch is in charge of extracting the context information of the image, the input data is the RGB values, so the number of the input channels in the first convolutional layer should be three. Then the image pass through each one of the five convolutional layers of the architecture until obtaining a features vector of 2048 of depth in the...
architectures 50, 101 and 152 and of 512 in the architectures 18 and 34, on which a global average pooling is computed to obtain the tail features vector. Besides, the feature vectors obtained in layer three and layer four are sent to the attention refinement module for their subsequent incorporation into the feature fusion module with the previously mentioned tail.

2) Three-dimensional Path: This branch is the twin of the context path and, like its counterpart, is in charge of obtaining a large receptive field from the three-dimensional data supplied. Since its function is quite similar to the context path, the backbone net is still the ResNet architectures. As mentioned above, it has been considered that the branch in charge of three-dimensional information processing should not be completely limited by the data input format. Achieving complete independence is impossible, but we believe that a network capable of processing images in which three-dimensional information has been dumped both in a particular way as in the elvdiff images of our case and in a more general way through disparity maps, was very close to the idea of flexibility concerning the input of three-dimensional data.

Unlike the context path, the three-dimensional path data is provided in single-channel grayscale images, so the first convolutional layer of the ResNet architecture has been modified to accept them. Since the width and height of the images that store the three-dimensional data are the same as that of the RGB images that are analyzed in the context path, the depth of the feature vectors of both architectures 50, 101 and 152, and architectures 18 and 34 will be the same, so their incorporation to the attention modules and feature fusion module is equivalent to the one used in the context path. That particularity allows us to reuse the same modules without any extensive amendments (see Fig. 3).

3) Spatial path: The spatial path is the central branch that appears in Fig. 3 and its in charge of providing enough spatial information from the data. In semantic segmentation, exist specific approaches for providing sufficient image resolution to enable enough spatial information to be encoded through the dilated convolution as in [19] [23]. However, in order to try to maintain the processing speed achieved by BiSeNet and not increase memory consumption, it has been chosen to use the same architecture used in [4].

As in BiSeNet architecture, the spatial path contains three layers. However, these contain slight differences that make them suitable for input data. Each layer includes a convolution with stride 2, followed by batch normalization [24] and ReLU [25]. In order to adapt the layers to the RGB-L and RGB-D data inputs of the new network, the number of input channels of the first convolutional layer was increased from three to four, as was the initial idea of the architecture. After checking that the results were favourable, the idea of duplicating the spatial path was discarded in order to maintain the processing speed. Also, there is the option to set the padding value in the first layer depending on the chosen input data. If the images belong to Cityscapes (2048x1024) or KITTI in bird’s eye view (400x800) the padding will be two, being one for KITTI images in perspective (1242x375).

These modifications allow maintaining the initial idea of making prevail the original spatial size of the data and coding sufficient spatial information since the size of the output feature maps of 1/8 of the original size of the image is maintained. In our opinion, these maps are large enough to obtain rich spatial information.

4) Feature fusion module and attention refinement module: The feature fusion and attention refinement modules maintain the same functionality as in [4] as shown in Fig. 3. The characteristics obtained from the spatial path, the context path and the three-dimensional path are situated in different representation levels so, as indicated in BiSeNet, they cannot be added directly and there lies the utility of the feature fusion module. In turn, the attention refinement module is in charge, as in BiSeNet, of refining the characteristics of the last two convolution phases of the context path integrating the global context information easily without any up-sampling operation.

III. TRAINING & RESULTS

This section will discuss the training methods that have been used for the 3D-DEEP network and their corresponding results in the KITTI [2] and Cityscapes [1] dataset.

For the Cityscapes training, 2975 images from the left camera were used along with their respective disparity maps. These images belong to the set of images whose ground truth is finely annotated from the semantic segmentation benchmark. With the idea of improving the disparity maps, the technique proposed in [26] is applied to try to complete the information available in the original maps.

For the training with KITTI, the 289 road images provided in their semantic segmentation road dataset and their corresponding point clouds were used. Since no validation images are provided, Monte Carlo cross validation [27] was used during the training as a method of analyzing the results. Thirty images with their respective point clouds are randomly separated in each iteration and used as a validation set. The number of iterations considered for each training is four. This number will be increased to 10, with the idea of generating much more stable results, once all the hyper-parameters that previously gave the best results have been decided. The training was done in the graphic card Nvidia Titan RTX.

In both datasets, Kaiming initialization is used for those layers that, like spatial path, do not use Imagenet’s pre-trained weights. The number of trainable parameters pending of the context path model is shown in table I.

| Backbone  | Number of trainable parameters  |
|-----------|---------------------------------|
| ResNet 18 | $1.31 \times 10^8$             |
| ResNet 34 | $1.00 \times 10^8$             |
| ResNet 50 | $6.21 \times 10^7$             |
| ResNet 101| $4.47 \times 10^7$             |
| ResNet 152| $2.44 \times 10^7$             |

TABLE I: Number of trainable parameters according to the backbone model
A. Cityscapes

As a starting point, our first training was done with the ResNet18 network as the backbone for the context path, using a stochastic gradient descent optimizer and with $5 \times 10^{-3}$ as the learning rate. The results, as can be seen in Fig. 4 were not satisfactory as from epoch 20 the mIoU does not improve, and its maximum value is close to 50%. The change of optimization method to Adam did not get the desired results either, as it can be seen in the same graph, even varying the learning rate slightly. In both runs, the maximum values remained around 45%. The optimization algorithm that worked best in this first attempt was the ASGD [28], which showed a more stable trend and reached maximum values for mIoU of 56%. These are still not very good but have been considered an acceptable starting point, even varying the learning rate slightly. In both runs, the maximum values remained around 45%. The optimization algorithm that worked best in this first attempt was the ASGD [28], which showed a more stable trend and reached maximum values for mIoU of 56%. These are still not very good but have been considered an acceptable starting point, so the following pieces of training were done with ASGD.

Once the optimization algorithm was decided, the following training sessions were oriented towards choosing the optimal hyperparameters and backbone for the context and three-dimensional paths. Due to memory limitations, a heavy learning strategy was implemented [29]. As shown in Fig. 5 the learning rate remained close to the initial values, but it was decided to slightly increase it since the three-dimensional branch did not have pre-trained weights. Besides, from this moment on, data augmentation was used to look for a higher generalization and therefore, better validation results. For data augmentation it was used mirroring, salt and pepper noise, Poisson noise, speckle noise, blurring, colour casting, colour jittering, affine transformations, perspective transformations, cropping, shear and rotations.

The results obtained indicated that the optimum learning rate was around 0.02 and that the ideal backbone was ResNet54. Increasing the depth, with ResNet50, worsened the results probably because the images had to be resized.

Two improvements were applied to the initial version. First, using pre-trained weights in imagenet for the three-dimensional branch. Second, using the APEX [30] library to be able to establish a minibatch of two images. These increased the mIoU to 72.34%, as depicted in Fig. 5.

Although the results were acceptable (they would have ranked second in Cityscapes among the algorithms using the same data types) they were not considered good enough to be ranked in Cityscapes. The results in test is usually worse, so more work was put on the system until a way to improve the results was found.

B. KITTI

The training with KITTI images was less restrictive in memory consumption thanks to the smaller size of its images, so it was possible to test all ResNet architectures and increase the size of the minibatch to four. Furthermore, as the training was after the Cityscapes one, everything learned previously was adapted so that the process was much more efficient in the search for optimal results. Therefore, from now on, training is considered to be done with ASGD and all the branches with pre-trained weights.

The first training with images belonging to KITTI’s dataset, which was taken as a starting point, already obtained excellent results, being the minimum F1 value of 96.16% for the ResNet18 architecture and the maximum F1 value 96.80% for the ResNet152 architecture.

As an idea to improve the obtained results for the moment, it was determined to use a strategy of learning rate schedule. For this purpose, it was decided to implement the model proposed in [31] of cyclical and decreasing cyclical variation of the learning rate with triangular functions. The training was performed with an upper limit value of 0.25 and a lower limit value of 0.0001 previously calculated. However, this did not lead any results improvement, in some cases, even worsening on the order of one percentage point. Nevertheless, the limits of the learning rate obtained in the course of these tests provided us with useful information for the next steps. Continuing with the idea of establishing a scheduling policy, it was decided to use the upper limit and its three immediate...
TABLE II: Training results in the KITTI dataset with polynomial scheduler for the learning rate

| Backbone  | Initial lr | F1 value | Max F1 |
|-----------|------------|----------|--------|
| ResNet152 | 0.25       | 96.87%   | 97.3   |
| ResNet50  | 0.125      | 97.37%   | 97.66  |
| ResNet34  | 0.0625     | 97.33%   | 97.77  |
| ResNet152 | 0.03125    | 97.11%   | 97.35  |

divisions by two as the initial value (0.125, 0.0625, 0.03125) for the learning rate with a decreasing polynomial scheduler, so that it would come close to the previously obtained lower limit. This idea, as can be seen in Table II, substantially improved the results, enough to consider ranking them in the KITTI benchmark.

Ranking in KITTI posed a problem, implied to transform the images to a bird’s eye view and all the training had been done in a panoramic view. Initially, the probability map returned by the network was transformed to a bird’s eye view, but the results were not good. Therefore it was decided to transform the whole dataset to BEV (using the code provided with the dataset) and train directly from that perspective, obtaining outstanding results, with maximum values of around 98% for the F1 value.

As the last step, ten training sessions were carried out with the best configuration obtained for the moment, also using Monte Carlo Cross Validation [27], with the idea of obtaining an average value that would be as close as possible to the one obtained with the test images. This training gave an average value for the F1 error of 97.09% and maximum values close to 98% between all the iterations.

TABLE III: KITTI dataset Evaluation Results in test images (percentage)

| Benchmark | MaxF | AP  | PRE  | REC  | FPR  | FNR  |
|-----------|------|-----|------|------|------|------|
| UM        | 95.35| 93.50| 95.20| 95.51| 2.20 | 4.49 |
| UMM       | 97.27| 95.76| 97.01| 97.54| 3.31 | 2.46 |
| UU        | 94.67| 93.04| 94.23| 95.12| 1.90 | 4.88 |
| URBAN     | 96.02| 94.00| 95.68| 96.35| 2.39 | 3.65 |

Being the optimal configuration ResNet101 as backbone with a learning rate of 0.03125, the results were ranked obtaining the eighth position tied with the seventh as shown in Table III. Going into more detail, Table IV shows that our network is twenty hundredths above second in AP within the UMM_ROAD category. This category, in which the network proposed in this article has its best results, includes urban roads with multiple marked lanes. For further reference see 3D-DEEP KITTI results.

TABLE IV: Comparison of KITTI evaluation results in UMM (percentage)

| Method            | MaxF | AP  | PRE  | REC  |
|-------------------|------|-----|------|------|
| 3D-DEEP (Ours)    | 97.27| 95.76| 97.01| 97.54|
| PILARD [21]       | 97.77| 95.64| 97.75| 97.79|
| LidCamNet [32]    | 97.08| 95.51| 97.28| 96.88|

Within the general category URBAN_ROAD, which includes the categories UU (Urban Unmarked), UM (Urban Marked), UMM (Urban Multiple Marked), the network is only four-hundredths of the first position in the average accuracy, it has been considered an excellent result. (see table V) Considering the fastest methods officially classified, 3D-DEEP ranks first in AP and third in MaxF, with more than acceptable results for implementation in a real-time system. (see table VI).

![Fig. 6: Results for KITTI dataset in test images.](image)

Table: Results for KITTI dataset in test images.

Quantitatively the results are also excellent for each category evaluated, as shown in Fig. 6. The network detects the majority of the labelled road in the test images (pixels labelled green) with hardly any false positives (pixels labelled blue) and false negatives (pixels labelled red). These qualitative results, together with the corresponding quantitative ones, allow 3D-DEEP to consider an optimal architecture for implementation in an autonomous driving system.
IV. CONCLUSIONS

Several conclusions can be drawn from this work. We are satisfied with the performance of the network proposed in this document, especially when working with data obtained through point clouds. When three-dimensional data is obtained from the stereoscopic vision, the performance is not good enough, so more research should be done in that field to make 3D-DEEP more versatile. Another possible improvement point is to adapt the network so that in the context path newer architectures like ResNext or Inception can be used, which could further improve the already remarkable results obtained with LiDAR and make the results obtained with disparity maps more in line with state of the art.
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