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Abstract Ongoing learning continuously shapes the distribution of neurons’ synaptic weights in a system with plastic synapses. Plasticity may change the weights of synapses that were active during the induction—homosynaptic changes, but also may change synapses not active during the induction—heterosynaptic changes. Here we will argue, that heterosynaptic and homosynaptic plasticity are complementary processes, and that heterosynaptic plasticity might accompany homosynaptic plasticity induced by typical pairing protocols. Synapses are not uniform in their susceptibility for plastic changes, but have predispositions to undergo potentiation or depression, or not to change. Pre-disposition is one of the factors determining the direction and magnitude of homo- and heterosynaptic changes. Heterosynaptic changes which take place according to predispositions for plasticity may provide a useful mechanism(s) for homeostasis of neurons’ synaptic weights and extending the lifetime of memory traces during ongoing learning in neuronal networks.
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Abbreviations

LTP Long-term potentiation
LTD Long-term depression
STDP Spike timing dependent plasticity
PPF Paired-pulse facilitation
NMDA N-methyl-D-aspartate
AP Action potential

Introduction

Every neuron in the neocortex receives thousands of synapses from thousands of other neurons. Activation of only a portion of them, dozens to hundreds, may evoke cell firing and under certain conditions induce plasticity. The input-specific associative plasticity, long-term potentiation (LTP) and long-term depression (LTD), occurring at that set of activated synapses is believed to be the synaptic mechanism of learning and memory. However, just as new learning always takes place on the background of existing memories, so synaptic plasticity is always induced on the background of the existing distribution of synaptic weights. When plasticity is induced by activation of a portion cells’ inputs, what goes on at all the remaining synapses to that cell? Changes of transmission at synapses that were active during the induction are called homosynaptic, while changes at the synapses that were not active during the induction are called heterosynaptic. Since only a fraction of the neurons’ inputs is active at a given time, or is involved in activity during a certain induction protocol, potential targets of heterosynaptic plasticity are much more numerous. Moreover, heterosynaptic plasticity mediates regulatory processes that are necessary for normal operation of learning neuronal networks, e.g., homeostasis of the neurons’ total synaptic weights, prevention of their runaway...
dynamics, or synaptic competition. Therefore, to understand, how memory traces are formed and stored in the distributions of synaptic weights, it is important to know, how the induction of plasticity at a specific group of synapses interacts with the existing pattern of synaptic weights.

This review is focused on heterosynaptic plasticity in the neocortex. However, to place neocortical heterosynaptic plasticity in the context of the plasticity field, we will also discuss some relevant properties of “canonical” homosynaptic plasticity, as well as data from other structures. We will consider three questions: What induces long-term plasticity? What determines its direction and magnitude? What are some possible functions of heterosynaptic plasticity?

We will argue, that (1) Homosynaptic and heterosynaptic plasticity are complementary processes, whereby heterosynaptic plasticity might accompany homosynaptic plasticity induced by typical pairing protocols, (2) Synapses are not uniform in their susceptibility for plastic changes, but have predispositions to undergo potentiation or depression, or not to change. The direction and magnitude of plastic changes depend on both, specific details of the induction protocol and predispositions of synapses for plasticity.

What induces homosynaptic and heterosynaptic long-term plasticity?

Long lasting changes of synaptic transmission can be induced in a number of ways. Below we will consider three groups of protocols leading to the LTP or LTD: afferent tetanization, pairing and intracellular tetanization (Fig. 1).

The afferent tetanization is achieved by stimulation of presynaptic fibers with electric pulses, repeated at a certain frequency or pattern. Low-frequency stimulation refers to 3 Hz and below, high-frequency tetanization refers to 20 Hz and above (usually 50–200 Hz). Since induction of most forms of plasticity requires generation of action potentials (spikes) in the postsynaptic neurons, the electric pulses used for afferent tetanization should be strong enough to activate a large number of presynaptic fibers, sufficient to evoke postsynaptic firing. The phenomenon of LTP in the dentate area of the hippocampal formation has been discovered using afferent tetanization (Bliss and Lomo 1973; Bliss and Gardner-Medwin 1973).

The high stability of extracellular recordings, e.g., field potentials, makes it possible to study plasticity induced with afferent tetanization over hours in vitro, and over days and even weeks in vivo (Abraham et al. 2002). Moreover, the sequence of events: stimulation of the presynaptic fibers and cells, synaptic transmission and activation and eventually firing of postsynaptic cells represents a natural sequence of events, which normally lead to activation of neurons. At least, this is a more natural way of cell activation than depolarization through the intracellular electrode. A drawback of strong extracellular stimulation, necessary for inducing plasticity with afferent tetanization, is that it activates essentially simultaneously large number of cells and fibers next to the stimulation electrode, which most probably never happens during operation of the brain in vivo. Synchronous activation of these axons, having different origin and heterogeneous targets of projection, leads to uncontrolled spread of activity in the brain. For this reason,
afferent tetanization and field potential recording is best applicable in the structures with clear cut, systematic organization of synaptic pathways, e.g., hippocampal formation. In the pairing protocol (Fig. 1), stimulation of presynaptic fibers is applied together with depolarization of the cell membrane via the intracellular electrode, first introduced by Gustafsson et al. (1987). Although originally pairing of weak and strong afferent stimuli, and extracellularly recorded field potential responses were used (Levy and Steward 1979, 1983; Kelso and Brown 1986), nowadays pairing protocol usually employs intracellular recording and depolarization-evoked spikes. The use of depolarization-induced firing as a substitute of strong afferent stimulation allows simplification of the synaptic circuit under study, reduce the number of variables and control the remaining parameters more precisely. The number of activated presynaptic fibers which evoke test responses can be reduced to few or just one in case of minimal stimulation or paired recording from monosynaptically connected cells (e.g., Markram et al. 1997; Sjöström et al. 2001; Kampa et al. 2007; Sjöström and Häusser 2006; Hardingham et al. 2007). The magnitude of postsynaptic depolarization and timing of the postsynaptic spikes can be controlled precisely. Further, activated synaptic input can be localized on the dendritic tree, allowing the study of location-typical dynamics of Ca\textsuperscript{2+} concentration (Gordon et al. 2006; Kampa and Stuart 2006; Nevian and Sakmann 2006; Sjöström and Häusser 2006). A drawback of the pairing protocol is that intracellular recording is technically more demanding, and the duration of intracellular recording is restricted to few hours at best. Further, depolarization through the recording electrode in the soma activates the cell in a different way than synaptic stimulation. It does not involve activation of large number of postsynaptic receptors, that normally precedes and accompanies the spiking, and might also evoke different profile of Ca\textsuperscript{2+} concentration changes over the dendritic tree. Both protocols have a clear-cut relation to classical conditioning and other associative learning paradigms. The analogy is especially clear for the pairing protocol (Levy and Steward 1979; Gustafsson et al. 1987). The weak synaptic input to a cell is analogous to a weak, “conditioned” stimulus for an organism, and strong stimulus or depolarization that evoke firing in a cell is analogous to an “unconditioned” stimulus in the classical conditioning paradigm. With afferent tetanization, sets of activated synapses can be considered as stimuli representations: a small set of synapses representing a “conditioned” stimulus, and remaining synapses representing strong “unconditioned” stimulus. With both protocols, repetitive presentation of weak and strong stimuli together leads to potentiation of synaptic transmission, and thus of the responses to the weak “conditioned” stimulus, analogous to learning in the conditioning paradigm. Moreover, the LTP induced by these protocols follows the Hebbian rule: synapses leading to the cell firing are strengthened. Synaptic plasticity induced in that way is called associative, or Hebbian-type.

The associative, Hebbian-type synaptic plasticity induced by the afferent tetanization or pairing is triggered by the rise of intracellular [Ca\textsuperscript{2+}] (Malenka et al. 1988; Bliss and Collingridge 1993). Whether LTP or LTD will be induced, depends on the amplitude and time course of the calcium signal: fast, large amplitude [Ca\textsuperscript{2+}] increases leading to potentiation, but slower and low amplitude [Ca\textsuperscript{2+}] rises leading to depression (Bienenstock et al. 1982; Lisman 1989; Hansel et al. 1997; Yang et al. 1999; Ismailov et al. 2004). High levels of calcium necessary for LTP induction can be achieved at activated synapses due to supralinear summation of local excitatory postsynaptic potentials with appropriately timed backpropagating APs (Magee and Johnston 1997; Stuart and Häusser 2001; Nevian and Sakmann 2006). Boosted depolarization enhances calcium influx, e.g., by the relief of NMDA-receptor gated channels from magnesium block (Nowak et al. 1984; Schiller et al. 1998), and/or activation of voltage-dependent calcium channels (Miyakawa et al. 1992; Magee and Johnston 1997; Stuart and Häusser 2001; Humeau et al. 2005). Enhanced calcium rise leads to plasticity at the synapses which were active during the induction protocol—homosynaptic plasticity (red synapses in Fig. 1). Homosynaptic changes are also referred to as input-specific plasticity.

During induction of homosynaptic plasticity, only a small portion of the total number of synapses, received by any cortical neuron is usually activated. It could be hundreds or dozens in the case of the afferent tetanization, and even less, just one in a limit with pairing. Obviously however, rises of intracellular [Ca\textsuperscript{2+}] during plasticity induction are not restricted to the activated synapses only, and can be evoked by bursts of backpropagating APs even without synaptic activation (Miyakawa et al. 1992; Petrozzino and Connor 1994; Yuste et al. 1994; Schiller et al. 1995, 1998). This poses a question: whether plasticity can be induced also at synapses that are not active during the plasticity induction, but which experience [Ca\textsuperscript{2+}] increase (Fig. 1, black synapses with question marks)? The answer is yes. These changes at non-active synapses are called heterosynaptic plasticity, often also referred to as non-associative plasticity.

Heterosynaptic LTD, which accompanied homosynaptic LTP was described soon after the phenomenon of LTP had been discovered (Lynch et al. 1977). In systems with regular spatial arrangements of inputs, as in the hippocampus or amygdala, high-frequency afferent tetanization induces a characteristic profile of response amplitude changes: LTP at stimulated inputs, surrounded by heterosynaptic LTD (White et al. 1990; Royer and Paré 2003). This profile is consistent with the above hypothesis on
Ca^{2+} dependence of LTP and LTD (Lisman 1989), and the expected profile of Ca^{2+} signal evoked by the afferent tetanization: strong at the focus of inputs and decaying with distance. With a pairing protocol, which allows more precise localization of the activated synapses, it was demonstrated that input specificity of LTP breaks down at short distances (few dozens of µm), and heterosynaptic LTP is induced at a local population of synapses (Bonhoeffer et al. 1989; Kossel et al. 1990; Engert and Bonhoeffer 1997).

Moreover, the potentiation is even not restricted to the postsynaptic neuron that fired action potentials during the induction, but involves closely located synapses at neighboring neurons too (Schuman and Madison 1994). These results are consistent with the notion of the retrograde signaling, mediated by a diffusible short-living molecule such as NO, which is produced in the postsynaptic cell, diffuses through the cell membranes and mediates changes of transmitter release at a local population of synapses (Gally et al. 1990; Böhme et al. 1991; O’Dell et al. 1991; Schuman and Madison 1994; Hölscher 1997).

A symmetrical situation, with heterosynaptic LTP accompanying homosynaptic LTD, was reported recently in the amygdala (Royer and Paré 2003) and the hippocampus (Wöhrl et al. 2007). The profile of heterosynaptic changes observed after the LTD in the amygdala: depression close to the stimulated inputs, but potentiation at longer distances, is unexpected if the above logics of strong calcium signals leading to LTP and weak to the LTD is applied. This apparent inconsistency can be resolved by suggesting that induction of heterosynaptic plasticity depends on calcium release from internal stores (Royer and Paré 2003). Calcium release from internal stores was also suggested to be involved in induction of heterosynaptic LTD (Nishiyama et al. 2000) and heterosynaptic facilitation of LTP in the hippocampus (Dudman et al. 2007). Another interesting possibility suggested by Royer and Paré (2003) is that inactive synapses have an inverted sensitivity to local calcium signals: higher rises of intracellular Ca^{2+} leading to depression, while lower to potentiation of inactive synapses.

The dependence of heterosynaptic plasticity on distance from the synapses that were stimulated during the induction, results in a Mexican hat like profile of amplitude changes: same-sign plasticity occurring at shorter distances, and opposite-sign at longer distances (White et al. 1990; Royer and Paré 2003). This pattern of amplitude changes may provide a kind of lateral inhibition in plasticity space, serving to accentuate the impact of plastic change at a local population of synapses and contrast that local population against the other synapses (Schuman and Madison 1994). It may also help to preserve total synaptic weight to a cell by balancing the effect of homosynaptic potentiation or depression (Royer and Paré 2003).

Induction of heterosynaptic plasticity described above was dependent on the distance from the site of induction of homosynaptic plasticity. However, active backwardpropagation of action potentials into the dendrites leads to Ca^{2+} influx over the broad portions of the dendritic tree, including the locations at which any immediate biochemical interaction with the activated synapses is excluded because of the large distance. The following lines of evidence suggest that synapses can undergo plasticity even without any synaptic activation, and thus at locations remote from the active synapses. First, long-lasting plasticity, LTP or LTD can be induced by photolytic release of caged Ca^{2+} in neurons without synaptic activation (Neveu and Zucker 1996; Yang et al. 1999). Second, long-term plasticity in the hippocampus and the neocortex can be induced by intracellular tetanization—trains of bursts of action potentials, evoked by short depolarizing pulses applied through the intracellular electrode without presynaptic stimulation (Kuhnt and Voronin 1994; Volgushev et al. 1994-2000; Chistiakova et al. 1999; Fig. 2). Potentiation and depression induced by both these purely postsynaptic protocols occluded LTP and LTD induced by afferent tetanization or pairing, suggesting at least partial overlap of their mechanisms (Kuhnt and Voronin 1994; Neveu and Zucker 1996; Volgushev et al. 1999; Yang et al. 1999).

Since both protocols, the photolytic release of caged Ca^{2+} in a cell and the intracellular tetanization, did not involve synaptic stimulation during the induction, plasticity at any of the synapses on the cell can be considered as heterosynaptic (Fig. 1, rightmost panel, and Fig. 2a,b). In fact, intracellular tetanization imitates for all synapses of a cell the situation which is experienced during the afferent tetanization or pairing procedure by the synapses that are located far away from those activated, e.g., at other dendrites, or at locations that exclude immediate diffusional/biochemical interaction with the activated synapses. Moreover, the absence of synaptic stimulation eliminates distance to the stimulation site as a factor influencing plasticity induction, making intracellular tetanization a useful tool to study mechanisms responsible for fast cell-wide interactions, e.g., normalization of synaptic weights or coordination of their changes.

Action potentials generated during the intracellular tetanization backpropagate in the dendrites, leading to the Ca^{2+} influx and the increase of intracellular Ca^{2+} concentration (Fig. 2c). Details of action potential backpropagation and related Ca^{2+} influx may vary between neurons of different types, as well as between individual neurons, depending on the distribution of the sodium, potassium and calcium channels over the dendritic tree (Waters et al. 2004). Nevertheless, as Fig. 2c shows, in accordance with a wealth of other published data (e.g., Jaffe et al. 1992; Petrozzino and Connor 1994; Yuste et al. 1994; Schiller et al. 1995), the
intracellular \(\text{Ca}^{2+}\) concentration increases over broad areas of the dendritic tree, thus making numerous synapses located at these dendrites to potential targets for expressing heretosynaptic plasticity.

Firing of neurons during intracellular tetanization is comparable in strength and pattern to the activity of neurons in vivo, or during typical pairing protocols. Figure 3a shows in vivo intracellular recordings from two simple cells in cat visual cortex during presentation of optimally oriented moving gratings (Volgushev et al. 2003). A train of intracellular tetanization and a zoom-in of one burst of depolarizing pulses applied to the neuron is shown below these traces (Fig. 3b) at exact same temporal scales as responses in Fig. 3a. In the responses of visual cortex neurons in vivo the frequency of spike bursts can be higher than burst frequency in the intracellular tetanization protocol, and the number of action potentials in each burst can be about the same (Fig. 3a1) or higher (Fig. 3a2) than number of spikes in a burst during intracellular tetanization (3–7 spikes). Thus, activity evoked by the intracellular tetanization is well within the range of activity of visual cortical neurons in vivo.

Further, neuron firing evoked by the intracellular tetanization shares clear similarities to the pattern of postsynaptic activity evoked by pairing protocols. In Fig. 4, postsynaptic firing patterns evoked by several typical pairing protocols (all except d) and by intracellular tetanization (d) are compared. For the pairing protocols, the figure shows only the postsynaptic firing without the presynaptic stimuli that were applied at short intervals before or after the postsynaptic spikes. The protocols are sorted by the total number of postsynaptic cell discharges, in descending order from top to the bottom of the figure. Plasticity protocols express large variability in both, the gross pattern of postsynaptic activity they produce, as well as in detail, e.g., use of single APs or bursts consisting of 3–20 spikes, different number of bursts varying from 10 to 60, and a more than tenfold difference in the total number of postsynaptic spikes, from
50 to 600. Thus, postsynaptic firing during the intracellular tetanization (Fig. 4d) is not extreme when compared to the pairing protocols.

Similarity of the neuron firing during intracellular tetanization to the firing during some pairing protocols and in vivo activity indicates that similar rises of intracellular Ca\(^{2+}\) concentration can be reached at nonactive synapses, leading to the induction of heterosynaptic plasticity by pairing protocols or in vivo activity. The following considerations show why these changes may remain unnoticed in the studies focused at associative, homosynaptic plasticity. With recordings from monosynaptically connected cells (e.g., Sjöström and Häusser 2006; Hardingham et al. 2007), possibilities for control procedures are limited for technical reasons. Even when control experiments replicating the postsynaptic firing pattern of the induction protocol but without presynaptic stimulation were made, their number was typically low (\(n = 5–10\)), well below the number of experiments with pairing. Taken into account that in the neocortex most protocols induce either potentiation or depression or no change even at the activated synapses (e.g., Fig. 2b in Zhou et al. 2005; Fig. 3 in Sjöström and Häusser 2006, fig. 2 in Hardingham et al. 2007), and that

---

**Fig. 3** Intracellular tetanization in slices and optimal stimulation of visual cortical neurons in vivo evoke comparable patterns of neuronal discharges. a1, a2 Responses of two simple cells in cat visual cortex in vivo to moving grating of optimal orientation (modified from Volgushev et al. 2003; action potentials truncated). The intracellular tetanization, with action potentials as vertical lines, plotted at exact same time scales as in vivo recordings in a. The number of action potentials and their frequency in bursts during the intracellular tetanization is well within the range of firing patterns evoked by optimal visual stimulation in vivo.

**Fig. 4** Postsynaptic firing during plasticity induction: comparison of protocols from left to the right, for each protocol: initial 20 s of postsynaptic discharges; zoom in of one burst, each vertical line representing one action potential; total number of bursts and postsynaptic action potentials in the protocol. Protocols are sorted by total number of postsynaptic action potentials (APs, rightmost column), which decreases from top (a) to the bottom (h). Protocols used in (a) 20 APs at 20 Hz, \(\times 10\) times at 0.5 Hz, \(\times 3\) times every 2 min (Hardingham et al. 2007), \(b\) \(\sim 6\) APs evoked by 100-ms depolarization pulses, \(\times 60\) times at 0.1 Hz (Ismailov et al. 2004), \(c\) 3 APs at 50 Hz, \(\times 60\) times at 0.1 Hz (Nevian and Sakmann 2006). \(d\) Intracellular tetanization. 3–7 APs evoked by 10 depolarization pulses at 50 Hz, \(\times 10\) times at 1 Hz, \(\times 1–3\) times every min (Volgushev et al. 2000). \(e\) 2–10 APs at 20 Hz, \(\times 10\) times at 0.25 Hz (Markram et al. 1997). \(f\) 5 APs at 50 Hz, \(\times 15\) times at 0.1 Hz (Sjöström et al. 2008; Sjöström and Häusser 2006). \(g\) 1 AP, \(\times 60\) times at 0.2 Hz (Froemke et al. 2005). \(h\) 1 AP, \(\times 50\) times at 0.1–1 Hz (Zhou et al. 2005). In (g) and \(h\) postsynaptic action potentials were evoked as single spikes, not in bursts. The protocols were used to induce plasticity in pyramidal cell from layer 2/3 (a, b, c, d, g, h), or layer 5 (e, f) in the neocortex. In all protocols except \(d\), presynaptic stimulation (not shown) was applied in conjunction with the postsynaptic spikes. In the studies of spike-timing-dependent plasticity (STDP) presynaptic stimuli were applied at several different intervals before or after the postsynaptic spikes.
data from control experiments are typically presented as averages, failure to notice heterosynaptic changes is not surprising. In fact, large variability in control series reported in some studies show that amplitude changes did take place (e.g., ±20% SEM with \( n = 6 \), which is ±43% SD; Nevian and Sakmann 2006). Notably, in papers aimed at investigating mechanisms of heterosynaptic plasticity, it was readily induced by regular pairing (Nishiyama et al. 2000) or afferent tetanization (Royer and Paré 2003; Bauer and LeDoux 2004; Wöhr et al. 2007) protocols.

From the results discussed above we conclude, that heterosynaptic plasticity and input specific homosynaptic plasticity are complementary processes. Further, long-term heterosynaptic changes might accompany homosynaptic plasticity which is induced by typical pairing or afferent tetanization protocols.

**What determines the direction and magnitude of plasticity?**

Long-term synaptic plasticity may occur in both directions, potentiation and depression, and have different magnitude. What determines whether LTP or LTD will be induced, and how much response amplitude will change? A simple answer for the homosynaptic plasticity is that its direction and the magnitude is determined by the plasticity inducing protocol.

In the case of afferent tetanization, the direction of the change depends as a rule on the frequency (Dunwiddie and Lynch 1978). Tetanization at high frequency (20 Hz and above) leads to potentiation, while stimulation at low frequency (3 Hz and below) leads to depression (Dudek and Bear 1992; Mulkey and Malenka 1992).

In pairing protocols, induction of LTP or LTD critically depends on timing of the presynaptic activity relative to the postsynaptic firing or ongoing network activity. A pioneering study exploited in vivo field potential responses in the dentate gyrus, evoked by contra- and ipsilateral stimulation in the entorhinal cortex (Levy and Steward 1983). Contra-lateral inputs evoked weak responses, which did not express plasticity when stimulated alone. However, they could be potentiated or depressed if stimulated together with the strong ipsilateral inputs. The weak inputs expressed LTD, if they were stimulated shortly before (20 ms or less) or simultaneously with the strong inputs. Stimulation in a reversed order, with weak inputs activated after the strong, induced LTD of the weak inputs. The temporal window for inducing associative depression was longer, about 200 ms. Dependence of the direction of plasticity of synaptic inputs on the precise timing of their activation relative to natural-like rhythmic activity was demonstrated in hippocampal slices. During carbachol-induced theta oscillations, a burst of stimuli applied at the peak of the theta-oscillation lead to LTP, while stimuli applied in the trough of the oscillation were depressed (Huerta and Lisman 1995, 1996). LTD was accompanied by heterosynaptic LTD of non-stimulated inputs.

The rules for the associative synaptic plasticity, which correspond to temporal contiguity requirement in conditioning paradigm, also hold true at the level of individual cells and synaptic connections between pairs of neurons. Both in the hippocampus and in the neocortex, LTP is induced at synapses activated shortly, 10–20 ms, before the postsynaptic cell fires action potentials, but LTD is induced if the inputs are activated 10–20 ms after the postsynaptic firing (Magee and Johnston 1997; Markram et al. 1997). These results and further studies of time relations between the presynaptic and postsynaptic activity lead to formulation of spike-timing dependent plasticity (STDP) rule (see reviews by Abbott and Nelson 2000; Kampa et al. 2007; Caporale and Dan 2008; Sjöström et al. 2008). The STDP rule expresses the ability of a neuron to capture causal relations between the input activation and generation of action potentials: inputs preceding the spikes and thus capable of influencing their generation are potentiated, while inputs activated after the spikes are depressed. The magnitude of the LTP or LTD induced by pairing depends on the frequency and number of postsynaptic potentials in each pairing burst and the number of pairings (e.g., Markram et al. 1997; Sjöström et al. 2008; Birtoli and Ulrich 2004; Nevian and Sakmann 2006), the increase in these parameters leading to the higher magnitude of plastic changes.

Although the rules relating the direction and magnitude of plasticity to specific properties of the induction protocol hold in principle, details make the picture more complicated. To start with, rules for inducing homosynaptic potentiation or depression are not uniform across the synapses. Synaptic connections express substantial variability of STDP plasticity windows width, as well as the magnitude of the potentiation and depression induced with optimal timing. For example, synapses made by axons of pyramidal cells onto low threshold spiking inhibitory neurons express STDP, but at synapses formed by the same axons on the fast spiking interneurons only LTD is induced at either positive or negative intervals between the pre and postsynaptic activation (Lu et al. 2007). Synapses of the same neuron also express different requirements for plasticity induction with STDP protocol, depending on the distance from the soma and on whether they are located on the apical or basal dendrites (Froemke et al. 2005; Gordon et al. 2006; Letzkus et al. 2006; Sjöström and Häusser 2006). The dependence of STDP rules on the dendritic location may be at least partially explained by the dynamics of action potential back-propagation and related local dynamics of the Ca\(^{2+}\) signal (e.g., Letzkus et al. 2006). However, these are not sole factors. In the amygdala, inputs from the cortex converge onto
the same dendrites as the inputs from the thalamus, but express less plasticity (Humeau et al. 2005). Thus, synapses on the same cell, as well as the synapses formed by the same axon onto different target neurons may express different requirements for induction of homosynaptic plasticity.

Rules for induction of heterosynaptic potentiation or depression are also not uniform. As discussed above, one of the factors is distance from the site of activation during the plasticity induction (White et al. 1990; Royer and Paré 2003). Another factor is the sign of homosynaptic plasticity: heterosynaptic plasticity of the same sign is induced at short distances (Schuman and Madison 1994; Engert and Bonhoeffer 1997; Royer and Paré 2003), and of the opposite sign further away from the focus of activation (Royer and Paré 2003).

Heterosynaptic plasticity can be also induced by distance-independent mechanism(s), without any presynaptic stimulation, by rise of intracellular Ca$^{2+}$ concentration evoked by photolytical release of caged Ca$^{2+}$ (Neveu and Zucker 1996; Yang et al. 1999), or intracellular tetanization (Kuhnt and Voronin 1994; Volgushev et al. 1994–2000). In experiments with photolytical release of caged Ca$^{2+}$, the direction of synaptic changes was related to the amplitude and the time course of the Ca$^{2+}$ rise. Fast, large amplitude Ca$^{2+}$ rises (10 μM, 10 s) induce LTP, while slow, low amplitude Ca$^{2+}$ signals (0.75 μM, 1 min), induce LTD (Yang et al. 1999). However, brief submicromolar elevations of intracellular Ca$^{2+}$ may induce changes in either direction, potentiation or depression (Neveu and Zucker 1996). Notably, each of the three patterns of intracellular Ca$^{2+}$ rise failed to elicit plasticity in some experiments.

Intracellular tetanization can induce bi-directional changes of synaptic transmission, occasionally inducing potentiation and depression simultaneously at different synapses to the same cell (Fig. 5). On the population level, after the intracellular tetanization synaptic transmission was potentiated in about 45% of cases, depressed in 30%, and at did not change in the remaining 25% of cases (Volgushev et al. 2000). One possible interpretation of these results is that in different experiments and at different synaptic inputs, the amplitude of Ca$^{2+}$ rise fell within the range of potentiation, depression, or in the no mans’ land between the LTD and LTP regions, or even did not reach the lower threshold required for LTD induction (Völgyes et al. 2001). Another possibility is that synapses have individual requirements for plasticity induction, much like different susceptibility for homosynaptic plasticity, discussed above. In that case, the outcome of plasticity induction will depend on the relation between these individual requirements and the local rise of intracellular Ca$^{2+}$ concentration. This suggestion is supported by the fact that after the intracellular tetanization, the direction and the magnitude of plastic change was related to the properties of presynaptic release mechanisms (Fig. 6). Release properties were assessed with paired-pulse facilitation (PPF) ratio. The PPF depends on the release probability, high PPF ratios indicative of low release probability, and low PPF ratios (or paired-pulse depression) indicative of the higher release probability (Zucker 1989). After the intracellular tetanization, synapses with initially high PPF ratio, indicative of low release probability, were most often potentiated. The synaptic inputs with low PPF ratio, indicative of high release probability, were most often depressed or did not change (Fig. 6a). Segregation of the inputs in two groups according to the initial PPF further supports this conclusion. The net effect of intracellular tetanization in the group with initially low PPF was depression, while in the group of inputs with initially high PPF the net effect was potentiation (Fig. 6b). Based on these results it was suggested, that synapses have different predispositions to undergo plastic changes (Völgyes et al. 1997, 2000). Some synapses have predisposition to undergo potentiation, some to undergo depression, while at some synapses, predispositions for changes in either direction are low or absent, making these synapses stable under most of experimental conditions.

Do predispositions, correlated with presynaptic release properties of the input, also influence the outcome of
homosynaptic plasticity? Several lines of evidence support this conjecture. In the neocortex, excitatory synapses between pyramidal cells and low-threshold spiking interneurons express PPF, and repetitive presynaptic activation followed by postsynaptic spikes leads to LTP at these synapses (Lu et al. 2007). Synapses from pyramidal cells to fast-spiking interneurons express paired-pulse depression, and the same induction protocol leads to LTD at these synapses. Interestingly, the predispositions of these two types of synapses for potentiation or depression were preserved even when plasticity was induced by pairing protocols that excluded short-term interaction during the induction. These results indicate that dependence of the direction of synaptic changes on PPF indeed reflects intrinsic predispositions of synapses for plasticity, rather than it is due to difference in postsynaptic responses during the induction. Dependence of the direction and the magnitude of plastic changes induced by a pairing protocol on the initial PPF and initial release probability was directly demonstrated in a recent study on monosynaptically connected pyramidal neurons in the neocortex (Hardingham et al. 2007). After a pairing protocol, potentiation was induced at synaptic connections characterized by the low release probability and high initial PPF ratio, while depression was induced in the synapses with high initial probability and low PPF ratio. Results of this study correspond most closely to the effects of the intracellular tetanization described above, probably because they were obtained in the same cells, layer 2/3 pyramids from rat visual cortex, and the pairing protocol used by Hardingham et al. (2007) was very similar to the intracellular tetanization.

Thus, the direction of plasticity and magnitude of response changes depend on both specific details of the induction protocol and predisposition of the synapse under study to undergo plastic changes. At different synapses, the same protocol may induce changes of response amplitude of an opposite sign and different magnitude, or no changes at all. Moreover, exact same plasticity protocol applied to synapses of the same type may still induce a broad range of response changes of different magnitude and often even opposite polarity. This can be seen in almost any published figure which presents synaptic changes as distribution of individual data points but not just averages (e.g., Sjöström et al. 2008; Ismailov et al. 2004; Zhou et al. 2005; Sjöström and Häusser 2006; Letzkus et al. 2006; Hardingham et al. 2007). Predispositions of synapses for plasticity, with some synapses more susceptible for potentiation, some for depression, while some others tend not to change but remain stable, may be one of the reasons for this heterogeneity of the effects of pairing and STDP protocols. What makes synapses different, and how their predispositions for plasticity may be regulated?

One of the factors influencing susceptibility of synapses for plastic changes is pre-history of the cell and synapses. For example, prior potentiation leads to a higher susceptibility for depression, or de-potentiation (Staubli and Lynch 1990), and prior synaptic activity may increase the threshold for LTP induction (Huang et al. 1992). Changes of the ability of synapses to undergo plasticity are accounted for in the concept of metaplasitcity—“plasticity of synaptic plasticity” (Abraham and Bear 1996). Although originally proposed to explain input-specific, homosynaptic effects, metaplasticity can also influence heterosynaptic changes (Abraham et al. 2001). Prior induction of potentiation shifted susceptibility to heterosynaptic changes toward depression in experiments with photolytic release of caged Ca\(^{2+}\) (Neveu and Zucker 1996). In control conditions, brief submicromolar elevations of intracellular calcium led to potentiation, depression or no change, but after prior potentiation same calcium elevations led to depression or no change, but never to a potentiation. Heterosynaptic metaplasticity can also influence selectively late phases of the LTP. In the hippocampus, low-frequency stimulation decreased the stability of late LTP which was induced at the
same or at the other synapses to the same cells (Young and Nguyen 2005). Early LTP which lasted <2 h was not affected, suggesting that prior low-frequency stimulation disrupted consolidation of the early LTP to the late LTP. Another example of the heterosynaptic influence on the late LTP phase is de-potentiation of the LTP, normally lasting for days and weeks in vivo, by a strong high-frequency stimulation of another pathway (Abraham et al. 2006). This heterosynaptic NMDA-receptor dependent de-potentiation also occurred without tetanization, but in the enriched environment, suggesting that similar processes take place in the hippocampal neurons during natural learning.

Susceptibility of synapses for plasticity may depend on the presence of AMPA receptors and their mobility, as hypothesis of discrete synaptic states suggests (Montgomery and Madison 2002, 2004). Another possibility is a switch between different mechanisms, mediating multiple forms of plasticity. In the course of massive reorganization in somatosensory cortex, induced by single-whisker experience, the NMDA-receptor dependent LTP in the remaining barrel gets saturated, and pairing protocols induce LTD instead. However, under blockade of NMDA-receptors, further LTP can be induced via mGlurS dependent mechanisms (Clem et al. 2008). Given the multitude of plasticity mechanisms at cortical synapses described so far (Bliss and Collingridge 1993; Malenka and Nicoll 1993; Malinow et al. 2000; Malenka and Bear 2004), transition between plasticity mechanisms, or change of the availability or sensitivity of different mechanisms may provide a rich repertoire for regulation of susceptibility of cells and synapses to plastic changes. One further possibility to control and modify predispositions for synaptic changes could be neuromodulation, a long-known factor regulating cortical plasticity (e.g., Bear and Singer 1986; Kilgard and Merzenich 1998). Recent study shows that neuromodulators regulate the STDP rules in visual cortex neurons. An STDP protocol which does not induce plasticity under control conditions, can reliably induce LTP if applied on the background of activation of adenyl cyclase, e.g., via beta-adrenergic receptors (Seol et al. 2007). If the same pairing protocol is applied on the background of phospholipase C activation, e.g., via muscarinic M1 receptors, it induces LTD. Thus, depending on the activation of neuromodulatory systems and the relative level of their activity, one and the same pairing protocol may induce potentiation or depression of synaptic transmission, or no changes at all.

Results discussed above allow us to conclude that synapses are not uniform in their susceptibility for plastic changes, but have predispositions to undergo potentiation, depression, or not to change. Predispositions may influence both, homosynaptic and heterosynaptic plasticity. Moreover, predispositions of synapses for plasticity are not fixed, but can change. The direction and magnitude of plastic changes depend on both specific details of the induction protocol and predispositions of synapses for plasticity.

How neurons manage their plastic synapses, or what heterosynaptic plasticity is good for?

Experimental studies considered above analyzed plasticity at one, sometimes two, but only occasionally more (e.g., White et al. 1990; Royer and Paré 2003) sets of synapses on a neuron simultaneously. This restriction is due to obvious technical reasons. However, each neuron in a neuronal network receives thousands of synaptic inputs. Theoretical analysis identified several problems faced by neurons and learning networks equipped with plastic synapses.

One set of problems is due to a positive feedback that is intrinsic to unrestrained Hebbian learning: when synaptic inputs leading to spikes are potentiated, this increases their chances to evoke spikes and thus to be further potentiated. Such positive feedback would result in a runaway dynamics of synaptic weights, with synapses either potentiated or depressed to extremes. To prevent the runaway dynamics, normalization mechanisms are implemented in the models since early theoretical analysis of the development of orientation maps in the visual cortex (von der Malsburg 1973). In this model, the total weight of all synapses received by a cell was used as normalization factor to rescale all synaptic weights as plasticity took place, thus conserving the total synaptic weight. Although stability of synaptic weights distribution can be achieved by carefully balanced local learning rules, e.g., STDP with a broader time window for depression (Song et al. 2000; Song and Abbott 2001) or by different dependence of potentiation and depression on the absolute values of synaptic weights (Sjöström et al. 2008), a cell-wide process ensuring homeostasis of synaptic weight distribution at the level of a single neuron would make a learning network much more robust.

Another problem of a system equipped exclusively with homosynaptic plasticity is the lack of mechanisms of competition between synapses (Miller 1996). The necessity for competition between synapses and cells stands out especially clear in development, when some sets of synapses should be strengthened and preserved, but others weakened and discarded to achieve and refine specificity of receptive fields and representations, e.g., in the visual system (Hubel and Wiesel 1970; Miller et al. 1989; Katz and Shatz 1996). Although homosynaptic LTD may play a role in this process, high requirements for temporally precise activity patterns that are inducing activity dependent forms of LTD (Dudek and Bear 1992; Mulkey and Malenka 1992; Malenka and Bear 2004; Caporale and Dan 2008) are unlikely to be met at all of those-to-be-eliminated inputs, indicating the necessity of heterosynaptic, cell-wide mechanisms of synaptic competition.
(Miller 1996). In fact, cell-wide mechanisms preserving total synaptic weights, e.g., normalization (von der Malsburg 1973), implement competition between synapses. With synaptic weights normalization, any change at one synapse will be accompanied by compensatory, opposite-direction changes of weights of the other synapses.

For both of the above processes, conservation of total synaptic weights and synaptic competition, mechanisms for cell-wide regulation of synaptic changes, including heterosynaptic, would be advantageous. Some of the experimental results discussed above indicate possible mechanisms that may support a cell-wide homeostasis of synaptic weights (Volgushev et al. 1997, 2000; Royer and Paré 2003; Hardingham et al. 2007). Operation of these or other mechanisms supporting homeostasis of synaptic weights at single cell level looks plausible also in a view of the existence of network-wide homeostatic mechanisms capable of scaling synaptic efficacy depending on the large-scale level of network activity (Turrigiano et al. 1998; Abbott and Nelson 2000).

A problem of a different sort, faced by learning networks with plastic synapses is the dilemma between plasticity and stability (review: Abraham and Robins 2005). Highly plastic synapses allow fast learning, but these memory traces are rapidly erased by the ongoing new learning. With less plastic synapses memories can be retained longer, but ability to learn new is reduced. No simple solution, such as normalization for the runaway or competition problems discussed above, appears to resolve this dilemma. However, recent theoretical analysis indicates that endangering neuronal networks with a mechanism of regulation of plastic abilities of the modified synapses allows substantial increase in the duration of memory storage without compromising ongoing learning (Fusi et al. 2005). In these models, a synapse can switch between a potentiated and a depressed weight, each weight having a cascade of plasticity states with progressively decreasing ability for switching to the other weight. Plasticity-inducing activity patterns may either switch the weight of a synapse, or decrease its plastic ability, e.g., potentiating challenge may turn the depressed synapses into potentiated, or shift plastic ability of already potentiated synapses down the cascade, making them more stable. One of the predictions of such a scheme is that synapses have different susceptibilities for plastic changes (Fusi et al. 2005). This prediction is in agreement with the experimental data on predispositions of synapses for potentiation or depression, discussed above.

Gradual regulation of a synapses’ ability to change, as suggested in cascade models, helps a learning system to prolong retention of memory traces, but for permanent life-long memory additional mechanisms are required. Candidate mechanisms for this task is rehearsal and active re-storing of the old information (Wilson and McNaughton 1994; Nádasdy et al. 1999; Ji and Wilson 2007). Suggested ways to exploit rehearsal mechanism range from dynamic representations of memories in a system without synapse stabilization, but permanently occurring rehearsal during spontaneous activity (Routtenberg and Rekart 2005; Routtenberg 2008), to iterative processing and resolving new configuration of synaptic weights that encodes new information while preserving the old (Abraham and Robins 2005). That latter process might involve cell-wide coordination of synaptic weight modifications, and thus heterosynaptic plasticity.

The discussed results of theoretical analysis of neuronal learning networks show the necessity of cell-wide regulation and coordination of synaptic weight modifications, and thus of heterosynaptic plasticity for preventing runaway dynamics of synaptic weights and network activity, and achieving competition between cells’ synapses. Moreover, regulation of plastic abilities of a synapse (or “predispositions”) may help to extend duration of memory traces, preserving them from rapid overwriting by ongoing learning.

Conclusions

Taken together, the experimental and theoretical results discussed above allow to draw the following conclusions. (1) Heterosynaptic and homosynaptic plasticity are complementary. Heterosynaptic plasticity might accompany homosynaptic changes induced by typical pairing protocols, and may help to achieve normalization of synaptic weights and homeostasis of their distribution at a single neuron during repeated learning. (2) Synapses are not equally susceptible to plastic changes, but have predispositions to undergo potentiation or depression, or not to change. Predispositions may influence both, homosynaptic and heterosynaptic plastic changes. (3) Moreover, predispositions of synapses for plasticity are not fixed, but can change. Downregulation of plastic abilities of a synapse may help to prolong memory traces, preserving them from being rapidly overwritten by ongoing learning.
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