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Abstract: In 2003, Varadhan [V03] developed a robust method for proving quenched and averaged large deviations for random walks in a uniformly elliptic and i.i.d. environment (RWRE) on $\mathbb{Z}^d$. One fundamental question which remained open was to determine when the quenched and averaged large deviation rate functions agree, and when they do not. In this article we show that for RWRE in uniformly elliptic and i.i.d. environment in $d \geq 4$, the two rate functions agree on any compact set contained in the interior of their domain which does not contain the origin, provided that the disorder of the environment is sufficiently low. Our result provides a new formulation which encompasses a set of sufficient conditions under which these rate functions agree without assuming that the RWRE is ballistic (see [Y11]), satisfies a CLT or even a law of large numbers ([Zer02, Ber08]). Also, the equality of rate functions is not restricted to neighborhoods around given points, as long as the disorder of the environment is kept low. One of the novelties of our approach is the introduction of an auxiliary random walk in a deterministic environment which is itself ballistic (regardless of the actual RWRE behavior) and whose large deviation properties approximate those of the original RWRE in a robust manner, even if the original RWRE is not ballistic itself.

1. Introduction and background.

Consider a random walk in an i.i.d. and uniformly elliptic random environment (RWRE) in $\mathbb{Z}^d$, $d \geq 1$. Multidimensional RWRE-s have remained a mathematically challenging topic – in a general set up, some of its most fundamental questions like law of large numbers or CLTs have remained elusive till date. In this general set up and for any $d \geq 1$, Varadhan [V03] showed that the rescaled location of the RWRE satisfies both quenched and averaged large deviation principles. A natural question which remained open was to determine when the quenched and averaged large deviation rate functions agree, and when they do not. The main result of the current article is that, for $d \geq 4$ and any compact subset $\mathcal{K}$ of the open $\ell^1$-unit ball (not containing the origin), the quenched and averaged rate functions of any RWRE in a uniformly elliptic and i.i.d. environment agree on $\mathcal{K}$, if the disorder of the environment remains sufficiently small, see Theorem 2.1. Previously, it was shown by Yilmaz [Y11] that the two rate functions agree on some neighborhood of the non-zero limiting
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velocity in \( d \geq 4 \) whenever the RWRE is ballistic and satisfies Sznitman’s condition \((T)\). In contrast, our result does not require any ballisticity condition for the RWRE, nor do we need the RWRE to satisfy a CLT or even a law of large numbers (see Zerner [Zer02] and Berger [Ber08]); and the equality of rate functions is not restricted to neighborhoods around a given point, as long as the disorder is kept low. For example, the present set up covers the following RWRE models (where condition \((T)\) is unavailable and the relations between the two rate functions have not been studied previously): 

(a) random walks in \textit{balanced} random environments (see [LS2, GZ12, BD14]);
(b) random walks in isotropic environments [BK91, BZ07];
(c) environments which are perturbations of the simple random walk, invariant under reflections and balanced in one coordinate direction [Ban16];
(d) and for RWRE models where the equivalent ballisticity conditions \((P)_{M} \iff (T) \iff (T') \iff (T)\) (see [GR20] for the proof of this equivalence) fails to hold, in particular, including all the cases where neither the law of large numbers nor the existence of an asymptotic direction (see [DR10]) has been proved.

Apart from the result itself, the present work introduces a novel point of view to study the problem of equality of the rate functions, namely that of the disorder of the environment. Indeed, our result suggests that, unless one is focused on particular regions of the domain (such as the corners in its boundary or neighborhoods around the velocity whenever the RWRE is ballistic), disorder should play an essential role in whether equality between the two rate functions holds, in the sense that equality should hold below and fail above a certain threshold disorder. This intuition has been confirmed when looking at the rate functions at the boundary of their domain for a certain wide family of environments in a separate work [BMRS21], see Remark 5.

The main technical contributions of the proof involves introducing a walk in a \textit{deterministic environment}, comparing this to the original walk in the random environment and controlling their Radon-Nikodym derivative in a robust manner uniformly over all environmental laws. The \( d \geq 4 \) assumption (in the absence of which the equality result does not hold) manifests in estimating the exponential tail on the size of the intersection of two random walks. Here the random walks in question are in the deterministic environments, and therefore the intersection estimate, contrary to previous works, does not depend on various ballisticity assumptions on the RWRE, see Section 2.1 for an outline of the proof. Before turning to the precise statements, it is instructive to give some background on RWRE and underline some pertinent questions that motivated the current work.

RWRE-s provide a natural setting for studying “statistical mechanics in random media” and have enjoyed a profound upsurge of interest in the last two decades within mathematicians and physicists. The one-dimensional model was first considered by Solomon [So75] and extended later by Sinai [Si82] which provided a very efficient methodology which is by now fairly well-understood, and exhibits behaviors that are very different from that of the simple random walk. On the other hand, multi-dimensional RWRE turns out to be much more difficult to analyze than the one-dimensional model.

The mathematical layout of RWRE can be described as a two-layer process. First, consider a sequence \( \omega = (\omega(x))_{x \in \mathbb{Z}^d} \) of probability vectors on \( \mathbb{V} := \{x \in \mathbb{Z}^d : |x| = 1\} = \{\pm e_1, \ldots, \pm e_d\} \) indexed by the sites of the lattice, i.e. \( \omega(x) = (\omega(x,e))_{e \in \mathbb{V}} \) is a probability vector on \( \mathbb{V} \) for each \( x \in \mathbb{Z}^d \). Any such sequence \( \omega \) will be called an \textit{environment} and the space \( \Omega \) of all such sequences will be called the \textit{environment space}. Then, the first layer of our process consists of, for a fixed \( \omega \in \Omega \), a random walk on the lattice whose jump probabilities are given by the environment \( \omega \), i.e. for each \( x \in \mathbb{Z}^d \) the law \( \mathbb{P}_{x,\omega} \) of this random walk \( (X_n)_{n \geq 0} \) starting at \( x \) is prescribed by

\[
\mathbb{P}_{x,\omega}(X_0 = x) = 1 \quad \text{and} \quad \mathbb{P}_{x,\omega}(X_{n+1} = y + e \mid X_n = y) = \omega(y,e) \quad \forall y \in \mathbb{Z}^d, e \in \mathbb{V}.
\]

We call \( \mathbb{P}_{x,\omega} \) the \textit{quenched law} of the RWRE. The second layer of our process is then obtained when the environment \( \omega \) is chosen at random according to some Borel probability measure \( \mathbb{P} \) on \( \Omega \) (when endowed with the usual product topology). We call any such \( \mathbb{P} \) an \textit{environmental law}. Averaging \( \mathbb{P}_{x,\omega} \)
over \(\omega\) then produces a probability measure on \(\Omega \times (\mathbb{Z}^d)^{\mathbb{N}_0}\) given by the formula
\[
P_x(A \times B) = \int_A P_{x,\omega}(B) d\mathbb{P} \quad \forall A \in \mathcal{B}(\Omega), \ B \in \mathcal{B}((\mathbb{Z}^d)^{\mathbb{N}_0}).
\]
We call the measure \(P_x\) the \textit{averaged} or \textit{annealed} law of the RWRE (starting at \(x\)) and the sequence \(X = (X_n)_{n \in \mathbb{N}_0}\) under \(P_x\) a RWRE with environmental law \(\mathbb{P}\).

Given any RWRE, it is natural to ask whether classical limit theorems can hold for its quenched and annealed measures. The law of large numbers (LLN) for the quenched distribution, if valid, takes the form \(\mathbb{P}(\omega): \lim_{n \to \infty} \frac{X_n}{n} = v \ a.e. \ w.r.t. \ P_{x,\omega}) = 1 \) for some \(v \in \mathbb{R}^d\). The latter display is equivalent to the validity of \(P_x(\omega): \lim_{n \to \infty} X_n/n = v = 1\) which translates to the LLN for the annealed measure. We refer to the literature [LS2, PV81, KS8, KV86, Zer02, Ber08, BZ08, RS09] where both LLN and central limit theorems (CLT) have been investigated quite successfully whenever the law \(\mathbb{P}\) of the ambient environment enjoys some special properties like the existence of an invariant density for the environment viewed from the particle or that of strong transience conditions.

While RWRE exhibit the same behavior in the quenched and the annealed setting on the level of LLN, the resulting scenarios for the two cases could be very different for regimes concerning CLTs or large deviation principles (LDP). The latter statement concerns investigating the (formally written) asymptotic behavior
\[
\lim_{n \to \infty} \frac{1}{n} \log P_{0,\omega}\left(\frac{X_n}{n} \approx x\right) \approx -I_q(x), \quad \text{and} \quad \lim_{n \to \infty} \frac{1}{n} \log P_0\left(\frac{X_n}{n} \approx x\right) \approx -I_a(x),
\]
where the former statement holds for \(\mathbb{P}\)-a.e. \(\omega\), while \(I_q\) and \(I_a\) are the \textit{quenched} and \textit{annealed large deviation rate functions}, respectively. From Jensen’s inequality and Fatou’s lemma it follows that \(I_a(\cdot) \leq I_q(\cdot)\). However, a deeper connection between the two rate functions is closely intertwined with the profound interplay between the random walk and the underlying impurities of the environment, which leads to the following natural question: If at a large time \(n\), the RWRE were to find itself at an atypical location, one could wonder if such unlikely scenario resulted from a strange behavior of the particle in that environment or if the particle actually encountered an atypical environment. The answer to this question hinges upon a delicate statement regarding the equality of the two rate functions, a sufficient condition for which, as shown by our main result, is determined by the underlying disorder of RWRE models for which even the basic limit theorems are not required to hold. We turn to a precise statement of the main result of the article.

\section{Main result}

In the sequel we shall work with environmental laws \(\mathbb{P}\) satisfying the following assumption:

\textbf{Assumption A}: the environment is \textit{i.i.d.} (i.e. the random vectors \((\omega(x))_{x \in \mathbb{Z}^d}\) are independent and identically distributed under \(\mathbb{P}\)) and \textit{uniformly elliptic} under \(\mathbb{P}\), i.e., there is a constant \(\kappa > 0\) such that, for all \(x \in \mathbb{Z}^d\) and \(e \in \mathbb{V}\),
\[
\mathbb{P}(\omega(x,e) \geq \kappa) = 1.
\]

Given any environmental law \(\mathbb{P}\) satisfying Assumption A, we now define its \textit{disorder} as
\[
\text{dis}(\mathbb{P}) := \inf \{ \varepsilon > 0 : \xi(x,e) \in [1 - \varepsilon, 1 + \varepsilon], \ \mathbb{P}\text{-a.s. for all } e \in \mathbb{V} \text{ and } x \in \mathbb{Z}^d\},
\]
with \(\xi(x,e) := \frac{\omega(x,e)}{\alpha(e)}\) and \(\alpha(e) := \mathbb{E}[\omega(x,e)]\) \(\forall e \in \mathbb{V}\),
\[
\text{dis}(\mathbb{P}) := \inf \{ \varepsilon > 0 : \xi(x,e) < 1 - \varepsilon \}, \ \mathbb{P}\text{-a.s. for all } e \in \mathbb{V} \text{ and } x \in \mathbb{Z}^d\}
\]
where \(\mathbb{E}\) denotes expectation w.r.t. \(\mathbb{P}\) and the definition of \(\alpha(e)\) does not depend on \(x \in \mathbb{Z}^d\) by Assumption A. Moreover, both \(\xi(x,e)\) and \(\text{dis}(\mathbb{P})\) are well-defined since \(\mathbb{P}\) satisfies Assumption A and
dis(\mathbb{P}) can be seen as the \(L^\infty(\mathbb{P})\)-norm of the random vector \((\xi(x,e) - 1)_{e \in \mathcal{V}}\) for any \(x \in \mathbb{Z}^d\). In \cite{V03}, Varadhan proved that, under Assumption A, both the quenched distribution \(P_{0,\omega}(\frac{X_n}{n})^{-1}\) and its averaged version \(P_{\omega}(\frac{X_n}{n})^{-1}\) satisfy a large deviations principle, that is, that there exist two lower-semicontinuous functions \(I_a, I_q : \mathbb{R}^d \to [0, \infty]\) such that for any \(G \subset \mathbb{R}^d\) with interior \(G^o\) and closure \(\overline{G}\),

\[
- \inf_{x \in G^o} I_q(x) \leq \liminf_{n \to \infty} \frac{1}{n} \log P_{0,\omega}\left(\frac{X_n}{n} \in G\right) \leq \limsup_{n \to \infty} \frac{1}{n} \log P_{0,\omega}\left(\frac{X_n}{n} \in G\right) \leq - \inf_{x \in \overline{G}} I_q(x)
\]

for \(\mathbb{P}\)-almost every \(\omega \in \Omega\) (and that the analogous statement obtained by replacing \(P_{0,\omega}\) by \(P_0\) and \(I_a\) also holds), see Remark 3 for a brief overview of the literature on large deviations for RWRE. If \(|x|_1\) denotes the \(\ell^1\) norm of \(x \in \mathbb{R}^d\), and we write \(\mathbb{D} := \{x \in \mathbb{R}^d: |x|_1 \leq 1\}\) for the closed \(\ell^1\)-unit ball and \(\text{int}(\mathbb{D}) := \{x \in \mathbb{R}^d: |x|_1 < 1\}\) for its interior, it can be shown that the rate functions \(I_q\) and \(I_a\) are both convex and are finite if and only if \(\mathbb{P}\) is not degenerate, by continuity of \(I_a\) and \(I_q\), the strict inequality \(I_a(\cdot) < I_q(\cdot)\) then extends also to some regions in \(\text{int}(\mathbb{D})\), see \cite{V03} for a formula for \(I_q(0)\). Furthermore, for any RWRE satisfying Assumption A, regardless of the disorder and in any \(d \geq 2\), we always have \(I_q(0) = I_a(0)\) and \(\{I_q = 0\} = \{I_a = 0\}\) (see \cite{V03} Theorem 8.1 and also Theorem 7.1 there for a formula for \(I_a(0)\)) and it is also well-known that one always has the inequality \(I_a \leq I_q\). Here is our main result.

**Theorem 2.1.** For any \(d \geq 4\), \(\kappa > 0\) and compact set \(K \subseteq \text{int}(\mathbb{D}) \setminus \{0\}\), there exists \(\varepsilon = \varepsilon(d, \kappa, K) > 0\) such that, for any RWRE satisfying Assumption A with ellipticity constant \(\kappa\), if \(\text{dis}(\mathbb{P}) < \varepsilon\) then we have the equality

\[I_q(x) = I_a(x) \quad \text{for all } x \in K.\]

Let us make some comments about the result.

**Remark 1 (The region of equality)** As mentioned above, since \(I_q(0) = I_a(0)\), for any \(d \geq 4\) and \(\kappa > 0\) and for any \(x \in \text{int}(\mathbb{D})\), the above result implies that there is \(\varepsilon > 0\) such that \(I_a(x) = I_q(x)\) for \(\text{dis}(\mathbb{P}) < \varepsilon\), so we can think of the result above as saying that the region of equality \(\{x \in \text{int}(\mathbb{D}) : I_q(x) = I_a(x)\}\) covers the entirety of \(\text{int}(\mathbb{D})\) in the limit as \(\text{dis}(\mathbb{P}) \to 0\), uniformly over all environmental laws \(\mathbb{P}\) with a uniform ellipticity constant bounded from below by some \(\kappa > 0\). However, we point out that, for a fixed environmental law \(\mathbb{P}\) and regardless of its disorder, it follows easily from Jensen’s inequality that \(I_a\) and \(I_q\) can never be equal everywhere on the boundary \(\partial \mathbb{D}\) (unless \(\mathbb{P}\) is degenerate), and by continuity of \(I_a\) and \(I_q\), the strict inequality \(I_a(\cdot) < I_q(\cdot)\) then extends also to some regions in \(\text{int}(\mathbb{D})\), see \cite{Y11} Proposition 4. Finally, for \(d \in \{2, 3\}\), such an identity between the two rate functions is not expected to be true for general RWRE, as shown in \cite{YZ10}: for \(d = 2, 3\) there is a class of non-nestling random walks in uniformly elliptic and i.i.d. environments such that \(I_a\) and \(I_q\) are never identical on any open neighborhood of the velocity.

**Remark 2 (An auxiliary random walk)** One of the novelties of our approach is the introduction of an auxiliary random walk (in a deterministic environment) satisfying the following key properties: (i) (a particular version of) its logarithmic moment generating function is intimately related with those of the RWRE (see Section 2.1 for further details) and (ii) this walk is ballistic and possesses a strong regeneration structure. By means of this auxiliary walk, we are able to study the LDP properties of the original RWRE using techniques available for ballistic walks, even if our original RWRE is not ballistic itself.

**Remark 3 (Literature remarks)** Large deviations for RWRE for \(d = 1\) were handled by Greven and den Hollander \cite{GH98} in the quenched setting and by Comets, Gantert and Zeitouni \cite{CGZ00} (see also \cite{GZ98}) in both quenched and annealed settings (including a variational formula relating the the two rate functions. For \(d \geq 1\), using sub-additive arguments, Zerner \cite{zerner} (see also Sznitman \cite{S94}) proved...
a quenched LDP for “nestling environments”\(^1\), while Varadhan [V03] dropped the latter assumption on the environment and proved both the quenched and annealed LDP. Kosygina, Rezakhanlou and Varadhan [KRV06] developed a novel method for obtaining quenched LDP for elliptic diffusions with a random drift based on a convex variational approach (see also Kosygina-Varadhan [KV08]) which was adapted by Rosenbluth [R06] for elliptic RWRE in \(d \geq 1\) and developed further by Yilmaz [Y08] and by Rassoul-Agha and Sepäläinen [RS11]. The latter approach was extended to non-elliptic models like random walks on percolation clusters including long-range correlations in [BMO16] (see also Kubota [K12] and Mourrat [M12] for sub-additive approaches to quenched large deviations, see [SS04, BB07, MP07] for quenched CLT results). We also refer to [GKS07] for relevant results on large deviations for random walks in random scenery [KS79].

Remark 4 (Previous results under condition-(T)) To put our work into context, let us now comment on a strong ballisticity criterion known as Condition-(T), introduced by Szniitman [S01], which is the main assumption for all previously known results on the equality of the rate functions (at least for standard RWRE in dimensions \(d \geq 4\)). Given a direction \(\ell \in \mathbb{S}^{d-1}\), the RWRE is said to satisfy condition-(T) if for some \(\gamma \in (0, 1]\) (or, equivalently, if for any such \(\gamma\)) there exists a neighborhood \(V\) of \(\ell\) such that, for all \(\ell' \in V\),

\[
\lim_{L \to \infty} L^{-\gamma} \log P_0]\left(\langle X_{T_{U_{\ell'},L}}, \ell' \rangle < 0 \right) < 0, \tag{2.4}
\]

where \(T_{U_{\ell'},L} := \inf\{n \geq 0 : X_n \notin U_{\ell',L}\}\) is the exit time from \(U_{\ell',L} := \{x \in \mathbb{Z}^d : -L < \langle x, \ell' \rangle < L\}\), see also [GR20]. Under Assumption A, condition-(T) implies that: i) a law of large numbers \(\lim_{n \to \infty} \frac{X_n}{n} = v\) holds \(P_0\)-a.s. with a non-zero velocity \(v\) and ii) there exist regeneration times (with finite moments) such that the RWRE segments embedded between these times are an i.i.d. sequence under \(P_0\).

This regeneration structure has proved very fruitful tool in the study of LDP for RWRE (see e.g. [PZ09, Y10, Ber12]). However, there are prominent RWRE models which do not satisfy this condition; see below for some examples of these models that are included in our current set up.

Under Assumption A and condition-(T), it was shown in [Y11] that when \(d \geq 4\), \(I_0 = I_q\) on some (possibly small) neighborhood of the non-zero velocity (which, as mentioned above, always exists under (2.4)). Note that this result does not require the disorder of the environment to be small, but in return only yields equality in a (possibly small) neighborhood of a very specific point in the domain. In contrast, Theorem 2.1 does not require the walk to be ballistic nor are we restricted to neighborhoods around given points, as long as the disorder of the environment is maintained low. As mentioned earlier, our result applies to the following models where Szniitman’s condition-(T) is not available: random walks in balanced random environments (i.e. such that \(\mathbb{P}(\omega(x,e) = \omega(x,-e) \forall x,e) = 1\)), random walks in isotropic environments, environments which are perturbations of the simple random walk, invariant under reflections and balanced in one coordinate direction and for RWRE models where the equivalent ballisticity conditions (P)\(\_\)M \(\iff\) (T) \(\iff\) (T’) \(\iff\) (T) fail to hold, in particular, including all the cases where neither the law of large numbers nor the existence of an asymptotic direction has been proved. Finally, we recall that, as shown in [V03], we always have the equality \(I_0(0) = I_q(0)\) under Assumption A, regardless of the disorder. However, except for some results in specific scenarios (for RWRE satisfying condition-(T) and which are nestling, see [Y11, Theorem 5-(iv)])], both our approach and that in [Y11] seem unfit to study the equality of the rate functions in neighborhoods of the origin.

Remark 5 (Relation between \(I_q\) and \(I_0\) on the boundary of \(\mathbb{D}\)) In a separate work [BMRS21], we show the analogue of Theorem 2.1 for compact sets on the boundary \(\partial \mathbb{D} := \{x \in \mathbb{R}^d : |x|_1 = 1\}\) (not

\(^1\) A RWRE is called nestling if the origin lies in the interior of the convex hull of the support of the local drift \(\sum_{e \in \mathcal{V}} \omega_0(e,0,e)\) around the origin.
intersecting any of the \((d - 2)\)-dimensional facets of \(\partial \mathbb{D}\). As a consequence, we obtain that both \(I_q\) and \(I_a\) admit simple explicit formulas on the boundary \(\partial \mathbb{D}\) for sufficiently small disorder. We refer to [FSY17a, FSY17b] for an alternative variational representation of \(I_q\).

\(\square\)

2.1 Outline of the proof

For conceptual clarity and convenience of the reader, we now present a brief outline of the proof of Theorem 2.1 highlighting the main technical contribution of our approach, and underlining the similarities and differences with earlier works under condition-(T).

The proof of Theorem 2.1 consists of three parts, which we summarize below. We first notice that, in order to obtain Theorem 2.1 it will suffice to show that, for any \(y \in \text{int}(\mathbb{D}) \setminus \{0\}\) and \(\kappa > 0\), if \(d \geq 4\) then there exist \(\varepsilon = \varepsilon(y, d, \kappa), r = r(y, d, \kappa) > 0\) such that \(I_q = I_a\) on \(B_r(y)\), the \(\ell^1\)-ball of radius \(r\) centered at \(y\), for any RWRE with \(\text{dis}(\mathbb{P}) < \varepsilon\) which satisfies Assumption A with ellipticity constant \(\kappa\) (see Theorem 3.1 below). Thus, in the following we explain the steps towards showing this variant of Theorem 2.1 for a henceforth fixed \(y \in \text{int}(\mathbb{D}) \setminus \{0\}\) and \(\kappa > 0\).

**Step 1:** The first building block of the proof, which is one of the main novelties of our approach, is the construction of an auxiliary random walk in a deterministic environment verifying that:

1. It is ballistic with velocity \(y\) and, furthermore, possesses strong regeneration properties;
2. If we denote its law when starting from 0 by \(Q_0\) and define its “quenched” limiting logarithmic moment generating functions as
   
   \[
   \overline{\Lambda}_q(\theta) := \lim_{n \to \infty} \frac{1}{n} \log E^{Q_0}_0(e^{\langle \theta, X_n \rangle} \prod_{j=1}^{n} \xi(X_{j-1}, \Delta_j(X))) \quad \theta \in \mathbb{R}^d,
   \]
   
   and its “averaged” counterpart \(\overline{\Lambda}_a(\theta)\) being defined analogously with \(\prod_{j=1}^{n} \xi(X_{j-1}, \Delta_j(X))\) replaced by its averages \(E \prod_{j=1}^{n} \xi(X_{j-1}, \Delta_j(X))\) (here \(E^{Q_0}_0\) denotes expectation w.r.t. \(Q_0, \omega\) is the random environment from our original RWRE and \(\xi\) is given by (2.3)), then essentially (see Section 4.2 for details)

   \[
   I_q - I_a = \tilde{I}_q - \tilde{I}_a, \tag{2.5}
   \]

   where \(\tilde{I}_q\) and \(\tilde{I}_a\) are the Fenchel-Legendre transforms of \(\overline{\Lambda}_q\) and \(\overline{\Lambda}_a\) respectively, i.e.

   \[
   \tilde{I}_q(x) = \sup_{\theta \in \mathbb{R}^d} \langle \theta, x \rangle - \overline{\Lambda}_q(\theta) \quad \text{and} \quad \tilde{I}_a(x) = \sup_{\theta \in \mathbb{R}^d} \langle \theta, x \rangle - \overline{\Lambda}_a(\theta).
   \]

Thus, we see from (2.3) that, in order to establish that \(I_q = I_a\), it will suffice to show that \(\tilde{I}_q = \tilde{I}_a\).

Noting that \(\tilde{I}_q\) and \(\tilde{I}_a\) are essentially “quenched” and “averaged” versions of a random perturbation determined by \(\xi\) of the rate function for this auxiliary walk. Now, in light of (Q1) above, one could try to adapt the method from [Y11] originally devised for RWRE with strong regeneration properties to our auxiliary walk in order to show that \(\tilde{I}_q = \tilde{I}_a\). However, note that these two settings are not the same – indeed, we have a deterministic environment as opposed to a random one as in [Y11], and we work with random perturbations of logarithmic MGFs instead of actual MGFs. Thus, one of the main challenges of our work is to control these random perturbations well enough, and we must do so uniformly over all environmental laws with a uniform ellipticity constant bounded from below by \(\kappa\) in order to leverage properties of the auxiliary walk. We outline all the necessary steps next.

**Step 2:** As stated above, we must prove that there exist \(\varepsilon, r > 0\), depending only on \(y, d\) and \(\kappa\), such that \(\tilde{I}_a(x) = \tilde{I}_q(x)\) for all \(x \in B_r(y)\) and any RWRE with environmental law \(\mathbb{P}\) with \(\text{dis}(\mathbb{P}) < \varepsilon\). As a first step towards this, we show that \(\overline{\Lambda}_q(\theta) = \overline{\Lambda}_a(\theta)\) for all \(\theta\) with \(|\theta| < r_1\) and \(\text{dis}(\mathbb{P}) < \varepsilon_1\), for
$r_1, \varepsilon_1 > 0$ depending only on $y, d$ and $\kappa$. The main step for showing this is establishing the $L^2(\mathbb{P})$-boundedness of a particular sequence $(\Phi_n)_{n \in \mathbb{N}}$, which is closely related (if not equal) to a martingale. In our case, the sequence of interest is

$$\Phi_n(\theta, \omega) = \mathbb{E}_0^Q \left( e^{(\theta, X_{L_n})} - \bar{\Lambda}_n(\theta) \right) \ell_n \prod_{j=1}^{L_n} \xi(X_{j-1}, X_j - X_{j-1}); L_n \text{ is a regeneration time} \right), \quad (2.6)$$

where $L_n$ denotes the hitting time of the hyperplane $\{ x : (x, \ell) = n \}$ and $\mathbb{E}_0^Q$ denotes expectation w.r.t. $Q_0$ conditional on the event that $\inf \{ n : (X_n - X_0, \ell) < 0 \} = \infty$ for $\ell \in \mathcal{V}$ some particular direction satisfying that $(y, \ell) > 0$ (and in terms of which the regeneration structure of the auxiliary random walk is defined, see Section 3 for details). To see that $(\Phi_n)_{n \in \mathbb{N}}$ is bounded in $L^2(\mathbb{P})$, one writes $\Phi_n^2$ as an expectation of a certain function of two independent random walks with law $Q_0$ and argues that, in order to bound its second moment whenever the disorder is sufficiently small, it is enough to suitably estimate the number of times the trajectories of these two independent walks intersect and then use this to control the perturbation term $\prod_{j=1}^{L_n} \xi(X_{j-1}, X_j - X_{j-1})$ from (2.6). The desired control reduces to a suitable bound for the probability of non-intersection of two random walks in the same deterministic environment. For this purpose, and in contrast to previous approaches where an estimate by Berger-Zeitouni [BZ08] has been used (to control the probability of non-intersection of two walks in the same random environment), we invoke the bounds developed by Bolthausen and Sznitman [BS02] which are better suited to our setting.

**Step 3:** The last task in the proof is to show that the equality of $\bar{\Lambda}_q$ and $\bar{\Lambda}_a$ in a neighborhood of the origin translates into the equality of $\bar{I}_q$ and $\bar{I}_a$ in a neighborhood of $y$. To do this, we note that, by standard arguments, we have that for any $x \in \mathbb{R}^d$,

$$\bar{I}_q(x) = \langle \theta_{q,x}, x \rangle - \bar{\Lambda}_q(\theta_{x,q}) \quad \text{and} \quad \bar{I}_a(x) = \langle \theta_{a,x}, x \rangle - \bar{\Lambda}_a(\theta_{x,a})$$

for any $\theta_{q,x}, \theta_{x,a} \in \mathbb{R}^d$ such that $\nabla \bar{\Lambda}_q(\theta_{x,q}) = x = \nabla \bar{\Lambda}_a(\theta_{x,a})$. In particular, if we can take $\theta_{x,q} = \theta_{x,a}$ then this readily implies that $\bar{I}_q(x) = \bar{I}_a(x)$. Thus, since $\nabla \bar{\Lambda}_q(\theta) = \nabla \bar{\Lambda}_a(\theta)$ for $|\theta| < r_1$ if $\text{dis}(\mathbb{P}) < \varepsilon_1$ by Step 2, if we show that there exist $0 < \varepsilon(y, d, \kappa) < \varepsilon_1$ and $r(y, d, \kappa) > 0$ such that

$$B_r(y) \subseteq \{ \nabla \bar{\Lambda}_a(\theta) : |\theta| < r_1 \} \quad (2.7)$$

whenever $\text{dis}(\mathbb{P}) < \varepsilon$ then for each $x \in B_r(y)$ we would have $\nabla \bar{\Lambda}_q(\theta_x) = x = \nabla \bar{\Lambda}_a(\theta_x)$ for some $\theta_x$ and hence that $\bar{I}_q(x) = \bar{I}_a(x)$ immediately follows. A key point here is that we must show that $r$ in (2.7) can be taken to be independent of the law $\mathbb{P}$, as long as its disorder is sufficiently low and its uniformly elliptic constant is bounded from below by $\kappa$. We achieve this by using a uniform inverse function theorem for families of differentiable functions (Theorem 4.5 below), which requires us to obtain uniform estimates (over $\mathbb{P}$) on the modulus of continuity at $\theta = 0$ of the Hessian $H_a$ of $\bar{\Lambda}_a$ as well as a uniform upper bound on the norm of its inverse $H_a^{-1}$. This concludes the outline of the proof of Theorem 2.1.

**2.2 Organization of the article:** The rest of the paper is organized as follows. The construction of the auxiliary random walk as well as the study of its properties is carried out in Section 3. Also in Section 3 the reader will find proof of the equality $\bar{\Lambda}_q = \bar{\Lambda}_a$ in a neighborhood of the origin, assuming the $L^2(\mathbb{P})$-boundedness of the sequence $(\Phi_n)_{n \in \mathbb{N}}$ in (2.6), the proof of which is deferred to Section 5. Finally, Step 3 in the above discussion is carried out in Section 4.

3. An auxiliary random walk and equality of its limiting log-MGFs

As stated in Section 2.1 Theorem 2.1 is a direct consequence of the following more specific result.
Lemma 3.2. For any \( y \in \text{int}(\mathbb{D}) \setminus \{0\}, d \geq 4 \) and \( \kappa > 0 \), there exist \( \varepsilon = \varepsilon(y, d, \kappa), r = r(y, d, \kappa) > 0 \) such that, for any RWRE satisfying Assumption A with ellipticity constant \( \kappa \), if \( \text{dis}(\mathbb{P}) < \varepsilon \) then we have the equality

\[
I_q(x) = I_a(x) \quad \text{for all } x \in B_r(y) := \{z \in \mathbb{R}^d : |z - y| < r\}.
\]

Therefore, here and in the coming sections we shall focus only on proving Theorem 3.1. The goal in this particular section is to begin the proof by showing equality between the averaged and quenched limiting logarithmic moment generating functions (log-MGFs, for short) for small enough disorder. A key building block to this end will be the construction of an auxiliary random walk and a detailed investigation of its properties.

Before we begin we introduce some further notation to be used throughout the sequel. Given \( \kappa > 0 \), we define

\[
\mathcal{M}_1^{(\kappa)}(\mathcal{V}) := \{ p \in \mathcal{M}_1(\mathcal{V}) : p(e) \geq \kappa \text{ for all } e \in \mathcal{V} \}
\]

with \( \mathcal{M}_1(\mathcal{V}) \) the space of all probability vectors on \( \mathcal{V} \), together with the class of environmental laws

\[
\mathcal{P}_\kappa := \{ \mathbb{P} \in \mathcal{M}_1(\Omega) : \mathbb{P} \text{ satisfies Assumption A with ellipticity constant } \kappa \},
\]

where \( \mathcal{M}_1(\Omega) \) is the space of all environmental laws. Finally, for \( \varepsilon > 0 \), we define

\[
\mathcal{P}_\kappa(\varepsilon) := \{ \mathbb{P} \in \mathcal{P}_\kappa : \text{dis}(\mathbb{P}) < \varepsilon \}.
\]

We are now ready to present this auxiliary random walk and study its properties.

3.1 Introducing the \( Q \)-random walk and its limiting log-MGFs

Let us fix \( y \in \text{int}(\mathbb{D}) \setminus \{0\} \) and \( \mathbb{P} \in \mathcal{P}_\kappa \). Notice that, if we define the function \( f : [0, \infty) \to [0, \infty) \) as

\[
f(C) := \sum_{i=1}^{d} \sqrt{|(y, e_i)|^2 + 4C \alpha(e_i) \alpha(-e_i)} \tag{3.1}
\]

then, since \( f \) is strictly increasing and continuous, with \( f(0) = |y| < 1 \) and \( \lim_{C \to \infty} f(C) = \infty \), there exists a unique \( C_{y, \alpha} \in (0, \infty) \) such that \( f(C_{y, \alpha}) = 1 \). With this, we may define for each \( e \in \mathcal{V} \) the probability weight

\[
u(e) := \frac{(y, e)}{2} + \frac{1}{2} \sqrt{|(y, e)|^2 + 4C_{y, \alpha} \alpha(e) \alpha(-e)} \tag{3.2}
\]

Observe that \( \nu(e) \geq 0 \) and \( \sum_{e \in \mathcal{V}} \nu(e) = 1 \), so that \( u := (\nu(e))_{e \in \mathcal{V}} \) truly is a probability vector. Central to the proof of Theorem 3.1 will be the following auxiliary random walk (in a deterministic environment) on \( \mathbb{Z}^d \), whose law we denote by \( Q \), which is given by the transition probabilities

\[
Q(X_{n+1} = x + e | X_n = x) = \nu(e)
\]

for each \( e \in \mathcal{V} \) and \( x \in \mathbb{Z}^d \), with \( \nu(e) \) as in (3.2). We call this auxiliary walk the \( Q \)-random walk. We will write \( Q_x \) to denote the law of this walk starting from a fixed \( x \in \mathbb{Z}^d \) and \( E_x^q \) to denote expectations with respect to \( Q_x \). Notice that \( Q_x \) depends exclusively on \( x, y \) and \( \mathbb{P} \), but it depends on \( \mathbb{P} \) only through the average weights \( \alpha \). In general, we will omit the dependence on \( y \) and \( \alpha \) from the notation, but occasionally we will write \( Q(y, \alpha) \) instead of \( Q \) if we wish to make it explicit. Furthermore, the weights \( u \) have been particularly chosen so that this \( Q \)-random walk satisfies the properties in Lemma 3.2 below.

Lemma 3.2. With this choice of probability weights \( u = (\nu(e))_{e \in \mathcal{V}} \), the following properties hold:

P1. Given \( \kappa > 0 \) there exists \( c_\kappa > 0 \) such that \( \nu(e) \geq c_\kappa \) for all \( e \in \mathcal{V} \) and \( \mathbb{P} \in \mathcal{P}_\kappa \).

P2. \( E_x^Q (X_{n+1} - X_n) = y \) for all \( n \in \mathbb{N} \) and \( x \in \mathbb{Z}^d \).
P3. For any \( x \in \mathbb{Z}^d \) and all environments \( \omega \), we have
\[
E_0^Q \left( e^{(\theta,X_n)} \prod_{j=1}^n \xi(X_{j-1},\Delta_j(X)) \right) = (C_{y,\alpha})^n E_0: e^{(\theta+y,\alpha,X_n)} \tag{3.3}
\]
and
\[
E_0^Q \left( e^{(\theta,X_n)} \right) \prod_{j=1}^n \xi(X_{j-1},\Delta_j(X)) = (C_{y,\alpha})^n E_0 \left( e^{(\theta+y,\alpha,X_n)} \right), \tag{3.4}
\]
where \( C_{y,\alpha} \) is as in (3.2), the vector \( \theta_{y,\alpha} \in \mathbb{R}^d \) is given by the formulas
\[
\langle \theta_{y,\alpha}, e_i \rangle := \log \left( \frac{u(e_i)}{\alpha(e_i) \sqrt{C_{y,\alpha}}} \right) \quad i = 1, \ldots, d \tag{3.5}
\]
and we use the notation \( \Delta_j(X) := X_j - X_{j-1} \) for \( j = 1, \ldots, n \).

Proof. Since the mapping \( \alpha \mapsto C_{y,\alpha} \) is continuous on \( \mathcal{M}_1^\kappa(\mathbb{V}) \) (by the implicit function theorem, for example), we see that \( \alpha \mapsto u(e) \) is also continuous for each \( e \in \mathbb{V} \). In particular, since \( \mathcal{M}_1^\kappa(\mathbb{V}) \) is compact, we see that \( \inf_{\alpha \in \mathcal{M}_1^\kappa(\mathbb{V})} u(e) = \inf_{\alpha \in \mathcal{M}_1^\kappa(\mathbb{V})} u(e) > 0 \) for each \( e \in \mathbb{V} \), which readily implies (P1).

On the other hand, (P2) is immediate from the definition of the weights \( u \) in (3.2). Therefore, we focus on proving (P3). Notice that it will be enough to show (3.3), as (3.4) follows immediately upon taking expectations on (3.3) with respect to \( \mathbb{P} \). To show (3.3), we introduce yet another auxiliary random walk, whose law we will denote by \( Q^u \), given by the transition probabilities
\[
Q^u(x_{n+1} = x + e \mid x_n = x) = \frac{c_{y,\alpha} u(e)}{\alpha(e)} \tag{3.6}
\]
for each \( e \in \mathbb{V} \) and \( x \in \mathbb{Z}^d \), where the weights \( u(e) \) are the same as before and \( c_{y,\alpha} > 0 \) is a normalizing constant so that the transition probabilities for \( Q^u \) in (3.6) add up to 1. As before, we write \( Q^u_0 \) to denote the law of this random walk starting from a fixed \( x \in \mathbb{Z}^d \) and use \( E^u_x \) to denote the expectation with respect to \( Q^u_0 \).

Having introduced this second auxiliary random walk, the first step will be to show that
\[
E_0^u \left( e^{(\theta,X_n)} \prod_{j=1}^n \omega(X_{j-1},\Delta_j(X)) ; X_n = x \right) = (c_{y,\alpha} \sqrt{C_{y,\alpha}})^n E_0: e^{(\theta+y,\alpha,X_n)} ; X_n = x, \tag{3.7}
\]
for every \( \theta \in \mathbb{R}^d \) and \( x \in \mathbb{Z}^d \), where \( c_{y,\alpha} \) is as in (3.6), \( C_{y,\alpha} \) as in (3.2) and \( \theta_{y,\alpha} \) is given by (3.5).

To this end, let us define a path of length \( n \) to be any sequence \( \bar{x} = (x_0,\ldots,x_n) \) of \( n+1 \) sites in \( \mathbb{Z}^d \) satisfying that \( x_j \) and \( x_{j-1} \) are nearest neighbors for all \( j = 1,\ldots,n \). Then observe that, for (3.7) to hold, it is enough to show that
\[
Q^u_0((X_0,\ldots,X_n) = \bar{x}) = (c_{y,\alpha} \sqrt{C_{y,\alpha}})^n e^{(\theta_{y,\alpha},\bar{x}}) \tag{3.8}
\]
for all paths \( \bar{x} \) of length \( n \) with \( x_0 = 0 \) and \( x_n = x \). To check (3.8), let us fix such a path \( \bar{x} \) and denote by \( \bar{x}^{i\pm} \) the number of steps made by this path in direction \( e_i \) and by \( \bar{x}^i \) the number of those in direction \( -e_i \). Then, since \( \bar{x}^i = \bar{x}^{-i} + \langle x,e_i \rangle \), by the Markov property we have that
\[
Q^u_0((X_0,\ldots,X_n) = \bar{x}) = c_{y,\alpha}^n \prod_{i=1}^d \left( \frac{u(e_i)}{\alpha(e_i)} \right)^{\bar{x}^i} \prod_{i=1}^d \left( \frac{u(-e_i)}{\alpha(-e_i)} \right)^{\bar{x}^{-i}} = c_{y,\alpha}^n \prod_{i=1}^d \left( \frac{u(e_i)u(-e_i)}{\alpha(e_i)\alpha(-e_i)} \right)^{\bar{x}^i} \prod_{i=1}^d \left( \frac{u(e_i)}{\alpha(e_i)} \right)^{\langle x,e_i \rangle}.
\]
Remark \[\text{h}\] Notice that, by construction of the weights \(10\) RODRIGO BAZAES, CHIRANJIB MUKHERJEE, ALEJANDRO RAMÍREZ AND SANTIAGO SAGLIETTI \(R\) \(W\) \(R\) \(E\) \(R\) \(W\) \(R\) \(E\) \(R\) \(W\) \(R\) \(E\) \(R\) \(W\) since both \(\Lambda\) the quenched and annealed limiting logarithmic moment generating functions associated with the \(\text{Theorem 3.2}\) \(\text{and Varadhan's Lemma}\ \[DZ98, \text{Theorem 4.3.1}\], we see that \(3.3\) (see \[RS14, \text{Theorem 2.6}\] for the quenched case and, in the annealed case, this follows from \[V03, \text{Theorem 3.2}\]), \(3.1\) \(\text{Summing}\ \[3.7\] over all \(x \in \mathbb{Z}^d\) yields \(3.10\) \(E_0^n\left(e^{(\theta,X_n)} \prod_{j=1}^n \omega(X_{j-1}, \Delta_j(X))\right) = (c_{y,\alpha} \sqrt{C_{y,\alpha}})^n E_0,\omega\left(e^{(\theta+y,\alpha,X_n)}\right)\). \(E_0^n\left(e^{(\theta,X_n)} \prod_{j=1}^n \omega(X_{j-1}, \Delta_j(X))\right) \equiv c_{y,\alpha} E_0^n\left(e^{(\theta,X_n)} \prod_{j=1}^n \xi(X_{j-1}, \Delta_j(X))\right)\). \(\text{This completes the proof.}\)

As a consequence of Lemma \[3.2\] we immediately get the following corollary.

Corollary 3.3. For \(\theta \in \mathbb{R}^d\), the quantities \(\overline{\Lambda}_{q}(\theta) := \lim_{n \to \infty} \frac{1}{n} \log E_0^n\left(e^{(\theta,X_n)} \prod_{j=1}^n \xi(X_{j-1}, \Delta_j(X))\right), \quad (3.11)\)
and \(\overline{\Lambda}_{a}(\theta) := \lim_{n \to \infty} \frac{1}{n} \log E_0^n\left(e^{(\theta,X_n)} \prod_{j=1}^n \xi(X_{j-1}, \Delta_j(X))\right) \quad (3.12)\)
are well-defined, i.e. the limits in \(3.11\) and \(3.12\) both exist, are finite and the right-hand side of \(3.11\) is \(P\)-almost surely constant.

Proof. It follows from \(3.3\) and \(3.4\) that, for any \(\theta \in \mathbb{R}^d\), \(\overline{\Lambda}_{q}(\theta) = \log(\sqrt{C_{y,\alpha}} + \Lambda_q(\theta + y,\alpha))\) and \(\overline{\Lambda}_{a}(\theta) = \log(\sqrt{C_{y,\alpha}} + \Lambda_a(\theta + y,\alpha))\), \(3.13\)
where \(\Lambda_q(\theta) := \lim_{n \to \infty} \frac{1}{n} \log E_0,\omega\left(e^{(\theta,X_n)}\right)\) and \(\Lambda_a(\theta) := \lim_{n \to \infty} \frac{1}{n} \log E_0\left(e^{(\theta,X_n)}\right)\) respectively denote the quenched and annealed limiting logarithmic moment generating functions associated with the RWRE. Since both \(\Lambda_q\) and \(\Lambda_a\) are well-defined in the sense described in the statement of Corollary \(3.3\) (see \[RS14, \text{Theorem 2.6}\] for the quenched case and, in the annealed case, this follows from \[V03, \text{Theorem 3.2}\] and Varadhan’s Lemma \[DZ98, \text{Theorem 4.3.1}\]), we see that \(\overline{\Lambda}_{q}(\theta)\) and \(\overline{\Lambda}_{a}(\theta)\) are so as well.

The following remark contains some crucial estimates that we will use extensively in the sequel.

Remark 6 Given any \(\theta, \theta' \in \mathbb{R}^d\) and environmental law \(P\), for any \(n \geq 1\) we have \(|\overline{\Lambda}_{a}(\theta) - \overline{\Lambda}_{a}(\theta')| \leq |\theta - \theta'|\) and \(e^{-\overline{\Lambda}_{a}(0)n} \prod_{j=1}^n \xi(X_{j-1}, \Delta_j(X)) \leq e^{h(\text{dis}(P))n} \ P\text{-a.s.}\),
where \(h(x) := \log(\frac{1+x}{1-x})\) for \(x \in [0, 1]\). The proof of these inequalities is elementary, so we omit it. Nevertheless, from now onwards we will assume that \(\text{dis}(P) < 1\) so that the expression \(h(\text{dis}(P)) < 1\),
which will appear numerous times in the sequel, is always well-defined. This does not represent any real loss of generality since we shall always be interested in environmental laws with small enough disorder.

The main objective in Section 3 is to show that $\overline{\tau}_q(\theta) = \overline{\tau}_q(\theta)$ for $\theta$ close enough to $0$, whenever the disorder of the environment is sufficiently low. We will later see in Section 4 that, in turn, this will imply that $I_q(x) = I_q(x)$ for $x$ sufficiently close to $y$. To carry out all this, we shall exploit a renewal structure available for the $Q$-random walk. We introduce this renewal structure next.

### 3.2 A renewal structure for the $Q$-random walk

Let us first fix a direction $\ell \in \mathbb{V}$ such that $E_0^Q(\langle X_1, \ell \rangle) > 0$. Notice that such a direction always exists since $E_0^Q(\langle X_1, \ell \rangle) = \langle y, \ell \rangle$ by Lemma 3.2 and $y \neq 0$ by assumption. We then set for $u \in \mathbb{R}$,

$$H_u := \inf\{n \geq 1 : \langle X_n, \ell \rangle > u\}, \quad S_0 := 0, \quad \beta_0 := \inf\{n \geq 1 : \langle X_n, \ell \rangle < \langle X_0, \ell \rangle\}, \quad R_0 := \langle X_0, \ell \rangle$$

and define the sequences of stopping times $(S_k)_{k \in \mathbb{N}_0}$, $(\beta_k)_{k \in \mathbb{N}_0}$ and $(R_k)_{k \in \mathbb{N}_0}$ inductively as

$$S_{k+1} := H_{R_k}, \quad \beta_{k+1} := \inf\{n > S_{k+1} : \langle X_n, \ell \rangle < \langle X_{S_{k+1}}, \ell \rangle\}, \quad R_{k+1} := \left\{\begin{array}{ll}
sup\{\langle X_n, \ell \rangle : 0 \leq n \leq \beta_{k+1}\} & \text{if } \beta_{k+1} < \infty \\
\langle X_{S_{k+1}}, \ell \rangle & \text{if } \beta_{k+1} = \infty,
\end{array}\right.$$ 

with the convention that $\inf\emptyset = \infty$. Observe that, by choice of $\ell$ and the law of large numbers, we have $\lim_{n \to \infty} \langle X_n, \ell \rangle = \infty$ $Q$-almost surely. In particular, this implies that

$$R_k < \infty \text{ Q-a.s. } \implies S_{k+1} < \infty \text{ Q-a.s. } \implies R_{k+1} < \infty \text{ Q-a.s.},$$

so that by induction all $S_k$ and $R_k$ are finite $Q$-almost surely. However, the $\beta_k$ will not all be. Thus, we define the sequence $(\tau_k)_{k \in \mathbb{N}_0}$ of renewal times as

$$\tau_k := S_{W_k},$$

where $(W_k)_{k \in \mathbb{N}_0}$ is defined inductively by first taking $W_0 := 0$ and then setting

$$W_{k+1} := \inf\{n > W_k : \beta_n = \infty\}.$$

That the renewal times $\tau_k$ are well-defined is a consequence of the fact that all $W_k$ are $Q$-a.s. finite, which in turn follows from the Markov property and Lemma 3.3 below.

#### Lemma 3.4

There exists $\overline{\tau} = \overline{\tau}(y) > 0$ such that $Q(\beta(n) = \infty) > \overline{\tau}$ for any $\mathbb{P} \in \mathbb{P}_\nu$, where $Q = Q(y, \alpha)$ is the law of the $Q(y, \alpha)$-random walk with jump weights given by (3.2).

**Proof.** Let $(Z_n)_{n \in \mathbb{N}_0}$ be the random walk on $\mathbb{Z}$ which starts from $\langle X_0, \ell \rangle$ and, at each step $n \in \mathbb{N}_0$, jumps one unit to the left with probability $q$ and one to the right with probability $p := 1 - q$, where

$$q := \frac{\langle y, \ell \rangle}{2} + \frac{1}{2}\sqrt{\langle y, \ell \rangle^2 + 1}.$$

Observe that, since $f(1/4\alpha(\ell)\alpha(-\ell)) > 1$ where $f$ is as in (3.1), we have that $C_{y, \alpha} < \frac{1}{4\alpha(\ell)\alpha(-\ell)}$ and thus $u(\ell) \leq q$. It follows that we may couple $(Z_n)_{n \in \mathbb{N}_0}$ with our $Q$-random walk in such a way that, for all $n \in \mathbb{N}_0$,

$$Z_n \leq \langle X_n, \ell \rangle \implies Z_{n+1} \leq \langle X_{n+1}, \ell \rangle.$$

In particular, if we denote $\beta_0(Z) := \inf\{n \geq 1 : Z_n < Z_0\}$ then $P(\beta_0(Z) = \infty) \leq Q(\beta_0 = \infty)$. But, since $q < \frac{1}{2}$ by Minkowski’s inequality, by standard gambler’s ruin estimates we have

$$P(\beta_0(Z) = \infty) = 1 - \frac{q}{p} =: \overline{\tau}.$$ 

This concludes the proof. \qed
It follows from this construction above that all renewal times \( \tau_k \) are \( Q \)-a.s. finite, that \((X_{\tau_1}, \tau_1)\) is independent of the sequence \((X_{\tau_k+1} - X_{\tau_k}, \tau_{k+1} - \tau_k)_{k \geq 1}\) and that this last sequence is i.i.d. with common law given by that of \((X_{\tau_1}, \tau_1)\) conditioned on the event \( \{ \beta_0 = \infty \} \). We now investigate some (uniform in \( P \)) integrability properties of these renewal times.

**Lemma 3.5.** There exists \( \rho_1 = \rho_1(y) > 0 \) such that \( E_0^Q (e^{\rho(X_{\tau_1}, \ell)}) \leq \frac{3}{\tau} \) for all \( \rho < \rho_1 \) and any \( P \in \mathcal{P}_\kappa \), where \( \tau \) is the constant from Lemma 3.4.

**Proof.** By splitting \( E_0^Q (e^{\rho(X_{\tau_1}, \ell)}) \) according to the value of \( W_1 \), we obtain the bound

\[
E_0^Q (e^{\rho(X_{\tau_1}, \ell)}) = \sum_{k=1}^{\infty} E_0^Q (e^{\rho(X_{\tau_1}, \ell)}; W_1 = k) \leq \sum_{k=1}^{\infty} E_0^Q (e^{\rho(X_{S_k}, \ell)}; \beta_j < \infty \text{ for } j = 1, \ldots, k). \tag{3.14}
\]

Observe that \( |\langle X_{S_1}, \ell \rangle| \leq 1 + |X_0| \) by definition of \( R_0 \) and the fact that the walk is nearest neighbor, so that the first term in the sum on the right-hand side of (3.14) is bounded from above by \( e^{\rho} \).

On the other hand, since \( R_{k-1} = \sup \{ \langle X_n, \ell \rangle : S_{k-1} \leq n \leq \beta_{k-1} \} \) when \( \beta_{k-1} < \infty \) and \( k \geq 2 \), by writing \( \langle X_{S_k}, \ell \rangle = \langle X_{S_{k-1}}, \ell \rangle + \langle X_{S_k} - X_{S_{k-1}}, \ell \rangle \) and using the Markov property at time \( S_{k-1} \), we see that for \( k \geq 2 \) the \( k \)-th term in the right-hand side of (3.14) is bounded from above by

\[
E_0^Q (e^{\rho(X_{S_k}, \ell)}; \beta_j < \infty \text{ for } j = 1, \ldots, k-1) E_0^Q (e^{\rho(1+\mathcal{R})}; \beta_0 < \infty),
\]

where \( \mathcal{R} := \sup \{ \langle X_n, \ell \rangle : 0 \leq n \leq \beta_0 \} \). Repeating this argument all the way down to \( \langle X_{S_1}, \ell \rangle \) and then using the bound for the case \( k = 1 \) yields the bound

\[
E_0^Q (e^{\rho(X_{\tau_1}, \ell)}) \leq e^\rho \sum_{k=1}^{\infty} \left( E_0^Q \left( e^{\rho(1+\mathcal{R})}; \beta_0 < \infty \right) \right)^{k-1}. \tag{3.15}
\]

Therefore, in order to complete the proof we only need to show that, for \( \rho \) small enough depending only on \( y \), we have

\[
E_0^Q \left( e^{\rho(1+\mathcal{R})}; \beta_0 < \infty \right) < 1 - \frac{\tau}{2}. \tag{3.16}
\]

But, by the union bound and Lemma 3.4 for any \( N \geq 1 \) the expectation on the left-hand side of (3.16) is bounded from above by

\[
e^{\rho N} Q_0(\beta_0 < \infty) + \sum_{n=N}^{\infty} e^{\rho(2+n)} Q_0(n \leq \mathcal{R} < n+1, \beta_0 < \infty)
\]

\[
\leq e^{\rho N} (1 - \tau) + \sum_{n=N}^{\infty} e^{\rho(2+n)} Q_0(\mathcal{R} \geq n, \beta_0 < \infty).
\]

Now, observe that for \( n \geq 1 \)

\[
Q_0(\mathcal{R} \geq n, \beta_0 < \infty) \leq Q_0(n \leq \beta_0 < \infty)
\]

\[
= \sum_{k=n}^{\infty} Q_0(\beta_0 = i) \leq \sum_{k=n}^{\infty} Q_0(\langle X_k, \ell \rangle < 0) \leq \frac{e^{-\frac{1}{8}|\ell|^2 n}}{1 - e^{-\frac{1}{8}|\ell|^2}},
\]

where to obtain the last inequality we have used the bound \( Q_0(\langle X_k, \ell \rangle < 0) \leq e^{-\frac{1}{8}|\ell|^2 k} \), which follows from the (one-sided) Azuma-Hoeffding inequality for the martingale \( (M_n)_{n \in \mathbb{N}_0} \), given by \( M_n := \langle X_n, \ell \rangle - n \langle y, \ell \rangle \) (whose increments are bounded by 2). Thus, we see that, for any \( N \geq 1 \),

\[
E_0^Q \left( e^{\rho(1+\mathcal{R})}; \beta_0 < \infty \right) \leq e^{\rho(N+2)} \left( 1 - \tau + \frac{e^{-\frac{1}{8}|\ell|^2 N}}{(1 - e^{-\frac{1}{8}|\ell|^2})^2} \right).
\]
from where (3.16) now follows by taking first $N$ sufficiently large and then $\rho$ accordingly small. \qed

As a consequence of Lemma 3.5, we obtain (uniform in $\mathbb{P}$) exponential moments for $\tau_1$.

**Proposition 3.6.** There exists $\gamma_0 = \gamma_0(y) > 0$ such that $E_0^Q(e^{\gamma_1}) \leq 2$ for all $\gamma \leq \gamma_0$ and any $\mathbb{P} \in \mathcal{P}_\kappa$.

**Proof.** For $n \geq 1$, by the union bound we have

$$Q_0(\tau_1 > n) \leq Q_0 \left( \langle X_{\tau_1}, \ell \rangle > \frac{\langle y, \ell \rangle}{2} \right) + Q_0 \left( \tau_1 > n, \langle X_{\tau_1}, \ell \rangle \leq \frac{\langle y, \ell \rangle n}{2} \right).$$

Using the exponential Tchebychev inequality and Lemma 3.5, we have

$$Q_0 \left( \langle X_{\tau_1}, \ell \rangle > \frac{\langle y, \ell \rangle}{2} \right) \leq e^{-\rho \langle y, \ell \rangle n} E_0^Q(e^{2\rho \langle X_{\tau_1}, \ell \rangle}) \leq C e^{-\rho \langle y, \ell \rangle n}$$

for some $C, \rho > 0$ depending only on $y$. On the other hand, by definition of $\tau_1$ we have

$$Q_0 \left( \tau_1 > n, \langle X_{\tau_1}, \ell \rangle \leq \frac{\langle y, \ell \rangle n}{2} \right) \leq Q_0 \left( \langle X_n, \ell \rangle \leq \frac{\langle y, \ell \rangle n}{2} \right) \leq e^{-\frac{1}{32} \langle y, \ell \rangle^2 n},$$

where to obtain the last inequality we have used the (one-sided) Azuma-Hoeffding inequality for the martingale $(M_n)_{n \in \mathbb{N}}$ as in the proof of Lemma 3.5. Hence, we see that there exist $C, \gamma > 0$ depending only on $y$ such that $Q_0(\tau_1 > n) \leq C e^{-\gamma n}$ for all $n \geq 1$. From this the result now follows by an argument similar to the one used to derive (3.16). \qed

Finally, the above regeneration structure, together with Remark [5] allows us to deduce analyticity of $\Lambda_\alpha$.

**Proposition 3.7.** There exists $\gamma_1 > 0$ (determined by Proposition 3.9 below), such that if $\text{dis} (\mathbb{P}) < \gamma_1$ then the mapping $\theta \mapsto \Lambda_\alpha(\theta)$ is analytic on the set $\{\theta : |\theta| < \gamma_1\}$.

**Proof.** Consider the function $\Psi : \mathbb{R}^d \times \mathbb{R} \to \mathbb{R}$ defined as

$$\Psi(\theta, r) := \mathbb{E}_0^Q \left( e^{\langle \theta, X_{\tau_1} \rangle - r \tau_1} \mathbb{E} \prod_{j=1}^{\tau_1} \xi(X_{j-1}, \Delta_j(X)) \right)$$

where $\mathbb{E}_0^Q$ above stands for expectation with respect to $\mathcal{Q}_0$, the law $Q_0$ conditioned on the event $\{\beta_0 = \infty\}$. By Remark [6] we have that, whenever $r = \Lambda_\alpha(\theta) + \delta$ for some $\delta \in \mathbb{R}$,

$$\left| \langle \theta, X_{\tau_1} \rangle - r \tau_1 + \log \mathbb{E} \prod_{j=1}^{\tau_1} \xi(X_{j-1}, \Delta_j(X)) \right| \leq (2|\theta| + h(\text{dis}(\mathbb{P})) + |\delta|) \tau_1$$

so that, by choice of $\gamma_1$ (see the proof of Lemma [5.2] for details), we have

$$\mathbb{E}_0^Q \left( \tau_1 \exp \left\{ \left| \langle \theta, X_{\tau_1} \rangle - (\Lambda_\alpha(\theta) + \delta) \tau_1 + \log \mathbb{E} \prod_{j=1}^{\tau_1} \xi(X_{j-1}, \Delta_j(X)) \right| \right\} \right) < \infty \quad (3.17)$$

whenever $|\theta| \vee \text{dis}(\mathbb{P}) < \gamma_1$ and $|\delta| < \delta_c$ for some $\delta_c = \delta_c(y) > 0$ small enough. It then follows from (3.17), dominated convergence and Remark [6] once again that, when $\text{dis}(\mathbb{P}) < \gamma_1$, $\Psi$ is analytic on the open set $\mathcal{C}_y := \{ (\theta, r) : |\theta| < \gamma_1, |r - \Lambda_\alpha(\theta)| < \delta_c \}$ with series expansion given by

$$\Psi(\theta, r) = \sum_{n=0}^{\infty} \frac{\mathbb{E}_0^Q (((\theta, X_{\tau_1}) - r \tau_1)^n)}{n!}$$
and $\partial_r \Psi$ given by
\[
\partial_r \Psi(\theta, r) = -E_0^Q \left( \tau_1 e^{(\theta, X_{\tau_1}) - \tau_1 r} \prod_{j=1}^{\tau_1} \xi(X_{j-1}, \Delta_j(X)) \right).
\] (3.18)

But observe that $\Psi(\theta, \bar{\Lambda}_a(\theta)) = 1$ whenever $|\theta| \vee \text{dis}(\mathbb{P}) < \gamma_1$ by Proposition 3.9 which in turn implies that $-\partial_r \Psi(\theta, \bar{\Lambda}_a(\theta)) \geq \Psi(\theta, \bar{\Lambda}_a(\theta)) = 1 > 0$ by (3.18). Therefore, the analyticity of $\bar{\Lambda}_a(\theta)$ for $|\theta| < \gamma_1$ whenever $\text{dis}(\mathbb{P}) < \gamma_1$ now follows from the analytic implicit function theorem, see [KP02, Theorem 6.1.2].

### 3.3 Equality of $\bar{\Lambda}_q$ and $\bar{\Lambda}_a$: the main argument

We now describe the main steps in the proof of the equality of $\bar{\Lambda}_a(\theta)$ and $\bar{\Lambda}_q(\theta)$ for $\theta$ close enough to 0, whenever the disorder of the environment is sufficiently low. The more technical details are deferred to a separate section. We begin by introducing the key object in our analysis.

**Definition 3.8.** Given $n \geq 1, \theta \in \mathbb{R}^d$ and an environment $\omega$, we define
\[
\Phi_n(\theta, \omega) := E_0^Q \left( e^{(\theta, X_{\Lambda_n}) - \bar{\Lambda}_a(\theta) L_n} \prod_{j=1}^{L_n} \xi(X_{j-1}, \Delta_j(X)), L_n = \tau_k \text{ for some } k \geq 1 \right),
\] (3.19)

where, as before, $E_0^Q$ above stands for expectation with respect to $Q_0$, the law $Q_0$ conditioned on the event $\{\beta_0 = \infty\}$, and $L_n := \inf\{n \geq 1 : (X_n - X_0, \ell) = n\}$. Throughout the sequel we shall write $\Phi_n(\theta)$ instead of $\Phi_n(\theta, \omega)$ whenever we think of $\omega$ as being random (and therefore of $\Phi_n(\theta)$ as being a random variable).

The following two propositions contain the crucial information about the random variable $\Phi_n$.

**Proposition 3.9.** There exists $\gamma_1 = \gamma_1(y) > 0$ such that, for any $\mathbb{P} \in \mathcal{P}_\kappa$, whenever $|\theta| \vee \text{dis}(\mathbb{P}) < \gamma_1$ we have
\[
E_0^Q \left( e^{(\theta, X_{\Lambda_n}) - \bar{\Lambda}_a(\theta) \tau_1} \prod_{j=1}^{\tau_1} \xi(X_{j-1}, \Delta_j(X)) \right) = 1
\] (3.20)

and
\[
\lim_{n \to \infty} \mathbb{E} \Phi_n(\theta) > 0.
\]

**Proposition 3.10.** There exists $\gamma_2 = \gamma_2(y, d, \kappa) > 0$ such that, for any $\mathbb{P} \in \mathcal{P}_\kappa$, whenever $|\theta| \vee \text{dis}(\mathbb{P}) < \gamma_2$ we have $\sup_{n \geq 1} \mathbb{E} \Phi_n(\theta)^2 < \infty$.

The proofs of these propositions are deferred to Section 5. Let us first conclude

**Proof of $\bar{\Lambda}_q = \bar{\Lambda}_a$ (assuming Proposition 3.9 and Proposition 3.10):** Note that by Propositions 3.9, 3.10 whenever $|\theta| \vee \text{dis}(\mathbb{P}) < \gamma_1 \wedge \gamma_2$ we have
\[
\mathbb{P} \left( \lim_{n \to \infty} \Phi_n(\theta) = 0 \right) < 1.
\] (3.21)

Indeed, if $\Phi_n(\theta) \to 0$ P-a.s. then $\lim_{n \to \infty} \mathbb{E} \Phi_n(\theta) = 0$ since $(\Phi_n(\theta))_{n \geq 1}$ is uniformly integrable by Proposition 3.9. However, this is in contradiction with Proposition 3.9 and thus (3.21) must hold. Furthermore, we also have the following.

**Lemma 3.11.** For any $\theta \in \mathbb{R}^d$ and $\delta > 0$, we have
\[
\mathbb{P} \left( \lim_{n \to \infty} E_0^Q \left( e^{(\theta, X_{\Lambda_n}) - (\bar{\Lambda}_a(\theta) + \delta) L_n} \prod_{j=1}^{L_n} \xi(X_{j-1}, \Delta_j(X)) \right) = 0 \right) = 1.
\] (3.22)
Proof. Let us write \( \lambda_{q,\delta} := \overline{\lambda}_q(\theta) + \delta \) in the sequel for simplicity. Then, by splitting the expectation on the left-hand side of (3.22) according to the different possible values for \( L_n \), we can bound it from above by

\[
\sum_{k=n}^{\infty} E_0^Q \left( e^{(\theta,X_k)} - \lambda_{q,\delta} k \prod_{j=1}^{k} \xi(X_{j-1}, \Delta_j(X)) \right) = \sum_{k=n}^{\infty} e^{-\lambda_{q,\delta} k} E_0^Q \left( e^{(\theta,X_k)} \prod_{j=1}^{k} \xi(X_{j-1}, \Delta_j(X)) \right).
\]

(3.23)

Now, since for \( \mathbb{P} \)-almost every \( \omega \) we have

\[
E_0^Q \left( e^{(\theta,X_k)} \prod_{j=1}^{k} \xi(X_{j-1}, \Delta_j(X)) \right) = e^{(\overline{\lambda}_q(\theta) + o_{\omega}(1)) k}
\]

for some \( o_{\omega}(1) \to 0 \) as \( k \to \infty \), from (3.23) we obtain that for all \( n \) sufficiently large and \( \mathbb{P} \)-a.e. \( \omega \),

\[
E_0^Q \left( e^{(\theta,X_{L_n}) - (\overline{\lambda}_a(\theta) + \delta) L_n} \prod_{j=1}^{L_n} \xi(X_{j-1}, \Delta_j(X)) \right) \leq \sum_{k=n}^{\infty} e^{-\frac{q}{2}k} \leq \frac{e^{-\frac{q}{2}n}}{1 - e^{-q/2}}.
\]

Taking \( n \to \infty \) on this inequality now allows us to conclude. \( \square \)

Combined with (3.21), Lemma 3.11 yields the equality \( \overline{\lambda}_a(\theta) = \overline{\lambda}_q(\theta) \) whenever \( |\theta| \vee \text{dis}(\mathbb{P}) < \gamma_1 \wedge \gamma_2 \). We state and prove this in a separate proposition for future reference.

Proposition 3.12. Define \( \gamma := \gamma_1 \wedge \gamma_2 \), for \( \gamma_1 \) and \( \gamma_2 \) as in Propositions 3.9 and 3.10 respectively. Then, for any \( \mathbb{P} \in \mathcal{P}_\ast \), whenever \( |\theta| \vee \text{dis}(\mathbb{P}) < \gamma \) we have \( \overline{\lambda}_q(\theta) = \overline{\lambda}_a(\theta) \).

Proof. Observe that (3.21) implies that, for \( |\theta| \vee \text{dis}(\mathbb{P}) < \gamma \),

\[
\mathbb{P} \left( \limsup_{n \to \infty} E_0^Q \left( e^{(\theta,X_{L_n}) - (\overline{\lambda}_a(\theta)) L_n} \prod_{j=1}^{L_n} \xi(X_{j-1}, \Delta_j(X)) \right) > 0 \right) > 0.
\]

In conjunction with (3.22), this yields the existence of an environment \( \omega \) and \( n \geq 1 \) such that

\[
E_0^Q \left( e^{(\theta,X_{L_n}) - (\overline{\lambda}_q(\theta) + \delta) L_n} \prod_{j=1}^{L_n} \xi(X_{j-1}, \Delta_j(X)) \right) < E_0^Q \left( e^{(\theta,X_{L_n}) - (\overline{\lambda}_a(\theta)) L_n} \prod_{j=1}^{L_n} \xi(X_{j-1}, \Delta_j(X)) \right),
\]

from where it follows that \( \overline{\lambda}_q(\theta) + \delta > \overline{\lambda}_a(\theta) \). Letting \( \delta \to 0 \) yields the inequality \( \overline{\lambda}_q(\theta) \geq \overline{\lambda}_a(\theta) \). But, since \( \overline{\lambda}_q(\theta) \leq \overline{\lambda}_a(\theta) \) for all \( \theta \in \mathbb{R}^d \) by Jensen’s inequality, we deduce that \( \overline{\lambda}_q(\theta) = \overline{\lambda}_a(\theta) \) whenever \( |\theta| \vee \text{dis}(\mathbb{P}) < \gamma \), which concludes the proof. \( \square \)

Thus, to complete the argument it only remains to prove Propositions 3.9 and 3.10. We will do this later in Section 5.

4. Proof of Theorem 2.1 and Theorem 3.1: Deducing \( I_q = I_a \) from \( \overline{\lambda}_q = \overline{\lambda}_a \)

We now show how to conclude Theorem 3.1 (and therefore, Theorem 2.1) from the results in the previous section by proving that the equality of \( \overline{\lambda}_q \) and \( \overline{\lambda}_a \) in a neighborhood of the origin implies, for sufficiently small disorder, the equality of the rate functions \( I_q \) and \( I_a \) in a neighborhood of \( y \). The task will be carried out in three steps, spanning Section 4.1, Section 4.3.
4.1 Uniform closeness of $y$ and $\nabla \Lambda_a(0)$. As already remarked earlier, we would like to argue that, given $y \neq 0$, for all environmental laws with a small enough disorder, $y$ is close to the gradient $\nabla \Lambda_a(0)$. Recall that by Proposition 3.9 we have that, for any $\mathbb{P} \in \mathcal{P}_\kappa$, if $|\theta| \vee \text{dis}(\mathbb{P}) < \gamma_1$ then
\[
\mathbb{E}_0^Q \left( e^{(\theta, X_{\tau_1}) - \Lambda_a(\theta)\tau_1} \prod_{j=1}^{\tau_1} \xi(X_{j-1}, \Delta_j(X)) \right) = 1.
\]

In particular, taking gradient on both sides (which we can do by dominated convergence, using Proposition 3.7 and the control in (5.12)), we obtain that whenever $\text{dis}(\mathbb{P})$ is sufficiently small
\[
\mathbb{E}_0^Q \left( (X_{\tau_1} - \nabla \Lambda_a(\theta)\tau_1) e^{(\theta, X_{\tau_1}) - \Lambda_a(\theta)\tau_1} \prod_{j=1}^{\tau_1} \xi(X_{j-1}, \Delta_j(X)) \right) = 0,
\]
which yields the representation
\[
\nabla \Lambda_a(\theta) = \frac{\mathbb{E}_0^Q \left( X_{\tau_1} e^{(\theta, X_{\tau_1}) - \Lambda_a(\theta)\tau_1} \prod_{j=1}^{\tau_1} \xi(X_{j-1}, \Delta_j(X)) \right)}{\mathbb{E}_0^Q \left( \tau_1 e^{(\theta, X_{\tau_1}) - \Lambda_a(\theta)\tau_1} \prod_{j=1}^{\tau_1} \xi(X_{j-1}, \Delta_j(X)) \right)}.
\]

In particular, notice that whenever $\text{dis}(\mathbb{P}) = 0$, i.e. $\mathbb{P}$-a.s. $\omega(x, e) = \alpha(e)$ for all $e \in V$ and $x \in \mathbb{Z}^d$, we have $\Lambda_a(0) = 0$ so that
\[
\nabla \Lambda_a(0) = \frac{\mathbb{E}_0^Q (X_{\tau_1})}{\mathbb{E}_0^Q (\tau_1)}.
\]

On the other hand, by the renewal structure, the law of large numbers for the $Q$-random walk and (P2) in Lemma 3.2 we have that, for any environmental law $\mathbb{P}$ (with not necessarily zero disorder),
\[
\frac{\mathbb{E}_0^Q (X_{\tau_1})}{\mathbb{E}_0^Q (\tau_1)} = y.
\]

In particular, in the zero disorder case we conclude that $\nabla \Lambda_a(0) = y$. In the general case, whenever $\text{dis}(\mathbb{P})$ is sufficiently small $\nabla \Lambda_a(0)$ will be close to $y$. More precisely, we have the following.

**Proposition 4.1.** Given $\delta > 0$ there exists $\varepsilon_1 = \varepsilon_1(y, \delta) > 0$ such that, for any $\mathbb{P} \in \mathcal{P}_\kappa$, if $\text{dis}(\mathbb{P}) < \varepsilon_1$ then $|\nabla \Lambda_a(0) - y| < \delta$.

**Proof.** It follows from (4.2) that
\[
\nabla \Lambda_a(0) = \frac{\mathbb{E}_0^Q \left( X_{\tau_1} e^{-\Lambda_a(0)\tau_1} \prod_{j=1}^{\tau_1} \xi(X_{j-1}, \Delta_j(X)) \right)}{\mathbb{E}_0^Q \left( \tau_1 e^{-\Lambda_a(0)\tau_1} \prod_{j=1}^{\tau_1} \xi(X_{j-1}, \Delta_j(X)) \right)}.
\]

Thus, in light of (4.3) and since $\mathbb{E}_0^Q (\tau_1) \geq 1$, in order to prove the result it will suffice to show that given $\delta' > 0$ there exists $\varepsilon'_1 = \varepsilon'_1(y, \delta') > 0$ such that, for any $\mathbb{P} \in \mathcal{P}_\kappa$, if $\text{dis}(\mathbb{P}) < \varepsilon'_1$ then
\[
\left| \mathbb{E}_0^Q \left( X_{\tau_1} e^{-\Lambda_a(0)\tau_1} \prod_{j=1}^{\tau_1} \xi(X_{j-1}, \Delta_j(X)) \right) - \mathbb{E}_0^Q (X_{\tau_1}) \right| \leq \delta'
\] and
\[
\left| \mathbb{E}_0^Q \left( \tau_1 e^{-\Lambda_a(0)\tau_1} \prod_{j=1}^{\tau_1} \xi(X_{j-1}, \Delta_j(X)) \right) - \mathbb{E}_0^Q (\tau_1) \right| \leq \delta'.
\]
But by Remark 3 and the mean value theorem we have that
\[ |E_0^Q \left( X_{\tau_1} e^{-\Lambda_a(0) \tau_1} \big| \prod_{j=1}^{\tau_1} \xi(X_{j-1}, \Delta_j(X)) \right) - E_0^Q \left( X_{\tau_1} \right) | \leq h(\text{dis}(\mathbb{P})) E_0^Q \left( |X_{\tau_1}| e^{h(\text{dis}(\mathbb{P}) \tau_1)} \right), \]
so that (4.5) now follows from the bound $|X_{\tau_1}| \leq \tau_1$, Lemma 3.4 and Proposition 3.6 upon taking dis($\mathbb{P}$) small enough (depending only on $y$ and $\delta'$). Since (4.6) also follows in a similar way, this concludes the proof. \[ \square \]

Next, we consider the set
\[ A_{y,\mathbb{P}} := \{ \nabla \Lambda_a(\theta) : |\theta| < \tau \}, \]
with $\tau$ as in Proposition 3.12. Observe that this set depends on both $y$ and $\mathbb{P}$ (and we stress this dependence in the notation). The next proposition shows that this set is open when dis($\mathbb{P}$) < $\gamma_1$.

**Proposition 4.2.** For any $\mathbb{P} \in \mathcal{P}_\kappa$, whenever $|\theta| \vee \text{dis}(\mathbb{P}) < \gamma_1$, with $\gamma_1 > 0$ given by Proposition 3.9, the Hessian $H_a(\theta)$ of $\Lambda_a$ at the point $\theta$ is given by the formula
\[ H_a(\theta) = \frac{E_0^Q \left( (X_{\tau_1} - \nabla \Lambda_a(\theta) \tau_1)^T (X_{\tau_1} - \nabla \Lambda_a(\theta) \tau_1) \right) e^{\theta(X_{\tau_1}) - \Lambda_a(\theta) \tau_1} \prod_{j=1}^{\tau_1} \xi(X_{j-1}, \Delta_j(X))}{E_0^Q \left( \tau_1 e^{\theta(X_{\tau_1}) - \Lambda_a(\theta) \tau_1} \prod_{j=1}^{\tau_1} \xi(X_{j-1}, \Delta_j(X)) \right)} \tag{4.7} \]
and is positive definite. In particular, whenever dis($\mathbb{P}$) < $\gamma_1$ the set $A_{y,\mathbb{P}}$ is open.

**Proof.** Taking derivatives on (4.11) (which again we can do by using Proposition 3.7 and 5.12) and proceeding as for (4.12) immediately yields (4.7). On the other hand, for any column vector $v \in \mathbb{R}^{n \times 1}$ we have
\[ \langle v, H_a(\theta) \cdot v \rangle = \frac{E_0^Q \left( (X_{\tau_1} - \nabla \Lambda_a(\theta) \tau_1)^T (X_{\tau_1} - \nabla \Lambda_a(\theta) \tau_1) \right) e^{\theta(X_{\tau_1}) - \Lambda_a(\theta) \tau_1} \prod_{j=1}^{\tau_1} \xi(X_{j-1}, \Delta_j(X))}{E_0^Q \left( \tau_1 e^{\theta(X_{\tau_1}) - \Lambda_a(\theta) \tau_1} \prod_{j=1}^{\tau_1} \xi(X_{j-1}, \Delta_j(X)) \right)}, \]
so that $\langle v, H_a(\theta) \cdot v \rangle \geq 0$ and the equality holds if and only if $\langle X_{\tau_1} - \nabla \Lambda_a(\theta) \tau_1, v \rangle = 0$ $\mathcal{Q}_0$-a.s. or, equivalently, if $\nabla \Lambda_a(\theta) \tau_1$ is $\mathcal{Q}_0$-almost surely constant. However, since inf$_{v \in Y} \alpha(e) > 0$, it is not hard to check that if $v \neq 0$ then $\langle X_{\tau_1}, v \rangle$ cannot be constant. Hence, we see that in this case $v$ must be zero and therefore $H_a(\theta)$ is positive definite. Finally, that $A_{y,\mathbb{P}}$ is open follows from this and the inverse function theorem. \[ \square \]

The next proposition states that, whenever the disorder is small enough, the set $A_{y,\mathbb{P}}$ contains a ball centered at $\nabla \Lambda_a(0)$ whose radius is independent of $\mathbb{P}$.

**Proposition 4.3.** There exist $\varepsilon_2 = \varepsilon_2(y, d, \kappa), r_2 = r_2(y, d, \kappa) > 0$ such that, for any $\mathbb{P} \in \mathcal{P}_\kappa$, if dis($\mathbb{P}$) < $\varepsilon_2$ then $B_{r_2}(\nabla \Lambda_a(0)) \subset A_{y,\mathbb{P}}$.

The proof of Proposition 4.3 will be carried out in Subsection 4.3. As a consequence of Propositions 4.1 and 4.3, we immediately obtain the following corollary.

**Corollary 4.4.** There exist $\varepsilon = \varepsilon(y, d, \kappa), r = r(y, d, \kappa) > 0$ such that, for any $\mathbb{P} \in \mathcal{P}_\kappa$, if dis($\mathbb{P}$) < $\varepsilon$ then $B_r(y) \subset A_{y,\mathbb{P}}$. 
4.2 Proof of Theorem 2.1 and Theorem 3.1 (Assuming Proposition 4.3): Now, for $x \in B_r(y)$ with $r$ as in Corollary 4.4, define the quantities

$$\tilde{I}_q(x) := \sup_{\theta \in \mathbb{R}^d} [\theta, x - \Lambda_q(\theta)]$$

and

$$\tilde{I}_a(x) := \sup_{\theta \in \mathbb{R}^d} [\theta, x - \Lambda_a(\theta)].$$

It is standard to show that (see [DZ98, Lemma 2.3.9] for details)

$$\tilde{I}_q(x) = \langle \theta_{x,q}, y - \Lambda_q(\theta_{x,q}) \rangle$$

and

$$\tilde{I}_a(x) = \langle \theta_{x,a}, y - \Lambda_a(\theta_{x,a}) \rangle \quad (4.8)$$

for any $\theta_{x,q}$ and $\theta_{x,a}$ respectively satisfying

$$\nabla \Lambda_q(\theta_{x,q}) = x$$

and

$$\nabla \Lambda_a(\theta_{x,a}) = x.$$  

Notice that such $\theta_{x,a}$ exists and satisfies $|\theta_{x,a}| < \gamma$ since $x \in A_{y,F}$ by choice of $x$. Furthermore, such $\theta_{x,q}$ also exists and in fact can be taken equal to $\theta_{x,a}$, since both $\Lambda_q(\theta)$ and $\Lambda_a(\theta)$ coincide for $|\theta| < \gamma$ by Proposition 3.12. Hence, from (4.8) and the fact that $\theta_{x,q} = \theta_{x,a}$, we obtain that $\tilde{I}_q(x) = \tilde{I}_a(x)$ for all $x \in B_r(y)$. We may then conclude Theorem 3.1 once we show this implies that $I_q(x) = I_a(x)$. But, from (3.13) and the definition of $I_q$ and $I_a$, for $x \in B_r(y)$ we have that

$$\tilde{I}_q(x) + \log(C_{y,a}) + \langle \theta_{y,a}, x \rangle = \sup_{\theta \in \mathbb{R}^d} [\theta + \theta_{y,a}, x] - \Lambda_q(\theta + \theta_{y,a})] = \sup_{\theta \in \mathbb{R}^d} [\theta, x] - \Lambda_q(\theta)] = I_q(x) \quad (4.9)$$

and

$$\tilde{I}_a(x) + \log(C_{y,a}) + \langle \theta_{y,a}, x \rangle = \sup_{\theta \in \mathbb{R}^d} [\theta + \theta_{y,a}, x] - \Lambda_a(\theta + \theta_{y,a})] = \sup_{\theta \in \mathbb{R}^d} [\theta, x] - \Lambda_a(\theta)] = I_a(x), \quad (4.10)$$

where the rightmost equalities in (4.9) and (4.10) follow from standard arguments (see [DZ98, Section 2.3] for details) using that $\Lambda_q$ and $\Lambda_a$ are well-defined in the sense of Corollary 3.3 and that $B_r(y)$ is contained in the set of exposed points of the Fenchel-Legendre transforms of both $\Lambda_q$ and $\Lambda_a$ by (4.8) and (3.13). Therefore, as $\tilde{I}_q$ and $\tilde{I}_a$ agree on $B_r(y)$, we see that the same holds for $I_q, I_a$ and thus we obtain Theorem 3.1.

Then, in order to complete the proof, it only remains to prove Proposition 4.3. We do this next.

4.3 Proof of Proposition 4.3 The key ingredient in the proof of Proposition 4.3 is the following uniform version of the inverse function theorem.

Theorem 4.5 (Uniform inverse function theorem). Let $\mathcal{F}$ be a family of $C^1$-functions $f : G \to \mathbb{R}^d$ defined on some neighborhood $G \subseteq \mathbb{R}^d$ of 0 such that the differential matrix $Df(0) \in \mathbb{R}^{d \times d}$ is invertible for every $f \in \mathcal{F}$. Then, if there exist constants $c, \delta > 0$ such that $\{\theta : |\theta| < \delta\} \subseteq G$ and

1. $\sup_{f \in \mathcal{F}} \|Df(0)^{-1}\| < c,$
2. $\sup_{f \in \mathcal{F}, |\theta| < \delta} \|Df(\theta) - Df(0)\| < \frac{1}{2c},$

where $\|\|\|$ denotes the operator 1-norm, there exists $\rho$ (depending only on $c$ and $\delta$) such that for all $f \in \mathcal{F},$

$$B_\rho(f(0)) \subseteq \{f(\theta) : |\theta| < \delta\}.$$

The proof of Theorem 4.5 is obtained by simply mimicking (part of) the proof of the standard inverse function theorem (see e.g. [R76, Theorem 9.24]), replacing the usual estimates with uniform bounds. Therefore, we omit the proof and leave the details to the reader.

In light of Theorem 4.5 to obtain Proposition 4.3 it will suffice to show that there exists $\varepsilon_2 > 0$ depending only on $y, d$ and $\kappa$ such that the family of $C^1$-functions

$$\mathcal{F}_y := \{\nabla \Lambda_a : \mathbb{P} \in \mathcal{P}_\kappa \text{ with } \text{dis}(\mathbb{P}) < \varepsilon_2\}$$


satisfies the hypotheses of Theorem 1.5. By Proposition 4.2 we only need to check conditions (I1) and (I2). For this, we will need three auxiliary lemmas. The first one asserts that \( \nabla \tilde{\Lambda}_a(\theta) \) is close to \( \nabla \tilde{\Lambda}_a(0) \) (uniformly over \( \mathbb{P} \)) whenever \( \theta \) is close to 0 and the disorder is sufficiently small.

**Lemma 4.6.** Given \( c > 0 \), there exist \( \varepsilon_3 = \varepsilon_3(y, c, \delta = \delta(y, c) > 0 \) such that, for any \( \mathbb{P} \in \mathcal{P}_\kappa \), if \( \text{dis}(\mathbb{P}) < \varepsilon_3 \) then

\[
\sup_{|\theta| < \delta} |\nabla \tilde{\Lambda}_a(\theta) - \nabla \tilde{\Lambda}_a(0)| < c.
\]

**Proof.** In view of (4.6) and the fact that \( E_0^Q(\tau_1) \geq 1 \), it will be enough to check that, given \( c' > 0 \), there exist \( \varepsilon' = \varepsilon'(y, c') > 0 \) such that, for any \( \mathbb{P} \in \mathcal{P}_\kappa \), if \( \text{dis}(\mathbb{P}) < \varepsilon' \) then

\[
\sup_{|\theta| < \delta'} \left| E_0^Q \left( X_{\tau_1} \mathbb{E} \prod_{j=1}^{\tau_1} \xi(X_{j-1}, \Delta_j(X)) \left( e^{(\theta, X_{\tau_1}) - \tilde{\Lambda}_a(\theta) \tau_1} - e^{-\tilde{\Lambda}_a(0) \tau_1} \right) \right) \right| < c'.
\]

But this can be done exactly as in the proof of (4.5)-(4.6), using now the inequality

\[
|\langle \theta, X_{\tau_1} \rangle - \tilde{\Lambda}_a(\theta) \tau_1| + |\tilde{\Lambda}_a(0) \tau_1| \leq 2(|\theta| + h(\text{dis}(\mathbb{P}))) \tau_1,
\]

where \( h \) is as in Remark 6 which follows in the same way as the inequalities in this last remark. We omit the details.

The second lemma is the analogue of Proposition 4.4 but for the Hessian \( H_a \), which states that whenever \( \text{dis}(\mathbb{P}) \) is sufficiently small \( H_a(0) \) will be close to the corresponding Hessian for the case of zero disorder.

**Lemma 4.7.** Given \( c > 0 \), there exist \( \varepsilon_4 = \varepsilon_4(y, c) > 0 \) such that, for any \( \mathbb{P} \in \mathcal{P}_\kappa \), if \( \text{dis}(\mathbb{P}) < \varepsilon_4 \) then

\[
\| H_a(0) - H_a^*(0) \| < c,
\]

where

\[
H_a^*(0) := \frac{E_0^Q ((X_{\tau_1} - y\tau_1)^T (X_{\tau_1} - y\tau_1))}{E_0^Q(\tau_1)}.
\]

**Proof.** For simplicity, let us set \( \Gamma(v) := (X_{\tau_1} - v\tau_1)^T (X_{\tau_1} - v\tau_1) \) for \( v \in \mathbb{R}^d \). Then, in view of (4.6), the fact that \( E_0^Q(\tau_1) \geq 1 \) and since

\[
\| E_0^Q(\Gamma(y)) \| \leq E_0^Q(|X_{\tau_1} - y\tau_1|^2) \leq (1 + |y|)^2 E_0^Q(\tau_1^2),
\]

by Proposition 3.6 (which can be used to bound the second moment of \( \tau_1 \) uniformly in \( \mathbb{P} \)) we see that it will suffice to show that the numerators of both matrices are close, i.e. that given any \( c' > 0 \), there exists \( \varepsilon' = \varepsilon'(y, c') > 0 \) such that if \( \text{dis}(\mathbb{P}) < \varepsilon' \) then

\[
\left| E_0^Q \left( \Gamma(\nabla \tilde{\Lambda}_a(0)) e^{-\tilde{\Lambda}_a(0) \tau_1} \mathbb{E} \prod_{j=1}^{\tau_1} \xi(X_{j-1}, \Delta_j(X)) \right) - E_0^Q(\Gamma(y)) \right| < c'.
\]

Now, writing \( \Xi_a(0) := e^{-\tilde{\Lambda}_a(0) \tau_1} \mathbb{E} \prod_{j=1}^{\tau_1} \xi(X_{j-1}, \Delta_j(X)) \) for simplicity, observe that we can bound the left-hand side of (4.12) from above by

\[
E_0^Q \left( \| \Gamma(\nabla \tilde{\Lambda}_a(0)) - \Gamma(y) \| \Xi_a(0) \right) + E_0^Q \left( \| \Gamma(y) \| \Xi_a(0) - 1 \right).
\]
Since by Remark 6 we have

\[ |\Xi_a(0) - 1| \leq h(\text{dis}(P))\tau_1 e^{h(\text{dis}(P))\tau_1}, \]  

(4.13)

and, furthermore, it is straightforward to verify that

\[ \|\Gamma(\nabla \Xi_a(0)) - \Gamma(y)\| \leq 5(\|\nabla \Xi_a(0) - y\| \vee 1)\tau_1^2 \]  

(4.14)

and

\[ \|\Gamma(y)\| \leq |X_{\tau_1} - y\tau_1|^2 \leq (1 + |y|)^2\tau_1^2, \]  

(4.15)

(4.12) follows at once from (4.13)-(4.14)-(4.15) by using Propositions 3.6 and 4.1. □

The last auxiliary lemma states that \( \|H_a^*(0)^{-1}\| \) is uniformly bounded over \( P_\kappa \).

**Lemma 4.8.** The mapping \( \alpha \mapsto H_a^*(0) \) is continuous on \( \mathcal{M}_1^1(\mathcal{V}) := \{ \alpha \in \mathcal{M}_1(\mathcal{V}) : \inf_{e \in \mathcal{V}} \alpha(e) > 0 \} \). In particular, for any \( \kappa > 0 \) we have \( \sup_{P \in P_\kappa} \|H_a^*(0)^{-1}\| < \infty \).

**Proof.** By definition of \( H_a^*(0) \), it suffices to check that the mappings

\[ \alpha \mapsto E_0^Q(\tau_1) \quad \text{and} \quad \alpha \mapsto E_0^Q((X_{\tau_1} - y\tau_1)^T(X_{\tau_1} - y\tau_1)) \]

are continuous on \( \mathcal{M}_1^1(\mathcal{V}) \). The proof for both mappings is similar, so we only show the continuity of \( \alpha \mapsto E_0^Q(\tau_1) \). To this end, since \( E_0^Q(\tau_1 1_{(\tau_1 > N)}) \to 0 \) as \( N \to \infty \) uniformly over \( \mathcal{M}_1^1(\mathcal{V}) \) by Proposition 3.6 it will be enough to show that \( \alpha \mapsto E_0^Q(\tau_1 1_{(\tau_1 = N)}) \) is continuous for every \( N \geq 1 \). But, using the Markov property together with the fact that \( Q_\kappa(\beta_0 = \infty) \) does not depend on \( x \), it is not difficult to see that \( E_0^Q(\tau_1 1_{(\tau_1 = N)}) \) is a polynomial of degree \( N \) in the weights \( u = (u(e))_{e \in \mathcal{V}} \) from (3.2). Indeed, we have

\[ E_0^Q(\tau_1 1_{(\tau_1 = N)}) = \sum \frac{n}{\pi} \prod_{j=1}^n \alpha(\Delta_j(\bar{x}_n)), \]

where the sum is over all paths \( \bar{x}_n \) of length \( n \) which start at 0 and be extended to an infinite path \( \bar{x}_\infty \) such that \( \tau_1(\bar{x}_\infty) = n \), where \( \tau_1(\bar{x}_\infty) \) denotes the analogue of \( \tau_1 \) but for \( \bar{x}_\infty \). Therefore, since the weights \( u(e) \) all depend continuously on \( \alpha \), the continuity of \( \alpha \mapsto E_0^Q(\tau_1 1_{(\tau_1 = N)}) \) follows.

Finally, to check the last statement, we first notice that \( \alpha \mapsto \|H_a^*(0)^{-1}\| \) is also continuous on \( \mathcal{M}_1^1(\mathcal{V}) \) by Proposition 4.2 since the mappings \( A \mapsto A^{-1} \) and \( A \mapsto \|A\| \) are also continuous in their respective domains. Hence, since \( \mathcal{M}_1^1(\mathcal{V}) \) is compact for any \( \kappa > 0 \) and

\[ \sup_{P \in P_\kappa} \|H_a^*(0)^{-1}\| = \sup_{\alpha \in \mathcal{M}_1^1(\mathcal{V})} \|H_a^*(0)^{-1}\|, \]

the last statement now follows. □

We are now ready to show (I1) and (I2). To check (I1), using Lemmas 4.7, 4.8 we may choose \( \epsilon_2 > 0 \) depending only on \( y, d \) and \( \kappa \) such that if \( \text{dis}(P) < \epsilon_2 \) then

\[ \|H_a(0) - H_a^*(0)\| \leq \frac{1}{2} \sup_{P \in P_\kappa} \|H_a^*(0)^{-1}\| \]

Then, using the identity \( A^{-1} - B^{-1} = A^{-1}(B - A)B^{-1} \) for any invertible matrices \( A, B \in \mathbb{R}^{d \times d} \), we have that, for any \( P \in P_\kappa \), if \( \text{dis}(P) < \epsilon_2 \) then

\[ \|H_a(0) - H_a^*(0)\| \leq \|H_a(0)^{-1}\| \|H_a(0) - H_a^*(0)\| \|H_a^*(0)^{-1}\| < \frac{1}{2} \|H_a(0)^{-1}\|, \]
so that by the triangle inequality
\[ \|H_a(0)^{-1}\| \leq \frac{1}{2} \|H_a(0)^{-1}\| + \|(H_a^* (0))^{-1}\| \]
and thus
\[ \|H_a(0)^{-1}\| \leq 2 \|(H_a^* (0))^{-1}\| \leq 2 \sup_{P \in \mathcal{P}_k} \|(H_a^* (0))^{-1}\|. \]
This shows (I1) for \( c := 2 \sup_{P \in \mathcal{P}_k} \|(H_a^* (0))^{-1}\| \). It remains to check (I2).

By arguing as in the proof of Lemma 4.7, to check (I2) it will suffice to show that, given \( c' > 0 \), one can find \( \epsilon'_2 = \epsilon'_2(y, c'), \delta = \delta(y, c') > 0 \) such that if \( \text{dis}(P) < \epsilon'_2 \) then
\[ \sup_{|\theta| < \delta} \|E_0^Q (\Gamma(\nabla \Lambda_a(\theta)) \Xi_a(\theta)) - E_0^Q (\Gamma(\nabla \Lambda_a(0)) \Xi_a(0))\| < c' \]
where, for \( v, \theta \in \mathbb{R}^d \), we set
\[ \Gamma(v) := (X_{\tau_1} - v\tau_1)^T (X_{\tau_1} - v\tau_1) \quad \text{and} \quad \Xi_a(\theta) := e^{(\theta, X_{\tau_1} - \overline{\Lambda}_a(\theta)\tau_1) E \prod_{j=1}^{\tau_1} \xi(X_{j-1}, \Delta_j(X))}. \]

But this can be done as in the proof of Lemma 4.7 by using Lemma 4.6 and (4.13)-(4.14)-(4.15) together with the inequalities
\[ \|\Gamma(\nabla \Lambda_a(\theta)) - \Gamma(\nabla \Lambda_a(0))\| \leq 5|\nabla \Lambda_a(\theta) - \nabla \Lambda_a(0)| \vee 1)\tau_1^2 \]
and
\[ |\Xi_a(\theta) - \Xi_a(0)| \leq 2(|\theta| + h(\text{dis}(P)))\tau_1 e^{2(|\theta| + h(\text{dis}(P)))\tau_1} \]
for \( h \) as in Remark 3.1, which are both straightforward to check. This shows (I2) and therefore completes the proof of Proposition 4.3.

5. Non-triviality of \( \lim_{n \to \infty} \Phi_n(\theta) \) - Proof of Propositions 3.9 and 3.10

5.1 Proof of Proposition 3.9

The first step in the proof will be to show that there exists \( \gamma_1 = \gamma_1(y) > 0 \) such that, for any \( P \in \mathcal{P}_\kappa \), whenever \( |\theta| \vee \text{dis}(P) < \gamma_1 \) we have that (3.20) holds. This will be a consequence of the following two lemmas.

Lemma 5.1. For all \( \theta \in \mathbb{R}^d \),
\[ E_0^Q \left( e^{(\theta, X_{\tau_1}) - \overline{\Lambda}_a(\theta)\tau_1 E \prod_{j=1}^{\tau_1} \xi(X_{j-1}, \Delta_j(X))} \right) \leq 1. \]

Lemma 5.2. There exists \( \gamma_1 = \gamma_1(y) > 0 \) such that, for any \( P \in \mathcal{P}_\kappa \), whenever \( |\theta| \vee \text{dis}(P) < \gamma_1 \),
\[ E_0^Q \left( e^{(\theta, X_{\tau_1}) - \overline{\Lambda}_a(\theta)\tau_1 E \prod_{j=1}^{\tau_1} \xi(X_{j-1}, \Delta_j(X))} \right) \geq 1. \]

Postponing the proofs of these lemmas for a moment, let us finish the proof of Proposition 3.9. For \( \theta \in \mathbb{R}^d, P \in \mathcal{P}_\kappa \) such that \( |\theta| \vee \text{dis}(P) < \gamma_1 \) we may define the probability measure \( \mu(\theta) \) on \( \mathbb{Z}^d \) as
\[ \mu(\theta)(x) := E_0^Q \left( e^{(\theta, X_{\tau_1}) - \overline{\Lambda}_a(\theta)\tau_1 E \prod_{j=1}^{\tau_1} \xi(X_{j-1}, \Delta_j(X))} ; X_{\tau_1} = x \right) \]
and consider the random walk $Y^{(\theta)} = (Y_n^{(\theta)})_{n \in \mathbb{N}_0}$ with jump distribution $\mu^{(\theta)}$. Then, if $\hat{E}_0^{(\theta)}$ denotes expectation with respect to $\hat{P}^{(\theta)}$, the law of $Y^{(\theta)}$ starting from 0, we have that

$$\lim_{n \to \infty} \mathbb{E} \Phi_n(\theta) = \frac{1}{\hat{E}_0^{(\theta)}((Y_n, \ell))}. \quad (5.3)$$

Indeed, using (3.20) and the renewal structure of the $Q$-random walk, for each $n \geq 1$ we have

$$\mathbb{E} \Phi_n(\theta) = \sum_{k=1}^{\infty} \hat{E}_0^{(\theta)}\left( e^{(\theta, X_k) - \Lambda_\theta(\theta) \tau_k} \mathbb{E}^{\tau_k} \prod_{j=1}^{\tau_k} \xi(X_{j-1}, \Delta_j(X)) ; L_n = \tau_k \right)$$

$$= \sum_{k=1}^{\infty} \hat{P}_0^{(\theta)}(\langle Y_k, \ell \rangle = n) = \hat{P}_0^{(\theta)}(\langle Y_k, \ell \rangle = n \text{ for some } k \geq 1) \quad (5.4)$$

so that (5.3) is now a consequence of the renewal theorem for the sequence $(\langle Y_k - Y_{k-1}, \ell \rangle)_{k \geq 1}$. Finally, Proposition 3.9 then follows (5.3) and the next lemma.

**Lemma 5.3.** There exists $\gamma_1 = \gamma_1(y) > 0$ such that, for any $P \in \mathcal{P}_\kappa$, whenever $|\theta| \lor \text{d} \sigma(P) < \gamma_1$,

$$\hat{E}_0^{(\theta)}((Y_n, \ell)) < \infty.$$

Thus, in order to complete the proof of Proposition 3.9 we only need to prove Lemmas 5.1, 5.2 and 5.3 above. The rest of this subsection is devoted to this.

**Proof of Lemma 5.1.** Given $\delta > 0$, let us write $\eta_{\theta, \delta} := \Lambda_\theta(\theta) + \delta$ for simplicity and for $n \geq 1$ define

$$\Upsilon_{n, \delta}(\theta) := \hat{E}_0^{Q}\left(e^{(\theta, X_n) - \eta_{\theta, \delta} \tau_n} \mathbb{E}^{\tau_n} \prod_{j=1}^{\tau_n} \xi(X_{j-1}, \Delta_j(X))\right).$$

Then, by splitting the expectation in the definition of $\Upsilon_{n, \delta}(\theta)$ according to the different possible values for $\tau_n$, we have as in (3.23) that

$$\Upsilon_{n, \delta}(\theta) \leq \sum_{k=n}^{\infty} e^{-\eta_{\theta, \delta} k} \hat{E}_0^{Q}\left(e^{(\theta, X_k)} \mathbb{E}^{k} \prod_{j=1}^{k} \xi(X_{j-1}, \Delta_j(X))\right) \quad (5.5)$$

Since, for some $o(1) \to 0$ as $k \to \infty$ we have

$$\hat{E}_0^{Q}\left(e^{(\theta, X_k)} \mathbb{E}^{k} \prod_{j=1}^{k} \xi(X_{j-1}, \Delta_j(X))\right) = e^{(\Lambda_\theta(\theta) + o(1)) k},$$

from (5.5) we obtain that for all $n$ sufficiently large (depending on $\delta$)

$$\Upsilon_{n, \delta}(\theta) \leq \sum_{k=n}^{\infty} e^{-\frac{\delta}{2} k} = \frac{e^{-\frac{\delta}{2} n}}{1 - e^{-\frac{\delta}{2}}} \quad (5.7)$$

On the other hand, by the renewal structure, we have $Q_0$-almost surely,

$$\mathbb{E} \prod_{j=1}^{\tau_n} \xi(X_{j-1}, \Delta_j(X)) = \prod_{i=0}^{n-1} \left( \mathbb{E} \prod_{j=\gamma_i+1}^{\gamma_{i+1}} \xi(X_{j-1}, \Delta_j(X)) \right) \quad (5.8)$$
From this, using the renewal structure once again together with the translation invariance of \( \mathbb{P} \), we see that for all \( n \geq 1 \)

\[
\mathbb{Y}_{n,\delta}(\theta) = \mathbb{Y}_{1,\delta}(\theta) \left( \mathbb{E}_0^Q \left( e^{\langle \theta, X_{\tau_1} \rangle} \prod_{j=1}^{\tau_1} \xi(X_{j-1}, \Delta_j(X)) \right) \right)^{-1}. 
\]

(5.9)

Since \( \mathbb{Y}_{1,\delta}(\theta) > 0 \), in light of (5.7) we conclude that

\[
\mathbb{E}_0^Q \left( e^{\langle \theta, X_{\tau_1} \rangle} \prod_{j=1}^{\tau_1} \xi(X_{j-1}, \Delta_j(X)) \right) \leq e^{-\frac{\delta}{2}}.
\]

Letting \( \delta \searrow 0 \), by monotone convergence we get the desired result. \( \square \)

**Proof of Lemma 5.2.** Given \( \theta \in \mathbb{R}^d \), \( n \geq 1 \) and \( r \in \mathbb{R} \), let us write

\[
\Xi_{n,r}(\theta) := e^{\langle \theta, X_n \rangle - r n} \prod_{j=1}^{n} \xi(X_{j-1}, \Delta_j(X)).
\]

(5.10)

Then, by splitting \( \mathbb{E}_0^Q(\Xi_{n,r}(\theta)) \) according to the different events \( \{ n \in (\tau_m, \tau_{m+1}], \ n = \tau_m + i \} \) for \( m = 0, \ldots, n-1 \) and \( i = 1, \ldots, n \) and using the Markov property at \( \tau_m \), we see that

\[
\mathbb{E}_0^Q(\Xi_{n,r}(\theta)) \leq \sum_{m=0}^{n-1} \sum_{i=1}^{n} \mathbb{E}_0^Q(\Xi_{\tau_m,r}(\theta) ; \tau_m = n-i) \mathbb{E}_0^Q(\Xi_{i,r}(\theta) ; \tau_1 > i)
\]

\[
\leq \sum_{m=0}^{n-1} \mathbb{E}_0^Q(\Xi_{\tau_m,r}(\theta)) \mathbb{E}_0^Q\left( \sup_{i \leq \tau_1} \Xi_{i,r}(\theta) \right) \left( 1 + \mathbb{E}_0^Q\left( \sup_{i \leq \tau_1} \Xi_{i,r}(\theta) \right) \sum_{m=1}^{\infty} \left( \mathbb{E}_0^Q(\Xi_{\tau_1,r}(\theta)) \right)^{m-1} \right)
\]

(5.11)

where, in order to obtain the last inequality, we have used that for \( m \geq 1 \),

\[
\mathbb{E}_0^Q(\Xi_{\tau_m,r}(\theta)) = \mathbb{E}_0^Q(\Xi_{\tau_1,r}) \left( \mathbb{E}_0^Q(\Xi_{\tau_1,r}) \right)^{m-1}
\]

which follows from the renewal structure as in (5.9).

Now, if we take then \( r = \overline{\Lambda}_a(\theta) - \delta \) for some \( \delta > 0 \) then by Remark 6 we have, for any \( i \geq 1 \),

\[
\Xi_{i,r}(\theta) \leq \exp\left( (2||\theta|| + h(\text{dis}(\mathbb{P})) + \delta) i \right).
\]

If we choose \( \gamma_1 \) and \( \delta \) small enough (but depending only on \( y \)) so that \( 2||\theta|| + h(\text{dis}(\mathbb{P})) + \delta < \frac{2\gamma_1}{2} \)

whenever \( ||\theta|| \vee \text{dis}(\mathbb{P}) < \gamma_1 \), where \( \gamma_0 \) is as in Proposition 3.5, then we obtain that

\[
\mathbb{E}_0^Q\left( \sup_{i \leq \tau_1} \Xi_{i,r}(\theta) \right) \leq \mathbb{E}_0^Q\left( e^{\frac{2\gamma_1}{2} i} \right) < \infty,
\]

(5.12)

and combining (5.12), with Lemma 3.3 shows that \( \mathbb{E}_0^Q(\sup_{i \leq \tau_1} \Xi_{i,r}(\theta)) < \infty \) as well. Thus, since the bound in (5.11) is uniform in \( n \), if \( \mathbb{E}_0^Q(\Xi_{\tau_1,r}(\theta)) < \infty \) then we would have \( \sup_{n \geq 1} \mathbb{E}_0^Q(\Xi_{n,r}(\theta)) < \infty \), and this in turn would imply that

\[
\lim_{n \to \infty} \frac{1}{n} \log \mathbb{E}_0^Q(\Xi_{n,r}(\theta)) = 0.
\]

However, observe that by choice of \( r \), definition of \( n,r \) and (5.6), we have that

\[
\lim_{n \to \infty} \frac{1}{n} \log \mathbb{E}_0^Q(\Xi_{n,r}(\theta)) = \delta
\]
so that in reality whenever $|\theta| \vee \text{dis}(\mathbb{P}) < \gamma_1$ we must have

$$1 \leq \mathbb{E}_0^Q(\Xi_{\tau_1}(\theta)) = \mathbb{E}_0^Q \left( e^{(\theta, X_{\tau_1}) - (\mathbb{A}_n(\theta) - \delta_{\tau_1})} \prod_{j=1}^{\tau_1} \xi(X_{j-1}, \Delta_j(X)) \right).$$

Letting $\delta \searrow 0$, by dominated convergence we get the desired result (note that we can indeed use dominated convergence since $\mathbb{E}_0^Q(\Xi_{\tau_1}(\theta)) < \infty$ for $r = \mathbb{A}_n(\theta) - \delta$ and $\delta > 0$ sufficiently small, by (5.12) and choice of $\gamma_0$). This concludes the proof.

**Proof of Lemma 5.3.** Since $(Y_1, \ell) \leq \tau_1$ by definition of $\tau_1$, using also that $\tau_1 \leq \frac{1}{\delta} e^{\delta \tau_1}$ for any $\delta > 0$, we see that

$$\mathbb{E}_0^{(\theta)}((Y_n, \ell)) \leq \frac{1}{\delta} \mathbb{E}_0^Q \left( e^{(\theta, X_{\tau_1}) - (\mathbb{A}_n(\theta) - \delta_{\tau_1})} \prod_{j=1}^{\tau_1} \xi(X_{j-1}, \Delta_j(X)) \right)$$

and so the lemma now follows as in the proof of (5.12).

**5.2 Proof of Proposition 3.10** We will show that there exists a constant $\gamma_2 > 0$, depending only on $y, d$ and $\kappa$ such that, for any $\mathbb{P} \in \mathcal{P}_\kappa$, if $\text{dis}(\mathbb{P}) < \gamma_2$ then

$$\sup_{n \geq 1, |\theta| < \gamma_2} \mathbb{E}(\Phi_n(\theta))^2 < \infty.$$

This is equivalent to showing that

$$\sup_{n \geq 1, |\theta| < \gamma_2} \mathbb{E}_{0,0}^Q \left( e^{(\theta, X_{L_n} + \tilde{X}_{L_n}) - (\mathbb{A}_n(\theta)(L_n + \tilde{L}_n))} \prod_{j=1}^{L_n} \xi(X_{j-1}, \Delta_j(X)) \prod_{j=1}^{\tilde{L}_n} \xi(\tilde{X}_{j-1}, \Delta_j(\tilde{X})) ; n \in \mathcal{L} \right) < \infty,$$

where $X = (X_n)_{n \in \mathbb{N}_0}$ and $\tilde{X} = (\tilde{X}_n)_{n \in \mathbb{N}_0}$ are independent copies of the conditioned random walk with law $\mathbb{Q}_0$, $\tilde{L}_n$ and $\tilde{\tau}_n$ are the analogues of $L_n \tau_n$ but for $\tilde{X}$, and

$$\mathcal{L} := \{ n \geq 0 : \langle X_i, \ell \rangle \geq n \text{ for all } i \geq L_n, \langle \tilde{X}_j, \ell \rangle \geq n \text{ for all } j \geq \tilde{L}_n \} \quad (5.14)$$

are the so-called *common renewal levels*. In the sequel, we shall write $\mathbb{Q}_{x, \tilde{x}} := \mathbb{Q}_{x} \times \mathbb{Q}_{\tilde{x}}$ and $\mathbb{E}_{x, \tilde{x}}^Q$ to denote expectation with respect to $\mathbb{Q}_{x, \tilde{x}}$.

In order to check (5.13), let us introduce, for $x \in \mathbb{Z}^d$, $\ell \in \mathcal{V}$ and $n \geq 1$, the quantities

$$N_{x, e}(n) := \# \{ j \in \{1, \ldots, n \} : X_{j-1} = x, \Delta_j(X) = e \} = \sum_{j=1}^{n} \mathbb{1}_{x}(X_{j-1}) \mathbb{1}_{e}(\Delta_j(X))$$

and

$$N_x(n) := \# \{ j \in \{1, \ldots, n \} : X_{j-1} = x \} = \sum_{\ell \in \mathcal{V}} N_{x, e}(n),$$

as well as the corresponding analogues $\tilde{N}_{x, e}(n)$ and $\tilde{N}(n)$ for $\tilde{X}$. Then, using that by definition of $\text{dis}(\mathbb{P})$ we have that, for all $x \in \mathbb{Z}^d$, $\ell \in \mathcal{V}$ and $h$ as in Remark 6, the inequality

$$\omega(x, e) \leq \tilde{\omega}(x, e) e^{h(\text{dis}(\mathbb{P}))}$$
holds almost surely for any pair of independent environments \( \omega \) and \( \tilde{\omega} \) with law \( \mathbb{P} \), we have

\[
\mathbb{E} \prod_{j=1}^{L_n} \omega(X_{j-1}, \Delta_j(X)) \prod_{j=1}^{\tilde{L}_n} \omega(\tilde{X}_{j-1}, \Delta_j(\tilde{X})) = \prod_{x \in \mathbb{Z}^d} \mathbb{E} \prod_{e \in V} \omega(x, e)^{N_{x,e}(L_n) + \tilde{N}_{x,e}(\tilde{L}_n)} \\
\leq \prod_{x \in \mathbb{Z}^d} \mathbb{E} \prod_{e \in V} \omega(x, e)^{N_{x,e}(L_n)} \mathbb{E} \prod_{e \in V} \omega(x, e)^{\tilde{N}_{x,e}(\tilde{L}_n)} e^{h(\text{dis}(\mathbb{P})) [N_{x}(L_n) \cap \tilde{N}_{x}(\tilde{L}_n)]} \\
= \mathbb{E} \prod_{j=1}^{L_n} \omega(X_{j-1}, \Delta_j(X)) \mathbb{E} \prod_{j=1}^{\tilde{L}_n} \omega(\tilde{X}_{j-1}, \Delta_j(\tilde{X})) e^{h(\text{dis}(\mathbb{P})) I_n},
\]

where

\[
I_n := \sum_{x \in \mathbb{Z}^d} [N_{x}(L_n) \cap \tilde{N}_{x}(\tilde{L}_n)].
\]

Hence, we conclude that the supremum in (5.13) is bounded from above by

\[
A := \sup_{n \geq 1, |\theta| < \gamma_2, z \in \mathbb{V}_d} A_{z,n}(\theta), \tag{5.15}
\]

where, for \( z \in \mathbb{V}_d := \{ z \in \mathbb{Z}^d : \langle z, \ell \rangle = 0 \} \) and \( n \geq 1 \), we define

\[
A_{z,n}(\theta) := \overline{E}_{0,z}^{Q} (F_n(\theta); n \in \mathcal{L}) \tag{5.16}
\]

with

\[
F_n(\theta) := \phi_n(\theta) \tilde{\phi}_n(\theta) e^{h(\text{dis}(\mathbb{P})) I_n},
\]

where

\[
\phi_n(\theta) := e^{\langle \theta, X_n - X_0 \rangle - \overline{\mathcal{D}}_0(\theta)L_n} \mathbb{E} \prod_{j=1}^{L_n} \xi(X_{j-1} - X_0, \Delta_j(X)) \tag{5.17}
\]

and \( \tilde{\phi}_n(\theta) \) is defined analogously but interchanging \((X, L_n)\) with \((\tilde{X}, \tilde{L}_n)\).

In order to prove Proposition 3.10, we will show that \( A \) is finite provided that \( \theta \lor \text{dis}(\mathbb{P}) \) is taken sufficiently small (depending only on \( y, d \) and \( \kappa \)). To this end, let us set

\[
\zeta := \inf \{ m \geq 0 : \exists i, j \geq 1 \text{ such that } X_i = \tilde{X}_j \text{ and } \langle X_i, \ell \rangle = m \}, \tag{5.18}
\]

i.e. the first level in which both walks intersect at a time other than zero. Observe that whenever \( 1 \leq n \leq \zeta \) we have \( X_i \neq \tilde{X}_j \) for all \( i < L_n \) and \( j < \tilde{L}_n \), so that \( I_n = 1 \leq 1 \), with the only possible non-vanishing term being \( x = 0 \). In particular, by virtue of independence and the definition of \( \mathcal{L} \), we obtain that, for \( \gamma_1 = \gamma_1(y) > 0 \) as in the proof of Proposition 3.9 and any \( \mathbb{P} \in \mathcal{P}_\kappa \), whenever \( |\theta| \lor \text{dis}(\mathbb{P}) < \gamma_1 + \frac{1}{2} \) we have

\[
\overline{E}_{0,z}^{Q} (F_n(\theta); n \in \mathcal{L}, n \leq \zeta) \leq \overline{E}_{0,z}^{Q} \left( \phi_n(\theta) \tilde{\phi}_n(\theta) e^{h(1/2)}, n \in \mathcal{L} \right) \\
= e^{h(1/2)} \left[ \mathbb{E} \Phi_n(\theta) \right]^2 \leq e^{h(1/2)}
\]

where for the last inequality we have used that \( \mathbb{E} \Phi_n(\theta) \leq 1 \) since it coincides with a probability by (5.4). In light of this bound we see that, in order to show that \( A \) is finite, it only remains to obtain a suitable control on the expectation

\[
\overline{E}_{0,z}^{Q} \left( F_n(\theta); n \in \mathcal{L}, n > \zeta \right). \tag{5.19}
\]
To this end, define
\[ \sigma := \inf\{k \in \mathcal{L} : k > \zeta\}, \tag{5.20} \]
i.e. the first common renewal level after the walks first intersect (at a time other than zero). Then, by (5.3), the Markov property and translation invariance, (5.19) can be rewritten as
\[
\sum_{k=1}^{n} E_{0,z}^Q \left( F_n(\theta) ; n \in \mathcal{L}, \sigma = k \right)
= \sum_{k=1}^{n} \sum_{z' \in \mathcal{V}_d} E_{0,z}^Q \left( F_k(\theta) ; \sigma = k, \tilde{X}_{L_k} - X_{L_k} = z' \right) E_{0,z'}^Q \left( F_{n-k}(\theta) ; n-k \in \mathcal{L} \right)
\leq \sum_{k=1}^{n} E_{0,z}^Q \left( F_k(\theta) ; \sigma = k \right) \sup_{z' \in \mathcal{V}_d} A_{z',n-k}(\theta),
\]
where we use the convention \( A_{z',0}(\theta) := 1 \) and, to obtain the first equality, we have used that \( N_x(L_k) = \tilde{N}_x(L_n) \) whenever \( \langle x, \ell \rangle < k \) and \( N_x(L_k) = 0 \) whenever \( \langle x, \ell \rangle \geq k \) (and the analogous statements for \( \tilde{N}_x \)). Now, if we set
\[ B_{z,n}(\theta) := E_{0,z}^Q \left( F_n(\theta) ; \sigma = n \right), \tag{5.21} \]
then by the arguments above, for any \( \mathbb{P} \in \mathcal{P}_n \), \( n \geq 1 \) and \( z \in \mathcal{V}_d \), whenever \( |\theta| \vee \text{dis}(\mathbb{P}) < \gamma_1 + \frac{1}{2} \) we have
\[ A_{z,n}(\theta) \leq e^{h(1/2)} + \sum_{k=1}^{n} B_{z,k}(\theta) \sup_{z' \in \mathcal{V}_d} A_{z',n-k}(\theta). \tag{5.22} \]
The next lemma will be crucial to conclude the proof.

**Lemma 5.4.** There exists \( \gamma_3 = \gamma_3(y, d, \kappa) > 0 \) such that, for any \( \mathbb{P} \in \mathcal{P}_n \), whenever \( |\theta| \vee \text{dis}(\mathbb{P}) < \gamma_3 \),
\[ B := \sup_{z \in \mathcal{V}_d} \sum_{n=1}^{\infty} B_{z,n}(\theta) < 1. \]

**Completing proof of Proposition 3.10 (Assuming Lemma 5.4):** By (5.22), if we fix \( N \geq 1 \) then for any \( n \leq N \) we have
\[ A_{z,n}(\theta) \leq e^{h(1/2)} + \left( \sup_{m \leq N, z \in \mathcal{V}_d} A_{z,m}(\theta) \right) \sum_{k=1}^{N} B_{z,k}(\theta), \]
so that, upon taking suprema, we find
\[ \left( 1 - \sum_{k=1}^{N} B_{z,k}(\theta) \right) \sup_{n \leq N, z \in \mathcal{V}_d} A_{z,n}(\theta) \leq e^{h(1/2)}. \]
Hence, whenever \( |\theta| \vee \text{dis}(\mathbb{P}) < \gamma_3 \wedge \gamma_1 \wedge \frac{1}{2} =: \gamma_2 \), letting \( N \to \infty \) we conclude by Lemma 5.4 that \( A \leq e^{h(1/2)} (1-B) < \infty \) and thus Proposition 3.10 follows. \( \square \)

Hence, it only remains to prove Lemma 5.4.

**5.3 Proof of Lemma 5.4.** We will need the aid of three additional lemmas. Before stating these, we introduce \( B^*_{z,n}(\theta) \), the zero-disorder version of \( B_{z,n}(\theta) \), given by the formula
\[ B^*_{z,n}(\theta) := E_{0,z}^Q \left( e^{\langle \theta, X_{L_n} + (\tilde{X}_{L_n} - z') \rangle} \tilde{N}_u(\theta)(L_n + \tilde{L}_n) ; \sigma = n \right), \]
where \( \overline{\Lambda}_\nu^\ast (\theta) := \lim_{n \to \infty} \frac{1}{n} \log E_0^Q (e^{\theta X_n}) \) (note that this limit exists by Corollary 3.3 applied to the particular case of zero-disorder environmental laws). The three additional lemmas we need are then the following:

**Lemma 5.5.** Given \( \kappa > 0 \), there exists \( \delta = \delta(y,d,\kappa) > 0 \) such that, for any \( P \in \mathcal{P}_\kappa \),

\[
\sup_{z \in \mathbb{V}_d} \sum_{n=1}^\infty B_{z,n}^\ast (0) = \sup_{z \in \mathbb{V}_d} Q_{0,z}^\ast (\sigma < \infty) < 1 - \delta.
\]

**Lemma 5.6.** Given \( \kappa > 0 \), there exist \( \gamma_4 = \gamma_4(y,d,\kappa) \), \( K_0 = K_0(y,d,\kappa) > 0 \) such that

\[
\sum_{n=1}^\infty \left[ \sup_{P \in \mathcal{P}_\kappa(\gamma_4)} \sup_{\theta < \gamma_4, z \in \mathbb{V}_d} B_{z,n}(\theta) \right] \leq K_0,
\]

where \( \mathcal{P}_\kappa(\gamma_4) := \{ P \in \mathcal{P}_\kappa : \text{dis}(P) < \gamma_4 \} \).

**Lemma 5.7.** For every \( n \geq 1 \) and \( \eta > 0 \) there exists \( \gamma_5 = \gamma_5(y,n,\eta) > 0 \) such that, for any \( P \in \mathcal{P}_\kappa \), whenever \( \text{dis}(P) < \gamma_5 \) one has

\[
\sup_{\theta < \gamma_5, z \in \mathbb{V}_d} \left[ B_{z,n}(\theta) - B_{z,n}^\ast (0) \right] < \eta.
\]

Proofs of Lemma ?? - Lemma 5.7 span Section 5.4 - Section 5.6. Assuming these, let us first complete

**Proof of Lemma 5.4 (assuming Lemma 5.5-Lemma 5.7):**

Take \( \delta = \delta(y,d,\kappa) > 0 \) as in Lemma 5.5. Since \( B_{z,n}^\ast (\theta) \geq 0 \), by Lemma 5.6 there exists \( \gamma_4 = \gamma_4(y,d,\kappa) > 0 \) and \( N = N(y,d,\kappa,\delta) \geq 1 \) such that, for any \( P \in \mathcal{P}_\kappa \), if \( \text{dis}(P) < \gamma_4 \) then

\[
\sum_{n > N} \left( \sup_{\theta < \gamma_4, z \in \mathbb{V}_d} |B_{z,n}(\theta) - B_{z,n}^\ast (0)| \right) \leq \sum_{n > N} \left( \sup_{\theta < \gamma_4, z \in \mathbb{V}_d} B_{z,n}(\theta) \right) < \frac{\delta}{4}. \tag{5.23}
\]

Furthermore, by Lemma 5.7 there exists \( \gamma_5 = \gamma_5(y,d,\kappa,N,\delta) > 0 \) such that, for any \( P \in \mathcal{P}_\kappa \), whenever \( \text{dis}(P) < \gamma_5 \) we have

\[
\sum_{n=1}^N \sup_{\theta < \gamma_5, z \in \mathbb{V}_d} [B_{z,n}(\theta) - B_{z,n}^\ast (0)] < \frac{\delta}{4}. \tag{5.24}
\]

Combined with (5.23) and (5.24), Lemma 5.5 then yields the bound

\[
B \leq \sup_{z \in \mathbb{V}_d} \sum_{n=1}^\infty B_{z,n}(0) + \sum_{n=1}^\infty \sup_{\theta < \gamma_5, z \in \mathbb{V}_d} [B_{z,n}(\theta) - B_{z,n}^\ast (0)] < 1 - \frac{\delta}{2}
\]

for any \( P \in \mathcal{P}_\kappa \) such that \( \text{dis}(P) < \gamma_3 := \gamma_4 \land \gamma_5 \).

**5.4 Proof of of Lemma 5.7.** For \( z \in \mathbb{V}_d \) and \( n \geq 1 \), by H"older’s inequality we have

\[
B_{z,n}(\theta) - B_{z,n}^\ast (0) = E_0^Q (F_n(\theta) - 1; \sigma = n) \leq \left[ E_0^Q \left( (F_n(\theta) - 1)^2 \right) \right]^\frac{1}{2} \left[ Q_{0,z}^\ast (\sigma = n) \right]^\frac{1}{2} \leq \left[ E_0^Q \left( (F_n(\theta))^2 \right) \right]^\frac{1}{2} + 1 \left[ Q_{0,z}^\ast (\sigma = n) \right]^\frac{1}{2}.
\]

Now, on the one hand, by Remark 6 the bounds \( I_n \leq L_n \leq \tau_n \) and the renewal structure, whenever \( |\theta| \vee h(\text{dis}(P)) < \frac{\theta_0}{16} \), where \( \theta_0 \) is the constant from Proposition 3.6, we have that

\[
\left[ E_0^Q \left( (F_n(\theta))^2 \right) \right]^\frac{1}{2} \leq E_0^Q \left( e^{(|\theta| + h(\text{dis}(P))) \tau_n} \right) = \left[ E_0 \left( e^{(|\theta| + h(\text{dis}(P))) \tau_n} \right) \right]^n \leq \left[ \frac{2}{e} \right]^n. \tag{5.25}
\]
where \( \tau > 0 \) is the constant from Lemma 3.4. On the other hand, by the nature of renewal times, on the event that \( \sigma = n \) there exist some \( k \in \{1, \cdots, L_n \} \) and \( k' \in \{1, \cdots, \tilde{L}_n \} \) such that \( X_k = \tilde{X}_{k'} \). In particular, it follows that

\[
\overline{Q}_{0,z}(\sigma = n) \leq \overline{Q}_0 \left( \sup_{1 \leq k \leq L_n} |X_k| \geq \frac{|z|}{2} \right) + \overline{Q}_z \left( \sup_{1 \leq k' \leq \tilde{L}_n} |X_{k'} - z| \geq \frac{|z|}{2} \right)
\]

\[
= 2\overline{Q}_0 \left( \sup_{1 \leq k \leq L_n} |X_k| \geq \frac{|z|}{2} \right) 
\]

\[
\leq 2\overline{Q}_0 (\tau_n \geq \frac{|z|}{2}) \leq 4 \frac{E_0^Q (\tau_n)}{|z|} = 4 \frac{E_0^Q (\tau_1)^n}{|z|}.
\]

(5.26)

From (5.25) and (5.26), using Lemma 3.4 and Proposition 3.6, it is straightforward to check that there exists \( R_0 = R_0(y, n, \eta) > 0 \) such that if \( \text{dis}(\mathbb{P}) < h^{-1}(\frac{n}{16}) \) then

\[
\sup_{|\theta| < \frac{70}{16}, |z| > R_0} [B_{z,n}(\theta) - B_{z,n}^*(0)] < \eta.
\]

Finally, by an argument similar to the one used for (5.25), Remark 6 and the mean value theorem together yield that \( |B_{z,n}(\theta) - B_{z,n}^*(0)| \leq 2(|\theta| + h(\text{dis}(\mathbb{P}))) \overline{E}_0^Q (\tau_n) e^{2(\eta + L(\text{dis}(\mathbb{P}))\tau_n)} \) for any fixed \( z \in \mathbb{Z}^d \). In particular, by Lemma 3.1 and Proposition 3.6, it follows that for any \( R > 0 \) there exists \( \gamma_R = \gamma_R (y, n, R, \eta) > 0 \) such that if \( |\theta| \vee \text{dis}(\mathbb{P}) < \gamma_R \) then \( \sup_{|\theta| < \gamma_R, |z| \leq R} [B_{z,n}(\theta) - B_{z,n}^*(0)] < \eta \). Then (5.27) yields the result with \( \gamma_5 := h^{-1}(\frac{n}{16}) \wedge \gamma_{R_0} \).

5.5 Proof of Lemma 5.6. Next, we prove Lemma 5.6. If we set \( \psi := \sup\{n \in \mathcal{L} : n \leq \tau \} \) then, similarly to (5.19), we can decompose

\[
B_{z,n}(\theta) = \sum_{j=0}^{n-1} E_0^Q (F_n(\theta) ; \sigma = n, \psi = j)
\]

\[
= \sum_{j=0}^{n-1} \sum_{z' \in \mathbb{V}_d} E_0^Q (F_j(\theta) ; \tilde{X}_{L_j} - X_{L_j} = z', \psi = j) E_0^Q (F_{n-j}(\theta) ; n - j = \inf\{k \in \mathcal{L} : k > 0 \} > \tau)
\]

\[
\leq \sum_{j=0}^{n-1} \left[ \sup_{z'' \in \mathbb{V}_d} E_0^Q (F_j(\theta) ; \tilde{X}_{L_j} - X_{L_j} = z'') \right] \sum_{z' \in \mathbb{V}_d} D_{n-j,z'}(\theta),
\]

(5.28)

where for \( n \geq 1 \) and \( z' \in \mathbb{V}_d \), we write

\[
D_{n,z'}(\theta) := E_0^Q (F_n(\theta) ; n = \inf\{k \in \mathcal{L} : k > 0 \} > \tau).
\]

(5.29)

Note that \( \psi = j \) implies that \( I_j \leq 1 \) so that, recalling the random walk \( Y^{(\theta)} \) with law \( \tilde{F}_0^{(\theta)} \) defined in the proof of Proposition 3.9, if we write \( \tilde{F}_0^{(\theta)} := \tilde{F}_0^{(\theta)} \times \tilde{F}_0^{(\theta)} \) then for any \( j \geq 1 \) we have

\[
E_0^Q (F_j(\theta) ; \tilde{X}_{L_j} - X_{L_j} = z') \leq e^{h(\text{dis}(\mathbb{P}))} E_0^Q (\tilde{\phi}_j(\theta) \tilde{\phi}_j(\theta) ; \tilde{X}_{L_j} - X_{L_j} = z', j \in \mathcal{L})
\]

\[
= e^{h(\text{dis}(\mathbb{P}))} \tilde{F}_0^{(\theta)} (\exists k, m : \langle Y_k, \ell \rangle = j, \tilde{Y}_m - Y_k = z' - z)
\]

\[
\leq e^{h(\text{dis}(\mathbb{P}))} \sum_{(x, \ell) = j} \tilde{F}_0^{(\theta)} (\exists m : \langle \tilde{Y}_m, \ell \rangle = x + z' - z).
\]
Thus,

\[
\mathcal{E}_{0,x}(F_j(\theta) ; \mathbb{X}_{L_j} - X_{L_j} = z', \psi = j) \\
\leq e^{h(\text{dis}(\mathbb{P}))} \left[ \sup_{(x,\ell) = j} \mathbb{P}_0(\exists k : \langle Y_k, \ell \rangle = x) \right] \sum_{(x,\ell) = j} \mathbb{P}_0(\exists m : \langle \overline{Y}_m, \ell \rangle = x + z' - z) \\
= e^{h(\text{dis}(\mathbb{P}))} \left[ \sup_{(x,\ell) = j} \sum_{k \in \mathbb{N}} \mathbb{P}_0(\langle Y_k, \ell \rangle = x) \right] \mathbb{P}_0(\exists m : \langle \overline{Y}_m, \ell \rangle = j) \\
\leq e^{h(\text{dis}(\mathbb{P}))} \sup_{(x,\ell) = j} \sum_{k \in \mathbb{N}} \mu_k^{(\theta)}(x),
\]

where \(\mu^{(\theta)}\) is as in (5.22) and, given any probability measure \(\mu\), \(\mu_k\) denotes its \(k\)-fold convolution. Observe that for \(j = 0\) we obtain directly from (5.30) the upper bound \(e^{h(\text{dis}(\mathbb{P}))}\).

Now, in the proof of [BS02, Theorem 5.1] it is shown that, whenever \(d \geq 4\), given any \(c_1, c_2, c_3 > 0\) there exists \(K_1 = K_1(d, c_1, c_2, c_3) > 1\) such that for any \(j \geq 1\)

\[
\sup_{(x,\ell) = j} \sum_{k \in \mathbb{N}} \mu_k(x) \leq \frac{K_1}{(1 + j)^{(d-1)/2}}
\]

holds uniformly over all probability measures \(\mu\) on \(\mathbb{Z}^d\) satisfying

C1. \(\sum_{x \in \mathbb{Z}^d} \mu(x)e^{c_1|x|} \leq 2\),

C2. \(\sum_{x \in \mathbb{Z}^d} \mu(x) \geq c_2 I_d\), where \(I_d\) denotes the \(d \times d\) identity matrix,

C3. \(|\sum_{x \in \mathbb{Z}^d} (x,\ell) \mu(x)| > c_3\).

More precisely, it is shown that for any measure \(\mu\) satisfying these conditions and \(k \in \mathbb{N}\) one has the estimate

\[
\mu_k(x) \leq C (\varphi_k^{(1)}(x) + \varphi_k^{(2)}(x))
\]

for some constant \(C = C(d, c_1, c_2, c_3) > 0\), where

\[
\sum_{k \in \mathbb{N}} \varphi_k^{(1)}(x) \leq \frac{K_1'}{(1 + |x|)^{(d-1)/2}} \quad \text{and} \quad \sum_{k \in \mathbb{N}} \varphi_k^{(2)}(x) \leq K_1'' e^{-\delta|x|}
\]

for some constants \(\delta, K_1', K_1'' > 0\) depending only on \(d, c_1, c_2\) and \(c_3\).

Thus, to bound (5.31) we will show that there exists \(\nu = \nu(y, d, \kappa) > 0\) such that, for any \(\mathbb{P} \in \mathcal{P}_\kappa\), whenever \(|\theta| \vee \text{dis}(\mathbb{P}) < \nu\) the measure \(\mu^{(\theta)}\) satisfies (C1)-(C2)-(C3) above for some \(c_1, c_2, c_3 > 0\) depending only on \(y, d\) and \(\kappa\). Indeed, by the same type of argument leading to (5.25), we have

\[
\left| \sum_{x \in \mathbb{Z}^d} \mu^{(\theta)}(x)e^{c_1|x|} - 1 \right| \leq (2|\theta| + h(\text{dis}(\mathbb{P})) + c_1) \mathbb{E}_0(\tau_1 e^{(2|\theta|+h(\text{dis}(\mathbb{P}))+c_1)\tau_1})
\]

so that, by Lemma 3.3 and Proposition 3.6 there exists \(\nu_1 = \nu_1(y) > 0\) such that if \(c_1 > 0\) is taken small enough (depending only on \(y\)) then (C1) holds when \(|\theta| \vee \text{dis}(\mathbb{P}) < \nu_1\). On the other hand, since \(\langle X_{\tau_1} - X_0, \ell \rangle \geq +1\) by definition of \(\tau_1\), it follows that

\[
\left| \sum_{x \in \mathbb{Z}^d} x \mu^{(\theta)}(x) \right| \geq \mathbb{E}_0(\phi_1(\theta)\langle X_{\tau_1}, \ell \rangle) \geq \mathbb{E}_0(\phi_1(\theta)) = 1
\]

and so (C3) is satisfied with \(c_3 := 1\). Finally, to check (C2) we first notice that by (4.1) and (4.7),

\[
\Sigma_{\mu^{(\theta)}} = H(\theta) \mathbb{E}_0(Q_{\tau_1}(\phi_1(\theta))).
\]
Since $\Sigma_{\mu(\theta)}$ is a positive definite matrix whenever $|\theta| \vee \text{dis}(\mathcal{P}) < \gamma_1$ by Proposition 4.2, to obtain (C2) it will suffice to show that there exists $\nu_2 = \nu_2(y, d, \kappa) > 0$ such that if $|\theta| \vee \text{dis}(\mathcal{P}) < \nu_2$ then
\begin{equation}
\inf_{P \in \mathcal{P}_\nu(y, \kappa), |\theta| < \nu_2} \sigma_{\text{min}}(\Sigma_{\mu(\theta)}) \geq c_2
\end{equation}
for some constant $c_2 > 0$ depending only on $y, d$ and $\kappa$, where $\sigma_{\text{min}}(A)$ above denotes the smallest singular value of a matrix $A$. Since $\mathcal{E}^Q_0(\tau) G(1, \theta) \geq 1$ and $1/\sigma_{\text{min}}(A) = \|A^{-1}\|_2 \leq \sqrt{d} \|A^{-1}\|$ for any invertible $A \in \mathbb{R}^{d \times d}$, where $\|\cdot\|_2$ and $\|\cdot\|$ denote the operator 2-norm and 1-norm respectively, we see that (5.33) will hold if we show that for some $\nu_2 = \nu_2(y, d, \kappa) > 0$ we have
\begin{equation}
\sup_{P \in \mathcal{P}_\nu(y, \kappa), |\theta| < \nu_2} \|(H_0(\theta))^{-1}\| < \infty
\end{equation}
and take $c_2 := (\sqrt{d} \sup_{P \in \mathcal{P}_\nu(y, \kappa), |\theta| < \nu_2} \|(H_0(\theta))^{-1}\|)^{-1}$. Using once again the identity $A^{-1} - B^{-1} = A^{-1}(B - A)B^{-1}$ for invertible matrices $A, B \in \mathbb{R}^{d \times d}$, we have
\begin{equation}
\|((H_0(\theta))^{-1} - (H_0(0))^{-1})\| \leq \|(H_0(\theta))^{-1}\| \|H_0(\theta) - H_0(0)\| \|(H_0(0))^{-1}\|.
\end{equation}
But then, by the proof of Proposition 4.3 there exist $\nu_2 = \nu_2(y, d, \kappa), c = c(y, d, \kappa) > 0$ such that
\begin{equation}
\sup_{P \in \mathcal{P}_\nu(y, \kappa)} \|(H_0(\theta))^{-1}\| \leq c \quad \text{and} \quad \sup_{P \in \mathcal{P}_\nu(y, \kappa), |\theta| < \nu_2} \|H_0(\theta) - H_0(0)\| < \frac{1}{2c},
\end{equation}
which by (5.34) and the triangle inequality implies that
\begin{equation}
\sup_{P \in \mathcal{P}_\nu(y, \kappa), |\theta| < \nu_2} \|(H_0(\theta))^{-1}\| \leq 2c < \infty
\end{equation}
and so (C2) follows. Thus, we see that for $\nu := \nu_1 \lor \nu_2 \lor \frac{1}{2}$ we have by (5.28), (5.31) and (5.32)
\begin{equation}
\left[ \sup_{P \in \mathcal{P}_\nu(\nu), |\theta| < \nu, z \in \mathcal{V}_d} B_{z,n}(\theta) \right] \leq e^{h(1/2)} K_1 \sum_{j=0}^{n-1} \frac{1}{(1 + j)^{(d-1)/2}} \sum_{z' \in \mathcal{V}_d} \sup_{P \in \mathcal{P}_\nu(\nu), |\theta| < \nu} D_{n-j, z'}(\theta)
\end{equation}
so that
\begin{equation}
\sum_{n=1}^{\infty} \left[ \sup_{P \in \mathcal{P}_\nu(\nu), |\theta| < \nu, z \in \mathcal{V}_d} B_{z,n}(\theta) \right] \leq e^{h(1/2)} K_1 \sum_{j=0}^{\infty} \frac{1}{(1 + j)^{(d-1)/2}} \sum_{n=1}^{\infty} \sum_{z \in \mathcal{V}_d} \sup_{P \in \mathcal{P}_\nu(\nu), |\theta| < \nu} D_{n,z}(\theta).
\end{equation}

The proof of Lemma 5.6 will then be complete once we prove the result stated below.

**Lemma 5.8.** There exist $\gamma_6 = \gamma_6(y), K' = K'(y, d, \kappa) > 0$ such that
\begin{equation}
\sum_{n=1}^{\infty} \sum_{z \in \mathcal{V}_d} \sup_{P \in \mathcal{P}_\nu(\gamma_6), |\theta| < \gamma_6} D_{n,z}(\theta) \leq K'.
\end{equation}

**Proof.** By Cauchy-Schwarz inequality,
\begin{equation}
D_{n,z}(\theta) \leq \left( \mathcal{E}^Q_0((F_n(\theta))^2) \right)^{1/2} \left( \mathcal{P}^Q_0(n = \inf\{k \in \mathcal{L} : k > 0\}) \right)^{1/4} \left( \mathcal{P}^Q_0(n > \tau) \right)^{1/4}.
\end{equation}
As in (5.27), the first factor on the right-hand side of (5.33) can be bounded from above by
\begin{equation}
\left[ \mathcal{E}^Q_0 \left( e^{4(|\theta| + h(\text{dis}(\mathcal{P}))) \tau} \right) \right]^{n/2} \leq \left[ \mathcal{E}^Q_0 \left( e^{\frac{3n}{2} \tau} \right) \right]^{\frac{4(|\theta| + h(\text{dis}(\mathcal{P}))) \tau}{\log(2)}} \leq e^{\log(2) \frac{4(|\theta| + h(\text{dis}(\mathcal{P}))) \tau}{\log(2)}}
\end{equation}
whenever $|\theta| \lor h(\text{dis}(\mathcal{P})) < \frac{\gamma_0}{10}$, with $\gamma_0$ as in Proposition 3.6, by Jensen’s inequality.

On the other hand, to deal with the third factor we notice that if $z \neq 0$ then whenever $n \lor \tau$ then $X_i = \tilde{X}_j$ for some $1 \leq i \leq \tau_n$ and $1 \leq j \leq \tilde{\tau}_n$ so that, in particular, we must have $\tau_n \lor \tilde{\tau}_n \geq \frac{|z|}{2}$. Then,
using the inequality \((a_1 + \cdots + a_n)^m \leq n^{m-1}(a_1^m + \cdots + a_n^m)\), valid for positive \((a_i)_{1 \leq i \leq n}\) and \(m \geq 1\), by the union bound we obtain
\[
\mathbb{P}_0^Q(n > \tau) \leq 2 \mathbb{P}_0^Q(\tau_n \geq \frac{|z|}{2}) \leq 2 \left(\frac{2}{|z|}\right)^{4d+1} \mathbb{P}_0^Q(\tau_{14d+1}) \leq 2 \left(\frac{2}{|z|}\right)^{4d+1} n^{4d} \mathbb{P}_0^Q(\tau_{14d+1})
\]
From this, by the trivial bound \(\mathbb{P}_0^Q(n > \tau) \leq 1\) and Proposition 3.6 we conclude that there exists \(K_1 = K_1'(d, y) > 0\) such that, for any \(n \geq 1\) and \(z \in \mathbb{V}_d\),
\[
\left(\mathbb{P}_0^Q(n > \tau)\right)^{1/4} \leq K_1' n^d (1 \lor |z|)^{-\frac{d+1}{2}}.
\]
Finally, to control the middle factor in the right-hand side of (5.35), we will show that there exist \(c = c(y), K_2 = K_2'(y) > 0\) such that, for any \(P \in \mathcal{P}_\kappa\),
\[
\sup_{z \in \mathbb{V}_d} \mathbb{E}_0^Q(e^{4c\lambda^*}) < (K_2')^4
\]
where \(\lambda^* := \inf\{k \in \mathcal{L} : k > 0\}\), so that
\[
\left(\mathbb{P}_0^Q(n = \inf\{k \in \mathcal{L} : k > 0\})\right)^{1/4} \leq \left(\mathbb{P}_0^Q(\lambda^* \geq n)\right)^{1/4} \leq K_2' e^{-cn}.
\]
To this end, for \(m \geq 0\) define
\[
\beta(m) := \inf\{n \geq L_m : (X_n, \ell) < m\} \quad \text{and} \quad R(m) := \sup\{(X_n, \ell) : L_m \leq n < \beta(m)\},
\]
and consider the sequence \((\lambda_j)_{j \geq 1}\) defined inductively by first taking \(\lambda_1 \) and then setting
\[
\lambda_{j+1} = \begin{cases} R(\lambda_j) \lor \bar{R}(\lambda_j) + 1 & \text{if } \lambda_j < \infty \\ \lambda_j & \text{if } \lambda_j = \infty. \end{cases}
\]
It is not hard to check that \(\lambda^* = \sup\{\lambda_j : \lambda_j < \infty\}\). We will use this representation of \(\lambda^*\) to estimate its exponential moments and show (5.38). In order to do this, let us first observe that if we define \(\lambda := R(0) \lor \bar{R}(0) + 1\), then, for any \(z \in \mathbb{V}_d\) and \(\hat{c} \in (0, \gamma_0)\) (with \(\gamma_0\) as in Proposition 3.6), we have by Hölder’s inequality that
\[
\mathbb{E}_0^Q(e^{\hat{c}\lambda} ; \lambda < \infty) \leq \left[\mathbb{E}_0^Q(e^{\gamma_0 \lambda} ; \lambda < \infty)\right]^{\hat{c} / \gamma_0} [Q_0^*(\lambda < \infty)]^{1 - \frac{\hat{c}}{\gamma_0}}.
\]
Since \(Q_0\)-a.s. we have \(R(0) + 1 \leq \tau_1\) on the event that \(\beta_0 < \infty\) (observe that \(\beta_0 = \beta(0)\) \(Q_0\)-a.s.), then by Proposition 3.6
\[
\mathbb{E}_0^Q(e^{\gamma_0 \lambda} ; \lambda < \infty) \leq \mathbb{E}_0^Q(e^{\gamma_0 R(0)+1}) ; \beta_0 < \infty + \mathbb{E}_0^Q(e^{\gamma_0 \bar{R}(0)+1} ; \bar{\beta}_0 < \infty) \leq 2 \mathbb{E}_0^Q(e^{\gamma_0 \tau_1}) \leq 4.
\]
On the other hand, by Lemma 3.3 we have \(Q_0^*(\lambda < \infty) \leq Q_0^*(\beta_0 < \infty) \vee \bar{\beta}_0 < \infty = 1 - (Q_0(\beta_0 = \infty))^2 < 1 - c^2\). It follows that for some \(\hat{c} = \hat{c}(y) \in (0, \gamma_0)\) sufficiently small we have
\[
\sup_{z \in \mathbb{V}_d} \mathbb{E}_0^Q(e^{\hat{c}\lambda} ; \lambda < \infty) \leq 1 - \frac{\hat{c}^2}{2}.
\]
With this, using the Markov property and translation invariance, for \( z \in \mathbb{V}_d \) we may compute
\[
E_{0,z}^Q(e^{\lambda^*}) = \sum_{j=1}^{\infty} E_{0,z}^Q(e^{\lambda^*}) = \sum_{j=1}^{\infty} E_{0,z}^Q(e^{\lambda_j}; \lambda_j < \infty) = \sum_{j=1}^{\infty} E_{0,z}^Q(e^{\lambda_j}; \lambda_j < \infty) \leq \sum_{j=1}^{\infty} E_{0,z}^Q(e^{\lambda_j}; \lambda_j < \infty)
\]
so that by induction we conclude that \( \sup_{z \in \mathbb{V}_d} E_{0,z}^Q(e^{\lambda^*}) \leq e^d \sum_{j=1}^{\infty} (1 - \frac{c^d}{2^j})^{j-1} = \frac{2e^d}{c^d} \), and so (5.38) follows. Gathering (5.36), (5.39) and (5.37), from (5.35) we see that if \( \gamma_6 > 0 \) is chosen sufficiently small so that \( |\theta| + h(\text{dis}(P)) < \frac{\gamma_6}{10} \) and \( \log(2/e^d) < \frac{\gamma_6}{10} \) with \( c \) as in (5.39) (which can be done depending only on \( y \)), then
\[
\sum_{n=1}^{\infty} \sum_{z \in \mathbb{V}_d} \sup_{\mathbb{P} \in \mathcal{P}_n^{(\gamma_6)}, |\theta| < \gamma_6} D_{n,z}(\theta) = K_1 K_2 \sum_{n=1}^{\infty} n^d e^{-\frac{c^d}{2^n}} \sum_{z \in \mathbb{V}_d} (1 \lor |z|)^{(d+\frac{1}{4})} =: K' < \infty,
\]
which completes the proof. \( \square \)

5.6 Proof of Lemma 5.5 We finish by giving the proof of Lemma 5.5. We first notice that there exist constants \( \eta_1, \eta_2, \eta_3 > 0 \), all depending only on \( y, d, \) and \( \kappa \) such that, for any \( \mathbb{P} \in \mathcal{P}_\kappa \),

D1. \( Q_0(\beta_0 = \infty) > \eta_1 \),
D2. \( Q_0^\mathbb{P}(z) < \eta_2 \),
D3. \( \sup_{z \in \mathbb{Z}^d} Q_0^\mathbb{P}(X_{\tau_n} = z) \leq \eta_3 n^{-d/2} \) for any \( n \geq 1 \).

Indeed, (D1)-(D2) follow immediately from Lemma 3.4 and Proposition 3.6 respectively. To check (D3), note that for any \( \mathbb{P} \in \mathcal{P}_\kappa \) the law \( \mu^* \) of \( X_{\tau_1} \) under \( Q_0 \) satisfies conditions (C1)-(C2)-(C3) in the proof of Lemma 5.6 for some constants \( c_1, c_2, c_3 > 0 \) which depend only on \( y, d, \) and \( \kappa \). Indeed, this follows from the proof of Lemma 5.6 upon noticing that \( \mu^* \) coincides with \( \mu^{(0)} \) for the zero-disorder law \( \mathbb{P}_\alpha \) with marginals \( \alpha \in M_1^{(\kappa)}(\mathbb{V}) \). By [BS02, Eq. 5.5], this gives (D3) for some \( \eta_3 \) depending only on \( y, \) and \( \kappa \).

Under these conditions, since \( \sigma < \infty \) implies that the two walks need to intersect at a time other than zero, by essentially repeating the proofs of [BZ08, Propositions 3.1 and 3.4] (but using instead the estimates in (D1)-(D2)-(D3) which are uniform over \( \mathbb{P} \in \mathcal{P}_\kappa \)), it can be shown that there exists \( N = N(y, d, \kappa) \geq 1 \) such that, for any \( \mathbb{P} \in \mathcal{P}_\kappa \),

\[
\sup_{|z| \geq 2N} Q_{0,z}(\sigma < \infty) \leq \frac{1}{2}.
\]

To deal with \( z \in \mathbb{Z}^d \) such that \( |z| < 2N \), take any such \( z \) together with \( e^* \in \mathbb{V} \setminus \{\ell, -\ell\} \) and assume without loss of generality that \( \langle z, e^* \rangle \geq 0 \). Then consider the events
\[
E_1 := \{ X_N = -N e^* , \ X_N = \tilde{X}_0 + N e^* \} \quad E_2 := \{ X_i \neq \tilde{X}_j \text{ for all } i, j > N \}.
\]

Since \( |z + 2Ne^*| \geq 2N \) by choice of \( e^* \) and on \( E_1 \) we have both \( \langle X_i - X_0, \ell \rangle = \langle \tilde{X}_j - \tilde{X}_0, \ell \rangle = 0 \) and \( X_i \neq \tilde{X}_j \) for all \( 1 \leq i, j \leq N \), using (P1) from Lemma 3.2 and translation invariance, we obtain
\[
Q_{0,z}(\sigma = \infty) \geq Q_{0,z}(E_1 \cap E_2) \geq c_{\kappa}^{2N} \inf_{|y| \geq 2N} Q_{0,y}(\sigma = \infty) > \frac{1}{2} c_{\kappa}^{2N} > 0
\]
for any $P \in \mathcal{P}_\kappa$, so that now Lemma 5.5 follows upon taking $\delta := \frac{1}{2}c_\kappa^2 N$.
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