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Abstract

Characterizing the remarkable generalization properties of over-parameterized neural networks remains an open problem. In this paper, we promote a shift of focus towards initialization rather than neural architecture or (stochastic) gradient descent to explain this implicit regularization. Through a Fourier lens, we derive a general result for the spectral bias of neural networks and show that the generalization of neural networks is heavily tied to their initialization. Further, we empirically solidify the developed theoretical insights using practical, deep networks. Finally, we make a case against the controversial flat-minima conjecture and show that Fourier analysis grants a more reliable framework for understanding the generalization of neural networks.

1 Introduction

Neural networks are often used in the over-parameterized regime, and therefore, have the capacity to converge to many global minima that achieve zero training error. However, converging to such solutions is a non-convex, high-dimensional problem, which is typically intractable to solve. Furthermore, each of these minima may have unique properties that can lead to varying generalization performance, making some solutions preferred than others. Surprisingly, however, it is widely established that when neural networks are trained with gradient-based optimization techniques, they not only converge towards a global minimum, but also are biased towards solutions that exhibit good generalization even without explicit regularization. This mysterious behavior is flagged as the “implicit regularization” of neural networks and remains an open research problem.

To understand implicit regularization, numerous studies have considered simplified settings with restrictive assumptions such as linear networks [Jacot et al., 2018a, Soudry et al., 2018, Wei et al., 2019, Yun et al., 2020, Wu et al., 2019], shallow networks [Gunasekar et al., 2018, Ji and Telgarsky, 2019, Ali et al., 2020], wide networks [Jacot et al., 2018b, Mei et al., 2019, Chizat and Bach, 2020, Oymak and Soltanolkotabi, 2019], vanishing initialization [Chizat et al., 2019, Gunasekar et al., 2017, Arora et al., 2019], or infinitesimal learning rates [Ma et al., 2018, Li et al., 2018, Ji and Telgarsky, 2018, Moroshko et al., 2020]. Despite different assumptions, most of these works primarily focus on the effect of optimization procedure over the other factors and, at a high level, conclude that gradient-based optimizations guides neural networks toward max-margin solutions for separable data or minimize a notion of weight-norm in regression. While the aforementioned studies yield powerful insights, they lead to rather disconnected views that do not take important factors such as initialization or practical architectures into consideration. As a result, faithful extrapolation of these theoretical conclusions to practical settings becomes problematic.

Our work is an attempt to fill this void. To this end, we show substantial evidence that initialization plays a decisive role in determining the generalization of a neural network. In particular, we demonstrate that even with gradient-based optimization and a deep architecture – networks can converge to solutions with extremely poor generalization properties. We further demonstrate that this result depends on the Fourier spectrum at initialization. It should be noted that our result is not a recapitulation of the well-known observation that bad initialization hampers the convergence of neural networks. Rather, we show that initializing networks such that they have higher...
energies for higher frequencies leads to solutions that achieve perfect training accuracy, yet succumb to inferior test accuracy. We further reveal that this is a generic property that holds in both classification and regression settings across various architectures.

The roots of our analysis extend to the “spectral bias” (also known as the frequency principle) of neural networks [Xu et al., 2019, Rahaman et al., 2019]. Spectral bias is an interesting phenomenon that implies networks tend to learn low frequencies faster, and consequently, tend to fit training data with low frequency functions. However, still there are some critical concerns entailed with existing research. First, studying spectral bias has so far been restricted to neural architectures with traditional activations such as ReLU [Rahaman et al., 2019, Xu et al., 2019], sigmoid [Luo et al., 2019], or tanh [Xu, 2018]. Thus, it is intriguing to investigate whether the spectral bias is a universal property that holds across various neural architectures and activation functions. This is important, as it enables the machine learning community to use spectral bias as a tool for investigating implicit regularization more systematically. Second, the question remains whether the spectral bias of a network is a sufficient condition for good generalization. We posit that the answers to these questions can potentially broaden the understanding of implicit regularization of neural networks.

The central objective of this paper aims to shed light on the above questions. To this end, we utilize recently popularized implicit neural networks [Tancik et al., 2020, Ramasinghe and Lucey, 2021] (also referred to as coordinate-based networks) as an initial test-bed. Implicit neural networks are architecturally modified fully-connected networks – using non-traditional activations such as Gaussians/sinusoids or positional embedding layers – that can learn high-frequency functions rapidly. In particular, we first demonstrate that implicit neural networks do not always converge to smooth solutions, contradicting mainstream expectations. In resolving this controversial observation, first, we invoke a compact data manifold hypothesis to show that spectral bias is both architecture- and loss-agnostic in a general sense. To our knowledge, this is the most general proof of spectral bias to date in literature. With this in hand, we affirm that the poor generalization of implicit neural networks is linked to the presence of high frequencies at initialization. Similarly, we further show that the implicit regularization of neural networks requires an initial spectrum that is biased towards lower frequencies. We postulate that the remarkable generalization properties of modern neural architectures can be partly attributed to the employment of non-linearities (such as ReLU) that exhibit such spectra upon random initialization. Extending the above analysis, we depict that even ReLU networks, when initialized with a higher frequencies, fail to converge to minima with good generalization properties.

Finally, we investigate the “flat minima conjecture” (that the generalisation capacity of a neural network is determined by the flatness of the minimum to which training has converged) for multiple architectures. We find that the consistency of the conjecture with experiment is architecture-dependent, while the predictions made using a spectral bias approach are consistent across all examined architectures and problems.

Our main contributions are listed below:

• We offer, to our knowledge, the simplest and most general proof of the spectral bias phenomenon in literature. Our result applies to all presently-used neural network architectures (along with a vast space of parameterised models that are not neural networks) in problems satisfying the compact data manifold hypothesis.

• We show that initialization plays a crucial role in governing the implicit regularization of neural networks. Our results advocate for a shift of focus towards initialization in understanding the generalization paradox, which currently revolves around the optimization procedure.

• We conduct experiments in both classification and regression settings. We show that the developed insights are generic across different architectures, non-linearities, and initialization schemes. Our experiments include practical, deep networks, in contrast to many existing related works.

• We present (empirical) counter-evidence against the flat minima conjecture and show that 1) SGD is not always biased towards flat minima and 2) flat minima do not always correlate with better generalization.
2 Related Works

Implicit regularization Mathematically characterizing implicit regularization of neural networks is at the heart of understanding deep learning. This intriguing phenomenon received increasing attention from the machine learning community after the seminal work by Zhang et al. [2016], in which they showed that deep models, despite having the capacity to fit even random data, demonstrate remarkable generalization properties. Since then, an extensive body of works have tried to characterize implicit regularization through various lenses including training dynamics [Advani et al., 2020, Gidel et al., 2019, Lampinen and Ganguli, 2018, Goldt et al., 2019, Arora et al., 2019], flat minima conjecture [Keskar et al., 2016, Jastrzbski et al., 2017, Wu et al., 2018, Simsekli et al., 2019, Mulayoff and Michaeli, 2020], statistical properties of data [Brutzkus and Globerson, 2020], architectural aspects such as skip connections He et al. [2020], Huang et al. [2020], and matrix factorization Gunasekar et al. [2017], Arora et al. [2019], Razin et al. [2021]. At a high-level, these works show that deep models implicitly minimize a form of weight norms, regularize derivatives of the outputs, or analogously, maximize a notion of margin between output classes. However, the center of attention of (almost all) these works is the bias induced by the optimization (SGD) methods. In contrast, we show that while SGD induces a crucial bias, (less highlighted) initialization also plays an important role. Notably, Min et al. [2021] recently discussed the role of initialization in the convergence and implicit bias of neural networks. They showed that the rate of convergence of a neural network depends on the level of imbalance of the initialization. Their setting, however, only considered single-hidden-layer linear networks under the square loss. In contrast, we offer richer insights and consider a broader and more practical setting in our work by using deeper, practical networks.

Spectral bias Neural networks tend to learn low frequencies faster. To the best of our knowledge, this peculiar behavior was first systematically demonstrated on ReLU networks by Xu et al. [2019] and Rahaman et al. [2019] in independent studies, and a subsequent theoretical work showed that shallow networks with Tanh activations [Xu, 2018] also admit the same bias. Several recent works have also attempted to characterize the spectral bias of neural networks in different training phases and under various (relatively restrictive) architectural assumptions Luo et al. [2019], Zhang et al. [2019], Luo et al. [2020]. Perhaps, the insights developed by Zhang et al. [2019] and Luo et al. [2020] are more closely aligned with some of the conclusions of our work, in which they showed that shallow ReLU networks with infinite width converge to solutions by minimally changing the initial Fourier spectrum.

Implicit neural networks Implicit neural networks are a class of fully connected networks that were recently popularized by the seminal work of Mildenhall et al. [2020]. Implicit neural networks either use non-traditional activation functions (Gaussian [Ramasinghe and Lucey, 2021] or Sinusoid [Sitzmann et al., 2020]) or positional embedding layers [Tancik et al., 2020, Zheng et al., 2021]. The key difference between implicit neural networks and conventional fully connected networks is that the former can learn high frequency functions more effectively and, thus, can encode natural signals with higher fidelity. Owing to this unique ability, implicit neural networks have penetrated many tasks in computer vision such as texture generation [Henzler et al., 2020, Oechsle et al., 2019, Henzler et al., 2020, Xiang et al., 2021], shape representation [Chen and Zhang, 2019, Deng et al., 2020, Tiwari et al., 2021, Genova et al., 2020, Basher et al., 2021, Mu et al., 2021, Park et al., 2019], and novel view synthesis [Mildenhall et al., 2020, Niemeyer et al., 2020, Saito et al., 2019, Sitzmann et al., 2019, Yu et al., 2021, Pumarola et al., 2021, Rezatofighi et al., 2021, Martin-Brualla et al., 2021, Wang et al., 2021, Park et al., 2021].

3 Generalization and Fourier spectrum of neural networks

Generalization of neural networks Consider a set of training data \( \{x_i, y_i\}_{i=1}^N \) sampled from a distribution \( \mathcal{D} \). Given a new set \( \{\bar{x}, \bar{y}\} \sim \mathcal{D} \), where a neural network \( f \) only observes \( \{\bar{x}\} \), the goal is to learn a function such that \( f(\bar{x}) \approx \bar{y} \). Since \( \mathcal{D} \) is unknown, the network tries to learn a function that minimizes an expected cost \( E[\mathcal{L}(f(x_i), y_i)] \) over the training data, where \( \mathcal{L} \) is a suitable loss function. After training, if the network acts as a good estimator \( f : \mathbb{R} \rightarrow \mathbb{R} \), we say that \( f \) generalizes well. In classification, usually, a variant of the cross-entropy loss is chosen as \( \mathcal{L} \), and in regression, \( \ell_1 \) or \( \ell_2 \) loss is chosen. It should be noted that generalization is entirely a function of \( \mathcal{D} \) and thus, cannot be measured without priors on \( \mathcal{D} \). In image classification, for instance, a held-out set of validation/testing data is used to as prior on \( \mathcal{D} \) to measure the generalization performance. In regression, due to the infinite sampling precision of both input and output spaces, the use of such held-out data becomes less
meaningful. Thus, a more practical method of measuring the generalization in a regression setting, at least in an engineering sense, is to measure the “smoothness” of interpolation between training data. That is, we say that a network generalizes well if its output is smooth while fitting the training data.

**Smooth interpolations and the Fourier spectrum** In machine learning and statistics, a “smooth” signal is typically considered a signal with bounded higher-order derivatives. This interpretation stems from the fact that, in practice, noise causes large derivatives and, thus, suppressing higher-order derivatives is equivalent to suppressing noise in a signal, leading to better generalization. A widely used approach to obtain a smooth output signal is regularizing the second-order derivatives. For instance, in spline regression, a weighted sum of second-order derivatives and the square loss is minimized to achieve better generalization [Reinsch, 1967, Craven and Wahba, 1978, Kimeldorf and Wahba, 1970]. Interestingly, Heiss et al. [2019], showed that shallow ReLU networks, when initialized randomly, implicitly regularize the second-order derivatives of the output over a broad class of loss functional, leading to better generalization. Next we show that minimizing the second-order derivatives of a signal is equivalent to minimizing the power of higher frequencies of that particular signal. Consider an absolutely integrable function \( g(x) \) and its Fourier transform \( \hat{g}(k) \). Then,

\[
g(x) - \int_{-\infty}^{\infty} \hat{g}(k)e^{2\pi j k x} dk
\]

\[
\left| \frac{d^2 g(x)}{dx^2} \right| = 4\pi^2 \int_{-\infty}^{\infty} k^2 \hat{g}(k)e^{2\pi j k x} dk \leq |4\pi^2| \int_{-\infty}^{\infty} |k^2 \hat{g}(k)| dk
\]

Therefore, suppressing the higher frequencies of the Fourier spectrum \( \hat{g}(k) \) of a signal reduces the upperbound on the magnitude of the second-order derivatives of that particular signal.

**Fourier spectrum of a neural network** To any integrable function \( f : \mathbb{R}^d \rightarrow \mathbb{R} \) is associated its *Fourier transform*, given by the formula \( \mathcal{F}[f](k) := \int e^{-ik \cdot x} f(x) dx \) Grafakos [2008]. In particular, a scalar-valued neural network defines a function \( f_\theta : \mathbb{R}^d \rightarrow \mathbb{R} \), whose Fourier transform makes sense provided \( f_\theta \) is integrable. We will mollify (set to zero outside of some set) \( f_\theta \) to take into account data locality, which guarantees integrability. The Fourier transform of a vector-valued network is defined by taking the Fourier transform of each of its component functions.

![Figure 1: Implicit neural networks are not implicitly regularized. The ReLU network keeps converging to smooth solutions despite the increasing depth. In contrast, Gaussian and sinusoidal networks converge to increasingly erratic solutions as the depth is increased. Interestingly, note that the Gaussian and sinusoidal networks add higher frequencies to the spectrum at initialization as the depth is increased, in contrast to the ReLU network.](image)

4 Implicit neural networks do not always generalize well

In this section, we compare implicit neural networks against conventional ReLU networks in regression, and show that the former do not always generalize well. The experiments are described in detail below.
Experiment 1: We utilize fully-connected networks with three types of activation functions: 1) ReLU, 2) Gaussian, and 3) Sinusoidal. We sample 8 sparse points from the signal $3\sin(0.4\pi x) + 5\sin(0.2\pi x)$ and regress them using networks across varying depths. As depicted in Fig. 1, when more capacity is added to the ReLU network via hidden layers, the network keeps converging to a smooth solution as expected. In contrast, Gaussian and Sinusoidal networks showcase worsening interpolations, contradicting the mainstream expectations of implicit regularization. Interestingly, it can be observed that sinusoidal and Gaussian networks add more energy to higher frequencies at initialization as more layers are added. In contrast, ReLU networks tend to have a highly biased spectrum towards lower frequencies irrespective of the depth. All the networks are randomly initialized using Xavier initialization [Glorot and Bengio, 2010]. We use SGD to optimize the networks with a learning rate of $1 \times 10^{-4}$. The networks consist of 256 neurons in each hidden layer. Experiment 1 concludes that even with SGD as the optimization algorithm, not all types of networks are implicitly regularized. Instead, the results hint that the initial Fourier spectrum impacts the generalization performance of a neural network, and the network architecture (activation) plays a crucial role in determining the spectrum. In the upcoming sections, we dig deeper into these insights.

5 The universality of spectral bias

Sec. 4 showed that networks with higher frequencies at initialization tend to exhibit poor generalization. However, it is worth investigating if there is indeed a causal link between the two. Intuitively, spectral bias allows us to speculate such a link. That is, one can speculate that the non-smooth interpolations are a result of unwanted residual frequencies after the convergence of lower frequencies. Continuing this line of thought, we present a general proof of the spectral bias, and show that spectral bias is a universal phenomenon that exists in any parameterized function (which includes the class of all neural networks), given that they are trained with gradient-based optimization methods.

Let $f : \mathbb{R}^p \times \mathbb{R}^d \rightarrow \mathbb{R}$ be a parameterised family $\theta \mapsto f_\theta$ of continuous functions $\mathbb{R}^d \rightarrow \mathbb{R}$. We assume that the map $(\theta, x) \mapsto f_{\theta}(x)$ is differentiable almost everywhere, and that the restriction of the (almost everywhere-defined) map $x \mapsto D_{\theta}f_{\theta}(x)$ is bounded over any compact set. This setting includes all presently used neural network architectures, with activation functions constrained only to be differentiable almost everywhere.

We care only about the behaviour of $f_\theta$ in a neighbourhood of the data. We invoke the compact data manifold hypothesis: that the entire data manifold is contained in some compact neighbourhood $K$. Let $g_\theta$ be the extension by zero of $f_\theta$ outside of $K$, i.e.

$$g_\theta(x) := \begin{cases} f_\theta(x) & \text{if } x \in K, \\ 0 & \text{otherwise} \end{cases} \quad (1)$$

Thus $g_\theta$ has compact support $K$ and is continuous on $K$ since $f_\theta$ is continuous globally. It follows that $g_\theta$ is in $L^1(\mathbb{R}^d)$. It follows from the Riemann-Lebesgue lemma [Grafakos, 2008, Proposition 2.2.17] that the Fourier transform $F[g_\theta]$ of $g_\theta$ vanishes at infinity. The next theorem shows that the same is true of the change $\frac{d}{dt}[g_{\theta(t)}]$ during training, yielding the first completely general proof of the spectral bias.

**Theorem 5.1** (The spectral bias of differentiably parameterised models). Let $c : \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}$ be any differentiable cost function, and let $\{x_i\}_{i=1}^n$ be a training set drawn from the data manifold, with corresponding target values $\{y_i\}_{i=1}^n$. Assume that the parameterised function $\theta \mapsto g_\theta$ is trained according to almost-everywhere-defined gradient flow:

$$\frac{d}{dt}g_{\theta(t)}(x) = -\frac{1}{n} \sum_{i=1}^n \mathcal{K}(\theta(t), x, x_i) \nabla c(g_{\theta(t)}(x_i), y_i), \quad (2)$$

where

$$\mathcal{K}(\theta, x, x') := D_{\theta}g_{\theta}(x)D_{\theta}g_{\theta}(x')^T \quad (3)$$

is the tangent kernel Jacot et al. [2018a] defined by $g_\theta$. Then the Fourier transform $F[g_{\theta(t)}]$ evolves according to the differential equation

$$\frac{d}{dt}F[g_{\theta(t)}](\xi) = -\frac{1}{n} \sum_{i=1}^n \int_{x \in \mathbb{R}^d} e^{-ix \cdot \xi} \mathcal{K}(\theta(t), x, x_i) \nabla c(g_{\theta(t)}(x_i), y_i) \, dx. \quad (4)$$

\footnote{A compact neighbourhood is a compact set containing a nonempty open set.}

\footnote{The support of a function is the smallest closed set containing the set on which the function is nonzero}
Moreover, \( \frac{d}{dt} F[\theta(t)] \) vanishes at infinity: \( \| \frac{d}{dt} F[\theta(t)](\xi) \| \to 0 \) as \( \| \xi \| \to \infty \).

Two remarks are in order regarding the antecedents of Theorem 5.1.

**Remark 5.2.** Our use of the tangent kernel in characterising the dynamics of gradient flow are inspired by the seminal work of Jacot et al. [2018a], which is well-known for hypothesising infinite width for several of its results. In fact, the tangent kernel governs gradient flow dynamics independently of any architectural assumptions (beyond the stated differentiability assumption), and in particular, Theorem 5.1 does not require an assumption of infinite width in order to use the tangent kernel. The infinite width hypothesis is invoked in Jacot et al. [2018a] specifically to give a simple proof of evolution towards a global minimum. We do not attempt any such proof and so do not require the infinite width hypothesis.

**Remark 5.3.** Our second remark concerns previous proofs of the frequency principle [Zhang et al., 2019, Luo et al., 2020], wherein it was deemed necessary to make simplifying assumptions such as limited depth and infinite width. With these assumptions the authors are able to analytically compute decay rates for the spectral bias. These works also do not take into account the structure of the data. An alternative, more general approach using Sobolev space theory is taken in Luo et al. [2019], wherein the data distribution is accounted for. While Luo et al. [2019] also gives explicit decay rates, the proofs are relatively involved and are only given for chain network architectures. In contrast, we abstract away all detail concerning model architecture beyond minimal regularity assumptions that hold for all presently used neural network models, thereby exhibiting the spectral bias to hold generically for parameterised models, greatly simplifying its proof.

**Experiment 2:** The goal of this experiment is to (partially) empirically validate the above theoretical conclusions. To this end, we use ReLU, Gaussian, and sinusoid networks. We train the networks on densely sampled points from \( g(x) = \sum_{n=1}^{6} \sin(10\pi nx) \). While training, we visualize the convergence of frequency indices of all the networks (Fig. 2). As Theorem 5.1 predicted, all three types of networks exhibit spectral bias. Note that the convergence-decay rates of frequencies varies across network types and initialization schemes.

**Figure 2:** Spectral bias applies to different network types and initialization schemes. We measure the convergence of each frequency index as the training progresses. The colors indicate the difference between the ground truth and the predicted frequencies at each index. Xavier and Sitzmann are the initialization schemes proposed by Glorot and Bengio [2010] and Sitzmann et al. [2020], respectively. Note that the convergence-decay rates of frequencies varies across network types and initialization schemes.

**6 ReLU networks do not always generalize well**

In this section, we show that the initial Fourier spectrum plays a decisive role in governing the implicit regularization of a neural network. Notably, we show that even ReLU networks (which are commonly expected to regularize well) do not always converge to smooth solutions despite training with SGD.

**Experiment 3a:** We investigate and analyze the effect of the initial Fourier spectrum on generalization. First, we sample a signal \( \sin(\pi x) \) with a step size of 1. Thus, the lowest frequency signal that can fit this set of training points is \( \sin(\pi x) \) (Nyquist-Shannon sampling theorem). Then, we randomly initialize a ReLU network using Xavier initialization, so that its initial Fourier spectrum does not contain significant energies above the frequency index \( k = 0.5 \) (which corresponds to the lowest frequency solution). After training the network over the training points, the network converges to the lowest frequency solution, i.e., \( \sin(\pi x) \).

**Experiment 3b:** We utilize the same training points used in Experiment 4a. However, in this instance, we pre-train the ReLU network on a signal \( \sin(10\pi x) \). Note that at this instance, the Fourier
spectrum of the network has a spike at $k = 5$, which is above $k = 0.5$. Then, starting from these pre-trained weights, we train the network on the training points.

**Experiment 3c:** We initialize a Gaussian network with Xavier initialization, so that it contains frequencies above $k = 0.5$. Then, starting from these weights, we train the model on the above training points.

**Experiment 3d:** We initialize a Gaussian network with a random weight distribution $\mathcal{N}(0, 0.03)$ such that it does not contain frequencies above $k = 0.5$. Then, starting from these weights, we train the model on the training points used in the above experiments.

Fig. 3 visualizes the results. As illustrated, when the spectrum of the ReLU network does not contain frequencies higher than $k = 0.5$, the final spectrum of the network matches with the lowest frequency solution. In contrast, when the initial spectrum of the ReLU network contains frequencies higher than $k = 0.5$, the network adds a spike at $k = 0.5$, but leaves the high-frequency spike untouched as the network has already reached zero train error. This results in a non-smooth (poorly generalized) solution. Interestingly, observe that Gaussian networks also can generalize well if the initial spectrum does not contain higher frequencies. It is vital to note that, however, the convergence-decay rates of frequencies also play an important role. For instance, if the convergence-decay rate is low, higher frequencies begin to get affected before the lower frequencies are converged, which can lead to non-smooth solutions (see Appendix). In the next section, we investigate the effect of having high bandwidth spectra at initialization in classification, using popular deep networks.

Figure 3: Left block shows sparsely sampled training points from $\sin(\pi x)$ and the corresponding lowest frequency solution that fits the training data. Right block compares generalization corresponding to different networks and initializations. **Top row:** The ReLU network tries to converge to a solution by changing low frequencies at a faster rate due to spectral bias. Consequently, when initialized with no high frequencies, the network ends up converging to the lowest frequency (hence smooth) solution for the training points. **Second row:** ReLU networks do not always generalize well. If higher frequencies (than the lowest frequency solution) exist at initialization, ReLU networks reach a solution manipulating only the lower frequencies, resulting in bad interpolations. **Third row:** Same behavior is demonstrated with a Gaussian network. **Fourth row:** Gaussian networks can generalize well if initialized properly. Since the network does not contain high frequencies at initialization, it is possible for the network to converge to the lowest frequency solution.
7 Generalization of deep networks in classification

Sec. 5 affirmed that the spectral bias holds for any parameterized model trained using gradient descent. Thus, it is intriguing to explore whether the practical insights we developed thus far extrapolate to popular deep networks that are ubiquitously used. However, for deep networks with high-dimensional inputs (e.g., images), high-bandwidth initialization becomes less straightforward. For instance, consider a network that consumes high dimensional inputs \( x = (x_1, x_2, \ldots, x_n) \). Then, one can hope to directly extend the one dimensional technique we used and train the network on the supervisory signal \( \sin(wx_1) \times \sin(wx_2) \times \cdots \times \sin(wx_n) \). Nevertheless, it is easy to show that in this case, as the dimension of the input grows, the target signal converges to zero. Therefore, we opt for an alternative method and pre-train the models on random labels to obtain higher bandwidths (see Appendix for a discussion).

**Experiment 4** We use 9 popular models for this experiment: VGG16, VGG11, AlexNet, EfficientNet, DenseNet, ResNet-50, ResNet-18, SENet, and ConvMixer. In the first setting, we initialize the models with random weights, train them on the train splits of the datasets, and measure the test accuracy on the test splits. In the next setting, we first pre-train the models on the train split with randomly shuffled labels. Then, starting from the pre-trained weights, we train the models on the train splits of datasets with correct labels and compute the test accuracy on the test splits. The results are depicted in Table 1.

Recall that the pre-trained models on random labels yield higher initial bandwidths compared to randomly initialized models. As evident from the results, starting from a higher bandwidth hinders good generalization, validating our previous conclusions. The test accuracies of some models under random weight initialization (Table 1) are slightly lower than the benchmark results reported in the literature. This is because, following Zhang et al. [2016], we treat data augmentation as an explicit regularization technique and do not use it. In contrast to Zhang et al. [2016], however, we consider dropout and batch normalization as architectural aspects and keep them.

8 A case against the flat minima conjecture

The flat minima conjecture speculates that the generalisation capacity of a network is related to loss landscape geometry. Simply put, the flat minima conjecture postulates that – for some definition of the flatness of the loss landscape – flat minima lead to better generalization (but not vice-versa [Dinh, 2017]). Next, we show that while this conjecture is consistent with the evidence for ReLU networks, it is falsified by Gaussian networks.

![Figure 4: Flat minima conjecture does not always hold.](image)

In the left block and the right block correspond to high bandwidth and low bandwidth initializations, respectively. In each block, from the left column, the interpolations, loss landscapes, and the eigenvalue distribution of the loss-Hessian are illustrated. The loss landscapes are plotted along with the directions of the two largest eigenvalues. As depicted, while our results for the ReLU network are consistent with the conjecture, the Gaussian network behaves in the opposite manner. For more detailed quantitative results, see Table 2.

**Experiment 5** We sample four random variables \( w_1, w_2 \sim U(0,0.1), a_1, a_2 \sim U(1,10) \) and define 20 signals using the sampled variables as \( a_1 \sin(2\pi w_1 x) + a_2 \sin(2\pi w_2 x) \). Then, we sample 8 equidistant samples between 0 and 10, and use them as the training points to train models. We use Gaussian and ReLU networks for this experiment in two settings. In the first setting, we initialize the ReLU network using Xavier initialization and the Gaussian networks with \( \mathcal{N}(0,0.03) \). In this setting, both the networks are able to interpolate the points smoothly. In the other setting, we initialize the
Table 1: Generalization of deep networks in classification (accuracy ± std.). When the models are initialized with higher bandwidths (pre-trained on random labels), the test accuracy drops. This pattern is consistent across various architectures and datasets. We do not use data augmentation in these experiments and each model is run for five times in each setting.

Table 2: The trace, expected eigenvalue (E[ξ]), and the spectral norm of the loss-Hessian are shown (averaged over 20 signals). Higher values indicate a sharper minimum. As illustrated, while the ReLU network obeys the flat minima conjecture, the Gaussian network behaves oppositely.

ReLU network by pre-training it on sin(6πx) and the Gaussian network with Xavier initialization. In this scenario, both networks demonstrate non-smooth interpolations due to initial high bandwidth. At convergence, we compute the hessian of the loss with respect to the parameters and then compute the eigenvalues and the trace of the hessian. The results are shown in Fig. 4 and Table 2. As evident, the behavior of the Gaussian network is not consistent with the flat minima conjecture. Thus, we advocate that the spectral bias provides a more reliable framework for investigating the generalization of neural networks.

9 Conclusion

In this paper, we focus on the effect of initialization on the implicit generalization of neural networks. In particular, we reveal that the Fourier spectrum of the network at initialization has a significant impact on the generalization gap. Moreover, we offer evidence against the flat minima conjecture and show that the correlation between the flatness of the minima and the generalization can be architecture-dependent. We empirically validate the generality of our insights across diverse, practical settings.
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A Appendix

A.1 Proof of Theorem 5.1

Proof. The evolution equation for $\mathcal{F}[g_{\theta(t)}]$ follows easily from the Liebniz integral rule:

$$\frac{d}{dt}\mathcal{F}[g_{\theta(t)}] = \mathcal{F}\left[\frac{d}{dt}g_{\theta(t)}\right].$$

Now, $K$ is nothing other than the extension of the tangent kernel associated to $f_{\theta}$ by zero outside of the compact neighbourhood $K$ of the data manifold, i.e.

$$K(\theta,x,x') = \begin{cases} D_{\theta}f_{\theta}(x)D_{\theta}f_{\theta}(x')^T, & \text{if } x,x' \in K \\ 0, & \text{otherwise.} \end{cases}$$

By hypothesis on $f_{\theta}$, one has that $\frac{d}{dt}g_{\theta(t)}$ is an $L^1$ function, so that by the Riemann-Lebesgue lemma its Fourier transform vanishes at infinity as stated.

A.2 Initializing deep networks with higher bandwidths

Initializing deep classification networks – that consume high dimensional inputs such as images – such that they have higher bandwidths is not straightforward. Therefore, we explore alternative ways to initialize networks with higher bandwidths in low-dimensional settings, and extrapolate the learned insights to higher dimensions.

For all the experiments, we consider a fully connected 4-layer ReLU network with 1-dimensional inputs. First, we sample a set of values from white Gaussian noise, and train the network with these target values using MSE loss. In the second experiment, we threshold the sampled values to obtain a set of binary labels, and then train the network with binary cross-entropy loss. For the third experiment, we use a network with four outputs. Then, we separate the sampled values into four bins, and obtain four labels. Then, we train the network with cross-entropy loss. We compute the Fourier spectra of each of the trained networks after convergence. The results are shown in Fig.5.

As depicted, we can use mean squared error (MSE) or cross-entropy (CE) loss along with random labels to initialize the networks with higher bandwidth. However, we observed that, in practice, deep networks take an infeasible amount of time to converge with the MSE loss. Therefore, we use cross-entropy loss with random labels to initialize the networks in image classification settings.

Figure 5: We visualize the spectra of networks after training them with different loss functions and label sampling schemes (the rightmost three plots). All shown methods are able to obtain higher bandwidths than random initialization (leftmost plot). Note that the scale in the $y$–axis is different for each plot. However, in practice, deep classification networks take an infeasible amount of time to converge with MSE loss. Hence, we chose random labels with cross-entropy loss to initialize the deep classification networks with higher bandwidths.

In order to verify that training with random labels indeed induces higher bandwidths on deep classification networks, we visualize the histograms of their first order gradients of the averaged outputs w.r.t. the inputs. It is straightforward to show that (similar to second-order gradients) higher first-order gradients lead to higher bandwidth. For simplicity, consider a function $f : \mathbb{R} \to \mathbb{R}$. Then,

$$f(x) = \int_{-\infty}^{\infty} \hat{f}(k)e^{2\pi ikx} dk$$

It follows that,
\[
\frac{df(x)}{dx} = |2\pi i \int_{-\infty}^{\infty} \hat{f}(k) e^{2\pi i k x} dk| \tag{5}
\]

\[
\leq |2\pi| \int_{-\infty}^{\infty} |\hat{f}(k)| dk. \tag{6}
\]

Therefore,

\[
\max_{x \in \epsilon} \left| \frac{df(x)}{dx} \right| \leq |2\pi| \int_{-\infty}^{\infty} |\hat{f}(k)| dk. \tag{7}
\]

This conclusion can be directly extrapolated to higher-dimensional inputs, where the Fourier transform is also high dimensional. Hence, we feed a batch of images to the networks, and calculate the gradients of the averaged output layer with respect to the input image pixels. Then, we plot the histograms of the gradients (Fig. 6). As illustrated, training with random labels induces higher gradients, and thus, higher bandwidth. Table 3 compares generalization of deep networks on ImageNet.

![Histograms of first-order gradients](image)

**Figure 6:** The histograms of the first-order gradients of the outputs with respect to the inputs (a batch of training images) are shown. Low and high bandwidth initializations correspond to Xavier initialization and pre-training with random labels, respectively. Not that the x-axis scales are different in each plot. As depicted, training with random labels leads to higher gradients, validating that it indeed leads to higher bandwidths.

| Model         | Random initialization | High B/W initialization |
|---------------|-----------------------|-------------------------|
| Train accuracy| Test accuracy         | Train accuracy           | Test accuracy          |
| VGG16         | 100%                  | 68.19%                  | 100%                   | 55.48%                 |
| ResNet-18     | 100%                  | 66.93%                  | 100%                   | 49.17%                 |
| ConvMixer     | 100%                  | 74.19%                  | 100%                   | 45.68%                 |

**Table 3:** Generalization of deep networks in classification over ImageNet. When the models are initialized with higher bandwidths (pre-trained on random labels), the test accuracy drops. We do not use data augmentation in these experiments. We only use three models for this experiment due to the extensive resource usage when training on random labels over ImageNet.

### A.3 Convergence-decay rates of frequencies matter for generalization

Earlier, we showed that although all neural networks admit spectral bias, the convergence-decay rates of frequencies change across network types and initialization schemes. Below, we show that these decay rates play an essential role in generalization.

We use a Gaussian network for this experiment. We initialize two instances of the network by 1) using a weight distribution \( N(0, 0.03) \), and 2) pre-training the network on a DC signal. In both instances,
the network has low bandwidth. Then, we train the network on sparse training data sampled from 3\sin(0.4\pi x) + 5\sin(0.2\pi x). The results are shown in Fig. 7. Observe that although both networks start from low bandwidth, they exhibit different generalization properties. This is because, having a lower convergence-decay rate hinders smooth interpolations even in cases where the networks have low initial bandwidth. This is expected, since then, the optimization will begin to affect the higher frequencies before the lower frequencies are converged.

Figure 7: The effect of convergence-decay rate of frequencies on generalization. Left block: We pre-train a Gaussian network on a DC signal to obtain low initial bandwidth. Nevertheless, the network still converges to a non-smooth solution. Right block: The Gaussian network is initialized using a random Gaussian distribution \( \mathcal{N}(0, 0.03) \). This method also leads to lower bandwidth. However, in this scenario, the network is able to converge to a smooth solution. At the top, the convergence of frequency components – starting from the corresponding initialization – is shown when training on a signal \( g(x) = \sum_{n=1}^{6} \sin(10\pi nx) \). Note that a lower convergence decay rate leads to bad generalization.

To further verify this, we conduct another experiment; see Fig. 8.

Figure 8: The top block shows sparsely sampled training points from \( \sin(\pi x) \) and the corresponding lowest frequency solution that fits the training data. The bottom block shows the spectra of a Gaussian network initialized by pre-training on a DC signal. Even though the network adds a spike at the lowest frequency solution, higher frequencies are also added to the spectrum due to the low convergence-decay rate. This results in a non-smooth interpolation.
A.4 Analyzing the loss landscapes

The flat minima conjecture has been studied since the early work of Hochreiter and Schmidhuber [1994] and Hochreiter and Schmidhuber [1997]. More recently, empirical works showed that the generalization of deep networks is related to the flatness of the minima it is converged to during training [Chaudhari et al., 2019, Keskar et al., 2016]. In order to measure the flatness of loss landscapes, different metrics have been proposed [Tsuzuku et al., 2020, Rangamani et al., 2019, Hochreiter and Schmidhuber, 1994, 1997]. In particular, Chaudhari et al. [2019] and Keskar et al. [2016] showed that minima with low Hessian spectral norm generalize better. In this paper also, we use Hessian-related metrics to measure the flatness. Since the spectral norm alone is not ideal for analyzing the loss landscape of models with a large number of parameters, we also compute the trace and the expected eigenvalue of the Hessian. For computing the Hessian, we use the library provided by Yao et al. [2020]. Fig 9 and Table 4 depict a comparison of loss landscapes in several deep models. Note that our proposed high B/W initialization scheme provides an ideal platform to compare the loss landscapes with different generalization properties.

Figure 9: Loss landscapes of deep networks trained on CIFAR10. The proposed high B/W initialization scheme provides an ideal platform to compare the flatness of minima with different generalization properties. Note that ReLU networks exhibit behaviour consistent with the flat minima conjecture.

| Model             | Hessian-trace | Spectral norm |
|-------------------|---------------|---------------|
| ResNet-18 (low B/W) | 13560.76      | 2805.47       |
| ResNet-18 (high B/W) | 28614.19      | 4121.36       |
| VGG-16 (low B/W)   | 10102.51      | 1112.07       |
| VGG-16 (high B/W)  | 14483.90      | 3214.57       |
| ConvMixer (low B/W)| 0.3242        | 0.028         |
| ConvMixer (high B/W)| 3.49         | 0.445         |

Table 4: Quantitative comparison of the flatness of minima in deep networks. Note that ReLU networks exhibit behaviour consistent with the flat minima conjecture.