Predicting diagnosis 4 years prior to Alzheimer’s disease incident
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\textbf{ABSTRACT}

This study employed a deep learning longitudinal model, graph convolutional and recurrent neural network (graph-CNN-RNN), on a series of brain structural MRI scans for AD prognosis. It characterized whole-brain morphology via incorporating longitudinal cortical and subcortical morphology and defined a probabilistic risk for the prediction of AD as a function of age prior to clinical diagnosis. The graph-CNN-RNN model was trained on half of the Alzheimer’s Disease Neuroimaging Initiative dataset (ADNI, \(n = 1559\)) and validated on the other half of the ADNI dataset and the Open Access Series of Imaging Studies-3 (OASIS-3, \(n = 930\)). Our findings demonstrated that the graph-CNN-RNN can reliably and robustly diagnose AD at the accuracy rate of 85% and above across all the time points for both datasets. The graph-CNN-RNN predicted the AD conversion from 0 to 4 years before the AD onset at \(~80\%\) of accuracy. The AD probabilistic risk was associated with clinical traits, cognition, and amyloid burden assessed using [18F]-Florbetapir (AV45) positron emission tomography (PET) across all the time points. The graph-CNN-RNN provided the quantitative trajectory of brain morphology from prognosis to overt stages of AD. Such a deep learning tool and the AD probabilistic risk have great potential in clinical applications for AD prognosis.

\section{Introduction}

Alzheimer’s Disease (AD) is a type of brain neurodegenerative diseases that become worse with time. It has an astounding impact at individual and societal levels. AD may start to develop 20 years ago before clinical symptoms arise. Changes in the brain, such as amyloid plaques, neurofibrillary tangles, and tissue loss, are not noticeable to the person who is affected until clinical symptoms appear. Prodromal stages of AD are windows of opportunity in reducing the incidence and symptoms of AD. Structural brain imaging changes are suggested to lie between AD neuropathology and clinical and cognitive decline (Frisoni et al., 2010). Structural brain MRI characterizes tissue damage or loss in the medial temporal lobe (i.e., entorhinal cortex and hippocampus), followed by progressive cortical damage that occurs years before clinical symptoms appear (Chan et al., 2001; Thompson et al., 2003). Hippocampal atrophy is the best established and validated among all structural MRI markers of AD, such as voxel-by-voxel morphology and structural volumes (Modrego, 2006). Meta-analysis also shows that medial temporal atrophy has a sensitivity of \(~70\%\) and a specificity of \(~80\%\) for the AD prediction (Yuan et al., 2009). Moreover, structural imaging markers are more sensitive to change from mild cognitive impairment (MCI) to AD than markers of amyloid deposition assessed using cerebrospinal fluid (CSF) (Jack et al., 2009; Sluimer et al., 2010). Hence, structural brain imaging has been recommended to be included as a part of clinical assessment for earlier diagnosis of AD (Dubois et al., 2007). Frisoni et al. (2010)
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Deep learning has received great attention in the field of medical image analysis. In particular, convolutional neural networks (CNNs) have extensively been explored as computer-aided tools for the diagnosis of AD (Basheera and Sai Ram, 2019; Bashyam et al., 2020; Liu et al., 2020; Liu et al., 2019; Qiu et al., 2020; Wee et al., 2019). Nevertheless, classification performance varies significantly from one study to another due to subject selection criteria, sample size, and image processing, which may raise a question on the generalization of deep learning approaches in clinical practice. Several recent studies performed extensive experiments using structural imaging data from the Alzheimer’s Disease Neuroimaging Initiative (ADNI) and demonstrated that CNN approaches on cross-sectional 3D brain structural images (pre-processed or minimally processed) achieved 75% to 90% of the AD classification accuracy (Aansart et al., 2021; Jin et al., 2020; Wen et al., 2020). Jin et al. (2020) showed the generalizability and reliability of deep learning approaches in the application of early diagnosis of AD based on multiple independent datasets. Moreover, a number of existing studies employed deep learning networks and focused on diagnostic conversion within a fixed time-window to identify subjects converted to AD in near future (e.g., Basaiya et al., 2019; Lian et al., 2020; Liu et al., 2018). Traditional machine learning models employed longitudinal data and has shown the improvement of diagnostic conversion (Ye et al., 2012; Zhang et al., 2012; Davatzikos et al., 2011; Risacher et al., 2009; Eskildsen et al., 2015; Moradi et al., 2015). In aid of a series of brain MRI scans, deep learning has potential to further improve the accuracy of AD diagnosis and prognosis. Nevertheless, it is challenging to handle missing brain scans at random time points.

This study aimed to develop a deep learning approach, graph convolutional and recurrent neural network (graph-CNN-RNN) on a series of brain structural MRI data, that can be used to 1) define a diagnosis-guided probabilistic risk for characterizing whole-brain morphology at each time point; 2) quantify the longitudinal trajectory of whole-brain morphology over the course of AD and the AD prediction 4 years prior to clinical diagnosis. We trained this deep learning approach using a series of structural brain MRI scans from half of the Alzheimer’s Disease Neuroimaging Initiative (ADNI) samples and evaluated it on structural brain MRI data of the other half of the ADNI sample. Moreover, we also employed an independent sample, the Open Access Series of Imaging Studies-3 sample (OASIS-3; http://oasis-brains.org), to evaluate the generalizability and robustness of our graph-CNN-RNN model. This study included 650 CN subjects, 47 s-MCI subjects, 233 CE subjects, and 17 subjects converted from CN to AD from the OASIS dataset (Marcus et al., 2010). The number of visits per subject varied from 1 to 7. Table 1 lists the number of subjects based on the number of visits in each diagnostic group. The number of visits per subject varied from 1 to 11. Table 1 lists the number of subjects based on the number of visits in each diagnostic group. The diagnosis information of 58 subjects was missing or converted back to CN from MCI and AD, which were not used in this study. Due to the small sample size at each time point, the converted subjects were also excluded in this study (Table 2).

### 2.2. MRI Processing

Both the ADNI and OASIS-3 studies acquired structural T1-weighted MRI scans using either 1.5 T or 3 T scanners. FreeSurfer (version 5.3.0) longitudinal analysis pipeline was then used to label each voxel in the usable T1-weighted image as gray matter, white matter, cerebrospinal fluid (CSF), or subcortical structures (Fischl et al., 2002). Post-processing quality check was conducted following the instruction on https://surfer.nmr.mgh.harvard.edu/fswiki/FsTutorial/TroubleshootingData. We employed large deformation diffeomorphic mapping (LDDMM) (Du et al., 2011; Tan and Qiu, 2016; Zhong and Qiu, 2010) to align individual cortical surfaces to the atlas and transferred cortical thickness of each subject to a common space. This study also extracted bilateral subcortical and ventricular volumes from FreeSurfer analysis and included the volumes of the hippocampus, amygdala, thalamus, caudate, putamen, and globus pallidus in the following deep learning.

| the number of visits | CN | s-MCI | AD | Conversion |
|---------------------|----|-------|----|-----------|
| 1                   | 54 | 45    | 49 | 9         |
| 2                   | 62 | 57    | 47 | 7         |
| 3                   | 52 | 87    | 75 | 13        |
| 4                   | 79 | 127   | 146| 37        |
| 5                   | 94 | 114   | 7  | 68        |
| 6                   | 31 | 64    | 2  | 59        |
| 7                   | 21 | 28    | 0  | 30        |
| 8                   | 17 | 8     | 0  | 18        |
| 9                   | 18 | 12    | 0  | 12        |
| 10                  | 6  | 6     | 0  | 3         |
| 11                  | 0  | 0     | 0  | 4         |
| total               | 434| 548   | 326| 251       |

Abbreviations: CN, controls; s-MCI, stable mild cognitive impairment; AD, Alzheimer’s disease.
et al., 2021) and minimal recurrent neural network (RNN) (Chen, 2017).

This graph-CNN-RNN aimed to generate the probabilistic risk and make the diagnosis and prediction of AD based on longitudinal structural MRI. We developed a deep learning approach (graph-CNN-RNN) that incorporated vertex-based graph CNN with 4 graph convolutional layers and 1 fully connected layer as well as a minimal RNN. We employed the minimal RNN instead of long-short term memory (LSTM) because of its efficient model parameterization (fewer parameters) to be estimated (Chen, 2017).

Fig. 1 illustrates the architecture of the vertex-based graph-CNN-RNN that incorporated a vertex-based graph CNN with 4 graph convolutional layers and 1 fully connected layer as well as a minimal RNN. The vertex-based graph-CNN took cortical thickness as input data and the cortical surface represented by a triangulated mesh as a graph. It conducted filtering of cortical thickness on the cortical surface. Each convolutional layer had 1-ring neighbour filters, rectified linear unit (ReLU), and pooling with a down-sample rate of 4. The four convolutional layers respectively had 8, 16, 32, and 64 filters as shown in Fig. 1. The fully connected layer concatenated all filtered data and reduced the data dimensionality to 128. The mathematical foundation of the vertex-based graph-CNN was described in (Liu et al., 2021). We optimized this network by minimizing a three-class classifier.

The minimal RNN then incorporated the 128 cortical features obtained from the vertex-based graph-CNN with the volumetric data, including the bilateral hippocampus, amygdala, thalamus, basal ganglia, and ventricle volumes. We denoted these morphological measures as \( x_t \) at the \( t \)th visit. \( x_{t-1} \) represents predicted morphological measures (thickness features and volumes) and the diagnostic probability of CN, MCI, and AD at \( t + 1 \). If actual image data, \( x_{t+1} \), were missing, \( x_{t-1} \) was used in the model for the estimation of the next time point. Otherwise, the real image measures were used. We minimized the square errors of the image features and cross entropy of diagnostic labels.

### 2.3. Diagnostic-Guided probabilistic risk via graph convolution and recurrent neural networks

#### 2.3.1. Graph-CNN-RNN model

This study aimed to derive a probabilistic risk for AD diagnosis from structural MRI that is most relevant to neurodegeneration. We developed a deep learning approach (graph-CNN-RNN) that incorporated vertex-based graph convolutional neural network (vertex-based graph CNN, code available at https://bieqa.github.io/deeplearning.html), (Liu et al., 2021) and minimal recurrent neural network (RNN) (Chen, 2017). This graph-CNN-RNN aimed to generate the probabilistic risk and make the diagnosis and prediction of AD based on longitudinal structural MRI data. We chose vertex-based graph-CNN because of its fast computation and better performance than spectral graph-CNN as shown in (Liu et al., 2021). We employed the minimal RNN instead of long-short term memory (LSTM) because of its efficient model parameterization (fewer parameters) to be estimated (Chen, 2017).

### Abbreviations

- CN, controls
- s-MCI, stable mild cognitive impairment
- AD, Alzheimer’s disease

### Table 2

The number of subjects who have \( n \) number of visits in each diagnostic group of the OASIS-3 dataset.

| the number of visits | CN | s-MCI | AD | Conversion |
|---------------------|----|-------|----|------------|
| 1                   | 242| 42    | 187| 0          |
| 2                   | 191| 3     | 44 | 8          |
| 3                   | 114| 2     | 1  | 8          |
| 4                   | 64 | 0     | 1  | 1          |
| 5                   | 26 | 0     | 0  | 0          |
| 6                   | 13 | 0     | 0  | 0          |
| total               | 650| 47    | 233| 17         |

The number of subjects who have \( n \) number of visits in each diagnostic group of the OASIS-3 dataset were used as a testing dataset to evaluate the entire network (see eTable 1, Supplementary Material). The diagnostic accuracy of each class at each time point was computed as the percentage of correctly classified subjects over the overall subjects of the same class at each time point in the ADNI testing dataset.

We also applied the graph-CNN-RNN model trained using the ADNI dataset to the OASIS-3 dataset to examine its robustness and reliability on the AD classification. We did not use the OASIS-3 as a training dataset due to its limited time points and relatively small sample sizes of s-MCI and AD (see Table 2). The diagnostic accuracy of each class at each time point was computed as the percentage of correctly classified subjects over the overall subjects of the same class at each time point in the ADNI testing dataset.

### 2.3.2. Graph-CNN-RNN training and evaluation

We trained our network model using half of the CN, s-MCI, and AD samples at each time point in the ADNI dataset (see Table 1) with a learning rate of 1e-3. The rest of the CN, s-MCI, AD samples in the ADNI dataset were used as a testing dataset to evaluate the entire network (see eTable 1, Supplementary Material). The diagnostic accuracy of each class at each time point was computed as the percentage of correctly classified subjects over the overall subjects of the same class at each time point in the ADNI testing dataset.

We trained our network model using half of the CN, s-MCI, and AD samples at each time point in the ADNI dataset (see Table 1) with a learning rate of 1e-3. The rest of the CN, s-MCI, AD samples in the ADNI dataset were used as a testing dataset to evaluate the entire network (see eTable 1, Supplementary Material). The diagnostic accuracy of each class at each time point was computed as the percentage of correctly classified subjects over the overall subjects of the same class at each time point in the ADNI testing dataset.

![Fig. 1](image.png)

Fig. 1. The architecture of the vertex-based graph convolution and recurrent neural network (graph-CNN-RNN). The graph-CNN reduces the dimensionality of cortical thickness data and the minimal RNN updates anatomical measures and predicts the diagnosis of controls (CN), mild cognitive impairment (MCI), or Alzheimer’s disease (AD) at each time point. \( x_t \) denotes an observed data at time \( t \), comprising 128 cortical features, subcortical volumes, and diagnosis. \( \hat{x}_{t+1} \) represents the predicted value of \( x_t \) at time \( t + 1 \). The hidden state \( h_t \) is a combination of the previous hidden state and the transformed input and hence encodes the longitudinal information of \( x_t \) and \( h_t \). The gate \( m_t \) is on if \( x_t \) exists. The forget gate \( f_t \) weights the contribution of the previous hidden state \( h_t \) and current transformed input \( u_t \) toward the hidden state \( h_{t+1} \) at time \( t + 1 \).
OASIS-3 sample.

We further applied the graph-CNN-RNN model to individual brain scans of conversion samples and computed its ability to predict future diagnosis (CN, MCI, or AD) of the ADNI sample. We defined the AD prediction accuracy as a function of years prior to AD onset. This study did not perform this experiment to the OASIS-3 sample due to its small sample size of conversion subjects at each time point (see Table 2), which cannot provide the precision of the prediction accuracy (1/the number conversion subjects at each time point).

2.3.3. AD probabilistic risk

We further defined an AD probabilistic risk as a ratio of the diagnostic probability of AD to the sum of the diagnostic probability of AD and CN from the graph-CNN-RNN model. It was a continuous scalar ranging from 0 to 1. The smaller value, the healthier the subject was. We used this AD probabilistic risk to represent brain morphological degeneration.

2.4. Diagnosis, cognition, and amyloid burden

This study included all available data of diagnosis, cognition, and biomarkers available in the ADNI and OASIS databases. For diagnostic measures, we included mini-mental state exam (MMSE), clinical dementia rating scale sum of boxes (CDR-SOB), the 13 item version of the Alzheimer’s disease assessment scale-cognitive subscale (ADAS-Cog) at every time point. This study also included cognitive measures at all available time points. The ADNI study included Rey Auditory Verbal Learning Test immediate and delayed scores (RAVLT IR, RAVLT DR) for memory, category fluency and Boston naming tests for semantic memory and language, Trail Making Test A and B scores (TMT-A, TMT-B) for attention and executive function, and clock test for visuospatial function. The OASIS-3 study also included Wechslers Memory Scale (WMS)-Revised measures, LOGIMEM and MEMUNITS, for episodic memory.

Both ADNI and OASIS-3 assessed amyloid burden based on standard uptake value ratios (SUVRs) derived from [18F]-Florbetapir (AV45) positron emission tomography (Villars et al., 2010). AV45 SUVRs were computed as the value averaged over the cingulate, frontal, parietal, and temporal regions (Su et al., 2013; Su et al., 2019).

2.5. Statistical analysis

Partial correlation was used to examine the relationship of the AD probabilistic risk with diagnostic measures, cognition, and amyloid burden at each time point. Age and gender were considered as covariates. This partial correlation analysis was applied to both the ADNI testing dataset and OASIS-3 dataset to quantify the use of the AD probabilistic risk in associations with clinical and pathological measures.

2.6. Data availability

The ADNI and OASIS data are available at https://adni.loni.usc.edu and https://www.oasis-brains.org, respectively.

3. Results

3.1. Subject characteristics

This study included both the ADNI and OASIS-3 datasets. Tables 3 and 4 list the demographic, clinical, and cognitive information, as well as amyloid burden assessed using AV45 SUVRs at the baseline time point of the ADNI and OASIS-3 datasets, respectively. In the ADNI dataset, there were significant group differences in age, gender, and years of education among the four diagnostic groups at the baseline (all $p < 0.01$). The AD patients showed the worst memory, language, attention, and visuospatial functions, and the highest amyloid burden in the cingulate, frontal, parietal, and temporal brain regions compared to the s-MCI, conversion patients, and controls (all $p < 0.001$).

The OASIS-3 dataset showed significant group differences in baseline age ($p < 0.001$) and gender ($p = 0.006$) but not in years of education ($p = 0.812$). Similar to the ADNI dataset, the OASIS-3 dataset also showed the worst memory, language, and attention function as well as the highest amyloid burden in the cingulate, frontal, parietal, and temporal brain regions in the AD patients when compared to the other groups (all $p < 0.001$). Unlike the ADNI dataset, the OASIS-3 had a few conversion subjects at each time point that were not included in this study (see Table 2).

3.2. Diagnostic prediction of stable controls and AD patients

This study included 2491 subjects from the ADNI and OASIS-3 datasets (Tables 1-2). For the ADNI dataset, each subject had multiple scans that were taken over the course of 9 ~ 10 years. But, subjects with MRI scans more than 4 years were few (Table 1). For the OASIS-3 dataset, each subject had MRI scans over the course of 4 years, however, a few subjects had MRI scans over the course of more than 2 years (Table 2).

For the stable controls and AD classification, this study employed half of the ADNI sample to train the graph-CNN-RNN and the other half

---

### Table 3

Demographic, clinical, cognition, and amyloid burden characteristics of the ADNI dataset at the baseline visit.

|                          | Control (n = 434) | s-MCI (n = 548) | AD (n = 392) | Conversion (n = 251) |
|--------------------------|------------------|----------------|-------------|---------------------|
| Age (range, years)       | 74.0 (59.7–90.1) | 73.1 (54.4–91.4) | 75.1 (55.1–92.3) | 73.7 (55–88.3)     |
| Gender (females, %)      | 52.5             | 42.2           | 44.8        | 41.0               |
| Education (SD, yrs)      | 16.4 (2.70)      | 15.8 (2.96)    | 15.1 (2.94) | 15.9 (2.72)        |
| Clinical MMSE (SD)       | 29.0 (1.14)      | 27.9 (1.73)    | 23.2 (2.22) | 26.9 (1.79)        |
| CDR-SOB (SD)             | 0.04 (0.14)      | 1.34 (0.79)    | 4.45 (1.79) | 1.84 (1.00)        |
| ADAS-Cog (SD)            | 8.85 (4.28)      | 14.8 (6.03)    | 30.1 (8.58) | 20.7 (6.04)        |

### Table 4

Demographic, clinical, cognition, and amyloid burden characteristics of the OASIS-3 dataset at the baseline visit.

|                          | Control (n = 434) | s-MCI (n = 548) | AD (n = 392) | Conversion (n = 251) |
|--------------------------|------------------|----------------|-------------|---------------------|
| Age (range, years)       | 74.0 (59.7–90.1) | 73.1 (54.4–91.4) | 75.1 (55.1–92.3) | 73.7 (55–88.3)     |
| Gender (females, %)      | 52.5             | 42.2           | 44.8        | 41.0               |
| Education (SD, yrs)      | 16.4 (2.70)      | 15.8 (2.96)    | 15.1 (2.94) | 15.9 (2.72)        |
| Clinical MMSE (SD)       | 29.0 (1.14)      | 27.9 (1.73)    | 23.2 (2.22) | 26.9 (1.79)        |
| CDR-SOB (SD)             | 0.04 (0.14)      | 1.34 (0.79)    | 4.45 (1.79) | 1.84 (1.00)        |
| ADAS-Cog (SD)            | 8.85 (4.28)      | 14.8 (6.03)    | 30.1 (8.58) | 20.7 (6.04)        |

### Abbreviations:

MMSE, Mini-Mental State Examination; CDR-SOB, clinical dementia rating scale sum of boxes; ADAS-Cog, the Alzheimer’s disease assessment scale-cognitive subscale; RAVLT IR, Rey Auditory Verbal Learning Test total immediate recall; RAVLT DR, RAVLT total delayed recognition; Clock, clock drawing; TMT-A, trail making test part A; TMT-B, trail making test part B; SD, standard deviation.
Table 4
Demographic, clinical, cognition, and amyloid burden characteristics of the OASIS-3 dataset at the baseline visit.

| Control (n = 650) | s-MCI (n = 47) | AD (n = 233) |
|------------------|----------------|--------------|
| Age (range, years) | 67.6 (62.5–97) | 75.1 (61.5–89.5) | 76.0 (49.5–95.5) |
| Gender (females, %) | 40.9 | 44.7 | 51.5 |
| Education (AD, yrs) | 15.6 (2.55) | 15.9 (2.27) | 16.3 (10.8) |
| Clinical | | | |
| MMSE (SD) | 29.0 (1.44) | 27.3 (2.66) | 22.9 (5.13) |
| CDR-SOB (SD) | 0.14 (0.91) | 1.46 (1.25) | 4.67 (3.24) |
| Cognition | | | |
| Memory | | | |
| WMS LOGMEM (SD) | 13.8 (3.92) | 9.57 (4.72) | 5.68 (4.92) |
| WMS MEMUNITS (SD) | 12.9 (4.29) | 7.23 (4.62) | 3.58 (4.77) |
| Language | | | |
| Animal fluency (SD) | 20.4 (5.72) | 15.9 (5.22) | 12.2 (5.64) |
| Boston naming (SD) | 27.3 (3.09) | 24.8 (4.99) | 21.7 (6.28) |
| Attention/Executive | | | |
| TMT-A (SD) | 35.1 (17.3) | 43.0 (19.1) | 71.3 (46.3) |
| TMT-B (SD) | 91.1 (45.4) | 131.8 (83.4) | 188.0 (92.9) |
| AV45 SUVR | | | |
| Cingulate (SD) | 1.44 (0.51) | 2.83 (2.05) | 2.54 (1.01) |
| Frontal (SD) | 1.05 (0.52) | 2.30 (1.92) | 2.14 (1.0) |
| Parietal (SD) | 0.90 (0.45) | 1.84 (1.19) | 1.80 (0.75) |
| Temporal (SD) | 1.15 (0.49) | 2.75 (2.13) | 2.28 (0.71) |

Abbreviations: MMSE, Mini-Mental State Examination; CDR-SOB, clinical dementia rating scale sum of boxes; ADAS-Cog, the Alzheimer’s disease assessment scale-cognitive subscale; WMS, Wechsler Memory Scale; TMT-A, trail making test part A; TMT-B, trail making test part B; SD, standard deviation.

of the ADNI sample to validate the classification accuracy (eTable 1, Supplementary Material). Since the graph-CNN-RNN was a longitudinal model, the prediction of diagnosis at the current time was based on the MRI data and diagnosis information at the previous time points. Fig. 2A shows the classification accuracy between stable controls and AD patients of the ADNI dataset at each time point. The accuracy rate ranged from 85.4% to 92.3% and had relatively a small fluctuation over the 6 years from the baseline. Nevertheless, the 95% confidence interval increased over time due to the drop in the number of subjects available in the ADNI dataset (Fig. 2B).

Moreover, the robustness and reliability of the graph-CNN-RNN model were tested using the OASIS-3 dataset (Table 2). We directly applied the trained graph-CNN-RNN model to the OASIS-3 sample and achieved the classification accuracy ranging from 82.6% to 95.2% over the 2 years from the baseline (Fig. 2C). There was an increasing trend in the classification accuracy over time mainly because of the incorporation of longitudinal MRI scans despite the small sample size at 1.5-year and 2-year visits (Fig. 2D and Table 2).

3.3. The discrimination map of stable controls and AD patients

We evaluated the discriminative power of various brain regions for AD diagnosis over time. For this, we evaluated the contribution of each brain region to the AD classification as follows. The measure within a brain region was first set to the difference between the CN and AD subjects and the measure of the rest of brain regions was set to be the averaged value of the CN subjects. The graph-CNN-RNN model then computed the AD probabilistic risk of this region. We repeated this for all brain regions. Fig. 2E shows that the hippocampal volume was ranked with the highest discriminative power of AD diagnosis, followed by the cortical thickness, lateral ventricular, thalamus, and amygdala volumes (range: 0.020 ~ 0.475). Among cortical regions, the bilateral medial temporal lobes (MTL) had the highest discriminative power of AD diagnosis (Fig. 2F).

3.4. The AD probabilistic risk predicts AD incident 4 years in advance

We computed the AD probabilistic risk for the ADNI testing sample (eTable 1, Supplementary Material) and the OASIS-3 samples (Table 2) based on the graph CNN-RNN model. Fig. 3A, B illustrate the distribution of the AD probabilistic risk in each diagnostic group of the ADNI and OASIS-3 datasets, respectively. Both datasets showed the same trend, that is, AD patients had the largest AD probabilistic risk score, while normal controls had the lowest AD probabilistic risk score (all p < 0.001). Nevertheless, the AD probabilistic risk in each diagnostic group of the OASIS-3 dataset was smaller than the respective value in the ADNI dataset partly because of the differences in age and the sample size of s-MCI and AD patients in the two datasets. The standard deviations of clinical measures in the ADNI dataset were smaller than those in the OASIS-3 dataset (Tables 3 and 4).

We then applied the graph-CNN-RNN model to earlier MRI scans to compute the longitudinal trajectory of the probabilistic risk for the prediction of AD conversion at a later time point. Fig. 3C shows the prediction accuracy of the AD conversion from 0 to 4 years prior to the onset of AD. For instance, our model can predict the AD conversion at the accuracy of 79.7% while using the MRI scan acquired 4 years before the onset of AD. The prediction accuracy of the AD conversion was relatively consistent across 0 to 4 years prior to the onset of AD (range: 78.3% ~ 81.5%). When the sample size (Fig. 3D) was larger, the prediction accuracy was relatively higher. The 95% confidence interval of the prediction accuracy increased as the sample size reduced.

Fig. 4 illustrates the longitudinal trajectory of the AD probabilistic risk that was averaged over all conversion subjects in the ADNI dataset. This trajectory quantified brain morphology over the course of AD. This trajectory quantified the theoretical model of whole-brain morphology proposed by Frisoni et al. (2010) (Frisoni et al., 2010).

3.5. The AD probabilistic risk in relation with diagnostic measures, cognition, and biological markers

For the ADNI dataset, the higher AD probabilistic risk score was associated with lower MMSE, and higher CDR-SOB and ADAS-Cog scores at all the time points (Fig. 5A and eTable 2, Supplementary Material) after adjusting for age and gender. Fig. 5B shows that the higher AD probabilistic risk score was correlated with lower memory, language, attention, and visuospatial cognitive functions over the 5 years from the baseline visit (see statistical values and sample sizes in eTable 3, Supplementary Material). Similarly, the higher AD probabilistic risk score was associated with higher amyloid burdens in the cingulate, frontal, parietal, and temporal regions at most of the time points (Fig. 5C), except at 0.5, 1, and 5 years from the baseline due to the limited samples (eTable 5, Supplementary Material).

The above correlation patterns shown in the ADNI dataset were replicated in the OASIS-3 dataset (Fig. 5D-F). ETables 2, 4, 5 (Supplementary Material) provided the detailed statistical values and sample sizes for the OASIS-3 dataset. Overall, the AD probabilistic risk was highly correlated with diagnostic status, cognitive ability, and AD neuropathology, suggesting its potential use in the integration with the clinical and pathological measures of AD.

4. Discussion

This study developed the graph-CNN-RNN model and defined a scalar measure, AD probabilistic risk, that well characterizes whole-brain morphology. The graph-CNN-RNN was a longitudinal model that incorporated longitudinal cortical and subcortical morphology for the diagnosis and prediction of AD. This study employed the two largest AD datasets with the most time points and demonstrated that the graph-
CNN-RNN can reliably and robustly diagnose AD at the accuracy rate of 85% and above at all the time points. The graph-CNN-RNN predicted the AD conversion 4 years prior to the AD onset at ~80% of accuracy. The AD probabilistic risk was associated with clinical traits, cognition, and amyloid burden across all the time points. Our findings suggested the possibility of constructing a scalar measure to quantify brain morphology and successfully predict the onset of AD 4 years prior to clinical diagnosis.

Deep learning methods have increasingly been used in the computer-aided diagnosis of AD due to their flexibility and ability to learn neuroimage features that have the most discriminative power of AD diagnosis (e.g., Ansart et al., 2021; Jin et al., 2020; Wen et al., 2020). In the past 10 years, a substantial body of research mainly employed convolutional neural networks (CNNs) on 2D slices, 3D patches/regions of interest (ROIs), or 3D images, or volumetric features of cross-sectional data for AD diagnosis. However, due to participant selection, image processing, sample size, or validation procedure across studies (e.g., Basaia et al., 2019; Jin et al., 2020; Lian et al., 2020; Liu et al., 2018;
Wee et al., 2019), their classification results may not be comparable. A recent review (Wen et al., 2020) implemented the existing CNN models, such as CNN on 2D slices, 3D patches/regions of interest (ROIs), or 3D images to overcome the above variations and provided the most comparable classification results across the existing CNN models in literature. It demonstrated that 3D CNN approaches (3D images, 3D-ROI, 3D-patch) achieved the best classification performance between CN and AD (accuracy: 75% ~ 90%). Instead of 3D volumetric images, our graph-CNN-RNN model took an advantage of cortical geometry and applied the convolution along the cortical surface. Moreover, our model comprised the recurrent neural network and incorporated the longitudinal information of the data, which allowed the interpolation of missing data points based on previous time points and stabilized the classification performance across all the time points. In other words, our model provided a diagnosis of individual subjects at any time point. Even though our model was trained on half of the ADNI sample, both the ADNI and OASIS-3 datasets showed similar performance (accuracy: 85.4% ~ 92.3% for ADNI; 82.6% ~ 95.2% for OASIS-3) across all the time points, suggesting that our graph-CNN-RNN model was reproducible, robust, and generalizable.

Structural MRI has become a part of the clinical assessment of AD. Frisoni et al. (Frisoni et al., 2010) proposed a theoretical model on the progression of AD biological markers from preclinical to overt stages of AD. Nevertheless, there is still a lack of the quantification of these biomarkers over the course of AD. Brain morphological changes have mainly been restricted to the volumes of whole-brain or ROIs, such as the hippocampus and medial temporal structures. This study employed the deep learning approach and encoded whole brain morphology as a scalar measure, AD probabilistic risk. Our study provided the quantification of the longitudinal trajectory of brain morphology over the course of AD. This trajectory allowed early prediction of AD and achieved the prediction accuracy of ~ 80% from 0 to 4 years before clinical diagnosis. Moreover, the trajectory of the AD probabilistic risk was highly correlated not only with the trajectory of clinical traits and cognition but also with the trajectories of AD pathology, amyloid burden. These findings

![Fig. 3. The distributions of the AD probabilistic risk and the prediction accuracy of AD conversion. A, B) The distributions of the AD probabilistic risk in each diagnostic group of the ADNI and OASIS-3 datasets, respectively. C, D) The prediction accuracy of the AD conversion prior to the AD onset and the number of the AD conversion subjects used.](image)

![Fig. 4. The longitudinal trajectory of the AD probabilistic risk averaged over all conversion subjects in the ADNI dataset.](image)
implicated the feasibility of using this graph-CNN-RNN as a computer-aided tool for the prognosis of AD in clinical practice.

While the experimental results highlighted a promising potential of clinical diagnosis and prognosis applications of the graph-CNN-RNN for AD classification and prediction, this study has some limitations that warrant consideration. The graph-CNN-RNN model achieved good prediction results based on the ADNI dataset. Nevertheless, there is lack of longitudinal deep learning methods for fair comparison. The OASIS-3 dataset was lack of conversion subjects with multiple time points. The performance and robustness of the proposed model should be further tested on longitudinal datasets with larger samples. Moreover, as multimodal brain image data become available, our model can be extended to other image modalities and create a functional, metabolic, and pathological signature for the diagnosis and prognosis of AD, which can facilitate the quantification of the trajectory of image biomarkers over the course of AD.

5. Conclusion

This study offered a promising deep learning tool for individualized diagnosis and prognosis over the course of AD. This study employed the two major AD datasets longitudinally, defined the AD probabilistic risk, and quantified the trajectory of whole-brain morphology via a scalar measure from prognosis to overt stages of AD. Such a deep learning tool

Fig. 5. Correlation of the AD probabilistic risk with diagnosis, cognition, and [18F]-Florbetapir (AV45) standard uptake ratio (SUVR) at each time point of the ADNI and OASIS-3 datasets. The left column shows the results for the ADNI dataset, while the right column illustrates the results for the OASIS-3 dataset. The sample sizes of each time points are listed in eTables 2-5 (Supplementary Material). Abbreviations: MMSE, mini mental state exam; CDR-SOB, clinical dementia rating scale sum of boxes; ADAS-Cog, the Alzheimer’s disease assessment scale-cognitive subscale; RAVLT IR and DR, Rey Auditory Verbal Learning Test Immediate and Delayed scores; TMT-A and TMT-B, Trail Making Test A and B scores; WMS, Wechsler Memory Scale.
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