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Abstract

Delay mass-action systems provide a model of chemical kinetics when past states influence the current dynamics. In this work, we provide a graph-theoretic condition for delay stability, i.e., linear stability independent of both rate constants and delay parameters. In particular, the result applies when the system has no delay, implying asymptotic stability for the ODE system. The graph-theoretic condition is about cycles in the directed species-reaction graph of the network, which encodes how different species in the system interact.
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1 Introduction

Mass-action kinetics is a common modelling assumption for chemical and biochemical processes. If the environment is well-mixed, the rate at which any reaction proceeds is assumed to be proportional to the concentrations of reactant species, and the ratio of reactants lost to products gained is determined by the stoichiometric coefficients.

As with most polynomial ODEs, mass-action systems allow for complicated dynamics, which may change considerably when parameters vary. It is then noteworthy that a number of dynamical properties of a reaction system have been shown to be a function of the network structure alone, and independent of parameter values. A number of recent results relate structural features of the reaction network with the existence, uniqueness, and stability of steady states, existence of oscillations, persistence (non-extinction) of solutions, and absolute concentration robustness; for example, see [9, 12, 17, 21, 23, 30, 36].

The structure of a reaction network may be encoded by way of its DSR graph, a labeled digraph related to Petri nets. First introduced to address questions of multistationary [4, 14], features of the DSR graph or closely related graphs have been tied to other dynamical properties, like persistence, stability, and absence of oscillation [1, 2, 18].

Under mass-action kinetics, product species are available instantaneously; however, many processes naturally involve a time delay between reactant consumption and product production, for example transmission of cellular signal [28]. By taking into account the influence of the past, the governing equation is a system of delay differential equations, instead of a system of ordinary differential equations. In this work we show that the DSR graph can allow conclusions about mass-action systems with delays.

More precisely, we show that if the DSR graph of a reaction network \( \mathcal{N} \) satisfies certain conditions, then \( \mathcal{N} \) is delay stable, i.e., any positive steady states are linearly stable for all choices of parameters, including delay parameters. This is our [Theorem 5.4] which can be regarded as the main result of the paper. Moreover, this theorem also implies asymptotic stability of any positive steady states for the mass-action system without delay, i.e., for the system of ODEs.

Here is an outline of the proof of [Theorem 5.4]: first we construct a certain network \( \tilde{\mathcal{N}} \) (the modified network) as explained in Section 3. Then, as an intermediary step, we relate delay stability of \( \mathcal{N} \) with the DSR graph of \( \tilde{\mathcal{N}} \) in Section 4. Finally, the relation between the DSR graphs of \( \mathcal{N} \) and \( \tilde{\mathcal{N}} \) is discussed in Section 5, and we arrive at a sufficient condition for delay stability involving the DSR graph of the initial network \( \mathcal{N} \). A more detailed summary of the proof of [Theorem 5.4] is given as a diagram of implications in Figure 11, which can also be viewed as a roadmap of this paper. Additional details are provided in Section 5.2. Background on delay mass-action systems
and the DSR graph is given in Sections 2 and 4. While examples are discussed throughout the text, Examples 5.8 and 5.10 have biological motivation.

Although this entire work is discussed in terms of mass-action kinetics, the results hold for more general kinetics under mild conditions. Mass-action kinetics assumes that the reaction rate function \( K_{y ightarrow y'} \) is proportional to the concentrations of reactants (with exponents given by stoichiometric coefficients). The main result in this paper holds when the rate function \( K_{y ightarrow y'} \) satisfies
\[
\frac{\partial K_{y ightarrow y'}}{\partial x_j} \geq 0 \quad \text{for all } j,
\]
and
\[
\frac{\partial K_{y ightarrow y'}}{\partial x_i} > 0 \quad \text{for any } i \in \text{supp}(y).
\]
This generalization is permitted because of [16, Remark 4.3] and [4].

2 Mass-action systems with delay

In this section, we introduce mass-action systems with delay and some related notions, previously defined in [16]. For more details about delay mass-action systems, see [16, 35]. Let \( \mathbb{R}^n_\geq \) denote the set of vectors with non-negative coordinates, and let \( \mathbb{R}^n_\succ \) denote the set of vectors with positive coordinates. The support \( \text{supp}(y) \) of a vector \( y \in \mathbb{R}^n \) is the set of indices for which \( y_i \neq 0 \).

Definition 2.1. A chemical reaction network \( N = (\mathcal{V}, \mathcal{R}) \), or reaction network, is a finite directed graph, where each vertex \( y \in \mathcal{V} \), called a complex, is a vector in \( \mathbb{R}^n_\geq \). Each edge \( (y, y') \in \mathcal{R} \), called a reaction, is denoted \( y \rightarrow y' \).

Remark 2.2. The definition above is equivalent to the classical definition of a reaction network being a triple \( (S, C, R) \), where \( S \) is the set of species, \( C \) is the set of complexes and \( R \) is the set of reactions [5, 13, 14, 20, 37]. Indeed, given \( N \) as above, the set of species is identified (by an abuse of notation) to the standard basis \( \{\hat{e}_1, \hat{e}_2, \ldots, \hat{e}_n\} \) of \( \mathbb{R}^n \), and the complexes are non-negative linear combinations of the species. Conversely, given a triple \( (S, C, R) \) as described in [13, 20], we can use the same identification between the set of species and the standard basis of \( \mathbb{R}^n \) to write a complex as a vector \( y \in \mathbb{R}^n_\geq \). If \( i \in \text{supp}(y) \), then we say that \( X_i \) (identified with \( \hat{e}_i \)) is a species in the complex \( y \).

For any reaction \( y \rightarrow y' \), we call \( y \) a reactant complex, and \( y' \) a product complex. A species in \( y \) is a reactant species of the reaction \( y \rightarrow y' \), and a species in \( y' \) is a product species of the reaction. In other words, \( \text{supp}(y) \) consists of the reactant species, while \( \text{supp}(y') \) consists of the product species. A bispecies reaction is one with two reactant species. To avoid excessive subscripts later, we enumerate the set of reactions: \( \mathcal{R} = \{y_r \rightarrow y'_r : 1 \leq r \leq R\} \). When indexing over the set of reactions, as in \( r \in \mathcal{R} \), we mean the reaction \( y_r \rightarrow y'_r \).
To model how concentrations of species change over time, we make an assumption on the rate at which each reaction proceeds. One of the most common models in chemistry and biochemistry is mass-action kinetics, which assumes that the reaction rate is proportional to the concentration of reactant species.

**Definition 2.3.** A *mass-action system* $N_{\kappa}$ is a reaction network $N = (\mathcal{V}, \mathcal{R})$ together with a vector of rate constants $\kappa \in \mathbb{R}^m$. The dynamics of the concentration vector $x(t)$ is given by

$$\dot{x}(t) = \sum_{r \in \mathcal{R}} \kappa_r [x(t)]^{y_r} (y'_r - y_r).$$

(1)

In a mass-action system, the consumption of reactants and the production of products occur simultaneously. However, some systems have an inherent delay between consumption and production [35]; for example, the binding of two single-stranded DNA molecules via nucleation-propagation mechanism, or an enzyme needing to change its conformation after taking part in a reaction. In these scenarios, the reactants are consumed immediately while the products become available at a later time. We define a delay mass-action system to be a mass-action system augmented with a vector of delay parameters, one non-negative parameters for each reaction.

**Definition 2.4.** A *delay mass-action system* $N_{\tau, \kappa}$ is a mass-action system $N_{\kappa}$ with a vector of delays $\tau \in \mathbb{R}^m_{\geq}$. The dynamics of the concentration vector $x(t)$ is given by

$$\dot{x}(t) = \sum_{r \in \mathcal{R}} \kappa_r [x(t - \tau_r)]^{y_r} y'_r - \sum_{r \in \mathcal{R}} \kappa_r [x(t)]^{y_r} y_r.$$

(2)

For an initial value problem of (2), the initial data is a function defined on the interval $[-\bar{\tau}, 0]$ where $\bar{\tau} = \max_r \tau_r$. If all reactions occur without delay, i.e., $\tau = 0$, then from the perspective of dynamics, $N_{\tau, \kappa}$ is not different from $N_{\kappa}$ [7]. Indeed, the ODE system (1) is identical to the delay system (2) when $\tau = 0$. Moreover, the ODE system (1) has only non-negative solutions if the initial condition is non-negative [27]; similarly, the first quadrant is also forward invariant for the delay system [8].

The systems (1) and (2) share the same set of positive steady states [27]; in other words, a positive constant solution $x(t) \equiv x^*$ is a steady state for the delay system (2) if and only if it is a steady state of the ODE system (1). A positive steady state $x^*$ is also called an *equilibrium*. Note, however, that although the sets of equilibria are the same for the ODE and delay systems, they generally satisfy different conservation relations; solving for an equilibrium with a particular initial condition for the delay system can be difficult. A mass-action system with positive initial data $\theta \in \mathbb{R}^n_+$ may have a conservation relation

$$x(t) - \theta \in S,$$
where $S = \text{span}\{y_r' - y_r : r \in \mathbb{R}\}$ is the stoichiometric subspace. A delay mass-action system with positive initial data $\theta$ defined on the interval $[-\bar{\tau}, 0]$ may admit a conservation relation

$$x(t) - \theta(0) + \sum_{r \in R} \kappa_r \left( \int_{t-\tau_r}^{t} [x(s)]^{y_r} ds - \int_{-\tau_r}^{0} [\theta(s)]^{y_r} ds \right) y_r \in S.$$ 

In this paper, we only consider systems whose stoichiometric subspace $S$ is all of $\mathbb{R}^n$, and so the ODE and delay systems share the same set of equilibria regardless of initial condition.

**Example 2.5.** We now illustrate how we represent a delay mass-action system $\mathcal{N}_{\tau, \kappa}$ using a simple model for DNA duplex formation. A DNA helix comprises of two complementary single-stranded DNA. During the nucleation step, several base pairs must find their partners in the complementary strand. However, once that happens, the two strands zip together like a zipper; this is the propagation step [10, Chapter 23].

As a toy model of duplex formation, consider two single-stranded DNA ($S$) forming a duplex ($D$) reversibly with some time delays. Reality is of course much more complicated; we are neglecting that the single-stranded DNA should be complementary, not identical. Moreover, in DNA replication, usually one strand forms a template, and the other strand is built from individual nucleotides. Finally, we are also neglecting the physical process whereby the double-stranded DNA twists to form a helix, and the thermodynamics when long sequences are involved. In this toy model, we assume that the delay parameters are proportional to the length of the DNA sequence. Moreover, we include the degradation of $D$, and the synthesis and degradation of $S$.

The delay mass-action system is

$$2S \xleftrightarrow{\kappa_1, \tau_1} D \xleftrightarrow{\kappa_3} 0 \xleftrightarrow{\kappa_4, \tau_2} S$$

where the rate constants and delay parameters (if non-zero) are shown as edge labels. By an abuse of notation, let $S$ and $D$ denote the concentration variables of the single-stranded and double-stranded DNA respectively. The associated system of delay differential equations

$$\dot{S}(t) = \kappa_4 - \kappa_5 S(t) - 2\kappa_1 [S(t)]^2 + 2\kappa_2 D(t - \tau_2)$$
$$\dot{D}(t) = -\kappa_3 D(t) + \kappa_1 [S(t - \tau_1)]^2 - \kappa_2 D(t)$$

has a single equilibrium for any choice of positive rate constants. This is given by

$$\frac{\kappa_4 S^2}{\kappa_2 + \kappa_3} = D = \frac{2\kappa_1 S^2 + \kappa_5 S - \kappa_4}{2\kappa_2}.$$ 

The resulting quadratic equation $2\kappa_1 \kappa_3 S^2 + \kappa_5 (\kappa_2 + \kappa_3) S - \kappa_4 (\kappa_2 + \kappa_3) = 0$ always has a positive root and a negative root, leading to a unique positive equilibrium.
One way to study the asymptotic stability of a delay system’s equilibrium $x^*$ is by linearizing about $x^*$. The linearized system has a solution of the form $x(t) = x^* + a e^{\lambda t}$ with $a \neq 0$ if and only if

$$\text{det}(J_{\lambda}(x^*, \kappa, \tau) - \lambda \text{Id}) = 0,$$

where

$$J_{\lambda}(x, \kappa, \tau) = \sum_{r \in \mathcal{R}} \kappa_r \left( \frac{\partial x y_r}{\partial x_1} (e^{-\lambda \tau_r} y'_r - y_r), \cdots, \frac{\partial x y_r}{\partial x_n} (e^{-\lambda \tau_r} y'_r - y_r) \right).$$

A complete derivation of the characteristic equation (3) can be found in [16]. Note that if $\tau = 0$, then $J_{\lambda}(x, \kappa, 0)$ is the Jacobian matrix $J(x, \kappa)$ of the corresponding ODE system (1).

Example 2.6. We return to Example 2.5. The matrices

$$J_{\lambda}(x^*, \kappa, \tau) = \begin{pmatrix} -\kappa_5 - 4\kappa_1 S^* & 2\kappa_2 e^{-\lambda \tau_2} \\ 2\kappa_1 S^* e^{-\lambda \tau_1} & -\kappa_2 - \kappa_3 \end{pmatrix} \quad \text{and} \quad J(x^*, \kappa) = \begin{pmatrix} -\kappa_5 - 4\kappa_1 S^* & 2\kappa_2 \\ 2\kappa_1 S^* & -\kappa_2 - \kappa_3 \end{pmatrix}$$

are clearly related. The characteristic equation (3) of the delay system is

$$0 = \lambda^2 + \lambda (4\kappa_1 S^* + \kappa_2 + \kappa_3 + \kappa_5) + (4\kappa_1 S^* + \kappa_5)(\kappa_2 + \kappa_3) - 4\kappa_1 \kappa_2 S^* e^{-\lambda(\tau_1 + \tau_2)}.$$ 

Note that the characteristic equation is generally a polynomial of $\lambda$ and $e^{-\lambda \tau_r}$, with coefficients that depend on $\kappa$ and $x^*$.

If every root $\lambda$ of the characteristic equation has negative real part, then the equilibrium $x^*$ is asymptotically stable. In this work, we are interested in two stronger notions of stability: one independent of the choice of non-negative delay parameters, and another independent of both the choice of positive rate constants and non-negative delay parameters.

**Definition 2.7.** A mass-action system $N_\kappa$ is **absolutely stable** if for any equilibrium and any choice of delay parameters $\tau \geq 0$, every root of the characteristic equation (3) of the delay mass-action system $N_{\tau, \kappa}$ has negative real part.

**Definition 2.8.** A reaction network $N$ is **delay stable** if the delay mass-action system $N_{\tau, \kappa}$ is absolutely stable for any choices of $\kappa > 0$.

In [16], we provided an algebraic condition for delay stability for a class of reaction networks called **non-autocatalytic networks**. Later in this work, we will work with the slightly more restrictive networks with no **one-step catalysis**.

**Definition 2.9.** A reaction $y \rightarrow y'$ is said to be an **autocatalytic reaction** if $\text{supp}(y) \cap \text{supp}(y') \neq \emptyset$, and $y'_i > y_i$ for some $i \in \text{supp}(y) \cap \text{supp}(y')$. A reaction network is a **non-autocatalytic network** if it has no autocatalytic reaction.
Definition 2.10. A reaction $y \rightarrow y'$ is said to be a one-step catalysis if $\text{supp}(y) \cap \text{supp}(y') \neq \emptyset$.

An autocatalytic reaction is one where a species promotes its own growth. In contrast, a one-step catalysis is a reaction that involves a reactant species that is not totally consumed. Note that an autocatalytic reaction is a one-step catalysis. Therefore, a reaction network with no one-step catalysis is a non-autocatalytic network.

The algebraic condition in [16], based on [25], involves yet another matrix, the modified Jacobian matrix of a reaction network:

$$
\tilde{J}(x, \kappa) = \sum_{r \in R} \kappa_r \left( \frac{\partial y_r}{\partial x_1} (y_r' + \tilde{y}_r^{(1)}) , \cdots , \frac{\partial y_r}{\partial x_n} (y_r' + \tilde{y}_r^{(n)}) \right),
$$

(5)

where $\tilde{y}^{(j)} = (y_1, \ldots, -y_j, \ldots, y_n)$. This matrix is reminiscent of the Jacobian matrix $J$; in the $j$th column, we flip the sign of the reactant complex off-diagonal. Finally, recall that a matrix $A$ is a $P_0$-matrix if it has only non-negative principal minors [22][26].

Proposition 2.11 (Corollary 4.5, [16]). Let $\mathcal{N}$ be a non-autocatalytic network. Let $J$ and $\tilde{J}$ be the Jacobian and modified Jacobian matrices, viewed as functions of $x > 0$ and $\kappa > 0$. Suppose $\det J \neq 0$, $\tilde{J}_{ii} < 0$ for all $i$, and $-\tilde{J}$ is a $P_0$-matrix for all choices of $\kappa > 0$ and all equilibria $x > 0$ of $\mathcal{N}_\kappa$. Then $\mathcal{N}$ is delay stable.

Example 2.12. Consider the delay system $\mathcal{N}_{\tau, \kappa}$

$$
\begin{array}{ccc}
X & \xrightarrow{\kappa_1} & 0 \\
& \kappa_4 & \kappa_2 & \kappa_5, \tau_1 & \kappa_6, \tau_2 & \kappa_3 & \kappa_1 & \kappa_2 & \kappa_3 & \kappa_1 & \kappa_2 & \kappa_3 \\
X + Y & \xrightarrow{\kappa_5} & Z & X & \xrightarrow{\kappa_6} & Y \\
\end{array}
$$

which evolves according to

$$
\begin{align*}
\dot{x}(t) &= \kappa_4 - \kappa_1 x(t) - \kappa_5 x(t) y(t) - \kappa_6 x(t) \\
\dot{y}(t) &= -\kappa_2 y(t) - \kappa_5 x(t) y(t) + \kappa_6 x(t - \tau_2) \\
\dot{z}(t) &= -\kappa_3 z(t) + \kappa_5 x(t - \tau_1) y(t - \tau_1).
\end{align*}
$$

The Jacobian (of the ODE system)

$$
\det J = \det \begin{pmatrix}
-\kappa_1 - \kappa_5 y - \kappa_6 x & -\kappa_5 x & 0 \\
-\kappa_5 y + \kappa_6 & -\kappa_2 - \kappa_5 x & 0 \\
\kappa_5 y & \kappa_5 x & -\kappa_3
\end{pmatrix}
$$

$$
= -\kappa_3 (\kappa_1 \kappa_2 + \kappa_1 \kappa_5 x + \kappa_2 \kappa_5 y + \kappa_2 \kappa_6 + 2\kappa_5 \kappa_6 x)
$$
is non-zero. The modified Jacobian matrix is

\[ \tilde{J} = \begin{pmatrix}
-\kappa_1 - \kappa_5 y - \kappa_6 & +\kappa_5 x & 0 \\
+\kappa_5 y + \kappa_6 & -\kappa_2 - \kappa_5 x & 0 \\
\kappa_5 y & \kappa_5 x & -\kappa_3
\end{pmatrix}. \]

Clearly, the diagonal terms are all negative. The $2 \times 2$ minors of $-\tilde{J}$ are

\[ [\tilde{J}]_{1,2} = \kappa_1 \kappa_2 + \kappa_1 \kappa_5 x + \kappa_2 \kappa_5 y + \kappa_2 \kappa_6, \]
\[ [\tilde{J}]_{1,3} = \kappa_3 (\kappa_1 + \kappa_5 y + \kappa_6), \]
\[ [\tilde{J}]_{2,3} = \kappa_3 (\kappa_2 + \kappa_5 x), \]

while $\det(-\tilde{J}) > 0$. So $-\tilde{J}$ is a $P_0$-matrix for any $x > 0$ and $\kappa > 0$. In particular, any equilibrium of the delay system $\mathcal{N}_{\tau, \kappa}$ is asymptotically stable, independent the choice of delay parameters $\tau \geq 0$ and the choice of rate constants $\kappa > 0$. In other words, $\mathcal{N}$ is delay stable.

### 3 Modified Jacobian and its corresponding reaction network

Proposition 2.11 converted a problem involving a transcendental equation, the characteristic equation, to a purely algebraic one, involving determinants of matrices. One may ask what is the significance of the modified Jacobian matrix $\tilde{J}$, or perhaps the biological interpretation of the result. The remainder of this paper attempts to address the second point; we consider the directed species-reaction (DSR) graph of a reaction network, and show that a lack of certain types of cycles in the DSR graph implies the algebraic condition in Proposition 2.11 thus avoiding the modified Jacobian matrix. Before reaching that point in Theorem 5.3 first we demonstrate that the modified Jacobian matrix $\tilde{J}$ is in a sense the Jacobian matrix of a different reaction network.

In this section, we describe how to construct a mass-action system whose Jacobian matrix is the modified Jacobian matrix $\tilde{J}$. For the purpose of communication, we refer to the starting network as the “original network” and the newly constructed network as the “modified network”. We introduce the procedure via an example.

**Example 3.1.** The mass-action system $\mathcal{N}_\kappa$

\[ \begin{align*}
X + Y & \overset{\kappa_1}{\underset{\kappa_2}{\rightleftharpoons}} 2Z \\
X + 2Y + Z & \overset{\kappa_3}{\longrightarrow} W \overset{\kappa_4}{\longrightarrow} 0
\end{align*} \]
as its modified Jacobian matrix. In constructing our modified network, we do not change the reactions involving less than two reactant species. For any reaction involving two or more reactant species, we create new reactions where the reactant species are migrated to the product side; for example, the reaction $X + Y \rightarrow 2Z$ splits into two reactions: $X \rightarrow 2Z + Y$ and $Y \rightarrow 2Z + X$.

Fix a positive state $x^* = (x^*, y^*, z^*, w^*)^\top$. The modified mass-action system $\tilde{\mathcal{N}}_\kappa$ contains the reactions

\[
\begin{align*}
W & \xrightarrow{\kappa_4} 0 \\
X & \xrightarrow{\kappa_1y^*} 2Z + Y \\
2Z & \xrightarrow{\kappa_2} X + Y \\
Y & \xrightarrow{\kappa_1z^*} 2Z + X \\
2Y & \xrightarrow{\kappa_3z^*} W + X + Z \\
Z & \xrightarrow{\kappa_3(y^*)^2} W + X + 2Y \\
X & \xrightarrow{\kappa_3(y^*)z^*} W + 2Y + Z
\end{align*}
\]

and whose Jacobian matrix is

\[
\tilde{\mathbf{J}}(x; \tilde{\kappa}(\kappa, x^*)) = \begin{pmatrix}
-\kappa_1y^* - \kappa_3(y^*)^2z^* & \kappa_1x^* + 2\kappa_3x^*z^*y & 2\kappa_2z + \kappa_3x^*(y^*)^2 & 0 \\
\kappa_1y^* + 2\kappa_3(y^*)^2z^* & -\kappa_1y^* - 4\kappa_3x^*z^*y & 2\kappa_2z + 2\kappa_3x^*(y^*)^2 & 0 \\
2\kappa_1y^* + \kappa_3(y^*)^2z^* & 2\kappa_1x^* + 2\kappa_3x^*z^*y & -4\kappa_2z - \kappa_3x^*(y^*)^2 & 0 \\
\kappa_3(y^*)^2z^* & 2\kappa_3x^*z^*y & \kappa_3x^*(y^*)^2 & -\kappa_4
\end{pmatrix},
\]

which depends on $x^* = (x^*, y^*, z^*, w^*)^\top$ as well as $x = (x, y, z, w)^\top$. In particular, $\tilde{\mathbf{J}}(x^*, \kappa) = \tilde{\mathbf{J}}(x^*; \tilde{\kappa}(\kappa, x^*))$.

It is worth emphasizing that the modified Jacobian matrix $\tilde{\mathbf{J}}(x, \kappa)$ happens to be the Jacobian matrix of another mass-action system, with carefully chosen rate constants and at a specific state. The two mass-action systems do not necessarily share the same set of equilibria. There are generally more reactions in the modified network, and more importantly, its rate constants depend on a chosen state for the original system.

For the general procedure to construct the modified network, consider a mass-action system $\mathcal{N}_\kappa$ consisting of a single reaction:

\[
a_1X_1 + a_2X_2 + a_3X_3 \xrightarrow{\kappa} b_1X_1 + b_2X_2 + b_3X_3 + b_4X_4
\]
with $a_1, a_2, a_3 > 0$ and $b_1, \ldots, b_4 \geq 0$. Fix a positive state $x^*$. Define the modified mass-action system $\tilde{N}_κ$ with the reactions

$$
\begin{align*}
    a_1 &\xrightarrow{\tilde{κ}_1} b_1X_1 + (a_2 + b_2)X_2 + (a_3 + b_3)X_3 + b_4X_4 \\
    a_2 &\xrightarrow{\tilde{κ}_2} (a_1 + b_1)X_1 + b_2X_2 + (a_3 + b_3)X_3 + b_4X_4 \\
    a_3 &\xrightarrow{\tilde{κ}_3} (a_1 + b_1)X_1 + (a_2 + b_2)X_2 + b_3X_3 + b_4X_4
\end{align*}
$$

where $\tilde{κ}_1 = κ(x^*_2)^{a_2}(x^*_3)^{a_3}$, $\tilde{κ}_2 = κ(x^*_1)^{a_1}(x^*_3)^{a_3}$ and $\tilde{κ}_3 = κ(x^*_1)^{a_1}(x^*_2)^{a_2}$.

The matrix $J(x; \tilde{κ}(κ, x^*))$ has contributions from three reactions, each filling a column:

$$
J(x; \tilde{κ}(κ, x^*)) = \begin{pmatrix}
    \tilde{κ}_1 \frac{\partial x^*}{\partial x_1}(b_1 - a_1) & \tilde{κ}_2 \frac{\partial x^*}{\partial x_2}(b_1 + a_1) & \tilde{κ}_3 \frac{\partial x^*}{\partial x_3}(b_1 + a_1) & 0 \\
    \tilde{κ}_1 \frac{\partial x^*}{\partial x_1}(b_2 + a_2) & \tilde{κ}_2 \frac{\partial x^*}{\partial x_2}(b_2 - a_2) & \tilde{κ}_3 \frac{\partial x^*}{\partial x_3}(b_2 + a_2) & 0 \\
    \tilde{κ}_1 \frac{\partial x^*}{\partial x_1}(b_3 + a_3) & \tilde{κ}_2 \frac{\partial x^*}{\partial x_2}(b_3 + a_3) & \tilde{κ}_3 \frac{\partial x^*}{\partial x_3}(b_3 - a_3) & 0 \\
    \tilde{κ}_1 \frac{\partial x^*}{\partial x_1}(b_4) & \tilde{κ}_2 \frac{\partial x^*}{\partial x_2}(b_4) & \tilde{κ}_3 \frac{\partial x^*}{\partial x_3}(b_4) & 0 \\
\end{pmatrix}.
$$

In each column, there is a sign change off-diagonal, just as one expects in the modified Jacobian matrix $J_\nu$ of the network $N$. Moreover, the coefficient, say in first column, is

$$
\tilde{κ}_1 \frac{\partial x^*}{\partial x_1} = κa_1x^*_1 - 1(x^*_2)^{a_2}(x^*_3)^{a_3}.
$$

A similar calculation can be done for each column. Thus, when $x = x^*$, the modified Jacobian matrix $J(x^*, κ)$ is exactly $J(x^*; \tilde{κ}(κ, x^*))$.

The construction above generalizes to reactions involving even more species. What is remarkable is that the resulting modified network does not depend on the choice of rate constants and the positive state. We now formally state the construction for a general reaction network. Let $\mathbf{e}_i$ be the $i$th standard basis vector of $\mathbb{R}^n$.

**Definition 3.2.** Let $N_κ$ be a mass-action system and fix $x^* \in \mathbb{R}^n_>$. Let $\check{R}$ be the set of the following reactions, with rate constants $\check{κ}$ as specified:

(a) include any reaction $y \to y' \in R$ with $|\text{supp}(y)| \leq 1$, with rate constant $κ_{y \to y'}$, and

(b) for any $y \to y' \in R$ with $|\text{supp}(y)| \geq 2$ and any $i \in \text{supp}(y)$, include the reactions

$$
y_i\mathbf{e}_i \to y' + y - y_i\mathbf{e}_i,
$$

with rate constant $κ_{y \to y'}(x^*)^y/(x_i^*)^{y_i}$.
Let $\tilde{V}$ be the set of source and target complexes of the reactions in $\tilde{R}$. Then $\tilde{N} = (\tilde{V}, \tilde{R})$ is the *modified network* of $N$, and $\tilde{N}_\kappa$ is the *modified mass-action system* at $x^*$.

**Proposition 3.3.** Let $N_{\tau, \kappa}$ be a delay mass-action system, and $\tilde{J}$ be the modified Jacobian matrix (5) evaluated at some state $x^* > 0$. Let $\tilde{N}_\kappa$ be the modified mass-action system at $x^*$. Then $\tilde{J}$ is the Jacobian matrix of $\tilde{N}_\kappa$ evaluated at $x^*$.

The proof of this proposition follows by treating each reaction as in the sample calculation above, and noting that the Jacobian matrix is linear with respect to reactions.

### 4 Non-injectivity and the DSR graph

The aim of this section is to introduce the *directed species-reaction graph* (DSR graph) [5], and in Section 5 we provide conditions on the DSR graphs of the original or modified network sufficient to conclude delay stability.

The DSR graph, and its closely related cousin the *species-reaction graph* were used to study *injectivity* of a reaction network, i.e., the Jacobian keeps the same sign for any positive rate constants and at any positive state [4,5,13,14]. In particular, injectivity can be used to rule out the capacity for *multistationarity*, since an injective network cannot admit multiple positive steady states for any choice of rate constants. There are other variants of the DSR graph, including Petri nets from computer science and Volpert’s graph for chemical reactions. We focus on a version that is a hybrid of what is defined in [5] and [14].

Recall that a network with no one-step catalysis is one where $\text{supp}(y) \cap \text{supp}(y') = \emptyset$ for any reaction $y \rightarrow y'$. With such a network, the DSR graph takes on a simpler form. Here, we give a definition of the directed species-reaction graph that is sufficient for our purpose. We first illustrate how a DSR graph is drawn for a given network.

**Example 4.1.** Consider the reaction network

$$
\begin{align*}
X + Y & \rightarrow 2Z \\
Z & \rightarrow X \\
Y & \rightarrow 0
\end{align*}
$$

with three species and five edges, two of which are reversible pairs. Two reactions ($0 \rightarrow X$ and $0 \rightarrow Y$) are *inflows* and will not appear in DSR graph, likewise the *outflow* reaction $X \rightarrow 0$ will also not appear. The DSR graph of this reaction network, shown in Figure 1, contains three species.
nodes and three reaction nodes. For the irreversible reaction $X + Y \rightarrow 2Z$, the source species $X$ and $Y$ are connected to the reaction node by undirected edges, which are labelled with their *stoichiometric coefficients* (1 and 1 respectively). The product species $Z$ receives an incoming edge from the reaction node, labelled with its stoichiometric coefficient 2. For a reversible reaction like that of $X ⇄ Y$, the edges connecting the reaction node and the corresponding species nodes are undirected. In a DSR graph, any undirected edge should be understood as bidirectional.

Figure 1: The DSR graph of Examples 4.1 and 4.4. The edges (orange) connecting the S-nodes $X$ and $Y$ to the R-node of the bispecies reaction is a $c$-pair (Definition 4.3).

We now define the *directed species-reaction graph* (or *DSR graph*) of a reaction network with no one-step catalysis. The DSR graph is a bipartite graph with two kinds of nodes: **S-nodes** (one for each species) and **R-nodes** (one for each reaction that is neither a generalized inflow nor a generalized outflow). A reaction is a *generalized inflow* if it is of the form $0 \rightarrow a_iX_i$ for some $a_i > 0$. It is a *generalized outflow* if it is of the form $a_iX_i \rightarrow 0$ for some $a_i > 0$. To simplify the language, we refer to a S-node as if it is the species, and a R-node as if it is the relevant reaction; for example, an R-node $R$ is irreversible if the corresponding reaction in the network is irreversible.

An edge in the DSR graph will be denoted by the ordered pair in $V_S \times V_R$; whether it is directed or not will be explicitly stated. An edge connects a S-node $X_i$ with a R-node $R$ if and only if the species $X_i$ participates as a reactant or a product in the corresponding reaction (pair) $R$. The edge is *directed* towards $X_i$ if the reaction is *irreversible* and $X_i$ is a product in $R$. Finally, each edge is labelled with the *stoichiometric coefficient* of the species in the reaction $R$.

In this work, a DSR graph is always associated to an underlying reaction network. However, it can also be viewed as a graph in its own right. Notably, a DSR graph $\mathcal{G} = (V_S, V_R, E, \sigma)$ is a bipartite, partially directed graph $(V_S, V_R, E)$ with a map $\sigma : E \rightarrow \mathbb{R}_>$. Vertices in $V_S$ are S-nodes, while those in $V_R$ are R-nodes. Each edge in $E$, either directed or undirected, is assigned a stoichiometric coefficient by the map $\sigma$.

**Remark 4.2.** DSR graph is defined for more general reaction networks. If the network has a one-step catalysis, its DSR graph is a multigraph [5, 14]. For example, the DSR graph of the reaction $X + Y \rightarrow 2X$ has two edges between the S-node $X$ and the R-node, one of which is not directed and
assigned a stoichiometric coefficient 1, while the other is directed and assigned a coefficient 2. In this work, we avoid any one-step catalysis.

The aim is to deduce information about the determinant of the Jacobian matrix from the DSR graph [4,5,14]. Cycles in the DSR graph are of interest to us. A subset of edges defines a subgraph of the DSR graph. A path is an open simple walk compatible with the orientation of all edges it contains (undirected edges are thought of as allowing either orientations), and a cycle is a closed simple walk compatible with the orientation of all of its edges. If \( C_1 \) and \( C_2 \) are two cycles, we say the intersection \( C_1 \cap C_2 \) is non-empty if there is at least one edge in \( C_1 \cap C_2 \), and the orientation of every edge in \( C_1 \cap C_2 \) is consistent with that of \( C_1 \) and also that of \( C_2 \).

**Definition 4.3.** Let \( \mathcal{D} = (V_S, V_R, E, \sigma) \) be the DSR graph of a reaction network with no one-step catalysis.

(a) A **c-pair** (complex-pair) is a pair of edges adjacent to a R-node such that the two adjacent species are reactants in the reaction corresponding to that R-node.

(b) A cycle is an **e-cycle** (even-cycle) if it contains an even number of c-pairs.

(c) A cycle is an **o-cycle** (odd-cycle) if it contains an odd number of c-pairs.

(d) Alternatingly multiply and divide the stoichiometric coefficients along a cycle. If the result is equal to 1, then the cycle is an **s-cycle**.

(e) Two cycles \( C_1 \) and \( C_2 \) have **S-to-R intersection** if \( C_1 \cap C_2 \) is non-empty and all connected components of \( C_1 \cap C_2 \) are paths of odd length, i.e., each starting at an S-node and terminating at an R-node, or starting at an R-node and terminating at an S-node. We say \( \mathcal{D} \) has S-to-R intersection if there exist two cycles in \( \mathcal{D} \) with S-to-R intersection.

**Example 4.4.** We revisit the DSR graph in Figure 1. The coloured (orange) edges connecting the S-nodes \( X \) and \( Y \), to the R-node of the irreversible bispecies reaction, form a c-pair. There are three cycles in the DSR graph: the left-most cycle \( C_1 \) contains only the S-nodes \( X \) and \( Y \); the upper-right cycle \( C_2 \) contains only the S-nodes \( X \) and \( Z \); and running along the outer edges of the graph, \( C_3 \) contains all three S-nodes. The left-most cycle \( C_1 \) passing through only \( X \) and \( Y \) is a s-cycle and an o-cycle, since all stoichiometric coefficients are 1 and \( C_1 \) contains the c-pair. The cycle \( C_2 \) passing through only \( X \) and \( Z \) is not a s-cycle, but it is an e-cycle. The cycle \( C_3 \) passing through all S-nodes is an e-cycle but not a s-cycle. Finally, \( C_1 \) and \( C_2 \) have a S-to-R intersection, since \( C_1 \cap C_2 \) is half of the c-pair inheriting the directions of the two cycles. Similarly, \( C_1 \) and \( C_3 \) have a S-to-R intersection, and \( C_2 \) and \( C_3 \) also have S-to-R intersection.

Cycles in the DSR graph are intimately connected to the principal minors of the Jacobian matrix [4,5,14].
**Theorem 4.5** ([5][14]). *Let \( \mathcal{N} \) be a network with no one-step catalysis, and there is a generalized outflow for every species. Suppose its DSR graph satisfies the following conditions:

(a) all cycles are o-cycles or s-cycles, and

(b) no two e-cycles have S-to-R intersection.

Then the negative Jacobian matrix \(-\mathbf{J}\) of the mass-action system \(\mathcal{N}_\kappa\) is a \(P_0\)-matrix for any \(\kappa > 0\) and \(\mathbf{x} > 0\). Moreover, \(\det(-\mathbf{J}) > 0\).

The result in [5] is slightly stronger than the version above: under the same hypothesis, \(-\mathbf{J}\) is a \(P\)-matrix, i.e., it has positive principal minors. We also note that, moreover, all non-zero minors of \(-\mathbf{J}\) are polynomials in \(\kappa\) and \(\mathbf{x}^*\) [13] with positive coefficients.

In Proposition 2.11 we presented an algebraic condition for delay stability based on the modified Jacobian matrix \(\tilde{\mathbf{J}}\). We then related \(\tilde{\mathbf{J}}\) to the Jacobian matrix of a different mass-action system in Proposition 3.3. Therefore by Theorem 4.5, delay stability follows if the modified mass-action system has a DSR graph that satisfies the above graph-theoretic conditions. Furthermore, our construction of the modified network always results in reactions involving at most one reactant species, so there is no c-pair in the DSR graph of the modified network, and all cycles are e-cycles. This simplifies Theorem 4.5.

**Corollary 4.6.** *Let \( \mathcal{N} \) be a network with no one-step catalysis, and there is a generalized outflow for every species. For any choice of rate constants \(\kappa > 0\), let \(\mathcal{N}_\kappa\) denote the mass-action system, and let \(\tilde{\mathcal{N}}_\kappa\) be its modified mass-action system at any positive state \(\mathbf{x} > 0\), with Jacobian matrix \(\tilde{\mathbf{J}}\). Suppose the DSR graph \(\tilde{\mathcal{D}}\) of \(\tilde{\mathcal{N}}\) satisfies the following conditions:

(a) all cycles are s-cycles, and

(b) there is no S-to-R intersection.

Then \(-\tilde{\mathbf{J}}\) is a \(P_0\)-matrix, and \(\det(-\tilde{\mathbf{J}}) > 0\) for any \(\kappa > 0\) and \(\mathbf{x} > 0\).*

From the outflows for every species, it also follows that \(\tilde{J}_{ii} < 0\). The DSR graph of \(\tilde{\mathcal{N}}\) does not provide information about the Jacobian \(\det \mathbf{J}\) of the original network; however, we will see in Theorem 5.4 that under some mild assumptions, we know that \(\det \mathbf{J} \neq 0\). In particular, Theorem 5.4 implies delay stability for \(\mathcal{N}\).
5 DSR-graph condition for delay stability

In this section, we relate the DSR graphs of a reaction network and that of the modified network. In general, the modified network has many more reactions than the original, and its DSR graph contains more nodes and cycles. Moreover, the modified network is an artifact of Proposition 3.3; it may not have any biological relevance. The aim is to deduce delay stability based on the structure of the DSR graph of the original network instead of that of the modified network.

For the main result of this section, we assume the (original) reaction network has the following four properties:

(N1) Each species has a generalized outflow, i.e., \( a_i X_i \to 0 \) for some \( a_i > 0 \) is a reaction for all \( i \).

(N2) The network has no one-step catalysis, i.e., \( \text{supp}(y) \cap \text{supp}(y') = \emptyset \) for any reaction \( y \to y' \).

(N3) Every reaction has at most two different reactant species, i.e., \( |\text{supp}(y)| \leq 2 \) for any reaction \( y \to y' \).

(N4) Any bispecies reaction is irreversible.

Many reasonable biochemical systems satisfy (N1)–(N3). Condition (N1) typically reflects the natural degradation of molecules. Our results do not apply to autocatalytic systems. According to Condition (N2), no species can participate both as a reactant and as a product of the same reaction. Condition (N3) is similar to, but more relaxed than, the common assumption that a reaction requiring three participating molecules is a rare event and can be safely neglected from the model. Finally, although condition (N4) seems stringent, it is not unreasonable when considering the types of systems for which delays are appropriate. For example, if monomers are abundantly available, polymerization reactions, going through a chain of intermediates, may be approximated as a single irreversible reaction from initiation to termination with delay. Moreover, our model, which uses discrete delay instead of distributed delay, may not be appropriate in the near-thermodynamic equilibrium regime where reactions can be considered reversible [19, 34, 35].

Remark 5.1. Condition (N1) can be replaced by the following less restrictive condition:

(N1') There exists a choice of \( n \) reactions \( y_1 \to y'_1, \ldots, y_n \to y'_n \) such that

\[
\det(y_1, \ldots, y_n) \det(y_1 - y'_1, \ldots, y_n - y'_n) > 0.
\]

The remainder of this section is structured as follows. First we state the main results; then apply them to several networks. Next we illustrate by way of examples the difference between the
DSR graphs of the original and modified networks. Finally we state and prove a series of lemmas, leading to a proof of the main theorem.

**Definition 5.2.** Let $R$ be an $R$-node of an irreversible reaction involving two reactant species. Let $X$ be an $S$-node corresponding to one of the product species of the reaction. The directed edge $(X, R)$ in $\mathcal{D}$ is called a **bispecies production edge**.

![Figure 2: A DSR graph containing a cycle with a bispecies production edge.](image)

Figure 2: A DSR graph containing a cycle with a bispecies production edge. The bispecies production edge is the directed edge leading into $Z$.

To conclude delay stability, we would like to avoid cycles with bispecies production edges. Such a cycle can be interpreted as a feedback loop. For example, the reaction network

$$X + Y \rightarrow Z \rightarrow X$$

whose DSR graph, shown in Figure 2, has a cycle with a bispecies production edge. This cycle points out that the product $Z$ of a bispecies reaction is eventually used to feed the production of reactant $X$.

The main results of this section are the following. The proof of Theorem 5.3 can be found after Example 5.10.

**Theorem 5.3.** Let $N$ be a reaction network satisfying conditions (N2)–(N4). For any vector of rate constants $\kappa > 0$, let $N_\kappa$ denote the mass-action system, and let $\tilde{N}_\kappa$ be its modified mass-action system at any positive state. In the DSR graph $\tilde{\mathcal{D}}$ of the network $\tilde{N}$ we have

(i) all cycles are $s$-cycles, and

(ii) there is no $S$-to-$R$ intersection,

if and only if in the DSR graph $\mathcal{D}$ of the network $N$ we have
(a) no cycle contains a bispecies production edge;
(b) all cycles are s-cycles, and
(c) there is no S-to-R intersection.

**Theorem 5.4.** Let \( \mathcal{N} \) be a reaction network satisfying conditions \((N1)-(N4)\). Suppose \( \mathcal{D} \), the DSR graph of \( \mathcal{N} \), satisfies the following:

(a) no cycle contains a bispecies production edge;
(b) all cycles are s-cycles, and
(c) there is no S-to-R intersection.

Then \( \mathcal{N} \) is delay stable, i.e., for any rate constants \( \kappa > 0 \) and any delay parameters \( \tau \geq 0 \), any equilibrium of the delay mass-action system \( \mathcal{N}_{\tau, \kappa} \) is asymptotically stable.

**Proof.** Let \( \mathcal{N} \) be a reaction network satisfying \((N1)-(N4)\), and suppose its DSR graph \( \mathcal{D} \) satisfies (a)–(c) of Theorem 5.4. Let \( \tilde{\mathcal{N}} \) be the modified network as in Definition 3.2, and \( \tilde{\mathcal{D}} \) be its DSR graph. By Theorem 5.3, all cycles in \( \tilde{\mathcal{D}} \) are s-cycles, and \( \tilde{\mathcal{D}} \) has no S-to-R intersection. By Corollary 4.6, its Jacobian matrix \( -\tilde{J} \) is a \( P_0 \)-matrix, independent of the choice of rate constant \( \kappa > 0 \) and the positive state. Proposition 3.3 says that \( \tilde{J} \) is the modified Jacobian matrix of the delay mass-action system \( \mathcal{N}_{\tau, \kappa} \).

It remains to be shown — independent of \( \kappa > 0 \), \( x > 0 \) — that \( [\tilde{J}]_{pp} < 0 \) for all \( 1 \leq p \leq n \) and \( \det(J) \neq 0 \), where \( J \) is the Jacobian matrix of the mass-action system \( \mathcal{N}_\kappa \). Condition \((N1)\) — that every species \( X_i \) has a generalized outflow reaction \( a_i X_o \rightarrow 0 \) (with rate constant \( \kappa_{i-} \)) — guarantees that \( [\tilde{J}]_{pp} = [J]_{pp} < 0 \) since

\[-[\tilde{J}]_{pp} = -[J]_{pp} = -\sum_{r \in R} \kappa_r \left( \frac{\partial x^y_r}{\partial x_p}(0 - y_{rp}) \right) \geq \kappa_i - \frac{\partial x^a_i}{\partial x_p} a_i > 0.\]

Finally, the conditions on the DSR graph of \( \mathcal{N} \) also ensures that \( -J \) itself is a \( P_0 \)-matrix and that \( \det(-J) > 0 \) by Theorem 4.5. Therefore, delay stability of \( \mathcal{N} \) follows from Proposition 2.11.

**Remark 5.5.** In a previous remark we claimed that the condition \((N1)\) can be replaced by the less restrictive condition \((N1')\), and the statement of Theorem 5.4 still holds. Let us see why that is the case. Notice above that we have used \((N1)\) in two places in the proof of Theorem 5.4: first to guarantee that \( [\tilde{J}]_{pp} < 0 \), and then (implicitly) to guarantee that \( \det(-J) > 0 \). Indeed, \((N1')\) together with \((N2)\) imply that \( [\tilde{J}]_{pp} < 0 \), and also \((N1')\) together with conditions (b) and (c) imply \( \det(-J) > 0 \) (according to [13,14]).
**Remark 5.6.** Conditions (b) and (c) of [Theorem 5.4](#) imply that there is at most one positive equilibrium, since these conditions imply that reaction network $N$ is *injective* [13], which in turn rules out multiple positive equilibria.

**Remark 5.7.** [Theorem 5.4](#) is applicable to mass-action systems *without delays*, by taking $\tau = 0$. In particular, if the conditions in [Theorem 5.4](#) are met, then for any choice of rate constants $\kappa > 0$, any positive equilibrium of the mass-action system $N_\kappa$ is asymptotically stable.

Since the proof of [Theorem 5.3](#) is very technical and does not shed light on the underlying structure on the DSR graph, it suffices for now to say that (1) the s-cycles of $\mathcal{D}$ and $\tilde{\mathcal{D}}$ are related (Lemma 5.16 and Proposition 5.19); (2) there is a S-to-R intersection in $\tilde{\mathcal{D}}$ if and only if either there is one in $\mathcal{D}$ or there is a cycle containing a bispecies production edge (Proposition 5.20). So instead, we explore several examples applying [Theorem 5.4](#) before proving [Theorem 5.3](#).

Several physical and biochemical processes are believed to follow a *nucleation-propagation mechanism*, from crystallization in solution, polymerization reactions including micelles formation [11, 32], and DNA double-helix formation [30, 31, 33]. Under this mechanism, nucleation, whereby the process is initiated, is the rate determining step, followed by the faster propagation step that takes the process to completion.

**Example 5.8.** We continue with [Examples 2.5 and 2.6](#) the formation of double-stranded DNA. Of course, one can check the criteria of [Proposition 2.11](#), which is not difficult since the modified Jacobian matrix (which also happens to be the Jacobian matrix)

$$
\tilde{J} = \begin{pmatrix}
-k_5 - 4k_1S & 2k_2 \\
2k_1S & -k_2 - k_3
\end{pmatrix}
$$

is only a $2 \times 2$ matrix. However, we look instead at its DSR graph, shown in [Figure 3](#). The DSR graph has no cycle, so conditions (a)-(c) of [Theorem 5.4](#) are trivially satisfied. Therefore, the network corresponding to duplex formation is delay stable, i.e., asymptotically stable for any choice of rate constants and delay parameters.

Figure 3: The DSR graph of [Example 2.5](#) has no cycle. Thus, the toy model for the formation of double-stranded helix via the nucleation-propagation mechanism is delay stable.
**Remark 5.9.** Theorem 5.4 applies whenever the DSR graph of the reaction network contains *no cycle whatsoever*, and the network satisfies (N1)–(N4). If the DSR graph of the network is a single cycle, then the conditions of Theorem 5.4 amount to simply asking that the cycle is an $s$-cycle and that it does not contain a bispecies production edge. An example of such a class of networks is discussed next.

**Example 5.10.** A CST network (cyclic sequestration-transmutation network) on $n$ species $X_1, \ldots, X_n$ has $n$ reactions $R_1, \ldots, R_n$, where each $R_i$ is either

\[ a_i X_i + b_{i+1} X_{i+1} \rightarrow 0 \text{ (sequestration)} \quad \text{or} \quad a_i X_i \rightarrow b_{i+1} X_{i+1} \text{ (transmutation)} \]  

with $X_{n+1} = X_1$.

The DSR graph of a CST network is characterized by the single-cycle structure given in Figure 4. Here the wavy edge adjacent to reaction $R_i$ is either a directed arrow from $R_i$ to $X_{i+1}$ if $R_i$ is a transmutation, or an undirected edge which is part of a $c$-pair if $R_i$ is a sequestration. These types of cycles are common in DSR graphs, which makes CST networks useful as “motif” whose dynamical properties may be inherited by the large network. For example, [15] involves inheriting multistationarity.

A *fully open CST* is a CST network together with inflow and outflow reactions for all species. Fully open CST networks satisfy conditions (N1)–(N4), and therefore Theorem 5.4 implies that if $a_1 \cdots a_n = b_1 \cdots b_n$ (i.e., the cycle is an $s$-cycle), then the fully open CST network is delay stable.

We note that by replacing condition (N1) (in an equivalent way, as explained in Remark 5.5) with (N1′), a more powerful conclusion can be drawn: it is enough to require that at least one species (instead of all) is in the outflow to conclude delay stability. Indeed, if we assume without loss of generality that $X_n$ has an outflow reaction, then by replacing $R_n$ in (6) by $X_n \rightarrow 0$ we obtain...
the reactions $y_1 \to y_1', \ldots, y_n \to y_n'$ satisfying
\[
\det(y_1, \ldots, y_n) \det(y_1 - y_1', \ldots, y_n - y_n') = (a_1 a_2 \cdots a_{n-1})^2 > 0.
\]
Therefore condition (N1') is satisfied, and the network is delay stable.

We now return to a discussion leading up to a proof of Theorem 5.3. One can imagine if the reaction network $\mathcal{N}$ has only one bispecies reaction, then $\mathcal{N}$ differs from its modified network $\tilde{\mathcal{N}}$ only by the relevant reaction (two reactions from the view of $\tilde{\mathcal{N}}$), and their respective DSR graphs differ only near the relevant R-node(s). Indeed, the Jacobian matrix $J$ and the modified Jacobian matrix $\tilde{J}$ are different only when there is an bispecies reaction.

Example 5.11. Consider the reaction network consisting of a single reaction

$$
2X + Y \rightarrow Z
$$

whose DSR graph $\mathcal{D}$ is shown in Figure 5(a). Independent of the choice of rate constants and positive state, the modified network consisting of two reactions

$$
2X \rightarrow Z + Y \\
Y \rightarrow Z + 2X
$$

has the DSR graph $\tilde{\mathcal{D}}$ in Figure 5(b). The edges are coloured in the figure to show correspondence with those in Figure 5(a). Each R-node in $\tilde{\mathcal{D}}$ has degree 3, and its adjacent edges have the same set of stoichiometric coefficients, which also happens to be the stoichiometric coefficient in Figure 5(a). A s-cycle is present in $\tilde{\mathcal{D}}$ even though $\mathcal{D}$ has no cycle.

On the DSR graphs in Figure 5, we can define a graph homomorphism $\Phi: \tilde{\mathcal{D}} \rightarrow \mathcal{D}$. It acts as the identity on the S-nodes, and maps the two R-nodes in $\tilde{\mathcal{D}}$ to the R-node in $\mathcal{D}$. So $\Phi$ maps any
edge of \( \tilde{D} \) correspondingly (edges colour-coded as such in Figure 5). Note that the stoichiometric coefficient of any edge is preserved by \( \Phi \). Finally, note that a directed edge in \( \tilde{D} \) may become undirected in \( D \) under the graph homomorphism \( \Phi \).

Regarding the DSR graphs of a reaction network and its modified network, it is not difficult to imagine all the actions happening around R-nodes in \( D \) involving two reactant species. We call such a node a **bispecies R-nodes**.

\[
\begin{align*}
a_iX_i & \longrightarrow 0 & a_iX_i & \longrightarrow a_jX_j + (\cdots) & a_iX_i + a_jX_j & \longrightarrow (\cdots) \\
0 & \longrightarrow a_iX_i + a_jX_j + (\cdots) & a_iX_i & \longleftarrow a_jX_j
\end{align*}
\]

Figure 6: A reaction network satisfying conditions (N2)–(N4) can only admit reactions of these form. In each case, \( i \neq j \) and \( a_i, a_j > 0 \). By (\( \cdots \)), we allow any combination of species except for \( X_i \) and \( X_j \).

In what follows, we start with a reaction network satisfying conditions (N2)–(N4). The only reactions allowed are those of the forms in Figure 6. By definition, the three left-most reactions in Figure 6 are omitted from \( V_R \) in the DSR graph. As a result, \( V_R \) only contain R-nodes corresponding to reactions in the latter two columns in Figure 6.

**Remark 5.12.** In how we defined the modified network in Definition 3.2 an awkward scenario can occur. If we start with the reaction network \( N \)

\[
\begin{align*}
X + Y & \longrightarrow 0 & X & \longrightarrow Y
\end{align*}
\]

then the modified network \( \tilde{N} \) consisting of

\[
\begin{align*}
X & \longrightarrow Y \\
Y & \longrightarrow X & X & \longrightarrow Y
\end{align*}
\]

awkwardly has a reaction repeated! According to definition, the set of R-nodes \( V_R \) will only have one copy of the reaction \( X \rightarrow Y \); however, for the rest of this section, *we ensure that both R-nodes are included in the DSR graph*. See Figure 7 for the DSR graphs of \( N \) and \( \tilde{N} \). This is to ensure that cycles are not lost in going from the modified DSR graph to the original DSR graph under \( \Phi \).
Remark 5.13. It is worth remarking that in cases of repeated reactions in the modified network, one can check whether or not the modified Jacobian matrix $\tilde{J}$ is the negative of a $P_0$-matrix using Corollary 4.6. The DSR graph where repeated reactions are not kept distinct is necessarily simpler. In the example of the above remark, the DSR graph consists of two S-nodes and one R-node (for the reaction $X \rightleftharpoons Y$), which has no cycle at all. So by Corollary 4.6, $-\tilde{J}$ is a $P_0$-matrix and $\det(-\tilde{J}) > 0$ for any vector of rate constants $\kappa > 0$ and at any state $x > 0$.

![Figure 7: The DSR graphs of (a) the original network and (b) the modified network from Remark 5.12. Duplicated R-nodes can arise but should be kept for purpose of proof in Theorem 5.3.](image.png)

We now define a map $\Phi$ from the vertices of the modified DSR graph to those of the original, smaller DSR graph, and we show that this map induces a surjective graph homomorphism between the DSR graphs.

Definition 5.14. Let $\mathcal{D} = (V_S, V_R, E, \sigma)$ be the DSR graph of a reaction network satisfying (N2)--(N4), and $\tilde{\mathcal{D}} = (V_S, \tilde{V}_R, \tilde{E}, \tilde{\sigma})$ the DSR graph of the modified network as constructed in Section 3. Define a map $\Phi : V_S \cup \tilde{V}_R \to V_S \cup V_R$ as follows.

- Let $\Phi(X) = X$ for any $X \in V_S$.
- For any $\tilde{R} \in \tilde{V}_R$ that does not come from a bispecies reaction, there is a unique $R \in V_R$ associated to it by the construction in Definition 3.2, let $\Phi(\tilde{R}) = R$.
- Any bispecies R-node $R \in V_R$ is naturally associated to two R-nodes $\tilde{R}_1, \tilde{R}_2 \in \tilde{V}_R$, so let $\Phi(\tilde{R}_1) = \Phi(\tilde{R}_2) = R$.

In general, a homomorphism $F$ of directed graphs $G$ and $H$ is a map defined on the vertices $V_G \to V_H$ that preserves edges (adjacency and orientation), i.e., if $(u, v) \in E_G$ is a directed edge, then the directed edge $(F(u), F(v))$ lies in $E_H$ [24]. Since some edges in DSR graph are drawn without a direction (i.e., it is compatible with both orientations), in order for $\Phi$ to be a graph homomorphism, we require that the image of an edge to admit the same orientation as the input.
In other words, the image of a directed edge under $\Phi$ is either a directed edge with compatible orientation, or is an undirected edge.

Moreover, graph homomorphisms $F$ is said to be vertex-surjective if the map $F: V_G \to V_H$ is surjective; it is said to be edge-surjective if the map $F: E_G \to E_H$ is surjective. If $F$ is both vertex-surjective and edge-surjective, then $F$ is said to be a surjective graph homomorphism.

**Proposition 5.15.** The map $\Phi$ induces a surjective graph homomorphism from $\tilde{\mathcal{D}}$ to $\mathcal{D}$.

**Proof.** First $\Phi$ induces a map on the edges of the DSR graph in the obvious way: if $(X, \tilde{R})$ is an edge in $\tilde{E}$, then we let its image be $(\Phi(X), \Phi(\tilde{R})) = (X, \Phi(\tilde{R}))$. We need to show that $\Phi$ is well-defined and preserves both adjacency and orientation.

There are two types of edges to consider. First, consider an edge $(X, \tilde{R}) \in \tilde{E}$ where $\Phi(\tilde{R})$ is not a bispecies R-node. The map $\Phi$ acts as the identity on these vertices. If the edge is undirected, either the reaction $\Phi(\tilde{R})$ is reversible, or $X$ is a reactant species in the irreversible reaction $\Phi(\tilde{R})$. Thus $(X, \Phi(\tilde{R})) \in E$ is undirected. If the edge is directed, necessarily the reaction is irreversible and $X$ is a product species; hence the resulting edge is also directed.

Now consider an edge $(X, \tilde{R}) \in \tilde{E}$ where $\Phi(\tilde{R})$ is a bispecies R-node. If the edge is undirected, then $X$ is a reactant species in the bispecies reaction. Hence $(X, \Phi(\tilde{R})) \in E$ is also undirected. However, if the edge in $\tilde{\mathcal{D}}$ is directed, the species $X$ is either a product in the bispecies reaction (in which case $(X, \Phi(\tilde{R}))$ is also directed), or $X$ is a reactant in the bispecies reaction (in which case $(X, \Phi(\tilde{R}))$ is undirected). Regardless, the directions of the edges are consistent under $\Phi$. Therefore, $\Phi$ is a graph homomorphism. By an abuse of notation, we let $\Phi: \tilde{\mathcal{D}} \to \mathcal{D}$, and allow $\Phi$ to act on vertices as well as edges of $\tilde{\mathcal{D}}$.

Lastly, we prove that $\Phi$ is both vertex-surjective and edge-surjective. Clearly every S-node in $\mathcal{D}$ is covered by the image of $\Phi$. Every R-node in $\mathcal{D}$ is representative of a reaction in the original network, which either is copied to or gives rise to two R-nodes in the modified network by Definition 3.2. This relationship between reactions is captured by $\Phi$ between the respective R-nodes in the DSR graph. In particular, $\Phi$ is vertex-surjective.

Let $(X, R)$ be any edge in $\mathcal{D}$. If $R$ is a bispecies reaction, then in the modified network, there exists a reaction $\tilde{R}$ for which $X$ is a product species, i.e., $(X, \Phi(\tilde{R})) = (X, R)$. If $R$ is not a bispecies reaction, then there is a reaction $\tilde{R}$ that is an exact copy in the modified graph, so $(X, \Phi(\tilde{R})) = (X, R)$. Thus, $\Phi$ is edge-surjective, and we conclude that $\Phi$ is a surjective graph homomorphism.

While $\Phi$ is surjective, in general it is not injective. However, in Lemma 5.18 we show that $\Phi$, when restricted to a cycle $\tilde{C}$, is both vertex-injective and edge-injective whenever the image is a
cycle. In such cases, we say that \( \Phi \) \textbf{acts injectively on} \( \tilde{C} \). For now, we start with the observation that \( \Phi \) preserves the stoichiometric coefficients in a DSR graph.

**Lemma 5.16.** The map \( \Phi \) preserves stoichiometric coefficients, i.e., \( \sigma \circ \Phi = \tilde{\sigma} \).

**Proof.** This follows from the construction in \[\text{Definition 3.2}\] reactant species are always moved together with their stoichiometric coefficients. \( \square \)

In what follows, we frequently refer to the image of a subgraph under \( \Phi \). If \( \tilde{C} \) is a cycle in \( \tilde{D} \), we let \( \Phi(\tilde{C}) \) denote the subgraph in \( D \). More precisely, the set of vertices of \( \Phi(\tilde{C}) \) is \( \{v \in V_S \cup V_R: \text{there is a vertex } \tilde{v} \text{ in } \tilde{C} \text{ such that } \Phi(\tilde{v}) = v\} \). Similarly, the set of edges in \( \Phi(\tilde{C}) \) is the set of which there is an edge (with the appropriate orientation) in \( \tilde{C} \) that gets mapped to it.

**Lemma 5.17.** Let \( \tilde{C} \subseteq \tilde{D} \) be a cycle that gets mapped to a c-pair under \( \Phi \). The edges adjacent to a S-node in \( \tilde{C} \) shares the same stoichiometric coefficient. In particular, \( \tilde{C} \) is a s-cycle.

**Proof.** Proof of the lemma follows immediately from \[\text{Figure 5(b)}\] where the coloured edges are representative of a cycle \( \tilde{C} \) that gets mapped to a c-pair under \( \Phi \). \( \square \)

In the following lemma, we show that if no cycle in \( D \) contains a bispecies production edge, then there is a one-to-one correspondence between the cycles in \( \tilde{D} \) and the set of cycles and c-pairs in \( D \). By ruling out bispecies production edges, the R-nodes in \( \tilde{D} \) associated to a bispecies reaction can only be adjacent to its reactant S-nodes in any cycle.

**Lemma 5.18.** Suppose that no cycle in \( D \) contains a bispecies production edge.

(a) If \( \tilde{C} \subseteq \tilde{D} \) is a cycle, then either \( \Phi(\tilde{C}) \) is a c-pair or \( \Phi \) is injective on \( \tilde{C} \).

(b) For any cycle \( C \subseteq D \), there exists a unique cycle \( \tilde{C} \subseteq \tilde{D} \) such that \( \Phi(\tilde{C}) = C \).

There is a one-to-one correspondence between the set of cycles in \( \tilde{D} \), and the set of cycles and c-pairs in \( D \).

**Proof.** (a) Restrict the map \( \Phi \) to the cycle \( \tilde{C} \subseteq \tilde{D} \). If \( \Phi \) is vertex-injective on \( \tilde{C} \), then \( \Phi(\tilde{C}) \) is a cycle. However, if \( \Phi \) is not vertex-injective, then there exist R-nodes \( \tilde{R}_i \neq \tilde{R}_j \) in \( \tilde{C} \) such that \( R = \Phi(\tilde{R}_i) = \Phi(\tilde{R}_j) \) is a bispecies R-node, with reactants \( X_i \) and \( X_j \). In \( \tilde{D} \), there is exactly one undirected edge adjacent to \( \tilde{R}_i \), while all other edges are outgoing directed edges. Without loss of generality, let \( (X_i, \tilde{R}_i) \) be this undirected edge. In particular, in order for \( \tilde{R}_i \) to be in \( \tilde{C} \), necessarily \( (X_i, \tilde{R}_i) \) is in \( \tilde{C} \). By a similar argument, the undirected edge \( (X_j, \tilde{R}_j) \) must also be in \( \tilde{C} \).
Next, we claim that in the cycle \( \tilde{C} \) is the directed edge from \( \tilde{R}_i \) to \( X_j \) because no cycle in \( \mathcal{D} \) contains a bispecies production edge. Suppose for a contradiction that \((X_j, \tilde{R}_i)\) is not an edge in \( \tilde{C} \). Then \( \tilde{C} = \langle X_i, \tilde{R}_i, X_k, \cdots \rangle \), where \( X_k \) is a product in \( R \), and the edge from \( R_i \) to \( X_k \) is a directed edge. Thus, within \( \Phi(\tilde{C}) \) there is a cycle that contains the path \( X_i \), \( R \), and \( X_k \), i.e., there is a cycle with a bispecies production edge. Thus it must be the case that in the cycle \( \tilde{C} \) is the edge from \( \tilde{R}_i \) to \( X_j \) and not to some other species.

An analogous argument as above imply that \( \tilde{C} = \langle X_i, \tilde{R}_i, X_j, \tilde{R}_j \rangle \), so \( \Phi(\tilde{C}) \) is a c-pair.

(b) Conversely, let \( C \subseteq \mathcal{D} \) be a cycle. If \( C \) does not contain any bispecies R-nodes, then because \( \Phi \) acted bijectively on the cycle, \( \Phi^{-1}(C) \subseteq \hat{\mathcal{D}} \) is the unique cycle mapping to \( C \). Suppose however, that \( C \) contains a bispecies R-node; we claim that there is a unique cycle in \( \hat{\mathcal{D}} \) that gets mapped to \( C \), as illustrated in Figure 8. For now, assume there is exactly one bispecies R-node \( R \). Let the cycle \( C \) be \( \langle v_\ell = v_0, v_1, v_2, \ldots, v_{\ell-1} \rangle \), where \( v_1 = R \) is the bispecies R-node, with reactant species S-nodes \( v_0 = X_i \) and \( v_2 = X_j \). For \( k \neq 1 \), the vertex \( v_k \) has a unique preimage under \( \Phi \). However, the preimage of \( v_1 \) consists of two R-nodes: \( \tilde{R}_i \) for the modified reaction where \( X_i \) is the reactant, and \( \tilde{R}_j \) for the reaction where \( X_j \) is the reactant. Then \( \Phi \) maps the cycle \( \langle v_\ell = v_0, \tilde{R}_i, v_2, \ldots, v_{\ell-1} \rangle \subseteq \hat{\mathcal{D}} \) uniquely to \( C \).

If \( C \) contains multiple bispecies R-node, a similar argument can be made locally at each bispecies R-node. Suppose \( v_k = R \) is a bispecies R-node, then \( v_{k-1} \) and \( v_{k+1} \) are S-nodes corresponding to the reactants of \( R \). Say \( v_{k-1} = X_i \) and \( v_{k+1} = X_j \). In the DSR graph \( \mathcal{D} \) of the modified network, \( R \) is associated to two R-nodes: \( \tilde{R}_i \) with reactant \( X_i \) and \( \tilde{R}_j \) another with reactant \( X_j \). Then for the segment \( \langle v_{k-1}, v_k, v_{k+1} \rangle \) of the cycle, choose \( \langle v_{k-1} = X_i, \tilde{R}_i, v_{k+1} = X_j \rangle \) as its preimage under \( \Phi \).

\[ \square \]

We are ready to approach the proof of Proposition 5.19. When no cycle contains a bispecies production edge, Proposition 5.19 relates the s-cycles of the DSR graphs, while Proposition 5.20 relates the S-to-R intersections. These two propositions together imply Theorem 5.3.

Note that in the following proposition, it is not necessary to assume that \( \mathcal{D} \) does not have a cycle with a bispecies product edge. However, with this assumption, the proof greatly simplifies.

**Proposition 5.19.** Assume that no cycle in \( \mathcal{D} \) contains a bispecies production edge. Then all cycles in \( \mathcal{D} \) are s-cycles if and only if all cycles in \( \hat{\mathcal{D}} \) are s-cycles.

**Proof.** Suppose all cycles in \( \mathcal{D} \) are s-cycles. Let \( \tilde{C} \subseteq \hat{\mathcal{D}} \) be a cycle. Lemma 5.18 implies that \( \Phi(\tilde{C}) \) is either a cycle or a c-pair. Recall that \( \Phi \) preserves the stoichiometric coefficients. Thus \( \tilde{C} \) is a s-cycle by assumption in the former case and by Lemma 5.17 in the latter.
Figure 8: If no cycle in $\mathcal{D}$ contains a bispecies production edge, the preimage of a cycle in $\mathcal{D}$ is a unique cycle in $\tilde{\mathcal{D}}$. A cycle $C \subseteq \mathcal{D}$ containing a bispecies R-node (a) is uniquely mapped from the cycle in (b). The edges adjacent to the R-node are coloured to emphasize the pairing in the DSR graphs, and arrows indicate direction of the cycle.

Conversely, suppose all cycles in $\tilde{\mathcal{D}}$ are s-cycles, and let $C \subseteq \mathcal{D}$ be any cycle. By Lemma 5.18, $\Phi^{-1}(C)$ is a cycle, thus a s-cycle by assumption. Hence, its image $C$ is also a s-cycle. \hfill $\Box$

Finally, we reached our last proposition, and the subtle connection between the DSR graphs of a network and its modified version. Figure 9 shows that if $\mathcal{D}$ has a cycle with a bispecies production edge, then there is a S-to-R intersection in $\tilde{\mathcal{D}}$.

Figure 9: (a) The DSR graph of a network that has a cycle with a bispecies production edge. (b) The DSR graph of the modified network, which contains a S-to-R intersection. Two cycles are highlighted whose intersection is one edge.

**Proposition 5.20.** There is a S-to-R intersection in $\tilde{\mathcal{D}}$ if and only if there is either

(a) S-to-R intersection in $\mathcal{D}$, or

(b) a cycle in $\mathcal{D}$ containing a bispecies production edge.
Proof. First we prove that if $\mathfrak{D}$ has no S-to-R intersection and no cycles with a bispecies production edge, then $\mathfrak{D}$ cannot have S-to-R intersection. Let $\tilde{C}_1 \neq \tilde{C}_2$ be two cycles in $\mathfrak{D}$ such that $\tilde{C}_1 \cap \tilde{C}_2$ contains some R-node and S-node in a connected component; we need to show that $\tilde{C}_1 \cap \tilde{C}_2$ is not a S-to-R intersection. Without loss of generality, Lemma 5.18 implies we have three cases (Figure 10) to handle separately:

1. $\Phi(\tilde{C}_1)$ and $\Phi(\tilde{C}_2)$ are c-pairs;
2. $\Phi(\tilde{C}_1)$ is a cycle while $\Phi(\tilde{C}_2)$ is a c-pair;
3. $\Phi(\tilde{C}_1)$ and $\Phi(\tilde{C}_2)$ are both cycles.

In the case where $\Phi(\tilde{C}_1)$ and $\Phi(\tilde{C}_2)$ are c-pairs (Figure 10(a)), they must share the same R-node, which is a bispecies R-node in $\mathfrak{D}$. Since a bispecies R-node has exactly two incoming (undirected in this case) edges, $\tilde{C}_1 = \tilde{C}_2$, which contradicts our assumption.

In the next case, the unique R-node of the c-pair $\Phi(\tilde{C}_2)$ is a bispecies R-node in the cycle $\Phi(\tilde{C}_1)$. Because the two edges in $\Phi(\tilde{C}_2)$ form part of the cycle, $\Phi(\tilde{C}_2)$ has the form of the partially shown cycle in Figure 10(b). The intersection $\tilde{C}_1 \cap \tilde{C}_2$ consists of exactly two edges in $\mathfrak{D}$ that get mapped to the c-pair. The intersection in $\mathfrak{D}$ is similar to the segment $\langle X_i, \tilde{R}_i, X_j \rangle$ in Figure 8. Thus, $\tilde{C}_1 \cap \tilde{C}_2$ starts and ends at S-nodes, i.e., it is not a S-to-R intersection.

In the final case, $\Phi(\tilde{C}_1)$ and $\Phi(\tilde{C}_2)$ are cycles. Since no cycle in $\mathfrak{D}$ contains a bispecies production edge, $\Phi$ acts injectively on the cycles $\tilde{C}_1$ and $\tilde{C}_2$, and $\Phi(\tilde{C}_1 \cap \tilde{C}_2) = \Phi(\tilde{C}_1) \cap \Phi(\tilde{C}_2)$. Because $\mathfrak{D}$ does not have any S-to-R intersection, $\tilde{C}_1 \cap \tilde{C}_2$ is not a S-to-R intersection.

Conversely, first suppose now that no cycle contains a bispecies production edge, but that there are two cycles $C_1 \neq C_2$ in $\mathfrak{D}$ whose intersection $C_1 \cap C_2$ is a S-to-R intersection. By Lemma 5.18.

![Figure 10](image-url)
let \( \tilde{C}_1 \) and \( \tilde{C}_2 \) be the unique cycles mapped to \( C_1 \) and \( C_2 \) respectively. Since \( \Phi \) acts injectively on these cycles, we have \( \Phi(\tilde{C}_1 \cap \tilde{C}_2) = C_1 \cap C_2 \), a S-to-R intersection; therefore \( \tilde{C}_1 \cap \tilde{C}_2 \) is also a S-to-R intersection.

Now suppose that a cycle \( C \) in \( \mathcal{D} \) contains a bispecies production edge \( (X_k, R) \) where \( R \) is the bispecies R-node, with reactant S-nodes \( X_i \) and \( X_j \). Figure 9 hints at the proof. Let \( \tilde{C}^* \) be the s-cycle that is the preimage of the c-pair adjacent to \( R \), i.e., \( \tilde{C}^* = \langle X_i, \tilde{R}_i, X_j, \tilde{R}_j \rangle \). We will construct a cycle in \( \mathcal{D} \) whose intersection with \( \tilde{C}^* \) is a S-to-R intersection. Let \( C = \langle v_\ell = v_0, v_1, \ldots, v_{\ell-1} \rangle \), where \( v_1 = R \), \( v_0 = X_i \), and \( v_2 = X_k \). Then \( \Phi \) maps the segment \( \langle X_i, \tilde{R}_i, X_k \rangle \) to the \( \langle v_0, v_1, v_2 \rangle \) part of the cycle \( C \). Note that the intersection of \( \langle X_i, \tilde{R}_i, X_k \rangle \) with \( \tilde{C}^* \) is \( \langle X_k, \tilde{R}_i \rangle \), a S-to-R intersection. More precisely, whenever \( v_k \) is a bispecies R-node, and \( v_{k-1} = X_i \), choose \( \tilde{R}_i \) from the preimage of \( v_k \). The result is a cycle in \( \mathcal{D} \), whose intersection with \( \tilde{C}^* \) is precisely \( \langle X_k, \tilde{R}_i \rangle \), a S-to-R intersection.

5.1 Proof of Theorem 5.3

Recall that we supposed \( \mathcal{N} \) satisfy conditions (N2)–(N4); Theorem 5.3 claims that in the DSR graph \( \mathcal{D} \) of the network \( \tilde{\mathcal{N}} \),

(i) all cycles are s-cycles, and

(ii) there is no S-to-R intersection,

if and only if in the DSR graph \( \mathcal{D} \) of the network \( \mathcal{N} \),

(a) no cycle contains a bispecies production edge;

(b) all cycles are s-cycles, and

(c) there is no S-to-R intersection.

Proposition 5.20 claims (ii) is equivalent to (a) and (c). Assuming (a), Proposition 5.19 proves the equivalence of (i) and (b). Clearly, (a)–(c) implies (i)–(ii). Towards the other direction, (ii) implies (a) and (c). Hence, we may take (a) as an assumption, and conclude (b) from (i).

5.2 Summary

Results have become more intertwined in the latter portion of this section. We now summarize the various results, and the connections between them are shown in Figure 11.

First, recall that Proposition 2.11 cites algebraic conditions on the Jacobian and modified Jacobian matrices of a reaction network \( \mathcal{N} \) that are sufficient to conclude delay stability of delay
mass-action systems [16]. In particular, to conclude asymptotic stability of any equilibrium, we need the Jacobian matrix to be non-singular, and the negative of the modified Jacobian matrix $-\tilde{J}$ to be a $P_0$-matrix whose diagonal is strictly positive. In Proposition 3.3 we constructed the modified reaction network $\tilde{\mathcal{N}}$ such that its Jacobian matrix, when evaluated at appropriate rate constants and concentrations, is exactly the modified Jacobian matrix of $\mathcal{N}$. Meanwhile, Corollary 4.6 references known conditions on DSR graph of a reaction network sufficient for the negative of its Jacobian matrix to be a $P_0$-matrix [5, 14]. Hence, we may conclude that $\tilde{J}$ has the desired properties for delay stability, provided the DSR graph of the modified network $\tilde{\mathcal{N}}$ satisfies the following conditions:

- all cycles are s-cycles, and
- there is no S-to-R intersection.

Next, recognizing that the modified network $\tilde{\mathcal{N}}$ is an artifact born because of the modified Jacobian matrix $\tilde{J}$, we attempt to relate the DSR graph of the reaction network $\mathcal{N}$ and that of the modified network $\tilde{\mathcal{N}}$. Because of how the modified network is defined, the DSR graph $\mathcal{D}$ of $\mathcal{N}$ looks extremely similar to the DSR graph $\tilde{\mathcal{D}}$ of $\tilde{\mathcal{N}}$. Notably, the differences between the two DSR graphs are due to any reactions with multiple reactant species. For technical reasons, we restricted ourselves with networks $\mathcal{N}$ with four properties (N1)–(N4). For the purpose of this discussion, note that we allow at most two reactant species for each reaction; for reactions with exactly two reactant species — the so-called bispecies reactions — these must be irreversible. The differences between the DSR graphs of $\mathcal{N}$ and $\tilde{\mathcal{N}}$ occur near any bispecies reaction R-nodes.

A feature that we would like to avoid in the DSR graph of $\mathcal{N}$ is cycle with a bispecies production
edge (see Definition 5.2 or Figure 2). In Proposition 5.20, we prove that the DSR graph $\mathcal{D}$ of the network $\mathcal{N}$ has a S-to-R intersection if and only if the DSR graph $\tilde{\mathcal{D}}$ of the modified network $\tilde{\mathcal{N}}$ either has a S-to-R intersection or has a cycle containing a bispecies production edge. In Lemma 5.18, we showed that there is a one-to-one correspondence between the set of cycles in $\tilde{\mathcal{D}}$ and the set of cycles and c-pairs in $\mathcal{D}$. Lemma 5.17 and Lemma 5.16 relate the stoichiometric coefficients of $\mathcal{D}$ and $\tilde{\mathcal{D}}$, essentially allowing us to conclude that all cycles in $\mathcal{D}$ are s-cycles if every cycle in $\tilde{\mathcal{D}}$ is a s-cycle in Proposition 5.19. In short, we conclude in Theorem 5.4 that $\mathcal{N}$ is delay stable, i.e., any equilibrium is asymptotically stable independent of rate constants and delay parameters, if $\mathcal{N}$ satisfies conditions (N1)–(N4) and the DSR graph $\mathcal{D}$ of $\mathcal{N}$ satisfies the following conditions:

- no cycle contains a bispecies production edge;
- all cycles are s-cycles, and
- there is no S-to-R intersection.
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