Electrostatic Detection of Shubnikov–de Haas Oscillations in Bilayer Graphene by Coulomb Resonances in Gate-Defined Quantum Dots
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1. Introduction

Sharp Coulomb resonances in quantum dots (QDs) and single electron transistors (SETs) can be used to sense changes in the electrostatic potential defining the corresponding charge island. Thus, these systems are sensitive probes of changes of their electrostatic environment with remarkable high precision.[1] For example, SETs are used to read out changes of charge states in neighboring QDs[2,3] or they can be mounted on a piezo scanner to perform scanning SET microscopy.[4] In this work, we use a gate-defined QD in bilayer graphene (BLG) to detect changes in the density of states (DOS) of the doped BLG channel region next to the QD acting as lead. When applying a perpendicular magnetic field, we observe oscillations in the potential of the QD. These are caused by charge carrier density fluctuations in the lead regions due to the formation of Landau levels and the tuning of their energies as function of the applied perpendicular magnetic field.[5] We determine the average charge carrier density in the narrow leads from the frequency of the Shubnikov–de Haas (SdH) oscillations and the shift of the QD potential from their amplitude. These results are compared with a full electrostatic simulation of the device and good agreement is found.

A gate-defined quantum dot in bilayer graphene is utilized as a sensitive probe for the charge density of its environment. Under the influence of a perpendicular magnetic field, the charge carrier density of the channel region next to the quantum dot oscillates due to the formation of Landau levels. This is experimentally observed as oscillations in the gate-voltage positions of the Coulomb resonances of the nearby quantum dot. From the frequency of the oscillations, the charge carrier density in the channel is extracted, and from the amplitude the shift of the quantum dot potential. These experimental results are compared with an electrostatic simulation of the device and good agreement is found.
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2. Fabrication

The device studied in this work consists of a BLG flake encapsulated between two crystals of hexagonal boron nitride (hBN), placed on a graphite gate using the conventional van der Waals stacking technology. Similar to previous works studying BLG gate-defined quantum point contacts (QDs) and QDs, two layers of gold gates are evaporated on top: A pair of split gates (SGs) is used to form a 150 nm wide conducting channel connecting the source and drain reservoirs of the device (see Figure 1a). On top, separated by a 30 nm thick film of atomic layer deposited Al₂O₃, we place a gold finger gate (FG) with a width of 70 nm (see Figure 1a,b).

3. Device Characterization

All measurements are performed in a ³He/⁴He dilution refrigerator at a base temperature of 15 mK. Applying \( V_{BG} = -4.5 \) V to the graphite back gate and \( V_{SG} = 3.4 \) V to both SGs, we open a bandgap in the BLG underneath the SGs, leaving only a narrow conductive channel between the SGs. Similar to recent works, we can form a QD underneath the FG by locally overcompensating the applied back gate voltage. A small n-doped island is created underneath the FG, which is separated from the p-doped channel by the bandgap acting as a tunnel barrier (see schematic in Figure 1a). We measure the current through the device as a function of \( V_{FG} \) (Figure 1c). At \( V_{FG} \ll 5.6 \) V, the entire channel is p-doped and well conductive. Increasing \( V_{FG} \) leads to a decrease of the current as the Fermi level crosses the bandgap underneath the FG. Sharp Coulomb resonances appear above \( V_{FG} \approx 5.6 \) V. As observed in previous work, the resonances are grouped in quadruplets, representing the spin and valley degeneracy of BLG. From finite bias spectroscopy measurements (not shown), we extract a charging energy of \( E_{C} \approx 6 \) meV, a total capacitance of the QD of \( C_{tot} \approx 27 \) aF, and a finger gate capacitance of \( C_{FG} \approx 3.3 \) aF. Describing the QD using a model of a disk-shaped plate capacitor, we extract a QD diameter of \( d \approx 70 \) nm, which is in reasonable agreement with the lithographical dimensions of the gate electrodes.

Sharp features in the gate characteristic, such as Coulomb resonances, are well suited to monitor small changes in the electrostatic environment of the QD, which results in shifts of the Coulomb peaks. To demonstrate that the QD is a suitable probe for small changes in the charge carrier density \( n \) in the channel and lead region, we apply a perpendicular magnetic field, \( B \), to the device, resulting in SdH oscillations in the channel. The modulation of the DOS with \( B \) results in a change of the quantum capacitance between the channel and the back gate, causing charge to enter or exit the channel region through the source and drain reservoirs. Tuning the magnetic field has the advantage that we are able to change \( n \) without changing any gate voltages applied to the device, which would result in a shift of the QD potential itself. Figure 2 shows magnetotransport data as a function of the gate voltage \( V_{FG} \) and \( B \). The presented measurement shows the first five Coulomb resonances of the QD filling up the dop with \( N = 1, 2, 3, \) and 4 electrons.
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**Figure 1.** a) Schematic illustration of the device: A narrow, highly doped channel is formed between the two SGs, connecting source (S) and drain (D) contacts. Using a gold FG, a QD is defined by forming a small n-doped island in the p-doped channel. b) Schematic cross-section through the sample. The BLG is encapsulated between two flake of hBN and placed on a graphite gate. On top, gold SG and FG are deposited and separated by a layer of Al₂O₃. c) Source–drain current through the device as a function of \( V_{FG} \) at a constant bias voltage of \( V_{s} = 200 \mu \text{V} \) and an electron temperature below 100 mK.
The effect of small magnetic fields below 0.5 T is to shift levels with valley-dependent linear slopes by coupling to the topological orbital magnetic moment of BLG.[11,21,22] The alternating slopes of higher occupation numbers occur due to multiple quantum mechanical level crossings of states of the two valleys as function of $B$. Thus, we focus on the first Coulomb resonance, i.e., the transition from $N = 0$ to $N = 1$ electron in the QD (see arrow in Figure 1c), where $N$ is the occupation number of the dot. The single particle spectrum of BLG QDs is well understood,[11,15,23,24] where the energy of the ground state of $N = 1$ just decreases linearly in $B$. As the DOS of the QD depends only slightly on $B$, we neglect quantum capacitance effects for the capacitances between the source/drain lead and the QD.

Figure 3 shows a (rotated) close-up of the first Coulomb resonance. The linear decrease in $V_{FG}$ with increasing $B$-field results from the valley magnetic moment in BLG, which couples to the magnetic field. A similar effect is also known from carbon nanotubes, as described in previous studies.[21,22,11] For magnetic fields exceeding $B \approx 0.5$ T, the position of the Coulomb resonance starts to oscillate at a frequency decreasing with the magnetic field.

In contrast to the linear shifts discussed previously, where the slope is alternating for different Coulomb resonances, the oscillatory behavior is a common energy shift of all Coulomb resonances (see Figure 2), indicating that this is an external, electrostatic effect. The perpendicular magnetic field gives rise to SdH oscillations of the DOS in the p-doped channel region (see Figure 3b). This results in an oscillating charge carrier density in the channel region (see Figure 3b) and effectively gates the QD. Thus, in addition to the direct influence of the gates, the Coulomb peak position also depends on the magnetic field: first, due to the valley-dependent topological orbital magnetic moment
and second, due to the $1/B$ oscillation of the charge carrier density in the lead. Note that the development of clean Landau levels/gaps and well-separated edge states is suppressed in the $W = 150\,\text{nm}$ wide channel region, as the cyclotron orbit $r_c = m^* v_F/(eB)$ is larger than half the channel width for $B < 3\,\text{T}$ (here $m^* = 0.033\,m_e$ is the effective mass of BLG, where $m_e$ is the electron mass, $v_F$ is the Fermi velocity, and $e$ is the elementary charge). Instead, we observe merely a moderate modulation of the DOS, which is also reflected in the rather sinusoidal oscillations of the Coulomb peak position indicating that no clean Landau gaps are formed yet.

We determine the gate-voltage position of the Coulomb peak from Figure 3a and subtract a linear fit to account for the valley Zeeman effect. The lever arm $C_{\text{FG}}/C_{\text{tot}}$ allows us to convert the shift in gate voltage $\Delta V_{\text{FG}}$ into a shift of the QD potential $\Delta E$. The QD potential oscillates periodically as a function of the inverse magnetic field $1/B$ (see Figure 3c), as expected for SdH oscillations. The amplitude increases with increasing magnetic field (decreasing $1/B$), as the cyclotron radius decreases and gets closer to $W/2$, resulting in a stronger modulation of the DOS.

The charge carrier density in the channel determines the period of the oscillations given by

$$\Delta \left(\frac{1}{B}\right) = \frac{4e}{\hbar n} \quad (1)$$

From the periodicity of the SdH oscillations, we extract a charge carrier density of $n = 1.72 \times 10^{12}\,\text{cm}^{-2}$.

4. Simulation

Our goal is to simulate the response of the system to a magnetic field, given the measured charge carrier density. We model the experiment in a two-step process. First, we solve the Poisson equation at $B = 0\,\text{T}$. In a second step, we add a magnetic field by making the total charge carrier density $B$-field dependent. In a self-consistent way, we solve the Poisson equation for a 2D cut along the transport direction (see red line Figure 4).

![Figure 4. Self-consistent solution of the Poisson equation along a x-z and y-z 2D cut in the presence of the experimental gates and an additional top gate (not shown). The amplitude of the carrier density fluctuations caused by the SdH oscillations in a magnetic field according to Equation (1) are indicated (dark red lines, not to scale).](image)

We iteratively add charge to the BLG sheet until its Fermi energy equals the electrostatic potential, which we implemented with FEniCS [27,28], a computing platform for solving partial differential equations. The charge density $n$ is the integral over the 2D DOS $-2m^*/\hbar^2$ up to the Fermi energy $E_F$

$$n = -eE_F \frac{2m^*}{\hbar^2} \quad (2)$$

The additional energy cost of increasing $E_F$ reduces the charge density $n$, which is called the “quantum capacitance” effect. As dielectric constants we take $e_{\text{AlO}_x} = 9$ for $\text{Al}_2\text{O}_3$, $e_{\text{hBN}} = 3.8$ for hBN [29] and $e_{\text{BLG}} = 3.2$ for BLG. With $V_{\text{FG}} = 8\,\text{V}$, $V_{\text{BG}} = -4.5\,\text{V}$, and an additional top gate voltage of $V_{\text{top}} = 2.2\,\text{V}$, we obtain the experimentally determined charge carrier density in the channel $n = 1.72 \times 10^{12}\,\text{cm}^{-2}$. The additional top gate accounts for the stray fields caused by the SGs, which are missing in the 2D cut along the channel, but is also an effective parameter to adjust $n$ in the channel region to the experimental value. Close to the FG, the carrier density decreases and a p–n–p junction forms (see Figure 3b).

We approximate the DOS of graphene in the Landau level regime with magnetic field $B$ as

$$\rho(E) = \sum_{\nu} \frac{4eB}{2\pi \hbar (E - E_\nu)^2 + (\Gamma/2)^2} \quad (3)$$

with Landau level energy $E_\nu = \hbar \omega_c \sqrt{\nu(\nu - 1)}$ and cyclotron frequency $\omega_c = eB/m^*$.\[30\] where $\nu$ is the Landau level index. We assumed a broadening of Landau states of $\Gamma = 1\,\text{meV}$. The charge carrier density is then given by the integration up to the (fixed) Fermi energy

$$n = \int_{E_F}^{\nu} \rho(E) \, dE \quad (4)$$

In our approximation, this amounts to a modulation in $n$ by up to $\pm 2\%$ at $B = 2\,\text{T}$.

When this $n(B)$ is inserted back as the charge density in the channel region, it electrostatically shifts the dot potential. This shift is entirely classical and determined by the charge density modulation in the channel, the exact geometry of the device, and the dielectric constants. Because $n(B)$ oscillates with $1/B$, the potential under the finger gate also oscillates. Figure 3d shows the calculated electrostatically induced shift of the potential or the QD energy, $\Delta E$, as function of $1/B$. We find good qualitative agreement with the experimental data (cf. Figure 3c) despite the simplistic 2D model. The oscillation frequencies in Figure 3c,d are both determined by $n$. A lower value for the amplitude of $\Delta E$ is expected in the experiment compared to the simulations, as the potential profile in the channel varies due to stray fields from the SG and also the FG. The SdH oscillations in all regions with nonconstant potential average out. Only the central region of the channel with equal potential collectively shifts the dot potential. This is overestimated by our 2D model calculation, which explains the larger oscillation amplitude of $\Delta E$ compared to the experimental data. Furthermore, we keep the Fermi energy fixed in the simulation. A slightly oscillating Fermi energy would have a counteracting effect.
effect on the amount of charge in the channel and thus lead to less amplitude in $\Delta E$.

As typical QD experiments focus on the energy shift of quantum mechanical levels of a QD in a perpendicular magnetic field, SdH oscillations are seen as an undesired perturbation. To suppress such oscillations, we suggest to reduce the channel width, shifting the onset of SdH oscillations to higher fields, or to modulate the carrier density along the channel by a few percent using multiple FGs to average out the SdH oscillations.

In summary, we have shown that a gate-defined BLG QD can be used as a very sensitive probe for its electrostatic environment. We are able to indirectly probe the DOS in the neighboring channel region connecting the QD to the source and drain reservoirs as a function of a perpendicular magnetic field. This method allowed resolving SdH oscillations from which we extracted the carrier density in the lead region, as well as the amplitude of the oscillations in the QD potential. The experimental data are in good agreement with the results from electrostatic simulations.
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