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Abstract. We are concerned with few-particle correlations in a fermionic system at finite temperature and density. Within the many-body Green functions formalism the description of correlations is provided by the Dyson equation approach that leads to effective few-body equations. They contain the dominant medium effects, which are self energy corrections and the Pauli blocking. Hence the effective two-body interactions between quasiparticles are momentum/energy-dependent and therefore they can be used in the medium modified, momentum space, integral AGS equations for three- and four-body systems. To investigate correlations and clusters beyond four-body, we employ, instead, the configuration space two-variable integro-differential equations (IDEA) for A-body bound systems which are based on Hyperspherical Harmonics and the Faddeev decomposition of the wave function in two-body amplitudes. This requires the transformation of the energy dependent two-body interactions to equivalent local, energy independent, ones. To achieve this we use inverse scattering techniques the resulting interactions being, on- and (to all practical purposes) off-shell equivalent to the energy dependent potentials. In this way we obtain binding energy results for the 2-, 3-, 4-, and 16-particle in a medium at a finite temperature and various densities. Several aspects of the problem are discussed and the behavior of the potential surfaces obtained in the extreme adiabatic approximation, below and above the Mott transition, is investigated.
1. Introduction

The properties of nuclear matter can be studied using various methods such as path integral methods, computer simulations, or perturbation theory using many-body Green functions [1]. In the latter, which will be followed here, the equations of state may be expressed in terms of many-body Green functions and the inclusion of correlations is provided by the Dyson equation approach developed for this purpose in [2, 3, 4, 5, 6, 7], and reviewed in [8]. Within the Dyson equation approach the familiar in-medium two-body equations, known as Galitskii-Feynman or Bethe-Goldstone equations (depending on details), can be derived [1]. Recently, these equations have been extended to investigate correlations and clusters of more than two particles and applied to various aspects of fragmentation in a heavy ion collision at intermediate energies [9, 10, 11, 12, 13, 14, 15, 16, 17, 18]. For three- and four-body correlations this approach leads to modified momentum space integral equations of the Alt-Grassberger-Sandhas (AGS) [19, 20] type.

For correlations with more particles ($A > 4$), relevant e.g. in fragmentation of heavy ion collisions at intermediate energies [21], the momentum space integral equations are not appropriate and thus one has to resort to effective two-body interactions for the clusters involved and consider the system under consideration as a few-body system. For instance, the $^{16}$O may be considered as a $4\alpha$ system interacting via the $\alpha-\alpha$ interaction. In such a formalism, however, one faces the problem of how to construct the inter-cluster interactions which is a difficult task to implement. Apart from this, most of the existing and well established theories for the description of the medium-light nuclei, $5 \leq A \leq 20$ say, are in configuration space and are based on energy-independent two-body potentials. Therefore, the energy dependent effective interactions can not be directly employed and thus one should resort to some localization procedure which transforms the $V(E, r)$ for each chemical potential $\mu$ and temperature $T$, to an equivalent local potential (ELP) $V_L(r)$ which is energy-independent. The construction of the $V_L(r)$ is thus desirable for two reasons. Firstly, to investigate how the characteristics of the in-medium two-body interaction are manifested in the presence of the Fermi function $f(E)$. Secondly, to enable us to employ a configuration space formalism describing the $A$-body system embedded in nuclear matter.

In this respect, the two-variable integro-differential equation formalism (IDEA) in configuration space [22, 23, 24], valid for three- and many-body systems is employed. The IDEA is based on the Faddeev formalism, where the $A$-body wave function can be written as a sum of two-body amplitudes, and on the Hyperspherical Harmonics. The reduced equations give bind-
ing energy results for the A-body which are in excellent agreement with variational, Green Function Monte Carlo, and other competing methods. In what follows, we shall describe first in Sect. 2 our formalism starting from a brief description of the effective in-medium equations, the localization procedure, and the IDEA method. Our results are discussed in Sect. 3 and our conclusions are summarized in Sect. 4.

2. Formalism

We use the techniques of many-body Green functions. Reference to textbook treatments is given in [1]. The Dyson equation approach to correlations along with several approximation schemes has been developed in [2, 3, 4, 5, 6, 7], reviewed in [8] and will be briefly summarized in the next section. In recent years we have systematically applied this approach up to four-nucleon clusters [9, 10, 11, 12, 13, 14, 15, 16, 17, 18] and also generalized it to the light front to describe quark correlations in hot and dense relativistic nuclear matter [25, 26, 27, 28].

2.1. THE DYSON EQUATION APPROACH

Let the many-particle Hamiltonian be given by

$$H = \sum_{11'} H_0(1,1') a_1 a_{1'} + \frac{1}{2} \sum_{121'2'} V_2(12,1'2') a_1 a_{1'} a_2 a_{2'}$$

where $H_0$ is the kinetic energy, $V_2$ a generic two-body potential, and $a, a'$ are Fermionic destruction and creation operators. We define a chronological Green function for a given number of particles as follows

$$G_{\alpha\beta}^{t-t'} = -i\langle TA_{\alpha}(t) A_{\beta}^\dagger(t')\rangle$$

$$= -i \left( \theta(t-t') \langle A_{\beta}^\dagger(t') A_{\alpha}(t) \rangle \mp \theta(t'-t) \langle A_{\beta}^\dagger(t') A_{\alpha}(t) \rangle \right).$$

The average $\langle \cdots \rangle$ is taken over the exact ground state and the upper (lower) sign is for fermions (bosons). The operators $A_{\alpha}(t)$ could be build out of any number of destruction and/or creation operators. For $n$-particle correlations $A_{\alpha} = a_1 a_2 a_3 \ldots a_n$. The time dependence of the operators is given in the Heisenberg picture by $A(t) = e^{iHt} A e^{-iHt}$. Note that the multi-particle (or cluster) Green function is defined at equal or global time.

In finite temperature formalism the above definition can be generalized. For a grand canonical ensemble, relevant here, the Heisenberg picture assumes the form $A(t) = e^{(H-\mu N)t} A e^{-(H-\mu N)t}$, which includes the chemical potential $\mu$ and the number operator $N$. For $\tau = it$ (imaginary time) the original Heisenberg picture is formally recovered. The average is now taken over the
(equilibrium) grand canonical statistical operator \( \rho \), viz. \( \langle \cdots \rangle = \text{tr}\{\cdots\} \). To accommodate the convention of Fetter and Walecka [1] the imaginary time Green function is given by

\[
G_{\alpha\beta}^{\tau-\tau'} = -\langle T_\tau A_\alpha(\tau)A_\beta^{\dagger}(\tau') \rangle,
\]

where the time ordering is according to the value of \( \tau \), with the smallest at the right and the imaginary unit is dropped compared to (2).

Dyson equations can be established for both forms [8, 10],

\[
i \frac{\partial}{\partial \tau} G_{\alpha\beta}^{\tau-\tau'} = \delta(\tau - \tau') \langle [A_\alpha, A_\beta^{\dagger}] \rangle \pm \sum_\gamma \int d\bar{\tau} \mathcal{M}_{\alpha\gamma}^{\tau-\bar{\tau}} G_{\gamma\beta}^{\bar{\tau}-\tau'}.
\]

The mass matrix that appears in (4) is given by

\[
\mathcal{M}_{\alpha\beta}^{\tau-\tau'} = \delta(\tau - \tau') \mathcal{M}_{0,\alpha\beta}^{\tau-\tau'} + \mathcal{M}_{r,\alpha\beta}^{\tau-\tau'}
\]

(5)

\[
(\mathcal{M}_0\mathcal{N})^{\tau-\tau'}_{\alpha\beta} = \langle [A_\alpha, H](\tau), [A_\beta^{\dagger}(\tau)] \rangle
\]

(6)

\[
(\mathcal{M}_r\mathcal{N})^{\tau-\tau'}_{\alpha\beta} = \sum_\gamma \langle T_\tau [A_\alpha, H](\tau), [A_\beta^{\dagger}, H](\tau') \rangle \text{irreducible}
\]

(7)

where we have used \( \mathcal{N}_{\alpha\beta}^{\tau} = \langle [A_\alpha, A_\beta^{\dagger}] \rangle \). The first term in (5) is instantaneous and related to the mean field approximation, the second term is the retardation term. This form suggests to first solve the mean field problem (neglecting the retardation term) and evaluate higher order contributions involving \( \mathcal{M}_{r,\alpha\beta}^{\tau-\tau'} \) in the mean field basis. Hence (4) may be written in the following form

\[
i \frac{\partial}{\partial \tau} G_{0,\alpha\beta}^{\tau-\tau'} = \delta(\tau - \tau') \mathcal{N}_{0,\alpha\beta}^{\tau-\tau'} + \sum_\gamma \mathcal{M}_{0,\alpha\gamma}^{\tau-\tau'} G_{0,\gamma\beta}^{\tau-\tau'},
\]

(8)

\[
G_{\alpha\beta}^{\tau-\tau'} = G_{0,\alpha\beta}^{\tau-\tau'} + \sum_\gamma \int \int d\bar{\tau} d\bar{\tau}' G_{0,\alpha\gamma}^{\tau-\bar{\tau}} (\mathcal{N}\mathcal{M})^{\tau-\bar{\tau}}_{\gamma\delta} G_{\delta\beta}^{\bar{\tau}'-\tau'}.
\]

(9)

As a first approximation, we neglect the retardation part and hence solve only the mean field equation.

It is convenient to use the Matsubara-Fourier representation [1] of the Dyson equations. This leads to the Matsubara frequency instead of the “time” derivative in (8)

\[
z_\lambda = \frac{\lambda \pi}{-i\beta} + \mu
\]

(10)

where \( \lambda = 2n \) for bosons and \( \lambda = 2n + 1 \) for fermions.

For a one body operator, (8) leads to the standard mean field approximation (Hartree-Fock approximation) and an effective Hamiltonian that
describes uncorrelated quasiparticles. To be more specific, for \( A_\alpha = a_1 \) the one-particle Green function, as follows from (8), the use of (6) and the of Matsubara-Fourier transformation, is
\[
G(z) = (z - \varepsilon_1)^{-1}
\] (11)
where the Matsubara frequency has been analytically continued \( z_\lambda \rightarrow z \).

The quasiparticle self energy is
\[
\varepsilon_1 = \frac{k_1^2}{2m_1} + \sum V_2(12, \mathbf{i}2)f_2 = \frac{k_1^2}{2m_1} + \Delta_{HF} \] (12)
where \( \mathbf{i}2 \) denotes proper antisymmetrization of particles 1 and 2. The Fermi function \( f_i \equiv f(\varepsilon_i) \) for the \( i \)-th particle in an uncorrelated medium is given by
\[
\langle a^\dagger a \rangle = \text{tr}(\rho a^\dagger a) = f(\varepsilon_i) = \frac{1}{e^{\beta(\varepsilon_i - \mu)} + 1}.
\] (13)

The density operator of an uncorrelated medium is characterized only by single particle operators, viz.
\[
\rho_0 = \frac{e^{-\beta K}}{\text{tr}(e^{-\beta K})}, \quad K = \sum_i (\varepsilon_i - \mu)a_i^\dagger a_i.
\] (14)

For a general operator \( A_\alpha \) other than one body, (8) is called cluster mean field approximation. Using the density operator for an uncorrelated medium to evaluate the traces, the equation hierarchy decouples. This is a consistent way to arrive at equations for each cluster that can be solved with few-body techniques.

The resolvent \( G_0 \) for \( n \) noninteracting quasiparticles is
\[
G_0(z) = (z - H_0)^{-1}N \equiv R_0(z)N, \quad H_0 = \sum_{i=1}^n \varepsilon_i
\] (15)
where \( G_0, H_0, \) and \( N \) are formally matrices in \( n \) particle space. The Pauli-blocking for \( n \)-particles is
\[
N = \tilde{f}_1\tilde{f}_2\ldots\tilde{f}_n \pm f_1f_2\ldots f_n, \quad \tilde{f} = 1 - f
\] (16)
Note that \( NR_0 = R_0N \). Straightforward but tedious evaluation of (8) using \( A_\alpha = a_1a_2a_3\ldots a_n \) (4) and the Wick theorem, leads also to the full resolvent \( G(z) \). For each number of particles in the cluster the resolvents have the same formal structure and after Matsubara-Fourier transformation can be written in a convenient way as in the isolated system, viz.
\[
G(z) = (z - H_0 - V)^{-1}N \equiv R(z)N, \quad V \equiv \sum_{\text{pairs } \alpha} N_\alpha^2V_\alpha^\alpha.
\] (17)
Note that $V^\dagger \neq V$ and $R(z)N \neq NR(z)$. To be specific, for an interaction in pair $\alpha = (12)$ the effective potential reads

$$
\langle 123 \ldots | N_2^{(12)} V_2^{(12)} | 1'2'3' \ldots \rangle = (\tilde{f}_1 f_2 - f_1 f_2) V_2(12, 1'2') \delta_{33'} \ldots \tag{18}
$$

For further use in the Alt-Grassberger-Sandhas (AGS) equations [19, 20], we give also the channel resolvent

$$
G_\alpha(z) = (z - H_0 - N_\alpha^2 V_\alpha^2)^{-1} N \equiv R_\alpha(z) N. \tag{19}
$$

For the two-body case as well as for a two-body subsystem embedded in the $n$-body cluster the standard definition of the $t$ matrix leads to the familiar $t$ matrix equation for finite temperature and densities [1],

$$
T_2^\alpha(z) = V_2^\alpha + V_2^\alpha N_2^\alpha R_0(z) T_2^\alpha(z). \tag{20}
$$

This equation, given in the quasiparticle approximation, is used as a driving kernel for the few-particle equations. Going beyond the quasiparticle approximation would extend the scope of the present work. Note, however, that improvements can be systematically achieved by including the retardation part of the effective mass matrix, although technically this is quite a difficult task. If multi-particle correlations are neglected (binary collision approximation) it is possible to solve the $t$ matrix in a self consistent way, see e.g. [29].

### 2.2. EFFECTIVE IN-MEDIUM EQUATIONS

The in-medium Schrödinger type equation equivalent to (20) is given by

$$
(H_0 - z) \Psi(12) + \sum_{1'2'} (1 - f_1 - f_2) V_2(12, 1'2') \Psi(1'2') = 0. \tag{21}
$$

In the present work we are interested in a region of rather low density in the vicinity of the Mott transition ($\sim \rho_0/10$, where $\rho_0 = 0.16 \text{ fm}^{-3}$ is normal nuclear matter density). We therefore use an effective mass approximation for the quasi-particle energy $\varepsilon$; i.e. after evaluation of Eq. (12) we fit the effective mass $m_{\text{eff}}$ via

$$
\varepsilon = \frac{k^2}{2m} + \Delta_{\text{HF}}(k) \simeq \frac{k^2}{2m_{\text{eff}}} + \Delta_{0}^{\text{HF}}. \tag{22}
$$

The constant shift $\Delta_{0}^{\text{HF}}$ can be absorbed in a redefinition of the chemical potential $\mu_{\text{eff}} = \mu - \Delta_{0}^{\text{HF}}$. To simplify our analysis further, we assume that the two-body system is at rest in the medium. It is well known that the influence of the medium fades away for larger relative momentum respective
to the medium [30]. Upon introducing relative and c.m. coordinates for the two-particle system \((p \text{ and } P = 0)\), the kinetic energy term reads
\[
\frac{k_1^2}{2m_{\text{eff}}} = \frac{k_2^2}{2m_{\text{eff}}} = \frac{p^2}{2m_{\text{eff}}} = \frac{1}{2} E
\]
and \(E = z - E_{\text{cont}}\) is the two-body binding/scattering energy in the c.m. system. In the effective mass approximation and for \(P = 0\), \(E_{\text{cont}}\) is given by \(E_{\text{cont}} = 2\Delta^{\text{HF}}_{\text{HF}}[30]\). Using a local bare nucleon nucleon potential \(V_2(r)\), where \(r\) is the conjugate of \(p\), the effective potential becomes energy dependent
\[
V(E, r) = (1 - 2f(E)) V_2(r),
\]
where the Fermi function is now explicitly given by
\[
f(E) = \frac{1}{e^{\beta(E/2 - \mu_{\text{eff}})} + 1}.
\]
The effective in-medium Schrödinger-type equation for scattering states then reads
\[
\left( \frac{p^2}{m_{\text{eff}}} + V(E, r) - E \right) \psi(E, r) = 0.
\]
Note that this equation holds for \(E > 0\), since \(E = p^2/m_{\text{eff}}\) for the eigenvalues.

The potential \(V(E, r)\) can be employed to study its effects and how is manifested in \(A\)-body systems. For example, for \(A = 2\), one may study its analytical behavior in the complex \(k\)-plane as the nuclear density \(\rho\) changes [31] or study the influence it has on clusters embedded in the medium. Due to its energy-dependence, it can be employed in momentum space integral equations for three– [13] and four–body [16] systems embedded in the medium.

2.3. ENERGY-INDEPENDENT INTERACTIONS

Equivalence between two potentials \(V_1\) and \(V_2\), irrespective of their nature and structure, means that the scattering wave functions for the two-potentials are related by [32]
\[
u_1(r) = f(r)u_2(r)
\]
with
\[
f(r) \xrightarrow{r \to \infty} 1
\]
i.e the two wave functions must be asymptotically the same and thus the phase shifts are also the same. In our case, however, we have to obtain
an equivalent potential to \( V(E, r) \) which should not only provide the same asymptotic scattering wave function but it should generate differences in the interior region which are minimal \( (f(r) \sim 1 \forall r) \) while at the same time the corresponding binding energy \( E_b \) obtained by the \( E \)-independent interaction should be the same as the one obtained from \( V(E_b, r) \).

From all methods employed to construct \( E \)-independent ELP’s, the inverse scattering technique is the most natural one. The two-body potential is, in this case, directly obtained from the available bound and scattering information in a unique way and without an \emph{a priori} assumption about the shape and range of the interaction. This not only guarantees the recovery of the on-shell behavior of the wave function but of the bound states -when present- as well. The off-shell differences between the original wave function and the one generated by the ELP potential obtained by inversion, described by the function \( f(r) \), Eq. (28), are also minimal. From all variant inverse scattering methods, the fixed-\( \ell \) inversion of Marchenko [33, 34, 35] is perhaps the most suitable to employ in order to construct an \( E \)-independent ELP to \( V(E, r) \) as defined by (24). The required input is the \( S \)-matrix \( S_\ell(k) \), defined by

\[
S_\ell(k) = \frac{f_\ell(-k)}{f_\ell(k)} = e^{2i\delta_\ell(k)},
\]

where \( f_\ell(k) \) is the Jost-function the analytical properties of which describe the scattering, bound, and resonances of the system and \( \delta_\ell(k) \) are the scattering phase shifts at the energy \( E = \frac{\hbar^2 k^2}{2\mu} \) which are used to obtain the Fourier transform \( F_\ell(r, r') \) of the \( S \)-matrix \( S_\ell(k) \),

\[
F_\ell(r, r') = \frac{1}{2\pi} \int_{-\infty}^{\infty} h_\ell^{(+)}(kr) [1 - S_\ell(k)] h_\ell^{(+)}(kr') dk + \sum_{n=1}^{N_b} A_{n\ell} h_\ell^{(+)}(b_n r) h_\ell^{(+)}(b_n r'),
\]

where \( h_\ell^{(+)}(z) \) is the Riccati-Hankel function, \( N_b \) is the number of bound states, and \( A_{n\ell} \) are the corresponding asymptotic normalization constants [35]. The \( F_\ell \) in turns serve as an input to the Marchenko integral equation,

\[
K_\ell(r, r') + \mathcal{F}_\ell(r, r') + \int_r^{\infty} K_\ell(r, s) \mathcal{F}_\ell(s, r') ds = 0 .
\]

Once the \( K_\ell(r, r') \) is obtained from the solution of (31), the potential \( V_\ell(r) \) for the partial wave \( \ell \) is calculated from the relation

\[
V_\ell(r) = -2 \frac{dK_\ell(r, r)}{dr}.
\]
It is clear that while in the Schrödinger equation one starts from the knowledge of the potential to obtain the wave function which provide us with the physical information, in the inverse scattering procedure one uses instead experimental scattering data (or data obtained via a theoretical approach) to construct the underlying unknown potential first. The practical implementation of the method has been described in [31, 36).

2.4. INTEGRO-DIFFERENTIAL EQUATIONS APPROACH

The method we employ to study the dynamics of the A-boson$^1$ like system is based on the Faddeev decomposition of the wave function and on Hyperspherical Harmonics. The $A$-body Schrödinger equation reads

$$\left[ T + \sum_{i<j \leq A} V(r_{ij}) - E \right] \Psi(x) = 0 \quad (33)$$

where $x$ stands for all the coordinates of all particles in the center-of-mass frame, $V(r_{ij})$ is a central two-body potential, and $r_{ij} = |x_i - x_j|$. Assuming that the wave function is written as a sum of amplitudes,

$$\Psi(x) = \sum_{i<j \leq A} \Phi(r_{ij}, x) = H_{[L_m]}(x) \sum_{i<j \leq A} F(r_{ij}, r) \quad (34)$$

where $H_{[L_m]}(x)$ is a harmonic polynomial of minimal degree $L_m$ and $r$ is the hyperradius $r = (\sum_{i<j \leq A} r_{ij}^2)/A$, one obtains the Faddeev-type equation for the amplitude $F(r_{ij}, r)$

$$[T - E] H_{[L_m]}(x) F(r_{ij}, r) = -V(r_{ij}) H_{[L_m]}(x) \sum_{k<l \leq A} F(r_{kl}, r) \quad (35)$$

This equation may be modified by introducing in both sides the average of the potential over the unit hypersphere i.e the so-called hypercentral potential $V_0(r)$ defined by [22]

$$V_0(r) = \int_{-1}^{+1} V(r \sqrt{(1 + z)/2}) W(z) dz \quad (36)$$

where $z = 2r_{ij}^2/r^2 - 1$ and where the weight function $W(z)$ is given by

$$W(z) = (1 - z)\alpha (1 + z)\beta \quad (37)$$

$^1$Presently we neglect spin-isospin dependence, which means that the effective few-body equations derived are for bose-like particles. This restriction seems not severe as it might be interpreted as a spin averaging. This kind of averaging procedures (e.g. angular momentum averaging of Pauli factors) are widely used for quasiparticles and lead for example to the possibility of angular momentum expansion. This does not affect the Fermi statistics in use.
with \( \alpha = (D - 5)/2, \beta = 1/2, \) and \( D = 3(A - 1) \). Then instead of (35) one has the modified Faddeev equation

\[
T + \frac{A(A - 1)}{2}V_0(r) - E \right] H_{[L_m]}(x) \phi(r_{ij}, r) = - \left[ V(r_{ij}) - V_0(r) \right] H_{[L_m]}(x) \sum_{k < t \leq A} \phi(r_{kt}, r) \tag{38}
\]

It is noted that by summing aver all pairs \((ij)\) one recovers the Schrödinger equation. Letting \( \phi(r_{ij}, r) = P(z, r) / r^{(D-1)/2} \) for the modified Faddeev component, multiplying from left by \( H_{[L_m]}^*(x) \), and integrating over the \((N - 1)\)-hyperangles \(d\Omega_{N-1}\) (except those of the \((i, j)\)-pair) we obtain the integro-differential equation (IDEA) for the amplitude \(P(z, r)\) \cite{22, 23}

\[
\left\{ \frac{\hbar^2}{m} \left[ D_r + \frac{4}{r^2} D_z \right] + \frac{A(A - 1)}{2} V_0(r) - E \right\} P(z, r) = - \left[ V(r \sqrt{1 + z}/2) - V_0(r) \right] \Pi(z, r) \tag{39}
\]

where we use the abbreviations

\[
D_r \equiv - \frac{\partial^2}{\partial r^2} + \frac{L(L + 1)}{r^2}, \quad D_z = - \frac{1}{W(z)} \frac{\partial}{\partial z} (1 - z^2) W(z) \frac{\partial}{\partial z} \tag{40}
\]

and

\[
\Pi(z, r) = P(z, r) + \int_{-1}^{+1} f(z, z') P(z', r) \, dz'. \tag{41}
\]

In the above, \( L = (D - 3)/2 \) and the function \( f(z, z') \) is given by

\[
f(z, z') = W(z') \sum_K (f_K^2 - 1) P_K(z) P_K(z') / h_K \tag{42}
\]

where \( P_K(z) \equiv P_K^{\alpha, \beta}(z) \) are Jacobi polynomials associated to the weight function \( W(z) \). The constant \( f_K \) is given by

\[
f_K^2 = 1 + \left[ 2(A - 2) P_K(-1/2) + \frac{(A - 2)(A - 3)}{2} P_K(-1) \right] / P_K(1) \tag{43}
\]

while \( h_K \), a normalization constant, by

\[
h_K = \int_{-1}^{+1} [P_K(z)]^2 W(z) \, dz \tag{44}
\]

Details on the IDEA formalism can be found in Refs. \cite{22, 23} and will not be discussed here.
In the adiabatic approximation one assumes that the radial motion (coordinate $r$) and the orbital motion (coordinate $z$) are nearly decoupled i.e. we may write $P(z,r) \approx \Pi(z,r)$ and that $\Pi(z,r)$ is varied slowly with $r$ and thus one can omit its derivatives with respect to $r$. Then Eq. (39) can be split into two equations ($\hbar^2/m = 1$)

$$\left[ -\frac{4}{r^2}D_z + U_\lambda(r) \right] P_\lambda(z,r) = \left[ V(r\sqrt{(1+z)/2}) - V_0(r) \right] \Pi_\lambda(z,r)$$

and

$$\left[ D_r + \frac{A(A-1)}{2} V_0(r) + U_\lambda(r) \right] u_\lambda(r) = 0$$

The $U_\lambda(r)$ is the so-called eigen-potential sometimes referred to as potential surface. It is a characteristic for each system and it can be used to calculate reliably the $A$-boson like bound states via (46). The solution thus obtained provide us a lower bound for the binding energy $E_{\lambda}^{\text{eaa}}$ [22, 23, 24].

3. Results

In our investigations we employ the Volkov potential [37] which is widely used in model nuclear structure calculations,

$$V(r) = -83.3400196 \exp(-(r/1.6)^2) + 144.843409 \exp(-(r/0.82)^2)$$

the two-body binding energy being $E_2 = 0.5462$ MeV. The medium-modified energy dependent potentials $V(E,r)$ are constructed using Eq. (24). Employing $V(E,r)$ one can obtain phase shifts at any energy $E$ corresponding to a specific $\mu_{\text{eff}}$ and effective mass $m_{\text{eff}}$. In the present work we use two nuclear densities namely $\rho = 0.003$ fm$^{-3}$ and $\rho = 0.034$ fm$^{-3}$ and $T = 10$. The low energy behavior of these phase shifts are shown in Fig. 1. The distortion of the potential for $\rho = 0.003$ fm$^{-3}$ results in different phase shifts but the potential still sustains a bound state at $E_2 = 0.0282$ MeV. In contrast the phase shift for $\rho = 0.034$ fm$^{-3}$ start from zero and thus, according to Levinson’s theorem, no bound exists in this case.
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Figure 2. Comparison of the scattering wave functions ψ(r) at E = 25 MeV obtained with the E-independent Marchenko potential V_L(r) (—) with those of V(E, r) (---) for ρ = 0.003 fm$^{-3}$ (Fig. a) and ρ = 0.034 fm$^{-3}$ (Fig. b) at T = 10 MeV.

Using the above phase shifts we constructed the E-independent potentials by means of the Marchenko inverse scattering method, the quality of which can be seen in Fig. 2 where the original and the resulted wave functions at E = 25 MeV are drawn. It is seen that, to all practical purposes, the two wave functions are the same i.e the potential V(E, r) is not only on–shell equivalent but (nearly) off–shell equivalent to the one obtained by inversion, V_L(r), as well. Similar results are obtained at all energies.

Once the quality of the interactions is checked, they are employed in the IDEA equations (45) and (46) to obtain the binding energies for the three–, four– and sixteen–body systems in the adiabatic approximation. The binding energy results for the three densities used are given in table 1. It is seen that with the bare interaction used, the three-body is the first to 'dissolve' in the medium for density ρ = 0.034 fm$^{-3}$. The four-body results show similar trends to the three-body system. However, the binding energy for the 16–body system, is not as drastically reduced and for ρ = 0.034 fm$^{-3}$ which is quite higher than the Mott density, the binding energy is still significant.

In Fig. 3 the ELP’s for the medium modified 2-body interaction is plotted together with the potential surfaces obtained from the solution of (45). It is

| ρ (fm$^{-3}$) | E_2 (MeV) | E_3 (MeV) | E_4 (MeV) | E_16 (MeV) |
|-------------|-----------|-----------|-----------|------------|
| 0           | 0.5462    | 8.6704    | 30.7250   | 1630.1462  |
| 0.003       | 0.0282    | 4.7202    | 22.2798   | 1554.0695  |
| 0.034       | -         | -         | 5.4093    | 1410.5321  |

TABLE 1. Binding energy results for 2–, 3–, 4–, and 16–body systems.
seen that the essential features of the medium modified two-body interaction with the Volkov (bare) potential are similar to those obtained Ref. [31] with the Malfliet-Tjon potential: As the density of the medium increases the attractive well becomes narrower and eventually for densities above the Mott one, the two nucleons become unbound. It is interesting to note that at these densities the repulsion in the interaction region appears. The analytical properties for the corresponding Jost function of the potentials have been studied in Ref. [31] where it was shown that the bound state, instead of being continued off the imaginary axis to the resonances region, moves along the negative imaginary $k$-axis, i.e. it becomes an anti-bound state – at least for the densities used where the repulsive hump in the interaction region is weak. The potential surfaces exhibit similar behavior and in addition they become shallower. The eigen-potentials for the 16–body system tend, in addition, to shift the repulsion in the interior region in a more pronounced manner.

Figure 3. The two-body potentials and the corresponding potential energy surfaces (in the extreme adiabatic approximation) for 3-, 4- and 16-body systems for zero distortion (---), for $\rho = 0.003$ fm$^{-3}$ (---), and $\rho = 0.034$ fm$^{-3}$ (···).
4. Conclusions

We propose a method to investigate the A-body system embedded in the medium at a finite temperature and for densities below and above the Mott density. Unlike previous investigations which were carried out in momentum space, the present one is in configuration space and thus advantageous in visualizing the effects of the medium on the system under consideration.

To achieve this, we firstly apply inverse scattering techniques to transform the medium modified two-body interactions which are energy dependent, into an energy independent potentials. This allow us to employ the potential directly in configuration space where various formalisms exist. One such formalism, is the IDEA method for few- and many-body systems which, apart from its simplicity, gives results which are in excellent agreement with those of other methods and therefore they can be safely employed in our investigations on the in-medium few-body problem.

We demonstrate our approach by calculating the binding energies for the 2–, 3–, 4–, and 16–boson like systems at finite temperatures and densities. The behavior of the adiabatic approximation potential surfaces, below and above the Mott density, is also investigated. We found that the adiabatic potentials exhibit similar features to those found in Ref. [31], namely, that the attractive well moves towards the interior region while at the same time becomes narrower as the densities become larger. The analytical properties of the corresponding Jost function in the complex $k$-plane for these potentials were investigated in [31] where it was shown that the bound state $E_b = -\hbar^2/2\mu b^2$ moves, downwards on the imaginary $k$-axis and eventually become an anti-bound state instead of a resonance (as implied by the appearance of a small repulsive hump in the interaction region). This reflects a vanishing imaginary part of the respective two-body spectral function. Hence, the two-body cluster (even for $b < 0$) retains the character of a quasiparticle, i.e. the correlation does not decay. In a more general approach the self-consistency requirement [29] as well as three-body collisions [11] lead to imaginary parts of the two-body spectral function, and therefore to a finite width (life time) of the two-particle cluster irrespective of $b$ smaller or larger than zero.

It is interesting to note that the change of the eigen-potential for the 16-body shows a lesser sensitivity to the density changes and the binding energies are still quite deep. Further investigations with other bosonic systems and two-body forces are needed to elucidate the behavior and phase transition of large clusters in the medium.
References

1. Kadanoff L.P., Baym G. (1962) Quantum Theory of Many-Particle Systems, McGraw-Hill, New York: Fetter A.L., Walecka J.D. (1971) Quantum Theory of Many-Particle Systems, McGraw-Hill, New York.
2. Schuck P. (1971) The optical potential of the deuteron (H3, He3) and the two (three) nucleon vibration coupling, Z. Phys. 241, 395-409.
3. Schuck P. and Ethofer S. (1971) Self-consistent (nuclear) phonons, Nucl. Phys. A212, 269-286.
4. Dukelsky J. and Schuck P. (1990) Towards a variational theory for RPA-like correlations and fluctuations, Nucl. Phys. 512, 466-482.
5. Dukelsky J. and Schuck P. (1991) Variational random phase approximation for the anharmonic oscillator, Mod. Phys. Lett. A 26, 2429-2435.
6. Krüger P. and Schuck P. (1994) On an analytic expression for the one-magnon dispersion relation in a Heisenberg antiferromagnet, Europhys. Lett. 72, 395.
7. Dukelsky J. and Schuck P. (1996) Self consistent RPA for superfluid Fermi systems, Phys. Lett. B387, 233-238.
8. Dukelsky J., Röpke G. and Schuck P. (1998) Generalized Brückner-Hartree-Fock theory and self-consistent RPA, Nucl. Phys. A 628 17-40.
9. Beyer M., Röpke G. and Sedrakian A. (1996) Medium modifications of the nucleon-deuteron break-up cross section in the Faddeev approach, Phys. Lett., B376 pp 7-11.
10. Beyer M. (1997) “Few-body methods to describe quarks, nucleons, and correlated matter”, habilitation thesis (in German) Rostock 1997.
11. Beyer M. and Röpke G. (1997) Deuteron life-time in hot and dense nuclear matter near equilibrium, Phys. Rev. C 56 pp 2636-2645.
12. Beyer M., (1999) Few nucleon dynamics in a nuclear medium, Few Body Syst. Suppl., 10 pp 179-188.
13. Beyer M., Schadow W., Kuhrts C., and Röpke G. (1999) Three-body properties in hot and dense nuclear matter, Phys. Rev. C 60 pp 0340041-0340046.
14. Kuhrts C., Beyer M., and Röpke G. (2000) Deuteron formation in nuclear matter, Nucl. Phys. A668 pp 137-140.
15. Beyer M., Kuhrts C., Röpke G., and Danielewicz P.D. (2000) Deuteron formation in heavy ion collisions within the Faddeev approach, in Progress in non-equilibrium Green's functions ed. M. Bonitz, World Scientific Publishing Singapore, page 383.
16. Beyer M., Sofianos S.A., Kuhrts C., Röpke G., and Schuck P. (2000) The alpha-particle in nuclear matter, Phys. Lett. B488 pp 247-253.
17. Kuhrts C., Beyer M., Danielewicz P., and Röpke G. (2001) Medium corrections in the formation of light charged particles in heavy ion reactions, Phys. Rev. C 63 pp 034605-034611.
18. Beyer M., Strauss S., Schuck P. and Sofianos S. A. (2004) Light clusters in nuclear matter of finite temperature, Eur. Journ. Phys. A (in print) arXiv:nucl-th/0310055.
19. Alt E.O., Grassberger P., and Sandhas W. (1967) Reduction of the three-particle collision problem to multi-channel two-particle Lippmann-Schwinger equation, Nucl. Phys. B 2 pp 167-180.
20. Sandhas W. (1974) The N-Body Problem, Acta Physica Austriaca, Suppl. XIII pp 679-709.
21. Hudan S. et al. [INDRA Collaboration], Characteristics of the fragments produced in central collisions of 129Xe+natSn from 32 to 50 AMeV, Phys. Rev. C 67 (2003) 064613.
22. Fabre de la Ripelle M., Fiedeldey H., and Sofianos S.A. (1988) Integrodifferential equation for few- and many-body systems, Phys. Rev., C 38 pp 449-466.
23. Fabre de la Ripelle M., Fiedeldey H., and Sofianos S.A. (1989) Several Versions of the Integro-Differential Equation Approach to Bound Systems, Few-Body Systems 6 pp 157-174.
24. Sofianos S.A., Fiedeldey H., and Fabre de la Ripelle M. (1988) Model ground state calculations with two-variable integro-differential equations for $^{16}$O, Phys. Lett. B205 pp 163-166.
25. Beyer M., Mattiello S., Frederico T. and Weber H. J. (2001) Three-quark clusters at finite temperatures and densities, Phys. Lett. B 521 (2001) 33.
26. Beyer M., Mattiello S., Frederico T. and Weber H. J. (2002) Correlations in hot and dense quark matter, Few Body Syst. 31 (2002) 159.
27. Beyer M., Mattiello S., Frederico T. and Weber H. J. (2003) Light front thermal field theory at finite temperature and density, arXiv:hep-ph/0310222.
28. Beyer M. (2003) Light front field theory of quark matter at finite temperature, in Bled Workshops in Physics, eds. B. Golli, M. Rosina, S. Sirca, p. 11-16; arXiv:hep-ph/0310324.
29. Bozek P. (1999) Self-consistent solution of Galitski-Feynman equations at finite temperature, Phys. Rev. C 59 pp 2619-2626.
30. Schmidt M., Röpke G., and Schulz H. (1990) Generalized Bethe-Uhlenbeck Approach for Hot Nuclear Matter, Ann. Phys. (NY), 202 pp 57-99.
31. Beyer M. and Sofianos S.A. (2001) In-medium nucleon-nucleon potentials in configuration space, J. Phys. G: Nucl. Part. Phys. 27 pp 2081-2089.
32. Fiedeldey H. and Sofianos S.A. (1983) Nonlocal Potentials and Their Exact and approximate Local and Velocity-Dependent Equivalents, Z. Phys. A - Atoms and Nuclei 311 pp 339-349.
33. Agranovich Z.S. and Marchenko V.A. (1964) The Inverse Problem of Scattering Theory, Gordon & Breach, New York.
34. Chadan K. and Sabatier P.C. (1989) Inverse Problems in Quantum Scattering Theory, Springer, New York.
35. Newton R.G. (1982) Scattering Theory of Waves and Particle, 2nd ed. Springer, New York.
36. Alt E.O., Howell L.L., Rauch M., and Sofianos S.A. (1994) Complex, energy-independent, local potential reproducing an absorptive phase shift and bound state, Phys. Rev., C 49 pp 176-187.
37. Volkov A.B. (1965) Equilibrium deformation calculations of the ground state energies of 1p shell nuclei, Nucl. Phys. 74 pp 33-58.