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ABSTRACT. We consider a pursuit-evasion differential game problem with countable number pursuers and one evader in the Hilbert space $l_2$. Players’ dynamic equations described by certain $n^{th}$ order ordinary differential equations. Control functions of the players subject to integral constraints. The goal of the pursuers is to minimize the distance to the evader and that of the evader is the opposite. The stoppage time of the game is fixed and the game payoff is the distance between evader and closest pursuer when the game is stopped. We study this game problem and find the value of the game. In addition to this, we construct players’ optimal strategies.

1. Introduction. Since the inception of an idea that prosper and became a research area named differential games, efforts by many researchers resulted in bountiful literature in the research area. To mention but a few, the papers [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19] and some references therein are typical examples of works from literature on differential games.

Pursuit-evasion differential game problems that involve finding value of the game is our main focus in this paper. The papers [1, 2, 5, 6, 7, 9, 10, 11, 13, 18] and some references therein are examples of works that are concerned with this type of problem.

The paper [5] investigated a differential game problem in which finite number of dynamical objects pursue a single one. All players perform simple motion. The termination time of the game is fixed. Control functions of all players are subject to geometric constraints except that of some few finite number of pursuers whose control functions are subject to integral constraints. The payoff of the game is the distance between the evader and closest pursuer at the instant the game is over. Optimal strategies of the players are constructed and value of the game is found.

In the paper [6] by Ibragimov, a differential game of countably many pursuers and one evader is considered. Players perform simple motion with geometric constraints imposed on control functions of the players. Optimal strategies of the players are
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constructed and obtained value of the game. This problem with integral constraints on controls of the players is discussed in [10].

Ibragimov and Salimi [11] studied a pursuit-evasion differential game problem of fixed duration and infinitely many pursuers and one evader. Dynamic equations of the players are given by certain second order differential equations in the Hilbert space $l_2$. Control functions of the players are subject to integral constraints. Sufficient condition for finding value of the game is obtained and constructed optimal strategies of the players. Ibragimov et. al in [7] improved the result obtained in [11] by eliminating the condition under which the value of the game is obtained in the former paper. Furthermore, game problem studied in [11] but with geometric constraints on control functions of the players is studied in [9] and obtained the game value.

The paper [13] deals with the study of a differential game of fixed duration with many pursuers and one evader in the space $R^n$. Motions of the players are described by linear systems of differential equations of the same type. Integral constraints are imposed on control functions of the players. The game payoff is the minimum of the distances between the evader and the pursuers when the game terminates. An estimate of the game payoff is obtained, which can be guaranteed by players and explicitly describe the strategies of the players.

A differential game in which a finite or countable number of pursuers pursue a single evader in a Hilbert space is studied in [18]. The problem studied in the paper considered first order differential equations as the dynamic equations of the players. Control functions of the players satisfy integral constraints. The game value is found and optimal strategies of the players are constructed.

In view of the literature above, we attempt to generalize some of the existing results in the literature. This is by studying a pursuit-evasion differential game problem which is concern with finding the game value and construction of players’ optimal strategies. The players of the game consist of many pursuers and one evader. Players’ dynamic equations are certain $n^{th}$ order differential equations. Control functions of the players are subject to integral constraints. The problem is to be studied in the Hilbert space $l_2$.

2. Problem formulation. Let $P_i, i \in I = \{1, 2, 3, \ldots, m\}$ and $E$ represent finite or countable many pursuers and an evader respectively, in the Hilbert space $l_2$.

Consider the dynamics equations of the pursuers and evader defined by

\[ P_i : \frac{d^n x_i}{dt^n} = u_i(t), \quad x_i(0) = x^0_i, \quad \frac{dx_i}{dt}(0) = x^1_i, \ldots, \frac{d^{n-1} x_i}{dt^{n-1}}(0) = x^{n-1}_i, \quad i \in I \]
\[ E : \frac{d^n y}{dt^n} = v(t), \quad y(0) = y^0, \quad \frac{dy}{dt}(0) = y^1, \ldots, \frac{d^{n-1} y}{dt^{n-1}}(0) = y^{n-1}, \]

where $x_i, x^0_i, x^1_i, \ldots, x^{n-1}_i, u_i, y^0, y^1, y^2, \ldots, y^{n-1}, v \in l_2$, $u_i = (u_{i1}, u_{i2}, \ldots)$ is a control parameter of the pursuer $P_i$ and $v = (v_1, v_2, \ldots)$ is that of the evader $E$. Let the stoppage time of the game be denoted by fixed positive number $\theta$.

**Definition 2.1.** An admissible control of the $i^{th}$ pursuer $P_i$ is the function $u_i(\cdot)$, $u_i : [0, \theta] \rightarrow l_2$, whose coordinates $u_{ik} : [0, \theta] \rightarrow R, k = 1, 2, \ldots$, are Borel measurable functions and

\[ \int_0^\theta \|u_i(t)\|^2 dt \leq \rho_i^2, \]

where $\rho_i$ is a positive number.
Definition 2.2. An admissible control of the evader $E$ is the function $v(\cdot)$, $v : [0, \theta] \to l_2$, whose coordinates $v_k : [0, \theta] \to R, k = 1, 2, \ldots$, are Borel measurable functions and
\[
\int_0^\theta \|v(t)\|^2 dt \leq \sigma^2,
\]
where $\sigma$ is a positive number.

The solutions to the dynamic equations (1) depend on the chosen admissible controls $u_i(\cdot), i \in I$ and $v(\cdot)$ by the pursuers and evader respectively. These solutions are defined by $x_i(t) = (x_{i1}(t), x_{i2}(t), \ldots), y(t) = (y_1(t), y_2(t), \ldots)$, where the coordinates are given by
\[
x_{ik}(t) = x_{ik}^0 + \int_0^t \int_0^{t_1} \int_0^{t_2} \cdots \int_0^{t_{n-1}} u_{ik}(s) dt_{n-1} \cdots dt_2 dt_1,
\]
\[
y_k(t) = y_k^0 + \int_0^t \int_0^{t_1} \int_0^{t_2} \cdots \int_0^{t_{n-1}} v_k(s) dt_{n-1} \cdots dt_2 dt_1.
\]
It is important to see and note that $x_i(\cdot), y(\cdot) \in C(0, \theta; l_2)$, where $C(0, \theta; l_2)$ is the space of functions $\alpha(t) = (\alpha_1(t), \alpha_2(t), \ldots) \in l_2, t \geq 0$, such that $\alpha(t)$ is a continuous function in the norm of the space $l_2$ and whose coordinates $\alpha_k(t), k = 1, 2, \ldots$ are absolutely continuous functions.

Definition 2.3. A strategy of the $i$th pursuer $P_i$ is a function $U_i(t, x_i, y, v), U_i : [0, \infty) \times l_2 \times l_2 \times l_2 \to l_2$, such that the system
\[
\frac{d^n x_i}{dt^n} = U_i(t, x_i, y, v), x_i(0) = x_{i0}, \frac{d^n x_i}{dt^n} (0) = x_{i1}, \ldots, \frac{d^{n-1} x_i}{dt^{n-1}}(0) = x_{i}^{n-1},
\]
\[
\frac{d^n y}{dt^n} = v, y(0) = y^0, \frac{d^n y}{dt^n} (0) = y^1, \ldots, \frac{d^{n-1} y}{dt^{n-1}}(0) = y^{n-1}
\]
has a unique solution $(x_i(\cdot), y(\cdot))$, with $x_i(\cdot), y(\cdot) \in C(0, \theta; l_2)$, for arbitrary admissible control $v(\cdot)$, of the evader $E$. A strategy $U_i$ is admissible if each control involved in the formation of this strategy is admissible.

Definition 2.4. A strategy of the evader $E$ is a function $V(t, x_1, x_2, \ldots, y, v), V : [0, \infty) \times l_2 \times l_2 \times l_2 \times l_2 \to l_2$, such that the system of equations
\[
\frac{d^n x_i}{dt^n} = u_i(t), x_i(0) = x_{i0}, \frac{d^n x_i}{dt^n} (0) = x_{i1}, \ldots, \frac{d^{n-1} x_i}{dt^{n-1}}(0) = x_{i}^{n-1}, i \in I,
\]
\[
\frac{d^n y}{dt^n} = V(t, x_1, x_2, \ldots, y, v), y(0) = y^0, \frac{d^n y}{dt^n} (0) = y^1, \ldots, \frac{d^{n-1} y}{dt^{n-1}}(0) = y^{n-1},
\]
has a unique solution $(x_1(\cdot), x_2(\cdot), \ldots, y(\cdot), v(\cdot))$, with $x_i(\cdot), y(\cdot) \in C(0, \theta; l_2)$, for arbitrary admissible controls $u_i(\cdot)$ of the pursuers $P_i$. The strategy $V(\cdot)$ is admissible if each control involved in the formation of this strategy is admissible.

Definition 2.5. Optimal strategies of the pursuers $P_i, i \in I$, are strategies $\hat{U}_i, i \in I$ such that
\[
\Psi_i(\hat{U}_1, \hat{U}_2, \ldots, \hat{U}_r, \ldots) = \inf_{u_1, u_2, \ldots, u_r, \ldots} \Psi_i(U_1, U_2, \ldots, U_r, \ldots)
\]
where $\Psi_i(U_1, U_2, \ldots, U_r, \ldots) = \sup_{v(\cdot)} \inf_{V(\cdot) \in \mathcal{U}_i} \|x_i(\theta) - y(\theta)\| ; U_i$ and $v(\cdot)$ are pursuers' admissible strategies and evader's admissible control respectively.
Definition 2.6. An optimal strategy of the evader $E$ is the strategy $\hat{V}$ such that

$$\Psi_2(\hat{V}) = \sup_V \Psi_2(V),$$

where $\Psi_2(V) = \inf_{u_1(\cdot), \ldots, u_r(\cdot)} \inf_{i \in I} \|x_i(\theta) - y(\theta)\| ; u_i(\cdot), i \in I$ and $V$ are pursuers' admissible controls and evader’s admissible strategy respectively.

In what will follow, we shall refer to the game described by (1)-(3) as game $G^*$. Also in in $I_2$, we denote by $B_r(a)$, a ball with center at $a$ radius $r$. It is reported in [20] that the number $\delta$ is the value of the game $G^*$, if

$$\Psi_1(\hat{U}_1, \hat{U}_2, \ldots, \hat{U}_r, \ldots) = \delta = \Psi_2(\hat{V}).$$

Research problem. For the game $G^*$, we construct optimal strategies $\hat{U}_i, i \in I$ and $\hat{V}$ of the pursuers $P_i, i \in I$ and evader $E$ respectively. In addition, we find the value of the game at the stoppage time of the game.

3. Preliminary results. In this section, we present some results that are useful in the establishing the main result of the paper.

1. Solutions of the dynamic equations. The solution to the dynamic equation for the $i^{th}$ pursuer in (1) is given by

$$x_i(\theta) = x_{i0} + \int_0^\theta \int_0^{t_1} \cdots \int_0^{t_{n-1}} u_i(t)dt dt_{n-1} \cdots dt_2 dt_1$$

where $x_{i0} = x_i^0 + \theta x_i^1 + \frac{\theta^2}{2!} x_i^2 + \cdots + \frac{\theta^{n-1}}{(n-1)!} x_i^{n-1}$ and the expression with the multiple integrals in (4) can be reduced to the expression with single integral in (5). The detail method of the reduction is discussed in [21]. The equation (5) is called the state equation of the $i^{th}$ pursuer. In a similar way, we can also obtain the state equation of the evader from (1) as

$$y(\theta) = y_0 + \int_0^\theta (\theta - t)^{n-1} \frac{v(t)}{(n-1)!} dt,$$

where $y_0 = y^0 + \theta y_1^0 + \frac{\theta^2}{2!} y_2^0 + \cdots + \frac{\theta^{n-1}}{(n-1)!} y^{n-1}$.

Alternatively, in place of the players’ dynamic equations (1), we can consider the following first order differential equations:

$$\begin{cases}
P_i : \frac{dx_i}{dt} = \frac{(\theta - t)^{n-1}}{(n-1)!} u_i(t), x_i(0) = x_{i0}, \\
E : \frac{dy}{dt} = \frac{(\theta - t)^{n-1}}{(n-1)!} v(t), y(0) = y_0.
\end{cases}$$

where $x_{i0} = x_i^0 + \theta x_i^1 + \frac{\theta^2}{2!} x_i^2 + \cdots + \frac{\theta^{n-1}}{(n-1)!} x_i^{n-1}$, and $y_0 = y^0 + \theta y_1^0 + \frac{\theta^2}{2!} y_2^0 + \cdots + \frac{\theta^{n-1}}{(n-1)!} y^{n-1}$. Observe that the players’ state equations (5) and (6) can equally be obtained from (7). In view of this, studying the game $G^*$ is equivalent to the study of the game $G^*$ with the players’ dynamic equations (1) replaced by (7).

2. Attainability sets. The attainability sets of the players of the game $G^*$ are given in the proposition below
**Proposition 1.** The attainability sets of the pursuer \( P_\ast \) and evader \( E \) from their respective initial positions in the space \( l_2 \) at time \( t = 0 \) are the balls

\[
B_{R_{P_\ast}}(x_0) := \{ x \in l_2 : \| x - x_0 \| \leq R_{P_\ast} \},
\]

and

\[
B_{R_E}(y_0) := \{ y \in l_2 : \| y - y_0 \| \leq R_E \},
\]

where \( R_{P_\ast} = \left( \frac{\theta^{2n-1}}{2n-1} \right)^{\frac{1}{2}} \frac{\rho_i}{(n-1)!} \) and \( R_E = \left( \frac{\theta^{2n-1}}{2n-1} \right)^{\frac{1}{2}} \frac{\sigma}{(n-1)!} \), respectively.

3. **Game of two players.** We consider the game \( G^* \) with only one pursuer instead of countable number of pursuers. That is, game \( G^* \) with \( i \in I = \{1\} \).

The goal of the pursuer \( P \) is to attain the equation \( x(\tau) = y(\tau) \) for some \( \tau \in [0, \theta] \), and that of the evader \( E \) is the contrary. The question is ”under what condition can the pursuer achieve its goal?” To answer this question we define a set

\[
\varphi = \begin{cases} 
z \in l_2 : 2 (y_0 - x_0, z) \leq \xi (\rho^2 - \sigma^2) + \| y_0 \|^2 - \| x_0 \|^2, & \text{if } x_0 \neq y_0, \\
\{ z \in l_2 \} & \text{if } x_0 = y_0,
\end{cases}
\]

where \( \xi = \frac{4(n + 1)\theta^{2n-1}}{9\theta^2((n - 1)!)^2} \) and \( p_0 \) is an arbitrary fixed unit vector. We let the initial position of the pursuer to be in the set \( \varphi \). Then the following lemma gives sufficient conditions that ensure the pursuer to achieve its goal:

**Lemma 3.1.** If \( \rho \geq \sigma \) and \( y(\theta) \in \varphi \) then there exists pursuer’s strategy to ensure the equation \( x(\tau) = y(\tau) \) for some \( \tau \in [0, \theta] \).

**Proof.** Let the pursuer’s strategy be defined as follows: if \( x_0 = y_0 \), we set \( U(t) = v(t) \), otherwise we set

\[
U(t) = \begin{cases} 
v(t) - (v(t), e) e + \left( \frac{(n+1)(\rho^2 - \sigma^2)}{(\theta - t)^n \theta^{n+1}} + (v(t), e)^2 \right)^{\frac{1}{2}} e, & 0 \leq t \leq \tau \\
v(t), & \tau \leq t \leq \theta,
\end{cases}
\]

where \( e = \frac{y_0 - x_0}{\| y_0 - x_0 \|} \). This strategy is admissible. Indeed, for the case \( x_0 = y_0 \), it is trivial, because \( \rho \geq \sigma \). For the case \( x_0 \neq y_0 \), we have

\[
\int_0^\theta \| u(t) \|^2 \, dt = \int_0^\tau \| v(t) \|^2 \, dt + \int_0^\tau \left( \frac{(n+1)(\rho^2 - \sigma^2)}{(\theta - t)^n \theta^{n+1}} \right) dt + \int_\tau^\theta \| v(t) \|^2 \, dt \\
= \int_0^\theta \| v(t) \|^2 \, dt + \left( \frac{(n+1)(\rho^2 - \sigma^2)}{\theta^{n+1}} \right) \int_0^\theta (\theta - t)^n \, dt \\
\leq \sigma^2 + \rho^2 - \sigma^2 = \rho^2.
\]

Next, we show that if the pursuer uses the strategy (8) then the equation \( x(\tau) = y(\tau) \) for some \( \tau \in [0, \theta] \) is attainable. For the case \( x_0 = y_0 \), we have

\[
x(\theta) = x_0 + \int_0^\theta (\theta - s)^{n-1} u(s) \, ds = y_0 + \int_0^\theta (\theta - s)^{n-1} v(s) \, ds = y(\theta).
\]
For the other case $x_0 \neq y_0$, we have
\[
y(t) - x(t) = y_0 - x_0 + \int_0^t (\theta - s)^{n-1} (n-1)! v(s)ds - \int_0^t (\theta - s)^{n-1} (n-1)! v(s)ds + \int_0^t (\theta - s)^{n-1} (n-1)! \langle v(s), e \rangle ds
\]
\[
\quad - \int_0^t (\theta - s)^{n-1} (n-1)! \left( \frac{(n+1)(\rho^2 - \sigma^2)}{(\theta - s)^{-n} \theta^{n+1}} + \langle v(s), e \rangle \right)^{\frac{1}{2}} ds
\]
\[
= \left( \|x_0 - y_0\| + \int_0^t (\theta - s)^{n-1} (n-1)! \langle v(s), e \rangle ds \right) e
\]
\[
- \left( \int_0^t (\theta - s)^{n-1} (n-1)! \left( \frac{(n+1)(\rho^2 - \sigma^2)}{(\theta - s)^{-n} \theta^{n+1}} + \langle v(s), e \rangle \right)^{\frac{1}{2}} ds \right) e.
\]
This equation can be written as
\[
y(t) - x(t) = \|y_0 - x_0\| + \beta_1(t) - \beta_2(t) e, \tag{9}
\]
where
\[
\beta_1(t) = \int_0^t (\theta - s)^{n-1} (n-1)! \langle v(s), e \rangle ds,
\]
\[
\beta_2(t) = \int_0^t (\theta - s)^{n-1} (n-1)! \left( \frac{(n+1)(\rho^2 - \sigma^2)}{(\theta - s)^{-n} \theta^{n+1}} + \langle v(s), e \rangle \right)^{\frac{1}{2}} ds.
\]
Now, we estimate $\beta_1(t)$ and $\beta_2(t)$ at $t = \theta$. We begin with $\beta_1(\theta)$ and use the fact that $y(\theta) \in \varphi$. This means that
\[
2 \langle y_0 - x_0, y(\theta) \rangle \leq \left( \frac{4(n+1)\theta^{2n-1}}{9n^2((n-1)!)^2} \right) (\rho^2 - \sigma^2) + \|y_0\|^2 - \|x_0\|^2.
\]
This inequality implies that $\langle e, y(\theta) \rangle \leq \gamma$, where
\[
\gamma = \left( \frac{4(n+1)\theta^{2n-1}}{9n^2((n-1)!)^2} \right) (\rho^2 - \sigma^2) + \|y_0\|^2 - \|x_0\|^2 / 2 \|y_0 - x_0\|.
\]
Therefore, \[
\langle e, y(\theta) \rangle = \left\langle e, y_0 + \int_0^\theta (\theta - t)^{n-1} (n-1)! v(t)dt \right\rangle \leq \gamma. \tag{10}
\]
From this, we deduce that
\[
\int_0^\theta (\theta - t)^{n-1} (n-1)! \langle e, v(t) \rangle dt \leq \gamma - \langle y_0, e \rangle.
\]
This estimates $\beta_1(\theta)$. To estimate $\beta_2(\theta)$, we consider the following two-dimensional vector function:
\[
h(t) = \left( \frac{(n+1)(\rho^2 - \sigma^2)}{\theta^n + (\theta - t)^{2-3n}} \right)^{\frac{1}{2}}, \quad \left( \theta - t \right)^{\frac{1}{2}}
\]
\[
\beta_2(\theta) = \frac{1}{(n-1)!} \int_0^\theta \left( \frac{(n+1)(\rho^2 - \sigma^2)}{(\theta - t)^{2-3n} \theta^{n+1}} + \langle v(t), e \rangle \right)^{\frac{1}{2}} dt
\]
\[
= \frac{1}{(n-1)!} \int_0^\theta \left( \frac{(n+1)(\rho^2 - \sigma^2)}{(\theta - t)^{2-3n} \theta^{n+1}} + \langle v(t), e \rangle \right)^{\frac{1}{2}} dt.
\]
and using the inequality (10) in (12), we have it verifiable that the right hand is this inequality is zero. Therefore, we define a function

\[ t \in \mathbb{R} \]

for all \( \| y \|_p > 0 \). This implies that \( \| y \|_p \geq 1 \). Consequently, we have \( x(\theta) = y(\theta) \).

4. Some important lemmas. In part of this section, we present some existing established results that are also useful in the proof of the main result of the paper.

Lemma 3.2. [6] Suppose that there exists a nonzero vector \( p_0 \) such that
\[ \langle y_0 - x_{i0}, p_0 \rangle \geq 0, \quad \text{for all } i \in I, \]
and let
\[ X_i = \begin{cases} \{ z \in l_2 : 2 (y_0 - x_{i0}, z) \leq R_i^2 - r^2 + \| y_0 \|^2 - \| x_{i0} \|^2 \} & \text{if } x_{i0} \neq y_0, \\ \{ z \in l_2 : 2 (p_0, z - y_0) \leq R_i \} & \text{if } x_{i0} = y_0. \end{cases} \]

We then have the following:
1. If $B_r(y_0) \subset \bigcup_{i \in I} B_{R_i}(x_{i0})$ then $B_r(y_0) \subset \bigcup_{i \in I} X_i$.

2. If for any $\epsilon \in (0, R_0)$, where $0 < R_0 = \inf_{i \in I} R_i$, the set $\bigcup_{i \in I} B_{R_i-\epsilon}(x_{i0})$ does not contain the ball $B_r(y_0)$, then there exists a point $\hat{y} \in S_r(y_0) = \{y \in l_2 : \|y - y_0\| = r\}$ such that $\|\hat{y} - x_{i0}\| \geq R_i$, for all $i \in I$.

4. **Main result.** The theorem below is the main result of the paper and it provides value of the game $G^*$ subject to some conditions.

**Theorem 4.1.** Suppose that and there exists a nonzero vector $p_0$ such that

\[ \langle y_0 - x_{i0}, p_0 \rangle \geq 0 \quad \text{for all } i \in I, \]  

and that $\sigma \leq \rho_i + \left(\frac{2n-1}{\theta^{n-1}}\right)^{\frac{1}{2}} \frac{\delta}{(n-1)!}, \quad \text{for all } i \in I,$

then the number

\[ \delta := \inf \left\{ l > 0 : B_{R_0}(y_0) \subset \bigcup_{i \in I} B_{R_{i0}+l}(x_{i0}) \right\} \quad (13) \]

is the value of the game $G^*$.

**Proof.** To prove this theorem, we first introduce dummy pursuers whose dynamic equations are given by

\[ \frac{dz_i}{dt} = \frac{(\theta - t)^{n-1}}{(n-1)!} \nu_i^*(t), \quad z_i(0) = x_{i0}, \quad i \in I, \]

with the control parameter $\nu_i^*(t)$ is such that

\[ \int_0^\theta \|\nu_i^*(t)\|^2 dt \leq \tilde{\rho}_i^2(\epsilon), \quad \text{where } \tilde{\rho}_i(\epsilon) = \rho_i + \frac{(n-1)^\frac{1}{2}}{k_i} \left(\frac{2n-1}{\theta^{n-1}}\right)^{\frac{1}{2}} \frac{\delta}{(n-1)!} \frac{1}{k_i}, \]

$k_i = \max\{1, \rho_i\}$ and $\epsilon$ is a constant such that $\epsilon \in (0, 1)$. In accordance with the attainability set of the real pursuers, we define that of the $i^{th}$ dummy pursuer as the ball $B_r(x_{i0})$, with $r = \left(\frac{2n-1}{\theta^{n-1}}\right)^{\frac{1}{2}} \frac{\tilde{\rho}_i^2(\epsilon)}{\theta^{n-1}}$.

We define the dummy pursuers’ strategies as follow: For all $i \in I$ and if $x_{i0} = y_0$, we set $\nu_i^*(t) = v(t)$, otherwise we set

\[ \nu_i^*(t) = \frac{v(t) - \langle v(t), e_i \rangle e_i}{v(t)} + \left(\frac{(n+1)(\tilde{\rho}_i^2(\epsilon) - \sigma^2)}{(\theta - t)^{n-1}} + \langle v(t), e_i \rangle^2\right)^{\frac{1}{2}} e_i, \quad 0 \leq t \leq \tau_i, \]

\[ \tau_i \leq t \leq \theta, \quad (14) \]

where $e_i = \frac{y_0 - x_{i0}}{\|y_0 - x_{i0}\|}$, when the $i^{th}$ dummy pursuer uses this strategy, $\tau_i$ is the time at which the equation $z_i(\tau_i) = y(\tau_i)$ is achieved. The admissibility of this strategy can be established in a similar way we established the admissibility of the strategy (8). We now let the strategies of the real pursuers be defined as

\[ U_i(t) = \frac{\rho_i}{\tilde{\rho}_i(0)} \nu_i^0(t), \quad 0 < t < \theta, \quad (15) \]

The admissibility of this strategy follows from the fact that

\[ \int_0^\theta \|\nu_i^0(t)\|^2 dt \leq \tilde{\rho}_i^2(0). \]

In accordance with the payoff of the game, the number $\delta$ defined by (13) is the value of the game $G^*$, if the following inequalities hold

\[ \sup_{v(\cdot) \in I} \inf_{x_i(\cdot): x_i(\theta) = x_i(\theta)} \|y(\theta) - x_i(\theta)\| \leq \delta \leq \inf_{u_1(\cdot), u_2(\cdot), \ldots} \inf_{x_i(\cdot): x_i(\theta) = x_i(\theta)} \|x_i(\theta) - y(\theta)\|. \quad (16) \]
Now we establish the inequalities (16). Firstly, we show the left hand side inequality. Indeed, by the definition of $\delta$ in (13), we have $B_{R_\rho}(y_0) \subset \bigcup_{i \in I} B_{R_\rho + \delta}(x_{i0}) \subset \bigcup_{i \in I} B_{R_i}(x_{i0})$, where $R_i(\epsilon) = R_{\rho_i} + \delta + \frac{\epsilon}{\rho_i}$. Then by the part 1 of the Lemma 3.2, we have $B_{R_\rho}(y_0) \subset \bigcup_{i \in I} X_{R_i}(x_{i0})$, where

$$X_i^* = \begin{cases} \{z \in l_2 : 2\langle y_0 - x_{i0}, z \rangle \leq R_\rho^2(\epsilon) - R_{\rho_i}^2 + \|y_0\|^2 - \|x_{i0}\|^2 \}, & \text{if } x_{i0} \neq y_0, \\ \{z \in l_2 : 2\langle p_0, z - y_0 \rangle \leq R_i(\epsilon) \}, & \text{if } x_{i0} = y_0. \end{cases}$$

On this account, we have the point $y(\theta) \in B_{R_{\rho_i}}(y_0)$ belongs to the set $X_i^*$, for some $s \in I$.

By hypothesis of the Theorem 4.1, we have $\sigma \leq \hat{\rho}_i(\epsilon)$, then it follows from the Lemma 3.1 that if the dummy pursuer with state $z_i$, uses the strategy (14), then $y(\theta) = z_s(\theta)$. Mindful of this and if the real pursuers uses the strategy (15), we have

$$\|y(\theta) - x_s(\theta)\| = \|z_s(\theta) - x_s(\theta)\|$$

$$= \left\| \int_0^\theta \frac{(\theta - t)^{n-1}}{(n-1)!} \left( \nu_s^0(t) - \frac{\rho_s}{\hat{\rho}_s(0)} \nu_s^0(t) \right) dt \right\|$$

$$\leq \int_0^\theta \left\| \frac{(\theta - t)^{n-1}}{(n-1)!} \left( \nu_s^0(t) - \nu_s^0(t) \right) \right\| dt$$

$$+ \int_0^\theta \frac{(\theta - t)^{n-1}}{(n-1)!} \left\| \nu_s^0(t) - \frac{\rho_s}{\hat{\rho}_s(0)} \nu_s^0(t) \right\| dt. \quad (17)$$

Now we estimate each of the two expressions in the right-hand side of the last inequality. Firstly, we consider the case $x_{i0} = y_0$. In view of the dummy pursuers’ strategies, we have $\nu_i^0(t) = \nu_s^0(t) = v(t)$, and therefore for all $i \in I$, we have the first expression equal to zero. For any $i \in I$, the estimate of the second expression is given below.

$$\int_0^\theta \left\| \frac{(\theta - t)^{n-1}}{(n-1)!} \left( \nu_i^0(t) - \frac{\rho_i}{\tilde{\rho}_i(0)} \nu_i^0(t) \right) \right\| dt$$

$$= \int_0^\theta \left\| \frac{(\theta - t)^{n-1}}{(n-1)!} \left( 1 - \frac{\rho_i}{\tilde{\rho}_i(0)} \right) \nu_i^0(t) \right\| dt$$

$$\leq \frac{\tilde{\rho}_i(0) - \rho_i}{\tilde{\rho}_i(0)(n-1)!} \left( \int_0^\theta (\theta - t)^{2n-2} dt \right)^{\frac{1}{2}} \left( \int_0^\theta \| \nu_i^0(t) \|^2 dt \right)^{\frac{1}{2}}$$

$$\leq \left( \frac{2n - 1}{\theta^{2n-1}} \right)^{\frac{1}{2}} \frac{\delta}{\tilde{\rho}_i(0)} \left( \frac{\theta^{2n-1}}{2n - 1} \right)^{\frac{1}{2}} \left( \int_0^\theta \| \nu_i^0(t) \|^2 dt \right)^{\frac{1}{2}}$$

$$\leq \left( \frac{2n - 1}{\theta^{2n-1}} \right)^{\frac{1}{2}} \frac{\delta}{\tilde{\rho}_i(0)} \left( \frac{\theta^{2n-1}}{2n - 1} \right)^{\frac{1}{2}} \tilde{\rho}_i = \delta. \quad (18)$$

Note that this estimate is also true the for the case $x_{i0} \neq y_0$. This proves the left hand inequality in (16) for the case $x_{i0} = y_0$.

Secondly, we prove left hand inequality in (16) for the case if $x_{i0} \neq y_0$. By the strategy (14) and using the fact that $\epsilon \in (0, 1)$ and $k_i = \max\{1, \rho_i\}$, we have
\begin{align}
\int_0^\theta \left\| \frac{(\theta - t)^{n-1}}{(n-1)!} (\nu_i(t) - \nu_0(t)) \right\| \, dt &= \int_0^{\tau_i} \left\| \frac{(\theta - t)^{n-1}}{(n-1)!} (\nu_i(t) - \nu_0(t)) \right\|^2 \, dt \\
&\leq \frac{1}{(n-1)!} \left( \int_0^{\tau_i} (\theta - t)^{2n-2} \, dt \right)^{\frac{1}{2}} \left( \int_0^{\tau_i} \left\| \nu_i(t) - \nu_0(t) \right\|^2 \, dt \right)^{\frac{1}{2}} \\
&= \frac{1}{(n-1)!} \left( \frac{\theta^{2n-1}}{2n-1} \right)^{\frac{1}{2}} \left( \int_0^{\tau_i} \left\| \nu_i(t) - \nu_0(t) \right\|^2 \, dt \right)^{\frac{1}{2}} \\
&\leq \left( \frac{\theta^{2n-1}}{2n-1} \right)^{\frac{1}{2}} \left( \left( \frac{2n-1}{\theta^{2n-1}} \right)^{\frac{1}{2}} + (2\delta + 1) \left( \frac{2n-1}{\theta^{2n-1}} \right) (n-1)! \right) \epsilon. \quad (19)
\end{align}

We obtained the last inequality by using the following

\begin{align}
\left( \int_0^{\tau_i} \left\| \nu_i(t) - \nu_0(t) \right\|^2 \, dt \right)^{\frac{1}{2}} \\
&\leq \int_0^{\tau_i} \left( \left( \frac{(n+1)(\hat{\rho}_i^2(\epsilon) - \sigma^2)}{(\theta - t)^n \theta^{n+1}} \right)^{\frac{1}{2}} - \left( \frac{(n+1)(\hat{\rho}_0^2(0) - \sigma^2)}{(\theta - t)^n \theta^{n+1}} \right)^{\frac{1}{2}} \right)^2 \, dt \\
&\leq \int_0^\theta \left( \left( \frac{(n+1)}{(\theta - t)^n \theta^{n+1}} \right)^{\frac{1}{2}} \left( (\hat{\rho}_i^2(\epsilon) - \sigma^2)^{\frac{1}{2}} - (\hat{\rho}_0^2(0) - \sigma^2)^{\frac{1}{2}} \right) \right)^2 \, dt \\
&= \left( \left( \frac{2\hat{\rho}_i(0) \epsilon}{k_i ((n-1)!)^{\frac{1}{2}}} \right)^{\frac{1}{2}} + \frac{2n-1}{\theta^{2n-1}} \left( \epsilon (n-1)! \right)^{\frac{1}{2}} \right) \left( \frac{2n-1}{\theta^{2n-1}} \right)^{\frac{1}{2}} + \frac{2n-1}{\theta^{2n-1}} \left( \epsilon (n-1)! \right)^{\frac{1}{2}} \\
&\leq \left( \frac{2n-1}{\theta^{2n-1}} \right)^{\frac{1}{2}} \left( \epsilon (n-1)! \right)^{\frac{1}{2}} + (2\delta + 1) \left( \frac{2n-1}{\theta^{2n-1}} \right) (n-1)! \epsilon \\
\end{align}

Consequently, using (18) and (19) in (17), we have \( \| y(\theta) - x_0(\theta) \| \leq \delta + C \epsilon \), where

\[ C = \left( \frac{\theta^{2n-1}}{2n-1} \right)^{\frac{1}{2}} \left( \frac{2n-1}{\theta^{2n-1}} \right)^{\frac{1}{2}} + (2\delta + 1) \left( \frac{2n-1}{\theta^{2n-1}} \right) (n-1)!^2 \] is a constant and \( \epsilon \in (0, 1) \). This proves the left hand inequality in (16). Next we show the right hand inequality in (16). The inequality holds, if \( \delta = 0 \). We now consider the only other possibility that \( \delta > 0 \). According to the definition of \( \delta \), we have for any \( \epsilon > 0 \), the set \( \bigcup_{i \in I} B_{R_{k_i} + \delta - \epsilon(x_{10})} \), does not contain the ball \( B_{R_{k_i}(y_{10})} \). With this, part 2 of Lemma...
3.2 guaranteed the existence of a point \( \tilde{y} \in S_r(y_0) = \{ y \in l_2 : \| y - y_0 \| = r \} \), where \( r = R_E \). That is, \( \| \tilde{y} - y_0 \| = \left( \frac{\sigma^{2n-1}}{2n-1} \right)^{\frac{1}{2}} \frac{\rho_i}{(n-1)!} \), such that

\[
\| \tilde{y} - x_{i0} \| \geq \left( \frac{\sigma^{2n-1}}{2n-1} \right)^{\frac{1}{2}} \frac{\rho_i}{(n-1)!} + \delta. \tag{20}
\]

Besides this, using (4) and Cauchy-Schwartz inequality, we have

\[
\| x_i(\theta) - x_{i0} \| \leq \left\| \int_0^\theta (\theta - t)^{n-1} u_i(t) dt \right\| \leq \frac{1}{(n-1)!} \left( \int_0^\theta (\theta - t)^{2n-2} dt \right)^{\frac{1}{2}} \left( \int_0^\theta \| u_i(t) \|^2 dt \right)^{\frac{1}{2}} \leq \left( \frac{\sigma^{2n-1}}{2n-1} \right)^{\frac{1}{2}} \frac{\rho_i}{(n-1)!}. \tag{21}
\]

Thus, using (20) and (21), we have

\[
\| \tilde{y} - x_i(\theta) \| \geq \| \tilde{y} - x_{i0} \| - \| x_i(\theta) - x_{i0} \| \geq \left( \frac{\sigma^{2n-1}}{2n-1} \right)^{\frac{1}{2}} \frac{\rho_i}{(n-1)!} + \delta - \left( \frac{\sigma^{2n-1}}{2n-1} \right)^{\frac{1}{2}} \frac{\rho_i}{(n-1)!} = \delta.
\]

By this, if the evader can reach the point \( \tilde{y} \) at the time \( \theta \), then the right hand inequality in (16) is proved. Indeed, the evader’s control below will do this job:

\[
v(t) = \sigma \left( \frac{2n-1}{\sigma^{2n-1}} \right)^{\frac{1}{2}} (\theta - t)^{n-1} e, \quad 0 \leq t \leq \theta,
\]

where \( e = \frac{\tilde{y} - y_0}{\| \tilde{y} - y_0 \|} \). Thus, we proved the two inequalities in (16). Therefore, the proof of the theorem is complete.

6. Conclusion. We successfully obtained game value for a pursuit-evasion differential game problem formulated in the Hilbert space \( l_2 \). Certain \( n \)th order differential equations described the dynamics of the players with players’ control functions subject to integral constraints. We used modified strategy of parallel approach, which was first constructed by Petrosyan [15], in establishing our result. The result of this paper is a generalization of some results in the literature. For example, the results of the papers [11] and [10] are corollaries to this paper when we set \( n = 2 \) and \( n = 1 \) in the players’ dynamic equations (1) respectively.
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