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ABSTRACT As one of the classic models that describe the belief dynamics over social networks, a non-Bayesian social learning model assumes that members in the network possess accurate signal knowledge through the process of Bayesian inference. In order to make the non-Bayesian social learning model more applicable to human and animal societies, this paper extended this model by assuming the existence of private signal structure bias. Each social member in each time step uses an imperfect signal knowledge to form its Bayesian part belief and then incorporates its neighbors’ beliefs into this Bayesian part belief to form a new belief report. First, we investigated the intrinsic learning ability of an isolated agent and deduced the conditions that the signal structure needs to satisfy for this isolated agent to make an eventually correct decision. According to these conditions, agents’ signal structures were further divided into three different types, “conservative,” “radical,” and “negative.” Then, we switched the context from isolated agents to a connected network; our propositions and simulations show that the conservative agents are the dominant force for the social network to learn the real state, while the other two types might prevent the network from successful learning. Although fragilities do exist in non-Bayesian social learning mechanism, “be more conservative” and “avoid overconfidence” could be effective strategies for each agent in the real social networks to collectively improve social learning processes and results.

INDEX TERMS Social network, Bayesian inference, signal structure, asymptotic learning.

I. INTRODUCTION Learning the truth of the world from signals we observed and information provided by others is an essential part of our daily social life. For most of the time, we hope that our decisions, beliefs, and opinions about the objective world could become more and more precise with the information provided by our social neighbors, especially when our knowledge is inaccurate or inadequate to deal with what we observed. What is the mechanism by which individuals use social connections to form beliefs and make decisions? It is one of the key questions that various social learning models try to answer [1]–[5].

The non-Bayesian social learning model proposed in [6] is a model that describes the belief dynamics over the social network. In this model, each agent of the finite network receives discrete time signal inputs from the objective world and generate discrete time belief outputs. Specifically, in each discrete time step, two information sources are used to update an agent’s belief. One information source is the individual information source, which includes agent’s belief report at the last time step and its newly observed signal, the agent uses this information source to form its personal belief through Bayesian inference. Another information source is the social information source, which includes the last time step belief reports of all its neighbors. At the end of the new time step, each agent’s new belief report is a convex combination of the personal belief and neighbors’ beliefs. The non-Bayesian social learning model applies well to real social networks, because it takes factors from social, psychological, physical and cognitive aspects into account, these factors include (1) forgetting mechanism, (2) communication, (3) individual’s naive style to aggregate information, (4) individual’s Bayesian style to make decisions, and (5) individuals are incapable of engaging in fully rational learning. Along with the model, the authors in [6] give sufficient conditions for a network to eventually and collectively learn the
world’s actual state. Their results show that naive information aggregation rule can achieve successful learning, even agents in the network are unaware of important aspects like the network topology and signal structure of other agents.

One default assumption of the model of [6] is that, in order to form the individual part belief in each time step, each agent must perform Bayesian inference based on signal statistical models about all possible states. Each agent’s signal spaces and signal statistical models about possible states may vary from each other, but it assumes that everyone in the network possesses the accurate signal statistical model about the real state.

However, in many social contexts, this ideal and harsh condition cannot be met: While network members are unaware of the actual state of the world, they may also use inaccurate knowledge to make Bayesian inference. There are many reasons for this, such as lacking precise knowledge, personality, attitudes, preferences, and so on. Therefore, it is necessary to extend the non-Bayesian social learning model by considering this imperfect signal knowledge assumption. Based on the non-ideal assumption that each agent possesses an imperfect private signal structure, the mathematical contributions of our work are listed as follows:

1. For an isolated agent, we show that different signal structure conditions ensure different types of asymptotic learning (Proposition 1 convergence in probability and Proposition 2 almost sure convergence). Accordingly, agents’ signal structures are further divided into three different types, conservative, radical and negative.

2. In the network context, we show that individual almost sure convergence could lead to collective almost sure convergence (Proposition 3). Counter-intuitively, we show individual convergence in probability does not guarantee collective convergence in any sense (Proposition 4).

3. We show that in the imperfect signal structure scenario, there is an approximately linear relationship between learning speed and property of signal structure (Proposition 5).

Based on the above mathematical and simulation results, in Section VI, we find some mathematical fragilities in non-Bayesian social learning mechanism. We further explain the mathematically fragile yet practically effective social learning mechanism by introducing some realistic assumptions into the ideal model, such as to give self-reliance a meaning of self-confidence and allow agents to adjust their signal structures with the change of social pressure. With these assumptions, we propose signal structure adjusting strategies by which the individuals could collectively improve the learning of the network. At last, some typical decision-making patterns are extracted based on these adjusting strategies. These decision-making patterns match not only private signal structure types but also people’s decision-making styles, which also reveals the implementation value of our work.

Our propositions, numerical simulations, analyses, and conclusions could inspire the in-depth understanding of how different types of members influence the evolution of beliefs in real life social networks.

II. RELATED LITERATURE

Social learning in microeconomics studies is sequential, or in an expanding topology [7]–[9]. In [8], the authors interpret the “wisdom of crowd” in an expanding network mathematically, showing the group intelligence is a network version of the law of large numbers. In [9], the authors discussed the learning problem in a sequential social learning model, where the newly joined node could make rational decisions based on a signal and some predecessors’ decisions.

The non-Bayesian social learning model we adopt in this paper is a type of DeGroot-style learning [10], which allows agents in the network to merge neighbors’ opinions in a weighted averaging approach in each time step. Compared with sequential learning, DeGroot model based on Markov chain theory provides a system perspective to understand social learning. In empirical research [11], it is verified that DeGroot model could well describe the opinion dynamics in a social network. DeGroot model is the foundation of many following social learning models [12], [13]. In [12], the authors model the opinion dynamics of the social network from the angle of the control system with defined inputs and discrete time opinion outputs. Model in [13] introduces Bayesian inference into the network; each agent in the network receives a signal at the beginning, then repeatedly, it observes its neighbors’ actions and makes fully rational decisions. In subsequent research [14], the authors conducted a series of experiments to validate this Bayesian learning model within a three-person network. One common feature of above studies and non-Bayesian social learning model [6] is that they are all social physics model researches targeting human and animal social networks, which means the nodes in networks are assumed to be social members, and edges in the network are assumed to be social connections.

In this paper, we adopt the non-Bayesian social learning model in [6], which uses static topology, naive information aggregation rule, Bayesian self-renewal and allows constant arrival of new signals. Compared with sequential learning with expanding topologies, the non-Bayesian social learning model is more like a dynamic system with discrete and distributed signal inputs and belief outputs. Our work is closely related to the researches on extensions or variations of non-Bayesian social learning model, such as [15]–[19]. Some of them focus on variations of learning rule, such as in [15] the authors bridge the gap between different information aggregation rules, and traits of different learning rules are discussed. In [16], the authors conducted a comprehensive comparison of different learning rules. In [17], the authors consider a scenario where each agent’s signal structure about the underlying state may be not the actual distribution of signal, which is very similar to our imperfect signal structure scenario; a difference between their work and ours is that our work adopts a naive information aggregation rule that applies to human and animal social networks, while their work applies better to computer decision-making systems (we discuss the effects of different learning rules in Section V). In [18], the authors define the speed of learning,
give it an analytical form of bounds, uncover the relationship between signal structure, network topology, and network’s learning speed; in our work, we investigate the learning speed problem under our assumptions.

In addition to these model extensions and variations, studies on the characteristics and performance of non-Bayesian social learning are also relevant to our work, such as [20]–[24]. In [21], the performance (learning speed) of non-Bayesian social learning is discussed in a gaming model. In [20] the authors introduce a confidence radius into non-Bayesian social learning model and demonstrate a clustering phenomenon in their model, their analysis approach for the roles played by different types of agents is similar to our work. In [22], information cascades phenomena in social learning models (including the non-Bayesian social learning model) are discussed in detail.

Our work is also inspired by social science studies which reveal inefficiencies or fragilities of social learning, such as [25]–[27]. In [25] information cascades and overconfidence are presented and discussed in a strictly designed experiment. In [26], the authors use a series of experiments to demonstrate and analyze statistical, social and psychological effects that ruin the wisdom of crowd. In [27], the author reveals the echo chamber effect of social learning and offers evidence are presented and discussed in a strictly designed experiment. In [28], the authors use a series of experiments to advise about how to avoid it. Besides, in [20] the authors discuss the participants’ decision-making features in imperfect signal structure scenario via well-designed experiments, which is similar to the scene in our work. Compared with these quantitative and qualitative studies, our work tends to give mathematical explanations for observational learning and collective decision-making in social networks and to reveal insights of social learning mechanism that are difficult to reveal by empirical studies.

III. MODEL, ASSUMPTIONS AND MAIN QUESTION

We consider a finite set \( V = \{1, 2, \ldots, N\} \) containing \( N \) agents interacting over a social network, which could be represented by a directed graph \( G = (V, E) \). The element \((i, j)\) in the edge set \( E \) represents a directed edge connecting agent \( i \) to agent \( j \), which captures the fact that agent \( j \) has access to the belief held by agent \( i \). For each agent \( i \), define \( N_i = \{j \in V : (j, i) \in E\} \), called agent \( i \)'s neighbor set. Elements in set \( N_i \) are agents whose beliefs are available to agent \( i \). Agent \( i \) is isolated if \( N_i = \emptyset \), which means this agent has no neighbors. A directed path in \( G = (V, E) \) from agent \( i \) to agent \( j \) is a sequence of agents starting with \( i \) and ending with \( j \) such that each agent is a neighbor of the next agent in the sequence. The social network would be strongly connected if there is at least one directed path from each agent to any other agents.

We write \( M_i \) and \( M_j \) to denote the \( i \)-th row and \( j \)-th column of a matrix \( M \). \( M \) is stochastic if its entries are non-negative and the sum of entries in each row is equal to 1. We define \(|\Theta|\) as the cardinality of a set \( \Theta \), \( \Delta \Theta \) as the distribution over set \( \Theta \). Transpose of vector \( v \) is denoted by \( v^T \). When we take the logarithm of a vector, we mean taking the logarithm of the vector entry-wise.

A. WORLD SIGNAL STRUCTURE

Let \( \theta \) denote a possible state of the objective world, representing an underlying reason for a social or natural phenomenon; all possible states constitute a finite state set \( \Theta \). The real state is the actual fact, denoted by \( \theta_0, \theta_1 \in \Theta \), which in this paper is predefined and static over time. Though the actual state of the world remains unobservable to the individuals, agents in the network keep making repeated noisy observations about \( \theta_t \) over discrete time. For each agent \( i \), at the beginning of each time period \( t \geq 1 \), a signal \( \omega_{i,t} \in S_i \) drawn according to distribution \( g_i \in \Delta S_i \) is observed by agent \( i \), here \( S_i \) denotes agent \( i \)'s signal space. In this paper, all impossible signals are excluded from \( S_i \), which means all entries in \( g_i \) are strictly positive. For the reason that signal distribution \( g_i \) is the world signal’s statistical distribution based on the underlying state \( \theta_t \), we name \( g_i \) the world signal structure.

Besides, we assume that both \( g_i \) and \( S_i \) may vary across agents but keep static over time.

B. BELIEF AND PRIVATE SIGNAL STRUCTURE

An agent’s belief is the extent to which it believes a state is real. An agent’s beliefs on all possible states constitute a belief profile. Belief profile is dynamic over time and varies across agents; thus we could use column vector \( \mu_{i,t} \) to denote agent \( i \)'s belief profile. Since belief profile is a distribution over state set \( \Theta \), we have \( \mu_{i,t} \in \Delta \Theta \). In addition, we use \( \mu_{i,t}(\theta_m) \) to denote agent \( i \)'s belief on a specific state \( \theta_m \) at time \( t \).

Agent \( i \)'s private signal structure is its statistical knowledge about the signals with respect to all possible states. In the non-Bayesian social learning model, the private signal structure is used to make Bayesian inference. The private signal structure can be represented by a \( |S_i| \times |\Theta| \) signal-state likelihood mapping

\[
L_i = \left[ \ell_{i}^{1}, \ell_{i}^{2}, \ldots, \ell_{i}^{m}, \ldots \right].
\]

The \( m \)-th column entry \( \ell_{i}^{m} \) of \( L_i \) is the possibility all signals attributed to \( \theta_m \) from the view of agent \( i \). For private signal structure, it must satisfy that \( \ell_{i}^{m} \in \Delta S_i \) for all \( m \), which also indicates that the transpose of the matrix \( L_i \) is stochastic.

Since signal space \( S_i \) is a local property and state space \( \Theta \) is defined globally, private signal structures of different agents may have different numbers of rows, but share the same number of columns.

When \( \ell_{i}^{m} = g_i^T \), which is an ideal assumption indicating that each agent possesses the accurate signal knowledge, it is the scenario that has been discussed in [6]. Our work extends this ideal assumption and allows for the private signal structure bias.

Assumption 1: Each agent’s knowledge about the statistical model of the real state may be imperfect, which means
for each agent’s private signal structure, it may satisfy that \( \ell_i^{t} \neq g_i^{T} \).

In real social networks, noises, which ruins the perfectness of private signal structure, could be easily introduced into private signal structure by experience, personality, mental status and other unknown endogenous and exogenous factors. Thus Assumption 1 can significantly extend the application scenario of non-Bayesian social learning model, especially in describing the belief dynamics of human and animal social networks.

C. AGENT’S INFORMATION SOURCES

One key issue in agent \( i \)'s self-renewal process is about its information sources, including what it knows and what it doesn’t when a new time period \( t + 1 \) arrives: (a) As a basic assumption of our research, agent \( i \) has no idea of the world signal structure. (b) Since observations are independent, agent \( i \) has no access to other agents’ even his neighbors’ signals. (c) Agent \( i \) forgets the history signals \( \omega_{i,t}(\tau \leq t) \) it observed and most of its history belief profiles \( \mu_{i,t}(\tau < t) \), which is referred to the imperfect recall principle in [15].

The information sources for the agent to update its belief profile in period \( t + 1 \) include: (1) \( \mu_{i,t} \), its belief profile at time \( t \), (2) \( \omega_{i,t+1} \), the signal observed at the beginning of the new time period, and (3) \( \mu_{j,t}(j \in N_i) \), its neighbors’ belief profiles at time \( t \). Each agent in each new time step uses these information sources together with its private signal structure to form its new belief report.

D. LEARNING RULES AND SUCCESSFUL LEARNING

The updating of all agent’s beliefs over the network is a dynamic process. Learning rule describes how an agent uses its information sources to update its belief in a new time step. In [16] it has been discussed that the order of Bayesian updating and information aggregation makes little difference. Therefore our model makes Bayesian updating first and takes a weighted averaging information aggregation rule in accordance with models in [6] and [18]. The weighted averaging information aggregation rule is a DeGroot-style rule satisfying monotonicity, label neutrality, and separability mentioned in [15], it is a naive and the simplest way to aggregate information from others.

In the non-Bayesian social learning model, agent \( i \)'s belief updating formula can be written as

\[
\mu_{i,t+1}(\theta_m) = a_{ii}\mu_{i,t}(\theta_m) + \frac{\ell_{m}^{t}(\omega_{i,t+1})}{d_{i,t}(\omega_{i,t+1})} + \sum_{j \in N_i} a_{ij}\mu_{j,t}(\theta_m) \tag{1}
\]

for all \( \theta_m \in \Theta \). For agent \( i \), the first part on the right side of Eq.(1) is the Bayesian part of the belief update, which is a result of Bayesian inference based on the posterior belief in period \( t \), signal it observed in period \( t + 1 \), and private signal structure. The denominator

\[
d_{i,t}(\omega_{i,t+1}) = \sum_{m=1}^{M} \ell_{m}^{t}(\omega_{i,t+1})\mu_{i,t}(\theta_m)
\]

is the one-step forecast, where \( a_{ij} \) is the weight referred to the self-reliance. Additionally, the second part on the right side of Eq.(1) is a weighted average of the beliefs held by its neighbors, known as the social part. \( a_{ij} \) captures the weight that agent \( i \) assigns to neighbor \( j \), and it must satisfy that \( a_{ii} + \sum_{j \in N_i} a_{ij} = 1 \).

Ulteriorly, if each agent assigns the same weight on its neighbors’ beliefs, Eq.(3) can be rewritten as

\[
\mu_{i,t+1}(\theta_m) = \gamma \mu_{i,t}(\theta_m) \frac{\ell_{m}^{t}(\omega_{i,t+1})}{d_{i,t}(\omega_{i,t+1})} + \sum_{j \in N_i} a_{ij}\mu_{j,t}(\theta_m) \tag{3}
\]

for all \( \theta_m \in \Theta \), where \( \gamma \) is the common self-reliance. We note that Eq.(3) will be used to investigate learning speed in Sub-section V-C.

E. THE BINARY CASE

Now let us consider the simplest case: Agent \( i \) possesses a \( 2 \times 2 \) private signal structure matrix, which means both of state set \( \Theta \) and signal space \( S_i \) are binary. In this work,
this simplest case is called binary case for short. It should be noted that all numerical simulations in this study are conducted in the binary case, but all our propositions could generalize to \(|\Theta| \geq 2\) and \(|S_i| \geq 2\) cases.

In the binary case, let the state set \(\Theta = \{\theta_1, \theta_2\}\) and all agents share the same signal set \(S_i = \{s_1, s_2\}\). We specify \(s_1\) is the high signal and \(s_2\) is the low signal [2], which means \(g(s_1) > 1/2\) and \(g(s_2) < 1/2\). Let \(\theta_1\) be the predefined real state, \(\ell_i^1(s_1) = \alpha\) and \(\ell_i^2(s_1) = \beta\) for all \(i\), then the private signal structure in the binary case can be defined by

\[
L_i = \begin{bmatrix}
\alpha & \beta \\
1 - \alpha & 1 - \beta
\end{bmatrix}.
\]

To some extent, the binary case is quite representative. First, the binary case could cover most of the decision-making scenarios, for state space and signal space of most decision-making problems are binary. Second, as discussed in [18], when the successful learning occurs, the learning process, in the long run, is only related to the wrong state whose when the successful learning occurs, the learning process, making problems are binary. Second, as discussed in [18], scenarios, for state space and signal space of most decision-making problems are binary. Second, as discussed in [18], scenarios, for state space and signal space of most decision-making problems are binary.

### IV. INDIVIDUAL LEARNING

First, we need to look at an agent’s intrinsic learning ability by disregarding the social influence. Therefore the following question should be answered first:

**Question 2:** Without the information from its neighbors, what conditions could ensure an agent’s successful learning?

By answering this question, the private signal structure properties that related to the long run result of repeated Bayesian belief renewal will be explored.

### A. POSITIVE AND NEGATIVE SIGNAL STRUCTURES

For an isolated agent, due to lack of information from the network, when a new time period \(t + 1\) begins, its external information source is only the newly arrived signal \(\omega_{i,t+1}\). By removing the social part from the right-hand side of Eq.(1) and assigning \(a_{ij} = 1\), the belief updating rule of an isolated agent can be simplified as

\[
\mu_{i,t+1}(\theta_m) = \mu_{i,t}(\theta_m) \frac{\ell^m_i(\omega_{i,t+1})}{\ell^m_i(\omega_{i,t+1})} \tag{5}
\]

for all \(\theta_m \in \Theta\).

Before digging into the isolated agent’s repeated self-renewal process described by Eq.(5), we introduce the definition of relative entropy (KL divergence) about two distributions.

**Definition 1:** Given two discrete probability distributions \(p, q\) with identical supports, the relative entropy of \(q\) with respect to \(p\) is

\[
D(p||q) = \sum p_i \log \frac{p_i}{q_i}
\]

With the above definition, for any state \(\theta_m \in \Theta\), let

\[h_i(g_i, \theta_m) = D(g_i||\ell^m_i),\]

then \(h_i(g_i, \theta_m)\) could be used to measure the agent’s \(i\)’s expected information content per observation in favor of the hypothesis that the underlying state is \(\theta_m\). In addition, let

\[
h_i^\theta(\theta_m, \theta_r) = h_i(g_i, \theta_r) - h_i(g_i, \theta_m)
= \sum_{s \in S_i} g_i(s) \log \frac{\ell^m_i(s)}{\ell^r_i(s)}, \tag{6}
\]

then \(h_i^\theta(\theta_m, \theta_r)\) is a measure of the expected information content per observation, in favor of (the hypothesis that the underlying state is) \(\theta_r\) other than \(\theta_m\). Notice that \(h_i^\theta(\theta_m, \theta_r) = -h_i^\theta(\theta_r, \theta_m)\).

In Fig.1, entropies and relative entropies are vectorized \(h_i^\theta(\theta_m, \theta_r)\) into the unit circle. Fig.1 illustrates the relationship between \(h_i^\theta(\theta_m, \theta_r)\) and \(h_i(\theta_m, \theta_r)\): \(h_i^\theta(\theta_m, \theta_r)\) could be understood as the “projection” of \(h_i(\theta_m, \theta_r)\) onto the entropy of word signal structure \(h_i(g_i)\). If \(h_i^\theta(\theta_m, \theta_r)\) has the same direction with \(h_i(g_i)\), \(h_i^\theta(\theta_m, \theta_r)\) is positive; otherwise, \(h_i^\theta(\theta_m, \theta_r)\) is negative.

\[\] Generally speaking, vectorization of entropies and relative entropies into the unit circle is of no meaning; Fig.1 provides a way to understand the meaning of \(h_i^\theta(\theta_m, \theta_r)\) from the vector space perspective.
With the definition of $h^s_i(\theta_m, \theta_r)$, the condition that an isolated agent should satisfy to achieve successful learning by learning rule Eq.(5) is presented in Proposition 1.

**Proposition 1:** Suppose that agent $i$ has a positive initial belief on state $\theta_r$, and its private signal structure $L_i$ satisfies

$$ h^s_i(\theta_m, \theta_r) < 0 $$

for all $m \neq r$, then, agent $i$ learns the state $\theta_r$, in probability, by the belief updating rule given by Eq.(5), which means $\mu_{i,t} \xrightarrow{p} 1_r$.

**Proof:** See appendix.

Proposition 1 reveals that, by repeated signal observation and application of the Bayesian inference, an agent can learn the underlying state if the underlying state’s corresponding column $\ell'_r$ (in its private signal structure) has the minimum KL divergence from the world signal structure. In other words, the isolated agent will learn the state whose corresponding column best describes the observed signals. A similar case is also mentioned in Section 5.3.1 in [29].

The bold words “in probability” in Proposition 1 indicates the type of convergence. In particular, Eq.(7) ensures a weak convergence. Another point to note is that if $h^s_i(\theta_m, \theta_r) > 0$ for some $m \neq r$, there must exist an $r' \neq r$ where $h^s_i(\theta_m, \theta_{r'}) < 0$ for all $m' \neq r'$. That is to say, an agent must learn a state, no matter whether the state is the underlying state or not.

Then we have the definitions of positive and negative signal structure:

**Definition 2:** Agent $i$ and its private signal structure $L_i$ are

a) **positive** if $h^s_i(\theta_m, \theta_r) < 0$ for all $m \neq r$.

b) **negative** if there exists $\hat{m}(\hat{m} \neq r)$ such that $h^s_i(\theta_{\hat{m}}, \theta_r) > 0$.

For a specific agent, in its signal structure, if the column concerning the real state has the minimum KL divergence to the world signal structure, it is positive. Otherwise, if the column with the minimum KL divergence to the world signal structure is not the $r$-th column, it is negative. For individual learning, positive agents could learn the real state independently, while isolated negative agents always learn a wrong state.

In [6], the authors mention an observational equivalent concept: If there exists a state $\theta_m(m \neq r)$ with $\ell_m = \ell_r$, then $\theta_r$ and $\theta_m$ are observational equivalent for agent $i$.

Under Assumption 1, the observational equivalent concept also needs to be further extended. That is because $\ell'_m = \ell'_r$ is not the only solution for equation $h^s_i(\theta_m, \theta_r) = 0$; instead, all the solutions of $h^s_i(\theta_m, \theta_r) = 0$ would cause the observational equivalent problem.

Observational equivalent problem is an extreme case and could be easily eliminated by social collaboration. Therefore, if not mentioned particularly, this article will not discuss the observational equivalent case, that means Definition 2 and the following definitions and propositions will not cover the special case that $h^s_i(\theta_m, \theta_r) = 0$ for some $m \neq r$.

In the binary case, since $\theta_r$ is the real state, $m = 2$ is the only case for $m \neq r$. Thus if $h^s_i(\theta_2, \theta_1) < 0$, the agent and its signal structure are positive, while if $h^s_i(\theta_2, \theta_1) > 0$, the agent and its signal structure are negative. To clarify positive and negative signal structures, $h^s_i(\theta_2, \theta_1)$ in $\alpha \beta$ square when $g_1 = [0.8, 0.2]$ is plotted in color map Fig.2.

Since $h^s_i(\ell^m_i, \ell'_r) = -h^s_i(\ell'_r, \ell^m_i)$, color map of $h^s_i(\ell^m_i, \ell'_r)$ is antisymmetric about the axis $\alpha = \beta$. Each of positive region and negative region covers 1/2 area of the square and consists of a major part and a minor part. The four parts are divided by two observational equivalent lines, one is the straight line $\alpha = \beta$, and the other is the curve line connecting point (0, 1) and point (1, 0) which passes through the point (0.8, 0.8). These two lines are perpendicular to each other at point (0.8, 0.8), and they are the solution of $h^s_i(\theta_m, \theta_r) = 0$, which means signal structures on these two lines may cause the observational equivalent problem. The world signal structure $\alpha = 0.8$ passes through the two part of the positive region.

Positive and negative signal structures could also be explained by Fig.1: For a specific signal structure, if $h^s_i(\theta_m, \theta_r)$ has the opposite direction with $h(g_i)$ for all $m \neq r$, the signal structure is positive, or else it is negative. Positive signal structure means negative $h^s_i(\theta_m, \theta_r)$, which also indicates that $h(\ell'_r)$ and $h(g_i)$ are closer than $h(\ell^m_i)$ and $h(g_i)$.

**B. CONSERVATIVE AND RADICAL SIGNAL STRUCTURES**

While Eq.(7) ensures a weak (in probability thus in distribution) convergence, our results show signal structures with...
stronger conditions could ensure a stronger convergence via learning rule described by Eq.(5).

Proposition 2: Suppose that agent i has positive initial belief on state \( \theta_r \), and the private signal structure property \( k_i^s(\theta_m, \theta_r) \) defined by

\[
k_i^s(\theta_m, \theta_r) = \log \sum_{s \in S_i} g_i(s) \frac{\ell_i^m(s)}{\ell_i^r(s)}
\]

satisfies

\[
k_i^s(\theta_m, \theta_r) < 0 \tag{9}
\]

for all \( m \neq r \), then, agent i learns the state \( \theta_r \), almost surely, by the learning rule described in Eq.(5), which means \( \mu_{i,t} \to \mathbf{1}_r \). 

Proof: See appendix.

Proposition 2 is the almost sure convergence version of Proposition 1. Since almost sure convergence indicates convergence in probability, Proposition 2 converging almost surely. The two types of convergence play an important role in our following definitions and propositions.

By Proposition 2 positive agents could be classified into two types, we name them conservative and radical.

Definition 3: Positive agent and its private signal structure \( L_i \) are

a) conservative if \( k_i^s(\theta_m, \theta_r) < 0 \) for all \( m \neq r \).

b) radical if there exists \( \bar{m}(\bar{m} \neq r) \) such that \( k_i^s(\theta_{\bar{m}}, \theta_r) > 0 \).

Fig.4 marks conservative, radical and negative signal structures in \( \alpha\beta \) square with 625 sample points. The positive region is divided into conservative and radical regions by line \( \alpha = g_i(s_1) \). By comparing the case when \( g_i = [0.8, 0.2] \) (Fig.4a), higher \( h_i(g_i) \) means world signals are more informative with the case when \( g_i = [0.6, 0.4] \) (Fig.4b), lower \( h_i(g_i) \) means world signals are less informative, it could be noticed that the radical region (blue) is fatter when the world signal structure is less informative, which usually lead to a greater opportunity for an agent’s signal structure to locate in the radical region.

Since \( \ell_i^s \neq g_i^2 \), both conservative and radical agents would not rule out the wrong states as much as the informativeness of the signal accordingly. Specifically, for most of the cases, agents tend to accept the real state when a high signal is observed (\( \alpha > \beta \)); therefore, the conservative agents always underestimate the informativeness of high signals (the major green part in Fig.4), while radical agents always overestimate the informativeness of high signals (the major blue part in Fig.4). However, if agents tend to reject the real state when a high signal is observed (\( \alpha < \beta \)), conservative agents always underestimate the informativeness of high signal (the minor green part in and Fig.4), while radical agents always underestimate the informativeness of high signal (the minor blue part in Fig.4).

Semantically, conservative means be more cautious and less arbitrary in decision-making. The reason why we use the word conservative is that the line \( \alpha = \beta \) is closer to the conservative region than to the radical region, which means, for conservative agents, knowledge difference between real state and wrong states is less than that of radical agents. It enables more fault tolerance for conservative agents to make decisions.
V. SOCIAL LEARNING

Now let us switch back to the network context, where the learning rule is represented by Eq.(1). To guarantee that information can flow from an arbitrary agent in the network to others, we first assume the connectivity of the network in our work.

Assumption 4: The underlying social network is strongly connected.

This connectivity assumption together with Assumption 3 make sure that all agents have strictly positive belief on real state after finite time steps. The mathematical merit of strong connectivity is that it guarantees that the influence matrix $A$ of the underlying network is irreducible.

A. SOCIAL LEARNING OF CONSERVATIVE AGENTS

In a strongly connected network, our results show the social learning version of Proposition 2 holds, which is also the answer to Question 1.

Proposition 3: Suppose that all agents’ private signal structures are conservative and follow the learning rule described in Eq.(1), then all agents in the social network learn the real state of the world almost surely, that is, $\mu_{i,t} \xrightarrow{a.s.} 1$, for all $i$.

Proof: See appendix.

Proposition 3 gives sufficient conditions for a network to achieve asymptotic learning: Distributed almost sure convergence could lead to the almost sure convergence over a network via non-Bayesian social learning. Group of conservative individuals could reach consensus and learn the real state collectively without knowing the accurate signal knowledge about the real state. Underestimating or overestimating the informativeness of high or low signal will not ruin the learning of network, for conservative agents could always accumulate correct information over time.

Compared with the asymptotic learning conditions given in [6], the condition that no other state is observationally equivalent to the real state from all agents is no longer needed. The reason for this is that conservative condition in Proposition 3 is different from and slightly stronger than the globally identifiable condition given in [6] to adapt our extended model Assumption 1. All agents’ private signal structures are conservative means that no state is observational equivalent to the real state from the view of each agent. The real state is locally identifiable, which implies that the real state is globally identifiable.

In the binary case, we set up our simulation environment using static undirected ER random network, in which all agents share the same signal space and same world signal structure, which means $g_i = g_j$ and $S_i = S_j$ for any $i \neq j$. In a network of 100 nodes, we set the density of network to 0.1 and ensure its strong connectivity. Learning rule in Eq.(4) is adopted, which means that all agents share the same self-reliance $\gamma$ and each agent assigns the same weight to all its neighbors when performing information aggregation. Agents’ initial beliefs assigned to $\theta_1$ and $\theta_2$ are uniformly distributed in the interval of [0, 1]. We assume that $\theta_1$ is the real state, signal $s_1$ appears with the possibility of 80%, and $s_2$ with 20%, thus, $g_i = [0.8, 0.2]$ for all $i$.

To examine the learning process of a network composed of conservative agents, we set all agents’ signal structure $L_{(1)}$ in Table.1. The learning process of the network in 500 steps is shown in Fig.5.

TABLE 1. Constant signal structures used in simulations.

| type       | $\alpha$ | $\beta$ | $h_1^i(\theta_1, \theta_2)$ | $h_2^i(\theta_1, \theta_2)$ |
|------------|----------|---------|-----------------------------|-----------------------------|
| $L_{(1)}$  | Conservative | 0.6     | 0.4                         | -0.2433                    |
| $L_{(2)}$  | Radical   | 0.9     | 0.1                         | -1.3183                    |
| $L_{(3)}$  | Negative  | 0.4     | 0.6                         | 0.2433                     |

Fig.5 is the direct demonstration of Proposition 3. The green lines, which is in accordance with the color of the conservative region in Fig.4a, represent agents’ belief dynamics. Each green line represents an agent’s belief dynamics. With different self-reliances, conservative agents could reach consensus and convergence at different speeds respectively. (a) $\gamma = 0.1$. (b) $\gamma = 0.9$.

B. SOCIAL LEARNING OF RADICAL AGENTS

Proposition 3 is the social version of Proposition 2; to some extent, its convergence is predictable. Also, it is easy to infer that negative agents always do harm to social learning. In this sub-section, we will focus on the radical agents; a counter-intuitive phenomenon will be shown: Social version of Proposition 1 does not hold, which means network composed of radical agents could not achieve successful learning.

Proposition 4: Suppose that all agents’ private signal structures are radical and follow the learning rule described in Eq.(1), then all agents remain uncertain almost surely.

Proof: See appendix.
Proposition 4 reveals that distributed convergence in probability could not ensure a collective convergence. If all agents are with radical signal structure $L_{(2)}$ in Table 1, in the same simulation environment, the learning process of 100-nodes network is shown in Fig.6. It could be found that although the network has no chance to learn a wrong state, the learning result may remain uncertain. That is somewhat counter-intuitive because all radical agents could perform success learning independently. This counter-intuitiveness can be viewed as a kind of information cascades [7], [22], [30]: Neighbors’ misleading observations are overestimated or underestimated by themselves before involving in each agent’s subsequent decision-making. For each radical agent, it can not completely rule out these misleading information by the accumulation of new observations.

Particularly, in Fig.6, when learning with lower self-reliance, the agents reach a noisy consensus (see Fig.6a). In addition, learning with higher common self-reliance is an approximation to the individual learning case; thus agents’ average belief on the real state keeps at a high value after about 300 steps (see Fig.6b). However, higher common self-reliance prevents the network from consensus. In Fig.6b, it can be seen that there are always a few numbers of agents in network assign low beliefs on real state after 100 steps.

What’s interesting is that in [17] the results show that if each agent uses a log-linear information aggregation rule, then radical agents could learn the real state collectively. That means radical agents could avoid information cascades by taking a more rational information aggregation approach.

C. LEARNING SPEED

In this part, we will discuss the learning speed under the model Assumption 1. As a parameter describing the learning process, Learning speed represents how fast agents’ beliefs converge to $1_r$. Learning rate discussed in [18] is used to measure the learning speed of a network. Here we introduce the definitions of belief uncertainty and learning rate in [18].

Definition 4: Belief uncertainty of a network at time $t$ is given by

$$e_t = \frac{1}{2} \sum_{i=1}^{n} ||\mu_{i,t} - 1_r||_1$$

and learning rate is defined by

$$\lambda = \lim \inf_{t \to \infty} \frac{1}{t} \log e_t.$$

With the above definitions of belief uncertainty and learning rate, our proposition about learning speed is as follows:

Proposition 5: Suppose all agents in the network are conservative and share the same self-reliance $\gamma$, which means the learning rule is described by Eq. (3), then the learning rate

$$\lambda \leq \gamma \min_{m \neq r} \sum_{i=1}^{n} v_i |k^r_m(\theta_m, \theta_r)|$$

almost surely.

Proof: See appendix.

Proposition 5 needs to be discussed when the network satisfies the conditions of Proposition 3; otherwise, the existence of radical and negative agents might ruin social learning. Compared with Proposition 2 in [18], the relative entropy $h_l(g_l, \theta_m)$ is replaced by $|k^r_m(\theta_m, \theta_r)|$ in our Proposition 5. Since we have

$$0 < -k^r_m(\theta_m, \theta_r) < -h^r_m(\theta_m, \theta_r) < h_l(g_l, \theta_m),$$

conservative agents ensure successful learning by lowering the learning rate.

In the same simulation environment (connected network with 100 nodes and density 0.1), fix $\gamma = 0.5$, for each conservative signal structure point $L^{(a, \beta)}$ in Fig.4a, set $L_i = L^{(a, \beta)}$ for all node $i$ in network, after 50 steps’ learning, fill the value of $|\log(e_{50})^{(a, \beta)}|$ back into the $a\beta$ square, then the relationship between signal structure and belief uncertainty is shown in Fig.7.

FIGURE 6. Belief dynamics of ER random network composed of 100 radical agents (all agents are with $L_{(2)}$). Whenever the common self-reliance is high or low, radical agents could not learn the real state collectively and completely. (a) $\gamma = 0.1$. (b) $\gamma = 0.9$.

FIGURE 7. Relationship between conservative signal structure $L^{(a, \beta)}$ and belief uncertainty $|\log(e_{50})^{(a, \beta)}|$. Value of each point $(a, \beta)$ in this colormap represents $|\log(e_{50})^{(a, \beta)}|$ of a network composed of agents whose signal structures are all $L^{(a, \beta)}$.

By comparing Fig.3 with Fig.7, it could be noticed that green points in Fig.7 and green part of Fig.3 are similar, which indicates that there is a close relationship between $|k^r_m(\theta_2, \theta_1)|$ and learning speed.
VI. CONSIDERATION IN ACTUAL SOCIAL PRACTICES

In this section, we first propose some fragilities of non-Bayesian social learning model from a mathematical perspective. Then we show the benefits that negative agents can acquire from social learning. At last, two adjusting strategies and three decision-making patterns are summarized to explain the collective decision-making mechanism in actual social practices from mathematical and social perspective respectively.

A. FRAGILITIES IN NON-BAYESIAN SOCIAL LEARNING

Based on mathematical results in Section IV and Section V, the fragilities of social learning mechanism are mainly reflected in the three following aspects:

a). The collective decision-making cannot improve learning speed, for higher social-reliance (lower self-reliance) usually results in lower learning speed. Particularly, for conservative agents and agents with perfect signal structures, social learning is slower than individual learning.

b). Successful individual learning could not ensure successful social learning, for the existence of radical agents might ruin the successful learning over the network.

c). Agents with perfect signal structure are right at the junction of the conservative region and the radical region in $\alpha \beta$ square (see Fig.4), which makes these agents easy to turn radical when endogenous noise is introduced into their private signal structure.

B. NEGATIVE AGENTS IN SOCIAL LEARNING

Since fragilities exist in non-Bayesian social learning model, why individuals tend to learn from their neighbors by joining the network in actual social practices? One explanation we can find within the frame of non-Bayesian social learning model is that, by calling the individuals together, the network may provide more opportunities for negative agents to learn the real state with the help of their conservative neighbors.

Fig.9 shows the learning process of a network composed of 90 conservative agents (with $L_1$ with green) and 10 negative agents (with $L_3$, red) at different self-reliance $\gamma$. Higher $\gamma$ means faster learning (Fig.9b) but might result in overconfidence (Fig.9c). (a) $\gamma = 0.1$; (b) $\gamma = 0.5$; (c) $\gamma = 0.9$.

C. ADJUSTMENT STRATEGIES

Negative agents can get benefits from conservative neighbors in social learning; however, insufficient arguments are given to explain why the conservative and radical agents have motivations to join social learning.
In fact, all three types of agents might exist in the actual social network. For each agent, as it does not know the world signal structure, it is also unaware of its private signal structure type. However, we find that, although the private signal structure type is unknown to each agent, it would be much easier for the entire network to achieve successful learning if its agents could adjust their private signal structure and self-reliance via some appropriate strategies. These strategies for each agent include:

a). *Be more conservative.* Mathematically, “be more conservative” means each agent should try to reduce the difference between the two signal structure columns which point to the two most possible states (in actual social practice, these two states are very likely to be the real state and the most indistinguishable alternative state), especially when the KL divergences between its belief and neighbors’ beliefs are too large. By doing this, both radical and negative agents’ signal structures would have smaller $k^i_t$ too large. By doing this, both radical and negative agents’ KL divergences between its belief and neighbors’ beliefs are most indistinguishable alternative state (especially when the two most possible states (in actual social practice, these two states are very likely to be the real state and the most indistinguishable alternative state)), especially when the KL divergences between its belief and neighbors’ beliefs are too large. By doing this, both radical and negative agents’ signal structures would have smaller $k^i_t(\theta_m, \theta_r)$. That is beneficial to both radical and negative agents: Radical agents might have an opportunity to become a conservative agent, and negative agents would be more likely to be persuaded by their conservative neighbors.

b). *Avoid overconfidence.* In the non-Bayesian social learning model, the physical meaning of self-reliance is the self-confidence. Therefore, “avoid overconfidence” means an agent should assign enough weights to their neighbors’ beliefs. By doing this, adequate and effective support to a negative agent could be provided by its conservative neighbors. As a result, the collaborative tightness of agents in a social network could improve the learning over the network. This strategy might slow down the learning speed, but it is beneficial to the long run learning result.

**D. SOCIAL MEMBERS’ DECISION-MAKING PATTERNS**

Above two strategies are based on our propositions, simulations, and inferences. To extend the implementation value of these two strategies from the perspective of actual social practices, we conclude three following decision-making patterns of social members:

**Pattern A: Confident and Perfect/Radical.** This pattern matches the radical agents and agents with perfect signal structure. Social members with accurate knowledge (perfect signal structure) and those who dare to underestimate the informativeness of high signals (radical) usually keep strong self-confidence (high self-reliance) in actual social practice. As a form of social communication, they often neglect others’ opinions (low social-reliances).

**Pattern B: Cooperative and Conservative.** This pattern matches the conservative agents. Individuals with inaccurate or inadequate knowledge (imperfect signal structure) usually make decisions cautiously (conservatively) and communicate more with their neighbors (high social-reliances).

**Pattern C: Dependent and Negative.** This pattern matches the negative agents. Individuals tend to be suspicious about its knowledge (signal structure) whenever others’ opinions have great difference (great KL divergences) to its own. In other words, to negative agents, social pressure might result in weak self-confidence and knowledge suspicion. Therefore, spontaneous adjustments would further be taken to fill gaps between their and their neighbors’ beliefs.

Above three decision-making patterns are consistent with our mathematical results and analyses. Furthermore, several canonical theoretical and empirical studies in the area of social science, such as self-efficacy [31], social pressure [32], subjective norms [33], and leadership [34] also provide observation and explanation on these decision-making patterns in the real society. More importantly, these patterns might be the essential components of collective decision-making in human and animal societies, specialized in bringing individual together, ensuring the robustness of the social network, enabling as many individuals as possible to survive each critical moment in both history and future.

**VII. CONCLUSION**

In this paper, under the imperfect private signal structure assumption, agents in the social network are classified into three types: “conservative”, “radical”, and “negative”. The conservative agents always push a network to the correct decision, while both negative and radical agents are detrimental to the learning of the network. A network contains negative and/or radical agents may not be able to learn the real state of the world. If conservative agents are overwhelming in a network, they could help the rest agents in learning the real state, thus making social learning more robust than individual learning. If each member could adjust its signal structure and self-reliance with appropriate strategies, it would be easier for the network to learn the real state synchronically. In summary, the non-Bayesian social learning model is mathematically fragile and practically effective. The assumption of imperfect private signal structure, along with adjusting strategies and decision-making patterns we summarized could better reflect the learning mechanism of human and animal societies.

This paper studies the learning abilities of different signal structures mathematically. Most of the discussion is based on mathematical propositions and simulations, the details in decision-making patterns need to be verified empirically, and some model errors such as learning rule error are not fully taken into account. Thus, model extension researches such as the influence of different learning rules, the performance of different strategies, and empirical researches about decision-making patterns could be included in future works.

**APPENDIX: PROOFS**

First, we give proof of Proposition 1. Then follows three auxiliary lemmas for a specific agent, which are used to prove Propositions 2 and 3. After that, proof of Proposition 4 is given by contradiction. The proof of Proposition 5 is given in the last sub-section. Proofs of some lemmas and propositions follow similar approaches as those in [6] and [18].
A. PROOF OF PROPOSITION 1

Proof: By evaluating the ratio of belief on any alternative state to the real state, we have

\[ \frac{\mu_{i,t}(\theta_m)}{\mu_{i,t}(\theta_r)} = \frac{\mu_{i,0}(\theta_m)}{\mu_{i,0}(\theta_r)} \prod_{t=1}^{T} \frac{\ell_i^m(\omega_{i,t})}{\ell_i^r(\omega_{i,t})} = \frac{\mu_{i,0}(\theta_m)}{\mu_{i,0}(\theta_r)} \sum_{n=1}^{N} \left( \frac{\ell_i^m(s_n)}{\ell_i^r(s_n)} \right)^{z_n}, \]

in which \( z_n \) denote the signal \( s_n \) appeared \( z_n \) times in \( t \) steps.

Let random variable \( X_t^m = \mu_{i,t}(\theta_m)/\mu_{i,t}(\theta_r) \) and \( \epsilon > 0 \), consider

\[ P(\{X_t^m \geq \epsilon\} = P \left( \frac{\mu_{i,0}(\theta_m)}{\mu_{i,0}(\theta_r)} \prod_{t=1}^{T} \frac{\ell_i^m(\omega_{i,t})}{\ell_i^r(\omega_{i,t})} \geq \epsilon \right) \]

\[ = P \left( \sum_{n=1}^{N} z_n \log \frac{\ell_i^m(s_n)}{\ell_i^r(s_n)} \geq \log \frac{\epsilon \mu_{i,0}(\theta_r)}{\mu_{i,0}(\theta_m)} \right), \]

since \( z_n \xrightarrow{p}{t \to \infty} t g_i(s_n), \)

\[ \lim_{t \to \infty} P(\{X_t^m \geq \epsilon\} = \lim_{t \to \infty} P \left( \sum_{n=1}^{N} t g_i(s_n) \log \frac{\ell_i^m(s_n)}{\ell_i^r(s_n)} \geq \log \frac{\epsilon \mu_{i,0}(\theta_r)}{\mu_{i,0}(\theta_m)} \right), \]

then with Eq.(7), we have \( \lim_{t \to \infty} P(X_t^m | \geq \epsilon) = 0 \) for any \( \neq r \), which indicates that \( \mu_{i,t} \xrightarrow{p}{t \to \infty} 1_r. \)

B. AUXILIARY LEMMAS FOR SPECIFIC AGENT

Lemma 1: For any agent i’s private signal structure satisfies Eq.(9), we have \( \mathbb{E} \left[ \ell_i^r(\omega_{i,t+1})/d_i(t)(\omega_{i,t+1}) \Big| F_t \right] > 1 \) for arbitrary prior belief \( \mu_{i,t} \).

Proof: The condition in Eq.(9), which is

\[ \sum_{s \in S_i} g_i(s) \ell_i^m(s) \ell_i^r(s) < 1 \]

for \( \neq r \), means for arbitrary \( \mu_{i,t} \) we have

\[ g_i[\text{diag}^{-1}[\ell_i^r] \ell_i^t, \text{diag}^{-1}[\ell_i^r] \ell_i^2, \ldots \] \[ \mu_{i,t} < 1, \]

where the left side

\[ g_i[\text{diag}^{-1}[\ell_i^r] \ell_i^t, \text{diag}^{-1}[\ell_i^r] \ell_i^2, \ldots \mu_{i,t} \]

\[ = \sum_{s \in S_i} g_i(s) d_i(t)(s) \ell_i^r(s) \]

\[ = \mathbb{E} \left[ \frac{d_i(t)(\omega_{i,t+1})}{\ell_i^r(\omega_{i,t+1})} \Big| F_t \right]. \]

Since \( f(x) = 1/x \) is a convex function, Jensen’s inequality implies that

\[ \mathbb{E} \left[ \ell_i^r(\omega_{i,t+1})/d_i(t)(\omega_{i,t+1}) \Big| F_t \right] \geq \left( \mathbb{E} \left[ \frac{d_i(t)(\omega_{i,t+1})}{\ell_i^r(\omega_{i,t+1})} \Big| F_t \right] \right)^{-1}, \]

which leads to

\[ \mathbb{E} \left[ \ell_i^r(\omega_{i,t+1})/d_i(t)(\omega_{i,t+1}) \Big| F_t \right] \geq 1. \]

Lemma 2: If we have \( \mathbb{E} \left[ \ell_i^r(\omega_{i,t+1})/d_i(t)(\omega_{i,t+1}) \Big| F_t \right] \to 1 \) for agent \( i \), then we have \( d_i(t)(s) \xrightarrow{a.s.}{t \to \infty} \ell_i^r(s) \) for all possible signal \( s \in S_i \).

Proof: Note that both \( \ell_i^r \) and \( d_i(t)(s) \) are probability measures on \( S_i \), and we have

\[ \sum_{s \in S_i} \ell_i^r(s) = \sum_{s \in S_i} d_i(t)(s) = 1. \]

Consider

\[ \mathbb{E} \left[ \ell_i^r(\omega_{i,t+1})/d_i(t)(\omega_{i,t+1}) \Big| F_t \right] \to 1 \]

\[ = \sum_{s \in S_i} g_i(s) \ell_i^m(s) - d_i(t)(s) + \sum_{s \in S_i} \ell_i^r(s) - \sum_{s \in S_i} d_i(t)(s) \]

\[ = \sum_{s \in S_i} [g_i(s) + d_i(t)(s)] [\ell_i^r(s) - d_i(t)(s)] \xrightarrow{a.s.}{t \to \infty} 0. \]

Now we have

\[ \sum_{s \in S_i} g_i(s) \ell_i^r(s) - d_i(t)(s) \xrightarrow{a.s.}{t \to \infty} 0, \]

and at the same time we have

\[ \sum_{s \in S_i} [g_i(s) + d_i(t)(s)] [\ell_i^r(s) - d_i(t)(s)] \xrightarrow{a.s.}{t \to \infty} 0. \]

Because \( d_i(t)(s) \) is positive for all \( s \in S_i \), Equation set Eq.(11) only has zero solution, thus we have \( d_i(t)(s) \xrightarrow{a.s.}{t \to \infty} \ell_i^r(s) \) for all possible signals \( s \in S_i \).

Lemma 3: For any agent i’s private signal structure \( L_i \) satisfying Eq.(9), if we have \( d_i(t)(s) \xrightarrow{a.s.}{t \to \infty} \ell_i^r(s) \) for all possible signal \( s \in S_i \), then \( \mu_{i,t} \xrightarrow{a.s.}{t \to \infty} 1_r. \)

Proof: The Bayesian part of the update is distribution over set \( \Theta \) means

\[ \sum_{m=1}^{M} \mu_{i,t}(\theta_m) \xrightarrow{a.s.}{t \to \infty} 1 \]

With condition \( d_i(t)(s) \xrightarrow{a.s.}{t \to \infty} \ell_i^r(s) \) for all \( s \in S_i \), we have

\[ \sum_{m \neq r} \mu_{i,t}(\theta_m) \xrightarrow{a.s.}{t \to \infty} 1 \]

leading to

\[ \sum_{m \neq r} \mu_{i,t}(\theta_m) \xrightarrow{a.s.}{t \to \infty} 0. \]
Because $\mu_{i,t} \in \Delta \Theta$, we have $\mu_{i,t}(\theta_r) = 1 - \sum_{m \neq r} \mu_{i,t}(\theta_m)$, thus
\[
\sum_{m \neq r} \mu_{i,t}(\theta_m) \left( 1 - \frac{\ell_{i}^{m}(s)}{\ell_{i}^{r}(s)} \right) \xrightarrow{a.s.} t \to \infty 0,
\] (12)
for $s \in S_i$. Note that in Eq.(9), $g_i \in \Delta S_i$, means $\sum_{s \in S_i} g_i(s) = 1$, which leads to
\[
\sum_{s \in S_i} g_i(s) \left( 1 - \frac{\ell_{i}^{m}(s)}{\ell_{i}^{r}(s)} \right) > 0, \tag{13}
\]
for $m = 1, 2, \ldots, M, m \neq r$.

Now, let $\mathcal{L}_i$ be a $|S_i| \times |\Theta|$ matrix of which the entry at the $x$-th row and $y$-th column is $1 - \ell_{i}^{y}(s_x)/\ell_{i}^{x}(s_x)$, and entries of $r$-th column are zero, then Eq.(12) and Eq.(13) could be merged into
\[
\mathcal{L}_i \mu_{i,t} \xrightarrow{a.s.} t \to \infty 0 \tag{14}
\]
and
\[
[g_i \mathcal{L}_i]_m > 0, \text{ for all } m \neq r.
\]
Let an $m-$entry error vector $\varepsilon$ satisfies
\[
\varepsilon_m = \begin{cases} [g_i \mathcal{L}_i]_m & m \neq r \\ 0 & m = r \end{cases}
\]
multiplying both sides of Eq.(14) by $g_i$ from left leads to $\varepsilon \mu_{i,t} \xrightarrow{a.s.} t \to \infty 0$, which means $\mu_{i,t}(\theta_m) \xrightarrow{a.s.} t \to \infty 0$ for all $m \neq r$, then we have $\mu_{i,t} \xrightarrow{a.s.} t \to \infty 1_r$.

**C. PROOF OF PROPOSITION 2**

Proof: For a specific agent $i$, evaluate Eq.(5) at the real state $\theta_r$,
\[
\mu_{i,t+1}(\theta_r) = \mu_{i,t}(\theta_r) \frac{\ell_{i}(\omega_{i,t+1})}{d_{i,t}(\omega_{i,t+1})},
\]
thus
\[
\mathbb{E} \left[ \mu_{i,t+1}(\theta_r) | \mathcal{F}_t \right] = \mu_{i,t}(\theta_r) \mathbb{E} \left[ \frac{\ell_{i}(\omega_{i,t+1})}{d_{i,t}(\omega_{i,t+1})} | \mathcal{F}_t \right].
\]
Lemma 1 guarantees
\[
\mathbb{E} \left[ \mu_{i,t+1}(\theta_r) | \mathcal{F}_t \right] - \mu_{i,t}(\theta_r)
\]
\[
= \mu_{i,t}(\theta_r) \left( \mathbb{E} \left[ \frac{\ell_{i}(\omega_{i,t+1})}{d_{i,t}(\omega_{i,t+1})} | \mathcal{F}_t \right] - 1 \right) \geq 0,
\]
thus $\mu_{i,t+1}(\theta_r)$ is a submartingale, and it converges almost surely. Due to the fact that $\mu_{i,t}(\theta_r)$ is non-negative, by the dominated convergence theorem for conditional expectations, we have
\[
\mathbb{E} \left[ \frac{\ell_{i}(\omega_{i,t+1})}{d_{i,t}(\omega_{i,t+1})} | \mathcal{F}_t \right] \xrightarrow{a.s.} t \to \infty 1,
\]
then Lemma 2 and Lemma 3 guarantee $\mu_{i,t} \xrightarrow{a.s.} t \to \infty 1_r$.

**D. PROOF OF PROPOSITION 3**

We first introduce another lemma.

**Lemma 4:** Suppose $v$ is any non-negative left eigenvector of the influence matrix $A$ corresponding to its unit eigenvalue, then $v \mu_{i,t+1}(\theta_r)$ is a submartingale, and it converges almost surely.

Proof: Evaluate Eq.(2) at the real state and multiply both sides by $v$ from the left, we have
\[
v \mu_{i,t+1}(\theta_r) = v \mu_{i,t}(\theta_r) + \sum_{i=1}^{N} v_{ai} \mu_{i,t}(\theta_r) \left[ \frac{\ell_{i}(\omega_{i,t+1})}{d_{i,t}(\omega_{i,t+1})} - 1 \right].
\]
thus
\[
\mathbb{E} \left[ v \mu_{i,t+1}(\theta_r) | \mathcal{F}_t \right] = v \mu_{i,t}(\theta_r) + \sum_{i=1}^{N} v_{ai} \mu_{i,t}(\theta_r) \mathbb{E} \left[ \frac{\ell_{i}(\omega_{i,t+1})}{d_{i,t}(\omega_{i,t+1})} - 1 | \mathcal{F}_t \right]. \tag{15}
\]
Lemma 1 guarantees
\[
\mathbb{E} \left[ \frac{\ell_{i}(\omega_{i,t+1})}{d_{i,t}(\omega_{i,t+1})} - 1 | \mathcal{F}_t \right] \geq 0.
\]
Strongly connected topology ensures the influence matrix is irreducible; thus, $v_i > 0$ and $\mu_{i,t}(\theta_k) > 0$ for all $i \in \mathcal{N}$ and all $\theta_m \in \Theta$, the second part on the right of Eq.(15) is positive which indicate $v \mu_{i,t}(\theta_r)$ is a submartingale. Hence, it converges almost surely.

Proof: [Proof of Proposition 3] Consider Eq.(2) together with the conclusion from Lemma 4, we have
\[
\sum_{i=1}^{N} v_{ai} \mu_{i,t}(\theta_r) \left[ \frac{\ell_{i}(\omega_{i,t+1})}{d_{i,t}(\omega_{i,t+1})} - 1 \right] \xrightarrow{a.s.} t \to \infty 0.
\]
Therefore by the dominated convergence theorem for conditional expectations,
\[
\sum_{i=1}^{N} v_{ai} \mu_{i,t}(\theta_r) \left( \mathbb{E} \left[ \frac{\ell_{i}(\omega_{i,t+1})}{d_{i,t}(\omega_{i,t+1})} | \mathcal{F}_t \right] - 1 \right) \xrightarrow{a.s.} t \to \infty 0.
\]
Since $a_{ii} > 0$, entries of $\nu^T$ and $\mu_{i,t}(\theta_k)$ are all strictly positive, we have
\[
\mathbb{E} \left[ \frac{\ell_{i}(\omega_{i,t+1})}{d_{i,t}(\omega_{i,t+1})} | \mathcal{F}_t \right] \xrightarrow{a.s.} t \to \infty 1,
\]
then, Lemma 2 and Lemma 3 guarantee $\mu_{i,t} \xrightarrow{a.s.} t \to \infty 1_r$ for all $i \in \mathcal{N}$.

**E. PROOF OF PROPOSITION 4**

Proof: We prove Proposition 4 by contradiction. If the network could learn the real state, it must achieve consensus and convergence. Therefore, we need to prove that when the network reaches consensus, the network could not converge to $1_r$.

If consensus occurs, members in the network would share the same belief profile. Examine learning rule Eq.(1) at the consensus status, Eq.(1) could be rewritten as:
\[
\mu_{i,t+1}(\theta_m) = a_{ii} \mu_{i,t}(\theta_m) \frac{\ell_{i}^{m}(\omega_{i,t+1})}{d_{i,t}(\omega_{i,t+1})} + (1 - a_{ii}) \mu_{i,t}(\theta_m)
\]
for all \( m \). Then we have

\[
\mathbb{E}[(\mu_{i,t+1}(\theta_m),\ell_i(s))] - \mu_{i,t}(\theta_r) = a_i \mu_{i,t}(\theta_r)
\]
\[
= a_i \mu_{i,t}(\theta_r) \left( \sum_s g(s) \frac{\ell_i(s)}{d_i(s)} - 1 \right)
\]
\[
= a_i \mu_{i,t}(\theta_r) \left( \sum_s g(s) \frac{\ell_i^m(s)}{d_i(s)} - 1 \right).
\]  \( \text{(16)} \)

Let \( \mu_{i,t}(\theta_r) = 1 - \epsilon, \mu_{i,t}(\theta_{m^*}) = \epsilon, \) and \( \mu_{i,t}(\theta_m) = 0 \) for all \( m \neq r, m^* \), then the items in brackets on the right side of (16) is a function of \( \epsilon \) as following:

\[
f(\epsilon) = \sum_s g(s) \frac{1}{1 - \epsilon + \epsilon \frac{\ell_i^m(s)}{\ell_i^r(s)}} - 1,
\]

moreover, its directive is

\[
f'(\epsilon) = \sum_s g(s) \frac{1 - \frac{\ell_i^m(s)}{\ell_i^r(s)}}{\left(1 - \epsilon + \epsilon \frac{\ell_i^m(s)}{\ell_i^r(s)}\right)^2}.
\]

Evaluate \( f'(\epsilon) \) at \( \epsilon = 0 \), we have

\[
f'(0) = \sum_s g(s) \left(1 - \frac{\ell_i^m(s)}{\ell_i^r(s)}\right) = 1 - \sum_s g(s) \frac{\ell_i^m(s)}{\ell_i^r(s)}.
\]

Since agent is radical, we have \( f'(0) < 0 \), then together with the fact \( f(0) = 0 \) and continuity of \( f(\epsilon) \), there exists an interval \( (0, c), c > 0 \) in which \( f(\epsilon) < 0 \). Thus, \( \mu_{i,t}(\theta_r) \) is a supermartingale in the corresponding interval, which contradict with \( \mu_{i,t}(\theta_r) \xrightarrow{t \to \infty} 1 \).

\[\blacksquare\]

\section*{F. PROOF OF PROPOSITION 5}

\textbf{Proof: } For any \( m \neq r \), taking logarithms of both sides of Eq. (3) and using Jensen’s inequality implies

\[
\log \mu_{i,t+1}(\theta_m) \geq \gamma \log \left(\frac{\ell_i^m(\omega_{i,t+1})}{d_i(\omega_{i,t+1})}\right) + \sum_{j=1}^{n} a_j \log \mu_{j,t}(\theta_m)
\]

Since \( vA = v \), let \( x_i(\theta_m) = \sum_{j=1}^{n} v_j \log \mu_{j,t}(\theta_m) \), multiplying both sides of the above inequality by \( v_i \) and summing up over \( i \) lead to

\[
x_{i+1}(\theta_m) - x_i(\theta_m) \geq q_i(\theta_m),
\]  \( \text{(17)} \)

where

\[
q_i(\theta_m) = \gamma \sum_{j=1}^{n} v_j \log \left(\frac{\ell_i^m(\omega_{i,t+1})}{d_i(\omega_{i,t+1})}\right).
\]

Then by summing up over \( t \), Eq.(17) leads to

\[
\frac{1}{T} (x_T(\theta_m) - x_0(\theta_m)) \geq \frac{1}{T} \sum_{t=0}^{T-1} q_t(\theta_m).
\]  \( \text{(18)} \)

Lemma 2 indicates \( d_i(s) \xrightarrow{t \to \infty} \ell_i^r(s) \) for all \( s \), hence

\[
p_i(\theta_m) = \gamma \sum_{j=1}^{n} v_j \log \left(\frac{\ell_i^m(\omega_{i,t+1})}{\ell_i^r(\omega_{i,t+1})}\right)
\]  \( \text{a.s. } t \to \infty \)

Thus with Eq(19), for all \( m \neq r \),

\[
\lim_{t \to \infty} \frac{1}{t} \log e_t \geq \frac{1}{t} \max_{m \neq r} \sum_{i=1}^{n} v_j \log \mu_{j,t}(\theta_m)
\]

\[
\geq \gamma \max_{m \neq r} \sum_{i=1}^{n} v_j k^r(\theta, \theta_r).
\]

almost surely, where the second inequality is a consequence of Eq.(19). Consequently,

\[
\lambda = \lim_{t \to \infty} \frac{1}{t} |\log e_t| \leq \gamma \min_{m \neq r} \sum_{i=1}^{n} v_j |k^r(\theta_m, \theta_r)|
\]

almost surely.

\[\blacksquare\]

\section*{REFERENCES}

[1] T. G. Lewis, \\Network Science: Theory and Applications. Hoboken, NJ, USA: Wiley, 2011.

[2] D. Easley and J. Kleinberg, \\Networks, Crowds, and Markets: Reasoning About a Highly Connected World, vol. 8. Cambridge, U.K.: Cambridge Univ. Press, 2010.

[3] B. Golub and E. Sadler. Learning in Social Networks. Accessed: Feb. 16, 2017. [Online]. Available: https://ssrn.com/abstract=2919146. doi: 10.2139/ssrn.2919146.
[4] C. Chamley, A. Scaglione, and L. Li, “Models for the diffusion of beliefs in social networks: An overview,” *IEEE Signal Process. Mag.*, vol. 30, no. 3, pp. 16–29, May 2013.

[5] L. Conrati and T. J. Roper, “Group decision-making in animals,” *Nature*, vol. 421, no. 6919, pp. 155–158, 2003.

[6] A. Jadhabaia, P. Molavi, A. Sandroni, and A. Tahbaz-Salehi, “Non-Bayesian social learning,” *Games Econ. Behav.*, vol. 76, no. 1, pp. 210–225, 2012.

[7] A. V. Banerjee, “A simple model of herd behavior,” *Quart. J. Econ.*, vol. 107, no. 3, pp. 797–817, 1992.

[8] B. Golub and M. O. Jackson, “Naïve learning in social networks and the wisdom of crowds,” *Amer. Econ. J. Microecon.*, vol. 2, no. 1, pp. 49–112, 2010.

[9] D. Acemoglu, M. A. Dahleh, I. Lobel, and A. Ozdaglar, “Bayesian learning in social networks,” *Rev. Econ. Stud.*, vol. 78, no. 4, pp. 1201–1236, 2011.

[10] M. H. DeGroot, “Reaching a consensus,” *J. Amer. Statist. Assoc.*, vol. 69, no. 345, pp. 118–121, Mar. 1974.

[11] A. G. Chandrasekhar, H. Larreguy, and J. P. Xandri, “Testing models of social learning on networks: Evidence from a framed field experiment,” *Massachusetts Inst. Technol.*, Cambridge, MA, USA, Working Paper, 2012.

[12] N. E. Friedkin and E. C. Johnsen, “Social influence and opinions,” *J. Math. Sociol.*, vol. 15, nos. 3–4, pp. 193–206, 1990.

[13] D. Gale and S. Kariv, “Bayesian learning in social networks,” *Games Econ. Behav.*, vol. 45, no. 2, pp. 329–346, 2003.

[14] J. Choi et al., “Learning in networks: An experimental study,” 2005.

[15] P. Molavi, A. Tahbaz-Salehi, and A. Jadhabaia, “A theory of non-Bayesian social learning,” *Econometrica*, vol. 86, no. 2, pp. 445–490, 2018.

[16] L. Qipeng, Z. Juhua, and W. Xiaofan, “Distributed detection via Bayesian updates and consensus,” in Proc. 34th Chin. Control Conf. (CCC), Jul. 2015, pp. 6992–6997.

[17] A. Nedić, A. Olshovsky, and C. A. Uribe, “Fast convergence rates for distributed non-Bayesian learning,” *IEEE Trans. Autom. Control*, vol. 62, no. 11, pp. 5538–5553, Nov. 2017.

[18] A. Jadhabaia, P. Molavi, and A. Tahbaz-Salehi, “Information heterogeneity and the speed of learning in social networks,” *Columbia Bus. School, Res. Paper* 13-28, May 2013. [Online]. Available: https://ssrn.com/abstract=2266979. doi: 10.2139/ssrn.2266979.

[19] Q. Liu, A. Fang, L. Wang, and X. Wang, “Non-Bayesian learning in social networks with time-varying weights,” in Proc. 30th Chin. Control Conf., Jul. 2011, pp. 4768–4771.

[20] Q. Liu and X. Wang, “Social learning with bounded confidence and heterogeneous agents,” *Phys. A, Stat. Mech. Appl.*, vol. 392, no. 10, pp. 2368–2374, 2013.

[21] C. Jiang, Y. Chen, Y. Gao, and K. J. R. Liu, “Indian buffet game with negative network externality and non-Bayesian social learning,” *IEEE Trans. Syst., Man, Cybern., Syst.*, vol. 45, no. 4, pp. 609–623, Apr. 2015.

[22] F. Rosas, J.-H. Hisao, and K.-C. Chen, “A technological perspective on information cascades via social learning,” *IEEE Access*, vol. 5, pp. 22605–22633, 2017.

[23] Y. Wang and P. M. Djuric, “Social learning with Bayesian agents and random decision making,” *IEEE Trans. Signal Process.*, vol. 63, no. 12, pp. 3241–3250, Jun. 2015.

[24] J. Ho, W. P. Tay, T. Q. S. Quek, and E. K. Chong, “Robust decentralized detection and social learning in tandem networks,” *IEEE Trans. Signal Process.*, vol. 63, no. 19, pp. 5019–5032, Oct. 2015.

[25] M. Noth and M. Weber, “Information aggregation with random ordering: Cascades and overconfidence,” *Econ. J.*, vol. 113, no. 484, pp. 166–189, 2002.

[26] J. Lorenz, H. Rauhut, F. Schweitzer, and D. Helbing, “How social influence can undermine the wisdom of crowd effect,” *Proc. Nat. Acad. Sci. USA*, vol. 108, no. 22, pp. 9020–9025, 2011.

[27] A. S. Pentland, “Beyond the echo chamber,” *Harvard Bus. Rev.*, vol. 91, no. 11, p. 80, 2013.

[28] F. Engel, E. Tsakas, and A. Vostroknutov, “Decision making with imperfect knowledge of the state space,” *METEOR, Maastricht Univ. School Bus. Econ.*, Maastricht, The Netherlands, Working Paper 013, Jan. 2011.

[29] J. M. Bernardo and A. F. Smith, *Bayesian Theory*, vol. 405, Hoboken, NJ, USA: Wiley, 2009.

[30] S. Bikhchandani, D. Hirshleifer, and I. Welch, “A theory of fads, fashion, custom, and cultural change as informational cascades,” *J. Political Economy*, vol. 100, no. 5, pp. 992–1026, 1992.

[31] A. Bandura, “Self-efficacy mechanism in human agency,” *American Psychologist*, vol. 37, no. 2, pp. 122, 1982.

[32] S. E. Asch, “Opinions and social pressure,” *Sci. Amer.*, vol. 193, no. 5, pp. 31–35, 1955.

[33] I. Ajzen and T. J. Madden, “Prediction of goal-directed behavior: Attitudes, intentions, and perceived behavioral control,” *J. Exp. Social Psychol.*, vol. 22, no. 5, pp. 453–474, 1986.

[34] I. D. Couzin, J. Krause, N. R. Franks, and S. A. Levin, “Effective leadership and decision-making in animal groups on the move,” *Nature*, vol. 433, no. 7025, pp. 513–516, 2005.

**SANNYUYA LIU** received the Ph.D. degree in systems engineering from the Huazhong University of Science and Technology (HUST), Wuhan, Hubei, China, in 2008. He has been a Professor and the Executive Deputy Director of the National Engineering Research Center for E-Learning, since 2006, and the Executive Deputy Director of the National Engineering Laboratory for Educational Big Data, since 2018. He is the copyright holder of more than 30 national patents. His research interests include data analytics and education, AI in education, ICT in education, social learning, and education big data. He received the First and Second Prizes for Scientific and Technological Progress of Hubei Province. He also received special subsidies from the Hubei Provincial Government. His professional affiliations include the ICT in Education Expert Panel of Ministry of Education of China, and the Hubei System Engineering Society.

**ZHONGHUA YAN** received the M.S. degree in communication engineering from the Harbin Institute of Technology (HIT), Harbin, Heilong, China, in 2010. He is currently pursuing the Ph.D. degree in management science and engineering from the National Engineering Research Center for E-Learning. He has been a Software Engineer and a System Architect with the National Engineering Research Center for E-Learning, since 2010. His research interests include complex networks, social learning, social network analysis, and software engineering.

**XIUFEI CHENG** was born in Xishui, Hubei, China, in 1981. He received the B.S. degree in computer science from Central China Normal University (CCNU), Wuhan, China, in 2004, the M.S.E. degree from the Computer Science Department, University of Wisconsin-Lacrosse, WI, USA, in 2007, and the Ph.D. degree in library and information science from CCNU, in 2013. From 2013 to 2018, he was a Lecturer and, then, an Associate Professor with the School of Information Management, CCNU. He is the author of one book, more than 20 articles, and more than ten software copyrights. He has presided the project supported by the Nature Science Foundation for Young Scholars of China, since 2015. His research interests include library digital resource citing, software design, statistics, and information retrieval.

**LIANG ZHAO** was born in Xixia, Henan, China, in 1984. She received the Ph.D. degree in electronic engineering from University College Dublin (UCD), Dublin, Ireland, in 2015. From 2015 to 2017, she held a postdoctoral position at The Insight Center for Data Analytics @ UCD (Insight@UCD), Dublin, Ireland. She has been an Associate Professor with Central China Normal University (CCNU), since 2017. She is the author of 14 journal papers (including ten SCI papers) and 18 conference papers. Her research interests include data analysis and prediction, time and frequency analysis, and digital holography. **...**