Rotational surfaces of prescribed Gauss curvature in $\mathbb{R}^3$
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Abstract

We study rotational surfaces in Euclidean 3-space whose Gauss curvature is given as a prescribed function of its Gauss map. By means of a phase plane analysis and under mild assumptions on the prescribed function, we generalize the classification of rotational surfaces of constant Gauss curvature; exhibit examples that cannot exist in the constant Gauss curvature case; and analyze the asymptotic behavior of strictly convex graphs. We also prove the existence of singular radial solutions intersecting orthogonally the axis of rotation.

1 Introduction

One of the most outstanding problems in Differential Geometry in the large is the Minkowski problem for ovaloids [14], whose formulation is stated next:

Let $K \in C^1(S^2)$, $K > 0$. Determine the existence of an ovaloid $\Sigma$ whose Gauss curvature $K_\Sigma$ is given at each $p \in \Sigma$ by

$$K_\Sigma(p) = K(\eta_p)$$

where $\eta : \Sigma \to S^2$ is the Gauss map.

In the words of Eugenio Calabi: “From the geometric view point it [the Minkowski problem] is the Rosetta Stone, from which several related problems can be solved”. As Calabi realized, the Minkowski problem has been the cornerstone thanks to which many researches have culminated spectacular advances in many fields. We highlight the works of Minkowski, Alexandrov, Nirenberg, Pogorelov, S.T. Yau and S.Y. Chen [14, 1, 15, 16, 5]. A necessary and sufficient condition for the existence of such an ovaloid is that $K > 0$ satisfies the following integral condition:

$$\int_{S^2} \frac{X}{K(X)} = 0.$$ 

In general, the study of surfaces in $\mathbb{R}^3$ defined by a prescribed curvature function in terms of its Gauss map goes back, at least, to the Minkowski and Christoffel problems [6], where in the latter the mean of the curvature radii of the surface are prescribed, i.e. $1/k_1 + 1/k_2 = 2K(\eta)$.
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Among the curvature functions that can be prescribed, another having a paramount importance is the mean curvature. The existence and uniqueness of prescribed mean curvature ovaloids has been addressed by many researches, among which we highlight Alexandrov, Pogorelov, Hartman, Wintner, B. Guan, P. Guan, Gálvez and Mira [1, 17, 12, 11, 9]. However, the global geometry of complete, non-compact examples was largely unexplored until the first author jointly with Gálvez and Mira [2, 3] started to develop the global theory of surfaces of prescribed mean curvature, making special emphasis on its relation with constant mean curvature surfaces and the translating solitons of the mean curvature flow. In [2] the authors focused on the structure of properly embedded surfaces, while in [3] the line of inquiry was the description of rotational examples.

In the same spirit as in the development of the theory of prescribed mean curvature surfaces, our goal in this paper is to further analyze the global structure of surfaces satisfying Eq. (1.1), taking as starting point the well-known theory of surfaces of constant Gauss curvature. Specifically, in this paper we focus on the existence and classification of rotational examples, provided that \( K \in C^1(S^2) \) is rotationally symmetric, that is

\[
K(X) = \mathfrak{R}(\langle X, e_3 \rangle), \quad \forall X \in S^2,
\]

for some \( \mathfrak{R} \in C^1([-1, 1]) \). In this case, the following definition arises:

**Definition 1** An immersed, oriented surface \( \Sigma \) in \( \mathbb{R}^3 \) with Gauss map \( \eta \) is a \( \mathfrak{R} \)-surface if

\[
K_\Sigma(p) = \mathfrak{R}(\langle \eta_p, e_3 \rangle), \quad \forall p \in \Sigma.
\]

The quantity \( \langle \eta_p, e_3 \rangle \) is the so-called angle function. Note that Euclidean translations, rotations around vertical lines and reflections respect vertical planes send \( \mathfrak{R} \)-surfaces into \( \mathfrak{R} \)-surfaces. Any such isometry keeps invariant the angle function, hence Eq. (1.4) holds. In particular, the notion of rotational \( \mathfrak{R} \)-surface is well-defined. Also, if \( \Sigma \) is a \( \mathfrak{R} \)-surface with Gauss map \( \eta \) and \( \Phi \) is a horizontal reflection, then \( \Sigma' = \Phi(\Sigma) \), endowed with \( -\eta' = -d\Phi(\eta) \) as Gauss map, is also a \( \mathfrak{R} \)-surface, since \( \langle \eta, e_3 \rangle = \langle -\eta', e_3 \rangle \). Note that changing \( \eta' \) into \( -\eta' \) does not change the Gauss curvature, which is a paramount difference when prescribing the mean curvature.

The most studied case of \( \mathfrak{R} \)-surfaces is, of course, when the function \( \mathfrak{R} \) is constant. The classification of rotational surfaces of constant Gauss curvature \( K \in \mathbb{R} \) is a well-known result, for whose proof three different cases are analyzed: \( K = 0 \), \( K < 0 \) and \( K > 0 \); see e.g. [4]. Going back to \( \mathfrak{R} \)-surfaces, in such generality for \( \mathfrak{R} \), it seems hopeless to find an explicit description of the corresponding examples. We overcome this difficulty by treating the ODE fulfilled by the profile curve of a rotational \( \mathfrak{R} \)-surface as a non-linear autonomous system, and derive a qualitative study of its solutions by means of a phase plane analysis. In this way, we will show that under mild assumptions on the prescribed function \( \mathfrak{R} \), the rotational \( \mathfrak{R} \)-surfaces follow a pattern that resemble us to the surfaces of constant Gauss curvature. However, different analytic behaviors of \( \mathfrak{R} \) will induce different global behaviors on the class of \( \mathfrak{R} \)-surfaces. As a matter of fact, we construct some examples that do not exist in when the Gauss curvature is constant; for example, complete \( \mathfrak{R} \)-surfaces of strictly negative Gauss curvature.

We next detail the organization of the paper and highlight some of the main results.

In Section 2, we introduce the phase plane of the solutions of the ODE fulfilled by the profile curve of a rotational surface satisfying (1.4). First, in Section 2.1, we derive those differential equations and deduce the non-linear autonomous system defined by them. The space of solutions
of this differential system allows us to properly define the phase plane in Section 2.2, where we exhibit its main properties. In Section 2.3, we address the problem of proving the existence of a radial graph intersecting orthogonally the axis of rotation that solves Eq. (1.4). Since the differential equations are singular at the axis of rotation, standard theory cannot be invoked in order to ensure the existence such a graph. Instead, we apply a fixed point argument on a differential operator to overcome these difficulties.

In Section 3, we classify rotational $K$-surfaces by analyzing their geometric properties through the qualitative study of the solutions of the phase plane. In the same fashion as for surfaces of constant Gauss curvature, we distinguish cases on $K$: in Section 3.1, we assume that $K$ vanishes at some point; in Section 3.2, we assume that $K$ is negative; and in Section 3.3, we assume that $K$ is positive. Under mild hypotheses on $K$, the examples obtained are a generalization of their constant Gauss curvature counterparts. We also prove the existence of $K$-surfaces that do not exist when $K$ is constant, such as complete graphs that are either entire or asymptotic to a vertical cylinder, or $K$-surfaces of strictly negative Gauss curvature.

Finally, in Section 4, we study the asymptotic behavior of the complete graphs defined in Section 3.1. First, we deduce that polynomials $x^n$ rotated around the $z$-axis generate $K$-surfaces for adequate choices of $K$, in terms of $n$. Then, we prove that depending on how $K$ vanishes at the origin, a complete graph intersecting orthogonally the axis of rotation can either converge to a vertical cylinder or be entire.

2 A phase plane study

Throughout this paper we consider $K \in C^1(S^2)$ and $\kappa \in C^1([-1,1])$ related by (1.3). In the present section we deduce the differential equations fulfilled by a rotational $K$-surface around the $z$-axis and introduce the phase plane, the main tool to derive the qualitative properties of their solutions.

2.1 The differential equations. Given an arc-length parametrized curve $\alpha(s) = (x(s), 0, z(s))$, $s \in I \subset \mathbb{R}$, we parametrize a rotational surface $\Sigma$ around the $z$-axis, $\{(0,0,t); t \in \mathbb{R}\}$, by

$$\psi(s, \theta) = (x(s) \cos \theta, x(s) \sin \theta, z(s)) : I \times (0,2\pi) \to \mathbb{R}^3.$$ 

Up to a change of the orientation, the angle function is given by $\nu(\psi(s, \theta)) = x'(s)$, and the principal curvatures of $\Sigma$ are

$$\kappa_1 = \kappa_\alpha(s) = x'(s)z''(s) - x''(s)z'(s), \quad \kappa_2 = \frac{z'(s)}{x(s)},$$

where $\kappa_\alpha(s)$ is the curvature of $\alpha(s)$ as a planar curve. The arc-length condition $x'(s)^2 + z'(s)^2 = 1$ ensures the existence of a $2\pi$-periodic function $\theta : I \to \mathbb{R}$ such that $x'(s) = \cos \theta(s)$, $z'(s) = \sin \theta(s)$. Geometrically, $\theta(s)$ is the angle between $\alpha'(s)$ and $e_1$. Therefore, from Eq. (2.1) we deduce that the following system holds

$$\begin{cases} 
    x'(s) = \cos \theta(s) \\
    z'(s) = \sin \theta(s) \\
    \theta'(s) = \frac{x(s)\kappa(s) \cos \theta(s)}{\sin \theta(s)}
\end{cases}$$

(2.2)
on every $J \subset I$ where $\theta(s) \neq n\pi$, $n \in \mathbb{Z}$.

Note that if $(x(s), z(s), \theta(s))$ solves system (2.2), then $(x(s), -z(s), 2\pi - \theta(s))$ is also a solution. So, we can restrict the image of $\theta(s)$ to lie in $(0, \pi)$ and as a consequence $\dot{z}(s) > 0$, i.e. the height function of $a(s)$ is always increasing. Hence, bearing in mind that $\dot{z}$ is defined by means of $x$ and $\theta$, (2.2) can be simplified as the autonomous ODE system given by

$$
\begin{pmatrix}
  x(s) \\
  \theta(s)
\end{pmatrix}' = \begin{pmatrix}
  \cos \theta(s) \\
  x(s) \mathcal{R}(\cos \theta(s)) / \sin \theta(s)
\end{pmatrix}, \quad \text{with } \theta(s) \in (0, \pi). \quad (2.3)
$$

2.2 The phase plane. The phase plane of (2.2) is $\Theta := [0, \infty) \times (0, \pi)$ with coordinates denoting, respectively, the distance to the axis of rotation and the angle of $a'(s)$ with the $e_1$-direction. The orbits $\gamma(s) = (x(s), \theta(s))$ are the solutions of (2.2).

As a first approach to the understanding of the phase plane, we compile some of its main properties.

**Lemma 2.1** The following properties are immediate from the definition of the phase plane.

1. If $\mathcal{R}(\cos \theta_0) = 0$, $\theta_0 \neq \pi/2$, the orbit $(s, \theta_0)$, $s \geq 0$, corresponds to a flat cone of constant angle function $\cos \theta_0$.

2. If $\mathcal{R}(0) = 0$, the constant orbit $(x_0, \pi/2)$, $x_0 > 0$ corresponds to the flat cylinder of radius $x_0$ and vertical rulings. In this case, the set $E_0 = \{(x_0, \pi/2), x_0 > 0\}$ will be referred as the equilibria of system (2.3).

3. If $\mathcal{R}(1) = 0$ (resp. $\mathcal{R}(-1) = 0$), horizontal planes with upwards (resp. downwards) orientation are $\mathcal{R}$ surfaces. The curve $(s, 0)$ (resp. $(s, \pi)$) for $s \geq 0$ in the boundary of $\Theta$ will be regarded as the orbit corresponding to such horizontal plane. Moreover, since $\mathcal{R}$ has $C^1$-regularity, no orbit in $\Theta$ can intersect the boundary component $(s, 0)$ (resp. $(s, \pi)$), $s > 0$.

4. For each $(x_0, \theta_0) \in \Theta$, the Cauchy problem of (2.3) for this initial data has existence and uniqueness. Therefore, the orbits provide a foliation by regular $C^1$ curves of $\Theta$ (or $\Theta - E_0$, if $E_0 \neq \emptyset$). As a matter of fact, if an orbit $\gamma(s)$ converges to some $e_0 \in E_0$ then $s \to \pm \infty$.

Next we focus on the motion of an orbit in $\Theta$. Observe that $\gamma'(s_0)$ is vertical if and only if $\theta(s_0) = \pi/2$. In particular, $\gamma$ can be written as a vertical graph $\theta = \theta(x)$ outside the line $\theta = \pi/2$. The lines $\theta = \theta_0$ such that $\theta_0 = \pi/2$ or $\mathcal{R}(\cos \theta_0) = 0$ divide $\Theta$ into connected components where the coordinates of an orbit are monotonous functions. Hence, at each of these monotonicity regions, the motion of $\gamma$ is uniquely determined as detailed next:

**Proposition 2.2** In the above conditions, for any $(x_0, \theta_0) \in \Theta - E_0$, $\mathcal{R}(\cos \theta_0) \neq 0$, the following properties hold:

1. If $\theta_0 \in (0, \pi/2)$ and $\mathcal{R}(\cos \theta_0) > 0$ (resp. $\mathcal{R}(\cos \theta_0) < 0$), then $\theta(x)$ is strictly increasing (resp. decreasing) at $x_0$.

2. If $\theta_0 \in (\pi/2, \pi)$ and $\mathcal{R}(\cos \theta_0) > 0$ (resp. $\mathcal{R}(\cos \theta_0) < 0$), then $\theta(x)$ is strictly decreasing (resp. increasing) at $x_0$.

3. If $\theta_0 = \pi/2$, then $\gamma$ is orthogonal to the line $\theta = \theta_0$.

The following result discusses whether an orbit $\gamma(s)$ can diverge in $\Theta$. 
Proposition 2.3 Let be $\mathcal{R} \in C^1([-1,1])$, $\gamma(s) = (x(s), \theta(s))$ an orbit in $\Theta$ and suppose that $x(s) \to \infty$ and $\theta(s) \to \theta_0 \in [0,\pi]$ as $s \to \pm\infty$. Then, $\mathcal{R}(\cos \theta_0) = 0$.

Proof: We suppose $s \to \infty$, since the case $s \to -\infty$ is analogous. From the monotonicity properties of $\Theta$ we deduce the existence of some $s_0$ such that for $s \geq s_0$, $\gamma(s)$ is contained in some monotonicity region of $\Theta$. At this monotonicity region we can express $\theta$ as a function of $x$, $\theta(x)$. The chain rule yields

$$\theta'(x) \cos \theta(x) = \frac{d\theta}{dx} \frac{dx}{ds} = \frac{d\theta}{ds} = \theta'(s) = \frac{x \mathcal{R}(\cos \theta(x))}{\sin \theta(x)}.$$  \hfill (2.4)

On the one hand, by hypothesis, when $x \to \infty$ we have $\theta(x) \to \theta_0$ and by the mean value theorem and by monotonicity $\theta'(x) \to 0$. On the other hand, after making $x \to \infty$ in Eq. (2.4) we conclude

$$0 = \mathcal{R}(\cos \theta_0) \frac{\sin \theta_0}{\sin \theta_0}.$$ 

So, $\mathcal{R}(\cos \theta_0) = 0$ in order for this limit to be well-defined. \hfill $\square$

2.3 Existence of radial solutions. We finish this section by studying $\mathcal{R}$-surfaces intersecting the axis of rotation. Let be $\theta_0 \in [0,\pi]$. If $\theta_0 \neq 0, \pi$, then the existence and uniqueness of the Cauchy problem for system (2.2) yields the existence of an orbit having the point $(0,\theta_0)$ as endpoint. This orbit generates a profile curve that intersects the axis of rotation at a cusp point with angle function equal to $\cos \theta_0$. In particular, the surface is not complete since it fails to be $C^1$ at this intersection point.

The two missing points of the phase plane are $(0,0)$ and $(0,\pi)$. An orbit having any of such points as endpoint corresponds to a $\mathcal{R}$-surface intersecting orthogonally the axis of rotation. The existence of such orbits follows easily from the existence of a rotational graph satisfying (1.4). We prove the existence of such a graph next.

Let us express a rotational $\mathcal{R}$-surface as the radial graph

$$(x \cos \theta, x \sin \theta, u(x)), \quad x > 0.$$  \hfill (2.5)

With this parametrization, the angle function is $1/\sqrt{1 + u'(x)^2}$ and Eq. (1.4) writes as

$$\frac{u''u'}{x(1 + u'^2)^2} = \mathcal{R} \left( \frac{1}{\sqrt{1 + u'^2}} \right).$$  \hfill (2.6)

Multiplying by $x$ and after integration, this equation transforms into

$$\left( \frac{u'^2}{1 + u'^2} \right)' = 2x \mathcal{R} \left( \frac{1}{\sqrt{1 + u'^2}} \right).$$

The existence of a rotational $\mathcal{R}$-surface intersecting orthogonally the axis of rotation is equivalent to establish the existence of a classical solution of

$$\left\{ \begin{array}{l} \left( \frac{u'^2}{1 + u'^2} \right)' = 2x \mathcal{R} \left( \frac{1}{\sqrt{1 + u'^2}} \right) \quad \text{in } (0, \delta), \\ u(0) = 0, \quad u'(0) = 0, \end{array} \right.$$  \hfill (2.7)

for some $\delta > 0$. First, observe that Eq. (2.7) is singular at $x = 0$, hence we cannot apply standard theory to ensure its existence. Second, the condition $u(0) = 0$ is not restrictive at all because our problem is invariant under vertical translations. Finally, the condition $u'(0) = 0$ is just the fact that the graph intersects orthogonally the axis of rotation.
Theorem 2.4 Let be \( \mathfrak{R} \in C^1([-1, 1]) \) such that \( \mathfrak{R}(1) \geq 0 \). The initial value problem (2.7) has a unique solution \( u \in C^2([0, \delta]), u \geq 0 \), for some \( \delta > 0 \).

Proof: The arguments for the proof of this result are inspired by the study of radial solutions to certain divergence-type equations; see [7] and also Prop. 5 in [13].

We define

\[
f(y) = \frac{y}{1 + y}, \quad \phi(y) = 2\mathfrak{R}\left(\frac{1}{\sqrt{1 + y}}\right).
\]

Fix \( \delta > 0 \) to be determined later. A function \( u(x) \in C^2([0, \delta]) \) is a solution of (2.7) if and only if

\[
(f(u'(x)^2))' = x\phi(u'(x)^2), \quad u(0) = 0, \quad u'(0) = 0.
\]

If we write \( u'(x)^2 = g(x) \), then the above equation is

\[
(f(g(x)))' = x\phi(g(x)), \quad g(0) = 0. \tag{2.8}
\]

After solving \( g(x) \) in (2.8), we define the operator \( \mathfrak{T} \) by

\[
(\mathfrak{T}g)(x) = f^{-1}\left(\int_0^x t\phi(g(t))dt\right).
\]

Note that the existence of a fixed point of \( \mathfrak{T} \) is equivalent to the existence of a solution of (2.8).

At this point, since \( f^{-1} \) and \( \phi \) are Lipschitz continuous in \([-\varepsilon, \varepsilon]\) for \( 0 < \varepsilon < 1 \), arguing as in the proof of Proposition 5 in [13] we conclude that \( \mathfrak{T} \) is a contraction in the space \( C^0([0, \delta]), ||\cdot||_\infty) \), after choosing \( \delta > 0 \) small as necessary. Hence, we ensure the existence of \( g \in C^0([0, \delta]) \) such that \( \mathfrak{T}g = g \). Now, since Eq. (2.8) has a unique \( C^1 \) solution for the initial data \( g(x_0) = g_0, x_0 > 0 \), the function \( g \) lies in the space \( C^0([0, \delta]) \cap C^1((0, \delta)). \)

Since \( u'(x)^2 = g(x) \) we conclude that \( u'(x) = \pm\sqrt{g(x)} \). We assume \( u'(x) = \sqrt{g(x)} \), i.e. \( u(x) \geq 0 \), since the case \( u'(x) = -\sqrt{g(x)} \), which leads to \( u(x) \leq 0 \), is similar after a reflection and a change of the orientation.

At this point, \( u(x) \) is a solution of (2.7) provided that it belongs to \( C^2([0, \delta]) \), i.e. that it has \( C^2 \)-regularity at \( x = 0 \). Taking limit in Eq. (2.6) as \( x \to 0 \) and applying the L'Hôpital rule yields

\[
u''(0)^2 = \mathfrak{R}(1).
\]

Since \( \mathfrak{R}(1) \geq 0 \), the value \( u''(0) \) is well-defined and thus \( u \in C^2([0, \delta]) \). This proves Th. 2.4. \( \square \)

Observation 1 For the existence of a radial solution intersecting orthogonally the axis of rotation with unit normal \(-e_3\), we argue as before. The only difference is to change the parametrization given by (2.5) to

\[
((\delta - x) \cos \theta, (\delta - x) \sin \theta, u(x)), \quad x \in [0, \delta], \quad u'(\delta) = 0,
\]

whose induced normal at the axis of rotation is \(-e_3\). Details are skipped.

The existence of radial solutions of Eq. (1.4) provided by Th. 2.4 has the following consequence on the phase plane.

Corollary 2.5 Let be \( \mathfrak{R} \in C^1([-1, 1]) \). If \( \mathfrak{R}(1) \geq 0 \) (resp \( \mathfrak{R}(-1) \geq 0 \)), there exists an orbit \( \gamma_+ \) (resp. \( \gamma_- \)) having the point \((0, 0)\) (resp. \((0, \pi)\)) as endpoint.
3 Rotational $\mathcal{R}$-surfaces

Once the properties of the phase plane have been introduced, we aim to give a classification of rotational $\mathcal{R}$-surfaces. We divide this study by analyzing three possible behaviors of $\mathcal{R}$: it vanishes at some point, it is positive, or it is negative. These cases are inspired in the classification of rotational surfaces of constant Gauss curvature.

3.1 Case where $\mathcal{R}$ vanishes. In this section, we assume that $\mathcal{R} \in C^1([-1, 1])$ vanishes.

Recall that when $\mathcal{R}$ is constantly zero, the rotational flat surfaces are cones, cylinders and horizontal planes, all of them parametrized by their angle function. Indeed, cones have constant angle varying between 0 and $\pm 1$, limit cases corresponding to cylinders and horizontal planes, respectively. If $\nu \neq 0$ we denote by $C_{\nu}$ to the cone of constant angle $\nu$.

As remarked in Lem. 2.1 and Prop. 2.2, both the local and global behavior of $\mathcal{R}$ fully determine the structure of the phase plane. Nonetheless, although a general classification result for rotational $\mathcal{R}$-surfaces for an arbitrary $\mathcal{R}$ seems hopeless, a common example arises when assuming that $\mathcal{R}$ vanishes at some point, as we prove next.

**Proposition 3.1** Let be $\mathcal{R} \in C^1([-1, 1])$ such that $\mathcal{R}(v_0) = 0$ for some $v_0 \in (-1, 1)$. If $v_0 > 0$ and $\mathcal{R}(1) > 0$ (resp. $v_0 \leq 0$ and $\mathcal{R}(-1) > 0$), there exists a rotational, strictly convex, upwards (resp. downwards) oriented, entire $\mathcal{R}$-graph $\Sigma_{v_0}$. Moreover, if $v_0 \neq 0$, after a vertical translation $\Sigma_{v_0}$ is asymptotic to $C_{\nu}$.

**Proof:** We prove the case that $v_0 \geq 0$ and $\mathcal{R}(1) > 0$, since the case $v_0 \leq 0$, $\mathcal{R}(-1) > 0$, is similar. Let $\hat{v}_0$ be the largest value in $[0, 1]$ where $\mathcal{R}$ vanishes and define $\theta_0 = \arccos \hat{v}_0$. For saving notation, we will keep naming $\hat{v}_0$ as $v_0$.

By the definition of $v_0$ and since $\mathcal{R}(1) > 0$, $\mathcal{R}_{[v_0, 1]}$ is non-negative and only vanishes at $v_0$. As a matter of fact, $\Theta_+ = \{(x, \theta) \in \Theta; \theta < \theta_0\}$ is a monotonicity region and due to Prop. 2.2, an orbit $\gamma(s) = (x(s), \theta(s))$ in $\Theta_+$ satisfies $x'(s) > 0$ and $\theta'(s) > 0$.

Let $\gamma_+(s)$ be the orbit in $\Theta$ with $\gamma_+(0) = (0, 0)$ as endpoint, given by Cor. 2.5. This orbit generates a planar, arc-length parametrized curve $a_+(s)$ in $\mathbb{R}^3$ intersecting the $z$-axis orthogonally with upwards unit normal. Thus, $\gamma_+(s)$ lies in $\Theta_+$ for $s > 0$ small enough; see Fig. 1, left.

At this point, we distinguish cases on $v_0$. First, assume that $v_0 \neq 0$ (i.e. $\theta_0 \neq \pi/2$) and define $\gamma_{v_0}(s) = (s, \theta_0)$, $s \geq 0$, the orbit corresponding to the cone $C_{\nu}$. We prove that $\gamma_+$ cannot converge to some $(x_0, \theta_0) \in \gamma_{v_0}$. Arguing by contradiction, suppose that $\gamma_+ \to (x_0, \theta_0) \in \gamma_{v_0}$, which necessarily holds as $s \to \infty$ by the uniqueness of the Cauchy problem. Since $x(s) \to x_0$ as $s \to \infty$, by the mean value theorem we conclude that $x'(s) \to 0$ as $s \to \infty$. However, this is a contradiction since $x'(s) = \cos \theta(s)$ and $\theta(s) \to \theta_0 \neq \pi/2$. Therefore, $\gamma_+$ can be expressed a graph $\theta(x)$ in $\Theta_+$ satisfying $\theta(0) = 0, \theta'(x) > 0$ and $\theta(x) < \theta_0$ for every $x > 0$. In particular, by Prop. 2.3 we have $\lim_{x \to \infty} \theta(x) = \hat{\theta}_0$, that is $\theta(x)$ has $\gamma_{v_0}$ as horizontal asymptote and converges to it.

If $v_0 = 0$, the orbit $\gamma_+$ satisfies $\theta(s) \to \pi/2$ as $s \to \infty$ and $x(s)$ can either behave as: $x(s) \to x_0 > 0$ or $x(s) \to \infty$. In Section 4 we study in detail these two possibilities.

In any case, the curve $a_+(s)$ in $\mathbb{R}^3$ defined by $\gamma_+(s)$ is complete and intersects the $z$-axis orthogonally. Moreover, if $v_0 \neq 0$, up to a vertical translation, $a_+$ converges to $C_{\nu}$ (see Fig. 1, right); otherwise, it either converges to a flat cylinder of a certain radius or is an entire graph. The surfa-
Fig. 1: Left: The phase plane for a function $K$ such that $K(\theta_0) = 0$, $\theta_0 < \pi/2$ and $K(1) > 0$, and the orbit $\gamma_+$. Right, the profile curve of the entire graph associated to $\gamma_+$.

ce obtained by rotating $\alpha_+$ around the z-axis is a $\mathcal{K}$-surface with the properties announced in the statement of Prop. 3.1.

This completes the proof for the case that $\nu_0 \geq 0$. The case $\nu_0 < 0$ is treated similarly. \hfill $\square$

In the case that $K(1) = 0$ (resp. $K(-1) = 0$), horizontal planes with upwards (resp. downwards) orientation are $\mathcal{K}$-surfaces. Depending on the properties of $\mathcal{K}$, one can find different behaviors in the class of $\mathcal{K}$-surfaces. For instance, the next cases are easy to prove using the properties of the phase plane, although details will be skipped here.

**Example 1** Let be $K \in C^1([-1,1])$ such that $K(\pm 1) = 0$.

- If $K(y) > 0$, $\forall y \in (-1,1)$, then for every $x_0 > 0$ there exists an orbit passing through $(x_0, \pi/2)$ and having two points at $x = 0$ as endpoints. Consequently, the $\mathcal{K}$-surfaces are a 1-parameter family of compact, non-complete surfaces intersecting the axis of rotation at singular cusp points.
- If $K(y) < 0$, $\forall y \in (-1,1)$, then for every $x_0 > 0$ there exists an orbit passing through $(x_0, \pi/2)$ and whose ends are asymptotic to the lines $x = 0$ and $x = \pi$. Consequently, the $\mathcal{K}$-surfaces associated to these orbits are a 1-parameter family of properly embedded annuli that resemble to the usual minimal catenoids of negative Gauss curvature.

### 3.2 The case $\mathcal{K} < 0$

This section is devoted to classify rotational $\mathcal{K}$-surfaces for the case that $\mathcal{K} < 0$. Note that since $\mathcal{K}$ is $C^1$, there exists $c_0 < 0$ such that $\mathcal{K} \leq c_0 < 0$, and in particular none of the following $\mathcal{K}$-surfaces is complete, in virtue of Efimov’s theorem: no $C^2$-surface can be immersed in $\mathbb{R}^3$ if its Gauss curvature is bounded from above by a negative constant [8].

The classification result proved next is a generalization of the well-known case of constant Gauss curvature $K < 0$.

**Theorem 3.2** Let be $\mathcal{K} \in C^1([-1,1])$ such that $\mathcal{K} < 0$. The rotational $\mathcal{K}$-surfaces are classified as follows:

1. For each $x_0 > 0$, a $\mathcal{K}$-surface diffeomorphic to $S^1 \times (0,1)$ having as boundary circumferences of certain radii, and whose waist (the smallest circumference) has radius $x_0$.
2. For each $\nu_0 \in (-1,1)$, $\nu_0 \neq 0$, a simply connected $\mathcal{K}$-surface that intersects the axis of rotation with angle function equal to $\nu_0$, and has as boundary a circumference of a certain radius.
3. Two $\mathcal{R}$-surfaces diffeomorphic to $S^1 \times (0, 1)$. One end of is unbounded and converges to the $z$-axis, and the other has as boundary a circumference of a certain radius.

Moreover, the boundary circumferences consist on singular points that do not belong to any $\mathcal{R}$-surface.

**Proof:** Let be $\mathcal{R} \in C^1([-1, 1])$ such that $\mathcal{R} < 0$. The structure of the phase plane is the following: there are two monotonicity regions, namely $\Theta_1 = \Theta \cap \{0 < \theta < \pi/2\}$ and $\Theta_2 = \Theta \cap \{\theta > \pi/2\}$, with monotonicity directions given by Prop. 2.2.

First, we prove Item 1. Let be $x_0 > 0$ and $\gamma_{x_0}(s)$ the orbit in $\Theta$ such that $\gamma_{x_0}(0) = (x_0, \pi/2)$. For $s > 0$ (resp. $s < 0$), $\gamma_{x_0}(s)$ lies in $\Theta_1$ (resp. in $\Theta_2$); we focus in the case $s > 0$ since the opposite is similar.

By monotonicity, $\gamma_{x_0}(s)$ is written as a vertical graph $g_{x_0}(x)$, $x \geq x_0$ such that $g_{x_0}(x_0) = \pi/2$ and $g_{x_0}'(x) < 0$. Note that $g_{x_0}$ cannot satisfy $g_{x_0}(x) \to \theta_0$ as $x \to \infty$ in virtue of Prop. 2.3, and cannot converge to a finite point $(x_0, \theta_0) \in \Theta_1$. So, the only possibility is that $\gamma_{x_0}(s) \to (x_0^2, 0)$ as $s \to s_0$ for some $x_0^2 > x_0$. For $s < 0$ the discussion is similar, i.e. $\gamma_{x_0}(s)$ converges to some $(x_0^2, \pi)$ with $x_0^2 > x_0$.

Hence, for each $x_0 > 0$, $\gamma_{x_0}(s)$ is a bi-graph over $\{(x, \pi/2), x \geq 0\}$ that has $(x_0^2, 0)$ and $(x_0^2, \pi)$ as endpoints. The corresponding $\mathcal{R}$-surface is diffeomorphic to $S^1 \times (0, 1)$, is a bi-graph over some horizontal plane and has as boundary two circles of singular points of radii $x_0^2$ and $x_0^2$; see Fig. 2, the orbit and profile curve in orange.

![Fig. 2: Left: the phase plane and the different orbits for a function $\mathcal{R} < 0$. Right: the profile curve associated to each orbit.](image)

For the proof of Item 2, let be $v_0 \in (0, 1)$, define $\theta_0 = \arccos v_0$ and consider $\gamma_{\theta_0}(s)$ the orbit in $\Theta$ having at $s = 0$ the point $(0, \theta_0)$ as endpoint; the case $v_0 \in (-1, 0)$ is similar. By monotonicity, $\gamma_{\theta_0}(s)$ lies in $\Theta_1$ for $s > 0$ and stays there while it converges to some finite point $(r_0, 0)$. The corresponding $\mathcal{R}$-surface is a simply connected graph having as boundary a circle of singular points of radius $r_0$; see Fig. 2, the orbit in green.

Lastly, we exhibit the existence of two $\mathcal{R}$-surfaces with the properties announced in Item 3. The following claims will be needed in order to achieve this proof:

**Claim 1** If $\gamma(s) = (x(s), \theta(s))$ is an orbit in $\Theta$ converging to the point $(0, \pi/2)$, the parameter $s$ must
tend to $\pm\infty$

**Proof of the Claim:** Recall that the orbit $\gamma$ is a solution of

$$
\begin{pmatrix}
  x(s) \\
  \theta(s)
\end{pmatrix}' = \begin{pmatrix}
  \cos \theta(s) \\
  x(s) \frac{\pi(\cos \theta(s))}{\sin \theta(s)}
\end{pmatrix} := F(x, \theta).
\tag{3.1}
$$

The function $F(x, \theta)$ is $C^1$ at $(0, \pi/2)$, hence there exists a unique solution of (3.1) with this initial data. Indeed, the explicit solution is given by $x(s) = 0$, $\theta(s) = \pi/2$. We emphasize that this solution does not generate a $S$-surface since the corresponding arc-length parametrized curve is $x(s) = 0$, $z(s) = s$, which agrees with the axis of rotation. By uniqueness of the Cauchy problem of (3.1) for the initial condition $(0, \pi/2)$, an orbit in $\Theta$ cannot have as finite endpoint such initial condition, hence if $\gamma(s)$ converges to $(0, \pi/2)$, it does with $s \to \pm\infty$. This proves Claim 1. $\square$

Consider a strictly decreasing sequence $x_n > 0$, $x_n \to 0$, and let $\gamma_{x_n}(s) = (x_n(s), \theta_n(s))$ be the orbit in $\Theta$ such that $\gamma_{x_n}(0) = (x_n, 0)$. As defined in the proof of Item 1 for $s > 0$, we define $x_n^1 > x_n$ the value for which $(x_n^1, 0)$ is the endpoint of $\gamma_{x_n}$.

**Claim 2** The sequence $x_n^1$ as defined above satisfies $x_n^1 \to x_\infty > 0$.

**Proof of the Claim:** By their definition, and since two distinct orbits in $\Theta$ cannot intersect, it is clear that if $x_n < x_n^1$ then $x_n^1 \leq x_n$. So, $x_n^1$ is a decreasing sequence of positive numbers. We claim that this sequence is bounded from below above zero. Indeed, take some $\bar{\theta}_0 \in (0, \pi/2)$ and consider the orbit $\gamma_{\bar{\theta}_0}(s)$ having $(0, \bar{\theta}_0)$ as endpoint. The discussion made in the proof of Item 2 ensures us that $\gamma_{\bar{\theta}_0}$ converges to some $(r_0, 0)$, $r_0 > 0$. Since $\gamma_{\bar{\theta}_0}$ and each $\gamma_{x_n}$ are disjoint orbits, it is clear that $r_0 \leq x_n^1$, $\forall n$. In conclusion, $x_n^1 \to x_\infty \geq r_0$ as $n \to \infty$ and in particular $x_\infty^1 > 0$. This proves Claim 2. $\square$

So, as $n \to \infty$ the orbits $\gamma_{x_n}$ converge to some orbit $\gamma_\infty^1$ having the points $(0, \pi/2)$ and $(x_\infty^1, 0)$ as limit endpoints. Moreover, $\gamma_\infty^1$ converges to $(0, \pi/2)$ as $s \to -\infty$; see Fig. 2, the orbit in blue.

Finally, let $\alpha_{x_n}(s)$ be the arc-length parametrized curve associated to $\gamma_{x_n}(s)$ and denote by $S_{x_n}$ to the $S$-surface generated by $\alpha_{x_n}$. When $s \to -\infty$, $x(s) \to 0$ and $z'(s) \to 1$, and the length of $\alpha_{x_n}(s)$ tends to infinity, that is $\alpha_{x_n}(s)$ converges to the z-axis. So, $S_{x_n}$ has the topology of $S^1 \times (0, 1)$, with one end converging to the z-axis and the other having as boundary a circle of singular points of radius $x_\infty^1$.

The $S$-surface $S_{x_n}$ is defined in the same fashion, but taking the orbits $\gamma_{x_n}(s)$ such that $\gamma_{x_n}(0) = (x_n, 0)$ and making $s < 0$. Hence, each $\gamma_{x_n}(s)$ lies in $\Theta$ and this time the limit orbit $\gamma_\infty^2$ converges to $(0, \pi/2)$ as $s \to -\infty$.

The $S$-surfaces $S_{x_n}$, $i = 1, 2$, are the analogous to the pseudosphere of constant curvature $K = -1$.

**Observation 2** Assume that $\mathcal{R}(y) < 0$, $\forall y \in (-1, 1)$ and $\mathcal{R}(\pm 1) = 0$. Then, as concluded in Ex. 1, the orbits of type $\gamma_{x_\infty}$ and $\gamma_{\infty}^i$, $i = 1, 2$, are asymptotic to the lines $x = 0$ and $x = \pi$. In particular, all the corresponding $S$-surfaces are complete, and none of them are a contradiction with Efimov’s theorem since their Gauss curvature tend to zero. The orbits of type $\gamma_{\bar{\theta}_0}$ are also asymptotic to the lines $x = 0$ and $x = \pi$, generating entire graphs having a cusp point at the axis of rotation.
3.3 The case $\mathcal{R} > 0$. In this section we focus on the case $\mathcal{R} > 0$ and aim to generalize the case of constant curvature $K > 0$. Among the surfaces of positive constant curvature, the most highlighted without any doubt is the round sphere. It is the only complete surface of constant positive curvature, has different characterizations, and has been widely used to prove several results in many geometric frameworks.

Regarding $\mathcal{R}$-surfaces, if $K(\eta) = \langle \eta, e_3 \rangle$ is rotationally symmetric, a straightforward change of variable in Eq. (1.2) yields that a necessary and sufficient condition on $\mathcal{R}$ for the existence of a $\mathcal{R}$-sphere is

$$\int_{-1}^{1} \frac{y}{\mathcal{R}(y)} = 0. \quad (3.2)$$

The next result generalizes the classification of constant positive curvature surfaces, provided that $\mathcal{R} > 0$ satisfies this integral condition.

**Theorem 3.3** Let be $\mathcal{R} \in C^1([-1, 1], \mathbb{R} > 0$, satisfying (3.2). Then, rotational $\mathcal{R}$-surfaces are classified as follows:

1. A strictly convex sphere intersecting orthogonally the axis of rotation. This sphere is unique among compact, immersed $\mathcal{R}$-surfaces of genus 0 in $\mathbb{R}^3$.
2. A 1-parameter family of compact, non-complete surfaces intersecting the axis of rotation at two cusp points. Moreover, the parameter defining this family is the angle of intersection with the axis of rotation.
3. A 1-parameter family of non-complete annuli, whose ends converge to two circles of singular points. Moreover, the parameter defining this family is the maximum distance to the axis of rotation.

**Proof:** Since $\mathcal{R} > 0$, the structure of the phase plane is as follows: there exist two monotonicity regions $\Theta_1 = \{ \theta < \pi/2 \}$ and $\Theta_2 = \{ \theta > \pi/2 \}$ where an orbit $\gamma = (x, \theta)$ satisfies $x' > 0$ and $x' < 0$, respectively. Since $\mathcal{R} > 0$ it follows that $\theta' > 0$ at both regions.

The existence of a strictly convex sphere follows immediately from the Minkowski theorem [14]. The fact that the sphere is rotational follows by applying Alexandrov reflection technique with respect to vertical planes. The uniqueness of this sphere follows from the outstanding work of [10], see Th. 1.6. Therefore, there exists an orbit $\gamma_+$ having $(0, 0)$ and $(0, \pi)$ as endpoints. As a matter of fact, this orbit intersects the line $\theta = \pi/2$ at some $(x_+, \pi/2)$ with $x_+ > 0$. See Fig. 3, the orbit in blue.

Next, fix some $\theta_0 \in (0, \pi/2)$. Then, there exists an orbit $\gamma_{\theta_0}$ having $(0, \theta_0)$ as endpoint. Since $\gamma_{\theta_0}$ and $\gamma_+$ cannot intersect each other, $\gamma_{\theta_0}$ ends up at the line $x = 0$. The corresponding $\mathcal{R}$-surface is compact and intersects the axis of rotation at two cusp points. See Fig. 3, the orbit in orange.

Finally, fix some $x_0 > x_+$. The orbit $\gamma_{x_0}$ passing through $(x_0, \pi/2)$ must converge to the lines $\theta = 0$ and $\theta = \pi$, without intersecting them, and with decreasing $x$-coordinate. Therefore, the corresponding $\mathcal{R}$-surface is homeomorphic to an annulus whose ends converge to circles of singular points. Moreover, the maximum distance of this annulus to the axis of rotation is precisely $x_0$. See Fig. 3, the orbit in purple.

This completes the proof of Th. 3.3.

For the case that the integral condition (1.2) fails, the different possible behaviors of $\mathcal{R}$ determine the properties of the corresponding $\mathcal{R}$-surfaces. For example, it can be proved (although details are skipped at this point) that the $\mathcal{R}$-surfaces for the function $\mathcal{R}(y) = y + 2$ are as described next:
Fig. 3: Left: the phase plane and the different orbits for a function $K > 0$ such that Eq. (3.2) holds. Note the lack of symmetry of the phase plane with respect to $\theta = \pi/2$, since $K$ fails to be even. Right: the profile curve associated to each orbit.

1. The orbit starting at $(0, 0)$ ends up at some $(0, \theta_0)$ with $\theta_0 > \pi/2$. Therefore, the corresponding $\mathcal{R}$-surface has a singular cusp point at the axis of rotation.

2. The orbit ending at $(0, \pi)$ starts at some $(x_0, 0)$, with $x_0 > 0$, without intersecting it. Therefore, the corresponding $\mathcal{R}$-surface converges to a circle of singular points.

3. Any other orbit intersecting the line $x = 0$ generates a $\mathcal{R}$-surface intersecting the axis of rotation at a cusp point.

4. Any other orbit not being one of the aforementioned ones generates a $\mathcal{R}$-surface homeomorphic to an annulus whose ends converge to circles of singular points.

In particular, none of these $\mathcal{R}$-surfaces are complete, in contrast with the case of positive, constant curvature.

4 The asymptotic behavior of complete rotational $\mathcal{R}$-graphs

In Section 3.1 we proved that if $K(y) > 0$, $\forall y \in (0, 1)$ and $K(0) = 0$ then the rotational $\mathcal{R}$-surface intersecting orthogonally the axis of rotation is a strictly convex graph that either converges to a flat cylinder or is entire. In this section, we study in detail this behavior.

Let $u : [0, R_0) \to \mathbb{R}$, $R_0 \leq \infty$ be a $C^2$ positive function, and let $\Sigma_u$ be the surface obtained by rotating the graph $(x, 0, u(x))$ around the $z$-axis. Our first goal is to prove that surfaces obtained by rotating polynomials $x^n$, $n \geq 2$, are $\mathcal{R}$-surfaces for adequate choices of the prescribed function.

Proposition 4.1 Let be $u_n(x) = x^n$, $n \geq 2$, and consider $\Sigma_{u_n}$ the upwards oriented surface in $\mathbb{R}^3$ obtained by rotating the graph of $u_n(x)$ around the $z$-axis. Then, $\Sigma_{u_n}$ is a $\mathcal{R}_n$-surface for the prescribed function

$$\mathcal{R}_n(y) = (n - 1)y^{2n/2} - (1 - y^n)^{n-2}/n.$$ 

Proof: Let be $u_n(x)$, $x \geq 0$, and $\Sigma_{u_n}$ as in the hypothesis of Prop. 4.1. According to Eq. (2.6), the Gauss curvature of $\Sigma_{u_n}$ is well-defined at $x = 0$ if and only if $n \geq 2$, and its value is zero.

Since $u_n(x)$ is strictly convex for $x > 0$, $\Sigma_{u_n}$ is a $\mathcal{R}$-surface for some 1-dimensional function $\mathcal{R}_n(y)$ such that $\mathcal{R}_n(y) > 0$, $\forall y \in (0, 1)$. We derive next the explicit expression of $\mathcal{R}_n$. The angle function
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$v_n(x)$ of $\Sigma_{u_n}$ is

$$v_n(x) = \frac{1}{\sqrt{1 + n^2 x^{2(n-1)}}}, \quad (4.1)$$

and so Eq. (2.6) reads as

$$K_{\Sigma_{u_n}} = n^2(n-1)x^{2(n-2)}v_n(x)^4.$$ 

Solving $n^2x^{2(n-1)}$ from Eq. (4.1) in terms of $v_n$ and substituting yields

$$K_{\Sigma_{u_n}} = \frac{(n-1)v_n(x)^2(1-v_n(x)^2)}{x^2}.$$ 

Finally, by solving $x^2$ from Eq. (4.1) in terms of $v_n$ and substituting we conclude

$$K_{\Sigma_{u_n}} = \frac{(n-1)v_n(x)^2(1-v_n(x)^2)}{n^2}.$$ 

that is, $K_{\Sigma_{u_n}}$ is expressed in terms of $v_n$. Hence, by defining

$$K_n(y) = \frac{(n-1)v_n(x)^2(1-v_n(x)^2)}{n^2}, \quad (4.2)$$

we conclude that $\Sigma_{u_n}$ is a $K_n$-surface for the prescribed function $K_n$. □

Observation 3  Recall that these surfaces do not depend $C^1$ on the angle function at the intersection with the axis of rotation. Indeed, at $y = 1$ the function $\bar{R}_n$ behaves as $(1 - y)^{\frac{2n}{n^2-1}}$, which fails to be $C^1$. Nevertheless, for the behavior at infinity we are only interested at the behavior of $\bar{R}_n$ at $y = 0$, where it has $C^1$-regularity.

Note that $\bar{R}_n(0) = 0$ and so $K_{\Sigma_{u_n}} \to 0$ as $x \to \infty$. Furthermore, $\bar{R}_n(y)$ behaves at $y = 0$ as

$$\lim_{y \to 0} \frac{\bar{R}_n(y)}{y^{\alpha(n)}} = n - 1 > 0, \quad \alpha(n) := \frac{2n}{n-1}.$$ 

The following result gives an explicit expression for rotational graphical $\bar{R}$-surfaces when $\bar{R}(y) = y^\alpha$, and its proof follows easily by explicit integration of Eq. (2.6).

Proposition 4.2  Let be $\bar{R}(y) = y^\alpha$, $\alpha > 0$, and $u_{\alpha}(x)$, $x \geq 0$, the function defining the graph of the rotational $\bar{R}$-surface intersecting orthogonally the axis of rotation with upwards orientation.

1. If $\alpha > 2$, then

$$u_{\alpha}(x) = \int_0^x \sqrt{\left(\frac{\alpha - 2}{2}t^2 + 1\right)^{\frac{2}{\alpha}} - 1} \ dt.$$ 

In particular, $u_{\alpha}(x)$ is defined for every $x \geq 0$, $\Sigma_{u_{\alpha}}$ is an entire graph, and

$$\lim_{x \to \infty} \frac{u_{\alpha}(x)}{x^{n(\alpha)}} = C > 0, \quad n(\alpha) := \frac{\alpha}{\alpha - 2}.$$ 

2. If $\alpha = 2$, then

$$u_2(x) = \int_0^x \sqrt{e^{t^2} - 1} \ dt.$$ 

In particular, $u_2(x)$ is defined for every $x \geq 0$ and $\Sigma_{u_2}$ is an entire graph.
3. If \( \alpha < 2 \), then

\[
u_\alpha(x) = \int_0^x \sqrt{\left(\frac{2R_\alpha}{2R_\alpha - t^2}\right)^2 - 1} \, dt,
\]

where \( R_\alpha := 1/(2 - \alpha) \). In particular, \( u_\alpha(x) \) is defined for \( x \in [0, \sqrt{2R_\alpha}] \) and \( \Sigma u_\alpha \) converges to the flat cylinder of radius \( \sqrt{2R_\alpha} \) and vertical rulings.

We emphasize that Prop. 4.1 and 4.2 are in some sense back and forth. Specifically:

- Given \( n > 2 \), the rotation of the graph \( u_n(x) = x^n \) is a \( \mathbb{S} \)-surface for the function \( \mathbb{S}_n \) given by (4.2), which has the same behavior at \( y = 0 \) as the function \( \mathbb{S}(y) = y^{\alpha(n)} \), where \( \alpha(n) = 2n/(n - 1) \).

- Given \( \alpha > 2 \) and the function \( \mathbb{S}(y) = y^\alpha \), the rotational \( \mathbb{S} \)-surface intersecting orthogonally the axis of rotation is given by the graph of the function \( u_\alpha(x) \) defined in Item 1. of Prop. 4.2, which behaves for \( x \to \infty \) as the polynomial \( x^{n(\alpha)} \), where \( n(\alpha) = \alpha/(\alpha - 2) \).

- The functions \( n \) and \( \alpha \) are one inverse of the other, i.e. \( n(\alpha(n)) = n \) and \( \alpha(n(\alpha)) = \alpha \).
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