Heating plates describe the transfer of heat from actuators to a target object. In other words, they separate the heat sources and heated object and can be further used to apply a specific heat distribution on this object. Therefore, an exact description of their thermal dynamics and an efficient coordination of their actuators is necessary to achieve a desired time-dependent temperature profile accurately. In this contribution, the thermal dynamics of a multiple source heating plate is modeled as a quasi-linear heat equation and the configuration of the spatially distributed actuators and sensors are discussed. Furthermore, the distributed parameter system is approximated using a Finite Volume scheme, and the influence of the actuators’ spatial characterization on the plate’s thermal dynamics is studied with the resulting high-dimensional system.
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**Introduction**

Thermal processing for advanced manufacturing, like semiconductor fabrication [1], additive manufacturing [2], or biotechnology processing [3], requires ever higher precise temperature controllability, temperature ramp-up performance, and temperature profile stability. This is achieved by thermal systems with multiple spatially distributed heating sources, and cooling, for example, multiple source heating plates [4].

Since existing physical models are insufficient to achieve the required precision, existing control schemes for multiple source heating plates depend on data-driven models [5] or various lumped models [6]–[12].

Existing control schemes for multiple source heating plates also utilize offline calibration methods like wireless temperature sensor arrays [5] because no observability models for multiple spatially distributed heating sources were known. Meanwhile, there exist observer design based approaches for one-dimensional thermal problems using boundary [13] [14] or in-domain control and measurement [15], however if these are applicable to multiple spatially distributed heating sources problems, requires further investigation.

Hence, renewed interest has come to physical modeling and designing efficient solvers for multiple spatially distributed heating sources thermal processing [16]. Due to ever increasing process requirements, there is also renewed interest in observability modeling [17] to eliminate the need for offline calibration methods.

*Web: https://www.rwu.de/en/research/labs/control-and-process-engineering*
Therefore, modeling and control of the heat equation \cite{18} and related reaction-diffusion equation \cite{19} - and observability \cite{20} - were discussed extensively in recent years. For example, in \cite{21} the authors approximate a two-dimensional quasi-linear heat equation using the finite difference method and apply on its resulting high-dimensional nonlinear system flatness-based methods to reach trajectory planning. The authors of \cite{22, 23} construct a sliding-mode controller and observer for a cylindrical rapid thermal processing system which is modeled as a nonlinear one-dimensional heat equation.

In this work, the thermal dynamics of a cuboid heating plate is introduced as a three-dimensional distributed parameter system in the next section with boundary conditions. The idea of actuator- and sensor-typical spatial characterization is introduced in section two and a numerical two-dimensional example which illustrates the influence of the actuators’ spatial characterization is discussed from section three to five.

This work states first ideas to model and control the quasi-linear heat equation in two (and three) dimensions with actuators and sensors limited by their spatial characterization. This publication neither states a complete analytical or numerical treatment of the quasi-linear heat equation, nor yet an advanced controller design.

1 Problem formulation

The heating plate is assumed as an open cuboid
\[ \Omega := (0, L) \times (0, W) \times (0, H) \subset \mathbb{R}^3 \]
with a constant length \( L > 0 \), width \( W > 0 \) and height \( H > 0 \). The cuboid’s surface \( \partial \Omega := B_U \cup B_T \cup B_L \) is subdivided in the disjoint areas \( B_U \) on the underside, \( B_T \) on the topside and \( B_L \) on the lateral surfaces (see Figure 1).

The cuboid’s temperature \( \vartheta : [0, T_{\text{final}}] \times \Omega \rightarrow \mathbb{R}_{\geq 0} \) in Kelvin varies in time and space depending on the induced \( \Phi_{\text{in}} \) and emitted heat flux \( \Phi_{\text{out}} \) on \( B_U \) and on \( B_T \cup B_L \), respectively. The heating plate’s physical properties
\[ \begin{align*}
& \text{• thermal conductivity } \lambda : \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}_{\geq 0} \text{ in } [\frac{W}{m \cdot K}], \\
& \text{• specific heat capacity } c : \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}_{\geq 0} \text{ in } [\frac{J}{kg \cdot K}] \\
& \text{• density } \rho : \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}_{\geq 0} \text{ in } [\frac{kg}{m^3}]
\end{align*} \]
are assumed as continuous functions of the temperature.

The evolution of heat in the plate is modeled as quasi-linear heat equation
\[ \rho(\vartheta(t, x)) c(\vartheta(t, x)) \frac{\partial \vartheta(t, x)}{\partial t} = \text{div} \left[ \lambda(\vartheta(t, x)) \nabla \vartheta(t, x) \right] \quad (1) \]
for \((t, x) \in (0, T_{\text{final}}) \times \Omega\) with initial value \( \vartheta(0, x) = \vartheta_{\text{init}}(x) \) for \( x \in \partial \Omega \) and boundary condition
\[ \lambda(\vartheta(t, x)) \frac{\partial \vartheta(t, x)}{\partial x} \cdot \vec{n} = \begin{cases} \\
\Phi_{\text{in}}(t, x) & \text{on } B_U, \\
\Phi_{\text{out}}(t, x) & \text{on } B_T \cup B_L.
\end{cases} \quad (2) \]

Vector \( \vec{n} \) denotes the normal vector on the described boundary. Flux \( \Phi_{\text{in}} \) denotes the induced heat flux on the underside of the heating plate and \( \Phi_{\text{out}} \) denotes the emitted heat flux on the topside and the lateral surfaces. The induced heat is stored in the plate and emitted via linear heat conduction
\[ -h \left[ \vartheta(t, x) - \vartheta_{\text{amb}}(x) \right] \]
with coefficient \( h \geq 0 \) in \( [\frac{W}{m^2 \cdot K}] \) and nonlinear heat radiation
\[ -\epsilon(\vartheta(t, x)) \vartheta \left[ \vartheta(t, x)^4 - \vartheta_{\text{amb}}(x)^4 \right] \]
Figure 1: Front view on heating plate with length $L$ and height $H$. Boundaries $B_U$, $B_T$ and $B_L$ denote the underside, topside and lateral surfaces. Actuators are applied on the underside and sensors are assumed on the topside.

with temperature-dependent emissivity $\epsilon: \mathbb{R}_{\geq 0} \rightarrow [0, 1]$, Stefan-Boltzmann constant $\varrho \approx 5.67 \cdot 10^{-8}$ in $\left[\frac{W}{m^2 \cdot K^4}\right]$ and ambient temperature $\vartheta_{amb} : B_T \cup B_U \rightarrow \mathbb{R}_{\geq 0}$ (see also [24]). The emitted heat flux results in a sum of both terms as

$$\phi_{\text{out}}(t, x) := -h \left[\vartheta(t, x) - \vartheta_{amb}(x)\right] - \epsilon(\vartheta(t, x)) \varrho \left[\vartheta(t, x)^4 - \vartheta_{amb}(x)^4\right]$$

(3)

for $(t, x) \in [0, T_{\text{final}}] \times B_T \cup B_U$.

2 Spatial characterization

It is assumed that the underside $B_U$ has a partition $\beta_n \subset B_U$ with $\bigcap_{n=0}^{N_u-1} \beta_n = \{\}$ and $\bigcup_{n=0}^{N_u-1} \beta_n = B_U$ where $N_u$ denotes the number of heating elements (see Figure 2). Each heating element has a spatial characterization $b_n : B_U \rightarrow [0, 1]$ with restrictions

$$b_n(x) \geq 0 \quad \text{for } x \in \beta_n,$$
$$b_n(x) = 0 \quad \text{for } x \in B_U \setminus \beta_n$$

to describe the physical nature of the actuator including imperfection or abrasion. Each partition $\beta_j$ correspond to the spatial characterization $b_j$ and thus to its heating element and input signal $u_j$. This means only separated inputs without any superposition are considered. Feedback design with Backstepping [25, 26] or optimal control [27] can be found in the literature and will not be discussed here. The $N_u$ actuators are assumed to have input signals $u_n : [0, T_{\text{final}}) \rightarrow [u_{\min}, u_{\max}]$ with the bounds $-\infty < u_{\min} < u_{\max} < \infty$. The induced heat flux is described by

$$\Phi_{\text{in}}(t, x) := b(x)^\top u(t)$$

for $(t, x) \in [0, T_{\text{final}}) \times B_U$ and with

$$b(x) = (b_0(x), b_1(x), \cdots, b_{N_u-1}(x))^\top$$

Table 1: ASSUMED PHYSICAL PROPERTIES AND CONSTANTS

| Coefficient             | Symbol | Value  |
|-------------------------|--------|--------|
| Mass density            | $\rho$ | 7800   |
| Heat capacity           | $\{c_0, c_1\}$ | $\{330, 0.4\}$ |
| Thermal conductivity    | $\{\lambda_0, \lambda_1\}$ | $\{10, 0.1\}$ |
| Heat transfer           | $h$    | 10     |
| Emissivity              | $\epsilon$ | 0.6    |
| Ambient temperature     | $\vartheta_{amb}$ | 300    |
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\begin{align*}
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Figure 2: Example partition of underside $B_U$. Each actuator belongs to one partition $\beta$ and its spatial characterization is assumed as zero outside its partition. Topside $B_T$ can be partitioned similar to the presented one.

and

$$u(t) = (u_0(t), u_1(t), \cdots, u_{N_u-1}(t))^\top.$$ 

Analog to the plate’s underside, it is assumed that the temperature on topside $B_T$ is measured by $N_y$ sensors where each of it correspond to a partition $\gamma_n \subset B_T$ with $n \in \{0, 1, \cdots, N_y - 1\}$. The sensor’s spatial characterization $g_n : B_T \rightarrow [0, 1]$ has to fulfill the requirements

$$g_n(x) \geq 0 \quad \text{for} \quad x \in \gamma_n,$$

$$g_n(x) = 0 \quad \text{for} \quad x \in B_T \setminus \gamma_n,$$

and additionally

$$0 < \int_{\gamma_n} g_n(x) \, dx < \infty.$$

The system output at the n-th sensor is defined by

$$y_n(t) := \frac{1}{\int_{\gamma_n} g_n(x) \, dx} \int_{\gamma_n} g_n(x) \, \vartheta(t, x) \, dx. \quad (4)$$

One notes, that the system output is bounded with $0 \leq y_n(t) < \infty$ for all $n \in \{0, 1, \cdots, N_y - 1\}$ and $t \in (0, T_{final}]$. As mentioned above, the choice of $b_n$ and $g_n$ depend strongly on the nature of the actuators and sensors. Here, the prototype formula

$$b_n(x) = \begin{cases} 
m \cdot \exp(-\|M(x - x_{c,n})\|^\nu) & \text{for} \quad x \in \beta_n, \\
0 & \text{for} \quad x \in B_U \setminus \beta_n \end{cases} \quad (5)$$

with $m \in [0, 1]$, $M \in \mathbb{R}^{2 \times 2}$, $\nu \geq 0$ and central point $x_{c,n} \in \beta_n$ is chosen to describe the actuator’s spatial characterization. The same formula (5) is used to describe the sensor’s spatial characterization $g_n$ on $B_T$. In the case of $m = 1$ and $M = 0_{2 \times 2}$ one holds the indicator function

$$\tilde{b}_n(x) = \begin{cases} 
1 & \text{for} \quad x \in \beta_n, \\
0 & \text{for} \quad x \in B_U \setminus \beta_n. \end{cases}$$
3 Application to reduced two-dimensional case

The heating plate is reduced to the two-dimensional side view \( \Omega = (0, L) \times (0, H) \) with \( L = 0.30 \) and \( H = 0.01 \) meter. The density \( \rho \) is assumed as constant, whereas the specific heat capacity and thermal conductivity are assumed as linear functions \( c(\theta) = c_0 + c_1 \theta \) and \( \lambda(\theta) = \lambda_0 + \lambda_1 \theta \), see Table 1. The heat equation in conservative form is noted as

\[
\int_{\Omega} \rho c(\vartheta(t, x)) \frac{\partial \vartheta(t, x)}{\partial t} \, dx = \int_{\Omega} \text{div} [\lambda(\vartheta(t, x)) \nabla \vartheta(t, x)] \, dx \tag{6}
\]

with \( \vartheta(0, x) = \vartheta_{\text{init}}(x) \) for all \( x \in \Omega \) and boundary conditions as described by Equations (2) and (3) with constants as in Table 1. The initial temperature variation is assumed as \( \vartheta(0, x) = 300 + \delta(x) \) including a noise term

\[
\delta(x) = a_0 \cos \left(2\pi a_1 \frac{x_1}{L}\right) \cos \left(2\pi a_2 \frac{x_2}{H}\right)
\]

with \( a_0 = 3, a_1 = 10 \) and \( a_2 = 5 \). The number of heating elements and sensors is assumed as \( N_u = N_y = 5 \) and a naive proportional controller

\[
u_n(t) := \begin{cases} K_{p,n} e(t) & \text{for } e(t) > 0 \\ 0 & \text{otherwise} \end{cases}
\]

with \( e_n(t) := y_{\text{ref}} - y_n(t) \), \( K_{p,n} = 10^4 \) for \( n \in \{0, 1, \cdots, 4\} \) is designed to reach a constant reference temperature \( y_{\text{ref}} = 400 \) Kelvin. The partitions of \( B_U \) and \( B_T \) are defined by

\[
\beta_n := \left( n \frac{L}{N_u}, (n + 1) \frac{L}{N_u} \right) \times \{0\} \quad \text{and} \quad \\
\gamma_n := \left( n \frac{L}{N_y}, (n + 1) \frac{L}{N_y} \right) \times \{L\}.
\]

Two test scenarios are considered for the actuators: the nominal and the realistic case with different values for the spatial characterization, see Table 2. The sensors’ spatial characterization is the same for both scenarios.

4 Spatial approximation

The plate’s volume \( \Omega \) is discretized with \( J \times K \) cells where \( J \) and \( K \) denote the number of cells in \( x_1 \)- and \( x_2 \)-direction, respectively. The finite volume method

\[
p(t, x^{j,k}) = \frac{1}{\Delta x_1 \Delta x_2} \int_{x_2 - \frac{1}{2}}^{x_2 + \frac{1}{2}} \int_{x_1 - \frac{1}{2}}^{x_1 + \frac{1}{2}} p(t, x) \, dx_1 \, dx_2
\]

Table 2: SPATIAL CHARACTERIZATION FOR TEST SCENARIOS

|            | m  | M  | \( \nu \) |
|------------|----|----|--------|
| Sensors    | 1.0| 10.0| 4.0   |
| Actuators (nominal) | 1.0| 0.0 | 4.0   |
| Actuators (realistic) | 1.0| 30.0| 4.0   |
The boundary conditions are taken into account to complete the approximation as a high-dimensional ODE. Here, the heat flux vector \( q(\vartheta(t, x)) = \lambda(\vartheta(t, x)) \nabla \vartheta(t, x) \) with its elements

\[
q_i(\vartheta(t, x)) = \lambda(\vartheta(t, x)) \frac{\partial}{\partial x_i} \vartheta(t, x)
\]

are introduced to simplify the notation. Likewise, new (relative) coordinates

\[
\tilde{x} := x_{j,k} = \begin{pmatrix} \left[ j + \frac{1}{2} \right] \Delta x_1 \\ \left[ k + \frac{1}{2} \right] \Delta x_2 \end{pmatrix}
\]

and \( \tilde{x} + \delta x_1 = x_{j+1,k} \) with \( \delta x_1 := (\Delta x_1, 0) \) are established. The right-hand side of Equation (6) is separated for each flux as

\[
\frac{1}{|\Omega_{j,k}|} \int_{\Omega_{j,k}} \text{div} \left[ \lambda(\vartheta(t, x)) \nabla \vartheta(t, x) \right] \, d\vartheta = \frac{1}{|\Omega_{j,k}|} \int_{\Omega_{j,k}} \text{div} [q(\vartheta(t, x))] \, d\vartheta
\]

\[
= \frac{1}{|\Omega_{j,k}|} \int_{\Omega_{j,k}} \left( \frac{\partial}{\partial x_1} q_1(\vartheta(t, x)) + \frac{\partial}{\partial x_2} q_2(\vartheta(t, x)) \right) \, d\vartheta.
\]

From here on, only the flux \( q_1 \) is considered - the calculations for \( q_2 \) work similar. The integral over cell \( \Omega_{j,k} \) is solved and the derivatives \( \frac{\partial q_1}{\partial x_1} \) and \( \frac{\partial q_1}{\partial x_2} \) are approximated using finite differences. Consequently, one yields

\[
\frac{1}{|\Omega_{j,k}|} \int_{\Omega_{j,k}} \frac{\partial}{\partial x_1} q_1(\vartheta(t, x)) \, d\vartheta = \frac{\Delta x_2}{|\Omega_{j,k}|} \left[ q_1(\vartheta(t, \tilde{x} + \frac{\delta x_1}{2})) - q_1(\vartheta(t, \tilde{x} - \frac{\delta x_1}{2})) \right]
\]

\[
= \frac{1}{\Delta x_1^2} \left[ \lambda(\vartheta(t, \tilde{x} + \delta x_1/2)) \vartheta(t, \tilde{x} + \delta x_1) + \lambda(\vartheta(t, \tilde{x} - \delta x_1/2)) \vartheta(t, \tilde{x} - \delta x_1) - \lambda(\vartheta(t, \tilde{x} + \delta x_1/2)) \vartheta(t, \tilde{x}) \right] + \lambda(\vartheta(t, \tilde{x} - \delta x_1/2)) \vartheta(t, \tilde{x}). \tag{7}
\]

The thermal conductivity at the cell boundaries are approximated with

\[
\lambda(\vartheta(t, \tilde{x} + \delta x_1/2)) \approx \lambda([\vartheta(t, \tilde{x}) + \vartheta(t, \tilde{x} + \delta x_1)]/2).
\]

### 4.1 Boundary conditions

The boundary conditions are taken into account to complete the approximation as a high-dimensional ODE. Here, the cells at the left boundary with \( x_1 = \frac{1}{2} \) and \( \tilde{x} = x_0 \) are considered and therefore one holds

\[
-\lambda(\vartheta(t, x)) \frac{\partial \vartheta(t, x)}{\partial x} \bigg|_{x = \frac{1}{2}} \approx \lambda(\vartheta(t, \tilde{x} - \delta x_1/2)) \frac{1}{\Delta x_1} \left[ \vartheta(t, \tilde{x} - \delta x_1) - \vartheta(t, \tilde{x}) \right] = \phi_{\text{out}}(t, \tilde{x})
\]

and equivalently

\[
\vartheta(t, \tilde{x} - \delta x_1) = \vartheta(t, \tilde{x}) + \frac{\Delta x_1 \phi_{\text{out}}(t, \tilde{x})}{\lambda(\vartheta(t, \tilde{x} - \delta x_1/2))}.
\]
The temperature of the virtual cell $\vartheta(t, \tilde{x} - \delta x_1)$ in Equation (7) is substituted with the boundary conditions to yield

$$\frac{1}{|\Omega_{0,k}|} \int_{\Omega_{0,k}} \frac{\partial}{\partial x_1} q_1(\vartheta(t, x)) \, dx = \frac{1}{\Delta x_1^2} [\lambda(\vartheta(t, \tilde{x} + \delta x_1/2)) \vartheta(t, \tilde{x} + \delta x_1) - 
\lambda(\vartheta(t, \tilde{x} + \delta x_1/2)) \vartheta(t, \tilde{x})] + \frac{1}{\Delta x_1} \phi_{\text{out}}(t, \tilde{x}).$$

The same procedure is applied on the remaining boundaries with respect to the emitted and induced heat fluxes $\phi_{\text{out}}$ and $\phi_{\text{in}}$. The variables at the discrete points $x^{j,k}$ are summarized as vectors and matrices

- $\Theta \in \mathbb{R}^{J \times K}$ for the temperature,
- $C \in \mathbb{R}^{J \times K \times J \times K}$ for the specific heat capacity,
- $\Lambda_1, \Lambda_2 \in \mathbb{R}^{J \times K \times J \times K}$ for the thermal conductivity and
- $\Phi_{\text{in}}, \Phi_{\text{out},x_1}, \Phi_{\text{out},x_2} \in \mathbb{R}^{J \times K}$ for the induced and emitted heat flux.

The approximated heat dynamics is governed by the large-scale differential equation

$$\rho C(\Theta) \dot{\Theta}(t) = \left[ \frac{1}{\Delta x_1^2} \Lambda_1(\Theta(t)) + \frac{1}{\Delta x_2^2} \Lambda_2(\Theta(t)) \right] \Theta(t)$$

$$+ \frac{1}{\Delta x_1} \Phi_{\text{in},x_1}(t) + \frac{1}{\Delta x_2} \left[ \Phi_{\text{in}}(t) + \Phi_{\text{out},x_2}(t) \right]$$

with $\Theta(0) = \Theta_{\text{init}}$. 

Figure 3: Two-dimensional heating plate with heat flux at boundaries (above) and Finite Volume grid (below).
5 Simulation

The simulation is built with JULIA [28] and the package DIFFERENTIAL EQUATIONS.JL [29]. The visualization is carried out with PLOTLY.JL. The source code of this simulation is available on GitHub:

```
github.com/stephans3/MultipleSourceHeatingPlate2D.jl
```

The number of cells in horizontal and vertical axis are set to $J = 100$ and $K = 40$ which corresponds to $\Delta x_1 = 3.0 \cdot 10^{-3}$ and $\Delta x_2 = 2.5 \cdot 10^{-4}$ meter, the final Time is set to $T_{final} = 10$ and the sampling time is set to $\Delta t = 10^{-3}$ seconds. The time integration was solved by the forward Euler method. The final temperature on topside $B_T$, depicted

![Temperature distribution on topside](image.png)

Figure 4: Temperature distribution on topside $B_T$. The actuators’ spatial characterization is transferred to the final temperature and can be observed in case of the nominal actuators (Scenario 1) as almost constant (desired), and in the case of realistic actuators (Scenario 2) as oscillating (undesired).

in Figure[4] shows an error from the reference $y_{ref} = 400$ of approximately one Kelvin for the first scenario. However, in the second scenario the temperature distribution unveils an oscillatory behavior along the horizontal axis. This means, the realistic actuators’ spatial characterization cannot be compensated by the diffusive character of the heat equation. Same results can be observed in Figure[5] the temperature distributions - constant in Scenario 1 and oscillatory in Scenario 2 - are propagated through the two-dimensional plate. The naive controller approach leads to minimal differences of the input signals in both scenarios as presented in Figure[6] The input and output averages are computed with

$$\bar{u}(t) = \frac{1}{N_u} \sum_{n=0}^{N_u-1} u_n(t) \quad \text{and} \quad \bar{y}(t) = \frac{1}{N_y} \sum_{n=0}^{N_y-1} y_n(t).$$

Despite the comparably controller signals one has to note the distinct differences of the final temperature between the first and second scenario. Therefore, modeling systems like heating plates with multiple heat sources has to incorporate distributed parameter systems (up to three spatial dimensions), distributed actuators and sensors and their spatial characterization. Furthermore, a suitable controller has to be designed that can deal large-scale differential equations and the interaction between distributed actuators and sensors.
Figure 5: Two-dimensional temperature distribution of Scenario 1 (left) and 2 (right). The comparison unveils a distinct difference of the thermal behavior in the whole plate between both scenarios.

Figure 6: Averaged input and output signals of Scenario 1 (left) and 2 (right). The graphs show a comparable trend, even though the thermal behaviors are completely different in both cases.

6 Conclusion

The thermal dynamics of a heating plate with multiple sources was discussed in the sense of a distributed parameter system in two (and three) dimensions. This general approach opens up the opportunity to analyze the complete heat evolution and the target temperature distribution in depth. The spatially distributed actuators and sensors were modeled including their typical characterization which has a significant influence on the heating process as illustrated in the numerical example. Although, the measured output reaches the reference temperature, the assumption of temperature-uniformity along the horizontal axis had to be rejected at least in the case of realistic actuators. This simple example points out the need to model thermal dynamics as precisely as possible despite its complexity and high computational effort. In future work the focus will lie on the development of a numerical framework to simulate and control two- and three-dimensional thermal processes with multiple heat sources on the underside and distributed sensors on the topside. This includes the modeling from a physical and analytical point of view, the spatial approximation with Finite Volumes and Galerkin approaches and the design of an efficient modern control scheme to compensate the (realistic) actuators’ spatial character. Finally, for verifying the examined thermal dynamic models, a heating plate set-up with multiple spatial symmetric Joule heating sources is available, which can be operated using either any single source or $n \times n$ concurrent multiple sources with $n$ up to five.
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