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ABSTRACT

Wavefield reconstruction inversion (WRI) formulates a PDE-constrained optimization problem to reduce cycle skipping in full-waveform inversion (FWI). WRI often requires expensive matrix inversions to reconstruct frequency-domain wavefields. Physics-informed neural network (PINN) uses the underlying physical laws as loss functions to train the neural network (NN), and it has shown its effectiveness in solving the Helmholtz equation and generating Green’s functions, specifically for the scattered wavefield. By including a data-constrained term in the loss function, the trained NN can reconstruct a wavefield that simultaneously fits the recorded data and satisfies the Helmholtz equation for a given initial velocity model. Using the predicted wavefields, we rely on a small-size NN to predict the velocity using the reconstructed wavefield. In this velocity prediction NN, spatial coordinates are used as input data to the network and the scattered Helmholtz equation is used to define the loss function. After we train this network, we are able to predict the velocity in the domain of interest. We develop this PINN-based WRI method and demonstrate its potential using a part of the Sigsbee2A model and a modified Marmousi model. The results show that the PINN-based WRI is able to invert for a reasonable velocity with very limited iterations and frequencies, which can be used in a subsequent FWI application.
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1 Introduction

Full-waveform inversion (FWI) is an effective technique to retrieve high-resolution subsurface properties of the Earth [1]. However, direct applications of FWI usually suffer from cycle skipping due to the sinusoidal nature of the wavefield and the complex scattering embedded in it [2]. The cycle-skipping issue can be reduced under the conditions that low-frequency components in the data are present or a good starting model is available. However, low-frequency data are often difficult to record and prone to be contaminated by noise. Researchers in our community have developed many methods to build a good initial model for FWI. Traveltime tomography extracts the first arrival information in the data to invert for a smooth velocity model in the shallow part [3]. Migration velocity analysis (MVA) can recover the kinematic features of the model by evaluating the quality of the image through, for example, measuring the flatness of angle-domain common-image gathers [4, 5]. We can also extract specific features from the data to retrieve the background velocity updates, like seismic envelope inversion [6, 7, 8], phase-based waveform inversion [9, 10]. Reflection-waveform inversion (RWI) is able to retrieve a smooth background model [11, 12, 13]. RWI requires the calculation of a true-amplitude image at each iteration by a least-squares reverse time migration (LSRTM), which is computationally expensive. A reflection-based efficient wavefield inversion can improve the computational efficiency in calculating the perturbation model and mitigate cycle skipping in RWI, simultaneously [14].

We can also seek a solution to cycle skipping from another perspective by formulating new objective functions instead of the conventional $l_2$ norm. In adaptive waveform inversion (AWI), [15, 16] proposed to transform the data using a convolutional operators and force Wiener filters to zero-lag delta function instead of the conventional data comparison.
Wavefield reconstruction inversion (WRI) relaxes the wave equation accuracy to allow more data fitting and mitigate the nonlinearity of FWI\(^{[17,18]}\). The key step of WRI and wavefield-reconstruction based methods is to reconstruct a frequency-domain wavefield, which simultaneously fits the data and satisfies the wave equation scaled by a weighting factor\(^{[17,19,20]}\). This wavefield-reconstruction step needs to solve a so-called “augmented wave equation”, which involves calculating a large matrix inverse. The computational cost and complexity increase dramatically for high frequencies and 3D large models, or complex physics, like anisotropy and elasticity. A fast method to reconstruct the frequency-domain wavefield is required to address these issues.

With the rapid developments in computing capability and the rampant availability of data, machine learning (ML) has gained wide attention in many fields. For example, the support vector machine (SVM) is a widely used technique for classification and regression\(^{[21]}\). SVM has shown its effectiveness in classifying seismic facies\(^{[22]}\), identifying passive seismic source type\(^{[23]}\), separating surface waves modes\(^{[24]}\), suppressing artifacts in seismic images\(^{[25]}\) and passive source images\(^{[26]}\). Neural network (NN) and its variation forms (e.g., deep/convolutional/recurrent NN) are becoming more powerful in pattern recognition, image processing and image segmentation for large-scale data. Deep NNs have shown effectiveness in picking first arrivals from raw seismic data\(^{[27]}\), improve seismic image resolution by approximating a Hessian matrix inverse\(^{[28]}\) and FWI inverted velocity models by using well-log information\(^{[29,30,31]}\). Convolutional NN (CNN) has strong capabilities in extracting features from a large number of images, and it has been effectively applied to detect salt bodies\(^{[32]}\), horizons, and faults from seismic images\(^{[33]}\), predict low-frequency components from high-frequency data\(^{[34]}\). Besides applications for analyzing the image features, CNN can also achieve seismic wave simulation in complex media\(^{[35]}\) and direct velocity inversions\(^{[36,37,38]}\).\(^{[39]}\) implement FWI using a physics-based NN, but this method still suffers from the cycle-skipping issue in the conventional FWI.\(^{[40]}\) develop SeisInvNets to build the mapping between seismic data and velocity models, and\(^{[41]}\) further improve SeisInvNets by extracting more features from the data. However, SeisInvNets are only reliable for seismic data close to the training data. The above-mentioned ML-based velocity inversion methods are all based on time-domain seismic data, which require a large amount of training data. Besides applications in seismic exploration, ML-based methods have also been used in a variety of other geophysical problems, like fast ground penetrating radar (GPR) FWI\(^{[42]}\), electrical resistivity data inversion\(^{[43]}\) and earthquakes detection and prediction\(^{[44,45]}\).

ML has been successfully applied to solve PDEs by learning the physics disciplines from a large amount of input data.\(^{[46]}\) proposed to apply a sparse regression method to solve PDEs using time series measurements in the spatial domain. NNs can be used as universal approximators to represent the general solutions of PDEs for complex datasets\(^{[47,48,49]}\). A CNN is able to extract key features and simulate the dynamic evolution of underlying physics disciplines.\(^{[50]}\) propose a CNN-based framework to calculate fluid flow solutions corresponding to inviscid Euler Equations efficiently. CNN-based autoencoder is used as a surrogate modeling engine for a number of dynamical PDE systems\(^{[51]}\). The high fidelity and versatility of a CNN are also shown by\(^{[52]}\) in solving for Reynolds-averaged Navier–Stokes (RANS) solutions. A new concept, referred to as Neural Operator, shows its effectiveness in learning the mapping between function spaces with limited training samples\(^{[53]}\), and this method can be implemented in the Fourier space to accelerate the training process\(^{[54]}\). Most of the previous work based on SVM and NNs, referred to as supervised learning, tend to train a mapping system between input training data and their target outputs, which require a huge amount of data. Recently,\(^{[55]}\) proposed a physics-informed neural network (PINN) to solve partial differential equations (PDEs) instead of using a pure data-mapping loss objective. In PINN, we use the underlying physical laws in the loss function to reconstruct NN-based functional solutions to PDEs. Using the concept of automatic differentiation\(^{[56]}\), PINN can easily calculate the partial derivatives of NNs with respect to the input data, which often are spatial and temporal coordinates. In geophysical applications, PINNs have already shown effectiveness in solving the isotropic and anisotropic P-wave eikonal equation\(^{[57,58]}\), Helmholtz equations for isotropic and anisotropic acoustic media\(^{[59,60]}\). In these applications, the spatial coordinate values are used as input data, and the velocity and anisotropic parameters are considered as implicit parameters in the loss function. After training these NNs, we can evaluate the traveltime or the frequency-domain wavefield at any point in the domain of interest.\(^{[61]}\) further develop a PINN-based tomography approach to invert for the velocity model. Besides geophysical applications, PINNs also show effectiveness in cardiac activation mapping\(^{[62]}\) and qualitative flow field characterization\(^{[63]}\).

In generating the frequency-domain wavefields using PINN,\(^{[59]}\) proposed to solve the scattered form of the Helmholtz equation to avoid the point source singularity. An infinite isotropic homogeneous model is used as the background model to get analytical solutions of the background wavefield, which is computationally cheap and flexible of the model shapes. Since we can train NNs to satisfy the wave equation, we can also teach it to fit the data at the sensors’ locations as well, yielding a WRI like implementation. In a seismic inversion, like FWI or WRI, a significant number of sources are required to provide enough illuminations to the subsurface. It is very expensive for PINN to generate the wavefield solution for every single source, as we need to train the same number as the source number independent PINNs. To improve the efficiency in generating the wavefields for multiple sources,\(^{[64]}\) propose to add the horizontal source location as an extra dimension to the input data. As a result, we can use one NN to generate scattered wavefields for
as many sources as required for different horizontal locations at a fixed depth, which is usually on the surface, like seismic surveys. After we reconstruct the wavefield reasonably well, we use another independent NN with a smaller size to predict the velocity. In this new network, we use the spatial coordinate values as input data, but the output is the velocity satisfying the scattered wave equation for the PINN-reconstructed wavefield at the input points.

In this paper, we first review the concept of PINN. Then, we explain how we use two independent PINNs to achieve PINN-based WRI by estimating wavefields and inverting for the velocity, sequentially. Next, we show the results on a part of the Sigsbee2A model and a modified Marmousi model using PINN-based WRI. Finally, we discuss the potential advantage and also limitations of the proposed method.

2 Theory

2.1 Physics-informed neural network

Unlike supervised learning, which requires a large amount of data to evaluate the data-mapping based loss function, PINNs use principled physical laws as the loss function [55]. By using the spatial and temporal coordinate values as input data, any order of partial differential equation can be easily evaluated with the help of automatic differentiation [56]. This is the frequency-domain acoustic wave equation with a constant density:

\[ \omega^2 m u(x, \omega) + \nabla^2 u(x, \omega) = s(x_n), \]

where \( u(x, \omega) \) is the frequency-domain pressure wavefield; \( \omega \) is the angular frequency; \( m \) is the squared slowness. \( s(x_n) \) is the source function, which is highly sparse, with \( x_n \) representing the spatial source coordinates. We can write Eq. [1] in a compact form as: \( L(m)u = s \). \( L(m) = \omega^2 m + \nabla^2 \) is the modeling operator. We define \( f(x) = L(m)u - s \) to represent the physics-constrained loss function of NN to learn to approximate the wavefield \( u(x, \omega) \). The mean squared error (MSE) of the physics-constrained loss is given by:

\[ MSE_L = \frac{1}{N_f} \sum_{i=1}^{N_f} |f(x_f^i)|^2, \]  

where \( \{x_f^i\}_{i}^{N_f} \) specify the selected input points from the domain of interest and \( N_f \) is the selected point number. If there are recorded data on the boundaries or within the domain of interest to specify a unique solution for \( u(x) \), we need to define a data-constrained MSE loss, which is given by:

\[ MSE_u = \frac{1}{N_u} \sum_{i=1}^{N_u} |u(x_u^i) - u_i|^2, \]

where \( \{x_u^i, u_i\}_{i}^{N_u} \) denote the recorded data on \( u(x) \), and \( N_u \) is the recorded data number. The total MSE loss is given by: \( MSE = MSE_L + MSE_u \).

2.2 The scattered wavefield

We use the scattered wavefield, \( \delta u = u - u_0 \), as an alternative solution to get the wavefield. The Lippmann Schwinger form of the acoustic wave equation is shown as [65]:

\[ \omega^2 m \delta u + \nabla^2 \delta u = -\omega^2 m u_0, \]

The scattered wavefield solution of Eq. [4] is exact, not a Born approximation, and its source term on the right-hand side is associated with the background wavefield \( u_0 \) spanning the full space domain. The squared slowness perturbation is defined as \( \delta m = m - m_0 \), and \( m_0 \) represents the background squared slowness of a homogeneous model. The background wavefield \( u_0 \) satisfying the wave equation in Eq. [4] with \( m_0 \), can be solved analytically. For 3D isotropic case, the analytical solution for constant velocity and a point source located at \( x_n \) is given by:

\[ u_0(x) = \frac{e^{i\omega \sqrt{m_0} |x - x_n|}}{|x - x_n|}, \]  

where \( x = \{x, y, z\} \) defines the spatial coordinates in the Euclidean space. For the 2D case, the analytical solution for the isotropic acoustic wave equation for a point source is expressed as:

\[ u_0(x) = i H_0^{(1)}(\omega \sqrt{m_0} |x - x_n|), \]
where $H_0^{(1)}$ is the Hankel function of the first kind and order 0 \cite{66}. Eqs. \ref{5} and \ref{6} are the analytical solutions to the Helmholtz equation corresponding to an infinite homogeneous isotropic medium. Given the true model, we can predict the scattered wavefield $\delta u$, in a similar way as the wavefield, using the physics-constrained $MSE_f$, which is defined as:

$$MSE_f = \frac{1}{N_f} \sum_{i=1}^{N_f} |\omega^2 m_f^i \delta u_f^i + \nabla^2 \delta u_f^i + \omega^2 \delta m_f^i u_0^i|_2^2. \quad (7)$$

### 2.3 The augmented wave equation

In reality, the true velocity is often not available. In this case, we can reconstruct the wavefield using the augmented wave equation in WRI with a provided initial velocity \cite{17}. The WRI objective function is given by:

$$E(m, u_{is}) = \sum_{is} \frac{1}{2} |d_{is} - u_{is}(x = x_r)|_2^2 + \frac{\alpha}{2} |L(m)u_{is} - s_{is}|_2^2, \quad (8)$$

where $is$ and $N_s$ represent the source index and total number, respectively. $d$ is the recorded data at the receivers’ locations, which is denoted by $x_r$. As a result, $u(x = x_r)$ denotes the predicted data. In WRI, the wave equation is regularized by a weighting factor $\alpha$, which is set here to 0.00001. This value is chosen through trial and error tests and its role is discussed in \cite{19}. The WRI objective function in Eq. \ref{8} fits the PINNs framework by using the data-fitting term as the data-constrained MSE and the regularized wave equation term as the physics-constrained MSE. As we are using the scattered wavefield instead of the whole wavefield, we need to fit the scattered data $\delta u$, which is obtained by subtracting the analytical background solution $u_0(x = x_r)$ from the recorded data $d$. Thus, the total MSE loss to reconstruct the scattered wavefield using PINN is defined as:

$$MSE = \sum_{is} \left( \frac{1}{N_f} \sum_{i=1}^{N_f} |\delta d^i - \delta u^i(x_r)|_2^2 + \frac{\alpha}{N} \sum_{i=1}^{N} |\omega^2 m_1^i \delta u^i + \nabla^2 \delta u^i + \omega^2 (m_1^i - m_0^i) u_0^i|_2^2 \right), \quad (9)$$

where $N_r$ is the receiver number for the data constraint, and $N$ is the selected training point number for the physics constraint. In this network, the training input data are the spatial coordinate values $x = \{x, z\}$ and horizontal source locations $x_s$. The target outputs are the real and imaginary parts of the reconstructed scattered wavefield $\delta u = \{\delta u_r, \delta u_i\}$ corresponding to the initial squared slowness model $m_1$ for each source at regular grid points. The reconstructed scattered wavefields partially satisfy the scattered wave equation using the initial velocity model, while they also partially fit the recorded data at the receivers’ locations simultaneously. Thus, the resulting reconstructed scattered wavefields will capture the information of the true velocity model thanks to the contribution of the data-fitting term. This information of the true velocity included in the reconstructed wavefields will be represented in the loss function of the network used to predict the velocity model and reflected in the inverted model. The velocity inversion step is explained in the next subsection. The background wavefield $u_0$ corresponding to the selected uniformly-distributed random points and source locations are calculated analytically. The initial squared slowness corresponding to the selected training points is calculated by linear interpolation from the regular grid they are defined at. These parameters, including the background wavefield, initial and background model information, are implicit variables used to evaluate the loss function in Eq. \ref{9}, and their ordering must be consistent with the input data. We choose to optimize the loss function using an Adam optimizer with a stochastic gradient descent method \cite{67} and a follow-up L-BFGS optimization, a quasi-Newton approach, full-batch gradient-based optimization algorithm \cite{68}. The learning rate for all the examples is 0.001. This training setup is used and suggested in the original PINN paper \cite{55}, and it is effective and efficient based on our experiments. A sufficient number of training epochs is needed to confirm the convergence, and we choose this number based on the observation of the loss curve through trial and error tests.

### 2.4 The velocity inversion

After reconstructing the scattered wavefield using PINN for an initial velocity, we build a new NN to predict the velocity. The input training data to this NN are the coordinate values of the regular grid points. In this NN, the target output is
Algorithm 1 PINN-based WRI

| Input: Observed data \(d\); True and background squared slowness models; Background wavefield \(u_0\); Iteration number \(N_{iter}\); Selected frequencies \([f_{min}:df:f_{max}]\); Weighting factor \(\alpha\); |
| Output: Inverted velocity model. |

\[
\text{for } \text{ifre}=[f_{min}:df:f_{max}]; \text{do} \quad \text{for } \text{iter}=1:N_{iter}; \text{do} \\
\quad \text{Reconstruct the scattered wavefields using PINN;} \\
\quad \text{Predict the velocity with NN-reconstructed scattered wavefields using a velocity NN;} \\
\text{end for} \\
\text{end for} \\
\]

the squared slowness and it uses the PINN-reconstructed \(\delta u\) as a known parameter. We use Eq. 7 as the loss function and add a total-variation (TV) regularization term to stabilize the training process, which is given by:

\[
MSE = \frac{1}{N_p} \sum_{i=1}^{N_p} |\omega^2 m^i \delta u^i + \nabla^2 \delta u^i + \omega^2 (m^i - m_0^i) u_0^i|^2_2 + \epsilon \sqrt{\left(\frac{\partial m^i}{\partial x}\right)^2 + \left(\frac{\partial m^i}{\partial z}\right)^2}.
\] (10)

In this paper, we set \(\epsilon\) equal to 0.1. The implicit variables \(u_0\) and reconstructed \(\delta u\) correspond to all the sources, so \(N_p\) equals the number of regular grid points multiplied by the number of sources. For each frequency, we perform two tasks. The first task is to reconstruct the scattered wavefields, and the second task is to predict the velocity. We define these two tasks as one iteration. Finally, like frequency-domain FWI and WRI, we use multiple frequencies to refine the inverted velocity model. To sum up, the algorithm of PINN-based WRI is outlined in Algorithm 1.

3 Numerical Tests

In this section, we will show the results from implementing this approach on a part of the Sigsbee2A model and a modified Marmousi model. We refer to the meshing grid points representing the models as regular grid points. We generate the recorded data from a 9-point finite-difference (FD) wave equation solver \[69\]. The source function we use for all the examples in this paper is a delta function in space. The networks are trained using a Quadro RTX 8000 GPU with 48 GB of memory.

3.1 Sigsbee2A model

We first apply the proposed PINN-based WRI on a small part of the Sigsbee2A model. The true velocity model is shown in Fig. 1a, and we observe a low-velocity zone in the shallow part, as shown in the horizontal ellipse. The initial velocity is linearly increasing with depth, as shown in Fig. 1b. The size of the model is \(401 \times 101\), and the vertical and horizontal spatial sampling interval is 16 m. We use 10 sources uniformly distributed on the surface, and the data are recorded at a depth of 16 m using 401 receivers. We implement the proposed PINN-based WRI just using one single frequency of 4 Hz to reconstruct the scattered wavefield and invert for the velocity. For the second source on the left, we show the real part of the true wavefield calculated numerically corresponding to the true velocity in Fig. 2a and the background wavefield calculated analytically corresponding to a homogeneous velocity model of 1.83 km/s in Fig. 2b. We calculate the wavefield difference between Figs. 2a and 2b to get the true scattered wavefield, as shown in Fig. 3.

In this example, we generate 100000 random sets of \(\{x_i, z_i, x_{si}\}\) as the training data to feed to an 8-layer fully connected NN to reconstruct the scattered wavefield. We start with a small NN, which has 20 neurons in each hidden layer. The NN architecture is shown in Fig. 4a. We refer to this NN architecture setup as a uniform network. We train this network for 20000 epochs of the Adam optimizer and 50000 iterations of LBFGS. The real part of the PINN-reconstructed scattered wavefield for the second source is shown in Fig. 5a, and we observe that the left edge of the scattered wavefield is poorly reconstructed. To better verify the accuracy of the PINN-reconstructed scattered wavefield, we calculate the difference between the true and PINN-reconstructed scattered wavefields and show it in Fig. 6a. Clearly, the scattered wavefield difference is large in the whole domain, even the areas near the source location in the vertical ellipse. These large differences indicate a poor recovery of the wavefield reconstruction using PINN with a small number of neurons. The runtime per epoch using the Adam optimizer is 0.113 s, and the runtime per iteration of LBFGS is slightly smaller than that of the Adam optimizer.
Figure 1: The (a) true and (b) initial for the part of the Sigsbee2A velocity model. The horizontal ellipse region shows low-velocity zone in the shallow part.

Figure 2: The real part of the 4 Hz (a) true wavefield calculated numerically corresponding to the true velocity in Fig. 1a and (b) background wavefield calculated analytically corresponding to a homogeneous velocity of 1.83 km/s.

Figure 3: The real part of the 4 Hz scattered wavefield given by the difference between Figures 2a and 2b.
Then, we try to increase the size of the NN architecture by using more neurons in each hidden layer. Using 40 or 60 neurons in each hidden layer, the PINN-reconstructed scattered wavefields are shown in Figs. 5b and 5c, respectively. We see that the general shapes of the PINN-reconstructed scattered wavefields from larger NNs fit the true scattered wavefields well. The scattered wavefield difference corresponding to the network with 40 neurons in each hidden layer is much smaller than the case for 20 neurons, especially in the vertical ellipse, as shown in Fig. 6b. Fig. 6c shows further difference reduction using the 60-neuron uniform network. However, the more neurons used in each hidden layer, the more runtime required for training the network. The runtime per epoch using the Adam optimizer using 8-layer NNs with 40 and 60 neurons are 0.151 s and 0.213, respectively. To improve the computational efficiency, we use more neurons in the shallow layer, and gradually decrease the neuron number in the deep layers. We refer to this NN architecture setup as a hierarchically decreasing network. In this case, the neuron number in each hidden layer is \{64, 64, 32, 16, 8, 8\} from shallow to deep, as shown in Fig. 4b. The PINN-reconstructed scattered wavefield corresponding to this network is shown in Fig. 5d, and we see that it resembles the true scattered wavefield. Fig. 6d shows the scattered wavefield difference corresponding to the network with decreasing neurons in each hidden layer, and we observe small differences in the vertical ellipse. In this case, the runtime per epoch using the Adam optimizer is 0.132 s, which is computationally cheaper than using 40 and 60 neurons in each hidden layer of NNs. Though we observe that the reconstructed wavefields in Figs. 5 are different from the true one in Fig. 3 in the places far from the source location, these errors will be compensated by the reconstructed wavefields from other sources.

Let us compare the runtimes and scattered wavefield differences for different NN architectures shown in Table 1. We can see that by using the same number of neurons in each hidden layer, the more neurons in the hidden, the smaller error in the scattered wavefield. However, the larger the network, the more runtime is required. Additionally, an unusually large number of neurons in the hidden layers will cause overfitting. Compared to the uniform NNs, a hierarchically decreasing NN is efficient and accurate.

After reconstructing the scattered wavefields using PINN, we build another PINN to invert for the velocity. In this network, we use a 5-layer fully connected NN to predict the velocity, and each hidden layer has 20 neurons, as shown in Fig. 7. The MSE loss for this NN is given by Eq. 8, and it uses the reconstructed scattered wavefields from all the sources. We use the same activation function and optimizers for this network as the wavefield reconstruction one. As this NN for predicting the velocity is rather small and only first-order spatial derivatives are involved, the computational cost for training this network is quite low. Only 200 epochs of the Adam optimizer is needed to complete the training. We input the regular grid points into the trained network to obtain the predicted velocity model. We show the PINN-predicted velocity models using the PINN-reconstructed scattered wavefields from different NN architectures.
Figure 5: The real part of the 4 Hz PINN-reconstructed scattered wavefield from 8-layer uniform NNs with (a) 20, (b) 40, (c) 60 in each hidden layer, and (d) a hierarchically decreasing NN.

Figure 6: The real part of scattered wavefield difference between the true scattered wavefield in Fig. 3 with the PINN-reconstructed scattered wavefield (a) in Fig. 5a, (b) in Fig. 5b, (c) in Fig. 5d, and (d) in Fig. 5d. The vertical ellipse regions show smaller scattered wavefield difference than the other regions around the source location.
in Figs. [8]–[11], respectively. Using the PINN-reconstructed scattered wavefields from the network with 20 neurons in each hidden layer, the inverted velocity fails to capture the low-velocity zone in the horizontal ellipse, as shown in Fig. [8]. On the other hand, the inverted velocity models using scattered wavefields reconstructed from larger uniform NN are able to recover the low-velocity zone, as shown in Figs. [8b] and [8c], respectively. Fig. [8d] shows the inverted velocity using scattered wavefields reconstructed from the hierarchically decreasing NN. We show three velocity profiles at locations 0.8 km, 2.4 km, and 4.0 km, respectively, for a detailed comparison. We can see that the inverted velocity using the PINN-reconstructed scattered wavefields from the 20-neuron uniform network does not recover any feature of the true velocity. While the inverted velocity models corresponding to the scattered wavefields from the 20-, 40-neurons uniform and hierarchically decreasing NNs are able to capture the main feature of the true velocity to varying degrees. As we showed above, the hierarchically decreasing NN does the best job in reconstructing the scattered wavefields, as a result, the inverted velocity is closer to the true velocity. We show the $l_2$ norms of velocity difference between the true and PINN-based WRI inverted velocity models in Table 1. The $l_2$ norm velocity differences corresponding to different NN architectures are consistent with the $l_2$ norm scattered wavefield differences, as the reconstructed scattered wavefields control the velocity inversion accuracy.
Figure 9: The velocity profiles at locations (a) 0.8 km, (b) 2.4 km, and (c) 4.0 km in Fig. 8 (black solid curve: true velocity; green solid curve: initial velocity; blue dashed curve: inverted velocity in Fig. 8a; red dashed curve: inverted velocity in Fig. 8b; purple dotted curve: inverted velocity in Fig. 8c; cyan solid curve: inverted velocity in Fig. 8d).

Table 1: Comparisons between different NN architectures

| NN architecture | Runtime/epoch (s) | \( \delta u \) difference | \( v \) difference |
|-----------------|--------------------|--------------------------|------------------|
| 20 × 8          | 0.113              | 23.53                    | 28.53            |
| 40 × 8          | 0.151              | 20.57                    | 24.94            |
| 60 × 8          | 0.213              | 17.61                    | 20.96            |
| 64−8            | 0.132              | 16.94                    | 18.36            |

To evaluate the accuracy of the PINN-based WRI inverted velocity models, we apply the conventional FWI to them. First, we use the initial velocity in Fig. 1b to perform FWI. The frequency band we use here is from 4 Hz to 8 Hz with a sampling interval of 0.5 Hz. We perform the frequency-domain FWI from low to high frequency and repeat the full frequency band sweep using 10 outer iterations. A total-variation (TV) regularization is used to smooth the velocity update and preserve the sharp edges [20]. The inverted velocity using the initial velocity is shown in Fig. 10, and it fails to capture the low-velocity zone in the horizontal ellipse. Then, we use the PINN-based WRI inverted velocity models as the initial models to perform FWI using the same inversion setup. The sequential FWI inverted velocity models are shown in Figs. 11a-11d, respectively. We observe that the FWI inverted velocity using the initial velocity in Fig. 8a is not well recovered in the area circled by a horizontal ellipse. By comparison, PINN-predicted velocity models in Figs. 8b-8d can be used as good starting models for FWI to get the final inversion results. The results show that PINN-based WRI is able to provide a good initial velocity for FWI with only one iteration and one single frequency for this example.

To quantitatively demonstrate the quality of starting models for FWI, we show in Fig. 12 the percent root-mean-square (RMS) errors in the inverted velocity models per iteration measured with respect to the true model. In Fig. 12 iteration 0 indicates RMS errors of FWI starting models obtained from different NN architectures. It is obvious that FWI does not converge to the true model due to cycle skipping using the raw initial velocity model in Fig. 1b. The RMS model errors for PINN-based WRI inverted models are lower than that from the raw initial velocity model in Fig. 1b, which demonstrates the velocity improvements by PINN-based WRI. The increase of the neuron number in each hidden layer for uniform NNs will improve the velocity inversion convergence and decrease the RMS model errors. On the other hand, the hierarchically decreasing NN can further improve the inversion result and reach the lowest RMS model error.

3.2 2D Marmousi model

Next, we apply the proposed PINN-based WRI to a modified Marmousi model and the model is slightly smoothed, as shown in Fig. 13a. The initial velocity is linearly increasing with depth, which is shown in Fig. 13b. The size of the model is 301 × 101 with a grid interval of 25 m in both directions. We place ten sources evenly distributed on
Figure 10: The FWI inverted velocity model using the initial velocity in Fig. 1b. The horizontal ellipse region shows the failure of low-velocity zone recovery in the shallow part.

Figure 11: The sequential FWI inverted velocity models using the PINN-predicted velocity models in (a) Fig. 8a, (b) Fig. 8b, (c) Fig. 8c, and (d) Fig. 8d. The horizontal ellipse region in Fig. 11a shows the poor recovery in the inverted velocity.

the surface, as the + signs in Fig. 13 indicate. The data are recorded at a depth of 25 m using 301 receivers. The homogeneous velocity model used to get the background wavefield is 1.7 km/s. We first show the real part of the 3 Hz scattered wavefields using the numerical method corresponding to the third and sixth sources in Figs. 14a and 14b, respectively.

As the Marmousi model in this example is more complex than the Sigsbee model, we increase the number of hidden layers to 10. We use a hierarchically decreasing NN, which proved to be efficient and accurate in the previous example. The neuron number in each hidden layer is \{128, 128, 64, 64, 32, 16, 16, 8, 8\} from shallow to deep, as shown in Fig. 15. We generate 80000 random sets of \(\{x_i, z_i, x_{si}\}\) and feed them into the network. Their corresponding analytically calculated background wavefields and linear interpolated initial velocity (interpolated the random training sample locations) are used in the loss function to train the network. We train the network for 20000 epochs of the Adam optimizer and 15000 iterations of LBFGS, and the loss history curve is shown in Fig. 16. It is obvious that we achieve convergence in the training. We observe that LBFGS have a quicker training loss decrease than the Adam optimizer. However, LBFGS needs to be used after a number of the Adam optimizer training.

Using the regular grid points as input to the NN, the real parts of the resulting PINN-reconstructed scattered wavefields for the initial velocity (Fig. 13b) corresponding to the third and sixth sources are shown in Figs. 17a and 17b, respectively. It is obvious that the predicted scattered wavefields are generally smooth. We show the real part of the scattered waveform
Figure 12: The percent RMS error of the inverted velocity models per iteration for the Sigsbee model. Iteration 0 indicates the RMS errors of starting models for different methods (blue curve: FWI starting from Fig. 1b; red curve: FWI starting from Fig. 8a; black curve: FWI starting from Fig. 8b; cyan curve: FWI starting from Fig. 8c; purple curve: FWI starting from Fig. 8d).

Figure 13: (a) The true modified Marmousi model, and (b) the initial velocity model for inversion implementation.

difference between the numerical and PINN solutions for the same sources in Fig. [18]. We can observe differences in most areas of the model, and these differences are smaller up shallow, where the receivers reside. The PINN-reconstructed wavefields are generally smooth and lack the detailed information corresponding to the small scatterers. These smooth reconstructed wavefields are helpful in building smooth initial velocity models.

After obtaining the PINN-reconstructed scattered wavefields, we use the network in Fig. 7 to invert for the velocity. We train this network using the same velocity prediction training setup as the previous example. The training loss history for predicting the velocity is shown in Fig. 19. We can see that the training converges very fast because the velocity model is a lot smoother than the wavefield. For this model, we use three frequencies which are 3, 4, 5 Hz, to ultimately invert for the velocity. Following the classic waveform inversion implementation, we start the inversion process from the low frequency. After the first iteration, the inverted velocity corresponding to the PINN-reconstructed scattered wavefields is shown in Fig. 20a. It is obvious that the inverted velocity is very smooth and reflects the general structure of the true model. After another three iterations (four iterations in total) using 3 Hz, the inverted velocity is shown in Fig. 20b. We see more structural information of the true velocity is recovered. Then, we move to the next frequency, which is 4 Hz. After 4 iterations using 4 Hz, we obtain the inverted velocity shown in Fig. 20c. From the higher frequency, we obtain additional, higher resolution, information, but the model is still generally smooth. Finally, we perform three iterations using 5 Hz, and obtain the velocity shown in Fig. 20d. As expected, we get additional, yet
Figure 14: The real part of the scattered wavefields from the numerical method for the (a) third source and (b) sixth source.

Figure 15: The NN architecture used to reconstruct the scattered wavefield solution.

Figure 16: The training loss history for reconstructing the scattered wavefields.
mild, details in the velocity. This is because PINN provided us with smooth scattered wavefields, which result in a smooth inverted velocity. However, this PINN-based WRI inverted velocity is a good initial model for a further FWI application.

Again, we apply the conventional FWI to the inverted velocity in Fig. 20d. First, we use the initial velocity (Fig. 13b) to perform the FWI. The frequency band we use here is from 3 Hz to 7 Hz with a sampling interval of 1 Hz. We perform 50 iterations to update the velocity, and the inverted velocity model is shown in Fig. 21a. It is obvious that FWI suffers from cycle skipping, as the initial velocity is crude. Then, we repeat the FWI implementation with the same inversion setup using the PINN-based WRI inverted velocity in Fig. 20d as a starting model, and the resulting FWI-inverted velocity is shown in Fig. 21b. Clearly, the sequential FWI inverted velocity after PINN-based WRI is able to recover the details in the true velocity. We show two vertical velocity profiles at locations 2.5 km and 3.75 km in Figs. 22a and 22b, respectively. In both vertical velocity profile comparisons, we can see that the sequential FWI inverted velocity after the PINN-based WRI has a much better agreement with the true velocity than that from the direct FWI implementation.

4 Discussions

In PINN-based WRI implementation, we tend to reconstruct the scattered wavefield instead of the whole wavefield to mitigate the point source singularity, which will hamper the training convergence. By using the scattered wave equation, the source term is related to the velocity perturbation and background wavefield. Thus, it is extended from a point to
Figure 19: The training loss history for predicting the velocity.

Figure 20: The PINN-based WRI inverted velocity models (a) after one iteration using 3 Hz, (b) after four iterations using 3 Hz, (c) after four iterations using 4 Hz, and (d) after three iterations using 5 Hz.
the whole domain. We use an infinite isotropic homogeneous velocity to analytically obtain the background wavefield. We recommend using a velocity given by the source location velocity so the background wavefield would absorb the majority of the source singularity effect. If the source is located in the water layer, like in a marine survey, we can just use the water velocity to generate the background wavefields. In this case, the target scattered wavefields do not have especially large values near the source location. For each source, a number of random points, which is far fewer than the regular grid points, are selected within the domain of interest to train the network used to reconstruct the scattered wavefields.

We use two independent NNs to reconstruct the scattered wavefields and predict the velocity. In the network to reconstruct the scattered wavefields, with the same number of hidden layers, an increase of the number of neurons will improve the scattered wavefield reconstruction accuracy. However, an unpractical large number of neurons in the network will cause overfitting and increase the computational cost [70]. Based on the experiments we performed, we found that an NN with a decreasing number of neurons from shallow to deep layers shows better results than using the same number of neurons in all the hidden layers [71, 42, 72]. By doing so, the first few large layers can learn many low-level features, and these lower-level features will be fed into the subsequent smaller layers. As a result, higher-order features can be extracted efficiently and sufficiently by deep thinner layers. For the first simple example, we use an
We proposed a physics-informed neural network (PINN) based wavefield reconstruction inversion (WRI) method. By using a single NN to reconstruct the scattered wavefields for all the sources set in the seismic survey by introducing the source horizontal location as input. This network will save a tremendous computational cost compared to reconstructing scattered wavefields using an individual network for each source. However, the computational cost in the PINN training is still overall larger than calculating the matrix inverse using the FD method for small 2D models of isotropic acoustic media. This is the main limitation of the proposed method. Conservative PINN (cPINN) partitions the computational domain into several subdomains to enable easy parallelization and fast convergence. We will try to incorporate the idea of cPINN in future work.

The proposed PINN-based WRI may provide a feasible solution to 3D large models in complex media thanks to the development in the GPU hardware and parallel training implementation. On the other hand, the computational cost for calculating the inverse of the impedance matrix increases exponentially for the FD method when the model size increases. In addition, the impedance matrix for acoustic VTI and isotropic elastic media will be twice as large as the case for isotropic media in both vertical and horizontal directions. As a result, the computational cost for solving the acoustic VTI and isotropic elastic wave equations will be 8 times that of the acoustic wave equation. Additionally, the size of the impedance matrix will be even larger for more complex media, like viscoelastic anisotropic and fluid-saturated porous media. PINN has the potential in improving the computational efficiency of waveform inversion in media corresponding to complex physics. Another limitation in this paper is that we currently focus on 2D models. For 3D models, the input data to the network should be the 3D spatial coordinate values \( \{x, y, z\} \) and source locations \( \{x_s, y_s\} \) on the surface. Thus, a new NN architecture needs to be studied. PINN-based WRI has excellent flexibility and versatility for different media and model dimensions as we only need to modify the loss functions corresponding to the different wave equations. By comparison, we need tremendous modifications to convert the conventional WRI from isotropic media to anisotropic media, and also from 2D models to 3D models. The applications of the proposed method on 3D models and complex media remain to be investigated.

Both WRI and EWI are able to provide high-resolution velocity updates, as they utilize the reflection wave information. The key step of these two methods is to reconstruct accurate wavefields. However, the proposed PINN-based method can only reconstruct generally smooth scattered wavefields and result in a smooth inverted velocity model. Even though we increase the frequency used in the PINN-based WRI, it still fails to provide high-resolution components to the inverted velocity due to the smoothness of the reconstructed scattered wavefields. This apparent limitation is the focus of our current research efforts. We tend to resolve this issue using a periodic activation function in a paper we have under review. On the other hand, the smooth inverted velocity from PINN-based WRI can be used as a good initial velocity for further FWI application, and we obtain the inversion result using very limited iterations and frequencies. The weighting factor \( \alpha \) in Eq. 8 plays an important role in reconstructing the scattered wavefield. It is used to balance the data constraint and the physics constraint, so the value of \( \alpha \) should equalize the magnitudes of these two terms. Trial and error tests are required to find an optimal weighting factor.

Unlike the resulting vorticity from the Navier–Stokes equation, which is quite smooth, the high-frequency wavefield has obvious sinusoidal features. Thus, it is a larger challenge for PINN to express the complexity of a high-frequency wavefield. The proposed PINN-based WRI has a limitation for high-frequency wavefields reconstruction. In the Marmousi example, we show that multiple high-frequency components will not refine too many details of the inverted velocity model. Thus, we recommend using the lowest frequency component available in the data to perform the proposed method and retrieve the background velocity model. Finally, a sequential FWI implementation provides us an accurate high-resolution inverted velocity model.

5 Conclusion

We proposed a physics-informed neural network (PINN) based wavefield reconstruction inversion (WRI) method. By using two independent PINNs, we can solve the augmented wave equation and estimate the velocity, sequentially. We combined the scattered wave equation and data-fitting terms as the loss function to reconstruct the scattered wavefield in the first network. Then, we used the reconstructed scattered wavefield to predict the velocity using the scattered wave equation as the loss function. We analyzed how NN architectures affect the efficiency and accuracy of the proposed method and showed the superiority of a hierarchically decreasing NN. Applications on a part of the Sigsbee2A model
and a modified Marmousi model show that the PINN-based WRI can invert for a reasonably smooth velocity with very limited iterations and frequencies, which can be a good initial velocity for FWI.
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