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ABSTRACT
This paper establishes relationships between elliptic functions and Riordan arrays leading to new classes of Riordan arrays which here are called elliptic Riordan arrays. In particular, the case of Riordan arrays derived from Jacobi elliptic functions that are parameterized by the elliptic modulus \( k \) will be treated here. Some concrete examples of such Riordan arrays are presented via a recursive formula.

1. Introduction
Riordan arrays were originally put forward by Shapiro et al. [1] as a novel approach to representing certain classes of infinite lower triangular matrices having properties similar to the Pascal triangle in terms of their column generating functions. In addition, these Riordan arrays were found to form a group which was referred to as the Riordan group. They were so named in honour of the twentieth century combinatorialist John Riordan [2]. The theory of Riordan arrays was initially identified as a useful tool in solving combinatorial sum inversions [3, 4], proof of combinatorial identities[5, 6] and in the combinatorial enumeration of lattice paths [4, 7, 8]. The two main types of Riordan arrays are the ordinary and exponential Riordan arrays which are constructed from ordinary and exponential generating functions respectively. This paper will primarily focus on the exponential Riordan arrays. An exponential Riordan array [9] is an infinite lower triangular matrix constructed from a pair of formal power series of orders 0 and 1 respectively, represented by their exponential generating functions given by

\[
g(x) = 1 + \sum_{n=1}^{\infty} g_n(x^n / n!) \quad f(x) = \sum_{n=1}^{\infty} f_n(x^n / n!),
\]

and with the generic element associated with the coefficients of column \( k \) evaluated by

\[
d_{n,k} = \frac{n!}{k!} [x^n] g(x)f(x)^k.
\]
The exponential Riordan array \((d_{n,k})_{n,k \geq 0}\) is denoted by \([g(x), f(x)]\). The bivariate generating function of exponential Riordan arrays is given by

\[
d_e(x, t) = \frac{1}{k!} \sum_{k=0}^{\infty} g(x)f(x)^k t^k = g(x)e^{tf(x)}. \tag{1}
\]

The case for \(x = 1\) in (1) results in the explicit formula for the row sums of the corresponding Riordan array. The most basic non-trivial exponential Riordan array is the Pascal triangle represented by \([e^x, x]\) having as its generic element

\[
d_{n,k} = [x^n] \frac{n!}{k!} e^x x^k = \binom{n}{k}.
\]

An alternative way of defining a Riordan array is using its recursive formula. The two main recursive rules for the formation of all the elements of a Riordan array excluding the element located on its first row are based on the \(A\) and \(Z\) sequence characterization of Riordan arrays \([10–12]\). The most suitable approach of quickly determining the explicit \(A\) and \(Z\) generating functions of Riordan arrays is derived from their corresponding production matrices. The production matrix \(P\) of the Riordan array \(D = [g(x), f(x)]\) is defined by

\[
P = D^{-1} \cdot \tilde{D}
\]

where \(\tilde{D}\) is the matrix \(D\) with its top row removed\([10, 13]\). In particular, the Riordan array \(D = (d_{n,k})_{n,k \geq 0}\) is constructed from its \(A = (a_i)_{i \geq 0}\) and \(Z = (z_i)_{i \geq 0}\) sequences as follows:

\[
(i) \quad d_{n+1,0} = \sum_i i! z_i d_{n,i},
\]

\[
(ii) \quad d_{n+1,k} = a_0 d_{n,k-1} + \frac{1}{k!} \sum_{i \geq k} i!(z_{i-k} + ka_{i-k+1}) d_{n,i}.
\]

The \(A\) and \(Z\) generating functions from the theory of production matrices are explicitly given by

\[
A(x) = f'(\tilde{f}(x))
\]

and

\[
Z(x) = \frac{g'(\tilde{f}(x))}{g(\tilde{f}(x))}.
\]

Here, \(\tilde{f}(x) = \text{Rev}(f)(x)\) denotes the series reversion of \(f(x)\), which is the solution \(u(x)\) of the equation \(f(u) = x\) that satisfies \(u(0) = 0\). Furthermore, the bivariate generating function of the matrix \(P\) is given by

\[
\phi_P(t, x) = e^{tx}(Z(x) + tA(x)).
\]

The Riordan array \(D = [g(x), f(x)]\) can transform an infinite sequence having generating function \(h(x)\) by the FTRA (Fundamental Theorem of Riordan arrays)\([1]\) to form a new
infinite sequence \( b(x) \) such that

\[
[g(x), f(x)]h(x) = g(x)h(f(x)) = b(x).
\]

The multiplication operation \((\ast)\) determines the basis for a Riordan array to form a group. The multiplication rule for two Riordan arrays \([g, f]\) and \([h, l]\) is defined as

\[
[g, f] \ast [h, l] = [g \ast (h \circ f), l \circ f].
\]

\([1, x]\) corresponds to the identity element of \([g(x), f(x)]\). The inverse element is given by

\[
[g(x), f(x)]^{-1} = \left[\frac{1}{g(f(x))}, \bar{f}(x)\right].
\]

We note that for a power series \( f(x) = \sum_{n=0}^{\infty} f_n x^n \) with \( f(0) = 0 \), we define the reversion or the compositional inverse of \( f \) to be the power series \( \bar{f}(x) \) such that \( f(\bar{f}(x)) = \bar{f}(f(x)) = x \). It can sometimes be denoted simply as \( \bar{f} \) or \( \text{Rev} \, f \). The subgroups of Riordan arrays of most interest are: Appell \([g(x), x]\), Lagrange /associated \([1, f(x)]\), Bell/renewal \([g(x), xg(x)]\), hitting-time \([\frac{xg(x)}{f(x)}, f(x)]\), checkerboard \([g(x), f(x)]\) where \( g(x) \) is an even generating function and \( f(x) \) is an odd generating function, and derivative \([f'(x), f(x)]\), where \( f'(x) \) denotes the first derivative of \( f(x) \) \([11]\).

Similar to Riordan arrays, elliptic functions which are complex valued meromorphic and doubly periodic functions can be defined in terms of a reversion technique \([14, 15]\). The origins of the main theory of elliptic functions can be traced back to the 19th century work on integral calculus by the famous mathematician Niels H. Abel (1802–1829) \([16]\). His most remarkable achievement in this area was implementing the main technique of inverting elliptic integrals which led to elliptic functions. An elliptic integral can be written in the form

\[
\int R(x, \sqrt{p(x)}) \, dx,
\]

where \( R(x, w) \) is a rational function in two variables and \( p(x) \) is a polynomial of degree 3 or 4 having no repeated roots. During the same period when Abel put forward his work on the inversion of elliptic integrals another mathematician Carl G. Jacobi (1804–1851) also worked in the same area. In 1829, Jacobi introduced the Jacobi elliptic functions denoted \( sn \, u, cn \, u, dn \, u \). A key characteristic of these functions is that they satisfy the equation describing quartic elliptic curves given by

\[
(y^2)' = (1 - x^2)(1 - k^2x^2).
\]

The Jacobi elliptic functions may be explicitly defined by first defining \( sn \, u \equiv sn(x, k) \) such that

\[
.sn(x, k) = \text{Rev} \left( \int_{u_0}^{x} \frac{dt}{\sqrt{(1 - t^2)(1 - k^2t^2)}} \right).
\]

We can also set \( m = k^2 \). The parameter \( k \) where \(-1 \leq k \leq 1\) is called the modulus of the elliptic integral. The complementary modulus is \( k' = \sqrt{1 - k^2} \). The first six terms of the
coefficients of the Taylor series expansion of \( \text{arcsn}(x, k) \) are

\[
\{0, 1, 0, k^2 + 1, 0, 3\left(3k^4 + 2k^2 + 3\right), 0\}.
\]

We note that we can find the power series coefficients of \( sn(x, k) \) in the first column of the inverse Riordan array

\[
\left[ \frac{\text{arcsn}(x, k)}{x}, \text{arcsn}(x, k) \right]^{-1}.
\]

An alternative method for defining \( sn(x, k) \) is to start with the function

\[
F(\phi, k) = \int_0^\phi \frac{1}{\sqrt{1 - k^2 \sin^2 \theta}} \, d\theta.
\]

The Legendre form of the elliptic integral which is an alternative definition of elliptic \( sn(x, m) \) is given by

\[
\text{arcsn}(x, m) \equiv u(\varphi, m) = \int_0^\varphi \frac{d\theta}{\sqrt{1 - m \sin^2 \theta}}. \quad (4)
\]

The equivalence of these two approaches to the definition of \( sn(x, m) \) follows from a change of variables which can be determined using the substitution \( x = \sin \theta \) such that \( dx = \cos(x) \, d\theta = \sqrt{1 - x^2} \, d\theta \). We then revert the function \( F \) to get the amplitude function

\[
am(u, k) = F^{-1}(u, k) = \phi.
\]

Finally we define

\[
\text{sn}(u, k) = \sin(\text{am}(u, k)) = \sin(\phi).
\]

The elliptic integral (4) is known as the incomplete elliptic integral. On the other hand, the complete elliptic integrals are given by

\[
K(m) := u\left(\frac{\pi}{2}, m\right) = \int_0^1 \frac{dx}{\sqrt{(1 - x^2)(1 - mx^2)}}
\]

\[
u\left(\frac{\pi}{2}, m\right) = \int_0^{\frac{\pi}{2}} \frac{d\theta}{\sqrt{1 - m \sin^2 \theta}}
\]
with its complete complementary elliptic integral \( K'(m) \) defined in a similar manner but with \( m \) in \( K(m) \) replaced with \( 1-m \) such that

\[
m + m' = 1 \quad \text{and} \quad m = (k')^2 \quad \text{and} \quad |m| \leq 1 \quad \text{and} \quad -K < x < K.
\]

The basic elliptic functions satisfy the equation

\[
\text{sn}^2(x; m) + \text{cn}^2(x; m) = 1.
\]

Thus

\[
\text{sn}(x; m) = \sqrt{1 - \text{cn}^2(x; m)} \quad \text{and} \quad \text{dn}(x; m) = \frac{d\phi}{dx} = \sqrt{1 - m \text{sn}^2(x; m)}.
\]

All three functions \( \text{sn}(x, k) \), \( \text{cn}(x, k) \) and \( \text{dn}(x, k) \) are doubly periodic:

\[
\text{sn}(x + 4K, k) = \text{sn}(x, k), \quad \text{where} \quad \text{sn}(K, k) = 1.
\]

\[
\text{cn}(x + 4K, k) = \text{cn}(x, k).
\]

\[
\text{dn}(x + 4K, k) = \text{dn}(x, k).
\]

\[
\text{dn}(x + 4L, k) = \text{dn}(x, k).
\]

In addition, the three basic forms of the Jacobi elliptic function determine the other 9 forms of Jacobi elliptic functions (sc, nc, dc, ns, cs, ds, nd, cd, sd) such that the definitions are quotients of any of these three. For example \( \text{sd}(x; m) = \frac{\text{sn}(x; m)}{\text{dn}(x; m)} \). The Jacobi elliptic function are considered a generalization of the trigonometric functions from which the basic properties are defined. The basic properties of the Jacobi elliptic functions are:

- \( \text{sn}(0; k) = 0 \quad \text{sn}(K; k) = 1 \)
- \( \text{cn}(0; k) = 1 \quad \text{cn}(K; k) = 0 \)
- \( \text{dn}(0; k) = 1 \quad \text{dn}(K; k) = k' \)

In the limit we have

\[
\lim_{m \to 0} \text{sn}(x, m) = \sin(x)
\]

\[
\lim_{m \to 0} \text{cn}(x, m) = \cos(x)
\]

\[
\lim_{m \to 0} \text{dn}(x, m) = 1
\]

\[
\lim_{m \to 1} \text{sn}(x, m) = \tanh(x)
\]

\[
\lim_{m \to 1} \text{cn}(x, m) = \sech(x)
\]

\[
\lim_{m \to 1} \text{dn}(x, m) = \sech(x).
\]

If \( x = \text{sn}(u; m) \ y = \text{cn}(u; m) \ z = \text{dn}(u; m) \), we get the differential system:

\[
\dot{x} = yz \quad \dot{y} = -xz \quad \dot{z} = -k^2 xy
\]

satisfying the initial conditions

\[
\text{sn}(0, m) = x(0) = 0, \quad \text{cn}(0, m) = y(0) = 1 \quad \text{dn}(0, m) = z(0) = 1.
\]
2. Elliptic functions derived from the A and Z generating functions of Riordan arrays

For the inverse exponential Riordan array \( M^{-1} = [g(x), f(x)]^{-1} \), we have

\[
A_{M^{-1}} = \frac{1}{f'(x)},
\]

and

\[
Z_{M^{-1}} = -\frac{1}{f'(x)} \frac{g'(x)}{g(x)}.
\]

In particular, we can also express the array \([g,f]\) and \([g,f]^{-1}\) in terms of \(A = A_M\) and \(Z = Z_M\) as follows:

\[
\left[ \frac{1}{g(f(x))}, f(x) \right] \nabla \left[ \frac{1}{g(f(x))}, f(x) \right]^{-1} = \left[ g(x), f(x) \right] = \left[ e^{-\int_0^x \frac{Z(t)}{A(t)} \, dt}, \frac{\int_0^x \frac{Z(t)}{A(t)} \, dt}{A(t)} \right].
\]

Now we recall that an integral is called an elliptic integral if it is of the form

\[
\int R(x, \sqrt{P(x)}) \, dx,
\]

where \(P(x)\) is a polynomial in \(x\) of degree 3 or 4 and \(R\) is a rational function of its arguments. Thus if

\[
\frac{1}{A(t)} = R(t, \sqrt{P(t)}),
\]

then the above exponential Riordan array satisfies the required form associated with an elliptic integral.

As we have seen, elliptic functions are defined as the inverses of elliptic integrals. Thus the expression

\[
\text{Rev} \left( \int_0^x \frac{dt}{A(t)} \right)
\]

in the defining relation for \([g,f]\) is an elliptic function when \(\frac{1}{A(t)} = R(t, \sqrt{P(t)})\).

In this case, we will have

\[
A(t) = \frac{1}{R(t, \sqrt{P(t)})} = \tilde{R}(t, \sqrt{P(t)}),
\]

where

\[
\tilde{R} = \frac{1}{R}
\]

will also be a rational function.
It is therefore natural to call an exponential Riordan array \( M = [g,f] \) an \textit{elliptic Riordan array} if

\[
A_M(t) = R(t, \sqrt{P(t)}),
\]

where \( R \) is a rational function and \( P(t) \) is a polynomial of degree 3 or 4.

Lagrange showed that any elliptic integral can be written in terms of the following three fundamental or normal elliptic integrals:

\[
F(x, k) = \int_0^x \frac{dt}{\sqrt{(1 - t^2)(1 - k^2 t^2)}},
\]

\[
E(x, k) = \int_0^x \sqrt{\frac{1 - k^2 t^2}{1 - t^2}} \, dt,
\]

\[
\Pi(x, \alpha^2, k) = \int_0^x \frac{dt}{(1 - \alpha^2 t)\sqrt{(1 - t^2)(1 - k^2 t^2)}}.
\]

These integrals are called elliptic integrals of the first, second and third types, respectively.

As an example of elliptic functions, the Jacobi elliptic functions may be defined by first defining \( sn(x, k) \) as follows:

\[
sn(x, k) = \text{Rev} \left( \int_0^x \frac{dt}{\sqrt{(1 - t^2)(1 - k^2 t^2)}} \right),
\]

involving the elliptic integral of the first kind, and then we define

\[
\text{cn}(x, k) = \sqrt{1 - sn(x, k)^2} \quad \text{and} \quad \text{dn}(x, k) = \sqrt{1 - k^2 sn(x, k)^2}.
\]

Thus if

\[
\frac{1}{A(t)} = \frac{1}{\sqrt{(1 - t^2)(1 - k^2 t^2)}},
\]

or

\[
A(t) = \sqrt{(1 - t^2)(1 - k^2 t^2)},
\]

then we obtain an exponential Riordan array with

\[
f(x) = sn(x, k).
\]

3. Jacobi Riordan arrays

We shall refer to the first type of elliptic Riordan arrays which will be derived from Jacobi elliptic functions as Jacobi Riordan arrays. We can generate Jacobi Riordan arrays from either the formal power series of Jacobi elliptic functions or by the \( A \) and \( Z \) generating
functions. In general, an exponential Riordan array \([g(x), f(x)]\) can be expressed in terms of its \(A\) and \(Z\) generating functions such that

\[
[g(x), f(x)] = \left[ e^{\int_0^x \text{Rev} \left( \frac{\int_0^t A(t) \ dt}{A(t)} \right)} Z(t) A(t) \ dt, \ \text{Rev} \left( \frac{\int_0^x \ dt}{A(t)} \right) \right].
\]

3.1. Example:

Suppose that \(A(t) = \sqrt{(1 - t^2)(1 - k^2 t^2)}\).

Then \(\text{Rev} \left( \int_0^x \frac{dt}{\sqrt{(1-t^2)(1-k^2 t^2)}} \right) = \text{sn}(x)\).

So \(f(x) = \text{sn}(x)\).

It follows that \(g(x) = e^{\int_0^x \frac{\text{sn}(x)}{\sqrt{1-t^2}} \ dt}\).

For instance, if \(Z(t) = \sqrt{1 - k^2 t^2}\) then we have

\[
g(x) = e^{\int_0^x \frac{1}{\sqrt{1-t^2}} \ dt} = e^{\sin^{-1}(\text{sn}(x))}.
\]

Therefore, we have that \([g(x), f(x)] = [e^{\sin^{-1}(\text{sn}(x))}, \text{sn}(x)]\).

The coefficient array of \([e^{\sin^{-1}(\text{sn}(x))}, \text{sn}(x)]\) is given by

\[
A = \begin{pmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 1 & 0 & 0 & 0 & 0 & 0 \\
1 & 2 & 1 & 0 & 0 & 0 & 0 \\
1 - 4m & 2 - m & 3 & 1 & 0 & 0 & 0 \\
1 - 4m & -8m & 2 - 4m & 4 & 1 & 0 & 0 \\
m^2 - 6m + 1 & m^2 - 16m - 4 & -10(3m + 1) & 5 & 1 & 0 \\
16m^2 + 4m + 1 & 8(4m^2 + 6m - 1) & 16m^2 - 16m - 29 & -40(2m + 1) & -5(4m + 1) & 6 & 1
\end{pmatrix}.
\]

Remark 3.1: The row sums of \(A\) at \(m = 0\) corresponds to \(A009282\) in OEIS [17] and it also has the exponential generating function \(e^{(x + \sin(x))}\).

Similarly, if \(Z(t) = \sqrt{1 - t^2}\) then we get

\[
g(x) = e^{\frac{1}{k} \sin^{-1}(k \text{sn}(x))}.
\]

Thus

\[
[g(x), f(x)] = \left[ e^{\frac{1}{k} \sin^{-1}(k \text{sn}(x))}, \text{sn}(x) \right].
\]

3.2. Example

Let us consider the exponential Riordan array \(M = [\text{cn}(x), \text{sn}(x)]\) where we suppress the parameter \(k\).
We then have
\[ \tilde{f}(x) = sn^{-1}(x). \]
We also have \( g'(x) = cn'(x) = -sn(x)dn(x) \), so that we obtain
\[
Z(x) = Z_M(x) = \frac{\tilde{g}'(\tilde{f}(x))}{\tilde{g}(\tilde{f}(x))} = \frac{-sn\left(sn^{-1}(x)\right) \ dn\left(sn^{-1}(x)\right)}{cn\left(sn^{-1}(x)\right)} = \frac{-x\sqrt{1 - k^2x^2}}{\sqrt{1 - x^2}}.
\]
Thus for the exponential Riordan array \([cn(x), sn(x)]\) we have
\[
A(x) = \sqrt{(1 - x^2)(1 - k^2x^2)}, \quad Z(x) = \frac{-x\sqrt{1 - k^2x^2}}{\sqrt{1 - x^2}}.
\]
This means in particular that the bivariate generating function of the production matrix of \([cn(x), sn(x)]\) is given by
\[
e^{xy}\left(\frac{-x\sqrt{1 - k^2x^2}}{\sqrt{1 - x^2}} + y\sqrt{(1 - x^2)(1 - k^2x^2)}\right).
\]
In this case, we have
\[
\frac{Z(t)}{A(t)} = \frac{-t\sqrt{1 - k^2t^2}}{\sqrt{1 - t^2}} \frac{1}{\sqrt{(1 - x^2)(1 - k^2t^2)}}
\]
or
\[
\frac{Z(t)}{A(t)} = \frac{-t}{1 - t^2}.
\]
Thus
\[
e^\int_0^\text{Rev}(\int_0^x \frac{dt}{\pi(t)}) Z(t)\frac{dt}{A(t)} = e^\int_0^{sn(x,k)} \frac{-t}{1 - t^2} \ dt = \sqrt{1 - sn(x,k)^2} = cn(x, k),
\]
as expected.
To calculate the inverse array \([cn(x), sn(x)]\) we have
\[
\frac{1}{g(\tilde{f}(x))} = \frac{1}{cn(sn^{-1}(x))} = \frac{1}{\sqrt{1 - x^2}},
\]
and so
\[
[cn(x), sn(x)]^{-1} = \begin{bmatrix}
\frac{1}{\sqrt{1 - x^2}} \int_0^x \frac{dt}{\sqrt{1 - k^2t^2}(1 - t^2)}
\end{bmatrix}.
\]
3.3. Example

We next look at the exponential Riordan array
\[
\begin{bmatrix}
\text{cn}(x) \\
1 + \text{sn}(x)
\end{bmatrix}, \text{sn}(x).
\]

We once again have
\[
A(x) = \sqrt{(1 - x^2)(1 - k^2 x^2)}.
\]

Now \(g(x) = \frac{\text{cn}(x)}{1 + \text{sn}(x)}\), and we find that
\[
g'(x) = -\frac{(1 + \text{sn}(x))\text{sn}(x)\text{dn}(x) - \text{cn}(x)^2\text{dn}(x)}{(1 + \text{sn}(x))^2}.
\]

We then get
\[
\frac{g'(\text{sn}^{-1}(x))}{g(\text{sn}^{-1}(x))} = -\frac{(1 + x)x\sqrt{1 - k^2 x^2} - (1 - x^2)\sqrt{1 - k^2 x^2}}{(1 + x)^2} \frac{1 + x}{\sqrt{1 - x^2}}
\]
\[
= -\frac{\sqrt{1 - k^2 x^2}}{\sqrt{1 - x^2}}.
\]

Thus the bivariate generating function for the production matrix of \(\begin{bmatrix}
\text{cn}(x) \\
1 + \text{sn}(x)
\end{bmatrix}, \text{sn}(x)\) is given by
\[
e^{xy} \left( -\frac{1 - k^2 x^2}{1 - x^2} + y\sqrt{(1 - x^2)(1 - k^2 x^2)} \right).
\]

We note that for \(k^2 = 1\), we get the exponential Riordan array
\[
\begin{bmatrix}
\text{sech}(x) \\
1 + \text{tanh}(x)
\end{bmatrix}, \text{tanh}(x).
\]

The inverse matrix is calculated as follows:
\[
\begin{bmatrix}
\text{cn}(x) \\
1 + \text{sn}(x)
\end{bmatrix}, \text{sn}(x)^{-1} = \begin{bmatrix}
1 \\
\text{cn}(\text{sn}^{-1}(x))
\end{bmatrix}, \text{sn}^{-1}(x)
\]
\[
= \left[ \frac{1 + x}{\sqrt{1 - x^2}} \int_{0}^{x} \frac{dt}{\sqrt{(1 - k^2 t^2)(1 - t^2)}} \right].
\]

3.4. Example

Our next example is the exponential Riordan array
\[
\begin{bmatrix}
\text{cn}(x) \\
1 + \text{sn}(x)
\end{bmatrix}, \frac{\text{sn}(x)}{1 + \text{sn}(x)}.
\]

We do not immediately know what the inverse function of \(\frac{\text{sn}(x)}{1 + \text{sn}(x)}\) is, so we use the theory of Riordan arrays to continue the analysis.
Thus we note that
\[
\begin{bmatrix}
\frac{\text{cn}(x)}{1 + \text{sn}(x)} & \frac{\text{sn}(x)}{1 + \text{sn}(x)}
\end{bmatrix} = \left[\text{cn}(x), \text{sn}(x)\right] \left[\frac{1}{1 + x}, \frac{x}{1 + x}\right],
\]
where the second Riordan array in the product is related to the Laguerre polynomials.

Taking inverses, we obtain
\[
\begin{bmatrix}
\frac{\text{cn}(x)}{1 + \text{sn}(x)} & \frac{\text{sn}(x)}{1 + \text{sn}(x)}
\end{bmatrix}^{-1} = \left[\frac{1}{1 + x}, \frac{x}{1 + x}\right]^{-1} \left[\text{cn}(x), \text{sn}(x)\right]^{-1}
\]
or
\[
\begin{bmatrix}
\frac{\text{cn}(x)}{1 + \text{sn}(x)} & \frac{\text{sn}(x)}{1 + \text{sn}(x)}
\end{bmatrix}^{-1} = \left[\frac{1}{1 - x}, \frac{x}{1 - x}\right] \left[\frac{1}{\sqrt{1 - x^2}}, \int_0^x \frac{dt}{(1 - t^2)(1 - k^2 t^2)}\right].
\]

This gives us
\[
\begin{bmatrix}
\frac{\text{cn}(x)}{1 + \text{sn}(x)} & \frac{\text{sn}(x)}{1 + \text{sn}(x)}
\end{bmatrix}^{-1} = \left[\frac{1}{\sqrt{1 - 2x}}, \int_0^{\frac{x}{\sqrt{1 - 2x}}} \frac{dt}{(1 - t^2)(1 - k^2 t^2)}\right].
\]

Thus in particular, we have that
\[
\frac{\text{sn}(x)}{1 + \text{sn}(x)} = \text{Re} \int_0^{\frac{x}{\sqrt{1 - 2x}}} \frac{dt}{(1 - t^2)(1 - k^2 t^2)},
\]
or by the change of variable \(y = \frac{t}{1+t}\), we get
\[
\frac{\text{sn}(x)}{1 + \text{sn}(x)} = \text{Re} \int_0^{\frac{x}{\sqrt{1 - 2y}(1 - 2y - (k^2 - 1)y^2)}} \frac{dy}{\sqrt{1 - 2y}(1 - 2y - (k^2 - 1)y^2)}.
\]

We can generalize this to the following.

**Theorem 3.1:** Given two exponential Riordan arrays, if any one of these Riordan arrays is an elliptic Riordan array, then their product is also an elliptic Riordan array.

**Proof:** We assume given two exponential Riordan arrays, \(M = [g, f]\), and \(N = [u, v]\). We assume that \(M\) is an elliptic Riordan array, with
\[
A_M(t) = R(t, \sqrt{P(t)}).
\]

We consider the product
\[
M \cdot N = [g, f] \cdot [u, v] = [gu(f), v(f)].
\]
Knowing that
\[
f(x) = \text{Re} \int_0^x \frac{dt}{A(t)},
\]
we wish to find an ‘elliptic’ characterisation of \(v(f)\).
For this, we look at the inverse
\[(M \cdot N)^{-1} = N^{-1} \cdot M^{-1} = \left[ \frac{1}{u(\bar{v})}, \bar{v} \right] \cdot \left[ \frac{1}{g(f)}, \tilde{f} \right].\]

Now
\[\tilde{f}(x) = \int_{0}^{x} \frac{dt}{A(t)},\]
so we obtain
\[(M \cdot N)^{-1} = \left[ \frac{1}{u(\bar{v})} \frac{1}{g(f(\bar{v}))} \int_{0}^{\bar{v}(x)} \frac{dt}{A(t)} \right].\]

Thus we have that
\[v(f) = \text{Rev} \int_{0}^{\bar{v}(x)} \frac{dt}{A(t)} \cdot \]

To put this in an ‘elliptic’ form, we use the change of variable
\[y = v(t) \rightarrow t = \bar{v}(y).\]

in the integral.

This gives us
\[\frac{dy}{dt} = v'(t) \rightarrow dt = \frac{dy}{v'(t)} = \frac{dy}{v'(\bar{v}(y))} = \bar{v}'(y) \, dy.\]

When \(t = \bar{v}(x)\), we have \(y = v(t) = v(\bar{v}(x)) = x\), and so we have
\[\int_{0}^{\bar{v}(x)} \frac{dt}{A(t)} = \int_{0}^{x} \bar{v}'(y) \, dy = \frac{dy}{A(\bar{v}(y))}.\]

Thus we have
\[v(f) = \text{Rev} \int_{0}^{x} \frac{\bar{v}'(y) \, dy}{A(\bar{v}(y))} = \text{Rev} \int_{0}^{x} \frac{dy}{(\bar{v}'(y))A(\bar{v}(y))}.\]

3.5. Example

In this example, we seek to write the elliptic function
\[\frac{sn(x)(1 + sn(x))}{1 - sn(x)}\]
as the reversion of an integral whose limits are 0 to \(x\). For this, we consider the elliptic Riordan array \([cn(x), sn(x)]\) and the transformation given by the exponential Riordan array \([\frac{1}{1-x}, \frac{x(1+x)}{1-x}]\).
Thus we have the product

\[ [\text{cn}(x), \text{sn}(x)] \cdot \left[ \frac{1}{1-x} \cdot \frac{x(1+x)}{1-x} \right] = \left[ \frac{\text{cn}(x)}{1-\text{sn}(x)}, \frac{\text{sn}(x)(1+\text{sn}(x))}{1-\text{sn}(x)} \right]. \]

Here,

\[
\left[ \frac{1}{1-x} \cdot \frac{x(1+x)}{1-x} \right]^{-1} = \left[ 1 - \frac{\sqrt{1+6x+x^2} - x - 1}{2}, \frac{\sqrt{1+6x+x^2} - x - 1}{2} \right].
\]

In particular,

\[ \bar{v}(x) = \frac{\sqrt{1+6x+x^2} - x - 1}{2} \]

and

\[ \bar{v}'(x) = \frac{3 + x - \sqrt{1+6x+x^2}}{2\sqrt{1+6x+x^2}}. \]

Also,

\[ \text{sn}(x) = \text{Rev} \int_0^x \frac{dt}{(1-k^2t^2)(1-t^2)}. \]

Thus we have

\[ \frac{\text{sn}(x)(1+\text{sn}(x))}{1-\text{sn}(x)} = \text{Rev} \int_0^x \frac{3 + y - \sqrt{1+6y+y^2}}{2\sqrt{1+6y+y^2} \left[ \left( \frac{\sqrt{1+6y+y^2} - y - 1}{2} \right)^2 \right]} \left( 1 - \left( \frac{\sqrt{1+6y+y^2} - y - 1}{2} \right)^2 \right) \left( 1 - \left( \frac{\sqrt{1+6y+y^2} - y - 1}{2} \right)^2 \right) dy. \]

In the next examples that follow we examine some Jacobi Riordan arrays based on their coefficient and production matrices representations.

### 3.6. Example: [\text{dn}(x, m), \text{sn}(x, m)]

The coefficient matrix of [\text{dn}(x, m), \text{sn}(x, m)] begins

\[
A = \begin{pmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 \\
-m & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 6 (-\frac{2m}{3} - \frac{1}{3}) & 0 & 1 & 0 & 0 & 0 \\
-m^2 + 4m & 12 (-\frac{2m}{3} - \frac{1}{3}) & 0 & 1 & 0 & 0 & 0 \\
0 & 16m^2 + 44m + 1 & 0 & 20 (-m - \frac{1}{2}) & 0 & 0 & 0 \\
-m^3 - 44m^2 - 16m & 0 & 91m^2 + 224m + 16 & 0 & 30 (-\frac{2m}{3} - \frac{1}{3}) & 0 & 0
\end{pmatrix}
\]
Remark 3.2:  

- The numbers 1, 6, 12, 20, 30, ... positioned along the \( n + 2 \), \( n \) diagonal of the matrix \( A \) corresponds to OEIS A180291.
- The row sums of \( A \) for \( m = 0 \) form the sequence \( (1, 1, 1, 0, -3, -8, -3, ...) \) which correspond to OEIS A002017 with exponential generating function \( e^{\sin(x)} \).
- The row sums of \( A \) for \( m = 1 \) form the sequence \( (1, 1, 0, -4, -8, 32, 216, ...) \) which corresponds to OEIS A009265 with exponential generating function \( \frac{e^{\tanh(x)}}{\cosh(x)} \).

The production matrix of \( A \) in terms of \( m \) is given by

\[
B = \begin{pmatrix}
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
-3 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & -3 & 0 & 1 & 0 & 0 & 0 & 0 \\
-3 & 0 & -3 & 0 & 1 & 0 & 0 & 0 \\
0 & -15 & 0 & -3 & 0 & 1 & 0 & 0 \\
15m & -3 & 0 & -3 & 0 & 1 & 0 & 0 \\
0 & -3 & 0 & -3 & 0 & 1 & 0 & 0 \\
0 & -36 & 0 & -6 & 0 & 0 & 0 & 0 \\
\end{pmatrix}
\]

If \( m = -1, 0, 1 \) then \([dn(x, m), sn(x, m)]\) produces the Riordan arrays

\[C = \{[dn(x, -1), sn(x, -1)], [1, \sin(x)], [\text{sech}(x), \tanh(x)]\}\]

respectively.

The production matrices of \( B \) associated to the Riordan arrays in \( C \) for \( m = -1, 0, 1 \) are as follows:

\[
D = \left\{ \begin{pmatrix}
0 & 1 & 0 & 0 & 0 \\
1 & 0 & 1 & 0 & 0 \\
0 & 2 & 0 & 1 & 0 \\
-6 & 0 & 3 & 0 & 1 \\
0 & -36 & 0 & 4 & 0 \\
\end{pmatrix}, \begin{pmatrix}
0 & 1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 \\
0 & -1 & 0 & 1 & 0 \\
0 & 0 & -3 & 0 & 1 \\
0 & -3 & 0 & -6 & 0 \\
\end{pmatrix}, \begin{pmatrix}
0 & 1 & 0 & 0 & 0 \\
-1 & 0 & 1 & 0 & 0 \\
0 & -4 & 0 & 1 & 0 \\
0 & 0 & -9 & 0 & 1 \\
0 & 0 & 0 & -16 & 0 \\
\end{pmatrix} \right\}
\]

Remark 3.3: The tri-diagonal matrix for \( m = 1 \) in \( D \) indicates that the inverse of the Riordan array \([\text{sech}(x), \tanh(x)]\) forms the coefficient array of a family of orthogonal polynomials [18]. This is OEIS A060524 the number of degree \( n \)-permutations with \( k \) odd cycles. \([\frac{1}{\sqrt{1-x}}, \tan^{-1}(x)]\) is the coefficient array of a family of orthogonal polynomials. The three term recurrence relation for the family of orthogonal polynomials is given by

\[P_{n+1}(x) = xP_n(x) + n^2 P_{n-1}(x), \quad \forall \ n \geq 1\]

with \( P_0(x) = 1, \ P_1(x) = x \).

In particular, let \( Q_n(x) = \frac{P_n(ix)}{i^n}, \ (i^2 = -1) \)

we get

\[Q_{n+1}(x) = xQ_n(x) - n^2 Q_{n-1}(x), \quad \forall \ n \geq 1.\]

The \( A \) and \( Z \) sequences associated to the production matrices of \( B \) and \( D \) are listed below:

\[A(x, m) = cn \left( sn^{-1}(x, m) \mid m \right) dn \left( sn^{-1}(x, m) \mid m \right)\]
\[
\begin{align*}
&= (\sqrt{1 - x^2})(\sqrt{1 - mx^2}) \\
&= \sqrt{(1 - x^2)(1 - mx^2)}. \\
A(x, 1) &= 1 - x^2. \\
A(x, 0) &= \sqrt{1 - x^2}. \\
Z(x, m) &= -m \text{sn}(\text{sn}(x, m), m) \text{cn}(\text{sn}(x, m), m) \\
&= -mx\sqrt{1 - x^2} \\
&= -\sqrt{1 - mx^2}. \\
Z(x, 1) &= -x.
\end{align*}
\]

### 3.7. Example: \([\frac{d}{dx}\text{sn}(x, m), \text{sn}(x, m)]\)

The coefficient array of \([\frac{d}{dx}\text{sn}(x, m), \text{sn}(x, m)]\) where \(\frac{d}{dx}\text{sn}(x, m) = \text{cn}(x|m)\text{dn}(x|m)\) is given by

\[
A = \begin{pmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 \\
-m - 1 & 0 & 1 & 0 & 0 & 0 & 0 \\
m^2 + 14m + 1 & -4(m + 1) & 0 & 1 & 0 & 0 & 0 \\
0 & 8(2m^2 + 13m + 2) & -10(m + 1) & 0 & 1 & 0 & 0 \\
-m^3 - 135m^2 - 135m - 1 & 0 & 91m^2 + 434m + 91 & 0 & -35(m + 1) & 0 & 1
\end{pmatrix}
\]

**Remark 3.4:**
- The coefficient matrix of \([\frac{d}{dx}\text{sn}(x, m), \text{sn}(x, m)]\) forms a *palindromic* Riordan array.
- The row sums of \(A\) for \(m = 0\) form the sequence \((1, 1, 0, -3, -8, -3, 56, \ldots)\) which has the exponential generating function \(\cos(x)e^{\sin(x)}\).
- The row sums of \(A\) for \(m = 1\) form the sequence \((1, 1, -1, -7, -3, 97, 275, \ldots)\) which has the exponential generating function \(sech^2(x)e^{\tanh(x)}\).
- The non-zero entries of the first column of \(A\) corresponds to the matrix

\[
A[1] = \begin{pmatrix}
1 \\
-1 \\
1 \\
-1 \\
1 \\
1 \\
1 \\
1
\end{pmatrix}
\]

By multiplying the matrix \(A[1]\) by \(-1^m\) if \(n \equiv m \text{ mod } 2\) where \(n\) is the column number s.t \(n = 0, 1, 2, \ldots\) we get the matrix

\[
B = \begin{pmatrix}
1 & 1 & 1 \\
1 & 14 & 1 \\
1 & 135 & 135 & 1
\end{pmatrix}
\]

The matrix \(B\) corresponds to OEIS A060628.
The production matrix of $A$ in terms of $m$ is given by

$$B = \begin{pmatrix} 0 & 1 & 0 & 0 & 0 & 0 \\ -m - 1 & 0 & 1 & 0 & 0 & 0 \\ 0 & -3(m + 1) & 0 & 1 & 0 & 0 \\ -3(m - 1)^2 & 0 & -6(m + 1) & 0 & 1 & 0 \\ 0 & -15(m - 1)^2 & 0 & -10(m + 1) & 0 & 1 \\ -45(m - 1)^2(m + 1) & 0 & -45(m - 1)^2 & 0 & -15(m + 1) & 0 \end{pmatrix}. $$

If $m = -1, 0, 1$ then $[\frac{d}{dx} \sin(x, m), \sin(x, m)]$ produces the Riordan arrays

$$C = [\{\cos(x), \sin(x)\}, [\text{sech}^2(x), \tanh(x)]],$$

The production matrices of $B$ in terms of $m = -1, 0, 1$ are as follows:

$$D = \begin{pmatrix} 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 & 0 \\ -12 & 0 & 0 & 0 & 1 & 0 \\ 0 & -60 & 0 & 0 & 0 & 0 \end{pmatrix}, \begin{pmatrix} 0 & 1 & 0 & 0 & 0 & 0 \\ -1 & 0 & 1 & 0 & 0 & 0 \\ 0 & -3 & 0 & 1 & 0 & 0 \\ -3 & 0 & -6 & 0 & 1 & 0 \\ 0 & -15 & 0 & -10 & 0 & 0 \end{pmatrix}.$$

**Remark 3.5:** The tridiagonal production matrix for $m = 1$ in $D$ which is associated to the Riordan array $[\text{sech}^2(x), \tanh(x)]$ in $C$ forms an orthogonal polynomial sequence for $[\text{sech}^2(x), \tanh(x)]^{-1}$. Furthermore,

$$[\text{sech}^2(x), \tanh(x)]^{-1} = \left[\frac{1}{1 - x^2}, \tanh^{-1}(x)\right]$$
represents the coefficient matrix of the family of orthogonal polynomials. The three term recurrence relation for these polynomials is given by

$$P_{n+1}(x) = xP_n(x) + n(n + 1)P_{n-1}(x)$$

with $P_0(x) = 1, P_1(x) = x$ s.t. $-1 < x < 1$.

The $A$ and $Z$ sequences corresponding to the production matrix of $B$ and $D$ are listed as follows:

$$A(x, m) = \cos(zn^{-1}(x|m) \mid m) \sin(zn^{-1}(x|m) \mid m)$$

$$= \sqrt{(1 - \sin^2(zn(x, m), m))(1 - m^2 \sin^2(zn(x, m), m))}$$

$$= \sqrt{(1 - x^2)(1 - m^2 x^2)}$$

$$A(x, 1) = 1 - x^2$$

$$A(x, 0) = \sqrt{1 - x^2}$$

$$Z(x, m) = x(m(2x^2 - 1) - 1) \cos(zn^{-1}(x|m) \mid m) \sin(zn^{-1}(x|m) \mid m)$$

$$= x(m(2x^2 - 1) - 1) \sin(zn(x, m), m)(1 - m^2 \sin^2(zn(x, m), m))$$

$$= x(m(2x^2 - 1) - 1) \sin(x, m) \sin(zn(x, m), m)(1 - m^2 \sin^2(zn(x, m), m))$$

$$= \frac{x(m(2x^2 - 1) - 1) \sqrt{(1 - \sin^2(zn(x, m), m))(1 - m^2 \sin^2(zn(x, m), m))}}{(x^2 - 1)(mx^2 - 1)}.$$
\[ Z(x, 1) = \frac{-x (2x^2 - 2)}{(x^2 - 1)} \]
\[ = -2x \]
\[ Z(x, 0) = -\frac{x}{\sqrt{1 - x^2}}. \]

3.8. \([ \frac{d}{dx} \text{am}(x, m), \text{am}(x, m)]\)

The coefficient array \([ \frac{d}{dx} \text{am}(x, m), \text{am}(x, m)]\) where \(\frac{d}{dx} \text{am}(x, m) = \text{dn}(x, m)\) is given by

\[
A = \begin{pmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 \\
-m & 0 & 1 & 0 & 0 & 0 & 0 \\
m(m + 4) & 0 & -10m & 0 & 1 & 0 & 0 \\
0 & 8m(2m + 3) & 0 & -20m & 0 & 1 & 0 \\
-m (m^2 + 44m + 16) & 0 & 7m(13m + 12) & 0 & -35m & 0 & 1
\end{pmatrix}.
\]

Remark 3.6: • For \(m = 0\) we have \(A = I = [1, x]\).

• The row sums of \(A\) for \(m = 1\) form the sequence \((1, 1, 0, -3, -4, 21, 80, \ldots)\) corresponding to OEIS A012123 with exponential generating function

\[
e^{\sin^{-1}(\tanh(x))} = e^{gd(x)}\]

where \(gd(x)\) is the Gudermannian function such that

\[
gd(x) = \int_0^x \frac{1}{\cosh t} \, dt \quad -\infty < x < \infty.
\]

• The nonzero elements of the first column of the matrix \(A\) generated from the derivative of the Jacobi amplitude function forms the coefficient matrix

\[
\begin{pmatrix}
1 & 0 & 0 & 0 & 0 \\
0 & -1 & 0 & 0 & 0 \\
0 & 4 & 1 & 0 & 0 \\
0 & -16 & -44 & -1 & 0 \\
0 & 64 & 912 & 408 & 1 \\
0 & -256 & -15808 & -30768 & -3688 \\
\end{pmatrix}.
\]

The production matrix of \(A\) in terms of \(m\):

\[
B = \begin{pmatrix}
0 & 1 & 0 & 0 & 0 & 0 \\
-m & 0 & 1 & 0 & 0 & 0 \\
0 & -3m & 0 & 1 & 0 & 0 \\
(4 - 3m)m & 0 & -6m & 0 & 1 & 0 \\
0 & 5(4 - 3m)m & 0 & -10m & 0 & 1 \\
m (45m^2 + 60m - 16) & 0 & 15(4 - 3m)m & 0 & -15m & 0
\end{pmatrix}.
\]
If \( m = 1 \) and \( m = 0 \) then \( \left[ \frac{d}{dx} \text{amp}(x, m), \text{amp}(x, m) \right] \) produces the Riordan arrays

\[
C = \left[ \frac{2e^x}{e^{2x} + 1}, 2 \tan^{-1} \left( e^x \right) - \frac{\pi}{2} \right], [1, x] \]

respectively.

**Remark 3.7:** We note that \( \frac{2e^x}{e^{2x} + 1} \) has an ordinary generating function given by

\[
1 + \frac{x^2}{1 + \frac{4x^2}{1 + \frac{9x^2}{1 + \frac{25x^2}{1 + \cdots}}}}
\]

The production matrices from \( B \) in terms of \( m = -1, 0, 1 \) are as follows:

\[
D = \begin{pmatrix}
0 & 1 & 0 & 0 & 0 \\
1 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 \\
-7 & 0 & 6 & 0 & 1 \\
0 & -35 & 0 & 10 & 1 \\
121 & 0 & -105 & 0 & 15
\end{pmatrix}
\begin{pmatrix}
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0
\end{pmatrix}
\begin{pmatrix}
0 & 1 & 0 & 0 & 0 \\
-1 & 0 & 1 & 0 & 0 \\
0 & -3 & 0 & 1 & 0 \\
1 & 0 & -6 & 0 & 1 \\
0 & 5 & 0 & -10 & 0 \\
-1 & 0 & 15 & 0 & -15
\end{pmatrix}
\]

**Remark 3.8:** We note that the generating function of the matrix \( D \) at \( m = 1 \) is

\[
e^{xy}(-\sin(x) + y \cos(x)).
\]

The \( A \) and \( Z \) sequences corresponding to the production matrices of \( B \) and \( D \) are listed as follows:

\[
A(x, m) = \text{dn}(F(x, m), m) \\
A(x, 1) = \text{sech}(F(x, 1)) \\
= \text{sech}(\log(\tan(x) + \sec(x))) \\
= \frac{2(\tan(x) + \sec(x))}{(\tan(x) + \sec(x))^2 + 1} \\
= \cos(x)
\]

\[
Z(x, m) = \frac{m \text{cn}(F(x, m), m) \text{sn}(F(x, m), m)}{\text{dn}(F(x, m), m)} \\
Z(x, 1) = -\tanh(F(x, 1)) \\
= -\tanh(\log(\tan(x) + \sec(x)))
\]
\[
\frac{1 - (\tan(x) + \sec(x))^2}{1 + (\tan(x) + \sec(x))^2} = \sin(x).
\]

4. Conclusion

We have shown that through the definition of exponential Riordan arrays by means of their A and Z sequences, that it is natural to consider those exponential Riordan arrays that are defined by elliptic functions, when those elliptic functions are defined by a reversion. We have considered a number of such arrays defined by common Jacobi elliptic functions. In further work, we intend to re-cast some applications of elliptic functions to this new context, thus gaining more insight into the use of Riordan arrays in applied problems, as well as augmenting the solution context. Candidate areas for such explorations include transmission line theory, soliton theory and cosmology.
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