Application of Weibull analysis and artificial neural networks to predict the useful life of the vacuum packed soft cheese

ABSTRACT: The objective of this work was to evaluate the capability of artificial neural networks (ANN) to predict shelf life and the acidity on vacuum packed fresh cheese. First, cheese samples, of 200 g per unit, were prepared; then these samples were stored for 2 to 4 days at temperatures of 4, 10 and 16 °C and relative humidity of 67.5%. Throughout the storage, the acidity (AC) and sensorial acceptability were determined; this acceptability was used to determine the Shelf life time (SLT) by modified Weibull sensory risk method. A set of artificial neural networks (ANN) was created and trained; temperatures (T), maturation time (M) and failure possibility (F(x)) were used as inputs and SLT and AC as outputs. From this set, the networks with the lowest mean squared error (MSE) and best fit ($R^2$) were selected. These networks showed correlation coefficients ($R^2$) of 0.9996 and 0.6897 for SLT and AC respectively, and good accuracy compared with regression models. It is shown that the ANN can be used to adequately model the SLT and, to a lesser degree, the AC of vacuum-packed fresh cheeses.

1. Introduction

The studies of shelf life in foods are useful to not undersize or oversize the time to market or distribute the product. The shelf life includes the elapsed time between the manufacturing and the moment in which significant changes appear in it, that could generate rejection by the final consumer. During this time, the product changes at microbiological, sensorial and/or physical-chemical level according to the production process, product nature and storage time, factors that produce changes in quality [1].

The soft cheese, a dairy product characteristic of Cajamarca Region (Peru) whose production exceeds the 120 tons [2], requires improving its production and commercialization; consequently, one of the most important conditions is to define methods for predicting the shelf life. The soft cheese production is performed in two stages: first, a junket is prepared; next it is mixed with salt, kneaded, molded and finally packed [3]. This cheese, which only is found in Cajamarca, has a long history of approximately two hundred years and its appearance is explained due to the particular isolation conditions of these Altiplano peasants and their need to increase the milk preservation period [4].
To evaluate the process capability to preserve quality in the food, we commonly use survival analysis; Weibull distribution is applied to estimate the shelf life on the rejection of the product by the consumers [5-7]. In this method, it is necessary to know the probability of failure $F(x)$, defined as the probability that a consumer rejects a product stored prematurely $x$; in this case, the risk is focused on the rejection by the consumer. On the other hand, a technique known as artificial neural networks (ANN) has been used successfully for the study of dairy product deterioration [8, 9].

Considering the potentiality of the ANNs Weibull methodology for shelf life evaluation, as an objective of this research, it was proposed to develop a model of artificial neural networks that allows predicting the shelf life period of the vacuum packed soft cheese and compares its predictive capacity with mathematical regression models.

2. Methodology

2.1. Raw material

For this study, soft cheese samples were obtained (200 g per unit), in the training center for the dairy production of Centro de Formación Profesional Fe y Alegría (CEFOP) No 7 in Cajamarca city. Figure 1 shows the production process.

2.2. Conservation

The conditions established for conservation stage were: relative humidity = 65 %; temperatures = 4, 10 and 16 °C; and maturation times = 2, 4 days. During the conservation lapse, it was evaluated the sensorial acceptability, using a semi-trained panel and acidity by titration.

2.3. Acceptability analysis

Analysis of acceptability was performed applying the Weibull modified sensorial risk method [4, 10, 11]. Table 1 shows the pre-set parameters for this evaluation.

2.4. Determination of shelf life

At this step, a 9-point hedonic scale test, previously proposed by Rojas [12], and the Eqs. (1) and (2), for accumulated risk and failure probability respectively, were used.

\[
H(x) = \left(\frac{x}{\alpha}\right)^\beta
\]  

\[
F(x) = 1 - e^{(\frac{H(x)}{100})}
\] 

| Maturation - M (days) | 2 | 4 |
|-----------------------|---|---|
| Temperature - T (°C)  | 4 | 10 | 16 | 4 | 10 | 16 |
| Hour                  | Initial | 66 | 40 | 66 | 40 | 66 | 40 |
|                       | Final   | 1668 | 1145 | 5545 | 1506 | 785 | 329 |
| Number of panelist    | Initial | 3 | 3 | 3 | 3 | 3 | 3 |
|                       | Final   | 32 | 34 | 21 | 29 | 27 | 16 |

Figure 1 Flowchart for soft cheese production
Where F (x) is the failure or rejection function; x is maturation time; \( \beta \) is the shape parameter and \( \alpha \) is scaling parameter which represents the time value at 100% probability of rejection. The values \( \beta \) and \( \alpha \) were analyzed for the reliability of the model fit.

The shelf life was calculated considering using failures probability of 25 and 50 %. Both times were statistically compared by mean a Chi-square tests (\( \chi^2 \)) and Kolmogorov-Smirnov (K-S) at 95 % of significance level.

### 2.5. Creation and evaluation of artificial network

A set of multilayer artificial network (ANN), with two hide layers and a different number of neurons (4 - 18) and transfer function (logsig, tansig), were created and trained using back propagation (BP) and Levenberg-Marquardt (LM) algorithms for training and weight adjustment respectively.

For ANN training, the following inputs were used: maturation time of soft cheese [days] M, temperature in storage (°C) T, and failure probability during storage time F (between 0.01 and 0.9). Also, the following outputs were used: x shelf life [days], and A titrable acidity (g lactic acid/100 ml).

Then, for all topologies. During training and simulation, the mean squared errors (MSE), and coefficient of determination (R\(^2\)) were obtained and compared, selecting the topologies with the smallest MSE and R\(^2\) nearest to 1.

### 2.6. Modeling by multivariate regression

In order to validate the ANN model, mathematical regression models (RM) were created, for the output variables, using the DataFit 9.0.59 software. Then it was selected the model with the highest value of R\(^2\) to be compared with the selected ANN.

### 2.7. Statistical analysis

The values obtained using ANN and RM were evaluated using the effect of three treatments in a completely randomized block design (\( \alpha = 0.05 \)) and 15 validation units. Next, the Levene’s tests were applied to acidity values, for independent or paired samples respectively.

### 3. Results and discussions

#### 3.1. Shelf life of soft cheese by Weibull method

The shelf life and activation energy of soft cheese show that soft cheese ripened during 2 days presents more time of acceptability compared with the soft cheese ripened during 4 days, see Table 2 and Figure 2. Likewise; this method determined activation energy, of 14.7 and 20.0 kcal/mol for 2 and 4 days respectively, within the ranges of other dairy products reported by Hough and Fiszman [5].

![Figure 2 Shelf life (x) of soft cheese vs inverse of the storage temperature (1/T) (x_2, x_4 = 2 and 4 days of maturation)](image)

The selected panel, using the criterion of [6], has a tendency acceptable in the decisions, because the values of parameter \( \beta \) (Table 2) are between 2 and 4 [11].

The shelf life period of the soft cheese changed as a result of the temperature (Table 2), the higher the cooling temperature the lower the shelf life. On the other hand, the samples stored at 4° extend their shelf life over 55 days; this is due to the control of maturation parameters, as the low temperature in the maturation warehouse, short maturation time (2 and 4 days), final product vacuum packing, previous pasteurization treatment, disinfection of the water to wash the junket. Similar results were obtained in buttery cheese [12], where the estimated useful life is very high, due mainly to the type of preservation, since it is vacuum packed. The sensory shelf life of double cream

| M (days) | 2 | 4 |
|----------|---|---|
| T (°C)   |   |   |
| 4        | 10| 16|
| 4        | 10| 16|

| X (days) | 50 % | 25 % |
|----------|------|------|
|          | 68.0 | 53.9 |
|          | 46.1 | 36.4 |
|          | 22.4 | 16.3 |
|          | 62.2 | 49.9 |
|          | 31.7 | 23.5 |
|          | 13.7 | 10.8 |

| Value \( \alpha \) | 1,798.0 | 1,221.5 | 611.1 | 1,638.7 | 862.0 | 362.1 |
| Value \( \beta \)  | 3.8 | 3.7 | 2.8 | 4.0 | 2.9 | 3.7 |
| -Ea (kcal/mol)     | 14.7 | 20.06 |
cheese using survival statistics, at two fat levels, stored at 4 °C and packed under vacuum, was determined to be about 60 days [13].

**Evaluation of the Mean Squared Error (MSE) and \( R^2 \) of predictions**

When the 43 training predictions were compared with the expected values (Table 3), it was noted a good correlation of the storage time \( x \) values; such event is related to a decrease of the MSE during training of the ANN (Figure 3); this is not the case of the titratable acidity \( A \).

**Figure 3 Decrease of the mean squared error during training**

Figure 4 shows that, from all the selected topologies, only that with 300 training stages and with ‘Logsig-Logsig’ transfer functions, in the two hidden layers, of 6 and 14 neurons in the first and the second respectively, show the highest value of the coefficient of determination \( (R^2 = 0.6885) \) by relating the predicted and expected values of the titratable acidity \( A \) during the training.

**Final Topology of ANN**

The training of the ANNs was performed by essay and error because there is no a defined method or rule, that determines the optimum number of hidden layers and neurons in them [14, 15].

The following architecture was obtained (Figure 5): Type of a ANN (Feed forward), with supervised learning, BP training algorithm (Back propagation), weight adjustment algorithm: LM (Levenberg-Marquardt), three neurons in the input layer, two neurons in the output layer, linear transfer function (‘Purelin’) in the output layer, two hidden layers, six neurons in the first hidden layer, sigmoid logarithmic transfer function (‘Logsig’) in the first hidden layer, 14 neurons in the second hidden layer, sigmoid logarithmic transfer function (‘Logsig’) in the second hidden layer, learning rate: 0.01; moment coefficient: 0.5; 300 stages or cycles of training, target error: 0.0001; weight and bias update function: moment with downward gradient (‘learngdm’) and function or criterion to evaluate the network performance: Mean Quadratic Error (MSE). In the case of Bp type ANN, the training is supervised and is constituted as one of the most versatile learning functions and are used with good results in the applications of series of time, analysis and prediction [16]; likewise, [17] an ANN with ‘Logsig’ transfer function was used, both in hidden layers and output layers, to estimate the storage time of yogurt; which shows the versatility of topologies for finding the best prediction indicators.

On the other hand, a series of experiments has been performed to estimate the shelf life of the processed cheese, taking as input variables: the texture, aroma and taste, humidity, free fat acids and the sensorial score as output variable, stored at 30°C, applying the ANN, based on back propagation cascade algorithm (BPCA) [18], just like an additional ANN model of radial basis function (RBF) [19] and the models of simple delayed time (SDT) and Multilayer [20]; and to predict the shelf life of the processed cheese

**Final Topology of ANN**

The training of the ANNs was performed by essay and error because there is no a defined method or rule, that determines the optimum number of hidden layers and neurons in them [14, 15].

The following architecture was obtained (Figure 5): Type of a ANN (Feed forward), with supervised learning, BP training algorithm (Back propagation), weight adjustment algorithm: LM (Levenberg-Marquardt), three neurons in the input layer, two neurons in the output layer, linear transfer function (‘Purelin’) in the output layer, two hidden layers, six neurons in the first hidden layer, sigmoid logarithmic transfer function (‘Logsig’) in the first hidden layer, 14 neurons in the second hidden layer, sigmoid logarithmic transfer function (‘Logsig’) in the second hidden layer, learning rate: 0.01; moment coefficient: 0.5; 300 stages or cycles of training, target error: 0.0001; weight and bias update function: moment with downward gradient (‘learngdm’) and function or criterion to evaluate the network performance: Mean Quadratic Error (MSE). In the case of Bp type ANN, the training is supervised and is constituted as one of the most versatile learning functions and are used with good results in the applications of series of time, analysis and prediction [16]; likewise, [17] an ANN with ‘Logsig’ transfer function was used, both in hidden layers and output layers, to estimate the storage time of yogurt; which shows the versatility of topologies for finding the best prediction indicators.

On the other hand, a series of experiments has been performed to estimate the shelf life of the processed cheese, taking as input variables: the texture, aroma and taste, humidity, free fat acids and the sensorial score as output variable, stored at 30°C, applying the ANN, based on back propagation cascade algorithm (BPCA) [18], just like an additional ANN model of radial basis function (RBF) [19] and the models of simple delayed time (SDT) and Multilayer [20]; and to predict the shelf life of the processed cheese

**Figure 4 Comparison of \( R^2 \) among 15 for storage time \( x \) and titratable acidity \( A \)**

| Hidden layer | Number of neurons | Transfer function | Stages | \( R^2 \) [Training] | \( x \) | \( A \) |
|--------------|------------------|-------------------|-------|----------------------|-------|-------|
| 1            | 16               | ‘Logsig’          | 300   | 0.9999               | 0.6821|
|              | 9                | ‘Tansig’          | 300   | 1.0000               | 0.7651|
| 2            | 4, 18            | ‘Tansig’, ‘Tansig’| 50    | 0.9999               | 0.8008|
|              | 11, 15           | ‘Logsig’, ‘Tansig’| 300   | 1.0000               | 0.6978|
|              | 6, 14            | ‘Logsig’, ‘Logsig’| 300   | 0.9999               | 0.7818|
|              | 13, 12           | ‘Tansig’, ‘Logsig’| 300   | 1.0000               | 0.7809|
stored at 7 - 8°C. Elman ANN models with a simple layer and multilayer were also used [21]; as well as linear layer (LL) and generalized regression (RG) [22] ANN models. Other studies, in which the input variables were the soluble nitrogen, pH; standard counting in plate, fungi and yeasts and spore counting; and output variable, sensorial score, were applied: the ANN-BPCA model [23], as well as LL and RBF artificial intelligence models [24] to estimate the shelf life of the processed cheese stored at other temperature between 7 and 8°C. On the other hand, [25] the Elman model was also developed to predict the processed cheese stored at 30°C.

When the 15 data obtained by simulation is compared with the expected data, for the storage time (x) the value of $R^2$ is seen close to the unit ($R^2 = 0.9996$); this indicates a good prediction of data [26].

When the data obtained by simulation are compared against the expected data, for storage time (x), it is observed that the value of $R^2$ is close to the unit ($R^2 = 0.9996$). This indicates a good prediction of the data [26].

Validation of the ANN with the Regression Models

The mathematical regression models that allow obtaining a better adjustment of the data where $y_1$ is the shelf life (x), $y_2$ the titratable acidity (A) are shown in Eqs. (3) and (4).

\[ y_1 = \exp(ax_1 + bx_2 + cx_3 + d) \]  
\[ y_2 = ax_1 + bx_2 + cx_3 + d \]  

Where: $x_1$ is maturation time in days; $x_2$, cooling temperature (°C); $x_3$, Weibull probability of failure. For both equations, the correlation coefficients ($R^2$) were 0.9519 and 0.5495 in shelf life and acidity equations, respectively.

There is a similarity among the shelf life period values obtained by prediction with the ANN and with the actual values (Figure 6); contrary to the data of the titratable acidity in which it is noted a high variability between the predicted values and the real values (Figure 7).
both with ANN and with mathematical regression model; both ways offer the same possibility of prediction. It is necessary to clarify that the ANN operates with one topology in parallel, while the mathematical regression model proposes two different equations for each of the dependent variables, which confirms the ANN power for prediction, as well as the imperfection of the regression models when they are compared with the ANN [15].

The results indicate that the tendencies for acidity values during time do not show differences between the 2 and 4-day maturation treatments for the samples stored at temperatures of 4°C and 10°C.

When the titratable acidity of the soft cheese is statistically evaluated, it could be established during the shelf life period that only the samples of soft cheese stored at 16 °C show different effects among the groups of cheese obtained by maturation during 2 and 4 days; however, the sensorial acceptability marked evident differences in the shelf life period as a result of the maturation time, the samples of soft cheese subject to storage at 10 °C and 16 °C show different effects among those groups ripened during 2 and 4 days; confirming what is indicated by [11] about the difference between the sensorial attributes and other physical–chemical and microbiological variables.

4. Conclusions

The shelf life of the packed vacuum soft cheese was predicted with a Feedforward ANN, with Backpropagation training algorithms, Levenberg–Marquardt weight adjustment algorithms and 300 training stages; with three con 3 inlet neurons (maturation time of cheese, storage temperature and probability of failure or rejection of the soft cheese during the storage time), and 2 outlet neurons (x: storage time or shelf life of soft cheese and A: titratable acidity) with linear transfer function; with 6 and 14 neurons in the first and second hidden layer, respectively, and sigmoid logarithmic transfer function in both layers. The ANN has more predictive capacity than the mathematical regression models, regarding the actual values, when the coefficients of determination \(R^2\) of 0.9996 and 0.6897 are evaluated for x and A, respectively. The sample of soft cheeses ripened during 2 to 4 days and vacuum packed, showed activation energy of 14.7 and 20.06 kcal/mol respectively.
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