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ABSTRACT

Current assembly systems are handling the increased requirements for mass customization with difficulties and need to be updated with new approaches and technologies. Cyber-Physical Systems (CPS) auto-configuration is regarded as an important asset towards automation components, which autonomously embed themselves into the system. In this context, knowledge-based technologies pave the way for highly flexible and reconfigurable CPS. This paper introduces and demonstrates a model-driven engineering approach for automatically configuring the control layer of a CPS based on knowledge representation of the environment and component capabilities. The approach encompasses a control architecture that is tested in two industrial use cases. The first case employs a configuration infrastructure for control software based on IEC 61499 to automatically configure the hardware-near control layer of a CPS within an assembly line. The second case is concerned with autonomously generating assembly plans, which are then transformed into actions that an industrial robot sequentially executes.
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1. Introduction

Production systems for the manufacturing of goods are often large complex systems containing numerous different subsystems. Assembly operations are considered being among the most intensive and costly processes in production lines. This is mainly due to the variability of the assembled parts and the complexity of the executed tasks, with the issue of rising complexity when the demand fluctuates in terms of volume and product types (Argyrou, Giannoulis, Papakostas, & Chryssolouris, 2016a). The assembly of manufactured goods accounts for over 50% of total production time and 20% of total production cost. In the automotive industry, 20–70% of the direct labor costs are spent on assembly. These statistics show the vital importance of assembly and indicate the prospective savings to be achieved by improving assembly approaches and technologies (ElMaraghy & ElMaraghy, 2016).

Currently, manufacturing systems are experiencing a paradigm shift with an ever-increasing variety of products combined with shorter product life cycles. The impact of this trend on them is that they have to produce highly individualized products with short delivery times and low manufacturing costs. In this context, the production steps
for assembling or machining products have to be adaptable based on the requirements of the product. Moreover, a more flexible logistic concept for the material flow among the machines and assembly stations is needed. Material flow systems (MFS), which cover the varying transportation routes related to the required product configuration and evolution can be very complex with the need to be constantly adapted (Regulin, Schütz, Aicher, & Vogel-Heuser, 2016). Further challenge relies on adopting assembly equipment that can switch between different production tasks ensuring process accuracy through auto-calibration. At the moment, the robotic technology seems as the only viable solution to cope with a paradigm shift. Thanks to the large number of assembly or manufacturing technologies that it can support, the robot-based production is seen as one of the crucial instruments to enable this transition (Michalos, Makris, & Chryssoulouris, 2015). Nevertheless, in order to cope with a new paradigm and meet a fully customized production with lot-size 1, more agile and intelligent robotic systems should be developed and deployed. The fast configuration of robots and correlated machinery as well as the acquisition and analysis of relevant process data are required. There is also a strong need for autonomous planning and execution of actions. Consequently, in order to handle the increased requirements for mass customization, assembly systems need to be updated with new technologies that focus on:

- reliable auto-configuration management for the assembly lines, and
- automated robotic system configuration functions, which enable a robot to autonomously plan its actions.

Cyber-Physical Systems (CPS) are regarded as a key technology for the development of future industrial systems by strong integration and tight coupling of computational and physical capabilities (Baheti & Gill, 2011; Kim & Kumar, 2012). Example applications for CPS can be found in the field of manufacturing control, energy systems, automotive and avionics systems, traffic control, medical systems, cooperative robotics and smart buildings (Facchinetti & Della Vedova, 2011; Saber & Kumar, 2010). It is widely agreed that an enormous economic and societal potential could be obtained by the application of CPS in fields such as the manufacturing domain (Lee, 2008).

As most CPS involve the cooperation of a high number of components (Kang, Kapitanova, & Son, 2012), explicitly programming the relationships between the system components and considering the quantity of interrelationships related to failures poses significant challenges (Wang & Lin, 2009). In this context, automatic configuration is proposed as a reasonable means for making a system scalable and robust in the presence of changes and for supporting dynamic adaptation (Kramer & Magee, 2007). Hence, technologies and methodologies are required for supporting the development process of large-scale CPS with physically distributed resources (Wolf, 2009). Model-driven engineering is a software development methodology which exploits domain models as a solution to handle the complexity of software development by raising the abstraction level and automating labor-intensive and error-prone tasks (Vyatkin, 2013). The approach has been promoted as a promising methodology for designing control applications of CPS (Balaji, Al Faruque, Dutt, Gupta, & Agarwal, 2015; Thramboulidis, Bochalis, & Bouloumpasis, 2017). Models allow domain specific software descriptions reflecting the heterogeneity of the developed system and may serve as primary development artifacts, which increases the
softwares comprehensibility and reusability (Ringert, Roth, Rumpe, & Wortmann, 2015). Besides, defined models are meant to be much more human-oriented than common code artefacts, which are naturally machine-oriented and software can be defined with concepts that are not necessarily dependent on the underlying platform or technology (Ciccozzi & Spalazzese, 2016). Furthermore, to develop a self-configurable CPS, a model-based approach may well be beneficial (Hehenberger et al., 2016). Self-configuration refers to the automatic deployment of a system configuration in response to changes in the environment. This system configuration is allocated to available hardware resources for instance by an autonomic service manager without any developer efforts (Dai, Dubinin, Christensen, Vyatkin, & Guan, 2017). Achieving a reliable auto-configuration management is an important challenge that has to be solved for enabling plug-and-play components, which autonomously embed themselves in the CPS without any special initialization procedure or elaborate human involvement (Reinhart et al., 2010). By using automatic configuration instead of manually adapting control software, engineering time and costs are reduced while increasing the softwares quality (Fischer, Vogel-Heuser, & Friedrich, 2015). This is especially of significance concerning the deployment and maintenance of nodes in large networks of small devices, e.g. sensor networks, as their manual configuration is rather impractical (Lanthaler, n.d.; Vicaire, Hoque, Xie, & Stankovic, 2012).

In order to manage the increasing complexity of manufacturing systems, knowledge representation concepts may be employed. The reactivity of future factory automation systems will be significantly increased by usage of knowledge-based systems on different control levels ranging from production order optimization to a reconfiguration of field level automation software (Legat, Lamparter, & Vogel-Heuser, 2013). In order to fulfill their tasks, the CPS components rely on a representation of their environment, e.g. an ontology describing the concepts and relations within the application domain (Gruber, 1993). Ontologies are considered as an intelligent way to manage knowledge, enabling the CPS components to agree on the meaning of common concepts they use in an open environment (González et al., 2006). Combining the concept of ontologies and explicit semantics makes the knowledge about the manufacturing system itself understandable to the control software and opens the way to automatic re-configurability of the control software in the production system (Negri, Fumagalli, Garetti, & Tanca, 2016). Besides, the positive effects of model-driven approaches can be further increased, if they are synthesized with ontological semantics and formal reasoning methods, as new forms of tool-support and assistance can be provided to software developers, system integrators and end users likewise (Zander, Ahmed, & Hua, 2016). Moreover, ontologies are reusable, extendible, and flexible, meaning that the population of data in ontological models is possible after model definition at runtime. This feature makes them even more powerful in the industrial domain because the system model changes continuously due to the large number of events occurring in manufacturing systems (Ramis Ferrer, Jarovyi, Lobov, Martinez Lastra, & Mohammed, 2016).

This paper introduces and demonstrates a generative programming approach for automatically configuring the hardware-near control layer of a CPS. A similar knowledge intensive control architecture is presented for the components of an assembly line (pallet transport system) as well as for the control of an industrial robot. The developed ontology in both cases covers the environment structure, characteristics, states and component interrelationships for enabling the CPS components to reason about these facts and
perform decisions. On the one hand, using their knowledge, the pallet transport system components (e.g. intersections) use a configuration infrastructure for control software based on the standard IEC 61499 iec1499:1 to automatically configure the hardware-near control layer of this distributed control system. Thereby, an executable LLC implementation is generated for each CPS component within the corresponding controller. On the other hand, ontologies enable the automated configuration of a robotics system. The CP component that is controlling the robot, generates the action sequences based on the semantic descriptions of the product and reason how a product should be assembled as well as in which manner parts should be moved from one position to another. Both cases are implemented and demonstrated on real equipment in a laboratory environment.

This paper is structured as follows. Related works and the problem statement are presented in Section 2. The pallet transport system use case and details of the control architecture as well as a resource ontology representing the target system and the actual configuration process are presented in Section 3. Section 4 presents in detail the industrial robot use case, the developed ontology, the used decision-making mechanism and the implementation of the approach. Finally, Section 6 concludes the paper with a summary and an outlook on further research issues.

2. Related works and problem statement

This section discusses related works and the resulting problem statement for this work on the basis of the two use cases.

2.1. Automated configuration

Much research in recent years regarding the automated generation of control code has been concerned with Programmable Logical Controllers (PLCs) based on the standard IEC 61131 iec1131 with the automatic generation of concrete software structures and implementations from the models. Current research in the field of model-driven engineering is mainly focused on developing new methods to support the development process of new software using modeling languages such as Unified Modeling Language (UML) or Systems Modeling Language (SysML) (Vogel-Heuser, Fischer, Feldmann, Ulewicz, & Rsch, 2017). Most approaches are based on UML, having the software structure and the behaviors automatically derived from the developed UML models as software artifacts into the target language (Tikhonov, Schtz, Ulewicz, & Vogel-Heuser, 2014). An approach based on UML for the automatic generation of field control strategies is presented by Legat, Schtz, and Vogel-Heuser (2014). Han and Park (2009) propose an object-oriented ladder logic development framework in which ladder logic code is generated automatically based on UML design results. Bonf, Fantuzzi, and Secchi (2013) present an object-oriented paradigm, which is applied by means of UML modeling techniques, to control software development for complex manufacturing systems with particular focus on case studies taken from the packaging industry. Vogel-Heuser, Witsch, and Katzke (2005) report an approach, which allows the generation of IEC 61131 code from a UML-model to import it automatically into soft-PLCs. Bergert, Diedrich, Kiefer, and Bar (2007) present a methodology to generate PLC software based on standardized digital process elements and existing planning information. Krzysztof (2005) describe a formal method for the automatic programming of
PLCs, which uses a subset of a UML-based state diagram model to define a correct control algorithm, and to implement the algorithm automatically using the ladder diagram language. Finally, Thramboulidis and Christoulakis (2016) present an approach based on a UML profile to automate the generation process of the IoT-compliant layer that is required for the cyber-physical component to be effectively integrated into the modern IoT manufacturing environment. However, several other researchers use SysML to generate PLC code. Gritzner and Greenyer (2018) report an approach for generating from scenario-based specifications written in Scenario Modeling Language, a compact and efficient Structured Text executable on PLCs. In Vogel-Heuser, Schtz, Frank, and Legat (2014) an approach for the model-driven development of automation software for manufacturing systems is presented. The approach is based on SysML and adapts the provided notations and meta-model to form a specialized language profile, SysML-AT, which covers (non-)functional requirements, corresponding software applications and properties of proprietary hardware components. Jamro Jamro (2014) presents an approach for the automatic generation of an IEC 61131–3 control software implementation using models created with the SysML graphical modeling language. It is also worth mentioning some other approaches for generating implementation code. Pavlovsky et al. (2018) propose in their work a technique based on principles of the declarative metaprogramming and template-based code generation for automatic generation of PLC software. Julius, Schrenberg, Schumacher, and Fay (2017) describe a systematic approach to automatically transform Grafcets into PLC code while retaining the hierarchical structures. Furthermore, Steinegger and Zotl Steinegger and Zotl (2012) use ontologies in their conceptual approach for generating PLC code by extracting data from various engineering models. In this context, Ferrer et al. (2015) present a framework that utilizes a knowledge-based approach to automate the component mapping in the code generation process. The dynamic elements are generated automatically from simulation models of manufacturing systems developed in 3D based virtual engineering tools. Besides, Priego, Schtz, Vogel-Heuser, and Marcos (2015) present an architecture that allows the automatic generation and update of IEC 61131 control code. It comprises several models for describing the components and operations of a plant as well as the work pieces and hardware components of PLCs. Plant and product model are parsed into a so-called hierarchical interconnected state space model with the implementation of ontological semantics.

A few concepts are also reported for automated code generation based on the standard IEC 61499 (IEC, 2005). Morán, Pérez, Orive, Estévez, and Marcos (2011) present a methodology and tool for automatically creating communication function blocks for distributed applications as a first step towards the automated composition of complete applications. The work of Garca, Castellanos, and Garca (2018) demonstrates the implementation of the IEC-61499 standard in low-cost devices by using UML diagrams as a software tool for modeling the function blocks. A knowledge-driven autonomic service management is proposed by Dai et al. (2017) to provide device level smart control of IEC 61499 compliant PLCs.

The European project MEDEIA was concerned with a more global approach for automatically linking the design and implementation phases. The cornerstone of this solution is a framework built around the concept of an Automation Component, which is an element that combines the descriptions about hardware, algorithms, interaction semantics and non-functional properties in a modular way (Colla, Leidi, & Semo, 2009).
Various methodologies and technologies for enabling automated configurability and increasing the flexibility within production automation systems are available. Model-driven approaches are still far from widespread industrial usage, since switching to such paradigms in industrial software development practice is complicated, and the required efforts are often very high (Tikhonov et al., 2014). The reasons are one side used modeling languages that are usually not familiar to the designated users (control practitioners) and model-driven approaches, which only allow performing modifications and revisions within the models to keep consistency of code and models (Julius et al., 2017). Furthermore, most of the above presented approaches focus on generating sequence-oriented PLC code in a monolithic manner. However, to deal with frequent configuration changes, as are likely to happen in flexible manufacturing systems, the logic control code needs to be easily modifiable and a new effective and intuitive method for logic code generation is needed (S. Lee, Ang, & Lee, 2006). Besides, the existing model-driven approaches either generate field level software, which is not applicable to IEC 61131–3, or generate control code with a fixed workflow (Bhrer, Legat, & Vogel-Heuser, 2015). Some of the approaches presented above tackle the latter challenge by basing their approach on IEC 61499. However, real implementations for automatically creating complete control applications based on this standard are as yet missing.

According to the paradigm of generative programming (Czarnecki & Eisenecker, 2000), the following objectives need to be tackled for achieving a so-called generative domain model and thus the basis for the automated configuration of the hardware-near control layer in a distributed CPS:

(1) Definition of the Problem space: contains application-oriented concepts and features which are mapped to the components of the solution space;

(2) Definition of the Solution space: contains the implementation components which should be flexibly combinable and reusable with a minimum of code redundancies;

(3) Definition of the Configuration knowledge: specifies the rules, dependencies, as well as illegal feature combinations for correctly mapping the features of the problem space to the components of the solution space.

Consequently, a generator then utilizes the generative domain model to create the implementation. To ensure a valid generation process, a specification check is performed using the constraints of the configuration knowledge. Finally, the executable implementation is a specific configuration of the implementation components of the solution space.

The components of the targeted manufacturing system need to be represented in the problem space as $PC = \{pc_0, ..., pc_n\}$ to enable their mapping onto the according software components $SC = \{sc_0, ..., sc_n\}$ of the solution space.

For defining the configuration knowledge, a rule base $R = \{r_1, ..., r_n\}$ has to be defined. On the one hand, each of the rules $r_i : \phi_i(x_i) \rightarrow \psi_i(y_i), i \in \{1, ..., k\}, k \leq n$, which are part of the sub-base $R_c$ for generating control code, consists of a condition function $\phi(\cdot)$ and an action function $\psi(\cdot)$ Steinegger and Zoitl (2012). On the other
hand, each rule \( r_j : \phi_j(x_j) \rightarrow \xi_j(y_j), j \in \{1, \ldots, l\}, l \leq n, k + l = n \) for the specification check in the sub-base \( R_s \) incorporates a constraint function \( \xi(\cdot) \) instead of the action function.

### 2.2. Industrial robotics

Currently used industrial robots are mostly statically placed in a cell, where they continuously repeat carefully pre-defined sequential actions. Moreover, industrial robots are very hard to program and require deep technical knowledge and work-time. In recent years, the industrial robot manufacturers started to address this issue by introducing different programming paradigms by demonstration methods, which requires less technical expertise and are more intuitive. However, these methods have still not found wide usage in the industry since they are not robust enough to generalize across a wide enough area such that they can be useful (Huckaby, Vassos, & Christensen, 2013).

To reach the needed level of flexibility and manage the increasing complexity of manufacturing systems, knowledge representation concepts may be employed. One of the key aspects needed to enable robot agility is to semantically represent the robot’s environment and its own capabilities in a way that it can reason about it and take actions based on what it has concluded (Kootbally, Kramer, Schlenoff, & Gupta, 2017). By building a system with appropriate knowledge and reasoning services it is possible to simplify the robot configuration sufficiently to meet the demands of flexibility while still getting a robust and efficient task execution (Stenmark & Malec, 2015). The usage of knowledge representation may allow to automate low-level decision-making and to provide a decision support for more complex tasks (Iarovyi et al., 2015).

The according knowledge representation and reasoning approaches have been successfully implemented in some industrial processes such as kitting (Crosby, Petrick, & Toscano, 2016; Kootbally et al., 2017) or in the European ROSETTA project (Patel, Hedelind, & Lozan-Villegas, 2012). This project focuses on the specification of how skills should be modeled for industrial assembly tasks. Also, the recent European Projects SMERobotics (Perzylo, Somani, Rickert, & Knoll, 2015) and SARAFun (Stenmark, Haage, & Topp, 2017) use partially the ROSETTA ontology aiming to increase the robustness of data exchanges as well as for the utilization of grounded concepts to aid specific phases of working with robots, such as configuration management and programming. Moreover, within the frame of the SMERobotics project, the BREP (Boundary Representation) ontology was developed. It was used for representing geometric entities in a semantic meaningful way and to improve a variety of applications ranging from shape-based object recognition to constraint-based robot task descriptions. Knowledge-enabled programming is also being used as a means to ease teaching a robot cell to assemble new products (Perzylo et al., 2015).

As can be seen, the exploitation of knowledge representation and reasoning methods in the industrial robot domain seems to be very promising. Considering that the assembly operations are regarded among the most intensive and costly processes in manufacturing lines (Argyrou, Giannoulis, Papakostas, & Chryssolouris, 2016b), this paper addresses this domain with a knowledge-driven automated robotic system framework able to cope with permanent product variations. Consequently, a two-layer-based knowledge intensive framework to control the automated robotic system is presented.
3. Use case: pallet transport system

The approach for an automated configuration of the control software has been implemented and evaluated in the first use case on a pallet transport system consisting of 45 conveyor belts with 32 intersections as well as 6 indexstations with grippers for holding pallets. Each component of this testbed (i.e. intersection, indexstation and conveyor) is represented by one CP component with monitoring and reconfiguration capabilities. This constitutes a CPS with intelligent interconnected components as it is required for the manufacturing domain (Cucinotta et al., 2009).

The following subsections introduce more details on the target system concerning the physical structure as well as the controlling Cyber-Physical component.

3.1. Testbed for distributed control

With the exception of 3 intersections all other intersections encompass either a switch with 2 different positions for routing pallets or a so-called three-way-switch with 3 different positions. Only the above mentioned 3 intersections incorporate no switch which means they cannot actively route pallets. Furthermore, the indexstations and intersections incorporate sensors for detecting pallets, blockers for stopping them and RFID modules for their identification. The subcomponents such as grippers, switches and blockers are equipped with sensors for verifying their position.

As presented in Figure 1, a set of 38 embedded controllers of the type CPX-CEC-C1 by Festo is employed to control the indexstations and intersections as well as the conveyors. Each Festo CPX hosts an Xscale-PXA255 agile Intel microprocessor with 400 MHz, 28 MB Flash and 24 MB RAM and several I/O modules (digital inputs, digital outputs and valves) located in the controllers' slots which are connected to the sensors and actuators. A Linux operating system is employed on this type of controller. Each

Figure 1. Picture of the pallet transport system.
RFID module is connected via a serial interface with a small embedded controller of the type Digi Connect ME. In total, 118 controllers are utilized for hosting the hardware-near control software and thereby constitute this distributed CPS.

### 3.2. Cyber-physical system component architecture

The architecture of the CPS component represents the core concept of the CPS for controlling the testbed. Each component incorporates the controlled physical part, which can be regarded as its embodiment and a software part which acts as the component’s intelligence. Segmenting a system into entities each controlling one component with local goals offers flexibility and enables therefore the optimization of the whole manufacturing process (Metzger & Polaków, 2011). Such an architecture was employed successfully for achieving a fault-tolerant system (Merdan, Vallée, Lepuschitz, & Zoitl, 2011; Vallée, Merdan, Lepuschitz, & Koppensteiner, 2011).

Considering the requirements of the manufacturing environment for real-time tasks, it is widely agreed to split manufacturing control into two layers (see Figure 2): the high level control (HLC) and the hardware-near low level control (LLC) (Christensen, 2003). In the presented approach, the HLC of each CPS component runs on a PC while the LLC is executed on the embedded controllers. Hence, the two control layers of a component communicate over the laboratory’s network.

![Figure 2. Architecture of a cyber-physical component – only the HLC elements required for the automated configuration are depicted.](image-url)
3.2.1. High level control

The HLC is responsible for controlling the behavior of the CPS component in coordination with the neighboring entities. It incorporates a World Model repository for storing a symbolic representation of the surrounding world. To reason about the states of the world as well as about inconsistencies between the world representation and information received from the environment, the HLC can query the contents of the world model before initiating actions. Most likely, the World Model is updated after recognizing changed world conditions or after performing actions. The World Model in this architecture incorporates two parts: the Semantic Model and the Activity Model.

The Semantic Model holds knowledge about the component’s own characteristics and its relation to the surrounding environment (i.e. other entities). The basic knowledge structure is constituted by an ontology. In contrast to CPS with centralized ontologies (González et al., 2006), each CPS component relies on its own ontology which is derived from a general system ontology. The vocabulary defined by the ontology is then used to express knowledge about the current state of the world in a set of facts. However, only meaningful aspects are represented instead of representing the complete world around the component.

The Activity Model contains an abstract representation of the actions, tasks and goals of the CPS component that can either be observed in the system or are expected to take place. As the approach presented in this paper is not focused on the component activities during operation, the well-disposed reader might find more detailed information concerning the concept of the Activity Model in (Merdan et al., 2011; Vallée et al., 2009).

The Decision Making as used in this approach for automated configuration (see Section 3.3) takes knowledge from the Semantic Model as Problem Space description. The Solution Space is composed of information about the LLC components that can be used for creating the LLC. The Configuration Knowledge represents the rule base that is required for actually performing the automated configuration by the generator.

The HLC is implemented in Java, and the Jade platform Jade is used as infrastructure for Cyber-Physical component management and inter-component communication (Jade 2018).

3.2.2. Low level control

The hardware-near LLC has access to the subjacent physical components, i.e. sensor and actuators, and provides a set of reactive behaviors. The industrial standard IEC 61,131 IECIEC (1993), which specifies languages for Programmable Logical Controllers (PLCs), is widely spread in the manufacturing domain. However, PLCs based on IEC 61,131 represent a control architecture with a centralized approach which limits the system’s modularity and reconfigurability (Brennan, 2007; Cucinotta et al., 2009). This centralized approach commonly leads to applications based on the usage of global variables which effectively link seemingly decoupled program parts via a hidden interface. Therefore, reconfiguring such program parts can result in major consequences in other parts of the application. Moreover, due to the data-driven approach of IEC 61,131 and its cyclic execution model, the exact execution order is not specified explicitly. Hence, for the reconfiguration of current IEC 61,131–3 systems the applications are changed at once on the whole and not gradually as it would be preferable for a distributed control system with modular components (Lepuschitz, Zoitl, Vallée, &
Merdan, 2011). A different control paradigm supporting logical and spatial software distribution and reconfiguration such as IEC 61,499 is therefore recommended for flexible distributed CPS in the manufacturing domain (Metzger & Polaków, 2011; Vyatkin, 2011).

This perception goes along with the two key issues identified concerning the development of the LLC for the approach presented in this paper: an increased (automatic) element reuse as well as the dynamic LLC configuration and reconfiguration in order to adapt quickly to changing production requirements. The acceptance of the distributed concept for industrial applications could be increased significantly with an easy, fast, transparent and reusable integration of physical automation components (Leitao, 2009). A modular strong component-oriented architecture with control software components interacting via defined interfaces is therefore the enabling technology (Zoitl, 2009).

The standard IEC 61,499 introduces a generic architecture and guidelines for the usage of function blocks in distributed industrial control systems. A function block (FB) represents a functional unit of software containing data and algorithms as well as internal variables to constitute an internal state (distinguishing it therefore from a pure function). In contrast to IEC 61,131, the FBs of IEC 61,499 are event-driven, which increases their portability as well as reusability and the controllability of a control application, as the execution sequence is explicitly determined (Lepuschitz et al., 2011). References to several works of this standard’s aptitude towards reconfiguration are reported in (Vyatkin, 2011). Hence, the standard IEC 61,499 is identified as the most suitable concept for an automated control software configuration of a flexible distributed CPS.

The typical LLC application for each component of the pallet transport system contains only a small number of FBs, i.e. eleven FBs in the case of a diverter’s LLC (see Figure 3). Ten of these FBs are responsible for controlling the subcomponents of a component such as sensors and blockers with one FB per subcomponent. The three FBs FB_SensorDevice handle the functionality of the three pallet sensors and the three FBs FB_BlockerDevice are responsible for the three blockers. FB_Switch3wayDevice controls the three-way-switch and is substituted by another FB in the case of intersections incorporating a switch with only 2 positions. Three FBs FB_RFID_Device are used for receiving data from the RFID readers at the adjacent conveyors. In contrast to the FBs controlling the subcomponents, higher functionalities such as the communication with the HLC and the routing of pallets are provided by FB_Diverter. For carrying out its algorithms, FB_Diverter requires access to the pallet sensor, blocker device and the RFID device located at the incoming conveyor, as well as to the pallet sensors located at the two outgoing conveyors. By using the adapter concept for the connections between the FBs, only six connections are necessary. On the one hand this allows for an easier comprehension by humans, which is an advantage regarding debugging. On the other hand a very decoupled application design is achieved, where components can be exchanged within only a few steps.

3.2.3. Ontology of the control system

For the automated configuration of the control software, an ontological representation is required, which contains sufficient information concerning the structure of the target system. A few approaches mentioned in Section 2 employ ontologies as a basis for the generation of control code.
The software configuration process presented in this paper relies on an appropriate resource ontology regarding the physical components. Several ontologies have been developed and presented for specific purposes concerning the manufacturing domain. A taxonomy of manufacturing components with physical resources (machines, tools, etc.) and concepts for production orders, operations and disturbances is described by the ADACOR ontology (Leitao, 2004). The MASON ontology focuses on likewise aspects with machines as well as tools considered as resources and raw material as

Figure 3. Desired LLC application for an automation agent acting as a diverter (parameter values of the FBs are not shown in this figure).
well as other common helper concepts regarded as entities. Operations describe the process and cover the performed procedures (Lemaignan, Siadat, Dantan, & Semenenko, 2006). An equipment module ontology with focus on the functions and behaviors of equipment entities and their connections is presented in (Lohse, Hirani, & Ratchev, 2006). Other research has been concerned with merging ontologies for mechatronic devices and automation reference models covering both hardware and software features (López Orozco & Lastra, 2006).

However, for an automated configuration of the control software the above mentioned ontologies are only partially suitable as they do not take the actual control infrastructure into account. But controllers such as PLCs and embedded industrial controllers should be included to facilitate such an integration process (Lastra & Delamer, 2006). An ontology comprising also the concept of controllers for reconfiguration tasks performed by a global reconfiguration agent is described in (Alsaifi & Vyatkin, 2010). Another resource ontology for the manufacturing domain, which includes controllers and their related concepts and is partially based on the concepts of the standard IEC 61,512–1 Batch Control, Part 1: Models and Terminology (IEC, 1997), respectively ISA S88.01, is presented in (Lepuschitz, Zoitl, & Merdan, 2011).

The focus of the work described in this paper is not to develop an extensive ontology for the manufacturing domain but to demonstrate its suitability for the automated configuration of the CPS. Hence, the latter two ontologies mentioned above were taken into consideration for the development of the hardware-related part of the system ontology (see Figure 4, Hardware). According to IEC 61,512, basic components such as blockers and switches, which are regarded as subcomponents in this approach and form the smallest entities realizing some basic automation, are referred to as control modules and are therefore represented as specific subclasses of the class ControlModule. Control modules can be aggregated to so-called equipment modules, which is denoted in the ontology with the relation hasModule between the classes EquipmentModule and ControlModule. In the testbed, components such as the different types of intersections, which are composed of

![Figure 4. Overview of the system ontology.](image)
sensors, blockers, RFID modules and most likely a switch, are subclasses of the class EquipmentModule. Both module types are furthermore subclasses of the class Module. Conveyors are not part of specific equipment modules and therefore their class is derived directly from the class Module. However, they are linked with the equipment modules to form the topology of the pallet transport system. Each module is controlled by a controller and the employed types of controllers are derived as subclasses from the class Controller.

Further semantic extensions in the form of a software-related part were added for the wiring of the LLC application (see Figure 4, Software). The class FunctionBlock refers in principle to software components of any type of component-oriented control software and does not necessarily refer to an IEC 61,499 FB. This general concept is of importance in the case this approach is adopted for configuring a different type of LLC. Each module type is represented in the control software by a specific type of FB. The class Parameter refers to the parameters of the software components such as the specific pin number at the controller the module is connected to. The nodes of a module’s FB represent the connection points to the software components of other modules within the same LLC application. In order to achieve a valid executable LLC, all required nodes of the LLC’s module FBs need to have connections to provided nodes which fulfill particular restrictions. Generally, the providers are linked with their FB’s parameters and specific values are expected by the requirements of other FBs, which are described in the requirement’s restrictions.

This ontology represents the problem space of the automated configuration and its contents are stored in an according XML format. Using XML for the design artefacts of the ontology goes along with advantages such as its platform independence as well as a self-explanatory representation (Vyatkin, 2011). The classes of the resource ontology with their relations are stored in a module specification file. The instances are stored in a corresponding instance specification file.

### 3.3. Configuration of the LLC

At system startup, the HLC for each equipment module is created automatically by a central unit of the CPS. Each component’s HLC then acts as a generator which has to configure its LLC accordingly. For this purpose the HLC relies on the module and instance specification files, which represent the resource ontology of the problem space, to determine the components physical parts (sensors, blockers, etc.) and how they are connected with the corresponding controller (i.e. specific pin of an I/O module at a Festo CPX). Furthermore, the FB types are provided in XML format as the components of the solution space. According to the component-oriented design of the LLC (see Section 3.2.2) each FB incorporates either the functionality of one specific subcomponent (e.g. FB_BlockerDevice) or the higher LLC functionalities of a whole component which includes the communication with the HLC or the routing of pallets (e.g. FB_Diverter). Finally, a set of constraints forming the integrity rules for the specification check and generation rules for the actual LLC configuration are embedded in a set of Java methods that can be used by the CPS components. The HLC then sends a sequence of commands to the controller, which hosts its according LLC, for generating the executable implementation. Figure 5 depicts the workflow of the configuration process.
3.3.1 Configuration services

The configuration process starts with the creation of a resource in the target device followed by the creation, parameterization and wiring of the corresponding FBs. A resource is created if there is at least one instance defined in the instance specification. For all instances, the FBs are then created and the according parameters are written. Afterwards, each Requirement instance x is connected with a corresponding Provider instance y which meets the Restrictions defined in the module specification. Finally, the FB network is initialized by issuing a start command.

Configuring the LLC requires a sequence of services for changing the structure of the control application (i.e. creation and deletion of FBs and connections as well as the modification of parameters) as well as execution control services for changing the execution state of FBs. A real-time capable infrastructure for reconfiguring IEC 61,499 applications of distributed embedded control systems is presented in (Zoitl, Lepuschitz, Merdan, & Vallée, 2010). In this approach the reconfiguration services are realized with commands, respectively requests, using an XML format as defined in the standard IEC 61,499, which are sent to the device management in the corresponding controller. Each request is followed by a response of the device management before the next request is issued. This infrastructure is suitable for the LLC configuration process presented in this paper.

As the HLC of the CPS component is realized in Java, the configuration services are embedded in a set of Java methods which compose the according XML commands. Figure 6 shows a part of the command sequence starting with the resource creation (command 0 in the figure) and ending with the start of the resource for configuring the LLC of a diverter in the pallet transport system. The shown commands between the resource creation and its start, for creating FBs, writing their parameters and creating the connections, are just a selection as the other commands for the configuration process are structured likewise.
3.3.2. Performance results

As already mentioned, the dynamic configuration of an industrial control system is a key technology for achieving flexible production systems. Depending on the timing constraints of the manufacturing environment and to avoid an extensive down-time of the system components, such a process has to be carried out in a specific time frame.

Measurements of a series of configuration runs with one CP component show that this process requires approximately 1 second (see Figure 7). Configuring the LLC of this component acting as a diverter in the pallet transport system requires its HLC to send a sequence of 77 commands over the network to the corresponding Festo CPX controller. Consequently, the execution of each command takes place within 13 ms. These results are in line with timing results for a reconfiguration process performed on the

| No | Type of action          | XML Command                                                                 |
|----|-------------------------|-----------------------------------------------------------------------------|
| 0  | Creating resource      | <Request ID="0" Action="CREATE"> <FB Name="EMB_RES" Type="EMB_RES"/> <Request> |
| 1  | Creating new FB        | <Request ID="1" Action="CREATE"> <FB Name="Sensor_L" Type="FB_SensorDevice"/> <Request> |
|    |                        |                                                                             |
| 31 | Setting parameter      | <Request ID="31" Action="WRITE"> <Connection Destination="Sensor_L.SlotNrS" Source="1"/> <Request> |
| 32 | Setting parameter      | <Request ID="32" Action="WRITE"> <Connection Destination="Sensor_L.BitNrs" Source="1"/> <Request> |
| 71 | Creating new connection| <Request ID="71" Action="CREATE"> <Connection Destination="Diverter.Sensor_In_LR"> Source="Sensor_L.Adapter_Sensor" /> <Request> |
| 76 | Starting LLC           | <Request ID="76" Action="START">                                          |

Figure 6. Issued commands for configuring the automation agent’s LLC.

Figure 7. Execution time of the configuration of the LLC in 1 controller (for 10 different configuration runs).
basis of the same IEC 61,499 reconfiguration infrastructure for the FORTE (Lepuschitz, Vallée, Zoitl, & Merdan, 2010; Lepuschitz et al., 2011). Even though most runs require almost exactly 1 second, run #3 required about 300 ms more while run #4 required about 300 ms less. These significant differences might be caused by network traffic, which means that a configuration process could be even faster if the HLC resides directly within the same controller as the LLC.

Due to the distributed nature of the target system and the controlling CPS, the configuration of the CPS components’ LLC can be performed in parallel threads. This proves to be a significant advantage compared to a centralized system with one PLC hosting the hardware-near application of the complete pallet transport system. As the size of a monolithic PLC program grows with the amount of controlled components, its compilation and download time also increases. On the contrary, using parallel threads for configuring several controllers with the approach presented in this paper keeps the configuration time at roughly 1 second as measurements show when 5 CPS components configure their LLCs in parallel threads (see Figure 8). Further timing measurements with 10 or 15 controllers reveal a total configuration time of approximately 1 second as well. Regardless of the number of configured LLCs and thereby configured controllers, the configuration time does not change significantly. On the contrary, in the case of a centralized system with a monolithic program for the complete pallet transport system running on one controller, the compilation and download time of this program would be considerably longer. This clearly shows an advantage of distribution in a CPS compared to a centralized approach.

However, likewise to compiling a program for a PLC, the configuration time increases with the number of required commands for each distinct controller. In this context, the component-oriented design of the LLC as used for this implementation is also evaluated in comparison with a less decoupled application design not based on adapter connections between the FBs previously used for controlling the pallet transport system. For configuring this kind of LLC, the CP component did not rely on the approach presented in this paper but on pre-defined XML files containing a description of the required FB network. Even though
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distributed on several controllers, the rather monolithic design of these previously used LLC applications on each controller impedes an easy exchange of FBs and thereby the dynamic reconfiguration of the control software. Therefore, the application for an CP component’s LLC has to incorporate the functionality for all expected system states following thereby a contingencies approach of reconfiguration (Brennan, Fletcher, & Norrie, 2002). Hence, in the case of a CPS component controlling an intersection starting as a diverter, an additional functionality has to be provided in the FB network already at system startup if an adjacent conveyor’s direction would be changed due to a required system reconfiguration. Creating and wiring these additional FBs as well as using no adapter connections between the FBs in general results in a much longer configuration process with 500 commands taking a configuration time of about 7.5 seconds (see Figure 9(a)). Hence, using the component-oriented design for the LLC in the Festo CPX reduces the configuration time by 87% and keeps it thereby within acceptable boundaries. Likewise measurements concerning the configuration of the small FB network in the Digi Connect ME controllers, providing access to the RFID modules, also show a reduction of the configuration time by 88% due to the component-oriented design (see Figure 9(b)).

4. Use case: industrial robot

The approach for an automated configuration and programming of the industrial robot is demonstrated in a laboratory environment with an industrial pilot test case that focuses on the assembling of different THT-Devices (relay, capacitor, screw terminal, and potentiometer) on a PCB. The challenge of this task is to switch accordingly between the different PCB layouts and assemble correct THT-Devices using the appropriate tool.

The presented architecture in Figure 10, same as for the first use case, is based on an existing concept, where the control of an individual manufacturing component was separated into two levels: high-level control (HLC) and low-level control (LLC).
A clear repartition of roles and algorithms between these layers is important for the robustness and efficiency of a specific manufacturing component, i.e. in our case the industrial robot.

The HLC in this use case is responsible for the management of the robotics systems, integrating planning, scheduling and coordination functions in this layer. Its functions encompass mostly the calculation of larger amounts of data and are therefore not performed under real-time constraints. It consists of the World Model and Decision-Making components. The latter one is designated to receive orders from outside and identify the desired aim (product) in the World Model. The Problem Generator collects necessary information from the World Model to fulfill an assignment. Based on this information the Planner automatically determines action sequences required to produce the given product. It uses this information to select tools that have the required skills to fulfill the actions and also plans the execution order of these operations in order to achieve minimal production time. However, the selected plan is strongly related to the current state of each component in the World Model as well as the present state of the robot. Because of this reason, the Planner permanently examines the World Model to obtain the current state of the entire robot system and select the plan with a list of achievable actions. These actions are then sent to the Plan Executor, which translates these actions into the language understandable for the related robot controller.

The World Model plays a central role in the architecture of this robotics system. It contains knowledge about all aspects of the robotics systems and the related production environments wherein this system is used. Consequently it incorporates information about robot capabilities (skills), used tools, production processes, related external
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components as well as concrete positions (3D coordinates) of all relevant system components. The World Model consists of two parts. The Semantic Model contains the semantic representation of the robotics system characteristics and all relevant entities in the production environment as well as relations between them. The Activity Model holds knowledge about the current state of the world containing all instances, current events, and processes occurring in the world in which the robot is currently participating. It is permanently updated with processed sensor information as well as through the communication of the robot system with external production environment entities. Generally, the Semantic Model contains classes (concepts), attributes as well as relations and all this information including instances are available for the Planner through the Activity Model. The World Model repository provides facilities for updating and querying the World Model.

The low-level control (LLC) is a robot controller responsible for managing the physical component by using a set of primitive behaviors as well as required sensing operations, which are essential for the robot to work. The primitive behaviors are characterized through an execution single operation action by the robot system. Examples of primitives include configuration and calibrating the position of the robot, opening and closing the gripper, approaching the object as well as moving the object from one to another approaching position. These primitives are simple, atomic robot actions that can be combined to form more complex behavior, which is often called a robot skill (Stenmark, 2011). For example, the place object skill is a combination of the following primitive actions: move the arm, approach, release and retract. Each skill has a related set of preconditions and a forecast of the outcome after its completion in the real world, which are then used to examine system states before and after execution. These can be later verified by checking the World Model or through ad-hoc sensing operations (Pedersen, 2014).

Finally, the Plan Executor application, which is a part of decision-making component translates each action from the plan file into a series of Canonical Robot Command Language (CRCL) commands and sends each to the Robot Controller (Proctor et al., 2016). CRCL provides message content and the syntax for a low-level robot command-status protocol.

4.1. Ontology

Ontologies are necessary to enable a knowledge-driven configuration of a robotics system in an extensible manner. A big challenge lies in finding a suitable abstraction level for describing the capabilities of the system components. To be adequately used for system configuration, the ontology needs to represent and map an accurate model of the robot environment, including tools but also other machines, devices, interfaces, and services. Considering the significance of existing research concepts and ontologies, parts of the existing ontologies were integrated into the semantic system model of this work and merged with new concepts and class hierarchies. As a basis, the Rosetta ontology was used, in which the robotic devices and particularly skills have been put in the center or concept integrating also the BREP ontology, which represents geometric entities in a semantic meaningful way. The aim is to semantically specify all relevant concepts of a robotic system (e.g. capabilities/skills, properties, constraints) as well as the related manufacturing environment (product, storage, sensors, feeder, etc.), which is needed to
reach specific goals. Considering that the focus is on the assembly domain, an assembly ontology was integrated that has its roots in the ontology-based assembly model presented in (K.-Y. Kim, Manley, & Yang, 2006). The assembly ontology was initially developed in (Merdan, 2009) and extended in (List, 2015). The ontology generally integrates knowledge needed by the robot to autonomously reach specific goals (e.g. assemble a product). The Part(s) being manufactured have a central role in the ontology. They are specified by a set of properties (size, shape, color, etc.) and constraints e.g. grasping requirements. The defined Assembly Step (see Figure 11) uses these parts and their interrelations to make an Assembly. At the same time, each Assembly integrates further information, such as geometrical relations between the parts or what type of joining operation will be applied (e.g. stitching, screwing, welding). The kind of assembly tree, which arise when several Assemblies (or at least one Assembly and the Part) are connected tougher, specifies also the order of the assembly process and related operations, where child assemblies have to be joined first.

The integrated relations needsPredecessor and isFollowedBy enable the specified order relationship between the two corresponding Parts or Assemblies. In this context, Assembly Constraints define the orientation of the components in the assembly, but also restrictions of the relative motions between object features. Robot arm motion constraints are determined by the motion planning through the production environment encompassing position, velocity and motion type. There are also Operation Constraints, limiting how a specific operation should be executed including time and space restrictions as well as when and how to use specific tools. Our semantic model is conceptually defined using the Web Ontology Language (OWL) standard and is automatically imported into our activity model and loaded into a graph database.

4.2. Decision-making

The robot has to reason about how a product should be assembled as well as in which manner parts should be moved from one position to another. The decision-making mechanism (Planner) acts as a link between the semantic model of the production environment and the available robot system capabilities (skills). In this context, the Decision-Making component uses the ontology-based product model to reason about relations between the assembled parts as well as to connect assembly processes and needed assembly equipment. Reasoning and plan generation is performed in a bottom-up manner starting from the top of the assembly tree where the final product is specified and follows
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the inverse order of the assembly plan until the bottom of the tree is reached consisting only of the first parts that have to be connected at the beginning of the assembly process. An assembly is a nonempty subset of parts that either has only one component or is such that every part has at least one surface contact with another part in the subset (Rabemanantsoa, 1993). The relationship between parts within an assembly defines operations that have to be done to connect these parts and represents how these subassemblies should be put together to complete the product. An operation again leads to the required skill that specific manufacturing resource needs to have in order to change a state of the part. Based on this information and in order to reach a desired goal state from the initial state, the Planner discovers a concrete sequence of assembly steps and related operations, where each operation is represented as a set of primitive motions and actions coded on the robot controller.

To generate operation plans, the Planning Domain Definition Language (PDDL) (Mcdermott et al., 1998) is used for decision-making. It is a standard language widely applied in the academic planning community. The PDDL input format consists of two files that specify the domain and the problem. A domain file declares the predicates, functions, and types of objects available on the world and the actions available. In this context, each property of each class in the Semantic Model can be transformed to a PDDL predicate for describing the states and actions. For example, part locations are specified by the predicates hasLocation pointing on the specific box where the part is located. Another example is the free predicate, which specifies if the concrete gripper is holding something at the particular moment. Actions are the means of how the world state is changed. The statement includes parameters, preconditions, and effects. The preconditions dictate items that must be initially valid for the action to be legal. The effect equation dictates the changes in the world that will occur due to the execution of the action. For example, the following statement is an action that specifies the action of a robot to pick a part from a specific location:

```
(:action pick
 :parameters (?obj – part ?box – Position ?gripper – gripper)
 :precondition (and (hasLocation ?obj ?box) hasPosition ?box)
          (free ?gripper))
 :effect (and (carry ?obj ?gripper)
            (not (hasLocation ?obj ?box))
            (not (free ?gripper))))
```

The problem file specifies information about the specific instance of the given problem. It describes the state of the world at the start and the goal state to reach. For example, the: init statement specifies the initial position of the relays RY211005_GRAU and RY211005_ORANGE, which have a location in the BOX_RELAIS_GRAU and BOX_RELAIS_ORANGE boxes respectively as well as clamp ML252-10-D-LC that has the location at the box BOX_STECKER. The goal statement specifies the goal destination of these three parts. In order to move these parts, the vacuumGripper should be used as a tool.

```
(:init
 (hasPosition Initial)
 (free vacuumGripper)
 (hasLocation RY211005_GRAU BOX_RELAIS_GRAU))
```
With these two specifications the PDDL planner can be set to search and find a solution, that is in effect an appropriate sequence instance for this manufacturing domain/problem combination.

(move home box_relais_grau)
(pick ry211005_grau box_relais_grau vacuumGripper)
(move box_relais_grau pcb_tele)
(drop ry211005_grau pcb_tele vacuumGripper)
(move pcb_tele box_relais_orange)
(pick ry211005_orange box_relais_orange vacuumGripper)
(move box_relais_orange pcb_tele)
(drop ry211005_orange pcb_tele vacuumGripper)
(move pcb_tele box_stecker)
(pick ml252-10-d-lc box_stecker vacuumGripper)
(move box_stecker pcb_tele)
(drop ml252-10-d-lc pcb_tele vacuumGripper)

The Executor application frequently follows the execution status of each CRCL command, ensuring that the conditions and effects of the PDDL commands are met as the statements are processed.

4.3. Implementation

The presented approach is demonstrated in a laboratory environment with an industrial pilot test case that focuses on the assembling of different THT-Devices (relay, capacitor, screw terminal, and potentiometer) on a PCB. One of the layouts is presented in Figure 11 and parts with a red dot are relevant for the automated assembly concepts. In this scenario, THT-Devices for an assembly line are placed in boxes at the workstation. Each box contains different parts, which have an exact position in the box. In the automated pilot case, the KUKA robot KR 6 R900 sixx performs a series of pick-and-place operations in assembling the final PCB board, as presented in Figure 12. These operations include:

- Pick the empty PCB board and place it on the work table.
- Pick relevant THT-Devices and place it on the board.
- Assembled PCB board is picked and placed in the storage area.

The developed semantic models contain representations about all relevant concepts used in the pilot test case.

According to the demand for a central database server in the industrial domain for supporting the high-performance integration of multiple homogeneous data sources,
for example to query geometric data for a vision system, the Neo4j named property graph engine is used. The LITMUS benchmark (Thakkar, Keswani, Dubey, Lehmann, & Auer, 2017) compares multiple database engines suitable for semantic web data (RDF-Triple/Quad-Stores and Graph databases) and rates Neo4j as a high-performance system. It is open-source and has been adopted by the industry.

The conversion from the RDF-graph to the property graph is done via SciGraph, which loads OWL-Ontology-files into the Neo4j-database. Hereby, subjects and objects of the RDF-triples are converted into nodes, and predicates into edges. SciGraph also supports the implicit conversion from Compact URIs (CURIEs) to full IRIs for simpler queries.

The Planner Fast Downward is used to calculate the required operations of the robot. The data for the planner is queried from the Ontology-Server via Cypher and transferred to the planner via PDDL. The PDDL-files are generated using a template engine to integrate PDDL with the queried ontology data. The calculated abstract steps from the planner are parsed and enriched with additional information from the ontology to send concrete instructions to the robot via CRCL. This additional information includes the concrete coordinates of specific locations, information about the used tool, tolerances, etc.

Figure 12. Automated assembly of a PCB board.
5. Discussion of results

Cyber-Physical Systems are seen as a key technology for the development of future industrial systems. This paper introduces and demonstrates a model-driven approach combined with the concept of ontologies and explicit semantics for automatically configuring the control layer of CPS when applied in the assembly domain. More concrete, we developed and applied a similar knowledge intensive control architecture to tackle modeling, reasoning, planning and configuration aspects. The developed core architecture is applied for different purposes in the assembly domain such as automated configuration of an assembly line (pallet transport system) as well as for the control of an industrial robot.

The configuration approach relies on a system ontology, which contains sufficient information for automatically generating an FB network in the hardware-near LLC. In the presented work, only control software based on FBs can be represented in the ontology but it can be of any programming language or standard that supports such a concept. For increasing the generality and to encompass other control software programming paradigms (e.g. ladder logic or textual languages), the ontology needs to be extended with corresponding concepts. The presented approach is well-suited with regard to a modification of the assembly line’s physical layout. This requires only adapting the topology of the system stored in the resource ontology, which is a process needing a few minutes without elaborate programming efforts. Actually, the pallet transport system was modified once as a result of reorganizing the laboratory. The physical adaption required several hours of work but the control software adaption was performed in only a couple of minutes by updating the resource ontology. Performance measurements have shown that the automated configuration process is performed within approximately 1 second for the presented LLC applications. The configuration time is sufficiently fast enough for common industrial applications and remains roughly constant even in the case of several LLC applications being configured in parallel by the CP components. However, a component-oriented design of the LLC is a prerequisite to keep the configuration time within acceptable boundaries as has been shown in the comparison with the configuration time of a monolithic LLC design.

Moreover, the knowledge-driven approach enables that a robot can autonomously plan its actions and that functions such as automatic task selection are possible, thereby lowering the efforts significantly in the case of changes. A robot world model contains knowledge about all aspects of the robotics systems as well as products that needs to be assembled. The decision-making mechanism links the world model of the production environment and the robot skills. Based on automated reasoning, the robot can select the appropriate tool for a skill and perform a specific operation. The proposed solution can automate the robot configuration as well as the generation of process plans and schedules.

Generally, the proposed knowledge-driven architecture simplifies the engineering efforts. A system engineer only needs to describe the functionality of the assembly line or characteristics of the product to be assembled, without having to consider further engineering issues. The code for the industrial implementation is generated automatically based on the defined rules, states and actions. Through fast configuration and control code generation, the time for the design and development of automation systems can be reduced by a large extent and therefore a reduction of the engineering
costs is achieved. Besides, further functionalities such as reconfiguration can be added and managed with this architecture, which in this case need additionally triggering mechanism. In order to apply this architecture in other automation domains additional related modeling efforts are expected.

6. Conclusion

The assembly of customized products requires material flow systems as well as assembly equipment which are flexible and agile enough to accommodate dynamic and real-time changes in production processes. Auto-configuration as well as automated planning and execution capabilities of CPS in the manufacturing domain are regarded as of vital importance to achieve these requirements. Nevertheless, in current industrial practice, commonly the control system design is performed decoupled from hardware and software implementation details and the control applications are then developed manually for a designated system structure. Also typical industrial robot systems are not flexible enough to respond to the rapidly changing demands of new production processes and their growing complexity.

The model-driven engineering approach presented in this paper combines an ontology-based knowledge representation with CPS technology and uses a generative programming approach to automatically configure the hardware-near control applications of a distributed CPS in an assembly line. Thereby, the components of the CPS and their relations are specified in an ontology which acts as a part of the knowledge base of each component. Based on this representation, each component’s HLC utilizes configuration knowledge for performing a specification check and for carrying out the actual configuration by creating and wiring the software components (i.e. the IEC 61,499 FBs) of the solution space. Thereby, an executable LLC implementation is generated for each CPS component within the corresponding controller. The configuration time is sufficiently fast enough for common industrial applications and the approach supports the process of modifying the assembly line layout.

Furthermore, regarding the industrial robot use case, an ontology-based product model is used to link the used concepts linking product model, manufacturing process, and production infrastructure in a way that enables automatic reasoning and accurate and efficient robot operation. Similar CP component control architecture, as in previous use case, enables an automated robotic system to manufacture different types of products when autonomously perform reasoning (e.g. to select a specific tool) in order to perform a particular activity. The solution can automate the configuration as well as the generation of process plans and their execution, thereby lowering the efforts significantly in the case of changes.

As the presented work is centered on a knowledge-based approach, it can be adopted easily for different target systems by changing the contents of the ontology, respectively the problem space. Such modifications may encompass not only the physical components of the CPS but also the requirements and restrictions of the software components concerning their wiring to achieve the executable hardware-near control application. Future work will focus on the integration of these two use cases and ontology models. Also an extension of the existing ontology concept is envisaged as well as the integration of further assembly equipment in order to be able to test more complex scenarios.
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