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Abstract. Medical vision-and-language pre-training provides a feasible solution to extract effective vision-and-language representations from medical images and texts. However, few studies have been dedicated to this field to facilitate medical vision-and-language understanding. In this paper, we propose a self-supervised learning paradigm with multi-modal masked autoencoders (M\textsuperscript{3}AE), which learn cross-modal domain knowledge by reconstructing missing pixels and tokens from randomly masked images and texts. There are three key designs to make this simple approach work. First, considering the different information densities of vision and language, we adopt different masking ratios for the input image and text, where a considerably larger masking ratio is used for images. Second, we use visual and textual features from different layers to perform the reconstruction to deal with different levels of abstraction in visual and language. Third, we develop different designs for vision and language decoders (i.e., a Transformer for vision and a multi-layer perceptron for language). To perform a comprehensive evaluation and facilitate further research, we construct a medical vision-and-language benchmark including three tasks. Experimental results demonstrate the effectiveness of our approach, where state-of-the-art results are achieved on all downstream tasks. Besides, we conduct further analysis to better verify the effectiveness of different components of our approach and various settings of pre-training. The source code is available at https://github.com/zhjohnchan/M3AE.
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1 Introduction

Medical data is inherently multi-modal, where vision (e.g., radiography, magnetic resonance imaging, and computed tomography) and language (e.g., radiology

⋆ Corresponding authors are Guanbin Li and Xiang Wan.
reports and medical texts) are two primary modalities. Medical vision-and-language pre-training (Med-VLP) aims to learn generic representations from large-scale medical image-text data, which can be transferred to various medical vision-and-language tasks (e.g., medical visual question answering (Med-VQA), medical image-text classification, and medical image-text retrieval). It is an essential technique for jointly understanding medical images and texts, which can be challenging due to the lack of large-scale labeled data and domain knowledge.

Although vision-and-language pre-training (VLP) has drawn sustaining attention [2,7,10,22,24], there are only several studies on VLP in the medical domain. [13] directly applied four VLP models (i.e., LXMERT [24], VisualBERT [12], UNITER [2], and PixelBERT [7]) to a medical image-text classification task yet found that these models did not perform as well as they did in the general domain when there is no domain-specific information integrated. Therefore, [8] proposed to perform the pre-training on medical image-text pairs to capture medical knowledge, but their evaluation was conducted only on Med-VQA despite the promising improvement is observed. The most related work to ours is [18], which pre-trained a Med-VLP model and verified its effectiveness on various downstream tasks. Yet it is limited to the chest X-ray, and more importantly, the pre-training was not performed in a self-supervised manner (i.e., using the diagnosis labels). Moreover, previous studies all used convolutional neural networks (CNNs) as their visual backbones, which limited their simplicity and effectiveness, and purely Transformer-based models [25] are not exploited. Therefore, it is essential to design an appropriate Med-VLP approach from four perspectives, including data (e.g., pre-training corpus), models (e.g., purely Transformer-based models), objectives (e.g., more suitable pre-training objectives), and evaluation (e.g., designs of the downstream benchmark) to promote Med-VLP.

In this paper, we propose an effective yet simple approach to Med-VLP by a multi-modal masked autoencoder (M³AE) based on purely Transformer-based models. Our M³AE masks random patches of the input image and random tokens of the input text and reconstructs the missing pixels and tokens. We develop the designs of M³AE from three perspectives to make this simple approach work: (i) It uses different masking ratios for the input images and texts owing to different information densities of vision and language; (ii) It selects visual and textual features from distinct layers to perform the construction considering the different levels of abstraction in vision and language; (iii) It has two different decoder designs for vision and language, where a Transformer model and a multi-layer perceptron (MLP) are used for vision and language decoding, respectively. As a result, the proposed method is able to learn cross-modal domain-specific knowledge from large-scale medical image-text datasets in a self-supervised manner and does not require fine-grained annotations on either images or texts, resulting in better applicability. We perform the pre-training on two large-scale medical image-text datasets, i.e., ROCO [20] and MedICaT [23]. To verify the effectiveness of our approach and facilitate further research, we construct a medical vision-and-language understanding benchmark including three tasks (i.e., Med-VQA, medical image-text classification, and medical image-text retrieval).
Experimental results show that our approach outperforms previous studies on all downstream tasks. In addition, several analyses are also performed to analyze the effectiveness of different components and various settings of pre-training.

\section{2 The Proposed Approach}

We adopt the pre-train-and-fine-tune paradigm for medical vision-and-language understanding. In the pre-training stage, the framework develops a variety of pretext tasks to train the model using medical image-text pairs. Formally, given a medical image $I$ and its corresponding description text $T$, the model is trained to minimize the objective through

$$\theta^*, \theta_1^*, ..., \theta_S^* = \arg \min_{\theta, \theta_1, ..., \theta_S} \sum_{s=1}^{S} L_s(Y_s, D_{\theta_s}(M_\theta(I, T)))$$  \hspace{1cm} (1)$$

where $S$ is the number of pretext tasks, $L_s$ are the loss functions of pretext tasks, $D_{\theta_s}$ are the decoders with their parameters $\theta_1, ..., \theta_S$, and $M_\theta$ is the backbone model with its parameters $\theta$. An overview of the proposed approach is demonstrated in Fig. 1, where the details of the backbone model architecture and multi-modal masked autoencoders are illustrated in the following subsections.

\subsection{2.1 The Backbone Model Architecture}

Our backbone model can be partitioned into three major components, i.e., the vision encoder, language encoder, and multi-modal fusion module. 

\textbf{Vision Encoder} In this paper, we focus on purely Transformer-based models and study the use of vision Transformer (ViT) for the vision encoder. In ViT, an image $I \in \mathbb{R}^{H \times W \times C}$ is first segmented into patches $\{p_1, p_2, ..., p_N\}$, where $H \times W$ is the image resolution, $C$ is the number of channels, $p_n \in \mathbb{R}^{P^2 \times C}$ and $P \times P$ is the patch resolution. Then the patches are flattened and linearly projected into
patch embeddings through a linear transformation $E_v^v \in \mathbb{R}^{P \times C \times D}$ with a special learnable token embedding $p_I \in \mathbb{R}^D$ prepended for the aggregation of visual information. Therefore, the input representations are obtained via summing up the patch embeddings, learnable 1D position embeddings $E_v^{pos} \in \mathbb{R}^{(N+1) \times D}$:

$$X^v = [p_I; p_1 E_v^v; p_2 E_v^v; \ldots; p_N E_v^v] + E_v^{pos}$$

Finally, $X^v$ is fed into a transformer model with $N_v$ Transformer layers to obtain the contextualized image representations $H^v = [h_v^v; h_v^1; h_v^2; \ldots; h_v^N]$.

**Language Encoder**

In the language encoder, we follow BERT [3] to tokenize the input text to subword tokens $\{w_1, w_2, \ldots, w_M\}$ by WordPiece [27], where the tokens $w_m \in \mathbb{R}^V$ are represented in one-hot form and $V$ is the vocabulary size. Then the tokens are linearly projected into embeddings through a linear transformation $E_l^l \in \mathbb{R}^{V \times D}$. Afterwards, a start-of-sequence token embedding $w_T \in \mathbb{R}^D$ and a special boundary token embedding $w_{SEP} \in \mathbb{R}^D$ are added to the text sequence. Therefore, the text input representations are computed via summing up the token embeddings and text position embeddings $E_l^{pos} \in \mathbb{R}^{(M+2) \times D}$:

$$X^l = [w_T; w_1 E_l^l; \ldots; w_M E_l^l; w_{SEP}] + E_l^{pos}$$

Finally, $X^l$ is fed into a transformer model with $N_l$ Transformer layers to obtain the contextualized text representations $H^l = [h_l^l; h_l^1; h_l^2; \ldots; h_l^M; h_l^SEP]$.

**Multi-modal Fusion Module**

We adopt the co-attention mechanism in the multi-modal fusion module to fuse the contextualized representations from images and texts. In detail, the multi-modal fusion module consists of two Transformer models, each of which is a stack of $N_m$ Transformer layers. In each Transformer layer, there are three sub-layers, i.e., a self-attention sub-layer, a cross-attention sub-layer, and a feedforward sub-layer. The attention mechanism is applied in the self-attention and cross-attention sub-layers and it is defined as

$$\text{ATTN}(Q, K, V) = \text{softmax}(QK^T) \cdot V$$

In the self-attention sub-layer, the representations interact within modalities:

$$H^{vs} = \text{ATTN}(H^v, H^v, H^v), \ H^{ls} = \text{ATTN}(H^l, H^l, H^l)$$

In the cross-attention sub-layer, the representations interact across modalities to integrate cross-modal information into their representations:

$$H^{vc} = \text{ATTN}(H^{vs}, H^{ls}, H^{ls}), \ H^{lc} = \text{ATTN}(H^{ls}, H^{vs}, H^{vs})$$

Finally, $H^{vc}$ and $H^{lc}$ are input to the feedforward sub-layer (i.e., an MLP) to obtain the multi-modal representations $Z^v = [z^v_1; z^v_2; \ldots; z^v_N]$ for vision and $Z^l = [z^l_T; z^l_1; z^l_2; \ldots; z^l_M; z^l_{SEP}]$ for language.

**2.2 Multi-modal Masked Autoencoders**

The idea of masked autoencoders has achieved great success in natural language processing (i.e., BERT) and recently in computer vision (i.e., MAE [5]) as well.
However, in the general VLP area, existing studies [4,10] mainly recovered the original tokens of masked texts (denoted as masked language modeling (MLM)) and demonstrated that reconstructing the original signals of masked images (denoted as masked image modeling (MIM)) hurts the pre-training performance. The reason is that vision and language have different characteristics, and appropriate designs are desired to make masked autoencoders work in such a multi-modal setting. In detail, we develop three essential yet straightforward designs.

**Masking Strategy** Information density is different between vision and language. Languages are information-dense messages created by humans, and thus predicting only a few held-out tokens can induce a sophisticated language understanding task. On the contrary, images are spatial redundant. As a result, we use random sampling with a much greater masking ratio for images (i.e., 75%) than for texts (i.e., 15%) to remove redundancy in images and enable the model to acquire valuable features from both images and texts.

**Representation Selection for Reconstruction** Images and texts are abstracted at different levels, with pixels of images having a lower semantic level than tokens of texts. In our model, their representations are aggregated layer-by-layer in a hierarchical way. Therefore, to make the final learned representations of images at a high semantic level, we instead adopt the intermediate outputs of the multi-modal fusion module (i.e., the visual outputs from the $k$-th Transformer layer denoted as $Z^{vk}$) to perform the low-level construction task (i.e., MIM). For MLM, we still use the final output $Z^l$ for the prediction of tokens since predicting missing words requires richer semantic information.

**Decoder Designs** The vision and language decoders aim to map the representations $Z^{vk}$ and $Z^l$ back to their original input image and text, respectively. After being encoded by the backbone model (i.e., the encoder), $Z^{vk}$ and $Z^l$ are represented at a high semantic level. For the vision decoder, its output is in the pixel space, which is of a lower semantic level. Therefore, a Transformer model is introduced as the decoder to map $Z^{vk}$ to lower semantic representations to perform the low-level reconstruction. For the language decoder, its targets (i.e., words) are abstracted at a high level, and thus its design is trivial (i.e., an MLP).

Finally, the MIM loss is computed using the mean squared error (MSE) between the reconstructed and original images in the pixel space, and the MLM loss is computed as the negative log-likelihood loss for the masked tokens.\(^5\)

## 3 Experiments

### 3.1 Pre-Training Setup

We conduct our experiments on two datasets, i.e., ROCO [20] and MedICaT [23], where the former contains over 81,000 medical image-text pairs and the latter consists of over 217,000 medical images with their captions and inline textual references. For ROCO, we adopt their official splits, and for MedICaT,

\(^4\) A missing patch can be reconstructed easily from visible neighboring patches.

\(^5\) Note that MLM and MIM are performed in different forward procedures.
Table 1. Comparisons of our proposed approach with previous studies on the test sets of three Med-VQA datasets with respect to the accuracy metric.

| Methods          | VQA-RAD            | SLAKE       | VQA-2019     |
|------------------|--------------------|-------------|-------------|
|                  | Open   | Closed | Overall | Open   | Closed | Overall | Overall |
| MFB [29]         | 14.50  | 74.30  | 50.60    | 72.20  | 75.00  | 73.30    | -        |
| SAN [28]         | 31.30  | 69.50  | 54.30    | 74.00  | 79.10  | 76.00    | -        |
| BAN [9]          | 37.40  | 72.10  | 58.30    | 74.60  | 79.10  | 76.30    | -        |
| MEVF-SAN [19]    | 49.20  | 73.90  | 64.10    | 75.30  | 78.40  | 76.50    | 68.90    |
| MEVF-BAN [19]    | 49.20  | 77.20  | 66.10    | 77.80  | 79.80  | 78.60    | 77.86    |
| CPRD-BAN [14]    | 52.50  | 77.90  | 67.80    | 79.50  | 83.40  | 81.10    | -        |
| Ours             | 67.23  | 83.46  | 77.01    | 80.31  | 87.82  | 83.25    | 79.87    |

we randomly sample 1,000 images for validation, 1,000 images for testing, and the remaining images are used for training. For pre-training, we use the training set of ROCO and MedICaT to train models with the pre-training tasks presented in Section 2 together with the common image-text matching task [2] by default.

For the implementation, we adopt the architecture of CLIP-ViT-B [21] for the vision encoder and the architecture of RoBERTa-base [16] for the language encoder. For the multi-modal fusion module, we set the number of Transformer layers $N_m = 6$ with the dimension of hidden states set to 768 and the number of heads set to 12. For all pre-training experiments, the models are trained with AdamW optimizer [17] for 100,000 steps. The learning rates for uni-modal encoders (i.e., the vision encoder and the language encoder) and the multi-modal fusion module are set to 1e-5 and 5e-5, respectively. We set the warm-up ratio to 10%, and use the linear learning rate scheduler after warm-up. We use center-crop to resize each image into the size of $288 \times 288$.

3.2 Vision-and-Language Transfer Tasks

We evaluate all models on three medical image-text understanding tasks (i.e., Med-VQA, medical image-text classification, and medical image-text retrieval).

Medical Visual Question Answering This task requires answering natural language questions about medical images. We use the official dataset split of three publicly available datasets to train and evaluate the models: VQA-RAD [11], SLAKE [15], and VQA-2019 [1], where questions in VQA-RAD and SLAKE are both categorized into two types (i.e., closed-ended and opened-ended).

Medical Image-Text Classification This task aims to produce the label given an image-text pair. We train and evaluate the models on MELINDA [26], a biomedical experiment method classification dataset, with its official split.

Medical Image-Caption Retrieval There are two subtasks for this task, where image-to-text (I2T) retrieval requires retrieving the most relevant texts from a large pool of texts given an image and vice versa for text-to-image (T2I) retrieval. We train and evaluate the models on the official split of ROCO.
Table 2. Classification results on the MELINDA dataset.

| Methods  | Test |  |
|----------|------|---|
| ResNet-101 [6] | 63.84 |  |
| RoBERTa [16] | 74.60 |  |
| NLF [26] | 76.60 |  |
| SAN [28] | 72.30 |  |
| Ours | 78.50 |  |

Table 3. Image-to-text and text-to-image retrieval results on the ROCO test set.

| Methods | T2I | I2T |
|---------|-----|-----|
| VILT [10] | 9.75 | 28.95 | 41.40 | 11.90 | 31.90 | 43.20 |
| METER [4] | 11.30 | 27.25 | 39.60 | 14.45 | 33.30 | 45.10 |
| Ours (ZS) | 19.05 | 47.75 | 61.35 | 19.10 | 45.60 | 61.20 |
| Ours (FT) | 22.20 | 52.50 | 66.65 | 22.90 | 51.05 | 65.80 |

Table 4. Ablation study on the VQA-RAD test set.

| MIM MLM Open Closed Overall |
|-------------------------------|
| × × 24.67 80.78 58.48 | |
| ✓ × 22.41 79.17 56.56 | |
| × ✓ 67.04 81.99 76.05 | |
| ✓ ✓ 67.23 83.46 77.01 | |

Fig. 2. Results of selecting the representations from different layers to perform MIM.

For the evaluation metrics, the models in Med-VQA and medical text-image classification tasks are evaluated w.r.t. accuracy, while those in the retrieval task are assessed using Recall@K (K=1, 5, 10). We run each experiment three times with different random seeds and report the mean of its corresponding metric(s).

3.3 Comparisons with the State-of-the-Art

The main experimental results on all downstream tasks are shown in Table 1, 2, 3. Our proposed approach achieves state-of-the-art results on all datasets. For Med-VQA, compared with the advanced approach CPRD-BAN, the proposed method outperforms it by 14.7% and 5.5% w.r.t. accuracy on open-ended and closed-ended questions on VQA-RAD. It also achieves 2.1% and 2.0% overall improvements on the SLACK and VQA-2019 datasets, respectively. For medical image-text classification, our method outperforms previous uni-modal and multi-modal methods under the non-continued pre-training setting, where it outperforms NLF by approximately 1.9%. For medical image-text retrieval, the proposed approach outperforms previous studies to a large extent in both the zero-shot (ZS) and fine-tuning (FT) settings.

3.4 Quantitative Analysis

Ablation Study To demonstrate the effectiveness of different components of our approach, we perform an ablation study, with the results on VQA-RAD shown in
Table 4. There are several observations drawn from the results. First, it is shown that only performing MIM in the pre-training can not bring an improvement when comparing between the 1st and 2nd rows. Second, adopting MLM as one of the pre-training objectives (i.e., the 3rd and 4th rows) can achieve considerably better results than the case without MLM (i.e., the 1st and 2nd rows). Third, the proposed M³AE, with both MIM and MLM as its objectives, achieves the best result. This owes to the fact that with the help of both MIM and MLM, the critical mappings between medical images and texts can be implicitly modeled, which promotes the learning of multi-modal representations.

Effectiveness of different layers to perform MIM
To analyze the impacts of representations from different layers to perform MIM, we select the representations from layer 0 to 6 to pre-train our model, with the results shown in Fig. 2. There are two observations drawn from the results. First, when using the representations from layer 0 (i.e., the visual features without any textual information), the method achieves the worst performance, verifying the importance of texts to perform MIM. Second, it is observed that using the representations from the intermediate layer (i.e., layer 3) can achieve the best results. This demonstrates that using the lower-level representations to perform MIM can help the model capture more hierarchical information in images and texts to keep the final learned image representations at a higher semantic level to promote representation learning.

3.5 Qualitative Analysis
To further investigate the effectiveness of our method, we perform qualitative analysis on four Med-VQA cases on the VQA-RAD test set as shown in Fig. 3. In the 1st case, the MLM+MIM model answered an “yes/no” question correctly, and in the 2nd and 3rd cases, it answered the organ-related questions correctly while the MLM model did not. Furthermore, in the last case, the MLM+MIM model answered the disease-related question correctly. This demonstrates that pre-training with MLM+MIM might aid the model in learning more fine-grained mappings between images and texts.
4 Conclusion

In this paper, we believe that massive medical image-text data contains rich context and structural information, which is significant for medical vision-and-language understanding. To this end, we propose an effective yet simple approach, i.e., multi-modal masked autoencoders, to perform pre-training on medical image-text pairs. We develop three simple designs from the perspectives of masking ratios, representation selection for reconstruction, and decoder designs to make this simple approach work. To evaluate our approach comprehensively, we construct a medical vision-and-language understanding benchmark, including three tasks. Experimental results on various datasets demonstrate the superior performance of our approach, where state-of-the-art results are achieved.

Acknowledgement

This work is supported in part by the Chinese Key-Area Research and Development Program of Guangdong Province (2020B0101350001), in part by the Guangdong Basic and Applied Basic Research Foundation (2020B1515020048), in part by the National Natural Science Foundation of China (61976250), in part by the Guangzhou Science and technology project (No.202102020633), and is also supported by the Guangdong Provincial Key Laboratory of Big Data Computing, The Chinese University of Hong Kong, Shenzhen.

References

1. Abacha, A.B., Hasan, S.A., Datla, V.V., Liu, J., Demner-Fushman, D., Müller, H.: Vqa-med: Overview of the medical visual question answering task at imageclef 2019. CLEF (Working Notes) 2 (2019) 6
2. Chen, Y.C., Li, L., Yu, L., Kholy, A.E., Ahmed, F., Gan, Z., Cheng, Y., Liu, J.: Uniter: Universal image-text representation learning. In: European Conference on Computer Vision (2020) 2, 6
3. Devlin, J., Chang, M.W., Lee, K., Toutanova, K.: Bert: Pre-training of deep bidirectional transformers for language understanding. In: Proceedings of the 2019 Conference of the North American Chapter of the Association for Computational Linguistics: Human Language Technologies, Volume 1 (Long and Short Papers). pp. 4171–4186 (2019) 4
4. Dou, Z.Y., Xu, Y., Gan, Z., Wang, J., Wang, S., Wang, L., Zhu, C., Liu, Z., Zeng, M., et al.: An empirical study of training end-to-end vision-and-language transformers. arXiv preprint arXiv:2111.02387 (2021) 5, 7
5. He, K., Chen, X., Xie, S., Li, Y., Dollár, P., Girshick, R.: Masked autoencoders are scalable vision learners. arXiv preprint arXiv:2111.06377 (2021) 4
6. He, K., Zhang, X., Ren, S., Sun, J.: Deep residual learning for image recognition. In: Proceedings of the IEEE conference on computer vision and pattern recognition. pp. 770–778 (2016) 7
7. Huang, Z., Zeng, Z., Liu, B., Fu, D., Fu, J.: Pixel-bert: Aligning image pixels with text by deep multi-modal transformers. arXiv preprint arXiv:2004.00849 (2020) 2
8. Khare, Y., Bagal, V., Mathew, M., Devi, A., Priyakumar, U.D., Jawahar, C.: Mmbert: Multimodal bert pretraining for improved medical vqa. In: 2021 IEEE 18th International Symposium on Biomedical Imaging (ISBI). pp. 1033–1036. IEEE (2021)

9. Kim, J.H., Jun, J., Zhang, B.T.: Bilinear attention networks. Advances in Neural Information Processing Systems 31 (2018)

10. Kim, W., Son, B., Kim, I.: Vilt: Vision-and-language transformer without convolution or region supervision. In: International Conference on Machine Learning. pp. 5583–5594. PMLR (2021)

11. Lau, J.J., Gayen, S., Abacha, A.B., Denner-Fushman, D.: A dataset of clinically generated visual questions and answers about radiology images. Scientific Data 5 (2018)

12. Li, L.H., Yatskar, M., Yin, D., Hsieh, C.J., Chang, K.W.: Visualbert: A simple and performant baseline for vision and language. arXiv preprint arXiv:1908.03557 (2019)

13. Li, Y., Wang, H., Luo, Y.: A comparison of pre-trained vision-and-language models for multimodal representation learning across medical images and reports. In: 2020 IEEE International Conference on Bioinformatics and Biomedicine (BIBM). pp. 1999–2004. IEEE (2020)

14. Liu, B., Zhan, L.M., Wu, X.M.: Contrastive pre-training and representation distillation for medical visual question answering based on radiology images. In: International Conference on Medical Image Computing and Computer-Assisted Intervention. pp. 210–220. Springer (2021)

15. Liu, B., Zhan, L.M., Xu, L., Ma, L., Yang, Y., Wu, X.M.: Slake: A semantically-labeled knowledge-enhanced dataset for medical visual question answering. In: 2021 IEEE 18th International Symposium on Biomedical Imaging (ISBI). pp. 1650–1654. IEEE (2021)

16. Liu, Y., Ott, M., Goyal, N., Du, J., Joshi, M., Chen, D., Levy, O., Lewis, M., Zettlemoyer, L., Stoyanov, V.: Roberta: A robustly optimized bert pretraining approach. arXiv preprint arXiv:1907.11692 (2019)

17. Loshchilov, I., Hutter, F.: Decoupled weight decay regularization. In: International Conference on Learning Representations (2018)

18. Moon, J.H., Lee, H., Shin, W., Choi, E.: Multi-modal understanding and generation for medical images and text via vision-language pre-training. arXiv preprint arXiv:2105.11333 (2021)

19. Nguyen, B.D., Do, T.T., Nguyen, B.X., Do, T., Tjiputra, E., Tran, Q.D.: Overcoming data limitation in medical visual question answering. In: International Conference on Medical Image Computing and Computer-Assisted Intervention. pp. 522–530. Springer (2019)

20. Pelka, O., Koitka, S., Rückert, J., Nenusa, F., Friedrich, C.M.: Radiology objects in context (roco): a multimodal image dataset. In: Intravascular Imaging and Computer Assisted Stenting and Large-Scale Annotation of Biomedical Data and Expert Label Synthesis, pp. 180–189. Springer (2018)

21. Radford, A., Kim, J.W., Hallacy, C., Ramesh, A., Goh, G., Agarwal, S., Sastry, G., Askell, A., Mishkin, P., Clark, J., et al.: Learning transferable visual models from natural language supervision. In: International Conference on Machine Learning. pp. 8748–8763. PMLR (2021)

22. Su, W., Zhu, X., Cao, Y., Li, B., Lu, L., Wei, F., Dai, J.: Vi-bert: Pre-training of generic visual-linguistic representations. In: International Conference on Learning Representations (2019)
23. Subramanian, S., Wang, L.L., Bogin, B., Mehta, S., van Zuylen, M., Parasa, S., Singh, S., Gardner, M., Hajishirzi, H.: Medicat: A dataset of medical images, captions, and textual references. In: Findings of the Association for Computational Linguistics: EMNLP 2020. pp. 2112–2120 (2020)

24. Tan, H., Bansal, M.: Lxmert: Learning cross-modality encoder representations from transformers. In: Proceedings of the 2019 Conference on Empirical Methods in Natural Language Processing and the 9th International Joint Conference on Natural Language Processing (EMNLP-IJCNLP). pp. 5100–5111 (2019)

25. Vaswani, A., Shazeer, N., Parmar, N., Uszkoreit, J., Jones, L., Gomez, A.N., Kaiser, L., Polosukhin, I.: Attention is all you need. Advances in neural information processing systems 30 (2017)

26. Wu, T.L., Singh, S., Paul, S., Burns, G., Peng, N.: Melinda: A multimodal dataset for biomedical experiment method classification. In: Proceedings of the AAAI Conference on Artificial Intelligence. vol. 35, pp. 14076–14084 (2021)

27. Wu, Y., Schuster, M., Chen, Z., Le, Q.V., Norouzi, M., Macherey, W., Krikun, M., Cao, Y., Gao, Q., Macherey, K., et al.: Google’s neural machine translation system: Bridging the gap between human and machine translation. arXiv preprint arXiv:1609.08144 (2016)

28. Yang, Z., He, X., Gao, J., Deng, L., Smola, A.: Stacked attention networks for image question answering. In: Proceedings of the IEEE conference on computer vision and pattern recognition. pp. 21–29 (2016)

29. Yu, Z., Yu, J., Fan, J., Tao, D.: Multi-modal factorized bilinear pooling with co-attention learning for visual question answering. In: Proceedings of the IEEE international conference on computer vision. pp. 1821–1830 (2017)