Numerical Methods for Mean Field Games and Mean Field Type Control

Mathieu Laurière

Abstract. Mean Field Games (MFG) have been introduced to tackle games with a large number of competing players. Considering the limit when the number of players is infinite, Nash equilibria are studied by considering the interaction of a typical player with the population’s distribution. The situation in which the players cooperate corresponds to Mean Field Control (MFC) problems, which can also be viewed as optimal control problems driven by a McKean-Vlasov dynamics. These two types of problems have found a wide range of potential applications, for which numerical methods play a key role since most models do not have analytical solutions. In these notes, we review several aspects of numerical methods for MFG and MFC. We start by presenting some heuristics in a basic linear-quadratic setting. We then discuss numerical schemes for forward-backward systems of partial differential equations (PDEs), optimization techniques for variational problems driven by a Kolmogorov-Fokker-Planck PDE, an approach based on a monotone operator viewpoint, and stochastic methods relying on machine learning tools.
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1. Introduction

Mean field games (MFGs for short) have been introduced to study differential games with an infinite number of players, under indistinguishability and symmetry assumptions. This theory has been introduced by J.-M. Lasry and P.-L. Lions [91, 92, 93], and independently by Caines, Huang, and Malhamé under the name of Nash Certainty Equivalence principle [87, 86]. While MFGs correspond to non-cooperative games and focus on Nash equilibria, the cooperative counterpart has been studied under the name mean field type control (or mean field control, or MFC for short) or optimal control of McKean-Vlasov dynamics [51, 30]. For more details, we refer to Lions’ lectures at Collège de France [96] and the notes by Cardaliaguet [41], as well as the books by Bensoussan, Frehse and Yam [30], Gomes, Pimentel and Voskanyan [75], Carmona and Delarue [52, 53], and the surveys by Gomes and Saúde [76] and Caines, Huang and Malhamé [38]. Mean field games and mean field control problems have attracted a surge of interest and have found numerous applications, from economics to the study of crowd motion or epidemic models. For concrete applications, it is often important to obtain reliable quantitative results on the solution. Since very few mean field problems have explicit or semi-explicit solutions, the introduction of numerical methods and their analysis are crucial steps in the development of this field.
The goal of these notes is to provide an introduction to numerical aspects of MFGs and MFC problems. We discuss both numerical schemes and associated algorithms, and illustrate them with numerical examples. In order to alleviate the presentation while conveying the main ideas, the mathematical formalism is not carried out in detail. The interested reader is referred to the references provided in the text for a more rigorous treatment (see in particular the lecture notes \[1, 10\]).

1.1. Outline. The rest of these notes is organized as follows. In the remainder of this section, we introduce a general framework for the type of problems we will consider. Linear-quadratic problems are used in Section 2 as a testbed to introduce several numerical strategies that can be applied to more general problems, such as fixed point iterations, fictitious play iterations and Newton iterations. Beyond the linear-quadratic structure, optimality conditions in terms of PDE systems are discussed in Section 3 and two numerical schemes to discretize these PDEs are presented: a finite-difference scheme and a semi-Lagrangian scheme. In Section 4 we present some strategies to solve the discrete schemes and provide numerical illustrations, including to crowd motion with congestion effects. Section 5 focuses on MFC problems and MFGs with a variational structure. For such problems, optimization techniques can be used and we present two of them: the Alternating Direction Method of Multipliers and a primal-dual algorithm. For MFGs satisfying a monotonicity condition, a different technique, based on a monotonic flow, is discussed in Section 6. The last two sections present techniques which borrow tools from machine learning. Section 7 presents methods relying on neural network approximation to solve stochastic optimal control problems or PDEs. We apply these methods to MFC and to the (finite state MFG) master equation respectively. Section 8 discusses model-free methods, i.e., methods which learn the solution by trial and error, without knowing the full model. We conclude in Section 9 by mentioning other methods and research directions.

1.2. Definition of the problems and notation. Let \(T\) be a fixed time horizon, let \(d\) and \(k\) be integers and let \(Q \subseteq \mathbb{R}^d\) be a spatial domain, which will typically be either the whole space \(\mathbb{R}^d\) or the unit torus \(T^d\). We will use the notation \(Q_T = [0, T] \times Q\), and \((\cdot, \cdot)\) for the inner product of two vectors of compatible sizes.

Let \(f : Q \times L^2(Q) \times \mathbb{R}^k \to \mathbb{R}, (x, m, \alpha) \mapsto f(x, m, \alpha)\) and \(g : Q \times L^2(Q) \to \mathbb{R}, (x, m) \mapsto g(x, m)\) be respectively a running cost and a terminal cost. Let \(\sigma \geq 0\) be a constant parameter for the volatility of the state’s evolution. Let \(b : Q \times L^2(Q) \times \mathbb{R}^k \to \mathbb{R}^d, (x, m, \alpha) \mapsto b(x, m, \alpha)\) be a drift function. These functions could be allowed to also depend on time at the expense of heavier notation. Here, \(x, m\) and \(\alpha\) play respectively the role of the state of the agent, the mean-field term, (i.e., the population’s distribution), and the control used by the agent. In general, the mean-field term is a probability measure, but here, for simplicity, we will assume that this probability measure has a density which is in \(L^2(Q)\).

We consider the following mean field game. A (mean field) Nash equilibrium consists in a flow of probability densities \(\hat{m} : Q_T \to \mathbb{R}\) and a feedback control \(\hat{\alpha} : Q_T \to \mathbb{R}^k\) satisfying the following two conditions:

\[
\begin{align*}
(1) \ \hat{\alpha} & \text{ minimizes } J_{\hat{m}}^{MFG} \quad \text{ where, for } m \in L^2(Q_T), \\
J_{m}^{MFG} : \alpha \mapsto \mathbb{E} \left[ \int_0^T f(X_t^{m,\alpha}, m(t, \cdot), \alpha(t, X_t^{m,\alpha})) dt + g(X_T^{m,\alpha}, m(T, \cdot)) \right]
\end{align*}
\]

where \(X_t^{m,\alpha}\) is the state of the agent, and \(m(t, \cdot)\) is the mean-field term at time \(t\). The goal is to find a Nash equilibrium \((\hat{m}, \hat{\alpha})\) that minimizes the cost function \(J_{\hat{m}}^{MFG}\).
under the constraint that the process \( X^{m,\alpha} = (X^{m,\alpha}_t)_{t \geq 0} \) solves the stochastic differential equation (SDE)
\[
\begin{align*}
dX^{m,\alpha}_t &= b(X^{m,\alpha}_t, m(t, \cdot), \alpha(t, X^{m,\alpha}_t))dt + \sigma dW_t, & t \geq 0,
\end{align*}
\]
where \( W \) is a standard \( d \)-dimensional Brownian motion, and \( X^{m,\alpha}_0 \) has distribution with density \( m_0 \) given.

(2) For all \( t \in [0,T] \), \( \hat{m}(t, \cdot) \) is the probability density of the law of \( X^{\hat{m},\hat{\alpha}}_t \).

In the definition (1.1) of the cost function, the subscript \( m \) is used to emphasize the dependence on the mean-field flow, which is fixed when an infinitesimal agent performs their optimization. The second condition ensures that if all the players use the control \( \hat{\alpha} \) computed in the first point, the law of their individual states is indeed \( \hat{m} \).

Using the same running cost, terminal costs, drift function and volatility, we can look at the corresponding mean field control (MFC for short) problem. This problem corresponds to a social optimum and is phrased as an optimal control problem. It can be interpreted as a situation in which all the agents cooperate to minimize the average cost. The goal is to find a feedback control \( \alpha^* : \mathbb{Q}_T \to \mathbb{R}^k \) minimizing
\[
\begin{align*}
J^{MFC} : \alpha \mapsto \mathbb{E} \left[ \int_0^T f(X^\alpha_t, m^\alpha(t, \cdot), \alpha(t, X^\alpha_t))dt + g(X^\alpha_T, m^\alpha(T, \cdot)) \right]
\end{align*}
\]
where \( m^\alpha(\cdot, t) \) is the probability density of the law of \( X^\alpha_t \), under the constraint that the process \( X^\alpha = (X^\alpha_t)_{t \geq 0} \) solves the SDE
\[
\begin{align*}
dX^\alpha_t &= b(X^\alpha_t, m^\alpha(t, \cdot), \alpha(t, X^\alpha_t))dt + \sigma dW_t, & t \geq 0,
\end{align*}
\]
and \( X^\alpha_0 \) has distribution with density \( m_0 \) given.

Besides the interpretation as a social optimum for a large population of cooperative players, MFC problems also arise in risk management [19] or in optimal control with a cost involving a conditional expectation [101, 11].

Let \( m_* = m^{\alpha_*} \) denote the optimal mean-field flow. Then, we have, for any MFG equilibrium \((\hat{\alpha}, \hat{m})\):
\[
J^{MFC}(\alpha^*) = J^{MFG}_{m_*}(\alpha^*) \leq J^{MFG}_{\hat{m}}(\hat{\alpha}).
\]
In general the inequality is strict, which leads to the notion of price of anarchy as we will illustrate below.

While we will mostly focus on the problems as introduced above, the ergodic setting is discussed in Section [5] and finite state MFGs are considered in §[7.2].
2. Warm-up: Linear-Quadratic problems

We start by considering the important subclass of problems in which, on the one hand, the dynamics is linear in the state, the control and the mean of the state (and possibly the mean of the control), and, on the other hand, the cost is quadratic in these variables. Then, the MFG and MFC optimal controls $\hat{\alpha}$ and $\alpha^*$ can be characterized by a system of backward ODEs, which is in general coupled with a forward ODE for the evolution of the mean of the state.

2.1. Problem definition and MFG solution. We borrow the following example from [30], Chapter 6. For ease of presentation, we restrict our attention to the one-dimensional case, i.e., $d = k = 1$. Consider

$$f(x, m, \alpha) = \frac{1}{2} \left[ Qx^2 + \bar{Q} \left( x - S \int_Q \xi m(\xi) d\xi \right)^2 + C\alpha^2 \right]$$

$$g(x, m) = \frac{1}{2} \left[ QTx^2 + \bar{Q}_T \left( x - ST \int_Q \xi m(\xi) d\xi \right)^2 \right]$$

$$b(x, m, \alpha) = Ax + \bar{A} \int_Q \xi m(\xi) d\xi + B\alpha,$$

where $Q, C, \bar{Q}, Q_T, \bar{Q}_T$ are non-negative constants, and $A, \bar{A}, S, ST$ and $B$ are constants. Let $\nu = \frac{1}{2}\sigma^2$. We consider that the initial distribution is a normal $N(\bar{x}_0, \sigma_0^2)$ for some $\bar{x}_0 \in \mathbb{R}$ and $\sigma_0 > 0$.

Under suitable conditions on these coefficients, the MFG for the above model has a unique solution $(\hat{\alpha}, \hat{m})$ which satisfies the following. The proof relies on dynamic programming and on a suitable ansatz for the value function. See e.g. [30], Chapter 6 for more details. The solution is given by:

$$\int_Q \xi \hat{m}(t, \xi) d\xi = z_t,$$

$$\hat{\alpha}(t, x) = -B(p_t x + r_t)/C,$$

$$J_{\hat{m}}^{MFG}(\hat{\alpha}) = \int_Q u(0, \xi) m_0(\xi) d\xi = \frac{1}{2} p_0(\sigma_0^2 + \bar{x}_0^2) + r_0\bar{x}_0 + s_0,$$

$$u(t, x) = \frac{1}{2} p_t x^2 + r_t x + s_t,$$

where $(z, p, r, s)$ solve the following system of ordinary differential equations (ODEs):

$$\frac{dz}{dt} = (A + \bar{A} - B^2C^{-1}p_t) z_t - B^2C^{-1} r_t, \quad z_0 = \int_Q \xi m_0(\xi) d\xi,$$

$$\frac{dp}{dt} = 2Ap_t - B^2C^{-1} p_t^2 + Q + \bar{Q}, \quad p_T = QT + \bar{Q}_T,$$

$$\frac{dr}{dt} = (A - B^2C^{-1} p_t) r_t + (p_t \bar{A} - \bar{Q}S) z_t, \quad r_T = -QTST z_T,$$

$$\frac{ds}{dt} = \nu p_t - \frac{1}{2} B^2C^{-1} r_t^2 + r_t \bar{A} z_t + \frac{1}{2} S^2 \bar{Q} z_t^2, \quad s_T = \frac{1}{2} \bar{Q} TST^2 z_T^2.$$

\(^1\)In some cases, a suitable parametrization leads to a decoupled ODE system; see e.g. [79] for an example.
In this system, $z$ represents the mean of the population’s distribution whereas $r$ (together with $p$) characterizes the best response. In fact, $u(t, x) = \frac{1}{2} p x^2 + r t x + s t$ is the value function of an infinitesimal player when the population is in the Nash equilibrium. The last equation admits an explicit solution, in terms of $z, p$ and $r$. The second equation can be solved independently of the other ones. It is a Riccati equation and, under suitable conditions, admits a unique positive (symmetric if $d > 1$) solution. The first and the third equations are coupled. Note that the equation for $z$ is forward in time whereas the equation for $r$ is backward in time. This forward-backward structure prevents the use of a simple time-marching method to solve numerically the system. This obstacle is at the heart of numerical methods for MFG and MFC problems. Using this LQ example to provide the main ideas, we present below a few strategies to tackle forward-backward systems. In the rest of this section, we assume that $p$ solving (2.2b) is given and we focus on the system (2.2a)–(2.2c).

### 2.2. Time discretization.

In order to solve this ODE system numerically, we first partition the interval $[0, T]$ into $N_T$ subintervals, where $N_T$ is a positive integer. Let $\Delta t = 1/N_T$ and $t_i = i \times \Delta t$ for $i = 0, \ldots, N_T$. The functions of time $(z_i)_{i \in [0, T]}$, $(p_i)_{i \in [0, T]}$, $(r_i)_{i \in [0, T]}$ and $(s_i)_{i \in [0, T]}$ are approximated respectively by vectors $Z = (Z^n)_{n=0,\ldots,N_T}$, $P = (P^n)_{n=0,\ldots,N_T}$, $R = (R^n)_{n=0,\ldots,N_T}$ and $S = (S^n)_{n=0,\ldots,N_T}$. The ODE system (2.2a)–(2.2c) is then replaced by a finite-difference system. Focusing on (2.2a) and (2.2c), we consider the following system: for $n \in \{0, \ldots, N_T - 1\}$,

\[
\begin{aligned}
Z^{n+1} - Z^n &= (A + \bar{A} - B^2 C^{-1} P^n) Z^{n+1} - B^2 C^{-1} R^n, \\
Z^0 &= \bar{x}_0, \\
-R^{n+1} - R^n &= (A - B^2 C^{-1} P^n) R^n + (P^n \bar{A} - \bar{Q} S) Z^{n+1}, \\
R^{N_T} &= -\bar{Q}_T S_T Z^{N_T}.
\end{aligned}
\]

Note that for each equation (considered separately) the scheme is semi-implicit, since the first one is forward in time and the second in backward in time. This finite-difference system can be rewritten in a matrix form:

\[
(2.4) \quad M \begin{pmatrix} Z \\ R \end{pmatrix} + B = 0,
\]

where $M \in \mathbb{R}^{(N_T+1)\times(N_T+1)}$ and $B \in \mathbb{R}^{(N_T+1)}$ are defined in order to take into account the dynamics as well as the initial and terminal conditions. One can thus obtain $(Z, R)$ directly by solving this linear system. However, this is specific to the LQ setting. As we will see in the next section, forward-backward PDE systems appearing in MFG are generally not linear. Hence we present in the rest of this section several solution strategies which do not exploit the linear structure and will be useful in a more general setting. The LQ problem is simply used as an illustration to provide the main ideas behind these methods.

### 2.3. Picard (fixed point) iterations.

To alleviate the presentation, we keep the ODE notation, i.e., (2.2a)–(2.2c), although for the implementation, we use their finite-difference counterpart, i.e., (2.3a)–(2.3b). A first approach consists in solving alternatively each ODE. Starting from an initial guess $z^{(0)}$, solve (2.2c) in which $z$ is replaced by $z^{(0)}$. Denoting $r^{(1)}$ the solution, solve (2.2a) in which $r$ is replaced...
by \( r^{(1)} \). Then repeat these steps, plugging \( z^{(1)} \) in (2.2c) and so on. This procedure defines a map \( \varphi \) such that \( \varphi(z^{(0)}) = z^{(1)} \). If this map is a strict contraction, then the above iterations converge. A pseudo-code is given in Algorithm 1 where (plain) Picard iterations correspond to the case \( \delta(\cdot) \equiv 0 \), and an example is displayed in Figure 1. Here we used the values of parameters described in Table 1 for Test case 1. Instead of fixing a priori a number of iterations, we can also consider a stopping criterion of the form:
\[
\|r^{(k+1)} - r^{(k)}\| < \varepsilon, \quad \text{and} \quad \|z^{(k+1)} - z^{(k)}\| < \varepsilon,
\]
for some threshold \( \varepsilon > 0 \).

\[
\begin{array}{|c|c|c|c|c|c|c|c|c|c|c|}
\hline
\text{Parameters} & Q, R, S, S_T, A, B, \sigma, \bar{x}_0 & \bar{Q} & \bar{Q}_T & Q_T & A & \sigma_0 \\
\hline
\text{Test case 1} & 1 & 1 & 1 & 1 & 1 & 0.2 \\
\text{Test case 2} & 1 & 1 & 2.45 & 1 & 1 & 0.2 \\
\text{Test case 3} & 1 & 0 & 0 & 1 & [0, 20] & 0.2 \\
\text{Test case 4} & 1 & 0 & [0, 20] & 1 & 1 & 0.2 \\
\text{Test case 5} & 1 & 0 & 1 & [0, 20] & 1 & 0.2 \\
\hline
\end{array}
\]

Table 1. Parameters values for the LQ model introduced in §2.1.

The test cases are discussed in the text.

**Figure 1.** Picard iterations without damping for Test case 1 (see Table 1): \( L^2 \) difference between two successive iterates (left) and \( z^{(50)} \) and \( r^{(50)} \) (right). The curves related to \( z \) and \( r \) are respectively in blue (full line) and in red (dashed line).

However, this procedure fails on many examples. Figure 2 based on Test case 2 in Table 1 provides an illustration: here we see that \( z^{(k)} \) and \( r^{(k)} \) end up reacting to each other from an iteration to the next one, and the overall process diverge. In the framework of MFG, a possible interpretation for this phenomenon is the following (recall that \( z \) corresponds to the equilibrium mean and \( r \) is part of the equilibrium control). Given a trajectory for the mean-field term, each agent compute their best response to this crowd behavior. Applying this best response leads to a new trajectory for the mean-field term. Computing once again the best response leads back to the first trajectory. This type of phenomenon is also well-known in two-player games.
A simple approach to try and fix the above method is to add damping to the iterations. Let \( \omega \in [0, 1) \) be a damping parameter. At iteration \( k \geq 0 \), letting \( \tilde{z}^{(k+1)} \) be the solution to (2.2a) with \( r^{(k)} \), instead of directly plugging this new mean-field trajectory in (2.2c), we define

\[
\tilde{z}^{(k+1)} = \omega \tilde{z}^{(k)} + (1 - \omega) z^{(k+1)}
\]

and plug this trajectory in (2.2c) to compute \( r^{(k+1)} \). This corresponds to taking \( \delta(\cdot) \equiv \omega \) in Algorithm 1. Such a modification of the plain Picard iterations typically helps to ensure convergence of the iterations but the choice of the damping parameter is not obvious: if it is too small, convergence may still fail, whereas if it is too large, convergence will be very slow. See Figure 3 and Figure 4.

**Figure 3.** Picard iterations with constant damping \( \omega = 0.1 \) for Test case 2 (see Table 1): \( L^2 \) difference between two successive iterates (left) and \( z^{(200)} \) and \( r^{(200)} \) (right). The curves related to \( z \) and \( r \) are respectively in blue (full line) and in red (dashed line).
Algorithm 1: Fixed-point Iterations

Input: Initial guess $(\hat{z}, \hat{r})$; damping $\delta(\cdot)$; number of iterations $K$

Output: Approximation of $(\hat{z}, \hat{r})$ solving (2.2a) & (2.2c)

1. Initialize $z(0) = \hat{z}, r(0) = \hat{r}$
2. for $k = 0, 1, 2, \ldots, K - 1$ do
   3. Let $r(k+1)$ be the solution to:
      \[
      -\frac{dr}{dt} = (A - P_t B^2 C^{-1})r_t + (P_t \bar{A} - \bar{Q} S)\hat{z}(k), \quad r_T = -\bar{Q}_T S_T \hat{z}_T^{(k)}
      \]
   4. Let $z(k+1)$ be the solution to:
      \[
      \frac{dz}{dt} = (A + \bar{A} - B^2 C^{-1})z_t - B^2 C^{-1}r_t^{(k+1)}, \quad z_0 = \bar{x}_0
      \]
   5. Let $\hat{z}(k+1) = \delta(k)\hat{z}(k) + (1 - \delta(k))z(k+1)$
3. return $(z(K), r(K))$

2.4. Fictitious play. Another procedure, which has been widely studied in algorithmic game theory, is the so-called fictitious play. It has also drawn interest in the MFG community [45, 84, 68, 103]. Once again, it amounts to update in turn the mean-field term and the control, but here the control is computed as the best response to a weighted average of the mean-field terms in previous iterations.

In the context of the LQ example studied here, one can recast this procedure as follows: $r^{(k+1)}$ is computed given $\hat{z}^{(k)}$ and

\[
\hat{z}^{(k+1)} = \frac{k}{k+1} \hat{z}^{(k)} + \frac{1}{k+1} z^{(k+1)}
\]

where $z^{(k+1)}$ solves (2.2a) with $r$ replaced by $r^{(k+1)}$. This corresponds to Algorithm 1 with $\delta(k) = \frac{k}{k+1}$.

An important advantage of this method is that it can be proved to converge under less stringent conditions than Picard iterations, see [45]. However, the damping effect becomes stronger as the number of iterations increases, which means that convergence can be slower. This is illustrated in Figure 5. Heuristics to improve the convergence have been proposed in [84].
2.5. Newton iterations. Instead of updating alternatively \( z \) and \( r \) by solving a forward equation and then a backward equation, another approach consists in solving the whole forward-backward system using Newton iterations. After discretizing time as in §2.2, the idea is to view the system (2.3a) & (2.3b) as the zero of an operator \( F : \mathbb{R}^{2(N_T+1)} \to \mathbb{R}^{2(N_T+1)} \) defined as:

\[
(Z, R) \text{ solve } (2.3a) - (2.3b) \iff F(Z, R) = 0.
\]

Note that \( F \) must take into account the initial and terminal conditions. Denoting by \( D F \) the differential of this operator, Algorithm 2 summarizes Newton iterations to find a zero of \( F \). In the present LQ example, this operator is linear hence solving (2.5) is just as straightforward as solving directly the linear system (2.4) of interest. See Fig. 6. However, this strategy based on Newton iterations will be particularly useful when solving forward-backward systems of PDEs which are not linear (see §4.3).

**Algorithm 2:** Newton Iterations

**Input:** Initial guess \((\tilde{Z}, \tilde{R})\); number of iterations \( K \)

**Output:** Approximation of \((\hat{Z}, \hat{R})\) solving (2.2a) & (2.2c)

1. Initialize \((Z(0), R(0)) = (\tilde{Z}, \tilde{R})\)
2. for \( k = 0, 1, 2, \ldots, K - 1 \) do
3. Let \((\bar{Z}^{(k+1)}, \bar{R}^{(k+1)})\) solve
   \[
   (2.5) \quad DF(Z^{(k)}, R^{(k)})(\bar{Z}^{(k+1)}, \bar{R}^{(k+1)}) = F(Z^{(k)}, R^{(k)})
   \]
4. Let \((Z^{(k+1)}, R^{(k+1)}) = (\bar{Z}^{(k+1)}, \bar{R}^{(k+1)}) + (Z^{(k)}, R^{(k)})\)
5. return \((Z^{(K)}, R^{(K)})\)

2.6. Mean Field Type Control and the Price of Anarchy. Using the linear dynamics and quadratic costs introduced §2.1, we now turn our attention to the corresponding MFC problem. For this problem too, the solution can be characterized using a system of ODEs. More precisely, denoting by \( \alpha^* \) and \( m^* \)
words, the price of anarchy (PoA), defined as:

\[
PoA = \frac{J_{\text{MFC}}(\hat{\alpha})}{J_{\text{MFG}}(\alpha^*)},
\]

is at least 1. Figure 6 illustrates the price of anarchy when \(\hat{A}, \hat{Q}\) or \(Q_T\) vary. In particular, in Test case 3, \(\hat{Q} = Q_T = 0\) and when \(\hat{A} = 0\) too, the price of anarchy is 1, see Table 1. Indeed, in this scenario, the mean-field interactions completely

\[
\begin{align*}
\alpha^*(t, x) &= -B(\rho_t x + \dot{r}_t)/C, \\
J_{\text{MFC}}(\alpha^*) &= \frac{1}{2} p_0 (\sigma_0^2 + \bar{z}_0^2) + \dot{r}_0 \bar{x}_0 + \bar{s}_0 + (1 - S_T) \bar{Q}_T S_T \bar{z}_T^2 \\
&\quad - \int_0^T [(\dot{p}_t \bar{z}_t + \dot{r}_t) \bar{A} \bar{z}_t - (1 - S_t) \bar{Q} S \bar{z}_t^2] dt
\end{align*}
\]

where \((\bar{z}, \bar{p}, \bar{r}, \bar{s})\) solve the following system of ordinary differential equations (ODEs):

\[
\begin{align*}
\frac{d\bar{z}}{dt} &= (A + \bar{A} - B^2 C^{-1}) \bar{z}_t - B^2 C^{-1} \bar{r}_t, \\
\frac{d\bar{p}}{dt} &= - B p_t - 2 B^{-1} \bar{p}^2 + Q + \bar{Q}, \\
\frac{d\bar{r}}{dt} &= (A + \bar{A} - \bar{p}_t B^2 C^{-1}) \bar{r}_t + (2 \bar{p}_t \bar{A} - 2 \bar{Q} S + \bar{Q} S^2) \bar{z}_t, \\
\frac{d\bar{s}}{dt} &= \nu \bar{p}_t - \frac{1}{2} B^2 C^{-1} \bar{r}_t^2 + \bar{r}_t \bar{A} \bar{z}_t + \frac{1}{2} S^2 \bar{Q} \bar{z}_t^2.
\end{align*}
\]

Note that this system is very similar to (2.2a)–(2.2d) except that the ODEs for \(r\) and \(\bar{r}\) are different. Furthermore, the expressions for \(J_{\text{MFG}}\) and \(J_{\text{MFC}}\) are also different. This is due to the fact that, in the MFC, the function \(\hat{u}(t, x) = \frac{1}{2} \hat{p}_t x^2 + \hat{r}_t x + \hat{s}_t\) is not the value function of the control problem but rather an adjoint state, as we shall see in Section 3.

Since MFC corresponds to a social optimum, the price paid by a typical player can only be lower than in a MFG (with the same costs and dynamics). In other words, the price of anarchy (PoA), defined as:

Figure 6. Newton iterations for Test case 2 (see Table 1): \(L^2\) difference between two successive iterates (left) and \(z^{(200)}\) and \(r^{(200)}\) (right). The curves related to \(z\) and \(r\) are respectively in blue (full line) and in red (dashed line).
disappear from the cost and the dynamics, hence MFG and MFC amount to the same problem. Test cases 4 and 5 illustrate the dependence of the price of anarchy with respect to $\bar{Q}_T$ and $Q_T$ respectively. For more details on the price of anarchy in LQ MFG and MFC, see [54].

Figure 7. Price of anarchy for Test case 3 (left), Test case 4 (middle) and Test case 5 (right). See Table 1 for the parameters values.
3. PDE Systems and Numerical Schemes

In general, besides the LQ case, optimality conditions for MFG and MFC cannot be phrased in terms of ODEs. The two main approaches are through systems of partial differential equations (PDEs) or systems stochastic differential equations (SDEs). In both cases, these systems have a forward-backward structure. A third approach is via the so-called master equation, which we will discuss in §7.2. For now, we focus on the first approach, which leads to a system composed of a forward Kolmogorov-Fokker-Planck PDE for the distribution of the population’s state coupled with a backward Hamilton-Jacobi-Bellman equation for the value function of a typical player. To solve numerically this PDE system, the first question that arises is the approximation of functions of space and time. A possible approach is to consider a space-time mesh and approximate these functions by their values at the points of the mesh. The functions are approximated by vectors, which satisfy finite difference equations coming from a suitable numerical scheme of the PDEs.

3.1. Optimality condition through PDE systems. For the sake of simplicity, unless otherwise specified, we consider the $d$-dimensional torus for the spatial domain, i.e., $Q = T^d$. We first consider the MFG and then the MFC. Despite their similarities, the two PDE systems have important differences reflecting the differences between the two problems.

Mean field game. We first note that for a given flow of densities $\hat{m}$ and a given feedback control $\alpha$, the density $m_{\hat{m},\alpha}^\cdot$ solving the Kolmogorov-Fokker-Planck (KFP) equation:

\[
\frac{\partial m_{\hat{m},\alpha}}{\partial t} - \nu \Delta m_{\hat{m},\alpha} + \text{div}(m_{\hat{m},\alpha} b(\cdot, m(t), \alpha(t, \cdot))) = 0, \quad (0, T] \times T^d,
\]

with the initial condition:

\[
m_{\hat{m},\alpha}(0, x) = m_0(x), \quad \text{in} \ T^d.
\]

Let $H : T^d \times L^2(T^d) \times \mathbb{R}^d \rightarrow \mathbb{R}$ be the Hamiltonian of the control problem faced by an infinitesimal agent in the first point above, which is defined by:

\[
H : (x, m, p) \mapsto H(x, m, p) = \max_{\alpha \in \mathbb{R}^k} \{-L(x, m, \alpha, p)\},
\]

where $L : T^d \times L^2(T^d) \times \mathbb{R}^k \times \mathbb{R}^d \rightarrow \mathbb{R}$ is the Lagrangian, defined by

\[
L : (x, m, \alpha, p) \mapsto L(x, m, \alpha, p) = f(x, m, \alpha) + \langle b(x, m, \alpha), p \rangle.
\]

In the sequel, we will assume that the running cost $f$ and the drift $b$ are such that $H$ is well-defined, $C^1$ with respect to $(x, p)$, and strictly convex with respect to $p$. We will write $\partial_p H$ for the partial derivative of $H$ with respect to the $p$ variable.

In the optimal control problem faced by an infinitesimal agent, the flow of population densities is given. From standard optimal control theory (for example using dynamic programming), the best strategy can be characterized through the value function $u$ of the above optimal control problem for a typical agent, which satisfies a Hamilton-Jacobi-Bellman (HJB) equation. Together with the equilibrium condition on the distribution, we obtain that the equilibrium best response $\hat{\alpha}$ is characterized by

\[
\hat{\alpha}(t, x) = \arg \max_{\alpha \in \mathbb{R}^k} \{-L(x, m(t, \cdot), \alpha, \nabla u(t, x))\},
\]
where \((u, m)\) solves the following forward-backward PDE system:

\[
\begin{align*}
(3.3a) & \quad \begin{cases} 
0 = -\frac{\partial u}{\partial t}(t, x) - \nu \Delta u(t, x) + H(x, m(t, \cdot), \nabla u(t, x)), & \text{in } [0, T) \times \mathbb{T}^d, \\
0 = \frac{\partial m}{\partial t}(t, x) - \nu \Delta m(t, x)
\end{cases} \\
(3.3b) & \quad - \text{div} \left( m(t, \cdot) \partial_p H(\cdot, m(t), \nabla u(t, \cdot)) \right) (x), & \text{in } (0, T) \times \mathbb{T}^d, \\
(3.3c) & \quad u(T, x) = g(x, m(T, \cdot)), \quad m(0, x) = m_0(x), & \text{in } \mathbb{T}^d.
\end{align*}
\]

Recall that \(\nu = \frac{1}{2} \sigma^2\).

**Example 3.1** (\(f\) depends separately on \(\alpha\) and \(m\)). Consider the case where the drift is the control, i.e., \(b(x, m, \alpha) = \alpha\) with \(k = d\), and the running cost is of the form \(f(x, m, \alpha) = L_0(x, \alpha) + f_0(x, m)\) where \(L_0(x, \cdot) : \mathbb{R}^d \ni \alpha \mapsto L_0(x, \alpha) \in \mathbb{R}\) is strictly convex and such that \(\lim_{|\alpha| \to \infty} \min_{x \in \mathbb{T}^d} \frac{L_0(x, \alpha)}{|\alpha|^2} = +\infty\). We set \(H_0(x, p) = \max_{\alpha \in \mathbb{R}^d} \langle -p, \alpha \rangle - L_0(x, \alpha)\), which is convex with respect to \(p\). Then

\[
(3.4) \quad H(x, m, p) = \max_{\alpha \in \mathbb{R}^d} \{ -L_0(x, \alpha) - \langle \alpha, p \rangle - f_0(x, m) \} = H_0(x, p) - f_0(x, m).
\]

**Example 3.2** (Quadratic Hamiltonian with separate dependence). Consider the setting of Example 3.1 and assume \(L_0(x, \alpha) = \frac{1}{2} |\alpha|^2\), i.e., \(H_0(x, \cdot) = H^*_0(x, \cdot) = \frac{1}{2} |p|^2\), where \(H^*_0\) denotes the convex conjugate of \(H_0\) with respect to the second variable. Then the maximizer in (3.4) is \(-p\), the Hamiltonian reads \(H(x, m, p) = \frac{1}{2} |p|^2 - f_0(x, m)\) and the equilibrium best response is \(\hat{\alpha}(t, x) = -\nabla u(t, x)\) where \((u, m)\) solves the PDE system

\[
\begin{align*}
(3.5a) & \quad \begin{cases} 
-\frac{\partial u}{\partial t}(t, x) - \nu \Delta u(t, x) + \frac{1}{2} |\nabla u(t, x)|^2 = f_0(x, m(t, \cdot)), & \text{in } [0, T) \times \mathbb{T}^d, \\
\frac{\partial m}{\partial t}(t, x) - \nu \Delta m(t, x) - \text{div} \left( m(t, \cdot) \nabla u(t, \cdot) \right) (x) = 0, & \text{in } (0, T) \times \mathbb{T}^d, \\
u(T, x) = g(x, m(T, \cdot)), \quad m(0, x) = m_0(x), & \text{in } \mathbb{T}^d.
\end{cases}
\end{align*}
\]

Note that in the first equation, the coupling is only through the source term in the right hand side.

**Mean field type control problem.** In the MFC problem, the value function is not a function of \((t, x)\) only. Indeed, from the definition (1.3)–(1.4) one can see that changing the control \(\alpha\) also changes the density \(m^\alpha\) (which is not the case in the optimal control problem faced by an infinitesimal agent in a MFG, see (1.1)). Hence the value function of the central planner is a function of the population’s distribution and dynamic programming arguments have been developed using this point of view \([34, 95, 31, 105, 26, 65]\). However, it is still possible to characterize the solution through a system of PDEs over the finite dimensional space \(Q_T = [0, T] \times \mathbb{Q}\). This system can be obtained either from the value function or via calculus of variation (see e.g. \([30\], Chapter 4\) for more details on the latter approach). A necessary condition for the existence of a smooth feedback function \(\alpha^*\) achieving \(J^\text{MFC}(\alpha^*) = \min J^\text{MFC}(\alpha)\) is that

\[
\alpha^*(t, x) = \arg \max_{\alpha \in \mathbb{R}^d} \{-L(x, m(t, \cdot), \alpha, \nabla u(t, x))\}
\]
where \((u, m)\) solve the following system of partial differential equations

\[
0 = -\frac{\partial u}{\partial t}(t, x) - \nu \Delta u(t, x) + H(x, m(t, \cdot), \nabla u(t, x)) + \int_{\mathcal{T}^d} \frac{\partial H}{\partial m}(\xi, m(t, \cdot), \nabla u(t, \xi))(x)m(t, \xi)d\xi, \quad \text{in } (0, T] \times \mathbb{T}^d,
\]

\[
0 = \frac{\partial m}{\partial t}(t, x) - \nu \Delta m(t, x)
\]

\[
- \operatorname{div}\left( m(t, \cdot)\frac{\partial}{\partial p}H(\cdot, m(t), \nabla u(t, \cdot)) \right)(x), \quad \text{in } [0, T) \times \mathbb{T}^d,
\]

\[
+ \int_{\mathcal{T}^d} \frac{\partial g}{\partial m}(\xi, m(T, \cdot))(x)m(T, \xi)d\xi, \quad \text{in } \mathbb{T}^d,
\]

\[
m(0, x) = m_0(x), \quad \text{in } \mathbb{T}^d.
\]

Compared with the MFG system (3.11), there are extra terms involving the partial derivatives with respect to \(m\), which should be understood in the following sense: if \(\varphi : L^2(\mathbb{R}^d) \rightarrow \mathbb{R}\) is differentiable,

\[
\frac{d}{d\varepsilon} \varphi(m + \varepsilon \tilde{m})(x)|_{\varepsilon = 0} = \int_{\mathbb{R}^d} \frac{\partial \varphi}{\partial m}(m)(\xi)\tilde{m}(\xi)d\xi.
\]

See [30] Chapter 4 for more details. If the cost functions and the drift function depends on the density only locally \(i.e.,\) only on the density at the current position of the agent, \(\frac{\partial}{\partial m}\) becomes a derivative in the usual sense.

**Existence and uniqueness.** The interested reader is referred to \(e.g.,\) [96, 93, 41] for details on the question of existence and uniqueness of solutions for the MFG PDE system, and to \(e.g.,\) [7, 8] for the corresponding MFC system. We simply mention here that the existence of solutions can be typically be obtained when the mean-field interactions are local and smooth or occurring through a regularizing kernel as explained in [93]. As for uniqueness, in the MFG setting, a general sufficient condition for uniqueness is the so-called Lasry-Lions monotonicity condition [93]. Intuitively, it holds when the cost function discourages the players from gathering, \(i.e.,\) from having a density taking large values. More precisely, when considering a local dependence on the distribution and when the terminal cost \(g\) does not depend on \(m\), a sufficient condition for uniqueness of a classical solution the MFG PDE system is the positive definiteness of the matrix:

\[
\begin{pmatrix}
-\frac{2}{m} \frac{\partial H}{\partial m}(x, m, p) & \frac{\partial}{\partial m} \frac{\partial T}{\partial p} H(x, m, p) \\
\frac{\partial}{\partial m} \frac{\partial T}{\partial p} H(x, m, p) & 2D_{x,p} H(x, m, p)
\end{pmatrix}
\]

for all \(x \in \mathbb{T}^d\), \(m > 0\) and \(p \in \mathbb{R}^d\). If \(H\) depends separately on \(p\) and \(m\), then \(\frac{\partial}{\partial m} \frac{\partial T}{\partial p} H(x, m, p) = 0\) and the condition for MFG becomes: \(H\) is strictly convex with respect to \(p\) for \(m > 0\) and non-increasing with respect to \(m\), or \(H\) is convex with respect to \(p\) and strictly decreasing with respect to \(m\).

As for the MFC problem, an analogous condition has been proposed in [7], when the mean field interactions are of local type. Letting \(\mathcal{H}(x, m, p) = mH(x, m, p)\), a sufficient condition is that: for every \(x \in \mathbb{T}^d\) and \(m > 0\), \(p \mapsto \mathcal{H}(x, m, p)\) is strictly convex, and for every \(x \in \mathbb{T}^d\) and \(p \in \mathbb{R}^d\), \(\mathbb{R}_+ \ni m \mapsto \mathcal{H}(x, m, p)\) is strictly concave.
An interesting example in which the Lasry-Lions monotonicity condition can be understood quite intuitively is crowd motion with congestion. We come back to this point below in §4.4.

3.2. A Finite difference scheme. In this section, we present a finite-difference scheme first introduced in [4]; see also [1]. We consider the special case described in Example 3.1 and we focus on the case of local interactions, so that $H(x, m, p) = H_0(x, p) - f_0(x, m)$ for all $x \in \mathbb{R}^d$, $m \in [0, +\infty)$, $p \in \mathbb{R}^d$. Similar methods have been applied and at least partially analyzed in situations when the Hamiltonian does not depend separately on $m$ and $p$ (for example models addressing congestion, see e.g. [6]).

To alleviate the notation, we present the scheme in the one-dimensional setting, i.e., $d = 1$, so the domain is the one-dimensional unit torus, denoted by $\mathbb{T}$.

Discretization. Let $N_T$ and $N_h$ be two positive integers. We consider $(N_T+1)$ and $(N_h+1)$ points in time and space respectively. For any integers $i < j$, let $[i, j] = \{i, \ldots, j\}$ and $[j] = \{0, j\}$. Let $\Delta t = T/N_T$ and $h = 1/N_h$, and $t_n = n \times \Delta t$, $x_i = i \times h$ for $(n, i) \in [N_T] \times [N_h]$.

We approximate $u$ and $m$ respectively by vectors $U$ and $M \in \mathbb{R}^{(N_T+1) \times (N_h+1)}$, that is, $u(t_n, x_i) \approx U^n_i$ and $m(t_n, x_i) \approx M^n_i$ for each $(n, i) \in [N_T] \times [N_h]$. We use a superscript and a subscript respectively for the time and space indices. Since we consider periodic boundary conditions, we slightly abuse notation and for any $W \in \mathbb{R}^{N_h+1}$, we identify $W_{N_h+1}$ with $W_1$, and $W_{-1}$ with $W_{N_h-1}$. The periodic boundary condition will be translated into the constraint $W_{N_h} = W_0$.

We introduce the finite difference operators

$$(D_t W)^n = \frac{1}{\Delta t} (W^{n+1} - W^n), \quad n \in [N_T - 1], \quad W \in \mathbb{R}^{N_T+1},$$

$$(D_W)_i = \frac{1}{h} (W_{i+1} - W_i), \quad i \in [N_h], \quad W \in \mathbb{R}^{N_h+1},$$

$$(\Delta_W)_i = -\frac{1}{h^2} (2W_i - W_{i+1} - W_{i-1}), \quad i \in [N_h], \quad W \in \mathbb{R}^{N_h+1},$$

$$(\nabla_W)_i = ((D_W)_i, (D_W)_{i-1})^\top, \quad i \in [N_h], \quad W \in \mathbb{R}^{N_h+1}.$$ 

Discrete Hamiltonian. Let $\tilde{H}_0 : \mathbb{T} \times \mathbb{R} \times \mathbb{R} \to \mathbb{R}, (x, p_1, p_2) \mapsto \tilde{H}_0(x, p_1, p_2)$ be a discrete Hamiltonian, assumed to satisfy the following properties:

(H1) Monotonicity: for every $x \in \mathbb{T}$, $\tilde{H}_0$ is nonincreasing in $p_1$ and nondecreasing in $p_2$.

(H2) Consistency: for every $x \in \mathbb{T}$, $p \in \mathbb{R}$, $\tilde{H}_0(x, p, p) = H_0(x, p)$.

(H3) Differentiability: for every $x \in \mathbb{T}$, $\tilde{H}_0$ is of class $C^1$ in $p_1, p_2$.

(H4) Convexity: for every $x \in \mathbb{T}$, $(p_1, p_2) \mapsto \tilde{H}_0(x, p_1, p_2)$ is convex.

We refer to [4, 1] for more details.

Example 3.3. For instance, if $H_0(x, p) = \frac{1}{2} |p|^2$, then one can take $\tilde{H}_0(x, p_1, p_2) = \frac{1}{2} |P_K(p_1, p_2)|^2$ where $P_K$ denotes the projection on $K = \mathbb{R}_- \times \mathbb{R}_+.$

Remark 3.4. Analogously, for $d$-dimensional problems, the discrete Hamiltonians that we consider are real valued functions defined on $\mathbb{T}^d \times (\mathbb{R}^d)^2.$
**Discrete HJB equation.** We consider the following discrete version of the HJB equation (3.3a):

(3.7a)

(3.7b)

(3.7c)

\[
\begin{cases}
-(D_t U_i)^n + \nu(\Delta_h U^n)_i + \bar{H}_0(x_i, [\nabla_h U^n]_i) \\
= f_0(x_i, M_i^{n+1}), & (n, i) \in [NT-1] \times [Nh], \\
U_0^n = U_{Nh}^n, & n \in [NT-1], \\
U_i^{NT} = g(x_i, M_i^{NT}), & i \in [Nh].
\end{cases}
\]

Note that it is an implicit scheme since the equation is backward in time.

**Discrete KFP equation.** To define an appropriate discretization of the KFP equation (3.3b), we start by considering the weak form. For a smooth test function \( w \in C^\infty([0, T] \times T) \), it involves, among other terms, the expression

\[
\int_T \partial_x (\partial_x H_0(x, \partial_x u(t, x)) m(t, x)) w(t, x) dx 
= \int_T \partial_x H_0(x, \partial_x u(t, x)) m(t, x) \partial_x w(t, x) dx,
\]

where we used an integration by parts and the periodic boundary conditions. In view of what precedes, it is quite natural to propose the following discrete version of the right hand side of (3.8):

\[
h \sum_{i=0}^{Nh-1} M_i^{n+1} \left( \partial_{p1} \bar{H}_0(x_i, [\nabla_h U^n]_i) \frac{W_{i+1}^n - W_i^n}{h} + \partial_{p2} \bar{H}_0(x_i, [\nabla_h U^n]_i) \frac{W_i^n - W_{i-1}^n}{h} \right).
\]

Performing a discrete integration by parts, we obtain the discrete counterpart of the left hand side of (3.8) as follows: \(-h \sum_{i=0}^{Nh-1} T_i(U^n, M^{n+1}) W_i^n \), where \( T_i \) is the following discrete transport operator:

\[
T_i(U, M) = \frac{1}{h} \left( M_i \partial_{p1} \bar{H}_0(x_i, [\nabla_h U]_i) - M_{i-1} \partial_{p1} \bar{H}_0(x_{i-1}, [\nabla_h U]_{i-1}) \\
+ M_{i+1} \partial_{p2} \bar{H}_0(x_{i+1}, [\nabla_h U]_{i+1}) - M_i \partial_{p2} \bar{H}_0(x_i, [\nabla_h U]_i) \right).
\]

Then, for the discrete version of (3.3b), we consider:

(3.9a)

(3.9b)

(3.9c)

where,

(3.10)

Here again, the scheme is implicit since the equation is forward in time.
Remark 3.5 (Structure of the discrete system). The finite difference system (3.7)–(3.9) preserves the structure of the PDE system (3.11) in the following sense: The operator $M \mapsto -\nu(\Delta_h M)_i - T_i(U, M)$ is the adjoint of the linearization of the operator $U \mapsto -\nu(\Delta_h U)_i + \tilde{H}_0(x_i, [\nabla_h U]_i)$. Indeed,

$$\sum_i T_i(U, M)W_i = -\sum_i M_i \langle \partial_p \tilde{H}_0(x_i, [\nabla_h U]_i), [\nabla_h W]_i \rangle.$$

Convergence results. Existence and uniqueness for the discrete system have been proved in [4, Theorems 6 and 7]. The monotonicity properties ensure that the grid function $M$ is nonnegative. By construction of $T$, the scheme preserves the total mass $h \sum_{i=0}^{N_h-1} M^n_i$. Note that there is no restriction on the time step since the scheme is implicit. Thus, this method may be used for long horizons and the scheme can be very naturally adapted to ergodic MFGs, see [4].

Furthermore, convergence results are available. A first type of convergence theorems see [4, 2, 3] (in particular [4, Theorem 8] for finite horizon problems) make the assumption that the MFG system of PDEs has a unique classical solution and strong versions of Lasry-Lions monotonicity assumptions, see [91, 92, 93]. Under such assumptions, the solution to the discrete system converges towards the classical solution as the grid parameters $h$ and $\Delta t$ tend to zero. Another type of results, obtained in [13], is the convergence of the solution of the discrete problem to weak solutions of the system of forward-backward PDEs. We refer to [13] for the precise statement but let us stress that these results have been proved without assuming the existence of a (weak) solution to the MFG PDE system, nor Lasry-Lions monotonicity assumptions. This approach can thus be seen as an alternative proof of existence of weak solutions of the MFG PDE system. Besides the setting presented here, similar finite difference schemes have been developed for mean field games with interaction through the law of the controls [5] or in a time-fractional setting [39].

3.3. A Semi-Lagrangian scheme. In this section, we present an alternative numerical scheme which relies on a Lagrangian viewpoint instead of a Eulerian point of view as in the aforementioned finite difference scheme. Intuitively, the Lagrangian approach corresponds to idea of following the dynamics of typical player. In [47, 48, 49] Carlini and Silva have developed a semi-Lagrangian scheme for MFG in which the diffusion term can be absent or degenerate. For ease of presentation, take $d = 1$, $Q = \mathbb{R}$, and let us focus on the case without viscosity (first order setting). The Lagrangian point of view is particularly relevant in this situation, because in the absence of noise, a trajectory is completely determined by the initial position and the control. More precisely, if $b(x, m, \alpha) = \alpha$ and $\nu = 0$, then the solution of the state equation (1.2) is given by

$$X_t^\alpha = X_0^\alpha + \int_0^t \alpha(s, X_s^\alpha)ds, \quad t \geq 0.$$

Taking, as in Example 3.2, a running cost function of the form $f(x, m, \alpha) = \frac{1}{2} |\alpha|^2 + f_0(x, m)$ and a terminal cost function $g(x, m)$ (where $f_0$ and $g$ depend on $m \in L^2(Q)$
in a potentially non-local way) leads to the following MFG PDE system:

\begin{align}
(3.11a) \quad -\frac{\partial u}{\partial t}(t,x) + \frac{1}{2} |\nabla u(t,x)|^2 &= f_0(x,m(t,\cdot)), \quad (t,x) \in [0,T) \times \mathbb{R}, \\
(3.11b) \quad \frac{\partial m}{\partial t}(t,x) - \text{div}(m(t,\cdot)\nabla u(t,\cdot))(x) &= 0, \quad (t,x) \in [0,T) \times \mathbb{R}, \\
(3.11c) \quad u(T,x) &= g(x,m(T,\cdot)), \quad m(0,x) = m_0(x), \quad x \in \mathbb{R}.
\end{align}

This amounts to taking \( \nu = 0 \) (and changing the domain) in system \([3.5]\).

**Discrete HJB equation.** Given a flow of densities \( m = (m_t)_{t \in [0,T]} \), the corresponding value function \( u \) admits the following representation formula:

\[
u(t,x) = \inf_{\alpha \in L^2([t,T];\mathbb{R})} \int_t^T \left[ \frac{1}{2} |\alpha(s)|^2 + f_0(X_{s,t,x}^{\alpha,t,x}, m(s,\cdot)) \right] ds + g(X_{T,t,x}^{\alpha,t,x}, m(T,\cdot)),
\]

where \( X_{s,t,x}^{\alpha,t,x} \) starts from \( x \) at time \( t \) and is controlled by \( \alpha \).

Based on this intuition, let us consider the equation:

\[ω^n_i = S_{\Delta t,h}(m)[U^n_{i+1}, i, n], \quad (n, i) \in [N_T - 1] \times \mathbb{Z},
\]

\[ω^N_i = g(x_i, m(T,\cdot)), \quad i \in \mathbb{Z},
\]

where \( S_{\Delta t,h} \) is defined as

\[
S_{\Delta t,h}(m)[W,n,i] = \inf_{\alpha \in \mathbb{R}^d} \left\{ I[W](x_i + \alpha \Delta t) + \frac{1}{2} |\alpha|^2 \Delta t \right\} + f_0(x_i, m(t,\cdot)) \Delta t,
\]

with \( I : \mathcal{B}(\mathbb{Z}) \rightarrow \mathcal{C}_b(\mathbb{R}) \) denoting the interpolation operator defined as

\[
I[W](\cdot) = \sum_{i \in \mathbb{Z}} W_i \beta_i(\cdot),
\]

where \( \mathcal{B}(\mathbb{Z}) \) is the set of bounded functions from \( \mathbb{Z} \) to \( \mathbb{R} \), and \( \beta_i = \left[ 1 - \frac{|x-x_i|}{h} \right]^+ \) is the triangular function with support \([x_{i-1}, x_{i+1}]\) and such that \( \beta_i(x_i) = 1 \).

From the solution \( U = (U^n_{i,n})_{n,i} \) of the discrete HJB equation \((3.12)\) for a given density flow \( m \), we interpolate it to construct the following function \( u_{\Delta t,h}(m)[x,t] : [0,T] \times \mathbb{R} \rightarrow \mathbb{R} \),

\[
u_{\Delta t,h}(m)(t,x) = I[U^{\text{interp}}](x), \quad (t,x) \in [0,T) \times \mathbb{R}.
\]

**Discrete KFP equation.** In order to write a discrete version of the KFP equation, the solution of the discrete HJB equation is replaced by a regularized version. Let \( \rho \in C^\infty_c(\mathbb{R}) \) with \( \rho \geq 0 \) and \( \int \rho(x)dx = 1 \). For \( \epsilon > 0 \), let us consider the mollifier \( \rho_{\epsilon}(x) = \frac{\rho(x/\epsilon)}{\int \rho(x/\epsilon)dx} \) and define

\[
\hat{u}_{\Delta t,h}^\epsilon(m)(t,\cdot) = \rho_{\epsilon} * u_{\Delta t,h}(m)(t,\cdot), \quad t \in [0,T].
\]

Then let us introduce, for \((t,x) \in [0,T) \times \mathbb{R} \), the induced control

\[
\hat{\alpha}_{\Delta t,h}^\epsilon(m)(t,x) = -\nabla \hat{u}_{\Delta t,h}^\epsilon(m)(t,x),
\]

and its discrete counter part: for \((n,i) \in [N_T] \times \mathbb{Z},

\[
\hat{\alpha}_{n,i}^\epsilon = \hat{\alpha}_{\Delta t,h}^\epsilon(m)(t_n,x_i).
\]

Then define the following discrete flow: for \((n,i) \in [N_T - 1] \times \mathbb{Z},

\[
\Phi_{n,n+1,i}^\epsilon[m] = x_i + \hat{\alpha}_{\Delta t,h}^\epsilon(m)(t_n,x_i) \Delta t.
\]
We can now introduce the discrete KFP equation for $M^\epsilon[m] = (M^\epsilon_{n,i}[m])_{n,i}$:

\[
\begin{align*}
M^\epsilon_{i,n+1}[m] &= \sum_j \beta_i \left( \Phi^\epsilon_{n,n+1,j}[m] \right) M^\epsilon_{j,n}[m], \quad (n, i) \in [N_T-1] \times \mathbb{Z}, \\
M^\epsilon_{i,0}[m] &= \int_{[x_i-h/2,x_i+h/2]} m_0(x) \, dx, \quad i \in \mathbb{Z}.
\end{align*}
\]

Intuitively, the idea is as depicted by Figure 8: First, if control $(\alpha^\epsilon_n)_{i,n}$, an agent starting at time $n$ at point $x_i$ is supposed to arrive at time $n+1$ at point $x_i + \alpha^\epsilon_n \Delta t$ (dotted arrow in fuschia). Supposing that this point is between the grid points $x_{j-1}$ and $x_j$, the mass $M^n_i$ (rectangle in blue) at $x_i$ is going to be split between $x_{j-1}$ and $x_j$. The proportion of mass moving to each point is proportional to the values of the hat functions $\beta_{j-1}$ and $\beta_j$ (in red) at the arrival point $x_i + \alpha^\epsilon_n \Delta t$.

**Figure 8.** Illustration of the evolution of the mass as given by (3.16) and explained in the text. The bottom row corresponds to time $n$ and the top row to time $n + 1$.

From here, we can recover a function by defining $m^\epsilon_{\Delta t,h}[m] : [0,T] \times \mathbb{R} \to \mathbb{R}$ as:

\[
m^\epsilon_{\Delta t,h}[m](t,x) = \frac{1}{\rho} \left[ \frac{t_{n+1} - t}{\Delta t} \sum_{i \in \mathbb{Z}} M^\epsilon_{i,n}[m] 1_{[x_i-h/2,x_i+h/2]}(x) + \frac{t - t_n}{\Delta t} \sum_{i \in \mathbb{Z}} M^\epsilon_{i,n+1}[m] 1_{[x_i-h/2,x_i+h/2]}(x) \right].
\]

The goal is then to solve the following fixed-point problem: Find $\hat{M}$ such that

$\hat{M}^n_i = M^\epsilon_{i,n}[m^\epsilon_{\Delta t,h}[\hat{M}]]$.

Recall that $(M^n_i)_{i,n}$ depends on $\hat{\alpha}^\epsilon_{\Delta t,h}$, which itself depends on $(U^n_i)_{i,n}$. Hence, as in the finite difference scheme, the equations for the distribution and the value function are coupled. Convergence of the scheme towards the continuous solution of the PDE system has been proved under suitable conditions even in the first order.
$(\nu = 0)$ as in the present discussion or degenerate case, see [47, 48, 49] for the details.
4. Algorithms to solve the discrete schemes

In this section, we review several algorithms to solve the numerical schemes introduced in the previous section. Their forward-backward structure is the main challenge. We revisit the methods presented in Section 2, namely, fixed point iterations and Newton iterations.

4.1. Picard (fixed point) iterations. Probably the most straightforward method is to iteratively solve the (discrete) HJB equation and the (discrete) FP equation in order to update respectively the estimate of the value function and the density, using in each equation the most recent estimate of the other function. As presented in Section 2, a damping coefficient can be introduced, which can even account for fictitious play type updates. This approach can be used with the finite difference scheme or the semi-Lagrangian scheme presented earlier in Section 3. We illustrate it here with the semi-Lagrangian scheme in the spirit of [47]. In this context, the iterations take the form described in Algorithm 3. Note that the step corresponding to (3.13) requires computing an infimum over the controls. In the implementation, we can replace $\mathbb{R}^d$ by a bounded set, which is then discretized, so that the infimum is taken over a finite number of values. Instead of fixing a priori the number of iterations, we can use a stopping criterion of the form:

$$
\|U^{(e,k+1)} - U^{(e,k)}\| < \varepsilon, \quad \text{and} \quad \|M^{(e,k+1)} - M^{(e,k)}\| < \varepsilon,
$$

for some threshold $\varepsilon > 0$.

Algorithm 3: Fixed-point iterations with semi-Lagrangian scheme

| Input: | Initial guess $\tilde{M}$; damping $\delta(\cdot)$; number of iterations $K$ |
| Output: | Approximation of $(\hat{U}^e, \hat{M}^e)$ solving (3.16) & (3.12) |

1. Initialize $\tilde{M}^{(e,0)} = \tilde{M}$
2. for $k = 0, 1, 2, \ldots, K - 1$
   3. Let $U^{(e,k+1)}$ be a solution of (3.12) with $m$ replaced by $m_{\Delta t,h}^{\Delta t,h}[\tilde{M}^{(e,k)}]$ defined by (3.17)
   4. Let $U^{(e,k+1)}$ be defined by (3.14) with the convolution replaced by a discrete convolution
   5. Let $M^{(e,k+1)}$ be solution of (3.16) where (3.15) is replaced with a discrete version obtained using $U^{(e,k+1)}$ and the gradient is approximated by a finite difference operator
   6. Let $\tilde{M}^{(e,k+1)} = \delta(k)\hat{M}^{(e,k)} + (1 - \delta(k))M^{(e,k+1)}$
3. return $(U^{(e,K)}, M^{(e,K)})$

4.2. Numerical illustration: an example with concentration of mass.

We borrow an example from [47]. There is no terminal cost, i.e., $g \equiv 0$, and the running cost is:

$$
f(x, m, \alpha) = \frac{1}{2}|\alpha|^2 + (x - c^*)^2 + \kappa_{MF}V(x, m),
$$

where $c^* \in \mathbb{R}$ plays the role of a target position, $\kappa_{MF} \geq 0$ is a parameter for the strength of the mean-field interactions. The first term penalizes large velocity, the second term penalizes being far from the target, and the last term involves mean-field interactions. $V$ is a non-local interaction term which penalizes having a high
Figure 9. Evolution of the distribution for the example solved with the semi-Lagrangian scheme. Left: $\kappa_{MF} = 0.5$; right: $\kappa_{MF} = 0.9$.

density around the position $x$, defined by:

$$V(x, m) = \rho_{\sigma_V} * (\rho_{\sigma_V} * m)(x),$$

where we recall that $\rho_{\sigma_V}$ is a mollifier and $*$ denotes the convolution. For the numerical implementation, we used $c^* = 0$, $\sigma_V = 0.25$. The initial distribution is composed of two uniform parts: on $[-1.25, -0.75]$ and on $[0.75, 1.25]$. In Figure 9 we compare the evolution of the density for two values of $\kappa_{MF}$: 0.5 or 0.9. In the first case, the mass concentrates around $c^* = 0$. In the second case, due to the higher penalty, the mass does not concentrate at 0 and the two parts of the density remain separate, with lower peaks. We used $T = 4$ with 400 time steps and the domain $[-2.5, 2.5]$, although for the sake of clarity we show the results for the truncated domain $[-1.5, 1.5]$. It can be noticed that at each time step the density remains zero on most of the domain, which is due to the fact that there is no diffusion in this model (i.e., $\nu = 0$ in our notation).
4.3. Newton method. Another solution strategy, proposed by Achdou et al. [2], consists in using Newton method to solve the finite-difference system \((3.7)\) \&(3.9). The main idea is to directly look for a zero of the function

\[
\varphi = (\varphi_U, \varphi_M)^T
\]

with \(\varphi_U\) and \(\varphi_M\) defined such that, for \(U\) and \(M\) \(\in \mathbb{R}^{(N_t+1) \times (N_h+1)}\),

\[
\begin{align*}
\varphi_U(U, M) = 0 & \iff (U, M) \text{ solves discrete HJB equation } (3.7) \\
\varphi_M(U, M) = 0 & \iff (U, M) \text{ solves discrete KFP equation } (3.9).
\end{align*}
\]

Let \(J_\varphi\) denote the Jacobian of \(\varphi\). Newton method then consists in starting from an initial guess \((U^0, M^0)\) and iteratively computing \((U^{(k+1)}, M^{(k+1)})\) given by:

\[
(U^{(k+1)}, M^{(k+1)})^T = (U^{(k)}, M^{(k)})^T - J_\varphi(U^{(k)}, M^{(k)})^{-1}\varphi(U^{(k)}, M^{(k)})
\]

or rather solving for \((\tilde{U}^{(k+1)}, \tilde{M}^{(k+1)})\):

\[
J_\varphi(U^{(k)}, M^{(k)})(\tilde{U}^{(k+1)}, \tilde{M}^{(k+1)}) = -\varphi(U^{(k)}, M^{(k)}),
\]

and then setting \((U^{(k+1)}, M^{(k+1)})^T = (\tilde{U}^{(k+1)}, \tilde{M}^{(k+1)}) + (U^{(k)}, M^{(k)})^T\).

Hence each step amounts to solving a linear system of the form:

\[
(4.1) \quad \begin{pmatrix} A_{U,U} & A_{U,M} \\ A_{M,U} & A_{M,M} \end{pmatrix} \begin{pmatrix} U \\ M \end{pmatrix} = \begin{pmatrix} G_U \\ G_M \end{pmatrix},
\]

where

\[
A_{U,U}(U, M) = \nabla_U \varphi_M(U, M), \quad A_{U,U}(U, M) = \nabla_U \varphi_U(U, M),
\]

\[
A_{M,U}(U, M) = \nabla_M \varphi_U(U, M), \quad A_{M,M}(U, M) = \nabla_M \varphi_M(U, M).
\]

For the numerical implementation, we note that \(A_{U,M}\) and \(A_{M,U}\) are block-diagonal, \(A_{U,U} = A_{M,M}^\top\), and:

\[
A_{U,U} = \begin{pmatrix}
D_1 & -\frac{1}{\Delta t} \mathbb{I}_{N_h} & \cdots & \cdots & 0 \\
0 & D_2 & \ddots & 0 & \vdots \\
0 & \ddots & \ddots & \ddots & \vdots \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
0 & \cdots & \cdots & \cdots & -\frac{1}{\Delta t} \mathbb{I}_{N_h} \\
0 & \cdots & 0 & 0 & D_{N_t}
\end{pmatrix},
\]

where \(D_n\) is the matrix corresponding to the discrete operator:

\[
Z = (Z_{i,j})_{i,j} \mapsto \left(\frac{1}{\Delta t} Z_{i,j} - \nu(\Delta_h Z)_{i,j} + [\nabla_h Z]_{i,j} \cdot \nabla_q H_h(x_{i,j}, [\nabla_h U^{(k)}]_{i,j})\right)_{i,j},
\]

which comes from the linearization of the discrete HJB equation \((3.7)\).

We refer to [10 Section 4] and [12] for more details on possible strategies to solve \((4.1)\). We simply stress that, as usual with Newton method, the choice of the initial guess \((U^{(0)}, M^{(0)})\) is important. A possible choice is to use the solution to the corresponding ergodic problem (if it is known or if it can be computed easily). Another possibility is to exploit the fact that the method converges more easily when the viscosity coefficient \(\nu\) is large. It is thus possible to use a continuation method: we start by solving the problem with a large \(\nu\), then use the solution as an initial guess for the problem with a smaller \(\nu\), and so on until the desired viscosity coefficient is reached.
4.4. Numerical illustration: evacuation of a room with congestion effects. We provide an example, borrowed from [7], which we solve using the finite difference scheme and Newton method. The model represents a crowd of pedestrians who want to leave a room represented by a square hall (whose side is 50 meters long) containing rectangular obstacles. There are two doors. The chosen geometry and the initial distribution are represented on Figure 10.

For simplicity we focus here on a model with local interactions; see e.g. [89, 6, 14, 8] for other models of this type and [23, 7] for crowd motion models with non-local interactions. Here, the congestion is taken into account through the cost (leading to so-called soft congestion, see Remark 4.1 below): the higher the density at the current position, the higher the price to move. In particular, the running cost does not have a separate dependence in $\alpha$ and $m$ as in Example 3.1. We consider the following Hamiltonian, which depends locally on $m$ and captures congestion effects:

\[
H(x, m, p) = \frac{8|p|^2}{(1 + m)^{\frac{3}{4}}} - \frac{1}{3200}.
\]

We compare the evolution of the density in the non-cooperative and the cooperative situation:

1. Mean field games: the MFG PDE system (3.11) becomes

\[
\begin{align*}
-\frac{\partial u}{\partial t} - 0.05 \Delta u + \frac{8}{(1 + m)^{\frac{3}{4}}} |\nabla u|^2 &= \frac{1}{3200}, \\
\frac{\partial m}{\partial t} - 0.05 \Delta m - 16 \text{div} \left( \frac{m \nabla u}{(1 + m)^{\frac{3}{4}}} \right) &= 0.
\end{align*}
\]

2. Mean field control: the KFP equation (4.3b) is the same but the HJB equation becomes

\[
-\frac{\partial u}{\partial t} - 0.05 \Delta u + \left( \frac{2}{(1 + m)^{\frac{3}{4}}} + \frac{6}{(1 + m)^{\frac{3}{4}}} \right) |\nabla u|^2 = \frac{1}{3200}.
\]

We choose $\nu = 0.05$. The time horizon corresponds to $T = 50$ minutes and we do not put any terminal cost, meaning $g \equiv 0$. 

**Figure 10.** Left: the geometry (obstacles are in red). Right: the density at $t = 0$. 


The boundary consists of several parts. On the part corresponding to the doors, for $u$, we impose a Dirichlet condition $u = 0$, which corresponds to an exit cost. For $m$, we assume that $m = 0$ outside the domain, so we also get the Dirichlet condition $m = 0$ on this part of the boundary. On the part of the boundary corresponding to the solid walls, for $u$, we impose a homogeneous Neumann boundary condition: $\frac{\partial u}{\partial n} = 0$, which means that the velocity of the pedestrians is tangential to the walls. For $m$, we choose the boundary condition:

$$
\nu \frac{\partial m}{\partial n} + m \frac{\partial H}{\partial p} (\cdot, m, \nabla u) \cdot n = 0,
$$

therefore $\frac{\partial m}{\partial n} = 0$ on this part of the boundary.

The initial density $m_0$ is piecewise constant and takes two values 0 and 4 people/m$^2$, see Figure 10. At $t = 0$, there are 3300 people in the hall.

We use Newton iterations with the finite difference scheme discussed in § 3.2 and originally proposed in [4].

Figure 11 displays the density $m$ for the two models, at $t = 1, 2, 5$ and 15 minutes. In both cases, the pedestrians move between the obstacles towards the narrow corridors leading to the exits, at the left and right sides of the hall. The density thus reaches high values at the intersections of corridors. Then, due to congestion effects, the velocity is lower in the regions where the density is higher. As shown on Figure 11, MFC leads to lower values of density. This is consistent with Figure 12 (left), which shows that MFC leads to a faster exit of the room. Furthermore, the price of anarchy can be estimated numerically. As shown on Figure 12 (right), it is found to increase with respect to the sensitivity to the crowd, captured by the exponent $\frac{3}{4}$ in (4.2). This coefficient can be replaced by a value $\beta \geq 0$, which parameterizes the congestion effects (i.e., the strength of the mean-field interactions). We conclude that the non-cooperative scenario (MFG) is less and less efficient (relatively to the MFC) when the congestion effects increase. In the extreme case where $\beta = 0$, there is no more mean-field interactions, which explains why the PoA is 1.

Remark 4.1. The form of soft congestion through the cost function considered here is in contrast with a form of hard congestion taken into account through a density constraint, see e.g. [97, 46]. In the latter case, the density cannot exceed a given threshold, which leads to flat regions in the density surface at points where the constraint is binding, see e.g. [34] for numerical examples. Moreover, a congestion cost is different from a crowd aversion cost represented by an increasing function of $m$ which is in general independent of the control. The latter cost is a penalty term which discourages the agents from being in a crowded region independently of whether they are moving or not. This type of cost typically makes the population spread although not exactly in the same way as a diffusion, see § 5.5 for more details.
Figure 11. The density computed with the two models at different dates, $t = 1, 5$ and 15 minutes (from top to bottom). Left: Mean field game. Right: Mean field type control.

Figure 12. Left: Evolution of the total remaining number of people in the room for the mean field game (red line) and the mean field type control (dashed blue line). Right: Price of Anarchy as a function of the parameter $\beta$. 
5. Optimization methods for MFC and variational MFGs

We now turn our attention to mean-field problems for which the PDE system can be interpreted as the optimality condition of a minimization problem for an energy functional subject to a constraint given by a continuity equation. While mean-field control problems can always be formulated in this way, this is not true for all mean-field games. Mean-field games with this property are called variational MFGs. From a theoretical and a numerical viewpoint, the aforementioned formulation as a minimization problem is important because it allows us to solve the problem with optimization techniques, which is not the case in general for fixed-point problems. In this section, after describing the main ideas of variational MFGs, we focus on the numerical aspects and describe two methods.

5.1. Variational formulation of MFC and MFG. Let us start with the MFC problem (1.3)–(1.4). The expectation as an integral against $m^\alpha(t,\cdot)$, the probability density of the law of $X^\alpha_t$, which leads to:

$$J^{\text{MFC}}(\alpha) = \int_0^T \int_Q f(x, m^\alpha(t,\cdot), \alpha(t,x)) m^\alpha(t,x) dx dt + \int_Q g(x, m^\alpha(T,\cdot)) m^\alpha(T,x) dx.$$  

The cost is thus formulated in a deterministic way and is to be minimized under the constraint given by the KFP equation for $m^\alpha$:

$$\frac{\partial m^\alpha}{\partial t}(t,x) - \nu \Delta m^\alpha(t,x) + \text{div} (m^\alpha(t,\cdot)b(\cdot,m^\alpha(\cdot),\alpha(\cdot,\cdot))) (x) = 0, \text{ in } (0,T] \times Q_T,$$

with the initial condition:

$$m^\alpha(0,x) = m_0(x), \text{ in } Q.$$

For a MFG, it is not always possible to characterize the equilibrium flow of densities as the minimizer of a functional. A special class of games for which it is possible is the class of so-called potential mean-field games, namely, games in which the costs $f$ and $g$ derive from a potential. For instance, let us consider the setting where $b$ and $f$ are as in Example 3.2, and suppose in addition that there exists $F_0$ and $G$ such that

$$f_0(x,m) = \frac{\delta F_0}{\delta m}(x,m), \quad g(x,m) = \frac{\delta G}{\delta m}(x,m).$$

Here the derivative should be understood in the sense of measures and we implicitly identify the probability density $m$ with the corresponding probability measure. If we are concerned with square-integrable densities, we can assume that there exist $F_0, G : \mathcal{P}_2(Q) \to \mathbb{R}$, where $\mathcal{P}_2(Q)$ denotes the set of probability measures on $Q$ with a second moment, such that:

$$F_0(m) - F_0(m') = \int_0^1 \int_Q f_0(x, (1-\theta)m + \theta m')(m-m')(dx)d\theta, \quad \forall m, m' \in \mathcal{P}_2(Q),$$

and likewise for $G$ and $g$. We can then consider the cost functional

$$J(\alpha) = \int_0^T \left[ \int_Q \frac{1}{2} |\alpha(t,x)|^2 m^\alpha(t,x) dx + F_0(m^\alpha(t,\cdot)) \right] dt + G(m^\alpha(T,\cdot)).$$

where, as before, $m^\alpha$ solves (5.1)–(5.2) with our choice of $b$, namely,

$$\frac{\partial m^\alpha}{\partial t}(t,x) - \nu \Delta m^\alpha(t,x) + \text{div} (m^\alpha(t,\cdot)\alpha(t,\cdot)) (x) = 0, \text{ in } (0,T] \times Q_T,$$
with \( m^\alpha(0, x) = m_0(x) \) in \( Q \). Under suitable conditions, this problem admits a minimizer \( \alpha^* \) and a corresponding flow of densities \( m^{\alpha^*} \), from which it is possible to recover the MFG Nash equilibrium \((\hat{m}, \hat{u})\) satisfying the MFG PDE system (3.11).

In the above situation, the variational problem directly stems from the fact that the cost can be interpreted as a potential. More generally, MFG for which the equilibrium can be characterized via a critical point of a variational problem are called variational MFG. In this case, the PDE system can be viewed either as the equilibrium condition of the MFG or as the critical point condition of the variational problem. In the latter problem, the energy functional to be minimized does not necessarily correspond to the original cost functional of an infinitesimal player. We refer the interested reader to e.g. [41, 29] for more details on variational and potential MFGs.

5.2. A PDE driven optimal control problem. To fix ideas, let us consider the following problem: Minimize the function

\[
B(m, w) = \int_0^T \int_{\mathbb{T}^d} (\mathcal{L}(x, m(t, x), w(t, x)) + \mathcal{G}(x, m(T, x))) \, dx \, dt + \int_{\mathbb{T}^d} \mathcal{G}(x, m(T, x)) \, dx
\]
on pairs \((m, w)\) such that \( m \geq 0 \) and

\[
\begin{aligned}
\frac{\partial m}{\partial t} - \nu \Delta m + \text{div} w &= 0, & \text{in } (0, T] \times \mathbb{T}^d, \\
m|_{t=0} &= m_0, & \text{in } \mathbb{T}^d,
\end{aligned}
\]

where we use the notation:

\[
\mathcal{G}(x, m) = \begin{cases}
\int_0^m \hat{f}(x, s) \, ds, & \text{if } m \geq 0, \\
\infty, & \text{otherwise},
\end{cases}
\]

\[
\mathcal{G}(x, m) = \begin{cases}
\int_0^m \hat{g}(x, s) \, ds, & \text{if } m \geq 0, \\
\infty, & \text{otherwise},
\end{cases}
\]

and

\[
\mathcal{L}(x, m, w) = \begin{cases}
m \hat{\ell} \left( x, \frac{w}{m} \right), & \text{if } m > 0, \\
0, & \text{if } m = 0 \text{ and } w = 0, \\
\infty, & \text{otherwise}.
\end{cases}
\]

For simplicity, we assume that for every \( x \), \( \hat{\ell}(x, \cdot) \) is a power-like function with exponent greater than \( 1 \) (i.e., it is bounded above and below by \( p \mapsto p^r \) for some \( r > 1 \), up to multiplicative and additive constants; see e.g. [43] for detailed assumptions). If \( \hat{f}(x, \cdot) \) and \( \hat{g}(x, \cdot) \) are the antiderivatives of \( m \mapsto m f_0(x, m) \) and \( m \mapsto m g(x, m) \) respectively, and if \( \hat{\ell} = L_0 \), then this problem corresponds to the MFC problem in the setting of Example 3.1 when the cost functions depend only locally on \( m \). Problems of the above type can also stem from the variational formulation of some MFG, as originally explained by Lasry and Lions in [93]. We refer the interested reader to [44, 43, 8] and the references therein for a rigorous development of these ideas.

Here \( w \) plays the role of the product \( ma \). Using this new variable, the continuity equation becomes (5.4), which is linear in \((m, w)\). Under suitable conditions, \( B \) is convex and hence this is a convex minimization problem under a linear constraint. For instance, we typically assume that \( \hat{f} \) and \( \hat{g} \) are nondecreasing, which implies that \( \mathcal{G} \) and \( \mathcal{G} \) are convex, and that \( \hat{\ell}(x, \cdot) \) is a convex power-like function, which implies that \( \mathcal{L} \) is convex with respect to \((m, w)\).
In this case, the problem admits the following dual formulation: Maximize over $u$ such that $u(T, x) = g(x)$, the function

$$(5.5) \quad A(u) = \inf_m A(u, m)$$

with:

$$A(u, m) = \int_0^T \int_T m(t, x) \left( \partial_t u(t, x) + \nu \Delta u(t, x) - \mathcal{H}(x, m(t, x), \nabla u(t, x)) \right) dx dt$$

$$+ \int_T m_0(x) u(0, x) dx,$$

where

$$\mathcal{H}(x, m, p) = \sup \alpha \{ -L(x, m, \alpha) - \langle \alpha, p \rangle \}.$$

It can be shown that $A$ and $B$ are indeed in duality, i.e. (with suitable spaces for $u, m$ and $w$)

$$(A) = \sup_u A(u) = \inf_{(m, w)} B(m, w) = (B).$$

This property relies on Fenchel-Rockafellar duality theorem \[107\] and the following observation:

$$(A) = -\inf_u \left\{ F(u) + G(\Lambda(u)) \right\}, \quad (B) = \min_{(m, w)} \left\{ F^*(\Lambda^*(m, w)) + G^*(-m, -w) \right\}$$

where $\Lambda(u) = \left( \frac{\partial u}{\partial t} + \nu \Delta u, \nabla u \right)$,

$$F(u) = \chi_T(u) - \int_{T+} m_0(x) u(0, x) dx, \quad \chi_T(u) = \left\{ \begin{array}{ll} 0, & \text{if } u|_{t=T} = g \\ +\infty, & \text{otherwise,} \end{array} \right.$$  

$$G(\varphi_1, \varphi_2) = -\inf_{m \geq 0} \int_0^T \int_T m(t, x) (\varphi_1(t, x) - \mathcal{H}(x, m(t, x), \varphi_2(t, x))) dx dt.$$  

$F^*, G^*$ are the convex conjugates of $F, G$, and $\Lambda^*$ is the adjoint operator of $\Lambda$.

### 5.3. Discrete version of the PDE driven optimal control problem.

In order to implement optimization methods, we need to discretize the problem introduced above in §5.2. To alleviate notation, we consider the one dimensional case, i.e., $d = 1$. We have in mind a MFC problem in the setting of Example 3.1, in which case $\tilde{\ell}(x, p)$ corresponds to $H_0^*(x, -p)$. For simplicity, we assume that for every $x, \tilde{\ell}(x, \cdot)$ is a power-like function with exponent greater than 1.

We introduce the following spaces, respectively for the discrete counterpart of $m, w$, and $u$:

$$M = \mathbb{R}^{(NT+1) \times Nh}, \quad W = (\mathbb{R}^2)^{NT \times Nh}, \quad U = \mathbb{R}^{NT \times Nh}.$$  

Note that at each space-time grid point, we will have two variables for the value of $w$, which will be useful to define an upwind scheme.

We denote by $\tilde{H}_0$ a discrete Hamiltonian satisfying the properties (H1)–(H4). Let $\tilde{H}_0^* : \mathbb{T}^d \times (\mathbb{R}^2)^d \to \mathbb{R} \cup \{+\infty\}$ be its convex conjugate w.r.t. the $p$ variable:

$$(5.6) \quad \tilde{H}_0^* : (x, \gamma) \mapsto \tilde{H}_0^*(x, \gamma) = \max_{p \in \mathbb{R}^2} \left\{ \langle \gamma, p \rangle - \tilde{H}_0(x, p) \right\}.$$
Example 5.1. In the setting of Example 3.3, \( \tilde{H}_0(x, p_1, p_2) = \frac{1}{2}|P_K(p_1, p_2)|^2 \) with \( K = \mathbb{R}_- \times \mathbb{R}_+ \), so

\[
\tilde{H}_0^*(x, \gamma_1, \gamma_2) = \begin{cases} \frac{1}{2}(|\gamma_1|^2 + |\gamma_2|^2), & \text{if } (\gamma_1, \gamma_2) \in K, \\ +\infty, & \text{otherwise}. \end{cases}
\]

A discrete counterpart \( \tilde{B} : M \times W \to \mathbb{R} \) to the functional \( B \) introduced in (5.3) can be defined as

\[
\tilde{B} : (M, W) \mapsto \sum_{n=1}^{N_t} \sum_{i=0}^{N_h-1} \left[ \tilde{\mathcal{L}}(i, M_i^n, W_i^n) + \tilde{\mathcal{G}}(i, M_i^n) \right] + \frac{1}{\Delta t} \sum_{i=0}^{N_h-1} \tilde{\mathcal{G}}(i, M_i^{N_r}),
\]

where \( \tilde{\mathcal{L}} : \mathbb{T} \times \mathbb{R} \times \mathbb{R}^2 \to \mathbb{R} \cup \{+\infty\} \) is a discrete version of \( \mathcal{L} \) defined as:

\[
\tilde{\mathcal{L}} : (x, m, w) \mapsto \tilde{\mathcal{L}}(x, m, w) = \begin{cases} m\tilde{H}_0^* \left( x, -\frac{w}{m} \right), & \text{if } m > 0 \text{ and } w \in K, \\ 0, & \text{if } m = 0, \text{ and } w = 0, \\ +\infty, & \text{otherwise}. \end{cases}
\]

Furthermore, a discrete version of the linear constraint (5.4) can be written as

\[
\Sigma(M, W) = (0_{\Delta t}, M^0)
\]

where \( 0_{\Delta t} \in U \) is the vector with 0 on all coordinates, \( \tilde{M}^0 = (\tilde{m}_0(x_0), \ldots, \tilde{m}_0(x_{N_h-1})) \in \mathbb{R}^{N_h} \), see (3.10) for the definition of \( \tilde{m}_0 \), and

\[
\Sigma : M \times W \to U \times \mathbb{R}^{N_h}, \quad (M, W) \mapsto \Sigma(M, W) = (\Lambda(M, W), M^0),
\]

with

\[
\Lambda(M, W) = AM + BW,
\]

where \( A \) and \( B \) being discrete versions of respectively the heat operator and the divergence operator, defined as follows:

\[
A : \mathcal{M} \to U, \quad (AM)^n = \frac{M_i^{n+1} - M_i^n}{\Delta t} - \nu(\Delta_h M_i^{n+1}), \quad 0 \leq n < N_T, 0 \leq i < N_h,
\]

and

\[
B : \mathcal{W} \to U, \quad (BW)^n = \frac{W_i^{n+2} - W_i^{n+1}}{h} + \frac{W_i^{n+1} - W_i^{n-1}}{h}, \quad 0 \leq n \leq N_T, 0 \leq i < N_h.
\]

The discrete counterpart of the (primal) variational problem (5.3)–(5.4) is therefore

\[
\inf_{(M, W) \in M \times W} \tilde{B}(M, W), \quad \text{subject to } \Sigma(M, W) = (0_{\Delta t}, M^0).
\]

It can be shown that this problem admits a unique solution, and this solution satisfies \( M_i^n > 0 \) for all \( i \in \{0, \ldots, N_h\} \) and all \( n > 0 \); see e.g. [33] Theorem 3.1] for more details on a special case (see also [1] Section 6] and [34] Theorem 2.1] for similar results respectively in the context of the planning problem and in the context of an ergodic MFG).

Analogously to the continuous setting, the discrete problem admits a dual formulation. Furthermore, a key feature of the discretization we chose is that the optimality condition of the discrete problem coincides with the finite-difference scheme presented in Section 3.2, adapted to the current setting. We refer to [10] Section 3] and the references therein for more details.
5.4. ADMM and Primal-dual method. In order to draw a connection with numerical methods for optimization problems, let us reformulate the problem from a more abstract perspective. We consider the following primal problem:

\[
\inf_{\xi \in \mathbb{R}^d} \varphi(\xi), \text{ subject to } \Xi \xi = 0,
\]

where \(\varphi : \mathbb{R}^d \to (-\infty, +\infty]\) is a lower semi-continuous convex proper function, \(\Xi : \mathbb{R}^d \to \mathbb{R}^{d'}\) is a linear operator, and \(0 \in \mathbb{R}^{d'}\). In the setting of the variational mean-field problem described above, problem (5.14) can cover (5.13) with:

\[
d = 2(N_T + 1)N_T(N_h)^2, \quad \xi = (M, W), \quad \varphi = \tilde{B}, \quad \Xi = \Sigma.
\]

Equivalently, the above primal problem can be written as follows:

\[
\inf_{\xi \in \mathbb{R}^d} \varphi(\xi) + \psi(\tilde{\Xi} \xi),
\]

where, for \(y \in \mathbb{R}^{d'}\),

\[
\psi(y) = \iota_{\{0\}}(y) = \begin{cases} 0, & \text{if } y = 0, \\ +\infty, & \text{otherwise,} \end{cases} \quad \text{and } \tilde{\Xi} = \Xi,
\]

or

\[
\psi(y) = \iota_{\{0\}}(\Xi y) = \begin{cases} 0, & \text{if } \Xi y = 0, \\ +\infty, & \text{otherwise}, \end{cases} \quad \text{and } \tilde{\Xi} = \text{id}.
\]

Problems of the form (5.15) have been extensively studied and various numerical methods have been introduced. Here, we will focus on two of them: the Alternating Direction Method of Multipliers for the Augmented Lagrangian of the dual problem, and a primal-dual method proposed by Chambolle and Pock [60]. Some of the main advantages of these methods are that proofs of convergence are readily available, and they can be applied to first order problems (i.e., when there is no diffusion and \(\nu = 0\)).

Augmented Lagrangian and ADMM. We first note that (5.15) admits as a dual formulation the following problem:

\[
\inf_{\zeta \in \mathbb{R}^{d'}} \varphi^*(\nu) + \psi^*(\zeta),
\]

where \(\varphi^*\) and \(\psi^*\) are the convex conjugates of \(\varphi\) and \(\psi\) respectively and \(\tilde{\Xi}^*\) is the adjoint operator of \(\tilde{\Xi}\), i.e., \(\langle \tilde{\Xi} \xi, \zeta \rangle = \langle \xi, \tilde{\Xi}^* \zeta \rangle\). In the setting of § 5.2 and § 5.3, \(\zeta\) plays the role of a vector \(U \in \mathcal{U}\) approximating the function \(u\) appearing in the dual problem (5.5).

For numerical purposes, it is useful to exploit the additive structure of the objective function and introduce an extra variable to rewrite the problem as:

\[
\inf_{\zeta, \nu \in \mathbb{R}^{d'}} \varphi^*(\nu) + \psi^*(\zeta), \text{ subject to } \nu = -\tilde{\Xi}^* \zeta.
\]

The Lagrangian associated to this constrained optimization problem is defined, introducing a Lagrange multiplier \(\lambda\), as:

\[
L(\zeta, \nu, \lambda) = \varphi^*(\nu) + \psi^*(\zeta) + \langle \lambda, \nu + \tilde{\Xi}^* \zeta \rangle.
\]

Solving the dual problem (5.16) thus amounts to finding a saddle point of \(L\), i.e., \((\zeta^*, \nu^*, \lambda^*)\) achieving

\[
L(\zeta^*, \nu^*, \lambda^*) = \sup_{\lambda} \inf_{\zeta, \nu} L(\zeta, \nu, \lambda).
\]
This suggests to use a steepest descent method in order to approximate the maximizer of \( \lambda \mapsto \inf_{\zeta, \nu} \mathcal{L}(\zeta, \nu, \lambda) \), where the inf can be split into two separate optimization sub-problems. For more details on this method, see the algorithm ALG1 in [69] Chapter 3. A variation of this approach consists in adding an extra penalty term to obtain the so-called Augmented Lagrangian defined, for \( r > 0 \), as:

\[
\mathcal{L}_r(\zeta, \nu, \lambda) = \varphi^*(\nu) + \psi^*(\zeta) + \langle \lambda, \nu + \Xi^* \zeta \rangle + \frac{r}{2} \| \nu + \Xi^* \zeta \|^2_2.
\]

This new function can be interpreted as the Lagrangian of a modified version of the dual problem \([5.16]\) in which the penalty term \( \frac{r}{2} \| \nu + \Xi^* \zeta \|^2_2 \) is added to the objective. The primal problem corresponding to this penalized dual problem can be interpreted as a regularized version of \([5.14]\). Note that \( \mathcal{L} \) and \( \mathcal{L}_r \) have the same saddle point, for any \( r > 0 \).

The principle of the Alternating Direction Method of Multipliers applied to this Augmented Lagrangian \( \mathcal{L}_r \) is to iteratively update in turn \( \zeta, \nu \) and \( \lambda \), as summarized in Algorithm 4. See the algorithm ALG2 in [69] Chapter 3 for more details. Here \( \text{prox} \) denotes the proximal operator defined, for a lower semicontinuous convex proper function \( \varphi : \mathbb{R}^d \to (-\infty, +\infty] \) as:

\[
\text{prox}_\varphi(y) = \arg\min_{y'} \left\{ \varphi(y') + \frac{1}{2} \| y' - y \|^2 \right\}.
\]

It generalizes the notion of orthogonal projection in the sense that if \( K \subseteq \mathbb{R}^d \) is a non-empty, closed, convex set and \( \iota_K : \mathbb{R}^d \to \{0, +\infty\} \) denotes its characteristic function, then \( \text{prox}_{\iota_K} \) is the orthogonal projection on \( K \). In Algorithm 4 the first two steps (optimization with respect to \( \zeta \) and proximal step for \( \nu \)) are the most costly in terms of computation.

The convergence of this method can be ensured under suitable conditions, see [67] Theorem 8 for more details.

**Algorithm 4: Alternating Direction Method of Multipliers**

**Input:** Initial guess \((\zeta_0, \nu_0, \lambda_0)\); number of iterations \(K\)

**Output:** Approximation of a saddle point \((\zeta^*, \nu^*, \lambda^*)\) achieving \([5.17]\)

1. Initialize \((\zeta^{(0)}, \nu^{(0)}, \lambda^{(0)}) = (\zeta_0, \nu_0, \lambda_0)\)
2. For \(k = 0, 1, 2, \ldots, K - 1\) do
3. Let \(\zeta^{(k+1)} = \arg\min_{\zeta} \left\{ \psi^*(\zeta) + \langle \lambda^{(k)}, \Xi^* \zeta \rangle + \frac{r}{2} \| \nu^{(k)} + \Xi^* \zeta \|^2_2 \right\}\)
4. Let
   \[
   \nu^{(k+1)} = \arg\min_{\nu} \left\{ \varphi^*(\nu) + \langle \lambda^{(k)}, \nu \rangle + \frac{r}{2} \| \nu + \Xi^* \zeta^{(k+1)} \|^2_2 \right\}
   = \text{prox}_{\varphi^*/r} \left( -\frac{1}{r} \lambda^{(k)} - \Xi^* \zeta^{(k+1)} \right)
   \]
5. Let \(\lambda^{(k+1)} = \lambda^{(k)} - r (\nu^{(k+1)} + \Xi^* \zeta^{(k+1)})\)
6. return \((\zeta^{(K)}, \nu^{(K)}, \lambda^{(K)})\)

The ADMM was made popular by Benamou and Brenier for optimal transport, see [27], and first used in the context of MFGs by Benamou and Carlier in [28]; see also [20] for an application to second order MFG using multilevel preconditioners and [9] for an application to mean field type control.
When applied to the dual of the variational problem (5.13), in the first step, the first order optimality condition for the minimization yields that $U^{(k+1)}$ is the solution to a finite difference equation which in the general case $\nu > 0$ corresponds to a PDE with a fourth order elliptic operator. Then a preconditioner is needed, see e.g. [12, 33], except if $\nu = 0$, in which case a direct solver can be used. In the second step, the minimization problem can be done separately at each point of the grid, which allows parallelization.

**Chambolle and Pock’s primal-dual algorithm.** We now turn our attention to an algorithm proposed in [60] which relies on both the primal and the dual problems (5.15)–(5.16). It is based on the Lagrangian:

$$L_{PD}(\xi, \zeta) = \varphi(\xi) - \psi^*(\zeta) + \langle \zeta, \tilde{\Xi} \xi \rangle,$$

for which the optimality conditions in each variable are:

$$\left\{ \begin{array}{l} \tilde{\Xi} \xi \in -\partial \varphi(\hat{\xi}) \\ \tilde{\Xi} \xi \in \partial \psi^*(\hat{\zeta}) \end{array} \right. \quad \iff \quad \left\{ \begin{array}{l} \hat{\xi} - \tau \tilde{\Xi} \xi \in \hat{\xi} + \tau \partial \varphi(\hat{\xi}) \\ \hat{\zeta} + \gamma \tilde{\Xi} \xi \in \hat{\zeta} + \gamma \partial \psi^*(\hat{\zeta}) \end{array} \right. \quad \iff \quad \left\{ \begin{array}{l} \hat{\zeta} \in \arg \min_{\zeta} \left\{ \psi^*(\zeta) + \frac{1}{2\tau} \| \zeta - (\hat{\zeta} + \gamma \tilde{\Xi} \xi) \|^2 \right\} \\ \hat{\xi} \in \arg \min_{\xi} \left\{ \varphi(\xi) + \frac{1}{2\tau} \| \xi - (\hat{\xi} - \tau \tilde{\Xi} \xi) \|^2 \right\} \end{array} \right. \quad \iff \quad \left\{ \begin{array}{l} \hat{\zeta} \in \text{prox}_{\tau \psi^*}(\hat{\zeta} + \gamma \tilde{\Xi} \xi) \\ \hat{\xi} \in \text{prox}_{\varphi}(\hat{\xi} - \tau \tilde{\Xi} \xi). \end{array} \right.$$ 

The method proposed by Chambolle and Pock is basically to iterate over the two proximal steps, with an additional extrapolation step, as summarized in Algorithm 5. The method has been proved to converged when $\gamma \tau < 1$, see [60].

**Algorithm 5: Chambolle-Pock’s method**

**Input:** Initial guess $(\xi_0, \zeta_0, \tilde{\xi}_0)$; number of iterations $K$

**Output:** Approximation of a saddle point $(\xi^*, \zeta^*)$ of $L_{PD}$ defined by (5.18)

1. Initialize $(\xi^{(0)}, \zeta^{(0)}, \tilde{\xi}^{(0)}) = (\xi_0, \zeta_0, \tilde{\xi}_0)$
2. for $k = 0, 1, 2, \ldots, K - 1$ do
3. Let $\zeta^{(k+1)} = \text{prox}_{\gamma \psi^*}(\zeta^{(k)} + \gamma \tilde{\Xi} \xi^{(k)})$
4. Let $\xi^{(k+1)} = \text{prox}_{\varphi}(\xi^{(k)} - \tau \tilde{\Xi} \xi^{(k+1)})$
5. Let $\tilde{\xi}^{(k+1)} = 2\xi^{(k+1)} - \xi^{(k)}$
6. return $(\xi^{(K)}, \zeta^{(K)})$

The application of this method to stationary MFGs was first investigated by Briceño-Arias, Kalise and Silva in [34]; see also [33] for an extension to the dynamic setting. When applied to the problem (5.13), the first step is similar to the first step in the ADMM method described above and amounts to solving a linear fourth order PDE. The second step is easier thanks to the choice of $B$ and the form of its prox.

### 5.5. Numerical illustration: crowd motion without diffusion.

We present an example, borrowed from [9], of a mean field model for crowd motion with congestion. The interactions are local and, in contrast with the example of §4.4, there is no diffusion, i.e., $\nu = 0$. Due to the fact that the running cost is not separable
in $\alpha$ and $m$, the MFG does not have a variational structure. We focus here on the MFC problem.

On top of the congestion effects (meaning that moving quickly in a dense region is expensive), we incorporate aversion effects (i.e., being in a crowded region is uncomfortable). The latter aspect is modeled by a function $\ell : Q \times \mathbb{R} \rightarrow \mathbb{R}, (x, m) \mapsto \ell(x, m)$ which is increasing with respect to $m$. The domain is $Q = [0, 1]^2 \setminus [0.4, 0.6]^2$, which is a square with obstacle at the center. The Lagrangian (corresponding to the running cost) is:

$$L(x, m, \alpha) = (b - 1)^{b^*} m^{\frac{1}{b^*}} |\alpha|^{b^*} + \ell(x, m), \quad 1 < b \leq 2, 0 \leq a < 1,$$

where $b^* = b/(b - 1)$ is the conjugate exponent of $b$. We define the Hamiltonian by duality (such that on $\partial \Omega$ the vector speed is towards the interior):

$$H(x, m, p) = \begin{cases} \inf_{\alpha \in \mathbb{R}^2} \{ \alpha \cdot p + L(x, m, \alpha) \} = -m^{-a}|p|^b + \ell(x, m), & \text{if } x \in \Omega, \\ \inf_{\alpha \in \mathbb{R}^2, \alpha \cdot n \leq 0} \{ \alpha \cdot p + L(x, m, \alpha) \}, & \text{if } x \in \partial \Omega, \end{cases}$$

where $n$ denotes the outward normal.

As shown in Figure 13, we take $m_0$ uniform in a corner and the terminal cost $g$ minimal at the opposite corner. For the numerical experiments reported here, we took $a = 0.01, b = 2, \ell(x, m) = 0.01m$. The evolution of the density is displayed in Figure 13. We see that it avoids the obstacle and ends up in the opposite corner. Since high velocity is prohibitive (and there is no terminal cost penalizing high density), most of the mass concentrates near the arrival point. Due to the absence of diffusion, at every time step the density remains zero on a large part of the domain. Here, we used the ADMM on the Augmented Lagrangian for the discrete problem as discussed above in this section.

**Figure 13.** Left: Initial distribution $m_0$. Right: terminal cost $g$. 
Figure 14. Evolution of the density.
6. A Method based on monotone operators

Almulla, Ferreira and Gomes proposed in [17] two numerical methods for mean field games in infinite horizon, in which the solution is stationary. These methods are further studied in [77, 78]. The first method can be applied to variational MFG (or more generally to MFC) for which the PDE system corresponds to the Euler-Lagrange conditions arising in the minimization of some energy functional. The idea is then to follow the gradient-flow generated by this energy until reaching a zero of the gradient.

The second method can be applied more broadly to infinite horizon MFGs, provided a monotonicity condition is satisfied. The main idea is that, under some assumptions, the solution to the system of PDEs can be recast as a zero of a monotone operator. The strategy is then to follow the gradient-flow generated by this energy until reaching a zero.

6.1. A Monotonic flow. We focus here on the second method. Let us consider the case of Example 3.1 when, in addition, the dependence on the distribution is local and more specifically \( f_0(x, m) = \log(m(x)) \). The ergodic MFG (see e.g. [93]) leads to the following system of PDEs:

\[
\begin{align*}
0 &= \lambda - \nu \Delta u(x) + H_0(x, \nabla u(x)) - \log(m(x)), \quad \text{in } \mathbb{T}^d, \\
0 &= -\nu \Delta m(x) - \text{div} \left( m \partial_p H_0(x, \nabla u(x)) \right), \quad \text{in } \mathbb{T}^d, \\
\int_{\mathbb{T}^d} m &= 1, \quad \int_{\mathbb{T}^d} u = 0, \quad m > 0 \text{ in } \mathbb{T}^d,
\end{align*}
\]

where the unknowns are the functions \( u \) and \( m \), and the ergodic constant \( \lambda \). Let \( A \) be the operator defined on the domain

\[
\mathcal{D} = \{(u, m) \in W^{2,2}(\mathbb{T}^d) \times W^{1,2}(\mathbb{T}^d) : \inf_{\mathbb{T}^d} m > 0 \} \subseteq L^2(\mathbb{T}^d) \times L^2(\mathbb{T}^d)
\]

by

\[
A \left( \begin{array}{c}
u \\ m
\end{array} \right) = \left( \begin{array}{c}
-\nu \Delta m - \text{div} \left( m(\cdot) \partial_p H_0(\cdot, \nabla u(\cdot)) \right) \\
\nu \Delta u - H_0(\cdot, \nabla u) + \log(m)
\end{array} \right).
\]

It can be checked that this operator, seen as an operator from \( L^2(\mathbb{T}^d) \times L^2(\mathbb{T}^d) \) to \( L^2(\mathbb{T}^d) \times L^2(\mathbb{T}^d) \), is monotone on its domain, namely,

\[
\langle A(u, m) - A(u', m'), (u, m) - (u', m') \rangle \geq 0, \quad (u, m), (u', m') \in \mathcal{D}.
\]

Then, we can consider the following flow \( (u_\tau, m_\tau)_{\tau \geq 0} \), where \( (u_\tau, m_\tau) \in L^2([0, T] \times \mathbb{T}^d) \times L^2([0, T] \times \mathbb{T}^d) \) for all \( \tau \geq 0 \):

\[
\frac{d}{d\tau} \left( \begin{array}{c}
u \\ m
\end{array} \right) = -A \left( \begin{array}{c}
u \\ m
\end{array} \right) - \left( \begin{array}{c}0 \\ \lambda_\tau
\end{array} \right),
\]

with \( \lambda_\tau \) such that \( \int_{\mathbb{T}^d} m_\tau = 1 \). We stress that here \( \tau \) denotes the time in the evolution of the flow (and recall that we focus on a stationary MFG here). Under suitable conditions, if the initial point \((u_0, m_0)\) is in \( \mathcal{D} \), the flow remains in \( \mathcal{D} \) until it reaches a point where the right-hand side is 0, i.e., the solution to the ergodic MFG PDE system.

This evolution can be approximated using the finite difference discretization introduced in § 3.2. More precisely, if the state space is of dimension \( d = 1 \), we
consider the following system for $n = 0, 1, \ldots$:

\[
\begin{pmatrix}
(D_t U)^n \\
(D_t M)^n
\end{pmatrix}
= -\left(\lambda^{n+1} + \nu(\Delta_h M^{n+1})_i + \mathcal{T}_i(U^{n+1}, M^{n+1})\right)
\]

where $\lambda^{n+1}$ is such that $\sum_i M^{n+1}_i = 1$. For any $n \geq 0$, assuming that $\sum_i M^n_i = 1$ and summing over $i$ the second half of the above system of equations yields

\[
\lambda^{n+1} = \psi(U^{n+1}, M^{n+1}),
\]

with

\[
\psi(U, M) = -h \sum_i \left[\nu(\Delta_h U)_i - \tilde{H}_0(x_i, [\nabla_h U]_i) + \log(M_i)\right],
\]

for $U, M \in \mathbb{R}^{N_h+1}$. This leads directly to an iterative procedure, by starting from an initial guess $(U^0, M^0)$ and repeating the following step for increasing values of $n = 0, 1, \ldots$:

\[
\begin{pmatrix}
(D_t U)^n \\
(D_t M)^n
\end{pmatrix}
= -\left(\psi(U^{n+1}, M^{n+1}) + \nu(\Delta_h U^{n+1})_i - \tilde{H}_0(x_i, [\nabla_h U^{n+1}]_i) + \log(M^{n+1}_i)\right),
\]

At each step, this computation involves solving a non-linear system to obtain $(U^{n+1}, M^{n+1})$, which can be done with Newton method for example. In order to tackle the fact that $M_i$ must remain positive for every $i$ (in order for the log to make sense), one can for instance use a damped version of Newton iterations.

### 6.2. Numerical illustration

We illustrate this method on two examples. To the best of our knowledge, the convergence has been proved only for first order (i.e., $\nu = 0$) stationary problems with a logarithmic coupling, see [17]. For other coupling costs, a projection step might be needed in order to ensure non-negativity of the distribution.

**Test case 1 (first order).** The following example is borrowed from [17]. We consider the case where $d = 1, \nu = 0$ and $H_0$ is of the form

\[
H_0(x, p) = \frac{1}{2}\|p\|^2 + b(x)p + V(x).
\]

with $b(x) = 2c\pi \cos(2\pi x)$ where $c \in [0, 1]$, and

\[
V(x) = \sin(2\pi x).
\]

In this case, the system (6.1) admits a unique solution, given explicitly by

\[
u^*(x) = c\sin(2\pi x), \quad m^*(x) = \frac{e^{V(x)} - \frac{b(x)^2}{2}}{\int_T e^{V(y)} - \frac{b(y)^2}{2} dy}, \quad \lambda = \int_T e^{V(y)} - \frac{b(y)^2}{2} dy.
\]

We then consider the following discrete Hamiltonian (which is a modification of the one discussed in Example 3.3 to incorporate the effect of the extra terms with $b$ and $V$):

\[\tilde{H}_0(x, p_1, p_2) = \tilde{H}_0^{(1)}(p_1, p_2) + \tilde{H}_0^{(2)}(x, p_1, p_2) + V(x),\]

with

\[
\tilde{H}_0^{(1)}(p_1, p_2) = \frac{1}{2}\|K(p_1, p_2)\|^2, \quad \tilde{H}_0^{(2)}(x, p_1, p_2) = \begin{cases} b(x)p_1, & \text{if } b(x) \leq 0, \\ b(x)p_2, & \text{otherwise}, \end{cases}
\]

and

\[
\tilde{H}_0^{(1)}(p_1, p_2) = \frac{1}{2}\|p_1\|^2 + b(x)p_1 + V(x).
\]
where $P_K$ denotes the projection on $K = \mathbb{R}_- \times \mathbb{R}_+$. Figure 15 displays $U^n$ and $M^n$ for several values of $n$ (note that the values of $n$ are not the same in each figure). Figure 16 displays the $L^2$ difference between two iterations and the $L^2$ error with respect to the exact solution, defined respectively by:

\[
\delta_u^n = \sqrt{\frac{1}{h} \sum_i |U_i^n - U_i^{n-1}|^2}, \quad \delta_m^n = \sqrt{\frac{1}{h} \sum_i |M_i^n - M_i^{n-1}|^2}, \quad \delta_{\text{tot}}^n = \sqrt{|\delta_u^n|^2 + |\delta_m^n|^2},
\]

and

\[
\text{err}_u^n = \sqrt{\frac{1}{h} \sum_i |U_i^n - U_i^*|^2}, \quad \text{err}_m^n = \sqrt{\frac{1}{h} \sum_i |M_i^n - M_i^*|^2}, \quad \text{err}_{\text{tot}}^n = \sqrt{|\text{err}_u^n|^2 + |\text{err}_m^n|^2},
\]

where $U_i^* = u^*(x_i)$, $M_i^* = m^*(x_i)$, are given by the explicit solution. In the numerical computations to obtain these figures, we used $c = 0.1$, $N_h = 500$, $T = 20$, $N_T = 1000$.

**Test case 2 (second order).** We now consider an example of second-order MFG (i.e., with $\nu > 0$) admitting an explicit solution. Although, to the
best of our knowledge, the scheme has not been proved to converge in this setting, the numerical results seems to indicate that convergence holds. Let $b = 0$, $\nu = 0.5$, $V(x) = 2\pi^2(-\kappa \sin(2\pi x) - \kappa^2 \cos^2(2\pi x)) - 2\kappa \sin(2\pi x)$, where $\kappa$ is a constant. Then the explicit solution is given by

$$u(x) = \kappa \sin(2\pi x), \quad m(x) = \kappa e^{2u(x)} \int e^{2u}.$$ 

We show the results for $\kappa = 1.0$. See Figures 17 and 18.
7. Methods based on approximation by neural networks

In this section, we present methods introduced recently which are based on tools borrowed from machine learning. To wit, we will use (artificial) neural networks to approximate functions of interest, and stochastic gradient descent to optimize over the weights of these neural networks. The first method we present is for MFC (or variational MFG) and directly based on the stochastic formulation. The second method tackles the master equation for finite-state mean-field problems.\footnote{For the sake of brevity, we do not discuss here other neural network based methods which have been developed for instance for the systems of partial differential equations or stochastic differential equations of MFGs. See the references in this section and in the conclusion.}

7.1. Direct optimization for MFC. Since MFC is an optimization problem, we present a first method which uses stochastic optimization tools from machine learning and which is directly based on the definition (1.3)–(1.4) of the MFC problem. Starting from this formulation, we make three approximations in order to obtain a new problem that is more amenable to numerical treatment.

**Approximation steps.** First, we restrict the set of (feedback) controls to be the set of neural networks with a given architecture. We introduce new notation to obtain a new problem that is more amenable to numerical treatment.

**Approximation steps.** First, we restrict the set of (feedback) controls to be the set of neural networks with a given architecture. We introduce new notation to obtain a new problem that is more amenable to numerical treatment.
equivalently, to minimize over $\theta \in \Theta$ the function:

$$J : \theta \mapsto \mathbb{E} \left[ \int_0^T f(X_t^{i,\alpha}, m^{N,\alpha}(t, \cdot), \alpha(t, X_t^{i,\alpha})) dt + g(X_T^{i,\alpha}, m^{N,\alpha}(T, \cdot)) \right]$$

where $m^{\alpha}(t, \cdot)$ is the probability density of the law of $X_t^{i,\alpha}$, under the constraint that the process $X^{\alpha}$ solves the SDE (1.4) with control $\alpha$.

Second, we also need to approximate the density. A (computationally) simple option is to replace it by the empirical distribution of a system of $N$ interacting particles. Given a feedback control $\alpha$, we denote by $(X_t^i)_{i=1,\ldots,N}$ the solution of:

$$(7.2) \quad dX_t^{i,\alpha} = b(X_t^{i,\alpha}, m_t^{N,\alpha}, \alpha(t, X_t^{i,\alpha})) dt + \sigma dW_t^i, \quad t \geq 0,$$

where

$$m_t^{N,\alpha} = \frac{1}{N} \sum_{j=1}^N \delta_{X_t^{j,\alpha}},$$

$(W_t^i)_{i=1,\ldots,N}$ is a family of $N$ independent $d$-dimensional Brownian motions, and the initial positions $(X_0^i)_{i=1,\ldots,N}$ are i.i.d. with distribution given by the density $m_0$. Note that in (7.2), the particles interact only through $m_t^{N,\alpha}$ in the drift function. The controls are distributed in the sense that the control used in the dynamics of $X_t^{i,\alpha}$ is a function of $t$ and $X_t^{j,\alpha}$ itself only (and not of the position of the other particles). This choice is motivated by the fact that MFC and $N$-agent control problems with distributed controls are tightly connected, see [53]. We thus obtain the following new problem: Minimize over $\theta \in \Theta$ the function

$$J^N : \theta \mapsto \frac{1}{N} \sum_{i=1}^N \mathbb{E} \left[ \int_0^T f(X_t^{i,\alpha}, m_t^{N,\alpha}, \alpha(t, X_t^{i,\alpha})) dt + g(X_T^{i,\alpha}, m_T^{N,\alpha}) \right],$$

under the dynamics (7.2) with control $\alpha$. The average over $i$ is here for the sake of analogy with $N$-player games, but each expectation in the sum has the same value since the agents are identically distributed. We interpret $\alpha(t, X_t^{i,\alpha})$ as the control used by player $i$ at time $t$. Note that it can be viewed as a feedback control, function of time and player $i$’s state. Since it is not a function of the empirical distribution $m_t^{N,\alpha}$, one may wonder how the solution to this problem could be close to the solution of the corresponding MFC. This is where a mean-field approximation is helpful: player $i$’s control can implicitly depend on the MFC distribution through its input $t$. Intuitively, the MFC distribution $m^{\alpha}(t, \cdot)$ is a deterministic proxy for the $N$-agent empirical (stochastic) distribution $m_t^{N,\alpha}$. This is because the initial distribution is given and the idiosyncratic noises disappear in the limiting distribution evolution.

Last, the time interval is discretized. Let $N_T$ be a positive number, let $\Delta t = T/N_T$ and $t_n = n\Delta t$, $n = 0, \ldots, N_T$. We consider the problem: Minimize over $\theta \in \Theta$ the function

$$(7.3) \quad J^{N,\Delta t} : \theta \mapsto \frac{1}{N} \sum_{i=1}^N \mathbb{E} \left[ \sum_{n=0}^{N_T-1} f(X_{t_n}^{i,\alpha}, \bar{m}_{t_n}^{N,\alpha}, \alpha(t_n, X_{t_n}^{i,\alpha})) \Delta t + g(X_T^{i,\alpha}, \bar{m}_T^{N,\alpha}) \right],$$
under the dynamic constraint:

\[
\dot{X}_{t_{n+1}}^{i,\alpha} = \dot{X}_{t_{n}}^{i,\alpha} + b(\dot{X}_{t_{n}}^{i,\alpha}, \tilde{m}_{t_{n}}^{N,\alpha}, \alpha_{\theta}(t, \dot{X}_{t_{n}}^{i,\alpha})) \Delta t + \sigma \Delta \tilde{W}_{n}^{i}, \quad n = 0, \ldots, N_T - 1,
\]

and the initial positions \((\tilde{X}_{0}^{i,\alpha})_{i=1,\ldots,N}\) are i.i.d. with distribution given by the density \(m_{0}\), where

\[
\tilde{m}_{t_{n}}^{N,\alpha} = \frac{1}{N} \sum_{j=1}^{N} \delta_{\dot{X}_{t_{n}}^{j,\alpha}},
\]

and the \((\Delta \tilde{W}_{n}^{i})_{i=1,\ldots,N, n=0,\ldots,N_T-1}\) are i.i.d. random variables with Gaussian distribution \(N(0, \Delta t)\).

Under suitable assumptions on the problem and the neural network architecture, the difference between \(\inf_{\theta} J_{N,\Delta t}(\theta)\) and \(\inf_{\alpha} J_{MFC}(\alpha)\) goes to 0 as \(N, N_T\) and the number of parameters in the neural network go to infinity. See \([55]\) for more details.

Optimization procedure. Note that the cost function \((7.3)\) is in general non-convex due to the complicated way in which \(\theta\) is involved in the cost (particularly since we consider neural networks). Moreover, \(\theta\) is typically in (finite but) high dimension. In order to compute an (approximate) optimizer \(\theta^{*}\), it is possible to run a stochastic gradient descent (SGD) by exploiting the fact that the cost \((7.3)\) is written as an expectation. The randomness in this problem comes from the initial positions \(\tilde{X}_{0}^{i,\alpha}\) and the noise increments \((\Delta \tilde{W}_{n}^{i})_{n=0,\ldots,N_T} = (\Delta \tilde{W}_{n}^{i})_{i,n}\).

Hence \(S = (\tilde{X}_{0}, (\Delta \tilde{W}_{n})_{n})\) is going to play the role of a random sample in SGD. Given a realization of \(S\) and a choice of parameter \(\theta\), we can construct the trajectory \((\tilde{X}_{t_{n}}^{i,\alpha}, S)_{i=1,\ldots,N, n=0,\ldots,N_T}\) by following \((7.4)\) and we can compute the induced cost:

\[
J_{N,\Delta t}(\theta) = \frac{1}{N} \sum_{i=1}^{N} \sum_{n=0}^{N_T-1} \left[ f(\tilde{X}_{t_{n}}^{i,\alpha}, S, \tilde{m}_{t_{n}}^{N,\alpha}, \alpha_{\theta}(t_{n}, \dot{X}_{t_{n}}^{i,\alpha})), \Delta t + g(\tilde{X}_{t_{n}}^{i,\alpha}, S, \tilde{m}_{t_{n}}^{N,\alpha}, S) \right].
\]

The SGD procedure in this context is summarized in Algorithm 6. We refer, e.g., \([32]\) for more details on SGD. The most costly step is the computation of the gradient \(\nabla_{\theta} J_{N,\Delta t}(\theta^{(k)})\) with respect to \(\theta\). However, modern programming libraries (such as TensorFlow or PyTorch) allow us to perform this computation automatically using backpropagation, and to adjust the learning rate in an efficient way. The present method is thus very straightforward to implement: contrary to the methods presented in the previous sections, there is no need to derive by hand any PDE, any FBSDE, or any gradient, and one works directly with the definition of the MFC.

Besides this aspect, the main reasons behind the success of this method are the expressive power of neural networks (meaning that complex functions can be well approximated with relatively few parameters) and the fact that there is a priori
no limitation on the number of iterations $K$ (because the samples $S$ come from Monte-Carlo simulation and not from a finite set of data).

**Algorithm 6: SGD for MFC**

**Data:** An initial parameter $\theta_0 \in \Theta$; a number of steps $K$; a sequence $(\beta(k))_{k=0,\ldots,K-1}$ of learning rates.

**Result:** A parameter $\theta$ such that $\alpha_\theta$ approximately minimizes $J_{MFC}$

1. begin
2. for $k = 0, 1, 2, \ldots, K - 1$ do
3. Pick $S = (X_0, (\Delta W_n)_n)$
4. Compute the gradient $\nabla_{\theta} J_N(\Delta t) S(\theta(k))$, see (7.5)
5. Set $\theta(k+1) = \theta(k) - \beta(k) \nabla_{\theta} J_N(\Delta t) S(\theta(k))$
6. return $\theta(K)$

**Numerical illustration: LQ MFC.** We revisit the linear-quadratic mean field control problem, see §2.6. We consider an example in dimension $d = 10$. For simplicity, we take a setting where the solution is the same in every dimension. More precisely, we take:

$$A = 0, \bar{A} = 0, \quad B = Q = \bar{Q} = S = C = Q_T = \bar{Q}_T = S_T = \text{Id}, \quad \sigma = 0.1.$$ 

The initial distribution is $\mathcal{N}(x_0, \sigma_0)$ with $x_0 = 2$ and $\sigma_0 = 0.2$. In the implementation, we used a feedforward fully connected neural network, as introduced in (7.1), with sigmoid activation function. Figure 19 shows, as a function of $k$, the $L^2$ error between the control $\alpha_{\theta(k)}$ learnt by the neural network and the true optimal control $\alpha^*$. We see that the error decreases when the number of time steps or the number of particles increase. Although the optimal control is simply a linear function of the state at each time $t$, the neural network does not know this information a priori and nevertheless manages to approximate the optimal solution.

![Figure 19. LQ MFC with neural network approximation: total cost (left) and $L^2$ error on the optimal control (right) in dimension $d = 10$ with $N_T$ time steps and $N$ particles as shown in the figures.](image_url)

**Extensions.** This technique has already been used for a while for standard stochastic optimal control problems, see e.g., [102] [74] [85]. Its flexibility has lead to various applications such as, in the context of MFC, to problems with delay [70] or (biological) neural networks [15]. Although it is very well-suited to MFC, this method is not immediately applicable to MFG which do not have a variational structure. However, it is possible to extend this technique to solve
forward-backward stochastic differential equations (FBSDEs) of McKean-Vlasov type by rewriting the FBSDE as a mean-field optimal control of two forward SDEs with a terminal penalty, see e.g. [55] for more details and numerical results. This line of research extends to the mean-field framework techniques that have been investigated for (non-MKV) FBSDE by E, Han and Jentzen in [66].

7.2. Solving the finite state master equation. All the methods presented so far to solve time-dependent MFC or MFG assume that the initial distribution is fixed. The solution is thus computed to obtain a flow of distribution which starts from this prescribed initial condition. However, in some applications, one does not know for sure the initial distribution. A possible strategy is to repeatedly use one of the methods presented earlier for various initial distributions. However, the computational cost would be prohibitive. It is thus interesting to be able solve the problem for any initial condition at once. This provides a motivation for solving the master equation, which is an equation posed on the space of probability distributions, whose system of characteristics is the forward-backward PDE system introduced in § 3.1. Furthermore, the master equation is also useful to prove convergence of \( N \)-player games to MFG [42] or to obtain large deviation principles [64].

Master equation for finite state MFG. We focus here on a setting in which the state space is finite. Following the discussion in [52, Section 7.2], let \( \mathcal{E} = \{ e_1, \ldots, e_d \} \) be a finite set, and let \( \mathcal{A} \subseteq \mathbb{R}^k \) be a Borel set, corresponding respectively to the state space and the action space. We will view \( \mathcal{E} \) as a subset of \( \mathbb{R}^d \) by identifying its elements with the canonical basis, and we will identify \( \mathcal{P}(\mathcal{E}) \) with the simplex \( \{ m \in \mathbb{R}^d \mid \sum_{i=1}^d m_i = 1 \} \). Let \( f : \mathcal{E} \times \mathcal{P}(\mathcal{E}) \times \mathcal{A} \to \mathbb{R} \) and \( g : \mathcal{E} \times \mathcal{P}(\mathcal{E}) \to \mathbb{R} \) be respectively a running cost and a terminal cost functions. Let \( \lambda : \mathcal{E} \times \mathcal{P}(\mathcal{E}) \times \mathcal{A} \to \mathbb{R} \) be a jump rate function. To alleviate the notation, for every \( m \in \mathcal{P}(\mathcal{E}) \) we write \( m(x) \) instead of \( m(\{ x \}) \). We will write \( \mathbb{R}^\mathcal{E} \) for the set of functions from \( \mathcal{E} \) to \( \mathbb{R} \).

We then consider the following MFG equilibrium problem: Find a flow of probability densities \( \hat{m} : [0, T] \times \mathcal{E} \to \mathbb{R} \) and a feedback control \( \hat{\alpha} : [0, T] \times \mathcal{E} \to \mathcal{A} \) satisfying the following two conditions:

1. \( \hat{\alpha} \) minimizes
\[
J_{\hat{m}}^{\text{MFG}} : \alpha \mapsto \mathbb{E} \left[ \int_0^T f(X_t^{\hat{m}, \alpha}, \hat{m}(t, \cdot), \alpha(t, X_t^{\hat{m}, \alpha})) dt + g(X_T^{\hat{m}, \alpha}, \hat{m}(T, \cdot)) \right]
\]
under the constraint that the process \( X^{\hat{m}, \alpha} = (X_t^{\hat{m}, \alpha})_{t \geq 0} \) is a nonhomogeneous \( \mathcal{E} \)-valued Markov chain with transition probabilities determined by the \( Q \)-matrix of rates \( q^{\hat{m}, \alpha} : [0, T] \times \mathcal{E} \times \mathcal{E} \to \mathbb{R} \) given by:
\[
q^{\hat{m}, \alpha}(t, x, x') = \lambda(x, x', \hat{m}(t, \cdot), \alpha(t, \cdot)), \quad (t, x, x') \in [0, T] \times \mathcal{E} \times \mathcal{E},
\]
and \( X_0^{\hat{m}, \alpha} \) has distribution with density \( m_0 \);

2. For all \( t \in [0, T] \), \( \hat{m}(t, \cdot) \) is the law of \( X_t^{\hat{m}, \hat{\alpha}} \).

To formulate an optimality condition, we introduce the Lagrangian \( L : \mathcal{E} \times \mathcal{P}(\mathcal{E}) \times \mathbb{R}^\mathcal{E} \times \mathcal{A} \to \mathbb{R} \) defined by:
\[
L(x, m, h, \alpha) = \sum_{x' \in \mathcal{E}} \lambda(x, x', m, \alpha) h(x') + f(x, m, \alpha),
\]
and the Hamiltonian:

$$H(x, m, h) = \sup_{\alpha \in \mathcal{A}} -L(x, m, h, \alpha).$$

Assuming there is a unique maximizer for every \((x, m, h) \in \mathcal{E} \times \mathcal{P}(\mathcal{E}) \times \mathbb{R}^\mathcal{E}\), we denote:

$$\alpha^*(x, m, h) = \arg \max_{\alpha \in \mathcal{A}} -L(x, m, h, \alpha).$$  \hfill (7.7)

It will also be useful to introduce the function \(q^* : \mathcal{E} \times \mathcal{P}(\mathcal{E}) \times \mathbb{R}^\mathcal{E} \to \mathbb{R}\) defined by

$$q^*(x, x', m, h) = \lambda(x, x', m, \alpha^*(x, m, h)).$$

In the spirit of the forward-backward PDE system, the solution of a finite state MFG can be characterized through a system of ODEs: a forward ODE for the distribution \(m : [0, T] \times \mathcal{E} \to \mathbb{R}\) and a backward ODE for the value function \(u : [0, T] \times \mathcal{E} \to \mathbb{R}\) of an infinitesimal player. To wit, under suitable conditions (see e.g. [52 section 7.2]), there is a unique MFG equilibrium \((\hat{m}, \hat{u})\) and it is given by:

$$\hat{\alpha}(t, x) = \alpha^*(x, m(t, \cdot), u(t, \cdot)), \quad \text{where } \alpha^* \text{ is defined by (7.7)} \quad \text{and } (u, m) \text{ solves the forward-backward system:}$$

$$\begin{align*}
&0 = -\partial_t u(t, x) + H(x, u(t, x), m(t, x)), \quad (t, x) \in [0, T] \times \mathcal{E}, \\
&0 = \partial_t m(t, x) - \sum_{x' \in \mathcal{E}} m(t, x')q^*(x', x, m(t, x), u(t, x)), \quad (t, x) \in (0, T] \times \mathcal{E}, \\
&u(T, x) = g(x, m(T, x)), \quad m(0, x) = m_0(x), \quad x \in \mathcal{E}.
\end{align*}$$

(7.8a)

(7.8b)

(7.8c)

Since \(\mathcal{E}\) is finite, \(m(t, \cdot)\) and \(u(t, \cdot)\) can be identified with vectors and each equation can be viewed as an ODE. This forward-backward system can be tackled using techniques similar to the ones described in the previous sections for the PDE system arising in the continuous state space case. For instance, one can first discretize time with a semi-implicit scheme and then use fixed point iterations, alternating between the HJB and the FP equation, or use Newton iterations; see §4.

Due to the coupling between the two equations, the value function \(u\) depends implicitly on the distribution \(m\). The solution to the master equation allows us to make this dependence explicit. In the present setting, this equation takes the following form (see e.g. [52 section 7.2] for more details):

$$-\partial_t \mathcal{U}(t, x, m) + H(x, m, \mathcal{U}(t, \cdot, m)) - \sum_{x' \in \mathcal{E}} h^*(m, \mathcal{U}(t, \cdot, m))(x') \frac{\partial \mathcal{U}(t, x, m)}{\partial m(x')} = 0,$$

for \((t, x, m) \in [0, T] \times \mathcal{E} \times \mathcal{P}(\mathcal{E})\), with the terminal condition \(\mathcal{U}(T, x, m) = g(x, m)\), for \((x, m) \in \mathcal{E} \times \mathcal{P}(\mathcal{E})\). Here, \(h^* : [0, T] \times \mathcal{P}(\mathcal{E}) \times \mathbb{R}^\mathcal{E} \times \mathcal{E} \to \mathbb{R}\) is defined as:

$$h^*(m, u)(x') = \sum_{x' \in \mathcal{E}} \lambda(x, x', m, \alpha^*(x, m, u))m(x).$$

The notation \(\frac{\partial \mathcal{U}(t, x, m)}{\partial m(x')}\) represents the (classical) partial derivative of \(\mathbb{R}^d \ni m \mapsto \mathcal{U}(t, x, m)\) with respect to the coordinate corresponding to \(x'\) when \(m\) is viewed as a vector of dimension \(d\). The link between the master equation and the forward-backward system is the following. For every initial distribution \(m_0 \in \mathcal{P}(\mathcal{E})\),

$$\mathcal{U}(t, x, m_0(\cdot, \cdot)) = u^{m_0}(t, x), \quad (t, x) \in [0, T] \times \mathcal{E},$$

(7.10)
where \((u^{m_0}, m^{m_0})\) is the solution to (7.8) starting with \(m(0, \cdot) = m_0\). In words, the solution to the forward-backward system plays the role of characteristics for the master equation, and \(U \) explicitly captures the (implicit) dependence of the infinitesimal player’s value function \(u \) on the population’s distribution \(m \).

**Principle of the Deep Galerkin method.** Note that the master equation (7.9) is posed on the space \([0, T] \times E \times \mathcal{P}(E) \subset [0, T] \times E \times \mathbb{R}^d\), which is high dimensional as soon as the number of states, \(d\), is large. Solving high-dimensional PDEs using for instance finite difference schemes is in general computationally expensive due to the fact that the number of grid points increases exponentially with the dimension. Recently, several methods based on machine learning tools have been developed for this purpose. Here, we propose to use the Deep Galerkin Method (DGM) introduced in [109] to solve the master equation (7.9). The main idea is to first replace the unknown function, namely \(U \) in our case, by a neural network, say \(U_{\theta}\), with parameters \(\theta\), and then to optimize over \(\theta\) in order to minimize the residual of the PDE (7.9). This optimization is achieved by using SGD in the following way: at each iteration, a point in the domain is picked according to a chosen distribution, then the gradient of the PDE residual with respect to the neural network parameters is computed and a gradient step is performed. The procedure is summarized in Algorithm 7. Here, we fix a neural network architecture and denote by \(\Theta\) the set of possible parameters for neural networks with this architecture. For the PDE residual we use the notation: for \(\theta \in \Theta\) and \(S = (t, x, m) \in [0, T] \times E \times \mathcal{P}(E)\),

\[
(7.11) \quad \text{Res}_S(\theta) = \left| \frac{\partial U_0(S)}{\partial t} - H(x, m, U_0(S)) + \sum_{x' \in E} h^*(m, U_0(S))(x') \frac{\partial U_0(S)}{\partial m(x')} \right|^2.
\]

In the implementation, the neural network \(U_0\) is a function of \(S\) for which partial derivatives can be computed using automatic differentiation. The computation of the residual can thus be implemented without approximating the derivatives. Then, the gradient \(\nabla_\theta \text{Res}_S(\theta)\) of the residual with respect to \(\theta\) can be computed using backpropagation. The DGM amounts to try to minimize the loss function:

\[
L(\theta) = \mathbb{E}_{S \sim \nu} \left[ \text{Res}_S(\theta) \right].
\]

**Algorithm 7:** DGM for the master equation

**Data:** An initial parameter \(\theta_0 \in \Theta\); a number of steps \(K\); a sequence \((\beta(k))_{k=0, \ldots, K-1}\) of learning rates; a probability distribution \(\nu\) on \([0, T] \times E \times \mathcal{P}(E)\).

**Result:** A parameter \(\theta\) such that \(U_\theta\) approximately solves (7.9)

1 begin
2 for \(k = 0, 1, 2, \ldots, K - 1\) do
3 \quad Pick \(S = (t, x, m) \sim \nu\)
4 \quad Compute the gradient \(\nabla_\theta \text{Res}_S(\theta(k))\) (see (7.11))
5 \quad Set \(\theta(k+1) = \theta(k) - \beta(k) \nabla_\theta \text{Res}_S(\theta(k))\)
6 return \(\theta(k)\)

**Example 1:** A Cybersecurity model. We consider a model introduced in [88] and revisited in [52] Section 7.2.3. In this model, each player owns a computer which can be either defended (D) or undefended (U), and either infected (I) or susceptible (S) of infection. Hence the set \(E\) has four elements corresponding to the four possible combinations: \(E = \{DI, DS, UI, US\}\). The action set is \(A = \{\text{defend}, \text{do nothing}, \text{infected}, \text{susceptible}\}\).
\{0, 1\}, where 0 is interpreted as the fact that the player is satisfied with the current level of protection (D or U) of its computer, whereas 1 means that she wants to change this level of protection (i.e., she wants to go from D to U or vice versa). In the latter case, the update occurs at a (fixed) rate \( \rho > 0 \). At each of the four states, all the computers are indistinguishable. When infected, each computer may recover at rate \( q^{D}_{rec} \) or \( q^{U}_{rec} \) depending on whether it is defended or not. On the other hand, a computer may be infected directly by a hacker, at rate \( v_{H} q^{D}_{inf} \) (resp. \( v_{H} q^{U}_{inf} \)) if it is defended (resp. undefended), or it may be infected by undefended infected computers, at rate \( \beta_{UU}(\{U\}) \) (resp. \( \beta_{UD}(\{U\}) \)) if it is undefended (resp. defended), or by defended infected computers, at rate \( \beta_{DD}(\{D\}) \) (resp. \( \beta_{DU}(\{D\}) \)) if it is undefended (resp. defended). In short, the matrix of transition rates is given by: for \( m \in \mathcal{P}(\mathcal{E}), a \in \mathcal{A} \),

\[
\lambda(\cdot, \cdot, m, a) = (\lambda(x, x', m, a))_{x, x' \in \mathcal{E}} = \begin{pmatrix}
\ldots & P^{m,a}_{DS \rightarrow DI} & \rho a & 0 \\
q^{D}_{rec} & \ldots & 0 & \rho a \\
\rho a & 0 & \ldots & P^{m,a}_{US \rightarrow UI} \\
0 & \rho a & q^{U}_{rec} & \ldots
\end{pmatrix}
\]

where

\[
P^{m,a}_{DS \rightarrow DI} = v_{H} q^{D}_{inf} + \beta_{DD} m(\{D\}) + \beta_{UD} m(\{U\}),
\]

\[
P^{m,a}_{US \rightarrow UI} = v_{H} q^{U}_{inf} + \beta_{UU} m(\{U\}) + \beta_{DU} m(\{D\}),
\]

and all the instances of \( \ldots \) should be replaced by the negative of the sum of the entries of the row in which \( \ldots \) appears on the diagonal. At each time, the player pays a protection cost \( k_{D} > 0 \) if its computer is defended, and a penalty \( k_{I} > 0 \) if it is infected. There is no terminal cost and, given a mean-field flow \( m \) and a control \( \alpha \), the instantaneous cost at time \( t \) is hence

\[
f(X^{m,\alpha}_{t}(m(t, \cdot), \alpha(t, X^{m,\alpha}_{t}))) = -\left[k_{D}1_{\{DI,DS\}}(X^{m,\alpha}_{t}) + k_{I}1_{\{DI,UI\}}(X^{m,\alpha}_{t})\right].
\]

Note that in this example, the cost is independent of the population’s distribution and the mean-field interactions are only in the dynamics.

We apply the DGM method described above to the master equation (7.9) in this cyber-security example. We obtain a neural network \( \mathcal{U}_{0} \) which is an approximation of \( \mathcal{U} \). For the sake of comparison, we (separately) solve the forward-backward system (7.8) for various initial distributions \( m_{0} \) and obtain solutions \( (u^{m_{0}}, m^{m_{0}}) \). We then compare \( \mathcal{U}_{0}(t, x, m^{m_{0}}(t, \cdot)) \) and \( u^{m_{0}}(t, x) \) which gives two curves for each \( x \in \mathcal{E} \). According to the relation (7.10), we know that these two curves should coincide, and this is verified in our numerical experiments, see Figures 21-22 where we consider three test cases corresponding to three different initial conditions. Here we used the following values for the parameters:

\[
\begin{aligned}
\beta_{UU} &= 0.3, \beta_{UD} = 0.4, \beta_{DU} = 0.3, \beta_{DD} = 0.4, \\
v_{H} &= 0.2, \lambda = 0.5, \\
q^{D}_{rec} &= 0.1, q^{U}_{rec} = 0.65, q^{D}_{inf} = 0.4, q^{U}_{inf} = 0.3, \\
k_{D} &= 0.3, k_{I} = 0.5.
\end{aligned}
\]

In the implementation, we used a feedforward fully connected neural network, as introduced in (7.1), with sigmoid activation function. For problems in higher dimension, other architectures are sometimes more suitable.
Figure 20. MFG Cyber-security example, test case 1: Evolution of the distribution $m_{m_0}$ (left) and the value function $u_{m_0}$ and $U(\cdot, \cdot; m_{m_0}(\cdot))$ (right) for $m_0 = (1/4, 1/4, 1/4, 1/4)$.

Figure 21. MFG Cyber-security example, test case 2: Evolution of the distribution $m_{m_0}$ (left) and the value function $u_{m_0}$ and $U(\cdot, \cdot; m_{m_0}(\cdot))$ (right) for $m_0 = (1, 0, 0, 0)$.

Figure 22. MFG Cyber-security example, test case 3: Evolution of the distribution $m_{m_0}$ (left) and the value function $u_{m_0}$ and $U(\cdot, \cdot; m_{m_0}(\cdot))$ (right) for $m_0 = (0, 0, 0, 1)$.

Example 2: An Example without uniqueness. In the above example, the solution to the master equation is very smooth. We now turn our attention to an example proposed by Cecchin et al. in [59] for which the master equation has
multiple solutions but there is only one satisfying an entropy condition. Numerical results show that the neural network manages to approximate this latter solution despite its lack of smoothness.

The state space is $\mathcal{E} = \{-1, 1\}$. Since there are only two states, every element of $\mathcal{P}(\mathcal{E})$ can be characterized by its mean $\bar{m} = m(1) - m(-1)$. The transition rate is the control. In other words, at each time $t$, given its state $X_t$, an infinitesimal player can choose the rate $\alpha(t, X_t) \in [0, +\infty)$ at which she wants to flip her state. The running and terminal costs are given by:

$$f(x, m, a) = \frac{a^2}{2}, \quad g(x, m) = -x\bar{m}.$$  

The master equation takes the following form: For $(t, x, \bar{m}) \in [0, T] \times \{-1, 1\} \times [-1, 1],$

$$-\partial_t U(t, x, \bar{m}) + \frac{1}{2} \left( \Delta^2 U(t, x, \bar{m}) \right)^2 - \sum_{y \in \{-1, 1\}} \frac{1 + y\bar{m}}{2} D^m U(t, x, m, y) (\Delta^2 U(t, y, \bar{m})) = 0,$$

with the terminal condition $U(T, x, \bar{m}) = -x\bar{m}$, for $(x, \bar{m}) \in \{-1, 1\} \times [-1, 1]$. Here $\Delta^2$ denotes the first difference, defined as:

$$\Delta^2 U(t, x, \bar{m}) = U(t, -x, \bar{m}) - U(t, x, \bar{m}),$$

and the derivative with respect to $\bar{m}$ is given by:

$$D^m U(t, x, \bar{m}, 1) = 2\partial_{\bar{m}} U(t, x, \bar{m}) = -D^m U(t, x, \bar{m}, -1),$$

where $\partial_{\bar{m}}$ denotes a partial derivative with respect to the real variable $\bar{m}$ in the usual sense.

Introducing the new variable:

$$(7.12) \quad \mathcal{Z}(t, \bar{m}) = U(T - t, -1, \bar{m}) - U(T - t, 1, \bar{m}), \quad (t, \bar{m}) \in [0, T] \times [-1, 1],$$

we can check that $\mathcal{Z}$ solves:

$$\begin{cases}
\partial_t \mathcal{Z}(t, \bar{m}) + \partial_{\bar{m}} g(\bar{m}, \mathcal{Z}(t, \bar{m})) = 0, & (t, \bar{m}) \in [-1, 1], \\
\mathcal{Z}(0, \bar{m}) = f(\bar{m}), & \bar{m} \in [-1, 1],
\end{cases}$$

where

$$f(\bar{m}) = 2\bar{m}, \quad g(\bar{m}, z) = \bar{m} \frac{z}{2} - \frac{z^2}{2}, \quad (\bar{m}, z) \in [-1, 1] \times \mathbb{R}.$$  

This equation is a scalar conservation law admitting three solutions, among which only one is an entropy solution (see [59, Proposition 3]), which is given by:

$$(7.13) \quad \mathcal{Z}(t, \bar{m}) = \frac{2M(t, \bar{m})}{t|M(t, \bar{m})| + 1},$$

where $M(t, 0) = 0$ and, if $\bar{m} \neq 0$, $M(t, \bar{m})$ denotes the unique solution to:

$$t^2 M^3 + t(2 - t)M|M| + (1 - 2t)M - \bar{m} = 0,$$

with the same sign as $\bar{m}$.

Figure 23 shows the true $\mathcal{Z}$ given by (7.13) and the one obtained by the change of variable (7.12) after the neural network has been trained to approximate $U$. We see that the true $\mathcal{Z}$ exhibits a discontinuity at $\bar{m}$ after time $t = 0.5$, whereas the neural network is continuous because we used the sigmoid function as an activation function.
function. However, Figure 24 shows that the $L^2$ error decays with the number of SGD iterations, and after a large enough number of iterations, the neural network manages to approximate the discontinuity as shown for the terminal time $T = 1$.

![Figure 23](image)

**Figure 23.** Example with non-uniqueness: $Z$ from analytical formula (7.13) (left) and from Deep Galerkin Method applied to compute $U$, from which $Z$ is deduced by (7.12) (right).

![Figure 24](image)

**Figure 24.** Example with non-uniqueness: error versus number of SGD iterations (left), and $Z(T, \cdot)$ (right), where the true solution is in blue, and the solution learnt by the neural network is in green, yellow and red for 1500, 4500 and $5 \times 10^5$ iterations respectively.

To conclude this section, let us mention that the DGM method can also be used to tackle the system of HJB-KFP PDEs characterizing the MFG or MFC solutions; see [16, 56] for more details.
8. A Glance at model-free methods

All the previous methods rely, in one way or another, on the fact that the cost functions $f$ and $g$ as well as the drift $b$ and the volatility $\sigma$ are known. However, in many applications, coming up with a realistic and accurate model is a daunting task. It is sometimes impossible to guess the form of the dynamics, or the way the costs are incurred. This provides a motivation to study so-called model-free methods. The theory of reinforcement learning (RL) has formalized this framework and numerous algorithms have been developed. Intuitively, an agent evolving in an environment can take actions and observe the consequences of her actions: the state of the environment (or her own state) changes, and a cost is incurred to the agent. The agent does not know how the new state and the cost are computed. The goal for the agent is then to learn an optimal behavior (i.e., which minimizes the sum of future costs) by trial and error. The problem is even more complex if multiple agents try to learn simultaneously and their actions influence each other’s costs.

We briefly describe some recent progress on the connection between reinforcement learning and mean field problems. We start with MFC, which, as a control problem, can be recast as a RL problem. We then consider MFG, which requires learning a Nash equilibrium.

8.1. Reinforcement learning for mean field control. As discussed in Section 5, MFC problems can be viewed as optimal control problems driven by the evolution of a probability distribution. This corresponds to the viewpoint of a central planner trying to find the optimal control that the agents should use in order to minimize the social cost. To fit more easily in the framework of reinforcement learning, we revisit the setting with finite state and action spaces considered in §7.2. Instead of the finite horizon setting, we consider here the infinite horizon discounted case. We modify the class of controls and instead of considering functions of $t$ (time) and $x$ (individual state), we consider here functions of $m$ (population distribution) and $x$ (individual state). Intuitively, the reason behind this choice is that in many cases, the optimal control depends on time only through the population’s distribution.

The MFC counterpart to the MFG is to find a feedback control $\alpha^* : \mathcal{P}(\mathcal{E}) \times \mathcal{E} \to A$ minimizing:

$$J_{MFC}(\alpha) = \mathbb{E} \left[ \int_0^{+\infty} e^{-\beta t} f(X_\alpha^t, m^\alpha(t, \cdot), \alpha(m^\alpha(t, \cdot), X^\alpha_\alpha)) dt \right]$$

under the constraint that the process $X^\alpha = (X^\alpha_t)_{t \geq 0}$ is a nonhomogeneous $\mathcal{E}$-valued Markov chain with transition probabilities determined by the $Q$-matrix of rates $q^{m^\alpha, \alpha} : [0, T] \times \mathcal{E} \times \mathcal{E} \to \mathbb{R}$ given by (7.6) and $m^\alpha$ is the flow of distributions corresponding to $X^\alpha$.

Notice that the cost can be rewritten as:

$$J_{MFC}(\alpha) = \int_0^{+\infty} e^{-\beta t} \sum_{x \in \mathcal{E}} f(x, m^\alpha(t, \cdot), \alpha(m^\alpha(t, \cdot), x))m^\alpha(t, x) dt,$$

subject to the constraint that $m^\alpha$ solves an evolution equation analogous to (7.8b) but controlled by $\alpha$:

$$\partial_t m^\alpha(t, x) = \sum_{x' \in \mathcal{E}} m^\alpha(t, x') \lambda(x', x, m^\alpha(t, \cdot), \alpha(m^\alpha(t, \cdot), x')), \quad (t, x) \in [0, T] \times \mathcal{E}.$$
Discretizing time with a grid \( \{ t_n = n \Delta t, n = 0, 1, 2, \ldots \} \) with \( \Delta t > 0 \), the cost is approximately equal to:

\[
J^{MFC, \Delta t}(\alpha) = \sum_{n=0}^{\infty} e^{-\beta t_n} \sum_{x \in E} f(x, m_n^\alpha, \alpha(m_n^\alpha, x)) m_n^\alpha(x) \Delta t \\
= \sum_{n=0}^{\infty} \gamma^n \tilde{f}(m_n^\alpha, \alpha(m_n^\alpha, \cdot)),
\]

subject to:

\[
m_{n+1}^\alpha = (m_n^\alpha)\top (I + P^\alpha(m_n^\alpha, \cdot) \Delta t) =: \Phi(m_n^\alpha, \alpha(m_n^\alpha, \cdot)), \quad n = 0, 1, 2, \ldots
\]

with a given initial condition \( m_0^\alpha \), where \( \gamma = e^{-\beta \Delta t} \), \( \tilde{f} : \mathcal{P}(E) \times A \to \mathbb{R} \) is defined by:

\[
\tilde{f}(m, \alpha) = \sum_{x \in E} f(x, m, \alpha(x)) m(x) \Delta t, \quad (m, \alpha) \in \mathcal{P}(E) \times A^E,
\]

and

\[
P^{\alpha, m}(x', x, m, \alpha' \mid x) = \lambda(x', x, m, \alpha(x')), \quad (x', x, m, \alpha) \in E \times E \times \mathcal{P}(E) \times A^E.
\]

The problem thus fits in the framework of Markov decision processes (MDP for short) by considering the distribution \( m^\alpha \) as the state (which is consistent with the point of view of the central planner). Instead of considering the dynamics of \( X^\alpha \) evolving in \( E \), the MDP is for the “lifted” problem driven by the dynamics of \( m^\alpha \) evolving in \( \mathcal{P}(E) \). The value function \( V \) associated to this optimal control problem represents the optimal (infinite horizon discounted) cost-to-go starting from a given state. Here, a state is a population distribution and hence the value function is a function of \( m \in \mathcal{P}(E) \):

\[
V(m) = \inf_{\alpha : \mathcal{P}(E) \times E \to A} \sum_{n=0}^{\infty} \gamma^n \tilde{f}(m_n^\alpha, \alpha(m_n^\alpha, \cdot)), \quad \text{with} \ m_0^\alpha = m.
\]

However, even if we manage to compute \( V \), it is not clear how to recover the optimal control if the cost function and the dynamics are not known. From this perspective, a more useful function is the so-called \( Q \)-function. It is a function of a state and an action, and it represents the optimal cost-to-go given that we start with the prescribed state-action pair (and then we behave optimally). In our context, it takes the following form:

\[
Q(m, \alpha) = \tilde{f}(m, \alpha) + \gamma \inf_{\alpha : \mathcal{P}(E) \times E \to A} \sum_{n=0}^{\infty} \gamma^n \tilde{f}(m_n^\alpha, \alpha(m_n^\alpha, \cdot)), \quad (m, \alpha) \in \mathcal{P}(E) \times A^E,
\]

where \( m_0^\alpha = \Phi(m, \alpha) \) is the distribution obtained by starting from \( m \) and moving forward by one time step using action \( \alpha \), and for \( n \geq 0 \), \( m_{n+1}^\alpha = \Phi(m_n^\alpha, \alpha(m_n^\alpha, \cdot)) \).

We have

(8.1) \[
V(m) = \inf_{\alpha \in A^E} Q(m, \alpha), \quad m \in \mathcal{P}(E),
\]

and the optimal control is readily recovered from \( Q \) as:

(8.2) \[
\alpha^*(m, \cdot) = \arg \inf_{\hat{\alpha} \in A^E} Q(m, \hat{\alpha}).
\]
This is one of the main advantages of the state-action value function $Q$ over the (state only) value function $V$. Furthermore, it can be shown that $Q$ satisfies a dynamic programming equation (or Bellman equation):

$$Q(m, \alpha) = \tilde{f}(m, \alpha) + \gamma \inf_{\alpha' \in A^E} Q(\Phi(m, \alpha), \alpha'), \quad (m, \alpha) \in \mathcal{P}(E) \times A^E.$$ 

Thus, a straightforward strategy to compute $Q$ is to iteratively update an approximation by plugging in the right hand side above the previous estimate. This leads to the so-called (synchronous) $Q$-learning updates:

$$(8.3) \quad Q^{(k+1)}(m, \alpha) = \tilde{f}(m, \alpha) + \gamma \inf_{\alpha' \in A^E} Q^{(k)}(\Phi(m, \alpha), \alpha'), \quad (m, \alpha) \in \mathcal{P}(E) \times A^E.$$ 

Notice that in order to perform this kind of updates, all we need is to have access to the cost $\tilde{f}(m, \alpha)$ and to the next state $\Phi(m, \alpha)$, which can be provided by some environment whose inner functioning is not revealed to the learning agent. In other words, to perform the $Q$-learning updates, we do not need to know the functions $\tilde{f}$ and $\Phi$. In this sense, the algorithm is model-free.

To implement this method, we need a finite dimensional approximation of the $Q$ function. We do not discuss here function approximation techniques. For simplicity, we replace $\mathcal{P}(E)$ by a discrete version, denoted by $\mathcal{P}_E$, which contains a finite number of points of $\mathcal{P}(E)$. Since $A^E$ is also a finite set, the $Q$-function can be approximated by its values on $\mathcal{P}_E \times A^E$, i.e., by a matrix $\hat{Q} \in \mathbb{R}^{|\mathcal{P}_E| \times |A^E|}$. The update rule become:

$$(8.4) \quad \hat{Q}^{(k+1)}(\hat{m}, \hat{\alpha}) = \tilde{f}(\hat{m}, \hat{\alpha}) + \gamma \inf_{\hat{\alpha'} \in A^E} \hat{Q}^{(k)}(\Pi_{\mathcal{P}_E} \Phi(\hat{m}, \hat{\alpha}), \hat{\alpha'}), \quad (\hat{m}, \hat{\alpha}) \in \hat{\mathcal{P}}(E) \times A^E.$$ 

where $\Pi_{\mathcal{P}_E} : \mathcal{P}_E \to \hat{\mathcal{P}}_E$ denotes a projection on $\hat{\mathcal{P}}_E$ (note that $\Phi(\hat{m}, \hat{\alpha})$ is not necessarily an element of $\hat{\mathcal{P}}_E$).

Note that in the current setting, in fact it is enough to interact once with the environment and query $(\tilde{f}(\hat{m}, \hat{\alpha}), \Phi(\hat{m}, \hat{\alpha}))$ for every pair $(\hat{m}, \hat{\alpha}) \in \hat{\mathcal{P}}_E \times A^E$ in order to know everything we need about the cost and the dynamics to compute the $\hat{Q}$ function. However, this is no longer true when the dynamics is stochastic, e.g. due to the presence of common noise. Moreover, when the number of states $|\mathcal{P}_E|$ or the number of actions $|A^E|$ is large, updating $\hat{Q}$ for every pair $(\hat{m}, \hat{\alpha}) \in \hat{\mathcal{P}}_E \times A^E$ at each iteration is prohibitive. One can rely on asynchronous updates or function approximation to improve efficiency.

For the purpose of illustration, we present the behavior of the basic mean-field $Q$-learning method 8.4 on the cyber-security model presented in §7.2 but now from the point of view of a central planner controlling a large group of computers. Recall that $E = \{DI, DS, UI, US\}$ has four elements. We replace $\mathcal{P}(E)$ by:

$$\hat{\mathcal{P}}_E = \left\{(m_{DI}, m_{DS}, m_{UI}, m_{US}) \in \mathcal{G}_{N_m}^4 \mid m_{DI} + m_{DS} + m_{UI} + m_{US} = 1 \right\},$$

where $\mathcal{G}_{N_m}$ is a uniform grid over $[0, 1]$ with $N_m \geq 2$ points, which contains 0 and 1. After $K$ steps of $Q$-learning, we obtain an approximation $\hat{Q}^{(k)}$ of the $Q$-function, from which we can recover an approximation $\hat{\alpha}^k$ of the optimal control using 8.2, namely: $\hat{\alpha}^k(m, \cdot) = \arg\max_{\hat{\alpha}\in A^E} \hat{Q}^{(k)}(\Pi_{\mathcal{P}_E} m, \cdot)$. For three different initial conditions, we compare the flow of distributions induced by this control $\hat{\alpha}^k$ with the optimally controlled flow. In line with 8.1, we also compare the value function $V(m^{\alpha^*}(t))$ with $\max_{\alpha \in A^E} \hat{Q}^{(k)}(\Pi_{\mathcal{P}_E} m^{\alpha^*}(t), \cdot)$ along the optimal flow $(m^{\alpha^*}(t))_{t \in [0, T]}$. Figures 25–27 show the results for three initial conditions. We see
that the learnt $Q$-function approximately matches the $V$ value function. For these simulations, we used $N_m = 30, \gamma = 0.5$, and the following parameters:

\[
\begin{align*}
\beta_{UU} &= 0.3, \beta_{UD} = 0.4, \beta_{DU} = 0.3, \beta_{DD} = 0.4, \\
v_H &= 0.6, \lambda = 0.8, \\
q_{rec}^D &= 0.5, q_{rec}^U = 0.4, q_{inf}^D = 0.4, q_{inf}^U = 0.3, \\
k_D &= 0.3, k_I = 0.5.
\end{align*}
\]

As already mentioned, the update rule (8.4) is provided here simply for the purpose of explaining the basic idea of $Q$-learning in a mean-field setup. We refer to [72, 58, 80, 81, 99] for more details on mean-field MDPs and $Q$-learning for mean field control. Other methods have also been investigated, such as policy gradient, see [110], which can be proved to converge with a linear rate for linear-quadratic MFC problems, see [57].

**Figure 25.** MFC Cyber-security example, test case 1: $m_0 = (1/4, 1/4, 1/4, 1/4)$. Left: Evolution of the distribution $m_{optimal}$ optimally controlled ($m_{ODE}$) or controlled using the approximate $Q$-function ($m_Q$). Right: $V$ function ($V_{opt}$) and approximate $Q$-function ($V_Q$) along the optimal flow.

### 8.2. Reinforcement learning in mean field games.

Since MFGs are fixed-point problems which can not, in general, be written as optimization problems, Nash equilibria can not be immediately recast as MDPs. When the model is not known, it is not clear how to use optimality conditions such as PDE of FBSDE systems. Instead, coming back to the definition (1.1)–(1.2) suggests to iteratively update the distribution and, at each iteration, solve the optimal control problem faced by a typical player using reinforcement learning. This corresponds to the following scenario: an infinitesimal agent can observe a given population distribution and aims at learning her best response by trial and error (i.e., without knowing how her cost or her evolution, which depend on the mean-field term, are computed). This step can be recast as a (standard) MDP parameterized by the mean-field term. The key difference with MFC discussed above, is that the population’s distribution does not change while the infinitesimal player learns her optimal control. Then, the mean-field term is updated using this (approximate) best response, and so on. Once again, the update of the distribution can be for instance of Picard type or of fictitious play type. We refer respectively to [82] and [68, 103] for more
Figure 26. MFC Cyber-security example, test case 2: \( m_0 = (1, 0, 0, 0) \). Left: Evolution of the distribution \( m^{m_0} \) optimally controlled (\( m_{ODE} \)) or controlled using the approximate Q-function (\( m_Q \)). Right: \( V \) function (\( V_{opt} \)) and approximate Q-function (\( V_Q \)) along the optimal flow.

Figure 27. MFC Cyber-security example, test case 3: \( m_0 = (0, 0, 0, 1) \). Left: Evolution of the distribution \( m^{m_0} \) optimally controlled (\( m_{ODE} \)) or controlled using the approximate Q-function (\( m_Q \)). Right: \( V \) function (\( V_{opt} \)) and approximate Q-function (\( V_Q \)) along the optimal flow.

details on these methods; see also [110] for a different method based on a two-timescale approach. To conclude this section, let us mention that despite the crucial differences between MFG and MFC, reinforcement learning algorithms for these problems can be unified through the aforementioned two-timescale approach: in fact, solutions to MFG and MFC can be computed by learning simultaneously the value function and the distribution, with different learning rates; see [21] for more details. For the sake of brevity we refrain from developing here RL for MFGs.
9. Conclusion and perspectives

We have presented several aspects of numerical methods for mean field games and mean field control problems. Besides the approaches presented above, several other directions have been investigated, such as (to cite just a few):

- methods for forward-backward system of McKean-Vlasov SDEs: Chaudru de Raynal and Garcia Trillos have proposed in [62] a cubature method for FBSDE of MKV type when the system is decoupled; Chassagneux et al. have proposed in [61, 22] a recursive procedure, while other methods based on neural network approximation are studied in [70, 55, 73] by reformulating the FBSDE system as an optimal control of two forward SDEs where the cost function is a penalty for not matching the terminal condition;
- algorithms for ergodic MFGs: in [37, 35], Cacace et al. proposed an approach relying on a finite difference scheme and a least square formulation, which is then solved using Gauss-Newton iterations;
- gradient-type methods for MFC and variational MFG: see [89, 95, 104] for applications to crowd motion or systemic risk;
- computational methods aiming specifically at MFGs with a non-local dependence on the population distribution, for instance using Fourier expansion techniques [100];
- methods based on machine learning tools besides the ones discussed above: for instance methods based on neural networks for the PDE system of MFG have been investigated in [16, 56], where the value function and the distribution are replaced by two neural networks and the optimization follows the DGM strategy; the link between this idea and Generative Adversarial Networks (GANs) is investigated in [40]; on the other hand, [108] proposes a method based on neural network for MFC and variational MFG;
- learning or reinforcement learning methods besides the ones discussed above, such as policy gradient [110], sequential decomposition [98], actor-critic method [71], online mirror descent [83], value iteration [18] or policy iteration [36]; see also [111];
- purely probabilistic methods such as quantization or regression based methods for a class of MFC [24], or the approach based Markov chain approximation for MFG studied by Bayraktar et al. in [25].

For the sake of the presentation, the framework used in these notes is often much more restrictive and much simpler than what is covered in the literature. The interested reader is referred to the references cited throughout the text. However, some aspects such as general boundary conditions or general diffusion terms (which could depend on the control and be degenerate) remain challenging and will hopefully be addressed in future works. Besides the development of numerical methods per se, we believe that these tools will unlock many applications for instance in economics, robotics, biology or epidemiology.
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