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Abstract: In 1939, Pauline Davis reported the first study on event-related potentials (ERPs) performed on awake humans. ERPs are time-locked brain potentials that occur in response to cognitive, motor or perceptual events. The events used by Davis were sounds, and in the decades that followed her landmark study ERP research significantly contributed to the knowledge of auditory perception and neurophysiology we have today. ERPs are very well suited to study neural responses to sound stimuli, since the researcher can monitor the brain’s registration of sound edges and spectral changes in sound on a millisecond-by-millisecond basis. In this overview we will introduce basic concepts of auditory ERP research. The overview includes descriptions of typical ERP components, experimental paradigms, sound stimuli, research methodology, and ways to analyze data.
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1. AUDITORY ERPs

1.1. Introduction

Following work on rabbits and monkeys in the late 19th century, in 1924 Hans Berger succeeded in recording the first human electroencephalogram (EEG): a recording of electrical activity of the brain from the surface of the head. By placing electrodes over the scalp and amplifying the output voltage, he managed to plot voltage changes in the human brain during different states of consciousness, such as sleep, wakefulness, attentional engagement, and coma [1,2]. A year after Berger’s publication of his findings in 1938, Pauline Davis, in collaboration with her husband Hallowell, reported the first study on event-related potentials (ERPs) performed on awake humans in 1939 [3]. In the following decades, auditory ERP research not only added to the basic knowledge about sound processing in the healthy brain. It also greatly improved our understanding of the neurophysiological underpinnings of various clinical disorders. Nowadays, for example, auditory ERPs are being used to study the neurodevelopmental status of persons with language development problems [4], Alzheimer’s disease [5], and autism [6].

Below we will give an introduction to the measurement of ERPs in response to sound (“auditory ERPs”). ERP measurement is very well suited to study the brain’s response to sound stimuli. Most natural sounds in the world vary in spectral content over time and the brain’s registration of these changes can be monitored through ERP measurements on a millisecond-by-millisecond basis. Furthermore, auditory ERPs can be obtained in response to a wide variety of sounds, and experimental paradigms can be employed with either passive listening or active listening, i.e., combined with a behavioral response to the sound or a part of the sound. Finally, auditory ERPs can give valuable information about certain stages of auditory processing, either with or without attentional engagement of the listener to the event.

We will start this overview with a description of ERPs from a physiological viewpoint and some basic, general ERP terminology. We will describe a number of so-called ERP components and paradigms that have been identified.
and used over the years, and discuss what sensory and/or cognitive stages of sound processing they reflect. This is followed by a description of the basic ERP measurement environment, with focus on typical equipment and participant instructions. We will finish by mentioning typical analysis methods. Please bear in mind that this overview deals with only the most elementary issues of auditory ERP research. Where possible we will include suitable references and refer the reader to review papers on particular topics for more advanced information. We sincerely hope the review supplies enough basic ERP knowledge to raise the reader’s interest in doing research in the field.

1.2. Basic Neurophysiology and Terminology

ERPs recorded from the human scalp reflect the electrical activity, produced by sinks and sources, of populations of pyramidal cells. These cells form the grey matter of the surface of the cerebral hemispheres, i.e. the cerebral cortex. ERPs are extracted from the ongoing brain activity, as reflected in the EEG. A major issue for researchers in the early ERP-days was that the EEG is a raw mixture of ongoing brain activity that is generated by numerous neural sources. So, how did they extract the ERP from the mixture? The answer is that they did not — most of the early research is based on observations from single trials in which signal-to-noise ratios were favorable. In the 1950s, the study of ERPs became increasingly more systematic. Dawson [7], for example, started to extract a larger number of ERPs from the EEG; simply by increasing the number of event recordings he obtained an increased signal-to-noise ratio. The advent of the computer made ERP isolation even easier. The first study with computer-averaged ERPs was allegedly published in 1962 by Galambos and Sheatz [8]. Nowadays, ERP research is routinely performed with the aid of computers and multiple repetitions of the same event. Signal-to-noise ratios can be controlled far better than in the early days, thanks to vast technological improvements, but we still need to deal with all kinds of ‘noise,’ such as external noise and internal noise generated by the participant from whose scalp we are recording (see Sect. 2.3.3). Therefore, in every ERP experiment, repetition is the key. The necessary total amount of same-event repetitions varies with the experimental paradigm and the ERP component of interest, but the general rule is that more trials will result in cleaner averaged waveforms.

What does all this stimulus repetition and averaging lead to? Averaging the brain activity during fixed time-windows locked to the repetitive appearance of an event of interest should eventually result in a waveform that consists of a series of overlapping peaks and troughs. These peaks and troughs are the ERP components. In its most fluid definition, an ERP component is scalp-recorded activity generated by a specific neural or physiological process, which in turn produces a certain polarity, latency, and scalp distribution (for an excellent review see [9]). As for polarity, ERP components show voltage deflections (expressed in µV) that are either positive or negative. Animal studies have suggested that the polarity of ERPs is related to either excitation or inhibition of cells, yet with a complex neural generation process (see [10] for a review). Simply put, neuronal discharges/firing in thalamo-cortical cells generally result in negative ERP components, while cellular inhibition underlies positive potentials [11]. With some exceptions, ERP components are indicated with a letter that indicates their polarity — “P” for positive and “N” for negative. This letter is typically followed by a number that indicates the latency of occurrence. ERP components are time-locked to a stimulus or a task. A researcher could be, for example, interested in the onset of a sound or a frequency change within a sound. He/she could then time-lock the start of ERP extraction to that particular event. Typical ERP components in response to the start of a sound are the N100 and the P200. The N100 is a negative deflection with an average latency that can be identified in the ERP waveform at about 100 ms following event onset. The P200 is a positive deflection with an average latency of about 200 ms after event onset. We will discuss the N100-P200 complex and a few other components below in Sect. 1.3.

The scalp distribution of an ERP component refers to the locations over the scalp where the component most prominently occurs during the processing of an event. The brain can be roughly divided into the two hemispheres, each with frontal, temporal, parietal, and occipital areas that are covered by different EEG electrodes. Most ERP components, including those in response to sound, have a wide scalp distribution. For example, one of the most-studied functional ERP components, the so-called mismatch negativity (MNN; see Sect. 1.3) is negative in voltage and occurs over frontal and central scalp areas with reversal into positivity below the Sylvian fissure. Neural generators of the MMN in response to sound have been localized at the superior temporal gyrus near Herschl’s gyrus, an area considered to mediate basic feature processing in auditory cortex. Other neural generators of the MMN have been identified as well, reflecting the fact that what we observe at the scalp is actually a mixture of activity from many different brain areas. Of interest in general is the change in scalp distribution over time and the difference between scalp distributions in response to different stimuli or tasks. Even though we often cannot know the exact neural sources of ERP components, we can infer that differences in scalp distribution indicate different cortical processing activity.
Next to descriptions based on properties such as polarity, latency, and scalp distribution, ERP components are conventionally divided into exogenous and endogenous ERP components [12]. The exogenous components of the ERP trace are said to occur within the first 100 ms after event onset. Here the transmission of incoming information from the peripheral sensory system to the cortices is reflected in the ERP deflections. The characteristics of these ‘sensory’ ERPs reflect the physical properties of sensory stimuli. Endogenous ERP components, on the other hand, reflect the psychological or cognitive significance of an event or the higher-order processing of that event. These ‘psychological’ ERPs appear after approximately 200 ms and their properties vary with the processing demands of the stimulus or task, such as the engagement of attention. Additional research has shown that the distinction between exogenous and endogenous ERP components is certainly not a strict one. Attention, for example, may have an influence on the properties of exogenous components in a top-down way. Nowadays, descriptions of ERP components mainly focus on the cognitive processes they reflect (e.g., [13]).

Below we will give a brief overview of some of the most studied ERP components in relation to auditory stimuli and processing. We will concentrate on the cortical responses in the temporal order they appear in the waveform. Subcortical responses are not discussed. Instead, we refer readers who are interested in EEG research on auditory subcortical responses, e.g., brainstem responses, to the review by Stone and colleagues [14]. Auditory brainstem responses consist of a series of small voltage potentials that can be visualized in response to a click-train with a few hundred repetitions or more. Often measured in clinical settings, for example to test hearing loss and nervous system disorders, auditory brainstem responses are short-latency responses that occur within approximately 10 ms from click onset.

1.3. A Selection of ERP Components and Paradigms

The **P50 component**. The P50 is a positive deflection that occurs approximately 50 ms after sound onset. Pratt and colleagues (2008) called it “the earliest, the smallest in amplitude, the most variable and consequently the least studied of the auditory ERPs.” Although its amplitude is relatively small, it robustly follows the onset of all kinds of sounds, including short clicks or noise bursts. It has been argued that the P50 reflects pre-attentive arousal due to the appearance of a new event in the auditory scene. Since offset-responses to sound do not comprise this “warning” element of sound, the P50 is weak, or often absent, after sound offset [15]. The P50 is known to have a reduced response to a second stimulus, as compared to that to a first stimulus, if the stimulus pair is separated by about 500 ms [16]. The diminished response to the second stimulus is caused by inhibition by the first stimulus. This finding has been exploited in schizophrenia research, which showed that schizophrenia patients show less second-response suppression than healthy controls (e.g., [17]). Although the P50 is thought to reflect pre-attentive processing, the schizophrenia research thus implies that even the very earliest ‘sensory’ ERP component reflects the psychological state of the listener (e.g., [18]).

The **N100 component**. The N100 is a relatively large, negative deflection that reliably occurs approximately 100 ms after an abrupt change in the auditory environment [19]. The N100 (Fig. 1) has been described as reflecting neural processes that are sensitive to stimulus features such the ‘suddenness’ of the sound’s onset and offset, i.e., the sound intensity at the edges (e.g., [20]). Hillyard and colleagues in 1973 [21] were among the first to investigate the N100 systematically. To this end they used the shadowing task in a **dichotic listening** paradigm, well-known in the field of auditory cognition and selective attention, in which listeners are asked to verbally repeat information entering one ear, while ignoring different information presented to the other ear. The authors found that the ‘sensory’ N100 component too was subject to attention (see also [22]).

The **P200 component**. The P200 (Fig. 1) is a positive deflection occurring approximately 200 ms after sound onset. Similar to the N100, the P200 is a salient deflection that reliably occurs across individuals. The P200 amplitude varies with the physical characteristics of a sound, such as its intensity [23] and frequency [24]. It also varies with the acoustic properties of speech sounds, for example those signaling prosodic content [25]. Figure 1 shows the
Mismatch negativity (MMN). MMN is a negative deflection in the EEG waveform that typically occurs in between 150–250 ms after stimulus onset. It was first described by Näätänen and colleagues [27] who used a so-called oddball paradigm. In this paradigm, MMN occurs in response to an infrequent stimulus (the deviant) that occurs within a stream of frequent stimuli (the standard). MMN is considered to reflect early sensory memory processing involved in matching the incoming stimulus with that of previously processed stimuli. The occurrence of MMN does not require attentional engagement to the sounds. Whereas the N100 amplitude, and that of other components, is larger when a participant pays attention to the stimuli [28], MMN can be obtained even when participants ignore the stimuli [29,30] or when they are asleep [31]. In order to obtain MMN during sleep, however, the difference between the deviant and standard must be prominent.

With auditory stimuli, MMN can be elicited by an oddball stimulus that differs from the ongoing stream of stimuli with regard to, for example, intensity, frequency, and duration. Slightly more complex stimulus configurations also elicit MMN, for example when a sequence of tones that consistently increases in frequency is interrupted by a deviant with the same frequency as the former tone [32]. In speech, MMN research has been often used to obtain neural correlates of voice-onset time (VOT) discrimination in listeners (e.g., [33]). MMN is obtained through calculation of a difference wave between the waveforms induced by an equal number of frequent and oddball stimuli. The resulting waveform tends to peak around 200 ms after stimulus onset, but latency and amplitude vary with factors such as inter-stimulus interval (ISI), the ratio of occurrence of frequent and deviant stimuli, the difference in stimulus characteristics between frequent and deviant stimuli, and so forth.

The N200 component. It is interesting to note that the auditory MMN is also called the N2a, a subcomponent of the N200. The N200 is a negative deflection typically evoked in between 180–325 ms following the presentation of a deviant stimulus. The N2b component of the N200 is a component that follows the N2a. Contrary to the N2a, the N2b is evoked when the participant pays attention to the stimuli and it often occurs in tandem with the P300 (see below). The N2c occurs in classification tasks. For further reading on MMN and the N200 and its components we refer to Näätänen and colleagues (on MMN [34]) and Pritchard and colleagues (on N200; [35]).

Object-related negativity (ORN). ORN has been employed in studies on concurrent sound processing. ORN is a negativity that peaks after approximately 140 ms in response to a mistuned tonal component in a complex sound. Like MMN, ORN can be observed after subtraction of the waveforms in response to a complex sound without and with the mistuned tone [36]. ORN is said to reflect pre-attentive processes of perceptual organization of multiple auditory events. When asked to make a perceptual judgment about the incoming sounds, e.g., whether the sounds occurred simultaneously or not, often a positive deflection occurring approximately 400 ms after stimulus onset can be observed as well. Whereas ORN is considered to reflect pre-attentive processing, this P400 component is thought to reflect attentive processes involved in object evaluation.

The P300 component. The P300, a positive deflection occurring approximately after 300 ms in the waveform, is well-studied for its reflection of involuntary attention engagement to a stimulus. As with MMN, the P300 can also be elicited with an unexpected stimulus in an oddball paradigm. Following the first report of the P300 by Sutton and colleagues in 1965 [37], a wealth of research has been performed with the P300 and nowadays researchers target one of its subcomponents, often the P3a or the P3b.

The P3a has a more frontally-oriented scalp distribution than the P3b. The P3a is supposed to reflect involuntary attention to a novel stimulus in an oddball paradigm in which behavioral responses to the stimuli are not required. The P3b component of the P300, by contrast, is strongly associated with voluntary attention to the stimuli in an oddball paradigm that does require behavioral responses. The peak amplitude of the P3b varies with the relative amount of deviant stimuli, as compared to the number of standard stimuli, while stimulus relevance and the availability of attentional resources affect the amplitude as well [38]. The latter in particular has raised the interest of clinical researchers involved in the study of attention-related deficits, such as attention deficit hyperactivity disorder (ADHD). It also appears in ‘go/no-go’ paradigms in which participants are asked to respond to one stimulus (the go stimulus), and suppress their responses to another stimulus (the no-go stimulus). Participants, for example, perform a task in which reaction time is measured with go/no-go stimuli that differ in intensity.

The N400. The N400 is a negative deflection occurring approximately 400 ms after the presentation of visually-presented or spoken words. It was first reported by Kutas and Hillyard in 1980 [39] and has since played an important role in the study of semantic processing of speech. The N400 has been reported in studies that used a wide variety of paradigms, such the shadowing task in a dichotic listening experiment and the sentence-completion paradigm. In spite of numerous studies on the N400, its exact functional meaning still eludes the research community as reviewed by the researchers who first discovered and reported the N400 [40].
Contingent negative variation. Contingent Negative Variation is generally evoked in a classic paradigm in which a warning stimulus is followed by a so-called imperative stimulus, which urges a behavioral or a mental response from the participant. First described by Grey Walter et al. in 1964 [41], CNV is a sustained negativity that can be observed in between 250–450 ms after the warning stimulus, during the interval in between the warning stimulus and the imperative. CNV is mainly considered to reflect response preparation and it varies with stimulus features, such as intensity, probability, relevance, pitch, and duration (e.g., [42]) as well as attentional engagement [43].

Please bear in mind that the list of components and paradigms mentioned above is far from exhaustive. We have mentioned only the most common ERP components studied with auditory stimuli, known to appear robustly and reliably given the right paradigm is used. Subcomponents, variations in paradigms, and less well-known components have been reported in the wealth of literature on ERPs. Among the components we did not discuss, some are predominantly exploited in visual research, such as the N170 (mostly concerned with face processing) and the P600 (association with memory/recall of visually presented materials). Other components may be difficult to consider for those early in their ERP-research career, such as Left Anterior Negativity (LAN) and the Late Positive Potential (LPP). The components and paradigms we have mentioned above are all meant to eventually clarify cortical processing, either at the sensory or higher-order, cognitive level. ERP research should ideally proceed from the cortical processes in the brain that one wants to study. After the research question has been formed, the focus should be on finding the suitable paradigm and ERP component(s) that can explain or clarify the cortical process of interest.

2. THE AUDITORY ERP EXPERIMENT

2.1. ERP Recording with EEG Equipment

2.1.1. Basic EEG recording setup

The EEG recording system usually consists of electrodes, an EEG amplifier, an analog filter, an analog-to-digital (A/D) converter, and a computer with EEG acquisition software [44]. Electrodes are placed on the participant’s scalp and face, and are used to pick up the electric signals generated from the brain. The amplifier brings the microvolt signals captured by the electrodes to some range in which the signals can be digitized accurately. Analog filtering is performed at the same time as the amplification to cut the very high frequencies (to prevent aliasing in the A/D converter), and the very low frequencies (to prevent blocking the converter by slow changes in the baseline; [44,45]). The A/D converter converts the signals from analog to digital form, and the digitized data are recorded in the computer. In many cases, the whole recording system comes in a package from the manufacturer, so there is no need to worry about the waveform acquisition of each device. It is important, though, to consider and specify the data-gathering settings: the type of electrodes, inter-electrode impedance, the location of recording electrodes on the scalp, the gain or resolution, and the filtering characteristics of the recording system [44], which we will discuss in following sections.

When conducting experiments to measure auditory ERPs, equipment to generate and to present the auditory event (e.g., a stimulus presentation computer and headphones or speakers) will be needed in addition to the EEG equipment. When using headphones, shielded headphones might be considered, because most audio headphones can cause electrical artifacts that will be picked up by the electrodes. For later averaging of the EEG signals for each stimulus condition (or for each response by the participant), a trigger signal needs to be sent with the stimulus event, or with the response to that event. We recommend the work of Picton and colleagues [44] and Luck [45] for more detailed information and helpful tips about setting up the recording environment.

2.1.2. Active, reference, and ground electrodes

A typical EEG system for gathering ERP data uses a so-called differential amplifier, and at least three electrodes are required: an active electrode (A), a reference electrode (R), and a ground electrode (G). The active electrode is placed at the desired scalp location (often at sites over which activation is expected; see Sect. 2.3.1). Traditionally, the reference electrode (R) is placed at the earlobe, the mastoid (the bony part behind the earlobe), the nose, or elsewhere on the scalp. The reference can even be computed off-line and the ideal reference in the field has changed over the years. Most importantly, the reference should not affect the characteristics of the ERP component of interest, such as its latency, amplitude and scalp distribution. The ground electrode (G) is placed at some convenient location on the participant’s head or body, and again places such as the mastoid or the forehead can be considered. Given the number of possible AGR-electrode configurations, it is recommendable to get acquainted with the trends in the latest literature.

The differential amplifier of the EEG system amplifies the difference between the AG voltage and the RG voltage, i.e., the voltage is first measured between A and G, and between R and G, and then the output will be the difference between these voltages: \((A - G) - (R - G) = A - R\). The ground (G) thus does not exist in the output result. This means that ambient electrical activity picked up by the ground circuit (i.e., noise), which is the same for AG and
RG, will be eliminated by subtraction [45]. Note that the noise will not be subtracted away perfectly if the AG and RG signals are not treated equivalently, and this is one reason to keep the electrode impedances low (see Sect. 2.3.2). Moreover, it is important to keep in mind that an ERP waveform reflects the difference in activity between the active and reference sites, not just the activity at the active electrode. ERP waveform characteristics thus can look different with different references. Comparing ERP data and experiments is therefore not always straightforward if different AGR configurations have been used.

2.1.3. Different types of electrodes

The electrodes are usually metal disks or cups, attached to a wire (Fig. 2), which can be placed upon the scalp with a conductive paste or gel. The choice of metal is important (see [46]). Silver electrodes covered with a coating of silver-chloride (typically called Ag/AgCl electrodes) are said to be able to accurately record very slow potential changes (e.g., [47]). Other materials such as gold or tin may be used for fast-changing potentials [44].

When using large numbers of electrodes an elastic cap (Figs. 3a–3c) or net (Figs. 3d–3f) can be helpful. The electrode types may differ between cap and net systems, and procedures for electrode attachment onto the scalp and impedance reduction again may differ depending on the type of electrode. For example, the cap electrodes usually have a hole in the middle (Figs. 3b, 3c), and the impedance is reduced by inserting a syringe through the hole to abrade the underlying skin and to inject a conducting gel.

Net electrodes are usually embedded in sponges (Fig. 3f; [48]), which need to be soaked in a KCl solution before being fitted on the scalp. With this system, abrasion of the skin is not necessary, so it is possible to attach large numbers of electrodes quickly (the system offers up to 256 channels). There are many different electrodes available from different manufacturers, and it is important to choose the right type considering the purpose of the study [45].

2.2. Sound Stimuli and Preparation

Since the EEG waveform can reflect sensory and cognitive processing on a very acute time scale, sound stimuli have been used extensively in ERP research over the years. From the research mentioned in the description of some common ERP components (Sect. 1.3), we have seen that sounds ranging from simple sounds, like clicks or tone bursts (e.g., [49,50]), to complex sounds such as music (e.g., [51,52]) or speech (e.g., [53]) can be employed. Sound stimuli can also be presented in multimodal research, with stimuli of other sensory modalities (e.g., [54]). Basically, the same auditory stimuli as in behavioral experiments can be used in ERP studies, so brain mechanisms underlying perceptual phenomena, such as auditory illusions, can be investigated with ERPs as well. For example, the well-known octave illusion [55,56] and the filled-duration illusion [42] have been investigated with ERPs. Neural correlates of temporal assimilation [57] have been clarified [58], and the classic phenomenon of binaural beats [59] was studied with ERPs almost 60 years later [60].

2.2.1. Tips for sound stimuli preparation

When preparing the sound stimuli for an ERP experiment, the same precautions as when preparing the stimuli for auditory psychological experiments should be taken in order to ensure reliability of the sound presentation. For example, it is recommended to include a rise and a fall portion at the beginning and the end of a sound to avoid abrupt increase/decrease in sound intensity that could cause spectral splatter; the presentation level and the frequency range of the sound stimuli should be in a range which can be presented without distortion by the sound presentation system; noise stimuli should not be reused (it should be generated for each presentation); and it is always recommendable to measure, record, and analyze the output from the headphone/speakers to check whether the sounds are really presented as intended by the experimenter (e.g., [61,62]).
In addition to these points, for ERP experiments it is important to optimize sound characteristics to observe the desired ERP component clearly. Increasing the intensity of the auditory stimulus can increase the peak amplitude of auditory evoked potentials (e.g., [49,63]; or as reflected by the difference between normal and whispered speech in Fig. 1). It is also important to note that the amplitude of the evoked potentials can be influenced by the inter-stimulus interval with other sounds. Generally, increasing the ISI increases the peak amplitudes of N100 and P200 to the sound (e.g., [64,65]), while ISIs in the range below 1 s decrease the amplitude of change-N1, i.e., a subcomponent of N100 that is elicited by a change within an auditory stimulus [66].

2.3. Experimental Procedure

2.3.1. Attachment of electrodes

The electrodes or electrode caps as described in Sect. 2.1.3 should be fitted on the standard electrode positions, either following the international 10-20 electrode system, the extended 10-20 electrode system (10% system), or the 10-5 electrode system (Fig. 4). The 10-20 electrode system is a traditional system that contains 21 electrode locations. It was introduced in 1958 by Jasper [67], and it is still used today. In the 10-20 system, the scalp surface is divided into percentages proceeding from anatomical landmarks. Two of these landmarks are the nasion (the depressed area between the eyes) and the inion, located at the back of the head where the skull is at its lowest point (typically a bump straight above from the neck). If we measure the distance between the nasion and the inion, as well as the distance between the ears from the locations just in front of the earholes, we can determine scalp location Cz. This is the location on the scalp where our center electrode will be placed. From here on, following the 10-20 system, electrodes can be placed over frontal, parietal, and temporal areas indicated by the letter F, P, and T, respectively. Besides a letter, scalp/electrode locations have an odd number for left-hemispheric locations and an even number for right-hemispheric locations. When using sound, we are often interested in so-called midline locations (Fz, Cz, and Pz), as well as locations T3 and T4, among others, because these locations cover the auditory cortices.

The most recent multi-channel EEG hardware systems enable the researcher to use a far larger number of channels than the 21 locations indicated in the 10-20 electrode system. For proper electrode/cap fitting, the 10-20 system has therefore been extended, with the 10% system [68-70] and the 10-5 electrode system [71]. The 10-5 electrode system contains more than 300 electrode locations and can be considered when an electrode net is used (cf. Fig. 3d). In the case of electrode cap fitting, the researcher must take care of the following. First, each electrode must be placed over the correct designated electrode location, and one must beware of the possibility that the electrode cap can shift over the scalp during the experiment. In order to avoid this, the cap should be attached to a body harness that must be used correctly. Next, care must be taken not to use too much gel or paste to connect the electrodes to the scalp. When the number of electrodes is large, the space between the electrodes is small and excessive gel can spread in between two or more electrode locations. As a result, similar changes in waveform potentials will be recorded from different electrode positions.

2.3.2. Controlling electrode impedance

When the electrodes are fitted onto the scalp, it is important to check electrode impedance. Impedance is measured by passing very low currents through the electrodes. According to the ERP publication guidelines [44], the measurement of electrode impedance tells the experimenter four things: how accurately the amplifier will record the potentials, the liability of the electrodes to pick up electromagnetic artifacts (‘noise’), the ability of the differential amplifiers to reject common-mode signals, and the intactness of the skin underlying the electrode. Electrode impedance should generally be reduced to less than 5 kΩ. In order to reduce the electrode impedance, the scalp and skin must be cleansed effectively from sweat, sebum and scurf. The most common way to do this is by cleaning the scalp and skin with cotton saturated with ethanol. Further use of abrasive compound is also effective. However, since the scalp and skin can be sensitive, the experimenter must be careful not to clean too rigorously in order to avoid the risk of infection and pain. First and foremost, it is necessary to check with the participant whether he/she has no allergic reaction to certain substances, ethanol for example, before the experiment starts. During the experiment it is important to check whether the participant feels no pain or is otherwise uncomfortable, and to make sure that ethanol or gel does not reach the participant’s eyes or clothes.
2.3.3. Controlling measurement artifacts

ERP measurements are subject to many different kinds of artifacts generated from sources outside the brain. Since the responses from inside the brain are the single center of focus, artifact contamination must be avoided or reduced as much as possible. Some artifacts arise from the body of the participant. The first types of artifacts that must be dealt with are ocular artifacts, which occur due to eye movements and blinks. The eye forms an electric dipole because the cornea is positively charged, while the retina is negatively charged. Eye movements and blinks therefore cause a change in the electric fields that surround the eyes, which distort the electric fields over the scalp and, hence, the EEG measurement [72,73]. There are some ways to reduce ocular artifacts. Having participants stare at one fixed point in the experimental room/booth can generally reduce eye movements. Asking participants to open their eyes slightly (to squint) usually reduces heavy eye blinking. If the paradigm allows it, the total amount of ocular artifacts can be limited simply by having short measurement sessions with breaks in between, in which the participant can rest his/her eyes. Besides this, it is common to use a rejection procedure to omit trials contaminated by heavy eye movements from further analysis. Electro-oculogram (EOG) recording, often a standard procedure available in the EEG equipment and software, shows the voltage from a series of electrodes close the eyes. EOG can be used to remove trials in which the EOG voltage exceeds a preset criterion [72]. The criterion varies from study to study, but tends to be in a range of 75 to 120 μV [74–76]. It is nevertheless necessary, however, to monitor small-voltage EOGs that passed the preset criterion, since these can still affect EEG results. Another method to remove ocular artifacts is the multiple source eye correction (MSEC) method [77], in which the eye activity is estimated (and later corrected) according to both the spatial distribution of eye activity and a model of brain activity. The MSEC method is now widely used (e.g., [78–80]).

In addition to ocular artifacts, other artifacts generated by the participant’s body are body movements, myogenic potentials, and sweating. Body movements cause fluctuations in the EEG baseline and it is therefore important to instruct the participant to remain in a fixed bodily position during measurements. The myogenic potential is generated by muscle contraction, and is commonly a cluster spike with a frequency of some tens of Hz. Actions such as tooth gnashing, swallowing, facial movements, and the straining of muscles in the head or body result in a myogenic potential. Again, the participant should try to control such actions as much as possible. Finally, sweating also causes fluctuations in the EEG baseline. The temperature in the measurement room/booth should thus be kept comfortable.

2.4. Participants

Before starting an auditory ERP experiment, it is important to understand how participant factors, such as gender, age, handedness, physical/mental health, and the level of expertise on a certain task, affect ERP components. Regarding gender, there are some reports that N100 latencies in females are shorter and have larger amplitudes than in males [81–83]. Support for gender differences in MMN latencies and amplitudes has also been reported [84], but the effect is certainly not robust (e.g., [85,86]).

The effects of aging on ERP component characteristics are complex. The responses of adults generally show the N100-P200 complex with N100 at about 100 ms. Toddlers, by contrast, show a large positivity at about 140 ms, followed by a negativity at about 250 ms. The latencies of these components decrease with maturation until the late teenage years (for a review see [87]), and are prolonged in aging adults [88–90]. ERP research with very young children is generally difficult, due to motion artifacts. Some reports have shown that MMN in newborns and preschoolers resembles adult MMN [34,91]. MMN to speech stimuli in 7- to 11-year-old children, however, had a similar latency as adult MMN but a larger amplitude [92]. Elderly participants, by contrast, often show a smaller MMN amplitude than young participants [93]. One reason for this could be the natural decline in the functioning of sensory organs, such as hearing loss. Regardless of age, one of the most essential tasks of the experimenter before starting an auditory ERP experiment is to obtain an audiogram from all participants.

As regards handedness, it is common practice in brain scientific studies to gather right-handed participants. Left-handed or ambidextrous participants are more prone to display atypical hemispheric specialization, for example for language [94] and music [95]. The (surprisingly) few studies on the topic indeed suggest that handedness can affect ERP data, and hence left-handers are routinely excluded from experiments. Next to the audiogram, before the ERP experiment it is recommendable that the participant performs a handedness test, such as the Edinburgh inventory [96].

Given that basic participant factors (gender, age, handedness) and differences in possible task-related factors (e.g., musical training [51,52]) can cause individual differences in the EEG waveform, it is highly recommendable to systematically record participant information. Furthermore, it is necessary to match participants for such factors when ERP responses to different tasks or stimuli are measured over different groups. Unless, of course, the researcher is interested in comparing group effects of developmental or (neuro-)physiological differences on ERP components. In that case, ideally the control partic-
Participants should differ from the experimental participants only on the factors being investigated [44].

2.5. Informed Consent and Instructions

Before the start of any (auditory) ERP experiment, obtaining informed consent from the participant is mandatory. This is not just to ensure the collaboration of the participant; for any research involving human participants the ERP research proposal must be reviewed and acknowledged by the ethical committee of the university or research institute. Bear in mind that written—not verbal—informed consent is the standard, and publication guidelines for all international, peer-reviewed journals explicitly state that the experimenter must be able to provide informed consent documents from all participants.

Next to approval from the ethics committee and informed consent from the participants, the experimenter must carefully prepare task instructions. These are extremely important. Instructions are necessary to limit artifacts such as those discussed in Sect. 2.3.3, but also to get some control over the internal state of the participant. Even with a homogenous group of participants as regards gender, age, and other factors, participants differ in their level of arousal and/or attentional engagement towards the experiment. These internal factors strongly affect ERP component characteristics.

We have seen in Sect. 1.2 that attentional engagement modulates ERP components [28], even those considered to reflect pre-attentive or ‘sensory’ processing. Although some auditory ERPs can be obtained during sleep [31], in the vast majority of ERP experiments the participant should stay wide awake and alert. When he/she is executing a behavioral or mental response to an event, attentional engagement is usually secured. However, when the participant is asked to just passively listen to auditory events, controlling the level of alertness is difficult since repetition of same-event trials may soon cause drowsiness. In passive listening experiments, it is therefore desirable to give the participant a task to perform (e.g., read a book, solve a puzzle) in order to have some control over what he/she actually does [44]. To keep the participant in an alert state, it may also be useful to provide short breaks among short sessions. ERP measurement sessions tend to be long because a large number of trials is necessary to improve signal-to-noise ratios when averaging the waveforms. Short breaks may help to prevent boredom or sleepiness, of course with some encouraging talk of the experimenter or some refreshments. In any case it is important to ask the participant to sleep well on the day before the experiment.

Next to these attempts to control the participant’s internal state, instructions must be provided to control external bodily noise as well. We have discussed the harmful effects of eye movements, blinks, body movements, gnashing of teeth and swallowing (see Sect. 2.3.3), and participants should limit these the best they can. However, if the instructions are too strict the participant may be uncomfortable or nervous during measurements, which in turn can cause an increase in the myogenic potential or sweating. Ideally, the instructions must be given in such a way that the participant feels relaxed and comfortable, but not too much, in order to avoid drowsiness or sleep. The preparation of instructions thus is a delicate task indeed. In order to check whether the participant follows the instructions and to observe his/her general well-being, the use of a camera and/or an intercommunication device in the experimental booth may be useful. Of course, he/she should be informed about this. After the experiment, it is recommendable to debrief the participant. Debriefing can provide information about how the participant viewed the task and what cognitive strategies he/she used. In any case, it is important to have clear instructions and to check whether the participant understands them well. More detailed information on instructions (and related topics) can be found in the ERP publication guidelines [44].

3. DATA PROCESSING AND ANALYSIS

3.1. ERP Data Processing

Once the EEG data are gathered, an important step in basic waveform processing is to segment the original continuous EEG signal into epochs, based on the trigger information associated with the ERP component(s) of interest. For each particular experimental condition, epochs that cover a certain temporal window can be averaged. The epochs should contain a pre-trigger period, or a baseline, that is usually longer than 100 ms. The baseline of each epoch can be corrected by subtraction of the mean amplitude over the pre-trigger period. As mentioned, the averaging process improves the signal-to-noise ratio, which improves as the number of averaged epochs increases. However, even by averaging a large number of epochs and the application of baseline correction, large artifacts cannot be cancelled out completely. Several manipulations have therefore been proposed to remove large artifacts. These can be applied either before or after the epoch segmentation.

Filtering is the most popular method to attenuate unwanted activity in the EEG signal. For ERP studies, both high-pass and low-pass filtering can be applied. High-pass filtering is commonly performed over a range of 0.5–1 Hz, while low-pass filtering is often done in the range of 30–70 Hz. It needs to be noted that high-pass filtering over short EEG epochs can decrease reliability of the final result. Since high-pass filtering distorts the start and end of the waveform, filtering is basically applied to the contin-
uous waveform before epoch segmentation (for more detail, see the discussion in [44] and [45]). Meanwhile, additional low-pass filtering, with a cutoff frequency of about 20 Hz, is sometimes applied after finishing all the waveform processing. It is typically applied for better visualization of the results, for example in order to make an illustration of amplitude-over-time changes in the averaged waveform that covers the ERP component(s) of interest.

We have mentioned in Sect. 2.3.3 that ocular artifacts can cause large distortions in the EEG waveform. Before starting the averaging (and filtering) process, it is therefore important to reject epochs based on pre-set EOG criteria. For ocular artifacts and other heavy distortions in the waveform, however, one must bear in mind that too many epoch rejections can bias the final outcome and make interpretation difficult [44]. If the artifacts are limited to one or two participants only, one might consider excluding the data from the statistical analyses. A less rigorous method is to try artifact removal through independent component analysis (ICA; [97]). ICA is a blind separation technique that decomposes the original signal into statistically independent components [98], proceeding from the assumption that the sources of the waveforms and the artifacts are spatially independent. Simply put, with the help of ICA software the independent components corresponding to artifacts can be identified by eye, and removed. From the remaining components, a new waveform without the artifacts can be reconstructed. To help the EEG experimenter, several automatic ICA methods for artifact correction have been proposed (e.g., [99]).

3.2. ERP Data Analysis

Conventional EEG waveform analysis is performed on the data from each separate electrode location. The most fundamental way to analyze the characteristics of the averaged waveform over a certain time window is first to label the troughs and peaks, that is, to identify the ERP components. Following this, one can measure the amplitude and latency of each ERP component of interest. As mentioned, the amplitude of a component varies with sensory or cognitive processing, while the latency shows the computational time needed in the brain to perform such processing. If correctly identified and measured for each participant, the experimenter can then statistically compare amplitudes and latencies for each ERP component of interest between stimulus or task conditions. Analysis of variance (ANOVA) is generally the most common statistical analysis used in ERP research, but non-parametric methods can also be used (e.g., [100]). Following the statistics, it is also recommendable to take good care of the visualization of the results. Journal papers typically report grand averages across all participants to show the general characteristics of ERP components obtained for each experimental condition, while in some cases showing the difference between grand-averaged ERP waveforms among conditions can also be effective (by means of subtraction).

Single-channel analysis has its limitations, however, since the amplitudes of each channel may vary with the setting of the reference (for a review see [101]). Multichannel comparisons of spatial patterns, or the topographic shapes of the potential distribution on the scalp, are more commonly performed [44,102]. One typical approach to spatial pattern analysis is tomographic analysis, which estimates the source activity of the observed current [103]. This estimation can facilitate comparisons between EEG task conditions and results from other studies with functional magnetic resonance imaging (fMRI; e.g., [104]).

Over the past decade, a number of alternative EEG analyses have been proposed, such as time-frequency analysis (for a review see [105]), classification analyses (e.g., [106]), and computational model-based analyses [107]. The latter is a hypothesis-oriented approach to the processes in the brain, which has been developed mainly in fMRI research. An advantage of the model-based analysis is that the model can connect brain responses with behavioral responses of the participant. Although there are few model-based ERP studies so far (e.g., [108,109]), the model-based analysis could develop into an important method to understand the relation between the ERP waveform and the cognitive processes that it reflects.

3.3. Final Remarks

Recent trends in ERP research have shown an upsurge in technical developments that allow the combination of ERP measurements with other brain imaging techniques such as fMRI and near-infrared spectroscopy. The classic combination of ERP measurements with behavioral responses, however, is still a very popular one. EEG equipment is relatively cheap and numerous types of auditory stimuli and paradigms have been developed and employed over the years. Some of these were discussed in this overview, but surely more research opportunities are available. Since auditory ERP research enables the researcher to identify neural correlates of sound processing with great temporal acuity, EEG is an ideal tool to analyze our brain’s response during the processing of virtually any kind of sound, ranging from simple tone bursts to complex stimuli made up of speech or music.
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