Fabrication and characterization of ambipolar devices on an undoped AlGaAs/GaAs heterostructure
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We have fabricated AlGaAs/GaAs heterostructure devices in which the conduction channel can be populated with either electrons or holes simply by changing the polarity of a gate bias. The heterostructures are entirely undoped, and carriers are instead induced electrostatically. We use these devices to perform a direct comparison of the scattering mechanisms of two-dimensional (2D) electrons ($\mu_{\text{peak}} = 4 \times 10^6$ cm$^2$/Vs) and holes ($\mu_{\text{peak}} = 0.8 \times 10^6$ cm$^2$/Vs) in the same conduction channel with nominally identical disorder potentials. We find significant discrepancies between electron and hole scattering, with the hole mobility being considerably lower than expected from simple theory.

With this device design we are able to make high quality ambipolar 2D systems, and compare the transport lifetime of electrons and holes formed in the same channel, with the same scattering potential.

We have fabricated devices from a number of different undoped heterostructures, extending the approach described in Refs. 5 and 6 for making unipolar devices. Ohmic contacts are fabricated by standard optical lithography techniques, so there is no need for ion implantation. Here we present data from wafer B13520 grown
by molecular beam epitaxy on a (100) GaAs substrate, although similar data was obtained on other wafers. A 1 μm GaAs buffer layer was followed by 300 nm of undoped AlGaAs and capped by 17 nm of GaAs. Standard UV photolithography was used to define the mesa, ohmics, polyimide and top gate patterns. AuBe alloy was used for the hole contacts and NiAuGe for the electron contacts. A 500 nm thick layer of polyimide was used as the insulator to isolate the top gate from the ohmic contacts, while allowing the top gates to overlap the ohmic contacts. The top-gate was deposited on top of the polyimide by thermal evaporation. A schematic of the device is shown in figure 1(a) and a micrograph of a typical ambipolar device is presented in figure 1(b). The long rectangular gold pattern in the middle of the device is the Ti/Au top gate, which defines the conduction channel.

The device was characterised at 240 mK using standard lock-in techniques. The two-terminal conductance is shown in Fig. 1(c) as a function of top-gate gate bias $V_{TG}$. The channel is populated with holes for $V_{TG} < 0$, and with electrons for $V_{TG} > 0$. The threshold voltages for electrons and holes depend on how well the three-dimensional ohmics contact to the 2D charge carriers, which can vary from device to device. In contrast the 2D electron and hole densities were extremely reproducible between thermal cycles on the same device (see Fig. 1(d)), and consistent within ±5% between devices from the same wafer. The range of densities accessible was limited by the requirement to keep the leakage current between gate and ohmic contacts below 1 nA at the high end, and by the threshold voltage of the ohmics at the low end.

Magnetotransport data were taken at different top gate voltages in a perpendicular magnetic field up to 2 T. Figure 2 shows typical transport data for both electrons and holes. From the Shubnikov-de Haas oscillations the densities were calculated at each top-gate bias. The densities are plotted in Fig. 1(d) and increase linearly with top gate voltage. The slope of $dn/dV_{TG}$ was similar in all devices measured at 2.7 ± 0.1 x $10^{10}$ m$^{-2}$/V. The slopes were used to calculate the thickness of the polyimide layer for each device, which was consistent with the experimental values measured with a Dektak surface profilometer (500 – 600 nm). The top-gate biases at which the 2D electron and hole densities extrapolated to zero were 1.69 V and -0.52 V respectively, with the 1.61 V difference between these values being very close to the low temperature GaAs band gap of 1.52 eV.

The Shubnikov-de Haas oscillations shown in Fig. 2 are more pronounced for electrons than holes. This is because the hole effective mass is 3 – 5 times larger than the electron effective mass. Since the Landau level separation is $heB/m^*$, the effects of disorder broadening and thermal smearing are more severe for holes than electrons at the same measurement temperature.

The carrier density and mobility calculated from the magnetotransport data are plotted in Fig. 3. For both types of charge carriers, the mobility initially increases with carrier density as shown by the squares (electrons) and circles (holes) in Fig. 3. In the conventional picture of transport in high mobility 2D systems this is due to the increase in the Fermi velocity of the charge carriers as the density is increased. At intermediate densities...
(10^{11} \text{cm}^{-2})$ the mobility saturates, and then stays relatively constant to the highest density measured. This occurs because at higher densities the carriers are pressed against the AlGaAs/GaAs interface, which enhances interface roughness scattering. The peak mobility for electrons is $4 \times 10^6 \text{cm}^2/\text{Vs}$ compared to $7.9 \times 10^6 \text{cm}^2/\text{Vs}$ for holes at 235 mK.

To compare the scattering mechanisms between electrons and holes, we have modelled the $T = 0$ mobility as a function of density with the approach detailed in Refs. 6–9. The calculations took into account the wavefunction of the charge carriers, screening in the Hubbard approximation, background impurity scattering and interface roughness scattering. Previous modelling of similar heterostructures has shown that the background doping is approximately three times higher in AlGaAs than GaAs, and this ratio was used to model the mobility data for electrons in Fig. 3. The interface roughness is characterized by two parameters, the mean amplitude of the interface roughness $\Delta$ and the roughness correlation length $\Lambda$. The best fit to the measured electron mobility was obtained with $\Delta = 2 \, \Lambda$ and $\Lambda = 4 \, \text{nm}$, which is comparable to the values used in Ref. 6. The same values were used to calculate the hole mobility. The grey lines delineate the region $k_Fl < 10$, where single particle scattering theory begins to break down.

The calculated mobilities are plotted as a function of density in Fig. 3, with blue lines for electrons and red/green for holes. At high densities interface roughness (IR) is the main scattering mechanism, whereas background impurity (BI) scattering dominates at low densities. The total calculated mobilities are shown with solid lines. The best fit for the electron data was obtained with an impurity density of $N_{\text{BI, GaAs}} = 2.42 \times 10^{13} \text{cm}^{-3}$ and $N_{\text{BI, AlGaAs}} = 7.25 \times 10^{13} \text{cm}^{-3}$.

After fitting the electron mobility data, we used the same impurity densities and interface roughness parameters to calculate the expected mobility of the holes, shown as the solid green line in Fig. 3. Since the hole bands are non-parabolic, the hole mass depends both on the heterostructure details and the hole density. We have therefore calculated the expected hole mobility for hole masses of $0.2m_0$ and $0.9m_0$, which are at the extreme limits of values reported in the literature. For all values of the hole mass, the calculated hole mobility (green solid lines in Fig 3) consistently exceeds the measured data. This is an unexpected result, since at first sight the disorder potential should be exactly the same for electrons and holes in the same channel, measured in the same cooldown.

Our calculations show that this discrepancy cannot be due to uncertainties in the hole mass. There are a number of possible origins of the discrepancy. (i) We first look at the mobility at low densities, where the discrepancy between the measured and calculated hole mobility is largest. For $p < 4 \times 10^{10} \text{cm}^{-2}$ the measured mobility drops off dramatically, with the slope $d\mu_h/dp$ being much larger than the calculations (green lines in Fig. 3). This sharp drop in mobility at low densities has also been observed in other induced hole systems and has been taken as evidence that the system is becoming inhomogeneous with transport crossing over to percolation. Indeed we obtain a reasonable fit to the 2D percolation expression $\sigma(p) = A(1 - \sigma_0)^{4/3}$, with $\sigma_0 = 1 \times 10^{10} \text{cm}^{-2}$, for low hole densities (not shown). (ii) At higher densities it is unlikely that percolation and inhomogeneities are relevant, since $k_Fl > 100$, yet the measured mobility remains lower than the expected mobility for all hole densities. It is possible that bandstructure effects, arising from the asymmetric confining potential of the single heterojunction, may play a role. The asymmetric confining potential leads to a Rashba splitting of the heavy hole band into two branches, which appear as if they have different masses. These bandstructure effects were not included in the modelling shown in Fig. 3. However initial calculations using two independent heavy hole bands with $m_{hh} = 0.9m_0$ and $m_{hh} = 0.2m_0$, and neglecting inter-band scattering, did not significantly improve the fit to the measured hole data. This is to be expected since the resulting mobility will lie between the mobilities calculated in the absence of bandstructure effects for $m_{hh} = 0.2m_0$ and $0.9m_0$ (iii) The third possibility is that the number of background ionised impurities is larger in the GaAs channel when it is occupied with holes than when it is occupied with electrons. This increase in the ionised impurity density could arise when switching from electrons to holes because the Fermi level in the triangular self-consistent quantum well moves from above the conduction band to below the valence band. An approximate doubling of the impurity density in the channel moves the calculated mobility due to background impurities lower, resulting in good agreement with the measured mobility for $p > 5 \times 10^{10} \text{cm}^{-2}$ (red line in Fig. 3). However it is difficult to reconcile this increase in background ionised impurities with the fact that the background doping in the MBE chamber is p-type. Overall, our data suggest that the scattering processes are very different, and considerably more complex, for holes than for electrons.

To summarise we have fabricated ambipolar devices on an undoped AlGaAs/GaAs heterostructure. The devices were robust to thermal cycling, and showed high electron and hole mobilities. The density dependence of the electron mobility was well described by standard Fermi golden rule scattering theory, but the hole data is much more complex, with additional scattering mechanisms involved. Our results show that further work is needed to understand the scattering properties of 2D holes, even when the disorder potential is well characterised. In the future such devices could be used for studies of the anomalous metallic behaviour in 2D systems, as well as transport in quantum wires and dots.
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