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Abstract—In this work, we focus on the challenging task, neuro-disease classification, using functional magnetic resonance imaging (fMRI). In population graph-based disease analysis, graph convolutional neural networks (GCNs) have achieved remarkable success. However, these achievements are inseparable from abundant labeled data and sensitive to spurious signals. To improve fMRI representation learning and classification under a label-efficient setting, we propose a novel and theory-driven self-supervised learning (SSL) framework on GCNs, namely Graph CCA for Temporal self-supervised learning on fMRI analysis (GATE). Concretely, it is demanding to design a suitable and effective SSL strategy to extract formation and robust features for fMRI. To this end, we investigate several new graph augmentation strategies from fMRI dynamic functional connectives (FC) for SSL training. Further, we leverage canonical-correlation analysis (CCA) on different temporal embeddings and present the theoretical implications. Consequently, this yields a novel two-step GCN learning procedure comprised of (i) SSL on an unlabeled fMRI population graph and (ii) fine-tuning on a small labeled fMRI dataset for a classification task. Our method is tested on two independent fMRI datasets, demonstrating superior performance on autism and dementia diagnosis. Our code is available at https://github.com/LarryUESTC/GATE.
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I. INTRODUCTION

A S THE brain Functional Connectivity (FC) derived from functional Magnetic Resonance Imaging (fMRI) can capture abnormal brain functional activity [1], it has been widely applied in disease diagnosis. Recently, to quantify changes in brain connectivity over time, many researches apply the sliding window method to extract dynamic FC matrices from Blood-Oxygen-Level Dependent (BOLD) signals [2]. FC representations will be further used for disease diagnosis through machine learning methods.

With the success of machine learning, deep learning methods have made breakthroughs in fMRI classification, such as Convolutional Neural Networks (CNNs) [3], Recurrent Neural Networks (RNNs) [4], and Graph Convolutional neural Networks (GCNs) [5]. Indeed, GCNs are widely used for disease diagnosis [5], [6], due to the biomarkers across all subjects are critical for recognizing the common patterns associated with diseases. Previous studies have explored the development of GCNs for various prediction tasks on fMRI data [3], [5], [7], [8]. For example, Parisot et al. [5] apply vanilla GCN for supervised disease prediction with fMRI data. However, these studies depend heavily on large-scale labeled/annotated data to get promising results. Conversely, this condition is usually not satisfied in clinical practice due to the costly and complex annotation process. For example, the annotation of autism samples requires doctor scoring on child’s behavior and developmental history (typically from a few months to years) following a complex protocol [9].

To leverage unlabeled data and assistant representation learning on the label-efficient data [10] (i.e., a small portion of labeled data), Self-Supervised Learning (SSL) has emerged as a powerful approach of unsupervised learning [11]. Finding the suitable SSL strategy for fMRI signals is essential and existing SSL strategies can be generally divided into three categories: contrastive-based SSL, reconstruction-based SSL, and similarity-based SSL. Contrastive-based SSL [6], [12], [13] requires selecting diverse negative samples to form contrastive loss (e.g., InfoNCE loss [14] and triple loss [15]), which is difficult for disease classification using fMRI due to the limited number of samples and a small number of...
classes. Reconstruction-based SSL [16, 17] contains an encoder-decoder structure to reconstruct input, but it is not practical as fitting the low signal-to-noise ratio fMRI features may overfit to spurious features [16]. Therefore, we focus on similarity-based SSL [18, 19] which forces the similarity of multiple views of the same data (e.g., data and its augmentation) and can provide the best practical value to assist node classification on the graph with unlabeled fMRI data.

However, the promising similarity-based SSL strategy brings the two unique challenges for GCN-based fMRI analysis, which have been un-explored so far:

**Challenge 1:** How to find suitable augmentations for fMRI analysis to generate different views from one BOLD signal? Modern SSL methods rely heavily on applying various data augmentations to create different views of the sample [20]. As shown by Tian et al. [21], SSL methods take advantage of maximizing mutual information between the different views of the sample to generate discriminative representations/embeddings. However, not all data augmentations have a positive effect on SSL. As suggested by Wang et al. [22], a suitable/helpful data augmentation for SSL should satisfy certain principles. Moreover, as suggested by [23], the augmentations should reduce the correlation between the spurious features and target labels.

**Challenge 2:** How to design the corresponding consistency loss for SSL training on fMRI data? The consistency among correlated signals should be maximized. As a classical multi-variate analysis method, Canonical Correlation Analysis (CCA) [24] has been widely used in fMRI analysis [25] and aims to maximize the correlation between two representations.

To address aforementioned challenges, we propose Graph CCA for Temporal sElf-supervised learning on fMRI analysis (GATE), to achieve promising results with the assistance of pre-training on unlabeled fMRI data and fine-tuning on small labeled data (see Fig. 1). Specifically, as shown in Fig. 2, we first develop an augmentation strategy for fMRI analysis that generates two related views from the BOLD signals. The main motivation is to capture the critical information related to diseases from two diverse views using SSL techniques. With these two diverse views, we conduct a GCN encoder to obtain their embedding matrices which extract the associations among subjects. Furthermore, the CCA-based objective function is performed to maximize the correlation of the representations from two views. The novelties and contributions of this work could be summarized as follows:

- **We propose a novel SSL method (GATE) on fMRI data, which is an effective and versatile framework to solve the problem of learning on label-efficient datasets. This could bring GCN-based methods from research to clinical applications where labels are difficult to be collected.**
- **The proposed GATE can tackle the spurious factors in dynamic FC analysis by developing a GCN-based CCA regularization with the designed multi-view temporal augmentation strategy on BOLD signals.**
- **We conduct a theoretical discussion to support our motivation and prove the critical implication of how GATE assists learning on label-efficient data.**
- **The comprehensive comparison experiments demonstrate that GATE achieves state-of-the-art performance under the label-efficient setting. We also conduct extensive ablation experiments to discuss key components of our design and algorithm.**

**II. RELATED WORK**

### A. Disease Prediction on fMRI Data

Medical imaging techniques such as Computed Tomography (CT), Magnetic Resonance Imaging (MRI), Positron Emission Tomography (PET), and X-ray have been employed for diagnosis and early detection of diseases. For example, Kam et al. utilized multiple convolutional neural networks to conduct early mild cognitive impairment diagnosis [26]. In neuroscience, MRI is widely used to study neurological disorders, which can be separated between structural MRI and functional MRI depending on the detected type of connectivity. In structural MRI, nodes are defined by anatomical connections between regions or brain tissues, while edges are constructed by the topology between them. For instance, Yao et al. presented a triplet GNN model for disease diagnosis on structural MRI data [27]. In functional MRI (fMRI), nodes represent functional regions of the brain, while edges are constructed by correlations between their activities. For example, Wang et al. proposed a similarity-driven multi-view model to conduct autism spectrum disease diagnosis on fMRI data [28]. In fact, it has been a prevalent way to exploit the functional organization of human brain by analyzing functional fMRI, as shifts in human attention (e.g., a stimulus or cognitive task) are associated with systematic changes in the activity of functional areas of brains [29], [30].

There is growing evidence that functional connectivity may show dynamic changes over a short period of time [31], [32], [33]. Previous works have demonstrated that the usage of sliding windows is beneficial to conduct dynamic connectivity analysis on fMRI data since the resting-state reflects different physiological states, such as wandering and muscle fatigue. For example, Wang et al. first used sliding windows to divide the rs-fMRI time series into multiple segments and then proposed a spatio-temporal convolutional-recursive neural network [34]. Mao et al. analyzed the dynamic functional
Fig. 2. The flowchart of the proposed method (GATE) for SSL-based dynamic FC representation learning. (a) Obtain BOLD signals by data preprocessing with AAL template. (b) Two views $G^a$ and $G^b$ are randomly generated from the BOLD signals by our augmentation strategy (i.e., S-A and M-A). (c) GATE employs the GCN encoder to obtain embeddings $Z^a$ and $Z^b$ of these two views. (d) The consistency of the embeddings is regularized by optimizing CCA-based loss (i.e., Eq. (2)).

B. GCNs for Disease Prediction on fMRI Data

Deep learning has revolutionized computer-aided diagnosis in the past decade [37], [38]. On this basis, deep GCNs take the advantages of the relationship between nodes to find the common patterns/biomarkers, and there has been an increasing focus on GCNs in neuroscience [3]. Previous GCN-based methods on fMRI data can be categorized into two subgroups depending on the definition of nodes in the graph, i.e., population graph-based models and brain region graph based models [8]. Also, these two subgroups correspond to two separate tasks for fMRI analysis, i.e., population graph-based models for node classification task and brain region graph based models for graph classification tasks.

In population graph-based models, the nodes in the graph denote the subjects and edges represent the similarity between subjects. For example, Parisot et al. [5] exploits the GCN and involves representing populations as a sparse graph in which nodes are associated with imaging features, and edge weights are constructed from phenotype information (e.g., age, gene, and sex of the subjects). Kazi et al. [39] propose a GCN model with multiple filter kernel sizes on a population graph.

In brain region graph based models, the nodes denote anatomical brain regions and the edges represent functional or structural connectives among these brain regions. For example, Li et al. [3] conduct an interpretable GCN model on brain region graph to understand which brain regions are related to a specific neurological disorder. Xing et al. [40] consider a GCN model with long short term memory model on brain region graph for disease diagnosis.

Although previous GCN methods achieved promising results on both population graph and brain region graph, existing methods are still limited by large labeled data. Clearly, designing a GCN method for limited labeled fMRI data is an important yet unsolved challenge.

C. Self-Supervised Learning

As an powerful unsupervised representation learning method, SSL has recently been developed in graph learning domain. Existing SSL methods can be broadly classified into three groups, i.e., contrastive-based SSL, reconstruction-based SSL and similarity-based SSL.

The contrastive-based SSL methods enhance the similarity between the representations from two views (e.g., global representation and local representation) by manually constructing positive and negative sample pairs. For example, Deep Graph Infomax (DGI) [41] employs InforNCE [14] contrastive loss function to contrast the local node representations and the global graph representations. MVGRL [42] proposes a contrastive multi-view representation learning method by contrasting local and global embeddings from two views. However, contrastive-based SSL methods rely on negative samples, which is not suitable with limited number of samples and small number of classes.

Recently, reconstruction-based SSL methods learn a representation by conducting reconstruction-based pretext tasks (e.g., image inpainting and recovering color channels). For example, He et al. [16] develop an SSL encoder-decoder model to reconstruct the original image from the latent representation and mask patches. Qiu et al. [17] propose a graph encoder-decoder model to reconstruct the relationships between nodes based on representation similarity. However, the reconstruction-based SSL needs to reconstruct input context (low dimensional features are transformed into high dimensional features), which is impractical due to fitting
the low signal-to-noise ratio fMRI features may result in overfitting to spurious features.

More recently, similarity-based SSL takes the advantage of the coupling between multiple views of the same data (i.e., input context and its augmentation) to learn a good representation without labeled data. For example, Grill et al. [18] learn representations by encoding two augmented views through two distinct graph encoders. Although this technique avoids the limitations of selecting negative samples in the contrastive-based SSL method and reconstruction loss in the reconstruction-based SSL method, designing a suitable strategy for generation multiple coupled views for fMRI data is highly needed.

III. METHOD

As shown in Fig. 2, we give an overview of our similarity-based SSL method. Specifically, the key components of the proposed GATE include three parts: (a) Dynamic FC augmentation (Sec. III-A); (b) GCN encoder (Sec. III-B); (c) Objective function (Sec. III-C), and our method employs a two-step training procedure under label-efficient settings, i.e., step 1: unsupervised pre-training on unlabeled fMRI data, and step 2: fine-tuning on a small portion of labeled data for a specific prediction task. This section focuses on illustrating the novel SSL strategy used in step 1 and finally introduces step 2.

A. Multi-View fMRI Dynamic Functional Connectivity Generation

The key idea of GATE is to ensure the consistency of two augmented views of an input content. Specifically, by adopting similarity-based SSL, spurious factors can be mitigated by augmenting its variations specifically. For example, if we train a model to identify “apple” from peach, these two views can be “red apple” and “yellow apple”. Both views contain the main characteristics (i.e., shape) of “apple” but vary on the spurious features (i.e., color).

1) Dynamic Functional Connectivity: To capture the temporal variability, the entire time fMRI course was divided into multiple sub-segments by the sliding window method [2]. Denote BOLD signals \( S_i \in \mathbb{R}^{R \times T} \) with \( R \) being the number of brain Regions-Of-Interests (ROIs) in fMRI images of the \( i \)-th subject and \( T \) being the length of the entire segment. Then, we construct the FC matrix \( F_i \in \mathbb{R}^{R \times R} \) by calculating the Pearson’s correlation [43] between the matched BOLD segments of the paired ROIs. Last, we flatten the upper triangle of the FC matrix to represent the fMRI features \( \mathbf{x}_i \) for the \( i \)-th subject. To construct the population graph \( G = (\mathbf{X}, \mathbf{A}) \) for fMRI analysis [5], where \( \mathbf{X} \) represents subject features and \( \mathbf{A} \) represents similarities between subjects, we extract temporal fMRI BOLD signals via constructing FCs as the node features, and follow Parisot et al. [5] to obtain the initial graph \( \mathbf{A} \) via \( k \)NN from subject features.

Existing literature indicates that dynamic FC-based fMRI analysis is sensitive to the choice of the size of the sliding window \( L \) [44], [45]. Therefore, we aim to impair the effect of perturbations on \( L \), i.e., the spurious features in dynamic FC.

Although the brain FC is not static, a short time sub-segment and its surrounding time sub-segments should contain the same characteristics (e.g., FC patterns) associated with neurological disease [31], [46]. Thus, we propose to augment fMRI data along its temporal domain with sliding windows to obtain two relevant views \( (G^a = [X^a, A^a]) \) and \( (G^b = [X^b, A^b]) \) by step window augmentation (S-A) and multi-scale window augmentation (M-A).

2) Step Window Augmentation (S-A): As shown in Fig. 2 (a), S-A takes two neighboring sliding windows as two related views \((G^a \text{ and } G^b)\). In this case, the raw BOLD signals \( S_i \) are divided into \( M \) sub-segments \( \{S_i^1, \ldots, S_i^M\} \) for the \( i \)-th subject, by setting the window size as \( L \) and the step of the sliding window as \( s \), resulting in \( M = \lceil \frac{T}{L} \rceil + 1 \) sub-segments and the corresponding dynamic FCs. In each training iteration, S-A first randomly select one sub-segment (e.g., \( m \)-th sub-segment) for the first view \( G^a = [X^m, A^m] \), and then regard its neighboring sub-segment (e.g., \( (m \pm 1) \)-th sub-segment) as the second view \( G^b = [X^{m+1}, A^{m+1}] \).

3) Multi-Scale Window Augmentation (M-A): Considering that FCs generated by different window sizes contain the relevant information, M-A takes two different scales of sliding windows as two related views. In this case, the \( S_i \) is divided into multiple \( M \) sub-segments depending on the window size \( L \). For the \( m \)-th sub-segment (\( m \in \{M\} \)), we sample BOLD signals using two different window sizes \( l_a \) and \( l_b \) to calculate FCs, forming two views of graph \( G^a = [X^{m,l_a}, A^{m,l_a}] \) and \( G^b = [X^{m,l_b}, A^{m,l_b}] \). These two views are fed into each training iteration of GATE, as shown in Fig. 2 (a).

It is worth mentioning that it is also possible to jointly consider S-A and M-A, for example, by randomly selecting one in each training iteration. In addition, S-A and M-A can also be easily combined with randomly drop augmentation [47] which is commonly used (see Sec. V-C). In fact, data augmentation plays an essential role in SSL, however not all data augmentations have a positive effect on SSL [22]. Hence, it is important to investigate a suitable data augmentation for SSL considering the essential role of data augmentations in SSL as well as the special properties and data structure of medical data compared with natural data. Compared with [48], our method directly operates on the raw data rather than the graph representation. Furthermore, our proposed augmentation methods for fMRI to generate multi-view data is a versatile solution that can be combined with any model architectures.

B. Graph Embedding

With the graph data from two views \((G^a = [X^a, A^a]) \) and \((G^b = [X^b, A^b])\), we perform an encoder to learn the patterns of the data. Since GCN [49] and its variants have been widely used to capture the semantic information (i.e., \( X \)) and the structural information (i.e., \( A \)) in the graph data, in this study, we adopt a GCN model as the encoder \( f(\cdot) \) to get the embedding of all subjects in each view. It is worth noting that the graph encoder \( f(\cdot) \) is versatile for applying other powerful graph learning encoders (e.g., GAT [50] and GIN [51]). For fair comparison and easily application, we apply the commonly used GCN model as the encoder in this study.
More specifically, the GCN operation on the l-th hidden layer is defined as
\[ H^{(l+1)} = \sigma \left( D^{-1/2} A D^{-1/2} H^{(l)} \Theta^{(l)} \right), \]
(1)
where D is the diagonal matrix of A, H^{(l)} is the output features of all subjects at the l-th layer, \( \Theta^{(l)} \) is the trained weight matrix, and \( \sigma (\cdot) \) represents an activation function. The input features of Eq. (1) is the feature vector fMRI features (i.e., X obtained by S-A or M-A). To make the embedding comparable, we use the same GCN encoder (weight sharing) to project two views into the same embedding space. Consequently, we obtain the normalized embedding matrices of two views, i.e., \( Z^a = f(X^a, A^a) \) and \( Z^b = f(X^b, A^b) \).

C. Objective Function

To optimize the model, contrastive-based SSL methods [41], [42] apply contrastive loss on positive pairs and negative pairs, which is not suitable with limited number of samples and small number of classes. Reconstruction-based SSL methods [16] apply reconstruction loss (i.e., MSE) to reconstruct input context, which would be impractical due to fitting the low signal-to-noise ratio fMRI features may result in overfitting to spurious features. Therefore, we propose GATE to avoid sampling negative samples or reconstructing fMRI time series. Instead, we design novel augmentation methods together with the corresponding similarity loss to leverage unlabeled data, while prevent feature collapse in the embedding space. Once the embedding matrices of two views are computed, the next step is to maximize the correlation of these two embedding matrices, as the CCA does (see Sec. IV). Furthermore, we define an input-consistency regularization loss as
\[ \mathcal{L} = - \frac{1}{N} \sum_{i=1}^{N} \langle z_i^a, z_i^b \rangle + \gamma \sum_{v=a,b} \| (Z^v)\top Z^v - I \|_F^2, \]
(2)
where \( \langle \cdot, \cdot \rangle \) is the dot product operator, and \( \gamma \) is the trade-off coefficient. And v is one of the view (e.g., view a and view b) and \( Z^v \) is the embeddings matrices of this view. In Eq. (2), the first term can be regarded as a regularization of the embedded features, ensuring that the low-dimensional features can maintain the representation capability. The second term in Eq. (2) ensures that the individual dimensions of the feature are uncorrelated to avoid collapsed solutions, i.e., all outputs of the model are equal.

Performing downstream task. After the GCN encoder is trained, there is no need to keep the large graph structure in fine-tuning step for versatile and efficiency in clinical practice because many GNN encoders (e.g., GCN and GAT) belong to transductive learning which means the A needs to be reconstructed after new samples involved. Thus, we fine-tune the encoder without graph information (i.e., by replacing A with identity matrix I), followed by a linear layer with ELU activation function (denoted as \( \psi (\cdot) : \mathbb{R} \mapsto \mathbb{R} \)) on a small portion of labeled data using cross-entropy loss for a particular clinical prediction task. All sliding windows are entered into the model during inference processes. To this end, we give the pseudo code of GATE.

Algorithm 1 The Pseudo Code of Our Proposed GATE

**Input:** BOLD signal segments for all the N subject \([S^1, \ldots, S^N]_{i=1}^N\), where m \( \in \{M\} \) indexes the sliding window; random drop function \( R (\cdot) \); graph generation function \( P (\cdot) \), data in fine-tuning step \( X \) with label \( Y \), and fine-tuning classifier \( \psi (\cdot) \).

**Output:** Graph neural network encoder: \( f (\cdot) \)

1. \( S^a \leftarrow S^a; \quad S^b \leftarrow S^{m+1} \) \( \triangleright \) Random select one window
2. **SSL training:**
   3. for \( t \leftarrow 1, 2, \ldots, \) Epochs do
      4. \( X^a, A^a = P(S^a); \quad X^b, A^b = P(S^b) \)
      5. if use random drop then
         6. \( X^a, A^a = R(X^a, A^a) \)
         7. \( X^b, A^b = R(X^b, A^b) \)
      8. end if
      9. \( \triangleright \) Generate fMRI features and population graphs
     10. \( Z^a = f(X^a, A^a) \)
     11. \( \triangleright \) Obtain embeddings of view (a)
     12. \( Z^b = f(X^b, A^b) \)
     13. \( \triangleright \) Obtain embeddings of view (b)
     14. \( \text{Loss} \leftarrow \text{Eq. (2)} \)  \( \triangleright \) Objective function
     15. Updating \( f (\cdot) \) with optimizer, i.e., AdamW
     16. \( \text{Loss} \leftarrow \mathcal{L}_{ce} \)  \( \triangleright \) Train classifier using cross-entropy loss
     17. Updating \( \psi (\cdot) \) and \( f (\cdot) \) with optimizer, i.e., AdamW
   18. **end for**

IV. THEORETICAL MOTIVATION AND ANALYSIS ON CCA LOSS

Machine learning models may poorly generalize on testing data if the decision making is learned from the reliance on the spurious features. Adding input-consistency regularization can help mitigate the correlation between spurious features with the label and improve testing performance [23], [52]. CCA, matching the similarity of two representations, has been widely used for multi-view fusion and fMRI analysis [53], while leveraging CCA in SSL is under-explored. Although [48] uses CCA as regulation, it only implicitly connects view augmentation with Information Bottleneck [54]. Here we improve the theoretical analysis by building the connection between a deep-learning based non-linear CCA and SSL. Moreover, we imply how they will affect the downstream task. The general objective of deep CCA is expressed as
\[ \max_f \mathcal{L}_{\text{CCA}} := \mathbb{E}_{G^a, G^b}[f(G^a)\top f(G^b)], \]
\[ s.t. \sum_{f} f(G^a), f(G^b) = \Sigma_f f(G^a), f(G^b) = I, \]
(3)
where \( f \) is a normalized non-linear embedding; \( G \mapsto \mathcal{Z} \) and \( f \xleftarrow{1/2} w.r.t. \) two views \( G^a \) and \( G^b \). \( \Sigma \) is the covariance matrix that \( \Sigma_{f, f} = \mathbb{E}_G[f(G^a)f(G^a)] \). Here, we state the identifiability between input consistent SSL regulation and non-linear CCA optimization.

Theorem 1 (CCA loss): Considering the optimization of Eq. (2) and Eq. (3), Eq. (2) is the dual problem of Eq. (3) in the form of Lagrangian and satisfies Karush-Kuhn-Tucker (KKT) conditions [55].
Then, we build the connection between CCA regularization and bounding the generalization error on the downstream tasks. Let variables $G^a$ and $G^b$ be two views of a data, i.e., $G^a$ is one sample and $G^b$ is its variant. Denote the representation operation $T$, low rank approximation operator $R$ and $h : X \mapsto \mathbb{R}$. Conduct SVD on $T$: find $k$ orthonormal vectors $U = [u_1, \ldots, u_k]$, $V = [v_1, \ldots, v_k]$ and scalars $s = \sigma_1, \ldots, \sigma_k \in \mathbb{R}$ that minimizes:

$$
\mathcal{L}_{U,V,S} := \max_{\|h\|_{L^2(G^b)}=1} \|Th - Tkh\|_{L^2(G^a)},
$$

$$
Tk h := \sum_{i=1}^{k} \sigma_i \langle v_i, h \rangle_{L^2(G^b)} u_i = f^\top w,
$$

where $w = \langle u_1, h \rangle$. We state the general theorem of non-linear CCA on the approximation error as follows,

**Lemma 2 (General theorem for non-linear CCA [56]):** Let $f$ be the solution of Eq (3) and $h^*$ be the optimal function to predict $Y$, the one-hot encoder of label $Y$. Denote $\sigma_i := \mathbb{E}_{G^a,G^b}[f_i(G^a)f_i(G^b)]$. The approximation error of $f$ satisfies

\[
e_{apx}(f) := \min_{W} \mathbb{E}_{G^a}[\|h^*(G^a) - W^\top f(G^a)\|^2] \\
\leq 2\mathbb{E}_y [\|h^* - R w_{b,y}\|^2 + (\|R - Tk\| w_{b,y}\|^2)].
\]

(4)

Here $(Tk \circ h_y)(g_a) := \sum_{i=1}^{k} \sigma_i [f_i(G^a)h_y(G^b)](g_a)$, and $(R \circ h_y)(g_a) := \mathbb{E}_Y [\mathbb{E}_{G^a,G^b}[h_y(G^a)Y]|G^b = g_a]$, where $h_y$ satisfies $\mathbb{E}_y[h_y(G^b)|Y = y] = 1(Y = y).

**Theorem 3 (Upper bound of excess risk of downstream task):** Let $G^a$ and $G^b$ be two views randomly generated from the same training instance and $Y$ be the instance labels. Consider learning an embedding by minimizing Eq. (2)

\[f^* := \arg \min_{W} \mathbb{E}_{Y} [\|Y - W^\top f(G)\|^2],\]

for analysis simplicity $W \in \mathbb{R}^{k \times k}$. Suppose $Y = h^*G + N$, where $N$ is $\mathcal{N}$-subgaussian and $\mathbb{E}[N] = 0$. If the multi-view conditional independence assumption holds, with probability of at least $1-\delta$, we have the excess risk:

\[
\text{ER}_f(W) := \mathbb{E}_G [\|h^*(G) - W^\top f(G)\|^2] \\
\leq O\left(\frac{\alpha}{1 - \lambda} + \sigma^2 k \frac{n}{n}\right).
\]

(5)

where $n$ is the number of labeled samples in the downstream task, $k$ is the number of classes in $Y$, $\alpha$ is the Bayes error, and $\lambda$ is the $k$-th singular value of the representation operation $T$. In our context of SSL ($Tk := \mathbb{E}_y[h_y(G^b)\top f(G^b)]f(G^a)$).

**Proof:** Let variables $G^a$ and $G^b$ be two views of a data, i.e., $G^a$ is one sample and $G^b$ is its variant. Let functions $w_{i,y}(G^a) = 1(h^*(G^a) = y)$ for $i \in \{a, b\}$. Under the conditional independence, $T = R$ and the $(k - 1)$-th maximal correlation of $G^a$ and $G^b$ is the $k$-th singular value of $T$ [57].

We have

\[
\sum_y \|Tk w_{b,y} - w_{a,y}\|^2 \\
= 1 - \int_{G^a,G^b} P(G^a,G^b) \mathbf{1}(h(G^a) \neq h(G^b)) \\
\geq \sum_{i \in \{a,b\}} P(h^*(G^i) \neq y) \geq 1 - 2\alpha.
\]

Accordingly we obtain

\[
\sum_y \|R w_{b,y} - w_{a,y}\|^2 \\
= \sum_y (\|R w_{b,y}\|^2 + \|w_{a,y}\|^2 - 2\langle w_{a,y}, Rw_{b,y} \rangle) \\
\leq 2\lambda - 2(1 - 2\alpha) = 4\alpha.
\]

Additionally,

\[
\sum_y \|(T - Tk) w_{b,y}\|^2 \leq \lambda^2 (1 - \frac{(1 - 2\alpha)^2 - \lambda^2}{1 - 2\lambda}) \leq \frac{4\alpha(1 - \alpha)}{1 - \lambda^2}
\]

Hence we have

\[
\sum_y \|Tk w_{b,y} - w_{a,y}\|^2 \\
\leq \left(\sqrt{\sum_y \|Tk w_{b,y} - w_{a,y}\|^2} + \sqrt{\sum_y \|(T - Tk) w_{b,y}\|^2}\right)^2 \\
\leq (2\sqrt{\lambda} + \sqrt{\frac{4\alpha(1 - \alpha)}{1 - \lambda^2}})^2 \\
\leq \frac{16\alpha}{1 - \lambda},
\]

and

\[
\sum_y \|Tk w_{b,y} - w_{a,y}\|^2 \leq \sum_y \|(T - Tk) w_{b,y}\|^2.
\]

Notice that we need to upper bound Eq. (4), where

\[
\sum_y \|R w_{2,y} - w_{1,y}\|^2 \\
\leq 2\sum_y \|R w_{2,y} - w_{1,y}\|^2 + \|w_{1,y} - Tk w_{2,y}\|^2 \\
\leq \frac{16\alpha}{1 - \lambda} + 4\alpha = O(\frac{\alpha}{1 - \lambda}).
\]

On the other hand, we have $\|h^* - Rw_{b,y}\|^2 \leq \langle(Y - h^*W^\top f - W^\top f) \rangle \leq Tr(\Sigma_{Y|G^b}(k + \log k/\delta))$. Therefore, the excess risk of fitting the linear layer

\[
\frac{1}{n} \|h^* - W^\top f\|^2 \leq \frac{1}{n} Tr(\Sigma_{Y|G^b}(k + \log k/\delta)) = O(\frac{\sigma^2 k}{n}).
\]

Therefore we could easily conclude that Theorem 3 holds. ■

**Remark 4:** Note that based on bound provided by Theorem 3, larger number of labeled samples $n$ in the downstream task and smaller value of $\lambda$ give a lower excess risk. Small value of $\lambda$ can be achieved by low rank representation of $T$, e.g., via optimizing Eq. (3) [56].
V. EXPERIMENTS

A. Experimental Setup

1) Datasets: we conduct experiments on two fMRI datasets: Autism brain imaging data exchange (ABIDE) for health control (HC) vs. autism patient classification\(^1\) and Frontotemporal dementia (FTD) for HC vs. dementia classification.\(^2\)

ABIDE contains 1029 subjects with functional magnetic resonance imaging data from ABIDE-I and ABIDE-II datasets in this work, including 485 ASD patients and 544 healthy controls (HCs) which are nearly balanced class distribution. The registered fMRI volumes were constructed on predefined templates, using Bootstrap Analysis of Stable Cluster parcellation with 122 ROIs (BASC-122). We construct a 122 × 122 FC network for each subject, where each node is an ROI and the edge weight is the Pearson’s correlation between the time series of BOLD signals of paired ROIs. To represent a subject, we use the upper triangle of the fully associated matrix, yielding in a 7503-dimensional feature vector.

FTD includes 181 subjects consisting of 86 normal cases (HC), 95 characterized as FTD, which are nearly balanced class distribution. Subjects are acquired on the 3.0T scanner at different centers with a gradient field strength of 80mT/m and gradient switching rate of 200mT/m/ms, using an eight-channel phased-array receiver coil. Then, we use the DPARSF toolbox [59] to preprocess those data. The following pipeline is included: (i) slice timing correction; (ii) head motion correction; (iii) spatial normalization to the montreal neurological institute template; (iv) spatial smoothing using a full half-width Gaussian smoothing kernel; and (v) linear detrending and temporal bandpass filtering (0.01- 0.10 Hz) for BOLD signals. Finally, the registered fMRI volumes were parcellated into 116 ROIs according to the AAL template.

2) Graph Construction: We follow Parisot et al. [5] to obtain the initial graph \(A\). To begin with, we extract low-dimensional and discriminative features from raw medical images. We then utilise them to build a similarity graph \(S \in \mathbb{R}^{n \times n}\) where \(n\) indicates the number of nodes in the population graph, intending to limit the adverse influence of high-dimensional features, such as noisy, redundant features and the dimensionality curse. Additionally, we employ phenotype data (e.g., sex, age and gene) to calculate node similarity from another angle, supplying much information to produce high-quality graphs. Finally, we merge the edges acquired from image-based node features and the edges generated from phenotype information to obtain the initial graph \(A\) by performing the Hadamard product between the similarity graph matrix \(S\) and the phenotypic graph matrix \(\tilde{S}\) (i.e., \(A = S \odot \tilde{S}\)). We also sparse the graph \(A\) by preserving the \(k\) edges with the largest weights for each node and others as zeros. Equally, we add the diagonal matrix \(I\) to \(A\) (i.e., \(I + A \rightarrow A\)).

3) Comparison Methods: The comparison methods include three GCN methods without SSL strategies (vanilla GCN [5], GAT [50], and SAC-GCN [58]), two contrastive-based graph SSL methods (DGI [41] and MVGRL [42]), two similarity-based graph SSL method (BGRL [47] and CCA-SSG [48]). We adopt the open-source codes of all comparison methods and use grid search to decide their best hyper-parameters. For a fair comparison, we use the same dynamic window strategy for the comparison methods and use grid search technology to find their best practice. We list details of each comparison method below.

- **Vanilla GCN** [5] trains GCN model [49] with cross-entropy loss on fMRI data for disease diagnosis with labeled training data. This is the baseline method of GCNs on fMRI data [5].
- **GAT** [50] is one popular GCN method with attention mechanism and is considered as the state-of-the-art method for graph learning with labeled training data.
- **SAC-GCN** [58] is a population graph based method which conduct representation learning by taking into account both the functional graph and the structural graph.
- **DGI** [41] is a pioneer in the study of SSL with the graph structure data. As a contrastive learning method, DGI obtains good representation by manually constructing positive and negative pairs.
- **MVGRL** [42] maximizes the mutual information of multiple related views inspired by DGI [41], which contains a more complex pipeline for graph SSL.
- **BGRL** [47] generalizes BYOL [18] to graphs by forming online and target node embeddings, and gets promising results on large-scale graph representation learning.
- **CCA-SSG** [48] proposes a similarity-based SSL and obtains significant results. The main difference between GATE and CCA-SSG is that GATE designs a special strategy to generate two views according to the characteristics of medical data, and we improve the theoretical analysis by building the connection between a deep-learning based non-linear CCA and SSL.

For supervised learning method (e.g., vanilla GCN, GAT, and SAC-GCN), we follow their original setting (transductive learning) to train the model. Among the above comparison methods, DGI, MVGRL, BGRL, and CCA-SSG are the state-of-the-art GCN models using SSL embeddings. In contrastive-based models (i.e., DGI and MVGRL), following their original literature and official codes, we use the corruption function and the readout function for negative construction and positive construction. In similarity-based methods (i.e., BGRL and CCA-SSG), we use the random masking function on feature and graph to generate two views.

4) Implementation Details: All experiments are run on a server with 8 NVIDIA GeForce 3090 GPUs and implemented in PyTorch (vision 1.9). All parameters are optimized by the AdamW [60] optimizer with \(1e^{-3}\) learning rate. The \(\gamma\) in Eq. (2) is empirically set to 0.2, \(L\) and \(s\) in \(S-s\) are set to 30 and 15 respectively, \(l_a\) and \(l_p\) in \(M-A\) are randomly selected from \([10, 20, 30, 40, 50]\) in each training iteration. We apply one graph convolutional layer following one linear layer in this study considering that the large number of graph convolutional layer may cause the problem of over-smooth [61] (the problem of over-smooth is easy to happen on the small datasets). We apply the ELU function as a nonlinear activation for each layer. The training times \((s)\) on the ABIDE dataset

\(^1\) http://fcon_1000.projects.nitrc.org/indi/abide/
\(^2\) https://cind.ucsf.edu/research/grants/frontotemporal-lobar-degeneration-neuroimaging-initiative-0
### Table I

| Metrics       | ABIDE | FTD |
|---------------|-------|-----|
| **Accuracy**  |       |     |
| Vanilla GCN [5] | 59.6 (2.8) | 64.5 (3.0) |
| GAT [50]      | 61.6 (2.2) | 66.4 (2.7) |
| SAC-GCN [58]  | 61.8 (2.2) | 67.8 (3.8) |
| DGI [41]      | 57.4 (2.7) | 62.8 (2.9) |
| MVGRL [42]    | 58.1 (3.1) | 63.5 (3.8) |
| BGRL [47]     | 61.0 (2.4) | 68.2 (2.5) |
| CCA-SSG [48]  | 60.6 (2.3) | 69.7 (3.0) |
| **GATE (ours)** | 63.7 (1.8) | 72.4 (2.5) |
| **AUC**       |       |     |
| Vanilla GCN [5] | 59.3 (2.7) | 65.5 (2.6) |
| GAT [50]      | 60.8 (1.9) | 66.1 (2.2) |
| SAC-GCN [58]  | 61.2 (2.2) | 67.5 (3.6) |
| DGI [41]      | 56.9 (2.4) | 62.9 (2.4) |
| MVGRL [42]    | 57.6 (2.8) | 63.4 (2.9) |
| BGRL [47]     | 60.1 (2.0) | 68.5 (1.9) |
| CCA-SSG [48]  | 61.1 (2.6) | 69.5 (2.4) |
| **GATE (ours)** | 63.6 (2.1) | 71.7 (2.0) |
| **Precision** |       |     |
| Vanilla GCN [5] | 61.0 (2.5) | 66.8 (2.2) |
| GAT [50]      | 62.7 (2.2) | 66.9 (2.7) |
| SAC-GCN [58]  | 63.4 (2.3) | 65.4 (2.8) |
| DGI [41]      | 59.8 (2.6) | 65.3 (2.8) |
| MVGRL [42]    | 60.5 (1.7) | 67.5 (3.1) |
| BGRL [47]     | 62.4 (2.0) | 68.6 (2.7) |
| CCA-SSG [48]  | 62.6 (2.6) | 70.7 (2.2) |
| **GATE (ours)** | 65.6 (1.5) | 70.7 (2.2) |
| **Recall**    |       |     |
| Vanilla GCN [5] | 67.3 (5.3) | 69.4 (3.6) |
| GAT [50]      | 69.7 (4.0) | 71.8 (7.2) |
| SAC-GCN [58]  | 68.6 (4.1) | 62.5 (7.3) |
| DGI [41]      | 63.6 (5.3) | 64.0 (6.6) |
| MVGRL [42]    | 64.0 (5.2) | 67.8 (3.1) |
| BGRL [47]     | 66.5 (4.4) | 73.6 (5.0) |
| CCA-SSG [48]  | 67.7 (4.5) | 75.7 (4.7) |
| **GATE (ours)** | 70.1 (3.7) | 76.8 (4.2) |
| **F1-score**  |       |     |
| Vanilla GCN [5] | 64.7 (2.8) | 66.8 (2.7) |
| GAT [50]      | 66.6 (2.2) | 70.6 (2.2) |
| SAC-GCN [58]  | 65.8 (2.4) | 63.8 (2.0) |
| DGI [41]      | 61.6 (2.7) | 67.0 (2.1) |
| MVGRL [42]    | 62.2 (2.2) | 69.7 (4.9) |
| BGRL [47]     | 65.6 (2.6) | 71.8 (2.4) |
| CCA-SSG [48]  | 64.4 (4.9) | 73.3 (2.8) |
| **GATE (ours)** | 67.7 (2.5) | 73.0 (2.7) |
| **Avg**       |       |     |
| Vanilla GCN [5] | 62.4 (3.2) | 66.4 (2.5) |
| GAT [50]      | 64.3 (2.5) | 69.1 (2.3) |
| SAC-GCN [58]  | 64.1 (2.7) | 68.5 (3.5) |
| DGI [41]      | 59.9 (3.1) | 63.5 (3.5) |
| MVGRL [42]    | 60.5 (3.0) | 64.3 (3.8) |
| BGRL [47]     | 63.7 (2.9) | 69.7 (2.9) |
| CCA-SSG [48]  | 62.8 (3.6) | 71.1 (3.0) |
| **GATE (ours)** | 66.2 (2.5) | 73.0 (2.7) |

Performance (i.e., Mean (std)) of all methods on two datasets under 20% labeled data in the fine-tuning step. The “Gray” row means the results with vanilla training (semi-supervised learning or supervised learning). The “Avg” metric means the average value of the five evaluation metrics for convenient comparison. The best performance is highlighted in boldface.
loss [14] and select negative samples randomly. For RE, we replace Eq. (2) with MSE loss and add a decoder network. Fig. 5 shows the superiority of GATE compared with other SSL strategies (CL and RE), which is consistent with our analysis.

3) Different Dimensional Embedding: We analyze the impacts of different numbers of embedding dimensions in our methods. For this purpose, we set the range of the numbers of embedding dimensions as \{16, 32, 64, 128, 256, 512, 1024\}. As shown in Fig. 6, the accuracy of our method increased with the increasing numbers of embedding dimensions i.e., from 16 to 256 on the ABIDE dataset and from 16 to 128 on the FTD dataset. On both two datasets, the performance peaks around 128 to 256 and then increases slowly. Moreover, the accuracy is slightly low when the dimensionality is set in range of [16, 64]. The reason can be that low dimensional embeddings cannot capture the useful information well limited by its insufficient representational ability. The performance is stable for the high-dimensional embeddings, which indicate that GATE is insensitive to the numbers of embedding dimensions with high dimensional embeddings. In this observation, we set the numbers of embedding dimensions to 256 in all experiments.

4) Effectiveness of $\gamma$ in the Objective Function: We conduct an ablation experiment on the second term in the objective function. The results in Fig. 7 correspond to $\gamma$ in Eq. 2 varying from 0.001 through 10. We can see that GATE has poor performance on both two datasets when $\gamma$ is small (e.g., $\gamma \leq 0.1$), providing empirical evidence for our state that the second term in Eq. 2 is necessary to get promising result. Moreover, over a wide range of the value of $\gamma$ (e.g., $0.2 \leq \gamma \leq 0.8$), GATE achieves a near-perfect performance on both two datasets, which shows GATE can achieve stability when $\gamma$ is in a reasonable range (e.g., $0.2 \leq \gamma \leq 0.8$). As expected, a large value of $\gamma$ in Eq. 2 takes a hit on performance (e.g., $0.9 \leq \gamma$). The reason can be that a large value of $\gamma$ means the second term dominates the objective function,
whereupon the model tends to produce more irrelevant embeddings rather than discriminative embeddings for downstream tasks.

5) Effectiveness of Fine-Tuning and Graph: To analyse the effectiveness of fine-tuning step and graph, we perform a comparison of GATE without fine-tuning step and GATE without considering graph information in SSL (i.e., replacing $A$ with $I$ in Eq. (1) in SSL step). As shown in Fig. 8, we clearly observe that both fine-tuning and graph are necessary in our pipeline. In practice, fine-tuning step fits the practical medical deployment scenario where a small portion of labeled data can be obtained to fit specific disease in downstream tasks. Besides, graph information can provide common biomarkers between subjects for model in SSL step. Indeed, after SSL step, there is no need to keep the large graph structure for computational efficiency in fine-tuning step, which is able to make GATE easier to be applied in clinical practice.

6) Low-Rank Representation: In Theorem 3, we state that GATE can obtain low-rank representation to decrease upper bound of excess risk of downstream task. We carry out Singular Value Decomposition (SVD) experiments on embeddings to support our statement. According to Fig. 9, the singular values of GATE is remarkably smaller than vanilla GCN in both two datasets.

7) Parameter Sensitivity Analysis: As we mentioned in Sec. III-A, existing dynamic FC-based methods are sensitive to the parameters in the sliding window algorithm (e.g., the length of the sliding window and the step of the sliding window) [44], [45]. We investigate whether GATE is sensitive to the parameters used in the proposed two augmentations, which is related to the sliding window algorithm. To do this, we conduct the parameter sensitivity studies on proposed augmentations and report their results in Fig. 10 and Fig. 11.

First, in the augmentation $S-A$, it includes two parameters, i.e., the length of the sliding windows $L$ and the step of sliding windows $s$. Figure 10 shows the results obtained by traversing $L$ from 20 to 70 and $L$ from 10 to 35, with fixing the other settings. We could observe that GATE is insensitive to the parameters $L$ within a certain range of values and $s$. Specifically, GATE can consistently obtain promising results except in the case of a tiny value of $L$, and the suggested value ranges of $L$ and $s$ are $[30, 60]$ and $[10, 35]$, respectively. Second, in the augmentation $M-A$, we investigate the effect of gaps between two different scale sliding windows (i.e., $||l_a - l_b||$). Figure 11 shows the results obtained by traversing gaps from 5 to 40 with fixing the other settings (e.g., the value of $L$ and the value of $s$ are set to 30 and 15, respectively). As a result, the variation of the performance of GATE is relatively stable with the value ranges of gaps is $[10, 40]$. This observation demonstrates that GATE is insensitive to the parameters settings of $M-A$ in our experiments. In summary, the reasons of the above observation could be that GATE maximizing the similarity of the two representations (i.e., embeddings of two different sliding windows) to reduce the perturbations on different sliding windows.

VI. DISCUSSION

A. The Needs of Label Efficiency for fMRI

In recent years, fMRI analysis has revolutionized with deep learning, while training a powerful model usually requires a
large amount of labeled fMRI data. To visually explain the needs of large labeled data for fMRI analysis, we depict the results of vanilla GCN under different label rates in Fig. 3. We can observe that the accuracy of the vanilla GCN decreases significantly with the decreasing labeling rate (e.g., 10% to 50%). However obtain a sufficient number of labeled images for fMRI data could be challenging due to the cost of obtaining neuro-disease annotations. Therefore, designing a method for limited labeled fMRI data is crucial [63]. To solve this limitation, we propose a graph SSL method GATE, which can yield comparable results under label-efficient data (e.g., the accuracy of GATE under 20% labeling rate is comparable to the accuracy of vanilla GCN under 50% labeling rate). The main reason could be that GATE can help extract robust features on label-efficient data. Consequently, our experiments show promising results to tackle the issue of limited labeled fMRI data.

B. Graph Learning for Neuroimaging

Deep graph learning models, like GCNs, have become popular approaches for populations disease analysis, including neuroimaging [3], [5]. Modeling subject-wise neuroimaging signals (and auxiliary phenotype features) could leverage the representation of similar subjects. Our work investigates how adding similarity regularization affects GCN-based representation learning on fMRI signals. As shown in Fig. 8 and Tab. 1, graph information is essential to get good results and GATE is significantly better than other GCN-based methods. The reason could be better extracting associations between subjects and maximizing the correlation of the representations from multiple coupled views. Hence, we can conclude that graph learning can obtain embedding matrices of different views to characterize the representations of neuroimaging.

C. Technical Contributions of Our Work

We further analyze the technical contributions of GATE. Firstly, GATE utilizes an SSL-based strategy to capture vital relationship for generation multiple coupled views of a fMRI BOLD signal. We can achieve good performance of pre-training on unlabeled fMRI data and fine-tuning on small labeled data. Then, we design a GCN encoder for limited labeled fMRI data to extract associations between subjects. Our GCN-based method effectively solves the issue of earning on label-efficient dataset. Moreover, GATE is a versatile method which can be further improved by considering a more powerful GNN encoder (i.e., \( f(\cdot) \)) and combining a more powerful classifier (i.e., \( \psi(\cdot) \)) for real application. In general, self-supervised tasks provide informative priors that can benefit GCN in generalizable target performance.

VII. Conclusion

In this paper, we propose GATE, a novel graph SSL method for fMRI analysis on the population graph. GATE can achieve outstanding classification performance without labeled data in the training phase. Theoretical analysis demonstrates the appropriateness of the proposed augmentation strategy, CCA regularization loss in SSL for fMRI analysis, and the generalization bound of our method. Experimental results show that GATE outperforms alternative SSL methods on two neuroimaging datasets with significant margins. Furthermore, it opens perspectives to bring deep learning from research to clinic by learning from noisy and limited labeled data.
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