Preparation for Quantum Simulation of the 1+1D O(3) Non-linear $\sigma$-Model using Cold Atoms
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The 1+1D O(3) non-linear $\sigma$-model is a model system for future quantum lattice simulations of other asymptotically-free theories, such as non-Abelian gauge theories. We find that utilizing dimensional reduction can make efficient use of two-dimensional layouts presently available on cold atom quantum simulators. A new definition of the renormalized coupling is introduced, which is applicable to systems with open boundary conditions and can be measured using analog quantum simulators. Monte Carlo and tensor network calculations are performed to determine the quantum resources required to reproduce perturbative short-distance observables. In particular, we show that a rectangular array of 48 Rydberg atoms with existing quantum hardware capabilities should be able to adiabatically prepare low-energy states of the perturbatively-matched theory. These states can then be used to simulate non-perturbative observables in the continuum limit that lie beyond the reach of classical computers.

I. INTRODUCTION

Future quantum simulations of Abelian and non-Abelian quantum field theories (QFTs), such as quantum chromodynamics (QCD), and descendant effective field theories, will be important in developing robust predictive capabilities of the dynamics in a variety of physical systems of importance in high-energy and nuclear physics, ranging from the early universe, to highly-inelastic processes in particle colliders, to the evolution of extreme astrophysical environments. Beyond the capabilities of classical computation, these challenges can only be addressed using yet-to-be-engineered quantum computers of sufficient capability [1, 2]. During the last decade, rapid advances in the control of coherence and entanglement in the laboratory has led to the deployment of the first generation of quantum computing platforms, built around superconducting qubits [3–7], trapped ions [8], and neutral atoms [9–12]. These can be operated in a digital manner, where a universal gate-set is used to emulate a specific Hamiltonian, or an analog manner where the system is tuned to natively implement a target Hamiltonian, or as quantum annealers [13–15]. While digital quantum simulation platforms are universal in the sense that they can simulate an arbitrary Hamiltonian, the difficulties of implementing quantum gates has so far limited digital quantum simulations to relatively small systems. In contrast, analog quantum simulations have been performed with larger systems, but are limited by the native Hamiltonian of the experimental platform. Recent work has indicated that error rates on some analog simulation platforms are low enough for potential quantum advantages in physically interesting systems to be within reach [16]. In particular, cold atom systems have been used to simulate the dynamics of quantum systems in regimes that are difficult for classical computers to simulate [17, 18].

With the emerging potential of quantum computers, and the known limitation of classical computing, a growing effort is underway to develop efficient mappings of QFTs onto quantum computers, and the time-evolution of an array of initial conditions. The asymptotic freedom of SU(2) and SU(3) gauge theories enables spatial lattice calculations to be perturbatively close to the continuum, and systematically correctable, as has long been used for lattice QCD classical simulations. Traditional lattice mappings of gauge theories, such as Kogut-Susskind [19], have led to first calculations of modest systems in low-dimensions in U(1) [20–26], SU(2) [27–30] and SU(3) [31–35], and estimates of resource requirements, along with improved understandings about how to move forward. These advances have also driven the development of new and different encodings of QFTs onto finite discrete degrees of freedom [20–22, 24–148].

Interestingly, the O(3) nonlinear sigma model (NL$\sigma$M) in 1+1 dimensions is a theory of interacting scalar particles that is asymptotically free, and can support a topologically non-trivial ground state (vacuum). Because of these qualitative similarities with QCD, it serves as a useful test-bed for the development of computational methods for QCD. A number of mappings of the O(3) NL$\sigma$M suitable for quantum simulation have been introduced, including the Heisenberg comb, fuzzy sphere, angular momentum truncations and D-theory [132, 149–153]. Previous work has shown that at lowest truncation, the fuzzy sphere regularization reproduces the O(3) NL$\sigma$M [154], while the angular momentum truncation requires a larger local Hilbert space to do so [155]. The D-theory mapping with periodic boundary conditions (PBC) has been shown in a number of works to reproduce the O(3) NL$\sigma$M, both with and without a $\theta$-term [132, 152, 153]. However, present-day analog simulators, including arrays of cold atoms, only support open boundary conditions (OBC).

A central ingredient in lattice simulations of asymptotically-free QFTs is the perturbative matching between the continuum and the lattice at short-distances (compared to the scale at the theory becomes non-perturbative). In this work, it is shown that it is possible to perform this matching for the O(3) NL$\sigma$M on existing analog quantum simulators. A definition of the renormalized coupling in the O(3) NL$\sigma$M that is suitable to be used with OBC is introduced, and implemented using tensor network simulations to compute the step-scaling function in the D-theory mapping. The step-scaling function is then matched to perturbative results at short distances (ultraviolet), and the...
results of Monte Carlo calculations at long-distances (infrared), allowing for the minimum number of qubits required to reproduce continuum physics of the O(3) NLσM (to a given level of precision) to be determined. Tensor-network simulations indicate that asymptotic freedom and non-perturbative dynamics beyond the capabilities of classical computers in the O(3) NLσM can be potentially simulated with current cold-atom experimental configurations.

II. MAPPING D-THEORY TO QUBIT REGISTERS

The 1 + 1D O(3) NLσM is defined by the action

\[ S = \frac{1}{2g} \int dt \ dx \ \partial \phi(x, t) \cdot \partial \phi(x, t), \]

(1)

where \( \phi(x, t) \) is a vector of three scalar fields subject to the constraint \( \phi(x, t) \cdot \phi(x, t) = 1 \). This constraint is responsible for transforming the free-boson action in Eq. (1) into an interacting asymptotically-free QFT.

This theory has been extensively studied using classical Monte Carlo (MC) methods using a straightforward discretization of the above continuum action,

\[ S_{\text{lat}} = -\frac{1}{g} \sum_{i,j} \phi_i \cdot \phi_j, \]

(2)

where the sum is over all nearest-neighbor sites \( i, j \) on a square Euclidean spacetime lattice.

Simulating this theory on a quantum computer requires a truncation of the field, and the D-theory formulation provides a natural mapping onto qubit degrees of freedom, and an intrinsic truncation, utilizing dimensional reduction. In this mapping, spin-\( \frac{1}{2} \) degrees of freedom are placed on a 2D rectangular lattice of length \( L_x \) sites in the \( x \) direction and \( L_y \) sites in the \( y \) direction and coupled through an antiferromagnetic Heisenberg interaction, i.e.,

\[ \hat{H}^D = J_x \sum_{x,y} \hat{S}_{x,y} \cdot \hat{S}_{x+1,y} + J_y \sum_{x,y} \hat{S}_{x,y} \cdot \hat{S}_{x,y+1}. \]

(3)

To obtain the 1+1D O(3) NLσM, we choose \( J_x, J_y \) such that the 2D model is in a massless (symmetry broken) phase when \( L_x, L_y \to \infty \). With these choice of parameters, the continuum limit of the NLσM is obtained in the limit \( L_x \gg L_y \gg 1 \), as has been demonstrated in several previous works for \( J_x = J_y \) \cite{132, 152, 153, 156, 157}. This has enabled classical Monte Carlo studies of the O(3) NLσM at finite density \cite{156} and with a \( \theta \) term \cite{132} without a sign problem. In the isotropic \( (J_x = J_y) \) D-theory approach, each even \( L_y \) corresponds to a fixed coupling, and as the correlation length grows exponentially in \( L_y \), this corresponds to a coarse set of lattice spacings. A more refined set of lattice spacings can be explored by varying \( J_x/J_y \). In the regime \( J_x/J_y \lesssim 1 \), dimensional reduction should still occur, while the correlation length is reduced.

Determining the lattice spacing (in physical units) in any simulation of a QFT requires matching one or more dimensionful quantities calculated in lattice units to the corresponding experimentally or theoretically determined quantity. Such determinations have associated systematic errors due to the finite volume, imprecise input parameters, and other effects, see for example Ref. \cite{158}. For the O(3) NLσM, the renormalized coupling can be used to set the length scale. Typically, Monte Carlo studies of the O(3) NLσM have been performed in a Euclidean spacetime with PBC, and the renormalized coupling, \( \bar{g}(L) \), is defined in terms of two-point spacetime correlation functions projected onto momentum modes \cite{159}. This definition is somewhat problematic for our present purposes because quantum simulation platforms do not have direct access to Euclidean spacetime correlation functions, and, further, it is more natural to implement OBC (for which momentum modes are no longer non-interacting eigenstates) on current platforms. Previous work has explored renormalized couplings defined in terms of energy gaps with OBC \cite{154}. However, this is resource intensive to extract in practice on hardware, as it requires accurate preparation of both the ground state and first excited state and measurements of their energies. In this work, we introduce a new definition of \( \bar{g}(L) \), given in terms of spatial correlations, that recovers the traditional definition in the perturbative regime, and which can be practically implemented in quantum simulations. Explicitly, \( \bar{g}(L) \) is defined by

\[
\bar{g}(L) = \frac{1}{2} \left| \sqrt{\frac{1}{L \sin \left( \frac{\pi}{2L} \right)}} \right| \frac{G_0}{G_1} - 1,
\]

(4)

where \( G_0 \) and \( G_1 \) are the largest and second largest eigenvalues of the vacuum correlation matrix, \( G_{x_1,x_2} \), defined by

\[
G_{x_1,x_2} = \sum_{y_1,y_2} (-1)^{x_1+y_1+x_2+y_2} \langle \psi | \hat{S}_{x_1,y_1}^{z} \hat{S}_{x_2,y_2}^{z} | \psi \rangle,
\]

(5)

where \( | \psi \rangle \) is the vacuum state of the Hamiltonian in Eq. (3), and \( \hat{S}_{x,y}^{z} \) is the \( z \)-component of the spin operator at site \( (x,y) \). Recently, another method to extract the running coupling on quantum platforms for 2+1D quantum electrodynamics was proposed in Ref. \cite{148}, albeit with PBC.

To show that the continuum physics of the O(3) NLσM can be recovered on a quantum device, we compute a universal step-scaling function, \( F_s(z) \), defined as

\[
F_s(z) = \frac{\bar{g}(sL, g_{\text{bare}})}{\bar{g}(L, g_{\text{bare}})},
\]

(6)

where \( z = \bar{g}(L, g_{\text{bare}}) \). Here, we emphasize that the bare coupling \( g_{\text{bare}} \) is kept fixed on the right hand side. In the limit \( z \to 0 \), \( F_s(z) \) probes infrared (IR) physics and in the \( z \to \infty \) limit, \( F_s(z) \) probes ultraviolet (UV) physics. Therefore, if a lattice regularization reproduces the entire step scaling function it can be said to reproduce the continuum physics of the O(3) NLσM. Any lattice regularization should be able to bridge the gap between perturbative UV physics and the non-perturbative IR physics. For simulations of asymptotically-free theories, it is essential to match the lattice theory to the continuum theory (UV) with as few computational resources as possible, as the resulting non-perturbative IR physics emerges at parametrically larger length scales.
The renormalized couplings defined by Eq. (4) were obtained for the nearest neighbor (NN) D-theory Hamiltonian for going from a lattice of size $6 \times L_y$ sites to $8 \times L_y$ sites. The black line is a fit to results of Monte Carlo calculations using the traditional lattice regularization. The dashed blue line is the perturbative result [159].

To determine the size of lattices required to reproduce the O(3) NLσM, density matrix renormalization group (DMRG) calculations were performed using the C++ ITensor library [160, 161] to obtain the vacuum state of the Hamiltonian in Eq. (3) for lattices of size $6 \times L_y$ and $8 \times L_y$ with OBC [161–164]. The renormalized couplings defined by Eq. (4) were used to compute $F_4(z)$ with $s = \frac{4}{3}$. Note that while traditionally $F_4(z)$ is computed for $s = 2$, any value of $s$ may be used in principle, and we have used $s = \frac{4}{3}$ to reduce the classical computing overhead. Different points on the $F_4(z)$ curve, shown in Fig. 1, were computed by varying $\frac{L_y}{L_x}$ in the range $0.1 \leq \frac{L_y}{L_x} \leq 1.3$. At the lower end of the perturbative regime, $z \lesssim 0.55$, $F_4(z)$ is reproduced sufficiently well with $L_x = 6, 8$ lattice sites, provided a large transverse direction $L_y = 8$ is used. This indicates that perturbative matching between the continuum and lattice O(3) NLσM theories can be accomplished with as few as 64 qubits on a quantum device.

While the D-theory Hamiltonian with nearest-neighbor couplings is natural to consider, some quantum simulation platforms, such as cold atoms, have long range couplings. For example, arrays of Rydberg atoms with an s-wave coupling are described by a Hamiltonian with the form,

$$\hat{H}^\text{Ryd} = \sum_{i} \frac{\Omega_i(t)}{2} \hat{X}_i + \sum_{i} \Delta_i(t) \hat{n}_i + \sum_{i<j} C_{ij} \frac{\hat{n}_i \hat{n}_j}{\sqrt{|\vec{x}_i - \vec{x}_j|}} \ ,$$

where $\hat{n}_i$ is the Rydberg-state occupation of atom $i$, $\vec{x}_i$ is the position of atom $i$, and $\hat{X}_i$ couples the ground state of atom $i$ to its excited Rydberg state [9, 10]. $\Omega_i(t)$ specifies the strength of the driving field at atom $i$, and $\Delta_i(t)$ specifies a local detuning. By identifying the excited-state occupation number with the $z$-component of a spin, it can be seen that this system is described by an Ising Hamiltonian with long-range interactions and time-dependent external fields. Due to this native encoding of the Ising model, Rydberg atoms have been used in a number of studies to perform analog quantum simulations of the Ising model [17, 18, 165, 166]. As we have shown in previous works, the Ising model with a strong transverse and longitudinal field can reproduce the dynamics of the Heisenberg model, and time dependent external fields can be used to adiabatically prepare ground states of the Heisenberg model with long range interactions [167, 168]. In particular, by arranging atoms in a rectangular lattice and identifying the number operator of the atom at site $(x, y)$, $\hat{n}_{x,y}$ with a staggered $z$-component of a spin operator, i.e., $\hat{n}_{x,y} = \frac{1}{2} + (-1)^{x+y} S^z_{x,y}$, it is possible to engineer a Heisenberg Hamiltonian,

$$\hat{H}^\text{D} = \sum_{x_1,y_1,x_2,y_2} \frac{(-1)^{+x_1+y_1+x_2+y_2}}{a_{x_1,y_1}^2 + a_{y_1,y_2}^2} \hat{S}^z_{x_1,y_1} \cdot \hat{S}^z_{x_2,y_2} \ ,$$

where $a_{x,y}$ are the lattice spacings in the $x$, $y$ directions. The staggered identification of the number operator with the spin operator is necessary to ensure that the state with all atoms in their ground state, in which the system will begin in a quantum simulation, corresponds to a state with staggered spins that is adiabatically connected to the ground state of Eq. 8. The staggering identification also makes the long range interactions frustration-free. Note that the Hamiltonian implemented on hardware will differ from that of Eq. 8 by a sign, but due to time reversal symmetry this does not present an issue. This Hamiltonian is equivalent to the Hamiltonian in Eq. (3) with the addition of long-range frustration-free Heisenberg interactions. Therefore, it is expected that $a_{x,y}$ can be tuned so that dimensional reduction occurs and the low energy degrees of freedom are described by the 1+1D O(3) NLσM. To verify this, the step-scaling function for the vacuum state of this Hamiltonian was computed using DMRG, with the results shown in Fig. 2, where $a_{x,y}$ was varied in the range $0.1 \leq \frac{a_{x,y}}{a_{x,y}} \leq 1.3$. The step-scaling function computed with $L_y = 6$ reproduces the perturbative function over a range of parameters well into the perturbative regime, demonstrating that, for this range of couplings, the UV physics of the O(3) NLσM is correctly re-
produced. It is interesting to note that $L_y = 6$ with nearest neighbor couplings only is not able to reproduce the step-scaling function as precisely in this region, and in this sense, the $1/\sigma$ coupling effectively implements an “improved” Hamiltonian that enables more precise matching with fewer qubits. However, $L_y = 6$ appears to be an optimum in this case, since $L_y = 8$ has again larger systematic errors for this $L_x$.

With controlled matching to the continuum theory, non-perturbative UV physics of the $O(3) \mathrm{NL\sigma M}$ is expected to be able to be simulated by keeping the Hamiltonian parameters $J_x, J_y, L_y$ fixed while increasing the lattice size $L_x$. To demonstrate that this procedure reproduces the IR correctly, $F_4(z)$ was computed with DMRG for lattices with larger $L_x$ and $L_y = 6$, as shown in Fig. 3. $F_4(z)$ is correctly recovered in the nonperturbative regime as the lattice size is increased (when compared with the results of classical Monte Carlo calculations), over a wide range of anisotropy $0.45 \leq (a_y/a_x)^6 \leq 0.95$.

To match at scales further into the UV, lattices with larger $L_y$ must be used. However, when $L_y > L_x$ it is possible for dimensional reduction to fail and the $1 + 1D$ $O(3) \mathrm{NL\sigma M}$ may not be reproduced, as is found for $L_y = 8$ where the results overshoot the Monte Carlo and perturbative step-scaling functions, as shown in Fig. 2. This can be remedied by using lattices with larger $L_x$. In Fig. 4, $F_4(z)$ from $12 \times 8$ to $16 \times 8$ lattices with the $1/\sigma$ D-theory Hamiltonian is shown, which correctly reproduces the known result over a larger range than with the $L_y = 6, 1/\sigma$ D-theory Hamiltonian. This demonstrates how larger correlation lengths may be accessed, and hence the approach to the continuum limit.

III. QUANTUM SIMULATIONS OF $O(3) \mathrm{NL\sigma M}$ USING RYDBERG ATOMS

Arrays of cold atoms are a promising platform for quantum simulation and as shown above, modest lattice sizes of $6 \times 6$ and $8 \times 6$ are sufficient to reproduce the UV physics of the $O(3) \mathrm{NL\sigma M}$, and demonstrate asymptotic freedom. This provides an opportunity for a first attempt at performing quantum simulations of non-perturbative (IR) dynamics of the $O(3) \mathrm{NL\sigma M}$. To do so will require the preparation of a low energy state with respect to the Hamiltonian in Eq. (8). The adiabatic spiral [168] can be used to adiabatically prepare the ground state of this Hamiltonian on an array of cold atoms. To understand the quantum resources required to adiabatically prepare states with energy that is sufficiently low to reproduce low-lying physics of the $O(3) \mathrm{NL\sigma M}$, we performed Time-Dependent Variational Principle (TDVP) simulations of the adiabatic spiral using the C++ ITensor library [160, 161, 169–171]. Details of these calculations can be found in Appendix A. The classical simulations we performed assumed a rectangular array of $^{87}$Rb atoms, with $C_6 = 5.42 \times 10^6$ MHz $\mu m^6$, with a vertical lattice spacing of $11 \mu m$, and a selection of horizontal lattice spacings to probe different couplings. We assumed a maximum Rabi frequency of $\Omega = 25$ MHz, and a maximum coherence time of $4 \mu s$. The initial state of the system with all atoms in their ground state corresponds to a Néel state that is degenerate due to a symmetry under reflection of the spins. This degeneracy can be split by evolving with a global detuning term that is turned off during the course of the adiabatic evolution to apply an energy penalty. The initial size of the energy penalty was
variationally optimized so that the renormalized coupling of the prepared state matched the vacuum state. The specific energy penalties and horizontal lattice spacings that we used are shown in Tables I and II. Results for the step scaling obtained from these simulations are shown in Fig. 5, where the uncertainties are derived from a sample of 5000 shots in computing the renormalized coupling for each lattice configuration.

| $a_X$ (µm) | Energy Penalty (MHz) | Final Energy ($\Delta E$) |
|------------|----------------------|---------------------------|
| 12.5       | 0.44                 | 2.81                      |
| 12.1       | 0.52                 | 2.90                      |
| 11.8       | 0.56                 | 3.43                      |
| 11.1       | 0.49                 | 4.64                      |

TABLE I. Energy of the ground states prepared using the adiabatic spiral. The left column shows the lattice spacing used for the tensor network simulations of a 6 × 6 lattice. The center column shows the energy penalty used to match the vacuum renormalized coupling. The right column shows the energy of the state prepared by the adiabatic spiral in units of the Hamiltonian’s energy gap.

| $a_X$ (µm) | Energy Penalty (MHz) | Final Energy ($\Delta E$) |
|------------|----------------------|---------------------------|
| 12.5       | 0.3                  | 4.52                      |
| 12.1       | 0.4                  | 4.56                      |
| 11.8       | 0.46                 | 5.43                      |
| 11.1       | 0.45                 | 7.52                      |

TABLE II. Energy of the ground states prepared using the adiabatic spiral. The left column shows the lattice spacing used for the tensor network simulations of a 8 × 6 lattice. The center column shows the energy penalty used to match the vacuum renormalized coupling. The right column shows the energy of the state prepared by the adiabatic spiral in units of the Hamiltonian’s energy gap.

These simulations show that an ideal cold-atom quantum simulator with only 48 atoms can correctly recover the UV physics of the O(3) NLQFT with sufficient precision. To perform this quantum simulation in reality would require a rectangular array of $^{87}$Rb atoms with a global driving field and a staggered detuning term. The parameters used in these simulations are close to those that have been implemented in previous cold-atom experiments [17, 18, 165, 166, 172]. Therefore, it is anticipated that analog quantum simulations of the O(3) NLQFT should soon be within reach. Due to the similarity to previous cold atom experiments, it is expected that these simulations can be performed with a high degree of fidelity. Scaling to larger systems will require the same pulse sequences applied to larger arrays of atoms. This is not expected to present an issue as larger arrays of Rydberg atoms have been utilized in experiment [17, 18, 165] and the techniques used to simulate Heisenberg evolution have been shown to scale to large systems [167].

Note that while the simulations performed here are for arrays of $^{87}$Rb atoms, similar calculations could be performed using different atomic species, such as Cs [173, 174].

Reproducing the step scaling curve shows that O(3) NLQFT physics is actually being reproduced on the quantum simulator and is the first step towards achieving a quantum advantage in the simulation of the O(3) NLQFT. Once an approximate vacuum state has been prepared on quantum hardware, particu-
this definition was used to determine the minimal number of qubits required for a quantum computer to reproduce continuum physics. Remarkably, a cold atom quantum simulator only needs a rectangular array of 48 atoms to begin to quantitatively reproduce non-perturbative dynamics within the O(3) NLσM. Cold atoms have been previously used to simulate larger systems and tensor network simulations suggest that existing cold-atom experiments should be capable of demonstrating the asymptotic freedom of the O(3) NLσM. We have also shown that the long-range coupling present in cold-atom quantum simulators enables them to make contact with the continuum physics of the O(3) NLσM with fewer qubits than mappings that are restricted to nearest neighbor couplings. This is the first concrete example of an “improved” Hamiltonian that reduces the qubit count required for a quantum simulation of a lattice field theory to rigorously simulate continuum physics with controlled uncertainties.

While the 1+1D O(3) NLσM does not describe any of the fundamental forces in nature, it does share a number of qualitative aspects with QCD so these simulations will provide valuable insights into how to perform quantum simulations of Standard Model physics. Our calculations correctly recover the classically-computed step-scaling function, and demonstrate that the continuum O(3) NLσM is being matched, within tolerances, to lattices, and provides new and valuable further steps toward rigorously extracting information about a continuum QFT from quantum computers. Once matching has been performed, a quantum computer can be used to simulate non-perturbative quantities in the theory that are beyond the reach of classical computers, including scattering and fragmentation, and θ-quenches. Further, the D-theory mapping studied in this work has the potential to be used to simulate the O(3) NLσM in 2 + 1 dimensions by making use of 3D cold-atom arrays which have recently been experimentally demonstrated [11].
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Appendix A: Rydberg Atom Simulation

The Hamiltonian describing the evolution of a rectangular array of Rydberg atoms is

\[ \hat{H}_{\text{Ryd}}(t) = \sum_{x_1,y_1,x_2,y_2} \frac{C_6}{2} \hat{n}_{x_1,y_1} \hat{n}_{x_2,y_2} \\
+ \sum_{x,y} \Delta_{x,y}(t) \hat{n}_{x,y} + \sum_{x,y} \frac{\Omega_{x,y}(t)}{2} \hat{S}_{x,y} \]  

(A1)

where \( \hat{n}_{x,y} \) is the Rydberg occupation number, \( \Delta_{x,y}(t) \) is a position dependent detuning term, \( \Omega_{x,y}(t) \) is a position dependent driving term, \( a_x \) is the horizontal lattice spacing and \( a_y \) is the vertical lattice spacing. As presented in the main text, the Rydberg number operator can be identified with a staggered spin operator, i.e., \( \hat{n}_{x,y} = \frac{1}{2} + (-1)^{x+y} \hat{S}_{x,y} \), such that the state with all atoms in their ground state corresponds to a Néel state. With this identification, the adiabatic spiral introduced in Ref. [168] can be used to prepare a low energy state of the Hamiltonian in Eq. (8), by using

\[ \Delta_{x,y}(t) = (-1)^{x+y} \Omega_D + h_P \left( 1 - \frac{t}{T} \right) \]

\[ + \frac{1}{2} \sum_{(x_2,y_2) \neq (x,y)} \left( a_x^2 (x - x_2)^2 + a_y^2 (y - y_2)^2 \right)^3 \]

\[ \Omega_{x,y}(t) = \sqrt{2} \Omega_D \left( \frac{t}{T} + \frac{1}{\pi} \sin \left( \frac{\pi t}{T} \right) \right) \]  

(A2)

where \( h_P \) is an initial energy penalty, \( \Omega_D \) specifies the final strength of the driving field, and \( T \) is the total time used for the adiabatic state preparation. For our calculations, we have used \( \Omega_D = \frac{\omega_D}{2} 25 \text{ MHz, } T = 3.83 \mu s \), and \( h_P \) is presented in Tables I and II. Performing a measurement on a Rydberg atom simulator requires the drive field to be turned off, which we simulated by quenching \( \Omega_{x,y}(t) \) to zero over a time interval of 0.1 \( \mu \text{s} \). We assumed that a combined time of 0.07 \( \mu \text{s} \) was required to turn the detuning on and off.

The adiabatic spiral described here was simulated with tensor networks. This was done with the C++ iTensor library with OpenBLAS as the backend to parallelize the linear algebra operations [161]. The state of the system was represented with a matrix product state (MPS) tensor network that wound through the 2D lattice. Time evolution was performed by discretizing \( \hat{H}_{\text{Ryd}}(t) \) into 200 time independent steps and evolving with 1-site TDVP [169, 170]. Before each step, the bond dimension was increased using the global Krylov method [171], with a maximum allowed bond dimension of 550.
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