Average Age of Information Penalty of Short-Packet Communications with Packet Management
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Abstract—In this paper, we analyze the non-linear age of information (AoI) performance in a point-to-point short packet communication system, where a transmitter generates packets based on status updates and transmits the packets to a receiver. Specifically, we investigate three packet management strategies, namely, the non-preemption with no buffer strategy, the non-preemption with one buffer strategy, and the preemption strategy. To characterize the level of the receiver’s dissatisfaction on outdated data, we adopt a generalized $\alpha$-$\beta$ AoI penalty function into the analysis and derive closed-form expressions for the average AoI penalty achieved by the three packet management strategies. Simulation results are used to corroborate our analysis and explicitly evaluate the impact of various system parameters, such as the coding rate and status update generation rate, on the AoI performance. Additionally, we find that the value of $\alpha$ reflects the system transmission reliability.

Index Terms—Age of information, penalty, short packet communications, ultra-reliable and low-latency communications.

I. INTRODUCTION

Effective communication paradigms to support the connectivity in real-time applications, such as intelligent transport systems and factory automation, have recently attracted a wide range of interests. In these applications, timely status updates are pivotal requirements for realizing accurate monitoring and control [1]. To meet such requirements, short packet communications has been recognized as a promising technique to reduce transmission latency [2]–[4]. Moreover, the age of information (AoI) has been introduced as a new and effective performance metric to characterize the freshness of transmitted status information [5]. Specifically, the AoI is defined as the elapsed time since the last successfully received status was generated by the transmitter, which is a time metric capturing both latency and freshness of transmitted status information. Since being introduced [5], the AoI has reaped a wealth of attention. For example, some studies have analyzed the AoI performance, e.g., [6]–[8], while some other studies have designed transmission policies to improve the AoI performance, e.g., [9]–[12].

Recently, the non-linear AoI performance has been examined as an important extension to the average AoI performance [13]–[18], due to its benefits of characterizing how the receiver’s dissatisfaction on the freshness of its received information depends on data staleness. In [13], the average cost of AoI was derived for three sample functions in an M/M/1 queue model with a first-come-first-served (FCFS) queuing policy. Moreover, [14] proposed an exponential age penalty function to characterize the receiver’s dissatisfaction with the degree of data staleness. Considering an energy harvesting system, [15] evaluated the average exponential AoI with FCFS and last-come-first-served (LCFS) queuing policies. In [16], a threshold based scheduling policy was proposed to optimize a general average cost of AoI in network control systems. Considering a general non-decreasing function of the AoI, [17] designed the Whittle index based scheduling policy. Very recently, [18] proposed an $\alpha$-$\beta$ AoI penalty function to characterize different nonlinear forms of AoI penalty and investigated the average $\alpha$-$\beta$ AoI penalty of a wireless-powered communication system.

Motivated by the benefits of short packet communications for latency reduction, the AoI performance of short packet communications was analyzed by [19]–[22] to examine the impact of short packets on information freshness. Specifically, [19] investigated the impact of the packet blocklength on the delay and peak AoI in a point-to-point communication system. Considering the same system, [20] analyzed the probability that the peak-age violation exceeds a desired threshold. Focusing on a decode-and-forward relay system, [21] estimated the impact of the packet generation rate, packet blocklength, and blocklength allocation factor on the average AoI. Furthermore, [22] studied the optimal packet blocklength of non-preemption and preemption strategies for minimizing the average AoI. Although the aforementioned studies have evaluated on the linear AoI performance of short packet communication systems with different packet management strategies, the non-linear AoI performance of short packet communication systems remains untouched, which motivates this work.

In this paper, we analytically assess the impact of three packet management strategies on the non-linear AoI performance of a point-to-point short packet communication system. In this system, the transmitter generates status updates and transmits them to the receiver via an unreliable channel. We examine three packet management strategies, namely, the non-preemption with no buffer (NPNB) strategy, the non-preemption with one buffer (NPWB) strategy, and the preemption strategy. To characterize the level of the receiver’s dissatisfaction on outdated status update, we derive new closed-form expressions for the average AoI penalty achieved by three packet management strategies, where the generalized $\alpha$-$\beta$ AoI penalty function [18] is adopted. Aided by simulations, we demonstrate the accuracy of our analytical results and find...
the relationship between the requirement of the transmission reliability and the toleration on the outdated date.

II. SYSTEM MODEL AND AVERAGE AIO PENALTY

A. System Description

We consider a point-to-point wireless communication system, as depicted in Fig. 1, where a transmitter transmits packets to a receiver. In this system, the transmitter generates status updates according to a Poisson process with the rate of $\lambda$. Then the transmitter encodes the generated status updates into packets and transmits the encoded packets to the receiver. We assume that each status update contains a fixed number of bits, denoted by $L$. Once the transmitter generates a status update, it encodes this $L$-bits information into a packet with the blocklength of $M$ channel use (c.u.) and transmits this packet to the receiver. For this transmission, we define the coding rate, $R$, as the ratio between the number of bits in the status update and the blocklength of the transmitted packet, i.e., $R = L/M$.

To ensure the freshness of packets, we assume that the LCFS queuing policy is adopted and there is no feedback signal sent by the receiver. When a new status update is generated and the transmitter is in the idle state, it encodes the status update into a packet and transmits this packet to the receiver. In this system, we examine three packet management strategies, detailed as follows:

1) NPNB strategy: In this strategy, the buffer size is 0. If a new status update is generated at the transmitter whilst the transmitter is transmitting a packet, the transmitter discards the current transmission and starts to transmit the newly generated status update.

2) NPOB strategy: In this strategy, the buffer size is 1. If a new status update is generated at the transmitter whilst the transmitter is transmitting a packet, the transmitter stores the newly generated status update in the buffer and keeps the current transmission. After transmitting the current packet, the transmitter immediately removes the status update from the buffer and transmits this status update to the receiver.

3) Preemption strategy: If a new status update is generated at the transmitter whilst the transmitter is transmitting a packet, the transmitter discards the current transmission and starts to transmit the newly generated status update.

We assume an additive white Gaussian noise (AWGN) channel between the transmitter and the receiver, which is a standard assumption in the literature, e.g., [22], [23]. According to [24], the block error rate for the AWGN channel using finite block length coding can be approximated as

$$e(l, m, \gamma) = Q\left(\frac{1}{2}\log_2(1 + \gamma) - \frac{l}{\log_2(e)}\right),$$

where $l$ is the number of bits in the status update, $m$ is the blocklength of the transmitted packet, $\gamma$ is the received signal-to-noise ratio (SNR) at the receiver, and $Q(x) = \int_x^\infty \frac{1}{\sqrt{2\pi}} e^{-\frac{t^2}{2}} dt$ is the Q-function. The block error rate expression in (1) is very tight for short packet communications when $m \geq 100$ [24]. For the packet transmission in our considered system, we define the transmission time for each c.u. as the unit time for analytical simplicity.

B. Formulation of AoI Penalty

In this subsection, we formulate the expression for the average AoI penalty of the considered system. To this end, we first denote $\Delta(t)$ as the AoI at time $t$. Fig. 2(a) plots a sample variation $\Delta(t)$ as a function of $t$. We assume that the observation begins at $t = 0$ with the AoI of $\Delta(0)$. From Fig. 2(a), we express the AoI at time $t$ as

$$\Delta(t) = t - u(t),$$

where $u(t)$ is the generation time of the most recently received status update at the receiver at time $t$.

Apart from the linear AoI, we also adopt the $\alpha$-$\beta$ AoI penalty function [18] in this work to characterize the level of the receiver’s dissatisfaction on outdated data. Mathematically, this function is given by

$$C'(\Delta(t)) = \beta \left(e^{\alpha\Delta(t)} - 1\right),$$

We find that $C'(\Delta(t))$ is an exponentially shaped function when $\alpha > 0$ and $\beta > 0$, as shown in Fig. 2(b), or a logarithmically shaped function when $\alpha < 0$ and $\beta < 0$, as shown in Fig. 2(c) [18]. We note that the $\alpha$-$\beta$ AoI penalty function is a generalized function as the linear AoI is a special case of $C'(\Delta(t))$ with $\lim_{\alpha \to 0} \alpha = 1/\alpha$.

We denote $P_j$ as the $j$th successfully received packet generated after time $t = 0$, $j = 1, 2, \ldots$. We then denote $Y_j$ as the time interval from the received time of $P_{j-1}$ to the received time of $P_j$ and denote $T_j$ as the time interval from the generation time of $P_j$ to the received time of $P_j$. Thus, we obtain

$$Y_j = t'_j - t'_{j-1} \quad \text{and} \quad T_j = t'_j - t_j,$$
where $t_j$ is the generation time of $P_j$ and $t_j'$ is the time that $P_j$ is received.

According to [18], the average AoI penalty is given by

$$
\mathcal{C} = \frac{\mathbb{E}[Q_j]}{\mathbb{E}[Y_j]},
$$

where $Q_j$ is the area under curve in Fig. 2. In (5), the area $Q_j$ is calculated as

$$
Q_j = \int_{t_j}^{t_j'} C(\Delta(t))dt
= \int_0^{t_j' - t_j} C(\Delta(t))dt - \int_0^{t_{j-1} - t_j} C(\Delta(t))dt
= \frac{\beta}{\alpha} e^{\alpha T_{j-1}} \left( e^{\alpha Y_j} - 1 \right) - \beta Y_j.
$$

Since the LCFS queuing policy is adopted, $Y_j$ is independent of $T_{j-1}$. By substituting (6) into (5), and using the fact that $Y_j$ is independent of $T_{j-1}$, we obtain

$$
\mathcal{C} = \frac{\beta \mathbb{E} \left[ e^{\alpha T_{j-1}} \right] (\mathbb{E} \left[ e^{\alpha Y_j} \right] - 1)}{\alpha \mathbb{E}[Y_j]} - \beta.
$$

We next analyze $\mathcal{C}$ achieved by three strategies.

### III. ANALYSIS OF AVERAGE AOI PENALTY

In this section, we derive the closed-form expressions for the average AoI penalty achieved by three packet management strategies. We first focus on the NPNB strategy and present its average AoI penalty in the following theorem.

**Theorem 1:** Considering the NPNB strategy with the received SNR, $\gamma$, the closed-form expression for the average AoI penalty is derived as

$$
\mathcal{C}_{\text{NPNB}} = \frac{\beta e^{\alpha M} \left( \lambda^2 (1 - e^{-\gamma}) (e^{\alpha M} - 1) + \alpha \right)}{\alpha (\lambda M + 1) (\lambda (1 - e^{-\gamma e^{\alpha M}}) - \alpha)} - \beta,
$$

where $\epsilon = \epsilon(L, M, \gamma)$ and $\epsilon(\cdot, \cdot, \cdot)$ is given in (1).

**Proof:** Based on (7), we need to derive $\mathbb{E}[e^{\alpha T_j}]$, $\mathbb{E}[e^{\alpha Y_j}]$, and $\mathbb{E}[Y_j]$ to obtain the average AoI penalty. Since $T_{j-1} = M$ for the NPNB strategy, we first obtain

$$
\mathbb{E}[e^{\alpha T_{j-1}}] = e^{\alpha M}.
$$

We then derive $\mathbb{E}[e^{\alpha Y_j}]$ and $\mathbb{E}[Y_j]$. Here, we denote $H_j$ as the number of packets transmitted to the receiver after $P_{j-1}$ is received but by $P_j$ is received, and $P_{j,h}$ as the $h$th packet transmitted to the receiver after $P_{j-1}$ is received, where $P_{j,h} = P_j$. We note that

$$
Y_j = \sum_{h=1}^{H_j} B_{j,h},
$$

where $B_{j,h}$ is the time interval from the time that $P_{j,h-1}$ is transmitted to the receiver to the time that $P_{j,h}$ is transmitted to the receiver. Here, we note that if $h = 1$, $P_{j,0} = P_{j-1}$. We find that $H_j$ follows a geometric distribution, where the probability mass function (PMF) of $H_j$ is given by

$$
\Pr (H_j = H) = (1 - \epsilon) \epsilon^{H-1}.
$$

In (10), $B_{j,h}$ is calculated by

$$
B_{j,h} = V_{j,h} + M,
$$

where $V_{j,h}$ is the time that the transmitter is in the idle state during $B_{j,h}$. Since $V_{j,h}$ follows an exponential distribution, we obtain

$$
\mathbb{E}[e^{\alpha B_{j,h}}] = e^{\alpha M} \mathbb{E}[e^{\alpha V_{j,h}}] = e^{\alpha M} \frac{\lambda}{\lambda - \alpha}.
$$

By substituting (13) and (11) into (10), we obtain $\mathbb{E}[e^{\alpha Y_j}]$ as

$$
\mathbb{E}[e^{\alpha Y_j}] = \sum_{h=1}^{\infty} (1 - \epsilon) \epsilon^{h-1} \mathbb{E}[e^{\alpha B_{j,h}}] = \frac{\lambda (1 - \epsilon) e^{\alpha M}}{\lambda (1 - \epsilon e^{\alpha M}) - \alpha}.
$$

Finally, based on (10) and (12), we calculate $\mathbb{E}[Y_j]$ as

$$
\mathbb{E}[Y_j] = \frac{\lambda M + 1}{\lambda (1 - \epsilon)}.
$$

By substituting (9), (14), and (15) into (7), we obtain the final result in (8), which completes the proof.

We find from Theorem 1 that in order to guarantee the existence of a finite average AoI penalty, $\alpha$ needs to satisfy two conditions, namely, $\alpha < \frac{-\log \epsilon}{\epsilon}$ and $\lambda (1 - \epsilon e^{\alpha M}) > \alpha$. Otherwise, the average AoI penalty goes to infinity in the NPNB strategy.

We then derive and present the closed-form expression for the average AoI penalty achieved by the NPOB strategy in the following theorem.
Theorem 2: Considering the NPOB strategy with the received SNR, $\gamma$, the closed-form expression for the average AoI penalty is derived as
\[
C_{\text{NPOB}} = \frac{\beta e^{\alpha M} (1 - e^{-\alpha M})}{\alpha (\lambda M + e^{-\alpha M})} \left( e^{-\lambda M} + \frac{\lambda}{\alpha - \lambda} \left(1 - e^{(\alpha - \lambda)M}\right)\right) \\
\times \frac{(1 - e^{-\alpha M}) \left(1 - e_{\gamma}(\alpha e^{\alpha M} - e^{-\lambda M})\right) - 1}{(1 - e^{-\alpha M}) - \alpha (1 - e_{\gamma}(\alpha e^{\alpha M} - e^{-\lambda M})) - 1} - \beta.
\] (16)

Proof: Again, we need to derive $E[e^{\alpha T_{j-1}}]$, $E[e^{\alpha Y_j}]$, and $E[Y_j]$ to obtain the average AoI penalty. We first derive $E[e^{\alpha T_{j-1}}]$ as
\[
E[e^{\alpha T_{j-1}}] = E[e^{\alpha (M + W_{j-1})}] = e^{\alpha M} E[e^{\alpha W_{j-1}}],
\] (17)
where $W_{j-1}$ is the waiting time of $P_{j-1}$ in the buffer. We note that $W_{j-1} = 0$ when $P_{j-1}$ is generated after the transmission of $P_{j-2}$ and it follows an exponential distribution when $P_{j-1}$ is generated during the transmission of $P_{j-2}$. We then calculate $E[e^{\alpha W_{j-1}}]$ as
\[
E[e^{\alpha W_{j-1}}] = \int_0^\infty e^{\alpha t} \lambda e^{-\lambda t} dt + \int_0^\infty \lambda e^{-\lambda t} dt = e^{-\lambda M} + \frac{\lambda}{\alpha - \lambda} \left(1 - e^{(\alpha - \lambda)M}\right).
\] (18)
By substituting (18) into (17), we obtain $E[e^{\alpha T_{j-1}}]$. We then derive $E[e^{\alpha Y_j}]$ and $E[Y_j]$. We note that $V_{j,h}$ exists if only if $P_{j,h}$ is generated when the transmitter is in the idle state after $P_{j-1}$ is served and the probability of $V_{j,h} = 0$ is $Pr(V_{j,h} = 0) = 1 - e^{-\lambda M}$ for the NPOB strategy. Hence, we calculate $E[e^{\alpha V_{j,h}}]$ and $E[V_{j,h}]$ as
\[
E[e^{\alpha V_{j,h}}] = 1 - e^{-\lambda M} + e^{-\lambda M} \int_0^\infty e^{\alpha t} \lambda e^{-\lambda t} dt = 1 + \frac{\alpha e^{-\lambda M}}{\lambda - \alpha},
\] (19)
and
\[
E[V_{j,h}] = e^{-\lambda M} \int_0^\infty t \lambda e^{-\lambda t} dt = \frac{e^{-\lambda M}}{\lambda},
\] (20)
respectively. By substituting (19) and (20) into (12), and combining the result with (10), we obtain $E[e^{\alpha Y_j}]$ as
\[
E[e^{\alpha Y_j}] = \frac{(1 - e_{\gamma}) e^{\alpha M}}{\lambda (1 - e^{\alpha M} e_{\gamma}) - \alpha (1 - e_{\gamma}(\alpha e^{\alpha M} - e^{-\lambda M}))}
\] (21)
and obtain $E[Y_j]$ as
\[
E[Y_j] = \frac{\lambda M + e^{-\lambda M}}{\lambda (1 - e_{\gamma})}.
\] (22)
By substituting (17), (21), and (22) into (7), we obtain the final result in (16), completing this proof.

We find from Theorem 2 that in order to guarantee the existence of a finite average AoI penalty, $\alpha$ needs to satisfy two conditions, namely, $\alpha < -\log e_{\gamma}/M$ and $(\lambda - \alpha)(1 - e_{\gamma} e^{\alpha M}) > \alpha e_{\gamma} e^{(\alpha - \lambda)M}$. Otherwise, the average AoI penalty goes to infinity in the NPOB strategy.

We note that the information freshness is usually improved by eliminating the waiting time of the transmitter for a new packet and the waiting time of a packet in the buffer, which is the zero-waiting policy. Under this policy, i.e., $\lambda \to \infty$, we find that the average AoI penalty achieved by the NPNB strategy is same as the average AoI penalty achieved by the NPOB strategy, which is given by
\[
C_{\text{ZW}} = \frac{\beta e^{\alpha M} (1 - e_{\gamma}) (e^{\alpha M} - 1)}{\alpha M (1 - e_{\gamma} e^{\alpha M})} - \beta,
\] (23)
where $\alpha < -\log e_{\gamma}/M$ needs to be satisfied to guarantee the existence of a finite average AoI penalty.

We further derive the average AoI penalty achieved by the preemption strategy in the following Theorem.

Theorem 3: Considering the preemption strategy with the received SNR, $\gamma$, the closed-form expression for the average AoI penalty is derived as
\[
C_p = \frac{\beta \lambda e^{(\alpha - \lambda)M} (1 - e_{\gamma}) (\alpha e^{\alpha M} - \lambda e_{\gamma} e^{\alpha M} - 1))}{\alpha ((\lambda e^{\alpha M} - \alpha e^{\alpha M}) - \lambda e_{\gamma})} - \beta.
\] (24)

Proof: To obtain the average AoI penalty, $E[e^{\alpha T_{j-1}}]$, $E[e^{\alpha Y_j}]$, and $E[Y_j]$ need to be derived. Since $T_{j-1} = M$ for the preemption strategy, we obtain $E[e^{\alpha T_{j-1}}]$ as
\[
E[e^{\alpha T_{j-1}}] = e^{\alpha M}.
\] (25)
We then derive $E[e^{\alpha Y_j}]$ and $E[Y_j]$. For the preemption strategy, we note that
\[
B_{j,h} = V_{j,h} + \sum_{k=0}^{K_{j,h}} S_{j,h,k} + M,
\] (26)
where $K_{j,h}$ is the preemption times of the packet of $P_{j,h}$ and $S_{j,h,k}$ is the transmission time of the $k$th preempted packet. We note that $P_{j,h}$ is not preempted, i.e., $K_{j,h} = 0$, with the probability $Pr(K_{j,h} = 0) = e^{-\lambda M}$ and $K_{j,h}$ follows a geometric distribution, i.e., $Pr(K_{j,h} = k) = (1 - e^{-\lambda M})^k e^{-\lambda M}$. Hence, we calculate $E[e^{\alpha B_{j,h}}]$ and $E[B_{j,h}]$ as
\[
E[e^{\alpha B_{j,h}}] = \frac{\lambda e^{\alpha M}}{\lambda - \alpha} \sum_{k=0}^{\infty} e^{-\lambda M} \left(\frac{\lambda e^{\alpha M} - \alpha e^{\alpha M}}{\lambda - \alpha} e^{\alpha M}\right)^k
\] (27)
and
\[
E[B_{j,h}] = \frac{1}{\lambda} + M + E[K_{j,h}] E[S_{j,h,k}] = \frac{1}{\lambda e^{-\lambda M}}.
\] (28)
respectively. By substituting (27) and (28) into (10), we obtain $E[e^{\alpha Y_j}]$ and $E[Y_j]$ as
\[
E[e^{\alpha Y_j}] = \frac{\lambda e^{\alpha M} (1 - e_{\gamma})}{\lambda e^{\alpha M} - \alpha e^{\alpha M} - \lambda e_{\gamma}},
\] (29)
and

\[ \mathbb{E}[Y_j] = \frac{1}{\lambda e^{-\lambda M}(1 - e^{-\gamma})}, \]  

respectively. By substituting (25), (29), and (30) into (7), we obtain the final result in (24). This completes the proof.

We find from Theorem 3 that in order to guarantee the existence of a finite average AoI penalty, \( \alpha \) needs to satisfy two conditions, namely, \( \alpha < \lambda \) and \( \lambda e^{\lambda M} - \alpha e^{\lambda M} > \lambda e^{-\gamma} \). Otherwise, the average AoI penalty goes to infinity in the preemption strategy.

So far, we have obtained the expressions for the average AoI penalty achieved by the NPNB strategy, the NPOB strategy, and the preemption strategy in Theorems 1, 2, and 3, respectively. Since the block error rate is the function of the update generation rate, there would exist the optimal coding rate to minimize the average AoI penalty for three strategies. Due to the complex form of the block error rate given in (1), it is difficult to derive closed-form expressions for the optimal packet blocklength for the three strategies. Thus, we resort to numerical methods, e.g., numerical search methods, to find the optimal packet blocklengths.

IV. NUMERICAL RESULTS

In this section, we present numerical results to evaluate the impact of various parameters, including the coding rate, status update generation rate, and the value of \( \alpha \) on the average AoI penalty, achieved by three strategies in our considered system. We then examine how the value of \( \alpha \) affects the optimal coding rate in the system.

Fig. 3 plots the average AoI penalty versus the coding rate, \( R \). We first observe that the analytical average AoI penalty matches the simulation results, which demonstrates the correctness of our analytical results in Theorems 1, 2, and 3. We then observe that for three strategies, the average AoI penalty first decreases and then increases when \( R \) increases. This observation is due to the fact that the increase in \( R \) has a two-fold effect on the average AoI penalty through the packet blocklength and the block error rate. When \( R \) is small, the increase in \( R \) leads to the smaller packet blocklength, which decreases the average AoI penalty. When \( R \) is large and exceeds a certain threshold, the increase in \( R \) brings about a significant increase in the block error rate, thereby increasing the average AoI penalty.

Fig. 4 plots the average AoI penalty versus the status update generation rate, \( \lambda \). We first observe that for both the NPNB and NPOB strategies, the average AoI penalty decreases monotonically when \( \lambda \) increases, which approaches the average AoI penalty under the zero-waiting policy when \( \lambda \) is large. This is because the increase in \( \lambda \) decreases the transmitter’s waiting time for a new status update, which in turn decreases the average AoI penalty. We then observe that the NPOB strategy achieves a lower average AoI penalty than the NPNB strategy when \( \lambda \) is small, but a larger average AoI penalty when \( \lambda \) is large. This is because when \( \lambda \) is small, the NPOB strategy has a higher update frequency, which deceases the average AoI penalty. When \( \lambda \) is large and exceeds a threshold, the priority of this higher update frequency reduces and the transmitted packets are outdated compared to the NPNB strategy, leading to the higher average AoI penalty. We further observe that the average AoI first decreases and then increases when \( \lambda \) increases in the preemption strategy. This observation is due to the fact that the increase in \( \lambda \) has a two-fold effect on the average AoI penalty. When \( \lambda \) is small, the increase in \( \lambda \) reduces the transmitter’s waiting time after a successful transmission, which decreases the average AoI penalty. When \( \lambda \) exceeds a certain threshold, the increase in \( \lambda \) leads to a significant increase in the probability that a status update is preempted, thereby increasing the average AoI penalty. In addition, we find that non-preemption strategies, including the NPNB and NPOB strategies, achieve a better AoI performance than the preemption strategy.

Fig. 5 plots the optimal coding rate versus the value of \( \alpha \). We observe that the optimal coding rate decreases as the value of \( \alpha \) increases. Here, we note that a lower coding rate represents fewer transmission errors and higher transmission...
reliability. It implies that the system requires high reliability when having a relatively low tolerance to outdated data, but low reliability when having a relatively high tolerance to outdated data. It follows that the non-linear AoI penalty reflects not only the receiver’s dissatisfaction on outdated data but also the reliability requirement of short packet communications. Based on this observation, the value of $\alpha$ can be designed according to the transmission reliability requirement.

V. CONCLUSION

This paper considered a point-to-point system where a transmitter generates packets and transmits them to a receiver via an unreliable channel. By considering non-linear $\alpha$-$\beta$ AoI penalty, we analyzed the average AoI penalty achieved by three packet management strategies, i.e., the NPNB strategy, the NPOB strategy, and the preemption strategy, based on a finite packet blocklength model. With simulation results, we demonstrated the accuracy of our analysis and showed that the NPNB strategy and NPOB strategies are more suitable than the preemption strategy for short packet communication systems by achieving a lower average AoI penalty. Moreover, we found that the system requires high transmission reliability when the receiver has a low tolerance to outdated data, but low transmission reliability when the receiver has a high tolerance.
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