Abstract—Two familiar notions of correlation are rediscovered as the extreme operating points for distributed synthesis of a discrete memoryless channel, in which a stochastic channel output is generated based on a compressed description of the channel input. Wyner’s common information is the minimum description rate needed. However, when common randomness independent of the input is available, the necessary description rate reduces to Shannon’s mutual information. This work characterizes the optimal trade-off between the amount of common randomness used and the required rate of description. We also include a number of related derivations, including the effect of limited local randomness, rate requirements for secrecy, applications to game theory, and new insights into common information duality.

Our proof makes use of a soft covering lemma, known in the literature for its role in quantifying the resolvability of a channel. The direct proof ( achievability) constructs a feasible joint distribution over all parts of the system using a soft covering, from which the behavior of the encoder and decoder is inferred, with no explicit reference to joint typicality or binning. Of auxiliary interest, this work also generalizes and strengthens this soft covering tool.

Index Terms—Channel simulation, channel synthesis, soft covering, common information, random number generator, resolvability, reverse Shannon theorem, total variation distance.

I. INTRODUCTION

What is the intrinsic connection between correlated random variables? How much interaction is necessary to create correlation? These are some of the inquiries that are illuminated by the distributed channel synthesis problem, introduced as follows: An observer (encoder) of a random i.i.d. source sequence $X_1, X_2, \ldots$ describes the sequence to a distant random number generator (decoder) that produces $Y_1, Y_2, \ldots$. What is the minimum rate of description needed to achieve a joint distribution that is statistically indistinguishable (as measured by total variation) from the distribution induced by a memoryless channel?

The nature of distributed channel synthesis is quite different than most problems in communication and source coding. The objective of mimicking a random process is significantly more stringent than, say, producing an output sequence that is empirically correlated (jointly typical) with the input sequence. Here we require the resulting input-output pairs $(X_t, Y_t)$ to be nearly i.i.d. according to the joint distribution that a prescribed memoryless channel would imply. In previous work [2] we define two notions of coordination that distinguish this important point. This work is the “strong coordination” of [2].

Remarkably, random bits available in common to both the encoder and decoder play a non-trivial role in channel synthesis. Because of the unusual nature of the problem, common randomness can replace some (yet not all) of the communication, providing a stochastic connection between the encoder and the decoder. This stems from an important property of channel synthesis—unpredictability. A properly synthesized channel will produce random outputs, free from perceivable patterns to all who do not see the communication and common randomness.

A particularly enticing use of distributed channel synthesis is in interactive adversarial settings. In the context of game theory, correlated strategies can be advantageous to cooperating participants. Correlation constraints on actions have been considered in the literature (e.g. [3] and [4]). We discuss the role of our channel synthesis results and the connection to secrecy systems in [4]-[5]. In many repeated game settings, distributed channel synthesis provides the optimal means of communication.

The distributed channel synthesis problem provides a fresh look at correlation. Many fruitful efforts have been made to quantify correlation between two random variables. Each quantity is justified by the operational questions that it answers. Covariance dictates the mean squared-error in linear estimation. Shannon’s mutual information is the descriptive savings for lossless compression due to side information and the additional growth rate of wealth in investing. Gács and Körner’s common information [5] is the number of common random bits that can be extracted from correlated random variables. It is less than mutual information. Wyner’s common information [6] is the number of common random bits needed to generate correlated random variables and is greater than mutual information.

In the distributed channel synthesis problem, two quantities emerge as extreme points — Shannon’s mutual information and Wyner’s common information. Without common randomness, the required communication rate is Wyner’s common information $C(X; Y)$, consistent with Wyner’s result in [6] concerning the minimum connection needed to generate correlated random variables. However, when enough common randomness is available, the communication requirement is reduced to the mutual information $I(X; Y)$ (consistent with [7]). These extremes are evident in the main result, Theorem I.1 and common information is discussed further in [4]-[5].

Channel synthesis has emerged recently as a concept in quantum and classical information theory. Soljanin [8] studied this in the context of quantum compression with unlimited common randomness. Bennett et. al. introduced a “reverse Shannon theorem” [7] (see also [9], [10], and [11]) which states that all channels of the same capacity are equally valuable. If one ignores encoding complexity and has unlimited common randomness available, then any memoryless channel can be used to synthesize any other channel of lower
capacity. Referring to Shannon’s theorem as the reduction of a noisy channel to a noise-free one, their reverse Shannon theorem uses a noise-free channel to synthesize a noisy one. This is precisely the problem considered in the present paper as well; however, we consider common randomness also to be a limited resource, yielding a trade-off between the use of communication and common randomness.

Limited common randomness for distributed channel synthesis was considered by Winter in [12] for a certain extremal operating point rather than the entire optimal trade-off. Winter’s communication scheme does not immediately generalize, though some of the proof methods were similar to ours. He then connected these quantities (communication and common randomness for channel synthesis) to so-called “extrinsic” and “intrinsic” data in quantum measurements [13]. Further work on quantum measurements and exact channel synthesis can be found in [14], [15], and [16].

In addition to the main result, an emphasis of this paper is the proof technique. Our construction of optimal codes in [17] is unusual in that we don’t begin by stating the behavior of the encoder in an explicit, causal manner but instead construct a joint distribution and infer the encoder behavior from it. The tool that we use is the soft covering lemma of [18]. This is essentially the same tool used for the achievability proofs of Wyner’s common information [6], the resolvability of a channel [19], and other results in the literature. In [20] we develop and generalize this tool, showing for example how it can be extended to superposition codebooks, similar to [18]. Recently an alternative proof tool has been proposed in [21] which uses a random binning construction to take the role of soft covering.

We provide the main result and examples in II followed by a number of extensions to the basic distributed channel synthesis problem in III. Other extensions to this problem can be found in the recent literature (e.g. [18], [20], [21], [22]), building on our introduction of the problem in [1], [23], and [2].

Let us note that ultimately the main result of the present paper has been solved concurrently and independently by Bennett, Devetak, Harrow, Shor, and Winter and can be found in preprint form in [10]. A presentation given by Bennett [24] of unpublished work, unknown to us at the time, contains the complete trade-off between communication and common randomness and occurred at roughly the same time as our publication in [11].

II. MAIN RESULT

A. Distributed Channel Synthesis

Let \( \{X_n\} \) be a discrete i.i.d. random process, distributed according to \( Q_X \). The dashed box in Fig. 1 represents a system that is designed to operate as if it were a memoryless channel defined by the conditional probability mass function \( Q_{Y|X} \). However, the internal components of the box are constrained. Suppose the input and output of the channel are not co-located. An encoder which observes the channel input and a decoder which produces the channel output use communication and common randomness to synthesize the channel. The synthesis is successful if it cannot be distinguished through a statistical test from the memoryless channel that it is designed to mimic. This requirement will be clarified in §II.

![Fig. 1: Main Setup](image)

The distributed channel synthesis problem asks what resources are needed to successfully accomplish this channel synthesis. The resources come in the form of a message \( J \) that is transmitted from the encoder to the decoder and common randomness \( K \) that is independent of the channel input. This work characterizes the required bit-rates of this communication and common randomness.

We allow the system to operate on blocks of \( n \) inputs at a time, producing \( n \) channel outputs. This is the standard block encoding used in communication and compression. However, even within each block, the system mimics a memoryless channel, where the \( n \) outputs are conditionally independent given the \( n \) inputs.

**Definition 1.** The desired input-output distribution for a block-length \( n \) is the product distribution on the pair of sequences \( X^n \) and \( Y^n \) specified by the probability mass function \( \prod_{i=1}^{n} Q_X(x_i)Q_{Y|X}(y_i|x_i) \). We abbreviate this simply as

\[
\prod Q_X Q_{Y|X}.
\]

B. Encoder and Decoder

For a block-length \( n \), the encoder produces a description of the source sequence \( X^n \) at rate \( R \), represented by \( J \in [2^{nR}] \), \( \not= \{1, \ldots, 2^{nR}\} \). A random variable \( K \), uniformly distributed on \( [2^{nR}] \) and independent of \( X^n \), represents the common random bits at rate \( R_0 \) known at both the encoder and decoder. The decoder generates a channel output \( Y^n \) based only on \( J \) and \( K \).

The encoder and decoder are free to use randomization, and indeed they benefit from doing so. Accordingly, the encoder and decoder are described by conditional probability mass functions.

**Encoder:** \( F_{J|X^n,K} \) (a probability distribution),

**Decoder:** \( G_{Y^n|J,K} \) (a probability distribution).

**Definition 2.** An \( (R,R_0,n) \) channel synthesis code for input alphabet \( X \) and output alphabet \( Y \) consists of an encoder \( F_{J|X^n,K} \) and a decoder \( G_{Y^n|J,K} \) defined on the supports \( X^n \in X^n \), \( Y^n \in Y^n \), \( J \in [2^{nR}] \), and \( K \in [2^{nR_0}] \).
C. Induced Distribution

Aside from the common randomness $K$, the behavior of the encoder and the decoder are independent. Therefore, the combined behavior of the encoder and decoder results in a conditional distribution of the message $J$ and output $Y^n$ given by

$$P_{Y^n,J|X^n,K} = F_{J|X^n,K} G_{Y^n|J,K}. \quad (2)$$

**Definition 3.** The induced joint distribution of an $(R, R_0, n)$ channel synthesis code is the joint distribution on the quadruple $(X^n, Y^n, J, K)$ resulting from applying the encoder and decoder to the channel input and common randomness. In other words, it is the probability mass function

$$P_{X^n,Y^n,J,K}(x^n, y^n, j, k) = \frac{1}{2^n R_0} \sum_{i=1}^n P_X(x_i). \quad (4)$$

**Definition 4.** The induced input-output distribution is the marginal distribution of the induced joint distribution, assigning joint probabilities to only the input $X^n$ and the output $Y^n$ as

$$P_{X^n,Y^n}(x^n, y^n) = \sum_{j,k} P_{X^n,Y^n,J,K}(x^n, y^n, j, k). \quad (5)$$

D. Tolerance

We say that the memoryless channel specified by $Q_{Y|X}$ can be synthesized with rates $(R, R_0)$ for input distribution $Q_X$ if there exists an $(R, R_0, n)$ channel synthesis code that induces the desired input-output distribution $\prod Q_X Q_{Y|X}$. However, we actually tolerate some error. If we require exact synthesis then we forfeit some of the substantial benefit that compression provides. For example, consider distributed synthesis of the identity channel, which is equivalent to lossless compression. “Near lossless” compression of $\{X_i\}$ can be achieved with a rate of $R = H(X)$, but exact lossless compression (and exact synthesis of the identity channel) requires $R = \log |X|$.

Rather than tolerate error in the channel synthesis, we might instead ask for exact synthesis using variable length communication, just as variable length codes such as Huffman codes allow for exact lossless compression while achieving efficient average description lengths. For distributed channel synthesis, a simple adaptation to block encoding would be to use an efficient channel synthesis code most of the time, which nearly synthesizes the channel, and with a small probability use an inefficient channel synthesis code (uncompressed communication) to implement the needed correction. This is similar to the approach taken in [7], where exact synthesis is achieved using variable rate communication and an unlimited supply of common randomness. Also, exact synthesis is achieved in [15] using rejection sampling. But the steps for achieving efficient exact synthesis in our case of limited common randomness are not immediately obvious.

Instead of exact synthesis, we tolerate an arbitrarily small error measured by total variation. In [8], we define and discuss total variation as a meaningful metric of tolerance. For now, we move directly to the main definition for this work.

**Definition 5.** A pair of rates $(R, R_0)$ is achievable for synthesizing a memoryless channel specified by $Q_{Y|X}$ with input distribution $Q_X$ if there exists a sequence of $(R, R_0, n)$ channel synthesis codes, for $n = 1, 2, \ldots$, where

$$\lim_{n \to \infty} \left\| P_{X^n,Y^n} - \prod Q_X Q_{Y|X} \right\|_{TV} = 0. \quad (6)$$

Let $C$ be the closure of the set of achievable rate pairs $(R, R_0)$.

$$C \triangleq \text{Closure } \{\text{Achievable } (R, R_0) \text{ for } Q_X, Q_{Y|X}\}. \quad (7)$$

E. Main Result

The main result of this paper characterizes the rate of communication and rate of common randomness needed to synthesize a discrete memoryless channel $Q_{Y|X}$ with an i.i.d. input distribution $Q_X$. This characterization is given in the definition of the following set $\mathcal{S}$:

$$\mathcal{S} \triangleq \left\{ (R, R_0) \in \mathbb{R}^2 : \exists P_{X,Y,U} \in \mathcal{D} \text{ s.t.} \right. \begin{array}{ll}
R & \geq I(X;U), \\
R_0 + R & \geq I(X,Y;U). 
\end{array} \right\}, \quad (8)$$

where

$$\mathcal{D} \triangleq \left\{ P_{X,Y,U} : (X, Y) \sim Q_X Q_{Y|X}, |U| \leq |X| + 1 \right\}. \quad (9)$$

**Theorem II.1.** For a discrete memoryless channel,

$$C = \mathcal{S}. \quad (10)$$

Furthermore, the total variation of $\mathcal{S}$ decays exponentially fast with $n$ in the interior of $\mathcal{C}$.

Two extreme points of the rate region $\mathcal{S}$ for distributed channel synthesis are manifested directly in the inequalities of [3] and illustrated in Fig. 2. If $R_0 = 0$, the second inequality dominates, and the minimum communication rate $R$ is Wyner’s common information [6], defined as

$$C(X;Y) \triangleq \min_{U:X \rightarrow U \rightarrow Y} I(X,Y;U). \quad (11)$$

At the other extreme, we see that with unlimited common randomness, the communication requirement reduces to $R \geq I(X;Y)$. To see this, notice that the data processing inequality, which yields $I(X;U) \geq I(X,Y)$, can be met with equality by selecting $U = Y$. Furthermore, this implies that $I(X,Y;Y) = R = H(Y) - I(X,Y) = H(Y|X)$ is a sufficient rate of common randomness to minimize the communication rate requirement. It turns out, as is shown in [2], that sometimes a different choice of $U$ also minimizes the communication requirement while requiring even less common randomness. The smallest amount of common randomness (after which additional common randomness does not benefit) is referred to as necessary conditional entropy in [2]:

$$H(Y|X) \triangleq \min_{f : X \rightarrow f(Y) \rightarrow Y} H(f(Y)|X). \quad (12)$$

1We deal with the closure because our proof does not handle the boundary points.
Proof of Theorem II.1 is the subject of sections IV, V, and VI. The achievability proof holds for general memoryless sources and channels, not only those that are discrete. However, the converse presented in this work is specific to memoryless sources and channels, not only those that are discrete. In the appendix we show that the optimizing choices of $P_{X,Y,U}$ will be the concatenation of two erasure channels depicted in Fig. 3. We are left with two parameters—the erasure probability $p_1$ of the first channel $P_{U|X}$ and the erasure probability $p_2$ of the second channel $P_{Y|U}$—and one constraint: $(1-p_1)(1-p_2) = (1-p)$. By labeling $r = (1-p_1)$ and evaluating the mutual information terms, we obtain the following achievable rate region:

$$S = \left\{ (R, R_0) \in \mathbb{R}^2 : \exists r \in [1-p, r^*] \text{ such that} \right. \left. R \geq r \text{ bits,} \right. \left. R_0 + R \geq h(p) \right. \left. + r \left(1 - h \left(\frac{1-p}{p} \right) \right) \text{ bits.} \right. \right\},$$

where $r^* = \min\{2(1-p), 1\}$ and $h(\cdot)$ is the binary entropy function. Choices of $r > r^*$ are suboptimal.

Fig. 4: Erasure Channel Rate Regions: The boundaries of the achievable rate regions for synthesis of the $p$-erasure channel with symmetric inputs are shown for $p = .05, .1, .15, ..., .9, .95$ from right to left. Transition points on the curve for $p = .85$ are labeled, where $q = 1 - p$.

**Common Information:** The common information $C_Q(X; Y)$ is found by evaluating the second inequality of (13) (representing $I(X; Y; U)$) at $r = r^*$. For erasure probabilities $p \leq 1/2$ we see that $r^* = 1$, which is equivalent to choosing $U = X$. The common information in this case is $C_Q(X; Y) = 1$ bit. For erasure probabilities $p > 1/2$ we get $r^* = 2(1-p)$, which is equivalent to choosing the channel $P_{Y|U}$ to have 50% erases. The common information in this case is $C_Q(X; Y) = h(p)$. Notice that it is easily verified in Fig. 3 that $H(X,Y|U = u) \leq 1$ bit for each $u$, which is achieved with equality by $r^*$. To summarize:

$$C_Q(X; Y) = \left\{ \begin{array}{ll} 1 \text{ bit,} & p < 1/2, \\ h(p), & p \geq 1/2. \end{array} \right. \right\} \tag{14}$$

**Minimum Communication:** The minimum communication rate required in the presence of enough common randomness is $R \geq I_Q(X; Y) = 1 - p$ bits, and the rate of common randomness needed to achieve this is $R_0 \geq H_Q(Y|X) = H_Q(Y|X) = h(p)$ This operating point corresponds to a simple synthesis strategy. The common randomness can be used to generate a list of erasure locations, and the encoder can then transmit the non-erased bits.
G. Example: Reverse Erasure Channel

Now consider the reverse of the erasure channel example, by switching the input and output, as depicted in Fig. 5. The channel input distribution $Q_X$ is symmetric on the set $\{0, e, 1\}$ with probability $p$ of erasure. The channel sorts the erasures randomly into 0’s and 1’s.

\[
\begin{array}{ccc}
X & Y \\
0 & .5 & 0 \\
.5 & e & .5 \\
1 & .5 & 1 \\
\end{array}
\]

Fig. 5: Reverse Erasure Channel.

The same derivation and parameterizations as above (erasure channel) hold for this example as well. The only modifications to $S$ are the range of the optimal values of $r$ and the necessary update to the first inequality:

\[
S = \left\{ (R, R_0) \in \mathbb{R}^2 : \exists r \in [r^*, 1] \text{ such that } R \geq h(p) - rh \left( \frac{1-p}{2} \right) + (1-p) \text{ bits, } \right. \\
\left. R_0 + R \geq h(p) - rh \left( \frac{1-p}{2} \right) + r \text{ bits.} \right\}
\]

where $r^* = \min\{2(1-p), 1\}$ and $h(\cdot)$ is the binary entropy function. Choices of $r < r^*$ are suboptimal.

H. Example: Scatter Channel

Consider a channel $Q_{Y|X}$ which acts on an input $X \in \{1, 2, \ldots, m\}$ and produces an output uniformly at random from the same set excluding $X$. That is,

\[
Q_{Y|X}(y|x) = \frac{1}{m-1} 1(x \neq y),
\]

where 1 is the indicator function. Now, apply to this channel the uniform input distribution $Q_X$, and the result is a desired input-output distribution $Q_XQ_{Y|X}$ that is uniform over all pairs $(X, Y)$ such that $X \neq Y$. This distribution is studied as an example in [25], [26], and [2].

We find the optimal rates $(R, R_0) \in S$ by considering Markov distributions in $D$. As in the previous examples, the sparsity in the joint distribution $Q_{X,Y}$ simplifies this optimization.

For any $P_{X,Y,U} \in D$, the Markov property constrains that for each value $u$ in the support of $U$, the conditional distribution $P_{X,Y|u} = P_{X|u}P_{Y|u}$ is a product distribution $P_{X|u}P_{Y|u}$. We categorize these into $(m-1)$ categories based on the support size of $P_{X|u}$. Call this support $\mathcal{X}_u$ with size $a_u = |\mathcal{X}_u|$. Then $\mathcal{X}_u \cap \mathcal{Y}_u = \emptyset$ to avoid any probability that $X = Y$, resulting in $|\mathcal{Y}_u| = m - a_u$.

For each of the above categories, associated with $a_u = 1, \ldots, m-1$, we have a trivial bound on conditional entropy:

\[
H(X|U = u) \leq \log a_u, \quad (17)
\]

\[
H(X, Y|U = u) \leq \log a_u + \log(m - a_u). \quad (18)
\]

Thus, $(H(X|U), H(X,Y|U))$ must be in the convex hull of the union of two-dimensional regions defined by (17) and (18) for each $a_u$. On the other hand, the corner points of these regions can be achieved due to the symmetry of $Q_{X,Y}$. This is accomplished by constructing $m$-choose-$a_u$ conditional distributions $P_{X|u}P_{Y|u}$, one for each support structure consistent with $a_u = a_u$. Let the conditional distributions be uniformly distributed over their supports. Also, let $P_U$ be uniformly distributed over this set of $a_u$. Therefore,

\[
S = \text{Conv} \left\{ (R, R_0) \in \mathbb{R}^2 : \exists a \in [m-1] \text{ s.t. } a \geq m/2, \right. \\
\left. R \geq \log \left( \frac{a}{m} \right), \right. \\
\left. R_0 + R \geq \log \left( \frac{m(m-1)}{a(m-a)} \right) \right\}, \quad (19)
\]

where Conv(·) indicated the convex hull. This region is depicted in Fig. 7 for $m = 3, 5,$ and 7.

Common Information: The common information for this distribution was calculated in [4] and can be obtained from the above region. Let $[m]_2$ represent the value of $m$ rounded up to the nearest even number.

\[
C_Q(X;Y) = 2 \text{ bits} - \log \left( \frac{[m]_2}{m} \right). \quad (20)
\]

Notice that this increases to 2 bits as the alphabet size $m$ increases.

Minimum Communication: In contract to the common information, the mutual information $I_Q(X;Y)$ decreases to zero as $m$ increases.

\[
I_Q(X;Y) = \log \left( \frac{m}{m-1} \right) \quad (21)
\]

\[
\approx \frac{1}{m} \log e. \quad (22)
\]

The rate of common randomness needed to achieve this minimal communication rate is $R_0 \geq H_Q(Y|X) = H_Q(Y|X) = \log(m-1)$. 

mass functions associated with If induced input-output distribution and the desired input-output

Another property of total variation is a bound related to expected values of bounded functions.

\[
|\mathbb{E}_H f(W) - \mathbb{E}_R f(W)| \leq 2f_{\text{max}} \| \Pi - \Gamma \|_{TV}, \quad (29)
\]

I. Total Variation Distance

We use total variation to measure the distance between the induced input-output distribution and the desired input-output distribution. Total variation between two distributions \( \Pi \) and \( \Gamma \) on a set \( W \) is defined in the following way:

\[
\| \Pi - \Gamma \|_{TV} \triangleq \max_{S \subseteq W} (\Pi(S) - \Gamma(S)) \quad (23)
\]

\[
= \max_{S \subseteq W} (\Gamma(S) - \Pi(S)). \quad (24)
\]

If \( W \) is countable and \( \pi(w) \) and \( \gamma(w) \) represent the probability mass functions associated with \( \Pi \) and \( \Gamma \), then

\[
\| \pi - \gamma \|_{TV} \triangleq \frac{1}{2} \| \pi - \gamma \|_1 \quad (25)
\]

\[
= \frac{1}{2} \sum_{w \in W} |\pi(w) - \gamma(w)| \quad (26)
\]

\[
= \| \Pi - \Gamma \|_{TV}. \quad (27)
\]

Total variation has properties that make it an attractive measure of tolerance. First is statistical indistinguishability. Consider a test that tries to detect a synthesized channel. The performance of any binary hypothesis test is characterized by two parameters: the probability of false positive (\( \alpha \)); and the probability of false negative (\( \beta \)). Let \( \Gamma \) be the null hypothesis (the channel is genuine) and \( \Pi \) be the alternative hypothesis (the channel is synthetic). If the two hypotheses yield identical distributions, then accurate detection is impossible, and \( \alpha + \beta = 1 \) (any value of \( \beta = 1 - \alpha \) can be attained by adjusting the sensitivity of the test). In general,

\[
\alpha + \beta \geq 1 - \| \Pi - \Gamma \|_{TV}. \quad (28)
\]

Therefore, if total variation is small, then reliable detection is not possible. This is the objective of channel synthesis.

Another property of total variation is that the total variation is small between two distributions \( \Pi \) and \( \Gamma \) if the expected values of bounded functions.

\[
|\mathbb{E}_H f(W) - \mathbb{E}_R f(W)| \leq 2f_{\text{max}} \| \Pi - \Gamma \|_{TV}, \quad (29)
\]

where \( f_{\text{max}} = \max_{w \in W} |f(w)| \). This bound implies continuity of \( \mathbb{E}_f(W) \), for bounded \( f \), with respect to the distribution \( P_W \), using total variation as the distance metric. If we know that the total variation is small between two distributions \( \Pi \) and \( \Gamma \) and we cared about the expected value with respect to \( \Pi \) of a bounded function, then we are free to instead analyze the expected value with respect to \( \Gamma \), which is guaranteed to be nearly equivalent. We use this technique when analyzing the payoff achieved in the game theoretic setting of \( \text{III-B} \) and in related secrecy work in \( [27], [28], \) and \( [29] \).

Other metrics of distance between probability distributions have been explored in related works, such as \( [6], [30], \) and \( [31] \). In particular, Kullback-Leibler divergence \( d_{KL}(\Pi; \Gamma) \) makes an interesting choice of fidelity metric because it is an information-theoretic quantity closely related to other important quantities such as mutual information and, more importantly, because it has implications concerning the asymptotics of hypothesis testing, in the regime of highly reliable detection. Wyner uses K-L divergence, normalized by the block-length, as his tolerance metric for generating correlated random variables in \( [6] \).

Kullback-Leibler divergence is a stricter metric than total variation in general—Pinsker’s inequality reveals that total variation converges to zero as K-L divergence approaches zero. However, normalized K-L divergence forfeits this relationship. Also, a reverse relationship holds for i.i.d. distributions. That is, if \( \Pi \ll \Gamma \) (i.e. \( \Pi \) is absolutely continuous with respect to \( \Gamma \)), and \( \Gamma \) is an i.i.d. discrete distribution of \( n \) variables, then

\[
d_{KL}(\Pi; \Gamma) \leq (n + \log \frac{1}{TV}) \cdot TV, \quad (30)
\]

as \( TV \triangleq \| \Pi - \Gamma \|_{TV} \) goes to zero and \( n \) goes to infinity. In particular, this means that an exponential decay of total variation with respect to \( n \) produces an exponential decay in

\[
d_{KL}(\Pi; \Gamma) \quad (30)
\]

It turns out that the rate region given in the main result (Theorem \( \text{I.I} \)) no longer holds if the total variation tolerance metric is replaced by Kullback-Leibler divergence in the direction used by Wyner in \( [6] \). That is, let \( \Pi \) represent the induced distribution and let \( \Gamma \) be the desired distribution. Suppose achievability demands that \( d_{KL}(\Pi; \Gamma) \) be made arbitrarily small (with or without normalization). We again call upon the identity channel as a simple counterexample to Theorem \( \text{I.I} \). Notice that \( R > H(X) \) is sufficient for the theorem, but \( R > \log |X| \) is necessary for exact lossless compression. Therefore, any rate less than \( \log |X| \) will cause \( d_{KL}(\Pi; \Gamma) = \infty \). On the other hand, for any channel with \( Q_{Y|X}(y|x) > 0 \) for all \( x \) and \( y \), the divergence \( d_{KL}(\Pi; \Gamma) \) goes to zero exponentially fast with the same exponent as total variation due to \( (30) \).

For a careful comparison of inequalities involving total variation, K-L divergence, and normalized K-L divergence, see \( [31] \).

\[\text{This statement uses } (29) \text{ and (30) Theorem 17.3.3].} \]
III. Extensions

A. Broadcast Channel

The main result of Theorem III.1 can be readily extended to a situation with multiple separate decoders together synthesizing a memoryless broadcast channel \( Q_{Y_1,\ldots,Y_m|X} \), each producing one of the channel output sequences after receiving a common transmission from the encoder as well as common randomness among all nodes. This is depicted in Fig. 8. The region of achievable rates for synthesis is given by

\[
S_{BC} = \left\{ \left( R, R_0 \right) \in \mathcal{R}^2 : \exists P \in \mathcal{D}_{BC} \text{ such that } \begin{array}{ll}
R & \geq I(X;U), \\
R_0 + R & \geq I(X,Y_1,\ldots,Y_m;U) 
\end{array} \right\},
\]  

(31)

where

\[
\mathcal{D}_{BC} = \left\{ \begin{array}{l}
\left. P_{X,Y_1,\ldots,Y_m,U} \right| U \leq \left| \mathcal{X}^{nR} \right|^{m} \left| \mathcal{Y}^{nR} \right| + 1,
\end{array} \right\}
\]  

(32)

Fig. 8: Broadcast Channel: This setting extends the main result to include the synthesis of a broadcast channel with separated decoders producing each channel output. The decoders each receive a common communication message as well as common randomness.

This region can be proven using the same steps as the main result. Notice that \( \mathcal{D}_{BC} \) contains a conditional independence constraint.

B. Game Theory

Consider a zero-sum repeated game between two teams. Team A consists of two players who on the \( t \)th iteration take actions \( X_t \in \mathcal{X} \) and \( Y_t \in \mathcal{Y} \). The opponents on Team B take a combined action \( Z_t \in \mathcal{Z} \). The strategy sets \( \mathcal{X}, \mathcal{Y}, \) and \( \mathcal{Z} \) are finite. The payoff for Team A at each iteration is a time-invariant finite function \( \pi(X_t,Y_t,Z_t) \): As a zero-sum game, the payoff for Team B is \(-\pi(X_t,Y_t,Z_t)\). Each participant observes all actions from previous iterations, and each team wishes to maximize its time-averaged expected payoff.

Let Team A play conservatively by assuming the best strategy for Team B. In the worst case (from the viewpoint of Team A), the expected payoff in the \( t \)th iteration is

\[
\Pi_t \triangleq \min_{z_t} \mathbb{E} \pi(X_t,Y_t,z(X^{t-1},Y^{t-1})).
\]  

(33)

Clearly (33) could be maximized by finding an optimal mixed strategy \( P_{X,Y}^* \) that minimizes \( \min_{z_t} \mathbb{E}_{P_{X,Y}^*} \pi(X,Y,z) \) and choosing independent actions accordingly for each iteration. This would correspond to the minimax strategy.

Communication Constraint: Now consider an additional constraint on Team A. The players on Team A have as their only means of coordinating their actions a secure channel of communication, limited to a rate of \( R \) bits per game iteration. Specifically, Player 1, who chooses the actions \( X_t \), communicates at rate \( R \) to Player 2, who chooses \( Y_t \).

We say a rate \( R \) is achievable for payoff \( \Pi \) if there exists a communication protocol that obeys a rate limit of \( R \) and produces average expected payoff no less than \( \Pi \). That is, there exists a block-length \( n \) and a random variable triple \( (X^n,Y^n,U) \) that has the conditional independence structure \( X_t - (U,X^{t-1},Y^{t-1}) - Y_t \) for all \( t \) and such that \( |U| \leq 2^{nR} \)

\[
\frac{1}{n} \sum_{t=1}^{n} \Pi_t \geq \Pi.
\]  

(34)

Let \( \mathcal{G} \) be the closure of the set of achievable pairs \( (R,\Pi) \).

We claim that optimality is obtained by producing i.i.d. actions with respect to a designed joint distribution. Define

\[
\mathcal{G}_0 \triangleq \left\{ \left. \left( R,\Pi \right) \in \mathcal{R}^2 : \begin{array}{ll}
\exists P_{X,Y} \text{ such that } \\
R & \geq C(X;Y), \\
\Pi & \leq \min_{z_t} \mathbb{E} \pi(X,Y,z). 
\end{array} \right\} \right\},
\]  

(35)

where \( C(X;Y) \) is the common information defined in (11).

Lemma III.1 (Optimal cooperative strategy).

\[
\mathcal{G} = \text{Conv}(\mathcal{G}_0).
\]  

(36)

Comments: Notice that Lemma III.1 involves a convexification of \( \mathcal{G}_0 \). This means that it may be optimal to split time between two different efficient strategies—one that operates at a low communication rate and one that operates at a high communication rate—in order to satisfy the average rate constraint while competing effectively in the game.

Variants of this problem have been considered in [33], [27], [28], and [29]. The difference in those works is that \( X^n \) (the actions of Player 1 in this setting) are instead observed states of nature. Their distribution is not designed by Team A. The job of Player 1 is to compress and communicate the observed sequence efficiently to Player 2. If the communication occurs over a public channel, with use of common randomness to conceal the communication, then the optimal solution is exactly characterized in [28] and is integrally related to the ability to synthesize a memoryless channel. However, communication over a private channel, as in the present setting, is addressed in [33] and still open.

The proof of Lemma III.1 is in the appendix.

\(^3\)Communication and common randomness play the same role in this setting.
C. Public Channel

What if the communication used for distributed channel synthesis occurs over a public channel and we wish for the synthesis to be immune to statistical tests that utilize the public message $J$? We require $X^n$ and $Y^n$ to pass as the input and output of a memoryless channel and $J$ to appear unrelated to $X^n$ and $Y^n$. That is, for rates $(R, R_0)$ to be achievable, there must exist a sequence of $(R, R_0)$ channel synthesis codes such that the induced distribution $P_{X^n,Y^n,J}$ satisfies

$$\lim_{n \to \infty} \left\| P_{X^n,Y^n,J} - P_J \prod Q_X Q_Y | X \right\|_{TV} = 0. \quad (37)$$

This setting falls into the context of secrecy, related to [27], [28], and [22]. Common randomness can be used as a secret key to encrypt the public communication. We find that this straightforward adaptation to distributed channel synthesis, where extra common randomness is used as a one-time-pad on the public communication, produces the optimal rate pairs $(R, R_0)$. The closure of the set of achievable rate pairs is given by

$$\mathcal{S}_{PC} = \left\{ (R, R_0) \in \mathcal{R}^2 : \exists P_{X,Y,U} \in \mathcal{D} \text{ s.t.} \begin{array}{l}
R \geq I(X;U), \\
R_0 \geq I(X,Y;U). 
\end{array} \right\} \quad (38)$$

where $\mathcal{D}$ is defined in [9].

Surprisingly, the common randomness rate requirement $R_0$ is greater than the communication rate requirement $R$ in the case of public communication. The common randomness rate can be reduced to the common information $C_Q(X;Y)$, and the communication rate can be reduced to $I_Q(X;Y)$, but the two extremes cannot be achieved simultaneously in general.

Proof of this result is in the appendix.

D. Limited Duration Fidelity

Consider a relaxed objective for channel synthesis. Suppose the objective is to synthesize a memoryless channel with high enough fidelity that it would pass any statistical test with limited memory of length $B$. That is, for any $\epsilon > 0$ we desire an encoding such that

$$\left\| P_{X^n_t,Y^n_t,J} - \prod Q_X Q_Y | X \right\|_{TV} \leq \epsilon \forall t \quad (39)$$

where $B$ may be much smaller than the encoding block $n$.

The region of interest for a sharp rate requirement occurs when $B$ grows linearly with the encoding block-length: $B = bn$. In this case, the region of achievable rate pairs $(R, R_0)$ contains the following region:

$$\mathcal{S}_{LM} = \left\{ (R, R_0) \in \mathcal{R}^2 : \exists P_{X,Y,U} \in \mathcal{D} \text{ s.t.} \begin{array}{l}
R \geq I(X;U), \\
R_0 + R \geq bI(X,Y;U). 
\end{array} \right\} \quad (40)$$

where $\mathcal{D}$ is defined in [9].

In particular this means that for finite memory $B$ not growing with $n$, no common randomness is required, and the communication rate must only exceed $R \geq I_Q(X;Y)$. Notice that the sum-rate bound in (40) is dominated by the communication rate bound in (37) when $U = Y$ and $n$ is large enough that $I_Q(X;Y) > \frac{n}{2} H_Q(Y)$.

See the appendix for the proof.

E. Local Randomness

The optimal encoder design for distributed channel synthesis, presented in [4] calls for randomization at the encoder and decoder. The randomization at the encoder is insignificant and perhaps even avoidable altogether. It is easy to show, for example, that $H_P(J|X^n, K)$ scales no more than linearly with $n$ at a rate close to the arbitrarily small excess rate $R - I(X;U)$, where $U$ is the auxiliary random variable in the region $S$ of [9]. On the other hand, the private randomization required by the decoder is much larger. The decoder of [4] locally synthesizes a memoryless channel according to $P_{Y|U}$ and applies the input $u^n(j,k)$ from the codebook to this synthesized channel.

Here we quantify explicitly the amount of local randomness required by the decoder, similar to [34] and [35]. Let $R_t$ be the rate of random bits $L \in [2^{nR_L}]$ available to the decoder only, and define the decoder as a deterministic function

$$G : J \times K \times L \to Y^n. \quad (41)$$

This is depicted in Fig. 9.

![Fig. 9: Local Randomness](image)

We now aim to characterize the set of rate triples $(R, R_0, R_L)$ that can synthesize a memoryless channel $Q_{Y|X}$ with input distribution $Q_X$, and we claim that the closure of this set is given by

$$\mathcal{S}_{LR} = \left\{ (R, R_0, R_L) \in \mathcal{R}^3 : \exists P_{X,Y,U} \in \mathcal{D} \text{ s.t.} \begin{array}{l}
R \geq I(X;U), \\
R_0 + R \geq I(X,Y;U), \\
R_L \geq H(Y|U). 
\end{array} \right\} \quad (42)$$

The total amount of randomness flowing into our synthetic channel (ignoring the minimally random encoder), when all equalities in $\mathcal{S}_{LR}$ of (42) are exercised with equality, is $R_0 + R_L = I(X,Y;U) - I(X;U) + H(Y|U) = H(Y|X)$.

To our delight, distributed channel synthesis is efficient even compared to the local synthesis in [35] and in Corollary VII.6.

This proof can be found in the appendix.

F. Common Information Duality

Two notions of common information were introduced at nearly the same time in the literature. One by Gács and Körner [5] is defined as

$$C_{G-K}(X;Y) \triangleq \max_{f(\cdot) : H(f(X)|Y) = 0} H(\{f(X)\}). \quad (43)$$

The other common information by Wyner in [6] is stated in [11]. For this discussion, we refer to Wyner’s common information as $C_W(X;Y)$.

$$C_{G-K}(X;Y) \triangleq \max_{f(\cdot) : H(f(X)|Y) = 0} H(\{f(X)\}). \quad (43)$$
Attention has been drawn in the literature to dual properties of these two quantities. For example,
\[
C_W(X; Y) \geq I(X; Y) \quad (44)
\]
\[
C_{G-K}(X; Y) \leq I(X; Y) \quad (45)
\]
Also, both can be viewed as extreme points for the common message rate in the Gray-Wyner network [36]. In this network, correlated sources are encoded jointly using three messages and decoded separately, each decoder receiving only two of the messages. The message received by both is the common message. If we imagine the three messages traveling down a cable to a midway point (Segment 1) and then splitting into separate cables to travel to the separate decoders (Segment 2), with the common message duplicated at the juncture, then a simple duality can be stated. When the sum rate of the first segment is efficient, the common message rate is at least \( C_W(X; Y) \). When the sum rate of the second segment is efficient, the common message rate is no more than \( C_{G-K}(X; Y) \). Furthermore, the first case yields inefficiency in the second segment equal to \( C_W(X; Y) - I(X; Y) \), and the second case yields inefficiency in the first segment equal to \( I(X; Y) - C_{G-K}(X; Y) \). Thus, equality holds in both (44) and (45) or in neither.

Here we emphasize another duality, using the present results to enrich the operational symmetry.

Fig. 10: Operational duality of common information.

\[
\begin{align*}
X^n & \quad M & \quad X^n \\
Y^n & \quad \hat{M} & \quad Y^n
\end{align*}
\]

(a) Gács-Körner

(b) Wyner

Fig. 10: Operational duality of common information.

Now we add a communication link between the two encoders with a somewhat peculiar constraint. The communication is required to be independent of the output of the receiving node (nearly independent as measured by total variation). This alteration is depicted in Fig. 11.

The setting of Fig. 11a has been studied for the purpose of secret key generation in [37], [38], [39], [40], and [41]. It is shown that with a high enough rate of communication, namely \( H(Y|X) \), the rate of extraction of random bits in agreement increases to the mutual information \( I(X; Y) \).

The dual setting of Fig. 11b is solved by Theorem II.1. With a high enough communication rate, the required rate of random bits reduces to the mutual information \( I(X; Y) \). Furthermore, a communication rate of \( H(Y|X) \) is sufficient in this setting as well (and necessary for most distributions).

To see how this follows from Theorem II.1, consider the equivalent description of the distributed channel synthesis problem given in the beginning of \( \text{X} \) That description applies exactly to this situation as well.

For added curiosity, we can state the corner points \((R, R_0)\) of the characterizations of the achievable rate region for the two settings in a way that suggests a deeper relationship. Both rate regions can be described as the union of simple regions, each defined by the choice of an auxiliary random variable. In the case of Fig. 11a the simple regions are rectangles defined by an upper bound on \( R \) and a lower bound on \( R_0 \). In the case of Fig. 11b the simple regions are pentagons defined by a lower bound on \( R \) and a lower bound on the sum rate \( (R + R_0) \). In both cases, we now specify the corner points that define the regions.

For the setting of Fig. 11a, the corner points of the rate region, identified in [39], are \((R, R_0)\) such that
\[
\begin{align*}
R &= I(X; U), \quad (46) \\
R_0 &= I(Y; U|X), \quad (47)
\end{align*}
\]
for some \( U \) such that \( X - Y - U \) forms a Markov chain.

For the setting of Fig. 11b, the corner points of the rate region, identified by Theorem II.1 are \((R, R_0)\) such that
\[
\begin{align*}
R &= I(X; U), \quad (48) \\
R_0 &= I(Y; U|X), \quad (49)
\end{align*}
\]
for some \( U \) such that \( X - U - Y \) forms a Markov chain.

IV. SOFT COVERING LEMMA

A. Discussion

Our achievability proof centers around a soft covering lemma\(^4\) that is conceptually rooted in [6] Theorem 6.3 by Wyner and further studied in [17] and elsewhere. In this section we state the simple form of the lemma needed for our proof, accompanied by a new exponential bound. We then discuss this principle in greater depth, including proofs, in \([\text{VI}]\).

\(^4\)In [23] we referred to this as the “cloud mixing” lemma.
the codebook is large enough, then the resulting distribution on the output of the channel, illustrated in Fig. 12 will be well approximated by an i.i.d. distribution. Not surprisingly, the rate of the codebook sufficient to observe this phenomenon is the mutual information associated with the codebook distribution and the channel. Wyner used this observation in his achievability proof for common information. This lemma will also play a key role in our achievability proof for distributed channel synthesis, providing us with a simple analysis.

**B. Soft Covering Lemma Statement**

The simplest statement of the soft covering principle, and all that we need for the proof of distributed channel synthesis, involves a memoryless channel with memoryless input. Let \( \Phi_U \) be a distribution on \( \mathcal{U} \) that induces a distribution \( \Phi_V \) when applied to the channel \( \Phi_{V|U} \). For \( n \) channel uses, the corresponding input–output joint distribution is then

\[
\Phi_{U^n,V^n} = \left( \prod_{i=1}^{n} \Phi_U \right) \left( \prod_{i=1}^{n} \Phi_{V|U} \right)
\]

yielding the desired output distribution

\[
Q_{V^n}(v^n) \triangleq \sum_{u^n} \Phi_{U^n,V^n}(u^n,v^n) = \prod_{i=1}^{n} \Phi_V(v_i).
\]

The lemma, which follows, states that we can nearly produce the desired output distribution by applying a uniform distribution to a collection \( \mathcal{B}^{(n)} \) of \( 2^{n(R-I(U;V))} \) randomly generated channel input sequences, as depicted in Fig. 13. The criterion for nearly producing the desired output distribution is that the induced output distribution

\[
P_{V^n}(v^n) \triangleq \frac{1}{|\mathcal{B}^{(n)}|} \sum_{j=1}^{|\mathcal{B}^{(n)}|} \Phi_{V^n|U^n}(v^n|u^n(j))
\]

has vanishing total variation from the desired output distribution as \( n \) increases.

**Fig. 13: Soft covering - Memoryless channel:** An i.i.d. output distribution \( \prod \Phi_V \) is synthesized by randomly selecting a codeword from a codebook of \( u^n \) sequences and passing it through a memoryless channel. Lemma IV.1 gives a sufficient codebook construction.

**Lemma IV.1 (Soft Covering - Memoryless channel).** Let \( \mathcal{B}^{(n)} \) be a randomly generated collection of \( 2^{nR} \) sequences in \( \mathcal{U}^n \), each drawn independently and i.i.d. from the codebook distribution \( \Phi_U \). A memoryless channel specified by \( \Phi_{V|U} \) induces an output distribution defined in (54). This output distribution is random because \( \mathcal{B}^{(n)} \) is random.
If $R > I_Q(U;V)$ then the expected value of the total variation between the induced output distribution and the desired output distribution defined in (52) vanishes with $n$. That is,

$$R > I_Q(U;V) \implies \lim_{n \to \infty} E \|P_{V^n} - Q_{V^n}\|_{TV} = 0. \text{ (55)}$$

Furthermore, the expected total variation vanishes exponentially fast:

$$E \|P_{V^n} - Q_{V^n}\|_{TV} \leq \frac{3}{2} \exp(-\gamma n), \text{ (56)}$$

where $\gamma$ is given in (126) of VII-D.

Lemma [V.1] can be derived as a corollary of Theorem VII.1 which is stated in VIII as a generalization of the soft covering principle, along with a variety of corollaries, the proof, and analysis of the total variation exponent.

V. Achievability

A. Synopsis

In this section we prove $\mathcal{C} \supset \mathcal{S}$. That is to say, for any rate pair $(R, R_0)$ in the interior of the rate region specified by $\mathcal{S}$, $(R, R_0)$ is achievable for synthesizing the memoryless channel $Q_{Y|X}$ with input distribution $Q_X$. The definition of achievability in Definition 3 concerns the existence of $(R, R_0, n)$ channel synthesis codes. However, the same achievability criterion can be stated simply in terms of the existence of a joint distribution satisfying certain properties, removing the emphasis from the usual causal description of how an encoder or decoder takes an input and returns an output. This method can be used to redefine any of the familiar communication problems in information theory, but we find it particularly useful in this case.

Consider the induced joint distribution $P_{X^n,Y^n,J,K}$ defined in Definition 3. The rates $(R, R_0)$ are achievable if for any $\epsilon > 0$ there exists an $N$ such that for all block lengths $n > N$ there exists an induced joint distribution $P_{X^n,Y^n,J,K}$ satisfying the following properties:

1) $X^n - (J, K) - Y^n$ form a Markov chain.
2) $X^n$ and $K$ are independent.
3) $X^n$ is i.i.d. $\sim Q_X$.
4) $|J| = 2^{nR}$.
5) $|K| = 2^{nR_0}$.
6) $\|P_{X^n,Y^n} - \prod Q_{Y^n|X}\|_{TV} < \epsilon$.

This is simply an exhaustive list of all of the constraints imposed by the definitions of channel synthesis codes and the induced joint distribution, with the addition of 6), the synthesis requirement.

Our approach will be to construct a joint distribution $\Upsilon_{X^n,Y^n,J,K}$ that satisfies 1), 4), and 5) by construction. We will then use the soft covering lemma of [V] to show that 6) is satisfied while 2) and 3) are nearly satisfied. Fortunately, due to some basic properties of total variation, we can augment the joint distribution to exactly satisfy 2) and 3) while not destroying the other properties.

The key idea for developing this proof is to relax some of the strict requirements (properties 2) and 3)), knowing that this relaxation can be corrected at the end. By doing so, we reveal a large degree of symmetry in the problem statement. Rather than design the joint distribution from left to right (referring to the Markov chain in property 1)), we design from the middle outward.

The consequence of this technique is that we design the encoder in reverse. The result is best described as a likelihood encoder (see [V.2]), which is stochastic. Similarity between the behavior of this encoder and other encoders used for source coding is analyzed in [45]. Also, an alternative proof construction based on random binning, which yields similar behavior to the likelihood encoder, is proposed in [19].

B. Construction

Begin by finding $Q_{X,Y,U} \in \mathcal{D}$ defined in (9) such that $R > I_Q(X;U)$ and $R_0 + R > I_Q(X,Y;U)$. Our reuse of the label $Q$ is intentional. By the definition of $\mathcal{D}$, the marginal distribution of $Q_{X,Y,U}$ must coincide with the desired input-output distribution specified by $Q_X Q_{Y|X}$.

Using the standard practice of random codebook construction to prove the existence of a good codebook, generate a codebook $B^{(n)}$ of $n$ sequences indexed by $j \in [2^nR]$ and $k \in [2^nR_0]$ independently according to $\prod_{t=1}^n Q_{U}(u_t)$. Construct a joint distribution as depicted in Fig. 14 and as follows. Define $\Upsilon_{X^n,Y^n,J,K}$ such that $J$ and $K$ are uniformly distributed over their supports and $X^n$ and $Y^n$ are the result of the codeword $u^n(J,K)$ passing through the memoryless channel defined by $Q_{X,Y|U}$:

$$\Upsilon_{X^n,Y^n,J,K}(x^n,y^n,j,k) \triangleq \frac{1}{2^{n(R_0+R)}} \prod_{t=1}^n Q_{X,Y|U}(x_t,y_t|u_t(j,k)) \text{. (57)}$$

Notice that the channel $Q_{X,Y|U}$ separates into $Q_{X|U}Q_{Y|U}$, as shown in Fig. 14, because of the Markov chain property of all distributions in $\mathcal{D}$.

Fig. 14: Codec Construction: The first step in deriving an efficient encoder and decoder is to construct a joint distribution $\Upsilon_{X^n,Y^n,J,K}$ that nearly satisfies the six conditions for achievability. This is done by constructing a randomly generated codebook $B^{(n)}$ of sequences $u^n(j,k)$. Independent and uniformly distributed indices $J$ and $K$ select from the codebook the input to a memoryless broadcast channel specified by $Q_{X|U}Q_{Y|U}$. If the cardinalities of $J$ and $K$ are large enough, $X^n$ and $Y^n$ can be shown using the soft covering lemma to be nearly i.i.d. according to the desired distribution, with $X^n$ nearly independent of $K$. 

\[\text{Fig. 14: Codec Construction: The first step in deriving an efficient encoder and decoder is to construct a joint distribution} \ \Upsilon_{X^n,Y^n,J,K} \ \text{that nearly satisfies the six conditions for achievability. This is done by constructing a randomly generated codebook} \ B^{(n)} \ \text{of sequences} \ u^n(j,k) \ \text{. Independent and uniformly distributed indices} \ J \ \text{and} \ K \ \text{select from the codebook the input to a memoryless broadcast channel specified by} \ Q_{X|U}Q_{Y|U} \ \text{. If the cardinalities of} \ J \ \text{and} \ K \ \text{are large enough,} \ X^n \ \text{and} \ Y^n \ \text{can be shown using the soft covering lemma to be nearly i.i.d. according to the desired distribution, with} \ X^n \ \text{nearly independent of} \ K.\]
It is clear that $\Upsilon_{X^n,Y^n,J,K}$ satisfies properties 1), 4), and 5) by construction. Our next step is to construct $P_{X^n,Y^n,J,K}$ from $\Upsilon_{X^n,Y^n,J,K}$ in a way that satisfies properties 2) and 3). Define $P_{X^n,Y^n,J,K}$ as follows:

$$P_{X^n,Y^n,J,K} = \frac{1}{2^{nR_0}} \prod Q_X \Upsilon_{Y^n,J|X^n,K}.$$

The conditional distribution $\Upsilon_{Y^n,J|X^n,K}$ is derived from $\Upsilon_{X^n,Y^n,J,K}$ and well defined for all values of $(X^n,K)$ with positive probability. For others values we can simply assign the uniform distribution over $\Upsilon^n \times J$.

Notice that $P_{X^n,Y^n,J,K}$ satisfies property 1) because $P_{Y^n|X^n,J,K} = \Upsilon_{Y^n,J|X^n,K} = \Upsilon_{Y^n|J,K}$. Thus, $\Upsilon_{J|X^n}$ defines the likelihood encoder, and $\Upsilon_{Y^n|J,K}$ is the decoder. The distribution $P_{X^n,Y^n,J,K}$ satisfies 2), 3), 4), and 5) as well by construction. Only property 6) is left to be verified.

### C. Synthesis Analysis

Recall that $\Upsilon_{X^n,Y^n,J,K}$ and $P_{X^n,Y^n,J,K}$ are random because the codebook $B^{(n)}$ is random. We now call on the soft covering lemma (Lemma VI.1) twice. First, we have a straightforward conclusion. Since $R_0 + R > I_Q(X;Y;U)$,

$$\lim_{n \to \infty} E \left[ \Upsilon_{X^n,Y^n} - \prod Q_X Q_Y | X \right]_{TV} = 0. \quad (59)$$

The second use of Lemma VI.1 is a little more subtle and similar to a technique used by Winter in [26] and by Bloch and Laneman in [31]. Notice that for any fixed $k$, the collection $\{u^n(j,k)\}_j$ is a collection of $2^nR$ randomly generated codewords. If we consider only the memoryless channel specified by $Q_X|U$ with channel output $X^n$, then $R > I_Q(U;X)$ satisfies the condition of the lemma. Therefore, for any $k$,

$$E \left[ \Upsilon_{X^n|K=k} - \prod Q_X \right]_{TV} < \epsilon_n \to 0 \quad (60)$$

as $n \to \infty$. The expression on the left-hand side is constant over all values of $k$ for any fixed $n$ because of the symmetric nature of an i.i.d. codebook.

By the definition of total variation in (26),

$$E \left[ \Upsilon_{X^n,K} - \frac{1}{2^{nR_0}} \prod Q_X \right]_{TV} = \frac{1}{2} \sum_{x^n,k} \left| \Upsilon_{X^n,K}(x^n,k) - \frac{1}{2^{nR_0}} \prod_{t=1}^n Q_X(x_t) \right|$$

$$= \frac{1}{2^{nR_0}} \sum_{x^n,k} \left| \Upsilon_{X^n|K}(x^n|k) - \prod_{t=1}^n Q_X(x_t) \right|$$

$$= \frac{1}{2^{nR_0}} \sum_k E \left[ \Upsilon_{X^n|K=k} - \prod Q_X \right]_{TV}$$

$$\leq \frac{1}{2^{nR_0}} \sum_k \epsilon_n$$

$$\to 0. \quad (61)$$

Thus, $\Upsilon_{X^n,Y^n,J,K}$ satisfies property 6) by (59), and it nearly satisfies properties 2) and 3) by (61). We next invoke two properties of total variation.

#### Lemma VI.1 (Total Variation of Marginal Distribution)

Total variation cannot be larger between marginal distributions than between encompassing joint distributions. That is,

$$\|P_{W} - \Gamma_W\|_{TV} \leq \|P_{W,Z} - \Gamma_{W,Z}\|_{TV}. \quad (62)$$

**Proof:** Referring to the definition of total variation given in (23), the left-hand side of (62) is a maximization over a smaller set than the right-hand side.

#### Lemma VI.2 (Total Variation with Common Channel)

When two random variables are passed through the same channel, the total variation between the resulting input-output joint distributions is the same as the total variation between the input distributions. That is,

$$\|P_{W}\Pi_{Z|W} - \Gamma_{W}\Pi_{Z|W}\|_{TV} = \|P_{W} - \Gamma_{W}\|_{TV}. \quad (63)$$

**Proof:** Referring to the equivalent definition for total variation given in [25], the non-negative $\Pi_{Z|W}$ term from the left-hand side of (63) factors out of the absolute value and sums to one.

We continue with the final steps of the analysis of $P_{X^n,Y^n}$ using the triangle inequality:

$$\|P_{X^n,Y^n} - \prod Q_X Q_Y | X \|_{TV} \leq \|P_{X^n,Y^n} - \Upsilon_{X^n,Y^n}\|_{TV}.$$

less than

$$\|\Upsilon_{X^n,Y^n} - \prod Q_X Q_Y | X \|_{TV}$$

less than

$$\|P_{X^n,Y^n,J,K} - \Upsilon_{X^n,Y^n,J,K}\|_{TV}$$

less than

$$\|P_{X^n,K} - \Upsilon_{X^n,K}\|_{TV}$$

less than

$$\|P_{X^n,Y^n,J,K} - \Upsilon_{X^n,Y^n,J,K}\|_{TV}$$

less than

$$\|\Upsilon_{X^n,Y^n,J,K} - \prod Q_X Q_Y | X \|_{TV}. \quad (64)$$

Both terms vanish as $n \to \infty$ because of (61) and (59). Inequality (a) comes from Lemma VI.1 and (b) comes from Lemma VI.2.

Therefore, for $n$ large enough, there exists a distribution satisfying all properties for achievability. Furthermore, the soft covering lemma asserts that each of the total variation terms in the bound vanishes exponentially quickly.

#### D. Comments

We now summarize the behavior of the optimal encoder and decoder constructed in this section:

**Likelihood Encoder:** The encoder inspects the codebook $B^{(n)}$ of $u^n$ sequences indexed by $j$ and $k$ and considers only the subset where $k$ is equal to the common randomness observed. In other words, the common randomness selects a sub-codebook. The encoder then considers each $u^n$ sequence in the sub-codebook and selects one randomly with probability...
proportional to its likelihood associated with the memoryless channel \( Q_{X|U} \) and the observed source sequence \( X^n \).

It may happen that every codeword has a positive probability of being selected by the encoder; however, most of the probability will be concentrated on those codewords that are jointly typical with \( X^n \). Still, there are many jointly typical sequences to choose from randomly. An interesting endeavor would be to design a deterministic encoder, if possible, that successfully operates throughout the region where both inequalities of Theorem II.1 are active.

**Decoder:** The decoder identifies a codeword \( u^n \) given by the codebook \( B^{(n)} \), the common randomness \( K \), and the message \( J \). He then locally synthesizes a memoryless channel according to \( Q_{Y|U} \) to produce \( Y^n \) from \( u^n \).

In the decoder’s case, a specific amount of randomization \((H(Y|U)\) per channel use) is fundamental to the design and unavoidable according to \([\text{VI-D}]\).

**VI. Converse**

In this section we prove \( C \subset S \). That is, any achievable rate pair \((R, R_0)\) for synthesizing the memoryless channel \( Q_{Y|X} \) with input distribution \( Q_X \) must fall in \( S^6 \).

**A. Cardinality Bound**

The cardinality bound on the auxiliary random variable \( U \) in the definition of \( D \) in \([\text{VI-D}]\) not only makes the region computable but is an essential step in the converse, as will be apparent in \( [\text{VI-D}] \).

**Lemma VI.1** (Cardinality Bound). For any discrete random variables \( (X, Y, W) \sim \Pi_{X,Y,W} \) forming a Markov chain \( X \rightarrow W \rightarrow Y \), there exists a distribution \( \Gamma_{X,Y,W} \) forming a Markov chain \( X \rightarrow U \rightarrow W \) such that

\[
|U| \leq |X||Y| + 1, \quad (65)
\]

\[
\Gamma_{X,Y} = \Pi_{X,Y}, \quad (66)
\]

\[
I_{\Gamma}(X; U) = I_{\Pi}(X; W), \quad (67)
\]

\[
I_{\Gamma}(X, Y; U) = I_{\Pi}(X, Y; W). \quad (68)
\]

**Proof:** Consider the set of points \( A \in \mathcal{R}^{(|X||Y|)+2} \) such that the first \(|X||Y|\) coordinates represent the mass values of a product (independent) distribution \( P_X P_Y \) and the last two coordinates are \( H_P(X) \) and \( H_P(X, Y) \). This is a connected and compact set because each coordinate is a continuous function on the connected and compact set of all product distributions.

Recall that \( \Pi_{X,Y,W} \) is the distribution of the Markov chain \( X \rightarrow W \rightarrow Y \) in question. Consider the point \( \pi \in \mathcal{R}^{(|X||Y|)+2} \) where \( \Pi_{X,Y} \) specifies the first \(|X||Y|\) coordinates and \( H_{\Pi}(X|W) \) and \( H_{\Pi}(X,Y|W) \) the last two. Notice that \( \pi \) is in the convex hull of \( A \). It is a convex combination of points, each represented by a particular value of \( w \), with convex weight equal to \( \Pi_W(w) \). The constituent product distributions are the distributions of \((X,Y)\) conditioned on \( W = w \).

Notice that the connected and compact set \( A \) is in fact contained in a \(|X||Y|+1\)-dimensional subspace of \( \mathcal{R}^{(|X||Y|)+2} \) because of the linear constraint that a probability mass function sum to one. Thus, the Carathéodory theorem for a connected set states that \( \pi \) is a convex combination of \(|X||Y|+1\) points in \( A \) (see original publications: \([46]\) for compact sets, \([47]\) for general sets, \([48]\) for connected sets; application to cardinality bounds of auxiliary variables: \([49], [50]\) Lemma 15.4, \([51]\)). Associate each point with a value \( w \). We use these points to construct the distribution \( \Gamma_{X,Y,W} \). The convex weight of the points becomes \( \Gamma_W(u) \), and the associated product distributions are the conditional distributions \( \Gamma_{X,Y|W=v} \), yielding the desired Markov chain property \( X \rightarrow U \rightarrow Y \). Notice that the joint distribution of \((X,Y)\) and the conditional entropies are preserved by the construction of \( \pi \).

**B. Entropy bounds**

A few preliminary bounds are needed to show that sequences that are nearly i.i.d. in total variation will have information properties close to their i.i.d. counterparts.

**Lemma VI.2** (Total Variation of Random Sample). The total variation between the distributions of two random sequences is an upper bound on the total variation between the distributions of the variables in the sequences at a random time index (independent of the sequences).

Let \( T \in \{1, \ldots, n\} \) be a random time index distributed according to \( \Pi_T \). Also let \( \Pi_{W^n,T} \) and \( \Gamma_{W^n,T} \) be distributions independent of \( T \), so that \( \Pi_{W^n,T} = \Pi_{W^n} \cdot \Pi_T \) and \( \Gamma_{W^n,T} = \Gamma_{W^n} \cdot \Pi_T \). Then,

\[
\|\Pi_{W^n,T} - \Gamma_{W^n,T}\|_{TV} \leq \|\Pi_{W^n} - \Gamma_{W^n}\|_{TV}. \quad (69)
\]

**Proof:** Notice that the channel \( \Pi_{W^n,T}(a|w^n) = \sum_{t=1}^n \Pi_{T}(t) \Pi_{W^n}(a|w) \) defines the process that takes \( W^n \) and selects a random time index according to \( \Pi_T \). This Lemma simply requires that output distributions from a common channel are as close as input distributions in total variation—a consequence of Lemma \([\text{V.1}]\) and Lemma \([\text{V.2}]\). "

Now we build on the fact that for finite alphabets we can upper-bound the difference in entropy in terms of total variation \([32], \text{Theorem 17.3.3}\].

**Lemma VI.3** (Entropy and Timing Information of Nearly i.i.d. Sequences). For any discrete random sequence \( W^n \sim \Pi_{W^n} \) where \( W_t \in W \) for all \( t \in \{1, \ldots, n\} \), if there exists a distribution \( \Gamma_W \) on the alphabet \( W \) such that

\[
\left\| \Pi_{W^n} - \sum_t \Gamma_W \right\|_{TV} \leq \epsilon < 1/4, \quad (70)
\]

then

\[
\frac{1}{n} \sum_{t=1}^n I_{\Pi}(W_t; W^{t-1}) \leq 4(\log |W| + 1) \epsilon, \quad (71)
\]

and for any random variable \( T \in \{1, \ldots, n\} \) independent of \( W^n \),

\[
I_{\Pi}(W_T; T) \leq 4(\log |W| + 1) \epsilon. \quad (72)
\]

\(^7\)This theorem is often referred to as the Carathéodory-Fenchel-Eggleston theorem.
Proof: We start by applying Lemma VI.2 for the arbitrary random time index $T$ referred to in the Lemma as well as for each individual deterministic time index (each a special case of $\Pi_T$). Then by Theorem 17.3.3 of [32],

$$|H_{\Pi}(W^n) - H_T(W^n)| \leq 2 \epsilon \log \left( \frac{|W|^n}{\epsilon} \right), \quad (73)$$

$$|H_{\Pi}(W_T) - H_T(W)| \leq 2 \epsilon \log \left( \frac{|W|}{\epsilon} \right), \quad (74)$$

$$|H_{\Pi}(W_t) - H_T(W)| \leq 2 \epsilon \log \left( \frac{|W|}{\epsilon} \right), \quad (75)$$

for all $t \in \{1, \ldots, n\}$.

As with any i.i.d. distribution, $H_T(W^n) = \sum_{t=1}^n H_T(W_t)$. Therefore, the triangle inequality yields,

$$\frac{1}{n} \sum_{t=1}^n I_{\Pi}(W_t; W_t^{t-1}) = \frac{1}{n} \left( \sum_{t=1}^n H_{\Pi}(W_t) - H_{\Pi}(W^n) \right) \leq \frac{1}{n} |H_{\Pi}(W^n) - H_T(W^n)| + \frac{1}{n} \sum_{t=1}^n |H_{\Pi}(W_t) - H_T(W)| \leq \frac{2}{n} \epsilon \log \left( \frac{|W|^n}{\epsilon} \right) + 2 \epsilon \log \left( \frac{|W|}{\epsilon} \right) = 4 \epsilon \log |W| + \frac{n+1}{n-2 \epsilon} \log \frac{1}{\epsilon} \leq 4 \epsilon \left( \log |W| + \log \frac{1}{\epsilon} \right), \quad (76)$$

where (a) refers to (73) and (75).

Furthermore, denoting the distribution of $T$ as $\Pi_T$, notice that

$$H_{\Pi}(W_T|T) = \sum_{t=1}^n \Pi_T(t) H_{\Pi}(W_t) \quad (77)$$

because of the independence of $T$ and $W^n$. Therefore,

$$|H_{\Pi}(W_T|T) - H_T(W)|$$

$$= \left| \sum_{t=1}^n \Pi_T(t) (H_{\Pi}(W_t) - H_T(W)) \right| \leq \sum_{t=1}^n \Pi_T(t) |H_{\Pi}(W_t) - H_T(W)| \leq \sum_{t=1}^n \Pi_T(t) 2 \epsilon \log \left( \frac{|W|}{\epsilon} \right) = 2 \epsilon \log \left( \frac{|W|}{\epsilon} \right), \quad (78)$$

where (a) refers to (75). Combining this with (74) gives

$$I_{\Pi}(W_T; T) \leq 4 \epsilon \left( \log |W| + \log \frac{1}{\epsilon} \right), \quad (79)$$

by way of the triangle inequality.

C. Epsilon Rate Region

Now we use information theoretic inequalities and lemmas VI.3 and VI.1 to nearly complete the proof. We define a region $S_\epsilon$ for $\epsilon > 0$ that gracefully expands the region $S$ of the main result. Then we show that an achievable rate pair $(R, R_0)$ is in $S_\epsilon$.

Let the epsilon rate region be defined as

$$S_\epsilon \triangleq \left\{ (R, R_0) \in \mathbb{R}^2 : \begin{array}{ll}
\exists P_{X,Y,U} \in D_e \text{ such that } \\
R \geq I(X;U), \\
R_0 + R \geq I(X,Y;U) - 2g(\epsilon).
\end{array} \right\}, \quad (80)$$

where

$$D_e \triangleq \left\{ P_{X,Y,U} : \begin{array}{ll}
\|P_{X,Y} - Q_X Q_Y|X\|_{TV} \leq \epsilon, \\
X - U - Y \text{ Markov,} \\
|U| \leq |X||Y| + 1.
\end{array} \right\}, \quad (81)$$

and

$$g(\epsilon) \triangleq 4 \epsilon \left( \log |X| + \log |Y| + \log \frac{1}{\epsilon} \right). \quad (82)$$

Lemma VI.4 (Epsilon Rate Region). If the rate pair $(R, R_0)$ is achievable for channel $Q_{Y|X}$ and source $Q_X$, then

$$(R, R_0) \in S_\epsilon \quad \forall \epsilon > 0. \quad (83)$$

Proof: Since $S_\epsilon$ shrinks with $\epsilon$, let us only consider $\epsilon < 1/4$. Let $(R, R_0)$ be achievable. Then there exists an $(R, R_0, n)$ channel synthesis code such that

$$\left\| P_{X^n,Y^n} - \Pi Q_{X^n|Y^n} \right\|_{TV} < \epsilon. \quad (84)$$

Let the random variable $T$ be uniformly distributed over the set $\{1, \ldots, n\}$ and independent of the induced joint distribution $P_{X^n,Y^n,J,K}$. The variable $T$ will serve as a random time index. The variable $X_T$ is independent of $T$ because $X^n$ is an i.i.d. source sequence (see [2], Property 1). However, $Y_T$ need not be independent of $T$.

We lower bound $R$ by,

$$nR \geq H_P(J) \geq H_P(J|K) \geq I_P(X^n;J|K) \geq \sum_{i=1}^n I_P(X_i;J,K|X^{i-1}) \geq \sum_{i=1}^n I_P(X_i;J,K|X^{i-1}) = nI_P(X_T; J,K|T) \geq nI_P(X_T; J,K,T), \quad (85)$$

where (a) comes from the problem statement and (b) and (c) are due to the i.i.d. nature of $X^n$.\[\]
Similarly, we lower bound the sum rate by,

\[ n(R_0 + R) \]
\[ \geq HP(J, K) \]
\[ \geq I_P(X^n, Y^n; J, K) \]
\[ = \sum_{t=1}^{n} I_P(X_t, Y_t; J, K | X^{t-1}, Y^{t-1}) \]
\[ = \sum_{t=1}^{n} I_P(X_t, Y_t; J, K, X^{t-1}, Y^{t-1}) \]
\[ - \sum_{t=1}^{n} I_P(X_t, Y_t; X^{t-1}, Y^{t-1}) \]
\[ \geq \sum_{t=1}^{n} I_P(X_t, Y_t; J, K, X^{t-1}, Y^{t-1}) - ng(\epsilon) \]
\[ \geq \sum_{t=1}^{n} I_P(X_t, Y_t; J, K) - ng(\epsilon) \]
\[ = nI_P(X_T, Y_T; J, K | T) - ng(\epsilon) \]
\[ = nI_P(X_T, Y_T; J, K, T) - nI_P(X_T, Y_T; T) - ng(\epsilon) \]
\[ \geq nI_P(X_T, Y_T; J, K, T) - 2ng(\epsilon), \quad (86) \]

where (a) and (b) are both consequences of Lemma VI.3 and \( g(\epsilon) \) is defined in (82).

Notice the Markov chain given by \( X_T - (J, K, T) - Y_T \). This comes about because the entire sequences \( X^n \) and \( Y^n \) are conditionally independent given \( J \) and \( K \), according to the problem statement, so in particular conditional independence holds for \( X_T \) and \( Y_T \) for any specific value of \( T = t \). Therefore, by Lemma VI.1, we can find a \( \Gamma_{X,Y,U} \) such that

\[ |U| \leq |X||Y| + 1, \quad (87) \]
\[ \Gamma_{X,Y} = P_{X_T,Y_T}, \quad (88) \]
\[ I_T(X; Y) = I_P(X_T; J, K, T), \quad (89) \]
\[ I_T(X; Y; U) = I_P(X_T; J, K, T, U). \quad (90) \]

We see from (85) and (86) that \( \Gamma_{X,Y,U} \) satisfies the inequalities in (80). What remains is to verify that \( \Gamma_{X,Y,U} \in \mathcal{D} \). This is indeed confirmed by applying Lemma VI.2

\[ \|\Gamma_{X,Y} - QXQY|X\|_{TV} = \|P_{X_T,Y_T} - QXQY|X\|_{TV} \]
\[ \leq \|P_{X^n,Y^n} - \prod QXQY|X\|_{TV} \]
\[ < \epsilon. \quad (91) \]

\[ D. \ Continuity \ of \ S_\epsilon \ at \ Zero \]

The final step in the proof is to show that the intersection of all \( S_\epsilon \) with \( \epsilon > 0 \) is equal to \( S \), a closed set. This may seem like unnecessary detail. It may seem obvious because of how \( S_\epsilon \) was deliberately designed, namely \( S_0 = S \), and the non-strict inequalities in the definition of \( S \) seem to make it a closed set.

There are a few subtle points to consider. Yes, \( S \) is closed, but this assertion relies on the cardinality bound of \( U \). Also, notice that \( S_\epsilon \) allows not only a relaxation in the sum rate but also a relaxation in the set of distributions \( \mathcal{D}_\epsilon \). We must show that a distribution near the desired input-output distribution does not have a significantly larger achievable rate region, as bounded by \( S_\epsilon \). Notice that in other work, such as [2], this complication is avoided by defining the achievable region as the closure of the set of achievable rates and distributions. In the present work, we define the achievable region as the closure of the set of rates for a given distribution—a more precise characterization of the achievable set—which requires this additional precision in the proof.

**Lemma VI.5 (Continuity of \( S_\epsilon \) at Zero).** The epsilon rate regions \( S_\epsilon \) decrease to the closed set \( S \) as \( \epsilon \) decreases to zero:

\[ \bigcap_{\epsilon > 0} S_\epsilon = S. \quad (92) \]

**Proof:** One direction of equality is trivial because \( S_\epsilon \) shrinks as \( \epsilon \) shrinks and \( S_0 = S \):

\[ \bigcap_{\epsilon > 0} S_\epsilon \supset S. \quad (93) \]

Notice that \( \lim_{\epsilon \to 0} g(\epsilon) = 0 \). First we take care of the easy part. Define \( S_\epsilon' \) to remove the relaxation in the sum rate:

\[ S_\epsilon' \triangleq \left\{ (R, R_0) \in \mathbb{R}^2 : \exists P_{X,Y,U} \in \mathcal{D}_\epsilon \quad s.t. \right\}, \quad (94) \]

using the same definition for \( \mathcal{D}_\epsilon \) as in (81). Notice that

\[ \bigcap_{\epsilon > 0} S_\epsilon' \subset \text{Closure} \left( \bigcap_{\epsilon > 0} S_\epsilon' \right). \quad (95) \]

This can be verified by contradiction. Suppose \( (a, b) \) is in the left-hand side but not the right-hand side. Find the smallest \( b^* \) such that \( (a, b^*) \) is in the right-hand side. Then \( b^* > b \). Choose \( \epsilon \) small enough to exclude \( (a, (b^* + b)/2) \) from \( S_\epsilon' \) and so that \( g(\epsilon) < (b^* - b)/2 \). Thus, a contradiction.

Now define the function \( f : \Delta^{|X||Y||U|} \to \mathbb{R}^2 \) as follows:

\[ f(P_{X,Y,U}) = (I(X;U), I(X,Y;U)). \quad (96) \]

The images \( f(D) \) and \( f(\mathcal{D}_\epsilon) \) characterize the rate regions \( S \) and \( S_\epsilon' \). That is, the Pareto optimal points in the images and the respective rate regions are the same. Had the rate regions \( S \) and \( S_\epsilon' \) been defined with equality for the rate constraints rather than inequality, then they would precisely equal the images \( f(D) \) and \( f(\mathcal{D}_\epsilon) \).

\[ \square \]

Notice that

\[ \bigcap_{\epsilon > 0} f(D_\epsilon) = f(D), \quad (97) \]

because \( \bigcap_{\epsilon > 0} \mathcal{D}_\epsilon = \mathcal{D} \), the sets \( \mathcal{D}_\epsilon \) are decreasing subsets (as \( \epsilon \) decreases) of the compact probability simplex (due to the cardinality bound), and \( f \) is a continuous function. This implies,

\[ \bigcap_{\epsilon > 0} S_\epsilon' = S. \quad (98) \]

Finally, \( S \) is closed due to \( f \) continuous and \( \mathcal{D} \) compact. \( \square \)
VII. SOFT COVERING GENERALIZATION AND ANALYSIS

In this section we present a variety of distribution matching results built from the soft covering principle, provide a simple proof, and investigate error exponents for memoryless sources and channels. We begin with a broad theorem for a general source and channel, from which a subtle improvement to Hayashi’s result [42, Lemma 2] is derived. We then illustrate a variety of implications of the theorem.

All statements in this section apply to general distributions, with Radon-Nikodym derivatives substituted where appropriate, although probability mass functions are used for notational simplicity.

A. Soft Covering - General Source and Channel

The setting of soft covering for a general source and channel is illustrated in Fig. 15. In order to state the theorem, we first define information density and self-information.

\[ W \sim \Phi_W \]

Fig. 15: Theorem VII.1 is a statement about the soft covering principle for a general source and channel. Here a random variable \( W \) is the input to a deterministic encoder which produces an output \( U \). A channel then acts on the pair \( (W, U) \). Given any output distribution consistent with the source and channel, Theorem VII.1 bounds the expected total variation between the desired output distribution and the distribution induced by a randomly constructed encoder.

Definition 6. The information density \( i_{\Phi_U, V} \) for a joint distribution \( \Phi_{U, V} \) is a function on the space \( U \times V \) specified by the log-likelihood ratio of the joint distribution to the product distribution:

\[ i_{\Phi_{U, V}}(u; v) \triangleq \log \frac{\Phi_{U, V}(u, v)}{\Phi_U(u)\Phi_V(v)}. \] (99)

Definition 7. Self-information is \( i(W) = i(W; W) \).

Notice that the expected value of information density is mutual information and the expected value of self-information is entropy.

\[ E_{\Phi} i_{\Phi_{U, V}}(U; V) = I_{\Phi}(U; V), \] (100)

\[ E_{\Phi} i_{\Phi_U}(W) = H_{\Phi}(W). \] (101)

Theorem VII.1 (Soft covering - General source and channel). For any source distribution \( \Phi_W \), codebook distribution \( \Phi_{U|W} \), and channel \( \Phi_{V|W, U} \), we bound the expected total variation error of the distribution of \( V \) induced by a randomly constructed codebook. Let \( B \) be a randomly generated collection of channel inputs \( u(w) \in U \), \( w \in W \), each drawn independently from \( \Phi_{U|W} \). Let \( P_V \) be the output distribution induced by applying the codebook, and let \( Q_V = \Phi_V \) be the desired output distribution \( \sum_{w \in W} \Phi_W \Phi_{U|W} \Phi_{V|W, U} \). For any \( \tau \),

\[ E \| P_V - Q_V \|_{TV} \leq \Phi(A_{\tau}^c) + \delta_{\tau}', (102) \]

where \( A_{\tau}^c \) is the complement of \( A_{\tau} \), expectation is with respect to the random codebook, and

\[ A_{\tau} \triangleq \{ (w, u, v) : i_{\Phi}(w, u; v) - i_{\Phi}(w) \leq \tau \}, \] (103)

\[ \delta_{\tau}'(\tau) \triangleq \frac{1}{2} E_{\Phi_V} \sqrt{\mathbb{E}_{\Phi_{U|W}, V} 2^{i_{\Phi}(W; U; V) - i_{\Phi}(W)1_{A_{\tau}}}}. \] (104)

A simple proof of Theorem VII.1 is given in VII-C. The significance of (104) over the simpler relaxation (105) is motivated by Hayashi’s derivation in [42] of tighter error exponents in the memoryless channel case based on a bound related to (104).

Notice that the setting of Theorem VII.1 is equally general even if the channel \( \Phi_{V|W} \) does not explicitly depend on \( W \). The random variable \( U \) can be chosen to contain \( W \) if necessary, producing the same effect. We choose this presentation because it emphasizes the versatility.

From this theorem we derive a corollary related to known results in the literature. The setting involves the case where \( W \) is independent of \( U \) and \( V \) and uniformly distributed (represented as \( J \) in Fig. 16).

\[ J \sim \text{Unif} B \]

Fig. 16: Soft covering - General channel: Corollary VII.2 arises as a special case of Theorem VII.1. Here, an input to a channel is selected uniformly at random from a codebook \( B \) in order to induce a desired output distribution.

Corollary VII.2 (Soft covering - General channel (see Lemma 2 of [42])). For any channel \( \Phi_{V|U} \) and codebook distribution \( \Phi_U \), we bound the expected total variation error of the distribution of \( V \) induced by a randomly constructed codebook. Let \( B \) be a randomly generated collection of channel inputs \( u(j) \in U \), \( j = 1, \ldots, M \), each drawn independently from \( \Phi_U \). Let \( P_V \) be the output distribution induced by selecting a channel input uniformly at random from the codebook, and let \( Q_V = \Phi_V \) be the desired output distribution \( \sum_{u \in U} \Phi_U \Phi_{V|U} \). For any \( \tau \),

\[ E \| P_V - Q_V \|_{TV} \leq \Phi(\Lambda_{\tau}^c') + \delta_{\tau}'(\tau), \] (106)

where \( \Lambda_{\tau}^c \) is the complement of \( \Lambda_{\tau} \), expectation is with respect to the random codebook, and

\[ \Lambda_{\tau} \triangleq \{ (u, v) : i_{\Phi}(u; v) \leq \tau \}, \] (107)

\[ \delta_{\tau}'(\tau) \triangleq \frac{1}{2} \sqrt{\mathbb{E}_{\Phi_V} \mathbb{E}_{\Phi_{U|V}} 2^{i_{\Phi}(U; V) - i_{\Phi}(U)1_{\Lambda_{\tau}^c}}}. \] (108)

The above corollary differs from Lemma 2 of [42] only in (108), which can be relaxed using Jensen’s inequality to arrive at the same statement as in [42], by moving the expectation inside the square root.

A comparison of this bound to the bounds in [17] is given in the appendix.
For the next two corollaries we consider an arbitrary sequence of channels and use Theorem VII.1 to state sufficient conditions for a random codebook to render an output distribution with arbitrarily high fidelity in the limit. The second of these corollaries specializes to the case of an independent and uniformly distributed source, to recover [17, Theorem 4].

**Definition 8.** The limit superior in probability with respect to \( \Phi \) is defined as
\[
\limsup_{\Phi, n \to \infty} W_n \triangleq \inf\{ \tau : P_\Phi (W_n > \tau) \to 0 \}.
\]

**Definition 9.** The sup-information rate \( \tilde{I}_\Phi (U; V) \) for a sequence of joint distributions \( \Phi_{U(n), V(n)} \) of pairs of random variables \( (U(n), V(n)) \) is defined as
\[
\tilde{I}_\Phi (U; V) \triangleq \limsup_{\Phi, n \to \infty} \frac{1}{n} i_{\Phi_{U(n), V(n)}} (U(n), V(n)).
\]

**Corollary VII.3** (Soft covering - Sequence of sources and channels). Given a sequence of sources, channels, and codebook distributions, specified by \( \Phi_{W(n)}, \Phi_{V(n)}|W(n), \Phi_{U(n)}|W(n) \), and \( \Phi_{U(n)}|W(n) \), respectively, for \( n = 1, 2, ... \), let \( B(n) \) be a randomly generated collection of channel inputs \( w(n) \in U(n) \forall w(n) \in W(n) \), each drawn independently from \( \Phi_{U(n)}|W(n) \). Let \( P_{V(n)} \) be the output distribution induced by applying the codebook, and let \( Q_{V(n)} = \Phi_{V(n)}(\cdot|w) \) be the desired output distribution \( \sum_{w(n) \in U(n)} \Phi_{U(n)}|W(n) \Phi_{U(n)}|W(n) \). The distribution \( P_{V(n)} \) is random because the codebook \( B(n) \) is random. Then,
\[
\lim_{\Phi, n \to \infty} i_{\Phi}(W(n), U(n); V(n)) - i_{\Phi}(W(n)) = -\infty \downarrow \lim_{n \to \infty} E \| P_{V(n)} - Q_{V(n)} \|_{TV} = 0.
\]

**Corollary VII.4** (Soft covering - Sequence of channels [17, Theorem 4]). Given a sequence of channels and codebook distributions, specified by \( \Phi_{V(n)}|U(n) \) and \( \Phi_{U(n)}|n = 1, 2, ... \), let \( B(n) \) be a randomly generated collection of \( 2^{nR} \) channel inputs in \( U(n) \), each drawn independently from \( \Phi_{U(n)} \). Let \( P_{V(n)} \) be the output distribution induced by selecting a channel input uniformly at random from the codebook, and let \( Q_{V(n)} = \Phi_{V(n)}(\cdot|w) \) be the desired output distribution \( \sum_{w(n) \in U(n)} \Phi_{U(n)}|U(n) \Phi_{U(n)}|U(n) \). The distribution \( P_{V(n)} \) is random because the codebook \( B(n) \) is random. Then,
\[
R > \tilde{I}_\Phi (U; V) \downarrow \lim_{n \to \infty} E \| P_{V(n)} - Q_{V(n)} \|_{TV} = 0.
\]

**B. Implications of Soft Covering**

From Theorem VII.1 we can derive a variety of results about randomly generated but deterministic encoders used to synthesizing a stochastic process. In this section we highlight some examples involving memoryless channels. For convenience, we will assume that all random variables are discrete. However, only corollaries VII.6 and VII.8 require any modification for general distributions.

Through simple entropy arguments, most of the required rates in the corollaries of this section can be shown to be tight, up to a null space in the channel transition matrix, as outlined in the last section of the appendix.

First, consider as a starting point an i.i.d. sequence \( W^n \) and a memoryless channel \( \Phi_{V,U}|W \) depicted in Fig. 17. A deterministic but randomly generated encoder receives both the source \( W^n \) and a uniformly distributed variable \( J \in [2^n R] \). The following corollary, which serves as a conceptual building block for the remainder of this section, states sufficient rates for the channel output \( V^n \) to be i.i.d. in the limit of large \( n \). Notice that the corollary states that the entropy of the source \( W \) directly replaced some (or all) of the required random bits \( J \) fed into the deterministic encoder.

**Corollary VII.5.** Consider any i.i.d. source distribution specified by \( \Phi_W \), codebook distribution \( \Phi_{U,W} \), and memoryless channel \( \Phi_{V,U}|W \). Let \( B(n) \) be a randomly generated collection of channel inputs \( w(n) \in U(n) \), for all \( w(n) \in W(n) \) and \( j \in [2^{nR}] \), each drawn independently from \( \prod \Phi_{U,W} \). Let \( P_{V^n} \) be the output distribution induced by applying the codebook in the configuration in Fig. 17 and let \( Q_{V^n} = \Phi_{V^n} \) be the desired i.i.d. output distribution specified by \( \sum_{w,n} \Phi_{W,U|W} \Phi_{V,U|W} \).

Then,
\[
R > I_{\Phi}(W,U;V) - H(W) \downarrow \lim_{n \to \infty} E \| P_{V^n} - Q_{V^n} \|_{TV} = 0,
\]
and convergence occurs exponentially quickly in \( n \).

The above Corollary VII.5 is an immediate consequence of Corollary VII.3 and the law of large numbers, where \( W^n \) and the uniformly distributed index \( J \) are together defined as the source in Corollary VII.3 and \( J \) is independent of the codebook distribution and the channel. Exponential convergence follows from the technique of VII-D as with the remaining corollaries of this section.

Next, consider locally synthesizing a memoryless channel by making use of a random index and another memoryless channel as the stochastic resources. The setting is depicted in Fig. 18. The case where the channel output is equal to the codebook output has been studied in the literature (e.g. [55]).

For the statement of the corollary, we first define empirical distribution.
Definition 10. The empirical distribution of a sequence $w^n \in \mathcal{W}^n$ is a probability mass function expressing the frequencies of each $w \in \mathcal{W}$, denoted

$$P_{w^n}(w) = \frac{1}{n} \sum_{i=1}^{n} 1(w_i = w).$$

Corollary VII.6 (Local channel synthesis). Consider a codebook distribution $\Phi_U|W$ and memoryless channel $\Phi_V|W, U$. Let $\mathcal{B}(n)$ be a randomly generated collection of channel inputs $u^n(w^n, j) \in \mathcal{U}^n$, for all $w^n \in \mathcal{W}^n$ and $j \in [2^nR]$, each drawn independently from $\Pi \Phi_U|W$. Let $P_{V^n|W^n}$ be the conditional distribution induced by applying the codebook in the configuration in Fig. 18 and let $Q_{V^n|W^n} = \Phi_V|W^n u^n$ be the desired memoryless conditional distribution specified by $\Phi_V|W = \sum_u \Phi_U|W \Phi_V|U, U$.

For all $w^n$ having empirical distribution $P_{w^n}$ such that $R > I_{\Phi}(U; V|W) + \gamma_n$, where mutual information is calculated with respect to $P_{w^n} \Phi_U|W$, and $\gamma_n \in \omega(1/\sqrt{n})$, the expected value of the total variation between the induced conditional distribution and the desired conditional distribution vanishes uniformly as $n$ grows. That is, there exists $\epsilon_n$ going to zero, depending only on $\Phi_U|V|W$ and $\gamma_n$, such that

$$R > I_{\Phi}(U; V|W) + \gamma_n$$

$$\mathbb{E} \left\| P_{V^n|W^n=w^n} - Q_{V^n|W^n=w^n} \right\|_{TV} < \epsilon_n \rightarrow 0.$$

Furthermore, if $\gamma_n$ is a constant $\gamma > 0$, then $\epsilon_n$ can be chosen to go to zero exponentially fast.

Notice that if we had defined $W^n$ to be an i.i.d. source and asked that the induced joint distribution $P_{W^n, V^n}$ approach the desired i.i.d. distribution $Q_{W^n, V^n}$, the result in Corollary VII.6 would be a special case of Corollary VII.3. This occurs by defining the channel in Corollary VII.5 to be $\Phi_{W, V^n|U, W}$, which outputs $W$ as well as $V$. However, Corollary VII.6 is stronger in that it states that the conditional distribution of $V^n$ given $w^n$ will be accurate for all $w^n$ with the appropriate empirical distribution, rather than on average over $w^n$.

Proof of Corollary VII.6 follows from Corollary VII.3. Define the distribution $\prod_{t=1}^{n} \Phi_U|W=w_t$ as the codebook distribution in Corollary VII.3 and the conditional distribution $\prod_{t=1}^{n} \Phi_V|U, W=w_t$ as the channel. The statement of Corollary VII.6 follows from Chebyshev’s inequality, since the input-output information density has mean $n I_{\Phi}(U; V|W)$ and standard deviation $O(\sqrt{n})$.

Next, we make a simple extension to Lemma VII.4 that incorporates memoryless sources other than a uniformly distributed random index. Fig. 19 depicts a deterministic encoder that has access to both a random index at rate $R$ and an i.i.d. source $W^n$ at a potentially a different rate than the output, specified by $r$. The case where the channel $\Phi_{V|U}$ is the identity channel has been studied in depth in the literature (see [52, Chapter 2]).
Fig. 20: Superposition Encoding: Two deterministic encoders, represented by \( f(\cdot) \) and \( g(\cdot) \), are randomly generated according to \( \Phi_W \) and \( \Phi_{U|W} \). Sufficient rates for producing an i.i.d. output sequence \( V^n \) in the limit of large \( n \) are given in Corollary VII.8.

**Corollary VII.8** (Superposition). Consider two codebook distributions \( \Phi_W \) and \( \Phi_{U|W} \) and a memoryless channel \( \Phi_{V|W,U} \). Let \( B_1^{(n)} \) be a randomly generated collection of sequences \( w^n(j) \in \mathcal{W}^n \) for all \( j \in [2^{nR_1}] \), each drawn independently from \( \prod \Phi_W \), and let \( B_2^{(n)} \) be a randomly generated collection of sequences \( u^n(w^n,k) \in \mathcal{U}^n \) for all \( w^n \in B_1^{(n)} \) and \( k \in [2^{nR_2}] \), each drawn independently from \( \prod \Phi_{U|W} \). Let \( P_{V^n} \) be the output distribution induced by applying the codebooks in the configuration of Fig. 20 and let \( Q_{V^n} = \Phi_{V^n} \) be the desired i.i.d. output distribution specified by \( \sum_{w,u} \Phi_W(\cdot|w)\Phi_{U|W}(\cdot|w,u) \).

Then,
\[
\begin{align*}
R_1 &> I(W;V), \\
R_2 &> I(W,U;V) - H(W), \\
R_1 + R_2 &> I(W,U;V) \\
\lim_{n \to \infty} E \|P_{V^n} - Q_{V^n}\|_{TV} &= 0,
\end{align*}
\]
and convergence occurs exponentially quickly in \( n \).

To prove Corollary VII.8, we need only show how to achieve the two corner points. First consider rates exceeding \( (R_1, R_2) = (I(W;V), I(U;V|W)) \). By Corollary VII.6, the second encoder \( g(\cdot) \), operating at rate \( R_2 > I(U;V|W) \), synthesizes a memoryless channel from \( W \) to \( V \), universally for all \( w^n \) with the appropriate empirical distribution, which will occur with exponentially high probability in the random codebook \( B_1^{(n)} \). Thus, the first encoder need only operate at a rate \( R_1 > I(W;V) \) to induce an i.i.d. output, according to Lemma IV.1.

Next consider rates exceeding \( (R_1, R_2) = (H(W), I(W,U;V) - H(W)) \). According to Corollary VII.7 with the identity channel, the first encoder \( f(\cdot) \), operating at rate \( R_1 > H(W) \), renders the sequence \( W^n \) i.i.d. in the limit of large \( n \). With \( W^n \) an i.i.d. sequence, Corollary VII.5 declares the rate \( R_2 > I(W,U;V) - H(W) \) to be sufficient to produce an i.i.d. output.

The proof is completed by drawing on lemmas IV.1 and IV.2 and noting that the expected total variation decays exponentially quickly in each of the supporting lemmas and corollaries.

Notice the similarity between Corollary VII.8 and the “generalization of Lemma 6.1 of [19]” in [18]. The difference is the constraint on \( R_2 \). In [18], the index \( J \) is given to second encoder, instead of only the sequence \( w^n(J) \). Notice that when \( R_1 < H(W) \) the index \( J \) will be uniquely determined from \( w^n(J) \) with high probability. Thus, the required rate region only differs when \( R_1 \geq H(W) \), after which increases to \( R_1 \) have no further effect in the situation of Corollary VII.8.

**C. Proof of Theorem VII.7**

1) **Explanation:** This proof of soft covering is enabled by two important steps. First is to define a well-behaved “typical set” and separate the induced output distribution into two parts accordingly. For this we use \( A_\tau \), defined in (103) of the theorem. The typical set is intended to contain the bulk of the probability mass. To analyze the total variation contribution from the typical part, the key step is to use Jensen’s inequality in the following way: \( E|\cdot| \leq \sqrt{E(\cdot)^2} \). This allows for the variance analysis in (121).

The steps of this proof are also nearly the same steps used by Hayashi in [42]. The difference is that Hayashi applies Jensen’s inequality to the square-root function twice, which can be avoided by changing the order of summation.

In [23, Lemma 19], we use these same steps to directly prove the digital rate case in Lemma IV.1 which is the basic soft covering lemma pertaining to a memoryless channel and uniform and independent source distribution. Due to those simplifying assumptions, some readers may find the proof in [23] easier to internalize because of the reduced notation and more familiar definition of the typical set.

One might also gain intuition by substituting \( \Phi_W(w) = \frac{1}{M} \) for \( w = 1, \ldots, M \), \( \Phi_{U|W}(u|w) = \Phi_U(u) \), and \( \Phi_{V|W,U}(v|w,u) = \Phi_{V|W}(v|u) \) throughout this proof, to directly prove Corollary VII.2 which is the form relevant to channel resolvability.

This proof is stated in terms of discrete random variables, but it can be modified for general random variables with the appropriate use of the Radon-Nikodym derivative. In the general proof, care must be taken in several places, including expressions such as the definition of \( A_\tau \). In (103) of the theorem. Comparisons of two infinite values are considered to not satisfy the inequality and thus are not included in \( A_\tau \). Clearly, \( A_\tau \).

2) **Proof:** Recall that we are given three distributions: the source distribution \( \Phi_W \), the codebook distribution \( \Phi_{U|W} \), and the channel \( \Phi_{V|W,U} \). The source and channel are stochastically according to their prescribed distributions. However, the encoder produces a deterministic output \( u(w) \). The induced output distribution is
\[
P_V(v) = \sum_{w \in \mathcal{W}} \Phi_W(w) \Phi_{V|W,U}(v|w,u(w)).
\] (113)

The theorem bounds the total variation between the desired output distribution \( Q_V = \Phi_V \) that would result from a stochastic encoder that operates according to \( \Phi_{U|W} \) and the output distribution induced by the deterministic encoder in (113).

Specifically, we bound the expected total variation when the codebook entries are generated randomly and independently according to the desired conditional distribution \( \Phi_{U|W} \).

For brevity, we omit most subscripts of distributions in this proof, which are clear in context. Thus, \( \Phi(w) \) means \( \Phi_W(w) \).
We start by separating out the contribution to $P_V$ coming from typical triples $(w, u, v) \in A_r$. Let us define two functions on $V$ that sum to $P_V$:

$$P_1(v) \triangleq \sum_{w \in W} \Phi(w) \Phi(v | w, U(w)) 1_{A_r} (w, U(w), v) \quad (114)$$

$$P_2(v) \triangleq \sum_{w \in W} \Phi(w) \Phi(v | w, U(w)) 1_{A_c^c} (w, U(w), v) \quad (115)$$

where $1$ represents the indicator function, $A_c^c$ is the complement of $A_r$, and $U(w)$ is the codebook entry for source $w$ and is a capital letter to represent that the codebook is randomly generated. Under these definitions,

$$P_V = P_1 + P_2. \quad (116)$$

An important observation about the induced output distribution $P_V$, which is random because the codebook is random, is that it is unbiased with respect to the desired output distribution $Q_V$:

$$E P_V(v) \triangleq \sum_{w \in W} \Phi(w) E \Phi(v | w, U(m))$$

$$\leq \sum_{w \in W} \Phi(w) \sum_{u \in U} \Phi(u | w) \Phi(v | w, u)$$

$$\triangleq \Phi(v) \quad (a)$$

$$= Q_V(v), \quad (b)$$

$$\sum_{w \in W} \Phi(w) \sum_{u \in U} \Phi(u | w) \Phi(v | w, u)$$

where (a) is an application of linearity of expectation to the definition of $P_V$, and (b) arises by inserting the distribution of the codebook.

We separate the total variation $E \|P_V - Q_V\|_{TV}$ into two parts:

$$E \|P_V - Q_V\|_{TV}$$

$$= E \|P_V - E P_V\|_{TV}$$

$$\leq \frac{1}{2} \sum_{v \in V} E |P_V(v) - E P_V(v)|$$

$$\leq \frac{1}{2} \sum_{v \in V} E |P_1(v) - E P_1(v)|$$

$$\leq \frac{1}{2} \sum_{v \in V} E |P_2(v) - E P_2(v)|, \quad (118)$$

where (a) is due to the triangle inequality.

The first sum in (118) is the interesting one to consider, so we save it for last. The second sum is easy to handle and is small as long as the typical set $A_r$ is likely. Starting by again making use of the triangle inequality,

$$\frac{1}{2} \sum_{v \in V} E |P_2(v) - E P_2(v)|$$

$$\leq \sum_{v \in V} E P_2(v)$$

$$= \sum_{v \in V} E \left( \sum_{w \in W} \Phi(w) \Phi(v | w, U(m)) 1_{A_r} (w, U(w), v) \right)$$

$$= \sum_{(w, v) \in W \times V} \Phi(w) E \left( \Phi(v | w, U(m)) 1_{A_r} (w, U(w), v) \right)$$

$$= \sum_{(w, v) \in W \times V} \Phi(w) \sum_{w \in W} \Phi(v | w, U(w)) 1_{A_r} (w, U(w), v)$$

$$= \sum_{(w, v) \in W \times V} \Phi(w) \Phi(v | w, U(m)) 1_{A_r} (w, U(w), v)$$

$$= P_2(1_{A_r}). \quad (119)$$

The remaining term in (118) deals with only typical triples. To bound this term we appeal to a variance bound with the help of Jensen’s inequality:

$$E |P_1(v) - E P_1(v)| \leq \sqrt{E (P_1(v) - E P_1(v))^2}$$

$$= \sqrt{\text{Var} P_1(v)}. \quad (120)$$

Since the codebook is randomly constructed independently for each $w \in W$, the variance of $P_1(v)$ separates as

$$\text{Var} P_1(v)$$

$$= \sum_{w \in W} \text{Var} (\Phi(w) \Phi(v | w, U(m)) 1_{A_r} (w, U(w), v))$$

$$= \sum_{w \in W} \sum_{(w, u, v) \in W \times U} \Phi(w) \Phi(v | w, U(m)) 1_{A_r} (w, U(w), v)$$

$$= \sum_{(w, u, v) \in W \times U} \Phi(v | w, U(m)) 1_{A_r} (w, U(w), v)$$

$$= \sum_{(w, u, v) \in W \times U} \Phi(v | w, U(m)) 1_{A_r} (w, U(w), v) 2^{|i \Phi(W; U; V) - i \Phi(W)|} 1_{A_r}, \quad (121)$$

Equality (a) is due to the independence of the items in the codebook.

The conclusion with respect to the first term in (118) is

$$\frac{1}{2} \sum_{v \in V} E |P_1(v) - E P_1(v^n)|$$

$$\leq \frac{1}{2} \sum_{v \in V} \sqrt{\text{Var} P_1(v)}$$

$$= \frac{1}{2} \sqrt{E \Phi(2^{|i \Phi(W; U; V) - i \Phi(W)|} 1_{A_r}}$$

$$= \frac{1}{2} \sqrt{E \Phi(2^{|i \Phi(W; U; V) - i \Phi(W)|} 1_{A_r}}$$

$$= \frac{1}{2} E \Phi(2^{|i \Phi(W; U; V) - i \Phi(W)|}) 1_{A_r}$$

$$= \frac{1}{2} E \Phi(2^{|i \Phi(W; U; V) - i \Phi(W)|}) 1_{A_r}$$

$$= \frac{1}{2} 2^{r/2}, \quad (122)$$

where (a) results from the definition of $A_r$.}

D. Exponents of Total Variation

In this section we derive bounds on the exponential rate of decay of total variation error for soft covering in the memoryless case. The bounds are stated in terms of discrete distributions but apply generally.

Lemma VII.9 (Exponent for Theorem VII.1). Consider the $n$-fold memoryless extension of Theorem VII.1. That is, the
source distribution of Fig. 13 is the i.i.d. distribution according to \( \Phi_W \), the codebook distribution is the memoryless distribution according to \( \Phi_{U|W} \), and the channel is memoryless according to \( \Phi_{V|W,U} \).

If \( H_\Phi(W) > I_\Phi(W;U;V) \), then the channel is memoryless.

\[
E \|P_{V^n} - Q_{V^n}\|_{TV} \leq \frac{3}{2} \exp(-\gamma n),
\]

where

\[
\gamma \triangleq \max_{\beta,\beta' \geq 0} \frac{-\beta'}{2\beta + \beta'} \log E\Phi Z^\beta
+ \frac{-\beta}{2\beta + \beta'} \log \left( E\Phi_V \sqrt{E\Phi_{W,U|V} Z^{1-\beta'}} \right)^2,
\]

and

\[
Z \triangleq \Phi_W(W) \Phi_{V|W,U}(V|W,U) / \Phi_V(V).
\]

The digital rate case in Lemma IV.1, which is the basic soft covering lemma, is derived by substituting \( \Phi_W = 2^{-R} \), \( \Phi_{U|W} = \Phi_U \), and \( \Phi_{V|W,U} = \Phi_{V|U} \). Technically, \( 2^{R} \) is restricted to be an integer for this substitution, but this is merely a technicality that is avoided by a direct proof Lemma IV.1 from Corollary VII.2. The result of this substitution provides a new achievable exponent for channel resolvability. We obtain,

\[
\gamma = \max_{a \geq 1, a' \leq 2} \frac{\alpha - 1}{2\alpha} \log E\Phi \left( \frac{\Phi_{U,V}(U,V)}{\Phi_U(U)\Phi_V(V)} \right)^{a-1}.
\]

and the formula for \( T_{\Phi,\gamma}(U;V) \) is

\[
\frac{1}{a' - 1} \log \left( E\Phi_V \sqrt{E\Phi_{U,V} \frac{\Phi_{U,V}(U,V)}{\Phi_U(U)\Phi_V(V)}^{a' - 1}} \right)^2.
\]

Notice that the quantity \( T_{\Phi,\gamma}(U;V) \) defined above is smaller than \( \bar{T}_{\Phi,\gamma}(U;V) \) and reminiscent of quantities used by Gallager, Arikian, and Arimoto, compared by Csiszár in [53].

Some weaker exponents are also of interest. Define

\[
\hat{\gamma} \triangleq \max_{\alpha \in [1,2]} \frac{-1}{\alpha} \log E\Phi Z^{\alpha-1},
\]

and

\[
\hat{\gamma} \triangleq \max_{\alpha \geq 1} \frac{-1}{\alpha + (\alpha - 1)} \log E\Phi Z^{\alpha-1}.
\]

One can verify that these exponents are positive (implying exponential decay) if the condition \( H_\Phi(W) > I_\Phi(W;U;V) \) is satisfied by evaluating the derivative of \( E\Phi Z^{\alpha-1} \) at \( \alpha = 1 \).

We arrive at \( \hat{\gamma} \) by first relaxing the second term of (124), using Jensen’s inequality to move the expected value inside the square-root. We then make the assignment \( \alpha - 1 = \beta = 1 - \beta' \). This assignment can be viewed as an additional relaxation of the bound, although it appears numerically to be optimal and analytically to be at least locally optimal.

When specialized to the digital rate case in Lemma IV.1, the exponent \( \hat{\gamma} \) recovers Hayashi’s result in [42]. That is,

\[
\hat{\gamma} = \max_{\alpha \in [1,2]} \frac{\alpha - 1}{\alpha} \left( R - \bar{T}_{\Phi,\gamma}(U;V) \right).
\]

Recall that \( \bar{T}_{\Phi,\gamma}(U;V) \) is defined in (127).

On the other hand, choosing \( \beta = 1 \) eliminates the second term of (124), yielding \( \hat{\gamma} \) as a suboptimal choice. This exponent corresponds to the relaxed bound in (105), as is mentioned in the proof below. Thus, under that simple relaxation, the best exponential bound that can be attained, when specialized to the digital rate case in Lemma IV.1, is

\[
\hat{\gamma} = \max_{\alpha \geq 1} \frac{\alpha - 1}{\alpha + (\alpha - 1)} \left( R - \bar{T}_{\Phi,\gamma}(U;V) \right).
\]

However, when \( R - I_\Phi(U;V) \) is large, the optimizing choices of \( \alpha \) and \( \alpha' \) go to extreme values, and

\[
\hat{\gamma} \approx \frac{1}{2} \Delta_I (R - I_\Phi(U;V))^2.
\]

where \( \Delta_I(U;V) \) is defined in (128).

Proof of Lemma VII.9: Let \( \tau \) in the bound of Theorem VII.1 grow linearly with \( n \). That is,

\[
\tau = n\tau'.
\]

This proof follows the technique of Hayashi in [42]. Beginning with the first term of the bound of Theorem VII.1 for all \( \beta \geq 0 \),

\[
P_\Phi(A'_\tau) \leq P_\Phi \left( \frac{1}{n} \sum_{i=1}^n (i_\Phi(W_i U_i V_i) - i_\Phi(W_i)) > \tau' \right)
\]

(a)

\[
\leq \exp \left( n \left( \log \left( E\Phi 2^{\beta(i_\Phi(W,U;V) - i_\Phi(W))} \right) \right) \right)
\]

(b)

\[
\leq \exp \left( n \left( \log E\Phi Z^{\beta - \beta' \log 2} \right) \right),
\]

where (a) is due to the i.i.d. property of the distribution and (b) is the Chernoff bound, which is tight to first order in the exponent.

Next consider the following upper bound on the indicator function:

\[
1_{\{a \leq b\}} (a, b) \leq \left( \frac{b}{a} \right)^{\beta'} \forall a, b, \beta' \geq 0.
\]
the definition of $\mathcal{A}_\tau$, with the substitution of (137), yields

$$1_{\mathcal{A}_\tau}(w^n, u^n, v^n) \leq \left( \frac{2^{n\tau'}}{2 (w^n, u^n; v^n) - i\Phi(w^n)} \right)^{\beta'},$$

$$= \left( \frac{2^{n\tau'}}{\Phi(W^n) \Phi(V^n | W^n, U^n)} \right)^{\beta'}.$$

We apply (142) to the second term in the bound of Theorem VII.1

$$\delta_\Phi(\tau) = \frac{1}{2} \mathbb{E}_{\Phi V^n} \left[ \sqrt{\mathbb{E}_{\Phi W^n, U^n | V^n} \Phi(W^n) \Phi(V^n | W^n, U^n) 1_{\mathcal{A}_\tau}} \right] \leq \frac{1}{2} \mathbb{E}_{\Phi V^n} \left[ 2^{n\beta' \tau'} \left( \Phi(W^n) \Phi(V^n | W^n, U^n) \right)^{1 - \beta'} \right] = \frac{1}{2} \mathbb{E}_{\Phi V^n} \left[ \sum_{t=1}^n \Phi(W_t) \Phi(V_t | W_t, U_t) \right]^{1 - \beta'} = \frac{1}{2} \mathbb{E}_{\Phi V^n} \left[ \sum_{t=1}^n \Phi(W_t) \Phi(V_t | W_t, U_t) \right]^{1 - \beta'}$$

$$= \frac{1}{2} \mathbb{E}_{\Phi V^n} \left[ \sum_{t=1}^n \Phi(W_t) \Phi(V_t | W_t, U_t) \right]^{1 - \beta'}.$$

where (a) is from the independence of the distribution at each point in the sequence and (b) uses stationarity. Notice that $\beta' = 1$ gives the relaxation found in (105).

Select $\tau'$ so that the exponents of (138) and (143) are equal:

$$\tau' = \frac{2 \log \mathbb{E}_\Phi Z^{\beta} - 2 \log \mathbb{E}_\Phi \sqrt{\mathbb{E}_{\Phi W,U,V} Z^{1 - \beta'}}}{(2\beta + \beta')} \log 2.$$

The common exponent is then

$$\beta' \log \mathbb{E}_\Phi Z^{\beta} + 2 \beta \log \mathbb{E}_\Phi \sqrt{\mathbb{E}_{\Phi W,U,V} Z^{1 - \beta'}}$$

$$= \frac{2 \beta + \beta'}{(2\beta + \beta')} \log 2.$$

VIII. SUMMARY

The distributed channel synthesis problem demands unconventional codec constructions, including a stochastic decoder, yet lends itself to a complete information theoretic description of the achievable rate region, found in Theorem II.1. This region reveals that common randomness, independent of the channel input, can replace some of the required communication rate for channel synthesis, reducing the communication rate from Wyner’s common information $\mathcal{C}(X; Y)$ to Shannon’s mutual information $I(X; Y)$. Also, (III-E) highlights that distributed channel synthesis is as efficient as local channel synthesis in terms of random bits needed by the system.

The main result of Theorem II.1 can be extended to arbitrary channel input sequences, not necessarily i.i.d., and unknown at the time of the codec design. This is shown in (10) using a proof based on the method of types and is also obtained in (54). The modification needed in our proof is simple but important. Rather than make a statement about the expected total variation vanishing with $n$, a stronger soft covering lemma must instead show that the probability of the total variation exceeding a vanishing threshold goes doubly exponentially to zero, which can be accomplished using the Chernoff bound. This allows the union bound to bridge the exponentially large space of channel input sequences.

Distributed channel synthesis has application to secrecy, game theory, quantum measurements, etc. Additionally, the proof and coding techniques of this work may be of independent interest. In particular, the achievability proof embarks on a construction of a feasible joint distribution over all parts of the system, without first specifying the encoder and decoder behavior. From this, the likelihood encoder is derived. This approach, and the likelihood encoder, can be utilized for problems in information theory in general. Furthermore, this work generalizes and extends the concept of soft covering discussed in (10) and VII, providing a variety of tools for using codebooks and limit randomness to match an output distribution. In doing so, we derive improved exponents for channel resolvability and in the appendix, a converse for mean-resolvability of discrete memoryless channels.

APPENDIX

A. Derivation for Erasure Channel Example of II.7

For any $P_{X,Y,U} \in \mathcal{D}$, the Markov property constrains that for each value $u$ in the support of $U$ the conditional distribution $P_{X,Y | U = u}$ is a product distribution $P_X | U = u P_Y | U = u$. These distributions must fall into three categories, shown in Fig. 21 because the events $(X, Y) = (0, 1)$ and $(X, Y) = (1, 0)$ have zero probability.

Category A 0 0 e

Category B 1 1 e

Category C 0 1 e

Fig. 21: Categories of Conditional Distributions: Conditional distributions $P_{X,Y | U = u}$ for the erasure channel must fit into one of three categories due to the sparsity of the channel.

The three conditional distribution categories are as follows:

- **Category A:** If $P_{X | U = u} P_{Y | U = u}$ puts positive probability on $Y = 0$, then $X = 0$ with probability one.
• **Category B**: The reverse occurs if \( P_{X|U=u}P_{Y|U=u} \) puts positive probability on \( Y = 1 \).

• **Category C**: The only alternative to categories A and B is to put zero probability on \( Y \in \{0, 1\} \).

We now make two observations and prove them out in the subsequent paragraphs. First, it is sufficient to consider only distributions \( P_{X,Y,U} \in \mathcal{D} \) which have at most one value of \( u \) for each of the three categories in Fig. [21]. Notice that this gives us a bound of \(|\mathcal{U}| \leq 3 \) for this example, which is less than the nominal bound \(|\mathcal{U}| \leq |\mathcal{X}|^3 + 1 = 7 \). Second, the distribution \( P_{X,Y,U} \) is symmetric. Therefore, the optimal construction of \( P_{X,Y,U} \) for synthesizing the symmetric binary erasure channel for symmetric inputs is a concatenation of two symmetric binary erasure channels, as depicted in Fig. [3].

**Only one of each category:** Consider a distribution \( P_{X,Y,U} \) where \( U \) has two values in its support that are associated with the same category of product distributions (Fig. [21]). Define \( W = f(U) \) as the label of the distribution category associated with \( U \) (i.e. values of \( U \) having the same product distribution category map to the same value of \( W \)). The data processing inequality says that \( I(X;W) \leq I(X;U) \) and \( I(X,Y;W) \leq I(X,Y;U) \). We simply need to verify that \( P_{X,Y,W} \in \mathcal{D} \)—in particular, that the Markov chain property \( X \to W \to Y \) holds. This follows because in each category either \( X \) or \( Y \) is deterministic.

**Symmetry:** The desired input-output distribution \( Q_{X,Y} \to W \) is symmetric. Consider any candidate distribution \( P_{X,Y,U} \in \mathcal{D} \), where \( U = \{A, B, C\} \) labels the category of the associated conditional product distribution \( P_{X,Y,U} \). Define \( P_{X,Y,U} \) to be the flipped distribution where \( X = 1 - X, Y = 1 - Y \), and \( U \) is equal to \( U \) with \( A \) and \( B \) exchanged. Clearly \( P_{X,Y,U} \) is also in \( \mathcal{D} \) and produces the same point in \( S \). Also, we have the cycle property that the value of \( U \) correctly labels the category of the product distribution. Now define the symmetric distribution \( P^{*}_{X,Y,U} \) to be the average of \( P_{X,Y,U} \) and \( P_{\bar{X},Y,U} \). Noting that the distribution on \( (X,Y) \) is constant within \( \mathcal{D} \), the convexity of mutual information with respect to conditional distributions gives \( I_P(X;U) \leq I_P(X,U) \) and \( I_P(X,Y;U) \leq I_P(X,Y,U) \). Furthermore, \( P^{*}_{X,Y,U} \in \mathcal{D} \) because mixtures of distributions within a category always result in a product distribution, as discussed above.

**B. Proofs for [11,H]**

**Proof of Lemma [11,H] in [11,B]** The proof that \( \mathcal{G} \to \text{Convex Hull}(G_0) \) follows naturally from Theorem [11,B]. Notice that any point in \( G_0 \) can be achieved by Player 1 first generating \( X^n \) and then using the communication to synthesize a channel with output \( Y^n \). The inequalities in (8) are both satisfied with \((R, R_0) = (C(X;Y), 0)\). The property of total variation stated in (29) allows us to analyze the payoff as if the actions produced are exactly i.i.d. Then time sharing gives us the convex hull of \( G_0 \).

For the converse statement, \( G \to \text{Convex Hull}(G_0) \), we need to rule out the possibility that some other use of the communication, not resulting in nearly i.i.d. actions, is more beneficial. Let \( U \) represent the message used for communication. Notice the following:

\[
\begin{align*}
\frac{nR}{H(U)} & \geq I(U;X^n,Y^n) \\
& \geq \sum_{t=1}^{n} I(U;X_t,Y_t|X^{t-1},Y^{t-1}) \\
& = nI(U;X_T,Y_T|X^{T-1},Y^{T-1},T),
\end{align*}
\]

and

\[
\begin{align*}
\Pi & \leq \frac{1}{n} \sum_{t=1}^{n} \Pi_t \\
& = \frac{1}{n} \sum_{t=1}^{n} \min_{z(t)} \mathbb{E} \pi(X_t, Y_t, z(X^{t-1}, Y^{t-1})) \\
& = \min_{z(t)} \frac{1}{n} \sum_{t=1}^{n} \mathbb{E} \pi(X_t, Y_t, z(X^{t-1}, Y^{t-1}, t)) \\
& = \min_{z(t)} \mathbb{E} \pi(X_T, Y_T, z(X^{T-1}, Y^{T-1}, T)),
\end{align*}
\]

where \( T \) is an independent random variable uniformly distributed on the set \( \{1, ..., n\} \). For simplicity, let us summarize by making the substitution \( W = (X^{T-1}, Y^{T-1}, T), X = X_T, \) and \( Y = Y_T \). Notice that we have the Markov chain \( X \to (U,W) \to Y \) by the constraints of the communication. Then,

\[
\begin{align*}
R & \geq I(X,Y;U|W), \\
\Pi & \geq \min_{z(t)} \mathbb{E} \pi(X,Y,z(W)).
\end{align*}
\]

This is equivalent to the convexification of the points in \( G_0 \).

**Proof of [11,C]** Points in \( S_{PC} \) can be achieved the same way as points in \( S \) are achieved for the main result of Theorem [11,D] with the additional step of applying a one-time-pad to the communication message.

To prove that this is optimal (converse), we first use the triangle inequality and Lemma [11,B] to note that

\[
\begin{align*}
\|P_{X^n,Y^n,J} - P_{X^n,Y^n}P_J\|_{TV} & \leq \left\| P_{X^n,Y^n,J} - P_J \prod Q_{X}Q_{Y|X} \|_{TV} \\
& + \left\| P_{X^n,Y^n}P_J - P_J \prod Q_{X}Q_{Y|X} \|_{TV} \\
& \right. \\
& = \left\| P_{X^n,Y^n,J} - P_J \prod Q_{X}Q_{Y|X} \|_{TV} \\
& + \left| P_{X^n,Y^n} - \prod Q_{X}Q_{Y|X} \right\|_{TV} \\
& \leq 2 \left\| P_{X^n,Y^n,J} - P_J \prod Q_{X}Q_{Y|X} \|_{TV}.
\end{align*}
\]

By the definition of achievability, the right-hand side can be made arbitrarily small. We next follow the steps of [11,D] to bound the mutual information,

\[
\begin{align*}
I(X^n,Y^n;J) & = H(X^n,Y^n) + H(J) - H(X^n,Y^n,J) \\
& \leq 4n \left( \log |\mathcal{X}| + \log |\mathcal{Y}| + R + \log \frac{1}{\varepsilon} \right),
\end{align*}
\]
where \( \epsilon \) is the arbitrarily small total variation tolerance of the synthesis objective.

Now we replace the steps of (80) with

\[
\begin{align*}
nR_0 &\geq H_P(K) \\
&\geq H_P(K|J) \\
&\geq I_P(X^n, Y^n; K|J) \\
&\geq I_P(X^n, Y^n; J, K) \\
&\geq \frac{1}{4}\left(\log |X| + \log |Y| + R + \log \frac{1}{\epsilon}\right)
\end{align*}
\]

(152)

The proof is completed by following the remaining steps of [V] and altering the definitions of \( S_0 \) and \( D_t \) in (80) and (81) appropriately.

Proof of [III-B]. To pass statistical tests with limited memory, we use the same construction as in [V]. Notice that (61) still holds with the rates provided, and we adjust (59) to claim that, uniformly for all \( t \),

\[
\lim_{n \to \infty} \mathbb{E} \left[ \left\| T_{X_{t-1}, Y_{t-1}} - \prod Q X Q Y | X \right\|_{TV} \right] = 0. \ 
\]

(153)

Furthermore, we call on (56) from Lemma [V.4] to claim that the limits converge exponentially quickly in \( n \).

Taking steps analogous to (64),

\[
\begin{align*}
\left\| P_{X_{t-1}, Y_{t-1}} - \prod Q X Q Y | X \right\|_{TV} &\leq \left\| P_{X_{t-1}, Y_{t-1}} - \xi_{X_{t-1}, Y_{t-1}} \right\|_{TV} \\
&\quad + \left\| \xi_{X_{t-1}, Y_{t-1}} - \prod Q X Q Y | X \right\|_{TV} \\
&\leq \left\| P_{X^n, Y^n; J, K} - \xi_{X^n, Y^n; J, K} \right\|_{TV} \\
&\quad + \left\| \xi_{X_{t-1}, Y_{t-1}} - \prod Q X Q Y | X \right\|_{TV} \\
&\leq \left\| P_{X^n, Y^n; J, K} - \xi_{X^n, Y^n; J, K} \right\|_{TV} \\
&\quad + \left\| \xi_{X_{t-1}, Y_{t-1}} - \prod Q X Q Y | X \right\|_{TV}
\end{align*}
\]

(a)

\[
\begin{align*}
&\leq \left\| P_{X^n; K} - \xi_{X^n; K} \right\|_{TV} \\
&\quad + \left\| \xi_{X_{t-1}, Y_{t-1}} - \prod Q X Q Y | X \right\|_{TV} \\
&= \left\| \frac{1}{2n} \left( \prod Q X \right) - \xi_{X^n; K} \right\|_{TV} \\
&\quad + \left\| \xi_{X_{t-1}, Y_{t-1}} - \prod Q X Q Y | X \right\|_{TV}
\end{align*}
\]

(154)

where (a) is a consequence of Lemma [V.1] and (b) uses Lemma [V.2].

The expected value of the right-hand side above goes to zero exponentially fast. Therefore,

\[
\begin{align*}
\mathbb{E} \sum_{t=B+1}^n \left\| P_{X_{t-1}, Y_{t-1}} - \prod Q X Q Y | X \right\|_{TV} \\
&= \sum_{t=B+1}^n \mathbb{E} \left\| P_{X_{t-1}, Y_{t-1}} - \prod Q X Q Y | X \right\|_{TV} \\
&\to 0. \ 
\end{align*}
\]

(155)

This confirms the existence of a channel synthesis code that passes limited memory statistical tests for all \( t \) simultaneously.

Proof of [III-C]. For limited local randomness, achievability is straightforward. The construction in [V] is valid. We only need to locally synthesize the channel \( P_{Y|U} \). This can be done with a rate \( R_L > H(Y|U) \) (see Corollary [VII.4] of [VII-B]).

For the converse, we modify the proof of the epsilon rate region in Lemma [VI.3] with the following argument, where \( K_L \) represents the local randomness available to the decoder:

\[
\begin{align*}
nR_L &\geq H_P(K_L) \\
&\geq I_P(Y^n; K_L|J, K) \\
&= H_P(Y^n|J, K) \\
&= \sum_{t=1}^n H_P(Y_t|J, K, Y^{t-1}) \\
&= nH_P(Y_T|J, K, Y^{T-1}, T). \ 
\end{align*}
\]

(156)

Notice that \( Y^{T-1} \) can be added into (85) alongside \( J, K \) and \( T \), and also it can be left in the derivation of (86). Also notice that \( X_T - (J, K, Y^{T-1}, T) - Y_T \) forms a Markov chain. Therefore, the converse can be complete by replacing \( (J, K, Y^{T-1}, T) \) with \( U \) using Lemma [VI.1] as in [VI.C] □

C. Comparison of Soft Covering Lemma to bound in [17]

The proof of Lemma [VII.1] provided in this work, which yields Corollary [VII.4] differs from the proof in [17]. Their proof is built around a relationship between the log-likelihood ratio and total variation, encapsulated in Lemma 5 of [17]. Despite some similarity between the proofs, they are fundamentally different and produce different bounds. We can follow the steps of [17] to arrive at an equivalent of Corollary [VII.2] and make a straightforward comparison to (106). After making appropriate substitutions in [17],

\[
\mathbb{E} \left[ P_V - Q_V \right]_{TV} \\
\leq P_\Phi(i_\Phi(U; V) > \tau) + 2e^{-\tau} M \\
+ P_\Phi(i_\Phi(U; V) > \log M) \\
+ \left( \frac{M}{2\tau} \right) \mathbb{E} 2^{i_\Phi(U; V) - \log M} 1(i_\Phi(U; V) \leq \log M). \ 
\]

(157)

Consider the four terms in (157). The first two terms are of similar form to (106) and in fact smaller for large \( M \). But the second and fourth terms are actually the dominant terms. Using techniques from the proof of Lemma [VII.9] it can be shown that for memoryless sources and channels the above bound proves an exponential decay in total variation with respect to the block-length. However, the exponent, given below, is smaller than that of Lemma [V.1]

\[
\left( \min_{\alpha \in [1.2]} \frac{\alpha - 1}{3} \right) \left( R - I_{\phi, \alpha}(U; V) \right), \ 
\]

(158)

where \( I_{\phi, \alpha}(U; V) \) is defined in (127).

If we follow the method of [17] further, we split the fourth term in (157) into two pieces using an indicator function with a carefully chosen threshold. The result is a simpler bound.
After substituting $\tau = \frac{1}{\eta} + \frac{2}{\eta^2} \log M$ for any $\eta \geq 3$ and combining terms, we obtain the following:

$$E \| P_V - Q_V \|_{TV} \leq 3 \left( \frac{M^3}{2^2} \right)^{\frac{1}{4}} \sum_{i \in \Phi_{U,V}} (i, U; V) > \tau$$

$$+ 3 \left( \frac{M^3}{2^2} \right)^{\frac{1}{4}} \forall \eta \geq 3. \quad (159)$$

In this form, it is easy to verify that this inequality is dominated by (106) in Corollary VII.2.

### D. Mean-resolvability Converse for DMCs

Many of the soft covering lemmas of [17] and [18] give a tight rate requirement for producing an accurate channel output distribution in the limit of large block-lengths. This input rate requirement is the definition of channel resolvability [17]. Here we demonstrate a simple converse for memoryless channels based on entropy. The following method serves also as a converse for mean-resolvability (measured by entropy of the index to the codebook rather than the logarithm of the cardinality), which sets Remak 4 of [17].

Consider the setting of Lemma [17], where $J$ is the stochastic input to a deterministic codebook which produces output $u^n(J)$ as the input to a memoryless channel specified by $\Phi_{U|V}$. Relax the requirement that $J$ is uniformly distributed, but require that $H(J) \leq nR$, where $n$ is the block-length. Consider a desired output distribution $\Phi_V$ which is uniquely induced through the channel by an input distribution $\Phi_U$ (the proof is easily modified if the input distribution is not unique). We will show that if for all $\epsilon > 0$ there exists a block-length $n$, a stochastic input $J$, and a codebook such that the induced output distribution $P_{U^n} V^n$ is $\epsilon$-close to the desired output distribution $Q_{U^n} V^n = \prod \Phi_V$ as measured by total variation, then $R \geq I_\Phi(U; V)$.

First consider the following entropy manipulation:

$$H_P(V^n) \leq H_P(J, U^n, V^n)$$

$$= H_P(J, U^n) + H_P(V^n | U^n)$$

$$= H_P(J) + H_P(V^n | U^n)$$

$$\leq nR + H_P(V^n | U^n). \quad (160)$$

By Theorem 17.3.3 of [32], for any $\epsilon < 1/4$,

$$H_P(V^n) \geq H_P(V^n) - 2\epsilon \log \left( \frac{|V^n|}{\epsilon} \right)$$

$$= nH_P(V) - 2n\epsilon \log |V| - 2\epsilon \log \frac{1}{\epsilon}$$

$$\geq n \left( H_P(V) - 2\epsilon \left( \log |V| + \log \frac{1}{\epsilon} \right) \right). \quad (161)$$

Finally, interpret $H_P(V^n | U^n)$ as an expected value of the channel entropy over the input distribution.

$$H_P(V^n | U^n) \overset{(a)}{=} \sum_{t=1}^{n} H_P(V^n | U^n)$$

$$= E_{P_{U^n}} \sum_{t=1}^{n} H_P(V | U_t)$$

$$= \sum_{t=1}^{n} E_{P_{U_t}} H_P(V | U_t), \quad (162)$$

where (a) is the memoryless property of the channel.

Now we assert that $P_{U^n}$ is close to $\Phi_U$ by total variation. First notice that $\| P_{U^n} - \Phi_U \|_{TV} \leq \| P_{V^n} - Q_{V^n} \|_{TV} < \epsilon$ for all $t$ by Lemma [17]. Also, the channel $\Phi_{U|V}$ acts as a linear function on the input distributions $P_{U_t}$ to produce an output distribution $P_{U_t}$. Because the function is continuous on a compact domain, there exists a $\beta(\epsilon)$ which goes to zero as $\epsilon$ goes to zero such that $\| P_{U^n} - \Phi_U \|_{TV} < \beta(\epsilon)$.

By the bound in (29), for all $t$,

$$E_{P_{U_t}} H_P(V^n | U_t) \leq E_{\Phi_U} H_P(V^n | U_t) + 2\beta(\epsilon) \log |V^n|, \quad (163)$$

Finally, combining inequalities gives

$$R \geq I_\Phi(U; V) - 2\epsilon \log |V| + \log \frac{1}{\epsilon}$$

$$- 2\beta(\epsilon) \log |V^n|. \quad (164)$$

Since this statement is true for all $\epsilon \in (0, 1/4)$, we conclude that $R \geq I_\Phi(U; V)$.

---
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