Amygdala stimulation evokes time-varying synaptic responses in the gustatory cortex of anesthetized rats
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INTRODUCTION

Taste is unique among the senses in that even the most basic gustatory stimuli are imbued with psychological value. Sucrose is not merely a disaccharide that happens to taste sweet; rather, it is sweet, salient, and at the same time has a hedonic value, i.e., it is likeable and rewarding. Psychological dimensions can be coded along with chemical identity by neurons in the gustatory cortex (GC; Yamamoto et al., 1981; Katz et al., 2001; Clark and Bernstein, 2009). GC neurons process the various attributes of tastes by multiplexing information along temporal codes. Electrophysiological recordings in passively tasting rats, for instance, reveal hedonic-related firing modulations beginning 1 s into a taste-evoked response, the time at which observable behavioral indications of palatability appear (Travers and Norgren, 1986; Breslin et al., 1992; Katz et al., 2001; Fontanini and Katz, 2006; Grossman et al., 2008; Fontanini et al., 2009).

The mechanism for imbuing cortical taste codes with hedonics and saliency is not entirely known. Mounting evidence, however, points to the basolateral nucleus of the amygdala (BLA), an area anatomically connected with GC, as a key source of hedonic information. Lesion and electrophysiological studies have shown that BLA can be involved in processing the palatability of tastes and learning new hedonic or reward-related responses to stimuli (Bermudez-Rattoni et al., 1986; Gallo et al., 1992; Schafe et al., 1998; Schoenbaum et al., 2003; Holland and Gallagher, 2004; Paton et al., 2006; Wang et al., 2006; Grossman et al., 2008; Fontanini et al., 2009).

Gustatory stimuli are characterized by a specific hedonic value; they are either palatable or aversive. Hedonic value, along with other psychological dimensions of tastes, is coded in the time-course of gustatory cortex (GC) neural responses and appears to emerge via top-down modulation by the basolateral amygdala (BLA). While the importance of BLA in modulating gustatory cortical function has been well established, the nature of its input onto GC neurons is largely unknown. Somewhat conflicting results from extracellular recordings point to either excitatory or inhibitory effects. Here, we directly test the hypothesis that BLA can evoke time-varying – excitatory and inhibitory – synaptic responses in GC using in vivo intracellular recording techniques in urethane anesthetized rats. Electrical stimulation of BLA evoked a post-synaptic potential (PSP) in GC neurons that resulted from a combination of short and long latency components: an initial monosynaptic, glutamatergic potential followed by a multisynaptic, GABAergic hyperpolarization. As predicted by the dynamic nature of amygdala evoked potentials, trains of five BLA stimuli at rates that mimic physiological firing rates (5–40 Hz) evoke a combination of excitation and inhibition in GC cells. The magnitude of the different components varies depending on the frequency of stimulation, with summation of excitatory and inhibitory inputs reaching its maximum at higher frequencies. These experiments provide the first description of BLA synaptic inputs to GC and reveal that amygdalar afferents can modulate gustatory cortical network activity and its processing of sensory information via time-varying synaptic dynamics.
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Learning a conditioned taste aversion (CTA), in which a palatable taste becomes aversive after training, enhances the functional connectivity between simultaneously recorded ensembles of BLA and GC neurons (Grossman et al., 2008) and induces plastic changes at the amygdalo-cortical connection (Escobar and Bermudez-Rattoni, 2000; Escobar et al., 2002). Investigation into the temporal structure of taste responses in BLA provides further evidence consistent with a flow of hedonic information from BLA to GC (Fontanini et al., 2009).

While tracing studies report direct inputs to GC from BLA (Saper, 1982; Allen et al., 1991), the nature of the amygdalo-cortical synapse is not well understood. So far, a few studies have examined the effects of electrical stimulation of BLA on GC single neuron extracellular responses in anesthetized rats, each yielding somewhat contrasting results (Yamamoto et al., 1984a; Hanamori, 2009). While Hanamori’s results emphasize a lasting inhibitory effect on GC when BLA is stimulated, Yamamoto et al. found a combination of excitatory and inhibitory effects. Several other studies indicate that the synaptic connection has a glutamatergic component (Jones et al., 1999; Escobar and Bermudez-Rattoni, 2000; Escobar et al., 2002; Ferreira et al., 2005).

Here, we combine electrical stimulation of BLA with in vivo intracellular recordings in GC, an approach that is optimized to resolve subthreshold synaptic events, to directly investigate the rich temporal dynamics of the BLA-GC synapse. We show that BLA stimulation evokes time-varying PSP in GC cells, with a monosynaptic...
glutamatergic component followed by a multisynaptic GABAergic hyperpolarization. Both excitation and inhibition summate during 20–40 Hz trains of stimulation. We propose that these synaptic dynamics are one of the mechanisms by which amygdalar afferents can influence cortical taste codes and we discuss the ways in which our results support the framework of amygdalo-cortical interaction emerging from studies in alert animals.

**MATERIALS AND METHODS**

**SUBJECTS**

All methods were approved by the Stony Brook University Institutional Animal Care and Use Committee and followed procedures approved by the National Institute of Health. Nineteen female Long Evans rats (275–300 g) were housed individually in a vivarium with ad libitum access to chow and water and were maintained on a 12 h/12 h light/dark cycle.

**SURGICAL PROCEDURES**

Anesthesia was induced with an intraperitoneal injection of 0.6 g/kg urethane and, only for induction, 40 mg/kg pentobarbital (Yokota et al., 2007). Recordings were performed more than 4 h after induction, long after the action of the initial dose of pentobarbital had worn off. The depth of anesthesia was monitored via the hindlimb withdrawal reflex and supplemental doses of urethane alone were administered if necessary. Additionally, maraine was applied to all incisions and pressure points to minimize pain. A tracheotomy was performed to facilitate breathing and body temperature was kept at 37°C with a heating pad (FHC Inc, Bowdoin, ME, USA). The animal was mounted on a stereotaxic apparatus (Narishige, East Meadow, NY, USA), the scalp was incised, and bregma and lambda were leveled. Burr holes were drilled and the dura overlying the gustatory portion of the insular cortex (GC) and BLA was removed according to the following stereotaxic coordinates: GC, +1.5 anterior and −5.0 lateral from bregma; BLA, −3.0 posterior and −5.0 lateral from bregma. To prevent drying, the exposed brain surface was covered in mineral oil. A concentric bipolar stimulating electrode (MicroProbes for Life Science, Gaithersburg, MD, USA) was lowered into BLA to a depth of 7.2 mm from the dura.

**INTRACELLULAR RECORDING**

Intracellular recordings were made in bridge-balance mode using an Axon Multiclamp 700b amplifier (Axon Instruments, Union City, CA, USA) according to standard protocols (Fontanini et al., 2003). Sharp electrodes were prepared with a Flaming–Brown puller (P97; Sutter Instruments, Novato, CA, USA) from borosilicate capillaries (OD 1.0 mm) and filled with an internal solution containing 3 M potassium acetate and 2% biocytin (Anaspec, Freemont, CA, USA). Impedances ranging 35–85 MΩ were measured in situ. Electrodes were slowly lowered dorsally into the portion of insular cortex known to be taste responsive (1.5 mm anterior, 5 mm lateral from bregma; Yamamoto, 1984b; Fontanini and Katz, 2005), with a hydraulic micromanipulator (Narishige, East Meadow, NY, USA) and steps of hyperpolarizing current (−500 pA, 500 ms, 0.5 Hz) were passed through the electrode throughout the descent. The depth of the electrode from the cortical surface was monitored, and recorded GC cells ranged in depth from 4 to 5.6 mm, a range consistent with the dorso-ventral extent of the gustatory portion of insular cortex (Yamamoto et al., 1984b). Only GC neurons with resting membrane potentials more hyperpolarized than −60 mV and with action potentials of at least 50 mV were included in the analysis. Stable recordings could last >60 min.

**DATA COLLECTION AND ANALYSIS**

Intracellular data were acquired at 20 kHz with a Digidata 1440A board (Axon Instruments) connected to a computer running Clampex 10 acquisition software (Axon Instruments). Following impalement, cells were allowed to stabilize for several minutes before data collection began. When necessary, hyperpolarizing current (0.5–2 nA) was injected to stabilize the membrane potential of the cell and this current was discontinued once the membrane reached a stable state. One minute of baseline activity was recorded and the number of spontaneous action potentials during this minute was used to calculate the cell’s firing frequency. The cell’s resting potential was determined from the downstate of this trace, with spontaneous PSPs and action potentials excluded from the average. After recording the baseline, DC current was injected in steps (range −1000 to 1500 pA, 1.5 s, 0.2 Hz). The linear portion of the membrane potential deflection produced by the hyperpolarizing current steps was used to calculate the input resistance of the neuron. GC cells were tested for responsiveness to BLA stimulation. BLA stimulation was achieved via 0.1 ms, biphasic pulses delivered through a concentric electrode. Data presented here were obtained from a total of 27 neurons that responded to BLA stimulation; different experimental protocols were tested in different subpopulations of cells. In all cells, BLA stimulation intensity was adjusted to evoke the largest subthreshold response. The intensity used to evoke the maximal PSP ranged from 0.1 to 6 mA, averaging 1.61 ± 0.28 mA (n = 27). Intensities in excess of 2 mA were necessary in 8/27 cells. While we cannot rule out the possibility of current spread beyond BLA, responses in these cells where high stimulation current was used were not qualitatively different from the other experiments. The average minimal stimulation intensity capable of reliably evoking a PSP was 0.21 ± 0.04 mA (n = 15 cells tested), a value at which current spread should be limited. Cells that showed a short latency (<2 ms) all-or-none spiking response following BLA stimulation were found rarely and these recordings were terminated and excluded from this study to avoid confounds due to antidromic activation. The latency to response onset was measured as the time from the onset of stimulation to the onset of the evoked PSP. The peak amplitude of the stimulus-evoked PSP was measured as the greatest membrane potential difference from pre-stimulus baseline. The time to peak was measured as the time from the onset of stimulation to the peak of the PSP. To examine the effect of membrane potential on the components of the stimulus-evoked PSP, current was injected into the cells and peak response amplitudes were measured 3- to 5-, 10-, and 35-ms post-stimulus. These time points, based on Moore and Nelson (1998), reflect the activation of early and late synaptic components following the onset of the PSP. The inhibitory peak amplitude was measured as the most negative membrane potential deflection from baseline. For each cell, the time to peak of the inhibitory PSP component was determined in the most depolarized condition. The same time to peak was used to measure inhibitory peaks at every holding potential.
tested. The amplitude of excitatory and inhibitory peaks was normalized and plotted against the membrane potential. Linear regression analysis was used to determine the reversal potential for all the synaptic components. To analyze synaptic dynamics, PSPs from GC neurons were evoked by trains of BLA stimuli at different frequencies (5, 10, 20, 40, and 100 Hz) and while holding the neurons at resting, hyperpolarized, and depolarized potentials. PSP amplitudes to each of the five stimulii in the train were measured as the largest transition in membrane potential from the onset of the stimulus. The summation of PSPs for each frequency of stimulation was defined as the largest transition in membrane voltage from baseline. Summation of depolarization was compared across frequency in two ways: (1) excitatory charge was measured as the area under the curve, with stimulus artifacts excluded, and normalized by interstimulus interval, and (2) the peak amplitude of the plateau depolarization underlying the PSPs was measured. The post-train inhibitory response was measured as the most negative membrane potential deflection from the pre-stimulus baseline. All recorded membrane potentials were corrected for the liquid junction potential off line.

HISTOLOGY
At the end of each experiment, rats were deeply anesthetized with pentobarbital. To identify the stimulation site post hoc, a pulse of current (0.2 mA, 20 s) was delivered to the BLA stimulating electrode in order to lesion the tissue around the tip. Rats were then perfused transcardially with 0.9% saline followed by cold 4% paraformaldehyde in PBS. Brains were removed and stored in 4% paraformaldehyde until sectioning. The positioning of the intracellular electrode was identified histologically by visualizing the track of the recording electrode, which was made more visible thanks to the residual extracellular bicytin ejected by search pulses (and revealed by standard DAB staining procedures). The placement of the BLA stimulating electrode was confirmed after staining 60 μm sections with cresyl violet.

RESULTS
Here, we report results obtained from 27 gustatory cortical putative pyramidal neurons that responded to electrical stimulation of BLA in 19 animals. The average depth of recorded cells was 4.9 ± 0.09 mm from the dura, with a range from 4 to 5.6 mm (n = 27); the area of penetration was centered around 5 ± 0.5 mm from bregma in the medio-lateral axis and +1.5 ± 0.5 mm from bregma in the antero-posterior axis. Histological visualization of the electrode track confirmed the location of the recordings in insular cortex (Figure 1A). The resting membrane potentials averaged −73 ± 1.9 mV (n = 27) in the downstate and the average firing rate at rest was 1.2 ± 0.4 Hz (n = 27; Figure 1B). Injection of hyperpolarizing currents revealed an average input resistance of 36 ± 2 MΩ (n = 18), consistent with reported values for pyramidal cells in somatosensory cortex (Hasenstaub et al., 2007). Firing patterns elicited by depolarizing current steps were typical of regular spiking neurons (Figure 1C). Currents up to 1500 pA were injected and resulted in firing rates as high as 62 Hz, with an average maximum firing rate of 38.3 ± 4.1 Hz (n = 12; Figure 1D).

CORTICAL RESPONSES TO BLA STIMULATION INCREASE WITH STIMULUS INTENSITY
Once regular spiking neurons were impaled, their responsiveness to BLA stimulation was tested. The location of the stimulating electrode was verified histologically (Figure 2A). BLA stimuli evoked a robust PSP in GC cells. Figure 2B shows overlapping PSPs evoked by BLA stimuli with increasing intensities. Increasing stimulation intensities were used to exclude antidromic activation and spread of current to adjacent nuclei. When BLA is stimulated, GC neurons respond with a depolarizing PSP (arrow, Figure 2B). As the intensity of BLA stimulation is increased, the size of the PSP increases until spike threshold is reached (Figure 2B, inset). Sixty percent (n = 9 of 15) of GC cells spiked to BLA stimulation. The average latency of the onset of the synaptic response is 6.97 ± 0.79 ms
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PSP was 15.9 ± 15) at rest.
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(n = 15), with the peak PSP at resting membrane potential occurring at 17.81 ± 1.1 ms (n = 15). The average amplitude of the peak PSP was 15.9 ± 1.9 mV (n = 15) at rest.

VOLTAGE-DEPENDENCY OF EVOKED RESPONSE

To further investigate excitatory and inhibitory components of the synaptic response, the membrane potential of the cell was held in a window between −65 and −95 mV and PSPs were evoked with BLA stimuli at a fixed intensity (Figure 3A). The intensity was determined by the response properties of each individual cell, and was either 80% of the intensity that elicited a spike or the intensity that elicited the maximum PSP in cells that were not driven to spike. As shown by the representative traces in Figure 3A, the synaptic components of the response are voltage dependent. At hyperpolarized potentials, where the driving force of glutamatergic synapses is larger, the amplitude of the initial portion of the PSP is larger than at rest by an average of 187 ± 25% (n = 12). In contrast, at depolarized potentials where the driving force for inhibition is maximal and that for excitation is reduced, the inhibitory peak is larger by 300 ± 185% (n = 12) while the initial PSP is decreased to 62 ± 12% (n = 12) of its size at rest.

Reversal potentials of the excitatory and inhibitory components of the response were determined by measuring the response amplitudes at defined time points, plotting the normalized amplitudes versus membrane potential, and performing a linear regression analysis on responses from 15 neurons to determine the x-intercept (Figure 3B). The early component (3- to 5-ms post-response onset) of the excitatory PSP reverses at −26.7 mV. Taking into account limitations in the technique, this reversal is considered to be close to the reversal of excitatory glutamatergic synapses (Moore and Nelson, 1998). When this analysis is limited to cells that produce action potentials in response to stimulation, which are likely to have a more robust excitatory drive, the extrapolated reversal potential of −14.5 mV (n = 6) more closely approaches the reversal potential of synapses containing AMPA receptors (flowing a combination of Na’ and K’ ions through their pore). At 10- and 35-ms post-response onset, the evoked PSP shows a mix of excitation and inhibition and reverses at −35.9 and −63.0 mV, respectively. The peak of the inhibitory PSP, which occurs on average at 90.7 ± 11.9 ms (n = 14) post-stimulus, reverses at −78.2 mV, near the reversal of GABA receptors mediated synaptic responses (Maffei et al., 2006). Thus, when BLA is stimulated, GC cells respond first with a likely monosynaptic excitatory PSP, that is followed by a slower inhibitory component.

SHORT-TERM PLASTICITY AT THE BLA-GC SYNAPSE

To study short-term dynamics and temporal summation of PSPs, we looked at synaptic responses evoked by trains of five stimuli delivered at 5, 10, 20, and 40 Hz. As shown by the representative traces in Figure 4A and population plots (Figures 4B,C), at frequencies lower than 20 Hz, synaptic responses remain largely unaffected. However, when the stimulation frequency is elevated to 20 or 40 Hz, responses to individual shocks are reduced in amplitude but summate into a depolarizing wave. As Figure 4B emphasizes, when amplitudes are measured from stimulus onset, responses to the second through fifth stimuli at 40 Hz are significantly smaller than the response to the first stimulus (50–70% reduction; n = 9; all pair-wise comparisons p < 0.01, two-tailed t-test). At 5, 10, and 20 Hz, no response to the train differs significantly from the response to the first stimulus. A repeated measures ANOVA reveals significant effects of stimulus number, F(4,32) = 4.42, p < 0.01, and frequency, F(3,24) = 25.79, p < 0.01, and a significant interaction between stimulus number and frequency, F(3,6,28.8) = 10.29, p < 0.01. Bonferroni pair-wise comparisons show that responses to the second through fifth stimuli are significantly smaller at 40 Hz than at lower frequencies (n = 9; all p < 0.01). When amplitudes are measured from the pre-train baseline, however, it is clear that higher frequency stimulation evokes a larger membrane depolarization (Figure 4C). At 40 Hz, this summation of excitation peaks after the second stimulus, where the depolarization is both significantly larger than that evoked by the first stimulus (136 ± 8% increase, n = 9; p < 0.01, two-tailed t-test) and the response evoked by the second stimulus at lower frequencies (n = 9; all p < 0.05, paired
FIGURE 3 | Basolateral amygdala stimulation evokes excitatory and inhibitory responses. (A) Averaged PSP of a representative neuron in response to BLA stimulation at different holding potentials. The three shaded boxes indicate the latencies post-PSP-onset at which the reversal potential was computed: empty circle, 3–5 ms; gray square, 35 ms; black triangle, negative peak. (B) Population plot of reversal potentials. Single points are synaptic responses at different membrane potentials for 15 neurons. Lines represent the linear regression of the values for each of the three latencies. x-axis: voltage; y-axis: normalized amplitude of the response.

FIGURE 4 | Short-term dynamics of synaptic responses to BLA stimulation. (A) Averaged responses for a representative neuron to trains of five BLA shocks at 5, 10, 20, 40 Hz at resting potential (−80 mV). The gray, shaded region corresponds to the area under the PSPs. The dotted line running through each trace denotes the peak amplitude of the plateau depolarization. (B) Population plot of the short-term plasticity of PSPs at different frequencies. Note that at 40 Hz, responses significantly depress. x-axis: stimulus number; y-axis: normalized response amplitude from each stimulus onset. (C) Cumulative plot of PSP amplitude measured from pre-train membrane potential. PSPs reach more depolarized potentials after the second stimulus, with the highest values being reached at 40 Hz. x-axis: stimulus number; y-axis: normalized response amplitude from pre-train baseline levels. For (B) and (C), asterisks indicate significant differences. (D) Average normalized peak depolarization amplitude, normalized index of excitatory charge, and normalized plateau depolarization amplitude at different frequencies. Note how the highest levels of excitation are reached at 40-Hz stimulation. x-axis: stimulus number; y-axis: normalized peak amplitude (left panel), normalized index of excitatory charge (middle panel), normalized plateau depolarization (right panel); y-axis: BLA stimulation frequency. For (B), (C), and (D), data are presented as mean ± SEM.

two-tailed t-tests). In a repeated measures ANOVA, the main effect of stimulus number is significant, F(1.36,10.87) = 6.13, p < 0.05, while the main effect of frequency and the interaction are both not significant. When the amplitude of the maximal depolarization is compared across the response to the train, it increases with frequency (Figure 4D, left panel) but not to a level that achieves statistical significance. To quantify the summation of the excitatory charge, we calculated the area under the post-synaptic response to the train (e.g., shaded region of traces in Figure 4A). The absolute area was then normalized by interstimulus interval to facilitate a comparison across frequencies. This index value of excitatory charge increases significantly as stimulation frequency increases,
with the highest value at 40 Hz (Figure 4D, middle panel; \( n = 9 \); repeated measures ANOVA, \( F(2,16) = 84.11, p < 0.01 \); all Bonferroni pair-wise comparisons \( p < 0.01 \)). The summation of depolarization was also quantified by measuring the peak value of the plateau underlying the PSPs (e.g., dotted line through the traces in Figure 4A). The plateau depolarization increases significantly with frequency as well (Figure 4D, right panel; \( n = 9 \); repeated measures ANOVA, \( F(2,16) = 72.40, p < 0.01 \); all Bonferroni pair-wise comparisons \( p < 0.01 \)).

In addition to this excitatory summation, inhibition is steadily recruited and dominates the later part of the response to the train at higher frequencies. As the inhibitory component is larger in response to depolarizing current, the frequency dependence of the inhibitory synaptic component was quantified by holding the neuron at approximately \(-70 \) mV (Figure 5A). Figure 5A shows that, when the neuron is depolarized, responses to individual stimuli in the train are shunted and the peak amplitude of the response to the train is reduced (compare Figures 4A and 5A), suggesting that inhibition becomes dominant in the decaying phase of the PSP. The peak of the inhibitory response (gray bars, Figure 5A; histogram, Figure 5B) was measured from pre-train baseline and is significantly larger at 40 Hz, \(-5.91 \pm 2.7 \) mV \(( n = 4 \)); than at lower frequencies (all \( p < 0.01 \), paired two-tailed \( t \)-tests).

As shown in Figures 4 and 5, trains of BLA stimulation evoke a combination of excitation and inhibition that sum maximally at 40 Hz. The balance between the two components can be tilted to favor one or the other depending on the membrane potential of the neuron. Figure 6 analyzes the dependence of the temporal summation of excitatory and inhibitory components on the membrane potential at 40 Hz. At hyperpolarized membrane potentials, the representative neural trace (Figure 6A) and population plot from four neurons (Figure 6B, top curves) both show that 40-Hz BLA stimulation results in a more sustained depolarizing wave. Indeed at negative potentials (\(-95 \) and \(-83 \) mV) the amplitude of the second PSP in the train is significantly larger than the first PSP \(( n = 4 \); both \( p < 0.05 \), two-tailed \( t \)-tests). The steady state PSP is not significantly different from the amplitude of the second PSP. More depolarized membrane potentials, on the other hand, are dominated by the summation of inhibition. The steady state amplitude of the excitatory portion of the PSP at \(-70 \) mV, achieved after the third stimulus, becomes significantly reduced when compared to the more hyperpolarized potentials (Figure 6B, bottom curve; all \( p < 0.05 \), two-tailed \( t \)-tests). When the post-train inhibitory peak from baseline (Figure 6C) is compared with a repeated measures ANOVA, the effect of membrane potential is significant, \( F(2,6) = 32.22, p < 0.01 \).

Previous work has focused on the effects of high-frequency BLA stimulation on GC. A 400-ms burst of 100-Hz BLA stimulation is sufficient to desynchronize the cortical EEG (Chavez et al., 2009) and is commonly used in studies of synaptic plasticity to induce long-term potentiation (Jones et al., 1999; Escobar and Bermudez-Rattoni, 2000). As shown in Figure 7, we found a qualitative difference between the response evoked by 100-Hz stimulation compared to lower frequency stimulation: in general, the membrane potential reaches high depolarizing values during the stimulation burst \((13.8 \pm 2.8 \) mV, average \(114 \pm 12\% \) of the peak reached at 40 Hz, \( n = 7 \)) and then, following the offset of stimulation, shows a slowly repolarizing potential that lasts up to several seconds (Figure 7A). This repolarization is voltage dependent; the reversal potential of the peak depolarization during the train is \(-37.5 \) mV and that of the post-train inhibitory peak is \(-54.2 \) mV \(( n = 7 \); Figure 7B), values that likely derive from a combination of slow excitation and slow inhibition, with the first being more predominant earlier and the second later. In many cases, the long decay was followed by an additional rebound upstate (e.g., Figure 7A).

**DISCUSSION**

There is a general consensus on the importance of BLA in modulating gustatory processing, yet its role in shaping GC activity is not clear. While early results have emphasized mixed excitatory and inhibitory effects of amygdala activation (Yamamoto et al., 1984a), more recent reports have focused on either excitation or inhibition. Some authors have shown that BLA stimulation can robustly evoke excitatory field potentials (Jones et al., 1999; Escobar et al., 2002; Ferreira et al., 2005) while others have
described inhibitory effects on GC (Hanamori, 2009). Here we characterized for the first time the synaptic connection between BLA and GC and provided a unifying view of its effects. We found that BLA stimulation resulted in large, time-varying PSP in GC neurons. An initial excitatory PSP, in many cases capable of reaching spike threshold, was invariably followed by a slower and prolonged inhibitory potential. Reversal potentials of these two components were consistent with glutamatergic and GABAergic synapses. Further, we looked at the effects of trains of varying frequencies on the temporal summation of PSPs and found a large summation of both excitatory and inhibitory components at 20 and 40 Hz. These two frequencies are consistent with the firing rates observed in amygdala neurons of behaving rats (Grossman et al., 2008; Fontanini et al., 2009). Qualitatively different effects were observed using a higher frequency and more prolonged stimulation protocol previously used in the literature (Chavez et al., 2009). Stimulating BLA at 100 Hz for 400 ms lead to a depolarization lasting the time of the stimulation followed by a multi-second repolarizing potential likely resulting from a combination of NMDA, slower GABA receptors, and neuromodulators.

**SYNAPTIC ORGANIZATION**

The latency of the initial response is consistent with a direct glutamatergic input from amygdalar principal neurons (Saper, 1982; Allen et al., 1991), which could be as strong as to lead GC neurons to fire action potentials. Cells that responded with action potentials with a latency faster than 2 ms were excluded from this study to avoid possible confounds with antidromic activation. Graded responses to increasing stimulation intensity further support the orthodromic nature of the PSP recorded. While our results point to direct connections from BLA to GC, they do not exclude additional polysynaptic recurrent excitation within GC, which is suggested by recent imaging results showing excitatory waves across insular cortex (Fujita et al., 2010). The slower inhibitory response we observed is multisynaptic and likely generated by local inhibitory interneurons. Indeed, there are no reports consistent with direct inhibitory projections from BLA. That inhibition intrinsic to GC (Yamamoto et al., 2010) can play an active role in sculpting gustatory responses has been shown in recordings before and after local pharmacological block of GABAergic transmission (Ogawa et al., 1998). Whether inhibition results from
direct activation of feedforward inhibitory circuits in GC, as in the case of dopaminergic inputs (Ohara et al., 2003) or from recurrent activation of feedback interneurons by pyramidal cells is not known. The presence of mixed reversal potentials as early as 10 ms following BLA shocks and the clear inhibitory peak at a later latency suggest the possible contribution of both types of circuits. A similar synaptic organization has been described in both paleo- (Haberly and Bower, 1984) and neo-cortex (Beierlein et al., 2003; Cruikshank et al., 2007, 2010), of which the insular cortex is a transitional area. A different circuit is likely responsible for mediating the slow mixed potential observed for high-frequency stimulation of BLA. This phenomenon could result from a summation of neuromodulatory afferents recruited by BLA (Chavez et al., 2009) with longer duration NMDA (Inaba et al., 2006) and GABA_β (Ohara et al., 2003) mediated potentials. While the issue of epileptogenesis in amygdala is beyond the scope of this report, the rebound depolarization observed after high-frequency stimulation might be related to interictal discharges. The absence of intense spiking during the stimulation and rebound depolarization however excludes its epileptic nature (Avoli et al., 2002; Aroniadou-Anderjaska et al., 2008).

**BLA AND TEMPORAL CODING OF PSYCHOLOGICAL DIMENSIONS IN GC**

The contribution of the amygdala to gustatory codes has been the subject of intense investigation. Most of the work, however, has involved the characterization of the role of the central nucleus in modulating gustatory responses in the brainstem (Li et al., 2002, 2005; Kang and Lundy, 2010). As for BLA, its role seems to be more focused on interactions with cortical areas (Saper, 1982; Roesch et al., 2010). BLA is involved in coding different aspects of gustatory experience (Katz et al., 2002; Reilly and Bornavalova, 2005; Balleine and Killcross, 2006; Jones et al., 2006) and two populations of neurons have been described on the basis of firing dynamics in response to tastes (Fontanini et al., 2009). Neurons responding with phasic and short-lasting bursts to tastes appear to be involved in coding salience or reward value of stimuli. On the other hand, cells responding with tonic, longer lasting (up to 2 s) elevations of firing activity code for palatability. These populations are also differentially involved in coding for anticipatory stimuli (Fontanini et al., 2009). Our data suggest that these different time-courses might have distinct impacts on the balance of excitation and inhibition in GC and on its information processing. While phasic neurons would likely produce brief excitation followed by inhibition, tonic neurons would promote a state in which the two components are mixed for longer periods, giving way to inhibition as their firing rates stop. How these dynamics give rise to saliency, palatability, and coding of anticipatory cues is currently a matter of speculation. It is reasonable to hypothesize that the initial burst of activity in response to tastes or cues anticipating tastes might be responsible for a general activatory saliency or attentive signal in GC (Roesch et al., 2010). Sustained activity ending at the time at which palatability begins to be processed in GC, on the other hand, suggests a potential role for inhibition in mediating a state transition for insular networks (Jones et al., 2007; Fontanini and Katz, 2008; Miller and Katz, 2010). More work is needed to determine the pattern of connectivity of these two groups of neurons and their influence on excitatory and inhibitory networks in GC. Similarly, a fundamental aspect of the interaction between these two areas, which will likely contribute to the construction of a working model of this system, is the returning connection from GC to BLA (Saper, 1982; Yamamoto et al., 1984a). A combination of anatomical, intracellular recordings in vitro and in vivo, and electrophysiology in awake animals will contribute to describing how the synaptic structure of the BLA–GC system allows the processing of emotional and psychological dimensions of tastes.

**AMYGDALO-CORTICAL SYNAPSES AND LEARNING**

The amygdala plays a crucial role in chemo-sensory learning (Schafe et al., 1998; Reilly and Bornavalova, 2005; Wang et al., 2006; Grossman et al., 2008). CTA, a learning paradigm in which a palatable taste becomes aversive when paired with gastric malaise, involves BLA and its connections with GC. NMDA-dependent long-term potentiation of amygdalo-cortical synapses has been described to mediate this learning (Escobar and Bermudez-Rattoni, 2000; Escobar et al., 2002; Ferreira et al., 2005). Data showing changes of GC and BLA taste coding and of their coupling following CTA in awake rats further support the involvement of this projection (Grossman et al., 2008). However, the ways in which plasticity and changes in functional connectivity are implemented are currently not known. Our results suggest the possibility that high-frequency bursts in BLA neurons might depolarize GC neurons enough to allow NMDA receptors to promote plasticity.

**BLA AND INSULA BEYOND TASTE**

While our recordings were targeted to a region of insular cortex known to be involved in gustatory coding (Yamamoto, 1984b; Fontanini and Katz, 2005), we did not characterize the taste responsiveness of the neurons recorded. This raises the possibility that the effects of BLA stimulation described here might not be specific to taste processing neurons and extend to populations of insular neurons involved in other tasks. In general, insular cortex is devoted to processing multiple stimuli rich in emotional and psychological value. It is reasonable to expect that inputs from the amygdala might contribute to the coding of noxious, visceral, addictive stimuli, and conspecific vocalizations observed in the most anterior and posterior regions of the insula (Breiter et al., 1997; Small et al., 2001; Bornhovd et al., 2002; Dunckley et al., 2005; Ortigue et al., 2007; Remedios et al., 2009). Beyond insula, the amygdala has an even more general role in enriching sensory codes with emotional and psychological dimensions. Whether perceived naively or after learning, olfactory, somatosensory, visual, and auditory stimuli can be rewarding or have an emotional value (Morris et al., 1996; Quirk et al., 1997; Blood and Zatorre, 2001; Pantoja et al., 2007; Doucette and Restrepo, 2008) and be the subject of expectations (Shuler and Bear, 2006). In fact all these modalities are capable of activating amygdala (Aggleton et al., 1980; Nishijo et al., 1988, 1998) and to some extent have been shown to be modulated by amygdala as well (Bordi and LeDoux, 1994). A systematic analysis of amygdalo-cortical connections will determine whether and how this area plays a general role in modulating sensory processing in awake subjects.
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