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Abstract
A conic fibration has an associated sheaf of even Clifford algebras on the base. In this paper, we study the relation between the moduli spaces of modules over the sheaf of even Clifford algebras and the Prym variety associated to the conic fibration. In particular, we construct a rational map from the moduli space of modules over the sheaf of even Clifford algebras to the special subvarieties in the Prym variety, and check that the rational map is birational in some cases. As an application, we get an explicit correspondence between instanton bundles of minimal charge on cubic threefolds and twisted Higgs bundles on curves.
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1 Introduction

It is well-known that a smooth cubic threefold is irrational since the famous work of Clemens and Griffiths [11]. They observed that if a threefold is rational, then its intermediate Jacobian...
must be isomorphic to a product of Jacobians of curves. The problem is then reduced to comparing the intermediate Jacobians of cubic threefolds with the Jacobians of curves as principally polarized abelian varieties by studying the singularity loci of their theta divisors.

Despite the success in dimension three, the rationality problem for cubic fourfolds is still not well understood. A categorical approach to the problem is to study the bounded derived category $D^b(Y_4)$ of a given smooth cubic fourfold $Y_4$ and it always admits a semiorthogonal decomposition:

$$D^b(Y_4) \cong \langle Ku(Y_4), \mathcal{O}_{Y_4}, \mathcal{O}_{Y_4}(1), \mathcal{O}_{Y_4}(2) \rangle$$

(1)

where $Ku(Y_4) := \langle \mathcal{O}_{Y_4}, \mathcal{O}_{Y_4}(1), \mathcal{O}_{Y_4}(2) \rangle^\perp$ is now known as the Kuznetsov component. It is conjectured by Kuznetsov [15] that a smooth cubic fourfold is rational if and only if the Kuznetsov component $Ku(Y_4)$ is equivalent to the category of a K3 surface. While the conjecture has been checked to hold in some cases, the general conjecture remains unsolved.

Since $Ku(Y_4)$ is expected to capture the geometry of $Y_4$, an attempt to extract information out of the triangulated category $Ku(Y_4)$ is to construct Bridgeland stability conditions on $Ku(Y_4)$ and consider their moduli spaces of stable objects [3, 4]. In dimension three, one can define in the same way $Ku(Y_3) := \langle \mathcal{O}_{Y_3}, \mathcal{O}_{Y_3}(1) \rangle^\perp$ for a smooth cubic threefold $Y_3$ and it can be shown that $Ku(Y_3)$ reconstructs the Fano surface of lines of $Y_3$ as a moduli space of stable objects with suitable stability conditions. The reconstruction of the Fano surface of lines then determines the intermediate Jacobian $J(Y_3)$ [8]. Alternatively, it is observed that instanton bundles of minimal charge on $Y_3$ are objects in $Ku(Y_3)$. Then by the work of Markushevich-Tikhomirov and others [5, 12, 13, 19], it is shown that the moduli space of instanton bundles of minimal charge on $Y_3$ is birational to the intermediate Jacobian $J(Y_3)$. So the Kuznetsov components $Ku(Y_3)$ and $Ku(Y_4)$ can be thought of as the categorical counterparts of the intermediate Jacobian whose success in the rationality problem of cubic threefolds fits well into the philosophy of Kuznetsov’s conjecture in $n = 4$.

On the other hand, we know that both $Y_3$ and $Y_4$ admit a conic bundle structure. More precisely, for $n = 3, 4$, let $l_0 \subset Y_n$ be a line that is not contained in a plane in $Y_n$. Then the blow-up $\tilde{Y}_n := Bl_{l_0}(Y_n) \subset Bl_{l_0}(\mathbb{P}^{n+1})$ of $Y_n$ along $l_0$ projects to a projective space $\mathbb{P}^{n-1}$, denoted by $p : \tilde{Y}_n \rightarrow \mathbb{P}^{n-1}$. The map $p$ is a conic bundle whose discriminant locus $\Delta_n$ is a degree 5 hypersurface. The idea of realizing a cubic hypersurface birationally as a conic bundle can be used to study its rationality. Following the idea of Mumford, it is shown that the intermediate Jacobian $J(Y_3) \cong J(\tilde{Y}_3)$ is isomorphic to Prym($\tilde{\Delta}_3$, $\Delta_3$) where $\tilde{\Delta}_3$ is the double cover parametrizing the irreducible components of the degenerate conics over $\Delta_3$. By analyzing the difference between Prym varieties and the Jacobian of curves as principally polarized abelian varieties, it is again shown that a smooth cubic threefold is irrational.

The conic bundle structure of a cubic hypersurface also provides us information at the level of derived category. A quadratic form on a vector space defines the Clifford algebra which decomposes into the even and odd parts. We can apply the construction of Clifford algebra relatively for the conic bundles $\tilde{Y}_n$ which is viewed as a family of conics over $\mathbb{P}^{n-1}$, and obtain a sheaf of even Clifford algebras $\mathcal{B}_0$ on $\mathbb{P}^{n-1}$. The bounded derived category $D^b(\mathbb{P}^{n-1}, \mathcal{B}_0)$ of $\mathcal{B}_0$-modules appears as a component of the semiorthogonal decomposition of the conic bundle $\tilde{Y}_n$ [14]:

$$D^b(\tilde{Y}_n) = \langle D^b(\mathbb{P}^{n-1}, \mathcal{B}_0), p^*D^b(\mathbb{P}^{n-1}) \rangle.$$  

(2)

In the case $n = 3, 4$, by comparing the semiorthogonal decompositions in (1), (2) and the one for blowing up, one can show that there are embedding functors

$$\Xi_n : Ku(Y_n) \hookrightarrow D^b(\mathbb{P}^{n-1}, \mathcal{B}_0)$$  

(3)
for $n = 3, 4$ (see [4, 8]). The functors $\Xi_n$ are useful in the study of $Ku(Y_n)$. For example, when $n = 3, 4$, the construction of Bridgeland stability conditions on $Ku(Y_n)$ carried out in [4, 8] uses the embedding functors $\Xi_n$ as one of the key steps. Also, in the work of Lahoz–Macrì–Stellari [17], the functor $\Xi_3$ is used to provide a birational map between the moduli space of instanton bundles of minimal charge and the moduli space of $B_0$-modules. The moduli space of $B_0$-modules was also first considered in [17].

Motivated by the relations found in the case of cubic threefolds as described above: Prym/intermediate Jacobian, intermediate Jacobian/moduli space of instanton bundles, and instanton bundles/$B_0$-modules, it is natural to search for a relation between $B_0$-modules and the Prym varieties. In this paper, we will focus on three dimensional conic fibrations over $\mathbb{P}^2$ (not necessarily obtained from a cubic threefold) and study the relation between the moduli spaces of $B_0$-modules and the Prym varieties.

Let $p : X \to \mathbb{P}^2$ be a three dimensional conic fibration over $\mathbb{P}^2$ i.e. a flat quadric fibration of relative dimension 1 over $\mathbb{P}^2$ with simple degeneration i.e. the degenerate conics cannot be double lines and the discriminant locus $\Delta$ in $\mathbb{P}^2$ is smooth. Let $\pi : \Delta \to \Delta$ be the double cover parametrizing the irreducible components of degenerate conics over $\Delta$. We consider the moduli space $\mathcal{M}_{d,e}$ of semistable $B_0$-modules whose underlying $\mathcal{O}_{\mathbb{P}^2}$-modules have fixed Chern character $(0, 2d, e)$. This means that the $B_0$-modules are supported on plane curves. The moduli space $\mathcal{M}_{d,e}$ comes with a morphism $\Upsilon : \mathcal{M}_{d,e} \to |\mathcal{O}_{\mathbb{P}^2}(d)|$ defined by sending a $B_0$-module to its schematic (Fitting) support.

On the Prym side, by the work of Welters [23] and Beauville [6], each linear system on $\Delta$ defines a so-called special subvariety in the Prym variety $\text{Prym} (\tilde{\Delta}, \Delta)$ of the étale double cover $\pi : \tilde{\Delta} \to \Delta$. We apply the construction to the linear system $|L_d| = |\mathcal{O}_{\mathbb{P}^2}(d)|_\Delta$. For each $k$, there is an induced morphism $\pi^{(k)} : \tilde{\Delta}^{(k)} \to \Delta^{(k)}$ between the $k$-th symmetric products of $\tilde{\Delta}$ and $\Delta$. As the linear system $|L_d|$ can be considered as a subvariety in $\Delta^{(k)}$ for $k = \deg(\Delta) \cdot d$, we define the variety of divisors lying over $|L_d|$ as $W_d = (\pi^{(k)})^{-1}(|L_d|) \subset \tilde{\Delta}^{(k)}$. Then the image of $W_d$ under the Abel-Jacobi map $\alpha : \Delta^{(k)} \to J^k \tilde{\Delta}$ lies in the two components (of the translate of) Prym varieties, which are called the special subvarieties. The variety $W_d$ consists of two components $W_d = W_d^0 \cup W_d^1$, each of which maps to $|L_d|$. For $d < \deg(\Delta)$, we have $|\mathcal{O}_{\mathbb{P}^2}(d)| \cong |L_d|$, and we denote by $U_d \subset |\mathcal{O}_{\mathbb{P}^2}(d)|$ the open subset of smooth degree $d$ curves intersecting $\Delta$ transversally.

The main construction in this paper is to construct a morphism over $U_d$

$$\Phi : \mathcal{M}_{d,e}|_{U_d} \to W_d|_{U_d}$$

for $d = 1, 2, i = 0, 1$ and $e \in \mathbb{Z}$. Here $\mathcal{M}_{d,e}|_{U_d} \subset \mathcal{M}_{d,e}$ is the open subset of $B_0$-modules supported on curves in $U_d$ and $W_d|_{U_d} \subset W_d$ is the open subset consisting of the degree $k$ divisors in $\Delta$ whose images in $\Delta$ represent degree $k$ reduced divisors in $L_d$. Moreover, the morphism $\Phi$ is used to prove the following (see Theorem 4.7):

**Theorem 1.1** Let $d = 1, 2$ and $e \in \mathbb{Z}$.

1. The moduli space $\mathcal{M}_{d,e}$ is birational to one of the two connected components $W_d^i$ of $W_d$.
2. If $\mathcal{M}_{d,e}$ is birational to $W_d^i$, then $\mathcal{M}_{d,e+1}$ is birational to $W_d^{1-i}$. In particular, the birational type of $\mathcal{M}_{d,e}$ only depends on $d$ and $(e \mod 2)$.

The idea behind the construction of the morphism $\Phi$ is based on a study of the representations of degenerate even Clifford algebras. A $B_0$-module in $\mathcal{M}_{d,e}|_{U_d}$ is supported on a plane curve $C$ which intersects the discriminant curve $\Delta$ in finitely many points. Then the $B_0$-module restricted to each of these points $p \in C \cap \Delta$ gives rise to a representation of a degenerate even Clifford algebra, which is in turn shown to be equivalent to a representation
of the path algebra associated the quiver

\[ \begin{array}{c}
+ \alpha \\
\beta \end{array} \]

with relations \( \alpha \beta = \beta \alpha = 0 \). Then an analysis of the representations coming from \( B_0 \)-modules reveals that there are natural candidates determining canonically the required lift of the point \( p \in C \cap \Delta \) to \( \tilde{\Delta} \), hence an element in \( W_d|_{U_d} \).

By composing with the Abel-Jacobi map \( \tilde{\alpha} : \Delta^{(k)} \to J^k \tilde{\Delta} \) that maps to the varieties \( J^k \tilde{\Delta} \) of degree \( k \) invertible sheaves on \( \tilde{\Sigma} \), we obtain a rational map (choose a base point in \( J^k \tilde{\Delta} \) to identify with \( J^0 \tilde{\Delta} \))

\[ \tilde{\alpha} \circ \Phi : M_{d,e} \dashrightarrow \text{Prym}(\tilde{\Delta}, \Delta) \] (5)

whose image is an open subset of a special subvariety.

Next, we apply the result above to the case of cubic threefolds. In [16] and [17], it is observed that instanton bundles of minimal charge are objects in \( K^u(Y_3) \). The authors use the functor \( \Xi_3 : K^u(Y_3) \hookrightarrow D^b(\mathbb{P}^2, B_0) \) to deduce a birational map between the moduli space \( M_{Y_3} \) of instanton bundles of minimal charge on \( Y_3 \) and the moduli space \( M_{2,-4} \) of \( B_0 \)-modules. In this case, the rational map \( M_{2,-4} \dashrightarrow \text{Prym}(\tilde{\Delta}, \Delta) \) actually turns out to be birational. Hence, by composing the birational maps, we get

\[ M_{Y_3} \dashrightarrow \text{Prym}(\tilde{\Delta}, \Delta) \] (6)

As a point in \( \text{Prym}(\tilde{\Delta}, \Delta) \) can be interpreted as a twisted Higgs bundle on \( \Delta \) by the spectral correspondence [7], the birational map (6) gives an explicit correspondence between instanton bundles of minimal charge on \( Y_3 \) and twisted Higgs bundles on \( \Delta \).

Moreover, as mentioned above, the moduli space of instanton bundles of minimal charge is birational to the intermediate Jacobian \( J(Y_3) \), so the birational map (6) gives a modular interpretation of the classical isomorphism \( J(Y_3) \cong \text{Prym}(\tilde{\Delta}, \Delta) \) in terms of instanton bundles of minimal charge and twisted Higgs bundles via \( B_0 \)-modules. From this viewpoint, the embedding functor \( \Xi_3 : K^u(Y_3) \hookrightarrow D^b(\mathbb{P}^2, B_0) \) provides a reinterpretation of the classical isomorphism \( J(Y_3) \cong \text{Prym}(\tilde{\Delta}, \Delta) \).

Philosophically, the result allows us to think of \( D^b(\mathbb{P}^2, B_0) \) as the categorical counterpart of \( \text{Prym}(\tilde{\Delta}, \Delta) \) associated to a conic bundle, just as \( K^u(Y_3) \) is the categorical counterpart of \( J(Y_3) \).

1.1 Convention

Throughout this paper we work over the complex numbers \( \mathbb{C} \). All modules in this paper are assumed to be left modules. For a morphism \( f : X \to Y \) of two spaces (schemes or stacks) and a subspace \( Z \subset Y \), we will denote by \( X|_Z := X \times_Y Z \) the fiber product and \( f|_Z : X|_Z \to Z \).

2 Special subvarieties in Prym varieties

In this section, we recall the special subvariety construction of Prym varieties following the work of Welters [23] and Beauville [6]. Let \( \pi : \tilde{\Sigma} \to \Sigma \) be an étale double cover of two smooth curves. Then we denote by \( \text{Nm} : J^{\tilde{\Sigma}} \to J\Sigma \) the norm map on the Jacobians of
curves. We also have the induced map $\text{Nm}^d : J^d \widetilde{\Sigma} \to J^d \Sigma$ where $J^d \widetilde{\Sigma}$ and $J^d \Sigma$ are the varieties of degree $d$ invertible sheaves on $\widetilde{\Sigma}$ and $\Sigma$ respectively. We recall that the Prym variety is defined to be $\text{Prym}(\widetilde{\Sigma}, \Sigma) := \ker(\text{Nm})^0$ i.e. the connected component of the kernel of the norm map.

Suppose $g_d'$ is a linear system of degree $d$ and (projective) dimension $r$ on $\Sigma$. Consider the Abel-Jacobi maps:

$$\widetilde{\alpha} : \Sigma^{(d)} \to J^d \widetilde{\Sigma}, \quad x_1 + \cdots + x_d \mapsto \mathcal{O}(x_1 + \cdots + x_d)$$

$$\alpha : \Sigma^{(d)} \to J^d \Sigma, \quad x_1 + \cdots + x_d \mapsto \mathcal{O}(x_1 + \cdots + x_d)$$

they fit in the following commutative diagram

$$\begin{array}{c}
\Sigma^{(d)} \xrightarrow{\alpha} J^d \Sigma \\
\downarrow \sigma^{(d)} \quad \downarrow \text{Nm}^d \\
\Sigma^{(d)} \xrightarrow{\widetilde{\alpha}} J^d \widetilde{\Sigma}
\end{array} \quad (7)$$

The linear system $g_d' \cong \mathbb{P}^r$ is naturally a subvariety of $\Sigma^{(d)}$. We assume that the linear system $g_d'$ contains a reduced divisor, so that $g_d'$ is not contained in the branch locus of $\pi^{(d)}$.

Now, we define $W = (\pi^{(d)})^{-1}(g_d')$ as the preimage of $g_d'$ in $\Sigma^{(d)}$. The image of $W$ under $\widetilde{\alpha}$ is denoted by $V = \widetilde{\alpha}(W)$. The inverse image $(\text{Nm}^d)^{-1}(\alpha(g_d'))$ consists of two disjoint components, each of which is isomorphic to the Prym variety $\text{Prym}(\widetilde{\Sigma}, \Sigma)$ by translation, and we denote them by $\text{Prym}^0$ and $\text{Prym}^1$. By construction, we have that $V \subset (\text{Nm}^d)^{-1}(\alpha(g_d'))$, so $V$ also has two disjoint components $V^i \subset \text{Prym}^i$ for $i = 0, 1$. Hence, $W$ also breaks into a disjoint union of two subvarieties $W^0$ and $W^1$ such that $\widetilde{\alpha}(W_i) = V_i$. It is proved in [23, Proposition 8.8] that $W^0$ and $W^1$ are the connected components of $W$. Welters [23] called $W$ the variety of divisors on $\Sigma$ lying over the $g_d'$ and the two connected components $W^0$ and $W^1$ the halves of the variety of divisors $W$. The subvarieties $V^i$ are called the special subvarieties of $\text{Prym}^i$ associated to the linear system $g_d'$.

**Remark 2.1** Let $\sigma : \Sigma \to \widetilde{\Sigma}$ be the involution on $\widetilde{\Sigma}$. By [20, Lemma 1], a line bundle $L \in \ker(\text{Nm})$ can always be written as $L \cong M \otimes \sigma^*(M^\vee)$ such that if $\deg(M) \equiv 0$ (resp. 1) mod 2, then $L \in \text{Prym}^0$ (resp. $\text{Prym}^1$). It follows that if $L \in \text{Prym}^i$, then $L \otimes \mathcal{O}(x - \sigma(x)) \in \text{Prym}^{1-i}$ where $x \in \Sigma$. This implies that if $x_1 + \cdots + x_d \in W^i$, then the divisor $\sigma(x_1) + \cdots + x_d = (\sigma(x_1) - x_1) + (x_1 + \cdots + x_d)$ is contained in $W^{1-i}$. In particular, we see that if we involute an even number of points $x_k$ in $x_1 + \cdots + x_d \in W^i$, then the resulting divisor lies in the same component, i.e. $\sum_{k \in I} \sigma(x_k) + \sum_{j \notin I} x_j \in W^{1-i}$ if $x_1 + \cdots + x_d \in W^i$ and $I$ has even cardinality.

Let $\Sigma := \mathbb{Z}/2\mathbb{Z} \times \Sigma$ be the constant group scheme over $\Sigma$. The trivial double cover $p : \Sigma \to \Sigma$ also induces a morphism on its $d$-th symmetric products $\Sigma^{(d)} \to \Sigma^{(d)}$. Let $U \subset \Sigma^{(d)}$ be the open subset of reduced effective divisors.

**Proposition 2.2** The scheme $G' := \Sigma^{(d)}|_U$ is a group scheme over $U$.

**Proof** Note that the map $G' \to U$ is étale. The multiplication map $m : \Sigma \times_{\Sigma} \Sigma \to \Sigma$ induces the map $m^{(d)} : (\Sigma \times_{\Sigma} \Sigma)^{(d)} \to \Sigma^{(d)}$. On the other hand, the natural projections $pr_j : \Sigma \times_{\Sigma} \Sigma \to \Sigma$ induces the maps $pr_j^{(d)} : (\Sigma \times_{\Sigma} \Sigma)^{(d)} \to \Sigma^{(d)}$ and so $r : (p^{(d)} \circ pr_1^{(d)})^{-1}(U) \to G' \times_{U} G'$ by universal property. It is easy to see that $r$ is bijective on closed
points. As \( G' \) and \( U \) are smooth, so \( G' \times_U G' \) is also smooth and hence normal. Therefore, \( r \) is an isomorphism. Then we define the multiplication map on \( G' \) to be

\[
G' \times_U G' \xrightarrow{r^{-1}} (p^{(d)} \circ pr_1^{(d)})^{-1}(U) \xrightarrow{m^{(d)}|_U} G'
\]

At closed points, the group multiplication \( G'(\mathbb{C}) \times_{U(\mathbb{C})} G'(\mathbb{C}) \to G'(\mathbb{C}) \) simply sends

\[
\left( \sum_{i=1}^d (\alpha_i, x_i), \sum_{i=1}^d (\beta_i, x_i) \right) \mapsto \sum_{i=1}^d (\alpha_i + \beta_i, x_i)
\]

over \( \sum_{i=1}^d x_i \in U(\mathbb{C}) \), where \( \alpha_i, \beta_i \in \mathbb{Z}/2\mathbb{Z} \).

The trivial double cover \( \Sigma \to \Sigma \) always has a section \( \Sigma \to \bar{\Sigma} \) mapping to \( q^{-1}(0) \) where \( q : \Sigma \to \mathbb{Z}/2\mathbb{Z} \) is the projection map. The identity map is defined as the restriction of \( \Sigma^{(d)} \to \Sigma^{(d)} \) to \( U \), i.e. \( e : U \to G' \).

The inverse map is simply the identity map \( i : G' \to G' \).

\( \square \)

The projection map \( q : \bar{\Sigma} \to \mathbb{Z}/2\mathbb{Z} \) induces \( G' \to \Sigma^{(d)} \xrightarrow{q^{(d)}} (\mathbb{Z}/2\mathbb{Z})^{(d)} \) and there is the summation map \( \mathbb{Z}/2\mathbb{Z}^{(d)} \to \mathbb{Z}/2\mathbb{Z} \), and we denote by \( s : G' \to \mathbb{Z}/2\mathbb{Z} \) the composition of the two maps. Then we define the preimage \( G := s^{-1}(0) \).

**Corollary 2.3** The scheme \( G \) is a group scheme over \( U \).

We can denote a closed point of \( G \) as \( \sum (\lambda_i, x_i) \) such that \( \sum \lambda_i = 0 \) in \( \mathbb{Z}/2\mathbb{Z} \) where \( \lambda_i \in \mathbb{Z}/2\mathbb{Z} \) and \( x_i \in \Sigma \). In other words, \( G \) is the group \( U \)-scheme of even cardinality subsets of reduced divisors in \( \Sigma \).

**Proposition 2.4** Let \( g'_d \) be a linear system and consider the half \( W^i \subset \bar{\Sigma}^{(d)} \) of the variety of divisors \( W \) lying over \( g'_d \). If we denote by \( U_0 := U \cap g'_d \) and \( G_0 := G|_{U_0} \), then there is a \( G_0 \)-action \( \mu \) on \( W^i|_{U_0} \) making it a pseudo \( G_0 \)-torsor on \( U_0 \) i.e. the induced morphism \( (\mu, pr_2) : G_0 \times_{U_0} W^i|_{U_0} \to W^i|_{U_0} \times_{U_0} W^i|_{U_0} \) is an isomorphism.

**Proof** To simplify notation we denote \( \widetilde{U} := \bar{\Sigma}^{(d)}|_{U} \). The construction of the group action by \( G_0 \) is similar to the multiplication map defined in Proposition 2.2. We first define a group action \( G' \times_U \widetilde{U} \to \widetilde{U} \). The involution action \( \sigma : \Sigma \times \Sigma \to \Sigma \) induces the map \( \sigma^{(d)} : (\Sigma \times \Sigma \Sigma)^{(d)} \to \Sigma^{(d)} \). The natural projection \( pr_1 : \Sigma \times \Sigma \Sigma \to \Sigma \) induces the map \( pr_1^{(d)} : (\Sigma \times \Sigma \Sigma)^{(d)} \to \Sigma^{(d)} \). Then we get by universal property \( t : (p^{(d)} \circ pr_1^{(d)})^{-1}(U) \to G' \times_U \widetilde{U} \). Again, we can easily check that the map \( t \) is bijective on closed points and \( G' \times_U \widetilde{U} \) is smooth and hence normal, the map \( t \) is an isomorphism. We define the group action as

\[
G' \times_U \widetilde{U} \xrightarrow{t^{-1}} (p^{(d)} \circ pr_1^{(d)})^{-1}(U) \xrightarrow{\sigma^{(d)}|_{U}} \widetilde{U}
\]

This defines another group action by restricting to \( G \subset G' \). Finally, by Remark 2.1, we see that the restriction of the group action by \( G \) to \( G_0 \) defines a group action

\[
\mu : G_0 \times_{U_0} W^i|_{U_0} \to W^i|_{U_0}
\]

At closed points, the group action \( \mu(\mathbb{C}) : G_0(\mathbb{C}) \times_{U_0(\mathbb{C})} (W^i|_{U_0})(\mathbb{C}) \to (W^i|_{U_0})(\mathbb{C}) \) simply sends

\[
\left( \sum_{j=1}^d (\lambda_j, x_j), \sum_{j=1}^d (w_j, x_j) \right) \mapsto \sum_{j=1}^d (\sigma^{j}(w_j), x_j)
\]
over \( \sum_{j=1}^{d} x_j \in U_0(\mathbb{C}) \), where \( \sum_{j=1}^{d} (w_j, x_j) \in (W^i|_{U_0})(\mathbb{C}) \) with \( \pi(w_j) = x_j \) and we denote by \( \sigma^0 = 1d, \sigma^1 = \sigma \).

Also, it is clear that \( \mu \) is simply transitive on closed points. Then it follows by the normality of \( W^i|_{U_0} \times_{U_0} W^i|_{U_0} \) that the induced morphism \( (\mu, pr_2) : G_0 \times_{U_0} W^i|_{U_0} \to W^i|_{U_0} \times_{U_0} W^i|_{U_0} \) is an isomorphism.

**Example 2.5** Consider the linear system \( |K_\Sigma| \) i.e. the linear system of canonical divisors. In this case, we have \( d = 2g - 2 \) and \( r = g - 1 \). Observe that \( \dim(W) = \dim(Pr^d) \) and the fiber of the morphisms \( W^i \to Pr^d \) at a point \([D] \in Pr^d\) is \([D]\). It can be shown (e.g. [21, Section 6], [20]) that:
1. \( \tilde{\alpha}|_{W^1} : W^1 \to Pr^1 \) is birational.
2. \( \tilde{\alpha}|_{W^0} : W^0 \to Pr^0 \) maps onto a divisor \( \Theta \subset Pr^0 \) and is generically a \( \mathbb{P}^1\)-bundle.

## 3 Modules over the sheaf of even Clifford algebras

### 3.1 Conic fibrations and sheaves of even Clifford algebras

For simplicity, we will only discuss conic fibrations i.e. flat quadric fibrations of relative dimension 1. A conic fibration \( \pi : Q \to S \) over a smooth variety \( S \) is defined by a rank 3 vector bundle \( F \) on \( S \), together with an embedding of a line bundle \( q : L \to S^2 F^\vee \) which is also thought of as a section in \( S^2 F^\vee \otimes L^\vee \). Then \( Q \) is embedded in \( \mathbb{P}(F) = \text{Proj}(\bigoplus_{k \geq 0} S^k F^\vee) \) as the zero locus of \( q \in H^0(S, S^2 F^\vee \otimes L^\vee) = H^0(\mathbb{P}(F), \mathcal{O}_{\mathbb{P}(F)/S}(2) \otimes (\pi')^* L^\vee) \) where we denote by \( \pi' : \mathbb{P}(F) \to S \) the projection morphism. The morphism \( \pi : Q \to S \) obtained by restricting \( \pi' \) to \( Q \) is flat as \( q : L \to S^2 F^\vee \) is assumed to be an embedding and \( S \) is smooth.

Given a conic fibration \( \pi : Q \to S \), we define the sheaf of even Clifford algebras by following the approach of [2].\(^1\) Note that \( q : L \to S^2 F^\vee \) induces an \( \mathcal{O}_S \)-bilinear map \( q : F \times F \to L^\vee \) (again denoted by \( q \)). Then we can consider the two ideals \( J_1 \) and \( J_2 \) of the tensor algebra \( T^\bullet(F \otimes F \otimes L) \) which are generated by

\[
\langle q(v, v), f \rangle, \quad u \otimes v \otimes f - \langle q(v, v), f \rangle u \otimes w \otimes g - \langle q(v, v), f \rangle u \otimes w \otimes g
\]

respectively, where the sections \( u, v, w \in F \) and \( f, g \in L \), and \( \langle \cdot, \cdot \rangle : L^\vee \otimes L \to \mathcal{O}_S \) is the natural map. Then the even Clifford algebra is defined as the quotient algebra

\[
\mathcal{B}_0 := T^\bullet(F \otimes F \otimes L)/(J_1 + J_2).
\]

The sheaf of algebra has naturally a filtration

\[
\mathcal{O}_S = F_0 \subset F_1 = \mathcal{B}_0
\]

obtained as the image of the truncation of the tensor algebra \( T^\leq (F \otimes F \otimes L) \) in \( \mathcal{B}_0 \). Moreover, the associated graded piece \( F_1/F_0 \cong \wedge^2 F \otimes L \). As an \( \mathcal{O}_S \)-module, we actually have \( \mathcal{B}_0 \cong \mathcal{O}_S \oplus (\wedge^2 F \otimes L) \) which can be seen by defining the splitting \( \wedge^2 F \otimes L \to F \otimes F \otimes L \to T^\bullet(F \otimes F \otimes L)/(J_1 + J_2) \) where \( \wedge^2 F \) is thought of as a subbundle of antisymmetric 2-tensors of \( F \otimes F \).

Now, given a conic fibration \( \pi : Q \to S \) and its associated sheaf of even Clifford algebras \( \mathcal{B}_0 \) as defined above, a \( \mathcal{B}_0 \)-module is a coherent sheaf on \( S \) with a left \( \mathcal{B}_0 \)-module structure. We denote by \( \text{Coh}(S, \mathcal{B}_0) \) the abelian category of \( \mathcal{B}_0 \)-modules on \( S \).

\(^1\) Note that we write a line bundle-valued quadratic form as \( q : L \to S^2 F^\vee \) where the authors in [2] write it as \( L^\vee \to S^2 F^\vee \).
3.2 Root stacks

The main objects in this paper are $B_0$-modules. In order to study the category of $B_0$-modules, it is easier to work with a root stack cover of $S$. The advantage is that the category of $B_0$-modules is equivalent to the category of modules over a sheaf of Azumaya algebras on the root stack. For more details about root stacks, we refer the readers to [10].

Let $\mathcal{L}$ be a line bundle on a scheme $X$ and $s \in H^0(X, \mathcal{L})$ and $r$ a positive integer. The pair $(\mathcal{L}, s)$ defines a morphism $X \to [\mathbb{A}^1/\mathbb{G}_m^r]$, and the $r$-th power maps on $\mathbb{A}^1$ and $\mathbb{G}_m^r$ induce a morphism $\theta_r : [\mathbb{A}^1/\mathbb{G}_m] \to [\mathbb{A}^1/\mathbb{G}_m]$. Following [10], we define the $r$-th root stack $X_{\mathcal{L}, s, r}$ as the fiber product

$$X \times [\mathbb{A}^1/\mathbb{G}_m]_{\theta_r} [\mathbb{A}^1/\mathbb{G}_m].$$

The $r$-th root stack $X_{\mathcal{L}, s, r}$ is a Deligne-Mumford stack. Locally on $X$, when $\mathcal{L}$ is trivial, $X_{\mathcal{L}, s, r}$ is just the quotient stack $[\text{Spec}(\mathcal{O}_X(t)/(t^r - s))/\mu_r]$ where $\mu_r$ is the group of $r$-th roots of unity acting on $t$ by scalar action. The root stack $X_{\mathcal{L}, s, r}$ has $X$ as its coarse moduli space. There is a tautological sheaf $T$ on $X_{\mathcal{L}, s, r}$ satisfying $T^\otimes r \cong \psi^*\mathcal{L}$ where $\psi : X_{\mathcal{L}, s, r} \to X$ is the projection. When the zero locus of $s$ is connected, every line bundle on $X_{\mathcal{L}, s, r}$ is isomorphic to $\psi^*\mathcal{L}$ and $\psi^*G \otimes T^\otimes k$ where $k \in \{0, \ldots, r - 1\}$ is unique and $G$ is unique up to isomorphism [10, Corollary 3.1.2]. For our purposes, we will mainly consider the case $\mathcal{L} = \mathcal{O}_X(D)$ for an effective Cartier divisor $D$ and $s = s_D$ the section vanishing at $D$. In this case, we will simply write $X_{\mathcal{O}_X(D), s_D, r} = X_{D, r}$ and the tautological sheaf $T$ as $\mathcal{O}(D^r)$. Similarly, it is pointed out in [10, Lemma 2.1.1] that there is an equivalence of categories between the category of morphisms $X \to [\mathbb{A}^n/\mathbb{G}_m^n]$ and the category whose objects are $n$-tuples $(\mathcal{L}_i, t_i)_{i=1}^n$, where $\mathcal{L}_i$ is a line bundle on $X$ and $t_i \in H^0(X, \mathcal{L}_i)$, and whose morphisms $(\mathcal{L}_i, t_i)_{i=1}^n \to (\mathcal{L}'_i, t'_i)_{i=1}^n$ are $n$-tuples $(\varphi_i)_{i=1}^n$ where $\varphi_i : \mathcal{L}_i \to \mathcal{L}'_i$ is a morphism such that $\varphi_i(t_i) = t'_i$. If we let $\mathcal{D} := (D_1, \ldots, D_n)$ be an $n$-tuple of effective Cartier divisors and $r = (r_1, \ldots, r_n)$, then the $n$-tuples $(\mathcal{O}_X(D_i), s_D)_{i=1}^n$ will determine a morphism $X \to [\mathbb{A}^n/\mathbb{G}_m^n]$. Also, the morphisms on $\mathbb{A}^n$ and $\mathbb{G}_m^n$ sending $(x_1, \ldots, x_n)$ induce a morphism $\theta_r : [\mathbb{A}^n/\mathbb{G}_m^n] \to [\mathbb{A}^n/\mathbb{G}_m^n]$. We define $X_{\mathcal{D}, r}$ as the fiber product

$$X \times [\mathbb{A}^n/\mathbb{G}_m^n]_{\theta_r} [\mathbb{A}^n/\mathbb{G}_m^n].$$

This can be interpreted as iterating the $r$-th root stack construction for $n = 1$. There are the tautological sheaves $\mathcal{O}(D_i/r_i)$ on $X_{\mathcal{D}, r}$ satisfying $\mathcal{O}(D_i/r_i)^\otimes r_i \cong \psi^*\mathcal{O}_X(D_i)$. Every line bundle $F$ on $X_{\mathcal{D}, r}$ can be written as

$$F \cong \psi^*G \otimes \prod_{i=1}^r \mathcal{O}(D_i/r_i)^\otimes k_i$$

where $0 \leq k_i \leq r_i - 1$ are unique, and $G$ is unique up to isomorphism and $\psi : X_{\mathcal{D}, r} \to X$ is the projection [10, Corollary 3.2.1].

**Lemma 3.1** Let $D = D_1 + \cdots + D_n$ where $D_i$ are pairwise disjoint effective Cartier divisors.

If $r = r_1 = \cdots = r_n$, we have

$$X_{\mathcal{D}, r} \sim X_{D, r}.$$

**Proof** An object of $X_{D, r}$ over a scheme $T$ consists of a quadruple $(f, N, t, \varphi)$ where $f : T \to X$ is a morphism, $N$ a line bundle, $t \in H^0(T, N)$ and $\varphi : N^\otimes r \sim \psi^*\mathcal{O}(D)$ is an isomorphism such that $\varphi(f^\otimes r) = f^*s$ and $s$ is the section of $\mathcal{O}_X(D)$ vanishing at $D$. 
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On the other hand, an object of $X_{D, r}$ consists of $(f, (N_i)_{i=1}^n, (t_i)_{i=1}^n, (\varphi_i)_{i=1}^n)$ where $f : T \to X$ a morphism, $N_i$ is a line bundle, $t_i \in H^0(T, N_i)$ and $\varphi_i : N_i^{\oplus r_i} \to f_i^* O(D_i)$ is an isomorphism such that $\varphi_i (f_i^* \gamma) = f_i^* s_i$ and $s_i$ is the section of $O_X(D_i)$ vanishing at $D_i$. We see that there is a natural morphism $\alpha : X_{D, r} \to X_{D, r}$ over $X$ sending

$$(f, (N_i)_{i=1}^n, (t_i)_{i=1}^n, (\varphi_i)_{i=1}^n) \mapsto (f, \bigotimes_{i=1}^n N_i, \bigotimes_{i=1}^n t_i, \bigotimes_{i=1}^n \varphi_i). \quad (11)$$

To see that this is an isomorphism, we restrict to each open neighborhood $U_i$ of $D_i$ away from $D_j$ ($j \neq i$) such that $O(D_j)|_{U_i} \sim O$ for $j \neq i$, $O(D_j)|_{U_i} \sim O(D_1 + \ldots + D_n)|_{U_i}$. Then it is clear that the functor $(11)$ over $U_i$ is essentially surjective i.e. the image of the quadruples $(f, (N_i)_{i=1}^n, (t_i)_{i=1}^n, (\varphi_i)_{i=1}^n)$ where $N_j \cong O$ and $t_j = 1$ for $j \neq i$ is dense.

\[\square\]

**Example 3.2** (Affine scheme) Let $X = \text{Spec}(R)$, $L = O_X$ and $s$ be a section of $O_X$. Then $X_{L,s,r} \cong \{ \text{Spec } R'[\mu_r] \}$, where $R' = R[t]/(t^r - s)$ and $\gamma \cdot t = \gamma^{-1} t$ and $\gamma \cdot a = a$ for $a \in R$ and $\gamma \in \mu_r$. A quasi-coherent sheaf on $\{ \text{Spec } R'[\mu_r] \}$ is a $R'$-module $M$ with a $\mu_r$-action on $M$ such that for $\gamma \in \mu_r$, $b \in R'$, $m \in M$, we have

$$\gamma \cdot (b \cdot m) = (\gamma \cdot b) \cdot (\gamma \cdot m).$$

As $\mu_r$ is diagonalizable, there is a $\mathbb{Z}/r\mathbb{Z}$- grading $M \cong M_0 \oplus \ldots \oplus M_{r-1}$ where $\gamma \cdot m_i = \gamma^i m_i$ for $m_i \in M_i$. Note that the components are indexed by the group of characters of $\mu_r$, which is $\mathbb{Z}/r\mathbb{Z}$. Similarly, $R' \cong R'_0 \oplus \ldots \oplus R'_{r-1}$ where $R'_0 = R$. In particular, we see that $\gamma : M \to M$ is an $R$-module homomorphism, and so each $M_i$ is an $R$-module.

**Example 3.3** (Cyclic cover) When there exists a line bundle $N$ such that $f : N^\oplus r \cong L$, we can take the cyclic cover for section $s$, defined as

$$\phi : \tilde{X} := \text{Spec } (A_X) \to X, \quad A_X := O_X \oplus N^\vee \oplus \ldots \oplus (N^\vee)^{r-1}$$

where the algebra structure of $A_X$ is given by the map $(N^\vee)^{\oplus r} \xrightarrow{f^\vee} (L)^\vee \xrightarrow{s^\vee} O$. By $[9$, Théorème 3.4], we know that

$$[\tilde{X}/\mu_r] \cong X_{L,s,r}.$$

Suppose $X$ is a smooth curve and $D = p_1 + \ldots + p_k$ is a reduced divisor and $r = 2$. The cyclic cover $\phi : \tilde{X} \to X$ is branched at $p_i$, we denote by $w_i$ the ramification points such that $\phi(w_i) = p_i$. Note that the points $w_i$ are also the fixed points under the involution of $\tilde{X}$. In this case, the line bundles on the root stack $X_{D, 2}$ can be described in terms of line bundles on $\tilde{X}$ as follows.

Since the root stack $X_{D, 2}$ is the quotient stack $[\tilde{X}/\mu_2]$, a line bundle on $[\tilde{X}/\mu_2]$ is the same as a $\mu_2$-equivariant line bundle on $\tilde{X}$. On $O_{\tilde{X}}(w_i)$, there is a group action on $\text{Tot}(O(w_i))$ which fixes the canonical section vanishing at $w_i$, we will denote by $L(w_i)$ the line bundle $O(w_i)$ together with this $\mu_2$-equivariant sheaf structure. In particular, the induced $\mu_2$-action on the fiber of $O(w_i)$ is $-Id$. The pull back of a line bundle $F$ on $X$ to $\tilde{X}$ is equipped with a natural $\mu_2$-equivariant sheaf structure, whose induced action on the fiber at $w_i$ is $Id$ and the $\mu_2$-equivariant bundle is again denoted by $\phi^* F$. Since $\phi^* N \cong O(\sum_i w_i)$, we can write

$$O(w_i) \cong O\left(2w_i + \sum_{i \neq j} w_j\right) \otimes \phi^* N^\vee \cong O\left(\sum_{i \neq j} w_j\right) \otimes \phi^* (N^\vee \otimes O(p_i)).$$
So we see that \( L \left( \sum_{i \neq j} w_{ij} \right) \otimes \phi^* (N^\vee \otimes O(p_i)) \) has the same underlying line bundle as \( L(w_j) \).

As discussed above, every line bundle on \( X_{D,2} \) is of the form \( \psi^* F \otimes O \left( \sum_{i \in I} \frac{p_i}{2} \right) \). In terms of the language of \( \mu_2 \)-equivariant line bundles, we see that \( O \left( \frac{p_i}{2} \right) \) on \( X_{D,2} \) corresponds to \( L(w_i) \) on \( \bar{X} \). Moreover, the pushforward \( \psi_* \bar{E} \) of a vector bundle \( \bar{E} \) on \( X_{D,2} \) is the \( \mu_2 \)-invariant subbundle of the \( \mu_2 \)-equivariant bundle \( \phi_* \bar{E} \), denoted by \( (\phi_* \bar{E})^\mu_2 \), where \( \bar{E} \) is the \( \mu_2 \)-equivariant vector bundle corresponding to \( \bar{E} \).

**Proposition 3.4** [9, Proposition 3.12] Suppose that \( div(s) \) is an effective Cartier divisor. Let \( F \) be a locally free sheaf on \( X_{L,S,r} \). For each point \( x \in X \), there exists a Zariski open neighborhood \( U \) of \( x \) such that \( F|_{\psi^{-1}(U)} \) is a direct sum of invertible sheaves.

### 3.3 Root stack associated to a conic fibration

Let \( \pi : Q \to S \) be a conic fibration as defined in Sect. 3.1. We denote by \( S_1 \subset S \) the discriminant locus of degenerate conics. A conic fibration \( \pi : Q \to S \) is said to have simple degeneration if all the fibers are quadrics of corank \( \leq 1 \) and the discriminant locus is smooth. In other words, the degenerate fibers cannot be double lines. For the rest of the paper, we will assume all the conic fibrations to have simple degeneration.

We define the 2-nd root stack of \( S \) along \( S_1 \) as \( \hat{S} := S_{S_1,2} \) and \( \psi : \hat{S} \to S \) the projection. Then it is shown in [14, Section 3.6] that there is a sheaf of algebra \( \hat{B}_0 \) on \( \hat{S} \) such that \( \psi_* \hat{B}_0 = B_0 \), so there is an equivalence of categories

\[
\psi_* : \text{Coh}(\hat{S}, \hat{B}_0) \sim \text{Coh}(S, B_0)
\]

where \( \text{Coh}(\hat{S}, \hat{B}_0) \) is the abelian category of coherent sheaves on \( \hat{S} \) with a left \( \hat{B}_0 \)-module structure. Moreover, the sheaf of algebra \( \hat{B}_0 \) is a sheaf of Azumaya algebra.

Suppose \( C \subset S \) is a smooth curve such that the intersection \( S_1 \cap C \) is transverse, we restrict the conic fibration \( Q \to S \) to the smooth curve \( C \subset S \) to get a conic fibration \( \pi|_C : Q|_C \to C \) with simple degeneration. We get the root stack \( \hat{C} := C_{S_1 \cap C, 2} \rightleftarrows \hat{S}_{C} \) and denote by \( \hat{B}_0 \) the restriction \( \hat{B}_0|_{\hat{C}} \) by abuse of notation. The sheaf of algebra \( \hat{B}_0 \) on \( \hat{C} \) is a trivial Azumaya algebra since \( \hat{C} \) is smooth and \( \dim(\hat{C}) = 1 \) [14, Corollary 3.16]. That means there exists a rank 2 vector bundle \( E_0 \) on \( \hat{C} \) (root stack construction is preserved under pull back) such that \( \hat{B}_0 \rightleftarrows \text{End}(E_0) \) and it induces the equivalence of categories:

\[
\text{Coh}(\hat{C}) \rightleftarrows \text{Coh}(\hat{C}, \hat{B}_0) \rightleftarrows \text{Coh}(C, B_0)
\]

\[
\mathcal{F} \mapsto \mathcal{F} \otimes E_0 \mapsto \psi_*(\mathcal{F} \otimes E_0)
\]

Let us define the rank of a \( B_0 \)-module to be the rank of the underlying \( O_C \)-module. In particular, by the equivalence of categories, we have the following:

**Corollary 3.5** The rank of a \( B_0 \)-module \( \psi_*(\mathcal{F} \otimes E_0) \) on \( C \) must be a multiple of 2.

Let \( p \in S_1 \cap C \). According to Proposition 3.4, there exists a Zariski open neighbourhood \( U \) of \( p \) such that \( E_0|_{\psi^{-1}(U)} \rightleftarrows L_1 \oplus L_2 \) for some line bundles \( L_i \) on \( \psi^{-1}(U) \). As explained in Example 3.2 and by shrinking \( U \) if necessary, we can assume that \( U = \text{Spec}(R) \) is an affine neighbourhood of \( p \) and consider the double cover \( \hat{U} = \text{Spec}(R') \) where \( R' := R[1]/(t^2 - s) \) and \( w = div(s) \) maps to \( p \). Then the root stack restricted over \( U \) is simply \( \hat{U} = \left[ (\text{Spec}(R[t])/(t^2 - s))/\mu_2 \right] \). Then, as explained in Example 3.3, each \( L_i \) is an \( \mu_2 \)-equivariant bundle on \( \hat{U} \), and in particular, each \( L_i \) defines a character \( \chi_{i,w} : \mu_2 \to \mathbb{C}^* \) of \( \mu_2 \) at the fiber \( L_i|_w \).
Proposition 3.6 We have \( \chi_{1,w}(-1) \cdot \chi_{2,w}(-1) = -1 \). In particular, the \( \mu_2 \)-invariant part of the fiber \( E_0|_w \) is one-dimensional.

Proof We will follow the notations in the preceding paragraph. We can further reduce to the localization of \( R \) at \( p \), we will again write the local ring as \( R \).

As explained in Example 3.2, the rank 2 vector bundle \( E_0 \) on \( \hat{U} \) is an \( R' \)-module \( M \) with a \( \mu_2 \)-action such that \( M \cong M_0 \oplus M_1 \) where \( M_i \) are \( R \)-modules. By Proposition 3.4, we can write \( M \cong R'[l_1] \oplus R'[l_2] \) as \( \mathbb{Z}/2\mathbb{Z} \)-graded \( R' \)-modules where \( l_i \in \{0, 1\} \), or equivalently, choose \( e_1 \in M_{l_1} \) and \( e_2 \in M_{l_2} \) such that \( M \cong R'e_1 \oplus R'e_2 \). Since \( \chi_{i,w}(-1) = (-1)^{l_i} \) for \( i = 1, 2 \), it suffices to check \( l_1 + l_2 = 1 \in \mathbb{Z}/2\mathbb{Z} \).

Suppose the contrary that \( l_1 = l_2 = 0 \) (or \( l_1 = l_2 = 1 \)). Recall that \( E_0 \) satisfies \( \psi_*\text{End}(E_0) \cong \mathcal{B}_0 \) as sheaf of algebras. Since the conic of \( Q \) over \( p \) is degenerate, its even Clifford algebra \( \mathcal{B}_0|_p \) is not isomorphic to the endomorphism algebra of rank 2.

On the other hand, there is a natural morphism
\[
\alpha : \psi_*\text{End}(E_0) \to \text{End}(\psi_*E_0).
\]
Since \( E_0 \) corresponds to a \( \mathbb{Z}/2\mathbb{Z} \)-graded \( R' \)-module, \( \text{End}(E_0) \) also corresponds to a \( \mathbb{Z}/2\mathbb{Z} \)-graded \( R' \)-module and so \( \psi_*\text{End}(E_0) \) corresponds to the \( \mu_2 \)-invariant part i.e. \( \text{End}(E_0) \)
which is an \( R \)-module. In terms of the \( R' \)-basis \( \{e_1, e_2\} \), \( \text{End}(E_0) \) consists of the homogeneous \( R \)-module homomorphisms \( \delta \) of degree 0:
\[
e_1 \mapsto u_0e_1 + u'_0e_2
\]
\[
e_2 \mapsto v_0e_1 + v'_0e_2
\]
where \( u_0, u'_0, v_0, v'_0 \in R'_0 = R \). Similarly, the module \( \psi_*E_0 \) is the \( \mu_2 \)-invariant part of \( R'e_1 \oplus R'e_2 \) which is freely generated by \( \{f_1 = e_1, f_1 = e_2\} \) (or \( \{f_1 = te_1, f_2 = te_2\} \) when \( l_1 = l_2 = 1 \)) as \( R \)-modules. For \( l_1 = l_2 = 0 \), \( \delta \in \psi_*\text{End}(E_0) \) is mapped to an image in \( \text{End}(\psi_*E_0) \) of the form
\[
f_1 = e_1 \mapsto u_0e_1 + u'_0e_2 = u_0f_1 + u'_0f_2
\]
\[
f_2 = e_2 \mapsto v_0e_1 + v'_0e_2 = v_0f_1 + v'_0f_2
\]
Since \( u_0, v_0, u'_0, v'_0 \) are arbitrary elements in \( R \), the image of \( \alpha \) will be the endomorphism algebra over \( R \) i.e. \( \alpha \) is an isomorphism of \( R \)-algebras, which is a contradiction. For \( l_1 = l_2 = 1 \), the image of \( \alpha \) is also surjective for the same reason.

The second assertion is clear because \( \chi_{1,w}(-1) \cdot \chi_{2,w}(-1) = -1 \) means that one and only one of \( L_1|_w \) and \( L_2|_w \) is \( \mu_2 \)-invariant. \( \square \)

3.4 Moduli space of \( \mathcal{B}_0 \)-modules

In order to guarantee the existence of a moduli space of \( \mathcal{B}_0 \)-modules, we will use Simpson’s theory of moduli spaces of \( \Lambda \)-modules [22]. Let us recall the definition of a sheaf of rings of differential operators from Simpson’s paper [22] and follow its notations closely. Suppose \( S \) is a noetherian scheme over \( \mathbb{C} \), and let \( f : X \to S \) be a scheme of finite type over \( S \). A sheaf of rings of differential operators on \( X \) over \( S \) is a sheaf of (not necessarily commutative) \( \mathcal{O}_X \)-algebras \( \Lambda \) over \( X \), with a filtration \( \Lambda_0 \subset \Lambda_1 \subset \cdots \) which satisfies the following properties:

1. \( \Lambda = \bigcup_{i=0}^{\infty} \Lambda_i \) and \( \Lambda_i \cdot \Lambda_j \subset \Lambda_{i+j} \).
2. The image of the morphism \( \mathcal{O}_X \to \Lambda \) is equal to \( \Lambda_0 \).
3. The image of $f^{-1}(\mathcal{O}_S)$ in $\mathcal{O}_X$ is contained in the center of $\Lambda$.
4. The left and right $\mathcal{O}_X$-module structures on $Gr_i(\Lambda) := \Lambda_i/\Lambda_{i-1}$ are equal.
5. The sheaves of $\mathcal{O}_X$-modules $Gr_i(\Lambda)$ are coherent.
6. The sheaf of graded $\mathcal{O}_X$-algebras $Gr(\Lambda) := \bigoplus_{i=0}^\infty Gr_i(\Lambda)$ is generated by $Gr_1(\Lambda)$ in the sense that the morphism of sheaves

$$Gr_1(\Lambda) \otimes_{\mathcal{O}_X} \cdots \otimes_{\mathcal{O}_X} Gr_1(\Lambda) \to Gr_i(\Lambda)$$

is surjective.

The definition of stability condition for a $\Lambda$-module $E$ is similar as the case of coherent sheaves. We define $d(E), p(E, n), r(E)$ to be the dimension, Hilbert polynomial and rank of the underlying coherent sheaf of $E$ respectively. As defined in [22], a $\Lambda$-module $E$ is $p$-semistable (resp. $p$-stable) if it is of pure dimension, and if for any sub-$\Lambda$-module $F \subset E$ with $0 < r(F) < r(E)$, there exists an $N$ such that

$$\frac{p(F, n)}{r(F)} \leq \frac{p(E, n)}{r(E)}$$  \hspace{1cm} (13)

(resp. $<$) for $n \geq N$.

We will now specialize to the case where $S = \text{Spec}(\mathbb{C})$ and $X = \mathbb{P}^2$. We fix a conic fibration $\pi : Q \to \mathbb{P}^2$ for the rest of the section and let $B_0$ be the associated sheaf of even Clifford algebras.

**Proposition 3.7** The sheaf of $\mathcal{O}_{\mathbb{P}^2}$-algebra $B_0$ is a sheaf of rings of differential operators.

**Proof** Recall that as an $\mathcal{O}_{\mathbb{P}^2}$-module, $B_0 \cong \mathcal{O}_{\mathbb{P}^2} \oplus (\wedge^2 F \otimes \mathcal{L})$ with the filtration $\Lambda_0 = \mathcal{O}_{\mathbb{P}^2}, \Lambda_i = B_0$ for $i \geq 1$. Properties (1), (2), and (5) are clearly satisfied. The center of $B_0$ is $\Lambda_0$, so (3) is also satisfied. The left and right $\mathcal{O}_{\mathbb{P}^2}$-module on $B_0$ coincide by definition, so the induced left and right $\mathcal{O}_{\mathbb{P}^2}$-module structure also coincide on $Gr_i(\Lambda)$. Finally, since $Gr_i(\Lambda) = 0$ for $i > 1$, property (6) is satisfied trivially. \hfill $\square$

Since $B_0$ is a sheaf of rings of differential operators, [22, Theorem 4.7] guarantees the existence of a moduli space of semistable $B_0$-modules with a fixed Hilbert polynomial whose closed points correspond to Jordan equivalence classes of $B_0$-modules. Note that specifying a Hilbert polynomial is equivalent to specifying the Chern character for the case of $\mathbb{P}^2$. In this paper, we will be primarily interested in the moduli space of semistable $B_0$-module on $\mathbb{P}^2$ with Chern character $(0, 2d, e)$, denoted by $\mathcal{M}_{d,e}$. The Chern character of a $B_0$-module is defined as the Chern character of the underlying coherent sheaf.

Recall that in the case of a moduli space of one-dimensional coherent sheaves, one can define a support morphism by following Le Potier’s construction [18, Section 2.2]: a pure dimension one coherent sheaf $G$ on a smooth projective polarized surface $(Y, \mathcal{O}_Y(1))$ is Cohen-Macaulay, so $G$ admits a resolution by vector bundles of rank $r$:

$$0 \to A \xrightarrow{u} B \to G \to 0$$

Then we can define the so-called Fitting support $\text{Fit}(G)$ to be the vanishing subscheme of the induced morphism $\wedge^r u$. It can be checked that $\text{Fit}(G)$ is independent of the resolution and $\text{Fit}(G)$ represents its first Chern class $c_1(G)$. As the Fitting support construction works in families, it defines a support morphism from the moduli space of pure dimension one sheaves to the Hilbert scheme of curves of degree $c_1(G) \cdot \mathcal{O}_Y(1)$. When $Y = \mathbb{P}^2$, the latter space is simply the linear system $|\mathcal{O}_{\mathbb{P}^2}(\text{deg}(G))|$. 
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\caption{Diagram of the Fitting support construction.}
\end{figure}
Similarly, for a pure dimension one \(B_0\)-module \(M\) of Chern character \((0, 2d, e)\), we can define the Fitting support of its underlying coherent sheaf \(\text{Fit}(M) := \text{Fit}((\text{Forg}(M)))\). This construction again works in families and induces a support morphism on the moduli space of \(B_0\)-modules

\[
\Upsilon : \mathcal{M}_{d,e} \rightarrow |\mathcal{O}(2d)|.
\]

The following is observed in [17].

**Proposition 3.8** [17] *The support morphism \(\Upsilon : \mathcal{M}_{d,e} \rightarrow |\mathcal{O}(2d)|\) factors through \(|\mathcal{O}(d)| \subset |\mathcal{O}(2d)|\).*

**Proof** By Corollary 3.5, if a \(B_0\)-module \(M\) is (set-theoretically) supported on a smooth curve \(C\) of degree \(2d\), its rank must be a multiple of 2. It follows that the Fitting support \(\text{Fit}(M)\) must be a nonreduced curve. So we see that the fiber over a smooth curve \(C \in |\mathcal{O}(2d)|\) is empty.

If a \(B_0\)-module \(M\) is supported on an integral but singular curve \(C\) of degree \(2d\), we can pull back \(M\) to its normalization and apply Corollary 3.5, the rank of the pull back of \(M\) is even, in which case \(\text{Fit}(M)\) is empty.

Finally, for a \(B_0\)-module \(M\) supported on a reduced but reducible curve, the same argument as in the previous paragraph shows that the fiber over such a curve is empty.

Hence, the image of \(\Upsilon\) must be contained in the nonreduced locus \(|\mathcal{O}(d)| \subset |\mathcal{O}(2d)|\). \(\square\)

**Remark 3.9** From now on, we will write \(\Upsilon : \mathcal{M}_{d,e} \rightarrow |\mathcal{O}(d)|\).

**Theorem 3.10** [17] *Let \(U_d \subset |\mathcal{O}_{P^2}(d)|\) be the open subset of smooth degree \(d\) curves which intersect \(\Delta\) transversally and \(C \in U_d\). Then

\[
\Upsilon^{-1}(C) \cong \bigsqcup_I \text{Pic}^{-|I|/2} C.
\]

where \(I\) runs over the even cardinality subsets of \(\{1, \ldots, dk\}\) and \(k := \deg(\Delta)\).*

**Proof** We will recall the description of the fiber \(\Upsilon^{-1}(C)\) in [17, Theorem 2.12] and provide more details as it will be important for our purposes in later sections. A \(B_0\)-module \(M \in \Upsilon^{-1}(C)\) is a rank 2 vector bundle supported on \(C\), so we can restrict our attention to \(B_0\)-modules on \(C\). Note that a \(B_0\)-module \(M\) that is a rank 2 vector bundle on \(C\) is automatically \(p\)-stable, since the rank of any \(B_0\)-module on \(C\) must be a multiple of 2.

As explained in previous section, there is a rank 2 vector bundle \(E_0\) on the 2nd-root stack \(\widehat{C} := C_{C \cap \Delta, 2}\) and an equivalence of categories \(\psi : \text{Coh}(\widehat{C}, \text{End}(E_0)) \sim \text{Coh}(C, B_0)\) where \(\psi : \widehat{C} \rightarrow C\) is the projection morphism. That means we are looking for line bundles \(\widehat{L}\) on \(\widehat{C}\) such that \(\text{ch}(i_*\psi_*(E_0 \otimes \widehat{L})) = (0, 2d, e)\) where \(i : C \rightarrow P^2\) is the inclusion map. It is clear that \(\text{ch}_0(i_*\psi_*(E_0 \otimes \widehat{L})) = 0\) and \(\text{ch}_1(i_*\psi_*(E_0 \otimes \widehat{L})) = 2d\). To compute \(\text{ch}_2\), we use the fact that is easily computed by the Grothendieck-Riemann-Roch theorem:

\[
\text{ch}_2(i_*G) = \deg(G) - \frac{d^2}{2} \text{rk}(G) \tag{14}
\]

for a vector bundle \(G\) on \(C\). So it is equivalent to finding all \(\widehat{L}\) on \(\widehat{C}\) such that \(e = \deg(\psi_*(E_0 \otimes \widehat{L})) - d^2\) or \(\deg(\psi_*(E_0 \otimes \widehat{L})) = e + d^2\).

**Case 1:** When \(k = \deg(\Delta)\) is even, in which case \(O_{P^2}(k)|_C\) admits a square root \(O_{P^2}(k/2)|_C\), we can take the the cyclic cover \(\phi : \widehat{C} \rightarrow C\) of order 2 branched at \(C \cap \Delta\) with an involution...
action. As explained in Example 3.3 the root stack \( \tilde{C} \) is isomorphic to the quotient stack \( [\tilde{C}/\mu_2] \). Moreover, the morphism \( \phi : \tilde{C} \to C \) factors as \( \tilde{C} \to \tilde{C} \to C \).

Let \( w_i \in \tilde{C}, p_i = \phi(w_i) \in C \cap \Delta \) be the ramification and branch points respectively. Recall that a line bundle \( \tilde{L} \) on \( \tilde{C} \) can be written as \( \psi^*J \otimes \mathcal{O}(\sum \lambda_i p_i^2) \) such that \( J \) is a line bundle on \( C \), where \( \lambda_i \in \{0, 1\} \). As a \( \mu_2 \)-equivariant line bundle \( \tilde{L} = \phi^*(J) \otimes L(\sum \lambda_i w_i) \) on \( \tilde{C} \) (following the notation in Example 3.3),

\[
c_1(\phi^* \left( E_0 \otimes \phi^*(J) \otimes L(\sum \lambda_i w_i) \right)^{\mu_2}) = c_1 \left( J \otimes \phi^* \left( E_0 \otimes L(\sum \lambda_i w_i) \right)^{\mu_2} \right) = 2c_1(J) + c_1 \left( \phi^* \left( E_0 \otimes L(\sum \lambda_i w_i) \right)^{\mu_2} \right)
\]

(15)

Note that we have the short exact sequence

\[
0 \to \phi^* (E_0)^{\mu_2} \to \phi^* \left( E_0 \otimes L(\sum \lambda_i w_i) \right)^{\mu_2} \to \bigoplus_{i \in I} \phi^* \left( E_0 \otimes L(\sum \lambda_i w_i) \right) \otimes \mathcal{O}_{w_i}^{\mu_2} \to 0
\]

where \( I \) is the subset of \( \{1, 2, \ldots, dk\} \) such that \( \lambda_i = 1 \) for \( i \in I \). Since the dimension of the fiber \( \phi^* (E_0 \otimes \mathcal{O}_{w_i})^{\mu_2} |_{p_i} \equiv (E_0 |_{w_i})^{\mu_2} \) at \( p_i \) is 1 by Proposition 3.6, we have

\[
c_1 \left( \phi^* \left( E_0 \otimes \mathcal{O}_{w_i} \right)^{\mu_2} \right) = 1
\]

which implies that

\[
c_1 \left( \phi^* \left( E_0 \otimes \mathcal{O}_{w_i} \otimes L(\sum \lambda_i w_i) \right)^{\mu_2} \right) = 1.
\]

Then the last expression of (15) becomes

\[
2c_1(J) + c_1 \left( \phi^* (E_0)^{\mu_2} \right) + |I|.
\]

where \(|I|\) is its cardinality. Since \( E_0 \) on \( \tilde{C} \) is determined up to tensorization by a line bundle, this expression means that we can assume \( \deg(\phi^* (E_0)^{\mu_2}) = e + d^2 \).

We also see that the condition \( \deg(\psi^* (E_0 \otimes \tilde{L})) = e + d^2 \) becomes

\[
e + d^2 = 2 \deg(J) + \deg(\psi^* (E_0)) + |I| \implies 0 = 2 \deg(F) + |I|
\]

which is the same as saying that the degree of \( \tilde{L} \) as a line bundle on \( \tilde{C} \) is 0. The condition \( 2 \deg(F) + |I| = 0 \) only makes sense if \(|I| = 0 \) is even. We also see that for each fixed \( I \), the set of line bundles satisfying the condition above is \( \text{Pic}^{-|I|/2}(C) \). Thus, \( \gamma^{-1}(C) \cong \bigsqcup_I \text{Pic}^{-|I|/2}(C) \) where \( I \) runs over the set of even cardinality subsets of \( dk \).

**Case 2:** When \( k = \deg(\Delta) \) is odd, we will use the trick by choosing an auxiliary line \( H \subset \mathbb{P}^2 \) which intersects \( C \) transversally and \( D_o := H \cap C \) is disjoint from \( D := C \cap \Delta \). Then the line bundle \( \mathcal{O}_C(D + D_o) \equiv \mathcal{O}_{\mathbb{P}^2}((k+1)/2)|_C \) has a natural square root \( \mathcal{O}_{\mathbb{P}^2}((k+1)/2)|_C \), so we can again consider the cyclic cover \( \tilde{C} \) branched at \( C \cap (\Delta + H) \). The root stack \( \tilde{C} := C_{D+D_o,2} \) is now isomorphic to the quotient stack \( [\tilde{C}/\mu_2] \). We again denote by \( \tilde{C} \) the root stack \( C_{\Delta \cap \Delta,2} \). By Lemma 3.1, the stack \( \tilde{C} \) is isomorphic to \( C_{D,D_o,2}(2,2) \) which is constructed as a fiber product, hence \( C_{D,D_o,2}(2,2) \) projects to \( \tilde{C} \). We denote the composition by \( f : \tilde{C} \to C_{D,D_o,2}(2,2) \to \tilde{C} \).

\[
\begin{array}{ccc}
\tilde{C} & \xrightarrow{\psi} & C \\
\downarrow{\phi} & & \downarrow{\phi} \\
\tilde{C} & \xrightarrow{f} & \tilde{C} \to C
\end{array}
\]

Let \( \tilde{L} \) be a line bundle on \( \tilde{C} \), we want to find all such line bundles such that \( \text{ch}(\psi^* (E_0 \otimes \tilde{L})) = (0, 2d, e) \). Recall that this is equivalent to finding \( \deg(\psi^* (E_0 \otimes \tilde{L})) = e + d^2 \). By [10, Theorem
3.1.1 (3)) (the proof there works for any vector bundle), we know that \( \hat{M} \cong f_* f^* \hat{M} \) for any vector bundles on \( \tilde{C} \), so

\[
\psi_* (E_0 \otimes \tilde{L}) = \psi_* f_* \left( f^* \left( E_0 \otimes \tilde{L} \right) \right) = \phi_* \left( f^* \left( E_0 \otimes \tilde{L} \right) \right)^{\mu_2}
\]

As \( \tilde{C} \cong [\tilde{C} / \mu_2] \), \( f^* \left( E_0 \otimes \tilde{L} \right) \) on \( \tilde{C} \) is a \( \mu_2 \)-equivariant vector bundle on \( \tilde{C} \) whose induced \( \mu_2 \)-characters at the fixed points \( w_i \in D_a \) is trivial. In other words, the problem now is to find all line bundles on \( \tilde{C} \) of the form \( \phi^* (F) \otimes O \left( \sum \lambda_i w_i \right) \) where \( w_i \in \phi^{-1} (D) \) such that

\[
\deg \left( \phi_* \left( E_0 \otimes \phi^* (F) \otimes O \left( \sum \lambda_i w_i \right) \right) \right)^{\mu_2} = e + d^2.
\]

The same argument as in Case 1 applies and implies that \( 2 \deg (F) + |I| = 0 \) where \( I \) is the subset of \( \{1, \ldots, dk\} \) such that \( \lambda_i = 1 \) and \( |I| \) is its cardinality. Hence, \( \Upsilon^{-1} (C) \) is again isomorphic to \( \bigsqcup_f \text{Pic}^{-{1/2}} (C) \). Note that although we use the auxiliary line \( H \) and the divisor \( D_a \) in the argument, the result is independent of them.

\[ \square \]

**Remark 3.11** Note that the isomorphism \( \Upsilon^{-1} (C) \cong \bigsqcup_f \text{Pic}^{-{1/2}} (C) \) here is not canonical, as \( E_0 \) is only determined up to tensorization by line bundles.

Suppose \( d = 1, 2 \). For \( d < \deg (\Delta) \), if we call the line bundle \( L_d := \text{O}_{p^2} (d) |_{\Delta} \) on \( \Delta \), it is easy to see that \( |O_{p^2} (d) | \cong |L_d| \). Recall the group scheme \( G|_{U_d} \) over \( U_d \) defined in Sect. 2.

**Corollary 3.12** With the same notation as above, for \( d = 1, 2 \), \( \Upsilon^{-1} (C) \) is a \( G|_{C} \)-torsor.

**Proof** For \( d = 1, 2 \), the Picard group \( \text{Pic}^a (C) \) is trivial for any \( a \). Let \( \sum p_i = C \cap \Delta \) be the divisor corresponding to \( C \) under \( |O_{p^2} (d) | \cong |L_d| \). We can denote a closed point of \( G|_{C} \) by \( \sum (\lambda_i, p_i) \) where \( \lambda_i \in \mathbb{Z} / 2\mathbb{Z} \) and \( \sum \lambda_i = 0 \). Since any \( M \in \Upsilon^{-1} (C) \) can be written as \( \psi_* \hat{M} \), the group \( G|_{C} \) acts on \( \Upsilon^{-1} (C) \) by

\[
\left( \sum (\lambda_i, p_i) \right) \cdot M = \psi_* \left( \hat{M} \otimes O \left( \sum \lambda_i p_i \frac{1}{2} \right) \otimes h_{C}^{-\frac{1}{2}} \sum \lambda_i \right)
\]

where \( h_{C} = \psi^* O_C (1) \). To see that \( G|_{C} \) acts simply transitively, fix \( E_0 \) such that for \( M \in \Upsilon^{-1} (C) \), \( M \cong \psi_* (E_0 \otimes \tilde{L}) \), then the action becomes

\[
\left( \sum (\lambda_i, p_i) \right) \cdot M = \psi_* \left( E_0 \otimes \tilde{L} \otimes O \left( \sum \lambda_i p_i \frac{1}{2} \right) \otimes h_{C}^{-\frac{1}{2}} \sum \lambda_i \right)
\]

which is clearly simply transitive by the description of \( \Upsilon^{-1} (C) \) in the proof of Theorem 3.10. \( \square \)

### 4 Moduli spaces of \( \mathcal{B}_0 \)-modules and special subvarieties of Prym varieties

In this section, we will construct the rational map from the moduli space \( \mathcal{M}_{d,e} \) to the Prym variety Prym(\( \tilde{\Delta}, \Delta \)). The key observation is that our \( \mathcal{B}_0 \)-modules are supported on plane curves \( C \) which intersect the discriminant curve \( \Delta \) in finitely many points. The \( \mathcal{B}_0 \)-modules restrict to a representation of the even Clifford algebra over each of these points. These representations then define a lift of the intersection \( C \cap \Delta \subset \Delta \) to \( \tilde{\Delta} \), which will be a point in the variety of divisors lying over the linear system \( |O_{p^2} (C) |_{\Delta} \), and maps to Prym(\( \tilde{\Delta}, \Delta \)). So we begin by studying the representation theory for our purpose.

\[ \odot \] Springer
4.1 Representation theory of degenerate even Clifford algebras

In this subsection, we will restrict our attention to the fiber of the sheaf of the even Clifford algebras $B_0$ over a fixed $p \in C \cap \Delta$, which is a $C$-algebra, denoted by $A$. Note that all the fibers over the points in $C \cap \Delta$ are isomorphic as $C$-algebra since the fiber $B_0|_p$ over a point $p \in C \cap \Delta$ is defined by a degenerate quadratic form of corank 1 and all quadratic forms of corank 1 are isomorphic over $C$. Let $V$ be a vector space of dimension 3, and $q \in S^2V^*$ a quadratic form of rank 2. The even Clifford algebra is defined as a vector space $C \oplus \wedge^2 V$ together with an algebra structure defined as follows. First, we can always find a basis $\{e_1, e_2, e_3\}$ of $V$ such that $q$ is represented as the matrix $\text{diag}(1, 1, 0)$ and we denote by $\{1, x := ie_1 \wedge e_2, y := ie_2 \wedge e_3, z := e_1 \wedge e_3\}$ the basis of $C \oplus \wedge^2 V$. The relations are given by

\[ x^2 = 1, \ y^2 = z^2 = 0, \ xy = -z, \ xz = -y, \ yx = -yx, \ xz = -zx, \ yz = zy = 0. \quad (16) \]

Since $A$ is a finite-dimensional associative algebra, we can understand it via quivers and path algebras. We refer the reader to [1] for the basics of quivers and path algebras.

**Proposition 4.1** The algebra $A$ is isomorphic to the path algebra associated to the following quiver $Q$

\[ \frac{+}{\alpha} \xrightarrow{\beta} - \]

with relations $\alpha \beta = \beta \alpha = 0$.

**Proof** We begin by finding the idempotents i.e. elements $b$ in $A$ such that $b^2 = b$. This is achieved by setting up the equations

\[(a_0 + a_1 x + a_2 y + a_3 z)^2 = (a_0 + a_1 x + a_2 y + a_3 z)\]

and solving the equations in $a_0, a_1, a_2, a_3$. It is easy to check that the idempotents are:

\[ 0, 1, \frac{1}{2}(1 \pm x) + a_2 y + a_3 z \]

for $a_2, a_3 \in C$ and that

\[ e_+ := \frac{1}{2}(1 + x), \quad e_- := \frac{1}{2}(1 - x) \]

is a complete set of primitive orthogonal idempotents of $A$. From the description of idempotents, it is clear that the only central idempotents are 0, 1, so $A$ is connected.

We also need to compute the radical of $A$. Observe that the ideal $I = (y, z)$ is clearly nilpotent, i.e. $I^2 = 0$ and $A/I \cong C[x]/(x^2 - 1) \cong C \oplus C$. By [1, Corollary 1.4(c)], this implies that $\text{rad}(A) = I = (y, z)$. It also follows that $A$ is a basic algebra by [1, Proposition 6.2(a)].

The arrows between $+ \to -$ of the associated quiver is described by

\[ e_-(\text{rad}(A)/\text{rad}(A)^2)e_+ = \frac{1}{2}(1 - x)(y, z)\frac{1}{2}(1 + x) = \mathbb{C}(y + z). \]

Similarly, the arrows between $- \to +$ is described by

\[ e_+(\text{rad}(A)/\text{rad}(A)^2)e_- = \mathbb{C}(y - z) \]
and the arrows between $- \rightarrow -$ and $+ \rightarrow +$

$$e_- (\text{rad}(A)/(\text{rad}(A)^2))e_- = e_+ (\text{rad}(A)/(\text{rad}(A)^2))e_+ = 0.$$ \hspace{1cm} (18)

Hence, the associated quiver $Q$ [1, Definition 3.1] of $A$ is given by

$$+ \xrightarrow{\alpha} - \xleftarrow{\beta} -$$

and we obtain a surjective map $\mathbb{C}Q \rightarrow A$ from the path algebra $\mathbb{C}Q$ associated to the quiver $Q$ to $A$ by sending the generators

$$e_+ \mapsto \frac{1}{2}(1 + x), \hspace{0.5cm} e_- \mapsto \frac{1}{2}(1 - x), \hspace{0.5cm} \alpha \mapsto \frac{1}{2}(y + z), \hspace{0.5cm} \beta \mapsto \frac{1}{2}(y - z).$$ \hspace{1cm} (19)

It is easy to see that $\alpha \beta = \beta \alpha = 0$, and since any other paths of higher length must contain a factor of $\alpha \beta$ or $\beta \alpha$, we see that the kernel of $kQ \rightarrow A$ must be $J = (\alpha \beta, \beta \alpha)$. Therefore, we have an isomorphism $\mathbb{C}Q/J \cong A$.

\[\square\]

**Remark 4.2** We can prove the isomorphism in Proposition 4.1 directly by checking that the map defined in (19) is indeed an isomorphism of $\mathbb{C}$-algebras. The detail with the idempotents and the radical ideal in the proof above is just to display a more systematic approach.

Since we are mainly interested in $\mathbb{B}_0$-modules that are locally free of rank 2, the fiber of such module over $p \in C \cap \Delta$ is a representation of $A$ on $\mathbb{C}^2$. In light of the interpretation of $A$ as a path algebra, we can easily classify all the isomorphism classes of representations on $\mathbb{C}^2$. The isomorphism classes of representations of $A \cong \mathbb{C}Q/J$ on $\mathbb{C}^2$ are listed as follows:

1. $\begin{array}{ccc}
C & \xrightarrow{1} & C \\
\circlearrowright & & \circlearrowleft \\
0 & & 0
\end{array}$

2. $\begin{array}{ccc}
C & \xrightarrow{0} & C \\
\circlearrowleft & & \circlearrowright \\
1 & & 0
\end{array}$

3. $\begin{array}{ccc}
C & \xrightarrow{0} & C \\
\circlearrowleft & & \circlearrowright \\
0 & & 0
\end{array}$

4. $\begin{array}{ccc}
\mathbb{C}^2 & \xrightarrow{0} & 0 \\
\circlearrowright & & \circlearrowleft \\
0 & & 0
\end{array}$

5. $\begin{array}{ccc}
0 & \xrightarrow{0} & \mathbb{C}^2 \\
\circlearrowleft & & \circlearrowright \\
0 & & 0
\end{array}$
4.2 Construction

Recall the geometric set-up: we have a rank 3 bundle $F$ on $\mathbb{P}^2$ and an embedding of a line bundle $q : L \hookrightarrow S^2 F^\vee$. This defines a conic bundle $Q \subset \mathbb{P}(F)$ as the zero locus of $q \in H^0(\mathbb{P}^2, S^2 F^\vee \otimes L^\vee) \cong H^0(\mathbb{P}(F), \mathcal{O}_{\mathbb{P}(F)/\mathbb{P}^2}(2) \otimes (\pi^*)^* L^\vee)$ in $\mathbb{P}(F)$ where we denote $\pi^* : \mathbb{P}(F) \to \mathbb{P}^2$. The discriminant curve is assumed to be smooth and denoted by $\Delta$. As an $\mathcal{O}_{\mathbb{P}^2}$-module, the sheaf of even Clifford algebras $B_0$ on $\mathbb{P}^2$ is

$$B_0 \cong \mathcal{O}_{\mathbb{P}^2} \oplus \wedge^2 F \otimes L.$$

We will restrict our attention to $B_0$-modules supported on a degree $d$ smooth curve $C \subset \mathbb{P}^2$ which intersects $\Delta$ transversely. Given such a $B_0$-module $M$ on $C$, for each $p \in C \cap \Delta$ we consider the vector subspace

$$K := \ker(B_0|_p \to \mathcal{E}nd(M)|_p).$$

As we will see in Proposition 4.3 (1), $K$ is a vector subspace of $\wedge^2 F|_p \otimes L|_p$. The natural isomorphisms $w : \wedge^2 F \sim \det(F) \otimes F^\vee$ and $F \sim (F^\vee)^\vee$ give rise to another vector space

$$K' := \ker(F|_p \sim (F^\vee)^\vee|_p \xrightarrow{w_p \otimes \det(F)|_p \otimes L|_p} K^\vee \otimes (L \otimes \det(F))|_p)$$

where $w_p : K \hookrightarrow (\wedge^2 F \otimes L)|_p \to (\det(F) \otimes F^\vee \otimes L)|_p$ is the composition of the inclusion map and the isomorphism $w$ restricted to $p$. Hence, $\mathbb{P}(K')$ is a linear subspace in $\mathbb{P}(F|_p)$. In the light of Proposition 4.3, $K'$ is the two-dimensional vector space in $F|_p$ that corresponds to the line $K$ in $\wedge^2 F|_p$ (identified with $(\wedge^2 F \otimes L)|_p$).

**Proposition 4.3**

1. $K \subset \wedge^2 F|_p \otimes L|_p \subset \mathcal{O}|_p \oplus \wedge^2 F|_p \otimes L|_p$;
2. $\dim(K) = 1$ and $\dim(K') = 2$;
3. The line $\mathbb{P}(K') \subset \mathbb{P}(F|_p)$ is one of the two irreducible components of the degenerate conic $Q|_p \subset \mathbb{P}(F|_p)$.

**Proof** First of all, we can always choose a basis $\{e_1, e_2, e_3\}$ of $F|_p$ and a trivialization $i : L|_p \cong \mathbb{C}$ so that $q|_p$ is represented by $\text{diag}(1, 1, 0)$. The trivialization $i$ induces an isomorphism of $\mathbb{C}$-algebras $B_0|_p \cong \mathcal{O}|_p \oplus \wedge^2 F|_p$ where the latter is generated by $1 \in \mathcal{O}|_p$ and $\{x := ie_1 \wedge e_2, y := ie_2 \wedge e_3, z := e_1 \wedge e_3\} \subset \wedge^2 F|_p$ with relation

$$x^2 = 1, y^2 = z^2 = 0, xy = -z, xz = -y, xy = -yx, xz = -zx, yz = 0.$$

The irreducible components of $Q|_p \subset \mathbb{P}(F|_p)$ are given by the projectivization of the isotropic planes in $F|_p$ with respect to $q$. If we write a vector $v \in F|_p$ as $\sum_{i=1}^3 a_i e_i$, then the two isotropic planes are given by the two equations

$$a_1 + ia_2 = 0, \quad a_1 - ia_2 = 0$$

which correspond to the lines in $\wedge^2 F|_p$

$$\mathbb{C}\langle ie_2 \wedge e_3 + e_1 \wedge e_3 \rangle = \mathbb{C}\langle y + z \rangle, \quad \mathbb{C}\langle ie_2 \wedge e_3 - e_1 \wedge e_3 \rangle = \mathbb{C}\langle y - z \rangle.$$

To prove all the claims, it suffices to show that $K \subset B_0|_p$ corresponds to one of the these lines in the subspace $\wedge^2 F|_p \subset \mathcal{O}|_p \oplus \wedge^2 F|_p$. Indeed, then $K'$ will correspond to one of the isotropic planes.
Recall that with the choice of basis \(\{1, x, y, z\}\) of \(\mathcal{O}_p \oplus \wedge^2 F|_p\), we have an isomorphism 
\[\mathbb{C} Q/J \sim \mathcal{O}_p \oplus \wedge^2 F|_p;\]
\[e_+ \mapsto \frac{1}{2}(1 + x), \quad e_- \mapsto \frac{1}{2}(1 - x), \quad \alpha \mapsto \frac{1}{2}(y + z), \quad \beta \mapsto \frac{1}{2}(y - z).\]

Then the kernel of \(B_0|_p \to \mathcal{E}nd(M)|_p\) can be computed by the composition
\[\mathbb{C} Q/J \sim \mathcal{O}_p \oplus \wedge^2 F|_p \sim B_0|_p \to \mathcal{E}nd(M)|_p\]
which is a representation of the path algebra \(\mathbb{C} Q/J\). As we will see in Proposition 4.5, the isomorphism classes of the representation of \(\mathbb{C} Q/J\) on \(\mathbb{C}^2\) in this case must be either type (1) and (2). Taking this as granted for a moment, we have:

1. For type (1), the kernel of \(\mathbb{C} Q/J \sim B_0|_p \to \mathcal{E}nd(M)|_p\) is \(\mathbb{C}(\beta)\) which corresponds to \(K = \mathbb{C}(y - z) \subset \mathcal{O}_p \oplus \wedge^2 F|_p\).
2. For type (2), the kernel of \(\mathbb{C} Q/J \sim B_0|_p \to \mathcal{E}nd(M)|_p\) is \(\mathbb{C}(\alpha)\) which corresponds to \(K = \mathbb{C}(y + z) \subset \mathcal{O}_p \oplus \wedge^2 F|_p\).

All the claims follow immediately. \(\square\)

**Remark 4.4** The trivialization \(i : L|_p \cong \mathbb{C}\) does not cause any ambiguity in the identifications; as we are only interested in identification of vector subspaces, other trivializations will only differ by a scalar multiplication.

**Proposition 4.5** The representation of \(B_0|_p\) obtained from a \(B_0\)-module \(M\) as the fiber \(M|_p\) over \(p \in C \cap \Delta\) must have isomorphism class of either type (1) or type (2).

**Proof** Fix \(p \in C \cap \Delta\). Let \(n = 3, 4, 5\) and \(M_n\) be a \(B_0\)-modules such that its fiber over \(p\) is a \(B_0\)-representation of type \(n\) isomorphism class. We can choose a local parameter \(t \in \mathcal{O}_{C,p}\) as \(\mathcal{O}_{C,p}\) is a discrete valuation ring.

Then \(M_n\) induces the homomorphisms over the local ring \(\mathcal{O}_{C,p}\) and over the residue field \(\kappa(p)\) (i.e. fiber)
\[\rho_n : B_0 \otimes \mathcal{O}_{C,p} \to \mathcal{E}nd(M_n) \otimes \mathcal{O}_{C,p},\]
\[\rho_n^0 : B_0 \otimes \kappa(p) = B_0|_p \to \mathcal{E}nd(M_n) \otimes \kappa(p) = \mathcal{E}nd(M_n)|_p.\]

Again, we can always choose a basis \(\{e_1, e_2, e_3\}\) of \(F|_p\) and a trivialization \(i : L|_p \cong \mathbb{C}\) so that \(q|_p\) is represented by \(\text{diag}(1, 1, 0)\). The trivialization \(i\) induces an isomorphism of \(\mathbb{C}\)-algebras \(B_0|_p \cong \mathcal{O}_p \oplus \wedge^2 F|_p\) where the latter is generated by \(1 \in \mathcal{O}_p\) and \(\{x := ie_1 \land e_2, y := ie_2 \land e_3, z := e_1 \land e_3\} \subset \wedge^2 F|_p\) with relations
\[x^2 = 1, y^2 = z^2 = 0, xy = -z, xz = -y, yx = -yx, xz = -zx, yz = 0.\]

Recall that the algebra \(\mathcal{O}_p \oplus \wedge^2 F|_p\) is isomorphic to \(\mathbb{C} Q/J\) generated by \(e_+, e_-\), \(\alpha, \beta\). If we call the isomorphism \(j : \mathbb{C} Q/J \sim \mathcal{O}_p \oplus \wedge^2 F|_p \sim B_0|_p\), then clearly \(\rho_n^0(j(\alpha)) = \rho_n^0(\alpha) = 0\) and \(\rho_n^0(j(\beta)) = \rho_n^0(\beta) = 0\). It follows that \(\rho_n^0(y) = \rho_n^0(j(\alpha + \beta)) = 0\) and similarly \(\rho_n^0(z) = 0\). So that means \(\rho_n(y) = tP_y\) and \(\rho_n(z) = tP_z\) for some \(P_y, P_z \in \mathcal{E}nd(M_n) \otimes \mathcal{O}_{C,p}\).

As \(F\) is locally free of rank 3, by Nakayama lemma, we can lift the basis \(\{e_1, e_2, e_3\}\) of \(F|_p\) to a basis (also denoted as \(\{e_1, e_2, e_3\}\) by abuse of notation) of \(F \otimes \mathcal{O}_{C,p}\) over \(\mathcal{O}_{C,p}\). The quadratic form \(q\) is represented by the matrix
\[(f_{ij}) = \begin{pmatrix} f_{11} & f_{12} & f_{13} \\ f_{21} & f_{22} & f_{23} \\ f_{31} & f_{32} & f_{33} \end{pmatrix}\]
where $f_{ij}$ are elements in $\mathcal{O}_{C,p}$. By the choice of basis $\{e_1, e_2, e_3\}$, we have $f_{11}|_p \neq 0$, $f_{22}|_p \neq 0$ and $f_{ij}|_p = 0$ for $(i, j) \neq (1, 1), (1, 2), (2, 2)$. It follows that $f_{ij} = tf_{ij}'$ for $(i, j) \neq (1, 1), (2, 2)$ and $f_{ij}' \in \mathcal{O}_{C,p}$. Then in $B_0 \otimes \mathcal{O}_{C,p}$ we have

$$
\begin{align*}
\rho_n(yz) &= t^2 f_{31}' P_y - it^2 f_{33}' f_{21} + tf_{33}' \rho_n(x) \\
\rho_n(yz) &= \rho_n(y) \rho_n(z) = t^2 P_y P_z
\end{align*}
$$

by equating the two expression, we get

$$
t^2 P_y P_z = t^2 f_{31}' P_y - it^2 f_{33}' f_{21} + tf_{33}' \rho_n(x) \quad \implies \quad t P_y P_z = tf_{31}' P_y - itf_{33}' f_{21} + f_{33}' \rho_n(x).
$$

Note that $f_{33}'$ is invertible in $\mathcal{O}_{C,p}$ because otherwise $\det(f_{ij})$ will have zeros of order 2 with respect to $t$, which is not allowed since we assume that $C$ intersects $\Delta$ transversally. Hence, we can write $\rho_n(x) = t P_x$ for some $P_x \in \mathcal{E}nd(M_n) \otimes \mathcal{O}_{C,p}$. In particular, we must have $\rho_n^0(x^2) = 0$.

On the other hand, we have

$$
x^2 = (ie_1 e_2) (ie_1 e_2) = f_{21} e_1 e_2 + e_1 e_2 e_2 = f_{21} x + f_{11} f_{22}
$$

(again we omit the "∧" between the $(e_i)'s$) and so $\rho_n^0(x^2) = (f_{11} f_{22})|_p \neq 0$ as $f_{21}|_p = 0$, $f_{11}|_p \neq 0$ and $f_{22}|_p \neq 0$. Hence, a contradiction.

Let $U_d \subset |\mathbb{P}^2(d)|$ be the subset of smooth curves of degree $d$ which intersect $\Delta$ transversally. For $d < \deg(\Delta) = k$, if we call the line bundle $L_d := O_{\mathbb{P}^2}(d)|_\Delta$ on $\Delta$, it is easy to see that $|\mathbb{P}^2(d)| \cong |L_d|$. Hence, we can consider the variety of divisors $W_d$ lying over $|L_d|$ and its two components as $W_d^i$ for $i = 0, 1$.

For each $B_0$-module $M \in \mathfrak{M}_{d,e}$ with support on $C \in U_d$, let $j : C \cap \Delta \hookrightarrow C$ be the inclusion, by Proposition 4.3, the assignment

$$
M \mapsto \mathcal{K} := \ker (j^* B_0 \rightarrow j^* \mathcal{E}nd(M))
$$

is argued to be contained in $j^*(\wedge^2 F)$ and it defines exactly a point in $W_d$.

This construction also works in families. Let $T$ be a scheme and $\mathcal{M}_T$ be a flat family of $B_0$-modules on $\mathbb{P}^2$ with supports on curves of $U_d$ and Chern character $(0, 2d, e)$ i.e. $\mathcal{M}_T$ is a $\mathbb{P}^1 B_0$-module on $\mathbb{P}^2 \times T$ flat over $T$ with $\text{Fit}(\mathcal{M}_t) \in U_d$ and $\text{ch}(\mathcal{M}_t) = (0, 2d, e)$ for all $t : \text{Spec}(\mathbb{C}) \rightarrow T$ where $\mathcal{M}_t = t^* \mathcal{M}_T$ and $p_1 : \mathbb{P}^2 \times T \rightarrow \mathbb{P}^2$ is the projection. Then we get a map $T \rightarrow \mathfrak{M}_{d,e}|_{U_d} \rightarrow |U_d| \subset \Delta(dk)$. We can restrict the family of $B_0$-modules to

\( \Box \) Springer
\[ \Delta \times T \subset \mathbb{P}^2 \times T. \] Consider the universal divisor

\[ \mathcal{D} \subset \Delta \times \Delta^{(dk)} \]

By pulling back \( \mathcal{D} \) along the map \( \Delta \times T \to \Delta \times \Delta^{(dk)} \), we get another divisor \( \mathcal{D}_T \subset \Delta \times T \) and denote the inclusion by \( i_T : \mathcal{D}_T \hookrightarrow \Delta \times T \hookrightarrow \mathbb{P}^2 \times T \).

We will write \( F_T := i_T^* p_1^* F \) and \( L_T := i_T^* p_1^* L \). The sheaf

\[ K_T := \ker (i_T^* p_1^* \mathbb{O}_0 \to i_T^* \mathcal{E}nd(\mathcal{M}_T)) \]

has constant fiber dimension one and is contained in the rank 3 vector bundle \( i_T^* p_1^* \left( \wedge^2 F_T \otimes L_T \right) \) on \( \mathcal{D}_T \) by Proposition 4.3, where \( F_T = p_1^* F \) and \( L_T = p_1^* L \). Again, since there are the natural isomorphisms \( w : \wedge^2 F_T \sim \operatorname{det}(F_T) \otimes F_T^\vee \) and \( F_T \sim (F_T^\vee)^\vee \), we can define

\[ K'_T := \ker (F_T \sim (F_T^\vee)^\vee \xrightarrow{w_T \otimes \det(F_T) \otimes L_T} K_T^\vee \otimes L_T \otimes \det(F_T)) \]

where \( w_T : K_T \hookrightarrow \wedge^2 F_T \otimes L_T \to \det(F_T) \otimes F_T^\vee \otimes L_T \) is the composition. As we checked in Proposition 4.3 that each fiber of the projectivization \( \mathbb{P}(K'_T) \subset \mathbb{P}(F_T) \) is a component of the fiber of a degenerate conic in the conic bundle \( Q \to \mathbb{P}^2 \), so we have \( \mathbb{P}(K'_T) \subset i_T^* p_1^* Q \subset \mathbb{P}(F_T) \). Since \( \Delta \to \Delta \) is the curve parametrizing the irreducible components of \( Q_{\Delta} \to \Delta \), it follows that \( \mathbb{P}(K'_T) \) over \( \mathcal{D}_T \) defines a divisor \( \mathcal{D}'_T \subset \Delta \times T \) that maps to \( \mathcal{D}_T \) via \( \Delta \times T \to \Delta \times T \). The divisor \( \mathcal{D}'_T \) is a \( T \)-family of degree \( dk \) divisors on \( \Delta \), so it defines a map \( T \to \Delta^{(dk)} \) which factors through \( W_0|_{U_d} \) since \( \mathcal{D}_T \) is induced from a map \( T \to U_d \). It is easy to check that the assignment from \( \mathcal{M}_T \to T \to W_0 \) is functorial, hence we obtain a morphism over \( U_d \):

\[ \Phi : \mathcal{M}_{d,e}|_{U_d} \to W_0|_{U_d} \]

Proposition 4.6 The morphism \( \Phi|_C : \mathcal{M}_{d,e}|_C = \Upsilon^{-1}(C) \to W_0|_C \) over \( C \subset U_d \) is \( G|_C \)-equivariant.

Proof Let \( \sum (\lambda_i, p_i) \in G|_C \). Recall the notations from Theorem 3.10 that \( \check{C} = C_{C \cap \Delta, 2} \) is the 2nd-root stack and \( \psi : \check{C} \to C \) is the projection morphism. By Theorem 3.10, we can write \( M \in \mathcal{M}_{d,e}|_C \) as \( M = \psi_*(E_0 \otimes \check{L}) \) for a \( \check{L} \) line bundle on \( \check{C} \) by choosing a rank 2 bundle \( E_0 \) (recall that \( E_0 \) is determined up to a line bundle) on \( \check{C} \). We need to show that

\[ \Phi \left( \sum (\lambda_i, p_i) \cdot M \right) = \Phi \left( \psi_* \left( E_0 \otimes \check{L} \otimes \mathcal{O} \left( \sum \frac{\lambda_i}{2} p_i \right) \otimes \mathcal{O} \left( \sum \frac{1}{2} \lambda_i \right) \right) \right) = \left( \sum \lambda_i p_i \right) \cdot \Phi(M) \quad (24) \]

Since \( \Phi(M) \) is determined at each point in \( C \cap \Delta \), it suffices to check the equivariance property over a point \( p \in C \cap \Delta \). As we checked that \( \ker \left( E_0|_p \to \mathcal{E}nd \left( \psi_* (E_0 \otimes \check{L}) \right)|_p \right) \)
always determines one of the two preimages of \( p \in \Delta \) in the double cover \( \tilde{\Delta} \), to prove the proposition it suffices to show that
\[
\ker \left( B_0|_p \to \mathcal{E}nd \left( \psi_* \left( E_0 \otimes \hat{L} \right) \right)|_p \right) \neq \ker \left( B_0|_p \to \mathcal{E}nd \left( \psi_* \left( E_0 \otimes \hat{L} \otimes \mathcal{O} \left( \frac{P}{2} \right) \right) \right)|_p \right)
\]
or equivalently,
\[
\ker \left( B_0|_p \to \mathcal{E}nd \left( \psi_* \left( E_0 \otimes \hat{L} \right) \right)|_p \right) \neq \ker \left( B_0|_p \to \mathcal{E}nd \left( \psi_* \left( E_0 \otimes \hat{L} \otimes \mathcal{O} \left( -\frac{P}{2} \right) \right) \right)|_p \right).
\]

In fact, we can simplify further by assuming \( \hat{L} = \mathcal{O}_E \).

The \( B_0 \)-module structure on \( \psi_* \left( E_0 \otimes \hat{L} \right) \) can be described concretely by the composition of the isomorphism \( B_0 \cong \psi_* \mathcal{E}nd \left( E_0 \right) \cong \psi_* \mathcal{E}nd \left( E_0 \otimes \hat{L} \right) \) and the natural morphism
\[
\alpha : \psi_* \mathcal{E}nd \left( E_0 \otimes \hat{L} \right) \to \mathcal{E}nd \left( \psi_* \left( E_0 \otimes \hat{L} \right) \right).
\]

In particular, we can define
\[
\begin{align*}
\alpha^0 : \psi_* \mathcal{E}nd \left( E_0 \right) & \to \psi_* \mathcal{E}nd \left( E_0 \otimes \mathcal{O} \left( -\frac{P}{2} \right) \right) \\
\alpha^1 : \psi_* \mathcal{E}nd \left( E_0 \right) & \to \mathcal{E}nd \left( \psi_* \left( E_0 \otimes \hat{L} \right) \right)
\end{align*}
\]

Hence, to check that (25) holds, it is equivalent to show that \( \ker (\alpha^0|_p) \neq \ker (\alpha^1|_p) \).

To check this, we proceed as in Example 3.2 and Proposition 3.6 and work in an affine neighborhood \( Z = \text{Spec}(R) \) of \( p \) and the double cover \( \tilde{Z} = \text{Spec}(\mathcal{R}') \) where \( \mathcal{R}' := R[t]/(t^2 - s) \) and \( di_v(s) = p \). So that the root stack restricted over \( Z \) is simply \( \tilde{Z} = \{ \text{Spec}(\mathcal{R}[t]/(t^2 - s))/\mu_2 \} \). Recall the notations that a \( \mathbb{Z}/2\mathbb{Z} \)-graded \( \mathcal{R}' \)-module is written as \( A = A_0 \oplus A_1 \) with \( A_i \) being the graded pieces. We can further reduce to the localization of \( R \) at \( p \), we will again write the local ring as \( R \) and its unique maximal ideal \( m \) which contains \( s \).

As argued in Proposition 3.6, \( E_0 \) is a \( \mathbb{Z}/2\mathbb{Z} \)-graded \( \mathcal{R}' \)-module \( N = N_0 \oplus N_1 \) and we can choose \( e_1 \in N_0 \) and \( e_2 \in N_1 \) such that \( N \cong \mathcal{R}' e_1 \oplus \mathcal{R}' e_2 \). In terms of the \( \mathcal{R}' \)-basis \( \{ e_1, e_2 \} \), \( \psi_* \mathcal{E}nd \left( E_0 \right) \cong (\mathcal{E}nd \left( E_0 \right))_0 \) consists of homogeneous \( R \)-module homomorphisms \( \delta \) of degree 0:
\[
\begin{align*}
e_1 \mapsto & u_0 e_1 + u_1 e_2 \\
e_2 \mapsto & v_1 e_1 + v_0 e_2
\end{align*}
\]
(26)

where \( u_i, v_i \in (\mathcal{R}')_i \). Then we can write \( u_1 = i \tilde{u}_1 \) and \( v_1 = i \tilde{v}_1 \) where \( \tilde{u}_1, \tilde{v}_1 \in (\mathcal{R}')_0 = R \).

As before, the module \( \psi_* E_0 \) is freely generated by \( \{ f_1 = e_1, f_2 = te_2 \} \) as \( R \)-module. Suppose that \( \delta \in \psi_* \mathcal{E}nd \left( E_0 \right) \) is of the form (26), then its image in \( \mathcal{E}nd \left( \psi_* E_0 \right) \) under \( \alpha \) will be a map of the form
\[
\begin{align*}
f_1 & = e_1 \mapsto u_0 e_1 + \tilde{u}_1(te_2) = u_0 f_1 + \tilde{u}_1 f_2 \\
f_2 & = te_2 \mapsto \tilde{v}_1(t e_1) + v_0(te_2) = s \tilde{v}_1 f_1 + v_0 f_2
\end{align*}
\]

If we choose the generators of \( \psi_* \mathcal{E}nd \left( E_0 \right) \) to be the following \( R \)-valued matrices (with respect to the basis \( \{ e_1, e_2 \} \))
\[
I = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, \quad a := \begin{pmatrix} -1 & 0 \\ 0 & 1 \end{pmatrix}, \quad b := \begin{pmatrix} 0 & t \\ t & 0 \end{pmatrix}, \quad c := \begin{pmatrix} 0 & t \\ -t & 0 \end{pmatrix}
\]
(27)
their images in \( \text{End}(\psi_* E_0) \) are the corresponding \( R \)-matrices (with respect to the basis \( \{ f_1, f_2 \} \)):

\[
\begin{pmatrix}
1 & 0 \\
0 & 1 \\
\end{pmatrix}, \quad 
\begin{pmatrix}
-1 & 0 \\
0 & 1 \\
\end{pmatrix}, \quad 
\begin{pmatrix}
0 & s \\
s & 0 \\
\end{pmatrix}, \quad 
\begin{pmatrix}
0 & s \\
-1 & 0 \\
\end{pmatrix}
\]  
(28)

As the homomorphism \( \mathcal{O} \left(-\frac{p}{2}\right) \to \mathcal{O}\mathbb{F} \) is represented as the inclusion \( R' t \to R' \) of \( R' \)-modules, the homomorphism \( E_0 \otimes \mathcal{O} \left(-\frac{p}{2}\right) \to E_0 \) corresponds to taking the \( R' \)-module homomorphism

\[
R'(te_1) \oplus R'(te_2) \to R'(e_1) \oplus R'(e_2).
\]  
(29)

Note that \( \psi_* (E_0 \otimes \mathcal{O} \left(-\frac{p}{2}\right)) \) corresponds to the \( R \)-module \( R(s f_1) \oplus R f_2 \) as the \( \mu_2 \)-invariant submodule of \( R'(te_1) \oplus R'(te_2) \). Pushing the homomorphism (29) forward \( \psi_* (E_0 \otimes \mathcal{O} \left(-\frac{p}{2}\right)) \to \psi_* E_0 \) corresponds to taking the \( \mu_2 \)-invariant part \( R(s f_1) \oplus R f_2 \to R f_1 \oplus R f_2 \), which is represented by the \( R \)-valued matrix

\[
\begin{pmatrix}
s & 0 \\
0 & 1 \\
\end{pmatrix}
\]

with respect to the bases \( \{ s f_1, f_2 \} \) of \( \psi_* E_0 \otimes \mathcal{O} \left(-\frac{p}{2}\right) \) and \( \{ f_1, f_2 \} \) of \( \psi_* E_0 \).

For any \( \delta \in \psi_* (\text{End}(E_0)) \), there are \( \mathcal{O}_Z \)-module homomorphisms \( \alpha^0(\delta) : \psi_* (E_0 \otimes \mathcal{O} \left(-\frac{p}{2}\right)) \to \psi_* (E_0 \otimes \mathcal{O} \left(-\frac{p}{2}\right)) \) and \( \alpha^1(\delta) : \psi_* E_0 \to \psi_* E_0 \). They form a commutative diagram by the definition of a \( \psi_* \text{End}(E_0) \)-module homomorphism

\[
\begin{array}{c}
\psi_* \left(E_0 \otimes \mathcal{O} \left(-\frac{p}{2}\right)\right) \\
\downarrow \\
\psi_* E_0
\end{array} \quad \begin{array}{c}
\alpha^0(\delta) \quad \alpha^1(\delta) \\
\downarrow \quad \downarrow \\
\psi_* \left(E_0 \otimes \mathcal{O} \left(-\frac{p}{2}\right)\right) \\
\downarrow \\
\psi_* E_0
\end{array}
\]

In terms of the bases \( \{ f_1, f_2 \}, \{ s f_1, f_2 \} \) of \( \psi_* E_0 \) and \( \psi_* (E_0 \otimes \mathcal{O} \left(-\frac{p}{2}\right)) \), the morphisms above can be written as

\[
\begin{pmatrix}
s & 0 \\
0 & 1 \\
\end{pmatrix} \quad \begin{pmatrix}
s & 0 \\
0 & 1 \\
\end{pmatrix}
\]

Since \( \alpha^1(b) = \begin{pmatrix} 0 & s \\ 1 & 0 \end{pmatrix} \), it is easy to check that \( \alpha^0(b) \) must be \( \begin{pmatrix} 0 & 1 \\ s & 0 \end{pmatrix} \). Similarly, we have the following \( \alpha^0(\delta) \) when \( \alpha^1(\delta) \) is the other generator:

\[
\alpha^1(I) = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \quad \Rightarrow \quad \alpha^0(I) = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}
\]

\[
\alpha^1(a) = \begin{pmatrix} -1 & 0 \\ 0 & 1 \end{pmatrix} \quad \Rightarrow \quad \alpha^0(a) = \begin{pmatrix} -1 & 0 \\ 0 & 1 \end{pmatrix}
\]

\[
\alpha^1(c) = \begin{pmatrix} 0 & s \\ -1 & 0 \end{pmatrix} \quad \Rightarrow \quad \alpha^0(c) = \begin{pmatrix} 0 & 1 \\ -s & 0 \end{pmatrix}
\]

Finally, when \( s = 0 \) i.e. over \( p \), we have

1. the kernel of \( \alpha^1|_p \) is spanned by \( (b + c)|_p \),
2. the kernel of \( \alpha^0|_p \) is spanned by \( (b - c)|_p \).
Hence, $\ker(\alpha^0|_p) \neq \ker(\alpha^1|_p)$ and we are done.

\[ \square \]

**Theorem 4.7** Let $d = 1, 2$ and $e \in \mathbb{Z}$.

1. The moduli space $\mathcal{M}_{d,e}$ is birational to one of the two connected components $W^j_d$ of $W_d$.
2. If $\mathcal{M}_{d,e}$ is birational to $W^j_d$, then $\mathcal{M}_{d,e+1}$ is birational to $W^{1-j}_d$. In particular, the birational type of $\mathcal{M}_{d,e}$ only depends on $d$ and $(e \mod 2)$.

**Proof** In this proof, we will write $\Phi$ as $\Phi_{d,e} : \mathcal{M}_{d,e}|_{U_d} \rightarrow W_d|_{U_d}$ to indicate $d$ and $e$ explicitly.

Since the morphism $\Upsilon|_{U_d} : \mathcal{M}_{d,e}|_{U_d} \rightarrow U_d$ is quasi-finite (Theorem 3.10), there exists an open dense subset $V \subset U_d$ such that the restriction $\Upsilon|_V : \mathcal{M}_{d,e}|_V \rightarrow V$ is finite. Note that Corollary 4.6 implies that each fiber $\Upsilon^{-1}(C)$ for $C \in V$ must be contained in a connected component of $W_d|_V$. It follows that $\Phi_{d,e}(\mathcal{M}_{d,e}|_V)$ is contained in one of the connected components $W^j_d|_V$ of $W_d|_V$. Indeed, if this is not the case, the finite morphism $\Upsilon|_V$ would send the disjoint nonempty closed subsets $\Phi_{d,e}^{-1}(W^j_d|_V)$ and $\Phi_{d,e}^{-1}(W^{1-j}_d|_V)$ to disjoint nonempty closed subsets in $V$, contradicting the irreducibility of $V$. Then, the combination of Proposition 2.4, Corollary 3.12, Proposition 4.6 shows that the morphism $\Phi_{d,e}|_{\Upsilon^{-1}(V)}$ is a bijection on closed points from $\mathcal{M}_{d,e}|_V$ to $W^j_d|_V$. As $W^j_d|_V$ is smooth and hence normal, the morphism $\Phi_{d,e}|_{\Upsilon^{-1}(V)}$ is an isomorphism and this proves part (1).

Now, for any $e \in \mathbb{Z}$, suppose $M = \psi_* \hat{M} \in \mathcal{M}_{d,e}$ and $\Phi_{d,e}(M) = x_1 + \cdots + x_{dk} \in W^j_d$ where $x_j \in \hat{\Delta}$ and $k = \deg(\Delta)$. The computation in Theorem 3.10 shows that $\text{ch}(\psi_* (\hat{M} \otimes \mathcal{O}(\frac{L}{2}))) = (0, 2d, e + 1)$. By the proof of Proposition 4.6, we see that $\Phi_{d,e+1}(\psi_* (\hat{M} \otimes \mathcal{O}(\frac{L}{2}))) = x_1 + \cdots + \sigma(x_j) + \cdots + x_{dk} \in W^{1-j}_d$. Hence, it follows that $\mathcal{M}_{d,e+1}$ is birational to $W^{1-j}_d$ by part (1).

\[ \square \]

**Remark 4.8** The need for the assumption $d = 1, 2$ in Theorem 4.7 can already be seen by comparing the fiber dimension of $\Upsilon|_{U_d} : \mathcal{M}_{d,e}|_{U_d} \rightarrow U_d$ and $W_d|_{U_d} \rightarrow U_d$: the dimension of the fibers of the latter is 0, while the dimension of the fibers of the former is $\text{dim}(\text{Pic}(C)) = g(C)$ (by Theorem 3.10) for $C \in U_d$, which is positive for $d \geq 3$.

## 5 Cubic threefolds

We will apply the construction of the rational map $\Phi : \mathcal{M}_{d,e} \dasharrow W_d$ for the conic bundles obtained by blowing up smooth cubic threefolds along a line. As a consequence, this yields an explicit correspondence between instanton bundles on cubic threefolds and twisted Higgs bundles on the discriminant curve.

Let $Y \subset \mathbb{P}^4$ be a cubic threefold and $l_0 \subset Y$ a general line. The blow-up $\sigma : \tilde{Y} := Bl_{l_0}Y \rightarrow Y$ of $Y$ along $l_0$ is known to be a conic bundle $\pi : \tilde{Y} \rightarrow \mathbb{P}^2$. In this case, the rank 3 vector bundle is $F = \mathcal{O}_{\mathbb{P}^2} \oplus \mathcal{O}_{\mathbb{P}^2}(-1)$ and the line bundle is $L = \mathcal{O}_{\mathbb{P}^2}(-1)$. The discriminant curve $\Delta$ of the conic bundle $\pi : \tilde{Y} \rightarrow \mathbb{P}^2$ is a degree 5 curve and its étale double cover is denoted by $\tilde{\Delta} \rightarrow \Delta$. Then we can consider the variety of divisors $W_2 \subset \tilde{\Delta}$ lying over the linear system $|\mathcal{O}_{\mathbb{P}^2}(2)|_{\tilde{\Delta}}$, its two components $W_2 = W^0_2 \cup W^1_2$ and the associated sheaf of even Clifford algebras $\mathcal{O}_{\mathbb{P}^2}(2)$, and the moduli space $\mathcal{M}_{d,e}$ as considered in previous sections. Note that in the case of $Y$, $\mathcal{O}_{\mathbb{P}^2}(2)|_{\tilde{\Delta}} \cong K_\Delta$, so we can apply Example 2.5. Recall that in Example 2.5 the Abel–Jacobi map $\tilde{\alpha} : \tilde{\Delta}^{(10)} \rightarrow J^{10} \tilde{\Delta}$ induces the morphism $\tilde{\alpha}|_{W^j_2} : W^j_2 \rightarrow \mathbb{P}^1$ that
maps birationally to the abelian variety $\text{Pr}^1$ and the morphism $\tilde{\alpha}|_{W^0_2}: W^0_2 \to \text{Pr}^0$ which is a generically $\mathbb{P}^1$-bundle over the theta divisor.

**Proposition 5.1** Let $e \in \mathbb{Z}$ be even. The image of $\Phi: \mathcal{M}_{2,e} \to W_2$ is contained in the component $W^1_2$. In particular, $\mathcal{M}_{2,e}$ is birational to the Prym variety $\text{Prym}(\tilde{\Delta}, \Delta)$.

**Proof** Recall that Theorem 4.7 says that $\Phi$ maps $\mathcal{M}_{2,-4}$ birationally to one of the connected components $W^i_2$ of $W_2$, it suffices to show that $\mathcal{M}_{2,-4}$ cannot be birational to $W^0_2$. By the work of [17] (see Theorems 5.3 and 5.4 in the next subsection), it is known that $\mathcal{M}_{2,-4}$ is birational to another abelian variety, namely the intermediate Jacobian of the cubic threefold $Y$. In particular, the component of $W_2$ that is birational to $\mathcal{M}_{2,-4}$ is birational to an abelian variety.

But recall from Example 2.5 (2) that $W^0_2$ is generically a $\mathbb{P}^1$-bundle, which cannot happen for a variety birational to an abelian variety. Hence, the image of $\Phi$ must be contained in $W^1_2$.

It follows immediately that the composition $\mathcal{M}_{2,-4} \to W^1_2 \to W_2$ is generically a $\mathbb{P}^1$-bundle, which cannot happen for a variety birational to an abelian variety. Hence, the image of $\Phi$ must be contained in $W^1_2$.

By Theorem 4.7, the same holds for $\mathcal{M}_{2,e}$ when $e$ is even.

**Proposition 5.2** Let $e \in \mathbb{Z}$ be even. The image of $\Phi: \mathcal{M}_{2,e+1} \to W_2$ is contained in the component $W^0_2$ and its image in $\text{Pr}^0 \cong \text{Prym}(\tilde{\Delta}, \Delta)$ is an open subset of the theta divisor of the Prym variety.

**Proof** This follows immediately from Theorem 4.7, Proposition 5.1, and Example 2.5.

### 5.1 Instanton bundles on cubic threefolds and twisted Higgs bundles

A rank 2 vector bundle $E$ on $Y$ is called an instanton bundle of minimal charge if $E$ is Gieseker semistable and $c_1(E) = 0$, $c_2(E) = 2$ and $c_3(E) = 0$. We will simply call it an instanton bundle for the rest of this section.

It is known that (see e.g. [12]) there exist the moduli space of stable instanton bundles $\mathcal{M}_Y$ and its compactification by the moduli space of semistable instanton sheaves $\overline{\mathcal{M}}_Y$. Now, the intermediate Jacobian $J(Y)$ of a cubic threefold $Y$ has birationally a modular interpretation as the moduli space $\mathcal{M}_Y$ of instanton bundles, via Serre’s construction by the works of Markushevich, Tikhomirov, Iliev and Druel:

**Theorem 5.3** [5, 12, 13, 19] The compactification of $\mathcal{M}_Y$ by the moduli space $\overline{\mathcal{M}}_Y$ of rank 2 semistable sheaves with $c_1 = 0$, $c_2 = 2$, $c_3 = 0$ is isomorphic to the blow-up of $J(Y)$ along a translate of $-F(Y)$. Moreover, it induces an open immersion of $\mathcal{M}_Y$ into $J(Y)$.

We recall a theorem in [17] relating instanton bundles and $B_0$-modules. Recall that we can embed the Fano surface of lines $F(Y)$ in $J(Y)$ as $F(Y) \hookrightarrow \text{Alb}(F(Y)) \sim J(Y)$ by picking $l_0$ as the base point. We denote by $F(Y)$ the strict transform of $F(Y)$ under the blow-up in Theorem 5.3.

**Theorem 5.4** [17] The moduli space $\mathcal{M}_{2,-4}$ is isomorphic to the blow-up of $\overline{\mathcal{M}}_Y$ along the strict transform $\overline{F(Y)}$ of $F(Y)$. In particular, $\mathcal{M}_Y$ is birational to $\mathcal{M}_{2,-4}$.

For a stable instanton bundle $E \in \overline{\mathcal{M}}_Y$, the image of $E$ in $\mathcal{M}_{2,-4}$ under the birational map in Theorem 5.4 is induced by a functor $\mathcal{X}: \mathcal{K}u(Y) \hookrightarrow D^b(\mathbb{P}^2, B_0)$ which can be described explicitly as follows. First, we define the functor

$$
\Psi: D^b(\widetilde{Y}) \to D^b(\mathbb{P}^2, B_0), \quad E \mapsto \pi_*(\mathcal{E} \otimes_{\mathcal{O}_{\widetilde{Y}}} E \otimes_{\mathcal{O}_{\widetilde{Y}}} \det F^\vee[1])
$$
where $E$ is a rank 2 vector bundle with a natural structure of flat left $\pi^*\mathcal{B}_0$-module. For details of the definition, we refer to [14]. Then $\mathcal{E}(E) = \Psi(\sigma^*(E))$ which makes sense as it can be checked that instanton bundles on $Y$ are naturally objects in $\mathcal{K}_U(Y)$ [17, Section 3.2]. While $\mathcal{E}(E)$ is a priori a complex, it turns out that $\mathcal{E}(E)$ is concentrated in only one degree [17, Lemma 3.9], so $\mathcal{E}(E)$ is indeed a $\mathcal{B}_0$-module.

On the other hand, recall that for an étale double cover $p : \tilde{\Delta} \rightarrow \Delta$, there is an associated 2-torsion line bundle $\pi : \xi \rightarrow \Delta$ such that $\tilde{\Delta}$ is recovered as the cyclic cover of $\xi$ and the section $1 \in \xi \otimes \mathcal{O}_\Delta$ i.e. $\tilde{\Delta}$ is embedded in $\text{Tot}(\xi)$ as the zero locus of $\tau \otimes - \pi^*1$ where $\tau$ is the tautological section of $\pi^*\xi$. Recall that a $\xi$-twisted $SL_2$-Higgs bundle on a curve $\Sigma$ is a pair $(V, \phi)$ consisting of a rank 2 vector bundle $V$ with a fixed determinant line bundle $L$ and $\phi \in H^0(\Sigma, \mathcal{End}_0(V) \otimes \xi)$. Since we will only deal with this case, We simply call it a twisted Higgs bundle. The spectral correspondence [7] says that pushing forward a line bundle $N$ on $\tilde{\Delta}$ gives a twisted Higgs bundle $(p_*N, p_*\tau)$ on $\Delta$. In fact, $\text{Prym}(\tilde{\Delta}, \Delta)$ parametrizes all twisted Higgs bundles on $\Delta$ with the spectral curve defined by $\tau \otimes - \pi^*1$. Since the Hitchin base $H^0(\Delta, \xi \otimes \mathcal{O}_\Delta) = \mathbb{C}$, all smooth spectral curves (defined away from $0 \in \mathbb{C}$) are isomorphic to each other.

Combining the functor $\mathcal{E}$ which induces a birational map $\mathcal{M}_Y \dashrightarrow \mathcal{M}_{2,-4}$, the birational map $\Phi : \mathcal{M}_{2,-4} \dashrightarrow W_1^1$, the Abel-Jacobi map $\tilde{\alpha} : \tilde{\Delta}(10) \rightarrow J^{10}\tilde{\Delta}$ and the spectral correspondence, we obtain an explicit correspondence between instanton bundles on $Y$ and $\xi$-twisted Higgs bundles on $\Delta$:

\[
\begin{array}{ccc}
\text{Instanton bundles on } Y & \xrightarrow{\mathcal{E}} & \text{Line bundles on } \tilde{\Delta} \\
\mathcal{B}_0\text{-modules on } \mathbb{P}^2 & \xrightarrow{\tilde{\alpha} \circ \Phi} & p_* \\
\text{twisted Higgs bundles on } \Delta \text{ with spectral curve } \tilde{\Delta} \rightarrow \Delta
\end{array}
\]

The correspondences of different objects here hold as birational maps between the corresponding moduli spaces.
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