Operator-independent high-throughput polymerization screening based on automated inline NMR and online SEC†
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Traditional protocols for high-throughput screening and experimentation are inherently time-consuming and cost-ineffective. Herein, we present a continuous flow-based automated synthesis platform that allows for rapid screenings of polymerizations. The platform uses online monitoring to acquire real time analytic data. Software is developed to guide data acquisition, and most importantly, to carry out reactions and their analysis autonomously. Further algorithms automatically detect experimental inaccuracies, and clean data. Data is aggregated and provided directly in a machine-readable manner, opening pathways towards creation of 'big data' sets for kinetic information that is independent of individual user biases and systematic errors. We demonstrate this platform on reversible-addition fragmentation chain transfer polymerization (RAFT). 8 different operators, ranging from PhD students with no prior experience in flow chemistry or RAFT polymerization, up to the professor of the research group created in this way a coherent dataset spanning 8 different monomers containing 3600 NMR spectra and about 400 molecular weight distribution analyses. Coherence of the dataset is demonstrated by reducing key kinetic information that describe the whole covered reaction space in a single parameter.

Introduction

The chemical space is vast and complex and it is often hard, if not impossible, to have a full notion of a studied system without performing detailed empirical studies. Discovery and optimization steps are tedious tasks and are often 'bottlenecks' for applied research and subsequently commercialisation of final products. Too often detailed studies beyond acquiring a handful of datapoints is deemed incremental research, despite a wealth of knowledge waiting to be harnessed. Performing multiple experiments in parallel can drastically increase the efficiency of chemical synthesis and robotics has emerged to help chemists reach these goals. In an efficient workflow and the collection of reliable and reproducible data. Throughout the years, multiple innovations have improved the final material design, the latter gives the opportunity to explore and understand the underlying reaction mechanisms and find the optimal conditions for efficient reaction protocols (on laboratory scale, but also in intensified industrial processes). Nevertheless, a common feature of both is the high reproducibility of reactions. The good thermal conductivity of flow reactors allows one to minimize feedrate, and can hence be shifted towards larger or shorter reaction times dynamically. Consequently, different reaction conditions can be screened with high time precision, all in the same reactor space. By connecting multiple feeds to the reactors and simply changing the flowrates accordingly, stoichiometric ratios can be adjusted and screened in an efficient way. The most important aspect of flow chemistry is, however, the high reproducibility of reactions. The good thermal conductivity of flow reactors allows one to minimize batch-to-batch variations, and hence provides more reliable data in general when compared to batch-wise probing of reaction conditions.
Other steps towards the modernisation of high-throughput screenings concern the analysis of reaction products. When performing screenings in batch, samples have to be physically taken from the reactor and specifically prepared for the technique used before measurement. This workflow easily becomes the bottleneck in high-throughput experimentation. Automated sample handling methods do exist but are usually very specific to one characterisation technique and are not readily available in a standard chemistry lab. Likewise, in situ methods speed up the process but such methods are limited to a restricted reaction space. Moreover, for each series of conditions to be analysed, parallel reactors are still required, limiting the number of experiments possible. Flow reactors, however, are able to integrate real-time data acquisition by placing analytic devices in the stream of synthesis, i.e. inline or in a parallel flow, i.e. online. By using characterisation techniques directly in the flow of synthesis, reaction products can be continuously monitored without the need of manual sampling. Additionally, they reduce the risk of human sampling errors or chemical alteration upon change in the environment, for instance from light degradation. Since reaction times can be dynamically chosen, reactions are screened in a single experiment in a very broad window of conditions, including temperature, concentration ratios, dilution and time. Common monitoring techniques in polymer research include spectroscopic techniques i.e. NMR or IR, mass spectrometry or size exclusion chromatography (SEC).

Last, but not least, a crucial advance towards efficient data gathering is presented by automation and digitalization of chemical processes. Via automation, reactor setups can be pre-programmed to screen a variety of conditions, thereby minimizing interference of the operator (and thus removing a further cause for variance in gathered data). Furthermore, acquired data can be processed, analysed and interpreted by software in order to develop a fully autonomous system. In theory, such advanced setups could run for 24 hours a day, 7 days a week.

It is exactly this feature that makes the combination of flow chemistry with online monitoring and automated software so attractive for high-throughput screenings (Fig. 1). Firstly, the use of software to start reactions, alter conditions and analyse data outputs facilitates (untrained) researchers to perform standardized protocols. Secondly, since changes in conditions are programmed and executed with digital precision, batch-to-batch variations or human inaccuracies are vastly reduced. Similarly, automated data cleaning and interpretation reduces human bias. Both methods ensure more reliable and consistent data generation. Perhaps the most important point of the digital transformation of chemical process is the amount of data that can be generated with automated flow reactors in combination with real-time analysis. Thanks to continuous collection and the theoretically endless run time of such platforms, the achievable data density is considerably higher compared to offline methods. This in turn contributes to an increased quality of kinetic reaction models by itself.

In this work, we present a fully automated polymer synthesis platform for high-throughput kinetic screenings of reversible-addition fragmentation chain transfer (RAFT) radical polymerizations. The developed setup is summarized in Fig. 2. We have demonstrated certain aspects of automation for this type of polymerization earlier, but until now all reactions still either required human interaction at every crucial step, or lacked the ability to acquire systematic data. The key development here to make the next evolutionary step is software development. Only if an interface is developed that allows for simple guidance of reactors, the full potential described above can be called in. The ease of use, consistency, reliability and efficiency of software we developed for this purpose is demonstrated by a screening of 8 different monomers, performed by 8 different operators (each having a different educational and academic background). With this data we can not only show fully consistent and operator-independent data acquisition, but via automated data cleaning and modelling of the acquired data, we also provide subtle insights in polymer kinetics, and provide new, machine-learning based approaches towards predicting future reactions.

Results and discussion
Automated polymer screening platform

Today, reversible addition–fragmentation chain transfer (RAFT) polymerisation has become one of the most relevant techniques for the synthesis of complex macromolecular materials. Although the general reaction mechanism is known, uncertainties persist about the importance and rate of certain reactions, making kinetic modelling of these polymerizations still challenging. Further kinetic studies of individual systems are – and will be – still needed for the time to come. Having said this, control over RAFT polymerisation is affected by many parameters, such as choice of the RAFT agent, radical initiator, type of monomer, temperature, stoichiometric ratios of reactants and absolute concentrations, etc. Manual systematic screenings are therefore tedious and time-consuming. High-throughput screening methods accelerate these protocols while maintaining, or even improving, the data quality. Since we have a long standing history in kinetic investigations into RAFT, we used this as a model reaction to validate and demonstrate our automated screening platform.

As useful as flow already is for high throughput screening, one significant extra benefit is the ability to screen reaction conditions in transient fashion. Starting from a stable reactor
flowrate A, corresponding to a specific reaction time, the flowrate can be abruptly changed to an alternate flow rate B. In consequence, different plugs in the reactor will then experience different residence times. By close monitoring of all plugs in the reactor, the complete range between residence times A and B can thus be analysed during the stabilisation period. The stabilisation time itself only takes as long as the residence time of flow rate B. These so-called timesweeps are powerful experiments for ultra-fast screening of reactions.⁷,8,17,24 Compared to manual batch and steady-state flow sampling, timesweeps can decrease experiment time and waste production by over 200%.¹⁷ Moreover, using online and inline analysis, the amount of datapoints can be drastically increased, since acquisition is only limited by the time resolution of the characterisation technique employed rather than material resources and research operator time.

The two most important indicators to follow RAFT polymerizations are monomer conversion and the average molecular weight of the residual polymer. Both can be measured online in continuous flow, conversion via NMR spectroscopy, and average molecular weight via size exclusion chromatography (SEC).⁸,17,24,34 Thanks to the miniaturization of NMR devices, coupling of flow reactors to benchtop models are made simple.³⁵ SEC is a little bit more tricky to couple online, as it relies on spaced injections into HPLC systems, and is hence non-continuous. Traditional offline GPC systems are associated with a relatively long analysis time of 20–40 minutes. Sampling time can, however, be reduced to about 12 minutes per sample. Time resolution can be further brought down by overlapping elugrams, making SEC suitable for routine online screening.²⁴–⁴⁶ It should be noted that the overlapping of elugrams needs to be adjusted to the molecular weight range of interest, and is pre-set before the experiments. In previous works, we successfully used the above-mentioned monitoring tools separately.⁷,²⁴ In our upgraded version, we combined both characterisation techniques – inline NMR and online GPC – to increases the data density and to yield a more thorough kinetic profile of the polymerization under investigation.

As mentioned above, a key development is through the software platform of our setup. Via Labview and Python, all parts of the setup are interconnected and communicating (see Fig. 2 and ESI† for details). The software controls the flowrates, collects the acquired online monitoring data and bundles all the parameters into a single experiment output. The software allows to follow each individual data acquisition precisely in time and brings all data ‘in tune’, accounting for individual dead volumes and detector delay times. In short, it allows the operator to ignore all engineering aspects of the setup, and to focus on outcome of the experiments rather than on the intricacies of data acquisition. A graphical user interface (GUI) guides the user through every step of the reaction, initializes the experiment and executes all required steps autonomously. This minimizes the need for knowledge of every underlaying technical feature of the setup and makes the method easy to use and accessible for researchers of all academic backgrounds, including those who have no background in flow chemistry at all.

**Data acquisition: consistency is key**

One of the objectives for the design of the platform was a straightforward workflow. This was achieved by development of control software that is as self-explanatory as possible. The only chemical task that is required to be carried out manually is preparing the reaction solution and filling a syringe as feed for the reactant pump. From there on, the operator only needs to provide key information to the software (such as weighed in amount of monomer, initiator, etc.) to start the experiments. Automating workflows as such, and thereby minimizing human interference, increases the consistency and reliability of screenings. To demonstrate the robustness of the procedures, we screened RAFT polymerizations by different operators. All members of our research group at the time of project execution,
from undergraduate student to professor, were given the task to screen a monomer of their choice for three different reaction conditions. It is important to note that this includes students who have not performed any flow reaction, or even RAFT polymerization before in their work. In a conventional setting, this effort would inevitably result in scattered, inconsistent data due to variation in systematic errors, batch-to-batch variation, or possibly procedural errors being made. Most importantly though, such screening across operators would take usually very significant amount of time, as experimentation inevitably would include familiarization and training of operators.

Next to deviations in experiments, also data analysis can interfere with data consistency. Between different individuals, variations in parameter settings or interpretation of the data can give a biased conclusion of the experiment and analysis of a dataset is by far not as standardized as it may seem on first glance. An example for human bias is setting spectral integration limits, or various assumptions being made when analysing data. The platform therefore features standardized and pre-programmed settings in combination with automated data collection and analysis. NMR spectra are measured in a 17 seconds interval and monomer conversions are calculated in real-time. Likewise, a switch valve injects a polymers sample onto the SEC column every 3 minutes. Molecular weight distributions are extracted and directly interpreted by the platform’s software. Since the volumes of setup and timepoints of flowrate changes are known, exact residence times can be calculated for each acquired datapoint. The molecular weight range measurable is limited by the solution viscosity, which depends on the exact monomer under investigation and the weight–average molecular weight of the residual polymer. While high MW polymer is feasible to synthesize in flow reactors, we limited our work to few tens of thousands of Dalton to avoid inconsistencies.

Both data series from NMR and SEC are then combined in one standardized comma-separated values (CSV) file. The importance of standardized data formats cannot be underestimated. Structured data is easy to work with, both for humans, but also for computer software. With the digital transformation of chemistry, databases, artificial intelligence and machine learning algorithms are becoming more and more part of everyday chemical research. Since these technologies rely on big data, easy machine-readable readouts facilitate their integration into modern chemistry.

Based on the residual csv file, summary plots are automatically generated and updated in real-time. This creates an overview of the reaction progress and gives the operator a chance to stop the process in case any abnormality is detected.

An example for the automatically generated output of a reaction is given for the RAFT polymerization of a 1 molar solution of cyclohexyl acrylate (1 M cyclohexyl acrylate, 0.005 M AIBN, DP_{target} of 50, 80 °C, butyl acetate as solvent) (see Fig. 3). Raw NMR data is summarized as scan-conversion plots. In the scan–conversion plot, a clear distinction can be made between the timesweep phase (Fig. 3A – red) and the stabilisation time related to the dead volumes (Fig. 3A – blue). After deriving the residence time \( t_{res} \) of each timesweep datapoint, a perfect connection of the timesweeps can be observed, illustrating the robustness of the concept as a fast screening method (Fig. 3B). A similar trend is seen in the \( t_{res} \)-DP (degree of polymerization) plot, where the last injection of the first timesweep has the same molecular weight as the first polymer trace of the second timesweep (Fig. 3C). Finally, the high linear correlation between monomer conversion and degree of polymerization \( (R^2 = 0.984) \) in the conversion–DP plot indicates a successful RAFT polymerisation. Extrapolating the fit reveals a DP of 51 at 100% conversion, which is in good agreement with the targeted DP of 50 (Fig. 3D) for the respective experiment. This result is much in line with theoretical expectations, but yet again, achieving high data quality to this accuracy is – without automation – far from trivial, and usually requires well trained and experienced researchers to produce comparable results (not to mention that human sampling would result in much lower number of data points, and hence higher statistical uncertainty).

**Data cleaning towards ‘big data’ use**

The automated platform drastically increases the volume of data. During one screening reaction from 3 to 30 minutes residence time, more than 250 NMR spectra and 16 GPC samples are collected over a time span of 1.5 hours. Manually batch screening would in most cases not exceed 6–10 data points for each dimension.

Multiplying this number for 3 different conditions per operator, this results in about 3600 NMR spectra and close to 400 SEC chromatograms, taken within less than 8 workdays in the laboratory. It is quite obvious that this methodology indeed is a high-throughput screening method, exceeding typical robotic screening methods available in the market. In turn, having access to such an amount of data, opens the pathway towards so-called “big data” analysis. Big data analysis allows
for deep learning methods in machine learning, and creates pathways so far not taken in chemical synthesis. Having said that (use and processing of big data starts with even more data than discussed in here), the next important step in big data treatment is that screening methods are required that test the reliability of acquired data. Even with the shown methodology, not always perfect data is obtained. Glitches may still occur as in any sophisticated process control, and despite all its advantages, data should not be taken for granted with respect to its accuracy. Standardized data cleaning processes must be applied as manual review of every single data point becomes increasingly more tedious and carries the risk of introducing human bias in error analysis.

As mentioned, outliers in data cannot be completely avoided. These originate from faulty experiment initialization or a short malfunction of software or hardware. The first can be corrected by reviewing the relevant experiment, while the latter problem mostly leads to the removal of the “faulty” data. To this end, we introduced automatic checking of the data stored in csv format. The data cleaning algorithm used to inspect each experimental output file was programmed to detect four kinds of deviations, for both the NMR data as well as the SEC data. NMR data was flagged for 'timesweep jumps' and negative conversions. Timesweep jumps are defined as a discontinuity of two consecutive timesweeps (Fig. 4C). If these were detected, we decided to remove the first timesweep from the dataset, since the second timesweep is always measured at lower flowrates and hypothesised to yield more reliable data (high flowrates can lead to NMR accuracies if mass transport is faster than spin relaxation times). Secondly, negative conversion – obviously impossible – is sometimes reported when working at lower monomer concentrations due to working close to the detection limit of the benchtop NMR (Fig. 4B). In both cases, deleting of these datapoints increases the overall quality of the experiment.

Also, SEC data is prone to minor irregularities, mostly stemming from incorrect setting of automatic integration limits. Oftentimes, manual correction in SEC analysis can be performed to obtain better data. Predefined baseline borders on the raw elugram obviously lead to misinterpretation of the polymer sample. Such data are flagged and need to be reviewed by the operator. In future we will seek to make this correction fully automatic, yet this requires full integration of the commercial SEC software used in data acquisition. At this stage, SEC deviations are only automatically flagged, and trigger a correction by the operator. Adjusting the integration region prevents the loss of valid data. Only data where measured elugram intensities exceeded detector saturation are removed from the dataset entirely (Fig. 4D).

Data aggregation

After all data had been cleaned and checked for internal consistency, the next issue to address was how to present such a large dataset coherently. Individual plots are shown in the ESI† for all screenings for all eight acrylic monomers, each at 4, 2 and 1 M concentration (0.005 M AIBN, DPtarget of 50, 80 °C, butyl acetate as solvent). It is obvious, that a form of data aggregation, hence presentation of the data in a reduced form is required for meaningful interpretation of data. Such aggregation (again, this can be obtained automatically via feeding the csv file into python code) is shown in Fig. 5. The simplest form of aggregation is to carry out the same test as given in Fig. 3. Since experiments were designed to keep the target degree of polymerisation constant, ideally all polymerizations should yield identical DP/conversion plots. Fig. 5C shows such an

Fig. 4 Visualization of the employed data cleaning algorithm. NMR data is checked for negative conversion (B) and timesweep jumps; valid data is shown in (A). SEC data is checked for detector saturation (E) and incorrect baseline parameters (F); valid data is shown in (D).
overlap of data. As can be seen, the data exhibits quite some scatter, and a linear regression reports a slope of 56 versus the theoretically expected 50. While this deviation (merely 10% from theory) is in principle satisfying, it must be noted that no individual calibrations of all monomers are available, and hence deviations between experiment and theory most likely stem from SEC calibration errors that have no root in the automation or the carried out automated experiment and analysis. If anything, individual datasets all show much lower internal scatter (as exemplified in Fig. 3), and the overall good average proves, if anything, the power of statistics over individual systematic errors (here absence of correct calibration).

More interesting, and at the same time also more robust since not dependent on individual calibrations, is the meta-analysis of the conversion data obtained from NMR. Each individual time/ conversion plot can be reduced to an overall polymerization rate coefficient, obtained as the slope of a first order kinetic plot of data. While such rate coefficient \( K_P \) has no direct meaning (true rate coefficients can only be expressed for each individual chain reaction), this method provides nonetheless a good quantification of data, and makes the various experiments comparable. Fig. 5A shows the apparent rate of polymerization \( R_p \) for each experiment as a function of number of carbon atoms in the side chain of the monomer. This presentation is chosen since the propagation rate coefficient of monomers is known to scale with the length of the ester side chain, and \( R_p \) in turn correlates typically directly with the propagation rate coefficient times the monomer concentration.\(^{16-18} \) Indeed, Fig. 5A shows nicely that this trend is also observed across all experiments. The rate of reaction increases with the number of carbon atoms. Also, as expected, the incline becomes steeper with increasing monomer concentration. While this correlation is crude (monomers with branched side chains are known to behave differently than linear side chains), it offers a further data reduction. If data for each individual monomer concentration is fitted linearly, all rates can be combined into a single correlation for monomer concentration. Since the overall rate of polymerization necessitates a linear correlation with monomer concentration (doubling of monomer concentration leads directly to doubling of the rate, since \( R_p = K_Pc_M \)) this correlation is directly identified, showing a remarkably high precision with an \( R^2 \) of 0.999, as seen in Fig. 5B (underpinning the power of statistics to reduce experimental scatter). With this data plot, it is now possible to predict the rate for any acrylate RAFT polymerization that is carried out with the same RAFT agent and initiator concentration, interpolating over the whole monomer concentration and monomer space. One can only imagine the predictivity of polymerization rates if future experiments will also target initiator concentration and other RAFT agents as the next screening dimensions. It is obvious that provision of such data will then allow to model the reactions of practically any RAFT polymerization. As mentioned in the introduction, such modelling is to date not possible by using detailed kinetic modelling due to a lack of precise data and missing details in mechanistic understanding. We are certain, that our approach will in future not only fill this gap in predictivity, but that it will also provide the data basis to refine the mechanistic and kinetic understanding of the RAFT process. At first glance it may seem contradictory to use overall rate of polymerization data to determine mechanistic details of polymerization, as this usually involves complex and detailed kinetic studies into distinct chain growth reaction steps. However, with the present precision, once enough data is available, deep learning methods will become feasible that can bridge the current knowledge gap in mechanistic and kinetic understanding of radical polymerizations, especially when combined with deterministic modelling of reactions.

Having said that, we are confident though that the present work outlines the method nicely, and demonstrates its potential. Obviously, there are no limits in terms of data interpretation, and connection of this experimental data with kinetic data already available in literature. It is, however, sure that provision of big data, and aggregation of data will be a key in the future to exploit the full potential unfolded here.

**Conclusions**

We have demonstrated how an online-monitoring flow polymerization setup can be fully automated to yield very consistent and statistically robust collections of data in a high-throughput fashion. The operation of the setup is shown to be independent of the operator, including undergraduate students, PhD without
RAFT or flow chemistry background, and the principle investigator of the research group, who has no daily lab practice. While this seems to be an incremental software improvement “only” on first glance, this is a significant development towards creation of big chemical data for use in machine learning advances.

Next to automation, we have shown how datasets are automatically cleaned by algorithms to provide fully consistent data treatment and determination of statistical outliers. After data cleaning, all results are aggregated in simple plots, which in turn then allow to interpolate rate information in the full experimental space covered. As such, our method does not only mark the crossing of the high-throughput line in polymerization monitoring, it also demonstrates the full digitalization of the process, providing machine-readable outputs ready to be transferred into databases. We envisage for the future that such databases can be expanded – via interlaboratory collaboration – using open data and FAIR (findability, accessibility, interoperability and reusability) data use principles. Such approach would lead to true generation of ‘big data’ and deep learning approaches towards a better understanding of reaction kinetics. At the same time, this approach would eliminate systematic errors that might be present in single reaction setups, and increase not only the precision, but also accuracy of rate determinations.
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