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Abstract

Differentially private (DP) synthetic data is a promising approach to maximizing the utility of data containing sensitive information. Due to the suppression of underrepresented classes that is often required to achieve privacy, however, it may be in conflict with fairness. We evaluate four DP synthesizers and present empirical results indicating that three of these models frequently degrade fairness outcomes on downstream binary classification tasks. We draw a connection between fairness and the proportion of minority groups present in the generated synthetic data, and find that training synthesizers on data that are pre-processed via a multi-label undersampling method can promote more fair outcomes without degrading accuracy.

1. Introduction

Data containing sensitive information on individuals are being collected in an increasing number of domains. In fields such as healthcare, publishing analyses of sensitive data is not only an important part of the research process but also has clear benefits for humanity. However, publicly releasing these analyses creates a privacy risk for the individuals represented in the underlying data sets. Even machine learning models, including neural networks, that perform complex transformations of their input data can leak information about individual records in their outputs (Shokri et al., 2017).

Differential privacy (DP) has emerged as the gold standard for private data protection and provides strong theoretical guarantees (Dwork, 2006). Specifically, differential privacy bounds privacy loss by a pre-specified parameter and ensures that the output of a computation does not reveal personal information that could not be inferred from population-level statistics.

2. Background and Preliminaries

The synthesizers we evaluated use different methods to satisfy differential privacy. As described in Definition 1, DP ensures that the output of a computation performed on a data set is statistically indistinguishable from the output of the same computation on the data set with any individual’s information removed, up to some privacy loss parameter $\varepsilon$.

Definition 1. (Differential Privacy (Dwork, 2006)) A ran-
domized function $f$ provides $(\epsilon, \delta)$-differential privacy if $\forall S \subseteq \text{Range}(f)$, all neighboring data sets $D$, $\hat{D}$ differing on a single entry,
\[
Pr[f(D) \in S] \leq e^{\epsilon} Pr[f(\hat{D}) \in S] + \delta \tag{1}
\]

DP synthesizers allow us to control exactly how much privacy loss, or privacy risk, we are willing to tolerate. Lower values of $\epsilon$ are associated with greater privacy protection, whereas higher values typically allow greater statistical similarity to the original data, but preserve less privacy.

**Synthesizers.** In our experiments, we generated data using four DP synthesizers. One of these is the Multiplicative Weights Exponential Mechanism (MWEM), developed by Hardt et al. (2012). Using the Multiplicative Weights update rule and the Exponential Mechanism to select queries, MWEM approximates a target distribution by generating data that maximize agreement with the target on the selected queries. Recent research has found that MWEM is fast and performs well in scenarios where data can be discretized into columns with reasonable dimensionality (Rosenblatt et al., 2020). As MWEM was one of the first DP synthesizers published, we include it as a de facto baseline.

Another popular approach to private data generation is to train GAN-based models (Goodfellow et al., 2014) using DP Stochastic Gradient Descent (DP-SGD), which enforces privacy by clipping each gradient in the optimization’s $L_2$ norm and then adding noise (Abadi et al., 2016). We evaluated two synthesizers that fall under this category: DP-CTGAN, a DP version of CTGAN developed to generate private tabular data (Xu et al., 2019), and PATE-CTGAN, which combines the Private Aggregation of Teacher Ensembles (PATE) framework with CTGAN (Yoon et al., 2019). While GAN-based models can generate high quality synthetic data, we found that their performance is sensitive to hyperparameters, making them difficult to train across data sets. To mitigate this issue, we used QUAIL, an ensemble method proposed by Rosenblatt et al. that combines a DP supervised learning algorithm, such as DP logistic regression, with a synthesizer. In our experiments, we augmented MWEM, DP-CTGAN and PATE-CTGAN with QUAIL and refer to these ensembles as QUAIL-MWEM, QUAIL-DPCTGAN and QUAIL-PATECTGAN, respectively. For these synthesizers, we utilized the open-source SmartNoise SDK.

Finally, we evaluated MST (McKenna et al., 2021), a more recent synthesizer that uses the Gaussian mechanism to measure selected marginals and Private-PGM to estimate a distribution from those measurements and generate synthetic data. As a graphical model, Private-PGM tends to work well in high dimensions, provided that the selected marginals are low-dimensional (McKenna et al., 2019).

**Fairness.** In this work, we considered the equalized odds notion of fairness. While many definitions of fairness exist, equalized odds provides a measure that is both relevant to our classification tasks and more robust than other definitions. Demographic parity, for example, does not guarantee fairness in all scenarios and can seriously hurt accuracy when enforced (Dwork et al., 2011). As implied by Definition 2, equalized odds requires that the true positive rate ($\hat{Y} = 1, y = 1$) and false positive rate ($\hat{Y} = 1, y = 0$) across groups (e.g. gender, race) are equal.

**Definition 2.** (Equalized Odds) A classifier $\hat{Y}$ satisfies equalized odds with respect to a protected attribute $A$ and outcome $Y$ if $\hat{Y}$ and $A$ are independent, conditional on $Y$.
\[
Pr[\hat{Y} = 1|A = 0, Y = y] = Pr[\hat{Y} = 1|A = 1, Y = y], \quad y \in \{0, 1\} \tag{2}
\]

Note that in our analyses, we labeled the unprivileged group $A = 0$ and the privileged group $A = 1$. In all four data sets analyzed, the true positive and false positive rates are aligned with real-world fairness concerns. In the context of the COMPAS data set, for example, a higher false positive rate for group $A = 0$ than $A = 1$ implies that a classifier is more likely to incorrectly predict that individuals in the unprivileged group will recommit a crime compared to individuals in the privileged group.

To measure the degree of unfairness between groups, we calculated the difference between their true positive rates and false positive rates, i.e. $Pr[\hat{Y} = 1|A = 1, Y = y] - Pr[\hat{Y} = 1|A = 0, Y = y]$, where $y \in \{0, 1\}$. We refer to these differences as the equalized odds distances, smaller values of which indicate more fair outcomes. Note that in addition to fairness, we also measured accuracy using F1-scores because a classifier that always predicts $\hat{Y} = 0$ would perfectly satisfy equalized odds, thereby appearing very fair but offering no predictive value.

**Data.** We ran experiments on three data sets, including the ProPublica COMPAS data set (ProPublica, 2021) and the UCI Adult data set (Dua & Graff, 2017). We also used the ACS Income data set, which has been proposed as a substitute for Adult (Ding et al., 2021). For each data set, we focused on a particular binary classification task (predicting recidivism in COMPAS and income category in Adult and ACS Income), and measured equalized odds distances with respect to a binary protected attribute of interest (race in COMPAS and gender in Adult and ACS Income).

**3. Methodology**

Our results pipeline is summarized in Figure 1. For each synthesizer and data set, we split the original data into train and test sets. This allowed us to train a synthesizer and generate DP synthetic data while holding out some non-private data for evaluation. We then trained logistic regression binary
classifiers with $L_2$ regularization on the synthetic data and evaluated their predictions on the original, non-private data. We repeated this procedure across \( \varepsilon = [1.0, 2.0, \ldots, 8.0] \). To understand the variability of our results, we performed ten trials at each privacy budget, generating a total of 80 synthetic data sets.

To mitigate unfairness in downstream classifiers, we repeated these experiments on pre-processed training sets that balanced the number of observations with respect to both the relevant protected attribute \( A \in \{0, 1\} \) and label \( Y \in \{0, 1\} \). This simple pre-processing method, which we call “multi-label undersampling,” identifies the minority group \( \{a, y\} \in A \times Y \) and randomly undersamples observations from the other three groups until the counts of all four are equal. The resulting data set is still non-private but removes pre-existing class imbalances. As discussed below, this encourages synthesizers to generate more balanced data and binary classification models trained on those data to make more fair predictions.

For each data set and synthesizer, therefore, we generated a total of 160 synthetic data sets (80 with pre-processing, and 80 without it). In the following section, we describe the differences among these data sets and the fairness and accuracy of logistic regression classifiers trained on them.

### 4. Experimental Results

In our experiments, we found that privacy budget did not have a significant impact on the fairness and accuracy of downstream classifiers. More specifically, the variation in the results obtained across trials at fixed epsilon values was generally larger than the differences between them. Therefore, we analyzed the 80 synthetic data sets for each synthesizer and data set in aggregate. We note that restricting the privacy budget to lower \( \varepsilon \) values yielded similar results, so we include our results up to \( \varepsilon = 8.0 \) for completeness.

The differences observed among synthesizers, however, were more significant and are the focus of our discussion below. QUAIL-DPCTGAN and QUAIL-PATECTGAN showed highly variable performance, indicating that hyperparameter tuning may be required to reliably use GAN-based synthesizers in practice, even when they are augmented with QUAIL.

#### 4.1. Synthetic Data Distributions

To understand how DP synthesizers might affect fairness outcomes on downstream classification tasks, we first analyzed the proportion of the minority group \( \{a, y\} \in A \times Y \) present in the synthetic data sets. As shown in Figure 2, QUAIL-MWEM, QUAIL-DPCTGAN, and QUAIL-PATECTGAN frequently decreased this proportion relative to the original, non-private data. This suggests that these synthesizers may exacerbate pre-existing class imbalances in the original data. However, training synthesizers on data that were pre-processed with multi-label undersampling mitigated this issue, yielding synthetic data sets with minority proportions closer to 0.25.

Interestingly, MST does not appear to suffer from this issue and generated synthetic data with minority proportions almost exactly equal to the non-private proportions in Adult, ACS Income, and COMPAS. Further, the variation in the MST minority proportions is significantly smaller than those yielded by the other three synthesizers. These observations indicate that pre-processing the non-private data may not be necessary when using MST.

#### 4.2. Binary Classification

Having analyzed the differences among various DP synthetic data sets in terms of their minority group proportions, we turn our attention to how these differences manifest in the fairness and accuracy of downstream logistic regression classifiers.
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Figure 2. Distributions of the proportion of the minority group (with respect to the relevant protected attribute \(A\) and label \(Y\)) in synthetic data generated across data sets and synthesizers. Each blue boxplot corresponds to 80 synthetic data sets generated on the original data, while each orange boxplot shows the results for 80 synthetic data sets obtained by training synthesizers on pre-processed data. The black dotted lines represent the proportion of the minority group present in the original, non-private training data.

Figure 3 indicates that, on average, classifiers trained on data generated by QUAIL-MWEM, QUAIL-DPCTGAN, and QUAIL-PATECTGAN had higher equalized odds distances (i.e., were less fair) than those trained on non-private training data. This is particularly evident on the ACS Income data, where the average equalized odds distances are nearly twice the non-private metric. Similar results, not shown here, were obtained on the Adult data set.

Further, we observed a strong association between the minority group proportions visualized in Figure 2 and the downstream fairness outcomes shown in Figure 3. In particular, synthetic data sets with lower minority proportions than non-private data (such as those generated on ACS Income) are associated with less fair outcomes, while synthetic data sets that do not decrease this proportion (such as those generated on COMPAS), are less likely to degrade fairness. Intuitively, classifiers trained on data sets containing fewer observations of a particular group are more likely to make incorrect predictions with respect to that group.

The same reasoning can be used to explain the reverse outcome. In particular, our pre-processing method, which encourages synthesizers to generate data with higher proportions of the minority group, is also associated with lower equalized odds distances (more fair outcomes). Similarly, MST did not significantly alter the minority group proportions in comparison to non-private data and therefore did not degrade fairness.

Contrary to the frequently cited trade-off between fairness and accuracy, Figure 3 also shows that improvements in fairness were granted with virtually no reductions in accuracy. In fact, the most fair and accurate results were both achieved by MST, which had F1-scores nearly equivalent to those obtained on non-private data. The average accuracies achieved by the other three synthesizers, however, were significantly lower.

5. Conclusion

In this paper, we studied the effect of differentially private synthetic data on downstream fairness outcomes. We found that three out of the four synthesizers investigated frequently degrade fairness and drew an association between less fair outcomes and decreased proportions of minority groups in the generated synthetic data. This motivated our method of pre-processing the non-private training data, which encouraged synthesizers to generate more balanced classes and mitigated unfair outcomes while retaining predictive accuracy. However, The MST synthesizer achieved fairness and accuracy metrics that were close to those obtained using non-private data – even without pre-processing – and may be a preferable option for real-world applications involving DP synthetic data.
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