End-to-end translation of human neural activity to speech with a dual-dual generative adversarial network
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Abstract—In a recent study of auditory evoked potential (AEP) based brain-computer interface (BCI), it was shown that, with an encoder-decoder framework, it is possible to translate human neural activity to speech (T-CAS). However, current encoder-decoder-based methods achieve T-CAS often with a two-step method where the information is passed between the encoder and decoder with a shared dimension reduction vector, which may result in a loss of information. A potential approach to this problem is to design an end-to-end method by using a dual generative adversarial network (DualGAN) without dimension reduction of passing information, but it cannot realize one-to-one signal-to-signal translation (see Fig. 1 (a) and (b)). In this paper, we propose an end-to-end model to translate human neural activity to speech directly, create a new electroencephalogram (EEG) datasets for participants with attention by design a device to detect participants’ attention, and introduce a dual-dual generative adversarial network (Dual-DualGAN) (see Fig. 1 (c) and (d)) to address an end-to-end translation of human neural activity to speech (ET-CAS) problem by group labelling EEG signals and speech signals, inserting a transition domain to realize cross-domain mapping. In the transition domain, the transition signals are cascaded by the corresponding EEG and speech signals in a certain proportion, which can build bridges for EEG and speech signals without corresponding features, and realize one-to-one cross-domain EEG-to-speech translation. The proposed method can translate word-length and sentence-length sequences of neural activity to speech. Experimental evaluation has been conducted to show that the proposed method significantly outperforms state-of-the-art methods on both words and sentences of auditory stimulus.

Index Terms—Translation of human neural activity to speech (T-CAS), end-to-end model, dual-dual generative adversarial network (Dual-DualGAN), brain-computer interface (BCI), cross-domain mapping.
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The World Health Organization (WHO) estimated in 2021 that neurological disorders could affect as many as 25% patients worldwide, and result in symptoms include confusion, altered levels of consciousness, and loss of communication. The visual evoked potential (VEP) based brain-computer interface (BCI) may enhance the quality of life of a patient, e.g. by using eyes to control a cursor to select letters one-by-one to spell out words [1], [2], [3]. However, the spelling rates of users are far below the average rate of 150 words per min in natural speech [4], [5], since spelling is a sequential concatenation of discrete letters [6], [7], [8]. Different from spelling, speech is a highly efficient form of communication produced from a fluid stream of overlapping and multi-articulator vocal tract movements [9], [10], [11]. The auditory evoked potential (AEP) based BCI is a promising alternative to overcome the limitations of current spelling-based methods in achieving natural communication rates [12], [13], [14], [15], [16], [17].

The AEP based BCI using spelling-based methods, however, are yet to reach natural communication rates. To address this problem, studies have been conducted to exploit the conceptual similarity between the task of decoding speech from human neural activity and the task of machine translation according to the sensitivity of organs (such as ears, eyes). The AEP based BCI methods can be mainly classified into two categories: translation of human neural activity to text (T-CAT) [18], [19], [20] and translation of human neural activity to speech (T-CAS) [21], [22], [23], [24], [25], [15], [26], [27], [28], [29], [30]. The T-CAT method is mainly used by deaf-mutes. However, this method can be limited in several scenarios. For example, when two words share the same pronunciation, the translation to the desired word can be ambiguous. In addition, the spelling rates achieved by T-CAT can only be close to able-bodied typing rates. In contrast, the T-CAS method can be used by more ordinary users, as it is a more intuitive approach for communication, as in natural speech [16], [17], [31], [32], [33]. As a result, the T-CAS approach has received increasing interest recently, and is the focus of this paper.

In existing AEP based BCIs, the T-CAS is often achieved with a two-step method, in which the first step is to decode speech from neural activity to text or acoustic feature, typically for dimensionality reduction, followed by a second step on encoding text or acoustic feature to synthesized speech. In the two-step method, a shared feature is a dimension reduction vector to bridge the decoding and encoding side, but dimen-
Dimensionality reduction inevitably leads to a loss of information. In encoding side, for a loss of some effective information, it may result in some possible reconstructed signals that are not necessarily accurate by using different encoders. To our knowledge, there is no existing study for end-to-end decoding human neural activity to speech by using a non-invasive electroencephalogram (EEG) neural recording without a loss of information for dimensionality reduction.

The aim of this paper is to develop a method for translating human neural activity to speech directly. Motivated by recent advances in dual generative adversarial network (DualGAN) [34], a potential solution to this problem is to design an end-to-end method by using a DualGAN without using dimensionality reduction in the pipeline, which, however, may be limited by the following challenges. For example, the DualGAN is an unsupervised dual learning framework originally designed for cross-domain image-to-image translation, but it cannot achieve a one-to-one translation for signal pairs without local corresponding features in signal pairs. As shown in Fig. 1 (a), a male photo may be translated to the corresponding male sketch or other similar male sketches by the DualGAN. This is because the image pairs have some correspondence in different patterns, for example hat or hair. In Fig. 1 (b), an EEG signal may be translated to different speech signals randomly by a DualGAN for the EEG and speech signals without local corresponding features (waveform and amplitude). In order to address these technical challenges, an end-to-end translation of human neural activity to speech (ET-CAS) problem is considered and our contributions are three-fold:

1) **Model.** An end-to-end model is proposed to translate human neural activity to speech directly.
2) **Datasets.** A new EEG dataset is created for this study, where a device (see Fig. 7) is designed to detect the attention of participants in order to improve the quality of the EEG data in data collection.
3) **Network.** A dual-dual generative adversarial network (Dual-DualGAN) is proposed to address the ET-CAS problem, where two DualGANs are built and trained simultaneously by incorporating a transition domain to bridge the two DualGANs. The transition signals used in the transition domain are cascaded by the corresponding EEG and speech signals in a certain proportion to construct shared labels for EEG and speech signals without aligning their corresponding features.

The remainder of the paper is organized as follows. Section II describes the related work. Section III introduces the background for GAN and DualGAN. Section IV formulates an end-to-end model for the ET-CAS problem. Section V presents our proposed network for the problem of ET-CAS. Section VI describes data collection and pre-processing. Section VII discusses the experimental set up. Section VIII shows numerical results. Section 9 concludes the paper and draws potential future research directions.

### II. RELATED WORK

In the field of the AEP based BCIs, there is an increasing interest in the problem of decoding speech from human neural activity recently [16], [17], [31], [33]. According to the sensitivity of organs (e.g., ears, eyes), the AEP based BCI systems can be mainly classified into two categories, namely, T-CAT and T-CAS. The T-CAT systems are more suitable for deaf and mute people, and the spelling rates offered by these systems are close to typing rates. However, they are prone to errors when translating two words with the same pronunciation. In contrast, the T-CAS method does not have such limitations, and is an intuitive approach for users to achieve high communication rates in natural speech.

**The AEP based BCIs for T-CAT.** Herff et al. [18] showed for the first time that spoken speech could be decoded into the expressed words from intracranial electrocorticographic (ECoG) recordings, and proposed a Brain-To-Text system to transform brain activity while speaking into the corresponding textual representation. This system achieved word error rates as low as 25 % and phone error rates below 50 %. Makin et al. [19] trained a recurrent neural network to encode each sentence-long sequence of neural activity into an abstract representation, and then to decode this representation, word by word, into an English sentence at natural-speech rates with high accuracy. This method achieved an average word error rate across a held-out repeat set as low as 3 %. Willett et al. [20] proposed a BCI which can spell 90 characters per minute at > 99 % accuracy with general-purpose auto-correction, and significantly close the gap between BCI-enabled typing and
able-bodied typing rates. These methods have focused on the translation of human neural activity to text and achieved typing rates that are close to normal typing rates, which, however, remain lower than the average rate of 150 words per min in natural speech.

The AEP based BCIs for T-CAS. Brumberg et al. [12] developed a brain-computer interface for the control of an artificial speech synthesizer by an individual with near complete paralysis, where vowel formant frequencies are predicted based on neural activity recorded from an intra-neural micro-electrode implanted in the left hemisphere speech motor cortex. Bocquelet et al. [15] presented an articulatory-based speech synthesizer, which converts movements of the main speech articulators (e.g. tongue, jaw, velum, and lips) into intelligible speech by using a deep neural network (DNN), and can be controlled in real-time that is useful for BCI applications. Akbari et al. [16] investigated the dependence of intelligible speech by using a deep neural network (DNN), speech articulators (e.g. tongue, jaw, velum, and lips) into a speech synthesizer, which converts movements of the main speech articulators (e.g. tongue, jaw, velum, and lips) into intelligible speech by using a deep neural network (DNN), and can be controlled in real-time that is useful for BCI applications. Akbari et al. [16] investigated the dependence of intelligible speech by using a deep neural network (DNN), speech articulators (e.g. tongue, jaw, velum, and lips) into a speech synthesizer, which converts movements of the main speech articulators (e.g. tongue, jaw, velum, and lips) into intelligible speech by using a deep neural network (DNN), and can be controlled in real-time that is useful for BCI applications.

The focus of this paper is to address the problem of decoding speech from human neural activity directly with the non-invasive EEG signals, and to propose an end-to-end translation method Dual-DualGAN.

III. BACKGROUND

A generative adversarial network (GAN) is a class of machine learning frameworks designed by Goodfellow et al. [34] for image translation, which was trained with two sets of unlabeled images from two domains (e.g. sketch and photo).

As illustrated in Fig. 2 given two sets of unlabeled and unpaired images sampled from domains $U$ and $V$, respectively, the primary task of DualGAN is to learn a generator $G_A$: $U \rightarrow V$ that maps an image $u \in U$ to an image $v \in V$, while the dual task is to train an inverse generator $G_B$: $V \rightarrow U$. This is achieved by using two GANs (i.e. the primal GAN and the dual GAN). The primal GAN learns the generator $G_A$ and a discriminator $D_A$ that discriminates between fake outputs of $G_A$ and real members of domain $V$. Analogously, the dual GAN learns the generator $G_B$ and a discriminator $D_B$.

The image $u \in U$ is translated to domain $V$ using $G_A$. How well the translation $G_A(u, z)$ fits in $V$ is evaluated by $D_A$, where $z$ is random noise. $G_A(u, z)$ is then translated back to domain $U$ using $G_A$, which outputs $G_B(G_A(u, z), z')$ as the reconstructed version of $u$, where $z'$ is also random noise. Similarly, $v \in V$ is translated to $U$ as $G_B(v, z')$ and then reconstructed as $G_A(G_B(v, z'), z)$. The discriminator $D_A$ is trained with $v$ as positive examples and $G_A(u, z)$ as negative examples, whereas $D_B$ takes $u$ as positive and $G_B(v, z')$ as negative. Generators $G_A$ and $G_B$ are optimized to emulate $\text{fake}_A, \text{fake}_B$ outputs to blind the corresponding discriminators $D_A$ and $D_B$, as well as to minimize the two reconstruction losses $\|u - G_B(G_A(u, z), z')\|$ and $\|v - G_A(G_B(v, z'), z)\|$. The same loss function is used for both generators $G_A$ and $G_B$ as they share the same task, which is defined as

$$
\mathcal{L}(U, V)^G = \lambda_U \|u - G_B(G_A(u, z), z')\| + \lambda_V \|v - G_A(G_B(v, z'), z)\| - D_A(G_A(u, z)) - D_B(G_B(v, z')), \tag{1}
$$

where $\lambda_U$ and $\lambda_V$ are two constant parameters, which are typically set to the values within $[100, 1000]$.
The loss functions of $D_A$ and $D_B$ advocated by Wasserstein GAN (WGAN) can be described by

$$L_D^A = D_A(G_A(u, z)) - D_A(v),$$

(2)

$$L_D^B = D_B(G_B(v, z')) - D_B(u),$$

(3)

where $D_A(\cdot) = \frac{p_{data}(\cdot)}{p_{data}(\cdot) + p_{gA}(\cdot)}$, $D_B(\cdot) = \frac{p_{data}(\cdot)}{p_{data}(\cdot) + p_{gB}(\cdot)}$, $p_{data}(\cdot)$ is the distribution of the training data, $p_{gA}(\cdot)$ and $p_{gB}(\cdot)$ are the distributions of the fake outputs from $G_A(\cdot)$ and $G_B(\cdot)$, respectively. After several steps of training, if $p_g(\cdot) = p_{data}(\cdot)$, the discriminator is unable to differentiate between $p_g(\cdot)$ and $p_{data}(\cdot)$, and $D_A(\cdot) = D_B(\cdot) = \frac{1}{2}$.

By training a DualGAN, a signal can be translated to another similar signal with some correspondence in different patterns. For example, a male photo may be translated to the corresponding male sketch or other similar male sketches by a DualGAN in Fig. 1 (a). However, the male photo and the translated male sketch are not necessarily the trained image pairs. Analogously, an EEG signal may be translated to some different speech signals randomly by a DualGAN in Fig. 1 (b). The correct rates of the one-to-one translation in EEG-to-speech are even lower than image pairs for the EEG and speech signals without local corresponding features.

For ET-CAS problem, we need to realize one-to-one translation of an EEG to a speech signal. To address this problem, in this paper, we build an end-to-end model for decoding speech from human neural activity to synthesized speech directly. Based on the end-to-end model, we propose a Dual-DualGAN by group labelling EEG signals and speech signals, and inserting a transition domain into a DualGAN to train two DualGAN simultaneously. The transition signals of the transition domain can be considered as the shared labels for the EEG and speech signals which are constructed by cascading the corresponding EEG and speech signals in a certain proportion.

IV. END-TO-END MODEL

Consider a translation task that is induced by decoding speech from human neural activity to synthesized speech directly, we present an end-to-end model for this task in this section, as illustrated in Fig. 3.

Training. Fig. 3 (a) shows the training process of our end-to-end model. Two inputs are used in this model, including the non-invasive EEG signal recorded as the participants listen to speech audio, and the corresponding speech signal. We use these two inputs to train the proposed Dual-DualGAN, and then obtain the trained Dual-DualGAN.

Testing. Fig. 3 (b) demonstrates the testing process of the end-to-end model. The input of the model is the non-invasive EEG signal recorded as the participants listen to speech audio. The parameters derived from the trained Dual-DualGAN is used to decode EEG to the corresponding synthesized speech signal.

V. DUAL-DUALGAN

The fundamental question in ET-CAS is to decode speech from human neural activity (EEG signals) directly. A potential approach to this problem is to use a DualGAN which is an unsupervised dual learning framework that does not need dimensionality reduction in cross-modal translation. However, it cannot realize one-to-one translation for signal pairs without local corresponding features in the signal pairs. The EEG and speech signals are different types of signals without local corresponding features. Thus we cannot achieve the purpose of the one-to-one translation of an EEG to a speech signal by
training a DualGAN. To address this problem, we present a Dual-DualGAN, as shown in Fig. 4.

In our Dual-DualGAN, a transition domain $O$ is introduced into a DualGAN to build two DualGANs (DualGAN 1 and DualGAN 2) which are trained simultaneously. DualGAN 1 involves domain $U$ and domain $O$ whereas DualGAN 2 involves domain $O$ and domain $V$. As illustrated in Fig. 4(b), a set of transition signals $o$ sampled from $O$ are cascaded by the corresponding EEG and speech signals in a certain proportion. Two sets of EEG signals $u$ and speech signals $v$ are sampled from domains $U$ and $V$, respectively. The primary task of our Dual-DualGAN is to translate $u \in U$ into $v \in V$. DualGAN 1 aims to learn a mapping between the EEG signals $u \in U$ and transition signals $o \in O$ with a mini-cycle, while DualGAN 2 learns a mapping between the speech signals $v \in V$ and transition signals with another mini-cycle. Different from the above running mode, the transition signals $o \in O$ learn from $u \in U$ in DualGAN 1, then the generated transition signals learn from $v \in V$ in DualGAN 2, which form a large cycle. By training the Dual-DualGAN, the transition signals $o \in O$ can be considered as shared labels for EEG and speech signals without corresponding features, details as follows.

**Training.** In Fig. 4(a), a generator $G_A: U \rightarrow O$ in the DualGAN 1 is learned by mapping a real EEG signal $u$ to an EEG signal $G_A(u, z)$, while the dual task is to train an inverse generator $G_B: O \rightarrow U$ that maps a real transition signal $o$ to a transition signal $G_B(o, z')$. Analogously, a generator $G_C: V \rightarrow O$ in the DualGAN 2 is learned by mapping a real speech signal $v$ to a speech signal $G_C(v, z')$, while the dual task is to train an inverse generator $G_D: O \rightarrow V$ that maps a generated transition signal of DualGAN 1 $G_A(G_B(o, z'), z)$ to a transition signal $G_D(G_A(G_B(o, z'), z), z)$, where $z$ and $z'$ are random noises.

For EEG signals, a real EEG signal $u$ is mapped to domain $O$ using $G_A$, which generates an EEG signal $G_A(u, z)$. Then $G_A(u, z)$ is translated back to domain $U$ using $G_B$, which outputs $G_B(G_A(u, z), z')$ as the reconstructed version of $u$.

For speech signals, a real speech signal $v$ is mapped to domain $O$ using $G_C$, which generates a speech signal $G_C(v, z')$. $G_C(v, z')$ is then translated back to domain $V$ using $G_D$, which outputs $G_D(G_C(v, z'), z)$ as the reconstructed version of $v$.

For transition signals, it needs four steps to form a large cycle. Firstly, a real transition signal $o$ is mapped to domain $U$ using $G_B$, which generates a transition signal $G_B(o, z')$. Secondly, $G_B(o, z')$ is translated back to domain $O$ using $G_A$, which outputs $G_A(G_B(o, z'), z)$. Thirdly, $G_A(G_B(o, z'), z)$ is translated to domain $V$ using $G_D$, which generates $G_D(G_A(G_B(o, z'), z), z)$. Fourthly, $G_D(G_A(G_B(o, z'), z), z)$ is translated back to domain $O$ using $G_C$, which outputs $G_C(G_D(G_A(G_B(o, z'), z), z), z')$ as the reconstructed version of $o$.

The discriminator $D_A$ in DualGAN 1 is learned by discriminating between the real transition signal $o$ of domain $O$ and the fake outputs of $G_A$, while the discriminator $D_B$ is learned by discriminating between the real EEG signal $u$ of domain $U$ and the fake outputs of $G_B$. The discriminator $D_C$ in DualGAN 2 is learned by discriminating between the real speech signal $v$ of domain $V$ and the fake outputs of $G_C$, while the discriminator $D_D$ is learned by discriminating between the real transition signal $o$ of domain $O$ and the fake outputs of $G_A$.
Wasserstein GAN (WGAN) [34] can be described by to the values within $\lambda$ where $G$ is the fake outputs of $G_B$. Similarly, the discriminator $D_D$ in DualGAN 2 is learned by discriminating between the real speech signal $v$ of domain $V$ and the fake outputs of $D_D$, while the discriminator $D_C$ is learned by discriminating between the generated transition signal of DualGAN 1 $G_A(G_B(o,z')z)$ of domain $O$ and the fake outputs of $G_C$.

The generators $G_A$, $G_B$, $G_C$ and $D_D$ are optimized to emulate the fake outputs to blind the corresponding discriminators $D_A$, $D_B$, $D_C$ and $D_D$ as well as to minimize the following reconstruction losses $\|u - G_B(G_A(u,z),z')\|$, $\|o - G_A(G_B(o,z),z)\|$, $\|v - G_D(G_D(v,z'),z)\|$ and $\|G_A(G_B(o,z'),z) - G_A(G_B(o,z),z)\|$. The same loss function is used in DualGAN 1 for generators $G_A$ and $G_B$ as they share the same task [34], which is defined as

$$
\mathcal{L}(U, O)^G = \lambda_U \|u - G_B(G_A(u,z),z')\|
+ \lambda_O \|o - G_A(G_B(o,z'),z)\|
- D_A(G_A(u,z)) - D_B(G_B(o,z')), \tag{4}
$$

where $\lambda_U$ and $\lambda_O$ are two constant parameters, which are typically set to the values within $[100, 1000]$ [34].

Analogously, the loss function in DualGAN 2 for both generators $G_C$ and $D_D$ is defined as follows

$$
\mathcal{L}(V, O)^G = \lambda_V \|v - G_D(G_C(v,z'),z)\|
+ \lambda_O \|G_B(G_B(o,z'),z) - G_D(G_A(G_B(o,z'),z),z)\|
- D_D(G_A(G_B(o,z'),z),z) - D_C(G_C(v,z')), \tag{5}
$$

where $\lambda_V$ is a constant parameter which can be set typically to the values within $[100, 1000]$. The loss functions of $D_A$, $D_B$, $D_C$ and $D_D$ advocated by Wasserstein GAN (WGAN) [34] can be described by

$$
\mathcal{L}^D_A = D_A(G_A(u,z)) - D_A(o), \tag{6}
$$

$$
\mathcal{L}^D_B = D_B(G_B(o,z')) - D_B(u), \tag{7}
$$

$$
\mathcal{L}^D_C = D_C(G_C(v,z')) - D_C(G_A(G_B(o,z'),z)), \tag{8}
$$

$$
\mathcal{L}^D_D = D_D(G_A(G_B(o,z'),z),z) - D_D(v), \tag{9}
$$

where $D_A(\cdot)$, $D_B(\cdot)$, $D_C(\cdot)$ and $D_D(\cdot)$ are defined similarly as in [2] and [3].

With adversarial training of the proposed Dual-DualGAN, we find the mapping between the EEG signals $u \in U$ and the transition signals $o \in O$, and the mapping between the speech signals $v \in V$ and the transition signals $o \in O$. Thus the transition signals $o \in O$ can be considered as shared labels for the EEG signals $u \in U$ and the speech signals $v \in V$ without corresponding features, which facilitates the one-to-one translation from EEG to speech.

**Testing.** As shown in Fig. 4 (b), with adversarial training of the proposed Dual-DualGAN, we can obtain the trained parameters of the Dual-DualGAN. The EEG signals $u \in U$ as the inputs can be translated to the speech signals $v \in V$ by using the trained parameters of the Dual-DualGAN, which realize one-to-one EEG-to-speech translation.

**Network configuration.** Fig. 4 (a) includes three domains: the domain $U$ with the EEG signals $u$, the domain $V$ with the speech signals $v$, and the transition domain $O$ with the transition signals $o$. By inserting the transition domain $O$ with the transition signals $o$, the cross-domain EEG-to-speech translation can be realized. The transition signals $o$ are obtained by cascading the corresponding EEG and speech signals in a certain proportion. As illustrated in Fig. 5 the EEG and speech signals are cascaded in different proportions from $1:4$ to $4:1$ with the step of $\frac{1}{5}$. For low values of the proportion $1:4$ and $2:3$, the accuracy rates are relatively low (at around 0.63 and 0.82, respectively). When the values of the proportion is higher than $1:1$, the accuracy rate can rise above 0.88, in which the accuracy rate reaches the highest value 0.95 in a proportion of $3:2$. Thus we choose the proportion of $3:2$ to cascade the EEG and speech signals in this paper.

The proposed network is summarized in Algorithm 1.

**VI. Data Collection and Preprocessing**

**Participants and speech datasets.** Participants for data collection in the study were students and academic staff from Taiyuan University of Science and Technology, all in good health, including 24 male and 26 female, aged between 20 and 40. All participants washed their hair before the experiment to ensure their scalps were clean. In addition, they were not allowed to wear any jewelry. In the experiments, the participants were asked to place their forearms and hands in a place where they feel comfortable without movements, and
to relax as much as possible in order to reduce facial muscle movements and eye blinking.

The non-invasive EEG signals measuring human neural activity were collected as the participants listen to continuous speech audio with a dedicated earphone. The speech signals were taken from the TIMIT\footnote{https://catalog.ldc.upenn.edu/docs/LDC93S1/TIMIT.html} dataset which contains 6300 sentences, spoken by 630 speakers (438 male and 192 female, sampled at 16 kHz). We consider the sentences of the above dataset for training and testing.

**Experimental paradigm with supervision.** To improve the efficiency of auditory speech stimuli, an experimental paradigm with supervision based on the traditional Oddball experimental paradigm is proposed by considering participant’s attention detected with a threshold, as illustrated in Fig.\textsuperscript{(a)}. The temporal events in each experiment for data capture are shown in Fig.\textsuperscript{(b)}.

To ensure the quality of the EEG signals recorded, we design a device for measuring the attention of participants in response to the stimuli played using the TGAM (ThinkGear\textsuperscript{TM} Asic Module) produced by NeuroSky (see Fig.\textsuperscript{7}). We start recording the EEG signal only when the attention is higher than a pre-defined threshold. The attention $P$ can be described as follows based on the eSense\textsuperscript{TM} algorithm.

$$P = \frac{l\beta + m\beta}{\theta},$$  \hspace{1cm} (10)
Fig. 8. Data collection platform for EEG signals.

Fig. 9. Placement of twenty-four EEG electrodes, and four of which are selected according to the temporal lobe and highlighted with red boxes.

recording, and the participants can open their eyes, blink and relax. After relaxing for 30 seconds, they can start the next experiment.

Data collection and EEG datasets. In the experiments, a data collection platform is set up for the non-invasive EEG neural recordings. The EEG signals are recorded from 24 electrodes placed around the scalp according to international 10-20 system by using Electroencephalogram and evoked potentiometer NCERP produced by Shanghai Nuocheng Electric Co., Ltd (NCC). By connecting the electrode cap to the physiological amplifier, analog EEG signals are collected and amplified. By using the optical fibers for transmitting the data to the EEG master control box, the amplified EEG signals are digitized at about 8 kHz and 32bit, filtered with the cut off frequencies of 1 Hz and 50 Hz, the channels with visible artifact or excessive noise are removed, and then transmitted to the computer by USB interface. The platform for the collection of EEG signals is shown in Fig. 8, and the parameters of NCERP are listed in Table I.

We choose four-channel EEG signals according to the EEG electrode position of the temporal lobe (see Fig. 9 with red boxes). The selected EEG signals are normalized and transformed into a multi-dimensional matrix to build a new EEG dataset for the participants with good attention, which will be the input of the proposed Dual-DualGAN.

### Table I

| Parameter                          | Value                                      |
|------------------------------------|--------------------------------------------|
| Calibration voltage                | 100 μV, and error is not more than ± 5 %   |
| Sensitivity                        | 5 μV/cm, and error is not more than ± 5 %  |
| Time constants                     | 0.1 s, 0.2 s, 0.3 s, and error is ≤ ± 10 % |
| Noise level                        | < 0.3 μV (RMS)                             |
| Common mode rejection ratio        | ≥ 110 dB                                   |
| Amplitude frequency characteristic | 1 Hz ~ 60 Hz, and error + 3 % ~ - 15 %     |
| Polarization resistance voltage    | ± 300 mV DC polarization voltage.          |
| Input impedance                    | ≥ 10 MΩ                                    |

VII. Experimental Setup

In our Dual-DualGAN, the generators are the U-shaped net as in [36] configured with equal number of down-sampling (pooling) and up-sampling layers. The down-sampling (pooling) layers are constructed by eight convolution layers with the kernel of (3, 3), each neuron with a LeakyReLU activation function, the step of convolution is 1, and the step of pooling is 2. The up-sampling layers are constructed by eight deconvolution layers with the kernel of (3, 3), each neuron with a LeakyReLU activation function, and the step of convolution is 1. The skip connections between mirrored down-sampling and up-sampling layers are used to enable the low-level information to be shared between the input and output and to avoid loss of information. The discriminators are the Markovian Patch-GAN as in [37], which are constructed by five convolution layers with the kernel of (3, 3), and has no constraints over the size of the input signal. The number of critic iterations per generator iteration $N$ can be set to 5, $\lambda_U$, $\lambda_D$ and $\lambda_O$ are all set to 500, an initial learning rate is set at 0.0002, and the batch size $M$ is assigned with 1.

Baseline methods. We compare several versions of our Dual-DualGAN algorithm: M1 (removing two convolution layers of the generative network), M2 (increasing two convolution layers of the generative network), M3 (removing two convolution layers of the discriminative network), M4 (increasing two convolution layers of the discriminative network), M5 (setting the step of convolution to 2), M6 (setting the convolution layers with the kernel of (5, 5)), M7 (changing activation function to ReLU), Dual-DualGAN (full version of our Dual-DualGAN algorithm) with the state-of-the-art algorithms: Deep Neural Network (DNN)-based encoder-decoder algorithm [16], bidirectional Long and Short Term Memory Network (bLSTM)-based encoder-decoder algorithm [17], Recurrent Neural Network (RNN)-based encoder-decoder algorithm [32], and DualGAN [34].

The input to the DNN-based, bLSTM-based encoder-decoder algorithms as in [16], [17] is intracranial ECoG signal, whereas the input to our Dual-DualGAN is non-invasive EEG signal. The RNN-based encoder-decoder algorithm in [32] does not aim to reconstruct the speech signal, but predict
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acoustical feature of MFCC. Thus these codes cannot be used directly. Based on an encoder-decoder network [5], DNN-based, bLSTM-based, and RNN-based encoder-decoder algorithms are coded by learning from the methods as in [16], [17], [32].

The DNN-based encoder-decoder algorithm consists of two modules, namely, feature extraction and feature summation networks. The feature extraction network for auditory spectrogram reconstruction is a convolutional neural network (CNN) constructed by four convolution layers with the kernel of (3, 3), each neuron with a LeakyReLU activation function and a dropout of 0.3. The feature summation network is a two-layer fully connected neural network (FCN). Each FCN is constructed by three fully connected layer of 256, each neuron with a LeakyReLU activation function and a dropout of 0.3.

The bLSTM-based encoder-decoder algorithm is a stacked encoder-decoder network. The encoder is implemented as two feedforward layers followed by two-layer bLSTM. The decoder is implemented as three-layer bLSTM. Each bLSTM is constructed by a forward LSTM and a backward LSTM, and each LSTM cell has 100 hidden units. Training of the models is stopped when the validation loss no longer decreases with an initial learning rate set at 0.001, a dropout of 0.4, and the batch size set at 25.

The RNN-based encoder-decoder algorithm consists of two modules: encoder (acoustic feature extraction) and decoder (reconstruction). The encoder and the decoder are constructed by two layers of gated recurrent unit (GRU) with 256 hidden units in the first layer and 128 hidden units in the second layer. The final GRU layer is connected to a fully connected layer of 13 hidden units at each step. The model is trained for 250 epochs with an initial learning rate set at 0.01, a dropout rate of 0.2, and the batch size set at 100.

All the algorithms are trained from scratch by using cross validation, by randomly picking 80% data of the EEG dataset for training, the remaining 20% data for testing. The facilities used to perform the experiments include Intel I9-10900X 13.7 GHz CPU, 2*NVIDIA RTX 8000 Graphics Card and 6*32 GB memory.

For performance evaluation, we use the accuracy rate [38], Pearson correlation coefficient (PCC) [39] and Mel-cepstral distortion (MCD) [40] as the performance metrics.

The accuracy rate is the proportion of correct predictions among the total number of cases examined.

\[
\text{Accuracy} = \frac{T}{T + F},
\]

where \(T\) means the correct predictions and \(F\) means the false predictions.

The PCC is a measure of linear correlation between the original and the synthesized speech signal, defined as

\[
PCC = \frac{\text{cov}(vv')}{\sigma_v \sigma_{v'}},
\]

where \(\text{cov}(vv')\) is the covariance of the original speech signal \(v\) and the synthesized speech signal \(v'\), and \(\sigma_v\) and \(\sigma_{v'}\) are the standard deviation of \(v\) and \(v'\), respectively.

The metric \(MCD(k)\) evaluates objective speech quality, defined as

\[
MCD(k) = \frac{10}{\ln 10} \frac{1}{T} \sum_{i=0}^{T-1} \sqrt{\sum_{k=1}^{K} (mc(i,k) - mc'(i,k))^2},
\]

where \(mc(i,k)\) and \(mc'(i,k)\) are the \(i\)-th mel-cepstral coefficient of the \(k\)-th frame of the original and the synthesized speech signal, respectively.

VIII. Results

In this section, we carry out experiments to demonstrate the performance of the proposed Dual-DualGAN, and how the algorithm is affected for solving the ET-CAS problem. To evaluate the performance of our Dual-DualGAN, we conduct three listening tasks that involve word-level, short-sentence-level (no more than six words) and long-sentence-level (more than six words) transcription, respectively. The word-level speech signals are separated from the sentence-level speech signals.

In Table II we compare several versions of our Dual-DualGAN algorithm with the state-of-the-art algorithms. The results show that the proposed Dual-DualGAN has better performance in average accuracy rate, PCC and MCD than the RNN-based, bLSTM-based, DNN-based encoder-decoder algorithms, and DualGAN. The accuracy rates and PCCs of the RNN-based, bLSTM-based, DNN-based encoder-decoder algorithms, and DualGAN are less than 74.9% and 0.78, and the MCDs of the RNN-based, bLSTM-based, DNN-based encoder-decoder algorithms, and DualGAN are more than 4.1 dB.

| Algorithm          | Accuracy rate (%) | PCC  | MCD (dB) |
|--------------------|-------------------|------|----------|
| Encoder-decoder    |                   |      |          |
| framework          |                   |      |          |
| DNN                | 74.87             | 0.771| 4.154    |
| bLSTM              | 70.04             | 0.729| 4.437    |
| RNN                | 71.10             | 0.747| 4.352    |
| DualGAN            | 56.82             | 0.624| 5.015    |
| M1                 | 74.24             | 0.792| 3.947    |
| M2                 | 77.92             | 0.829| 3.808    |
| M3                 | 73.86             | 0.788| 3.971    |
| M4                 | 78.18             | 0.834| 3.798    |
| M5                 | 77.03             | 0.821| 3.815    |
| M6                 | 77.48             | 0.828| 3.811    |
| M7                 | 75.83             | 0.796| 3.941    |
| Dual-DualGAN       | 78.53             | 0.838| 3.793    |

The metric \(MCD(k)\) evaluates objective speech quality, defined as

\[
MCD(k) = \frac{10}{\ln 10} \frac{1}{T} \sum_{i=0}^{T-1} \sqrt{\sum_{k=1}^{K} (mc(i,k) - mc'(i,k))^2},
\]

where \(mc(i,k)\) and \(mc'(i,k)\) are the \(i\)-th mel-cepstral coefficient of the \(k\)-th frame of the original and the synthesized speech signal, respectively.

Fig. 10 shows the audio spectrograms from the original word, short sentence and long sentence speech signals, respectively, and those decoded from human neural activity. All the synthesized spectrograms retain salient energy patterns that are present in the original spectrograms.

As listed in Table III, we find that listeners are more successful at word-level transcription, and the values of the accuracy
The accuracy rates can reach 100%. Although the synthesized spectrograms of the short sentence and long-sentence speech signals retain salient energy patterns of the original spectrograms, the values of the accuracy rates have dropped to less than 80%.

### TABLE III

| Type               | Accuracy Rate | Original words or sentences and transcriptions of synthesized speech |
|--------------------|---------------|-------------------------------------------------------------|
| Word               | 100%          | O: weekend, T: weekend                                     |
| Short sentence     | 75%           | O: Happy birthday to you.                                    |
|                    |               | T: Have birthday to you.                                     |
|                    | 50%           | O: Bob likes to play with dog.                               |
|                    |               | T: Bob bikes do play with hot.                              |
| Long sentence      | 60%           | O: What makes the desert beautiful is that somewhere it hides a well. |
|                    |               | T: What made the desert beautiful was that flower it his a dog. |
|                    | 50%           | O: The stars are beautiful, because of a flower that cannot be seen. |
|                    |               | T: The was well beautiful, beautiful of a somewhere what cannot a seen. |

In Fig. 10(a), we compare the average accuracy rates of the synthesized speech signals for word-level, short-sentence-level and long-sentence-level transcription. The average accuracy rate of the word-level transcription is higher than those of the short-sentence-level and long-sentence-level transcription, and all the values of the accuracy rates are around 78.5%. The average PCC between the synthesized speech signals and the original speech signals are shown in Fig. 11(b). The PCCs of the word-level, short-sentence-level and long-sentence-level transcription are relatively high and the values are above 0.83. We also compare the average MCD of the synthesized speech signals (see Fig. 11(c)). The MCDs of the synthesized speech signals for word-level, short-sentence-level and long-sentence-level transcription are relatively small, and the values of MCDs are about 3.9. This demonstrates the efficiency of the proposed Dual-DualGAN in decoding speech from human neural activity to synthesized speech.

The gender effects are considered on listener transcriptions of the neurally synthesized speech. The data of 20 male and 20 female are randomly selected from the EEG datasets. The average accuracy rates for the synthesized speech signals for word-level, short-sentence-level and long-sentence-level transcription by gender are illustrated in Fig. 12. The average accuracy rates of male for word-level, short-sentence-level and long-sentence-level transcription are 78.5%, 78.3%, and 77.9%, and the average accuracy rates of female are 79.1%, 78.9%, and 78.6%. It shows the efficiency and adaptability of the proposed Dual-DualGAN, regardless of gender.

The age effects are also considered on listener transcriptions of the neurally synthesized speech. The data of four age groups (20-25, 25-30, 30-35, and 35-40 years old) of the participants are randomly picked from the EEG datasets. The average accuracy rates of the synthesized speech signals for word-level, short-sentence-level and long-sentence-level transcription for these age groups are illustrated in Fig. 13. The average accuracy rates for word-level, short-sentence-level and long-sentence-level transcription of the participants in age between 25 to 30 and 30 to 35 years old are mostly above 78.5%. The average accuracy rates of the participants in age between 20 to 25 and 35 to 40 years old are slightly low, and the values are about 78%. The results demonstrate the proposed Dual-DualGAN can translate an EEG to a speech signal with a good generalization ability for different age groups.

### IX. Conclusion

We have presented a new method for the problem of end-to-end translation from human neural activity to speech (ET-CAS). Our contributions to this challenging problem are as follows:

**Model.** We have formulated an end-to-end model for the ET-CAS problem, i.e. translating human neural activity to speech directly.

**Datasets.** We developed a new EEG dataset where the attention of the participants is detected and used to guide the collection of the EEG signals in each experiment.

**Network.** We proposed a dual-dual generative adversarial network (Dual-DualGAN) to address the ET-CAS problem. In this system, two DualGAN are created and trained simultaneously, where a transition domain is introduced into the DualGAN to bridge the two DualGAN. The EEG and speech signals are cascaded proportionally to generate the transition signals i.e. constructing shared labels for EEG and speech signals without mapping their features.

Numerical experiments show that the proposed ET-CAS algorithm performs well in translating human neural activity to speech. In the future, it is interesting to investigate how to...
incorporate acoustic and emotional features into the ET-CAS model and algorithm, which may improve the performance of the system in decoding speech signals that consist of sentences with repetitive words.

REFERENCES

[1] D. B. Ryan, G. Frye, G. Townsend, D. Berry, S. Mesa-G, N. A. Gates, and E. W. Sellers, “Predictive spelling with a P300-based brain-computer interface: Increasing the rate of communication,” Int. J. Hum-Comput. Int., vol. 27, no. 1, pp. 69–84, 2010.

[2] J. Faller, “BCIs that use steady-state visual evoked potentials or slow cortical potentials,” in Brain–Computer Interfaces, Principles and Practice. Oxford Univ. Press, 2012.

[3] R. Manor, L. Mishali, and A. B. Geva, “Multimodal neural network for rapid serial visual presentation brain computer interface,” Front. Comput. Neurosci., vol. 10, p. 130, 2016.

[4] J. Jin, H. Zhang, I. Daly, X. Wang, and A. Cichocki, “An improved P300 pattern in BCI to catch user’s attention,” J. Neural Eng., vol. 14, no. 3, p. 036001, 2017.

[5] J. J. Norton, S. Umunna, and T. Bretl, “The elicitation of steady-state visual evoked potentials during sleep,” Psychophysiology, vol. 54, no. 4, pp. 496–507, 2017.

[6] M. Guo, J. Jin, Y. Jiao, X. Wang, and A. Cichockia, “Investigation of visual stimulus with various colors and the layout for the oddball paradigm in evoked related potential-based brain–computer interface,” Front. Comput. Neurosci., vol. 13, p. 24, 2019.

[7] J. D. Chailloux Peguero, O. Mendoza-Montoya, and J. M. Antelis, “Single-option P300-BCI performance is affected by visual stimulation conditions,” Sensors-Basel, vol. 20, no. 24, p. 7198, 2020.

[8] P. R. Bassi, W. Rampazzo, and R. Attux, “Transfer learning and SpecAugment applied to SSVEP based BCI classification,” Biomed. Signal Proces., vol. 67, p. 102542, 2021.

[9] F. Nijboer, A. Furdea, I. Gunst, J. Mellinger, D. J. McFarland, N. Birbaumer, and A. Kübler, “An auditory brain–computer interface (BCI),” J. Neurosci. Meth., vol. 167, no. 1, pp. 43–50, 2008.

[10] D. S. Klobassa, T. M. Vaughan, P. Brunner, N. Schwartz, J. R. Wolpaw, C. Neuper, and E. Sellers, “Toward a high-throughput auditory P300-based brain–computer interface,” Clin. Neurophysiol., vol. 120, no. 7, pp. 1252–1261, 2009.

[11] A. Kübler, A. Furdea, S. Halder, E. M. Hammer, F. Nijboer, and B. Kotchoubey, “A brain–computer interface controlled auditory event-related potential (P300) spelling system for locked-in patients,” Ann. NY Acad. Sci., vol. 1157, no. 1, pp. 90–100, 2009.

[12] J. S. Brumberg, P. R. Kennedy, and F. H. Guenther, “Artificial speech synthesizer control by brain-computer interface,” in Tenth Ann. Conf. Int. Speech Comm. Assoc., 2009.

[13] J. Hohne, M. Schreuder, B. Blankertz, and M. Tangermann, “A novel 9-class auditory ERP paradigm driving a predictive text entry system,” Front. Neurosci-Switz., vol. 5, p. 99, 2011.

[14] J. Hohne, K. Krenzlin, S. Dähne, and M. Tangermann, “Natural stimuli improve auditory BCIs with respect to ergonomics and performance,” J. Neural Eng., vol. 9, no. 4, p. 045003, 2012.

[15] F. Bocquelet, T. Hueber, L. Girin, C. Savariaux, and B. Yvert, “Real-time control of an articulatory-based speech synthesizer for brain computer interfaces,” PLoS Comput. Biol., vol. 12, no. 11, p. e1005119, 2016.

[16] H. Akbari, B. Khalighinejad, J. L. Herrero, A. D. Mehta, and N. Mesgarani, “Towards reconstructing intelligible speech from the human auditory cortex,” Sci. Rep-UK, vol. 9, no. 1, pp. 1–12, 2019.

[17] G. K. Anumanipulli, J. Chartier, and E. F. Chang, “Speech synthesis from neural decoding of spoken sentences,” Nature, vol. 568, no. 7753, pp. 493–498, 2019.

[18] C. Herff, D. Heger, A. de Pessters, D. Telaar, P. Brunner, G. Schalk, and T. Schultz, “Brain-to-text: Decoding spoken phrases from phone representations in the brain,” Front. Neurosci-Switz., vol. 9, p. 217, 2015.

[19] J. G. Makin, D. A. Moses, and E. F. Chang, “Machine translation
of cortical activity to text with an encoder–decoder framework,” *Nat. Neurosci.*, vol. 23, no. 4, pp. 575–582, 2020.

[20] F. R. Willett, D. T. Avansino, L. R. Hochberg, J. M. Henderson, and K. V. Shenoy, “High-performance brain-to-text communication via imagined handwriting,” *BioRxiv*, 2020.

[21] D.-W. Kim, H.-J. Hwang, J.-H. Lim, Y.-H. Lee, K.-Y. Jung, and C.-H. Im, “Classification of selective attention to auditory stimuli: Toward vision-free brain–computer interfacing,” *J. Neurosci. Meth.*, vol. 197, no. 1, pp. 180–185, 2011.

[22] A. De Vos, R. Luke, H. Poelmans, M. Hofmann, J. Vanderauwera, M. Vandermoorten, P. Ghetsquièrre, and J. Wouters, “Lateralization of auditory steady-state responses to speech envelope modulations,” in *Int. Evoked Resp. Audometry Study Grp. (IERASG)*, Date: 2013/06/10-2013/06/13, Location: New Orleans, Louisiana, USA, 2013.

[23] J. Höhne and M. Tangermann, “Towards user-friendly spelling with an auditory brain–computer interface: The charstreamer paradigm,” *PLoS One*, vol. 9, no. 6, p. e98322, 2014.

[24] K. Joos, A. Gilles, P. Van de Heyning, D. De Ridder, and S. Vanneste, “From sensation to percept: The neural signature of auditory event-related potentials,” *Neurosci. Biobehav. R.*, vol. 42, pp. 148–156, 2014.

[25] E. Yin, T. Zeyl, R. Saab, D. Hu, Z. Zhou, and T. Chau, “An auditory-tactile visual saccade-independent P300 brain–computer interface,” *Int. J. Neural Syst.*, vol. 26, no. 2, pp. 1650001, 2016.

[26] D.-W. Kim, H.-J. Hwang, J.-H. Lim, Y.-H. Lee, K.-Y. Jung, and C.-H. Im, “Classification of selective attention to auditory stimuli: Toward vision-free brain–computer interfacing,” *J. Neurosci. Meth.*, vol. 197, no. 1, pp. 180–185, 2011.

[27] A. De Vos, R. Luke, H. Poelmans, M. Hofmann, J. Vanderauwera, M. Vandermosten, P. Ghesquièrre, and J. Wouters, “Lateralization of auditory steady-state responses to speech envelope modulations,” in *Int. Evoked Resp. Audometry Study Grp. (IERASG)*, Date: 2013/06/10-2013/06/13, Location: New Orleans, Louisiana, USA, 2013.

[28] J. Hohne and M. Tangermann, “Towards user-friendly spelling with an auditory brain–computer interface: The charstreamer paradigm,” *PLoS One*, vol. 9, no. 6, p. e98322, 2014.

[29] K. Joos, A. Gilles, P. Van de Heyning, D. De Ridder, and S. Vanneste, “From sensation to percept: The neural signature of auditory event-related potentials,” *Neurosci. Biobehav. R.*, vol. 42, pp. 148–156, 2014.

[30] E. Yin, T. Zeyl, R. Saab, D. Hu, Z. Zhou, and T. Chau, “An auditory-tactile visual saccade-independent P300 brain–computer interface,” *Int. J. Neural Syst.*, vol. 26, no. 2, pp. 1650001, 2016.

[31] D. Hubner, A. Schall, N. Prange, and M. Tangermann, “Eyes-closed increases the usability of brain–computer interfaces based on auditory event-related potentials,” *Front. Hum. Neurosci.*, vol. 12, p. 391, 2018.

[32] D. Hubner, A. Schall, N. Prange, and M. Tangermann, “Eyes-closed increases the usability of brain–computer interfaces based on auditory event-related potentials,” *Front. Hum. Neurosci.*, vol. 12, p. 391, 2018.

[33] D. Hübner, A. Schall, N. Prange, and M. Tangermann, “Eyes-closed increases the usability of brain–computer interfaces based on auditory event-related potentials,” *Front. Hum. Neurosci.*, vol. 12, p. 391, 2018.

[34] D. Hübner, A. Schall, N. Prange, and M. Tangermann, “Eyes-closed increases the usability of brain–computer interfaces based on auditory event-related potentials,” *Front. Hum. Neurosci.*, vol. 12, p. 391, 2018.

[35] D. Hübner, A. Schall, N. Prange, and M. Tangermann, “Eyes-closed increases the usability of brain–computer interfaces based on auditory event-related potentials,” *Front. Hum. Neurosci.*, vol. 12, p. 391, 2018.

[36] D. Hübner, A. Schall, N. Prange, and M. Tangermann, “Eyes-closed increases the usability of brain–computer interfaces based on auditory event-related potentials,” *Front. Hum. Neurosc.*, vol. 12, p. 391, 2018.