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Abstract  Protein fold classification is a classic problem in structural biology and bioinformatics. We approach this problem using persistent homology. In particular, we use alpha shape filtrations to compare a topological representation of the data with a different representation that makes use of knot-theoretic ideas. We use the statistical method of Angle-based Joint and Individual Variation Explained (AJIVE) to understand similarities and differences between these representations.

1 Introduction

In this study we use persistent homology (PH) and Wasserstein distances between topological representations to quantify the geometry and topology of protein folds. We present our analysis of the resulting geometry of protein space, and compare our results to existing protein structure quantification approaches, notably the Gaussian Integral Tuned (GIT) [22] vector representation. The GIT vector approach been shown to be very effective at automated protein classification [13] [22].
A major goal is to understand what insights the PH approach reveals that GIT vectors do not. The GIT representation, which effectively quantifies local curvature, corresponds well to the conventional structural classification labels called CATH \[1\]. The PH representation, on the other hand, focuses more on global structure. To investigate the different structural aspects captured by these two methods, we apply statistical methodology developed for multi-block data. Such data refers to the setting where disparate sets of features on a common set of samples are represented by multiple data blocks. The method, Angle-based Joint and Individual Variation Explained (AJIVE) \[9\], decomposes the data blocks into joint and individual modes of variation. Applying AJIVE to the data blocks generated by each representation (GIT and PH) allows us to compare what is jointly captured by both methods and, more interestingly, to contrast the individual features. In particular, we find topologically similar pairs of proteins in the PH individual matrix that are far apart in the GIT representation, as shown in Figure 1.

We compute the \textit{t-distributed stochastic neighbor embedding} (t-SNE) \[18\] coordinates of each data matrix for visual comparison. The t-SNE method is a nonlinear dimensionality reduction technique that is useful for embedding high-dimensional data in a lower dimensional space for visualization; moreover, t-SNE tends to separate data into clusters and is very popular for visualizing clustered data. To investigate proteins that are considered similar from the PH view but not by GIT, we first calculate the AJIVE PH individual data matrix. Next, we identify pairs of proteins with the same CATH labels whose distance from each other is relatively close in the t-SNE coordinates of the PH individual matrix compared to the t-SNE coordinates of the original GIT matrix, as shown by Figure 1. On the left is the t-SNE plot of the PH individual matrix with proteins colored by pair and on the right is the t-SNE plot of the original GIT vectors matrix with the same coloring. Recall that the PH individual matrix gives us components of the variation that are captured by PH but not by the GIT vectors. Since the pairs overlap in the left plot of Figure 1 and spread out in the right plot, we see that the topological similarities of these proteins identified by PH are not detected by the GIT approach.

There is already a growing literature on using persistent homology for protein structure analysis, including protein compressibility \[10, 14, 26\] and protein classification \[2\]. As mentioned above, the goal of this study was to compare global topological descriptors of protein structure, via persistent homology, to a popular local curvature-based descriptor, via GIT vectors.
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Fig. 1: Ten pairs of proteins with common CAT label that are closely related by PH but not by GIT. The left plot shows the t-SNE coordinates of the individual PH matrix. The right plot shows the t-SNE coordinates of the original GIT matrix. Each pair of proteins is colored uniquely. The pairs are close together (overlapping) in PH but widely separated in GIT.

2 Methods

2.1 Alpha complexes and filtrations

Alpha complexes and alpha filtrations are families of triangulated surfaces associated to a point cloud in $\mathbb{R}^n$ and have been proposed as effective geometrizations of protein tertiary structure. In this section we describe the construction of alpha shapes and alpha filtrations and illustrate these objects on a protein chain in Figure 2.

Alpha complexes are one approach to defining a combinatorial structure on a point cloud in Euclidean space. The idea is to place a ball of some fixed radius around each point, and connect points with an edge if the corresponding balls intersect, connect three points with a triangle if all three balls intersect, etc. Since we want each edge, triangle, etc., to be geometrically meaningful, we also ask that the balls are intersected with the Voronoi cells of their centers. Recall that the Voronoi cell $V_{x_i}$ of a point $x_i$ in a point cloud $x_1, x_2, ..., x_N$ is the set

$$V_{x_i} = \{x: |x_i - x| \leq |x_j - x| \text{ for } j \neq i\}.$$

This intersection requirement ensures that edges cannot "jump over" points to connect non-"adjacent" points in the point cloud, and that no combinatorial objects of dimension higher than the ambient space can appear. For an explicit definition of an alpha complex $X_\alpha$, let $B_\alpha(x_i) = \{x: |x - x_i| \leq \alpha \text{ and } x \in V_{x_i}\}$ be the ball of radius $\alpha$ centered at $x_i$ and define the $k$-skeleton of $X_\alpha$, denoted $X_\alpha^{(k)}$, to be the collection of all $k$-simplices in the complex:

$$X_\alpha^{(k)} = \{(x_{i_1}, ..., x_{i_k}) : \bigcap_{j=1}^k B_\alpha(x_{i_j}) \neq \emptyset\}.$$
The alpha complex for radius $\alpha$ is then the union of $k$-skeletons for $k = 1, 2, \ldots, d$ for a point cloud in $\mathbb{R}^d$. In the rest of this paper we focus on alpha shapes in $\mathbb{R}^3$, since the chemically relevant protein structure we study is 3-D.

One natural question is: what radius of ball should we use to construct the alpha complex? Note that if $\alpha_1 < \alpha_2$, we have an inclusion of complexes $X_{\alpha_1} \subset X_{\alpha_2}$. This enables us to keep track of the alpha complexes for various radii and to utilize a multiscale view of the data. Mathematically, a filtration is a family of complexes $X_1 \subset X_2 \subset \cdots \subset X_n \subset \cdots$ such that $X_i \subset X_{i+1}$, and an alpha filtration is a family of alpha complexes parametrized by the radius of balls used in the construction. Even though we can vary the radius continuously, new simplices in an alpha filtration are added at discrete stages. Thus, in practice, this family of alpha complexes for a continuously varying radius can be completely described by a discrete family of alpha complexes $X_{\alpha_1} \subset X_{\alpha_2} \subset \cdots \subset X_{\alpha_n}$ for some largest radius $\alpha_n$. Filtrations are computationally useful when we consider persistent homology and intrinsic topological features across scales.

Fig. 2: Left: a visualization of the 3D structure of the protein chain 1HFE-T. Center-left: the point cloud of $C_{\alpha}$ atoms used to build the alpha filtration. Center-right: the alpha shape for 1HFE-T with alpha $= 1.7\text{Å}$. At this level, the 5 $\alpha$-helices in 1HFE-T can be inferred from the locations of triangles, and the hole they surround has as boundary the union of red balls. Right: the alpha shape for 1HFE-T for alpha $= 2.6\text{Å}$.

In Figure 2 we show a 3-D rendering of the protein chain 1HFE-T (left) [1], along with the collection of $C_{\alpha}$ atoms (center-left) and two alpha complexes in the filtration (center-right, right). The growing balls in the alpha shape construction are indicated in red, edges between points are indicated in black, and triangles between triples of points are shown in blue. Note that the average distance between adjacent $C_{\alpha}$ atoms along a protein is approximately 3.5 Å. Using balls of radius 1.7 Å (center-right), about half the average intermolecular distance, the alpha shape has a single connected component. Hence, in our context, connectivity alone as a topological feature contains no useful information. The center-right plot shows the 5 $\alpha$-helices of 1HFE-T as the regions with many triangles present. Using balls of radius 2.6 Å (right) the individual $\alpha$-helices are no longer visible and the “hole” in the center of the protein is more clearly defined. This example illustrates how filtrations can reveal multiscale structure in data, of which persistent homology is able to quantify.
2.2 Persistent homology

Persistent homology (PH) is a mathematical approach to quantify multiscale topological features, such as connected components (0-dimensional), non-contractible loops (1-dimensional), and higher-dimensional analogues such as cavities. At each stage of a filtration topological features are computed, and then matched with the corresponding features at other stages (if the features still exist). The collection of all persistent features across the filtration for dimension $d$ is referred to as $H_d$, or $H_k(X,\alpha)$ to emphasize the filtration used. For an introductory article to PH see \cite{11,3}, and for a textbook introduction see \cite{7, 12}. We do not consider $H_0$ further here because, as noted above, connectivity alone contains no useful chemical information. It would be chemically interesting to consider $H_2$, which focuses on cavities in the data, as well. We do not use $H_2$ here since our focus is on comparing to GIT, which is about 1-dimensional structure in the data.

The PH of a filtration is summarized as a persistence diagram (PD), which is a multiset of points $\{(b_i,d_i)\}_i$ that encode the filtration index where a feature (indexed by $i$) appears ($b_i$) and where that feature disappears ($d_i$). In the literature $b_i$ is called the birth time, and $d_i$ the death time. Points $(b_i,d_i)$ farther from the diagonal have a larger persistence, which is the difference between the birth and death time, and are interpreted as intrinsic topological features. Since a PD consists of points in $\mathbb{R}^2$, we can visualize the topological features of a point cloud by plotting its PD, as shown in the left of Figure 3; the plotted points are features, whose $x$-coordinates are usually the birth time and whose $y$-coordinates are usually the death time. An alternative visualization, shown in the right plot of Figure 3, uses a horizontal line for each feature. The initial $x$-coordinate is its birth time $b_i$ and terminal $x$-coordinate its death time $d_i$; this kind of representation is referred to as a barcode. The $y$-axis corresponds to persistent feature index $i$, and the user has freedom to choose how the intervals are sorted. Popular choices are to sort the intervals by their birth time, or by their death time. The right plot in Figure 3 shows the barcode representation for the same PD displayed in the left plot, with the features sorted by birth time.

As an example of PDs and their visualization, we revisit the alpha filtration built on 1HFE-T, shown in Figure 2 and consider its 1-dimensional persistent features $H_1$ in Figure 3. In the center the alpha complex for alpha = 2.6 Å is displayed; note the large “hole” visible in the center of the protein. In the left plot the PD is plotted, and there is one feature plotted far above the diagonal colored blue. This blue dot corresponds to the large hole in the center of 1HFE-T. In the right plot the barcode representation is displayed. The long blue, horizontal bar corresponds to the blue dot in the PD plot, which corresponds to the large intrinsic hole in 1HFE-T. The red, vertical bar in the barcode plot indicates the filtration value for the alpha complex shown in the center; the red bar is a line segment showing $x = 2.6$ Å. The vertical line only intersects the horizontal blue line, and none of the black lines, meaning that the alpha shape only has one 1-dimensional feature present.
Fig. 3: Left: the persistence diagram (PD) of the protein chain 1HFE-T. Each dot corresponds to a 1-dimensional feature that appear anywhere in the filtration, and the blue dot corresponds to the persistent “hole” seen in the alpha shapes of 1HFE-T. Center: the alpha shape of 1HFE-T for \( \alpha = 2.6 \, \text{Å} \). Right: the barcode representation of the PD for 1HFE-T. The vertical red line is \( x = 2.6 \, \text{Å} \), the radius used for the alpha shape in the center plot.

### 2.3 Wasserstein distances

The Wasserstein distance is a metric on the space of PDs with the important property of continuity with respect to small perturbations of the input point cloud [7]. Features from two different barcodes are paired, say by drawing line segments between them, and the sum of lengths of these line segments is computed. Since two PDs will generically have a different number of features, this pairing process needs to be modified to allow features to be paired with zero-persistence (on the diagonal) features.

For two PDs \( D_1 = \{(b^i_1, d^i_1)\}_i \) and \( D_2 = \{(b^j_2, d^j_2)\}_j \), the \( q \)-Wasserstein distance is defined as the cost of the optimal matching between the two point sets:

\[
W_q(D_1, D_2) := \inf_{\gamma: D_1^* \rightarrow D_2^*} \left( \sum_{x \in D_1^*} \| x - \gamma(x) \|_\infty^q \right)^{1/q},
\]

where \( D_i^* := D_i \cup \{(x, x) : x \in [0, \infty)\} \) and the infimum ranges over all bijective maps \( \gamma : D_1^* \rightarrow D_2^* \) [7][20]. Points along the diagonal are included in the matching process since PDs often contain a different number of points. Since diagonal points have the same birth and death time, they do not correspond to any topological features appearing in the filtration. Figure 4 illustrates an optimal matching between two persistence diagrams: the top-left and top-right plots contain PDs, and the bottom-left plot has the two PDs overlaid. In the bottom-right plot, the optimal matching is shown as black lines representing minimal length matchings of features to features, or features to the diagonal. The (squared) 2-Wasserstein distance between these two PDs is the sum of the squared \( L^\infty \) norms (lengths) of the black line segments.
Fig. 4: An illustration of the Wasserstein distance between two persistence diagrams. Top row: two persistence diagrams. Bottom left: the persistence diagrams overlaid. Bottom right: the optimal matching between the diagrams indicated by solid black bars.

Note that $W_q$ is a metric on the space of PDs for $1 \leq q \leq \infty$. In our study we used the 2-Wasserstein distance $W_2$ to compute distances between PDs, since we are interested in comparing PDs based on every feature, in contrast to the $\infty$-Wasserstein distance which only accounts for the matched pair of PD points that are furthest apart. We used Dionysus [19] for our Wasserstein distance computations, which relies on novel geometric approaches to efficiently compute optimal matchings [16].

2.4 GIT vectors

One approach to quantifying protein structure is through representations called Gaussian Integral Tuned (GIT) vectors. This approach interprets the structure of a protein chain as a curve in 3-D Euclidean space that is characterized using a vector in $\mathbb{R}^{30}$ consisting of geometric invariants [21, 22] originating in knot theory. The inspiration for this technique is through a quantity called the writhe $\text{Wr}$ of a closed curve $\gamma: [0, 1] \rightarrow \mathbb{R}^3$, defined as

$$\text{Wr}(\gamma) = \frac{1}{2\pi} \int \int_{0 \leq t_1 < t_2 < L(\gamma)} \omega(t_1, t_2) dt_1 dt_2,$$

where $L(\gamma)$ is the arc length of $\gamma$ and

$$\omega(t_1, t_2) := \text{Det}(\gamma'(t_1), \gamma(t_1) - \gamma(t_2), \gamma'(t_2)) / |\gamma(t_1) - \gamma(t_2)|^3.$$
The writhe can be thought of as the average number of discrete, signed crossings \( \omega(t_1, t_2) \) seen in planar projections of the curve. For a piecewise linear curve \( \gamma \), consisting of \( N \) linear segments, the signed writhe is defined as
\[
I_{(1,2)}(\gamma) = \text{Wr}(\gamma) = \sum_{0 < i_1 < i_2 < N} W(i_1, i_2),
\]
with
\[
W(i_1, i_2) = \frac{1}{2\pi} \int_{t_1=1}^{t_1+1} \int_{t_2=2}^{t_2+1} \omega(t_1, t_2) dt_1 dt_2.
\]
The quantity \( W(i_1, i_2) \) can be interpreted as the probability of seeing the \( i_1 \)th and \( i_2 \)th line segments crossing, when viewed from an arbitrary direction. The unsigned writhe is
\[
\text{Wr}_{(1)}(\gamma) := \sum_{0 < i_1 < i_2 < N} W(i_1, i_2),
\]
and a family of similar descriptors is constructed, including
\[
I_{[1,3][2,4]}(\gamma) := \sum_{0 < i_1 < i_2 < i_3 < i_4 < N} |W(i_1, i_3)|W(i_2, i_4)
\]
and
\[
I_{(1,5)(2,4)(3,6)}(\gamma) := \sum_{0 < i_1 < i_2 < i_3 < i_4 < i_5 < i_6 < N} W(i_1, i_5)W(i_2, i_4)W(i_3, i_6).
\]

Given a protein, we consider the \( C_\alpha \) atoms as forming a piecewise linear curve in \( \mathbb{R}^3 \) and define the corresponding GIT vector as the vector containing the measures: the number \( N \) of \( C_\alpha \) atoms; \( I_{[1,2]} \) and \( I_{(1,2)} \); the three quantities \( I_{(i_1,i_2)(i_3,i_4)} \) where \( (i_1, i_2, i_3, i_4) \) is one of three permutations of \( (1, 2, 3, 4) \); all nine possible signed/unsigned versions of \( I_{(i_1,i_2)(i_3,i_4)} \); and all fifteen signed quantities \( I_{(i_1,i_2)(i_3,i_4)(i_5,i_6)} \) where \( (i_1, ..., i_6) \) is a permutation of \( (1, ..., 6) \). One can also consider the quantities of the form \( I_{(i_1,i_2)(i_3,i_4)(i_5,i_6)} \), and the unsigned combinations. The GIT approach uses 30 such quantities, resulting in 30-dimensional vectors as descriptors of protein structure. Each geometric invariant is divided by \( N^a \) where \( a \) is chosen to make the measures independent of \( N \) and normalized to correlate with the root mean squared distance for small perturbations of the structures.

GIT vectors are fast to compute, and have proven effective at classifying proteins based on their fold simply by clustering their GIT vectors. The appeal of this approach is that a computationally expensive pairwise comparison of protein structures can be avoided. Recently, GIT vectors were also used to identify unusual conformations in protein structures that could indicate the presence of errors or biologically interesting structural features [13].


2.5 Dimensionality reduction

The object-oriented data analysis approach we take in this paper converts data objects to barcodes, which we compare using the 2-Wasserstein distance. The collection of all barcodes is an infinite-dimensional space, and we only have the distances between barcodes at our disposal, so we employ a number of dimensionality reduction techniques throughout this study to embed the data objects into a low-dimensional space and visualize the resulting structure.

Two related techniques we use are Principal Component Analysis (PCA) and Multidimensional Scaling (MDS). PCA recovers directions of maximal variation from a collection of vectors, which are computed to minimize the vector norm from the data to each direction [15]. MDS is a variation of PCA which is especially useful for non-Euclidean data objects. This method seeks coordinates for each data object whose Euclidean distances are close to given distances [24]; in our case, the distances provided are 2-Wasserstein distances between protein barcodes. When the given distances are Euclidean, MDS and PCA return essentially the same scores. Formally, given a collection of distances \( d_{ij} \) between data objects \( x_i, x_j \), MDS works to minimize the stress functional \( \sum_{i \neq j} (d_{ij} - \|X_i - X_j\|_2)^2 \), where \( \|X_i - X_j\|_2 \) is the vector (Euclidean) norm between vectors \( X_i, X_j \); variants of this method exist which minimize different, but related, stress functionals. Since the stress is non-linear in the unknown coordinates, optimization techniques beyond SVD and other linear algebraic methods need to be implemented.

The third technique we employ is the t-distributed stochastic neighbor embedding (t-SNE) [18], which finds embedding coordinates using a probabilistic approach. In particular, a probability measure \( \pi_1 \) is defined on pairs of data objects via precomputed distances, and Euclidean coordinates \( X_1, \ldots, X_n \) are computed by minimizing the Kullback-Leibler divergence between \( \pi_1 \) and a kernel density estimate constructed with \( X_1, \ldots, X_n \) as centers; in practice the estimate is built using Gaussians. The visualisation t-SNE provides an effective display of local aspects such as clusters and community structures, versus PCA and MDS which more accurately reflect global positions.

2.6 AJIVE

Angle-based Joint and Individual Variation Explained (AJIVE) [9] is a statistical method for decomposing the joint and individual variation in a multi-block data setting, where each data block contains a disparate set of features taken on a common sample set. AJIVE works in three steps to implement an angle-based solution that is efficient and guarantees identifiability. Similar to PCA, AJIVE uses SVD to decompose data matrices and relates singular values to principal angles to determine segmentation of joint and individual components. First, a low-rank approximation of each data block is found by separately applying SVD. Next, the joint components are determined by performing SVD of the concatenated bases of the row spaces from the
first step and thresholding based on principal angles and bounds from perturbation theory. Finally, joint and individual approximation matrices are given by projecting the joint row space and its orthogonal components onto the original data blocks. AJIVE does not require normalization and is not sensitive to potential issues arising from heterogeneity in scale and dimension between data blocks.

As detailed in the paper [9], given data matrices $X_k, k \in \{1, ..., K\}$, which have the same number of samples (columns) but possibly different numbers of features (rows), we define the following decomposition,

$$X_k = A_k + E_k = J_k + I_k + E_k.$$  \hfill (1)

In this model, the $A_k$ are deterministic low-dimensional signal matrices, $J_k$ are joint matrices, $I_k$ are individual matrices, and $E_k$ are random error matrices. The matrices $J_k$ representing the shared variation need not be identical but must have a shared row space, while the matrices $I_k$ representing individual variation are constrained to have row spaces orthogonal to the shared row space of the $J_k$.

Segmentation of the joint spaces is based on studying the relationship between these score subspaces using theoretical bounds from Principal Angle Analysis and assessing noise effects using perturbation theory. An important point is that by focusing on segmentation of the row spaces, the methodology captures variation patterns across the data objects which give interpretable meaning of the components. Moreover, AJIVE is distinct from other methods that simultaneously analyze multi-block data in that it identifies individual variation patterns. Segmentation of the individual components is a particularly important property for the analysis done in Section 3.

3 Results

3.1 Data processing

For our analysis, we use the top8000 protein data set [4], consisting of 7957 high quality protein chains from the RCSB Protein Data Bank (PDB) [1]. Proteins were chosen based on the resolution of their PDB files, and then a single chain (a linear polymer of amino acids) is selected; more details can be found on the top8000 repository in [17]. Some of the top8000 proteins were chopped chains, meaning they were a smaller portion of a longer contiguous chain. Other proteins in the data set had chain breaks, meaning small portions of the polypeptides were missing due to experimental error or other reasons.

Since we were interested in structural features highlighted by our topological approach, we utilize the CATH database [23]. CATH labels characterize a protein’s fold using a four-fold hierarchical descriptor, consisting of Class, Architecture, Topology and Homology. For our study we restrict our attention to 2949 protein chains that (1) did not have any chopping (these had suffix 00 in the top8000 directory), (2)
had no chain breaks, (3) had CATH labels available, and (4) allowed the calculation of GIT vectors. These choices were made both for convenience and quality of data. We focus on individual chains, rather than proteins with possibly multiple chains, because fold classification is done at the chain level. In what follows, we will refer to a protein and its chain (in the top8000 data set) interchangeably. Also we refer to our subset of the top8000 data set as the CATH00 data set.

### 3.2 Visualization of protein space

We compute the protein $H_1$ PDs using the persistent homology of alpha-filtrations built on the chains’ $C_\alpha$ atoms. Using $C_\alpha$ atoms is a standard approach in protein fold classification [13]: each amino acid in a protein has a $C_\alpha$ atom, the different groups attached to the $C_\alpha$ atom determine different amino acids, and $C_\alpha$ atoms are generally equidistributed along the protein backbone. For the statistical analysis, we compute all pairwise 2-Wasserstein distances between PDs and then apply MDS and t-SNE to visualize the geometry and topology of this space of proteins.

Figure 5 shows histograms of the number of features in each protein’s PD, with all classes overlaid. Classes 1 and 2 (red and blue, respectively) qualitatively have the same distribution, whereas Class 3 (green) generally consists of proteins with more features in their PDs. Finally, Class 4 (orange) generally consists of the smallest proteins and has relatively few data objects, and hence is not clearly visible when overlaid with the other classes. Table 1 shows the number of proteins in each Class.

| CATH Class label | Number of Proteins |
|------------------|--------------------|
| 1                | 605                |
| 2                | 730                |
| 3                | 1577               |
| 4                | 37                 |

| Table 1: Number of proteins in the CATH00 data set per Class label. |

In these figures and below, we adopted the following color scheme when indicating CATH Class:

- Red - Class 1, primarily $\alpha$-helices
- Blue - Class 2, primarily $\beta$-sheets
- Green - Class 3, primarily a mix of $\alpha$-helices and $\beta$-sheets
- Orange - Class 4, no significant content of $\alpha$-helices or $\beta$-sheets

We also use proteins’ sizes, measured by the number of $C_\alpha$-atoms in the backbone, as a color scheme, with blue corresponding to smaller proteins and red corresponding to larger proteins. For our data, proteins’ sizes correlates strongly with their PD sizes as seen in Figure 6 where the correlation coefficient is 0.992.
Fig. 5: Histograms of PD sizes for proteins overlaid on top of each other. For each of the plots, the x-axis is number of features in a PD, and the y-axis is the corresponding count of proteins; 50 bins were used in each. Note that Class 4 contains relatively few proteins, and so is not clearly visible in the overlaid histogram.

Fig. 6: Scatter plot of protein size against PD size. Each marker corresponds to a protein, the x-axis indicates protein size (number of $C_\alpha$ atoms in the backbone), and the y-axis indicates PD size. Protein size and PD size have a correlation coefficient of 0.992, indicating these are essentially the same.

A natural first question is whether the Wasserstein and GIT metrics quantify very different structural aspects of this space of proteins. This is answered in Figure 7 using a scatter plot of all pairwise distances: each marker corresponds to a pair of proteins $P_1, P_2$, with x-coordinate Wasserstein distance $d_{\text{Wass}}(P_1, P_2)$ between the corresponding 1-homology PDs, and y-coordinate the distance between correspond-
ing GIT vectors $d_{\text{GIT}}(P_1, P_2)$. If the proteins belong to the same CATH-C class then the marker has the corresponding CATH-C color, and if the proteins belong to different CATH-C classes then the marker color is an average of RGB values for the corresponding CATH-C colors. If the Wasserstein and GIT distances were detecting the same kind of geometry in protein space, we would expect the two distances to correlate strongly. As seen in Figure 7, the two distances are not at all correlated, indicating that Wasserstein and GIT distances do in fact detect different structural aspects of protein space. The strong cluster at the top of Figure 7 is a consequence of the large pairwise distances between the small set of outliers seen in the upper right of Figure 11 with the rest of the data. That small cluster seems to consist of small proteins with little secondary structure, typically proteins with metals and/or disulphide bridges.

![Figure 7](image.png)

Fig. 7: All pairwise distances between proteins, with x-coordinate the Wasserstein distance and y-coordinate the GIT distance. There is no apparent correlation between Wasserstein and GIT distances, indicating that these two metrics are driven by far different structural aspects.

In Figure 8, we display the results of using MDS to embed the proteins into $\mathbb{R}^{25}$ and then plot the projections onto the first two principal directions. On the left is the kernel density estimate of the projected points, and in the middle and on the right are the PC 1 and PC 2 scatter plots using two different color schemes. The colors in the middle plot are based on the sizes of each proteins’ PD (blue for fewer features in the PDs, red for more features), while the colors in the right-most plot correspond
to Class labels as in Figures 5 and 6. We see separation of the proteins based on protein size along PC 1, and separation by Class label along PC 2.

Fig. 8: The first two PCs of the MDS coordinates using the 2-Wasserstein metric on the full barcodes for the CATH00 data set. The x-axis corresponds to PC 1, and the y-axis PC 2, in each plot. On the left, the kernel density estimate for the MDS embedding; in the middle, proteins are colored by protein size; on the right, proteins are colored by CATH-C label. Here we have clear separation for both barcode size and CATH-C labels, and we see that protein size (CATH-C) corresponds to PC 1 (PC 2, respectively).

The quality of the MDS embedding into $\mathbb{R}^{25}$ is measured by further embedding the same Wasserstein distance matrix into $\mathbb{R}^{100}$ and computing the amount of variation captured in the first 25 PCs. As shown in Figure 9, the first 25 PCs captured 87.14% of the total variation. Hence, in the rest of this paper, we use 25 dimensional MDS representations since that is approximately the number of features provided by GIT. Moreover, for this data set the stress scores were essentially monotonically decreasing as a function of dimension. Finally, we visually compared the first 2 PC scatter plot for the 25-dimensional embedding with the corresponding scatter plot for the 100-dimensional embedding, and observed they were visually very similar.

We also use t-SNE to visualize the relationships between these proteins, and the results are shown in Figure 10. As in Figure 8, we show the kernel density estimate (left) together with the 2D scatter plots of the t-SNE embedding with protein size colors (center) and Class label colors (right). Similar to the MDS embedding, the t-SNE embedding shows separation based on protein size and Class labels.

3.3 Statistical Analysis of PDs and GIT vectors

For each protein we compute its GIT vector in $\mathbb{R}^{30}$, perform PCA and project the points onto the first two principal directions; the results are displayed in Figure 11. On the left is the kernel density estimate for the projected coordinates. In the center and on the right are scatter plots of the coordinates with protein size and Class
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Fig. 9: The plots of variance (left) and cumulative variance (right) captured in the $\mathbb{R}^{100}$ MDS embedding; the vertical red line indicates PC 25. The first 25 PCs capture 87.14% of the total variation.

Fig. 10: For the CATH00 dataset, t-SNE coordinates using the $2$-Wasserstein metric on the full barcodes, perplexity parameter $30$. The x-axis corresponds to PC 1, and the y-axis PC 2, in each plot. On the left, the kernel density estimate for the t-SNE embedding; in the middle, proteins are colored by protein size; on the right, proteins are colored by CATH-C label. Barcode size (CATH-C) correspond to PC 1 (PC 2, respectively).

label colors, respectively. As in the MDS and t-SNE figures (Figures 8 and 10), GIT vectors do a good job of sorting proteins based on their Class labels. Unlike the previous two plots, GIT vectors do not give a strong separation via protein size.

Since we are most interested in aspects of the data found by PH that are not contained in the GIT vectors, we compare the two approaches using AJIVE. The representations from each method are taken as data blocks, $X_1$ (PH) and $X_2$ (GIT), in the AJIVE algorithm. The estimated joint components in the AJIVE decomposition, $\hat{J}_1$ and $\hat{J}_2$, reveal features of protein structure captured well by both methods.
Fig. 11: For the CATH00 data set, GIT vectors are computed and then projected onto the first two principal directions. The x-axis corresponds to PC 1, and the y-axis PC 2, in each plot. On the left, the kernel density estimate for the GIT embedding; in the middle, proteins are colored by protein size; on the right, proteins are colored by CATH-C label. We see separation based on CATH-C label, like the MDS and t-SNE embeddings, but not by protein size.

Fig. 12: Plots of the common normalized scores (CNS) from AJIVE. The x-axis corresponds to PC 1, and the y-axis PC 2, in each plot. The left plot shows the kernel density estimate of the first two components. The middle plot shows separation of the Class labels. The green points, representing the class of mixed $\alpha$-helices and $\beta$-sheets (Class label 3), are concentrated in the dense center regions of the density estimate. Note that the red points, which represent the $\alpha$-helix class of proteins, appear to lie in a distinct region of the density estimate and have noticeable clusters. The right panel investigates the next CATH level of the red points ($\alpha$-helix) with proteins colored by the second level of CATH classification, Architecture. Separation by Architecture label is not clear.

The first two components of the common normalized scores (CNS) from AJIVE are shown in Figure 12. The CNS represent a common basis of $\hat{\text{row}}(\hat{J})$, where $\hat{\text{row}}(\hat{J})$ denotes the estimated common score subspace of the joint matrices $\hat{J}_1$ and $\hat{J}_2$. On the left, the kernel density estimate shows two denser regions in the center of the plot. The middle panel shows separation of the Class labels. The green points, representing the class of mixed $\alpha$-helices and $\beta$-sheets (Class label 3), are concentrated in the dense center regions of the density estimate. Note that the red points, which represent the $\alpha$-helix class of proteins, appear to lie in a distinct region of the density estimate and have noticeable clusters. The right panel investigates the next CATH level of the red points ($\alpha$-helix) with proteins colored by the second level of CATH classification, Architecture. Separation by Architecture label is not clear.
and clusters do not appear homogeneous. This indicates that separation by Class label is a joint feature of PH and GIT vectors, however separation by Architecture label is not a driver of the joint components.

Next we study structural aspects identified by PH that were not identified using the GIT approach. This is based on the individual block specific scores (BSS), which give the estimated matrices $\hat{I}_1$ and $\hat{I}_2$ in the AJIVE decomposition. In particular, we are interested in proteins that are closely related by PH but not by GIT. We compute the t-SNE coordinates of the PH individual BSS matrix and perform hierarchical clustering on these coordinates using Ward’s linkage and number of clusters $n = 300$. The clustering is performed on the t-SNE coordinates rather than the original individual matrices since t-SNE gives a useful representation for identifying and visualizing clusters. We then select the 10 most homogeneous clusters in terms of their Class and Architectures labels, where homogeneity was measured by calculating the entropy in each label of each of the 300 clusters. These clusters demonstrate aspects of protein structure that are revealed by PH but not by GIT. One particular cluster is carefully investigated in Figure 13.

The barcodes in the bottom row all have a persistent (long) bar that is born late. Such topologies can be generated by a letter C-shaped loop where the difference between the endpoints corresponds to the late birth time. Figure 14 shows the 3-D protein structure of the seven members of this cluster overlaid on top of each other. The structures have been aligned using the standard visualization software PyMol to highlight the common C-shape. The top of this overlay shows a clear C-shaped cavity common to these proteins. This has biological significance as it serves as a catalytic site for the binding and hydrolysis of oligosaccharides [5]. Hence, this is chemical structure readily apparent from the PH point of view, but not by GIT. The protein names and CATH labels of the proteins in this cluster are given in Table 2 of Appendix A.

### 3.4 Comparison of PDs to GIT vectors

To analyze the aspects of protein structure that are captured specifically by PH, we focus on pairs of proteins closely related by PH but not by GIT. Figure 1 shows the t-SNE plots colored by pairs of proteins identical in CAT label whose distance from each other is relatively close in the t-SNE coordinates of the PH individual matrix compared to the t-SNE coordinates of the original GIT matrix. This was identified by calculating the Euclidean distance between proteins in both coordinates, normalized by the total sum of squared distances from the mean of the corresponding coordinates, and finding the ratio of distance in (individual) PH to distance in GIT. Figure 7 shows the protein pairs colored in each view. Note that proteins in each pair are close together in PH and overlap each other in the left plot of Figure 1 but are widely separated in GIT and can be individually distinguished in the right plot of Figure 7. These pairs exhibit cases where PH accurately groups related proteins.
Fig. 13: The PDs (top rows) and barcodes (bottom rows) of the proteins in an interesting cluster from the PH individual data representation; each vertical pair of plots corresponds to a single protein. The common letter-C shaped feature of the proteins in this cluster corresponds to the early born persistent feature that persists to approximately 6 Å.

While GIT does not. See Table 3 in Appendix A for the identities and CAT labels of proteins in each pair as well as the ratio of their distances in PH versus GIT.

The proteins 2P39 and 1BAS (both of which are monomers, meaning that they exist as individual chains), colored cyan in Figure 1, demonstrate aspects of protein structure captured better by PH than by GIT and are shown in detail in Figure 15. These proteins have a common core, but 2P39, shown on the right panel of Figure 15, has a large loop (right side of 2P39) and extra stretches at the C-terminus and the N-terminus (left side of 2P39, red and blue respectively). The GIT representation is very sensitive to these latter features since it focuses on local curvature, making these proteins far apart in that sense. These features do appear in the barcode of
Fig. 14: Proteins from the cluster in Figure 13 overlaid on top of each other. Note the C-shaped cavity (top) common to these proteins corresponding to the long bars that were born late in each barcode on the bottom of Figure 13. This C-shaped cavity is biologically significant and gives an example of the aspects of protein structure that drive PH.

2P39, highlighted as a red bar in the lower right panel of Figure 15. While these extra features are present in the barcode, they do not play a big role since PH focuses on packing of the common core, which generates a large number of persistent bars appearing early. The Wasserstein distance between barcodes in Figure 15 is driven by those early persistent bars, which are weighted more strongly than the red bar. However, such extra features do pose a challenge for the GIT approach that focuses on local curvature.

4 Discussion

Protein fold classification can be done by considering proteins as curves in space, characterizing these curves by their corresponding 30-dimensional GIT vectors and subsequently identifying clusters of GIT vectors. Such clusters correspond to proteins with similar folds. The great advantage of this method is that a computationally expensive pairwise comparison of protein structures is replaced by efficient clustering of vectors. In contrast, the focus of the present paper is on the treatment of protein structures as topological objects characterized by PDs.

Our AJIVE analysis provides a decomposition of the data that allows us to meaningfully compare the PH approach to GIT. In particular, the individual components of the MDS coordinates returned by AJIVE highlights the fact that PH perceives aspects of protein topology different from the GIT vectors. Specifically, this point is made by studying both clusters and pairs of proteins. A direction of interest for future work is to study how additional information from PH improves the GIT protein fold
Fig. 15: Proteins 1BAS (left column) and 2P39 (right column), colored cyan in Figure 1 showing they are close in PH but not GIT. Views in 3-D at the top show these proteins share a common core. Protein 2P39 has a large loop (right side of 2P39) and extra stretches at C-terminus and N-terminus (left side of 2P39, red and blue respectively), which are represented in the barcode by the persistent bar colored red.

classification. This could be done using the joint components from AJIVE to analyze clustering improvement.
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## Appendix A

### Tables

#### Table 2: Proteins contained in the cluster colored red in Figures 13 and 14.

| Protein1 | Protein2 | CATH label distance ratio plot color |
|----------|----------|---------------------------------------|
| 2vuj-A00 | 2dhh-A00 | 2.60.120.180                           |
| 1pxy-A00 | 2z79-B00 | 2.60.120.180                           |
| 1t6g-D00 | 1nxk-A00 | 2.60.120.180                           |

**Table 2:** Proteins contained in the cluster colored red in Figures 13 and 14.

#### Table 3: CAT pairs closely related by PH but not by GIT.

| Protein1 | Protein2 | CATH label distance ratio plot color |
|----------|----------|---------------------------------------|
| 2xb4-A00 | 3nwo-A00 | 3.40.50 0.004422826 red                |
| 2o9s-A00 | 2a28-A00 | 2.30.30 0.006634789 orange             |
| 1f8m-C00 | 1s5m-A00 | 3.20.20 0.007395661 green              |
| 3dac-A00 | 3e57-A00 | 1.10.245 0.007683128 yellow            |
| 3e6j-A00 | 1pgv-A00 | 3.80.10 0.012707447 purple             |
| 2nnr-A00 | 2omy-B00 | 2.60.40 0.012987783 blue               |
| 2ozf-A00 | 2he4-A00 | 2.30.42 0.016355023 pink               |
| 2x7b-A00 | 1n71-C00 | 3.40.630 0.036542583 magenta           |
| 1urr-A00 | 2eky-C00 | 3.30.70 0.039149797 black              |
| 2p39-A00 | 1bas-A00 | 2.80.10 0.041134023 cyan               |

**Table 3:** CAT pairs closely related by PH but not by GIT.