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Abstract. In this paper we develop tools for studying limit theorems by means of convexity. We establish bounds for the discrepancy in total variation between probability measures \( \mu \) and \( \nu \) such that \( \nu \) is log-concave with respect to \( \mu \). We discuss a variety of applications, which include geometric and binomial approximations to sums of random variables, and discrepancy between Gamma distributions. As special cases we obtain a law of rare events for intrinsic volumes, quantitative bounds on proximity to geometric for infinitely divisible distributions, as well as binomial and Poisson approximation for matroids.

1. Introduction

In this manuscript we will study the proximity between probability measures with a perspective based in convexity. The theory we develop is designed to deviate from classical tools such as Fourier analysis, Stein’s method or method of moments, in order to reach examples not accessible by the mathematical technology currently available in the field of limit theorems. The families of distributions considered are those whose elements \( \nu \) that are log-concave with respect to a reference measure \( \mu \) either supported over \( \mathbb{Z} \) or over \( \mathbb{R} \), in the sense that the Radon-Nikodym derivative \( \frac{d\nu}{d\mu} \) can be represented by \( e^{-V} \) for a convex function \( V \).

The topic of limit theorems has experienced significant growth in recent years, much of which can be traced back to the celebrated paper “A bound for the error in the normal approximation to the distribution of a sum of dependent random variables” (see [37]), published by Charles Stein in 1972. This paper produced a seminal tool in the study of limit theorems: the so called “Stein’s method”, which nowadays refers to the collection of techniques that allow bounding probability distances by means of differential operators. The reader is invited to consult the book [12] for a classic introduction to the topic and [30] for a perspective oriented to its application to Gaussian functionals. One should be aware that despite the outstanding reach of this technique, most of the hypothesis required for its implementation rely on a partial understanding of the dependence structure of the random variables under consideration, which is not obviously accessible in the setting we consider.

Let us motivate our setting. By choice of \( \mu \), the log-concavity of the Radon-Nikodym derivative \( \frac{d\nu}{d\mu} \) characterizes several important classes of random variables. When \( \mu \) is the counting...
measure on $\mathbb{Z}$, $\nu$ log-concave with respect to $\mu$ implies that $\nu$ itself is log-concave as a function on $\mathbb{Z}$. Note when $\nu$ has non-negative support, this is equivalent to $\nu$ log-concave with respect to a geometric distribution $\mu[n] = (1 - p)^n p$ for $p \in (0, 1)$. Such sequences seem to have been first systematically studied by Fekete [15], however it has been known since at least Newton, see [36, 17, 27] that the normalized coefficients $p_n$ of a polynomial

$$P(X) = \sum_{n=0}^{m} \binom{m}{n} p_n X^n$$

with real roots, satisfy $p_n^2 \geq p_{n+1}p_{n-1}$ and is thus log-concave in the sense above when $\{n : p_n > 0\}$ is a contiguous interval. In this context the “raw” coefficients $a_n = \binom{m}{n} p_n$ in (1.1) possess a much stronger form of concavity. The sequence $a_n$ is log-concave with respect to a binomial distribution $\mu$, and referred to as ultra log-concave of order $m$ in the terminology of Pemantle [31] which we write as ULC($m$), see also [7, 24]. The resolution of the strong Mason conjecture [3, 9], yields that the cardinality of independent sets of size $n$ in a matroid with ground set of cardinality $m$ is ULC($m$). In the limit with $m \to \infty$ we recover the “ultra log-concave” distributions, namely, log-concave with respect to a Poisson distribution $\mu$, see [19, 40, 20]. By the Alexandrov-Fenchel inequality, the sequence of intrinsic volumes associated to a convex body form an ultra log-concave sequence [35], see also [5, 25] for recent work. It remains an open question [2] what, if any, log-concavity properties the “conic intrinsic volumes” utilized in [3] possess. Further classes defined through log-concavity with respect to a discrete reference measure can be found in [26]. We mention in passing that log-concavity has long been associated with notions of negative dependence [31], an analog and opposite theory to positive dependency [14, 16, 1]. Though we will not expand upon these connections here, in some sense the results here can be considered as limit theorems under the assumption of a kind of abstract negative dependency structure. In the continuous setting, when $\mu$ is the Lebesgue setting this corresponds (through the Prékopa-Liendler inequality) to the log-concave measures.\footnote{A Radon measure $\mu$ is log-concave $\mu((1 - t)A + tB) \geq \mu^{1-t}(A)\mu^t(B)$, as such log-concave and more generally $s$-concave measures \cite{8, 4}, are defined on a topological vector space.}

Let us also mention when $\mu$ is a standard Gaussian, that the measures log-concave with respect to $\mu$ are referred to as strongly log-concave (see [34]). The strongly log-concave measures are exactly the measures that can be realized as the pushforward of said Gaussian by a 1-Lipschitz measures [10].

Taking this into consideration, we have developed a technique alternative to Stein’s method, which could also allow for quantification of probability distances between log-concave probability distributions with respect to their reference measures, by leveraging convexity properties of the underlying densities in place of the dependence structure of the underlying measures, to answer the following question; is it possible to make a universal approximation of them with simpler distributions? in other words: is it possible to establish a limit theorem valid for every choice of log-concave distribution?\footnote{A Radon measure $\mu$ is log-concave $\mu((1 - t)A + tB) \geq \mu^{1-t}(A)\mu^t(B)$, as such log-concave and more generally $s$-concave measures \cite{8, 4}, are defined on a topological vector space.}

Let us outline the paper. After describing our main tool for bounding probability distances (Theorem 2.1), we will present a series of applications both for classical examples in probability theory (such as sums of independent random variables) and for novel problems, arising
in the context of random matroids and intrinsic volumes. For the classical examples, we show perspectives for tackling the approximation problems, which are alternative to those based on Stein’s method, and yield new bounds for the associated error measured in the total variation metric. In particular, we would like to bring the readers attention to Corollaries [2.3] and [2.2] where we present assessments of the proximity of compound Poisson and compound geometric distribution towards a geometric random variable. In Corollary [2.2] we present a bound for the approximation of Poisson binomial random variables with a binomial distribution, which up to our knowledge, has not been found before. We prove as well bounds for geometric approximations in the context of sums of random variables (see Corollary [2.15]).

Regarding the problems related to random matroids, we show a general bound for assessing the distance of these objects towards Binomial and Poisson distributions and specialize these results to the case of uniform and partitioned matroids. For the case of intrinsic volumes, we present a general bound for Poissonian approximations (similar in spirit to the matroid case) and then we use it for proving a law of rare events for the intrinsic volume random variables associated to products of convex sets (See Corollary [2.12]). Section [3] is dedicated to the proof of Theorem [2.1] while in Section [4] we present the continuous version of the results and some applications related to the discrepancy between Gamma distributions.

2. THE DISCRETE REGIME

In this subsection we present upper bounds on distance between two distributions when one is log-concave with respect to the other. The proof will be presented in Section [3].

Consider two (not necessarily finite) real measures $\mu$ and $\nu$, supported over $\mathbb{Z}$. We say that $\nu$ is log-concave with respect to $\mu$ if $\nu$ is absolutely continuous with respect to $\mu$ and the Radon-Nikodym derivative $\frac{d\nu}{d\mu}$ is such that the mapping $k \mapsto \Phi_{\mu,\nu}(k)$, with

$$\Phi_{\mu,\nu}(k) := \begin{cases} \log\left(\frac{d\nu}{d\mu}(k)\right) & \text{if } \nu[k] \neq 0 \\ -\infty & \text{if } \nu[k] = 0 \end{cases}$$

is concave in the sense that for all $i, j \in \mathbb{Z}$, and $\lambda \in [0, 1]$ satisfying $(1 - \lambda)i + \lambda j \in \mathbb{Z}$,

$$\Phi_{\mu,\nu}((1 - \lambda)i + \lambda j) \geq (1 - \lambda)\Phi_{\mu,\nu}(i) + \lambda \Phi_{\mu,\nu}(j). \quad (2.1)$$

**Theorem 2.1.** Suppose that $\nu$ and $\mu$ are probability measures and $\nu$ is log-concave with respect to $\mu$ and the support of $\mu$ is connected. Define $q_k = \nu[k]$ and $p_k := \mu[p]$. Then, for all $\ell \in \mathbb{Z}$ satisfying $q_\ell q_{\ell+1} > 0$, we have the bounds

$$d_{TV}(\mu, \nu) \leq \int_{\mathbb{Z}} \left(1 - \frac{p_\ell}{q_\ell} \left(\frac{p_{\ell+1}q_\ell}{p_\ell q_{\ell+1}}\right)^{|y-\ell|}\right) \nu(dy).$$

and

$$d_{TV}(\mu, \nu) \leq \int_{\mathbb{Z}} \left(\frac{q_\ell}{p_\ell} \left(\frac{p_\ell q_{\ell+1}}{p_{\ell+1}q_\ell}\right)^{|y-\ell|} - 1\right) \mu(dy).$$

In particular, if $\ell$ satisfies the ratio identity $\frac{p_\ell}{p_{\ell+1}} = \frac{q_\ell}{q_{\ell+1}}$, then we have that $\frac{p_\ell}{q_\ell} \geq 1$ and the above bound simplifies to

$$d_{TV}(\mu, \nu) \leq \left(\frac{q_\ell}{p_\ell} - 1\right) \wedge \left(1 - \frac{p_\ell}{q_\ell}\right).$$
As mentioned in the introduction, the above result applies to the following settings:
- Binomial and Poisson approximations to Poisson binomial distributions.
- Binomial approximations to random matroids.
- Poisson approximations to random intrinsic volumes.
- Geometric approximation to compound Poisson and compound geometric distributions.

The following corollary relates the law of a Poisson binomial distribution and a Binomial distribution.

**Corollary 2.2** (Binomial approximation to Poisson binomial). Let \( \{\xi_i\}_{i \geq 1} \) be a collection of Bernoulli random variables with \( \alpha_i := P[\xi_i = 0] \) and \( p_i := P[\xi_i = 1] \). For a given \( n \geq 1 \), define \( S_n := \sum_{i=1}^{n} \xi_i \), namely, \( S_n \) is distributed according to the so-called Poisson-Binomial distribution of parameters \( p_1, \ldots, p_n \). Consider the arithmetic mean \( m_n \) of the sequence \( \alpha_1^{-1}, \ldots, \alpha_n^{-1} \) and let \( g_n \) be associated geometric mean, defined by

\[
g_n := \left( \prod_{i=1}^{n} \alpha_i^{-1} \right)^{1/n}.
\]

Then, if \( B_n \) is a Binomial distribution with parameters \( n \) and \( 1 - 1/\mu_n \), we have that

\[
d_{TV}(S_n, B_n) \leq ((m_n/g_n)^n - 1) \wedge (1 - (g_n/m_n)^n). \tag{2.2}
\]

Moreover,

\[
d_{TV}(S_n, B_n) \leq \exp\left\{ \sum_{i=1}^{n} (p_i/\alpha_i - r_n)^2 + \frac{1}{3n^2} \sum_{i=1}^{n} (p_i/\alpha_i)^3 \right\} - 1, \tag{2.3}
\]

where \( r_n \) denotes the arithmetic mean of the terms \( p_i/\alpha_i \),

\[
r_n := \frac{1}{n} \sum_{i=1}^{n} \frac{p_i}{\alpha_i}. \tag{2.4}
\]

The following observations are relevant for comparing the above result with the previous literature.

**Remark 2.3.** The term \( \sum_{i=1}^{n} (p_i/\alpha_i - r_n)^2 \) is close in spirit to the bounds from \cite{13} Theorem 1, where the Poisson Binomial distribution \( S_n \) is approximated by a binomial law with a slightly different (and perhaps, more popular) success probability \( p_n = \sum_{i=1}^{n} p_i \). Here the upper bound for the associated distance in total variation is

\[
(1 - p_n^n)(1 - (1 - p_n)^n)((n + 1)p_n(1 - p_n))^{-1} \sum_{i=1}^{n} (p_i - p_n)^2.
\]

We would like to highlight the analogy of the terms \( \sum_{i=1}^{n} (p_i - p_n)^2 \) and \( r_n \), as both measure the deviation of a sequence of parameters \( (p_i, p_i/\alpha_i) \) respectively around their mean.

**Remark 2.4.** In view of the remark above, one observes that the classical methodology for choosing the appropriate parameter \( p \) of the Binomial approximation (which consists on "matching in the expectations"), is not the only natural one, as the procedure applied in corollary 2.2 (which is based on the idea of matching quotients of probabilities), also leads to good approximation results. One can thus pose the following question, which up to our
knowledge has not yet been answered

Open problem
What are the optimal parameters \( m, p \) for approximating a Poisson binomial distribution with a Binomial distribution, in the sense: if \( B_{m,p} \) is distributed according to a Binomial distribution of parameters \( m, p \), then

\[
d_{TV}(B_{m,p}, S_n) \leq d_{TV}(B_{m',p'}, S_n)
\]

for any choice of \( (m', p') \in \mathbb{N} \times [0, 1] \)?

Proof of Corollary 2.2. By Liggett [24], \( S_n \) is log-concave with respect to \( B_n \). Thus, by Theorem 2.1, it suffices to verify \( \frac{\mathbb{P}[S_n = 1]}{\mathbb{P}[S_n = 0]} = \frac{\mathbb{P}[B_n = 1]}{\mathbb{P}[B_n = 0]} \) and estimate

\[
\left( \frac{\mathbb{P}[S_n = 0]}{\mathbb{P}[B_n = 0]} - 1 \right) \wedge \left( 1 - \frac{\mathbb{P}[B_n = 0]}{\mathbb{P}[S_n = 0]} \right).
\]

Next we prove that \( \mathbb{P}[S_n = 1]/\mathbb{P}[S_n = 0] = \mathbb{P}[B_n = 1]/\mathbb{P}[B_n = 0] \). To show this notice, that

\[
\mathbb{P}[S_n = 1] = \sum_{i=1}^n p_i \prod_{j \neq i} \alpha_j = \sum_{i=1}^n \frac{p_i}{\alpha_i} \prod_{j=1}^n \alpha_j = \mathbb{P}[S_n = 0] \sum_{i=1}^n \frac{p_i}{\alpha_i}.
\]

(2.5)

so we can write

\[
\mathbb{P}[S_n = 1] = \mathbb{P}[S_n = 0]n(m_n - 1).
\]

(2.6)

Specializing this identity in the case where \( \alpha_i = 1/m_n \) for all \( i = 1, \ldots, n \) yields

\[
\mathbb{P}[B_n = 1] = \mathbb{P}[B_n = 0]n(m_n - 1),
\]

which yields \( \mathbb{P}[S_n = 1]/\mathbb{P}[S_n = 0] \). By Theorem 2.1 we thus conclude that

\[
d_{TV}(S_n, B_n) \leq \left( \mathbb{P}[S_n = 0]/\mathbb{P}[B_n = 0] - 1 \right) \wedge \left( 1 - \mathbb{P}[B_n = 0]/\mathbb{P}[S_n = 0] \right),
\]

which reads

\[
d_{TV}(S_n, B_n) \leq (m_n^n \prod_i a_i - 1) \wedge (1 - m_n^{-n} \prod_i a_i^{-1})
\]

Identity (2.2) follows from here.

To prove (2.3), we observe that

\[
\log((m_n/g_n)^n) = n(\log(\frac{1}{n} \sum_{i=1}^n \frac{1}{\alpha_i}) - \sum_{i=1}^n \frac{1}{n} \log(\frac{1}{\alpha_i}))
\]

(2.7)

\[
= n(\log(1 + \frac{1}{n} \sum_{i=1}^n \frac{p_i}{\alpha_i}) - \sum_{i=1}^n \frac{1}{n} \log(1 + \frac{p_i}{\alpha_i})).
\]

By Taylor approximation, we deduce that for every \( x > -1 \),

\[
\log(1 + x) = x - \frac{x^2}{2} + 2 \int_{[0,1]^3} \frac{x^3}{(1 + \lambda_1 \lambda_2 \lambda_3 x)^3} \lambda_2 \lambda_1^2 d\lambda_3 d\lambda_2 d\lambda_1.
\]
In particular,
\[ x - \frac{x^2}{2} \leq \log(1 + x) \leq x - \frac{x^2}{2} + \frac{x^3}{3}. \]  
(2.8)
Applying these inequalities in (2.7), we deduce that
\[ \frac{1}{n} \log((m_n/g_n)^n) \leq \frac{1}{2} \sum_{i=1}^{n} \left( \frac{p_i}{\alpha_i} \right)^2 - \frac{1}{2} \left( \frac{1}{n} \sum_{i=1}^{n} p_i \right)^2 + \frac{1}{3} \left( \frac{1}{n} \sum_{i=1}^{n} \frac{p_i}{\alpha_i} \right)^3. \]
The sum of the two terms in the right equals to the variance of the mapping \( i \mapsto p_i/\alpha_i \) under the normalized counting measure over \( \{1, \ldots, n\} \). Consequently,
\[ \log((\mu_n/g_n)^n) \leq \frac{1}{2} \sum_{i=1}^{n} \left( \frac{p_i}{\alpha_i} - r_i n \right)^2 + \frac{1}{3n^2} \left( \sum_{i=1}^{n} \frac{p_i}{\alpha_i} \right)^3. \]
The result easily follows from here. \( \square \)

Next we present results related to the Poisson approximation to the Poisson binomial distributions. This topic has been extensively studied with a variety of techniques, and its development started with the results by Prohorov in [32], later refined by Kerstan, Vervaat, Hodges and Le Cam (see [22], [38], [18] and [23]). These results were subsequently addressed with a Stein’s method perspective in the groundbreaking paper [11] by Chen. The next result describes a bound with a shape quite similar to the optimal one, presented for instance in the papers [23] and [11], but proved with a perspective completely different. One should observe as well that the parameter that we use for the approximation is different from the previous literature, so a difference in the shape of the bound should be expected.

**Corollary 2.5** (Poisson approximation to Poisson Binomial). Let \( S_n \) and \( \xi_i \) be as in Corollary 2.2. Let \( N_n \) be a Poisson distribution with parameter \( \lambda_n := n(m_n - 1) \), then
\[ d_{TV}(S_n, M_n) \leq \exp\left\{ \sum_{i=1}^{n} \left( \frac{p_i}{\alpha_i} \right)^2 \right\} - 1. \]

**Remark 2.6.** By choosing \( p_i = r/n \), for some \( r > 0 \), we obtain the quantitative bound of the law of rare events,
\[ d_{TV}(S_n, M_n) \leq \exp\left\{ n \left( \frac{r}{n-r} \right)^2 \right\} - 1 = O(1/n), \]
which has been studied quite successfully with Stein’s method techniques.

**Proof.** Note that \( S_n \) is ultra log-concave, as \( \xi_i \) are ultra log-concave, and ULC variables are stable under independent summation [39]. Moreover, by the choice of \( \lambda_n \) and (2.6), we have that
\[ \frac{\mathbb{P}[S_n = 1]}{\mathbb{P}[S_n = 0]} = \frac{\mathbb{P}[N_n = 1]}{\mathbb{P}[N_n = 0]}, \]
so by Theorem 2.1
\[ d_{TV}(S_n, M_n) \leq \frac{\mathbb{P}[S_n = 0]}{\mathbb{P}[M_n = 0]} - 1 = e^{\lambda_n} m_n^{-1} - 1. \]
Proceeding as in (2.7), we can show that
\[
\log(e^\lambda m_n^{-1}) = n(\frac{1}{n} \sum_{i=1}^{n} \frac{p_i}{\alpha_i} - \sum_{i=1}^{n} \frac{1}{n} \log(1 + \frac{p_i}{\alpha_i})).
\]
Thus, by (2.8),
\[
\log(e^\lambda m_n^{-1}) \leq \sum_{i=1}^{n} \left( \frac{p_i}{\alpha_i} \right)^2.
\]
The result easily follows from here. \(\square\)

2.1. Applications to matroids. In this section we present approximation results for matroids. Although the methodology utilized is identical to the previous subsection, the definitions of the objects of interest require a non-negligible amount of notation. A finite matroid \(\mathcal{M}\) is a pair \((X, \mathcal{I})\) of a ground set \(X\) with \(|X| = n\) and a nonempty collection of independent sets \(\mathcal{I} \subset 2^X\) that satisfies the following

(i) (Hereditary property) If \(S \subset T\) and \(T \in \mathcal{I}\), then \(S \in \mathcal{I}\),

(ii) (Exchange property) If \(S, T \in \mathcal{I}\) and \(|S| < |T|\), then there exists an element \(x \in T\setminus S\) such that \(S \cup \{x\} \in \mathcal{I}\).

The rank \(\text{rk}(\mathcal{M})\) of a matroid is the maximal size of the independent sets of \(S\), namely,
\[
\text{rk}(\mathcal{M}) := \max_{S \in \mathcal{I}} |S|.
\]
Finally, we define \(I_k := \{S \in \mathcal{I} ; |S| = k\}\) and let \(I(k) := |I_k|\), that is to say, \(I(k)\) is the number of independent sets of size \(k\). Countings related to \(I(k)\) can be calculated by the introduction of the measure \(\nu_\mathcal{M}\), supported in \(\{1, \ldots, \text{rk}(\mathcal{M})\}\) and with
\[
\nu_\mathcal{M}([k]) := (\sum_{j=1}^{n} I(j))^{-1} I(k). \quad (2.9)
\]
The next result describes the proximity of \(\nu_\mathcal{M}\) and a binomial distribution

**Corollary 2.7.** Let \(\gamma\) be the probability law of a random variable \(B\) with Binomial distribution of sample size \(n = |X|\) and success probability \(p = (1 + \frac{n-m}{m+1} \frac{I(m)}{I(m+1)})^{-1}\). Then, for every \(m \leq n - 1\), We have that
\[
d_{TV}(\nu_\mathcal{M}, \gamma) \leq \frac{I(m)}{\binom{n}{m} p^m (1-p)^{n-m} \sum_{j=1}^{n} I(j)} - 1
\]
and
\[
d_{TV}(\nu_\mathcal{M}, \gamma) \leq 1 - \frac{1}{I(m)} \left( \frac{n}{m} \right) p^m (1-p)^{n-m} \sum_{j=1}^{n} I(j)
\]

**Proof.** By the resolution of the strong Mason conjecture \([28, 9]\), the sequence \(I(k)\) satisfies
\[
I(k)^2 \geq \left( 1 + \frac{1}{k} \right) \left( 1 + \frac{1}{n-k} \right) I(k-1)I(k+1). \quad (2.10)
\]
Note by direct computation, inequality (2.10) is equivalent to the log-concavity of the sequence \( \{x_k\}_{k=0}^n \), defined by \( x_k := \frac{I(k)}{b_k} \) where \( b_k = \binom{n}{k}(1-p)^{n-k}p^k \) for \( p \in (0, 1) \). That is \( I(k) \) is log-concave with respect to \( B \sim \text{binomial}(p, n) \). We can easily check that the equality is attained if for any sequence of terms \( I(k) \) are replaced by constant multiples of the atoms of a binomial distribution. We can easily check that \( P[B_n = m + 1]/P[B_n = m] = \frac{n-m}{m+1}(p/(1-p)) \).

By definition of \( p \), the right hand side coincides with \( \nu[2]/\nu[1] = I[2]/I[1] \) so that \( \nu[2]/\nu[1] = \gamma[2]/\gamma[1] \). Corollary 2.7 then follows from Theorem 2.1.

By similar arguments, we can prove the following Poisson approximation

**Corollary 2.8.** Let \( \gamma \) be the probability law of a random variable \( M \) with Poisson distribution of parameter \( \lambda = (m+1)\frac{I(m+1)}{I(m)} \). Then we have that

\[
d_{TV}(\nu_M, \gamma) \leq \frac{ml^\lambda I(m)}{\lambda^m \sum_{j=1}^n I(j)} - 1
\]

Some basic examples of matroids defined over a grounds \( X \) of cardinality \( n \), for which the above approximations hold are the following

**The uniform matroid**

For a given \( 1 \leq r \leq n \), we define the uniform matroid \( M_U \) as the one whose independent sets are exactly those subsets of \( X \) of at most \( r \) elements.

**The partition matroid**

Consider a partition of \( X \) consisting of subsets \( C_1, \ldots, C_\ell \) and integers \( d_1, \ldots, d_\ell \), with \( 0 \leq d_i \leq |C_i| \). The sets \( C_i \) and the integers \( d_i \) are called 'categories' and 'capacities', respectively.

A set \( I \subset X \) to belong to the set of independent sets \( \mathcal{I}_P \) if

\[
|I \cap C_i| \leq d_i.
\]

We will denote the associated matroid by \( M_P \). Observe that uniform matroids are a particular instance of partition matroids

The following result easily follows from the above discussion

**Corollary 2.1.** Let \( \tau \) be the probability measure induced by \( M_P \), according to (2.9). Define \( D_{U,n} \) and \( D_{M,n} \) as the cardinality of \( 2^n \setminus \mathcal{I}_{M_U} \) and \( 2^n \setminus \mathcal{I}_{M_P} \) respectively. Assume that the capacities of \( M_P \) and the parameter \( k \) in the definition of uniform matroid \( M_U \) are such that \( \min_{i=1,\ldots,\ell} |C_i| \wedge d_i \geq 2 \). Then,

\[
d_{TV}(\tau, \rho) \leq (1 - 2^{-n} D_{P,n})^{-1} - 1, \tag{2.11}
\]

where \( \rho \) is a Binomial distribution of sample size \( n \) and success probability \( 1/2 \). In the particular case where \( M_P \) is a uniform matroid with \( k \geq n - \varepsilon \log_2(n) + 1 \), for some \( \varepsilon \in (0, 1) \) satisfying \((1 - \varepsilon)n \geq 1 \), then the above inequality reduces to

\[
d_{TV}(\tau, \rho) \leq 2^{2-(1-\varepsilon)n}. \tag{2.12}
\]
Proof. Denote by $I_P(k)$ and $I_U(k)$ the set of independent sets of size $k$ according to the matroids $\mathcal{M}_P$ and $\mathcal{M}_U$ respectively. Observe that

$$\sum_{k=1}^{n} I_P[k] = 2^n - D_{P,n}. \quad (2.13)$$

Since all the capacities $d_1, \ldots, d_\ell$ are all greater than or equal to two, every subset of $X$ of cardinality one or two is independent, and thus,

$$I_P(k) = \binom{n}{k}$$

for $k = 1, 2$. From here it easily follows that if $m = 1$, the parameter $p$ defined according to Corollary 2.7 is equal to $1/2$, so that

$$d_{TV}(\nu_{\mathcal{M}_P}, \gamma) \leq \frac{I_P(1)}{\binom{n}{1} 2^{-n} \sum_{j=1}^{n} I(j)} - 1 = 2^n(2^n - D_{P,n})^{-1}.$$

Relation (2.11) easily follows from here. To deduce (2.12), we find a suitable upper bound for $D_{U,n}$. To this end, we observe that after suitable algebraic manipulations,

$$D_{P,n} = \sum_{j=k+1}^{n} \frac{n!}{k!(n-j)!} \leq n^{n-k+1}.$$

Thus, using the condition $k \geq n - \varepsilon \frac{n}{\log_2(n)} + 1$, we obtain

$$\log_2(2^{-n} D_{P,n}) \leq -(1 - \varepsilon)n,$$

so that

$$d_{TV}(\tau, \rho) \leq (1 - 2^{(1-\varepsilon)n})^{-1} - 1. \quad (2.14)$$

Relation (2.12) follows from here, due to the condition $(1 - \varepsilon)n \geq 1.$

2.2. Applications to intrinsic volumes. In this section we present approximation results for intrinsic volumes, which are measures of the content of a convex body through applications of Theorem 2.1. Throughout this section, $n$ will denote a natural number that will indicate the ambient dimension into which a convex set of interest will be embedded. $K \subset \mathbb{R}^n$ will denote a nonempty convex set in $\mathbb{R}^n$. The dimension of $K$, denoted by $\text{dim}(K)$, is the dimension of the affine hull of $K$, which can take values in $0, 1, \ldots, n$. When $K$ has dimension $l$, we define the $l$-dimensional volume $\text{Vol}_l(K)$ to be the Lebesgue measure of $K$, computed relative to its affine hull. If $K$ is zero dimensional, then we define $\text{Vol}_0(K) = 1$. For sets $A \subset \mathbb{R}^a$ and $B \subset \mathbb{R}^b$, then

$$A \times B = \{(a, b) \in \mathbb{R}^{a+b} : a \in A \text{ and } b \in B\}.$$

The unit-volume cube $[0, 1]^n$ will be denoted by $Q_n$ and the unit ball in $\mathbb{R}^n$ will be denoted by $\mathbb{B}_n$. The volume $\kappa_n$ is given by the formula

$$\kappa_n = \text{Vol}_n(B_n) = \frac{\pi^n}{\Gamma(1+n/2)},$$

where $\Gamma$ denotes the Gamma function.
**Definition 2.9** (Intrinsic volumes). For each \( j = 0, \ldots, n \), let \( P_j \in \mathbb{R}^{n \times n} \) be the orthogonal projection over a given \( j \)-dimensional subspace of \( \mathbb{R}^n \). Let \( Q \in \mathbb{R}^{n \times n} \) be a Haar distributed element from the set of orthogonal matrices with determinant equal to one. The intrinsic volume of order \( j \) of \( K \) is defined as

\[
V_j := \binom{n}{j} \frac{\kappa_n}{\kappa_j \kappa_{n-j}} \mathbb{E}[\text{Vol}_j(P_jQ(K))].
\]

The intrinsic volumes of an empty set will be defined to be zero. The intrinsic volumes satisfy the dilation property \( V_j(\varepsilon K) = \varepsilon^j V(K) \) as well as the direct product property, which states that if \( A \subset \mathbb{R}^a \) and \( B \subset \mathbb{R}^b \), for some convex sets \( A, B \) and \( a, b \geq 1 \), then \( W(A \times B) = W(A)W(B) \).

Several properties of intrinsic volumes of \( K \) can be studied by means of probabilistic arguments, via the so called 'intrinsic volume random variable' associated to \( K \).

**Definition 2.10.** We say that a random variable \( Z_K \) has the intrinsic volume distribution according to \( K \), if for \( j = 0, \ldots, n \),

\[
\mathbb{P}[Z_K = j] = \frac{V_j(K)}{W(K)},
\]

where \( W(K) := \sum_{i=0}^{n} V_j \) is the total intrinsic volume.

Some instances in which the above definitions can be computed explicitly are the following:

**The Euclidean ball**

When \( K \) is the unit ball of \( \mathbb{R}^n \), then

\[
V_j(K) = \binom{n}{k} \frac{\kappa_n}{\kappa_{n-j}}.
\]

**The cube**

When \( K \) is scaled cube

\[
K := \{(x_1, \ldots, x_n) \in \mathbb{R}^n ; |x_i| \in [0, s]\},
\]

then

\[
V_j(K) = s^j \binom{n}{k},
\]

and the intrinsic volume random variable \( Z_K \) has Binomial distribution of size \( n \) and success probability \( s/(1 + s) \).

**Rectangular parallelepiped**

Let \( s_1, \ldots, s_n \geq 0 \) be fixed. When \( K \) is given by

\[
K := \{x \in \mathbb{R}^n ; x_i \in [0, s_i] \},
\]

then \( V_j(K) \) is the \( j \)-th symmetric function and the total intrinsic volume satisfies

\[
W(K) = \prod_{i=1}^{n} (1 + s_i).
\]
The next result describes the proximity of an intrinsic volume random variable towards a Poisson law.

**Corollary 2.11.** Let $\gamma_K$ be the probability law of an intrinsic volume random variable $Z_K$, where $K \subset \mathbb{R}^n$ is a compact set. Let $\nu_K$ be the Poisson probability measure of parameter $\lambda = (m+1) \frac{V_{m+1}(K)}{V_m(K)}$, for $0 \leq m \leq n-1$. Then we have that

$$d_{TV}(\nu_K, \gamma_K) \leq m! e^{\lambda V_m(K)} W(K) - 1. \quad (2.16)$$

**Proof.** The proof of (2.16) is completely analogous to the matroid counterpart (Corollary 2.8).

The above result can be applied in the particular instances in which $K$ is a product of convex sets, leading to the following quantitative approximations to the law of $Z_K$.

**Corollary 2.12.** If $K_1, K_2, \ldots$ is a sequence of convex sets in $\mathbb{R}^d$, for $d \geq 1$ and $K = K_1 \times \cdots \times K_n$, then

$$d_{TV}(\nu_K, \gamma_K) \leq e^{\sum_{i=1}^n V_i(K_i) - 1}. \quad (2.17)$$

Moreover, if $K_i = s_i K_i$, with $s_i \in (0, 1]$, $K_i \subset \mathbb{R}^d$ convex such that $\vartheta := \sup_i W(K_i) < \infty$, then

$$d_{TV}(\nu_K, \gamma_K) \leq e^{d \vartheta \sum_{i=1}^n s_i^2} - 1. \quad (2.18)$$

If $K = [0, s_1] \times \cdots \times [0, s_n]$, then

$$d_{TV}(\nu_K, \gamma_K) \leq e^{\sum_{i=1}^n s_i^2} - 1. \quad (2.19)$$

**Remark 2.13.** If we choose the $s_1, \ldots, s_n$ in such a way that

$$\lim_n \sum_{i=1}^n V_i(K_i) = \lambda$$

for some $\lambda > 0$, at the same time that $\min V_i(K_i) \to 0$, then Corollary 2.12 implies that $\nu_K$ converges towards a Poisson distribution of parameter $\lambda$. That is to say, the intrinsic volumes random variables for rectangular intervals satisfy a law of rare events.

**Proof.** By choosing $m = 0$ in (2.16), we deduce that

$$d_{TV}(\nu_{\varepsilon K}, \gamma_{\varepsilon K}) \leq e^{V_1(K) - V_1(K) - \log(W(\varepsilon K))} - 1.$$
From here it follows that
\[ d_{TV}(\nu_{\varepsilon K}, \gamma_{\varepsilon, K}) \leq e^{\sum_{i=1}^{n} V_i(K_i) - \sum_{i=1}^{n} \log(1 + V_i(K_i))} - 1 \leq e^{\sum_{i=1}^{n} V_i(K_i)^2} - 1, \] (2.21)
where in the second inequality we used (2.8). Relation (2.17) follows from here. Relation (2.19) can be easily proved by observing that \( V_1([0, s_i]) = s_i V_1([0, 1]) = s_i \) (see (2.15)), which yields (2.17).

To prove (2.18), we use the homogeneity property of intrinsic volumes which establishes that \( V_\ell(s_i \kappa_i) = s_\ell^i V_\ell(\kappa_i) \). We then use (2.20) and (2.21), to deduce that
\[ W(K_i) = 1 + s_i V_1(\kappa_i) + s_i^2 \sum_{\ell=2}^{d} s_i^{\ell-2} V_\ell(\kappa_i) \leq 1 + s_i V_1(\kappa_i) + d\theta s_i^2. \]
Combining the above inequality with Corollary 2.11, we get
\[ d_{TV}(\nu_{\varepsilon K}, \gamma_{\varepsilon, K}) \leq e^{\sum_{i=1}^{n} V_i(K_i) - \sum_{i=1}^{n} \log(W(K_i))} - 1 \leq e^{d\theta s_i^2} - 1, \] as required. \( \square \)

**Remark 2.14.** Besides the simple form of the intrinsic volumes for the unit ball, the shape of our bound for the distance in total variation seems to not be applicable for this convex set. Furthermore, we have not found any evidence that might suggest that a Poisson approximation is appropriate in this circumstance.

### 2.3. Log concavity with respect to the geometric distribution.

In this subsection we present a quantification of the approximating error of geometric distributions and probability measures which are log-concave with respect to the counting measure over the positive integers (observe that this property is equivalent to log-concavity with respect to the geometric distribution). In the sequel, we will refer to such variables simply as 'log-concave'.

As a consequence of Theorem 2.1, we have the following geometric approximations in total variation

**Corollary 2.15 (Geometric approximation to sums of random variables).** Let \( \{\xi_i\}_{i \in \mathbb{N}} \) be a collection of independent log-concave random variables. Suppose that the sequence \( \alpha_i := \mathbb{P}[\xi_i = 0] \) consists of strictly positive terms and that the arithmetic mean of the terms \( 1/\alpha_i \), defined by
\[ m_n := \frac{1}{n} \sum_{i=1}^{n} \frac{1}{\alpha_i} \] (2.22)
satisfies \( m_n > 1 + \frac{1}{n} \). Then, the sum \( S_n = \sum_{i=1}^{n} \xi_i \) satisfies
\[ d_{TV}(S_n, G_n) \leq \frac{m_n - 1}{\frac{1}{n} - (m_n - 1)} \]
where \( G_n \) is a random variable with geometric distribution of parameter \( 1 - n(m_n - 1) \). In particular, if \( n(m_n - 1) \to 0 \), then
\[ d_{TV}(S_n, G_n) \leq C n(m_n - 1), \]
for some constant \( C > 0 \) independent of \( n \).
Proof. Using the fact that the log-concavity under convolution [15], we have that $S_n$ is log-concave. To verify the condition $P[S_n = 1] < P[S_n = 0]$, required for the application of Theorem 2.1, we observe that by (2.5), the product in the right hand side is equal to $n(m_n - 1)$, so by the condition $m_n > 1 + \frac{1}{n}$, we conclude that $P[S_n = 1] < P[S_n = 0]$, as required. From Theorem 2.1, we thus conclude that

$$d_K(S_n, G_n) \leq \frac{1}{1 - n(m_n - 1)} - 1.$$  

The result easily follows from here. \[\square\]

2.4. Geometric approximation for infinitely divisible distributions. Let $ID(*)$ denote the set of probability measures consisting of the limits in distributions of $n$-fold convolutions of the form

$$\mu_n \ast \cdots \ast \mu_n,$$

for given sequences of probability measures $\{\mu_n\}_{n \in \mathbb{N}}$ such that the above sequence of convolutions converge weakly. It is well known that the collection of measures $ID(*)$ are precisely those obtained as the limits in distribution of renormalized limits of compound Poisson random variables of the form $\sum_{k=0}^{N} \xi_k$, where $N$ is a Poisson random variable and $\{\xi_k\}_k$ are independent and identically distributed distributions, convoluted with a Gaussian random variable. It is known from the basic theory of infinitely distributions (see [33]), that every element of $\mu \in ID(*)$ is characterized by the property that

$$\int_{\mathbb{R}} e^{i \lambda x} \mu(dx) = \exp\{a - \frac{1}{2} \sigma^2 \lambda^2 - \int_{\mathbb{R}} (e^{i \lambda x} - 1 - 1_{\{|x| \leq 1\}} i \lambda x) \Pi(dx)\},$$

where $a \in \mathbb{R}$, $\sigma > 0$ and $\Pi$ is a radon measure satisfying $\int_{\mathbb{R}} (1 \wedge |x|) \Pi(dx) < \infty$. In the last decade, many efforts have been made to understand when does an infinitely divisible probability measure is log concave (see for instance [21], [29] and [40]). In the particular, in [40, Theorem 4], the following result is proved

**Theorem 2.16.** Let $X$ be a compound Poisson random variable of the form $X = \sum_{i=0}^{N} \xi_i$, where $N$ is a Poisson random variable with intensity $\lambda > 0$ and the $\xi_i$ are independent and identically distributed random variables (independent of $N$), with log-concave probability mass function $F = \{F_i = P[\xi_1 = i]\}_{i \in \mathbb{N}}$ supported in $\mathbb{N}$. Then, $X$ is log-concave if and only if $\lambda F_1^2 \geq 2F_2$.

**Remark 2.17.** If the distribution $F$ is fixed, for $\lambda$ large enough, the law of $X$ will be log-concave. In this sense, every log-concave random variable generates a family of infinitely divisible log-concave distributions.

Combining Theorem 2.1 and 2.16 allow us to prove the following corollary

**Corollary 2.2** (Geometric approximation for compound Poisson probability measures). Let $\nu$ be the probability measure associated to a random variable $X$ satisfying the conditions of Theorem 2.16. Then, provided that $\lambda F_1 < 1$, we have that

$$d_{TV}(\nu, \mu) \leq e^{\lambda(1 - F_0)} - 1$$

where $\mu$ is a geometric random variable with parameter $1 - \lambda F_1$. 
Proof. In virtue of Theorem 2.10, it suffices to verify that $\nu[1]/\nu[0] < 1$ and then to upper bound $\nu[1]/\mu[0]$, where $\mu$ is a geometric law with parameter $1 - \nu[1]/\nu[0]$. Observe that

$$
\mathbb{P}[X = 1] = \sum_{n=1}^{\infty} nF_1 F_0^{n-1} \frac{\lambda^n}{n!} e^{-\lambda} = \lambda F_1 e^{-\lambda(1 - F_0)}
$$

and

$$
\mathbb{P}[X = 0] = \sum_{n=0}^{\infty} F_0^n \frac{\lambda^n}{n!} e^{-\lambda} = e^{-\lambda(1 - F_0)},
$$

so that $\mathbb{P}[X = 1]/\mathbb{P}[X = 0] = \lambda F_1$, which is less than one by hypothesis. From Theorem 2.1, it follows that

$$
d_{TV}(\nu, \mu) \leq e^{\lambda(1 - F_0)}(1 - \lambda F_1) - 1.
$$

The result easily follows from here.

The case of compound Geometric distributions

In the spirit of Corollary 2.2, one could consider other type of distributions for the number of summands $N$. This direction of research has been considered by in Ninh and Prékopa, [29], where the following result was proved

**Theorem 2.18.** Suppose that $N$ has log-concave distribution over $\mathbb{N}$. Then, if $\{\xi_k\}_{k \in \mathbb{N}}$ are independent and identically distributed random variables with geometric distribution of parameter $p$, then the probability distribution of of $X = \sum_{k=1}^{N} \xi_k$ is log-concave.

As in the case of Corollary 2.2, the combination of Theorems 2.1 and 2.18 yield the following result

**Corollary 2.3.** Let $X$ be as in Theorem 2.18 and denote by $\nu$ its probability distribution. Let $\{F_i\}_{i \geq 0}$ be the probability point masses of $N$, namely, $F_i := \mathbb{P}[N = i]$. Then, provided that $\mathbb{P}[X = 1]/\mathbb{P}[X = 0] < 1$, we have the bound

$$
d_{TV}(\nu, \mu) \leq \frac{1}{F_1} \left( 1 + \frac{1 - F_1}{p(1 - p)} \right)^2 - 1.
$$

where $\mu$ is a geometric distribution of parameter $\mathbb{P}[X = 1]/\mathbb{P}[X = 0]$.

**Remark 2.19.** If $p$ is fixed, the above result guarantees the existence of a constant $C > 0$, depending on $p$, such that

$$
d_{TV}(\nu, \mu) \leq C(1 - F_1).
$$

**Proof.** Observe that

$$
\mathbb{P}[X = 1] = \sum_{k=1}^{\infty} kF_1 p(1 - p)^k,
$$

and

$$
\mathbb{P}[X = 0] = \sum_{k=0}^{\infty} F_k (1 - p)^k.
$$
The condition $\nu[1]/\nu[0] < 1$ follows from the hypotheses of the corollary. Observe that by the condition $F_k \leq 1 - F_1$, which is valid for all $k \neq 1$, we have the inequality

$$P[X = 0] \leq F_1(1 - p) + (1 - F_1)/p.$$ 

By similar arguments,

$$P[X = 1] \leq F_1 p(1 - p) + (1 - F_1)p \sum_{k=1}^{\infty} k(1 - p)^k = F_1 p(1 - p) + (1 - F_1)(1 - p)/p.$$ 

In particular,

$$1 - \frac{P[X = 1]}{P[X = 0]} \geq P[X = 0]^{-1}(F_1(1 - p)^2),$$

which implies that

$$\nu[0]/\mu[0] \leq (F_1(1 - p) + (1 - F_1)/p)^2(F_1(1 - p)^2)^{-1} \leq ((1 - p) + (1 - F_1)/p)^2(F_1(1 - p)^2)^{-1}.$$ 

The result easily follows from here. \hfill \square

**Regarding Poissonian log-concavity for infinitely divisible distributions**

In view of Section 2.4, it is natural to wonder whether or not one could apply techniques of log concavity to the analysis of Poisson approximations for infinitely divisible probability measures. This would then lead us to ask ourselves if we could prove log-concavity with respect to the Poisson distributions for infinitely divisible distributions. An answer to this question was addressed by Yu in [40, Proposition 3], where it was proved (among other things), that every compound Poisson probability measure that is log-concave with respect to a Poisson law is the Poisson distribution. This would then imply that the hypothesis we require for the application of the techniques presented in this paper for proving Poisson approximation, will not hold except from the trivial case where the underlying probability measure is already a Poisson distribution.

### 3. Proof of Theorem 2.1

**Proof.** Let $A \in \mathcal{B}(\mathbb{N}_0)$ and define $\mathcal{K} := \{ k \in \mathbb{Z} : q_k \geq p_k \}$. Then,

$$d_{TV}(X,Y) = \sum_{k \in \mathcal{K}} (q_k - p_k).$$

Next we find a suitable bound for $q_k - p_k$, by splitting into the cases $k \geq \ell$ and $k < \ell$.

**Step I**

First we handle the case $k \geq \ell$. Let $\psi : \mathbb{R} \to \mathbb{R}\setminus\{0\}$ denote the function

$$\psi(x) := x 1_{\{x \neq 0\}} + 1_{\{x = 0\}}.$$  \hfill (3.1)

Consider the sequence $\{a_k\}_{k \geq 1}$ given by

$$a_k := \frac{\psi(p_{k-1})\psi(p_{k+1})}{\psi(p_k)^2},$$
and define \( \{f_k\}_{k \geq 1} \) and \( \{g_k\}_{k \geq 1} \) as

\[
f_k := \frac{\psi(p_k)}{\psi(p_{k-1})} \quad \text{and} \quad g_k := \frac{\psi(q_k)}{\psi(q_{k-1})}.
\]

Using induction, we will show that

\[
g_k \leq g_{\ell+1} \prod_{j=\ell+1}^{k-1} a_j \quad \text{and} \quad f_k = f_{\ell+1} \prod_{j=\ell+1}^{k-1} a_j, \tag{3.2}
\]

where we define the product above as one in the case where \( k \leq \ell + 1 \). To prove this, let’s consider first the base cases \( k = \ell, k = \ell + 1 \) and \( k = \ell + 2 \). When \( k \in \{\ell, \ell + 1\} \), the relations hold by definition. For the case \( k = \ell + 2 \), the above relations are equivalent to

\[
g_{\ell+2} \leq g_{\ell+1} a_{\ell+1} \quad \text{and} \quad f_{\ell+2} = f_{\ell+1} a_{\ell+1}.
\]

Analyzing individually the eight different possibilities for the vector

\[
(1_{\{p_l > 0\}}, 1_{\{p_{\ell+1} > 0\}}, 1_{\{p_{\ell+2} > 0\}}),
\]

we can compute explicitly the values of \( f_{\ell+2}, p_{\ell}, p_{\ell+1} \) and \( p_{\ell+2} \), leading to the identity \( f_{\ell+1} = f_{\ell+1} a_{\ell+1} \). For proving \( g_{\ell+2} \leq g_{\ell+1} a_{\ell+1} \), we define

\[
\tilde{a}_l := \frac{\psi(q_{l-1})\psi(q_l+1)}{\psi(q_l)^2}.
\]

We will show that \( \tilde{a}_l \leq a_l \) for all \( l \in \mathbb{Z} \). Since \( a_l, \tilde{a}_l > 0 \) for all \( l \in \mathbb{Z} \), this statement is equivalent to proving that

\[
\log(\psi(q_{l-1})) + \log(\psi(q_{l+1})) - 2 \log(\psi(q_l)) \leq \log(\psi(p_{l-1})) + \log(\psi(p_{l+1})) - 2 \log(\psi(p_l)).
\]

We can easily check that the above relation is equivalent to

\[
\frac{1}{2} (\log(\psi(q_{k-1})/\psi(p_{k-1})) + \log(\psi(q_{k+1})/\psi(p_{k+1}))) \leq \log(\psi(q_k)/\psi(p_k)). \tag{3.3}
\]

Observe that for every \( j \in \mathbb{Z} \),

\[
\log(\psi(q_j)/\psi(p_j)) = \Phi_{\mu,\nu}(j).
\]

To verify this we subdivide into the cases \( q_j > 0 \) and \( q_j = 0 \). Thus, relation (3.3) is equivalent to

\[
\frac{1}{2} (\Phi_{\mu,\nu}(k - 1) + \Phi_{\mu,\nu}(k + 1)) \leq \Phi_{\mu,\nu}(k),
\]

which holds due to (2.1). The proof of the inequality \( \tilde{a}_k \leq a_k \) is now complete. From here we deduce that

\[
g_{\ell+1} a_{\ell+1} \geq g_{\ell+1} \tilde{a}_{\ell+1}.
\]

Analyzing individually the eight different possibilities for the vector

\[
(1_{\{q_{l} > 0\}}, 1_{\{q_{\ell+1} > 0\}}, 1_{\{q_{\ell+2} > 0\}}),
\]

we can check that \( g_{\ell+1} \tilde{a}_{\ell+1} = g_{\ell+2} \) and consequently,

\[
g_{\ell+2} \leq g_{\ell+1} a_{\ell+1}.
\]
Now we assume that (3.2) holds for a given \( k \geq \ell + 2 \) and show the result for \( k + 1 \). Using the induction hypothesis with \( \ell \) replaced by \( k - 2 \), we get
\[
g_k \leq g_{k-1}a_{k-1} \quad \text{and} \quad f_k = f_{k-1}a_{k-1}.
\]
A further application of the induction to the terms \( g_{k-1} \) and \( f_{k-1} \) leads to the required result.

We have thus proved (3.2). Now, we observe that (3.2) implies that for all \( k \geq \ell + 1 \),
\[
\psi(p_k) = \psi(p_{k-1})f_k = \psi(p_{k-1})f_{\ell+1} \prod_{j=\ell+1}^{k-1} a_j \geq \frac{f_{\ell+1}}{g_{\ell+1}} \psi(p_{k-1})g_k.
\]
Assume that the support of \( \mu \) is of the form \([a, b]\), with \( a \in \mathbb{Z} \cup \{-\infty\} \) and \( b \in \mathbb{Z} \cup \{\infty\}\). Applying inductively the previous inequality we can show that
\[
\psi(p_k) \geq \left( \frac{f_\ell}{g_\ell} \right)^{k-\ell} \psi(p_\ell) \prod_{j=\ell}^{k-1} g_j = \left( \frac{f_\ell}{g_\ell} \right)^{k-\ell} \psi(p_\ell) \psi(q_\ell) \psi(q_k).
\]
Due to the condition \( q_\ell > 0 \) and the absolute continuity of \( \nu \) with respect to \( \mu \), it holds that \( \ell \geq a \), so we can conclude that for every \( k \geq \ell \),
\[
0 \leq q_k - p_k \leq \left( 1 - \frac{p_\ell}{q_\ell} \left( \frac{f_{\ell+1}}{g_{\ell+1}} \right)^{k-\ell} \right) q_k.
\]
and
\[
0 \leq q_k - p_k \leq \left( \frac{q_\ell}{p_\ell} \left( \frac{g_{\ell+1}}{f_{\ell+1}} \right)^{k-\ell} - 1 \right) p_k.
\]
From here we conclude that
\[
0 \leq q_k - p_k \leq \left( 1 - \frac{p_\ell}{q_\ell} \left( \frac{p_{\ell+1}q_\ell}{p_{\ell+1}q_{\ell+1}} \right)^{k-\ell} \right) q_k.
\]
and
\[
0 \leq q_k - p_k \leq \left( \frac{q_\ell}{p_\ell} \left( \frac{p_{\ell+1}q_\ell}{p_{\ell+1}q_{\ell+1}} \right)^{k-\ell} - 1 \right) p_k.
\]

**Step II**

To handle the case \( k < \ell \), we consider the function \( \vartheta : \mathbb{Z} \to \mathbb{Z} \) given by the reflection over the value \( \ell \), namely,
\[
\vartheta(k) := \begin{cases} 
\ell - |k - \ell| & \text{if } k \geq \ell \\
\ell + |k - \ell| & \text{if } k < \ell.
\end{cases}
\]
Define \( \tilde{\mu} \) and \( \tilde{\nu} \) as the pullback measures of \( \mu \) and \( \nu \) with respect to \( \vartheta \). Let \( \tilde{p}_k \) and \( \tilde{q}_k \) be the probability masses at \( k \) of the measures \( \tilde{\mu} \) and \( \tilde{\nu} \). It is not hard to show that \( \tilde{\mu} \) and \( \tilde{\nu} \) satisfy the hypothesis of Theorem 2.1. Therefore, by replacing \( \ell \) by \( \ell - 1 \) in our conclusion, we deduce that for every \( j \) satisfying \( \tilde{q}_j > 0 \),
\[
0 \leq \tilde{q}_j - \tilde{p}_j \leq \left( 1 - \frac{\tilde{p}_{\ell-1}}{\tilde{q}_{\ell-1}} \left( \frac{\tilde{f}_{\ell}}{\tilde{g}_{\ell}} \right)^{j-\ell+1} \right) \tilde{q}_j.
\]
In particular, by taking \( j = \vartheta(k) \), for \( k < \ell \), we conclude that for all \( k \in K \),
\[
0 \leq q_k - p_k \leq \left( 1 - \frac{p_{k+1}q_{k+1}}{q_k} \right)^{j-\ell+1} q_k = \left( 1 - \frac{p_{k+1}q_{k}}{p_kq_k} \right)^{k-\ell} q_k.
\]
Proceeding analogously, we can show that
\[
0 \leq q_k - p_k \leq \frac{q_k}{p_k} \left( \frac{p_{k+1}q_{k}}{p_kq_k} \right)^{k-\ell} - 1 p_k.
\]

The result easily follows by summing over \( k \in K \) in the inequalities
\[
0 \leq q_k - p_k \leq \left( 1 - \frac{p_{k+1}q_{k}}{q_k} \right)^{k-\ell} q_k.
\]
and
\[
0 \leq q_k - p_k \leq \frac{q_k}{p_k} \left( \frac{p_{k+1}q_{k}}{p_kq_k} \right)^{k-\ell} - 1 p_k.
\]

\[\square\]

4. The continuous regime

Next we present the continuous counterparts to the results presented in the previous section. Our main results are Theorem 4.1 and Theorem 4.2.

We say that \( \mu \) is log-concave with respect to \( \mu \) if \( \nu \) is absolutely continuous with respect to \( \mu \) and the Radon-Nikodym derivative \( \frac{d\nu}{d\mu}(x) \) is such that the mapping \( x \mapsto \Phi_{\mu,\nu}(x) \), with
\[
\Phi_{\mu,\nu}(x) := \begin{cases} 
\log\left( \frac{d\nu}{d\mu}(x) \right) & \text{if } f_\nu(x) \neq 0 \\
-\infty & \text{if } f_\nu(x) = 0
\end{cases}
\]
is concave in the sense that for all \( x, y \in \mathbb{R} \) and \( \lambda \in [0, 1] \),
\[
\Phi_{\mu,\nu}(\lambda x + (1-\lambda)y) \geq (1-\lambda)\Phi_{\mu,\nu}(x) + \lambda\Phi_{\mu,\nu}(y).
\]

**Theorem 4.1.** Suppose that \( \mu \) is the Lebesgue measure in \( \mathbb{R}_+ := \mathbb{R} \setminus \{0\} \) and \( \nu \) is a probability measure, log-concave with respect to \( \mu \) and \( \gamma \) is an exponential distribution with \( \gamma((x, \infty]) = e^{f_\nu(0)x} \), and \( f_\gamma(x) := \frac{d\gamma}{d\mu}(x) \), it holds that
\[
d_K(\nu, \gamma) \leq \frac{f_\nu(0)}{f_\gamma(0)} - 1.
\]

**Proof.** Let \( X \) and \( Y \) be random variables with probability distributions \( \nu \) and \( \gamma \), respectively. Observe that by the log-concavity condition of \( \nu \) with respect to the Lebesgue measure, we have that for all \( x \in \mathbb{R}_+ \),
\[
\frac{f'_\nu(x)}{f_\nu(x)} = \frac{d}{dx} \log(f_\nu(x)) \leq \frac{d}{dx} \log(f_\nu(y))|_{y=0} = \frac{f'_\nu(0)}{f_\nu(0)} = -f_\gamma(0).
\]
Thus, by Grönwall’s inequality,
\[ f_\nu(x) \leq f_\nu(0)e^{-f_\gamma(0)x} = \frac{f_\nu(0)}{f_\gamma(0)}f_\gamma(x). \]

From here we conclude that if \( X \) and \( Y \) are \( \mathbb{R}_+ \)-valued random variables with probability distributions \( \mu \) and \( \gamma \) respectively, then
\[ \mathbb{P}[X \leq z] - \mathbb{P}[Y \leq z] \leq \int_0^z (\frac{f_\nu(0)}{f_\gamma(0)} - 1)f_\gamma(x)dx \leq \frac{f_\nu(0)}{f_\gamma(0)} - 1, \]
and
\[ \mathbb{P}[Y \leq z] - \mathbb{P}[X \leq z] = \mathbb{P}[X > z] - \mathbb{P}[Y > z] \leq \int_z^\infty (\frac{f_\nu(0)}{f_\gamma(0)} - 1)f_\gamma(x)dx \leq \frac{f_\nu(0)}{f_\gamma(0)} - 1. \]

The result follows from here. \( \square \)

**Theorem 4.2.** Suppose that \( \nu \) and \( \mu \) are probability measures absolutely continuous with respect to the Lebesgue measure and \( \nu \) is log-concave with respect to \( \mu \) and the support of \( \mu \) is connected. Then,
\[ d_{TV}(\mu, \nu) \leq \int_\mathbb{R}((f_\nu(z)/f_\mu(z))e^{(x-z)(f_\nu'(z)/f_\nu(z)-f_\mu'(z)/f_\mu(z))} - 1) + \mu(dx). \]

and
\[ d_{TV}(\mu, \nu) \leq \int_\mathbb{R}(1 - (f_\nu(z)/f_\mu(z)))e^{-(x-z)(f_\nu'(z)/f_\nu(z)-f_\mu'(z)/f_\mu(z))}) + \nu(dx). \]

In particular, if \( f_\nu'(z)/f_\nu(z) = f_\mu'(z)/f_\mu(z) \), the above inequalities imply that \( f_\nu(z)/f_\mu(z) \geq 1 \) and
\[ d_{TV}(\mu, \nu) \leq (f_\nu(z)/f_\mu(z) - 1) \wedge (1 - f_\mu(z)/f_\nu(z)). \]

**Proof.** Define the functions \( f_\nu(x) := \frac{d\nu}{d\mu}(x) \) and \( f_\mu(x) := \frac{d\mu}{d\nu}(x) \), as well as the set \( \mathcal{X} := \{ x \in \mathbb{R} : f_\nu(x) > f_\mu(x) \} \). Notice that
\[ d_{TV}(\nu, \mu) = \int_\mathcal{X}(f_\nu(x) - f_\mu(x))dx, \]
so it suffices to find an upper bound for \( f_\nu(x) - f_\mu(x) \). Let \( \psi \) be given by (3.1). Observe that for all \( x \in \mathcal{X} \),
\[ \Phi_{\mu,\nu}(x) = \log \circ \psi(f_\nu(x)) - \log \circ \psi(f_\mu(x)). \]

By the concavity of \( \Phi_{\mu,\nu}(x) \) and the differentiability condition over \( f_\nu(x) \) and \( f_\mu(x) \), we have that for all \( x \in \mathcal{X} \),
\[ \Phi_{\mu,\nu}(x) - \Phi_{\mu,\nu}(z) = \int_z^x \Phi_{\mu,\nu}(y)dy = \int_z^y \int_z^y \Phi_{\mu,\nu}''(w)dwdy + (x-z)\Phi_{\mu,\nu}'(z) \leq (x-z)\Phi_{\mu,\nu}'(z). \]

Since \( f_\nu(z)f_\nu'(x) > 0 \), then
\[ \log(f_\nu(x)/f_\mu(x)) \leq \log(f_\nu(z)/f_\mu(z)) + (x-z)(f_\nu'(z)/f_\nu(z) - f_\mu'(z)/f_\mu(z)). \]

By taking exponential, we thus get that
\[ f_\nu(x) \leq f_\mu(x)(f_\nu(z)/f_\mu(z))e^{(x-z)(f_\nu'(z)/f_\nu(z)-f_\mu'(z)/f_\mu(z))}. \]
Consequently, we get
\[ f_\nu(x) - f_\mu(x) \leq ((f_\nu(z)/f_\mu(z))e^{(x-z)(f_\nu'(z)/f_\nu(z)-f_\mu'(z)/f_\mu(z))} - 1)f_\mu(x), \]
and
\[ f_\nu(x) - f_\mu(x) \leq (1 - (f_\mu(z)/f_\nu(z))e^{-(x-z)(f_\nu'(z)/f_\nu(z)-f_\mu'(z)/f_\mu(z)))f_\nu(x). \]
The result easily follows from here by taking positive part in both sides and then integrating over \( \mathbb{R} \).

The following Corollary follows from a direct application of Theorem 4.2.

**Corollary 4.3.** Suppose that \( \nu \) is a Gamma distribution shape parameter \( \kappa_1 > 0 \) and scale parameter \( \lambda_1 \) while \( \gamma \) is a Gamma distribution with shape parameter \( \lambda_2 \) and shape parameter \( \kappa_2 \).

(i) If \( \frac{\kappa_1 - \kappa_2}{\lambda_1 - \lambda_2} > 0 \),
\[ d_{TV}(\nu, \gamma) \leq \left( \frac{\lambda_1^{\kappa_1}}{\lambda_2^{\kappa_2}} \left( \frac{\kappa_1 - \kappa_2}{\lambda_1 - \lambda_2} \right)^{\kappa_1 - \kappa_2} e^{-(\kappa_1 - \kappa_2)} - 1 \right) \wedge \left( 1 - \frac{\lambda_2^{\kappa_2}}{\lambda_1^{\kappa_1}} \left( \frac{\lambda_1 - \lambda_2}{\kappa_1 - \kappa_2} \right)^{\kappa_1 - \kappa_2} e^{-(\kappa_2 - \kappa_1)} \right) \]

(ii) If we instead assume the existence of a constant \( z > 0 \) such that
\[ \frac{\kappa_1 - \kappa_2}{z} + \lambda_2 - \lambda_1 \leq \frac{\lambda_2}{4}, \]
we obtain the more general bound
\[ d_{TV}(\mu, \nu) \leq |(z/e)^{\kappa_1 - \kappa_2} - 1| \]
\[ + (z/e)^{\kappa_1 - \kappa_2}(1 + \kappa_1 + \kappa_2)2^{\kappa_1 + 1} \left| \frac{\kappa_1 - \kappa_2}{\lambda_2 z} + \frac{\lambda_2 - \lambda_1}{\lambda_2} \right|^\frac{1}{2}. \]

In particular, if \( \kappa_1 = \kappa_2 = \kappa \) for some \( \kappa > 0 \) and \( 4(\lambda_2 - \lambda_1) \leq \lambda_2 \), then
\[ d_{TV}(\mu, \nu) \leq (1 + 2\kappa)2^{\kappa + 1} \left| \frac{\lambda_2 - \lambda_1}{\lambda_2} \right|^\frac{1}{2}, \]
and if \( \lambda_1 = \lambda_2 = \lambda \) for some \( \lambda > 0 \), then by choosing \( z = 4/\lambda_2 \) in the identity above, we get
\[ d_{TV}(\mu, \nu) \leq |(e\lambda/4)^{\kappa_2 - \kappa_1} - 1| \]
\[ + (e\lambda/4)^{\kappa_2 - \kappa_1}(1 + \kappa_1 + \kappa_2)2^{\kappa_1 + 1}|\kappa_1 - \kappa_2|^{\frac{1}{2}}. \]

Observe that if the underlying parameters are contained in a compact interval \( K \) of \( \mathbb{R}_+ \setminus \{0\} \), we can guarantee the existence of a constant \( C \) only depending on \( K \), such that
\[ d_{TV}(\mu, \nu) \leq C|\lambda_1 - \lambda_2|, \]
when \( \kappa_1 = \kappa_2 \) and
\[ d_{TV}(\mu, \nu) \leq C|\kappa_1 - \kappa_2|, \]
when \( \lambda_1 = \lambda_2 \).
Proof. Define

\[ z := \frac{\kappa_1 - \kappa_2}{\lambda_1 - \lambda_2}, \]  

(4.1)

which is strictly positive by hypothesis. One can easily check that \( \nu \) is log concave with respect to \( \mu \) and

\[ f'_\nu(z)/f_{\nu}(z) = \frac{\kappa_1 - 1}{z} - \lambda_1 = \frac{\kappa_2 - 1}{z} - \lambda_2 = f'_\gamma(z)/f_{\gamma}(z), \]  

(4.2)

where the second identity follows from the fact that \( z \) is given by (4.1). Using the fact that

\[ f_{\nu}(z)/f_{\gamma}(z) = z^{\kappa_1 - \kappa_2} e^{-z(\lambda_1 - \lambda_2)} = \frac{\lambda_1^{\kappa_1}}{\lambda_2^{\kappa_2}} \left( \frac{\kappa_1 - \kappa_2}{\lambda_1 - \lambda_2} \right)^{\kappa_1 - \kappa_2} e^{-(\kappa_1 - \kappa_2)} \]

as well as Theorem 4.2, we thus conclude that

\[ d_{TV}(\nu, \gamma) \leq \left( \frac{\lambda_1^{\kappa_1}}{\lambda_2^{\kappa_2}} \left( \frac{\kappa_1 - \kappa_2}{\lambda_1 - \lambda_2} \right)^{\kappa_1 - \kappa_2} e^{-(\kappa_1 - \kappa_2)} - 1 \right) \land \left( 1 - \frac{\lambda_2^{\kappa_2}}{\lambda_1^{\kappa_1}} \left( \frac{\kappa_1 - \kappa_2}{\lambda_1 - \lambda_2} \right)^{\kappa_1 - \kappa_2} e^{-(\kappa_2 - \kappa_1)} \right), \]

as required.

For handling the case \( \kappa_1 = \kappa_2 \), we use (4.2) to deduce that

\[ f'_\nu(z)/f_{\nu}(z) - f'_\gamma(z)/f_{\gamma}(z) = \frac{\kappa_1 - \kappa_2}{z} + \lambda_2 - \lambda_1 \]

for every \( z \geq 0 \). In addition, we have that

\[ f_{\nu}(z)/f_{\gamma}(z) = z^{\kappa_1 - \kappa_2} e^{-z(\lambda_1 - \lambda_2)}, \]

so we deduce that for all \( z > 0 \),

\[ (f_{\nu}(z)/f_{\gamma}(z)) e^{(z-\lambda_2)(f'_\nu(z)/f_{\nu}(z) - f'_\gamma(z)/f_{\gamma}(z))} = (z/e)^{\kappa_1 - \kappa_2} e^{X(\frac{\kappa_1 - \kappa_2}{x} + \lambda_2 - \lambda_1)}, \]

so by Theorem 4.2

\[ d_{TV}(\mu, \nu) \leq \int_{\mathbb{R}} ((z/e)^{\kappa_1 - \kappa_2} e^{X(\frac{\kappa_1 - \kappa_2}{x} + \lambda_2 - \lambda_1)} - 1) + \gamma(dx) \leq \mathbb{E}[(z/e)^{\kappa_1 - \kappa_2} e^{X(\frac{\kappa_1 - \kappa_2}{x} + \lambda_2 - \lambda_1)} - 1], \]

where \( X \) is Gamma distributed with parameters \( \lambda_2 \) and \( \kappa_2 \), as required. Adding and subtracting the term \( (z/e)^{\kappa_1 - \kappa_2} \) in the right hand side, and then applying the triangle inequality and the Cauchy-Scharz inequality, we thus obtain

\[ d_{TV}(\mu, \nu) \leq |(z/e)^{\kappa_1 - \kappa_2} - 1| + (z/e)^{\kappa_1 - \kappa_2} \mathbb{E}[|e^{X(\frac{\kappa_1 - \kappa_2}{x} + \lambda_2 - \lambda_1)} - 1|^{2}]^{1/2}, \]

which after suitable algebraic manipulations, yields

\[ d_{TV}(\mu, \nu) \leq |(z/e)^{\kappa_1 - \kappa_2} - 1| + \frac{\kappa_1 - \kappa_2}{\lambda_2} \left( 1 - \frac{\lambda_2^{\kappa_2}}{\lambda_1^{\kappa_1}} \left( \frac{\kappa_1 - \kappa_2}{\lambda_1 - \lambda_2} \right)^{\kappa_1 - \kappa_2} e^{-(\kappa_2 - \kappa_1)} \right)^{1/2}, \]
due to the fact that $z$ satisfies
\[
\frac{1}{\lambda_2} \left( \frac{\kappa_1 - \kappa_2}{z} + \lambda_2 - \lambda_1 \right) \leq \frac{1}{4}
\]

An application of the mean value theorem thus yields
\[
d_{TV}(\mu, \nu) \leq |(z/e)^{\kappa_1 - \kappa_2} - 1|
\]
\[
+ (z/e)^{\kappa_1 - \kappa_2} \frac{1}{\lambda_2} \left( \frac{\kappa_1 - \kappa_2}{z} + \lambda_2 - \lambda_1 \right)
\]
\[
+ (z/e)^{\kappa_1 - \kappa_2} \left( 2^{\kappa_1 + 1} (\kappa_1 + \kappa_2) \frac{1}{\lambda_2} \left( \frac{\kappa_1 - \kappa_2}{z} + \lambda_2 - \lambda_1 \right) \right)^{1/2}.
\]

The result follows from here
\[
d_{TV}(\mu, \nu) \leq |(z/e)^{\kappa_1 - \kappa_2} - 1|
\]
\[
+ (z/e)^{\kappa_1 - \kappa_2} (1 + \kappa_1 + \kappa_2) 2^{\kappa_1 + 1} \frac{1}{\lambda_2} \lambda_2 \frac{1}{\lambda_2} \frac{1}{\lambda_2}.
\]

\[
\square
\]
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