Persistent current in a correlated quantum ring with electron-phonon interaction in the presence of Rashba interaction and Aharonov-Bohm flux
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Persistent current in a correlated quantum ring threaded by an Aharonov-Bohm flux is studied in the presence of electron-phonon interactions and Rashba spin-orbit coupling. The quantum ring is modeled by the Holstein-Hubbard-Rashba Hamiltonian and the energy is calculated by performing the conventional Lang-Firsov transformation followed by the diagonalization of the effective Hamiltonian within a mean-field approximation. The effects of Aharonov-Bohm flux, temperature, spin-orbit and electron-phonon interactions on the persistent current are investigated. It is shown that the electron-phonon interactions reduce the persistent current, while the Rashba coupling enhances it. It is also shown that temperature smoothens the persistent current curve. The effect of chemical potential on the persistent current is also studied.

The existence of a persistent current (PC) in a normal metal ring was first proposed by Buttiker, Imry and Landauer¹. Cheung et al.² have studied the effects of temperature, chemical potential and randomness on PC in strictly one-dimensional (1D) normal rings. Several theoretical studies³–⁷ have been subsequently carried out on PC in mesoscopic systems. Since the energy would be periodic in the flux, one expects the PC to show the similar behavior. With the advent of nano-fabrication techniques, several experimental investigations have been made to confirm the existence⁸–⁹ and the periodicity¹⁰–¹⁴ of PC in semiconductor quantum rings (QRs). The periodicity of PC in a finite ring can be shown using continuum or discrete models¹⁵. The period is found to be \( \Phi_0 = \frac{hc}{e} \) for non-interacting spinless electrons. The most useful model to study PC is the Hubbard model in which the ring consists of discrete lattice sites and the electrons can hop from one site to another. Several works¹⁶–¹⁹ have been carried out on the Hubbard ring to understand the magnetic response and the behavior of PC. But most of them have neglected the electron-phonon (e-p) interaction which can actually play quite an important role in the low-dimensional systems. The effect of e-p interaction on PC can be captured by considering the Holstein-Hubbard (HH) model²⁰,²¹. Another important interaction that has come to light in the context of nano-systems in recent years is the spin-orbit (SO) interaction which is at the heart of the emerging field of spintronics. New devices are being contemplated which would use the spin degrees freedom instead of charge. There can be two kinds of SO interactions in solids. One originates due to the structural inversion asymmetry which is known as the Rashba spin-orbit (RSO) interaction and the other is due to the bulk inversion asymmetry which is called as the Dresselhaus spin-orbit (DSO) interaction. The effects of SO interaction²²–²⁴ are found to be pronounced in QRs. By tuning the external electric field the electron spin can be controlled and consequently, the Rashba effect can be manipulated, which is precisely the idea behind spintronics²⁵. In the present paper we shall study the effects of RSO interaction on PC in a 1D HH ring threaded by an Aharonov-Bohm (AB) flux. Since the number of electrons in a QR also changes the magnitude and phase of PC², the chemical potential is expected to have an interesting effect on PC. As the temperature increases, the electrons may occupy higher energy levels that are close and can have opposite currents and therefore, as a net result, the higher positive and negative contributions
to PC may cancel out. Buttiker has indeed observed a decrease in the amplitude of the PC with temperature\(^26\). We shall therefore study the effects of chemical potential and temperature as well on PC in a 1D HH ring in the presence of RSO interaction.

**Theoretical Formalism**

The Hamiltonian for a HH ring threaded by a magnetic flux \(\Phi\) can be written in the presence of RSO interaction as

\[
H = H_0 + H_w = H_c + H_p + H_x + H_w,
\]

where

\[
H_c = \varepsilon_0 \sum_i \hat{c}_i^\dagger \hat{c}_i - \frac{\hbar}{2} \sum_{ij} \left[ \hat{c}_i^\dagger \hat{c}_j + h.c. \right] + U \sum_{ij} \hat{n}_i \hat{n}_j,
\]

\[
H_p = \hbar \omega_p \sum_i \left( \hat{n}_i^\dagger \hat{n}_i + 1/2 \right),
\]

\[
H_x = g_1 \sum_{ij} \hat{n}_i (\hat{b}_i^\dagger + \hat{b}_i^\dagger) + g_2 \sum_{ij} \hat{n}_i (\hat{b}_j + \hat{b}_j^\dagger),
\]

\[
H_w = -\sum_{ij} [\hat{c}_i^\dagger \hat{\sigma} \varepsilon_0 \hat{c}_j + h.c.].
\]

Eq. 2 represents the electronic Hamiltonian \(H_c\) which consists of three terms. The first term represents the site energy, \(\varepsilon_0\) being the site energy, \(\hat{c}_i = \left( \hat{c}_i^\dagger, \hat{c}_i^\dagger \right)\), \(\hat{c}_i^\dagger\) being the creation (annihilation) operator for an electron at site \(i\) with spin \(\sigma\), and \(i = 1, 2, 3, \ldots N\), \(N\) being the total number of sites in the system. The second term describes the hopping term where \(t\) is the hopping integral between the nearest-neighbour (NN) sites, \(\langle ij\rangle\) denotes that the summation is to be performed over NN sites \(i\) and \(j\) and \(\theta = (2\pi \Phi / N)\) is the AB phase due to the magnetic flux \(\Phi\), which is an integral multiple of the elementary flux quantum \(\Phi_0 = \hbar c / e\). The third term is the onsite repulsive electron-electron (e-e) Coulomb interaction where \(U\) measures the strength of the interaction and \(n_x = \hat{n}_i \hat{n}_i\) is the number operator for the electrons at site \(i\) with spin \(\sigma\). Eq. 3 gives the unperturbed phonon Hamiltonian where \(\hat{b}_i^\dagger\) (\(\hat{b}_i\)) is the creation (annihilation) operator for a phonon with dispersionless frequency \(\omega_0\) at site \(i\). Eq. 4 represents the onsite and NN e-p interactions with \(g_1\) and \(g_2\), measuring the respective coupling constants. Thus \(g_i\) measures the strength of the interaction of an electron with the phonons at the \(i\)th site, whereas \(g_{ij}\) gives the strength of the interaction of an electron at the \(i\)th site with the phonons at the \((i+1)\)th site. The value of \(g_i\) is in general expected to be smaller than that of \(g_{ij}\), and typically for a real material one may take the value of \(g_{ij}\) about one order less than that of \(g_i\). In general, an electron is supposed to interact with phonons at all sites. But we restrict our study of e-p interaction up to NN terms assuming that beyond NN’s, interactions will be small enough to be ignored. [If the onsite e-p interaction is so strong that the electron gets trapped in a deep potential well created at the \(i\)th site, then its interaction with the NN phonons will be very small. In such cases the effective NN e-p interaction can be neglected]. In real systems the effects of \(g_i\) and \(g_{ij}\) manifest themselves through the localization-delocalization transition. Finally, Eq. 5 describes the SO interaction with

\[
t_{w0} = \frac{i}{\hbar} \left( \sigma_x \cos \varphi_{ij} + \sigma_y \sin \varphi_{ij} \right) - j \beta \left( \sigma_x \cos \varphi_{ij} + \sigma_y \sin \varphi_{ij} \right)
\]

where \(\varphi_{ij} = (\varphi_i + \varphi_j) / 2\) and \(\varphi_i = 2\pi (i - 1) / N\) so \(\varphi_{ij} = 2\pi (i - 1 / 2) / N\). \(\sigma_x\) and \(\sigma_y\) are the Pauli spin matrices. And \(i = 1, 2, \ldots, N\) is the site index along the azimuthal direction \(\varphi\) of the ring.

In the present problem we are interested in RSO interaction only and so we take \(\beta = 0\). We first perform a Lang-Firsov transformation (LFT) with a generator \(R = \left[ g_1 \sum_{i} n_{i,x} (\hat{b}_i - \hat{b}_i^\dagger) + g_2 \sum_{i,j} n_{i,x} (\hat{b}_j - \hat{b}_j^\dagger) / \hbar \omega_0 \right]\). LFT is a displaced oscillator (also called a coherent state) transformation and its purpose is to eliminate the phonons to obtain an effective electronic Hamiltonian. Performing a LFT physically means assuming a coherent state for phonons where the coherence strength is determined by the electron density. The LFT works well in the strong-coupling limit. Next we employ a unitary transformation with the matrix

\[
U_{m} = \frac{1}{\sqrt{2}} \left[ \frac{1}{\sqrt{N}} \begin{pmatrix} 1 & \frac{1}{\sqrt{N}} \frac{1}{2} & \frac{1}{\sqrt{N}} \frac{1}{2} & \frac{1}{\sqrt{N}} \frac{1}{2} \end{pmatrix} \right],
\]

so that the transformed Hamiltonian reads

\[
H_{eff} = \varepsilon_0 \sum_{i} \hat{n}_i - \frac{1}{2} \sum_{i} \left[ t_{e,x} + i \alpha_x \right] \hat{c}_i^\dagger \hat{c}_i + U \sum_{i} \hat{n}_i \hat{n}_i
\]

\[
+ \hat{n}_i \left[ \hat{\alpha}_x \hat{c}_i^\dagger \hat{c}_i + \hat{\alpha}_x \hat{c}_i \hat{c}_i^\dagger \right] - \left[ \hat{\alpha}_x \hat{c}_i^\dagger \hat{c}_i + \hat{\alpha}_x \hat{c}_i \hat{c}_i^\dagger \right] \frac{\hat{n}_i}{4}
\]

(8)
where

\[ \epsilon_0^i = -(g_i^2 + z g_i^2)/\hbar \omega_0, \quad (z = \text{number of NNs}) \]  

(9)

\[ t_e = \left( g_i - g_j^2 + (z-1) g_i^2 \right)/\hbar \omega_0, \]  

(10)

\[ U_e = U - 2(g_i^2 + z g_i^2)/\hbar \omega_0, \]  

(11)

\[ \alpha_e = \alpha e^{-[(g_i - g_j^2 + (z-1) g_i^2)/\hbar \omega_0]}, \]  

(12)

\[ \Omega = B^{-1}O \]  

(14)

We now use a mean-field approximation (MFA) to deal with the e-e interaction. This approximation neglects the fluctuations and is known to be a meaningful approximation if the correlation is not strong. Using MFA, we get after some algebra

\[ H_{\text{eff}}^M = \sum_{i=1}^{N} \left[ C + (-1)^i \Omega \right] \tilde{\epsilon}_i = \epsilon_i^e \left( \theta_{i} \pm \tilde{Z}_{i} \right) \sum_{\theta} \epsilon_0^i [t_e \tilde{E} + i \alpha_{\theta} F] \tilde{\epsilon}_j + K \]  

(15)

where,

\[ \epsilon_{A1} = \epsilon_0^e + U_e (c - s)/2, \quad \epsilon_{B1} = \epsilon_0^e - U_e (c - s)/2, \]  

(16)

\[ C = \begin{bmatrix} \epsilon_{AB1}^+ & 0 \\ 0 & \epsilon_{AB1}^- \end{bmatrix}, \quad \epsilon_{AB1}^+ = (\epsilon_{A1} + \epsilon_{B1})/2, \quad \epsilon_{AB1}^- = (\epsilon_{A1} - \epsilon_{B1})/2, \]  

(17)

\[ \Omega = \begin{bmatrix} \cos(\pi/N) & i \sin(\pi/N) \\ i \sin(\pi/N) & \cos(\pi/N) \end{bmatrix}, \]  

(19)

\[ K = N U_e (n^2 - c^2 + s^2)/4, \]  

(21)

\[ n = [(n_{A1} + n_{A1}) + (n_{B1} + n_{B1})]/2, \]  

(22)

\[ c = [(n_{A1} + n_{A1}) - (n_{B1} + n_{B1})]/2, \]  

(23)

\[ s = [(n_{A1} - n_{A1}) - (n_{B1} - n_{B1})]/2. \]  

(24)

Using the Fourier transform:

\[ \tilde{\epsilon}_{\text{eff}} = \frac{1}{N} \sum_k \epsilon_{k} e^{ik a} \tilde{\epsilon}_{\text{eff}}, \quad \text{where } a \text{ is the lattice constant and redefining } \tilde{\epsilon}_{\text{eff}}^{\text{even}}(\tilde{\epsilon}_{\text{eff}}^{\text{odd}}) \text{ as } \epsilon_{k}^{\text{even}}(\tilde{\epsilon}_{k}^{\text{even}})^{\text{even}} \text{ and } \epsilon_{k}^{\text{odd}}(\tilde{\epsilon}_{k}^{\text{even}})^{\text{odd}} \text{ as } \epsilon_{k}^{\text{odd}}(\tilde{\epsilon}_{k}^{\text{odd}})^{\text{odd}} \text{ and separating the Hamiltonian into even and odd sited terms, we obtain after some rearrangement of terms}

\[ H_{\text{eff}}^{M} = \sum_{k=-\pi/a}^{\pi/a} \epsilon_{k}^{\text{even}} \tilde{G}_{k}^{\text{even}} + \sum_{k=-\pi/a}^{\pi/a} \epsilon_{k}^{\text{odd}} \tilde{G}_{k}^{\text{odd}} + \sum_{k=-\pi/a}^{\pi/a} \epsilon_{k}^{\text{even}} \tilde{H}_{k}^{\text{even}}(\pi/a) + K, \]  

(25)

where
\[
G = \begin{bmatrix}
\varepsilon_{AB}^1 + \alpha_{11} & \alpha_{12} \\
\alpha_{21} & \varepsilon_{AB}^2 + \alpha_{22}
\end{bmatrix},
\]

(26)

\[
B = \begin{bmatrix}
0 \\
0
\end{bmatrix}.
\]

(27)

\[
\alpha_{11} = -2t_e \cos(\pi/N)\cos(ka + \theta + \pi/N) + 2\alpha_x \cos(\pi/N)\sin(ka + \theta + \pi/N),
\]

(28)

\[
\alpha_{12} = 2t_e \sin(\pi/N)\sin(ka + \theta + \pi/N) + 2\alpha_x \sin(\pi/N)\cos(ka + \theta + \pi/N),
\]

(29)

\[
\alpha_{21} = 2t_e \sin(\pi/N)\sin(ka + \theta + \pi/N) - 2\alpha_x \sin(\pi/N)\cos(ka + \theta + \pi/N),
\]

(30)

\[
\alpha_{22} = -2t_e \cos(\pi/N)\cos(ka + \theta + \pi/N) - 2\alpha_x \cos(\pi/N)\sin(ka + \theta + \pi/N).
\]

(31)

We shall work in the reduced zone scheme i.e., we choose \( k \) to lie in the range: \(-\pi/2a \leq k \leq \pi/2a \). In this scheme, the matrix elements \( \alpha_{ij} \) can be written as: \( \alpha_{ij}(k + \pi/a) = -\alpha_{ij}(k) \). The effective mean-field Hamiltonian can now be written as

\[
H_{\text{eff}}^M = \sum_{k=0}^{\pi} \left( \begin{array}{c}
\varepsilon_{k1}^+ \\
\varepsilon_{k1}
\end{array} \right) \left( \begin{array}{cccc}
\alpha_{11} & \alpha_{12} & 0 & 0 \\
\alpha_{21} & \varepsilon_{AB} + \alpha_{22} & 0 & 0 \\
0 & 0 & \alpha_{11} & -\alpha_{12} \\
0 & 0 & -\alpha_{21} & \varepsilon_{AB} + \alpha_{22}
\end{array} \right) \left( \begin{array}{c}
\varepsilon_{k1}^- \\
\varepsilon_{k1}
\end{array} \right)
\]

(32)

where

\[
\mathbb{W} = \begin{bmatrix}
\varepsilon_{AB}^1 + \alpha_{11} & \alpha_{12} & 0 \\
\alpha_{21} & \varepsilon_{AB}^2 + \alpha_{22} & 0 \\
0 & 0 & \alpha_{11} & -\alpha_{12} \\
0 & 0 & -\alpha_{21} & \varepsilon_{AB}^2 + \alpha_{22}
\end{bmatrix}.
\]

(33)

The exact numerical diagonalization of \( H_{\text{eff}}^M \) yields four energies \( E_1, E_2, E_3, E_4 \) and the four distribution functions \( f(E_1), f(E_2), f(E_3), f(E_4) \), where \( f(E_i) = \left[ e^{\beta(E_i - \mu)} + 1 \right]^{-1} \). The GS energy is now given by

\[
E_{\text{GS}} = \sum_i E_i f(E_i) + K
\]

(34)

and the PC \( I_{pc} \) can be calculated from the relation

\[
I_{pc} = -\frac{1}{2\pi} \left( \frac{\partial E_{\text{GS}}}{\partial \Phi} \right).
\]

(35)

**Numerical results and Discussions**

For the sake of convenience, we set \( t = 1 \) and measure all energies in units of \( \hbar \omega_0 \). In Fig. 1(a), we plot the GS energy \( E_{\text{GS}} \) as a function of the flux \( \Phi \) for various values of \( \alpha \) in the absence of all other interactions. We can see that the GS energy increases with \( \alpha \). The periodicity of the energy with \( \Phi \) is also quite evident. In Fig. 1(b) we plot PC vs. \( \Phi \) for different values of \( \alpha \). The RSO interaction clearly enhances \( I_{pc} \). Also, the phase of PC changes, when \( \alpha \) exceeds a critical value \( \alpha_c \). In the present case, \( \alpha_c > 1 \). The variation of \( I_{pc} \) as a function of \( \alpha \) is explicitly shown in Fig. 1(c). \( I_{pc} \) increases with \( \alpha \) monotonically, though its derivative can have a more interesting behavior.

Figure 2 shows the behavior of PC as a function of \( U \) with and without RSO interaction. The MFA employed here may be considered to be a reasonable approximation since we have studied the effect of \( U \) from \( U = 0 \) to \( U = 4 \) which lies in the weak correlation regime since \( \hbar \omega_0 = 1 \) is set as the energy scale. The solid line describes the behavior for \( \alpha = 0 \) and the dashed-dotted line for \( \alpha = 2 \). One can easily notice that PC decreases as \( U \) increases. The explanation is quite simple. As \( U \) increases, the electrons experience a larger onsite repulsion and thus find it more difficult to go from one site to another. This reduces PC. In the absence of RSO interaction, there seems to exist some critical value of \( U(U_c) \) below which PC remains constant and unaffected by \( U \). This implies that the effective hopping parameter \( t_e \) remains predominant over \( U \) below \( U_c \) and thus \( U \) does not play any significant role. Above \( U_c \), PC dies out extremely sharply. In the presence of RSO interaction, however, there is a qualitative difference in the behavior of PC as a function of \( U \). The figure shows the behavior for \( \alpha = 2 \). It is evident that, though even now, the decrease of PC with increasing \( U \) is quite rapid, it is smooth and there is no
indication of existence of any critical value of $U$. One possible explanation for this behavior may be the following. In the presence of the Rashba interaction, the PC undergoes a significant enhancement as can be seen from Fig. 1(c) and the correlation effect also increases because of a second-order contribution from the RSO interaction. Because of the higher effective $U$, even at small $U$, the correlation plays an important role and consequently PC decreases with $U$ from $U = 0$ itself and thus shows a smooth behavior as a function of $U$. Use of a better method to include the quantum fluctuations may make the PC vs. $U$ curve smooth even in the case of $\alpha = 0$ and rule out the existence of any critical $U_c$. A final answer on this issue requires more critical investigations.

Next we look into the effects of onsite and NN $e-p$ interactions on PC. In Fig. 3 we plot PC as a function of $g_1$. It is evident that PC decreases as $g_1$ increases. This reduction in PC is understandable. Since $g_1$ gives the strength of the onsite $e-p$ interaction, as $g_1$ is increased, the $e-p$ interaction will distort the lattice more around that site leading to a deeper polarization potential for the electron causing electron self-trapping or localization at that site$^{28-30}$. This will inhibit conduction. The gradient of the curve is however not monotonic which may have some interesting physical implications. One may also notice that the resistive effect of the $e-p$ interaction is more pronounced than that of the $e-e$ interaction.

In Fig. 4(a), we wish to study the effect of NN $e-p$ interaction on PC keeping $\alpha = 0$. So we plot $I_{PC}$ as a function of $U$ for several values of $g_2$. To see the sole effect of $g_2$, we first study the case with $U = 0 = g_1$. We find that the effect of $g_2$ on PC is stronger than that of $g_1$, which is clearly suggested by Eq. 10. According to Eq. 10, $t_e$ contains an additional Holstein reduction factor solely dependent on $g_2$. Figure 4(a) also shows that the periodicity of PC decreases with increasing $g_2$. The behavior is qualitatively similar (not shown here) even with $g_1$ but again the

---

**Figure 1.** The GS energy and PC in the presence of SO interaction for $U = g_1 = g_2 = 0$. (a) The GS energy as a function of the flux $\Phi$ for different $\alpha$. (b) Persistent current $I_{PC}$ as a function of $\Phi$ for different $\alpha$. (c) Variation of $I_{PC}$ as a function of $\alpha$.

**Figure 2.** The effect of $e-e$ interaction on the PC. $I_{PC}$ as a function of $U$ for $\alpha = 2$ and $\alpha = 0$. 
The effect of g_2 is stronger. In Fig. 4(b) we show PC vs. Φ for g_0 = 0.1 in the presence of onsite e-p interaction (g_0 = 0.9). Of course, the reduction in PC is now more pronounced and furthermore the periodicity also decreases. We do not plot PC vs. g_2 because the behavior is infested with a lot of fluctuations.

The effect of temperature on PC is plotted in Fig. 5(a) for both α = 0 and α = 2. As expected, the magnitude and the phase of PC change with temperature. Interestingly enough, PC develops a peak at very low temperature. In Fig. 5(b) we plot PC vs. temperature in the presence of RSO interaction for g_0 = 0.5 and compare with the graph for g_0 = 1. It is evident that the presence of the e-p interaction, the peak in PC becomes sharper and acquires a greater value. This happens because as e-p interaction increases, polaronic quasiparticle weight increases leading to a sharper peak in the PC.

Finally we wish to study the effect of chemical potential μ on PC. In Fig. 6(a), we plot PC as a function of Φ for different values of μ. As expected, the magnitude and the phase of PC change with μ. Direct dependence of PC on μ is shown in Fig. 6(b) both in the presence and absence of the RSO interaction. In both cases, PC decreases with increasing μ, the values of PC being greater for the α = 2.

Conclusions

In this work, the effect of RSO interaction on PC is studied in a one-dimensional Holstein-Hubbard ring threaded by an Aharonov-Bohm flux. First, the phonon degrees of freedom are eliminated by performing the conventional Lang-Firsov transformation and then the spin-dependence is removed by performing another unitary transformation. The effective electronic Hamiltonian is finally diagonalized by using a mean-field Hartree-Fock
approximation and PC is calculated by differentiating the GS energy with respect to the flux. We show that the magnitude of PC is enhanced as we switch on the RSO interaction $\alpha$. Also, for large values of $\alpha > 1$, the phase of PC is observed to change. We notice that both the e-e and e-p interactions reduce the value of PC. We also observe that the NN e-p interaction has a stronger effect on PC than the onsite e-p interaction has.

We furthermore show that PC decreases with temperature and in the presence of e-p interaction develops a sharp peak at a low temperature. We finally show that the magnitude of PC decreases with increasing chemical potential and its phase also changes (as the number of particles change).
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