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In recent years, several time-frequency representation (TFR) and convolutional neural network- (CNN-) based approaches have been proposed to provide reliable remaining useful life (RUL) estimation for bearings. However, existing methods cannot tackle the spatiotemporal continuity between adjacent TFRs since temporal proposals are considered individually and their temporal dependencies are neglected. In allusion to this problem, a novel prognostic approach based on discrete cosine transformation (DCT) and temporal adjacent convolutional neural network (TACNN) is proposed. Wavelet transform (WT) is applied to effectively map the raw signals to the time frequency domain. Considering the high load and complexity of model computation, bilinear interpolation and DCT algorithm are introduced to convert TFRs into low-dimensional DCT spectrum coding matrix with strong sparsity. Furthermore, the TACNN model is proposed which is capable of learning discriminative features for temporal adjacent DCT spectrum coding matrix. Effectiveness of the proposed method is verified on the PRONOSTIA dataset, and experiment results show that the proposed model is able to realize automatic high-precision estimation of bearings RUL with high efficiency.

1. Introduction

As a key component widely used in various types of rotating machinery, fault diagnosis and failure prediction of bearings are of great significance in industrial production and daily life. [1, 2]. The development of mechanical equipment fault maintenance strategy has evolved from initial postfault and periodic maintenance to the current equipment-based maintenance and gradually evolved into a smart predictive maintenance strategy [3]. Bearings will undergo a process from normal to failure during service and experience a series of degradation states. When fault diagnosis is carried out, its performance is often seriously degraded. In order to provide maintenance solutions as soon as possible, it is necessary to track the degradation state of bearings throughout the life cycle, and establish models to predict the occurrence of failure. So, research on the RUL estimation method of bearings is of great significance for improving safety and reliability of equipment [4].

It is generally believed that the structural information contained in vibration signals is abundant (including a variety of information such as amplitude, frequency, and phase) and is able to reflect mechanical states of systems [5]. With continuous improvement of diagnostic capabilities, the prognostic and health management (PHM) technology under vibration can initially provide early detection and monitoring capabilities for component RUL estimation. After decades of exploration, fruitful theoretical research achievements have appeared in the academic field, and they also have a broad application in industry [6–9]. Existing methods for RUL prediction can be classified into three
kinds, namely, physics-based methods, data driven methods, and fusion methods. Due to the rapidly increasing complexity of engineering equipment, it is extremely difficult to obtain the physical model of failure mechanism in advance or expensive to obtain through experiments. On the contrary, data driven methods can extract information related to reliability from condition monitoring data, which can save time and reduce expenditure effectively. Therefore, data driven methods have become the mainstream methods in the field of RUL prediction.

Due to the complexity of mechanical equipment structure and operating status, bearing vibration signals often have obvious nonlinear and nonstationary time-varying characteristics. Analysis only in time or frequency domain is mostly based on stationarity of signals and is difficult to fully describe the nonstationary time-varying characteristics [10–12]. In comparison, time-frequency representation (TFR) methods have provided us effective solution for nonstationary signal processing. In recent years, Lou and Loparo [13] used the wavelet transform to process the signals and generate feature vectors for bearing fault diagnosis. Shi et al. [14] proposed a bearing instantaneous frequency measured method based on short-time Fourier transform (STFT). Huang et al. [15] used STFT distribution combined with generalized demodulation for variable speed bearing fault diagnosis. Zhang et al. [16] proposed a novel time-frequency analysis method termed CMQGWT on the basis of based on continuous wavelet transform (CWT) and multiple Q-factor Gabor wavelets (MQGWs). Brkovic et al. [17] used wavelet transform (WT) for early fault detection and diagnosis. Chen et al. [18] used empirical wavelet transform (EWT) to extract inherent modulation information by decomposing signal into monocomponents under an orthogonal basis, which is seen as a powerful tool for mechanical fault diagnosis. Generally, TFR-based bearing fault diagnosis approaches have achieved fruitful results, which verify its capability to characterize the running state of bearings. While effective applications of TFR in bearing RUL estimation still need to be explored in depth.

With the in-depth development of information theory, artificial intelligence (AI) technology, known as one of the three cutting-edge technologies of the 21st century, has been proved to be more suitable for solving the performance degradation state tracking and failure prediction of complex equipment [19–21]. The advanced deep learning algorithms can effectively analyse a large amount of data and establish the mapping relationship between data and features. Jafari et al. [22] combined wavelet analysis with dynamic fuzzy neural network for fault prediction of triaxial rotor system. Ali et al. [23] combined empirical mode decomposition (EMD) with artificial neural network (ANN) for automatic extraction of bearing fault characteristics. Kiarojoori and Khorasani [24] used nonlinear autoregressive neural network and Elman neural network to capture two main degradation dynamics of gas turbine compressor fouling and turbine wear. As a typical deep learning method, convolutional neural network (CNN) enjoys big advantages in automatically learning features from TFRs and optimizing parameters of convolutional kernels through training [25, 26]. Ren et al. [27] proposed a CNN-based method for RUL prediction of bearings. Zhu et al. [28] realized bearing RUL estimation based on WT and multiscale CNN. Li et al. [29] applied a novel directed acyclic graph network combined with CNN and LSTM for bearing RUL prediction. Yang et al. [30] pointed out the great potential of CNN for RUL prediction. In general, these CNN-based methods undoubtedly played an important role in promoting the research of RUL estimation.

However, wide use of deep neural networks also brings new problems. CNN-based RUL estimation approaches usually consist of two major steps: frame-level TFRs generation and association of proposals across frames [31]. Also, most of these methods only employ two-stream CNN framework to handle spatial feature and cannot tackle the spatiotemporal continuity between adjacent TFRs since temporal proposals are considered individually and temporal dependencies are neglected. In order to further develop the method, it is necessary to consider how to learn the spatiotemporal representation with CNN while maintaining strong feature extraction capability and low computational complexity. To do so, a novel-bearing RUL estimation method based on discrete cosine transformation (DCT) algorithm and temporal adjacent convolutional neural network (TACNN) model is proposed. Considering the high load of model computation and the complexity of CNN parameter training brought by the high dimension of time-frequency images, DCT algorithm is introduced to convert the WT-TFRs into 2-dimensional coding matrix with strong sparsity. Furthermore, a novel TACNN model is proposed that is capable of learning discriminative features for temporal adjacent DCT spectrums. Effectiveness of the proposed method is verified on the PRONOSTIA dataset, RUL of bearings is taken as the output value directly, and the mapping relationship between DCT spectrums and RUL is obtained effectively. Experiment results show that the proposed model is able to realize automatic high-precision estimation of bearing RUL with high efficiency.

2. Theoretical Background

In this section, the proposed model for bearing RUL estimation is presented in detail. Flowchart of the proposed method is shown in Figure 1. There are mainly 3 stages: time-frequency representation of raw signals by wavelet transform, dimensionality reduction and discrete cosine transform coding of TFRs, and regression estimation of RUL based on TACNN. To represent the nonstationary property effectively, TFR by means of wavelet transform is used for raw degradation signals. Since TFRs are usually regarded as high-dimensional features, bilinear interpolation-based dimensionality reduction, and discrete cosine transform are applied to convert the WT-TFRs into low-dimensional sparse DCT feature maps. To effectively characterize and extract the spatiotemporal continuity between adjacent TFRs, new data form of temporal continue DCT spectrum clips were proposed and applied. Then, the spectrum clips together with their assigned labels are sent to train the TACNN model. Since TACNN is a supervised learning
of four surrounding pixels, as shown in Figure 2. Assume interpolates a high resolution pixel using weighted average method for its simplicity in image-based applications. It technique is used here for dimensionality reduction of TFRs.

2.2. Dimensionality Reduction and Discrete Cosine Transform. Instead of using common image compressing methods, such as principal component analysis (PCA) or singular value decomposition (SVD), bilinear image interpolation technique is used here for dimensionality reduction of TFRs. Bilinear interpolation is the most popular interpolation method for its simplicity in image-based applications. It interpolates a high resolution pixel using weighted average of four surrounding pixels, as shown in Figure 2. Assume that $F(s, t)$ is the pixel to be interpolated and can be calculated by

$$F(s, t) = (1 - t)[(1 - s) \cdot f_{i, j} + s \cdot f_{i+1, j}] + t[(1 - s) \cdot f_{i+1, j+1} + s \cdot f_{i, j+1}],$$

where the four nearest neighbours, $f_{i, j}$, $f_{i+1, j}$, $f_{i, j+1}$, and $f_{i+1, j+1}$ are surrounding pixels and $s$ and $t$ represent the locations of $F(s, t)$.

Discrete cosine transform (DCT) [36] is widely used in block signal coding, since it performs closely to the statistically optimal Karhunen–Loeve transform for a wide class of signals. Both DCT and FFT transform belong to compression transform. In image processing, it is generally considered that the amount of information in low-frequency part is greater than that in the high-frequency part, but the amount of data in the low-frequency part is much smaller. DCT can concentrate highly correlated data information, transforms images in spatial domain into frequency domain, and has good performance of decorrelation. The DCT transformation is lossless, which creates good conditions for the subsequent quantization in fields of image coding [37].

Basis vector of DCT transformation core is independent of the image content, and the transformation core can be separated. So, the two-dimensional DCT can be completed with two one-dimensional DCT transformations, which greatly simplifies the difficulty of mathematical operation. The application of DCT in TFR matrix data compression can reduce the digital information of brightness level on behalf of the image and achieve the purpose of data compression. If there is a TFR matrix block with size $N \times N$ in the airspace, $f(x, y)$ is the amplitude value of a pixel whose coordinate is $(x, y)$ in the matrix, $F(u, v)$ is the coefficient value after transformation, and $(u, v)$ is the position coordinate of the pixel after transformation; then, the corresponding DCT and IDCT are, respectively, as follows:

$$F(u, v) = \frac{2}{N} \sum_{x=0}^{N-1} \sum_{y=0}^{N-1} f(x, y) \cos \left(\frac{2x + 1}{2N} \pi u\right) \cos \left(\frac{2y + 1}{2N} \pi v\right),$$

$$f(x, y) = \frac{2}{N} \sum_{u=0}^{N-1} \sum_{v=0}^{N-1} c(u)c(v)F(u, v) \cos \left(\frac{2x + 1}{2N} \pi u\right) \cos \left(\frac{2y + 1}{2N} \pi v\right).$$

DCT compresses the matrix data according to statistical characteristics of signals in frequency domain. It converts the original TFR block into a set of coefficients representing different frequency components, concentrating most of its energy in a small range of the frequency domain so that only a small number of bits are needed to describe the unimportant components. Under the premise of maximally retaining equipment fault status information, sparsity of the
input data can be increased, which is beneficial to greatly reduce the training time and storage of the network.

2.3. Temporal Adjacent Convolutional Neural Network. Signal analysis in time domain, frequency domain, or amplitude domain alone cannot represent its local and global characteristics in time-frequency joint distribution domain.

In comparison, WT analysis can showcase the time-varying characteristics of each frequency component in signals and bring better RUL prediction results by reasonable application. However, from the current application of TFR in RUL prediction, dependence between current observation and previous states is often ignored. Over time, it is a gradual process for bearings to degrade from normal operation to failure. The state of a bearing at each moment must have relationship with states of previous period. This relationship needs us to obtain with abundant data analysis and signal processing means. To effectively characterize and extract the spatiotemporal continuity between adjacent TFRs, new data form of temporal continue streams were proposed and applied. However, compared with the time-domain signal, the TFRs have already greatly increased the calculation amount of the entire process. The transformation into temporal continue streams will bring a greater computing burden and seriously affect the promotion and application of such methods, especially when the data quantity of vibration signal is large. Bilinear interpolation is a relatively simple dimensionality reduction method; more distribution information will be lost during the process if it is used to reduce the dimensionality by a large margin. The DCT method can achieve almost lossless information compression by converting images from the spatial domain to the frequency domain. Therefore, after a certain degree of
dimension reduction, DCT spectrum stream is constructed to enhance the sparsity of time-frequency image matrix and compress the information to a greater extent in this paper. As an important branch of deep learning approaches, CNN is more suitable for learning and expressing image features than other neural network methods [38–41]. In order to represent the adjacent relations of DCT spectrum stream and improve the calculation efficiency, TACNN is proposed here.

Figure 3 showcases the schematic diagram of the generated continue DCT spectrum stream. For an input temporal continue DCT spectrum stream, we first segment it into small spectrum clips. Each clip \( s_i \) consists of \( P \) frames. Then, a fixed-interval sampling is performed over the spectrum clips and \( N \) clips are obtained, denoted as \( S = \{ s_i \}_{i=0}^{N-1} \). In order to ensure the continuity of training and data, different clips overlap with frames. While extracting spatial time-frequency features of TFRs, the temporal overlapping method can effectively represent the temporal continuity of DCT spectrums corresponding to adjacent signal segments, which is more conducive to extracting rich degradation information in vibration signals. A new variable \( P - 1 \) is introduced here, and its value has great effect on the result. When \( P \) value is small, time-adjacent information cannot be represented effectively. However, when \( P \) value is large, the data difference corresponding to adjacent labels will decrease, which is not conducive to regression estimation. Selection of \( P \) value will be discussed later. Labels of the training data are defined based on the RUL computed by the starting moments of the time segments. By the distance of the coordinates of adjacent time segments, we can define the proximity relationship between these segments. With these relationships, the temporal dependencies can be modeled.

To get a more compact representation, the extracted feature is passed through a fully connected layer with \( ds \) output channels. The final representation of a sampled video clip is represented as \( f_i \in \mathbb{R}^{ds} \), where \( ds \) is the feature dimension. The sampled \( N \) clips serve as the basic elements for moment candidate construction. Thus, the feature map of moment candidates by the clip features \( \{ f_i \}_{i=0}^{N-1} \) is built up. As a result, features of moment candidates are constructed.

A sparse strategy is applied to fast the model. Donate the \( i \)th convolutional layer with input channels/height/width of \( n_i h_i w_i \), and input \( x_i \in \mathbb{R}^{n_i h_i w_i} \) can be transformed into \( x_{i+1} \in \mathbb{R}^{n_{i+1} h_{i+1} w_{i+1}} \) by convolutional layers. In this process, one filter generates one feature map by applying \( n_{i+1} \) 3D filters on the \( n_i \) input channels. And each filter is composed by \( n_i \) 2D kernels. Regardless of the bias, the parameter dimension is \( n_i \times n_{i+1} \times h_i \times w_i \). The kernels that were applied on the removed feature maps from the filters of the next convolutional layer are also removed, which saves \( n_{i+2} k^2 h_{i+2} w_{i+2} \) operations. Pruning \( m \) filters of layer \( i \) will help reduce \( m = n_{i+1} \) of the computation cost for both layers \( i \) and \( i + 1 \). Calculate the \( L1 \) weights for each filter and remove the smallest number, and this value gives an expectation of the magnitude of the output feature map. Filters with smaller kernel weights tend to produce feature maps with weak activations as compared to the other filters in that layer. Due to the strong sparsity of DCT spectrum stream, we delete the filter with the weight of 0 to accelerate the network training.

Architecture of the proposed TACNN model for RUL estimation is shown in Figure 4. There are 3 convolution layers and 2 fully connected layers in the proposed network. Input changes from a single TFR to fixed-length DCT spectrum segments. By considering the differences of these time segments as a whole, instead of considering each TFR individually, we can learn more distinguishing features. In the pooling layer, we take advantage of subsampling so that the output feature map becomes invariant to small variance in the input feature map. Furthermore, the computation efficiency is increased owing to the reduced size of feature map. Output of the sparse TACNN model is defined as the actual RUL of the bearing, and it satisfies \( RUL_{bearing} \geq 0 \). The predicted results are viewed as a probabilistic model with random variables \( \omega \) following Gaussian prior distribution. The rectified linear units (ReLU) are used for the activation function of the whole model. For a variate \( v \), the mathematical expression for the ReLU function is

\[
\text{ReLU}(v) = \max(0, v). \tag{7}
\]

In the process of network training, mean square error (MSE) is used as the loss function. Set \( RUL \in \mathbb{R}_{\geq 0} \) as the true output and \( \hat{RUL} \in \mathbb{R}_{\geq 0} \) for the corresponding predicted value, and the MSE is defined as follows:

\[
\text{MSE}(RUL, \hat{RUL}) = \frac{1}{n} \sum_{i=1}^{n} (RUL_i - \hat{RUL}_i)^2. \tag{8}
\]

As what the model deals with here is a regression problem, we need to predict not a predefined category, but an arbitrary real number in dealing with the prediction of specific values. Given the training set \( D_1 = \{ (x_i, y_i) \} \), \( i = 1, 2, \ldots, n_1 \} \), where \( x_i \) refers to the input data and \( y_i \) refers to the estimated RUL. Use the rule of structural risk minimization to define the objective function as follows:

\[
\arg \min_{\theta} O(D_1; \theta) = \sum_{i=1}^{n} L(y_i, f(x_i); \theta), \tag{9}
\]

where \( \theta \) represents the whole model parameters, \( f(x_i) \) is the function corresponding to the input and output of the model, and \( L(y_i, f(x_i); \theta) \) refers to the MSE loss function. We use root mean square prop (RMSProp) algorithm as the adaptive optimization method to minimize the loss function through model training. It normalizes the gradient according to the exponential moving average of the gradient amplitude of each parameter. Its goal is to achieve fast convergence when the algorithm is applied to convex problems. When the algorithm is applied to nonconvex problems, it can pass through different local structures very quickly and finally reach the optimal global minimum. Furthermore, it does not require manual configuration of the learning rate hyperparameters, which is done automatically by the algorithm.
3. Experimental Verification

3.1. Experimental Setting and Datasets. The bearing degradation data is taken from the PRONOSTIA platform in the IEEE PHM 2012 Data Challenge, provided by FEMTO-ST Institute [42]. Figure 5 shows the overview of PRONOSTIA platform. These accelerometers measure raw vibration signals at an interval of 10s and with a sampling frequency of 25.6kHz. The operation condition with constant speed and load (1800rpm and 4000N) is considered here, and the datasets are shown in Table 1. The training datasets refer to two run-to-failure bearings, which contain 2803 samples and 871 samples, respectively. The other bearings in this operating condition are regarded as the testing datasets with censored bearing life data. Signals from the horizontal and vertical directions are considered for more comprehensive information.

We use the provided training datasets to build the prognostics model, estimate the RUL of 5 remaining bearings in the testing dataset. Figure 6 shows the totally 4 whole lifetime vibration signals from horizontal and vertical directions. Due to the limited amount and poor stability of data, it is a challenge to predict the RUL of the bearings.
3.2. RUL Estimation Using Proposed Method. Before the DCT transform, the bilinear interpolation algorithm is also used to reduce the TFR dimension. Figure 7 shows the TFR images after dimension reduction using bilinear interpolation. Figure 7(a) is the original TFR with dimension of 256 × 2560, and Figure 7(b) is the reduced-dimensional image. When the dimension is reduced to 500 × 500 or 250 × 250, the distortion of the image is not high, and the time-frequency component is still clearly visible. When the dimension is reduced to 100 × 100, the time-frequency component is already distorted. When the dimensionality is reduced to 50 × 50, the distortion is blurred and the boundary of the time-frequency component becomes mosaic. It can be observed that bilinear interpolation may result in loss of high-frequency components of the scaled image. The image edges become blurred to a certain extent, and obvious aliasing and mosaic phenomena will occur when the dimension reduction is too large. In order to improve the calculation efficiency without losing too much information, the reduced image dimension is set as 100.

Figure 8 shows the illustration example of signal preprocessing procedure. The focus is using less data to express the operating status of bearings. The raw one-dimensional signal is transformed into two-dimensional time-frequency distribution (for signal), to fully represent the nonstationary time-varying information of the signal. Raw signal and its corresponding time-frequency distributions for 2 samples of bearing 1_1h is shown in the figure. The effectiveness of WT-TFRs and CNN-based bearing RUL estimation method is validated by [28]. However, due to the expansion of data dimension, the amount of computation is greatly increased. So, DCT algorithm is used here to convert the TFRs in the spatial domain (for image) into distribution in frequency domain (for image). It is worth noticing that the frequency domain of the image and the frequency domain of the signal should not be confused. DCT method is then used to convert the image after proper initial dimensionality reduction. Here, the image block number is chosen as 8 in the DCT process, and in the conversion the image information is nearly lossless. Moreover, as can be seen from Figure 8, the converted matrix is highly sparse, and the main information is concentrated in the upper left corner of the matrix, and all
the values of other locations are almost 0, which is beneficial to accelerate the TACNN network.

The topology of the proposed TACNN is shown in Table 2, which has the input DCT distribution from 2 directions (horizontal and vertical) with size of $100 \times 100 \times 2P$. During the calculation, we changed the connection mode between the input layer and the convolutional layer to convert it into the form of clips in Figure 3. DCT transforms time-frequency images from spatial domain to frequency domain without changing the data dimension, so the model input is directly determined by the dimension of the TFR matrix after bilinear interpolation. The 3 convolutional layers have 12 filters, 24 filters, and 48 filters with size of $3 \times 3 \times 2P$ and stride of 2 × 2, respectively. For an input temporal continuous DCT spectrum stream, segment it into small spectrum clips with 3 frames. The 2 fully connected layers have 48 hidden units and 200 hidden units, and the output layer has 1 unit. The rectified linear units (ReLU) are used for the activation function of the whole model. Root mean square prop (RMSProp) algorithm is used as the adaptive optimization method to minimize the loss function through model training. It does not require manual configuration of the learning rate hyperparameters, which is done automatically by the algorithm. The model is carried out in a NVIDIA 1080Ti GPU with the minibatch of 128 and epoch of 100.

For sake of the influence of frame number $P$ in each DCT clip on prediction, HIs’ prediction is implemented on testing bearings with different frame numbers (set to 1, 2, 3, 4, 5), respectively. Mean average error (MAE), mean square error (MSE), and mean absolute percent error (MAPE) are compared to investigate the prediction capability, and average of 5 testing bearings is shown in Table 3. In addition, to compare and analyse the effect of DCT method on the results, we also calculated the above three indicators obtained by directly constructing the TFR clips for RUL prediction. The dimensions of DCT spectrum and time-frequency image are $100 \times 100$. Set $\text{RUL} \in \mathbb{R}^{1 \times n}$ for the corresponding predicted value, and the MAE and MAPE are defined as follows:

\[
\text{MAE}(\text{RUL}, \hat{\text{RUL}}) = \frac{1}{n} \sum_{i=1}^{n} |\text{RUL}_i - \hat{\text{RUL}}_i|,
\]

\[
\text{MAPE}(\text{RUL}, \hat{\text{RUL}}) = \frac{1}{n} \sum_{i=1}^{n} \left|\frac{|\text{RUL}_i - \hat{\text{RUL}}_i|}{\text{RUL}_i}\right|.
\]

It can be seen from the results that the selection of different frame numbers has a greater impact on the results. When $P$ is selected as 3, there is a minimum value of MAE and MAPE for the DCT-TACNN model, and when $P$ is 4, a minimum MSE is achieved. From the comparison of the data of the three indicators, it is better to estimate the bearing RUL when we convert the time-frequency image into the DCT spectrum. To ensure the prediction accuracy of the results, $P$ is set as 3 in the work.

Figure 9 shows the training and testing error over iterations with different model inputs. For comparison, raw WT-TFRs and DCT spectrums with dimensions of $250 \times 250$, $100 \times 100$, and $50 \times 50$ are used, respectively. It can be seen from the results that as the iterations increase, the overall error gradually decreases and stabilizes around 40 iterations, indicating that the model is effective. Separately, the DCT transformation can make the model error decrease faster and enter a stable state after 20 iterations, which shows that using DCT spectrums as a model input has advantages over using TFRs directly. In order to minimize the computational complexity and ensure the accuracy, the selected dimension in the experiment is $100 \times 100$.

Figure 10 shows the estimated RUL of the 5 testing datasets. The grey circles are results of direct output of the proposed model, as can be seen, and there exists a certain volatility. Therefore, we use a moving average filter to smooth the results and set the sliding window length of 100. As we can see, error between the predicted data and the real RUL in the initial stage is relatively large. However, after the
bearing enters the recession period, trend of the predicted value is consistent with the true value. The figure shows the final predicted value at end of the testing datasets, which is also very close to the real RUL. From the results, it can be concluded that the method can effectively track the trend of bearing performance degradation.

4. Comparison with Other Related Methods

To further verify the effectiveness of the proposed method, we compared the proposed method with several other typical methods using the same dataset. There is a unified evaluation standard in the IEEE 2012 PHM Challenge. Participants are scored based on their RUL results converted into percent errors. The percent error on each experiment is defined by

\[
\% Er_i = 100 \times \frac{\text{RUL}_{\text{true}} - \text{RUL}_{i}}{\text{RUL}_{i}}. \tag{11}
\]

Score of RUL estimation for experiment \(i\) is defined as follows:

\[
A_i = \begin{cases} 
\exp\left(-\ln(0.5) \cdot \left(\frac{E_{r_i}}{5}\right)\right), & \text{for } E_{r_i} \leq 0, \\
\exp\left(\ln(0.5) \cdot \left(\frac{E_{r_i}}{20}\right)\right), & \text{for } E_{r_i} > 0.
\end{cases} \tag{12}
\]

Figure 11 depicts the evolution of this scoring function. The RUL score function was estimated based on the percentage error between the predicted value and the actual value; as can be seen, underestimation and overestimation will not be considered in the same way; good estimation performance is related to early predictions of RUL (i.e., \(E_{r_i} > 0\)), deductions to early deletions, and more severe deductions when the RUL estimation exceeds the actual value (i.e., \(E_{r_i} \leq 0\)).

The final score of all RUL estimates is defined as the mean of all experiment’s score:

\[
\text{score} = \frac{1}{5} \sum_{i=1}^{5} A_i. \tag{13}
\]

Table 4 shows the comparison of results between our proposed method and the long short term memory- (LSTM-) based method [43], multi-CNN-based method [28], sparse representation model-based method [44], and deep belief network-diffusion process- (DBN-DP-) based method [45] for RUL estimation of the same dataset. Current time, actual RUL, estimation error, and mean score of the 5 methods are all presented in the table. Our proposed method achieved a mean score of 0.64, which is significantly higher than the scores of the other 4 methods.

Compared with the method in the literature [43], it can be seen that it is difficult to make high-precision prediction using only the raw signals [28]. Effectively, TFR and CNN
Table 3: Performance evaluation with different frame numbers.

|                | P = 1      | P = 2      | P = 3      | P = 4      | P = 5      |
|----------------|------------|------------|------------|------------|------------|
| **MAE**        | 90.85/121.68 | 66.03/100.66 | 45.23/80.35 | 53.31/72.12 | 63.69/79.35 |
| **MSE**        | 90.45/105.93 | 41.79/80.59  | 36.27/75.02 | 33.15/70.33 | 50.10/88.54 |
| **MAPE**       | 0.3754/0.5214 | 0.3266/0.5025 | 0.1893/0.4621 | 0.2619/0.4244 | 0.3028/0.4459 |

Figure 9: Training and testing error over iterations.

Figure 10: Continued.
are combined to improve the prediction accuracy. However, since it is difficult for CNN to extract the relevant dependencies of signals, the accuracy needs to be improved further. The method proposed in [44] considers this kind of temporal dependence, but the improvement of accuracy is still limited only using sparse features of the signal. Method in the literature [45] used 29 kinds of statistical characteristics of signals as input, whose results are greatly affected by subjective factors since it requires artificial screening and fusion of the characteristics. Based on TFR and CNN, the method proposed in this paper uses the DCT spectrum to characterize time-frequency domain characteristics of signals and improve the sparseness of model inputs. And then, TACNN is used to predict RULs directly. This method can make full use of the spatial-temporal characteristics and time-dependent information of the data and has achieved good prediction results.

Furthermore, Table 5 shows the time consumption of the training TFR-TACNN model and the proposed DCT-TACNN model with different dimensional input images. The pruned percent in TACNN for sparse calculation is also presented in the table. As can be seen, with the image dimensions decrease, the time spent on model training also decreases. However, as mentioned above, excessively large dimensionality reduction will result in great loss of image information, which is not conducive to the identification of the final result. We only discuss the difference in the results with/without the DCT conversion in the same image.

Figure 10: RUL estimation results of the totally 5 testing datasets. (a) Bearing 1–3. (b) Bearing 1–4. (c) Bearing 1–5. (d) Bearing 1–6. (e) Bearing 1–7.
The advantages of the proposed method in bearing RUL estimation accuracy and time consumption of the results are obvious. In practical applications, a relatively suitable dimension can be determined according to the characteristics of the data itself, and then the method can be used for RUL prediction analysis.

5. Conclusion

In order to make efficient use of the spatiotemporal continuity characteristics of bearing vibration signals for RUL estimation, a novel prognostic approach based on DCT and TACNN model is put forward. A new data form of temporal DCT continue clip is proposed and applied to effectively characterize the spatiotemporal continuity between adjacent TFRs. To improve the computing efficiency without losing as much data as possible, bilinear interpolation and DCT algorithm is used to convert the WT-TFRs from spatial domain into DCT distribution in frequency domain. The model input changes from a single TFR to a fixed-length DCT continue clips, and TACNN is applied to establish the mathematical connection between the input and RUL. Effectiveness of the proposed method is verified on the PRONOSTIA dataset, and relatively good results at present is obtained, which proved the effectiveness of the combined DCT and TACNN method. To our best knowledge, this study first leverages DCT continue clips for bearing RUL estimation. Furthermore, for the data input with same dimension, calculation efficiency is improved by about 5 times compared with TFR-CNN-based models and advantages of the proposed method in application are highlighted.
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