Parameter-free quantitative simulation of high dose microstructure and hydrogen retention in ion-irradiated tungsten
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 Hydrogen isotopes are retained in materials for fusion power applications, changing both hydrogen embrittlement and tritium inventory as the microstructure undergoes irradiation damage. But modelling of highly damaged materials - exposed to over 0.1 displacements per atom (dpa) - where asymptotic saturation is observed, for example tungsten facing the plasma in a fusion tokamak reactor, is difficult because a highly damaged microstructure cannot be treated as weakly interacting isolated defect traps. In this paper we develop computational techniques to find the defect content in highly irradiated materials without adjustable parameters. First we show how to generate converged high dose (> 1 dpa) microstructures using a combination of the creation-relaxation algorithm and molecular dynamics simulations of collision cascades. Then we make robust estimates of point defects and void regions with simple developments of the Wigner-Seitz decomposition of lattice sites. We use our estimates of the void surface area to predict the deuterium retention capacity of tungsten as a function of dose. This is then compared to 3He nuclear reaction analysis (NRA) measurements of tungsten samples self-irradiated at 290 K to different damage doses and exposed to deuterium plasma at low energy at 370 K. We show that our simulated microstructures give an excellent match to the experimental data, with both model and experiment showing 1.5-2.0 at.\% deuterium retained in tungsten in the limit of high dose.

INTRODUCTION

Materials intended for the first wall and divertor of the proposed DEMO fusion reactor are expected to face irradiation doses of 10 dpa or more depending on location [11, 2], but in the absence of materials, which have actually experienced such high neutron fluxes with a fusion spectrum, it is expected that we will need to extrapolate device performance to some extent using modelling and simulation. However, in recent years it has become increasingly clear that the methods developed to simulate microstructural evolution in the dilute defect limit are not well suited to generate representative highly irradiated microstructures. While it is correct to model an isolated prismatic dislocation loop as a diffusing single entity [3, 4], and substantial progress has been made with object kinetic Monte Carlo [5–9] and cluster dynamics models [10, 11] based on discrete defect objects with parameterized effective mobilities, this approach must break down in the limit where the defect concentration grows to the point where mean free paths are short or elastic interactions dominate the dynamics. Correlated defect motion is observed in simple theoretical models incorporating elastic interactions [12, 13], which well describes the experimentally observed phenomena involving loop rafting [14, 15] and self-pinning of defects [16], provided that defects are inhomogeneously distributed. In the dense microstructure limit (> 0.1 dpa) new phenomena appear - dislocation loops can merge together to the point where they are better described as regions of near-perfect crystal than as isolated platelets of interstitial point defects [17, 18]. This is a fundamental topological transition in irradiated materials between the point where dislocation objects can be treated as loops to the point where dislocations form a material-spanning network. Small changes in stress due to the production or movement of defects can unlock barriers previously too high to be overcome, leading to an avalanche of defect coalescence or recombination over a wide spatial extent [19]. Thermal activation controls the long time evolution of complex microstructures [20], but in the dense limit, their generation and description requires adequate handling of the large number of degrees of freedom involved in complex defect rearrangement [21, 22].

The dense microstructure limit does have one simplifying universal feature, namely that the saturation of physical phenomena has been observed. Materials irradiated to > 1 dpa have shown saturation in thermal diffusivity [25], lattice strain [18], and hardness [26]. This suggests that additional cascade damage does not significantly evolve the defect distributions, and therefore we may have a chance to simulate this dynamic steady state even while modelling non-linear transient states remain difficult. In this paper we exploit the experimental observations that the vacancy content of ion-irradiated tungsten, as deduced using positron annihilation spectroscopy, shows saturation [27], as does its deuterium retention capacity [28, 29] at low temperature and high dose (> 0.2 dpa), and generate a steady state distribution of the vacancy content of highly irradiated tungsten with atomic resolution and no adjustable parameters.
In a future D-T fusion reactor, it will be necessary to keep a careful inventory of the tritium retained in the walls, both in terms of efficient fuel generation and minimising its retention at the point of decommissioning or a loss-of-coolant accident [30, 31]. Hydrogen mobility in tungsten is high, with an activation barrier of order 0.2 eV [32, 33], and its enthalpy of solution is also high at order 1 eV [34, 35]. Any hydrogen isotopes in tungsten will therefore either quickly migrate to existing defects [36], influencing their evolution [37, 38] or even self-inducing new defects [39, 42]. Of the possible trapping sites for hydrogen in tungsten, a surface - either exterior or interior - is generally considered the most binding [35], with a binding energy of one hydrogen to the [1 0 0] surface 0.8-0.9 eV [35], and to a vacancy 1.4 eV [43, 44]. Up to six hydrogen atoms can bind to a single vacancy at zero temperature. By contrast, the binding of a hydrogen atom to an interstitial atom is 0.3 eV [45], and to an interstitial loop 0.7 eV [46], and so while hydrogen atoms can form a Cottrell atmosphere in the elastic fields around dislocations they are unlikely to be present in large concentrations at room temperature except under plasma loading conditions [47].

Models for hydrogen retention typically start with the assumption of one or more defect trapping site types [48, 49], and consider the effective diffusion of hydrogen from the traps to the surface or into bulk [50]. Due to the difficulty of modifying these equations due to the nanoscale fluctuations in stresses observed in highly-damaged microstructures [19], here we opt to find a theoretical maximum retention level based on the surface area alone [51].

Previously two simulation methodologies have been employed to generate heavily irradiated microstructures at the atomic scale.

The first method is the CRA method, where instead of following full cascades, Frenkel pairs are directly inserted by removing randomly chosen atoms and replacing them in new, randomly chosen positions. The new configuration is then relaxed using conjugate gradients (CG) with appropriate elastic boundary conditions [17, 19, 52]. This is iterated many times to build up damage. As the canonical definition of displacements per atom (dpa) is the number of vacancies produced, we have a well-defined measure of the (canonical) dpa level after a number of algorithmic steps. This method is very efficient to getting to high doses. However, there is no temperature and no cascade overlap effects, which have been seen to be important in tungsten [53, 54]. The number of defects obtained are therefore a theoretical maximum value, and are thought to overestimate observed experimental effects [17, 18].

The second method is to generate damage incrementally using a large number of overlapping molecular dynamics cascade simulations. One atom is given high kinetic energy, order kilovolts or more, and the system is evolved in time using molecular dynamics with thermostats and barostats appropriate for the boundary conditions. This process is repeated as many times as can be afforded. This has been done for several metals, and doses achieved are on the order of tenths of a dpa [21, 55-57]. The results of these simulations agree with Rutherford Back Scattering Channeling measurements on similarly irradiated samples [58]. However, as one needs to cumulatively add up the dose, over ten thousand consecutive cascade simulations would be needed to reach one dpa. This limits the dose range that can be investigated using this direct cascade simulation approach.

In order to investigate converged heavily irradiated microstructures, without the need of tens of thousands of direct cascade simulations, we combine these two methods. We carry out cascade simulations to transform the CRA pre-generated microstructures, in order to form atomic configurations with an effective dose up to the order of dpa. The convergence is demonstrated by extending expensive cascade-only simulations to high dose. This convergence is found to be robust and significant, and it links together a purely static relaxation method for generating microstructure (CRA) with a dynamic method (MD), in a parameter-free way.

We emphasize that we do not claim the microstructures are thermally annealed. To our knowledge there does not exist any simulation technique yet for annealing a highly damaged system of thousands of vacancies and dozens of arbitrarily complex interstitial loops and dislocation lines in a million atom box to experimental time scales.

To compute the void content, we need new methods suited for highly-irradiated systems. We discuss how to generate optimal Wigner-Seitz (W-S) point defect counts using a strained and rotated reference crystal. We show how to generate isosurfaces enclosing voids using this reference crystal. By this method we can separate vacancies in vacancy dislocation loops, a mismatch between the number of atoms and the number of reference lattice sites but with no empty space for a hydrogen atom, from vacancies isolated or in small clusters which act as strong trapping sites.

Finally we use the computed void surface area to estimate hydrogen retention in highly damaged structures, and discuss the relationship with experimental measurements.

METHODS

Creation-Relaxation Algorithm simulations

We produce representative highly damaged microstructures for this study with doses up to 3 dpa using a two-step process - first using the Creation-Relaxation Algorithm (CRA) [19] to generate high-dose, high-energy
unrelaxed structures, then relaxing them using massively overlapping Molecular Dynamics (MD) cascade simulations.

For our purposes, we reused the CRA-generated atomistic structures produced for Ref. [18]. These were simulated using the MNB interatomic tungsten potential, known to predict good vacancy structures [59]. The geometry of the box was 64x64 conventional cubic bcc unit cells in the x- and y-directions, and 200 unit cells in the z-direction. The strain was set to zero in x- and y-directions in the plane parallel to the surface of the sample, representing a constraint on the damaged layer due to the pristine substrate material below, and the homogeneous stress was kept at zero in the z-direction, reflecting the traction-free surface boundary conditions. The simulations represent a section cut from a foil with a damaged top layer, such as might be produced by heavy ion bombardment. Maintaining zero stress in the z-direction represents the ability of the foil to expand outwards, without including explicit surfaces in the simulation. The simulations were performed using LAMMPS [60].

As very large local stresses are generated by the build up of point defects, a single CG relaxation step can produce atomistic rearrangement over a large spatial extent [19]. Dislocation loops are formed, as interstitials are inherently mobile under stress. At a dose of order 0.1 cdpa, the dislocation loops combine into a network, changing the apparent number of lattice planes in the system. Vacancies are relatively immobile in this simulation, hence voids do not form. Importantly, as the only relaxation is essentially downhill in energy, the CRA method does not easily overcome thermal barriers. The structures produced are typically too dense in defects [18].

A computational approach similar to the massively overlapping cascade simulations used in other metals [21] was used in our investigation to achieve full microstructural convergence in the limit of high dose. The simulations were carried out with the MD code PAR-CAS [61, 62], with an adaptive timestep to account for the high energy atom movements [63]. Electronic stopping was applied as a friction force on all the atoms with a kinetic energy over 10 eV [64]. The interatomic potential utilized was the same as that used in the CRA simulations [59].

A perfect bcc simulation cell was created with the size $64 \times 64 \times 200$ conventional cubic bcc unit cells, consisting of about 1,600,000 atoms. The cell was created with the correct lattice constant at 300 K. The box was then thermalized to 300 K with fixed box sizes in the two shorter directions and kept at zero stress in the longest dimension. After the initial relaxation and thermalization, consecutive impacts were initiated in the box as follows: (i) A 10 keV cascade was initialized in the centre of the cell, with a Berendsen thermostat [65] at the border atoms and no pressure control. This was simulated for 20 ps; (ii) The cell was then relaxed with thermostat on all atoms and a pressure control [65] to keep zero pressure in the longest dimension, this simulation lasted for 10 ps; (iii) After the relaxation, the cell was shifted randomly over the periodic boundaries, in order for the next cascade to impact a different region and to obtain a homogeneous irradiation of the whole cell. (iv) This was repeated many times. Two independent runs were conducted to see possible stochastic differences; it was concluded that the differences were small.

As the canonical definition of displacements per atom is the fraction of vacancies generated, the cdpa rate for the sequential cascades is given by the limit in increase in vacancy concentration, $c_v$, per cascade,

$$ cdpa = \frac{\partial c_v}{\partial N_{casc}} \bigg|_{N_{casc} = 0} N_{casc} \quad (1) $$

In Figure 4 we plot the vacancy content using the W-S method for our MD only cascade simulations. We estimate $cpda = 4.07 \times 10^{-6} N_{casc}$ using the first 40 cascades. We observe that the vacancy fraction reaches a concentration close to 0.3 at.%. This is in line with previous experiments on tungsten [25] and other metals [66], as well as similar simulations on other metals [21, 55, 56]. We extended these MD cascade simulations out to 10000 cascades, equivalent to 0.04 cdpa in a total simulation time of 300 ns.

The cascade annealing simulations followed the same procedure as described above. The starting point were the highly damaged cells obtained via the CRA method [19] and the cells generated in Ref [18]. These cells were initially scaled to the correct lattice constant (at 300 K) and thermalized to room temperature over 10 ps using a Berendsen thermostat [65], with the same boundary conditions as described above. After the initial thermalization, 1600 PKAs of 10 keV each were initiated in the cell. This corresponds to an additional dose of 0.0065 cdpa.

**Void Detection**

The Wigner-Seitz method is commonly used to identify the positions of point defects in crystalline materials in the low-damage limit [67]. This technique imagines the Voronoi tesselation of an ideal lattice. Atoms are placed into these Voronoi volumes, and the number of atoms in each Voronoi volume is counted separately. If the atom positions are close to the reference lattice sites, each volume will be singly occupied. If the atoms are significantly displaced from ideal lattice sites, then some volumes will have zero occupancy, others multiple occupancy. The volumes with zero occupancy are marked as vacancies. In practice, the Voronoi geometry does not need to be calculated, it suffices to find the nearest reference site to each atom.
We are, in principle, free to choose our reference lattice. In the dilute defect case this is rarely a problem - we use the original perfect lattice far from the defect(s). In the dense defect case we need a well-defined method to find the reference. Consider the simulation supercell to be a periodically repeating parallelepiped with repeat vectors $\vec{A}_1, \vec{A}_2, \vec{A}_3$. By definition, for each point $\vec{x}$ there is an equivalent point $\vec{x} + N_1\vec{A}_1 + N_2\vec{A}_2 + N_3\vec{A}_3$, where $N_a$ are integers ($a = \{1, 2, 3\}$).

Now consider a reference lattice of primitive unit cells. This again is a periodically repeating parallelepiped with repeat vectors $\vec{b}_1, \vec{b}_2, \vec{b}_3$. By definition, for each point $\vec{x}$ there is an equivalent point $\vec{x} + n_1\vec{b}_1 + n_2\vec{b}_2 + n_3\vec{b}_3$, where $n_a$ are integers.

For the two cells to be commensurate, it is necessary only for any triplet $\{N_1, N_2, N_3\}$ for there to exist a triplet $\{n_1, n_2, n_3\}$, such that

$$N_1\vec{A}_1 + N_2\vec{A}_2 + N_3\vec{A}_3 = n_1\vec{b}_1 + n_2\vec{b}_2 + n_3\vec{b}_3.$$  \hspace{1cm} (2)

Given the linearity of the problem, this reduces to

$$\vec{A}_a = n_{1a}\vec{b}_1 + n_{2a}\vec{b}_2 + n_{3a}\vec{b}_3,$$  \hspace{1cm} (3)

or, in matrix notation $\mathbf{A} = \mathbf{n}\mathbf{b}$, where $A_{\beta\alpha}$ is the $\beta^{th}$ Cartesian component of the $\alpha^{th}$ vector. The matrix $\mathbf{n}$ is a matrix of nine independent integers, which has the flexibility to consider any combination of axial strains, shears and rotations necessary to fit the primitive unit cell into the simulation supercell.

Given the simulation cell $\mathbf{A}$, and an intention to use, say, a bcc primitive cell with $\vec{b}_1 = a_0[111]$ etc, a fit for the number of unit cell repeats is

$$\mathbf{n} = \text{nint}[\mathbf{b}^{-1}\mathbf{A}],$$  \hspace{1cm} (4)

where nint is the component-wise nearest-integer operator. The best fit unit cell, strained and rotated appropriately, is then

$$\vec{b} = \mathbf{A}\mathbf{n}^{-1}.$$  \hspace{1cm} (5)

Note that there is no requirement for $\mathbf{n}$ to remain constant through a simulation, particularly one with high-dose damage where new crystal planes could be formed. The counts of interstitials and vacant sites are not constrained to be equal.

We may have an estimate for the homogeneous rotation and strain in the system. This can be done by analysing the position of the peaks of the square of the structure factor $S(q) = \sum_i \exp[iq \cdot \vec{r}_i]$, where the sum runs over all atom positions $\vec{r}_i$. Then we have a better starting estimate for the primitive cell $\mathbf{T}^0\vec{b}$, and we can use this in place of $\vec{b}$ in equation (4). We describe how we find a homogeneous transformation matrix $\mathbf{T}^0$ using a real-space method in the appendix.

The primitive unit cell has an associated motif $\vec{y}_i$, $i = \{1, 2 \ldots \}$ associated with it. For the bcc and fcc cases there is only one motif point, but hcp and diamond structure have two. The lattice is invariant under translation of the motif. In the dense defect case, where displacements may be large, there can arise a disregistry between reference lattice and displaced planes of atoms. This will typically manifest as smooth planar regions of point defects. We can therefore say that the optimal translation for the Wigner-Seitz reference is the one with fewest point defects. This is a global minimisation problem, hard to solve generally, as an arbitrarily small displacement may push an atom from matching one reference site to another. We find a good lattice offset with a simple grid search; we search $6 \times 6 \times 6$ trial offsets on a uniform grid, establish the one with the fewest point defects, then refine the grid and search again. This process is repeated a third time, giving a reasonably high-precision estimate for a minimum.

Finally we note that this procedure will still fail if there are multiple grains or phases in the system. We used common neighbour analysis [68][69] to search for subgrains in our simulation boxes, but did not find any. Therefore we leave multi-grain defect detection for future research.

The successful operation of the (WS) method to determine vacancy point defects is illustrated in figure 1.

An alternate choice for void detection is to construct the alpha-hull (AH) from the Delauney tetrahedralisation of the atomic positions.

This method requires a single input parameter, a minimum sphere radius used to determine concave surfaces, and so is highly transferable across atomic structures. It is a robust method for determining the number and location of voids within a body, and is implemented in Ovito as the Construct Surface Mesh modifier [70]. It does, however, produce surfaces with nodes defined by atomic positions. The volume of a monovacancy region is therefore overestimated, and the surface produced does not have the symmetry of the Wigner-Seitz cell. The void-bounding surfaces produced for small vacancy clusters are illustrated in figure 2. Note that for this bcc example, the void surface for a monovacancy is dodecahedral, and encloses a volume $4\Omega_0$. Volumes and surface areas of larger vacancy cluster regions can also be reported, but with no simple linear transformation to determine the number of point defects represented. In figure 2 we illustrate this issue by representing the vacancy count using the AH method as a band. The lower limit assumes one vacancy has volume $4\Omega_0$, and is correct for homogeneous distributions. The upper limit assumes one vacancy has volume $\Omega_0$, and is asymptotically correct for large voids.

Here we develop a new method which sits between W-S and AH. If we know the lattice type, we can define vectors to the expected positions of neighbours. Writing $\vec{x}_i$ as the position of atom $i$, and $\vec{v}_{k,i}$ as the vector from $i$ to the expected location of neighbour $k$, the $k^{th}$ Wigner-Seitz plane passes through the midpoint of $\vec{x}_i$ and $\vec{x}_i + \vec{v}_{k,i}$.
In an ideal lattice, this will have the value zero at atomic positions, rising to one at the Wigner-Seitz cell boundary. If there is a void, then \( \phi(\vec{x}) > 1 \) in this region. We illustrate a \( \phi = 1 \) isosurface bounding small vacancy clusters in figure 2. For bcc we see the isosurface is a truncated octahedron, the correct shape for the Wigner-Seitz cell.

If the lattice is not ideal, but instead has a local strain tensor and rotation, then the vectors to neighbours can be found from those in the reference lattice, \( \{ \vec{v}_{\alpha k,\beta} \} \), by

\[
\vec{v}_{k,\alpha} = \mathbf{T}(\vec{x}_i)\vec{v}_{\alpha k,\beta},
\]

where \( \mathbf{T} = (\mathbf{I} + \epsilon)\mathbf{R} \) is a combined rotation and strain at point \( \vec{x}_i \). We describe how to compute a converged local strain field \( \mathbf{T}(\vec{x}) \) in the appendix.

To compute the isosurface at \( \phi = 1 \) in practice, we note that thermal fluctuations might make small ‘cracks’ appear at isosurface level \( \phi = 1 \), simply because atoms are instantaneously further away from each other than expected. To compensate for this, we can compute the volume and area at isosurface level \( \phi = 1 + \epsilon \), where \( \epsilon \) is a small parameter of the order of the (fractional) vibration lengthscale of the atoms. This effectively redraws the Wigner-Seitz planes slightly further distant from the atoms, shrinking void regions proportionately. We therefore also compute the volume and area derivatives of the isosurface with respect to \( \epsilon \), and extrapolate to find the volume and area at exactly \( \phi = 1 \). Volume and area are not sensitive to the choice of \( \epsilon \), we find taking \( \epsilon = 0.05 \) works well in all cases we have tested. The correct performance of our isosurface algorithm for simple homogeneous vacancies and voids is demonstrated in figure 1, where we show the calculated vacancy concentration for given input vacancy concentrations for W-S, AH and our isosurface method.

In figure 3 we demonstrate where our algorithm differs from W-S. For prismatic vacancy loops with Burgers vectors \( \vec{b} = 1/2(111) \), we find no void space, whereas W-S finds a difference between number of lattice points and atoms. For prismatic vacancy loops with \( \vec{b} = (001) \) relaxed using the MNB potential [59], we find small voids opening at the dislocation core.

Figure 5 illustrates one of our CRA + MD simulation cells at 1 cdpa, using the defect detection algorithms described here. We can see a one-to-one match between the

\[
\phi(\vec{x}) = \min_i \{ \psi_i(\vec{x}) \}.
\]

The region closest to atom \( i \) in the perfect lattice satisfies \( \psi_i(\vec{x}) < 1 \). We can then define a scalar field \( \phi(\vec{x}) \) describing distance from any atomic position as the minimum value of \( \psi_i(\vec{x}) \)

\[
\phi(\vec{x}) = \min_i \{ \psi_i(\vec{x}) \}.
\]

and so is defined by the plane

\[
\left( \frac{2\vec{v}_{k,\alpha}}{|\vec{v}_{k,\alpha}|^2} \right) \cdot (\vec{x} - \vec{x}_i) = 1.
\]

Defining the \( k \)th normal vector as \( \vec{n}_{k,i} = 2\vec{v}_{k,\alpha}/|\vec{v}_{k,\alpha}|^2 \), we can find a scalar field \( \psi_i(\vec{x}) \) defining the distance from atom \( i \) preserving the symmetry of the Wigner-Seitz cell:

\[
\psi_i(\vec{x}) = \max_k \{ |\vec{n}_{k,i} \cdot (\vec{x} - \vec{x}_i)| \}.
\]

The region closest to atom \( i \) in the perfect lattice satisfies \( \psi_i(\vec{x}) < 1 \). We can then define a scalar field \( \phi(\vec{x}) \) describing distance from any atomic position as the minimum value of \( \psi_i(\vec{x}) \)

\[
\psi_i(\vec{x}) = \max_k \{ |\vec{n}_{k,i} \cdot (\vec{x} - \vec{x}_i)| \}.
\]

The region closest to atom \( i \) in the perfect lattice satisfies \( \psi_i(\vec{x}) < 1 \).
voids detected using our isosurfaces method and monovacancies/small vacancy clusters detected with the Wigner-Seitz method, except for at the vacancy dislocation loops. These are readily identified as planar features of higher ‘point defect’ density in the central cell circled by dislocation lines. Note that some isosurfaces cross the periodic boundaries and appear as flecks. The bottom replica shows a slice through the local strain calculation, generated to improve the local estimation of the Wigner-Seitz normal vectors.

**Experimental methods**

Tungsten samples with nominal purity 99.97 at.% were procured from Plansee [71], outgassed, and annealed at 2000 K for 3 minutes, producing large grains 10-50 µm diameter and a low dislocation density estimated at $2 \times 10^{10}$ m$^{-2}$ [72]. The samples were irradiated to different damage dose ranging from 0.001 to 2.3 dpa at the peak maximum using 20.3 MeV W$^{6+}$ self ions at room temperature at the TOF beamline of the 3 MV tandem accelerator at the Max-Planck-Institut für Plasma-
physik. Details can be found in Ref [73]. Damage doses were estimated using the Fast Kinchin-Pease option using SRIM [74, 75], with a threshold displacement energy of 90 eV.

The samples were then exposed simultaneously to a low-temperature deuterium (D) plasma to decorate the produced defects with a moderate ion flux of $5.6 \times 10^{19}$ D m$^{-2}$s$^{-1}$. For the chosen plasma parameters this ion flux hitting the samples contains dominantly $D^{+}$ ions with an energy below 15 eV. The target holder temperature was set with a liquid-cooled thermostat to 370 K, which is adequate to allow D diffusion into the bulk, and hence into the traps, but does not cause evolution of the traps themselves [76]. For these exposure conditions the D retention is trap-limited, rather than diffusion limited, and the solute D atoms are not in equilibrium with the trapped population. A full description of this implantation methodology can be found in Refs [73, 77].

The retained deuterium population was analysed ex situ using the $D(3He,\alpha)\alpha$ nuclear reaction, with eight different $3He$ energies ranging from 500 to 4500 keV chosen to probe the sample depth up to 7.4 µm. A full description of the NRA analysis methodology used is given in Ref [38].

RESULTS AND DISCUSSION

The results of the combined CRA+MD cascade method is shown in Fig. 6. In the figure, the solid line is the massively overlapping cascade simulations and the squares the CRA+Cascade annealing results. The CRA+Cascade annealing results are shown at these increments: before any cascade and after 10, 25, 50, 100, 200, 400, 600, 800, 1000, 1200, 1400 and 1600 cascades. Note that these increments are not linear, and Fig. 6 shows a dramatic change in vacancy concentration in the first few cascades, which ultimately slows to convergence.

Firstly, looking at the three lowest starting points, lowest doses in the CRA method, we can clearly see the cascade annealing effect, reducing the fraction of vacancies. This reduction continues until the solid line (MD-only simulations) is reached. We observe that as the number of cascades increases past this point, so does the vacancy fraction, in excellent agreement with the solid line. This validates that the combined method is resulting in the same defect concentration as the massively overlapping cascade simulations, however, here already with a speed up of a factor 2-5 depending on the CRA starting point.

Secondly, looking at the high dose starting points, we again can observe a huge effect of cascade annealing in the beginning, with a small effect at the end of the run. We see a saturation of vacancy concentration at a level of 0.3 at.%. With the direct validation against massively overlapping cascades at the lower doses and with the qualitative agreement (both defect concentration level and overall behaviour), we have shown this combined technique to be very effective on obtaining microstructures at very high dose - the microstructures obtained by combining CRA + MD can result in a dose which would require about 1 million overlapping cascade simulations. This represents a dramatic speed-up on the order of 5000.

The resulting counts of all point defect types determined for our high-dose simulations is shown in figure 7. We find the interstitial count, and the total count of vacant lattice sites using the W-S method. The proportion of vacancies in vacancy loops is found by subtracting the vacancies counted using the isosurface method from the total Wigner-Seitz count of vacant lattice sites. We see that the atomic fraction of vacancies increases linearly with dose at low fluence, but tends to saturate at high fluence, with CRA at 3 at.% and CRA+MD at 0.3 at.%. This order of magnitude difference is clearly very significant for predicting properties of highly irradiated materials, and demonstrates the importance of relaxing CRA simulations. The interstitial count is seen to follow the vacancy count at low fluence - this is an expected consequence of defects being generated as Frenkel pairs. But at high fluence interstitial dislocation loops extend across the periodic boundaries of the cell and form complete planes of atoms, with residual network dislocations.

For the simulation in Figure 5, the matrix of primitive cell repeats is

$$n = \begin{pmatrix} 0 & 64 & 201 \\ 64 & 0 & 201 \\ 64 & 64 & 1 \end{pmatrix}, \quad (10)$$

indicating that, compared to the original zero dose simu-
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FIG. 7. A count of point defects for high dose microstructure simulations. Interstitials counted using W-S method. Vacancies in clusters counted using isosurface method, and vacancies in loops taken as difference between total vacant lattice sites (W-S) and vacancies in clusters. Open symbols—result using CRA simulations alone. Solid symbols—result using CRA+MD relaxed simulations. The lines are to guide the eye between sets of points.

It is notable that this split between interstitial and vacancy count occurs earlier in the relaxed simulations, at 0.01 dpa compared to 0.1 dpa in the CRA only simulations. This occurs because the MD simulations provide sufficient energy for defect clusters to overcome thermal barriers. We also see that vacancy loops emerge naturally in both CRA and CRA+MD simulations, and with a similar atomic fraction, at the point where interstitial and vacancy counts diverge. They can be clearly seen in figure 5. These vacancy loops are generated by interstitial loop coalescence: when the interstitials coalesce to form a plane they will not do so with 100% coverage, but rather will leave small gaps. These gaps remain bounded by edge dislocation lines. They are, by definition therefore, vacancy loops.

In order to make an estimate for the amount of hydrogen that can be retained in the material from the defect concentrations computed above, we need to estimate the trapping efficiency of the defects in our simulated microstructure. This has been studied in detail in Ref. 78 for the 0.23 dpa data point shown in Figure 8. There the authors simulated the experimental results using a macroscopic rate equation code 79, using three defect types 80 with trapping energies corresponding to monovacancies and vacancy clusters. As this modelling gives a good fit to the experimental data, without recourse to hydrogen trapping on other defects, we will also assume here that it is the vacancies which are most significant in relation to hydrogen retention.

Our approach will differ by how we determine the count of trapped deuterium (D) atoms per vacancy. Previously, a great deal of work has gone into evaluating trapping energies for individual traps [81], and this information is invaluable for modelling outgassing as a function of temperature, such as in thermal desorption spectroscopy. Here our goal is only to determine the maximum retained deuterium. We instead use a model inspired by Hayward and Fu [51, 82]. They showed, using density functional calculations, that hydrogen saturates the surface of vacancy clusters in $\alpha$-Fe before forming $\text{H}_2$ gas bubbles within, so that the important parameter was the void surface area. In tungsten this is likely also to be so, as in our simulations the vacancy clusters do not grow significantly. Given that the monovacancy is generally considered to trap up to 5 hydrogen atoms at room temperature [80], and that these occupy 5/6 of the $[1/200]$ interstitial positions surrounding the vacant site, we can use the simple model that the surface area of a monovacancy is 5/6 occupied. For a general vacancy cluster with surface area $\Sigma$, computed using the isosurface method above, we say the D retention is

$$n_D = \frac{5}{6} \frac{\Sigma}{\Sigma_V},$$

where $\Sigma_V$ is the surface area of a monovacancy.

Figure 8 shows the final result of our study, an estimation of the maximum deuterium concentration possible in our irradiated simulation cells, compared with direct NRA measurements of the concentration of D in irradiated tungsten. We see that the CRA only simulations greatly overestimate the saturation level, suggesting a D concentration over 10 at.%. This is understood as a consequence of the overestimation of vacancy-type defects in CRA due to the lack of relaxation processes. The CRA+MD simulations however make an excellent estimation of the D retention, at order 1.5-2.0 at.% in the saturation limit.

The most significant difference between the experimentally measured D concentration and our simulated estimate is the offsetting of the damage scale (x-axis). This is not unexpected in this case, as the simulations use a canonical measure of the number of vacancies inserted into the simulation, whereas the experiment uses a measure defined by counting the number of Frenkel pairs created in binary collisions assuming an uncertain threshold energy for this process. The experiment also can allow some additional long-time thermal relaxation of defects at room temperature which can not presently be simulated.

CONCLUSIONS

In this paper we have demonstrated how to generate converged highly irradiated microstructures to high
doses with a combination of (static) CRA and molecular dynamics cascades. In matching the definition of canonical displacements per atom we also match almost perfectly the defect content of MD cascade simulations and CRA+MD simulations, which in turn means we have proved the two simulation techniques are compatible.

We have shown that the Wigner-Seitz methodology for finding defects can be employed in these highly damaged cells, provided we take care. We discussed how to generate the correct reference lattice, even when the simulation cell is sheared or rotated, using a very simple matrix inversion. We refined this reference lattice by taking into account the measurable homogeneous deformation, and adjusting the offset of the lattice motif. We further showed that this standard measure of the occupation of lattice sites gives a good estimator of the point defect numbers, but if we want to discriminate between vacancies appearing as voids and those appearing in vacancy loops we can do this by finding isosurfaces in the Wigner-Seitz occupation. By this means we were able to compute not just the number of vacant reference lattice sites, but rather the surface area of voids in the simulation.

In our simulations the relaxation is performed by MD cascades rather than "true" thermal annealing, and so there is little vacancy mobility, and little void growth. This is probably a reasonable assumption to compare to experiments performed at temperatures below the onset of vacancy mobility, as we have done here, but our methodology for generating microstructures will need to be supplemented by thermal annealing to compare to higher temperature experimental results. There are few divacancies, and the surface area of a divacancy is just slightly under the surface area of two monovacancies. Therefore the fractional surface area measured is, in this case, a close match to the fraction of vacant lattice sites.

Importantly we have shown that our methodology continues to work accurately even when voids do develop.

We have found that the surface area develops linearly with dose for low dose, but then flattens and saturates between 0.01 and 0.1 dpa. Using a simple model for hydrogen retention, based on 5/6 of the possible vacancy cluster surface area being occupied, we get a very good match to the concentration of retained hydrogen implanted from a plasma into irradiated tungsten.

As our model for hydrogen retention is essentially parameter-free, depending solely on a robust estimation of the total vacancy surface area, we would expect it to reproduce the changes in hydrogen retention due to changes in microstructure observed by changing the elastic boundary conditions, or by introducing impurity atom types.
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APPENDIX

Computing Local Roto-Strain field

In this section we will describe the algorithm used to compute the local rotation and strain fields. This is done with an iterative real space method. If we know the lattice type, then from atom $i$ at position $\mathbf{x}_i$, we would expect to find its $k$th neighbour at position $(\mathbf{x}_i + \mathbf{v}_{k,i})_{\min}$ if the lattice were locally perfect [89]. In the perfect crystal, each atom in the same sublattice is expected to have neighbours at the same vector positions. If we actually find that atom $i$ has a neighbour at a position $\mathbf{x}_i + \mathbf{v}_{k,i}$, where $\mathbf{v}_{k,i}$ is not the expected ideal lattice vector, then we can use this information to find the local strain. This is a simple task where strains are small, but around a dislocation core this may not be true and care must be taken.

The basis of the strain-finding algorithm is to minimise a fitting function of the form

$$S_i = \sum_k \left( \mathbf{T} \mathbf{v}_{k,i}^0 + \mathbf{\delta} - \mathbf{v}_{k,i} \right)^2,$$  \hspace{1cm} (12)

with respect to the nine matrix elements of the matrix $\mathbf{T}$ and the three elements of a uniform vector offset $\mathbf{\delta}$.  
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Differentiating equation [12] with respect to these twelve elements gives a set of simultaneous linear equations, which can be solved with the Lapack routine DSYSV. In our code we use a simple link-cell list [84] to find the neighbours of atom \( i \). This returns an unsorted list of neighbour vectors \( \vec{v}_{i,j} \). We sort this list by pairing each member of \( \vec{v}_{j,i} \) with the expected vector \( \vec{v}_{k,i} \) which has the smallest separation \( |\vec{v}_{j,i} - \vec{v}_{k,i}| \), rejecting any vector for which \( |\vec{v}_{j,i} - \vec{v}_{k,i}| > a_0/4 \) for all \( k \), where \( a_0 \) is the lattice parameter. With the list sorted we can minimise the fit function, but we could still find unexpected results if we applied equation [12] unthinking atom-by-atom, as our matching is making an implicit assumption that the strain is small.

To ensure a reasonably smoothly varying local strain, we note that we can add weighting and an initial guess to equation [12]. Let us imagine we have minimised \( \sum_i S_i \) and found a global homogeneous strain \( T^0 \) and offset \( \tilde{\delta} \), which best matches all the atoms simultaneously. We can now write \( \vec{v}_{k,i} = T^0 \vec{v}_{k,i} + \tilde{\delta} \), and pair the observed set of neighbours to this new set of expected positions. Then we can optimise

\[
S = \sum_i w_i \sum_k \left( T \vec{v}_{k,i} + \tilde{\delta} - \vec{v}_{k,i} \right)^2 , \tag{13}
\]

where now \( \vec{v}_{k,i} \) is a neighbour to atom \( i \) paired with expected neighbour vector \( \vec{v}_{k,i}^0 \), and \( w_i \) is a weighting for atom \( i \). This is the same set of simultaneous equations, but now each expected neighbour position is strained, rotated and shifted.

We can make a locally varying estimate of the strain by setting the weights \( w_i \) with a Gaussian function centred on a point \( \bar{x} \) and width \( \sigma \).

\[
w_i = \text{Exp} \left[ -\frac{|\bar{x}_i - \bar{x}|^2}{2\sigma^2} \right] . \tag{14}
\]

Now minimising equation [13] finds the best strain locally to \( \bar{x} \). If \( \sigma = \infty \), then each atom is weighted equally, and equation [13] returns a slightly improved solution to the homogeneous strain given by the matrix product \( T T^0 \), and offset \( T \tilde{\delta} + \tilde{\delta} \). If our initial guess was good, we expect \( T \) to be close to the identity and \( |\tilde{\delta}| \) small.

To refine the local strains, we compute equation [13] on an evenly-spaced mesh of nodes spanning the supercell with spacing \( \sigma \) set to the shortest supercell dimension, and \( \bar{x} \) placed on each node in turn, taking the homogeneous solution \( \vec{v}_{k,i}^0 \) as our initial guess. This gives a new set of spatially varying strains \( T^1(\bar{x}) = T(\bar{x})T^0 \), and displacements \( \tilde{\delta}^1(\bar{x}) = T(\bar{x})\tilde{\delta} + \tilde{\delta}(\bar{x}) \) on the nodes. Importantly, because we have chosen \( \sigma \) to be large, this makes \( T(\bar{x}) \) near unity and slowly varying.

We then make a linear interpolation of strains and displacements to a new mesh of nodes with spacing \( \sigma/4 \), to seed a new spatially refined estimate of the expected atom positions, \( \vec{v}_{k,i}^1 = T^1(\bar{x})\vec{v}_{k,i}^0 + \tilde{\delta} \). This process is iterated, each time reducing the mesh spacing, computing a small local change in the strain and displacement, and the small local change in the expected positions of the neighbours. By this process we can build up a potentially large local transformation from small incremental steps. We stop the iteration at the \( n^{th} \) level when \( \sigma \approx a_0 \), and we have an evenly spaced mesh of nodes with the spacing of the lattice parameter.

Note that the derivative of the local displacement vector \( \tilde{\delta}^n \) produced at the end of the iteration is not related to the local strain- these displacements are only used to match observed neighbours to expected neighbours and improve the fit for the strain. We discard it.

The final local rotostrain transformation \( T(\bar{x}) \) at a general point \( \bar{x} \) used in equation [3] is needed as a continuous field, so is taken to be the linear interpolation of the final iteration \( T^n(\bar{x}) \) computed on the eight nodes nearest to \( \bar{x} \).