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Abstract: For many university students, commuting to and from campus constitutes a large proportion of their daily movement, and therefore it may influence their ability and willingness to spend time on campus or to participate in campus activities. To assess student engagement on campus, we collected smartphone GPS location histories from volunteers (n = 280) attending university in a major Canadian city. We investigated how campus visit length and frequency were related to characteristics of the commute using Bayesian regression models. Slower commutes and commutes over longer distances were associated with more time spent but less frequent visits to campus. Our results demonstrate that exposure to campus life, and therefore the potential for student engagement, may relate not just to whether a student lives on or near campus, but also to urban environmental factors that interact to influence the commuting experience.
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1. Introduction

Post-secondary education has become an increasingly popular option for high school graduates [1]. Increases in campus participation have not necessarily been paralleled by more students living on or near campus, resulting in an increase in the proportion of students who need to commute to classes [2]. In 2016, there were almost 1.2 million students in degree programs on Canadian campuses [3,4] and commuting students made up one-third or more of this population [2,5,6].

In general, commuting has important consequences for individuals [7], as it can occupy a large proportion of the day and represents a substantial component of their ongoing day-to-day activities. Individual commutes can vary substantially in terms of distance, speed, and mode of transport [8]. Understanding how differences among commutes and how they may relate to student engagement in campus activities is a relatively unresearched area in Canada. Therefore, studying the overall experience for students, may offer evidence-based support for strategies intended to improve student engagement, which may include shorter commute times or no commute by increasing campus housing or timetable selection and structuring [8].

The National Survey of Student Engagement (NSSE), which in the last decade has become an essential analytical tool for Canadian universities provides data on educational quality. The time and effort that students spend on academic pursuits and campus activities has been conceptualised as student engagement [9]. Factors that influence attendance that are in the control of the university include living on/off campus, lecture schedule options available to the students, and transportation to and from campus [10]. Studies have shown...
that commuter students tend to score lower on engagement metrics [9,11,12]. In contrast, living in a campus residence has been identified as the single most important variable explaining academic engagement [11,13]. While commuting to campus is considered non-traditional in parts of the world (e.g., Europe) [14,15], such findings are concerning given the large proportion of commuter students that are increasingly represented in campus populations at North American universities [2]. Additionally, many studies comparing the engagement of commuter and residential students treat commuting as a binary experience and do not consider the conditions of the commute itself. Due to the variations in student commuter experiences, it may be important for each institution to study its commuters, and to use information specific to the university’s environment to guide policy and programs rather than basing decisions on aggregate data collected at a national scale [16,17].

Differences in students’ commuting behaviours may be driven by economic decisions such as staying with family members to reduce living costs. The decision to choose to commute by public transport or using a personal vehicle, rather than an active form of travel such as walking or cycling, can also be influenced by a student’s economic status [18]. For students living in residential suburbs, this combination of factors may result in long-distance and time-consuming commutes from areas that, in many North American cities, may be relatively poor in terms of affordable access to public transportation options [19]. In general, students use a variety of methods (i.e., mode share) to commute to and from campus. In Canada, almost half of all students drive, either alone (34%) or with others (11%), 25% use public transportation and 20% walk to campus [20].

The commute demands a large portion of time during a student’s day and likely plays a role when planning their university course schedule and deciding how much time they will be able to spend on campus [21]. A measure of how much time students spend on campus can give valuable insight into student’s real-time engagement in campus activities and how this correlates with their commuting behavior. For example, daily commutes may be seen by students as more demanding than commuting a couple of times a week. In this case, the risks of non-engagement and isolation may be greater, however the challenges of commuting are reduced. Similarly, how long students remain on campus per visit is likely influenced by the ease of the associated commute.

The recent introduction of GPS data collected from smartphones to mobility and transport research allows for real-time tracking of locations following the daily travelled routes of individuals, thereby, describing spatial behaviour more precisely than traditional sources of data [22,23]. Such data collection methods provide high-precision activity measures [24] without the need for a large financial investment in technology [25]. Qualitative and questionnaire-based analysis of students’ travel has been described extensively [26]. Previous pilot research used smartphone applications to track student travel patterns during a public transportation bus lockout [27]. Another pilot study in Barcelona used GPS tracking on smartphones to compare the urban travel patterns of students and faculty, reporting that students had smaller activity spaces than their professors [25]. Travel patterns of students have also been explored using GPS smartphone data to understand their travel times and activity spaces around their campus [28]. Despite these recent studies, travel behaviour analysis [29] has yet to be applied to commuting students even though it has been used in other populations [30,31]. This is surprising considering their high representation among the commuting public [32,33]. Although questionnaire-based data on student engagement involves information on time spent on campus [34], it is much more straightforward to extract this information from the measurement of GPS location data.

In this study, we used student smartphone GPS location data to investigate how a student’s residential location relative to campus and the characteristics of their commute influence time spent on the campus. We characterised engagement indirectly in terms of the duration of the campus visit per commute, and the weekly frequency of visits, which are likely to increase if students are more involved in both curricular and extra-curricular campus activities. Students face a trade-off between time and energy expended through commuting versus time spent on campus. We investigated if a student’s time on campus
was related to factors associated with their campus commute, such as distance, speed and variables that characterise ease of commute, as well as temporal covariates such as time of the year (semester) and the day of the week.

We compared multiple models representing competing hypotheses for factors that influence the length and frequency of campus visits; these include models with variables calculated using information on an individual’s residence (i.e., that could be obtained from a GIS analysis using home address) and models that incorporate characteristics of the commute (i.e., from spatial and temporal descriptors that have been estimated from the archive of smartphone GPS location data). We predicted that when students have a more challenging commute (e.g., further, longer, using active or public modes of transport), they will increase their visit duration to campus, but reduce their visit frequency. Conversely, we predicted that students facing an easier commute (e.g., shorter, faster, or using a personal vehicle) would decrease their time on campus through shorter but more frequent visits. Lastly, we predicted that students would spend more time on campus and visit campus more frequently based on their course schedule, i.e., during the fall and winter semesters and would spend more time on campus during the week relative to the weekends.

2. Materials and Methods

2.1. Study Area

This study was conducted in the City of Calgary, Alberta, which is the fourth largest metropolitan area in Canada by population (1.47 million) [35] and is home to several post-secondary institutions, the largest being the University of Calgary with approximately 33,000 students [36]. The university is situated in the northwest quadrant of the city and is located on several bus routes and the light-rail transit (LRT) line, which connects the campus with the downtown core as well as other areas of the city (see Figure 1). Like many urban universities in North America, the University is primarily a commuter campus, with ~95,000 commute bouts taking place daily (79%) [37]. Based on a 2015 survey of student commuting habits (1016 students) [38], the majority of University of Calgary students (54.3%) use public transportation as their main mode of commute, while the remaining students use personal motorised transport (25.4%) or use active forms of transport such as walking or cycling (20.1%).

2.2. Mobile Phone GPS Data

We recruited 280 University of Calgary students over a two-year period starting in April 2015. Students volunteered GPS location data, downloaded from personal Google Android devices using the “takeout” service freely provided by Google [39]. A full description of the data collection methods has been previously published in Galpern et al. [24]. All spatial data was filtered and removed if the locations fell outside the City of Calgary boundaries. To improve the quality, we also excluded data where the spatial accuracy was greater than 100 m, and relocation frequency (time between location t and location t + 1) was less than 30 s, which may be caused by several factors including a poor GPS signal. We then created linear features between consecutive GPS relocations (hereby referred to as “steps”). In addition, we calculated speed as the step length (Euclidean distance between two consecutive relations) divided by the time interval (km/h), and removed any locations where this was greater than 150 km/h.
Figure 1. Map of study area. University of Calgary campus location can be seen in green. Transport infrastructure, visible on the map includes bus routes (yellow), LRT line (bold red) and highways (red). Different quadrants are defined by varying shadings (grey).
2.3. Identifying Residence–Campus Commutes

We defined a student’s primary place of residence as the most used location between 2200 and 0500 h. We calculated residence locations for each participant–month combination for each year, as students may reside in multiple residences across a single calendar year. All locations within a 200-metre buffer of the participant’s residence and those within the boundaries of the University of Calgary campus were categorized as being at the residence location or campus location, respectively, and intermediary relocations were grouped and classified as a single commuter “bout”. Several variables, predicted to influence the time each participant would spend on campus, were extracted for each commuter bout (see Table 1). We then combined to and from campus bouts to identify campus “trips”. Trips consisted of all steps combined into a single linear feature (see above). To avoid including trips that were poor representations of the actual routes taken by participants, we removed any trips that contained on average less than one location per kilometre and any that contained steps (i.e., segments that are combined to create the trip) longer than 10 km. We also removed bouts that were longer than two hours, as these were likely bouts that were indirect trips to or from campus.

Table 1. Covariates predicted to influence commuting students’ time spent on campus.

| Type               | Variable Name                      | Source                                                                 |
|--------------------|------------------------------------|------------------------------------------------------------------------|
| Temporal           | Commute time                       | Time between point leaving home and arriving on campus (hours)         |
|                    | Year                               | Weekend versus weekday                                                 |
|                    | Weekday                            |                                                                        |
| Spatial (local)    | Bus and LRT                        | Length of bus and LRT routes within 500 m buffer of home              |
|                    | Speed                              | Distance from campus/commute time                                     |
|                    | Network warp                       | Mean network warp within 500 m buffer of home                         |
|                    | Euclidean length                   | Euclidean distance between home and nearest edge of campus (metres)   |
|                    | Quadrant                           | Quadrant of city home is located                                      |
| Spatial (commute)  | Average speed                      | Cumulative step length/commute time                                   |
|                    | Commute length                     | Sum of distance between consecutive relocations (steps) within bout    |
|                    | Proportion on highway              | Proportion of points along commute within 100 m of a highway          |
|                    | Proportion on LRT                  | Proportion of points along commute within 100 m of LRT               |
|                    | Proportion on bus route            | Proportion of points along commute within 100 m of a bus route        |
| Random effects     | Participant ID                     |                                                                        |
|                    | Bout type                          | Home to campus/campus to home                                         |
|                    | Trip ID                            |                                                                        |

2.4. Campus Experience

We used two proxy measures for student campus engagement: (1) duration of campus visit, calculated as the proportion of the day spent on campus per visit; and (2) visit frequency, calculated as the number of days with campus visits per week. We identified each visit to campus and quantified the amount of time the participant spent within the campus boundary by subtracting the time of the first point on campus from the last point before leaving campus to return home (in hours) and then dividing by hours of the day (24). For visit frequency, we summed the number of days that included a campus trip and calculated the mean values across each week for each independent variable.

2.5. Analysis

We constructed Bayesian multi-level regression models [40] and used LOOIC criteria [41,42] to compare model performance (see Table 2). Specifically, we contrasted spatial...
covariates that were constructed using information on the home location of the participant (local), with spatial and temporal covariates measured using information along the route taken to and from campus (commute).

Table 2. Description of candidate models included in our two model sets: (1) visit length and (2) visit frequency. The notation “1|” represents a random effect, “*” represents an interaction effect and “s” indicates that the variable was incorporated as a spline term, rather than a linear effect.

| Response Variable | Model Set | Model Name | Model Structure |
|-------------------|-----------|------------|-----------------|
| Visit length      | Local     | Spline     | visit_length ~ s (euclidean_length) + network_warp + length_bus + length_ctrain + length_highways + quadrant + weekday + year + semester + (1|trip*bout_type) + (1|userid) |
|                   | Distance  |            | visit_length ~ euclidean_length + network_warp + length_bus + length_ctrain + length_highways + quadrant + weekday + year + semester + (1|trip*bout_type) + (1|userid) |
|                   | Base      |            | visit_length ~ euclidean_length + weekday + semester + year + (1|trip*bout_type) + (1|userid) |
| Commute           | Spline    |            | visit_length ~ s (commute_length * speed) + network_warp + prop_bus + prop_ctrain + prop_highways + weekday + year + semester + quadrant + (1|trip*bout_type) + (1|userid) |
| Speed             |           |            | commute_length * speed + network_warp + prop_bus + prop_ctrain + prop_highways + weekday + year + semester + quadrant + (1|trip*bout_type) + (1|userid) |
|                   | Distance  |            | visit_length ~ commute_length + network_warp + prop_bus + prop_ctrain + prop_highways + weekday + year + semester + quadrant + (1|trip*bout_type) + (1|userid) |
|                   | Base      |            | visit_length ~ commute_length + weekday + semester + year + (1|trip*bout_type) + (1|userid) |
| Visit frequency   | Local     | Spline     | visit_freq ~ s (euclidean_length) + network_warp + length_bus + length_ctrain + length_highways + weekday + year + semester + quadrant |
|                   | Distance  |            | visit_freq ~ euclidean_length + network_warp + length_bus + length_ctrain + length_highways + weekday + year + semester + quadrant |
|                   | Base      |            | visit_freq ~ commute_length + weekday + semester + year + (1|trip*bout_type) + (1|userid) |
| Commute           | Spline    |            | visit_freq ~ s (commute_length * speed) + network_warp + prop_bus + prop_ctrain + prop_highways + year + semester + quadrant + (1|trip*bout_type) + (1|userid) |
| Speed             |           |            | visit_freq ~ commute_length * speed + network_warp + prop_bus + prop_ctrain + prop_highways + year + semester + quadrant + (1|trip*bout_type) + (1|userid) |
|                   | Distance  |            | visit_freq ~ commute_length + network_warp + prop_bus + prop_ctrain + prop_highways + year + semester + quadrant + (1|trip*bout_type) + (1|userid) |
|                   | Base      |            | visit_freq ~ commute_length + semester + year + (1|trip*bout_type) + (1|userid) |

We fit the daily proportion of time spent on campus (visit length) as a beta distributed response variable, and the number of days of the week that included a campus visit (visit frequency) was modelled as a cumulative ordered logit response [43]. We included a nested group-level intercept of trip ID (visit length models only), week (visit frequency models only), and whether it was to campus or from campus bout. For both measures of campus engagement, we included participant ID as a random effect on the intercept to control for unmeasured variations in individual behaviour.

All continuous independent variables were scaled and centered to improve model convergence and allow for comparison of effect sizes across variables. We used the brms package [43] in R [44] to fit the models. Each model was run with four MCMC chains.
with 1000 warmup iterations followed by 1000 sampling iterations, with vague priors for all coefficients.

3. Results

Between 2015 and 2017, we identified 30,877 bouts to and from the University of Calgary campus and the associated length of campus visits by 168 participants (mean number of bouts per participant = 184, range = 11–1218). Bouts contained an average of 13 locations (range = 2–180), which when taking distance and time into account, translated into an average of 3.1 locations per km (range = 1–65), and an average of 35.6 locations per hour (range = 1–240), respectively. We calculated 11,641 weekly visit frequencies (mean per participant = 69.3, range = 8–330). Each week consisted of an average of 4.5 recorded bouts per week (range = 1–26). Campus visit length per round-trip commute varied both within and across participants (mean visit length = 6.31 h, range = 2.4–11.3, standard deviation (SD) across participants = 1.69, mean SD within participants = 2.93). Similarly, there was variation across participants in terms of how many weekdays they undertook a commute to campus (mean visit frequency = 3.1 days per week per participant, range = 1–4.6, SD across participants = 0.74, mean SD within participants = 1.19).

3.1. Model Comparison

We compared model support using leave one out (LOO) information criteria, a well-established method for Bayesian model comparison [41]. To estimate the relative confidence in each model, we calculated the model weights using pseudo-Bayesian model averaging (pseudo-BMA).

In both model sets (see Table 2), the highest-supported models were the full commute models. Pseudo-BMA model averaging resulted in 100% support in the full commuting model. Model support was considerably higher for the full model incorporating variables along the commute compared to models that included variables related only to participants’ proposed residences. Given the high statistical support for the full commute model, the remainder of the results discussion pertains to the full commute model.

3.2. Visit Length

The distribution of posterior probability estimates for beta coefficients are shown in Figure 2a. Commutes that contained high proportions of bus routes were associated with increased visit lengths ($\beta_{\text{bus}} = 0.03$; Figure 2a). Positive associations (i.e., beta coefficient values greater than zero) were also estimated for the proportion of LRT line ($\beta_{\text{LRT}} = 0.01$, Figure 2a) and highways ($\beta_{\text{highways}} = 0.02$, Figure 2a), however, with a smaller effect size. Commutes from homes with higher surrounding street connectivity (network warp) were also associated with longer stays on campus ($\beta_{\text{network warp}} = 0.05$; Figure 2a). Visit length was highest during the winter ($\beta_{\text{winter | fall}} = 0.05$, Figure 2b) and lowest during the summer ($\beta_{\text{summer | fall}} = -0.12$, Figure 2b) semester and participants had considerably shorter campus visits during the weekend relative to the weekday ($\beta_{\text{weekend | weekday}} = -0.30$; Figure 2b). Visit length varied depending on where the participant’s residence was located, and those participants located in the southwest quadrant spent the least amount of time on campus.
The relationship between commute length and visit length varied based on the average speed of the commute (see Figure 3a). Visit length increased as commute length increased when the average speed along the commute was high (95th quantile = 34 km/h), however, the inverse was true when the average speed of the commute was low (5th quantile = 3 km/h).

(a) (b)

Figure 2. Estimated posterior probability distributions for parameters representing spatial variables for: (a) visit length and (b) visit frequency, and temporal variables for (c) visit length and (d) visit frequency. All distributions presented here were estimated using the full commute models.

(a) (b)

Figure 3. Posterior distribution of predicted (a) visit length and (b) visit frequency as a function of commute distance (kms) for average high (red) and low (blue) speed commutes. Shading represents 95% credible intervals.
3.3. Visit Frequency

Distributions of posterior probability estimates for beta coefficients can be seen in Figure 2b,d. Similar patterns were identified as estimated for visit length, however, a greater proportion of the probability mass was near zero, suggesting there is less evidence for these effects (i.e., the probability of a non-zero coefficient is lower) (Figure 2b,d). Visit frequency was positively associated with proportion of commute along bus routes ($\beta_{bus} = 0.05$; Figure 2b), as well as with network warp ($\beta_{network warp} = 0.14$; Figure 2a).

The relationship between visit frequency and commute length was influenced by the average speed of commute for that week. In summary, students tended to visit campus more frequently when the commute speed was fast and independent of the commute distance (see Figure 3b). More specifically, weeks where the commute speed was low, students were more likely to visit for 1–2 days of the week relative to 4–5 days of the week as the distance of the commute increased (see Figure 4a). However, a fast commute resulted in participants being more likely to visit campus 4–5 days of the week at intermediate commute lengths, however, this probability dropped off for short and long commutes (see Figure 4b).

Figure 4. Posterior probability estimates for number of days of the week commuting to campus as a function of commute distance for a (a) slow commute and (b) fast commute, for different number of weekdays the student visited campus. Estimate represents the probability of visiting campus a specific number of times per week, as denoted by line colour.

4. Discussion

Our results demonstrate that both the length of campus visits and the frequency of visits to campus by students are influenced by characteristics of their campus commute, including distance and average speed of the commute. Students spent more hours of the day on campus when they lived further from campus, however, this was only true if they had a relatively high-speed commute. Students with slow commutes tended to come to the campus fewer days of the week, and even less frequently if they lived farther from campus. These results expand upon previous studies that have attempted to identify differences in student engagement brought on by commuting patterns [12,45,46], by incorporating measures of the commute itself and showing that such variables influence students’ time spent on campus. Additionally, incorporating metrics estimated using spatially and temporally resolved GPS location data helps to further increase our understanding of the above relationship when compared to models that only incorporate residence-specific variables, which can be easily obtained through survey methods. This result highlights the value and role that smartphone GPS data can play in improving our understanding of the relationship between commuting and student engagement.

Students increase their time on campus per visit if their commute overlaps with public transit routes, specifically bus routes. In terms of speed and duration, public transport is likely seen as a more invested commute than using a personal vehicle [47]. Public transport is also a more active commute, typically requiring walking to and from transit.
stops. Students, therefore, choose to maximise their time on campus if the commute is time demanding. The lack of a similarly strong relationship with visit frequency potentially reflects reduced flexibility when it comes to visits to campus when compared to the duration they choose to spend on campus. We observed this in how students alter the visit length and frequency as a function of temporal variables. Students showed different visit durations based on semester, however, the number of days of the week that they came to campus was consistent across semesters. This is unsurprising as students are required to be on campus for a set number of days, irrespective of the semester. Therefore, visit frequency is more constrained by a student’s timetable than the duration of their visit and is less responsive to external features such as semester, or more fine-scale commute characteristics.

Current research has shown that commuting students vary their levels of engagement based on whether or not they are living with their parents \[48, 49\]. Low network warp, i.e., low street connectivity, is strongly associated with suburban areas of the city \[24\]. Our finding that both visit length and frequency are positively associated with network warp is interesting, particularly given that suburban areas are more likely associated with family-living. This result could be indicative that students living with parents may be less engaged in their university experience as a whole. In our study case, this was represented by reduced time spent on campus. This relationship is indirect however, and further details specific to individual’s living arrangements would clarify if this relationship is causal rather than driven by an alternative, unknown variable. High network warp is also associated with more pedestrian behaviour in Calgary \[24\], and increased engagement may result from the improved ease of walking near home, for example, when home is near campus, or from home to a nearby transit stop.

To date, there has been limited research looking at variation in students’ commutes and how this influences their level of engagement. The distance of students’ commutes to campus varied from as little as 300 m to as much as 30 km, with the average speed ranging from 1 km/h to 50 km/h, most likely representing the use of different forms of transportation. To treat students with such variable commuting experiences as equal is unrealistic and likely masks considerable differences in their behaviour associated with campus engagement. As we show here, further and slower commutes result in longer stays on campus but fewer visits per week. Such a tradeoff between visit frequency, and duration of stay when students do make the commute, should be of significant interest to universities. This result could be especially pertinent if students are picking courses to fit a timetable that allows for longer, but fewer days, rather than due to a genuine academic interest in the course itself \[50, 51\]. Additionally, such behaviour could limit extracurricular involvement, which may occur at times that would require an additional commute. This conclusion demonstrates how the characteristics of the commute itself may have a positive or negative impact on students’ campus engagement by altering when and for how long they are willing and able to spend time on campus \[11, 52, 53\].

The use of students’ smartphone GPS location data to characterise commuting behaviour as well as estimate proxies for student engagement is novel and builds on previous research by incorporating fine-scale spatio-temporal information on how students choose to travel to university campus. Our results showed that by incorporating such information, we were able to improve model support when compared to models that only included information relative to students’ homes. The latter data is such that could be easily obtained through survey-based approaches. Spatio-temporally resolved data on the commute itself would normally require more extensive travel log-based approaches \[54\]. Smartphone GPS location data is an excellent alternative that allows for the collection of relatively unbiased, high-resolution data in large sample sizes \[22, 24\]. These data, although offering these advantages, come with their own limitations. For example, to obtain data on time spent on campus and commute behaviour requires students to carry their phones on their person and for the phone to be switched on. Additionally, individual phones vary in their frequency and accuracy of GPS location collection, and this is important to consider when exploring movement-based analyses where the frequency of relocation influences...
the precision by which we can identify the route taken by an individual. Additionally, although this approach reduces several caveats associated with bias from survey-based methods, smartphone GPS data collection is volunteered by individuals, and therefore, might still be influenced by participation bias [22,24]. Incorporating a group-level effect for the participant controls for potential individual-level variation in phone-use and other factors such as battery life of the phone, and potential differences in location frequency and accuracy. Despite this, we recommend collecting survey information alongside GPS location data to better partition and resolve such attributes that could explain unknown variance. Controlling for variation in relocation frequency requires either thorough data checks and removal (as we did in this study), more nuanced statistical approaches or greater control over the smartphones GPS settings prior to data collection, most often through the use of a GPS app that obtains GPS locations at a fixed temporal interval.

5. Conclusions

In conclusion, by using a novel dataset in the form of smartphone GPS location data, this study identified how aspects of students’ commutes to campus impact the time they spend on campus, which we interpreted as a measure of student engagement. By looking beyond defining individuals as either resident or commuter students, we have shown that factors that characterise a commute i.e., distance and average speed, influence the length of students’ visits to campus as well as the weekly number of trips to campus that they are willing to make. Further, the addition of fine-scale, temporally-defined information obtained through smartphone GPS data improved our understanding of the relationship between commuting and student engagement, beyond what is possible using less spatio-temporally resolved metrics available from survey-based approaches. Such information is valuable when assessing to what extent students may benefit from increased affordable housing closer to campus, or perhaps all that is required is improved and direct public transport services that minimise the time taken up by commuting. Equally, these findings suggest initiatives to create street layouts in existing or new neighbourhoods that improve walkability, which may also lead to improved engagement for students by facilitating the commute. Combining GPS data that allows researchers to directly quantify commuting behaviour with survey data aimed at better encapsulating students’ campus experience can help university management and planners prioritise and make decisions aimed at maximising the university experience for students. More broadly, such approaches can aid in identifying how commuting impacts the general commuter beyond engagement by exploring additional variables more directly related to, for example, measures of success, or physical and mental wellbeing.
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