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Abstract. Being able to accurately estimate parameters characterising land surface interactions is currently a key scientific priority due to their central role in the Earth’s global energy and water cycle. To this end, some approaches have been based on utilising the synergies between land surface models and Earth observation (EO) data to retrieve relevant parameters. One such model is SimSphere, the use of which is currently expanding, either as a stand-alone application or synergistically with EO data. The present study aimed at exploring the effect of changing the atmospheric sounding profile on the sensitivity of key variables predicted by this model assuming different probability distribution functions (PDFs) for its inputs/outputs. To satisfy this objective and to ensure consistency and comparability to analogous studies conducted previously on the model, a sophisticated, cutting-edge sensitivity analysis (SA) method adopting Bayesian theory was implemented on SimSphere. Our results did not show dramatic changes in the nature or ranking of influential model inputs in comparison to previous studies. Model outputs examined using SA were sensitive to a small number of the inputs; a significant amount of first-order interactions between the inputs was also found, suggesting strong model coherence. Results showed that the assumption of different PDFs for the model inputs/outputs did not have an important bearing on mapping the most responsive model inputs and interactions, but only the absolute SA measures. This study extends our understanding of SimSphere’s structure and further establishes its coherence and correspondence to that of a natural system’s behaviour. Consequently, the present work represents a significant step forward in the global efforts on SimSphere verification, especially those focusing on the development of global operational products from the model synergy with EO data.

1 Introduction

Understanding the natural processes of the Earth as well as how the different components (i.e. lithosphere, hydrosphere, the biosphere and atmosphere) of the Earth’s systems interplay, especially in the context of global climate change, has been recognised by the global scientific community as a very urgent and important research direction requiring further investigation (Battrick et al., 2006). This requirement is also of crucial importance for addressing directives such as the EU Water Framework Directive. To this end, being able to accurately obtain spatio-temporal estimates of parameters such as the latent (LE) and sensible (H) heat fluxes as well as of soil moisture is of great importance. This is due to their important role in many physical processes characterising land surface interactions of the Earth system as well as their practical use in a wide range of multidisciplinary studies and applications (Kustas and Anderson, 2009; Seneviratne et al., 2010).

As a result, deriving information on the spatio-temporal distribution of these parameters has attracted the attention of scientists from many disciplines. Over the past few decades, a wide variety of approaches for their retrieval have been proposed operating at different observation scales, including data sets from ground instrumentation, simulation models and Earth observation (EO). Recent studies have also focused on exploring the synergies between EO data and land surface process models (see reviews by Olioso, 1992 and Petropoulos and Carlson, 2011). Essentially, these techniques endeavour to provide improved predictions by combining the horizontal coverage and spectrally rich content of EO data with the vertical coverage and excellent temporal resolution of simulation process models.
One such group of approaches, the so-called “triangle” method (Carlson, 2007), is used to predict regional estimates of LE, $H$ fluxes and soil moisture content (SMC). SimSphere is a soil–vegetation–atmosphere–transfer (SVAT) model, originally developed by Carlson and Boland (1978) and considerably modified to its current state by Gillies et al. (1997) and Petropoulos et al. (2013a). SVAT models are essentially mathematical representations of one-dimensional “views” of the physical mechanisms controlling energy and mass transfers in the soil–vegetation–atmosphere continuum, providing deterministic estimates of the time course of various variables characterising land surface interactions at time steps appropriate to the dynamics of atmospheric processes (Olioso et al., 1999). An overview of SimSphere use was recently provided by Petropoulos et al. (2009a). The different facets of the SVAT model’s overall structure – namely the physical, the vertical and the horizontal – are illustrated in Fig. 1 (left). An extensive mathematical description of the model can be found in Carlson and Boland (1978), Carlson et al. (1981) and Gillies and Carlson (1995). The SimSphere model is maintained and is distributed freely globally (both the executable version and model code) from Aberystwyth University, United Kingdom (http://www.aber.ac.uk/simsphere).

As regards the triangle method in particular, it has its foundations in the physical properties encapsulated in a satellite-derived scatterplot of surface temperature ($T_s$) and vegetation index (VI), linked with SimSphere. Petropoulos et al. (2009b) have underlined the potential of this group of approaches for operational implementation in deriving estimates of LE/$H$ fluxes and/or SMC. A recent description of the triangle workings can be found in Petropoulos and Carlson (2011). At present, variants of this method are explored – or even some already implemented in practice – for deriving, in some cases operationally and on a global scale, estimates of LE and $H$ fluxes and/or SMC (Chauhan et al., 2003; Piles et al., 2011; ESA STSE, 2012). In addition, SimSphere use is continually expanding worldwide both as an educational and as a research tool – used either as a stand-alone application or synergistically with EO data – to conduct studies aiming to improve understanding of land surface processes and their interactions. Considering the research and practical work with respect to SimSphere use, it is evidently of primary importance to execute a variety of validatory tests to evaluate its adequacy and coherence in terms of its ability to accurately and realistically represent Earth’s surface processes.

Performing a sensitivity analysis (SA) provides an important and necessary validatory component of any computer simulation model or modelling approach before it is used in performing any kind of analysis. SA allows determining the effect of changing the value of one or more input variables of a model and observing the consequence that this has on given outputs simulated by the model. Its implementation on a model allows understanding the model’s behaviour, coherence and correspondence to what it has been built to simulate (Saltelli et al., 1999, 2000; Nossent et al., 2011). As such, SA provides a valuable method to identify significant model inputs as well as their interactions and rank them (Chen et al., 2012), offering guidance to the design of experimental programs as well as to more efficient model coding or calibration. Indeed, by means of a SA unrelated parts of the model may be dropped or a simpler model can be built or extracted. The latter can reduce, in some cases significantly, the required computing power while maintaining the models’ correspondence to a natural system’s behaviour in the real world (Holvoet et al., 2005).

A range of SA approaches have been proposed, a comprehensive overview of which can be found for example in Saltelli et al. (2000). One group includes the so-called global SA (GSA) methods. These techniques aim to apportion the output variability to the variability of the input parameters when they vary over their whole uncertainty domain, generally described using probability densities assigned to the
model’s inputs. The sensitivity of the input parameters is examined based on the use of samples derived directly from the model, which are distributed across the parameter domain of interest. These methods, despite their high computational demands, have become popular in environmental modelling due to their ability to incorporate parameter interactions and their relatively straightforward interpretation (Nossent et al., 2011). They also account for the influence of the input parameters over their whole range of variation, which in turn enables obtaining SA results independent of any “modelers’ prejudice”, or site-specific bias (Song et al., 2012).

Petropoulos et al. (2009a) in a recent review of SimSphere exploitation underlined the importance of carrying out SA experiments on the model, as part of its overall verification. In response, Petropoulos et al. (2009c, 2010, 2013b, c, d) performed advanced GSA on SimSphere based on a Gaussian process (GP) emulator. As previous SA studies on SimSphere had been scarce, their results provided for the first time an insight into the model architecture, allowing the mapping of the sensitivity between the model inputs and key model outputs. Although all the model input parameters were varied across their full range of variation by those studies, a particular atmospheric sounding setting had been used in these GSA experiments by the authors. In addition, the effect of different probability distribution functions (PDFs) for the model inputs/outputs to the obtained had not been adequately explored.

In this context, the aim of the present study was to perform a GSA on SimSphere using an atmospheric sounding derived from a different region and evaluate the effect of atmospheric sounding on the SA results obtained on SimSphere assuming different PDFs for the model inputs/outputs to the obtained had not been adequately explored. Briefly, BACCO GEM-SA implementation consists of two phases: first, a statistically based representation (i.e. an emulator) of the model is built from training data obtained from simulations derived from the actual model, which have been designed to cover the multidimensional input space using a space-filling algorithm. Second, the emulator itself is used to compute a number of statistical parameters to characterise the sensitivity of the targeted model output in respect to its inputs.

BACCO SA implementation starts from a prior belief about the code (i.e. that it has no numerical error), and then – based on a GP model, Bayes’ theorem and a set of the model code runs – this assumption is refined to yield the posterior distribution of the output, which is the emulator. In building the emulator, the most important prior assumption is that the output emulator is a reasonably smooth function of its inputs. On this basis, the emulator is used to calculate a mean function, which attempts to pass through the observed runs at the same time it quantifies the remaining uncertainty due to the emulator being an approximation to the true code. Within BACCO, various statistical measures are generated automatically when the emulator is built in order to check the accuracy of both types of output.

In simple mathematical terms, the basic SA output from GEM-SA includes a direct decomposition of the model output variance into factorial terms, called “importance measures” (e.g. Ratto et al., 2001):

\[
V(Y) = \sum_{i=1}^{s} D_i + \sum_{i<j} D_{ij} + \ldots + D_{1\ldots s} \\
D_i = V(E(Y|X_i)), \\
D_{ij} = V(E(Y|X_i, X_j)) - V(E(Y|X_i)) - V(E(Y|X_j)),
\]

where \( s \) denotes the number of inputs (so-called “factors”), \(-V(Y)\) is the total variance of the output variable \( Y \), \( D_i \) is the importance measure for input \( X_i \), \( D_{ij} \) is the importance measure for the interaction between inputs \( X_i \) and \( X_j \), \( D_{1\ldots s} \) denote similar formulae for the higher-order terms. \( E(Y|X_i) \) is the conditional expectation of \( Y \) given a value of \( X_i \) and the variance of \( E(Y|X_i) \) is taken over all inputs factors which are fixed in the conditional expectations.

In addition, in the BACCO method, sensitivity indices are computed by dividing the importance measures from Eq. (1) by the total output variance as follows:

\[
S_i = \frac{D_i}{V(Y)} , \quad S_{ij} = \frac{D_{ij}}{V(Y)}.
\]

These ratios \( S_i \) for \( i = 1, \ldots, s \) are called main effects or first-order sensitivity indices, because each \( S_i \) delivers a direct measure of the share of the output variance explained by \( X_i \). The main effect or first-order sensitivity index \( S_i \) is the expected amount of variance that would be removed from the total output variance if the true value of \( X_i \) were known.
(within its uncertainty range). Thus, this is a measure that quantifies the relative importance of an individual input variable $X_i$, in driving the total output uncertainty, indicating where to direct future efforts to reduce that uncertainty. Using similar formulae, higher-order sensitivity indices (joint effect indices) are also computed in GEM-SA to compute the sensitivity of the model output to input parameter interactions. However, in practice, because the estimation of $S_i$ or $S_{ij}$, or higher order, can be computationally very expensive, the SA is rarely carried out further after the computation of first-order interaction indices (i.e. the second term of Eq. 5 below). This is also the case with GEM-SA.

Thus, from the definitions of the above indices, and assuming non-correlated inputs, a complete series development of the output variance can be achieved:

$$\sum_i S_i + \sum_{i \neq j} S_{ij} + \sum_{i < j < m} S_{ijm} + \ldots + S_{12\ldots k} = 1,$$

where higher-order indices are defined in a similar way to Eq. (7). This decomposition of variance into main effects and interactions is commonly known as analysis of variance–high-dimensional model representation (HDMR).

The percentage variance contribution of each input’s main effect is also reported in BACCO, providing a simple means of ranking the inputs in terms of their importance. The percentage variance component associated with each input measures the amount its main effect contributes to the total output variance, based on the uncertainty distributions for all inputs. It should be noted that, in general, summing the main effect contributions will not total to 100 % because of the additional contributions from the interaction effects. However, the total can be used to determine the degree of interactions.

In addition to the above indices, another measure that is computed in GEM-SA is the total sensitivity index. This is used to provide a cheaper computational method of investigating the higher-order sensitivity effects as it collects all the interactions involving $X_i$ in one single term. The total sensitivity index of a given factor $X_i$ takes into account the main effect and the effect of all its interactions with other model inputs, and is defined as

$$ST_i = \frac{D_i + D_{i,\sim i}}{V(Y)},$$

where $D_{i,\sim i}$ indicates all interactions between factor $X_i$ and all the others ($X_{\sim i}$).

The total sensitivity index represents the expected amount of output variance that would remain unexplained (residual variance) if only $X_i$ were left free to vary over its range, the value of all other variables being known. The usefulness of the $ST_i$ is that it is possible to compute them without necessarily evaluating the single indices $S_i$ (and higher-order ones), making the analysis computationally affordable. The total sensitivity indices are generally used to identify unessential variables (i.e. those that have no importance either singularly or in combination with others) while building a model. The existence of large total effects relative to main effects implies the presence of interactions among model inputs.

The BACCO method has already supplied useful insights in various disciplines and in various SA studies underlying the advantages of this approach (Kennedy and O’Hagan, 2001; Johnson et al., 2011; Kennedy et al., 2012; Parry et al., 2012). Petropoulos et al. (2009c) demonstrated for the first time the use of the BACCO method in performing a SA on SimSphere, providing an insight into the model structure. Petropoulos et al. (2010) performed a comparative study of various emulators including BACCO GEM, investigating the effect of sampling method and size on the sensitivity of key target quantities simulated by SimSphere. Their results showed that the sampling size and method did affect the SA results in terms of absolute values, but had no bearing in identifying the most sensitive model inputs and their interactions, for model outputs on which SA was performed.

## 3 Sensitivity analysis implementation

To ensure consistency and comparability with previous analogous SA studies on SimSphere, the BACCO GEM-SA was implemented herein along the lines of previous similar GSA studies applied to that model (Petropoulos et al., 2009c, 2010, 2013b, c, d). The only difference was the use of a different atmospheric sounding profile derived from a different location and season. Thus, the sensitivity of the following SimSphere outputs was evaluated:

- Daily Average Net Radiation ($R_{n\text{daily}}$),
- Daily Average Latent Heat flux ($L_{E\text{daily}}$),
- Daily Average Sensible Heat flux ($H_{\text{daily}}$),
- Daily Average Tair ($T_{\text{airdaily}}$),
- Daily Average Surface Moisture Availability ($M_{\text{odaily}}$),
- Daily Average Evaporative Fraction ($E_{\text{Fdaily}}$),
- Daily Average Non-Evaporative Fraction ($N_{\text{EFdaily}}$),
- Daily Average Radiometric Temperature ($T_{\text{Tradaily}}$).

A design space of 400 SimSphere simulations developed using the LP-tau sampling method. In creating the input space from the 400 model runs, all SimSphere inputs were allowed to vary, except those of the geographical location (latitude/longitude) and atmospheric profile (Fig. 2), for which a priori real observations for the 7 August 2002 were used from the Loobos Carboneuro site, located in the Netherlands ($52^\circ 10' 04.29'' \text{N}, 05^\circ 44' 38.25'' \text{E}$). In accordance with previous GSA studies on SimSphere, GEM-SA was implemented assuming both normal and uniform PDFs for the inputs/outputs from the model. For all variables, the theoretical
ranges of values were defined from the entire possible theoretical range which they could take in SimSphere parameterisation (Table 1). The potential of co-variation between the parameters was assumed negligible, as in previous studies. In addition, the emulator performance was evaluated based on the “leave final 20% out” method offered in GEM-SA, again in accordance with previous GEM-SA studies conducted to the model.

Figure 2. Atmospheric soundings used in the present study in comparison to the Petropoulos et al. (2009c) study for temperature (a, b), wind direction (c, d) and wind speed (e, f).
Table 1. Summary of the SimSphere inputs considered in the GSA implementation. Units of each of the model inputs, where appropriate, are provided in brackets.

| Model input short name | Actual name of the model input | Process in which each parameter is involved | Min value | Max value |
|------------------------|--------------------------------|--------------------------------------------|-----------|-----------|
| X1                     | Slope (degrees)                | time & location                            | 0         | 45        |
| X2                     | Aspect (degrees)               | time & location                            | 0         | 360       |
| X3                     | Station height (metres)        | time & location                            | 0         | 4.92      |
| X4                     | Fractional vegetation cover (%)| vegetation                                 | 0         | 100       |
| X5                     | LAI (m² m⁻²)                   | vegetation                                 | 0         | 10        |
| X6                     | Foliage emissivity (unitless)  | vegetation                                 | 0.951     | 0.990     |
| X7                     | [Ca] (external [CO₂] in the leaf) (ppmv) | vegetation | 250      | 710       |
| X8                     | [Cl] (internal [CO₂] in the leaf) (ppmv) | vegetation | 110      | 400       |
| X9                     | [O₃] (ozone concentration in the air) (ppmv) | vegetation | 0.0      | 0.25      |
| X10                    | Vegetation height (metres)     | vegetation                                 | 0.021     | 20.0      |
| X11                    | Leaf width (metres)            | vegetation                                 | 0.012     | 1.0       |
| X12                    | Minimum stomatal resistance (s m⁻¹) | plant | 10       | 500       |
| X13                    | Cuticle resistance (s m⁻¹)     | plant                                      | 100       | 2000      |
| X14                    | Critical leaf water potential (bar) | plant | −30      | −5        |
| X15                    | Critical solar parameter (W m⁻²) | plant | 25       | 300       |
| X16                    | Stem resistance (s m⁻¹)        | plant                                      | 0.011     | 0.150     |
| X17                    | Surface moisture availability (vol/vol) | hydrological | 0       | 1       |
| X18                    | Root zone moisture availability (vol/vol) | hydrological | 0       | 1       |
| X19                    | Substrate max volum. water content (vol/vol) | hydrological | 0.01     | 1       |
| X20                    | Substrate climatol. mean temperature (°C) | surface | 20       | 30        |
| X21                    | Thermal inertia (W m⁻² K⁻¹)    | surface                                    | 3.5       | 30        |
| X22                    | Ground emissivity (unitless)   | surface                                    | 0.951     | 0.980     |
| X23                    | Atmospheric precipitable water (cm) | meteorological | 0.05     | 5        |
| X24                    | Surface roughness (metres)     | meteorological                             | 0.02      | 2.0       |
| X25                    | Obstacle height (metres)       | meteorological                             | 0.02      | 2.0       |
| X26                    | Fractional cloud cover (%)     | meteorological                             | 1         | 10        |
| X27                    | RKS (satur. thermal conduct. (Cosby et al., 1984) | soil | 0       | 10        |
| X28                    | Cosby B (see Cosby et al., 1984) | soil | 2.0     | 12.0      |
| X29                    | THM (satur. vol. water cont.) (Cosby et al., 1984) | soil | 0.3      | 0.5       |
| X30                    | PSI (satur. water potential) (Cosby et al., 1984) | soil | 1       | 7        |

4 Results

4.1 Emulator validation

The uncertainty of the SA due to the performance of the emulator was evaluated on the basis of a number of statistical measures computed internally by GEM-SA. Those included the “cross-validation root mean square error”, “cross-validation root mean squared relative error” and the “cross-validation root mean squared standardised error”. In addition a unitless parameter called “roughness value”, also computed internally in GEM-SA, was used. This parameter provides an estimate of the changes in model outputs in response to changes in the inputs to the model. Finally, the “sigma-squared” statistical parameter, also computed within GEM-SA, was also used to statistically appreciate the performance of the emulator build. Within BACCO GEM-SA, this expresses the variance of the emulator after standardising the output, and effectively provides a measure of the quality of the fit of the emulator to the original model code.

Tables 2 and 3 summarise the results from the computation of the main statistical measures used to evaluate the performance of the emulator. As can be observed, sigma-squared values for all parameters were low, as were cross validation root mean square error values for all model outputs. Cross-validation root mean squared relative error varied widely between 3.03 % (Tair daily) and 41.63 % (H daily). Roughness values for the majority of the model inputs were reported having very low values for both normal and uniform PDFs, indicating that the built emulator is a very good approximation of the actual model. For thermal inertia, for example, roughness values are 0 for all model outputs with the exception of H flux and daily LE and H fluxes (which are all 0.01). Most roughness values obtained were below 1.0, suggesting that the emulator responded smoothly to variations in model inputs. Roughness values above 1.0 were rare (e.g. vegetation height and surface soil moisture availability (Mo)
for $H_{\text{daily}}$, and aspect, fractional vegetation cover, vegetation height and Mo for $\text{Tr}_{\text{daily}}$. Noticeably, the results obtained herein in regards to the emulator accuracy were largely comparable to previous GSA studies on SimSphere (Petropoulos et al., 2009c, 2013b, c, d), suggesting a good emulator build able to emulate the target quantities examined reasonably accurately.

### 4.2 SA results

Tables 4 and 5 summarise the relative sensitivity of the model outputs with respect to its inputs, for both the cases of normal and uniform PDF assumptions for the model inputs/outputs. Input parameters with a main effect $>1\%$ and/or $>1\%$ total effect are highlighted in bold. Figure 3 exemplifies the main effect and total effects for each model output of which the SA was examined. The following sections systematically describe the main results obtained in terms of the SA for both cases of PDF assumption, focusing primarily on the analysis of the main and total SA indices computed.

#### 4.2.1 Parameter sensitivity for $R_{\text{n daily}}$

Main effects and total effects from 0 to 50.1% and 0 to 63.6%, respectively, for normal PDFs (Table 4, Fig. 3) and from 0 to 48.1% and 0 to 65.7% (Table 5), respectively, in the case of uniform PDF assumption. Under normal PDF assumption, the inputs with the largest percentage variance contribution were aspect (50.1%), slope (20.3%) and Fr (7.2%), and LAI (2.1%) and Mo (3.6%) were also relevant. As Table 4 shows, these parameters also contributed significantly to the total effects, although vegetation height also contributed here (1.2%). Clearly, changing the PDFs to uniform did not significantly alter the nature or the ranking of the most important model inputs (Table 5, Fig. 3). Yet, it is noticeable that for this PDF assumption, surface roughness input became more important, contributing 1.1% to the total effects. In summary, the model input parameters with the highest total effects (i.e. those to which $R_{\text{n daily}}$ is most sensitive) were aspect, slope, Fr, LAI, Mo, vegetation height and surface roughness. Only nine significant (> 0.1%) first-order interactions were found for this parameter assuming a normal PDF and assuming a uniform PDF for the model inputs. Assuming a uniform PDF, the most significant first-order interactions were between slope and aspect (13.4%) and between Fr and LAI (0.6%). For normal PDFs the interaction between slope and aspect was by far the most important (10.2%). Interactions between aspect and Fr (0.4%), Fr and LAI (0.3%) and aspect and Mo (0.3%) were also significant.

#### 4.2.2 Parameter sensitivity for $H_{\text{daily}}$

Main effects and total effects were lower in this case and ranged from 0 to 15.2% and from 0 to 31.1%, respectively, for normal PDFs (Table 4) and from 0 to 16.6% and 0 to 30.4%, respectively, for uniform PDFs (Table 5). Under normal PDFs, the inputs parameters with the largest percentage variance contribution were Fr (15.2%), Mo (11.7%), aspect (10.9%) and vegetation height (10.4%). Surface roughness (3.5%) and slope (1.4%) were also important. In terms of the total effects, aspect was the most important parameter (31.1%) for the simulation of $H_{\text{daily}}$ by the model, followed by vegetation height (29.7%), Mo (26.3%) and Fr (25.5%). A number of other parameters also showed significant total effects (Table 4). The nature and rank of significant input parameters to main effects was also not changed by changing the PDFs to uniform (Table 5, Fig. 3). In terms of the total effects, however, vegetation height becomes the most important by a small margin (30.4% compared to 30.1% for aspect). Numerous important input parameters are seen to influence $H_{\text{daily}}$ therefore, with the most important being aspect, Fr, vegetation height, Mo and surface roughness. A large number of first-order interactions with values higher than 0.1% were observed for $H_{\text{daily}}$ assuming a uniform PDF (32 in total) and assuming a normal PDF (39 in total). Assuming a uniform PDF the most important interactions were between vegetation height and surface roughness (4.76%), Fr and Mo (2.46%), Fr and vegetation height (1.95%), aspect and surface roughness (1.67%) and aspect and Mo (1.4%). The most significant interaction assuming a normal PDF was between vegetation height and surface roughness (4.31%), but interactions between aspect and surface roughness (2.52%), Mo (1.71%), vegetation height (1.13%) and $O_3$ in the air (0.72%) as well as interactions between Fr and Mo (2.26%) and vegetation height (1.91%) were also found. In terms of second-order or higher interactions, a higher level of significant interactions was found, with 16.8 and 21.9% noted assuming normal and uniform PDFs, respectively.

#### 4.2.3 Parameter sensitivity for $\text{LE}_{\text{daily}}$

As regards the $\text{LE}_{\text{daily}}$, SA results showed ranges in main effects and total effects ranging from 0 to 36.0% and 0 to 51.9%, respectively, for normal PDF assumption (Table 4) and from 0 to 29.8% and 0 to 48.0%, respectively, for uniform PDFs (Table 5, Fig. 3). Under normal PDFs, the model inputs with the highest percentage variance contribution were those of aspect (36.0%), Mo (17.6%), Fr (8.1%), slope (8.0%) and cuticle resistance (1.0%). This is also mirrored in the total effects results obtained, yet at higher percentage contributions (e.g. 51.9% for the aspect). Both PSI (saturated water potential) and substrate maximum volumetric water content contributed $>1\%$ to the total effects also. Once again, the nature and rank of significant model input parameters was mirrored when the PDFs were changed to uniform, but additional parameters contribute to the total effects, including $[Ca], [O_3]$ in the air, ground emissivity, RKS (saturated thermal conductivity), Cosby B and THM (saturated volume water content). In summary, results suggest that the most important model inputs influencing the simulation...
Table 2. Emulator accuracy statistics for the SA tests conducted in our study (under both normal and uniform PDF assumptions for the model inputs/outputs).

| Fitted model parameters (based on standardised input/output) | R_daily | T_daily | LE_daily | Trad_daily | Mo_daily | Tar_daily | EF_daily | NEF_daily |
|-------------------------------------------------------------|---------|---------|----------|------------|----------|-----------|----------|-----------|
| Sigma-squared:                                              | 0.413   | 1.619   | 1.057    | 0.875      | 1.240    | 1.630     | 1.483    | 1.483     |
| Cross-validation root mean squared error (W m$^{-2}$):      | 25.060  | 34.776  | 28.798   | 2.771      | 31.012   | 0.491     | 0.082    | 0.082     |
| Cross-validation root mean squared relative error (%):      | 6.349   | 41.633  | 23.485   | 7.913      | 13.814   | 20.033    | 25.292   |           |
| Cross-validation root mean squared standardised error:       | 1.111   | 1.790   | 1.484    | 1.117      | 1.474    | 1.505     | 1.717    | 1.717     |

Table 3. Summarised statistics concerning the emulator accuracy evaluation for the different SimSphere model outputs examined in our study. Bold font highlights the roughness values of the model inputs with values greater than 1.0. Rows X1 to X30 show roughness values for the different model outputs examined (for normal and uniform PDFs).

| Model Inputs | R_daily | T_daily | LE_daily | Trad_daily | Mo_daily | Tar_daily | EF_daily | NEF_daily |
|--------------|---------|---------|----------|------------|----------|-----------|----------|-----------|
| X1           | 1.842   | 0.092   | 0.479    | 0.755      | 0.688    | 0.488     | 0.049    | 0.049     |
| X2           | 12.728  | 4.317   | 8.451    | 8.557      | 7.638    | 7.247     | 0.491    | 0.082     |
| X3           | 0.156   | 0.289   | 0.105    | 0.013      | 0.611    | 0.187     | 0.043    | 0.043     |
| X4           | 0.643   | 0.672   | 0.931    | 1.307      | 0.617    | 0.043     | 0.082    | 0.082     |
| X5           | 0.608   | 0.065   | 0.062    | 0.223      | 1.027    | 0.035     | 0.150    | 0.150     |
| X6           | 0.022   | 0.053   | 0.000    | 0.015      | 0.010    | 0.000     | 0.000    | 0.000     |
| X7           | 0.001   | 0.102   | 0.094    | 0.000      | 0.012    | 0.000     | 0.091    | 0.091     |
| X8           | 0.000   | 0.007   | 0.016    | 0.000      | 0.038    | 0.005     | 0.035    | 0.035     |
| X9           | 0.174   | 0.172   | 0.121    | 0.338      | 0.188    | 0.201     | 0.002    | 0.002     |
| X10          | 0.377   | 2.389   | 0.000    | 1.036      | 0.137    | 2.272     | 4.396    | 4.396     |
| X11          | 0.019   | 0.054   | 0.040    | 0.034      | 0.156    | 0.030     | 0.030    | 0.030     |
| X12          | 0.000   | 0.008   | 0.003    | 0.000      | 0.000    | 0.386     | 0.386    |           |
| X13          | 0.022   | 0.048   | 0.161    | 0.043      | 0.030    | 0.217     | 0.217    |           |
| X14          | 0.014   | 0.000   | 0.001    | 0.010      | 0.004    | 0.037     | 0.037    |           |
| X15          | 0.016   | 0.000   | 0.000    | 0.071      | 0.000    | 0.000     | 0.000    |           |
| X16          | 0.011   | 0.023   | 0.048    | 0.058      | 0.047    | 0.033     | 0.033    |           |
| X17          | 1.197   | 2.146   | 1.416    | 1.048      | 0.408    | 0.422     | 1.346    | 1.346     |
| X18          | 0.025   | 0.000   | 0.056    | 0.007      | 0.131    | 0.000     | 0.135    | 0.135     |
| X19          | 0.000   | 0.000   | 0.077    | 0.004      | 0.048    | 0.000     | 0.070    | 0.070     |
| X20          | 0.012   | 0.006   | 0.054    | 0.000      | 0.107    | 0.005     | 0.000    | 0.000     |
| X21          | 0.005   | 0.013   | 0.000    | 0.000      | 0.000    | 0.011     | 0.011    |           |
| X22          | 0.007   | 0.000   | 0.101    | 0.041      | 0.000    | 0.010     | 0.010    |           |
| X23          | 0.004   | 0.000   | 0.042    | 0.104      | 0.055    | 0.098     | 0.098    |           |
| X24          | 0.176   | 3.328   | 0.064    | 0.185      | 0.329    | 4.195     | 1.384    | 1.384     |
| X25          | 0.030   | 0.000   | 0.053    | 0.145      | 0.169    | 0.070     | 0.000    | 0.000     |
| X26          | 0.008   | 0.089   | 0.058    | 0.032      | 0.000    | 0.105     | 0.105    |           |
| X27          | 0.000   | 0.000   | 0.092    | 0.000      | 0.026    | 0.000     | 0.000    | 0.000     |
| X28          | 0.012   | 0.046   | 0.125    | 0.034      | 0.222    | 0.091     | 0.091    |           |
| X29          | 0.079   | 0.178   | 0.092    | 0.102      | 0.204    | 0.022     | 0.022    |           |
| X30          | 0.079   | 0.006   | 1.710    | 0.083      | 0.054    | 0.174     | 0.003    | 0.003     |

of LE_daily were aspect, Mo, Fr and slope. Assuming uniform PDFs for the model inputs, two first-order interactions dominate for this parameter – those between slope and aspect once more (6.8 %) and those between Fr and Mo (6.8 %). Interactions between aspect and Mo (1.0 %) and Fr (4.6 %), respectively, are also important. When normal PDFs for model inputs/outputs were assumed, 24 first-order interactions with values higher than 0.1 % were observed, and, once again, the interaction between slope and aspect (6.1 %) were the most important. However, important interactions between Fr and Mo (4.6 %), aspect and Mo (1.2 %) and between aspect and Fr (0.8 %) were also observed.

4.2.4 Parameter sensitivity for Trad_daily

Main effects and total effects for Trad_daily simulation by SimSphere ranged from 0 to 34.9 % and 0 to 52.0 % respectively, assuming normal PDFs for the model inputs (Table 4, Fig. 3) and from 0 to 29.6 % 0 to and 49.2 %, respectively, for the case of uniform PDFs (Table 5). For normal PDFs the most
important model inputs were aspect (34.9 %), Mo (16.9 %) and slope (12.7 %), with Fr and vegetation height also important. This is mirrored in the total effects, but here LAI, $[O_3]$ in the air, surface roughness, obstacle height and THM also contributed more than 1 %. The nature and ranking of the model inputs contributing significant main effects under uniform PDFs were largely similar to those of normal PDFs. In common with the parameters discussed above, therefore, aspect, slope, Mo and vegetation characteristics (Fr and height) exert the most influence on $T_{\text{Rad daily}}$. Assuming a uniform PDF, 21 first-order interactions with values higher than 0.1 % were reported. The most important was between slope and aspect (9.5 %), followed by some less important interactions, e.g. between Fr and Mo (1.2 %) and between aspect and Mo (0.8 %). Assuming a normal PDF 24 significant first-order interactions with values higher than 0.1 % were returned. The two most important were once again between slope and aspect (8.9 %) and between aspect and Mo (0.9 %). Interactions between Fr and Mo (0.9 %) and aspect and Fr (0.7 %) were also important. Second-order or higher interactions contributed 5.2 and 8.0 % in the total variance decomposition for the normal and uniform PDFs, respectively.

### 4.2.5 Parameter sensitivity of $M_{\text{daily}}$

For main and total effects for normal PDFs, a similar range was observed for $M_{\text{daily}}$ to those of other parameters, from 0 to 28.5 % and 0 to 50.2 %, respectively (Table 4, Fig. 3). However, a much larger range was observed for these values under uniform PDFs – from 0 to 96.4 % and 0 to 97.6 % for main and total effects, respectively (Table 5). For normal PDFs the most important model input parameters were aspect (28.5 %), slope (17.1 %) and LAI (12.0 %) in the main effects. These were also important in terms of total effects, but in addition many other factors also become important in that case, the most significant being Mo (7.1 %), Fr (6.7 %) and station height (4.9 %). In this case therefore, although the most significant parameters were, once again, aspect and slope, many other parameters also appear to contribute to the sensitivity of $M_{\text{daily}}$. Evidently, a marked difference in terms of sensitivity was observed when a uniform PDF is assumed for this parameter (Table 5, Fig. 3). In this case, the sensitivity is dominated by Mo in both the main and total effects – 96.4 and 97.6 %, respectively. In the total effects, substrate maximum volumetric water content and PSI both contributed to a much lesser degree. For the case of uniform PDFs,
only one first-order interaction with values higher than 0.1 % was observed between Mo and substrate maximum volumetric water content (0.2 %). Thirty-two first-order interactions with values higher than 0.1 % were reported assuming a normal PDF for the model inputs/outputs. The interaction between slope and aspect was once again the most significant (8.5 %), followed by that between Fr and LAI (2.18 %). Interactions between aspect and LAI (1.4 %) and Mo (1.2 %), respectively, were also important.

### 4.2.6 Parameter sensitivity for Tair \_{\text{daily}}

Ranges of main and total effects for this parameter were found to be comparable to the majority of the other parameters discussed previously. For normal PDFs these range from 0 to 21.89 % and from 0 to 43.8 %, respectively (Table 4, Fig. 3), and for uniform PDFs these range from 0 to 18.1 % and 0 to 43.8 % (Table 5), respectively. For main effects under normal PDFs the most significant model input parameters were, once again, aspect (21.9 %), Fr (16.7 %), vegetation height (7.8 %), surface Mo (7.0 %) and surface roughness (6.5 %). The total effects were broadly similar, but surface roughness became the third-most-important parameter, whereas other inputs (e.g. station height, [O] in the air, obstacle height and PSI) become important. Under uniform PDFs, the most important parameters were aspect (18.1 %), Fr (16.9 %), Mo (8.2 %), vegetation height (5.9 %) and surface roughness (4.8 %). Under total effects, once again, surface roughness becomes more important, and the same additional model parameters as were observed under normal PDFs also contributed greater than 1 %. Once again, aspect, Fr, vegetation height and surface roughness seem to be the most important variables influencing Tair \_{\text{daily}}.

Twenty-three first-order interactions with values higher than 0.1 % were found for this parameter, and, once again, the interaction between slope and aspect is the most important (5.2 %), although it is closely followed by interactions between vegetation height and surface roughness (4.4 %), between Fr and vegetation height (2.0 %) and between aspect and roughness (1.9 %). Of the 23 first-order interactions higher than 0.1 % also found assuming a normal PDF for model inputs/outputs, the most important was between slope and aspect (5.0 %), closely followed by the interactions between vegetation height and surface roughness (4.1 %) inputs, but a number of other important interactions are...
Figure 3. Variance decomposition and total effects of the model inputs examined for (A) $R_{\text{n.daily}}$, (B) $H_{\text{daily}}$, (C) $L_{\text{E.daily}}$, (D) $T_{\text{rad.daily}}$, (E) $M_{\text{daily}}$, (F) $T_{\text{air.daily}}$, (G) $E_{\text{P.daily}}$ and (H) $N_{\text{E.daily}}$. Vertical axis is logarithmic ($\log_{10}$), with the horizontal red line at 1% signifying those parameters that are highlighted in Tables 3 and 4. The definitions of the parameters in x axes have been provided in Table 1.
evident. These include interactions between aspect and surface roughness (2.3%), vegetation height (1.5%), Fr (1.4%) and Mo (0.7%), as well as between Fr and vegetation height (1.9%) and surface roughness (1.0%).

4.2.7 Parameter sensitivity for \( \text{EF}_{\text{daily}} \)

Once again, the ranges of main and total effects reported for the sensitivity of \( \text{EF}_{\text{daily}} \) were to a large degree similar to most of the other parameters already discussed. For normal PDFs, main and total effects of the inputs ranged widely from 0 to 38.2% and from 0 to 49.5%, respectively (Table 4, Fig. 3), and for the case of uniform PDFs from 0 to 35.7% and from 0 to 49.1%, respectively (Table 5). Mo was found to be the most important model input parameter here in terms of main effects under normal PDFs (38.2%), followed by Fr (10.4%), vegetation height (8.2%) and aspect (4.3%). As Table 4 shows, many additional parameters become important contributors to total effects although the nature and rank of the most significant parameters does not change. Once again, Table 5 shows very little differences in terms of the nature and ranking of the main and total effects under a uniform PDF assumption for the model inputs/outputs. Therefore, for this parameter simulation in SimSphere, the most important model input parameters are Mo, Fr, vegetation height and aspect. Assuming a uniform PDF, 32 first-order interactions with values higher than 0.1% were observed for this parameter, with the most important being between Fr and Mo (5.4%) and vegetation height (4.2%), respectively, and between vegetation height and surface roughness (1.9%). Thirty-one first-order interactions with values higher than 0.1% were found assuming normal PDFs. The two most important are those between Fr and Mo (4.8%) and vegetation height (3.7%). Other important interactions included those between vegetation height and surface roughness (1.9%) and Mo (0.8%), and between Fr and cuticle resistance (0.7%). Second- or higher-order interactions for this parameter assuming normal PDFs were largely similar to those observed for other parameters.

4.2.8 Parameter sensitivity for \( \text{NEF}_{\text{daily}} \)

The main and total effects for this parameter assuming both normal (Table 4, Fig. 3) and uniform PDFs (Table 5) were very similar (if not identical) to those observed for \( \text{EF}_{\text{daily}} \). The first-order interactions with values higher than 0.1% for this parameter were very similar to those for \( \text{EF}_{\text{daily}} \) with respect to the nature and ranking of the most important interactions assuming both normal and uniform PDFs, as were the contributions of second-order or higher interactions.

5 Discussion

The aim of this study was to undertake a SA on the SimSphere SVAT model using different atmospheric sounding data from another location compared to previous SA studies on the model, in order to identify whether this had any impact on the model sensitivity to a set of input parameters. The most important implication of this study is that the same input parameters (in broadly the same ranking of importance) have been identified as the most significant influences on model outputs despite the SA using sounding data from a different site, in a different region and under a different climatic regime. The fact that this has not shown any major differences in the nature of the model sensitivity, especially the ranking of importance, is a significant step forward in terms of the model use, in that it demonstrates the applicability of the model at different sites. It has also shown that – although the complex combinations of slope, aspect, vegetation and soil characteristics that are unique to each site will introduce some site-specific results (Ellis and Pomeroy, 1975) – in broad terms the most important parameters governing the sensitivity of model outputs do not change. This further confirms the findings of Petropoulos et al. (2013b, c) that, by fixing the relatively unimportant model inputs to typical value ranges, the dimensionality of SimSphere could be reduced and its robustness could thus be further improved. The fact that a large number of significant first-order interactions have been found for almost all the model outputs, as well as substantial contributions of higher-order interactions, is important since it further confirms that the model is coherent. This also suggests that no parts of the model are redundant and that there is no need to remove any element of the model architecture.

In common with the other recent SA experiments undertaken on SimSphere (e.g. Petropoulos et al., 2009c, 2013b, c, d), this study has shown that slope and aspect are the two most significant input parameters in terms of their influence on the model outputs, even assuming different PDFs. As has been outlined in these previous works, the influence of these topographic parameters is a result of their control on the amount of incoming solar radiation reaching the surface of the Earth (Oliphant et al., 2003; Sabettafar et al., 2011). As a result they will also influence LE and \( H \) fluxes surface temperature by providing energy for evapotranspiration and heat transfer through the surface energy budget. High levels of incoming solar radiation can be translated into high sensible heat transfers and into high surface temperatures. First-order interactions between slope and aspect that were higher than all other first-order interactions for numerous model outputs further demonstrate the sensitivity of the model outputs to these parameters.

Once again, in common with other SAs undertaken on the model, vegetation parameters have been shown to be important, and the reasons for this discussed at length previously by Petropoulos et al. (2009c, 2013b, c). In summary, both Fr and vegetation height may influence the surface energy budget by influencing the proportion of incoming solar radiation that reaches the surface of the Earth. Large Fr shades the Earth surface and, as such, will influence sur-
face temperatures. The proportion of vegetation can affect the fluxes of both LE and $H$ fluxes through its influence on evapotranspiration, for example, as well as the proportion of incoming solar radiation which is reflected and emitted by the surface. By reducing wind speed and evaporation and increasing plant transpiration, vegetation height and surface roughness can influence surface temperatures as well as the proportion of incoming solar radiation that is converted into latent or sensible heat. The influence of Mo on LE$_{\text{daily}}$ is to be expected, as is its influence on LE fluxes. Previous SA works on SimSphere have shown that Mo can influence air temperature (Carlson and Boland, 1978; Petropoulos et al., 2009c, 2013c) because it can exert a significant control on evapotranspiration (Santanello et al., 2009; Dirmeyer, 2011; Lockart et al., 2012) and, therefore, the partitioning of net radiation into LE and $H$ fluxes. The importance of Fr is important since it is one of the two parameters in the triangle method, and its more recent modifications (Chauhan et al., 2003) for deriving LE and $H$ fluxes as well as SMC from EO data (Petropoulos et al., 2009c) and this work have shown once again that this method correctly identifies Fr and Mo as important variables.

The results of this study have significant implications for the development of successful modelling approaches involving the use of SimSphere either as a standalone application or synergistically with EO data. These results evidently further confirm the model coherence and solid structure in estimating land surface interactions, supporting ongoing work with the model on a global scale. Results obtained herein can be used practically to assist in future model parameterisation and implementation in diverse ecosystem conditions, allowing better understanding of Earth system and feedback processes. In particular the synergistic use of SimSphere with EO data via the triangle method appears to be a promising direction in this respect in providing regional estimates of key parameters characterising land surface interactions at different observational scales exploiting EO technology.

6 Conclusions

This study represents a significant step forward in the validation of the coherence of the SimSphere SVAT model, an effort currently ongoing globally. Whereas previous work has examined the influence of different parameters and PDFs against real observations collected from a site in Italy, this study examines the sensitivity of the model against data collected from a different region with a different climatic regime. In common with previous works, results confirmed that, once again, model outputs are only significantly sensitive to a small group of model inputs. Slope and aspect were the most important, but the influence of vegetation parameters (vegetation height, Fr and surface roughness) and soil moisture content are also important influences on a number of output parameters. Significant interactions have also been found to exist between the input parameters. The latter suggests that the model is a coherent representation of real-world processes and that natural feedbacks and interactions between, for example, vegetation and soil moisture are being represented.

In common with previous SA on SimSphere, this study has examined runs of the model at 11 a.m. UTC. Examining the sensitivity of the model outputs at different times would be a very important direction in which future SA studies on SimSphere could be conducted. In combination with direct comparisons of the model outputs against in situ “reference” estimates diurnally, conducted at different ecosystem and environmental conditions, this can assist to further extend our understanding of the SimSphere structure and establish further its coherence and correspondence to the behaviour of natural systems. It will also provide information that will be of key scientific and practical value as regards the model use, particularly as the use of SimSphere is at present expanding globally.

Acknowledgements. G. P. Petropoulos gratefully acknowledges the financial support provided by the European Commission under the Marie Curie Career Re-Integration Grant “TRANSFORM-EO” project for the completion of this work.

Edited by: D. Lawrence

References

Battrick, B.: The Changing Earth. New Scientific Challenges for ESA’s Living Planet Programme, ESA SP-1304, ESA Publications Division, ESTEC, The Netherlands, 2006.
Carlson, T. N.: An overview of the “triangle method” for estimating surface evapotranspiration and soil moisture from satellite imagery, Sensors, 7, 1612–1629, 2007.
Carlson, T. N. and Boland, F. E.: Analysis of urban-rural canopy using a surface heat flux/temperature model, J. Appl. Meteorol., 17, 998–1014, 1978.
Carlson, T. N., Dodd, J. K., Benjamin, S. G., and Cooper, J. N.: Satellite estimation of the surface energy balance, moisture availability and thermal inertia, J. Appl. Meteorol., 20, 67–87, 1981.
Chauhan, N. S., Miller, S. m and Ardanuy, P.: Spaceborne soil moisture estimation at high resolution: amicrowave-optical/IR synergistic approach, Int. J. Remote Sens., 22, 4599–4646, 2003.
Chen, L., Tian, Y., Cao, C., Zhang, S., and Zhang, S. Sensitivity and uncertainty analysis of an extended ASM3-SMP model describing membrane bioreactor operation. J. Membrane Sci., 389, 99–109, 2012.
Dirmeyer, P. A.: The terrestrial segment of soil moisture-climate coupling, Geophys. Res. Lett., 38, L16702, doi:10.1029/2011GL048268, 2011.
Ellis, C. R. and Pomeroy, J. W.: Estimating sub-canopy shortwave irradiance to melting snow on forested slopes, Hydrol. Process., 21, 2581–2593, 1975.
European Space Agency: Support to Science Element 2012
A pathfinder for innovation in Earth Observation, 41 pp.,
available at: http://due.esrin.esa.int/stse/files/document/STSE_report_121016.pdf (last access: 10 July 2013), ESA, 2012.

Petropoulos, G. P., and Carlson, T. N.: Thermal remote sensing of surface soil moisture content with partial vegetation cover for incorporation into climate models, J. Appl. Meteorol., 34, 745–756, 1995.

Petropoulos, G. P., Carlson, T. N., Cui, J., Kustas, W. P., and Hemes, K. S.: Verification of the “triple” method for obtaining surface soil moisture content and energy fluxes from remote measurements of the Normalised Difference Vegetation Index (NDVI) and surface radiant temperatures, Int. J. Remote Sens., 18, 3145–3166, 1997.

Holvoet, K., van Griensven, A., Seuntjens, P., and Vanrolleghem, P. A.: Sensitivity analysis for hydrology and pesticide pesticide towards the river in SVAT, Phys. Chem. Earth, 30, 518–526, 2005.

Petropoulos, G. P., Griffiths, H. M., and Tarantola, S.: Towards Optimal Parameterization of SimSphere Land Surface Model Use as a Standalone Application and Integration with EO Data for Deriving Key Land Surface Parameters, European Geosciences Union, 7–12 April 2013, Vienna, Austria, 2013a.

Petropoulos, G. P., Griffiths, H. M., and Ioannou-Katidis, P.: Sensitivity Exploration of SimSphere Land Surface Model Towards its Use for Operational Products Development from Earth Observation Data, in: Advancement in Remote Sensing for Environmental Applications, edited by: Mukherjee, S., Gupta, M., Srivastava, P. K., and Islam, T., Springer, Chapter 14, 21 pp., in press, 2013b.

Petropoulos, G. P., Griffiths, H., and Tarantola, S.: Sensitivity Analysis of the SimSphere SVAT Model in the Context of EO-based Operational Products Development, Environ. Model. Softw., 49, 166–179, 2013c.

Petropoulos, G. P., Griffiths, H. M., and Tarantola, S.: Towards Operational Products Development from Earth Observation: Exploration of SimSphere Land Surface Process Model Sensitivity using a GSA approach, 7th International Conference on Sensitivity Analysis of Model Output, 1–4 July 2013, Nice, France, 2013d.

Petropoulos, G. P., Griffiths, H., and Tarantola, S.: Sensitivity Analysis in model calibration: GSA-GLUE approach, Comput. Phys. Comm., 136, 212–224, 2011.

Petropoulos, G. P., and Carlson, T. N.: Sensitivity analysis in Environmental Remote Sensing: Sensors, Algorithms, and Applications, Taylor and Francis, 556, 667–502, 2011.
Seneviratne, S. I., Corti, T., Davin, E. L., Hirschi, M., Jaeger, E. B., Lehner, I., Orlowsky, B., and Teuling, A. J.: Investigating soil moisture–climate interactions in a changing climate: A review, Earth Sci. Rev., 99, 125–161, 2010.

Song, X., Bryan, B. A., Paul, K. I., and Zhao, G.: Variance-based sensitivity analysis of a forest growth model, Ecol. Model., 246, 135–143, 2012.