The Contribution of Energy Taxes to Climate Change Policy in the European Union (EU)

Genovaitė Liobikienė 1,2, Mindaugas Butkus 3* and Kristina Matuzevičiūtė 3*

1 Department of Environmental Sciences, Vytautas Magnus University, LT-44404 Kaunas, Lithuania; g.liobikiene@gmf.vdu.lt
2 Lithuanian Institute of Agrarian Economics, LT01113 Vilnius, Lithuania
3 Institute of Regional Development, Šiauliai University, LT-77156 Šiauliai, Lithuania; mindaugo,butkaus@gmail.com
* Correspondence: matuzeviciute@gmail.com; Tel.: +370-614-33446

Received: 13 March 2019; Accepted: 3 April 2019; Published: 6 April 2019

Abstract: Energy taxes are one of the main market-based tools directed toward mitigating climate change in the European Union (EU). Therefore, the aim of this article was to analyze whether energy taxes really contribute to the reduction of greenhouse gas (GHG) emissions and the successful implementation of climate change policy. Applying the Granger causality test on time series and using panel data analysis, the direct and indirect (via the reduction of fossil energy consumption (FEC) and energy intensity (EI), as well as the increase of renewable energy consumption (REN)) impacts of energy taxes on GHG emissions in EU countries were analyzed in the present study. The results showed that energy taxes did not Granger-cause fossil energy consumption, energy intensity, renewable energy consumption, and GHG emissions in almost all EU countries. Regarding the panel data analysis, the results showed that energy taxes did not, directly and indirectly, influence GHG emissions. Therefore, this paper shows that generally, energy tax policy in EU countries is ineffective. Thus, tax policy should be reformed and matched with an emissions trading system in seeking climate change mitigation.
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1. Introduction

In recent decades, climate change policy has attracted particular attention. Despite the increased number of studies on adaptation to climate change, the reduction of this problem remains the main task of environmental policy. The Intergovernmental Panel on Climate Change has stated that in order not to exceed global warming below 2 °C, greenhouse gas (GHG) emissions should be reduced between 80% and 95% by 2050 in developed countries, and meanwhile developing countries should stop the growth of GHG emissions. However, the main question is how to achieve these targets.

There are several policy tools for emissions control, many of which use economic mechanisms to influence environmental impacts. Environmental taxes are taxes imposed due to environmental reasons, and they provide an incentive to reduce certain environmental impacts. Environmental taxes affect resource consumption or emissions quantities by increasing the price of chargeable products [1–3] and are the tools most used in environmental policy. The main aim of these taxes is to change market prices to internalize environmental harms [4–7]. Increasing the prices of goods and services pushes consumers to change their purchasing behaviors, reducing demand for the products and services of polluters [8]. Furthermore, environmental taxes influence GHG emissions [3] by generating governmental income, which can be directed toward solving environmental issues and motivating taxpayers to improve production for social or economic purposes.
Energy taxes (defined as environmental taxes levied on energy products and on the production and consumption of energy) and carbon taxes (taxes levied on the burning of carbon-based fuels (coal, oil, gas)) are the market-based initiatives applied the most toward reducing the impact of climate change. The revenue of taxes ensures stable, long-term support for broad-based research focused on energy sources, energy use, and emissions reduction [9]. Therefore, these taxes are highly recommended by economists and international organizations as the most efficient market-based policy instruments [10]. Liang et al. [11] and Zhang and Li [12] have stated that these taxes could be an ideal economic tool in dealing with post-Kyoto pressure and are an effective measure in building a low-carbon economy. The EU has endorsed these measures in achieving the goals of environmental policy, as they are flexible and cost-effective [13,14]. Furthermore, the Paris Climate Agreement empowers nations to tax the carbon content of all goods without fear of retaliation [15].

Most studies have emphasized the impact of energy taxes on the emissions of GHGs, but the ambiguity of the results has provided a basis for deeper analysis of energy taxes. In this paper, we consider general energy taxes in order to reveal whether in separate EU countries and in all EU countries energy taxes contribute to climate change mitigation, which to the best of our knowledge has not been analyzed yet. Furthermore, in the literature, the direct and particularly indirect impacts of energy taxes on GHG emissions in the EU have been scarcely analyzed (see: [16–18]). Thus, the aim of this paper is to examine the impact of energy taxes on fossil energy consumption, energy intensity, renewable energy, and GHG emissions at the country level and the direct and indirect impacts of energy taxes on GHG emissions in all EU countries. This paper provides new insights into separate EU countries by revealing energy tax contributions to the implementation of climate policy.

The paper is organized as follows. Section 2 presents a literature review on the impact of energy taxes on the reduction of GHG emissions. Section 3 describes data and descriptive statistics about taxation in the EU. Section 4 explains the model and estimation strategy. Section 5 provides the estimation results. Section 5 presents discussion and policy implications. Section 6 concludes the paper.

2. Literature Review

Authors, while analyzing energy or carbon tax policy, usually examine the impact of taxes on the economy [7,12,19–24]. The majority of studies has emphasized the adverse effect of a high carbon tax rate on the economy [25]. Authors [11,26] have also indicated the negative effects of carbon and energy taxes on the international competitiveness of energy-intensive sectors and the occurrence of the leakage phenomenon [25]. Moreover, there have also been a number of studies analyzing the impacts of energy and carbon taxes on people’s welfare, employment [27–30], and inequality [20,31,32]. Oueslati et al. [30] have stated that energy taxes may lead to a loss of industry-specific human capital, thus increasing unemployment in the affected industries. Wesseh et al. [32] have shown that carbon taxes have a positive influence on a country’s welfare when the model reflects the benefits from environmental clean-up in all regions except for low-income countries. Therefore, it is very important to guarantee that taxes do not hinder economic growth and welfare [33,34]. However, when analyzing the taxes assigned to climate change mitigation, it is more important to evaluate the effectiveness of these taxes in reducing GHG emissions.

Considering climate change policy, carbon taxes are directly assigned to climate change mitigation [10,24,25,34–36] through taxes imposed on the carbon content in fossil fuels [37]. On the other hand, carbon taxes indirectly could affect changes in GHG emissions through carbon tax revenues subsidizing energy efficiency or renewable energy “green” spending [25,38]. A lot of authors have shown that carbon taxes reduce GHG emissions [7,10,15,22–25,30,35,36,39]. Meanwhile, Bruvoll and Larsen [36] have shown that GHG emissions decreased negligibly when Norway introduced a carbon tax, and the effects of a carbon tax in Denmark, Sweden, and the Netherlands were negative but not significant. However, carbon taxes with many exemptions have been introduced in EU countries, while energy taxes can be found in most EU countries.
Energy taxes do not directly focus on the reduction of GHG emissions and are only indirect GHG emissions taxes [38]. The taxation of energy is levied on many economic sectors, mainly energy and electricity production, transport, distribution, natural gas, and users ranging from large industrial users to households. Indirect GHG taxation is certainly a viable option in practice [40]. Fossil fuels (such as coal, oil, and natural gas) are the main target of energy taxes, as they are the main source of GHG emissions [40–44]. Thus, the most effective ways to control carbon emissions is to ensure energy saving and emissions reduction [19]. Carbon taxes are also included under energy taxes and are in many cases levied on the same tax bases as energy taxes and are substitutes for energy taxes. Moreover, Jeffrey and Perkins [43] have revealed that energy taxation has a larger positive impact on carbon emissions reduction than emissions trading systems (ETSes) or cap-and-trade systems do.

Energy taxes contribute to a decrease in GHG emissions in two ways, first by improving energy efficiency or using less fuel per unit of output (efficiency) [6,16,40,43,45–47]. Energy efficiency is one of the main determinants and is related to a reduction in GHG emissions [16,24]. Companies look for ways to reduce energy costs, implementing energy efficiency programs and facing additional costs [26]. However, the effectiveness of an energy tax policy depends on the price elasticity of energy demand [2]. Moreover, a tax has the advantage of generating revenue that could be used for promoting energy efficiency [37,41]. Thus, environmental taxes induce investment in abatement technologies and in increases in energy efficiency [32,48–50]. Technology is a crucial factor in assessing the long-run costs and benefits of environmental regulations [9,27]. On the other hand, a tax simulation of innovation-based businesses raises the demand for their products [51].

Second, energy taxes could contribute to a reduction in GHG emissions by increasing effectiveness if fuel with a lower carbon content is used [6,17,41,45]. Imposing a tax on fossil fuels increases the attractiveness of alternative fuels and creates an incentive for industrial users and households to choose more fuel-efficient products and processes [52]. The problem of implementing renewable energy (RE) investment is that most RE technologies are new and more costly, and therefore the rate of return on an RE project is lower on average when compared to fossil fuel [53]. The consumption of renewable energy is also a very important determinant in the reduction of GHG emissions. The increasing price of fuel caused by the energy tax leads to a decreased demand for polluted energy sources, caused by a substitution effect. A result of the implementation of this policy is the replacement of carbon-intensive fuels with “clean energy” (the process of optimization in an energy mix) [7]. Thus, energy taxes should promote a shift from carbon-intensive coal generation to carbon-free renewables, which leads to long-term increasing profitability of low-carbon renewable resources: Furthermore, this provides additional incentives in developing low-carbon resources such as renewables [6]. Moreover, energy tax revenues could subsidize environmental protection projects or technological developments in emissions reduction, supporting the development of renewable energy [10]. Resource consumption, which was developed by Tchorzewska-Cieslak et al. [54], was proven effective for pipelines as well as in achieving improved safety and reliability [55]), and emissions from fossil fuels related to supply chains decrease if, for example, a share of gasoline tax revenues is reinvested to subsidize biofuel production [52]. Thus, energy taxes create incentives for business investments to develop and use alternative low-carbon fuels and technologies [34]. In addition, when tax revenues are allocated to governmental investment funds, RE projects become more feasible and more interesting to investors, and hence the supply of investment money to these funds is increasing [53].

The direct impact of energy taxes on GHG emissions in the EU has been scarcely analyzed. Lapinskiene et al. [56] found that energy taxes in EU countries have a negative impact on pollution, which revealed that a higher value of energy taxes is associated with a lower level of GHGs. Jeffrey and Perkins [43] showed that as implicit tax rates on energy increased, the carbon intensity of emissions decreased in the EU. Sterner [52] also revealed that fuel taxes had a positive impact on carbon emissions reduction in Europe and Japan. In terms of indirect effects on GHG emissions, Jeffrey and Perkins [43] revealed that energy taxation does not directly affect the choice to use fuels with a lower carbon content. Meanwhile, energy taxes are associated with and lead to lower GHG emissions due to an
increase in energy efficiency. Despite these findings, in climate change policy, a main question has been raised: Do energy taxes really contribute to the reduction of GHG emissions in general and in separate EU countries?

3. Data and Descriptive Statistics

For the analysis of the energy taxation impact on lowering energy intensity and fossil energy use, the promotion of renewable energy, and the final goal of reducing per capita GHG emissions, data were collected over the period 1995–2012 for 28 EU member states from the Eurostat and World Development Indicators (WDI) database to calculate the necessary variables (listed in Table 1). The data for per capita GHG emissions were taken from the WDI database (http://data.worldbank.org). The data for all other variables were collected from the Eurostat database (https://ec.europa.eu/eurostat/data/database).

| Variable Name          | Short Variable Name | Explanation and Measurement Unit                                      |
|------------------------|---------------------|-----------------------------------------------------------------------|
| Energy taxes           | TAX                 | Euros per energy (except renewable and nuclear) ton of oil equivalent (TOE) consumed |
| Fossil energy consumption | FEC                | Final energy (except renewable and nuclear) consumption per capita (tons of oil equivalent TOE) |
| Energy intensity       | EI                  | Energy intensity of the economy (gross inland consumption of energy divided by gross domestic product (GDP) (kg of oil equivalent per 1000 EUR)) |
| Renewable energy       | REN                 | Share of renewable energy in gross inland consumption of energy (%)   |
| Greenhouse gas emissions | GHG                | Total greenhouse gas emissions per capita (tons of CO₂ equivalent)     |

The descriptive analysis of these data is presented in Table 2. As can be seen, the mean of energy taxes in the EU was about 163 euro per energy ton, and the data were rather dispersive. During the analyzed period, one person in the EU on average consumed 7.1 tons of energy (TOE) and emitted 11 tons of GHGs. The average share of renewable energy in gross inland consumption of energy was 8.5%.

| Variable | Mean | Std. Dev. | Minimum | Maximum |
|----------|------|-----------|---------|---------|
| TAX      | 162.7| 83.0      | 6.6     | 502.9   |
| FEC      | 7.1  | 25.1      | 0.9     | 163.2   |
| EI       | 212.5| 139.9     | 2.4     | 951.1   |
| REN      | 8.49 | 6.5       | 0.1     | 27.2    |
| GHG      | 11.03| 4.2       | 4.9     | 28.9    |

The changes in relative energy taxes in EU countries are presented in Figure 1. During the period 1995–2012, the relative taxation on energy grew in all EU member states. The most intensive growth was recorded in Estonia, where relative energy taxes increased even by 25 times. Meanwhile, the lowest growth of taxes was found in Croatia, Portugal, and Germany, where energy taxes increased only by 2%, 3%, and 10%, respectively.
As we can see in Figure 2, the relationship between initial level of energy taxes and average growth rate over the analyzed period was negative, strong, and statistically significant (-0.948). This suggests that we observed a convergence of energy taxation levels between EU countries: i.e., the relative taxation on energy increased more in the countries where initially energy was not so heavily taxed.

Figure 2. Relationship between initial energy tax level and its growth rate.

4. Model and Estimation Method

Aiming to examine the impact that energy taxes (TAX) had on fossil energy consumption (FEC), energy intensity (EI) (that is reverse to energy efficiency), renewable energy (REN), and per capita greenhouse gas emissions (GHG) at a country level, we applied the Granger causality test to time series data. This test is a statistical hypothesis test for examining if one time series can be used to forecast another, and was proposed by Granger [57]. He argued that causality in economics could potentially
be tested by assessing the capability to predict the future values of one time series by using the past values of another time series via ARDLM or ECM (ARDLM: Autoregressive distributed lag model; ECM: Error correction model; the selection of the model hinges on the presence of a cointegrated relationship). Energy taxes Granger-cause fossil energy consumption, energy intensity, renewable energy consumption, or GHG emissions if, through t-tests (in the cases where, besides a first-order lag model, a higher order lag of right-hand side variables is included, Granger causality is tested running an F-test on the joint insignificance of all estimated coefficients), once-lagged values of energy taxes give information about the future values of fossil energy consumption, energy intensity, renewable energy consumption, and GHG emissions that is statistically significant. This is quite intuitive if we take into account that for economic subjects, it takes time to adjust behavior to a new taxation policy (that could involve new tax rates or a broader tax base, as well as new tax rules), and this new policy could affect decisions with a time lag. Granger causality tests have been widely used to determine the direction of causal relationships between chosen variables. There have only been a few research works that have evaluated environmental tax impacts on reductions of greenhouse gas emissions at the EU level using the Granger causality method [58]. Previous research has usually analyzed the relationship between carbon emissions and economic growth ([59,60] among many others).

In the case of non-cointegrated time series for testing Granger causality, we applied ARDLM. We could detect that variables were cointegrated, also known as having a long-run stochastic trend, \( \gamma \) where \( y \) follows a random walk. Applying Equation (1) to our case, we have

\[
y_t = \gamma + \delta y_{t-1} + \varphi x_{t-1} + \epsilon_t,
\]

where \( y_t \) and \( x_t \) are stationary variables; \( \gamma, \varphi, \) and \( \delta \) are parameters to be estimated; and \( \epsilon_t \) is white noise. In cases where variables contain unit roots (but are not cointegrated), variables are used in first-differenced form to ensure stationarity. For capturing the possible nonlinear form of a relationship besides a level–level type of equation, we also estimated the equation in log–log form. Here, we were interested in \( \varphi \), which, being statistically significant, would provide evidence that \( x \) Granger-causes \( y \).

Applying Equation (1) to our case, we have

\[
FEC_t = \gamma_1 + \delta_1 FEC_{t-1} + \varphi_1 TAX_{t-1} + \epsilon_t,
\]

\[
EI_t = \gamma_2 + \delta_2 EI_{t-1} + \varphi_2 TAX_{t-1} + \epsilon_t,
\]

\[
REN_t = \gamma_3 + \delta_3 REN_{t-1} + \varphi_3 TAX_{t-1} + \epsilon_t,
\]

\[
GHG_t = \gamma_4 + \delta_4 GHG_{t-1} + \varphi_4 TAX_{t-1} + \epsilon_t,
\]

\[
TAX_t = \gamma_5 + \delta_5 TAX_{t-1} + \varphi_5 FEC_{t-1} + \epsilon_t,
\]

\[
TAX_t = \gamma_6 + \delta_6 TAX_{t-1} + \varphi_6 EI_{t-1} + \epsilon_t,
\]

\[
TAX_t = \gamma_7 + \delta_7 TAX_{t-1} + \varphi_7 REN_{t-1} + \epsilon_t,
\]

\[
TAX_t = \gamma_8 + \delta_8 TAX_{t-1} + \varphi_8 GHG_{t-1} + \epsilon_t.
\]

where \( \gamma, \varphi, \delta, \) and \( \epsilon \) are as explained in Equation (1); and \( FEC, TAX, EI, REN, \) and \( GHG \) are explained in Table 1.

The ECM is used in cases where cointegrated relationships are detected. The ECM is a theoretically driven approach that allowed us to estimate both the short- and long-term effects of energy taxes on fossil energy consumption, energy intensity, renewable energy consumption, and GHG emissions at a country level. The term “error correction” is related to the idea that a deviation from a long-run
steady state, i.e., the error, over the last periods affects short-run dynamics. If this is true, then the ECM estimates the speed at which fossil energy consumption, energy intensity, renewable energy consumption, or GHG emissions return to a steady state after a change in energy taxes.

Given that time series usually appear to be stationary after first-differencing, using the Box–Jenkins approach we needed to estimate the ARIMA model with time series in first-differences. However, information on long-run adjustments that the data in levels may have contained would have been lost. This led us to use the ECM methodology developed by Sargan [18], which retains the level information.

Thus, if both variables appear to be integrated and cointegrated by the Engle–Granger theorem, the nexus between fossil energy consumption, energy intensity, renewable energy consumption, GHG emissions, and energy taxes is analyzed using the following equation [61]:

$$\Delta y_t = \gamma + \delta \Delta y_{t-1} + \varphi \Delta x_{t-1} + \alpha(y_{t-1} - \beta_0 - \beta_1 x_{t-1}) + \epsilon_t,$$

where \( \alpha \) is the speed at which \( y \) returns to its steady state after a change in \( x \); \( \beta_0 \) and \( \beta_1 \) are parameters estimated regressing \( y \) in levels on \( x \) in levels; and the other parameters are as explained in Equation (1). The presence of a long-run effect can then be tested using a standard \( t \)-statistic on \( \alpha \). Despite the fact that this approach could be easily applied, it is not without the drawbacks that have been summarized by Vance et al. [62]. Applying Equation (10) to our case, we have:

\[
\begin{align*}
\Delta \text{FEC}_t &= \gamma_1 + \delta_1 \Delta \text{FEC}_{t-1} + \varphi_1 \Delta \text{TAX}_{t-1} + \alpha_1 \text{EC}_1 + \epsilon_t, \\
\Delta \text{EI}_t &= \gamma_2 + \delta_2 \Delta \text{EI}_{t-1} + \varphi_2 \Delta \text{TAX}_{t-1} + \alpha_2 \text{EC}_2 + \epsilon_t, \\
\Delta \text{REN}_t &= \gamma_3 + \delta_3 \Delta \text{REN}_{t-1} + \varphi_3 \Delta \text{TAX}_{t-1} + \alpha_3 \text{EC}_3 + \epsilon_t, \\
\Delta \text{GHG}_t &= \gamma_4 + \delta_4 \Delta \text{GHG}_{t-1} + \varphi_4 \Delta \text{TAX}_{t-1} + \alpha_4 \text{EC}_4 + \epsilon_t, \\
\Delta \text{TAX}_t &= \gamma_5 + \delta_5 \Delta \text{TAX}_{t-1} + \varphi_5 \Delta \text{FEC}_{t-1} + \alpha_5 \text{EC}_5 + \epsilon_t, \\
\Delta \text{EC}_t &= \gamma_6 + \delta_6 \Delta \text{EC}_{t-1} + \varphi_6 \Delta \text{EI}_{t-1} + \alpha_6 \text{EC}_6 + \epsilon_t, \\
\Delta \text{TAX}_t &= \gamma_7 + \delta_7 \Delta \text{TAX}_{t-1} + \varphi_7 \Delta \text{REN}_{t-1} + \alpha_7 \text{EC}_7 + \epsilon_t, \\
\Delta \text{TAX}_t &= \gamma_8 + \delta_8 \Delta \text{TAX}_{t-1} + \varphi_8 \Delta \text{GHG}_{t-1} + \alpha_8 \text{EC}_8 + \epsilon_t,
\end{align*}
\]

where \( \text{EC} \) is the error correction term and the other parameters are as explained previously.

To examine the taxation impact on a goal, i.e., to reduce greenhouse gas emissions at the EU level, we alternatively applied the panel data approach. Due to the fact that panel data contain two complementary dimensions of cross-section and time, these data typically provide more information and variability compared to one-dimensional time series data and thus allow the inclusion of more variables. Thereby, analyses conducted by using panel data provide an increased degree of freedom and a decreased degree in potential collinearity problems among the variables. Thus, panel data provide more effective estimates. As this research intended to examine the effect of taxation on greenhouse gas emissions, besides direct effects, we modeled the potential indirect effects of taxation on GHG emissions through lowering energy intensity and fossil energy use or promoting renewable energy.

Our adopted dynamic panel data model (in the form of unobserved effects) that, so far, has captured just the direct effect of energy taxes on GHG emissions with a time lag, takes the following general form:

$$\text{GHG}_{it} = \sigma \text{GHG}_{i,t-1} + \beta_0 + \beta_1 \text{FEC}_{it} + \beta_2 \text{EI}_{it} + \beta_3 \text{REN}_{it} + \beta_4 \text{TAX}_{i,t-1} + \omega_t + \mu_i + \epsilon_{it},$$

where \( i = 1, \ldots, N \) represents a cross-sectional unit in the data panel and \( t = 1, \ldots, T \) the time period. All variables enter the equation in the form of a natural logarithm; \( \mu \) stands for unobserved country-specific effects that are fixed over time; \( \omega \) stands for time-specific effects that vary over time but are common to all countries; \( \beta_1, \ldots, \beta_4 \) are the long-run elasticity estimates of GHG emissions
with respect to a corresponding factor; and $\varepsilon$ is the error term assumed to be independent and identically distributed.

Equation (19) could be called an additive model, because the estimated effects (slopes) represented by $\beta$ coefficients are considered to be being constant. We assumed that the effect of energy taxes on GHG emissions could be indirect through fossil energy consumption, energy intensity, and renewable energy consumption, i.e., the energy tax conditioning effects that FEC, EI, and REN have on GHG emissions. Thus, $\beta$ (slopes) being constant is conditional and depends on the level of TAX. This is modeled by adding to Equation (19) corresponding to multiplicative terms $FEC_t \times TAX_{t-1}$, $EI_t \times TAX_{t-1}$ and $REN_t \times TAX_{t-1}$. In the case of two interval-ratio independent variables involved in multiplicative terms, an interactive model can be factored and rearranged so as to yield two “sets” of regression equations. For example, including $FEC_t \times TAX_{t-1}$, one set estimates the conditional relationship between GHG and FEC for a specific value of TAX, in which both the intercept and slope of GHG on FEC vary according to the value of TAX. Another set estimates the conditional relationship between GHG and TAX for a specific value of FEC, in which both the intercept and slope of GHG on TAX vary according to the value of FEC. The same logic could be applied to other multiplicative terms. Viewing the equation in conditional terms provides a straightforward interpretation of the coefficient on the interaction term. This can be interpreted in two ways: It is a change in the slope of GHG on FEC associated with a one-unit change in TAX, but also it is a change in the slope of GHG on TAX associated with a one-unit change in FEC. Similarly, this interpretation could be applied to other multiplicative terms.

The inclusion of multiplicative terms is traditionally seen as a source of collinearity, because multiplicative terms are highly correlated with their constituting parts and because adding the multiplicative term changes the standard errors of coefficients associated with the interaction. This traditional view has been challenged by Friedrich [16], who argued that the standard error of coefficients in an interactive model should be considered to be conditional, showing the variability of a coefficient at a particular level of values rather than being constant. Thus, the change of standard errors and significance of coefficients is not the consequence of collinearity.

Estimators such as OLS, fixed or random effects for panel regression in a dynamic framework do not seriously address the endogeneity issue. Theoretically, it is possible that higher GHG emissions would lead to incentives to reduce fossil energy consumption and energy intensity and to increase renewable energy consumption and energy taxes. This would lead to estimated effects of variables on GHG emissions that are probably biased.

The generalized method of moments (GMM) estimator was applied to estimate Equation (11), since this enabled dealing with the potential endogeneity of the regressors. This estimator uses the lagged observations of the first difference of the regressors as instruments for estimation. The GMM method was presented and discussed in detail by Arellano and Bond [63]. It is not necessarily the case that the internally predetermined instrumental variables are strong and valid. This issue was first recognized by Alonso-Borrego and Arellano [64] and Blundell and Bond [65], and the solution to overcome that problem by using additional moment conditions from the equation in levels for an equation expressed in first differences was proposed by Arellano and Bover [66] and was employed in our analysis (an estimator that combines an equation in differences with an equation in levels into one system is called a system GMM estimator (SGMM)). Bond et al. [67] and Hauk and Wacziarg [68] have highlighted that the SGMM estimator should be used for panel data regressions in order to estimate more consistent and efficient parameters, because GMM as well as LSDV estimators are usually downward, and OSL is upward-biased.

The use of many lags, particularly when the endogenous righthand-side variables are very persistent, is not a good strategy, because this can lead to a violation of the internally predetermined instruments’ validity in the SYS–GMM estimator. In this research, second to third lags of variables were used as the instruments to keep the number of instruments less than or equal to the number of
countries. Panel unit-root tests were performed, and a heteroscedasticity robust covariance matrix estimator was used as a routine procedure dealing with the panel data.

To examine the overall validity of the SGMM estimator, following Arellano and Bond [63] and Blundell and Bond [65], two tests were carried out: (1) The Sargan test to test validity on internally predetermined instruments; and (2) the AR test absence of second-order serial correlation. The results of the SGMM estimator are valid only after passing the two tests mentioned above, but this does not necessarily mean that the instruments are valid. For robustness, additionally we performed Pesaran’s CD test to test for cross-sectional independence and Kao and Pedroni tests for panel cointegration.

5. Estimation Results

5.1. Time Series Data Analysis

Considering that energy taxes contribute to the reduction of GHG emissions in two ways—by using less fuel per unit of output (efficiency), or a reduction in energy intensity, and by using fuel with a lower carbon content (effectiveness)—Granger causalities among energy taxes, fossil energy consumption, energy intensity, and renewable energy consumption were analyzed in separate EU countries. The direct impact of energy taxes on GHG emissions was examined as well. The possible reverse causality was not tested, as it was beyond the scope of our research. The detailed estimation results of time series analyses on EU countries are provided in Appendix A, and the summarized findings are in Table 3.

An augmented Dickey-Fuller test (ADF) test revealed that all time series in levels were nonstationary, but stationary in their first differences (for detailed results on the ADF test please refer to Appendix B). This provided evidence of first-order integrated, i.e., I (1), time series. Using the Engle–Granger test we found that a cointegrated relationship between TAX and the remaining time series existed just in a few cases, which are discussed in more detail in the presentation of the results of the Granger causality test further in this subsection (for detailed results on the E-G test please refer to Appendix B).

Analyzing Granger causality between energy taxes and fossil energy consumption, we found weak statistical evidence for the Netherlands (in the case of just a level–level type of the model) and Spain (in the case of just a log–log type of the model) and strong evidence for Lithuania (when a log–log type of the model was used) that higher energy taxes contributed to a reduction in fossil energy consumption. The analysis revealed that only in these three EU countries did higher energy taxes contribute to a reduction in fossil energy consumption. Meanwhile, an analysis of data from the United Kingdom provided weak statistical evidence that a higher level of energy taxes corresponded to higher fossil energy consumption (in the case of both models).

In the rest of the EU countries, no causalities between taxes and energy consumption were observed (see Appendix A, Appendix B and Table 3).

In terms of Granger causality between energy taxes and energy intensity, we found strong statistical evidence of a negative short-run relationship between taxes and intensity level in Cyprus and a long-run form or relationship in Italy. These findings did not differ regarding the type of model we used. Thus, in Cyprus, an increase in energy taxes caused a reduction in energy intensity in the short run with no long-run implications, while in Italy energy taxes were associated with energy intensity just in the long run: i.e., after an increase in taxes, the initial level of energy intensity started to deviate from the steady state level and did not return to its initial level in the long run. However, weak statistical evidence of a positive correlation between energy taxes and energy intensity was observed in Lithuania. This result shows that in the case of energy tax growth, energy intensity increased as well, which from an environmental perspective is evaluated very negatively. Meanwhile, in the rest of the EU countries, there was observed an insignificant Granger causality between energy taxes and energy intensity (Appendix A and Table 3).
### Table 3. Results of testing Granger causality between energy taxes, fossil energy consumption, energy intensity, renewable energy consumption, and greenhouse gas (GHG) emissions.

| Null Hypothesis | Level–Level Type Model | Log–Log Type Model |
|-----------------|------------------------|--------------------|
|                 | Negative Correlation   | Positive Correlation|
| TAX does not    |                        |                    |
| Granger cause   |                        |                    |
| FEC             | AT, BE, BG, HR, CY,    | AT, BE, BG, HR, CY,|
|                 | CZ, DK, EE, FI, FR,    | CZ, DK, EE, FI, FR,|
|                 | DE, EL, HU, IE, IT,    | DE, EL, HU, IE, IT,|
|                 | LV, LU, MT, NL, PL,    | LV, LU, MT, NL, PL,|
|                 | PT, RO, SK, SI, ES,    | PT, RO, SK, SI, ES,|
|                 | SE, UK                 | SE, UK             |
| CY              | AT, BE, BG, HR, CZ,    | AT, BE, BG, HR, CZ,|
|                 | DE, EE, FI, FR,        | DE, EE, FI, FR,    |
|                 | DE, EL, IE, IT, LV,    | DE, EL, IE, IT, LV,|
|                 | LT, LU, MT, NL, PL,    | LT, LU, MT, NL, PL,|
|                 | PT, RO, SK, SI, ES     | PT, RO, SK, SI, ES|
|                 | SE, UK                 | SE, UK             |
| HU              | AT, BE, BG, HR, CY,    | AT, BE, BG, HR, CY,|
|                 | CZ, DE, EE, FI, FR,    | CZ, DE, EE, FI, FR,|
|                 | DE, EL, IE, IT, LV,    | DE, EL, IE, IT, LV,|
|                 | LT, LU, MT, NL, PL,    | LT, LU, MT, NL, PL,|
|                 | PT, RO, SK, SI, ES     | PT, RO, SK, SI, ES|
|                 | SE, UK                 | SE, UK             |
| MT              | AT, BE, BG, HR, CY,    | AT, BE, BG, HR, CY,|
|                 | CZ, DE, EE, FI, FR,    | CZ, DE, EE, FI, FR,|
|                 | DE, EL, HU, IE, LV,    | DE, EL, HU, IE, LV,|
|                 | LT, LU, NL, PL, PT,    | LT, LU, NL, PL, PT,|
|                 | RO, SK, SI, ES, UK     | RO, SK, SI, ES, UK|
| SE              |                        |                    |

* Country codes: Austria (AT); Belgium (BE); Bulgaria (BG); Croatia (HR); Cyprus (CY); Czech Republic (CZ); Denmark (DK); Estonia (EE); Finland (FI); France (FR); Germany (DE); Greece (EL); Hungary (HU); Ireland (IE); Italy (IT); Latvia (LV); Lithuania (LT); Luxembourg (LU); Malta (MT); the Netherlands (NL); Poland (PL); Portugal (PT); Romania (RO); Slovakia (SK); Slovenia (SI); Spain (ES); Sweden (SE); United Kingdom (UK). (1) relationship is significant at the 10% level; (2) cointegrated relationship was found but long-run relationship was not proven by ECM model; (3) just long-run relationship was found; (4) just short-run relationship was found.

In the case of Granger causality between energy taxes and renewable energy consumption, we found weak statistical evidence of a negative correlation between taxes and renewable energy in Hungary (with both types of models used for estimation). Meanwhile, in Lithuania, we found strong and in France weak and positive evidence (just with the log–log type of the model) that showed that in these countries, an increase in energy taxes Granger-caused an increase in renewable energy consumption. In the rest of the EU countries, no Granger causality between energy taxes and renewable energy consumption was observed (Appendix A and Table 3).

Analyzing the Granger causality between energy taxes and GHG emissions, we found strong statistical evidence in Malta (using the level–level type of the model) and in Lithuania (using the log–log type of the model) and weak evidence in Sweden (using the level–level type of the model) that a higher energy tax was associated with lower GHG emissions. The results showed that just in these three EU countries energy taxes directly contributed to climate policy. However, a contrary result was found in Italy, where weak statistical evidence (using both types of models) of a positive correlation between taxes and GHG emissions was observed. In the rest of the EU countries, a relationship between taxes and GHG emissions was insignificant (Appendix A and Table 3).

Furthermore, with some time series pairs in the cases of a few countries (for example, in Spain in analyzing the relationship between energy taxes and fossil energy consumption; in the Czech Republic and France in analyzing the relationship between energy taxes and energy intensity; in Romania in analyzing the relationship between taxes and renewable energy consumption; and in Ireland in analyzing the relationship between energy taxes and GHG emissions), we found a cointegrated relationship that might suggest a long-run relationship, but these findings were not supported by
estimations using the ECM model and thus were treated in our research as not reliable evidence of a relationship.

5.2. Panel Data Analysis

An estimation of Equation [19], i.e., the effect of direct energy taxes on GHG emissions, is presented in Table 4. Estimation (I) corresponds to Equation (19), but with an omitted energy taxes variable. It was done to have an idea of how adding core variables to our research changes the estimated effects of control variables, the ones that have been broadly used in studies examining the relationship between economic activity and environmental degradation in terms of greenhouse gas emissions. Therefore, estimation (I) shows a not surprising positive and statistically significant correlation between fossil energy consumption, energy intensity, and GHG emissions and a negative one between renewable energy consumption and GHG emissions. The magnitude of the estimated effect of fossil energy consumption, energy intensity, and renewable energy consumption on GHG emissions did not change much when adding an energy taxes variable with a different lag length: An increase in fossil energy consumption by 1% corresponded to an increase in GHG emissions by 0.14–0.15%, and for energy intensity the effect on GHG emissions was about 0.1–0.11%. In the case of renewable energy consumption, an increase of 1% led to a decrease in greenhouse gas emissions by 0.02%. Quite stable estimated effects in terms of their magnitude were evidence of robust estimation results.

Table 4. Estimation results of the direct energy tax effect on GHG emissions.

| Variables                      | (I)       | (II)       | (III)      | (IV)       |
|-------------------------------|-----------|------------|------------|------------|
| Y(−1)                         | 0.7999 ***| 0.7469 *** | 0.7455 *** | 0.7201 *** |
|                               | (13.2505) | (10.7328)  | (11.1713)  | (10.6530)  |
| Const.                        | 0.0670    | −0.2181    | −0.3092    | −0.2335    |
|                               | (0.5521)  | (−0.7935)  | (−1.1728)  | (−0.9707)  |
| Fossil energy Consumption     | 0.1396 ** | 0.1400 *** | 0.1454 *** | 0.1593 *** |
|                               | (2.2714)  | (2.7330)   | (2.9286)   | (3.1568)   |
| Energy intensity              | 0.0963 ** | 0.1013 ** | 0.1110 ** | 0.1131 *** |
|                               | (2.0435)  | (2.1963)   | (2.4624)   | (2.7101)   |
| RENewable energy              | −0.0194 **| −0.0196 ** | −0.0190 ** | −0.0203 ** |
|                               | (−2.1374) | (−2.1042)  | (−2.0397)  | (−2.0209)  |
| relative TAXation on energy   | 0.0431    | 0.0533 *   | 0.0459 *   |
|                               | (1.4287)  | (1.9444)   | (1.9205)   |

| Sample size                   | 435       | 411        | 408        | 405        |
|                               |           |            |            |            |
| Number of countries           | 28        | 28         | 28         | 28         |
| Number of instruments         | 26        | 26         | 23         | 27         |
| Error AR (2) test            | 0.7346    | 0.7345     | 0.7420     | 0.5984     |
| Sargan test                   | 0.5151    | 0.8020     | 0.7402     | 0.8207     |
| Pesaran CD test               | 0.0626    | 0.0816     | 0.0591     | 0.0517     |
| Kao test                      | 0.3744    | 0.4022     | 0.2975     | 0.1883     |
| Pedroni test                  | 0.1403    | 0.1005     | 0.1598     | 0.1701     |

Note: All estimations are one-step SGMM, including equations in levels, and all of them include time dummies. The statistics given in the parentheses under the coefficients of explanatory variables are Z-values using robust (Windmeijer-corrected) standard errors (taking into account the concern of Blundell and Bond [65] about the downward-biased tendency of standard errors estimated by the SGMM approach for small samples, we used the finite-sample corrections suggested by Windmeijer [69] to the asymptotic covariance matrix of the parameters, which are nowadays almost universally used). *, **, *** indicate statistical significance at the 10%, 5%, and 1% levels, respectively. The p-values are reported testing null hypotheses: No second-order serial correlation, internal IV is valid, cross-sectional independence and no cointegration for the AR (2), Sargan, CD, Kao, and Pedroni tests, respectively.
Estimation (III) directly corresponds to Equation (19), i.e., it examines the one-year lagged effect of energy taxes on GHG emissions. Estimation (II) tests the instant effect of change in taxation policy on GHG emissions, and est. (IV) examines the two-year lagged effect. However, in all these estimations, the negative or statistically significant correlation between energy taxes and GHG emissions was not observed (Table 4). These results revealed that a higher tax rate on fossil energy did not directly correspond to lower GHG emissions. Besides the provided estimation results, we also estimated Equation (19) with a three-year lagged TAX variable as well as with up to one, up to two, and up to three lags of TAX, and ran an F-test to test the null hypothesis of jointly insignificant coefficients on TAX variables. In all cases, we did not find evidence of a negative or statistically significant correlation between TAX and GHG.

The estimation of augmented Equation (19), where the indirect energy tax effect on GHG emissions was modeled using interactions, is presented in Table 5.

**Table 5. Results of indirect energy tax effect on GHG emissions.**

| Variables                  | (V)          | (VI)          | (VII)         | (VIII)        | (IX)          | (X)          |
|---------------------------|--------------|---------------|---------------|---------------|---------------|--------------|
| Y(-1)                     | 0.6367 ***   | 0.8450 ***    | 0.6884 ***    | 0.8164 ***    | 0.7708 ***    | 0.8322 ***   |
|                           | (9.2912)     | (15.5058)     | (11.2957)     | (16.3240)     | (11.2318)     | (16.0842)    |
| Const.                    | -0.4274      | 0.0603        | 0.8665        | 0.1856 **     | -0.2775       | 0.0993       |
|                           | (-1.5066)    | (0.6627)      | (1.1760)      | (1.9928)      | (-0.9927)     | (1.0229)     |
| Fossil Energy Consumption | 0.7623       | 0.1491 ***    | 0.1562 ***    | 0.1312 ***    | 0.1485 ***    |             |
|                           | (0.7673)     | (3.8035)      | (2.8163)      | (2.6379)      | (2.3817)      |             |
| Energy intensity           | 0.1152 ***   | 0.12084 *     | 0.0701        | 0.1012 **     | 0.1138 **     |             |
|                           | (2.6747)     | (1.8876)      | (0.5940)      | (2.2909)      | (2.0399)      |             |
| Renewable energy           | -0.0207 **   | -0.0181 **    | -0.0225 **    | -0.0199 **    | -0.0272       |             |
|                           | (-1.9927)    | (-2.0021)     | (-2.0089)     | (-2.1413)     | (-0.4062)     |             |
| relative TAXation on energy (-1) | 0.1058 *** | -0.1687       | 0.0462        |             |             |             |
|                           | (3.8149)     | (-1.2961)     | (1.2746)      |             |             |             |
| FEC*1TAX(-1)              | -0.1102 ***  | 0.0156        |             |             |             |             |
|                           | (-3.0753)    | (1.1610)      |             |             |             |             |
| EI/TAX(-1)                | 0.0387 *     | 0.0090 *      |             |             |             |             |
|                           | (1.9534)     | (1.8908)      |             |             |             |             |
| REN*TAX(-1)               |             | 0.0021        |             | 0.0420       |             |             |
|                           |             | (1.2746)      |             | (0.6607)     |             |             |
| Sample size               | 408          | 408           | 408           | 408           | 408           | 408          |
| Number of countries       | 28           | 28            | 28            | 28            | 28            | 28           |
| Number of instruments     | 25           | 24            | 26            | 28            | 27            | 27           |
| Error AR (2) test         | 0.6396       | 0.7487        | 0.7214        | 0.7907        | 0.7497        | 0.7377       |
| Sargan test               | 0.7695       | 0.6020        | 0.5645        | 0.5451        | 0.5738        | 0.6709       |
| Pesaran CD test           | 0.0814       | 0.0755        | 0.0792        | 0.0638        | 0.0729        | 0.0521       |
| Kao test                  | 0.3853       | 0.3002        | 0.4187        | 0.3749        | 0.4460        | 0.4093       |
| Pedroni test              | 0.0932       | 0.1287        | 0.1638        | 0.1033        | 0.1857        | 0.1052       |

Note: All estimations are one-step SGMM, including equations in levels, and all of them include time dummies. The statistics given in the parentheses under the coefficients of explanatory variables are Z-values using robust (Windmeijer-corrected) standard errors (taking into account the concern of Blundell and Bond [65] about the downward-biased tendency of standard errors estimated by the SGMM approach for small samples, we used the finite-sample corrections suggested by Windmeijer [69] to the asymptotic covariance matrix of the parameters, which are nowadays almost universally used). *, **, *** indicate statistical significance at the 10%, 5%, and 1% levels, respectively. The p-values are reported testing null hypotheses. No second-order serial correlation, internal IV is valid, cross-sectional independence and no cointegration for the AR (2), Sargan, CD, Kao, and Pedroni tests, respectively.

Estimation (V) shows the results of the indirect energy tax effect via fossil energy consumption, est. (VII) via energy intensity, and est. (IX) via renewable energy consumption on GHG emissions. Adding interaction terms to the base equation markedly changed the estimated effect as well as its significance on separate variables involved in the interactions compared to those we had without an interaction term in Table 4. Following Friedrich [16], we argue that this was not due to the correlation
between the interaction term and separate variables that interacted, but because coefficients and their standard errors in the interactive model should be considered as conditional. Nevertheless, to reduce collinearity (the VIF was above 50 for multiplicative terms and associated variables, but below 4 for others), we alternatively estimated Equation (19) with interactions, but omitted separate variables that were involved in interactions (see estimations VI, VII, and X in Table 5). All interaction terms did not show negative or statistically significant relationships with GHG emissions, providing no evidence of an indirect energy tax effect on GHG emissions. Besides the estimations provided in Table 5, we modeled the indirect effect of TAX on GHG, interacting FEC, EI, and REN with two- and three-times-lagged TAX. In all cases, we found no statistically significant indirect effect.

6. Discussion and Policy Implications

An energy tax is the main market-based tool that can contribute to climate change policy. First of all, due to increases in energy costs, it should reduce energy consumption and increase energy efficiency [6,17,40,45–47], which should reduce GHG emissions. In this article, which analyzed the impact of energy taxes on fossil energy consumption, our results showed that only in some EU countries (such as Lithuania, the Netherlands, and Spain) did the growth of energy taxes significantly reduce energy consumption. Thus, in these countries, energy taxes are effective and could influence the price elasticity of energy demand. Furthermore, in these countries, due to an increase in energy taxes, investments and developed abatement technologies are triggered to reduce fossil energy consumption. Meanwhile, only in one country, the United Kingdom, energy taxes significantly increase fossil energy consumption, and the effect of taxes was reversed, which environmentalists could expect. This could be related to the fact that the level of energy taxes was rather low in the U.K., so producers were not motivated to implement new technologies nor consumers to change their habits of energy consumption, and even the cost of fossil energy slightly grew. Moreover, in this country, it could be that the demand of fuel energy was inelastic to changes in prices [2]. Thus, taxes could have stimulated product innovation, which in turn raised the demand for products [51]. In the residual EU countries, the effect of energy taxes on fossil energy consumption was insignificant, revealing that energy taxes did not contribute to a decrease in energy consumption. This also could have been related to the fact that due to inelastic demand and oil monopolies, energy taxes had no effect on current energy production [2,70]. However, it is worth mentioning that an increase in energy taxes is not enough to reduce energy consumption in households, particularly where people are not sensitive to price changes. An enhancement of environmental awareness and the development of energy-efficient tools, such as building renovations and electrical transport, are the main targets of climate policy (to which particular attention should be paid).

Furthermore, in analyzing the impact of energy taxes on energy intensity, we found that only in two EU countries (Cyprus and Italy) did an increase in energy taxes reduce energy intensity. Thus, in these countries, due to the increase in energy taxes, energy efficiency programs were successfully implemented. Meanwhile, in Lithuania, the relationship between energy taxes and energy intensity was positive, which means that the growth of taxes decreased energy efficiency. This result revealed that despite energy taxes decreasing fossil energy consumption in Lithuania, the effect on energy intensity was negative. However, in seeking the mitigation of climate change, it is more important to reduce fossil energy consumption than energy intensity. In the residual EU countries, the effect of a carbon tax policy was insignificant. These results showed that despite growing energy taxes, producers were not motivated to develop technologies that help to increase energy efficiency, nor were consumers motivated to tackle energy-saving behavior. Moreover, an increase in taxes could condition the occurrence of a leakage phenomenon [20]. Thus, the most effective tool in EU countries should be that revenues generated by energy taxes are directed more toward programs designed to enhance energy efficiency.

The majority of authors [6,17,40,45] have also declared that energy taxes could promote the use of fuel with a lower carbon content. Thus, placing a tax on fossil fuels could make alternative fuels
more attractive. However, our results confirmed that the growth of energy taxes increased renewable energy consumption only in two EU countries (Lithuania and France). Therefore, in these countries, energy taxes created incentives to develop and use alternative low-carbon fuels and technologies, and consumers had the possibility of choosing renewable energy. Furthermore, in Hungary, the growth of energy taxes reduced the consumption of renewable energy. In other EU countries, an insignificant impact of energy taxes on renewable energy consumption was observed. Thus, taxes on polluted energy sources did not motivate a substitution effect and a shift from carbon-intensive fuels to renewable fuels. In these cases, it is important that low-carbon renewable resources would have been more profitable. Moreover, in all EU countries, collected energy taxes should be used to support the development of renewable energy by subsidizing environmental protection projects.

In the analysis of the direct effect of energy taxes on GHG emissions in separate EU countries, the results showed that only in three EU countries (Lithuania, Malta, and Sweden) did the growth in energy taxes reduce GHG emissions. Meanwhile, in Italy, the relationship between energy taxes and GHGs was significant and positive, and in the rest of the EU countries the effect was insignificant. Thus, considering the time series analysis, the overall results showed (with some minor exceptions) that energy taxes did not reduce GHG emissions and did not contribute much to the implementation of climate change policy in EU countries. Therefore, almost all EU countries should initiate and implement energy tax reform, and relationships with other taxes need to be considered, because these taxes should contribute to climate change policy more effectively by influencing a growth in energy efficiency and renewable energy consumption and a decrease in energy consumption and GHG emissions. Moreover, tax policies should be matched with an emissions trading system in seeking climate change mitigation [2,56].

Regarding the panel analysis, the results showed that in all EU countries, a higher tax rate on fossil energy did not directly or indirectly (via fossil energy consumption, energy intensity, and renewable energy consumption) correspond to lower GHG emissions. These results contradict the findings of Jeffrey and Perkins [43], Lapinskiene et al. [56], and Sterner [52], which revealed that energy taxes reduced GHG emissions. Meanwhile, the main determinants that lowered GHG emissions were a higher share of renewable energy consumption and a decrease in fossil energy consumption and energy intensity. These findings are in line with a lot of studies [43,71–80]. Therefore, in seeking the mitigation of climate change, the improvement of technological progress, which helps to reduce fossil energy consumption, and the promotion of renewable energy consumption are essential tools in climate policy. Considering that energy taxes practically had no effect on the growth of energy efficiency and renewable energy consumption, tax policies should be combined with other market-based tools, such as subsidies for renewable energy sources and technology installations. Moreover, EU countries can help increase private sector investments in renewable energy and energy efficiency by providing low-interest loans and other innovative financing products to assist customers with developing clean energy and reducing their energy bills. However, in order to reduce GHG emissions jointly with market-based tools, information tools (such as environmental education) should be implemented to seek climate change mitigation at consumer levels.

7. Conclusions

An energy tax is the most applied market-based initiative enacted to mitigate climate change and can be found in most EU countries. Thus, this article analyzed direct and indirect (via the reduction of fossil energy consumption and energy intensity and increases in renewable energy consumption) general energy tax impacts on GHG emissions in separate EU countries and in all of the EU. These results should reveal whether general energy taxes really contribute to the reduction of territorial GHG emissions and successful implementation of climate change policies.

Analyzing the Granger causality between energy taxes and GHG emissions in separate EU countries, we found that (with some minor exceptions in Lithuania, Malta, and Sweden) general energy taxes did not reduce GHG emissions at all. Moreover, energy taxes in the majority of cases did
not Granger-cause fossil energy consumption, energy intensity, and renewable energy consumption. Regarding the panel analysis, the results also showed that in all EU countries, higher tax rates on fossil energy did not directly or indirectly correspond to lower GHG emissions. Thus, despite energy taxes that contributed to price growth in almost all EU countries, producers were not motivated to implement new technologies, and consumers were not motivated to change their habits in seeking an enhancement in energy efficiency. In these countries, energy taxes did not create incentives to develop and use alternative low-carbon fuels and technologies. Therefore, almost all EU countries should initiate and implement energy tax reforms to channel revenues generated by energy taxes in order to direct them to programs designed for the enhancement of energy efficiency and the promotion of renewable energy consumption. Moreover, energy taxes should be combined with other market-based tools, such as an emissions trading system, subsidies, or low-interest loans for renewable energy sources and technology installations, in order to implement more successfully climate change policies. Information tools should also be jointly implemented in seeking climate change mitigation.

In this paper, we analyzed the general energy tax impact on territorial GHG emissions. Future research should consider separate economic sectors in order to reveal the efficiency of energy taxes in different economic activities. It could be that despite the ineffectiveness of energy taxes in general, sector energy taxes in particular are very efficient. Furthermore, future research analyzing tax impacts on climate change mitigation also should take into account changes in the cost of wind generation or photovoltaics and government policies other than taxes, including feed-in tariffs and commitments to emissions reduction targets.
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**Appendix A**

| Country Code | Cointegration between TAX and FEC | Cointegration between TAX and EI | Cointegration between TAX and REN | Cointegration between TAX and GHG |
|--------------|----------------------------------|---------------------------------|----------------------------------|----------------------------------|
| AT           | 0.003 (0.952)                    | 0.1394 (1.2080)                 | N                                | −0.0214 (−1.2260)                |
| BE           | N                                | N                               | N                                | 0.0016 (0.0917)                  |
| BG           | N                                | N                               | N                                | 0.0070 (0.3080)                  |
| HR(1)        | 0.001 (0.896)                    | 0.0823 (0.5813)                 | N                                | −0.0158 (−0.6950)                |
| CY           | N                                | N                               | N                                | −0.0089 (−1.0840)                |

**Table A1.** Estimations of level–level-type models.
| Country Code | Fossil Energy Consumption | Energy Intensity | Share of Renewable Energy | GHG Emissions |
|-------------|--------------------------|-----------------|--------------------------|---------------|
|             | Cointegration between TAX and FEC | Estimation of Equation (2) | Estimation of Equation (11) | Estimation of Equation (5) |
|             | Cointegration between TAX and EI | Estimation of Equation (3) | Estimation of Equation (12) | Estimation of Equation (13) |
|             | Cointegration between TAX and REN | Estimation of Equation (4) | Estimation of Equation (14) | Estimation of Equation (8) |
|             | Cointegration between TAX and GHG | Estimation of Equation (6) | Estimation of Equation (9) | Estimation of Equation (10) |
| CZ          | N                         | −0.001 (−0.114) | Y                         | 0.1686 (0.5606) |
|             |                           |                 |                           | −0.3666 (−1.0550) |
|             |                           |                 |                           | 0.0020 (0.1653) |
|             |                           |                 |                           | −0.0366 (−1.1960) |
| DK          | N                         | −0.001 (−0.303) | N                         | −0.0480 (−1.1540) |
|             |                           |                 |                           | −0.0048 (−1.209) |
|             |                           |                 |                           | −0.0080 (−0.7769) |
| EE          | N                         | −0.001 (−0.135) | N                         | 1.2240 (1.9110) |
|             |                           |                 |                           | 0.0219 (0.6020) |
|             |                           |                 |                           | 0.1201 (1.1700) |
| FI          | N                         | −0.003 (−0.857) | N                         | 0.0489 (0.2331) |
|             |                           |                 |                           | 0.0033 (0.2358) |
|             |                           |                 |                           | −0.0356 (−1.0548) |
| FR          | N                         | −0.002 (−0.667) | N                         | 0.0063 (0.0792) |
|             |                           |                 |                           | 0.0169 (1.730) |
|             |                           |                 |                           | 0.0008 (0.1380) |
| DE(1)       | N                         | −0.469 (−2.116) | N                         | 0.0013 (0.5161) |
|             |                           |                 |                           | −0.0011 (−1.1565) |
|             |                           |                 |                           | −0.0057 (−1.049) |
| EL          | N                         | 0.001 (0.734)   | N                         | 0.0253 (0.5880) |
|             |                           |                 |                           | 0.0034 (0.6712) |
|             |                           |                 |                           | 0.0030 (0.1380) |
| HU(1)       | N                         | 0.002 (0.471)   | N                         | −0.5134 (−1.050) |
|             |                           |                 |                           | −0.1774 (−2.384) |
|             |                           |                 |                           | 0.0033 (0.2601) |
| IE          | N                         | 0.004 (1.500)   | N                         | 0.0161 (0.2179) |
|             |                           |                 |                           | −0.0009 (−0.2391) |
|             |                           |                 |                           | −0.0020 (−0.1665) |
| IT          | N                         | 0.001 (0.261)   | Y                         | −0.0304 (0.9937) |
|             |                           |                 |                           | −0.890 (−2.4590) |
|             |                           |                 |                           | 0.0046 (0.4766) |
|             |                           |                 |                           | 0.0093 (1.9150) |
| LV          | N                         | 0.001 (0.261)   | N                         | 0.6148 (1.930) |
|             |                           |                 |                           | 0.0515 (1.1170) |
|             |                           |                 |                           | −0.0060 (−0.2948) |
| LT          | N                         | −0.005* (−1.763) | Y                         | −0.4023 (−0.4044) |
|             |                           |                 |                           | 0.5225* (−2.0430) |
|             |                           |                 |                           | 0.0443 (1.4540) |
|             |                           |                 |                           | −0.0371 (−1.4330) |
| LU          | N                         | 0.003 (0.192)   | N                         | 0.2493 (2.1200) |
|             |                           |                 |                           | −0.0055 (−0.4328) |
|             |                           |                 |                           | −0.0074 (−0.1391) |
| MT          | N                         | −0.001 (−0.094) | N                         | −0.0098 (−1.138) |
|             |                           |                 |                           | −0.0002 (−0.1195) |
|             |                           |                 |                           | −0.014** (−2.775) |
| NL          | N                         | −0.005* (−1.874) | N                         | 0.1276 (0.7994) |
|             |                           |                 |                           | 0.0047 (0.8766) |
|             |                           |                 |                           | 0.0137 (0.9712) |
| PL          | N                         | −0.002 (−1.214) | N                         | −0.0910 (−2.335) |
|             |                           |                 |                           | −0.0015 (−1.729) |
|             |                           |                 |                           | −0.0130 (−1.0690) |
| PT          | N                         | 0.001 (0.280)   | N                         | 0.0263 (0.4049) |
|             |                           |                 |                           | 0.0099 (0.9494) |
|             |                           |                 |                           | −0.0042 (−0.3525) |
| RO          | N                         | 0.0012 (1.0180) | N                         | −0.0590 (−2.020) |
|             |                           |                 |                           | −0.0374 (−1.4710) |
|             |                           |                 |                           | 0.0131 (1.1720) |
| SK          | N                         | −0.0032 (−1.050) | N                         | 0.3349 (0.6304) |
|             |                           |                 |                           | 0.0307 (1.2240) |
|             |                           |                 |                           | −0.0057 (−0.5474) |
Table A1. Cont.

| Country Code | Cont. Integration between TAX and FEC | Estimation of Equation (2) | Estimation of Equation (11) | Cont. Integration between TAX and EI | Estimation of Equation (3) | Estimation of Equation (12) | Cont. Integration between TAX and REN | Estimation of Equation (4) | Estimation of Equation (13) | Cont. Integration between TAX and GHG | Estimation of Equation (5) | Estimation of Equation (14) |
|--------------|-------------------------------------|-----------------------------|-----------------------------|-------------------------------------|-----------------------------|-----------------------------|-------------------------------------|-----------------------------|-----------------------------|-------------------------------------|-----------------------------|-----------------------------|
| SI           | N                                   | $-2.7 \times 10^{-5}$      | (0.0181)                   | N                                   | $0.3349$                     | (0.6304)                   | N                                   | $-0.0127$                   | (0.6329)                   | N                                   | $0.0020$                     | (0.3641)                   |
| ES           | Y                                   | N                           | $-0.0616$                   | (0.6824)                           | N                           | $0.0041$                     | (0.3066)                           | N                           | $0.0142$                   | (0.7275)                           |
| SE           | N                                   | $-0.0023$                   | (1.5800)                   | N                                   | $0.0201$                     | (0.1727)                   | N                                   | $0.0099$                     | (0.5232)                   | N                                   | $-0.0139^*$                  | (1.9300)                   |
| UK           | N                                   | $0.0018^*$                  | (2.1410)                   | N                                   | $-0.0291$                   | (0.6689)                   | N                                   | $-0.0004$                   | (0.1354)                   | N                                   | $0.0032$                     | (0.7620)                   |

N = no cointegrated relationship; Y = there is a cointegrated relationship. In estimations of Equations (2)–(5), the first row presents a coefficient on TAX, and the second (in the brackets) is the t-ratio. In estimations of Equations (11)–(14), the first row presents a coefficient on TAX, the second (in the brackets) is the t-ratio, the third one presents a coefficient on the error correction (EC) term, and the fourth one (in the brackets) is the t-ratio on the EC term. * Indicates significance at the 10% level; ** indicates significance at the 5% level; *** indicates significance at the 1% level. (1) The sample size available for these countries was smaller than 10 years because of the shortage of the data for variable TAX.

Table A2. Estimations of log-log-type models.

| Country Code | Cont. Integration between TAX and FEC | Estimation of Equation (2) | Estimation of Equation (11) | Cont. Integration between TAX and EI | Estimation of Equation (3) | Estimation of Equation (12) | Cont. Integration between TAX and REN | Estimation of Equation (4) | Estimation of Equation (13) | Cont. Integration between TAX and GHG | Estimation of Equation (5) | Estimation of Equation (14) |
|--------------|-------------------------------------|-----------------------------|-----------------------------|-------------------------------------|-----------------------------|-----------------------------|-------------------------------------|-----------------------------|-----------------------------|-------------------------------------|-----------------------------|-----------------------------|
| AT           | N                                   | 0.945                      | (1.1860)                   | N                                   | 0.1543                      | (0.9764)                   | N                                   | $-0.4286$                   | (1.6580)                   | N                                   | 0.1041                      | (0.6288)                   |
| BE           | N                                   | $-0.0362$                  | ($-0.1702$)                | N                                   | $-0.0147$                   | ($-0.0754$)                | N                                   | $-0.0321$                   | ($-0.0863$)                | N                                   | 0.0153                      | (0.0874)                   |
| BG           | N                                   | $-0.0305$                  | ($-0.5877$)                | N                                   | $-0.0550$                   | ($-0.9588$)                | N                                   | 0.0404                      | (0.2913)                   | N                                   | $-0.0503$                   | ($-0.9849$)                |
| HR(1)        | N                                   | 0.1033                     | (0.8267)                   | N                                   | 0.0504                      | (0.4552)                   | N                                   | $-0.1599$                   | ($-0.7536$)                | N                                   | 0.0187                      | (0.0080)                   |
| CY           | N                                   | $-0.0296$                  | ($-0.5229$)                | N                                   | $-0.063^*$                  | ($-3.1420$)                | N                                   | $-0.0124$                   | ($-0.1255$)                | N                                   | $-0.0619$                   | ($-0.9885$)                |
| CZ           | N                                   | 0.0429                     | (0.4053)                   | N                                   | 0.0117                      | (0.0856)                   | N                                   | 0.0340                      | (0.1788)                   | N                                   | $-0.0559$                   | ($-0.2301$)                |
| DK           | N                                   | $-0.0032$                  | ($-0.0329$)                | N                                   | $-0.1891$                   | ($-1.3350$)                | N                                   | $-0.1660$                   | ($-0.7655$)                | N                                   | $-0.2044$                   | ($-0.8613$)                |
| Country Code | Fossil Energy Consumption | Energy Intensity | Share of Renewable Energy | GHG Emissions |
|-------------|--------------------------|-----------------|--------------------------|--------------|
| EE          | N                        |                |                          |              |
| FI          | N                        |                |                          |              |
| FR          | N                        | Y              |                          |              |
| DE(1)       | N                        |                |                          |              |
| EL          | N                        |                |                          |              |
| HU(1)       | N                        |                |                          |              |
| IE          | N                        |                |                          |              |
| IT          | N                        |                |                          |              |
| LV          | N                        |                |                          |              |
| LT          | N                        |                |                          |              |
| LU          | N                        |                |                          |              |
| MT          | N                        |                |                          |              |
| NL          | N                        |                |                          |              |
| PL          | N                        |                |                          |              |
| PT          | N                        |                |                          |              |
| RO          | N                        |                |                          |              |
| SK          | N                        |                |                          |              |
| SI          | N                        |                |                          |              |
| ES          | Y                        |                |                          |              |

Table A2. Cont.
Table A2. Cont.

| Country Code | Fossil Energy Consumption | Energy Intensity | Share of Renewable Energy | GHG Emissions |
|--------------|---------------------------|------------------|---------------------------|---------------|
|              | Cointegration between TAX and FEC | Cointegration between TAX and EI | Cointegration between TAX and REN | Cointegration between TAX and GHG |
|              | Estimation of Equation (2) | Estimation of Equation (3) | Estimation of Equation (4) | Estimation of Equation (5) |
|              | Estimation of Equation (11) | Estimation of Equation (12) | Estimation of Equation (13) | Estimation of Equation (14) |
| SE | N | −0.1245 (−1.0530) | 0.0387 (0.2309) | 0.1420 (0.5100) | −0.2931 (−1.4930) |
| UK | N | 0.1758 * (2.0680) | −0.0273 (−0.3255) | −0.3962 (−0.6326) | 0.0589 (0.7052) |

N = no cointegrated relationship. Y = there is a cointegrated relationship. In estimations of Equations (2)–(5), the first row presents a coefficient on TAX and the second (in the brackets) is the t-ratio. In estimations of Equations (11)–(14), the first row presents a coefficient on TAX, the second (in the brackets) is the t-ratio, the third one presents a coefficient on the error correction term, and the fourth one (in the brackets) is the t-ratio on the EC term. * Indicates significance at the 10% level; ** indicates significance at the 5% level; *** indicates significance at the 1% level. \(^{(1)}\) The sample size available for these countries was smaller than 10 years because of the shortage of the data for variable TAX.

### Appendix B

Table A3. Results of unit-root test.

| Country | TAX | FEC | EI | REN | GHG |
|---------|-----|-----|----|-----|-----|
|         | Col. (A) | Col. (B) | Col. (A) | Col. (B) | Col. (A) | Col. (B) | Col. (A) | Col. (B) |
| AT      | 0.399 | 0.044 | 0.185 | 0.015 | 0.097 | 0.010 | 0.212 | 0.011 | 0.328 | 0.003 |
| BE      | 0.402 | 0.031 | 0.313 | 0.003 | 0.065 | 0.044 | 0.110 | 0.002 | 0.223 | 0.041 |
| BG      | 0.315 | 0.010 | 0.271 | 0.000 | 0.192 | 0.000 | 0.068 | 0.026 | 0.059 | 0.034 |
| HR      | 0.056 | 0.007 | 0.284 | 0.008 | 0.184 | 0.007 | 0.076 | 0.047 | 0.094 | 0.002 |
| CY      | 0.259 | 0.006 | 0.185 | 0.036 | 0.239 | 0.017 | 0.091 | 0.044 | 0.335 | 0.029 |
| CZ      | 0.302 | 0.049 | 0.310 | 0.045 | 0.320 | 0.028 | 0.313 | 0.004 | 0.273 | 0.023 |
| DK      | 0.364 | 0.006 | 0.098 | 0.048 | 0.227 | 0.025 | 0.099 | 0.010 | 0.189 | 0.005 |
| EE      | 0.363 | 0.009 | 0.338 | 0.049 | 0.346 | 0.004 | 0.075 | 0.030 | 0.131 | 0.035 |
| FI      | 0.148 | 0.001 | 0.205 | 0.007 | 0.056 | 0.008 | 0.143 | 0.025 | 0.203 | 0.022 |
| FR      | 0.119 | 0.041 | 0.219 | 0.015 | 0.072 | 0.030 | 0.066 | 0.003 | 0.102 | 0.029 |
| DE      | 0.452 | 0.046 | 0.193 | 0.029 | 0.124 | 0.035 | 0.290 | 0.026 | 0.385 | 0.045 |
| EL      | 0.445 | 0.004 | 0.388 | 0.003 | 0.055 | 0.015 | 0.323 | 0.004 | 0.065 | 0.002 |
| HU      | 0.287 | 0.003 | 0.168 | 0.033 | 0.076 | 0.002 | 0.221 | 0.001 | 0.171 | 0.043 |
| IE      | 0.183 | 0.047 | 0.283 | 0.046 | 0.225 | 0.013 | 0.275 | 0.048 | 0.243 | 0.048 |
| IT      | 0.386 | 0.003 | 0.137 | 0.035 | 0.164 | 0.008 | 0.146 | 0.009 | 0.168 | 0.009 |
| LV      | 0.400 | 0.036 | 0.057 | 0.111 | 0.115 | 0.030 | 0.073 | 0.006 | 0.205 | 0.007 |
| LT      | 0.308 | 0.006 | 0.283 | 0.027 | 0.092 | 0.026 | 0.128 | 0.045 | 0.244 | 0.004 |
| LU      | 0.135 | 0.024 | 0.212 | 0.047 | 0.194 | 0.028 | 0.380 | 0.018 | 0.058 | 0.007 |
| MT      | 0.238 | 0.032 | 0.122 | 0.038 | 0.215 | 0.041 | 0.137 | 0.058 | 0.124 | 0.020 |
| NL      | 0.147 | 0.010 | 0.143 | 0.005 | 0.100 | 0.046 | 0.305 | 0.012 | 0.317 | 0.040 |
| PL      | 0.112 | 0.023 | 0.282 | 0.019 | 0.074 | 0.026 | 0.222 | 0.044 | 0.139 | 0.031 |
| PT      | 0.067 | 0.008 | 0.394 | 0.017 | 0.083 | 0.031 | 0.136 | 0.014 | 0.144 | 0.008 |
| RO      | 0.099 | 0.018 | 0.263 | 0.001 | 0.403 | 0.005 | 0.077 | 0.025 | 0.231 | 0.002 |
| SK      | 0.357 | 0.004 | 0.135 | 0.008 | 0.165 | 0.007 | 0.094 | 0.008 | 0.401 | 0.011 |
| SI      | 0.126 | 0.007 | 0.119 | 0.029 | 0.284 | 0.049 | 0.128 | 0.000 | 0.095 | 0.008 |
| ES      | 0.245 | 0.030 | 0.325 | 0.049 | 0.272 | 0.000 | 0.096 | 0.006 | 0.094 | 0.020 |
| SE      | 0.159 | 0.027 | 0.158 | 0.045 | 0.355 | 0.009 | 0.390 | 0.022 | 0.215 | 0.025 |
| UK      | 0.269 | 0.009 | 0.390 | 0.046 | 0.440 | 0.011 | 0.193 | 0.010 | 0.187 | 0.026 |

Note: Column A reports the p-value of the ADF test on time series at level and column B at first difference. A p-value below 0.05 and 0.01 indicates that the null hypothesis (H0: A time series possesses a unit root) was rejected at 5% and 1% levels of significance, respectively.
Table A4. Results of cointegration test.

| Country | p-value of Testing Cointegration between TAX and FEC | p-value of Testing Cointegration between TAX and EI | p-value of Testing Cointegration between TAX and REN | p-value of Testing Cointegration between TAX and GHG |
|---------|----------------------------------------------------|--------------------------------------------------|---------------------------------------------------|---------------------------------------------------|
| AT      | 0.267                                              | 0.095                                            | 0.303                                              | 0.007                                              |
| BE      | 0.264                                              | 0.175                                            | 0.182                                              | 0.599                                              |
| BG      | 0.356                                              | 0.090                                            | 0.220                                              | 0.414                                              |
| HR      | 0.151                                              | 0.086                                            | 0.092                                              | 0.113                                              |
| CY      | 0.241                                              | 0.208                                            | 0.065                                              | 0.248                                              |
| CZ      | 0.075                                              | 0.016                                            | 0.077                                              | 0.444                                              |
| DK      | 0.141                                              | 0.246                                            | 0.110                                              | 0.195                                              |
| EE      | 0.176                                              | 0.196                                            | 0.132                                              | 0.122                                              |
| FI      | 0.201                                              | 0.392                                            | 0.055                                              | 0.301                                              |
| FR      | 0.349                                              | 0.172                                            | 0.228                                              | 0.099                                              |
| DE      | 0.498                                              | 0.089                                            | 0.254                                              | 0.077                                              |
| EL      | 0.265                                              | 0.169                                            | 0.086                                              | 0.294                                              |
| HU      | 0.285                                              | 0.185                                            | 0.195                                              | 0.289                                              |
| IE      | 0.232                                              | 0.079                                            | 0.247                                              | 0.387                                              |
| IT      | 0.170                                              | 0.003                                            | 0.103                                              | 0.177                                              |
| LV      | 0.073                                              | 0.165                                            | 0.227                                              | 0.313                                              |
| LT      | 0.411                                              | 0.025                                            | 0.192                                              | 0.218                                              |
| LU      | 0.111                                              | 0.348                                            | 0.378                                              | 0.304                                              |
| MT      | 0.267                                              | 0.068                                            | 0.354                                              | 0.410                                              |
| NL      | 0.474                                              | 0.262                                            | 0.097                                              | 0.165                                              |
| PL      | 0.240                                              | 0.167                                            | 0.224                                              | 0.216                                              |
| PT      | 0.449                                              | 0.177                                            | 0.060                                              | 0.092                                              |
| RO      | 0.084                                              | 0.337                                            | 0.055                                              | 0.436                                              |
| SK      | 0.433                                              | 0.095                                            | 0.123                                              | 0.064                                              |
| SI      | 0.328                                              | 0.164                                            | 0.072                                              | 0.169                                              |
| ES      | 0.028                                              | 0.212                                            | 0.342                                              | 0.397                                              |
| SE      | 0.053                                              | 0.192                                            | 0.137                                              | 0.095                                              |
| UK      | 0.127                                              | 0.412                                            | 0.327                                              | 0.478                                              |

Note: The table reports the results of the Engle–Granger cointegration test. A p-value below 0.05 and 0.01 indicates that the null hypothesis (H0: Residuals from the cointegrating regression possess a unit root) was rejected at 5% and 1% levels of significance, respectively.
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