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Abstract

The problem of the diagonalization of the flavor-neutrino propagator matrix is investigated in the theory with flavor-mixing mass terms in Lagrangian. For this purpose we examine one-pole structures of flavor-neutrino propagators, leading to physical neutrino masses, and discuss the relation of the propagator diagonalization to the diagonalization of the mass matrix in Lagrangian. In connection with the paper by Blasone et al., it is pointed out that there is no compelling reason for fixing the mass parameters, although this fixing is necessary in order to construct the flavor Hilbert space.

PACS number(s):14.60.Pq
I. INTRODUCTION

Since Pontecorvo [1] pointed out the possibility of the neutrino oscillation and, in addition, the solar neutrino problem was proposed [2], the oscillation has been much investigated experimentally and theoretically. Indications in favor of the neutrino oscillation from various kinds of experiments have been reported [3].

The main aim of the present note is to investigate the field theory of neutrino mixing and to give a remark on the way how to define the physical neutrino masses on the basis of Green-function approach, which has not been noticed in current literatures. In Sec.II, we investigate this problem in the two-flavor case as a simple illustration, and Sec.III the three-flavor case is to be examined.

In Sec.IV, we give some remarks on the field theory of neutrino mixing and the construction of the Fock space of definite flavors. For the later convenience, here we summarize the problems included in such a field-theoretical approach. Blasone and Vitiello [4] have considered the field theory of neutrino mixing. Their consideration is based on the unitary inequivalence of the Fock space for definite flavor states to that for definite mass states. Although the investigated theme is very interesting [5], there are some problematic points in ref. [4]. The first point is that the expansion of the fermion field in terms of plane-wave eigenfunctions of the helicity-momentum eigenfunctions [7] as

\[ G(\theta) = \exp \left[ \theta \int d^3 x (\nu^*_1(x)\nu_2(x) - \nu^*_2(x)\nu_1(x)) \right]. \]  

Under the excuse of convenience, \( u_\sigma(k, r) \) and \( v_\sigma(k, r) \) have been chosen to be the eigenfunctions with the masses \( m_b \) and the spin component \( r \); \( G(\theta) \) is given by

\[ G(\theta) = \exp \left[ \theta \int d^3 x (\nu^*_1(x)\nu_2(x) - \nu^*_2(x)\nu_1(x)) \right]. \]  

Although the relation (1.1) and (1.2) employed for deriving (1.4) are not understandable, this last relation can be understood as follows. Any Heisenberg field \( \nu_b(x) \) can be expanded [4] in terms of the helicity-momentum eigenfunctions [8] as

\[ \nu_b(x) = \frac{1}{\sqrt{V}} \sum_{k, r} e^{ikx} \left\{ u_b(k, r)\alpha_b(k, r; t) + v_b(-k, r)\beta_b^*(k, r; t) \right\}, \quad t = x^0. \]
Here, \( u_b(k, r) \) and \( v_b(k, r) \) satisfy

\[
(i \, \vec{k} + m_b) u_b(k, r) = 0, \quad (i \, \vec{k} - m_b) v_b(k, r) = 0, \quad k_0 = \sqrt{\vec{k}^2 + m_b^2},
\]

(1.6)

where \( \vec{k} = \gamma^0 k_\alpha = \vec{\gamma} \vec{k} + \gamma^4 i k_0; \) \( v_b(-k, r) \) and \( \beta^\dagger_b(-k, r; t) \) are the quantities with the 3-momentum \(-\vec{k};\) the helicity eigenfunctions are used for technical simplicity in the following, and their concrete forms are given in Appendix A. The expansion coefficient operators in (1.5) satisfy the canonical transformation between (1.8) is the relation which can be utilized instead of (1.1) and (1.2), and leads to the general linear where

\[
\{u_b(x), v_b^\dagger(y)\} = \delta(\vec{x} - \vec{y})\delta_{bb} \text{ and others } = 0. \quad \text{From the relation}
\]

\[
\nu_\sigma(x) = G^{-1}(\theta; t) \nu_j(x) G(\theta; t), \quad t = x^0,
\]

we obtain

\[
\{u_\sigma(k, r) \alpha_\sigma(k, r; t) + v_\sigma(-k, r) \beta^\dagger_\sigma(-k, r; t)\}
\]

\[
= G^{-1}(\theta; t) \{u_j(k, r) \alpha_j(k, r; t) + v_j(-k, r) \beta^\dagger_j(-k, r; t)\} G(\theta; t),
\]

(1.8)

where \( \{u_\sigma, v_\sigma\} \) and \( \{u_j, v_j\} \) are the plane-wave eigenfunctions with masses \( m_\sigma \) and \( m_j \), respectively. (1.8) is the relation which can be utilized instead of (1.7) and (1.2), and leads to the general linear transformation between \( \{\alpha_\sigma(k, r), \beta^\dagger_\sigma(-k, r), \sigma = e, \mu\} \) and \( \{\alpha_j(k, r), \beta^\dagger_j(-k, r), j = 1, 2\} \) as

\[
\begin{pmatrix}
\alpha_e(k, r) \\
\alpha_\mu(k, r) \\
\beta^\dagger_1(-k, r) \\
\beta^\dagger_2(-k, r)
\end{pmatrix}
= G(\theta)
\begin{pmatrix}
\alpha_1(k, r) \\
\alpha_2(k, r) \\
\beta^\dagger_1(-k, r) \\
\beta^\dagger_2(-k, r)
\end{pmatrix}, \quad G(\theta)^\dagger = G(\theta)^{-1},
\]

(1.9)

The concrete form of \( G(\theta) \) is easily obtained as given in Appendix A by utilizing the explicit forms of \( u_\sigma, v_\sigma, u_j \) and \( v_j \). If we take \( m_e = m_1 \) and \( m_\mu = m_2 \) as a special case of (1.9) or (1.8), we obtain the relation (1.4), which plays the basic role in ref. \( \text{[4]} \). Thus it is necessary for us to make clear a logical basis of the above choice of \( m_e \) and \( m_\mu \), on which we examine in Sec. IV.

Giunti et al. \( \text{[8]} \) assert that it is impossible to define generally the creation and annihilation operators with a definite flavor, and that the construction of the Fock space of 'weak' (or flavor) states is approximately allowed only in the extremely relativistic case. Along a different context, we will obtain the same conclusion, although the second assertion mentioned above is evident, since in (1.9) all dependences of \( G(\theta, k) \) on mass differences among \( m_j \)'s and \( m_\sigma \)'s become negligible and we obtain

\[
\begin{pmatrix}
\alpha_e(k, r; t) \\
\alpha_\mu(k, r; t)
\end{pmatrix}
= \begin{pmatrix}
\cos \theta & \sin \theta \\
-\sin \theta & \cos \theta
\end{pmatrix}
\begin{pmatrix}
\alpha_1(k, r; t) \\
\alpha_2(k, r; t)
\end{pmatrix},
\]

(1.10)

as well as the same relation between \( (\beta_e(k, r), \beta_\mu(k, r)) \) and \( (\beta_1(k, r), \beta_2(k, r)) \). In Appendix B we add a related remark.

II. DIAGONALIZATION OF THE NEUTRINO PROPAGATOR —— THE CASE OF 2-FLAVORS ——

We examine the diagonalization of the neutrino propagator according to the procedure proposed by Kaneko, Ohnuki and Watanabe \( \text{[9]} \), which had been developed many years ago as the field theory of particle mixture interaction. In this section we consider the two-flavor case as an illustration. (In this paper we confine ourselves to the case of Dirac neutrino.)

3
A. Starting Lagrangian

Let us consider the following Lagrangian density with a mutual transition between two neutrino fields specified by the flavor degrees of freedom $\sigma = e$ and $\mu$:

$$\mathcal{L} = - \left( \bar{\nu}_e(x) \; \bar{\nu}_\mu(x) \right) (\not{\partial} + M) \left( \nu_e(x) \; \nu_\mu(x) \right) + \mathcal{L}_{\text{int}}, \quad (2.1)$$

where

$$M = \begin{pmatrix} m_{ee} & m_{e\mu} \\ m_{e\mu} & m_{\mu\mu} \end{pmatrix}; \quad \not{\partial} := \gamma^\rho \partial_\rho = \vec{\gamma} \nabla + \gamma^4 \frac{1}{i} \partial_{\ell^0}; \quad (\not{\partial})^\dagger = \not{\partial}. \quad (2.2)$$

Due to $M^\dagger = M$, required from the hermiticity of $\mathcal{L}(x)$, $m_{ee}$ and $m_{\mu\mu}$ are real and $m_{e\mu}^*$ is equal to $m_{\mu e}$. $\mathcal{L}_{\text{int}}$ in (2.1) is assumed to have no bilinear terms and no derivatives of the neutrino field operators; then the Hamiltonian is

$$\mathcal{H}(x) = \mathcal{H}_{ee}(x) = \mathcal{L}_{\text{int}}(x) \quad (2.3)$$

with

$$\mathcal{H}_{ee}(x) = \left( \bar{\nu}_e(x) \; \bar{\nu}_\mu(x) \right) (\vec{\gamma} \nabla + M) \left( \nu_e(x) \; \nu_\mu(x) \right). \quad (2.4)$$

The eigenvalues of $M$ are

$$m_{1,2} = \frac{1}{2} \left( m_{ee} + m_{\mu\mu} \pm \sqrt{(m_{\mu\mu} - m_{ee})^2 + 4|m_{e\mu}|^2} \right), \quad (2.5)$$

and $\mathcal{H}_{ee}(x)$ is expressed in the diagonalized form as

$$\mathcal{H}_{ee}(x) = \sum \bar{\nu}_j(x) (\vec{\gamma} \nabla + m_j) \nu_j(x). \quad (2.6)$$

For simplicity, we take $m_{e\mu} = m_{\mu e}$, derived from CP-invariance; then we can take

$$\begin{pmatrix} \nu_e(k,r) \\ \nu_\mu(k,r) \end{pmatrix} = \begin{pmatrix} \cos \theta & \sin \theta \\ -\sin \theta & \cos \theta \end{pmatrix} \begin{pmatrix} \nu_1(k,r) \\ \nu_2(k,r) \end{pmatrix} \quad (2.7)$$

with

$$\tan \theta = \frac{1}{2m_{e\mu}} \left( -(m_{\mu\mu} - m_{ee}) + \sqrt{(m_{\mu\mu} - m_{ee})^2 + 4m_{e\mu}^2} \right). \quad (2.8)$$

We take $m_{\mu\mu} \geq m_{ee} \geq 0$ with no loss of generality; then $m_2 \geq |m_1|$ and

$$m_1 \geq 0 \quad \text{for} \quad \sqrt{m_{ee}m_{\mu\mu}} \geq |m_{e\mu}|, \quad m_1 < 0 \quad \text{for} \quad \sqrt{m_{ee}m_{\mu\mu}} < |m_{e\mu}|. \quad (2.9)$$

In the following calculations, it will be useful for us to employ the relations

$$m_{ee} = m_1 \cos \theta)^2 + m_2 \sin \theta)^2, \quad m_{\mu\mu} = m_1 \sin \theta)^2 + m_2 \cos \theta)^2, \quad (2.10)$$

$$m_{e\mu} = \sin \theta \cos \theta (-m_1 + m_2), \quad \tan(2\theta) = \frac{2m_{e\mu}}{m_{\mu\mu} - m_{ee}}; \quad (2.11)$$

further we have

$$m_1m_2 = m_{ee}m_{\mu\mu} - m_{e\mu}^2, \quad (2.12)$$

$$m_{ee} - m_1 = -m_{\mu\mu} + m_2 = m_{e\mu} \tan \theta, \quad (2.13)$$

$$m_{ee} - m_2 = -m_{\mu\mu} + m_1 = -m_{e\mu} \cot \theta. \quad (2.14)$$
B. Poles of the propagator matrix

With the aim of examining the propagation character of $\nu_\sigma$-field, we consider the propagator

$$S'_{\sigma\rho}(x-y) := \langle 0|T(\nu_\sigma(x)\bar{\nu}_\rho(y))|0 \rangle,$$  \hspace{1cm} (2.15)

where $\nu_\sigma(x)$ is the flavor neutrino field appearing in the Lagrangian (2.1) and is called the un-renormalized Heisenberg operator in accordance with the Lehman’s terminology [10]. It is necessary for us to define the vacuum $|0\rangle$. Here we assume that, corresponding to a given Hamiltonian, the vacuum with the lowest energy exists. The Fourier transform of the propagator (2.15), $S'_\sigma(\not{k}) = \int d^4x \exp(-i\not{k}\cdot \not{x})S'_{\sigma\rho}(x)$, satisfies

$$S'_{\sigma\rho} = \delta_{\sigma\rho} S_\rho + \sum_{\lambda} S'_{\sigma\lambda} \Pi_{\lambda\rho} S_\rho,$$ \hspace{1cm} (2.16)

where $S_\rho(\not{k}) := (\not{k} + i m_\rho)^{-1}$ is the free propagator of the $\nu_\sigma$-field. When we define the matrix $[f_{\sigma\rho}(\not{k})]$ to be

$$S'_{\sigma\rho}(\not{k}) = [f(\not{k})^{-1}]_{\sigma\rho},$$ \hspace{1cm} (2.17)

we obtain

$$f_{\sigma\rho}(\not{k}) = \delta_{\sigma\rho} S_\rho(\not{k})^{-1} - \Pi_{\sigma\rho}(\not{k}).$$ \hspace{1cm} (2.18)

$[S'_{\sigma\rho}(\not{k})]$ has two poles, determined by

$$\det[f_{\sigma\rho}(\not{k})] = 0.$$ \hspace{1cm} (2.19)

Let us examine the pole structure of $S'_{\sigma\rho}$ under the approximation for the proper self-energy part $\Pi_{\sigma\rho}$ by neglecting $L_{\text{int}}(x)$ in (2.3) and by taking into account only the contribution from $e \, \rightarrow \, \mu$ in the lowest order; thus, we have

$$[f_{\sigma\rho}(\not{k})] = \begin{pmatrix} -\not{k} + i m_{ee} & i m_{e\mu} \\ i m_{e\mu} & -\not{k} + i m_{\mu\mu} \end{pmatrix}.$$ \hspace{1cm} (2.20)

As easily seen, $[S'_{\sigma\rho}(\not{k})]$ has two poles at

$$\not{k} = i m_j \quad \text{with } m_j(j = 1, 2) \text{ given by (2.5)}.$$ \hspace{1cm} (2.21)

Therefore, the physical one-particle masses given as poles of $S'_{\sigma\rho}(\not{k})$ are seen to coincide with the eigenvalues of the mass matrix $M$.

It should be noted that there is an arbitrariness in separating $\mathcal{H}(x)$ into the "free" and "interaction" parts. So it is worthy to give a remark on this point. We rewrite the Hamiltonian (2.4) as

$$\mathcal{H}^0_{\text{el}}(x) = \begin{pmatrix} \bar{\nu}_e(x) & \bar{\nu}_\mu(x) \end{pmatrix} \begin{pmatrix} \not{\partial} + \begin{pmatrix} m^0_{ee} & 0 \\ 0 & m^0_{\mu\mu} \end{pmatrix} \end{pmatrix} \begin{pmatrix} \nu_e(x) \\ \nu_\mu(x) \end{pmatrix} + H_{\text{int}}(x),$$ \hspace{1cm} (2.22)

$$H_{\text{int}}(x) = \begin{pmatrix} \Delta_{ee} & m_{e\mu} \\ m_{e\mu} & \Delta_{\mu\mu} \end{pmatrix}, \quad \Delta_{\sigma\sigma} := m_{\sigma\sigma} - m^0_{\sigma\sigma};$$ \hspace{1cm} (2.23)
Then, instead of $S_\sigma$ and $\Pi_{\rho\sigma}$ employed above, we use
\[ S^0_\rho(k) := (-k + im^0_{\rho\rho})^{-1}, \quad \Pi^0_{\rho\sigma} := \begin{pmatrix} -i\Delta_{ee} & -im_{e\mu} \\ -im_{e\mu} & -i\Delta_{\mu\mu} \end{pmatrix}. \] (2.24)

Dropping contributions from $\mathcal{L}_{\text{int}}(x)$ to the proper self-energy part and taking account of the contribution from $H_{\text{int}}(x)$, we obtain
\[ \delta_{\rho\sigma}S^0_\rho - \Pi^0_{\rho\sigma} = \delta_{\rho\sigma}S_{\rho} - \Pi_{\rho\sigma} = f_{\rho\sigma}, \] (2.25)
which shows the arbitrariness in defining $S_{\rho}(k)$ disappears in the physical one-particle masses.

C. Diagonalization of the pole part in the propagator

We examine diagonalization of the pole part in the neutrino propagator $S'_{\sigma\rho}(k)$. Writing the cofactor corresponding to $f_{\sigma\rho}$ as $F_{\sigma\rho}$, we have
\[ [S'_{\sigma\rho}] = [f_{\sigma\rho}]^{-1} = \frac{1}{\det[f_{\sigma\rho}]} [F_{\sigma\rho}]^T. \] (2.26)

We define $f^{(j)}_{\sigma\rho}$ and $F^{(j)}_{\sigma\rho}$ to be the values of $f_{\sigma\rho}$ and $F_{\sigma\rho}$ at the pole $m_j$ of $[S'_{\sigma\rho}]$, respectively. We have
\[ [f^{(j)}_{\sigma\rho}][F^{(j)}_{\sigma\rho}]^T = \begin{pmatrix} i(-m_j + m_{ee}) & -im_{e\mu} \\ -im_{e\mu} & i(-m_j + m_{\mu\mu}) \end{pmatrix} \begin{pmatrix} i(-m_j + m_{\mu\mu}) & -im_{e\mu} \\ -im_{e\mu} & i(-m_j + m_{ee}) \end{pmatrix} \]
\[ = \begin{pmatrix} -2m_j + i(m_{ee} + m_{\mu\mu}) + m^2_{e\mu} \end{pmatrix} \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} = \det[f^{(j)}] \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} = 0 \] (2.27)
due to (2.13) and (2.14) (or in accordance with (2.19)).

Next we define
\[ (\rho^{(j)})^{-1} := \frac{ddet[f_{\rho\sigma}(k)]}{d(-k)} |_{\psi = im_j}. \] (2.28)

From (2.20) we obtain
\[ \text{r.h.s. of (2.28)} = [-2k + i(m_{ee} + m_{\mu\mu})]|_{\psi = im_j} = i(m_1 - m_2)(-1)^j, \] (2.29)
leading to
\[ \begin{pmatrix} \rho^{(1)} \\ \rho^{(2)} \end{pmatrix} = \begin{pmatrix} \frac{i(m_2 - m_1)}{i(m_1 - m_2)} \\ \frac{1}{i(m_1 - m_2)} \end{pmatrix} \begin{pmatrix} 1 \\ -1 \end{pmatrix}, \quad s_\theta = \sin \theta, \quad c_\theta = \cos \theta. \] (2.30)

We introduce a set of new fields $\psi_j^r(x)$ and $\bar{\psi}_j^r(x)$, $j = 1, 2$, expressed as
\[ \psi_\sigma(x) = \sum_j A_{\sigma j} \psi_j^r(x), \quad \bar{\psi}_\sigma(x) = \sum_j \bar{A}_{\sigma j} \bar{\psi}_j^r(x), \] (2.31)
where the coefficients $A_{\sigma j}$’s are so determined that $<0|T(\psi_i^r(x)\bar{\psi}_j^r(y))|0>$ has only one pole term like $\delta_{ij}/(-k + im_j)$; $\bar{A}_{\sigma j}$ is a complex conjugate to $A_{\sigma j}$. Thus, from the conditions
\[ \rho^{(1)} F^{(1)T} = A \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix} A^\dagger, \] (2.32)
\[ \rho^{(2)} F^{(2)T} = A \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix} A^\dagger, \] (2.33)

we obtain
\[ \rho^{(j)} F^{(j)}_{\rho\sigma} = \bar{A}_{\rho j} A_{\sigma j}. \] (2.34)

leading to
\[ \bar{\rho}^{(j)} \bar{F}^{(j)}_{\rho\sigma} = \bar{A}_{\rho j} A_{\sigma j} = \rho^{(j)} F^{(j)}_{\sigma\rho}. \] (2.35)

Thus we have
\[ \bar{A}_{\rho j} A_{\sigma j} = \frac{\bar{A}_{\rho j} A_{\mu j} A_{\sigma j}}{A_{\mu j} A_{\mu j}} = \begin{cases} \frac{\bar{\rho}^{(j)} F^{(j)}_{\mu\mu} F^{(j)}_{\rho\sigma}}{F^{(j)}_{\mu\mu}} & \text{or} \\ \frac{\rho^{(j)} F^{(j)}_{\sigma\rho}}{F^{(j)}_{\mu\mu}} \end{cases} \] (2.36)

A possible solution is given by
\[ A_{\sigma j} = \frac{|\rho^{(j)}|}{\sqrt{\rho^{(j)} F^{(j)}_{\mu\mu}}} F^{(j)}_{\mu\mu} \omega, \quad |\omega|^2 = 1 \] (2.37)

The concrete form of \([A_{\sigma j}]\) is expressed as
\[ [A_{\sigma j}] = \left( \frac{-|s_{\theta}|}{|c_{\theta}|} \omega \right) \left( \begin{array}{cc} c_{\theta} & s_{\theta} \\ -s_{\theta} & c_{\theta} \end{array} \right). \] (2.38)

For \(s_{\theta}, c_{\theta}, m_{e\mu} > 0\) and \(\omega = i\), we have
\[ [A_{\sigma j}] = \left( \begin{array}{cc} c_{\theta} & -s_{\theta} \\ s_{\theta} & c_{\theta} \end{array} \right). \] (2.39)

From the construction, we see the propagator
\[ S'_{ij}(k) : = \text{Fourier transform of} \quad < 0 | T(\psi^r_i(x) \psi^r_j(y)) | 0 > \] (2.41)
\[ = \sum_{\sigma, \rho} B_{i\sigma} S'_{\sigma \rho}(k) B_{j\rho}, \quad B := A^{-1} \]

has an one-pole term in diagonal element; i.e.
\[ [S'_{ij}(k)] = \left( \sum_{l} \frac{1}{-k + im_{l} + \epsilon} \sum_{\sigma, \rho} B_{i\sigma} \rho^{(l)} F^{(l)}_{\sigma\rho}(k) \bar{B}_{j\rho} \right) + \text{(contribution from continuous spectra)} \] (2.42)
When we write $A_{\sigma j}$ as $z_{\sigma j}^{1/2}$, i.e.
\[
[z_{\sigma j}^{1/2}] := [A_{\sigma j}],
\]
we can express $S'_{\sigma \rho}(k)$ as
\[
S'_{\sigma \rho}(k) = \sum_j \frac{z_{\sigma j}^{1/2} z_{\rho j}^{1/2}}{-k + im_j + \epsilon} + \int d(k^2) \frac{\lambda_{\sigma \rho}(k, k)}{k^2 + k^{\prime 2} - i\epsilon}. \tag{2.44}
\]

Note that the diagonalization procedure of the propagator $S'_{\sigma \rho}$ described above is somewhat different from that adopted by Kaneko et al. \[9\]. The authors of ref. \[9\] considered the intermediate step by introducing a set of fields $\{\phi_j(x), \tilde{\phi}_j(x)\}$ as defined by
\[
\psi_{\sigma}(x) = \sum_j A_{\sigma j} \phi_j(x),
\]
\[
\tilde{\psi}_{\sigma}(x) = \sum_j A_{\sigma j} \tilde{\phi}_j(x), \tag{2.45}
\]
and examined the pole-part diagonalization of
\[
\tilde{S}_{ij}(k) := \text{Fourier transform of } <0|T(\phi_i(x)\tilde{\phi}_j(y))|0> \tag{2.46}
\]
We have shown that such an intermediate procedure is not always necessary in order to obtain (2.42) and (2.44).

III. CASE OF THREE FLAVORS

We examine the diagonalization of the flavor neutrino propagator in the three-flavor case along the same line of thought as given in the preceding section.

A. 3-flavor mixing mass-matrix

The relevant Lagrangian density with mutual transitions among three-flavor neutrinos, $e, \mu$ and $\tau$, is written after taking account of the spontaneous symmetry breaking in the Higgs sector as
\[
\mathcal{L}(x) = - \left( \bar{\nu}_{eL}(x) \quad \bar{\nu}_{\mu L}(x) \quad \bar{\nu}_{\tau L}(x) \right) \left( \begin{array}{c} \nu'_e(x) \\ \nu'_\mu(x) \\ \nu'_\tau(x) \end{array} \right) \left( \begin{array}{c} 0 \\ \beta + M' \end{array} \right) \quad \left( \begin{array}{c} \nu'_e(x) \\ \nu'_\mu(x) \\ \nu'_\tau(x) \end{array} \right) + \mathcal{L}_{\text{int}}'(x) \tag{3.1}
\]
where $M' = [m'_{\sigma \rho}]$. ($\mathcal{L}_{\text{int}}'$ is assumed to include no bilinear terms and no derivative of the neutrino field.) We perform unitary transformations
so that the mass matrix is diagonalized;

\[
V_L^\dagger M' V_R = \begin{pmatrix} \mu_1 & 0 & 0 \\ 0 & \mu_2 & 0 \\ 0 & 0 & \mu_3 \end{pmatrix} \text{ with real } \mu_j \text{'s.}
\]  

(3.3)

We can arbitrarily use the right-handed neutrino field \( \nu'^R \) given by \( \nu'^R(x) = \sum_w W_{\rho \sigma} \nu_{\sigma R}(x) \), \( W^\dagger W = I \). While, the mass matrix \( M' \) (assumed to be \( \det M' \neq 0 \)) is uniquely expressed as

\[
M' = M \cdot U, \quad UU^\dagger = I, \quad M = [m_{\rho \sigma}],
\]

(3.4)

where \( M \) is hermitian as well as positive definite. (The last means all eigenvalue are positive.) Using the matrix \( V \) which diagonalizes \( M \) as

\[
V^\dagger M V = \begin{pmatrix} m_1 & 0 & 0 \\ 0 & m_2 & 0 \\ 0 & 0 & m_3 \end{pmatrix}, \quad m_j > 0, \quad V V^\dagger = I,
\]

(3.5)

we choose \( W \) to be

\[
W = U^\dagger;
\]

(3.6)

then, by defining \( \nu_{jL} \) and \( \nu_{jR} \) as

\[
\nu_{\sigma L/R}(x) := \sum_j V_{\sigma j} \nu_{j L/R}(x), \quad V = [V_{\sigma j}],
\]

(3.7)

the Lagrangian density (3.1) is expressed as

\[
\mathcal{L}(x) = - \left( \bar{\nu}_{eL}(x) \quad \bar{\nu}_{\mu L}(x) \quad \bar{\nu}_{\tau L}(x) \right) \left( \partial + M \right) \begin{pmatrix} \nu_{eR}(x) \\ \nu_{\mu R}(x) \\ \nu_{\tau R}(x) \end{pmatrix} - \text{h.c.} + \mathcal{L}_{\text{int}}(x)
\]

\[
= - \left( \bar{\nu}_e(x) \quad \bar{\nu}_\mu(x) \quad \bar{\nu}_\tau(x) \right) \left( \partial + M \right) \begin{pmatrix} \nu_e(x) \\ \nu_\mu(x) \\ \nu_\tau(x) \end{pmatrix} + \mathcal{L}_{\text{int}}(x);
\]

(3.8)

the first term in the last line has the diagonal form, \(- \sum_{j=1}^3 \bar{\nu}_j(x)(\partial + m_j)\nu_j(x)\).

Similarly to (2.22), we write the Hamiltonian density as

\[
\mathcal{H}(x) = \mathcal{H}^0(x) - \mathcal{L}_{\text{int}}(x),
\]

\[
\mathcal{H}^0(x) = - \left( \bar{\nu}_e(x) \quad \bar{\nu}_\mu(x) \quad \bar{\nu}_\tau(x) \right) \left( \gamma \nabla + M^0 \right) \begin{pmatrix} \nu_e(x) \\ \nu_\mu(x) \\ \nu_\tau(x) \end{pmatrix} + \mathcal{H}_{\text{int}}(x),
\]

(3.9)

\[
\mathcal{H}_{\text{int}}(x) = - \left( \bar{\nu}_e(x) \quad \bar{\nu}_\mu(x) \quad \bar{\nu}_\tau(x) \right) \begin{pmatrix} \Delta_{ee} & m_{e\mu} & m_{e\tau} \\ m_{e\mu} & \Delta_{\mu\mu} & m_{\mu\tau} \\ m_{e\tau} & m_{\mu\tau} & \Delta_{\tau\tau} \end{pmatrix} \begin{pmatrix} \nu_e(x) \\ \nu_\mu(x) \\ \nu_\tau(x) \end{pmatrix},
\]

(3.10)

\[
M^0 = \begin{pmatrix} m_{ee}^0 & 0 & 0 \\ 0 & m_{\mu\mu}^0 & 0 \\ 0 & 0 & m_{\tau\tau}^0 \end{pmatrix}, \quad \Delta_{\rho\rho} = m_{\rho\rho} - m_{\rho\rho}^0.
\]

(3.11)
We give useful relations as follows.

\[ m_{\rho\sigma} = \sum_{j=1}^{3} v_{\rho j} \bar{v}_{\sigma j} m_j, \quad \rho, \sigma = (e, \mu, \tau), \quad (3.12) \]

\[ V^\dagger = V^{-1} = \frac{1}{\det V} [u^T] \text{ with } u_{\sigma j} = \text{cofactor of } v_{\sigma j}, \quad (3.13) \]

\[ (\det V) \sum_{j} v_{\rho j} \bar{v}_{\sigma j} = (\det V) \delta_{\rho\sigma} = \sum_{j} v_{\rho j} u_{\sigma j}, \quad (3.14) \]

\[ (\det V) \sum_{\rho} \bar{v}_{\rho j} v_{\rho k} = (\det V) \delta_{jk} = \sum_{\rho} u_{\rho j} v_{\rho k}, \quad (3.15) \]

\[ \sum_{j} m_j = \sum_{\rho} m_{\rho\rho}, \quad (3.16) \]

\[ \Pi_j m_j = \det M. \quad (3.17) \]

**B. Pole structure of Fourier transform of the neutrino propagator**

We consider the Fourier transform of the neutrino propagator

\[ S'_{\sigma\rho}(\not{k}) = \text{Fourier trans. of } <0|T(\nu_{\sigma}(x)\bar{\nu}_{\rho}(y))|0>, \quad (3.18) \]

where \( \nu_{\sigma}(x) \) and \( \bar{\nu}_{\rho}(y) \) are the unrenormalized Heisenberg operator appearing in the Hamiltonian (3.9) with the interaction part \( \mathcal{H}_{\text{int}}(x) - \mathcal{L}_{\text{int}}(x) \).

In the same way as described in the subsection B of Sec. I, \( S'_{\sigma\rho}(\not{k}) \) satisfies

\[ S'_{\sigma\rho}(\not{k}) = \delta_{\sigma\rho} S_\rho(\not{k}) + \sum_\lambda S'_{\sigma\lambda}(\not{k}) \Pi_{\lambda\rho}(\not{k}) S_\rho(\not{k}), \quad \sigma, \rho = (e, \mu, \tau), \quad (3.19) \]

with \( S_\rho(\not{k}) = (\not{k} + i m^0_{\rho\rho} + \epsilon)^{-1} \), and is expressed as

\[ S'_{\sigma\rho}(\not{k}) = [f(\not{k})^{-1}]_{\sigma\rho} \text{ with } f_{\sigma\rho}(\not{k}) = \delta_{\sigma\rho} S_\rho(\not{k})^{-1} - \Pi_{\sigma\rho}(\not{k}). \quad (3.20) \]

Assuming the proper self-energy part \( \Pi_{\sigma\rho} \) to be approximated as

\[ \Pi_{\sigma\rho} \simeq \Pi^0_{\sigma\rho} := -i(M - M^0)_{\sigma\rho}, \quad (3.21) \]

we have

\[ [f_{\sigma\rho}(\not{k})] = [\delta_{\sigma\rho}(- \not{k} + i m^0_{\rho\rho} + i(M - M^0)_{\sigma\rho}] \]

\[ = \begin{pmatrix} - \not{k} + \im \epsilon_{ee} & \im \epsilon_{e\mu} & \im \epsilon_{e\tau} \\ \im \epsilon_{\mu e} & - \not{k} + \im \epsilon_{\mu\mu} & \im \epsilon_{\mu\tau} \\ \im \epsilon_{\tau e} & \im \epsilon_{\tau\mu} & - \not{k} + \im \epsilon_{\tau\tau} \end{pmatrix} \quad (3.22) \]

The physical one-particle masses are determined as three-poles obtained from

\[ \det[f_{\sigma\rho}(\not{k})] = 0. \quad (3.23) \]

From the form of (3.22), we see that the arbitrariness in separating \( \mathcal{H}_{\text{int}}(x) \) from the "free" part in (3.10), i.e. the arbitrariness in defining \( S_\rho(\not{k}) \), disappears in the physical one-particle masses under the approximation (3.21). These one-particle masses determined from (3.23) with \( f_{\sigma\rho}(\not{k}) \) given by (3.22) coincide with the eigenvalues \( \{m_j, j = 1, 2, 3\} \) of the mass matrix \( M = [m_{\rho\sigma}] \).
C. Diagonalization of pole part in the propagator

We follow the same procedure of the diagonalization as described in subsection C of Sec. II. Writing the cofactor of $f_{\sigma\rho}(k)$ as $F_{\sigma\rho}(k)$, we write $S'_{\sigma\rho}(k)$ in the same form as (2.26); then, we obtain

$$\det[f_{\sigma\rho}]_{k=im_j} = 0 = \sum_{\lambda} f^{(j)}_{\sigma\lambda} F^{(j)}_{\lambda\rho} = [F^{(j)}_{\lambda\sigma} f^{(j)}_{\lambda\rho}].$$

(3.24)

The explicit form of $\rho^{(j)}$ defined in the same way as (2.28) is written as

$$(\rho^{(j)})^{-1} = -(m_{ee} - m_j)(m_{\mu\mu} - m_j) - (m_{\mu\mu} - m_j)(m_{\tau\tau} - m_j) - (m_{\tau\tau} - m_j)(m_{ee} - m_j)
+ m_{e\mu}m_{e\mu} + m_{\mu\tau}m_{\mu\tau} + m_{e\tau}m_{e\tau}.$$ (3.25)

By employing (3.12) and (3.13), we obtain after some calculations

$$\begin{align*}
(\rho^{(1)})^{-1} &= -(m_1 - m_2)(m_1 - m_3), \\
(\rho^{(2)})^{-1} &= -(m_2 - m_1)(m_2 - m_3), \\
(\rho^{(3)})^{-1} &= -(m_3 - m_1)(m_3 - m_2).
\end{align*}$$ (3.26)

As to $F^{(j)}_{\rho\tau}$'s, expressed from the definition as

$$\begin{align*}
F^{(j)}_{e\tau} &= -m_{e\mu}m_{\tau\mu} + m_{\tau e}(m_{\mu\mu} - m_j), \\
F^{(j)}_{\mu\tau} &= -m_{e\mu}m_{\tau\mu} + m_{\tau e}(m_{ee} - m_j), \\
F^{(j)}_{\tau\tau} &= m_{e\mu}m_{e\mu} - (m_{ee} - m_j)(m_{\mu\mu} - m_j),
\end{align*}$$ (3.27)

some calculations lead to

$$F^{(j)}_{\rho\tau} = \frac{\bar{v}_{\rho j}v_{\tau j}}{\rho^{(j)}}, \quad \rho = e, \mu, \tau, \quad j = 1, 2, 3;$$ (3.28)

thus, we obtain

$$\frac{\rho^{(j)}}{F^{(j)}_{\tau\tau}} = \frac{(\rho^{(j)})^2}{|v_{\tau j}|^2}.$$ (3.29)

Next we define a set of new fields $\psi^r(x)$ and $\bar{\psi}^r(x), j = 1, 2, 3$, in the same way as (2.31). The condition for determining the matrix $A$ is

$$\rho^{(j)}(F^{(j)})^T = AE^{(j)}A^\dagger$$ (3.30)

with

$$\begin{align*}
E^{(1)} &= \begin{pmatrix} 1 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}, \\
E^{(2)} &= \begin{pmatrix} 0 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 0 \end{pmatrix}, \\
E^{(3)} &= \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 1 \end{pmatrix}.
\end{align*}$$

The above equation leads to
\[ A_{\rho j} A_{\sigma j} = \rho^{(j)} F_{\rho \sigma} = \frac{\bar{A}_{\rho j} A_{\tau j} \bar{A}_{\tau j} A_{\sigma j}}{A_{\tau j} A_{\tau j}} = \frac{\rho^{(j)} \bar{F}_{\tau \sigma}}{F_{\tau \tau}}; \]  

therefore, noting (3.29) we are allowed to take
\[
A_{\tau j} = \sqrt{\left| \frac{\rho^{(j)}}{F_{\tau \tau}} \right|} \bar{F}_{\tau \sigma} = \omega, \quad |\omega|^2 = 1. \]  

Employing the concrete forms (3.28) of \( F_{\tau \sigma} = \bar{F}_{\tau \sigma} \), we obtain
\[
\begin{pmatrix}
A_{e1} \\
A_{\mu 1} \\
A_{\tau 1}
\end{pmatrix} = \frac{\omega |\rho^{(1)}| \bar{v}_{\tau 1}}{|v_{\tau 1}|} \begin{pmatrix} v_{e1} \\ v_{\mu 1} \\ v_{\tau 1} \end{pmatrix} = \epsilon_1 \begin{pmatrix} v_{e1} \\ v_{\mu 1} \\ v_{\tau 1} \end{pmatrix}, \]  
\[
\begin{pmatrix}
A_{e2} \\
A_{\mu 2} \\
A_{\tau 2}
\end{pmatrix} = \frac{\omega |\rho^{(2)}| \bar{v}_{\tau 2}}{|v_{\tau 2}|} \begin{pmatrix} v_{e2} \\ v_{\mu 2} \\ v_{\tau 2} \end{pmatrix} = \epsilon_2 \begin{pmatrix} v_{e2} \\ v_{\mu 2} \\ v_{\tau 2} \end{pmatrix}, \]  
\[
\begin{pmatrix}
A_{e3} \\
A_{\mu 3} \\
A_{\tau 3}
\end{pmatrix} = \frac{\omega |\rho^{(3)}| \bar{v}_{\tau 3}}{|v_{\tau 3}|} \begin{pmatrix} v_{e3} \\ v_{\mu 3} \\ v_{\tau 3} \end{pmatrix} = \epsilon_3 \begin{pmatrix} v_{e3} \\ v_{\mu 3} \\ v_{\tau 3} \end{pmatrix}, \]  

where
\[
\epsilon_j := \frac{\omega |\rho^{(j)}| \bar{v}_{\tau j}}{|v_{\tau j}|}. \]  

By choosing the order as \( m_3 > m_2 > m_1 \), we have
\[
\rho^{(1)} < 0, \quad \rho^{(2)} > 0, \quad \rho^{(3)} < 0; \]  
then,
\[
\epsilon_j = (-1)^j \frac{\omega v_{\tau j}}{|v_{\tau j}|}. \]  

Thus the form of the matrix \( A \) satisfies the unitary condition, i.e.
\[
A A^\dagger = A^\dagger A = I, \]  
and is essentially the same as \( V \) which diagonalizes the mass matrix \( M \);
\[
A = [A_{\rho j}] = V \cdot E \quad \text{with} \quad E = \begin{pmatrix} \epsilon_1 & 0 & 0 \\ 0 & \epsilon_2 & 0 \\ 0 & 0 & \epsilon_3 \end{pmatrix}, \]  
\[
A^\dagger MA = \begin{pmatrix} m_1 & 0 & 0 \\ 0 & m_2 & 0 \\ 0 & 0 & m_3 \end{pmatrix}. \]  

\( S_{ij}(k) \), the Fourier transform of \( <0|T(\psi_i^r(x) \psi_j^s(y))|0> \), is now written as
\[ [S'_{ij}(\mathbf{k})] = A^\dagger S'(\mathbf{k})A \]
\[ = \left[ \sum_l \frac{1}{-\mathbf{k} + im_l + \epsilon} \left( \sum_{\sigma\rho} \tilde{A}_{\sigma\rho}(\mathbf{l}) F_{\sigma\rho}(l) A_{\rho j} \right) \right] + \text{(contribution from continuous spectra)} \]
\[ = \left( \begin{array}{ccc}
\frac{1}{-\mathbf{k} + im_1 + \epsilon} & 0 & 0 \\
0 & \frac{1}{-\mathbf{k} + im_2 + \epsilon} & 0 \\
0 & 0 & \frac{1}{-\mathbf{k} + im_3 + \epsilon}
\end{array} \right) + \text{(contribution from continuous spectra)}, \quad (3.42) \]

and as to \( S'_{\sigma\rho}(\mathbf{k}) \) we obtain the same form as given by (2.44).

IV. COMMENTS ON THE CHOICE (1.4)

We examine the problem whether or not there is any compelling reason for choosing (1.4), which is expressed in a convenient form for the following consideration as

\[
\begin{pmatrix}
\tilde{\alpha}_\sigma(kr; t) \\
\tilde{\beta}_\sigma^\dagger(-kr; t)
\end{pmatrix}
= G^{-1}(\theta; t) \begin{pmatrix}
\alpha_j(kr; t) \\
\beta_j^\dagger(-kr; t)
\end{pmatrix} G(\theta; t), \quad (\sigma, j) = (\epsilon, 1), (\mu, 2); \quad (4.1)
\]

here \( \tilde{\beta}_j(-k, r; t) = \tilde{\beta}_j(q, r; t) \) with \( \tilde{q} = -\mathbf{k} \) and \( q_0 = \sqrt{k^2 + m_j^2} = \omega_j \) (here we use the notations \( (\tilde{\alpha}_\sigma, \tilde{\beta}_\sigma) \) instead of \( (\alpha^{B\nu}_\sigma, \beta^{B\nu}_\sigma) \) in (1.4)). As noted in Sec.II, when neglecting \( \mathcal{L}_{\text{int}}(x) \) in the Lagrangian (2.1), the diagonalization of the one-pole term in the propagator corresponds to the diagonalization of the mass-term in (2.1) through

\[
\begin{pmatrix}
\nu_\epsilon(x) \\
\nu_\mu(x)
\end{pmatrix} = G^{-1}(\theta; t) \begin{pmatrix}
\nu_1(x) \\
\nu_2(x)
\end{pmatrix} G(\theta; t) = \begin{pmatrix}
c_\theta & s_\theta \\
-s_\theta & c_\theta
\end{pmatrix} \begin{pmatrix}
\nu_1(x) \\
\nu_2(x)
\end{pmatrix}, \quad (4.2)
\]

and \( \nu_j(x) \) is expanded as

\[
\nu_j(x) = \frac{1}{\sqrt{V}} \sum_{kr} e^{i\mathbf{k}\cdot\mathbf{x}} \{ u_j(k, r) \alpha_j(k, r; t) + v_j(-k, r) \beta_j^\dagger(-k, r; t) \} \quad (4.3)
\]

with

\[
\begin{pmatrix}
\alpha_j(kr; t) \\
\beta_j(kr; t)
\end{pmatrix} = \begin{pmatrix}
\alpha_j(kr; 0) \\
\beta_j(kr; 0)
\end{pmatrix} e^{-i\omega_j t}, \quad \omega_j = (\mathbf{k}^2 + m_j^2)^{1/2} \quad (4.4)
\]

If (1.1) is allowed to think to define the creation and annihilation operators for definite flavor states, (1.2) and (1.3) lead to the expansion

\[
\nu_\sigma(x) = \frac{1}{\sqrt{V}} \sum_{kr} e^{i\mathbf{k}\cdot\mathbf{x}} \{ u_j(k, r) \tilde{\alpha}_\sigma(k, r; t) + v_j(-k, r) \tilde{\beta}_\sigma^\dagger(-k, r; t) \}. \quad (4.5)
\]

The definition of (1.1), employed in refs. 4 and 11, is certainly the simplest one which is consistent with (4.2); then, (1.1) is expressed in terms of the \( \nu \)-fields as

\[
\begin{pmatrix}
\tilde{\alpha}_\sigma(kr; t) \\
\tilde{\beta}_\sigma^\dagger(-kr; t)
\end{pmatrix} = \frac{1}{\sqrt{V}} \int d^3xe^{-i\mathbf{k}\cdot\mathbf{x}} \begin{pmatrix}
u_j^\dagger(kr) \\
u_j^\dagger(-kr)
\end{pmatrix} G^{-1}(\theta; t) \nu_j(x) G(\theta; t). \quad (4.6)
\]
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We cannot exclude, however, other ways; really, we can define generally
\[
\begin{pmatrix}
\alpha_{\sigma}(kr; t) \\
\beta^\dagger_{\sigma}(-kr; t)
\end{pmatrix} = \frac{1}{\sqrt{V}} \int d^3x e^{-i\tilde{x}x} \begin{pmatrix} u_{\sigma}^\dagger(kr) \\
v_{\sigma}^\dagger(-kr)
\end{pmatrix} G^{-1}(\theta; t)\nu_{\sigma}(x)G(\theta; t)
\]
\[
= G^{-1}(\theta; t) \begin{pmatrix} \rho_{\sigma j}(k)\alpha_j(k, r; t) + i\lambda_{\sigma j}(k)\beta^\dagger_{\sigma j}(-k, r; t) \\
\beta_{\sigma j}(-k, r; t) + \rho_{\sigma j}(k)\beta^\dagger_{\sigma j}(-k, r; t)
\end{pmatrix} G(\theta; t)
\]
(4.7)
for an arbitrary \(m_{\sigma}\); (4.2) leads to the expansion
\[
\nu_{\sigma}(x) = \frac{1}{\sqrt{V}} \sum_{kr} e^{i\tilde{x}x} \left\{ u_{\sigma}(k, r)\alpha_{\sigma}(k, r; t) + v_{\sigma}(-k, r)\beta^\dagger_{\sigma}(-k, r; t) \right\}.
\]
(4.8)
(See Appendix A as to the definitions of \(\rho_{\sigma j}\) and \(\lambda_{\sigma j}\).) (4.7) leads to the transformation (1.9).

For the purpose of finding any logical basis of the choice (4.1), we reexamine the consideration in ref. [4]. We introduce the mass and the flavor vacua \(|0 >_m\) and \(|0(\theta, t) >\) as
\[
\left\{ \begin{array}{l}
\alpha_j(kr; t) \\
\beta_j(-kr; t)
\end{array} \right\} |0 >_m = 0,
\left\{ \begin{array}{l}
\alpha_{\sigma}(kr; t) \\
\beta_{\sigma}(-kr; t)
\end{array} \right\} |0(\theta, t) >= 0
\]
(4.9)
for \(\gamma k, r, j\) and \(\sigma\). It should be remembered that the authors of ref. [4] choose the special vacuum as \(|0(\theta, t) >\), given(at finite volume \(V\)) by
\[
|0(\theta, t) >= G^{-1}(\theta; t)|0 >_m, \quad m < 0|0 >_m = 1.
\]
(4.10)
The reasoning why the relation (1.10) is adopted in ref. [4] is as follows. For \(\gamma |a >_m\) and \(|b >_m \in H_m\), which is the Fock space constructed in terms of the \(\nu_j\)-fields, we have
\[
m < a|G(\theta; t)\nu_{\sigma}(x)G^{-1}(\theta; t)|b >_m = m < a|\nu_{\sigma}(x)|b >_m;
\]
(4.11)
\(G^{-1}(\theta; t)|b >_m\) should belong to the flavor Fock space \(H_f\) constructed in terms of the \(\nu_{\sigma}\)-fields and gives the mapping of \(H_m\) to \(H_f\); especially we obtain (4.10).

Then, by operating \(\alpha_{\sigma}(k, r; t)\) to \(|0(\theta, t) >\), we obtain from (4.7) and (1.10) the constraint
\[
\lambda_{\sigma j}(k) = 0, \text{ i.e. } \rho_{\sigma j}(k) = 1 \text{ for } \gamma k \text{ and } (\sigma, j) = (e, 1), (\mu, 2),
\]
(4.12)
which leads us to take \(m_e = m_1\) and \(m_\mu = m_2\). Also, by operating \(\beta^\dagger_{\sigma}(-k, r; t)\) to \(|0(\theta, t) >\), the same constraint as (4.12) is obtained from the norms of
\[
\beta^\dagger_{\sigma}(-k, r; t)|0(\theta, t) >= G^{-1}(\theta; t)\rho_{\sigma j}(k)\beta^\dagger_{\sigma j}(-k, r; t)|0 >_m.
\]
(4.13)
In this way, the simplest choice (1.1) is derived.

It seems necessary, however, for us to reconsider the content of deriving (1.12). The general relation (4.7) is rewritten as
\[
\begin{pmatrix}
\alpha_{\sigma}(kr; t) \\
\beta^\dagger_{\sigma}(-kr; t)
\end{pmatrix} = \begin{pmatrix}
\rho_{\sigma j}(k) \\
\beta^\dagger_{\sigma j}(-kr; t)
\end{pmatrix} = I^{-1}(t) \begin{pmatrix}
\tilde{\alpha}_{\sigma}(kr; t) \\
\tilde{\beta}^\dagger_{\sigma}(-kr; t)
\end{pmatrix} I(t)
\]
(4.14)
where
\[ I(t) = \prod_{\bar{k},r} \exp \{ i \sum_{(\sigma,j)} \xi_{\sigma,j}(k)(\bar{\alpha}_\sigma(k, r; t)\beta_j^\dagger(-k, r; t) + \beta_j(-k, r; t)\bar{\alpha}_\sigma(k, r; t)) \} \]  
(4.15)

with \( \cos \xi_{\sigma,j}(k) = \rho_{\sigma,j}(k) = \cos \frac{x_j - y_j}{2} \). In (4.13), the summation \( \sum_{(\sigma,j)} \) means to take the sum over the two sets, \((e, 1)\) and \((\mu, 2)\). Thus one can construct Hilbert spaces \( \mathcal{H}_m \) and \( \mathcal{H}_f \) by operating possible polynomials of \( \{\alpha_j^\dagger\}'s, \beta_j^\dagger\)'s, \( j = 1, 2 \} \) and \( \{\alpha_j^\dagger\}'s, \beta_j^\dagger\)'s, \( \sigma = e, \mu \} \), respectively, on the vacuum states \(|0 >_m \) and \(|0(\theta; t) >\), where these state are defined by

\[ \alpha_j(k, r; t)|0 >_m = \beta_j(k, r; t)|0 > = 0 \quad \text{for} \quad \forall j, k, r, \]  
(4.16)

\[ \alpha_\sigma(k, r; t)|0(\theta; t) > = \beta_\sigma(k, r; t)|0(\theta; t) > = 0 \quad \text{for} \quad \forall \sigma, k, r. \]  
(4.17)

Since (4.14) is expressed as

\[ \begin{pmatrix} \alpha_\sigma(kr; t) \\ \beta_\sigma^\dagger(kr; t) \end{pmatrix} = (G(\theta; t)I(t))^{-1} \begin{pmatrix} \alpha_j(kr; t) \\ \beta_j^\dagger(kr; t) \end{pmatrix} (G(\theta; t)I(t)). \]  
(4.18)

We see, after repeating the same argument as in ref. [4] explained above, that the relation between the vacuum states is given (at finite volume) by

\[ |0(\theta; t) > = (G(\theta; t)I(t))^{-1}|0 >_m; \]  
(4.19)

thus one cannot obtain any constraint on \( m_\sigma \)'s. Therefore, the choice (4.1) has no compelling theoretical reason other than "convenience" and "simplicity" and there is no physical basis for fixing the \( m_\sigma \) values.

V. SUMMARY AND FINAL REMARKS

We have first examined the diagonalization of the flavor-neutrino propagator matrix by following the procedure proposed by Kaneko et.al. [4] (but without employing any intermediate fields \{\phi_j, \bar{\phi}_j, j = 1, 2, 3\}). We have concretely shown that, in so far as the matrix of the proper self-energy part \( \Pi_{\rho\sigma}(k) \) for the flavor-neutrino fields is allowed to be approximated by neglecting \( \mathcal{L}_{\nu \nu} \) in (3.8), a set of the renormalized fields \( \{\psi_\sigma^r(x), \bar{\psi}_\sigma^r(x)\} \) can be defined as

\[ \psi_\sigma(x) = \sum_{j=1}^3 z^{\frac{1}{2}} z_j^\dagger \psi_\sigma^r(x), \quad \bar{\psi}_\sigma(x) = \sum_{j=1}^3 \bar{z}_{\sigma,j}^\dagger \bar{\psi}_\sigma^r(x), \quad \sigma = e, \mu, \tau \]  
(5.1)

with \( z^{\frac{1}{2}}z^{\frac{1}{2}} = I \), so that the Fourier transform of \( < 0|T(\psi_\sigma^r(x)\bar{\psi}_\rho^r(y))|0 > \), i.e. \( S_{\sigma\rho}^r(k) \), has a single one-pole term, and

\[ S_{\sigma\rho}^r(k) = \text{F.T. of} \  < 0|T(\psi_\sigma(x)\bar{\psi}_\rho(y))|0 > = \sum_{j=1}^3 \frac{z_j^\dagger z^{\frac{1}{2}} \lambda_{\sigma\rho}(\kappa_j, \vec{k})}{k + i\mu_j + \epsilon} + \int d(\kappa^2) \frac{\lambda_{\sigma\rho}(\kappa, \vec{k})}{k^2 + \kappa^2 - i\epsilon}. \]  
(5.2)
The matrix \( [z^\pm] \), which may be called the generalized z-factor, has been shown to be essentially the same as that diagonalizing the mass matrix \( M \) in the starting Lagrangian \((3.8)\).

Under the adopted approximation for \( \Pi_{\sigma\rho} \), the content summarized above seems consistent and, in some sense self-evident. We cannot go, however, beyond this approximation due to ignorance of the Higgs neutrino interaction included in \( \mathcal{L}_{\text{int}}(x) \).

Under the same approximation we have reexamined in Sec.\( \text{IV} \) the problem proposed by Blasone et al. \([4]\). The essential problem in the field theory of the neutrino mixing is to settle how to define appropriate creation and annihilation operators of the flavor (or weak \([8]\)) states. We have shown that, by taking account of the general relation \((4.18)\) as well as the relation between the two vacuum states, \((4.19)\), there is neither theoretical reason for choosing \( m_e = m_1 \) and \( m_\mu = m_2 \) adopted in ref. \([4]\) nor physical basis for fixing any special \( m_\sigma \) values. In this sense we cannot construct generally the flavor Fock space, except for the extremely relativistic case; this is in accordance with the assertion in ref. \([8]\), though our reasoning is based on a different context.

In so far as we consider the transition or survival amplitudes by treating such a quantity as

\[
A_{\rho\sigma}(k, r; t) = \langle m < 0 | \alpha_{\rho}(k, r; t) \alpha_{\rho}^\dagger(k, r; 0) | 0 >_m \]

we have to fix the mass parameters \( m_\rho \)'s in order to settle the relations of \( \alpha_{\rho} \)'s to the fields \( \nu_{\rho}(x) \)'s. But we saw in Sec.\( \text{IV} \) that there is no theoretical reason to specify the mass parameters. Instead, under the approximation of neglecting \( \mathcal{L}_{\text{int}} \) in the Lagrangian \((3.8)\), the propagator, \( S'_{\sigma\rho}(k) = \text{F.T. of} \langle \nu_{\sigma}(x) \bar{\nu}_{\rho}(y) | 0 > \), has been shown to have a structure which is independent of the mass parameter \( m_\rho \)'s, that is, independent of the choice of the perturbative vacuum corresponding to the 'free' Hamiltonians, specified by the mass parameters \( m^0_{\rho\rho} \)'s as in \((2.22)\) and \((3.9)\). Thus, it is favorable for us to treat the neutrino oscillation problem by relying solely on the neutrino propagator. Related investigations have been done in ref. \([12]\), and the work developed by Grimus and Stockinger \([13]\) seems to be important from our viewpoint.
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**APPENDIX A:**

Explicit forms of the plane-wave eigenfunctions \( u(kr) \) and \( v(kr) \), satisfying

\[
(i \cdot k + m)u(kr) = 0, \quad (-i \cdot k + m)v(kr) = 0
\]

are given, in the Kramers representation of \( \gamma \)-matrices (i.e. \( \vec{\gamma} = -\rho_y \otimes \vec{\sigma}, \gamma^4 = \rho_x \otimes I, \gamma_5 = -\rho_z \otimes I \)) \([7]\), by
\[ u(k \uparrow) = \begin{pmatrix} c\alpha \\ c\beta \\ s\alpha \\ s\beta \end{pmatrix}, \quad u(k \downarrow) = \begin{pmatrix} -s\beta^* \\ -s\alpha^* \\ c\beta^* \\ -c\alpha^* \end{pmatrix}. \] (A2)

\[ v(k \uparrow) = \begin{pmatrix} s\beta^* \\ -s\alpha^* \\ -c\beta^* \\ c\alpha^* \end{pmatrix}, \quad v(k \downarrow) = \begin{pmatrix} c\alpha \\ c\beta \\ -s\alpha \\ -s\beta \end{pmatrix}. \] (A3)

Here, \( c = \cos(\frac{\chi}{2}), s = \sin(\frac{\chi}{2}), \cot\chi = \frac{|k|}{m}, k_z = k\cos\vartheta, k_x + ik_y = k\sin\vartheta \cdot e^{i\phi}, \alpha = \cos(\frac{\vartheta}{2}) \cdot e^{-i\phi/2}, \beta = \sin(\frac{\vartheta}{2}) \cdot e^{i\phi/2} \). \( u(kr) \) and \( v(kr) \) are the eigenfunctions of the helicity \( \vec{s} \cdot \vec{k}/|\vec{k}|, \vec{s} = (I \times \vec{s})/2 \);

\[ \frac{1}{k}(\vec{s} \cdot \vec{k})u(k \uparrow) = \frac{1}{2}u(k \uparrow), \quad \frac{1}{k}(\vec{s} \cdot \vec{k})u(k \downarrow) = -\frac{1}{2}u(k \downarrow), \]
\[ \frac{1}{k}(\vec{s} \cdot -\vec{k})v(k \uparrow) = \frac{1}{2}v(k \uparrow), \quad \frac{1}{k}(\vec{s} \cdot -\vec{k})v(k \downarrow) = -\frac{1}{2}u(k \downarrow). \] (A4)

The solutions of (A1) with the mass \( m_j \) are written as \( u_j(kr) \) and \( v_j(kr) \). We obtain

\[ u_1^*(kr)u_2(ks) = v_1^*(-kr)v_2(-ks) = \rho_{12}(k), \]
\[ u_1^*(kr)v_2(-ks) = v_1^*(-kr)u_2(ks) = i\lambda_{12}(k). \] (A5)

where \( v_j(-kr) := v(pr) \) with \( \vec{p} = -\vec{k}, p_0 = k_{0j} = \sqrt{k^2 + m_j^2}; \rho_{12} = \cos\frac{\chi_1 - \chi_2}{2}, \lambda_{12} = \sin\frac{\chi_1 - \chi_2}{2} \) with \( \cot\chi_{1j} = \frac{|k|}{m_j} \). We have

\[ \sum_r \{u_j^b(kr) \cdot u_j^a(kr)^* + v_j^b(-kr) \cdot v_j^a(-kr)^*\} = \delta_{bd}. \] (A6)

The explicit form of \( G(\theta, k) \) appearing in (1.3) is given by

\[ G(\theta, k) = \begin{pmatrix} P(\theta, k) & i\Lambda(\theta, k) \\ i\Lambda(\theta, k) & P(\theta, k) \end{pmatrix}, \] (A7)

with

\[ P(\theta, k) = \begin{pmatrix} c_{0}\rho_{\mu_1}(k) & s_{0}\rho_{\mu_2}(k) \\ -s_{0}\rho_{\mu_1}(k) & c_{0}\rho_{\mu_2}(k) \end{pmatrix}, \quad \Lambda(\theta, k) = \begin{pmatrix} c_{0}\lambda_{\mu_1}(k) & s_{0}\lambda_{\mu_2}(k) \\ -s_{0}\lambda_{\mu_1}(k) & c_{0}\lambda_{\mu_2}(k) \end{pmatrix}. \] (A8)

\( G(\theta, k) \) is confirmed to be unitary;

\[ G(\theta, k)G(\theta, k)^\dagger = G(\theta, k)^\dagger G(\theta, k) = I. \] (A9)

**APPENDIX B:**

Here we will give a remark on ref. [8] as follows. We define
which satisfy

\[ w(k \uparrow)^\dagger w(k \downarrow) = 0, \quad \frac{\overrightarrow{\sigma} k}{k} w(kr) = w(kr) \begin{cases} 1 \\ -1 \end{cases} \text{ for } \begin{cases} r = \uparrow \\ r = \downarrow \end{cases}. \quad (B2) \]

\( u_j(kr) \) and \( v_j(\pm kr) \) given by (A2) and (A3) are expressed as

\[
\begin{align*}
    u(k \uparrow) &= \begin{bmatrix} \kappa_+^\alpha & \kappa_-^\alpha \\ \kappa_-^\beta & \kappa_+^\beta \end{bmatrix} \otimes w(k \uparrow), \\
    u(k \downarrow) &= \begin{bmatrix} \kappa_+^\alpha & \kappa_-^\alpha \\ \kappa_-^\beta & \kappa_+^\beta \end{bmatrix} \otimes w(k \downarrow), \\
    v(-k \uparrow) &= i \begin{bmatrix} -\kappa_-^\alpha & \kappa_+^\alpha \\ \kappa_-^\beta & -\kappa_+^\beta \end{bmatrix} \otimes w(k \uparrow), \\
    v(-k \downarrow) &= i \begin{bmatrix} \kappa_-^\alpha & \kappa_-^\beta \\ \kappa_-^\alpha & -\kappa_-^\beta \end{bmatrix} \otimes w(k \downarrow),
\end{align*} \quad (B3)\]

where \( \kappa_- := \sqrt{(E \pm k)/(2E)} = \{ \frac{c}{s} \}, E = \sqrt{k^2 + m^2}. \) By using the unitary matrix \( U = (U_{\sigma j}) \)
connecting the two kinds of neutrino fields, we obtain

\[
\nu_\sigma(x) = \frac{1}{\sqrt{V}} \sum_k \sum_j \left( U_{\sigma j} \alpha_j(k \uparrow; t) \begin{bmatrix} \kappa_{j+} \kappa_{j-} \end{bmatrix} \otimes w(k \uparrow) + U_{\sigma j} \alpha_j(k \downarrow; t) \begin{bmatrix} \kappa_{j+} \kappa_{j-} \end{bmatrix} \otimes w(k \downarrow) \right.
\]
\[
    \left. + iU_{\sigma j} \beta_j^\dagger(-k \uparrow; t) \begin{bmatrix} -\kappa_-^\alpha & \kappa_+^\alpha \\ \kappa_-^\beta & -\kappa_+^\beta \end{bmatrix} \otimes w(k \uparrow) + iU_{\sigma j} \beta_j^\dagger(-k \downarrow; t) \begin{bmatrix} \kappa_-^\alpha & \kappa_-^\beta \\ \kappa_-^\alpha & -\kappa_-^\beta \end{bmatrix} \otimes w(k \downarrow) \right) e^{i \vec{k} \vec{x}}. \quad (B4)\]

By defining

\[
\begin{align*}
    A_{\sigma \pm}(kr; t) &:= \sum_j U_{\sigma j} \alpha_j(kr; t) \kappa_{j \pm}, \\
    B_{\sigma \pm}^\dagger(-kr; t) &:= \sum_j U_{\sigma j} \beta_j^\dagger(-kr; t) \kappa_{j \pm}(\pm i),
\end{align*} \quad (B5)\]

(B4) is rewriten as

\[
\nu_\sigma(x) = \frac{1}{\sqrt{V}} \sum_k \left( \begin{bmatrix} A_{\sigma +}(k \uparrow; t) \\ A_{\sigma -}(k \uparrow; t) \end{bmatrix} \otimes w(k \uparrow) + \begin{bmatrix} A_{\sigma +}(k \downarrow; t) \\ A_{\sigma -}(k \downarrow; t) \end{bmatrix} \otimes w(k \downarrow) \\
    + \begin{bmatrix} B_{\sigma +}^\dagger(-k \uparrow; t) \\ B_{\sigma +}^\dagger(-k \downarrow; t) \end{bmatrix} \otimes w(k \uparrow) + \begin{bmatrix} B_{\sigma -}^\dagger(-k \downarrow; t) \\ B_{\sigma -}^\dagger(-k \downarrow; t) \end{bmatrix} \otimes w(k \downarrow) \right) e^{i \vec{k} \vec{x}}. \quad (B6)\]

Under the conditions among \( \{ \alpha_j, \beta_j \} \) and their Hermitian conjugates

\[
\{ \alpha_j(kr; t), \alpha_j^\dagger(k' s; t) \} = \{ \beta_j(kr; t), \beta_j^\dagger(k' s; t) \} = \delta_{j l} \delta_{r s} \delta(k - k'), \quad \text{others} = 0,
\]

we obtain
\[
\{A_{\sigma\pm}(kr; t), A_{\rho\pm}^\dagger(k' s; t)\} = \{B_{\sigma\pm}(kr; t), B_{\rho\pm}^\dagger(k' s; t)\} = \sum_j U_{\sigma j} U_{\rho j}^* \frac{E_j \pm k}{2E_j} \delta_{rs} \delta(k, k'),
\]

\[
\{A_{\sigma\pm}(kr; t), A_{\rho\pm}^\dagger(k' s; t)\} = \{B_{\sigma\pm}(kr; t), B_{\rho\pm}^\dagger(k' s; t)\} = \sum_j U_{\sigma j} U_{\rho j}^* \frac{m_j}{2E_j} \delta_{rs} \delta(k, k'),
\]

\[
\text{others} = 0.
\]

In the extremely relativistic limit, we have

\[
\{A_{\sigma\pm}(kr; t), A_{\rho\pm}^\dagger(k' s; t)\} \to \delta_{rs} \delta(k, k'),
\]

\[
\{B_{\sigma\pm}(kr; t), B_{\rho\pm}^\dagger(k' s; t)\} \to \delta_{rs} \delta(k, k'),
\]

\[
\text{others} \to 0;\]

the high momentum part in r.h.s. of (B6)

\[
\sim \frac{1}{\sqrt{V}} \sum_k \left( \left[ A_{\sigma+}(k \uparrow; t) w(k \uparrow) \right] + \left[ B_{\sigma+}^\dagger(-k \downarrow; t) w(k \downarrow) \right] \right) e^{i\vec{k}\vec{x}}
\]

(B10)

with

\[
A_{\sigma+}(kr; t) = \sum_j U_{\alpha j} \alpha_j(kr; t), \quad B_{\sigma+}^\dagger(-kr; t) = \sum_j U_{\alpha j} \beta_j^\dagger(-kr; t).
\]

According to the assertion in ref. [8], one may construct an approximate Fock space of weak states in terms of \(A_{\sigma+}(kr; t), B_{\sigma+}^\dagger(-kr; t)\) give by (B11) only in the case of extremely relativistic neutrinos. This assertion is in some sense self-evident, since masses of neutrinos become irrelevant in the extremely relativistic neutrinos.

It is more natural, however, to define, instead of (B11), a set of independent operators

\[
\tilde{A}_\sigma(kr; t) := \sum_j U_{\alpha j} \left[ \alpha_j(kr; t) \kappa_{j+} - i \beta_j^\dagger(-kr; t) \kappa_{j-} \right]
\]

\[
\tilde{B}_\sigma^\dagger(-kr; t) := \sum_j U_{\alpha j} \left[ -i \alpha_j(kr; t) \kappa_{j-} + \beta_j^\dagger(-kr; t) \kappa_{j+} \right]
\]

(B12)

so that the independent number of \(\{\tilde{A}_\sigma, \tilde{B}_\sigma^\dagger\}\) are equal to that of \(\{\alpha_j, \beta_j^\dagger\}\). We obtain

\[
\{A_{\sigma}(kr; t), A_{\rho}^\dagger(k' s; t)\} = \delta_{rs} \delta(k, k') = \{\tilde{B}_\sigma(-kr; t), \tilde{B}_\rho^\dagger(k' s; t)\},
\]

\[
\text{others} = 0.
\]

(B13)

In ref. [8], a set of operators, the number of which is twice times larger than the independent number, are introduced (similar to (B5) in the case of Dirac neutrinos). Instead of doing so, we have defined a set of necessary and sufficient number of independent operators (B12) as a kind of Bogolyubov transformation, and obtained the canonical commutation relations (B13), irrespective of the value of \(|\vec{k}|\).

From (B14) we obtain

\[
\nu_\sigma(x) = \frac{1}{\sqrt{V}} \sum_k \left[ \left( \tilde{A}_\sigma(k \uparrow; t) \begin{bmatrix} 1 \\ 0 \end{bmatrix} + i \tilde{B}_\sigma^\dagger(-k \downarrow; t) \begin{bmatrix} 0 \\ 1 \end{bmatrix} \right) \otimes w(k \uparrow) \right.
\]

\[
+ \left. \left( \tilde{A}_\sigma(k \downarrow; t) \begin{bmatrix} 0 \\ 1 \end{bmatrix} + i \tilde{B}_\sigma^\dagger(-k \uparrow; t) \begin{bmatrix} 1 \\ 0 \end{bmatrix} \right) \otimes w(k \downarrow) \right] e^{i\vec{k}\vec{x}}.
\]

(B14)
The important feature of this expansion is that the operators \( \hat{A}_\sigma, \hat{B}_{\sigma}^\dagger \) depend explicitly on \( m_j \)'s as well as \( |\vec{k}| \), but not on \( m_\sigma \)'s explicitly. In the case of 2-flavors (i.e. \( \sigma = e \) and \( \mu \)), we have

\[
\begin{pmatrix}
\hat{A}_e(kr; t) \\
\hat{A}_\mu(kr; t) \\
\hat{B}_e^\dagger(-kr; t) \\
\hat{B}_\mu^\dagger(-kr; t)
\end{pmatrix} = \tilde{G}(\theta, k)
\begin{pmatrix}
\alpha_1(kr; t) \\
\alpha_2(kr; t) \\
\beta_1^\dagger(-kr; t) \\
\beta_2^\dagger(-kr; t)
\end{pmatrix}
\]  

(B15)

with

\[
\tilde{G}(\theta, k) =
\begin{pmatrix}
c_\theta c_1 & s_\theta c_2 & -ic_\theta s_1 & -is_\theta s_2 \\
-s_\theta c_1 & c_\theta c_2 & is_\theta s_1 & -ic_\theta s_2 \\
-ic_\theta s_1 & -is_\theta s_2 & c_\theta c_1 & s_\theta c_2 \\
is_\theta s_1 & -ic_\theta s_2 & -s_\theta c_1 & c_\theta c_2
\end{pmatrix}, \quad c_j = \kappa_{j+}, s_j = \kappa_{j-}.
\]  

(B16)

(B16) is seen to be equal to \( G(\theta, k), (A7) \), in which the mass parameters \( m_e \) and \( m_\mu \) employed in the plane-wave expansion of the flavor neutrino fields \( \nu_\sigma \)'s are set equal to zeros. Because, as seen from \( (B3) \), we have e.g. \( u(k \uparrow) \) for the zero mass is

\[
u(k \uparrow) = \begin{pmatrix} 1 \\ 0 \end{pmatrix} \otimes w(k \uparrow).
\]  

(B17)
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