In this work, we develop the theory of quasi-exact fault-tolerant quantum (QEQ) computation, which uses qubits encoded into quasi-exact quantum error-correction codes ("quasi codes"). By definition, a quasi code is a parametric approximate code that can become exact by tuning its parameters. The model of QEQ computation lies in between the two well-known ones: the usual noisy quantum computation without error correction and the usual fault-tolerant quantum computation, but closer to the later. Many notions of exact quantum codes need to be adjusted for the quasi setting. Here we develop quasi error-correction theory using quantum instrument, the notions of quasi universality, quasi code distances, and quasi thresholds, etc. We find a wide class of quasi codes which are called valence-bond-solid codes, and we use them as concrete examples to demonstrate QEQ computation.

I. INTRODUCTION

A universal quantum computer can realize arbitrary unitary evolution on a finite-dimensional quantum system and is expected to be more powerful than classical ones. The universality requires that any unitary operator in the unitary group can be realized efficiently to arbitrary accuracy. The requirement on accuracy is actually a strong one since qubits carried by physical systems are inevitably affected by noises. This is usually achieved with quantum error-correction (QEC) codes leading to the fault-tolerant quantum (FTQ) computation [1–6].

Finding good QEC codes is important and many progresses have been made recently. For QEC, the detected errors are required to be fully or exactly corrected. The generalization of QEC by allowing approximation has been considered long time ago. It was observed that [7] approximation can be considered as a quantum resource due to non-orthogonality of quantum states. Some approximate QEC (AQEC) codes were studied in many settings decades ago [8–10], and recently AQEC is attracting wide attentions partly due to the connection with holography and quantum gravity [11,12]. It is thus a question whether in general AQEC codes can be used for FTQ computation. It appears that this is not the case since errors are not guaranteed to be corrected completely hence may accumulate quickly.

In this work, we study the framework of quasi-exact quantum (QEQ) computation introduced recently [13], which allows accurate computation with some kind of AQEC codes. The two primary notions are quasi-exact QC codes and quasi-exact universality. We will call the former as quasi codes, and later as quasi universality, for simplicity. In essence, a quasi code is a strengthened AQEC code in that it is parameterized by some scaling parameters the tuning of which can drive it to several exact codes. That is, in the scaling-parameter space a quasi code has a sort of ‘phase diagram’ with several exact codes as its fixed points and the rest as approximate regions. It is clear that a quasi code shall work near fixed points for QEQ computation. Meanwhile, the quasi universality is a slight weakening of the usual universality by making a tunable and controllable ‘cut-off’ on the accuracy of gates. The cutoff effectively induces a coarse-graining structure on the unitary group by identifying the neighborhood of a gate as the gate itself. The total number of distinct gates is finite but tunable to approach the usual universality. In particular, infinitesimal logical gates (measured by some accuracy) are not required in QEQ computation. The length of a QEQ computation cannot be arbitrarily long, while its accuracy can be well assessed due to error correction. Compared with the usual noisy quantum (NQ) computation and FTQ computation, the model of QEQ computation lies in between while closer to the later, see Fig. 1.

Furthermore, we study more aspects of QEQ computation in details, including quasi code distance, the classification of quasi codes, quasi thresholds, transversality, etc. According to the convergence efficiency to exact codes with respect to scaling parameters, we define two types of quasi distances, strong and weak ones, and four types of quasi codes. Note that more types are possible depending on finer criteria. The threshold theorem has to be modified for quasi codes since the desired logical error rate cannot be made arbitrarily small. Instead, we propose to use a pair of thresholds, the physical and logical ones which both depend on scaling parameters, to specify the fault-tolerance of QEQ computation.

We see that one of the central feature of quasi codes and QEQ computation is the tunability. This requires the existence of tunable or controllable parameters, which actually fits into usual physical settings that some parameters are sort of controllable, such as temperature, particle number, chemical potential, etc. The tunability
is a resource so that a user can design the performance of a QEQ computation in terms of the accuracy, threshold, and code distance. The idea of using tunable parameters is common in many tasks such as machine learning, quantum control, etc. This intuition also applies to the other two models but for QEQ computation the tunability is achieved by changing some classical scaling parameters.

It is important to find quasi codes to demonstrate QEQ computation. A natural setting, but not limited to, is the topological phases of matter [20, 21]. A notable class is based on valence-bond solids (VBS) [22], which is a wide class of models in quantum magnetism and many-body physics. There are various ways to encode qubits either using bulk ground states, excitations, defects, or edge modes, and the logical gates they support are not the same. Here we define three types: the bulk, edge, and holographic codes, and compare them through concrete examples. The VBS codes are quasi-exact due to non-vanishing (usually exponentially decaying) correlation functions, and weak due to the symmetry-protected topological (SPT) order [23–30]. Also they are non-stabilizer codes but very similar with stabilizer codes due to being local and frustration-free. The edge code behaves similarly with holographic code, while the bulk code can support some topological logical gates from the SPT order [20, 30]. Although the exact distance might be a small constant due to the short-range entanglement of ground states [16, 31], the quasi distance could be larger. With a proper local error model, we also estimate the quasi-thresholds, which depend on the weak code distances and they are essentially the same for the three types of VBS codes.

Due to the global symmetry, the holographic SU(d) VBS codes are transversal and quasi universal for SU(d), which are a class of covariant codes. It is recently shown that [17–18, 32, 34] covariant codes cannot achieve transversal and universal computation efficiently since arbitrary accuracy will lead to an exponential growth of system size. This inefficiency originates from the uncertainty relation, which manifests as the fundamental limitation on the accuracy of estimating an arbitrary unitary operator in quantum metrology [22–34]. Indeed, the usual approach for estimating a gate $U$ employs many copies of it, which can be viewed as a transversal computation. For QEQ computation, the cutoff on accuracy will avoid the blow-up and turn covariant codes into a moderate class of quasi codes [19]. We demonstrate that VBS codes provide a class of covariant codes with novel locality structures.

This work contains the following parts. In section II, we review the standard theory of QEC based on channels, and then we generalize it using instruments, and we define local QEC instruments in particular for codes with locality structures. We introduce quasi codes in section III. After a review of AQEC, we introduce quasi QEC as a strengthened version of AQEC and discuss some examples. We study various aspects of QEQ computation in section IV. In section V, we study VBS codes

and compare three types of them. We conclude in section VI with comments on some issues and open problems. For the Appendix, in section A we review completely positive maps, channels and instruments, and distance measures. We also introduce new types of channels: the subspace CPTP maps and CP but approximate-TP maps, which can both be employed for QEC. In section B we explain how to generalize AQEC by approximate encoding operations, and study quasi logical gates. Some future directions are addressed in the conclusion section VI.

II. QUANTUM ERROR CORRECTION

A. Preliminary

In this work, we consider finite-dimensional quantum systems. For a Hilbert space $H$, denote the space of bounded, positive semi-definite, and density operators as $B(H)$, $\mathcal{P}(H)$, and $\mathcal{D}(H)$, respectively. Here we review the standard setting of QEC [6]. Some basics of quantum channels and instruments are deferred to the Appendix A where we also introduce some novel variations.

First, we review the setting of error detection (QED). A channel $\mathcal{N}$ on a code subspace $C \subset \mathcal{D}(H)$ is detectable when

$$\mathcal{P}\mathcal{N}(\sigma) = p\sigma, \ p \in [0,1], \ \forall \sigma \in C.$$  

If $p = 0$, this means $\mathcal{N}$ causes a complete leakage out of $C$. If $p = 1$, this means $\mathcal{N}$ has trivial action on $C$. With Kraus operators $\{E_i\}$ for $\mathcal{N}$, the QED condition is

$$PE_iP = e_iP,$$  

and $\sum_i |e_i|^2 = p$. Now we consider the correction (recovery) of a channel, $\mathcal{N}$, on a code subspace $C$. The correction is by a recovery channel $\mathcal{R}$ so that

$$\mathcal{R}\mathcal{N}(\sigma) = \sigma, \ \forall \sigma \in C.$$  

The condition in terms of Kraus operators $\{E_i\}$ for $\mathcal{N}$ is

$$PE_i^\dagger E_jP = a_{ij}P,$$  

such that the code matrix $[a_{ij}] := \rho_*$ is a density operator.

The recovery channel $\mathcal{R}$ is found by diagonalizing the code matrix $\rho_* = U\rho_DU^\dagger$ for $\rho_D = [d_{kl}\delta_{kl}]$. Let

| NGC | QEQ | FTQC |
|-----|-----|-----|
|     |     |     |

Figure 1. Schematics showing the relation among the three frameworks: noisy quantum (NQ), quasi-exact quantum (QEQ), and fault-tolerant quantum (FTQ) computation. The QEQC introduced in this work is closer to the FTQC.
instrument \( \mathcal{R} = \{ \mathcal{R}_k, \mathcal{R}' \} \) so that \( \mathcal{R} \) is a channel. Finally, we can define the combined procedure as an instrument \( \mathcal{Q} = \{ \mathcal{Q}_k \} \) for \( \mathcal{Q}_k = \mathcal{R}_k \mathcal{F}_k \) so that \( \mathcal{Q} \) is a sCPTP channel on the subspace \( \mathcal{C} \), and \( \mathcal{Q}(\sigma) = \sigma \) (see appendix A3). Note the \( \mathcal{R}' \) is unnecessary to define \( \mathcal{Q} \).

There is an important property of the exact QEC above, usually known as ‘linear Kraus-span (LKS) property’: if a channel \( \mathcal{N} = \{ E_i \} \) is correctable by \( \mathcal{R} \), then any other channel with each of its Kraus operators in the span of \( \{ E_i \} \) is also correctable by \( \mathcal{R} \). This fact can be easily verified. This LKS property simplifies QEC task especially for local QEC: instead of arbitrary channels, one only needs to consider a channel whose Kraus operators span a local space. This applies to the case of topological stabilizer codes [35, 36].

**B. QEC and QED as instruments**

In the above, the recovery channel is found provided the diagonalization of \( \rho_s \). This can be easily done if \( \rho_s \) is a small matrix; however, this will be difficult if the dimension of it is large except cases when \( \rho_s \) are of particular types. Also each recovery \( \mathcal{R}_k \) might be difficult to realize compared with the set \( \{ E_i \} \).

Here, in terms of quantum instrument, we show that the problem of diagonalization can be avoided if there are additional algebraic structures in a code. The notion of QEC instrument applies to the VBS codes studied later in this paper. For quantum codes supported by large physical systems, e.g., topological codes, there are additional structures such as locality. For instance, for topological stabilizer codes [36], there are usually local commuting stabilizers that can be measured instead of \( \{ F_k \} \) to identify syndromes. The locality of stabilizers is usually constant compared with the system size, which is the size of the code block. The errors that are being corrected are also local.

Below we present QEC (and QED) in terms of quantum instrument. This can be either viewed as a restriction of standard QEC when the syndrome is recorded explicitly, or viewed as a generalization of standard QEC from a single channel to a collection of CP maps, i.e., from correction of (Kraus) operators to correction of superoperators (CP maps).

A noise instrument \( \mathcal{N} \) is defined as a set of noise CP maps \( \{ \mathcal{N}_s \} \) so that the sum of them is a channel, \( \mathcal{N} \). It is clear to see that \( \mathcal{N} \) is detectable iff each of them \( \mathcal{N}_s \) is detectable. This generalizes the standard QED in the sense that the usual operators are generalized to superoperators.

Similarly, we can define recovery instrument and the whole QEC process as an instrument.

**Definition 1.** A QEC instrument \( \mathcal{Q} \) is defined as a set of CP maps \( \{ \mathcal{Q}_x \} \) with \( \mathcal{Q}_x = \mathcal{R}_x \mathcal{N}_x \) for noise CP maps \( \{ \mathcal{N}_x \} \) forming a noise instrument \( \mathcal{N} \) and recovery CP maps \( \{ \mathcal{R}_x \} \) so that \( \mathcal{Q} \) is sCPTP on a code subspace \( \mathcal{C} \) and \( \mathcal{Q}(\sigma) = \sigma, \forall \sigma \in \mathcal{C} \).
Note that we do not require the set \( \{R_x\} \) as an instrument, i.e., a CPTP map. Instead, we require the whole process \( Q \) as a sCPTP map on a code subspace \( C \).

With the definition above, it is easy to obtain the following:

**Proposition 1.** A code space \( P \) is protected by a QEC instrument \( Q = \{Q_x\} \) for \( Q_x = R_x N_x \) iff \( Q_x(\sigma) = q_x \sigma \) and \( \sum_x q_x = 1 \), \( q_x \in (0, 1) \), for \( N_x, R_x \) as CP maps.

**Proof.** It is easy to see that if \( Q_x(\sigma) = q_x \sigma \), then \( Q(\sigma) = \sigma \), \( \forall \sigma \in C \). If \( Q(\sigma) = \sum_x Q_x(\sigma) = \sigma \), then as each \( Q_x(\sigma) \) is positive, it must hold \( Q_x(\sigma) = q_x \sigma \), for \( \sum_x q_x = 1 \) with \( q_x \in (0, 1) \).

We see that the condition \( Q_x(\sigma) = q_x \sigma \) is the QEC condition for each CP map \( N_x \). Given \( N_x \), a recovery CP map \( R_x \) can be found according to the standard QEC. Here the index \( x \) plays the role of syndrome for superoperators, namely, it signals which noise CP map induces distinguishability among the syndromes for the applied. The index \( x \) shall be applied by \( Q_x \), for \( N_x = 0 \), \( N_x = 1 \).

We define local QEC instruments as follows.

**Definition 2.** A local QEC code \( C \subset D(\mathcal{H}) \) is defined by a set of check operators \( S = \{S_{i}\}_{i\in I} \), such that \( S_{i}P = P \), \( \forall i \in I \), for \( P \) as the code projector. In particular, when \( \mathcal{H} = \otimes_{n=1}^{N} \mathcal{H}_{n} \), the \( S_i \) are semi-local check operators such that the weight of each of them is \( o(1) \) compared with the system size \( N \).

We say \( P \) is nonlocal, the check operators \( S \) are semi-local, and the errors in QEC are local. The check operators are often simply referred to being ‘local’, and may not commute with each other. Although the definition of local codes does not require check operators acting on neighboring sites, in this work we will implicitly assume a notion of geometrical locality. This definition applies to many-body quantum systems defined by local frustration-free Hamiltonians, also it is a special formulation of low-density parity-check codes. In this setting, a local code can be defined as the low-energy sector of a local Hamiltonian \( H = \sum_{n} H_{n} \) with local terms \( H_{n} \), which usually act on a constant number of neighboring sites and do not commute with each other in general. In particular, it applies to the VBS codes we study.

A local QEC instrument is defined as a QEC instrument when the index \( x \) refers to locality. The most important and primary case is when \( x \) refers to local sites. Then the noise we consider is on-site. Each noise map \( N_x \) acts on a local site. However, each recovery map \( R_x \) may be semi-local since check operators are semi-local, although they are labelled by \( x \). We shall also keep in mind that in principle \( x \) may also refer to semi-local sites or other types of locality.

With respect to local QEC instruments, the code distance is defined as \( d_c = 2t + 1 \) if \( t \) independent errors can be corrected. Let \( \rho_{n}^{\text{(n)}} \) denote \( n \)-site reduced density operators for any \( n \) sites denoted by \( n \). A code of distance \( d_c = 2t + 1 \) shall have \( \rho_{n}^{\text{(n)}} \) for \( n \in [1, t] \) all the same independent of the codewords. That is to say, the logical information cannot be revealed based on \( \rho_{n}^{\text{(n)}} \). Note \( \rho_{n}^{\text{(n)}} \) does not have to be a completely mixed state.

With locality, the correction of high-weight errors is reduced to the correction of low-weight errors. Noises of the form \( \otimes_{n=1}^{\tilde{n}} N_{n} \) with \( n \) as site label, or mixtures of them \( \sum_{j} p_{j} \otimes_{n=1}^{\tilde{n}} N_{n}^{(j)} \), can be corrected by the correction of each local noise \( N_{n,j} \) if distance is \( d_c \). However, channels of more general forms are not guaranteed to be correctable by local QEC instruments.

Given check operators, syndrome plays more practical roles in QEC than the actual underlying physical errors: the syndrome identifies the most likely errors that are detected, which may differ from the actual physical errors. The actual errors may be nonlocal; however, with local syndromes and (semi-)local recovery, the code can be recovered (semi-)locally. This can be understood from the LKS property of QEC mentioned above. In all, we see that our reformulation of QEC in terms of quantum instrument fits in the setting of local QEC very well.

### III. QUASI CODES

#### A. Approximate QEC

Here we review the standard setting of approximate QEC (AQEC). A channel \( N \) on a code \( P \) with an encoding isometry \( V \) is \( \epsilon \)-detectable if \( d(V^{\dagger} P N V, \mathbb{I}) \leq \epsilon \), for \( d \) as a certain distance measure mentioned in section A2. A channel \( N \) on a code \( P \) is \( \epsilon \)-correctable if there exists a recovery channel \( R \) such that \( d(V^{\dagger} R N V, \mathbb{I}) \leq \epsilon \). The recovery channel \( R \) which achieves the smallest \( \epsilon \) is not easy to find, and a convex optimization is needed in general [1][2].

As an extension of [4], there exists \( a_{ij} \) and \( B_{ij} \in \mathcal{B}(\mathcal{H}) \) so that

\[
P E_{i}^{\dagger} E_{j} P = a_{ij} P + P B_{ij} P.
\]

Furthermore, \( PB_{ij} P \) can be chosen to represent the traceless part of \( PE_{i}^{\dagger} E_{j} P \), so that \( a_{ii} \geq 0 \) and \( \sum_{i} a_{ii} = 1 \),
If $\rho$ contains the encoded information, then $\hat{N}(\rho)$ represents the state of an environment which may contain some information from $\rho$. For states in a code space $P$, $\rho = P\rho P$. For a correctable channel it holds $\hat{N}(\rho) = \rho_0^{\dagger}$. Then the condition says that if the distance between $\hat{N}$ and $\hat{N}_0$ is upper bounded by $\epsilon$, then the distance between channels $N$ and $N_0$ is also upper bounded, i.e., there exists a recovery channel $R$ so that the distance between $V^\dagger RV$ and $I$ is upper bounded by $\epsilon$.

By treating quantum instrument as a set of CP maps, the AQEC of channels also applies to instrument. Namely, an AQEC instrument $Q$ is defined so that $d(V^\dagger QV, I)$ is upper bounded by $\epsilon$ for $Q = \sum_k Q_k = \sum_k R_k N_k$. However, there is no definite distance bound for each term $Q_k$. The formalism of AQEC can be further generalized when the encoding itself is also approximate. This is deferred to Appendix B.1.

Compared with exact QEC, there are several nontrivial facts about AQEC. First, the recovery channel is no easier to find in the complementary picture than in the original picture, in general. Second, as the task of AQEC is channel-oriented, the recovery scheme is not universal, i.e., it is not guaranteed to work for other channels acting on the code. The error bound for a noise channel may be different from the error bound for another channel given a fixed recovery scheme.

### B. Quasi-exact QEC

Now we introduce a special type of AQEC codes, the quasi-exact AQEC codes, or simply, quasi codes. Roughly speaking, an approximate code is a quasi code if it can get arbitrarily close to an exact code in certain ways. In other words, a quasi code can be viewed as a perturbation of an exact code. The transition between an exact code and an approximate code is done by tuning of a certain parameters that are inherent to a quasi code. The motivation for introducing quasi codes is multiple.

The QEC errors of approximate codes have to be small enough in order to do accurate quantum computing. Also in practice there are usually some parameters that can be controlled and tuned so that the performance of a code can be improved. We define quasi codes as follows.

**Definition 3 (Quasi codes (broad)).** A quasi code $C(\lambda)$ is a family of $\epsilon(\lambda)$-correctable approximate codes with a recovery scheme $\mathcal{R}(\lambda)$, such that each code is defined with fixed values of $\lambda$, which is a vector of a finite number of real scaling parameters, and $\epsilon(\lambda) \to 0$ at some points in the parameter space of $\lambda$. We assume that $\epsilon$ is a smooth function of $\lambda$.

A quasi code can be labeled as $C(\lambda)$, or by a tuple

$$C(\lambda) := (V, N, R, \lambda, \epsilon),$$

while $\lambda$ may not exist for general approximate codes. The parameters $\lambda$ are assumed to be real and named as scaling parameters, since this may been seen as an analog (but not the same) of critical theory of phase transition (in the sense that a critical point can be reached by tuning of some scaling parameters, such as interaction strength, temperature, etc. Indeed, in the parameter space of $\lambda$ we can treat exact codes as critical points, and other noncritical regions as for approximate codes, while a quasi code serves as a general reference to the whole `phase diagram.' However, we will use ‘quasi code’ to refer to the vicinity of exact codes, since these are the regions that are useful for accurate quantum computing. We assume there are a finite number of scaling parameters. We say a quasi-to-exact (QTE) limit is a limit by tuning some parameters of $\lambda$ so that $\epsilon(\lambda) \to 0$ is achieved. The number of limits is arbitrary. There are diverse choices of $\lambda$ defining different quasi codes. These parameters could be the system size, local dimension, temperature, density of states, chemical potential, energy, particle number, etc that are shall be easy to access and controllable in practice. Also numerical optimization might be involved to find suitable values of scaling parameters for general quasi codes.

The encoding operation $V$ may be an exact or approximate isometry (see section B.1). We say an $\epsilon_c$-approximate isometry is a quasi isometry if $\epsilon_c$ is a function of $\lambda$ and $\epsilon_c \to 0$ in some limits of $\lambda$. The encoding inaccuracy $\epsilon_c$ will add to the total correction error. Here we assume the error $\epsilon_c(\lambda)$ already account for it if the encoding is approximate.

The noise model $N$ and recovery scheme $R$ also depend on $\lambda$. The dependence of $N$ on $\lambda$ shall be ‘minimal’: it shall be almost irrelevant to $\lambda$ so that a quasi code distance $d_r(\lambda)$ can be well-defined. For instance, $N$ can be 1-local errors and its locality shall be fixed, irrelevant to $\lambda$. The noise model shall remain to be nontrivial when the quasi code approaches to be exact. On the contrary, the recovery scheme $R$ may depend on $\lambda$ significantly.
For each value of $\tilde{\lambda}$, an optimization is needed to find an optimal recovery $R(\tilde{\lambda})$. The operation $R(\tilde{\lambda}), \mathcal{N}(\tilde{\lambda})$ forms the QEC procedure for channels, while can also be extended to instruments.

Finding quasi codes could be difficult due to the optimization tasks that are involved. However, this could be made easier if we modify the definition of quasi codes by using a fixed recovery scheme. After all, we expect to use codes that are perturbations of exact codes, for which the recovery scheme is well established (see section II).

**Definition 4 (Quasi codes (restricted) [19]).** A quasi code $\mathcal{C}(\tilde{\lambda})$ is a family of $\epsilon(\tilde{\lambda})$-correctable approximate codes with the recovery scheme for exact codes, such that each code is defined with fixed values of $\tilde{\lambda}$, which is a vector of a finite number of real scaling parameters, and $\epsilon(\tilde{\lambda}) \to 0$ at some points in the parameter space of $\tilde{\lambda}$. We assume that $\epsilon$ is a smooth function of $\tilde{\lambda}$.

Our definitions above also apply to QED and extend to the setting of instrument. This restricted definition is justified by treating a quasi code as a slight perturbation of an exact code, which is natural from a physical point of view. See Fig. 3 for an illustration of quasi codes. An exact code carried by a physical system may not be actually exact due to practical inaccuracy and noises. On the other hand, by extending exact codes to quasi codes there are new space and opportunity to construct new class of codes.

Furthermore, there exists an explicit formula of the recovery error using trace distance on Choi states (see appendix A). With exact encoding, we find

$$D_t(\omega_{\mathcal{V}^1 \mathcal{Q} V}, \omega) = \frac{1}{2d_L} \sum_{k l} d_k \text{tr}(\hat{B}_{k l}^\dagger \hat{B}_{k l}),$$

which is a function of $d_k$ and $\beta_{k l} := \text{tr}(\hat{B}_{k l}^\dagger \hat{B}_{k l})$, and also the cardinality of the set $\{k\}$, i.e., the size of the ‘environment’, $d_{E}$. For local codes, the dimension $d_{E}$ is a polynomial of the system size $N$ and local site dimension $d_q$, namely, $d_{E} = N^{c_1} d_q^{c_2}$ for some positive constants $c_1, c_2$. In order for it being quasi exact, $D_t$ has to converge to zero for some values of $\tilde{\lambda}$. That is to say, $d_k$ and $\beta_{k l}$ shall depend on $\tilde{\lambda}$ and show universal decay behaviors with some scaling parameters [19]. With quasi encoding,

we find

$$D_t(\omega_{\mathcal{V}^1 \mathcal{Q} V}, \omega_{\mathcal{V}^1 \mathcal{V}}) = \frac{1}{2d_L} \sum_{k l} d_k \text{tr}(\hat{B}_{k l}^\dagger \hat{B}_{k l}),$$

for $\hat{B}_{k l} := \mathbb{I} \hat{B}_{k l} \mathbb{I}$ with $\mathbb{I} := V^\dagger V = 1 + \Delta$ due to quasi encoding. Note we ignore terms with $\Delta^2$ and its higher orders. The $\mathbb{I}$ afflicts the recovery operations, which depend on the quasi projector $P$, hence enters the trace distance. The distance above will add to the encoding error. In order for a quasi code with quasi encoding becomes an exact code, the encoding itself at least has to converge to be exact.

Other equivalent distance measures can also be used which may not have explicit forms. However, what we observe is that the distance is a measure of the average size of these operators $\hat{B}_{k l}$, instead of each individual ones. This means that each error-correction round is for the noise channel (or instrument), which is a collection of Kraus operators (or CP maps), instead of individual Kraus operators (or CP maps). For instance, for the correction of local noises on a code supported by a many-body quantum system, an error-correction round is a statistical average of the correction of local noises at various locations.

The recovery scheme that works for exact codes may not work well for approximate codes in general, leading to an optimization problem, while it is only slightly disturbed for quasi codes. From section II we see that the operator $R$ is a projector on the rotated space $\mathcal{N}$, and the operator $R' = \sqrt{I - R}$ never needs to be implemented. For quasi codes, $R$ is no longer a projector but close to it, i.e., $R$ is a quasi projector. The QEC instrument $V^\dagger Q V$ acting on $\mathcal{H}_{\mathcal{L}}$ is not TP but aCPTP (see appendix A 4), with perturbation terms $\text{tr}(\hat{\sigma} \Delta)$ and $\text{tr}(\hat{B}_{k l}^\dagger \hat{B}_{k l})$. When a QTE limit is taken, these terms will vanish, making the QEC process as an identity channel acting on $\mathcal{H}_{\mathcal{L}}$, i.e., a cCPTP channel acting on $\mathcal{H}$.

The definition of quasi codes in this work is not channel-oriented, i.e., a quasi code is not designed for a special error model (e.g., depolarizing channel or amplitude-damping channel). Instead, it is more of the spirit of exact codes which possess the LKS property (from Sec II A). The correction of a noise channel $\mathcal{N}$ on a quasi code shall also apply to other noises that are in the span of it, which is the LKS property that holds for exact codes but not for approximate codes in general. Actually, this is also partly a motivation for the introduction of quasi codes, as mentioned in section III A. For quasi codes, what is more crucial for the recovery error $\epsilon$ is not its value, instead it is the scaling behaviors with respect to $\tilde{\lambda}$. Given $\{E_i\}$ for the channel $\mathcal{N}$, hence the set of $\beta_{k l}$ and $d_k$ as functions of $\tilde{\lambda}$, any other channel with each Kraus operator in the span of $\{E_i\}$ will lead to the new set of $\beta'_{k l}$ and $d'_{k l}$, which are functions of $\tilde{\lambda}$. Therefore, the scaling behaviors of the recovery error shall be preserved against the linear-span operation, hence the LKS property holds for quasi codes.
C. Examples

The notion of quasi codes apply to some well-known approximate codes in literature. Actually, many approximate codes are quasi codes. We introduce the term ‘quasi codes’ to highlight the strong requirement of universality for accurate quantum computing, and the role of scaling parameters, which are common in physics. Here we mention briefly two notable classes: the gapped quantum phases of matter [20–21], in particular, anyons [38], and continuous-variable systems such as the cat codes (and its generalizations) [39–41].

The ground subspaces of gapped quantum phases of matter are natural to encode qubits, and generically the codes are quasi-exact. A gapped phase is often defined for accurate quantum computing, and the role of scaling parameters, which are common in physics. Here we mention briefly two notable classes: the gapped quantum phases of matter [20, 21], in particular, anyons [38], and continuous-variable systems such as the cat codes (and its generalizations) [39–41].

A gapped phase is often defined by a family of Hamiltonians $H(\lambda)$ in the thermodynamic limit, with some universal features common in the phase, for parameters $\lambda$ that could be interaction strength, external field, etc. The exact forms of ground states $|G(\lambda)\rangle$ are in general not analytic, while there are often exactly solvable points for certain $\lambda_0$. The codewords $|G(\lambda_0)\rangle$ on their own might form an exact or quasi-exact code depending on the error model, while using $|G(\lambda)\rangle$ will lead to further approximations of $|G(\lambda_0)\rangle$. A finite system size is also a source of approximation. Quantitative study of the quasi QEC features can be carried out using matrix-product states [42, 43], quantum field theory, or the geometric method based on joint numerical range (JNR) [44–47].

The braiding of non-Abelian anyons, as excitations of gapped topological systems, can enable universal quantum computing. There are in general exponentially decaying correlations among anyons, which makes the code quasi-exact. Indeed, anyons have to be far away from each other compared with the correlation length. For instance, a qubit can be encoded by 1D Majorana wire [48] with Majorana zero modes (MZM) at each end. Two MZM form a fermion, for which a basis is formed by the occupied $|1\rangle$ and unoccupied $|0\rangle$ states. The states have overlap $e^{-N/\xi}$ which vanishes when the separation between the modes $N \to \infty$, given a finite correlation length $\xi$.

Codes with continuous variables (or oscillators) often involve parameters, such as squeezing, photon number, etc that can be controlled externally, hence serving as natural systems for quasi codes. The class of cat codes usually employs coherent states of photons, or bosons in general, and their superposition for the encoding. For instance, a logical qubit can be encoded as $|+\rangle = |\alpha\rangle$, $|-\rangle = |\alpha\rangle$, and $|+\rangle = e^{-\alpha^2} \to 0$ if $|\alpha| \to \infty$. The errors that are natural for cat codes include loss or gain by a certain orders of $\hat{a}$ or $\hat{a}^\dagger$, and dephasing errors of the form $e^{i\theta a}$. The violation of the condition [4] is typically a term of order $O(\alpha^c e^{-c^{2}n^3})$, with constants $c_1, c_2, c_3$ [41].

IV. QEQ COMPUTATION

A. Universality

Now we study computation with quasi codes. Here we review the definition of universality briefly [49–54], although there appears to be notions that differ slightly; e.g., some definitions may rely on ancilla and some not. We employ the most simplest and common definition here.

Definition 5 (Universality). A computation on $n$ qubits, for any integer $n$, is universal if any unitary gate $U \in SU(2^n)$ can be efficiently simulated to arbitrary accuracy.

The first thing to notice is that the group $SU(2^n)$, or $SU(d)$ for any integer $d$, is uncountably infinite. Some unitary matrices may contain numbers that are not efficiently computable, hence shall be replaced by computable ones [50]. The group $SU(2^n)$ shall be replaced by such a modified or punctured version. For simplicity, we still refer to the group $SU(2^n)$ for the definition of universality.

The efficiency refers to the scaling of the overhead (cost) as a function of the problem size. However, there is no unique measure of ‘problem size’. A usual choice is to use the amount of bits that represent the input. The cost is measured by space and time, e.g., circuit size or depth. The accuracy is measured by operator-norm distance or its equivalences. If an accuracy parameter $\epsilon$ is given as an input for an algorithm, then an efficient simulation cost shall scales as polylog $\frac{1}{\epsilon}$. The log is there because decimal numbers are represented as binary numbers, i.e., strings of bits. A universal quantum computer can run algorithms that have arbitrary accuracy given as input, such computations are terms as “algorithmic” (in the setting of quantum simulation) [55, 56], compared with others such as analog simulators or emulators. An NQ computation or NISQ device is normally non-algorithmic since the computation accuracy is either not given as input or not asssessable.

A gate set $S$ is called universal if any $U \in SU(2^n)$ can be efficiently simulated to arbitrary accuracy by a finite product of gates from $S$. There are a few well-known gate set: \{H, T, CZ\}, \{H, CCZ\}, and \{H, CS\}, for $H$ as Hadamard gate, $T$ as $Z^{1/4}$ gate, $CZ$ as controlled-Z gate, $CCZ$ as controlled-$CZ$ gate, and $CS$ as controlled-$S$ gate, for $S = T^2$ as the phase gate. A finite universal gate set generates a dense subset of $SU(2^n)$, with the group itself as the closure of it.

The Solovay-Kitaev theorem and algorithm [6, 57] prove that there exists a classical algorithm based on balanced group commutator with runtime $t \in O(\log^2 \frac{1}{\epsilon})$ that designs a quantum circuit with size $s \in O(\log^2 \frac{1}{\epsilon})$, for some known numbers $c_1, c_2 \in (1, 4)$. The lower bound for the circuit cost is $\Omega(\log \frac{1}{\epsilon})$, which can be achieved with methods that reduces the problem to the compiling of $Z$-rotations [58, 59]. In the above, the accuracy
parameter $\epsilon$ only results from gate compiling, hence referred to as the \textit{compiling error}. Correspondingly, the cost is the \textit{compiling cost}. It assumes that each gate can be exactly performed, and the identity gate $I$ is exact.

In practice, there are various sources of decoherence leading to noisy memory and gates. In the setting of FTQ computation, noises are corrected based on QEC so that arbitrarily long computation can be done provided the noise strength is below a threshold, which is essentially the content of the threshold theorem \cite{7}. We refer to the cost for encoding qubits as the \textit{coding cost}, and accuracy parameter as the \textit{coding error} if the error-correction is not exact.

Without powerful QEC, arbitrarily long computation can not be done. Fortunately, there is no need to always pursue arbitrarily long computation in practice. Primary criteria has been the standard for implementations \cite{52}, and there are also requirements for reliable quantum simulators \cite{49,50,60,61}, and in general, the NISQ devices \cite{62}. These devices or computers carry out NQ computation and do not require explicit error corrections, hence cannot achieve arbitrary accuracy or arbitrarily long computation, but still useful to run some algorithms or demonstrate quantum features.

\section*{B. Quasi-exact universality}

Here we analyze the concept of quasi universality introduced in Ref. \cite{19} in more details. The computation with quasi codes shall fit in between NQ computation and FTQ computation, since the error correction of quasi codes cannot be exactly done. Uncorrectable noises will accumulate and induce nontrivial logical errors as the size of computation grows. Furthermore, we require that the usual (exact) universality can be approached from quasi universality by tuning some controllable parameters.

We introduce quasi universality in the following way. First, we employ a ‘coarse-graining’ scheme to convert the group SU($2^n$) into a set. Namely, a gate $U \in SU(2^n)$ and its neighbors within a distance $\eta$ to it is treated the same as it logically, forming a ‘gate cell’, and the group SU($2^n$) can be partitioned into a finite collection of gate cells. The cells shall not overlap with each other, and the partition is not unique but can always be chosen and kept fixed. This partition is similar with the ‘net’ construction in the proof of Solovay-Kitaev theorem \cite{6}, e.g., the lookup table, but here the sizes of cells depend on $\eta$ and may be different from each other.

It could be difficult to construct the gate-cell structure for the group SU($2^n$) as a whole, so we can reduce the task to the smaller group SU(2) and their couplings. This can be understood for the case with the gate set \{CZ, $R$\}, and $R$ represents the set of single-qubit gates. Any gate $U \in SU(2^n)$ can be decomposed into a product of CZ and qubit gates. Any qubit gate can be written as $U(\theta, n) = e^{i\hat{n}_x \theta}$, ignoring global phases. From $U(\theta, n) = U(\theta - \pi, n)$, the set of qubit gates can be represented as a radius-$\frac{\pi}{2}$ ball. A gate-cell structure can be defined from a tessellation of the ball, e.g., the cubic lattice. Given the inaccuracy $\eta$, the side length of each small cube is $\eta/\sqrt{3}$. Such a partition is uniform as all gate-cells have the same size.

The simplest case probably is for rotations $Z(\theta) = e^{i\theta Z}$, $\theta \in [0, 2\pi]$, if any qubit gate $U \in SU(2)$ is decomposed as

$$U = Z(\theta_1)HZ(\theta_2)HZ(\theta_3),$$

and we only need to partition the circle $[0, 2\pi]$ into a set of segments, see Fig. 4. It is natural to assume that all segments have the same size, $\eta(\lambda)$. A quasi code which is quasi universal for U(1) rotations is first required to realize all segments efficiently, and then when $\lambda$ is tuned, the segment size decreases and their total number increases, approaching the group U(1). The cost for covering all segments is the gate compiling cost, while the cost to achieve the limit $U(1)_{\eta(\lambda)} \rightarrow U(1)$ is the coding cost.

When using a discrete gate set, e.g., \{H, T\}, any gate $U \in SU(2)$ needs to be decomposed in terms of them. Each of CZ, H, and T may have its own inaccuracy $\eta_{CZ}$, $\eta_H$, and $\eta_T$. A qubit gate, as a product of $H$ and $T$, and also I, will have larger gate cell whose size depends on $\eta_H$, $\eta_T$, and $\eta_I$. Such a partition will be non-uniform. As the result, the whole group SU($2^n$) is reduced to a finite set of gate cells of various sizes, each as a distinct logical gate.

The gate-cell construction above applies both to the NQ computation and QEQ computation. The cell size can be viewed as the gate infidelity, or other equivalent distance measures, which are commonly used in experiments and can also be improved based on experimental technique. For QEQ computation, the gate cell size is also tunable in order for it being exact. For simplicity, we denote the gate-cell size parameter by a single $\eta$, which is a function of $\lambda$. Compared with compiling error, here $\eta$ serves as the coding error. Denote the logical gate set as SU($d$)$_{\eta(\lambda)}$.

\textbf{Definition 6 (Quasi universality \cite{19}).} A computation on a quasi code C($\lambda$) with accuracy $\eta(\lambda)$ is quasi universal for a unitary group SU($d$) if the coarse-grained set SU($d$)$_{\eta(\lambda)}$ can be realized efficiently, and the group SU($d$) can be approached when $\eta(\lambda) \rightarrow 0$ in a certain QTE limit.
Here the efficiency refers to the scaling of the cost with respect to parameters of SU($d_{\eta \lambda}$), such as $d$. Given a quasi code $C(\lambda)$ and a QEC instrument on it, the QEQ computation cannot achieve arbitrary accuracy. It has been estimated that [19] the accuracy parameter is lower bounded by $m\eta$, for $m$ as the size of the computation, and $\eta$ as the smallest cell size. As a result, QEQ computation cannot perform algorithmic computation or simulation [35, 50], for which the accuracy is the input of an algorithm; however, the accuracy can be estimated and improved based on the quasi code being used. In other words, a quasi code induces a tunable and controllable ‘cut-off’ on accuracy, and QEQ computation is weaker than FTQ computation which allows arbitrary accuracy, but stronger than NQ computation for which the accuracy may not be accessible. In this sense, the QEQ computation is “quasi algorithmic.” We refer to a QEQ computation with the smallest gate-cell size $\eta$ as “$\eta$-QEQ computation.” Furthermore, the scaling parameters $\lambda$ are given as resources, and the coding cost relating to the tuning of scaling parameters $\lambda$ will be counted separately from other cost independent of $\lambda$, such as the compiling cost in terms of space and time for classical or quantum circuits.

C. Classification and classical simulation

Here we provide a brief classification of quasi codes and QEQ computation. The method is based on local states, or equivalently, the AQEC condition. Recall that $\rho^{(n)}_\eta$ denote an $n$-site reduced density operators. We find there are two distinct types, which we term as weak and strong quasi codes:

1. Strong quasi codes: Each $\rho^{(n)}_\eta$ converges to the same state independent of the codewords in a QTE limit.

2. Weak quasi codes: Only the statistical average $\overline{\rho}^{(n)} := \sum_{n} p_\eta \rho^{(n)}_\eta$ converges to the same state for each $n$ independent of the codewords in a QTE limit. Here the average is over locations with the number of sites $n$ kept fixed, and $p_\eta$ denotes probability, which depends on the system size, $N$.

The inaccuracy, i.e., recovery error, of a quasi code is measured by a distance between the QEC channel $Q$ and identity $I$. As a channel, $Q$ depends on the statistical average $\overline{\rho}^{(n)}$, so the weak quasi codes is a valid family of quasi codes. Therefore, we can define both weak and strong quasi code distances.

The distinction between the two types of code distance is crucial for quantum codes, while may be unnecessary for some classical codes. For instance, the repetition code encodes 0 (1) as a collection of 0 (1), and there is no sense of worst case or average case for flip errors. The weak code distance can also be used for exact quantum codes. For example, the distance of toric code is $\sqrt{N}$ for $N$ as system size. However, only a small fraction of weight $t = \lfloor 1 + (\sqrt{N} - 1)/2 \rfloor$ noises that are close enough geometrically can cause a logical error among all weight-$t$ noises. The weak quasi code distance for the toric code is larger than $\sqrt{N}$. If dilute noises are common than dense ones, the toric code will perform better than what the strong distance allows. This agrees with the result that toric code has a high threshold against loss errors based on percolation theory [63]. This reveals that the weak code distance is a valid notion for quantum codes.

For a quasi code with a QEC instrument $Q = \sum_x Q_x$, the inaccuracy induced by each $Q_x$ may depend on $x$ or the system size, or both. For local codes, the index $x$ refers to locations, $n$. Each inaccuracy can take various forms. For simplicity, here we emphasize four types: exponentially decay $x^{-n}$ or $x^{-N}$, power-law decay $n^{-\alpha}$ or $N^{-\alpha}$, for some parameters $x$ and $\alpha$ with $|x| > 1$ and $\alpha > 0$. It is obvious to see that the types depending on $n$ ($N$) are weak (strong) quasi codes.

These four types of quasi codes above can be realized in topological phases of matter [20, 21]. Topological (TOP) orders are long-range entangled, while symmetry-protected topological (SPT) orders are short-range entangled. Exponentially decaying correlation functions are common for gapped phases, while power-law decaying correlation functions are common for gapless phases. The correspondence is shown in Table I with some example systems. As a consequence, there are at least four families of QEQ computation which are quasi universal for a certain unitary group.

To see the differences of them, let us consider the convergence from quasi universality to universality. Due to the gate-cell structure, the number of distinct logical gates, $N_G$, is not infinite; instead, it scales with the inverse of the inaccuracy. It is easy to see that it scales with $N$ for weak quasi codes, and as $x^n$ or $N^\alpha$ for strong quasi codes. The coding cost, when measured by the system size $N$, scales as log $\sqrt{N}$ for $(x^{-N})$-type strong quasi codes, while $1/2$ for weak quasi codes and $(N^{-\alpha})$-type strong quasi codes. As the order of the permutation group $S_m$ on $m$ bits is $m!$, it is therefore necessary to have at least $m!$ invertible functions, hence unitary gates on $m$ qubits, if each bit is substituted by a qubit. The factorial $m!$ grows comparably or even faster than $2^m$ asymptotically. As a result, we conclude that the $(x^{-N})$-type strong quasi codes are not quasi universal.

| Type            | Strong       | Weak        |
|-----------------|--------------|-------------|
| Exponential     | gapped TOP order | gapped SPT order |
| Power-law       | gapped TOP order | gapless SPT order |

Table I. Four families of quasi codes realized in topological phases of matter. Some examples are fractional quantum Hall liquids and quantum spin liquids with gapped TOP order [20], various VBS models with gapped SPT order [23, 25, 29], some quantum dimer model [63] and defect model [65] with gapless TOP order, and both bosonic and fermionic models with gapless SPT order [66, 67].
type strong quasi codes leads to an efficient convergence, in terms of coding cost, from quasi universality to universality. We shall note that the gapped TOP orders is only one notable examples of \((x^{-N})\)-type strong quasi codes, and it is expected that other kinds of phases of matter or other quantum systems may also be in this family.

The convergence from quasi universality to universality is irrelevant with classical simulatability of QEQ computation. Suppose a \(\eta\)-QEQ computation is quasi universal for \(SU(2^n)\), can this be efficiently simulated on a classical computer? A circuit performing QEQ computation may be small, especially for weak quasi codes, which means the circuit depth may be small. However, due to the quasi universality, a unitary circuit \(U\) can drive the usual starting state \(|00\cdots0\rangle\) across the whole Hilbert space of \(n\) qubits, although it cannot reach every point. This means that the intermediate states could contain extensive amount of entanglement. In terms of matrix-product states [42], this is to say that the bond dimension could grow exponentially with \(n\), hence the circuit cannot be efficiently simulated classically. Therefore, quasi universal quantum computers shall be more powerful than classical computers, in general.

D. Thresholds

The threshold theorem states that if the physical error rate, \(\epsilon_p\), given a proper error model and measure of errors, is below a threshold value, \(\epsilon_p^*\), the logical error rate, \(\epsilon_l\), can be reduced to be arbitrarily small so that arbitrarily long FTQ computation can be done [4]. The fault-tolerance is achieved based on QEC. The threshold value \(\epsilon_p^*\) may depend on the codes and decoding algorithms.

With quasi codes, the threshold theorem has to be modified since QEQ computation cannot be arbitrarily long or accurate.

Definition 7 (Quasi thresholds). If the physical error rate, \(\epsilon_p\), given a proper error model and measure of errors, is below a quasithreshold value, \(\epsilon_p^*\), the logical error rate, \(\epsilon_l\), can be reduced below \(\epsilon_l^*\) so that \(\epsilon_l^*\)-QEQ computation can be performed, and \(\epsilon_l^*\) can approach zero in QTE limits.

A quasithreshold theorem is readily proved by observing that it is a weaker version of the usual (exact) threshold theorem. The quasithreshold contains a pair of parameters \((\epsilon_p^*, \epsilon_l^*)\) instead of just one. The quasithreshold values \(\epsilon_p^*\) and \(\epsilon_l^*\) may depend on the quasi codes, in particular, the scaling parameters \(\Lambda\), and decoding algorithms.

It might be the case for some quasi codes that \(\epsilon_p^*\) approaches to zero in QTE limits. To allow a non-zero \(\epsilon_p^*\), the quasi code distance \(d_c\) of a quasi code shall get larger when the dimension of \(\mathcal{H}\) increases, e.g., under concatenation, for \(\mathcal{H}\) as the Hilbert space of the physical system. Therefore, the quasi code distance \(d_c\) of a quasi code needs to be defined properly.

For block codes, the exact code distance \(d_c = 2t + 1\) is defined when a code can exactly correct up to \(t\) errors. The logical error \(\epsilon_l\) for exact codes is a step function of weight \(t\). This means that a weight-\((t+1)\) error can cause a logical error in the worst case. However, for quasi codes it is likely a monotonically increasing smooth function of it, see Fig. 5. One has to introduce a cut-off \(\epsilon_l^*\) so that a quasi code distance is \(d_c = 2t + 1\) if \(\epsilon_l(t) \leq \epsilon_l^*\). Here \(\epsilon_l^*\) is nothing but the accuracy parameter in a QEQ computation. Furthermore, as there are two types of quasi codes, weak and strong ones, we can define weak and strong quasi code distances. A quasi code distance is weak (strong) if the quasi code is weak (strong). It is easy to see the weak distance refers to the average case, while the strong distance refers to the worst case of physical errors making a logical error.

The differences between FTQ and QEQ computation we discussed above are summarized in Table I which also includes transversality that was studied previously [19] and extended to cases with quasi encoding here (see Appendix B 2). This is a justification of Fig. 1 and we shall recall that QEQ computation also shares some features with NQ computation as we discussed.

V. VALENCE-BOND-SOLID CODES

A. SU(d) valence-bond solids

Valence-bond solids [22] are the precursor of matrix-product states (MPS) [42, 43] and also symmetry-protected topological (SPT) orders [23, 25]. It has been shown to be powerful for quantum computing in various contexts. Here we treat them as quasi codes and provide a systematic study to reveal generic features of SPT order, quasi codes, and QEQ computation.

An arbitrary finite-dimensional quantum state can be written as

\[
|\Psi\rangle = \sum_{i_1} \cdots \sum_{i_N} \text{tr}(BA^N \cdots A^1)|i_1\rangle \cdots |i_N\rangle
\]  

(15)

for \(N\) local subsystems with local integer dimensions \(d_n\), and \(B\) as the boundary operator, which is \(I\) for periodic boundary condition (PBC), \(|l\rangle\langle r|\) for open boundary condition (OBC), and \(|l|\) for the 'half-boundary con-
Table II. Comparison between FTQ and QEQ computation in terms of accuracy, algorithm, universality, code distance, threshold, transversal logical gates, and classification of quasi codes.

| Code        | FTQ computation | QEQ computation |
|-------------|-----------------|-----------------|
| Accuracy    | arbitrarily small | not arbitrarily small but tunable |
| Algorithm   | arbitrary accuracy as input | fixed accuracy as input or output |
| Universality| SU(2^n)          | SU(2^n) with gate-cells |
| Code distance| d_c = 2t + 1 s.t. ε(t) = 0 | d_c = 2t + 1 s.t. ε(t) ≤ ε^* |
| Threshold   | ε_p ≤ ε^*_p s.t. ε → 0 | ε_p ≤ ε^*_p s.t. ε ≤ ε^*_p |
| Transversality| cannot be universal | can be quasi universal |
| Classification| strong           | strong and weak |

dimension’ (HBC) case. The states |ψ⟩ and |r⟩ live in, and the operators A^α (n = 1, ..., N) act on a space of dimension χ, often known as the bond dimension. For translational-invariant (TI) system, we can always find site-independent A^α. See Fig. 6.

We consider 1D VBS with global SU(d) symmetry. The features our study reveal also apply to other types of VBS codes with different symmetries or in higher dimensions. For its simplicity, we employ the model with on-site adjoint irrep defined by

\[ H = \sum_{n=1}^{N} h_n + \frac{2}{3d} h^2_n := \sum_{n=1}^{N} H_n \]  

with two-body local terms \( h_n := \sum_{\alpha=1}^{d^2-1} T^\alpha_n \otimes T^\alpha_{n+1} \) with \( \{ T^\alpha \} \) the generators of SU(d) in the adjoint irrep for each site n. Here ‘irrep’ means irreducible representation. The generators are \( T^\alpha = -i \sum m f_{\alpha m} |m\rangle \langle n| \) with structure constants \( \{ f_{\alpha m} \} \in \mathbb{R} \) of SU(d).

Now we study its ground states and primary excitations. In the next section we will show how to use it as quasi codes. In the VBS picture, each adjoint irrep is from a product of a fundamental irrep and its conjugate \( \lambda_d \otimes \lambda_d = \lambda_d^{d-1} \otimes \lambda_1 \), for \( \lambda_r \) as an irrep with dimension r. As \( H_n \) is basically a projector, the ground states can be exactly solved [28].

With PBC, the ground state is unique for \( d = 2 \), while doubly degenerate for \( d > 2 \). Denote the two ground states as \( |G_L \rangle \) and \( |G_R \rangle \). The state \( |G_L \rangle \) is specified by translation-invariant tensors \( A^i = \sqrt{\frac{2d}{d^2-1}} t^i \) for Gell-Mann matrices \( t^i \) which satisfy \( \text{tr}(t^i t^j) = \frac{1}{2} \delta_{ij} \), \( |t^i, t^j|= i f_{ij k} t^k \). The state \( |G_R \rangle \) is defined with \( (A^i)^* \), i.e., the system breaks a parity symmetry, denoted as \( \mathbb{Z}_2 \), but preserves SU(d) symmetry. The parity refers to the interchange of a fundamental irrep \( \lambda_d \) and its conjugate \( \lambda_d \). The generators for \( \lambda_d \) are \( \{-t^m\} \). For SU(2), the spin-\( \frac{1}{2} \) irrep is the same as its conjugate, hence the ground state is unique. For SU(d) with \( d > 2 \), additional terms that explicitly break the parity symmetry can split the degeneracy and pin one of the ground states as the unique ground state, denoted as \( |G \rangle \). For OBC and HBC, we assume a unique bulk state is chosen, and w.l.o.g. we assume it is \( |G_L \rangle \).

Observable are computed based on transfer matrix formalism. The primary transfer matrix is

\[ \mathcal{M} := \frac{2}{d} \sum_m t^m \otimes t^{m^*} \]  

which is a real hermitian matrix. The eigenvectors are \( |v_0\rangle = \frac{1}{\sqrt{d}} \sum_{ii} |ii\rangle := |\omega\rangle \), \( |v_a\rangle = \sqrt{2} \sum_{ij} \epsilon_{ij}^a |ij\rangle = \sqrt{2}d(t^a \otimes 1)|\omega\rangle \), with \( \langle v_b|v_a\rangle = \delta_{ab} \), \( \langle v_b|v_0\rangle = 0 \). The eigenvalues are \( \epsilon := \frac{d^2-1}{2d}, \epsilon_1 := -\frac{d^2-1}{2d} \) with \( \mathcal{M}|v_0\rangle = \epsilon|v_0\rangle, \mathcal{M}|v_a\rangle = \epsilon_1|v_a\rangle, a = 1, \ldots, d^2 - 1 \). For instance, to compute energy we first notice the model is frustration-free, but each local \( h_n \) does not achieve its minimal value, which is \(-d\) for a singlet as its eigenstate, while in a ground state the nearest-neighbor two-body local state is not a singlet; instead, the ground-state energy of \( h_n \) is \( E(h_n) = -\frac{d^3}{2(d^2-1)} \). Meanwhile, the ground-state energy of \( h_n^2 \) is \( E(h_n^2) = \frac{d^3}{4(d^2-1)} \), which is clearly not the square of \( E(h_n) \).

Excitations can be well described based on the single-mode approximation (SMA). In the VBS picture, excitations...
tations are obtained by breaking bonds or rearranging them. Some examples are shown in Fig. 7. Below we explain some terminology. We call an excitation in the irrep $\lambda_d$ as ‘soliton’, and its conjugate as anti-soliton. When they live in between a ground state and an excited state, they are called pseudo soliton (and anti-soliton). An example of soliton is the well-known spinon which is a spin-$\frac{1}{2}$ excitation. A broken bond is a single-mode which is a pair formed by a pseudo soliton and a pseudo anti-soliton, also called an adjointor, as a generalization of ‘triplion’. Solitons are confined, i.e., it takes energy to separate them apart, and the region in between them could be dimerized. A dimerized state is a product state as a sequence of no bond and double-bond.

When viewing excitations created by operators on the physical sites, the single-modes are equivalent to actions of $T_n^a$ on any site $n$. Correlation function decays exponentially with $\langle T_n^a T_m^b \rangle = \frac{d^2}{|m-n|} \delta_{ab} \chi$ for $\chi := -1/D$, $D := d^2 - 1$, and $r = |n-m|$ as the separation. Furthermore, a unitary operator $U_s \in \text{SU}(d)$ acting on a site $n$ is equivalent to a $V_g \in \text{SU}(d)$ conjugating on site $n$ due to the symmetry condition (see Fig. 7(c)). The modes appear in pair, so we term this type of excitations as ‘bi-mode’. Similar with single-modes, the bi-modes are not exact but good approximate excited states which will be used in our error-correction study. For PBC there could be domains and domain walls which are solitons. A pair of solitons is called a ‘vision’ and a pair of anti-solitons is an anti-vision. A domain with zero size, i.e., only the four solitons, is a bi-mode, and a domain is created by drifting visons and flipping the bonds in between. There is no confining force between a vision and an anti-vision so that the size of a domain can change at will.

**B. SU($d$) VBS codes**

Based on our knowledge of the model described above, we can define VBS codes. There are three types of encoding: a) The bulk code: using bulk states ground-state degeneracy (GSD); b) The edge code: using edge states; c) The holographic code: using edge-bulk map $|l\rangle \mapsto |\Psi\rangle$ as encoding. For bulk code, the GSD of $H$ comes from the spontaneous symmetry-breaking (SSB) of a global symmetry. For edge code, the code space comes from the edge operator $B = |l\rangle \langle r|$, and the degeneracy comes from the missing term $H_N$ near the edge. For holographic code, the code space come from the ‘half-edge’ operator $B = |l\rangle$. We can think of this by fixing the other edge by coupling to an additional system at site $N+1$, and adding a new local term $H'_N$ to minimize the energy.

Different from stabilizer codes, the VBS model is frustration-free, i.e., each local Hamiltonian term $H_n$ takes the minimal value, while $[H_n, H_{n+1}] \neq 0 \forall n$. The local terms $\{H_n\}$ can still be viewed as stabilizers, or nullifiers in the setting of continuous-variable codes. The local evolution $e^{-itH_n}$ with $t \in \mathbb{R}$ and their product has trivial effect on the code. The local terms $\{H_n\}$ can be partitioned into two sets acting on even and odd sites, $H_{\text{even}}$ and $H_{\text{odd}}$, so that each set can be measured and the two sets are measured alternatively, which slightly generalizes the case for stabilizer codes.

Besides quasi QEC, we also study QEQ computation with the VBS codes. Logical gates are unitary operators $U$ that commute with the model $H$ on the code space. Namely, let $P$ be the projection onto the code space, then

$$P[U, H]P = 0, \quad [U, P] = 0. \quad (18)$$

Logical gates can be viewed as ‘emergent symmetry’ which is a symmetry of $H$ only on the code subspace instead of $H$ itself.

Below we compare the three types of VBS codes, see Table III. We study the encoding, low-weight errors, high-weight errors, code distance, threshold, logical gates, and preparation, etc. We find that the edge and holographic codes behave similarly since they both depend on edge states and the SSB of the global SU($d$) symmetry at the edge. The bulk code preserves the SU($d$) symmetry while breaks the parity symmetry, so it supports different logical gates from the other two codes. Nevertheless, all three codes have similar quasi code distance and quasi threshold. The quasi threshold is defined by introducing a dependence of distance on the system size, instead of using other methods such as code concatenation. This feature is relevant to the exponentially decay correlation function in the system. Due to the SPT order, the exact code distance shall be a constant $[16, 31]$; however, the weak quasi code distance can be larger and we will show that VBS codes are useful for QEQ computation.

1. **Holographic and edge codes**

In this section we study the holographic and edge VBS codes together since they behave similarly. A primary error model for the holographic code was introduced earlier [19], here we study the error model in more details. For the holographic code, the bulk effectively induces the encoding operation. The encoding is explicit: the original logical system is a part of the final physical system. For the edge code, the encoding is implicit: we still need an assignment between the logical states and the physical states.

![Figure 7. Ground states and three types of approximate excitations. Solid lines represent singlet (bond). Each physical site is from a fundamental irrep (filled dot) and its conjugate (empty dot) in the same column.](image)
We first study the holographic code. From the viewpoint of the edge, it undergoes a sequence of channels \( \mathcal{E} \) formed by \( \{A^i\} \), which is a depolarizing channel. The logical state \( |\alpha\rangle \) is distributed over the whole system. The channel \( \mathcal{E} \) can be dilated to a unitary operator \( W \) such that \( W|0\rangle = \sum_i A^i|i\rangle \), which is an isometry. The encoding isometry \( V \) is from the product of \( W \). See Fig. 8.

The reduced one-body bulk state \( \rho^{(1)} \) is not the completely mixed state \( \mathbb{I} \) due to the exponentially decaying bulk-edge correlations. We label the edge as the \( (N+1) \)th site, and others from 1 to \( N \) sequentially. The edge before encoding can be viewed as the 0th site. Let \( \sigma_n := \mathcal{E}^{n-1}(|\alpha\rangle\langle\alpha|) \) as the logical states of the edge, then the local state \( \rho_n^{(1)}(n \in [1,N]) \) of the \( n \)th bulk site is

\[
\rho_n^{(1)} = \sum_{ij} \text{tr}[\sigma_n A^j A^i]|i\rangle\langle j|,
\]

which depends on \( \sigma_n \). Both \( \sigma_n \) and \( \rho_n^{(1)} \) converges to the completely mixed state exponentially as \( n \) increases. The final state of the edge can be obtained explicitly, which is

\[
\sigma_{N+1} = \mathbb{I}/d + 2\chi^N \sum_{a} t^a_\alpha t^a_\beta \rightarrow \mathbb{I}/d,
\]

This means local state \( \rho_n^{(1)} \) contains a bit information of the logical state \( |\alpha\rangle \), while the set of all local states is needed to completely reconstruct \( |\alpha\rangle \).

It is convenient to describe the error model using the bond space, and we will show later that it is equivalent to errors acting on physical sites. In the bond space, we can treat a local error as the breaking of a bond. Denote the bond or link \( (n,n\pm1) \) as \( n\pm \). For the local Gell-Mann error set \( \{t^a_n\} \), we find

\[
\langle \psi_\alpha |t^a_{n+1}|\psi_\beta \rangle = \chi^n t^a_{\alpha\beta},
\]

and also \( \langle \psi_\alpha |t^a_{n-1}|\psi_\beta \rangle = \chi^{-1} t^a_{\alpha\beta} \) for codewords \( |\psi_\alpha\rangle \) and \( |\psi_\beta\rangle \).

Figure 8. Schematics of a holographic VBS code. Big dots are the bulk sites, while the small dot is the edge site. A codeword is prepared by using a unitary operator \( W \), as the dilatation of the depolarizing channel \( \mathcal{E} \), acting on the edge site with each bulk site sequentially, with the edge state initialized at a logical state \( |\alpha\rangle \) and each bulk site initialized at the state \( |0\rangle \).
We have assumed that the separation between pseudo solitons is minimal. When they are separated by a dimerized region, the syndrome can also detect them. A recovery scheme is needed which can reduce the size of dimerized region, and bring pseudo soliton pairs together, and then annihilate them. This is analogue with the minimal-weight perfect-matching algorithm that is commonly used for toric code [72]. As the system is 1D, the matching of soliton pairs can be rather easily done. This will be discussed in more details below for the bulk code.

For higher-weight errors, there are further uncorrectable part from the bulk correlations and the accuracy (i.e., $D_t$) will get worse. Local errors are detected individually and corrected also locally. Here we provide a study when the weight $t$ is much smaller than the system size $N$. For two-site correlation functions we find

$$
\langle \psi_\alpha | t^a_{m+1} b^c_{n+1} | \psi_\beta \rangle = \chi^{n-m} \delta_{ab} \delta_{\alpha \beta} / 2d + \chi^n h_{bac} c^a_\beta / 2, \quad (24)
$$

for $n > m \geq 0$, $h_{bac} = d_{bac} + i f_{bac}$, and $d_{bac}$ are also structure constants of SU($d$). For two unitary errors $V_{m+} = \sum_a v^a_{m+} t^a_{m+}$, $W_{n+} = \sum_b w^b_{n+} t^b_{n+}$, we find

$$
\langle \psi_\alpha | V_{m+} W_{n+} | \psi_\beta \rangle = f_0 \delta_{\alpha \beta} + \sum_k f^k_{m+} a^k_\beta, \quad (25)
$$

for $f_0 := v_0 w_0 + \chi^{n-m} \sum_k v_k w_k / 2d$, $f_k := \chi^n v_k w_k + \chi^m w_k v_k + \chi^n \sum_k w_k v_k h_{bac} / 2$. For weight $t = 2$ we find the recovered logical state is

$$
\hat{\sigma}_f = (1 + D \chi^2 \hat{\sigma}) + 2d(\chi^n - \chi^{2m}) \mathcal{E}(\hat{\sigma}), \quad (26)
$$

for $\mathcal{E}$ as the map formed by $\{\hat{\sigma}^r\}$, $r$ as the separation between two errors at $n$ and $m$. We see that there are exponentially small terms due to the bulk separation $n$ and the separations $n$ and $m$ from the edge. The minus sign for $\chi^{2m}$ is an interference effect, which may also be constructive for higher-weight errors.

In general, there are edge terms and bulk terms in $\hat{\sigma}_f$, which both decay exponentially with separations. For weight $t$, there are $t$ edge terms and $\binom{t+1}{2} - t$ bulk terms. We shall take the average

$$
\sum_{r=1}^{N-t+1} \frac{\chi^{2r}}{N - t + 1} \approx \frac{1}{(N - t + 1) D^2},
$$

$$
\sum_{r=1}^{N-t+1} \frac{\chi^{2r} (N-t+2-r)}{2(N-t+2)} \approx \frac{2}{(N - t + 1) D^2},
$$

when $\chi^{2(N-t)} \to 0$. We find the trace distance

$$
D_t \approx \frac{t^2}{2D(N - t)}, \quad (28)
$$

which reproduces the $t = 1$ case. The $t^2$ factor is due to the bulk effect as the number of bulk separations is $O(t^2)$, and $(N-t)$ is the effective system size when there are $t$ errors.

We see that the accuracy of the code against weight-$t$ error, measured by $D_t$, is a smooth function of $t$ (also see Fig. 3). We shall introduce a cut-off $\epsilon_t^*$ which then defines a code distance, or vice versa. This is distinct from the case of exact codes.

We can then determine the quasi threshold. Consider local noise model as a depolarizing channel $N$ with $p \in [0, 1]$ as the physical error rate. If the distance is $d_e = 2t + 1$, we consider the probability of up to $t$ errors $p(t)$ as the success rate, and $1 - p(t) := \epsilon_t$ as the logical error rate. Similar with repetition code, $p(t) = \sum_{t=0}^{d_e} \binom{d_e}{t} p^t (1 - p)^{d_e - t}$. From Chernoff bound, we can determine the quasi threshold as

$$
\epsilon_t^* = \frac{t}{N}, \quad t \in o(\sqrt{N}), \quad (29)
$$

and the logical threshold, which is the accuracy of the code, is $\epsilon_t^* = \frac{2t}{\sqrt{N}}$. In order to ensure $\epsilon_t^* \to 0$, we shall choose $t \in o(\sqrt{N})$, which leads to $\epsilon_t^* \to 0$. This means when the code becomes exact by $N \to \infty$, the code distance grows no faster than $\sqrt{N}$, the threshold $\epsilon_t^*$ power-law decays to zero. For finite $N$, which is physically the case in practice, there is a finite threshold $\epsilon_t^*$. From a thermodynamic point of view, the average number of errors $t$ corresponds to the temperature, $\beta_{th}$, with $t \sim N e^{-\Delta \beta_{th}}$ for $\Delta$ as the gap of a VBS model. A precise estimation of their relation will depend on more details of a system.

Logical gates follow from the global symmetry of $\mathcal{E}$ with

$$
\sum_{j} u_{ij} (g) A^j = \hat{U}(g) A^i \hat{U}^\dagger (g), \quad (30)
$$

for $U(g) = [u_{ij}] (g)$ of size $d^2 - 1$, $\hat{U}(g)$ of size $d$, for $g \in SU(d)$, $\mathcal{E}$ acts on the logical system. Now it is clear that the code is quasi universal and transversal for SU($d$) with

$$
\hat{V} \hat{U}(g) |\alpha\rangle = U(g) \otimes U(g) \otimes \cdots \otimes U(g) \otimes \hat{U}(g) |\psi_\alpha\rangle, \quad (31)
$$

for $N$ factors of $U(g)$ acting on the bulk and $\hat{U}(g)$ acting on the edge, for $g \in SU(d)$, and $V$ as the encoding isometry.

The edge code behaves similarly with the holographic code. Here we highlight their differences. Due to the bulk-edge correlation, the bulk local states will depend on the edge states. The local state $\rho_n^{(1)}$ is

$$
\rho_n^{(1)} = \sum_{i_n, j_n} \text{tr}((B \otimes B^*) \mathcal{M}^{N-n} (A^i_n \otimes (A^{i_n})^*) \mathcal{M}^{n-1}) |j_n\rangle \langle i_n|, \quad (32)
$$

If the bulk site $n$ is close to the edge 1 or $N$, the correlation between bulk and edge is apparent. If $n \gg 1$, we find

$$
\rho_n^{(1)} = \frac{1}{ed^2} \mathbb{1} + \chi^{N-n} \frac{1}{ed^2} \sum_{ijk} h_{ijk} t^k_{rr} |i\rangle \langle i|. \quad (33)
$$
Also we find similar form for $n \ll N$. We see that $\rho_n^{(1)}$ converges exponentially to $\mathbb{1}$. Deep in the bulk, $\rho_n^{(1)}$ is almost $\mathbb{1}$. The error model is the same with the holographic code. To perform logical gates, observe that a global symmetry $U_n$ acts as $(\hat{U} \otimes \hat{U}^\dagger)|l, r\rangle$. No entangling gates can be induced on $|l, r\rangle$ by global symmetry operations. This means effectively one edge is enough for the computation. As a result, we can use $|l\rangle$ as the logical states. If the system is large enough, the effect of the other edge $|r\rangle$ can be omitted, and this is essentially the same as the holographic code.

For the two edge codes, initialization and readout can be done by coupling the edge to external ancillas. The system shall be cooled to a low temperature comparable to the gap to suppress excitations, and active error correction can also be employed. For the holographic code, one edge $\Lambda_d$ already is coupled to an irrep $\lambda_d$ to form a singlet. This is the ground state of the additional term $H_{N+1}'$ between the edge site $N$ and the ancilla at site $N+1$. The term $H_{N+1}'$ can be constructed as a projector $P(\lambda_d)$, which is a projector onto the parts except the irrep $\lambda_d$, which appears in the tensor-product $\lambda_d \otimes \lambda_{d^2-1}$, similar with bulk terms. We use an ancilla $\Lambda_d$ to couple the other edge at site $1$. To initialize it, one can measure the ancilla and project it onto a state $|l\rangle$, which then initializes the code at logical state $|\psi_1\rangle$ depending on $|l\rangle$. The code distributes the information of state $|l\rangle$ into the global state $|\psi\rangle$. It is similar to initialize the edge code, wherein one need to project out the two ancillas. After computation by global symmetry operations, the logical state $|f\rangle$ can be determined by the values $\langle f|t^a|f\rangle := t_f^a$, which is

$$t_f^a = \langle \psi_f|t_{N+1}^a|\psi_f\rangle + \sum_n \langle \psi_f|T_n^a|\psi_f\rangle.$$  

That is to say, it is readout from the local values of $T_n^a$ for the edge code, and also $t_{N+1}^a$ for the holographic code. The values of $T_n^a$ may not be easy to measure precisely since some of them may be very close to zero. The final state may also be a mixed state. We find a different method by effectively changing the boundary condition as follows. Perform a projection on the other ancilla onto a state $|g\rangle$, which induces a boundary state $|r\rangle$ and the final state is a MPS with boundary operator $B = |f\rangle\langle g|$. We can measure the value of the local term $h$ between the first site and the final site which is

$$E(h) = \frac{d^3}{2D^2} - \frac{d^4}{2D^2} |\langle g|f\rangle|^2.$$  

and deduce the value $|\langle g|f\rangle|^2$. Now if we can vary $|g\rangle$ over an informationally complete set, then the logical state can be easily obtained following from state tomography. For any $d$, such a set is believed to exist \cite{73}, which has $d^2$ projectors that are not orthogonal to each other, in general.

2. Bulk code

In this section, we study quasi QEC of the bulk VBS code. This has been studied in Ref. \cite{29,30}, here we estimate the threshold and compare with the other two types of codes. The two ground states are not exactly orthogonal as $\langle G_L |G_R\rangle \propto \left(\frac{1}{N}\right)^N$, which vanishes only for large $d$ or large $N$. This means the encoding for bulk code $|0\rangle := |G_L\rangle$, $|1\rangle := |G_R\rangle$ is quasi exact. We will omit this effect by considering the large-$N$ limit.

Different from the edge code and holographic code, the global symmetry $SU(d)$ is logically the identity gate. For any $d > 3$, the bulk code is a single logical qubit. The logical $X_L$ gate is the generator of the broken parity symmetry, which can be realized transversally as $X_L = \Pi = \otimes_n \Pi_n$ for $\Pi$ as a permutation, which exchanges the irrep $\lambda_d$ and its conjugate $\bar{\lambda}_d$. The preserved global symmetry induces a logical $Z$-rotation gate $e^{i\varphi F}$, which is a twist operator, $F = \otimes_n e^{i\varphi \lambda_d}$, for $\hat{O}$ as an operator in the Cartan subalgebra of $SU(d)$ \cite{29}. The operator $F$ is a diagonal matrix and becomes complex-conjugated after $\hat{O}$ since

$$\bar{\Pi} F \bar{\Pi} = F^\dagger.$$  

The code can be viewed as a generalization of the Ising model with the anti-commutation relation

$$\{\Pi, T^a\} = 0.$$  

The local operator $\Pi$ acts like Pauli $X$ operator, and $T^a$ acts like Pauli $Z$ operator. The term $h_n$ is analog to the Ising interaction, except that it is augmented with the $SU(d)$ symmetry, due to which the generators $T^a$ are equivalent with each other. It is proper to treat the bit-flip gate $X_L$ acting on the physical site, while the phase-flip gate $Z$-rotation acting on the virtual bonds, i.e., the bond space.

To establish an error model, we introduce $X$-type errors caused by $\Pi_n$ flipping bond directions and $Z$-type errors caused by operators breaking bonds due to the $SU(d)$ symmetry. First, we discuss $X$-type errors and $Z$-types errors separately since they arise from different mechanism, and later on we discuss $Y$-type errors. The scenario for $X$-type errors is similar with Ising model, which also has SSB of a global symmetry. The local terms $h_n$ anti-commutes with local errors

$$\Pi_n h_n \Pi_n = -h_n, \quad \Pi_{n+1} h_n \Pi_{n+1} = -h_n,$$  

while $\Pi_n \otimes \Pi_{n+1}$ will create a direction-flipped bond, together with a vison-antivison pair, and $[\Pi_n \otimes \Pi_{n+1}, h_n] = 0$. A single error $\Pi_n$ can be detected by $h_n$ and $h_{n-1}$. By measuring all $h_n$ and then counting the global parity, the locations of $\Pi_n$ can be deduced and then applying $\Pi_n$ can correct the errors. Furthermore, it is also clear that the code distance $d_c(X) = N$, and the threshold for local $\Pi_n$ errors is $\frac{1}{2}$, the same as the repetition code.

The effects of $Z$-type errors are similar with that for the edge codes except that there are only bulk states.
Due to the exponentially decaying bulk correlations, the local states of bulk sites can be different for different codewords, hence the code is a quasi code. Only one-body local states $\rho_n^{(1)}$ are the completely mixed state, so local error $N_n$ breaking the bond at link $n$ is exactly correctable with the same recovery scheme $R_n$, as for the edge codes. Note for arbitrary superposition $|\psi\rangle = a|G_L\rangle + b|G_R\rangle$, the bond dimension is $2d$ and the local tensors are block diagonal, with each block for a ground state. On a link $n$, an error acts as $N_n$ on one block, and $N_n^t$ on the other block. Similar with edge codes, for higher-weight errors there are uncorrectable bulk terms which scale with their spatial separations. For $t$ errors, there are $t(t-1)/2$ bulk terms. The trace distance $D_t$ is $\frac{t(t-1)}{2D(N-t)}$, and the quasi threshold for $Z$-type errors will be the same with edge codes.

Using the notion of soliton, the $X$-type errors introduce solitons and domains, while the $Z$-type errors introduce pseudo solitons. Now for $Y$-type errors, there are both solitons and pseudo solitons, and domains. To model $Y$-type errors, we consider on-site discrete error set $\{\Pi_i(T^n)^j\}$ for $i=0,1$, $j=0,1,2$. The operators $(T^n)$ can be viewed as a second-order effect of $T^a$, which is further equivalent to the set $\{T^a\}$ acting on the bond space. We find the error correction procedure contains two steps:

1. First, identify the domains and then use error correction to delete the wrong domains; this annihilates all solitons and corrects $X$-type errors;

2. Second, identify broken bonds and use error correction to annihilate all pseudo solitons; this corrects $Z$-type errors.

There could also be dimerized regions between pseudo solitons, and they can be easily corrected and all pseudo solitons are annihilated at the end. We note that the details of the procedure above will highly depend on practical implementations, which we do not describe here.

The code distance for $X$-type errors is the system size $N$, similar with 1D Ising repetition code. As a domain wall can drifted away randomly without causing a net energy, it is not self-correcting for $X$-type errors. The code distance for $Z$-type errors, which is weak and quasi-exact, is the same as edge codes, $d_c(Z) \in o(\sqrt{N})$, also for $Y$-type errors. As a result, the quasi threshold for $Y$-type errors shall be similar with $Z$-type errors. See Table III. In practical systems, the $X$-type errors and $Z$-type errors might be highly biased. Breaking a bond at link $n$ will cause energy penalty for one term $h_n$, while flipping a bond at link $n$ will cause energy penalty for two terms $h_{n-1}$ and $h_{n+1}$, so it seems it is easier for $Z$-type errors to occur. However, a single broken bond caused by $N_n$ will only lead to a leakage out of the code space. It requires at least two broken bonds to yield an uncorrectable logical error, which will then cause similar energy penalty with flipping a bond. Therefore, it would be desirable to develop methods to suppress $Z$-type errors in practice.

Finally, we note that a transversal and quasi universal scheme based on the bulk VBS code is unknown yet.

VI. DISCUSSION AND CONCLUSION

In this work we studied the framework of quasi-exact quantum (QEQ) computation, which is computation based on quasi codes. Here we discuss further on several points.

The tuple form $\langle V,N,R,\tilde{\lambda},\epsilon \rangle$ allows optimization schemes for finding good quasi codes. This can be done for codewords expressed as a manifold of parameterized family of matrix-product states or quantum circuits, and optimize the accuracy $\epsilon$ while keeping the error model and recovery scheme fixed. This is distinct from the optimization for usual approximate codes [37] which search for recovery channels while keeping the error model and encoding fixed. More generally, the idea of using scaling parameters agrees with the technique of optimization applied for various coding tasks [24, 25], applications of JNR theory [44–47], quantum control, machine learning, etc.

The valence-bond-solid (VBS) codes are important classes of quasi codes. Different from all exact codes, we establish their code distances to be quasi-exact and of weak type. Therefore, they show some novel features that are not observed for exact codes including stabilizer codes. In particular, the SU($d$) VBS edge or holographic codes are transversal and quasi universal for SU($d$). However, the QEQ computation supported by quasi codes is slightly weaker than the standard fault-tolerant quantum (FTQ) computation. The continuous symmetry of VBS codes is one of the novel features on one hand, yet on the other hand, the symmetry requires delicate scheme to avoid being broken down to discrete symmetry or careful control to execute gates.

In general, the VBS codes we constructed can be extended to quantum phases of matter, if we view a VBS state as a special point of a certain SPT phase. The power of SPT phases has been explored in the setting of measurement-based quantum computation [20], which shows that if special states of a SPT phase is powerful, namely, can be used to execute a non-Abelian Lie group, then most likely all states in the same phase can also do so. As discussed in Sec. III C of examples, concrete study of how quasi QEC works across various types of gapped phases of matter shall be investigated.

We also would like to add some comments on quasi codes which could be transversal and quasi universal for SU($2^\alpha$), for any $\alpha$, and in particular, codes with discrete gate set. The codewords for such desired golden codes may support extensive entanglement so that transversal operations on it, which do not change entanglement, can be quasi universal and cannot be efficiently simulated on classical computers. The (exact or approximate) symmetry group of such a code could be extensive, e.g., may be a higher-form symmetry [77] [78], so that the spectrum
Figure 9. Quantum channel (Left), usually denoted as $\mathcal{E}$, and quantum instrument (Right), denoted as $Q_x$, with a classical index $x \in X$. The gray wire is a classical control to record the index $x$.

is rich enough to encode as many qubits as possible. It would be important to see if there are candidate models of these kinds as quasi codes.
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Appendix A: Completely positive maps

1. Quantum channels and instruments

A completely-positive (CP) map $\Phi : \mathcal{D} (\mathcal{H}_1) \to \mathcal{D} (\mathcal{H}_2)$ takes the form

$$\Phi (\rho) = \sum_i K_i \rho K_i^\dagger, \forall \rho \in \mathcal{D} (\mathcal{H}_1), \quad (A1)$$

and $K_i$ are often known as Kraus operators. The minimal number of $K_i$ to represent $\Phi$ is called the rank of the map, rk($\Phi$).

When tr$(\Phi (\rho)) = 1$, i.e., $\Phi (I_1) = \sum_i K_i^\dagger K_i = I_2$, the map is also trace-preserving (TP). Here, $I_1 \in \mathcal{P} (\mathcal{H}_1)$, $I_2 \in \mathcal{P} (\mathcal{H}_2)$. A CPTP map is also called a quantum channel. As we can see, quantum channels can change dimensions of Hilbert spaces. For instance, isometric operators that are often used as encoding operators are channels.

A quantum instrument is a set of CP maps so that the sum of them is a quantum channel [79]. Namely, an instrument can be denoted as

$$Q = \{ Q_x \}_{x \in X}, \quad (A2)$$

for $Q_x : \mathcal{D} (\mathcal{H}_1) \to \mathcal{D} (\mathcal{H}_2)$ and $X$ as the index set, which is assumed to be discrete here. We often treat $Q$ itself as the quantum channel it represents. The main difference between channels and instruments that we refer to is that there exists a classical index that labels each CP map. An instrument is also known as a ‘selective’ channel in the same sense as we explained.

The notion of instrument is broad as it describes many operations as special cases [80]. For example, a measurement, described as a positive operator-valued measure (POVM) $\{ F_i \}$ with $\sum_i F_i = I$, is an instrument with each $F_i$ realized by a CP map $F_i$. The Bell measurement employed in quantum teleportation is an instrument since each outcome is recorded and feed forwarded for the Pauli byproduct correction. A channel $\mathcal{E}$ itself is an instrument. A mixing of channels, $\sum_i p_i \mathcal{E}_i$, is an instrument with each CP map $p_i \mathcal{E}_i$, i.e., a channel $\mathcal{E}_i$ but with a probability factor $p_i$.

2. Distance measures

Here we survey some distance measures on CP maps.

The trace distance defined on $\mathcal{B} (\mathcal{H})$ is

$$D_t (A, B) = \frac{1}{2} || A - B ||_1 = \frac{1}{2} \text{tr} \left( \sqrt{ (A - B)^\dagger (A - B) } \right), \quad (A3)$$

$\forall A, B \in \mathcal{B} (\mathcal{H})$. Here $|| \cdot ||_1$ denotes the trace norm. The fidelity defined on $\mathcal{P} (\mathcal{H})$ is

$$F (A, B) = || \sqrt{ A } \sqrt{ B } ||^2, \forall A, B \in \mathcal{P} (\mathcal{H}). \quad (A4)$$

For quantum states, it is well known that

$$1 - \sqrt{ F (\rho, \sigma) } \leq D_t (\rho, \sigma) \leq \sqrt{ 1 - F (\rho, \sigma) }, \quad (A5)$$

$\forall \rho, \sigma \in \mathcal{D} (\mathcal{H})$. When one state is pure, say $\sigma$, the lower bound becomes $1 - F (\rho, \sigma)$. A single measure may not be enough to provide a precise measure of distance for some tasks, instead, both the distance and fidelity can be employed together.

Similar with the case of states, there are two primary types of distance measures for CP maps based on trace distance and fidelity. For $\Phi, \Psi : \mathcal{D} (\mathcal{H}_1) \to \mathcal{D} (\mathcal{H}_2)$, the diamond-norm distance [81] between them is

$$D_\diamond (\Phi, \Psi) = || \Phi \otimes 1 - \Psi \otimes 1 ||_{1 \to 1} = \sup_{\rho} || \Phi \otimes 1 (\rho) - \Psi \otimes 1 (\rho) ||_1, \quad (A6)$$

$\forall \rho \in \mathcal{D} (\mathcal{H}_1 \otimes \mathcal{H}_1'),$ for $1$ acting on an ancillary space $\mathcal{H}_1'$ with dimension at least $d_1 := \text{dim} \mathcal{H}_1$.

Any CP map $\Phi : \mathcal{D} (\mathcal{H}_1) \to \mathcal{D} (\mathcal{H}_2)$ can be represented by the Choi operator

$$\omega_\Phi := \Phi \otimes 1 (\omega) \quad (A7)$$

for $|\omega\rangle = \frac{1}{\sqrt{d_1}} \sum_{i=0}^{d_1 - 1} |ii\rangle$ as a maximally entangled state, $\omega = |\omega\rangle \langle \omega|$. The CP condition of $\Phi$ is equivalent to the positivity of $\omega_\Phi$. The Kraus operator-sum representation of $\Phi$ can be found from the eigen-decomposition of $\omega_\Phi$, and rk($\Phi$) = rk($\omega_\Phi$).

The trace distance between Choi states $D_t (\omega_\Phi, \omega_\Psi)$ is equivalent to the diamond-norm distance by [82]

$$\frac{1}{2d_1} D_\diamond (\Phi, \Psi) \leq D_t (\omega_\Phi, \omega_\Psi) \leq \frac{1}{2} D_\diamond (\Phi, \Psi) \quad (A8)$$
The average entanglement fidelity \( F_E(\Phi, \Psi) = F(\Phi \otimes I(\omega), \Psi \otimes I(\omega)) \), \(^{(A9)}\)

while the worst-case entanglement fidelity is \( F_E'(\Phi, \Psi) = \min_{\psi} F(\Phi(\psi), \Psi(\psi)) \), for \( |\psi\rangle \) as a purification of \( \rho \in D(H_1) \).

The average gate fidelity is

\[
F_G(\Phi, \Psi) = \int d\psi F(\Phi(\psi), \Psi(\psi)), \quad (A10)
\]

while the worst-case gate fidelity is \( F_G'(\Phi, \Psi) = \min_{\psi} F(\Phi(\psi), \Psi(\psi)) \), for \( |\psi\rangle \in H_1 \). A notable connection between average entanglement fidelity and gate fidelity is \(^{(54)}\)

\[
F_G = \frac{F_E d_1 + 1}{d_1 + 1}. \quad (A11)
\]

Recall that \( d_1 \) is the dimension of \( H_1 \). The quantity \( F_E \) is the fidelity between Choi operators. For two channels \( \mathcal{E} \) and \( \mathcal{F} \), it holds

\[
1 - \sqrt{F_E(\mathcal{E}, \mathcal{F})} \leq D_1(\omega_{\mathcal{E}}, \omega_{\mathcal{F}}) \leq \sqrt{1 - F_E(\mathcal{E}, \mathcal{F})}. \quad (A12)
\]

If one channel is unitary, \( \mathcal{U} \), then

\[
1 - F_E(\mathcal{E}, \mathcal{U}) \leq D_1(\omega_{\mathcal{E}}, \omega_{\mathcal{U}}) \leq \sqrt{1 - F_E(\mathcal{E}, \mathcal{U})}. \quad (A13)
\]

In this work, we will employ the average-case fidelity measures and the diamond-norm distance. In addition, we note that in the setting of quantum communication there are also other quantities such as channel capacities \(^{(75, 83, 86)}\).

3. Subspace CPTP maps

We now introduce a weaker type of channels suitable for QEC. We only consider dimension-preserving CP maps.

**Definition 8 (sCPTP).** A CP map \( \Phi \) on \( D(H) \) is subspace CPTP (sCPTP) if it is CPTP on a subspace \( C \subseteq D(H) \).

Let \( P \) be the projector on \( C \). The condition for being sCPTP is as follows.

**Proposition 2.** A CP map \( \Phi \) on \( D(H) \) is sCPTP on \( C \subseteq D(H) \) iff \( \Phi^1(P) = P \) and \( \mathcal{P}(\Phi^1(P)P) = \mathcal{P}(P) \).

**Proof.** (Sufficiency.) Given the conditions, we need to show \( \text{tr}(\Phi(\sigma)) = \text{tr}(P\sigma) = 1 \), \( \forall \sigma \in C \). For any \( \rho \in D(H) \), let \( \sigma = P\rho P/P \in C \), for \( P = \text{tr}(P)^1P \). Then \( P\Phi(\sigma) \Phi^1(P)P = \mathcal{P}(\Phi(P)\sigma) \mathcal{P}(P) \), and we find \( \text{tr}(\Phi(\sigma)) = \text{tr}(\Phi^1(P)\sigma) = \text{tr}(P) = 1 \).

(Necessity.) If \( \Phi(\sigma) \in C \), \( \forall \sigma \in C \), then \( \text{tr}(\Phi(\sigma)) = \text{tr}(\Phi^1(P)\sigma) \), \( \forall \sigma \in C \), which implies \( \Phi^1(P) = P \). Also it is easy to see \( \mathcal{P}(\Phi^1(P)P) = \mathcal{P}(P) \).

Denote the partition of the whole space as \( D(H) = C \oplus C^\perp \). It is not hard to show that a map \( \Phi \) is sCPTP on \( C \) iff its Kraus operators can be written as block-diagonal matrices simultaneously. This can be proved by writing each Kraus operators as \( K_i = \left( \begin{array}{cc} A_i & C_i \\ D_i & B_i \end{array} \right) \), and then the condition \( \Phi^1(P) = P \) implies all \( C_i = 0 \) and \( \Phi^1(P) = P \) implies all \( D_i = 0 \). Note that \( A_i \) do not have to be unitary. The matrices \( D_i \) represent the leakage out of \( C \), while \( C_i \) represent the leakage into \( C \). This basically means that there is no exchange of information between \( C \) and \( C^\perp \). If a map \( \Phi \) is sCPTP on \( C \), we say \( \Phi \) is a logical operation on \( C \). Note that \( \Phi \) is logical on \( C \) does not in general imply \( \Phi^1 \) is also logical.

There are some interesting special cases. 1) When \( C \) is the whole space, the condition above reduces to the TP condition \( \Phi^1(1) = 1 \). 2) For any bounded operator \( A \in B(H) \), it is logical iff \( A^1 \) is logical. In block-diagonal form, the block of \( A \) acting on \( C \) is unitary. 3) A unitary operation \( U \) is logical on \( C \) iff \( [U, P] = 0 \).

The property of being sCPTP is preserved under mixing and composition. Namely, for several sCPTP maps \( \{ \mathcal{E}_i \} \) on \( C \), the map \( \sum_i p_i \mathcal{E}_i \), with \( \sum_i p_i = 1 \), \( p_i \in (0, 1) \) is also sCPTP on \( C \). The composition \( \prod_i \mathcal{E}_i \) is clearly also sCPTP on \( C \).

From Stinespring dilation, a quantum channel can be realized by a unitary operator. This can be extended to sCPTP maps for input states restricted to \( C \). Given a set of Kraus operators \( \{ K_i \} \) for a sCPTP map \( \Phi \), one can find \( K' \) to make \( \{ K_i, K' \} \) as a CPTP map, \( \Phi' \). It is easy to see \( K' \) has null effect on \( C \). Now one can find a dilated unitary \( U \) for \( \Phi' \), and attach an ancilla which will be traced out to realize \( \Phi(\sigma) \), \( \forall \sigma \in C \). The Kraus operators relate to \( U \) by \( K_i = \langle iU0|0 \rangle \) for \( \{|i\} \) (including \( K' \)) as an orthonormal basis of the ancilla.

As an application, in the setting of QEC and computation with them, the quantum operation after error-correction shall be a sCPTP channel on a code space and it is the trivial channel: the identity, and logical gates are sCPTP and often are from unitary operators \( U \) such that \( [U, P] = 0 \).

4. CP but approximate-TP maps

Here we study CP maps that are not TP but approximately TP. We denote this type of maps as aCPTP maps. For a CP map \( \Phi : D(H_1) \rightarrow D(H_2) \) with Kraus operators \( \{ K_i \} \), \( \Phi^1(1) = \sum_i K_i^\dagger K_i := K \). Let \( K = 1 + \Delta \) with \( K \geq 0, \Delta^1 = \Delta \). To measure the ‘non-TPness’ of \( \Phi \), we define a CP map \( \mathcal{K} \) acting on \( D(H_1) \) with a single Kraus operator \( \sqrt{K} \). Then the non-TPness of \( \Phi \) is that of \( \mathcal{K} \), which can be measured by the distance \( D_{\mathcal{K}}(K^1K, 1) \), the trace distance \( D_{\mathcal{K}}(\omega_{K^1K}, \omega) \), and the entanglement fidelity \( F_E(\omega_{K^1K}, \omega) \). As they are equivalent, we will use the distance \( D_{\mathcal{K}} \).

**Definition 9 (aCPTP).** A CP map is \( \epsilon \)-TP if
$D_s(K^1K, 1) \leq \epsilon.$

Note here since $K^1K$ is not TP, both $D_s$ and $F_E$ are not upper bounded by 1. The normalized version can be employed but not necessary. Ignoring terms with $\Delta^2$ and higher orders, the trace distance takes the form

$$D_t(\omega_{K^1K}, \omega) = \frac{1}{2\sqrt{d_i}} \sqrt{\nu \Delta^2}. \quad (A14)$$

The notion of aCPTP will be applied to the setting of quasi-exact QEC.

Appendix B: Approximate encoding

1. AQEC with approximate encoding

Here we discuss in details the extension of AQEC when the encoding is an approximate isometry. Recall that for exact encoding, an isometry preserves orthogonality. An encoding operation $V: \mathcal{H}_L \rightarrow \mathcal{C} \subset \mathcal{H}$ can be explicit or implicit: it can be realized by a unitary circuit explicitly which maps logical states $|i\rangle \in \mathcal{H}_L$ to encoded states $|\psi_i\rangle \in \mathcal{C}$, or the encoded states $|\psi_i\rangle \in \mathcal{C}$ are prepared in a certain way and the encoding is done implicitly, namely, the space $\mathcal{H}_L$ does not need to be carried by a physical system and is only ‘logical.’ Correspondingly, the explicit decoding is realized by $V^\dagger$, revealing the logical information in $\mathcal{H}_L$ while the implicit decoding is realized by $P$ (when there is no error). For both cases, an encoding isometry $V$ is a quantum channel.

Consider an approximate encoding isometry $V: |i\rangle \rightarrow |\psi_i\rangle$ and $\{|\psi_i\rangle\}$ are only approximately orthogonal while linearly independent. The approximate projector is $P :=VV^\dagger$ and $P^2 = P + K$ for $K := V(\Delta)$ and $\Delta := V^\dagger V - 1$. In this work, we assume the 2nd order of the overlaps $\langle \psi_i | \psi_j \rangle$ can be ignored in order to keep the encoding error small. The operator $\Delta$ is specified by $\Delta_{ii} = 0$, $\Delta_{ij} = \langle \psi_i | \psi_j \rangle$.

The encoding $V$ is CP but not TP. With the notion of aCPTP map, we say $V$ is $\epsilon_c$-isometric if $d(V | V^\dagger, 1) \leq \epsilon_c$. Using trace distance of Choi states, we find

$$D_t(\omega_{V^\dagger V}, \omega) = \frac{1}{2\sqrt{d_L}} \sqrt{\sum_{i \neq j} |\langle \psi_i | \psi_j \rangle|^2}, \quad (B1)$$

which is a sort of average of these overlaps.

Given a logical space $\mathcal{H}_L$, by simply encoding $V$ and decoding $V^\dagger$, a small logical error will be induced if the encoding is not exact. This is an ‘inherent’ inaccuracy of the code itself. We say a channel $\mathcal{N}$ can be exactly detected on a code with an approximate encoding $V$ if

$$\mathcal{P}\mathcal{N}(\sigma) = p \mathcal{P}(\sigma), \quad p \in [0, 1]. \quad (B2)$$

In terms of Kraus operators, the QED condition is

$$PE_iP = e_iP^2, \quad (B3)$$

for $\sum_i |e_i|^2 = p$. We see that this only requires the change from $P$ to $P^2$ compared with the exact encoding case.

A channel $\mathcal{N}$ on a code with $\epsilon_c$-isometric encoding $V$ is $(\epsilon + \epsilon_c)$-detectable if $d(V | V^\dagger, 1) \leq \epsilon_c$. The additivity of inaccuracy is from the triangle inequality

$$d(V^\dagger \mathcal{P}\mathcal{N}, 1) \leq d(V^\dagger \mathcal{P}\mathcal{N}, V^\dagger \mathcal{V}) + d(V^\dagger \mathcal{V}, 1) \leq \epsilon + \epsilon_c. \quad (B4)$$

A channel $\mathcal{N}$ on a code with $\epsilon_c$-isometric encoding $V$ is $(\epsilon + \epsilon_c)$-correctable if there exists a recovery channel $\mathcal{R}$ such that $d(V^\dagger \mathcal{P}\mathcal{N}\mathcal{R}, V^\dagger \mathcal{V}) \leq \epsilon + \epsilon_c$. It is not hard to see the AQEC condition is generalized to be

$$PE_i^2E_jP = a_{ij}P^2 + PB_{ij}P, \quad (B5)$$

for $\rho_0 = [a_{ij}]$, and $d(\mathcal{N}, \mathcal{N}_0) \leq \epsilon + \epsilon_c$. Note now the stronger condition $d(V^\dagger \mathcal{R}\mathcal{N}, V^\dagger \mathcal{V}) \leq \epsilon$ is sufficient but not necessary. With the above, we have shown that the approximate encoding can be easily included in the AQEC formalism.

2. Transversality and quasi encoding

Here we discuss transversality for codes with quasi encoding. It is known that for exact codes transversality is incompatible with universality [27, 89]. The reason is that detection of arbitrary local errors makes infinitesimal transversal operations, which is required by universality, logically trivial. By getting rid of infinitesimal logical gates, it is recently proposed that transversality is compatible with quasi universality [19]. It is not hard to extend the argument to the setting with quasi encoding.

We first recall the ‘quasi-go’ result. A transversal logical gate (TLG) takes the form

$$U = \bigotimes_j U_j \quad (B6)$$

for $j$ as the index of subsystems which allow independent error detection. Given a code space $P$, it shows that the set of TLG is a Lie group $\mathcal{G}$. For exact codes, the connected component of identity $G^0$ in $\mathcal{G}$ containing elements of the form $C = \prod_k e^{i\xi_k D_k}$, $\xi_k \in \mathbb{R}$ is logically trivial, i.e., the identity gate, since each ‘generator’ $D_k$ is logically trivial. For quasi codes, however, $D_k$ is not logically trivial due to the violation of the exact QEC condition, i.e., $D_k$ can tell the difference between codewords, hence $\mathcal{G}^0$ is not logically trivial. Instead, $\mathcal{G}^0$ is partitioned into a finite set of gate cells of various sizes depending on the quasi code.

For the case of quasi encoding, $P^2 \neq P$, there will be further perturbations from the encoding itself in addition to perturbations by the quasi error correction (or detection). We have to consider quasi gates which becomes exact when the encoding becomes exact, i.e., $\epsilon_e \rightarrow 0$. A quasi gate $U$ is defined such that

$$UP := PU + L_U P, \quad PU := PU + PR_U, \quad (B7)$$
and both $L_U P$ and $PR_U$ are small and tend to zero when the encoding becomes exact. From $P^2 = P + K$, $K = VAV^\dagger$, we see that $L_V P = PR_U = -K$. For product of two gates $U$ and $V$, the difference between $UV$ and $PUVP$ will increase. Different from the exact case, the set of quasi gates, denoted by $G_{e^\xi}$, is an open subset of $G$ instead of a Lie group. When $e^\epsilon \to 0$, $G_{e^\xi} \to G$. We cannot employ the argument for exact encodings directly, but we can still employ it in the following way. A gate of the form $C = e^{i\xi D}$ can be a quasi gate, quasi identity gate, or not be a gate, and only the first case is nontrivial. Suppose there exists a quasi gate of the form $e^{i\xi D}$ for a certain value of $\xi$ and $D = \sum \alpha_i H_j$. For other values of $\xi$, $e^{i\xi D}$ may not be a quasi gate. Let $e^{i\xi D} P = P e^{i\xi D} P + L_\xi P$, $\forall \xi \in \mathbb{R}$, and $L_\xi$ may not be a smooth function of $\xi$ and may not be bounded. We find

$$DP = PDP + A, A := \lim_{\xi \to 0} \frac{L_\xi P + K}{i\xi}. \quad (B8)$$

If $L_\xi$ is differentiable for all $\xi$, then $A = -i\partial_\xi L_\xi P$, which is not a zero operator in general. With quasi error correction, we find the difference

$$DP - PDP = \epsilon P^2 + PB + A, \quad (B9)$$

for a certain parameter $\epsilon$, operators $A$ and $B$. As a result, the operator $e^{i\xi D} P$ is a nontrivial quasi gate depending on $A$ and $B$. This means that gates of the form $e^{i\xi D}$ are logically different.

[1] Peter W Shor. Fault-tolerant quantum computation. In Proceedings of 37th Conference on Foundations of Computer Science, pages 56–65. IEEE, 1996.

[2] D Aharonov and M Ben-Or. Fault-tolerant quantum computation with constant error. In Proceedings of the 29th annual ACM symposium on Theory of computing, pages 176–188. ACM, 1997.

[3] Emanuel Knill and Raymond Laflamme. Theory of quantum error-correcting codes. Phys. Rev. A, 55:900–911, Feb 1997.

[4] Emanuel Knill, Raymond Laflamme, and Wojciech H Zurek. Resilient quantum computation: error models and thresholds. Proc. Royal Soc. A: Mathematical, Physical and Engineering Sciences, 454(1969):365–384, 1998.

[5] John Preskill. Reliable quantum computers. Proc. Roy. Soc. A: Mathematical, Physical and Engineering Sciences, 454(1969):385–410, Jan 1998.

[6] Michael A. Nielsen and Isaac L. Chuang. Quantum Computation and Quantum Information. Cambridge University Press, Cambridge U.K., 2000.

[7] Debbie W. Leung, Michael A. Nielsen, Isaac L. Chuang, and Yoshihisa Yamamoto. Approximate quantum error correction can lead to better codes. Phys. Rev. A, 56(4):2567, 1997.

[8] John Preskill. Quantum clock synchronization and quantum error correction, 2018. arXiv:quant-ph/0010098.

[9] Claude Crépeau, Daniel Gottesman, and Adam Smith. Approximate quantum error-correcting codes and secret sharing schemes. In Annual International Conference on the Theory and Applications of Cryptographic Techniques, pages 285–301. Springer, 2005.

[10] M. Reimpell and R. F. Werner. Iterative optimization of quantum error correcting codes. Phys. Rev. Lett., 94:080501, Mar 2005.

[11] Patrick Hayden, Sephehr Nezami, Sandu Popescu, and Grant Salton. Error correction of quantum reference frame information. PRX Quantum, 2:010326, Feb 2021.

[12] Isaac H Kim and Michael J Kastoryano. Entanglement renormalization, quantum error correction, and bulk causality. J. High Energy Phys., 2017(4):40, 2017.

[13] Steven T Flammia, Jeongwan Haah, Michael J Kastoryano, and Isaac H Kim. Limits on the storage of quantum information in a volume of space. Quantum, 1:4, 2017.

[14] Fernando G. S. L. Brandão, Elizabeth Crosson, M. Burak Sahinoğlu, and John Bowen. Quantum error correcting codes in eigenstates of translation-invariant spin chains. Phys. Rev. Lett., 123:110502, Sep 2019.

[15] Thomas C Bohdanowicz, Elizabeth Crosson, Chinnay Nirkhe, and Henry Yuen. Good approximate quantum ldpc codes from spacetime circuit hamiltonians. In Proceedings of the 51st Annual ACM SIGACT Symposium on Theory of Computing, pages 481–490, 2019.

[16] Martina Gschwendtner, Robert König, Burak Sahinoğlu, and Eugene Tang. Quantum error-detection at low energies. J. High Energy Phys., 2019(9):21, 2019.

[17] Philippe Faist, Sephehr Nezami, Victor V. Albert, Grant Salton, Fernando Pastawski, Patrick Hayden, and John Preskill. Continuous symmetries and approximate quantum error correction. Phys. Rev. X, 10:041018, Oct 2020.

[18] Mischa P. Woods and Álvaro M. Alhambra. Continuous groups of transversal gates for quantum error correcting codes from finite clock reference frames. Quantum, 4:245, March 2020.

[19] Dong-Sheng Wang, Guanyu Zhu, Cihan Okay, and Raymond Laflamme. Quasi-exact quantum computation. Phys. Rev. Res., 2:033116, 2020.

[20] Xiao-Gang Wen. Quantum field theory of many-body systems. Oxford University Press, 2004.

[21] Bei Zeng, Xie Chen, Duan-Lu Zhou, and Xiao-Gang Wen. Classifying quantum phases using matrix product states. Phys. Rev. Lett., 117:35107, Jan 2011.

[22] Xie Chen, Zheng-Cheng Gu, and Xiao-Gang Wen. Symmetry-protected topological orders in interacting bosonic systems. Science, 338(6114):1604, 2012.
[26] Xie Chen, Zheng-Cheng Gu, Zheng-Xin Liu, and Xiao-Gang Wen. Symmetry protected topological orders and the group cohomology of their symmetry group. *Phys. Rev. B.*, 87:155114, Apr 2013.

[27] Kasper Duivenvoorden and Thomas Quella. Topological phases of spin chains. *Phys. Rev. B.*, 87:125145, Mar 2013.

[28] Kasper Duivenvoorden and Thomas Quella. From symmetry-protected topological order to landau order. *Phys. Rev. B.*, 88:125115, Sep 2013.

[29] Dong-Sheng Wang, Ian Affleck, and Robert Raussendorf. Topological qubits from valence bond solids. *Phys. Rev. Lett.*, 120:200503, May 2018.

[30] Dong-Sheng Wang. Classes of topological qubits from low-dimensional quantum spin systems. *Ann. Phys.*, 412:168015, 2020.

[31] Bei Zeng and D. L. Zhou. Topological and error-correcting properties for symmetry-protected topological order. *EPL (Europhysics Letters)*, 113(5):56001, mar 2016.

[32] Aleksander Kubica and Rafal Demkowicz-Dobrzański. Using quantum metrological bounds in quantum error correction: A simple proof of the approximate eastin-knill theorem. *Phys. Rev. Lett.*, 126:150503, Apr 2021.

[33] Sisi Zhou, Zi-Wen Liu, and Liang Jiang. New perspectives on covariant quantum error correction, 2020. arXiv preprint arXiv:2005.11918.

[34] Yuxiang Yang, Yin Mo, Joseph M. Renes, Giulio Chiribella, and Mischa P. Woods. Covariant quantum error correcting codes via reference frames, 2020. arXiv preprint arXiv:2007.09154.

[35] Daniel Gottesman. Theory of fault-tolerant quantum computation. *Phys. Rev. A.*, 57:127–137, Jan 1998.

[36] A Yu Kitaev. Fault-tolerant quantum computation by anyons. *Annals of Physics*, 303(1):2–30, 2003.

[37] Cédric Bény and Ognyan Oreshkov. General conditions for approximate quantum error correction near-optimal recovery channels. *Phys. Rev. Lett.*, 104:120501, Mar 2010.

[38] Chetan Nayak, Steven H Simon, Ady Stern, Michael Freedman, and Sankar Das Sarma. Non-abelian anyons and topological quantum computation. *Rev. Mod. Phys.*, 80(3):1083, 2008.

[39] Mazyar Mirrahimi, Zaki Leghtas, Victor V Albert, Steven Touzard, Robert J Schoelkopf, Liang Jiang, and Michel H Devoret. Dynamically protected cat-qubits: a new paradigm for universal quantum computation. *New Journal of Physics*, 16(4):045014, 2014.

[40] Marios H Michael, Matti Silveri, RT Brierley, Victor V Albert, Juha Salminen, Liang Jiang, and Steven M Girvin. New class of quantum error-correcting codes for a bosonic mode. *Physical Review X*, 6(3):031006, 2016.

[41] Victor V. Albert, Kyungjoo Noh, Kasper Duivenvoorden, Dylan J. Young, R. T. Brierley, Philip Reinhold, Christophe Vuillot, Linshu Li, Chao Shen, S. M. Girvin, Barbara M. Terhal, and Liang Jiang. Performance and structure of single-mode bosonic codes. *Phys. Rev. A.*, 97:032346, Mar 2018.

[42] D Perez-Garcia, F Verstraete, MM Wolf, and JI Cubre. Matrix product state representations. *Quantum Information & Computation*, 7(5):401–430, 2007.

[43] Ulrich Schollwöck. The density-matrix renormalization group in the age of matrix product states. *Annals of Physics*, 326(1):96–192, 2011.

[44] John Buoni and Blushan Wadhwa. On joint numerical ranges. *Pacific Journal of Mathematics*, 77(2):303–306, 1978.

[45] Jie Xie, Aonan Zhang, Ningping Cao, Huichao Xu, Kaimin Zheng, Yiu-Tung Poon, Nung-Sing Zse, Ping Xu, Bei Zeng, and Lijian Zhang. Observing geometry of quantum states in a three-level system. *Physical Review Letters*, 125(15):150401, 2020.

[46] Ilya M Spitkovsky and Stephan Weis. Signatures of quantum phase transitions from the boundary of the numerical range. *Journal of Mathematical Physics*, 59(12):121901, 2018.

[47] Ji-Yao Chen, Zhengfeng Ji, Zheng-Xin Liu, Yi Shen, and Bei Zeng. Geometry of reduced density matrices for symmetry-protected topological phases. *Physical Review A*, 93(1):012309, 2016.

[48] Sankar Das Sarma, Michael Freedman, and Chetan Nayak. Majorana zero modes and topological quantum computation. *npj Quantum Information*, 1:15001, 2015.

[49] Richard P. Feynman. Simulating physics with computers. *Int. J. Theor. Phys.*, 21(6/7):467–488, 1982.

[50] Ethan Bernstein and Umesh Vazirani. Quantum complexity theory. *SIAM Journal on Computing*, 26(5):1411–1473, 1997.

[51] A. Yu. Kitaev. Quantum computations: Algorithms and error correction. *Russian Math. Surveys*, 52(6):1191–1249, 1997.

[52] David P. DiVincenzo. The Physical Implementation of Quantum Computation, 2000. arXiv:quant-ph/0002077.

[53] Peter W Shor. Introduction to quantum algorithms. In *Proceedings of Symposia in Applied Mathematics*, volume 58, pages 143–160, 2002.

[54] Thaddeus D Ladd, Fedor Jelezko, Raymond Laflamme, Yasunobu Nakamura, Christopher Monroe, and Jeremy Lloyd O’Brien. Quantum computers. *Nature*, 464(7285):45–53, 2010.

[55] Barry C. Sanders. Efficient algorithms for universal quantum simulation. In *International Conference on Reversible Computation*, pages 1–10. Springer, 2013.

[56] Dong-Sheng Wang and Barry C. Sanders. Quantum circuit design for accurate simulation of qudit channels. *New J. Phys.*, 14(3):033016, March 2015.

[57] Christopher M Dawson and Michael A Nielsen. The solovay- kitaev algorithm. *Quantum Inf. Comput.*, 6(1):81–95, 2006.

[58] Vadym Kluiuchnikov, Dmitri Maslov, and Michele Mosca. Asymptotically optimal approximation of single qubit unitaries by Clifford and T circuits using a constant number of ancillary qubits. *Phys. Rev. Lett.*, 110:190502, 2013.

[59] Peter Selinger. Efficient clifford+ t approximation of single-qubit operators. *Quantum Inf. Comput.*, 15(1-2):159–180, 2015.

[60] Seth Lloyd. Universal quantum simulators. *Science*, 273(5278):1073–1078, Aug 1996.

[61] J Ignacio Cirac and Peter Zoller. Goals and opportunities in quantum simulation. *Nat. Phys.*, 8(4):264–266, 2012.

[62] John Preskill. Quantum computing in the nisq era and beyond. *Quantum*, 2:79, 2018.

[63] Thomas M. Stace, Sean D. Barrett, and Andrew C. Doherty. Thresholds for topological codes in the presence of loss. *Phys. Rev. Lett.*, 102:200501, May 2009.

[64] Daniel S Rokhsar and Steven A Kivelson. Superconductivity and the quantum hard-core dimer gas. *Phys. Rev. Lett.*, 61(20):2376, 1988.
[65] Pedro L. S. Lopes, Ian Affleck, and Eran Sela. Anyons in multichannel kondo systems. *Phys. Rev. B*, 101(8):085141, 2020.

[66] Anna Keselman and Erez Berg. Gapless symmetry-protected topological phase of fermions in one dimension. *Phys. Rev. B*, 91:235309, Jun 2015.

[67] Thomas Scaffidi, Daniel E. Parker, and Romain Vasseur. Gapless symmetry-protected topological order. *Phys. Rev. X*, 7:041048, Nov 2017.

[68] Martin Greiter and Stephan Rachel. Valence bond solids for SU($n$) spin chains: Exact models, spinon confinement, and the haldane gap. *Phys. Rev. B*, 75:184441, May 2007.

[69] Hosho Katsura, Takaaki Hirano, and Vladimir E Korepin. Entanglement in an su($n$) valence-bond-solid state. *J. Phys. A: Mathematical and Theoretical*, 41(13):135304, 2008.

[70] Takahiro Morimoto, Hiroshi Ueda, Tsutomu Momoi, and Akira Furusaki. $z_3$ symmetry-protected topological phases in the su(3) aklt model. *Phys. Rev. B*, 90:235111, Dec 2014.

[71] S. Capponi, P. Fromholz, P. Lecheminant, and K. Totosuka. Symmetry-protected topological phases in a two-leg SU($n$) spin ladder with unequal spins. *Phys. Rev. B*, 101:195121, May 2020.

[72] Eric Dennis, Alexei Kitaev, Andrew Landahl, and John Preskill. Topological quantum memory. *J. Math. Phys.*, 43(9):4452–4505, 2002.

[73] Joseph M Renes, Robin Blume-Kohout, Andrew J Scott, and Carlton M Caves. Symmetric informationally complete quantum measurements. *Commun. Math. Phys.*, 245(1):303–326, 2004.

[74] Dmytro Bondarenko and Polina Feldmann. Quantum autoencoders to denoise quantum data. *Phys. Rev. Lett.*, 124:130502, Mar 2020.

[75] Johannes Bausch and Felix Leditzky. Quantum codes from neural networks. *New J. Phys.*, 22(2):023005, 2020.

[76] David T. Stephen, Dong-Sheng Wang, Abhishek Prakash, Tzu-Chieh Wei, and Robert Raussendorf. Computational power of symmetry-protected topological phases. *Phys. Rev. Lett.*, 119:010504, Jul 2017.