Analysis on current flow style for vehicle alternator fault prediction
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Abstract. Vehicle alternator is only seen as fragment piece in vehicle. This project will analyse the vehicle alternator current output flow style. A study on charging rate onto battery can be made based on this analyst. From this a prediction can be made on the vehicle alternator health and may prevent it from affecting other charging system component. Features extracted from the raw sample data are root mean square (RMS), waveform length (WL) and autoregressive (AR). These features will then go through normality test to find the sample is normally distributed or not. The normality test used in this experiment is Jarque-Bera (JB) test. After go through the normality test, it shows that need to continue with non-parametric test. Because JB test shows that p-value is less than 0.05 confidence level. Kruskal-Wallis is used as non-parametric data validation. In this test, the hypothesized value is the value is the median instead of the mean as in Analysis if Variance (ANOVA). The Kruskal-Wallis test evaluates for any significance difference in the population medians on a dependent variable across all levels of a factor. For classification K-Nearest Neighbour (KNN) is used to find the number of K to differentiate between classes. After that the K value is use in Holdout method for training and testing. Final result shows that the accuracy of this machine learning tools is 94%. This number is a good percentage to be able to called as vehicle alternator fault prediction.

1. Introduction
Data prediction plays a tremendous trend nowadays. For now, quite hype with Industrial Revolution 4.0 movement where we can have real-time monitoring data in a cloud[1]. With the help of Artificial Intelligence, it will help enhance the movement. Data prediction is a very useful added value in any system where from it may contribute to help in maintenance and research and development. Fault prediction on vehicle alternator will help user from go through such event such as car breakdown during travelling. In order to make prediction a study and analyse on alternator output pattern. Later on then can make prediction on fault state of vehicle alternator[2], [3].

2. Methodology
This experiment is done on a Proton Wire 1.3 engine setup. On this experiment only load from the engine is test without other vehicle electrical load. A current sensor which is ACS 756 embedded with Arduino Uno microcontroller is used[4]. The sensor was connected to the terminal B on the alternator. This terminal B is where the generated output from the alternator[5]. The collected raw data as in Figure 1 was then computed into Matlab software to continue with statistical analysis and fault
prediction. In statistical analysis, there are several tests that the raw data need to go through. First is Feature Extraction, here the feature that been extract is RMS, WL and AR. Then a normality test is done to find out the data is normally distributed or not. After that the feature data will go through data validation process which to find out which feature can be used for classification and which cannot[6]. Lastly classification and prediction, the data is then will be predict to find does it matching with the same class of it miss to other class.
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**Figure 1.** Block Diagram.

### 2.1. Data Collection

The data was collected in several RPM which is on idle, 2000 and 3000. There are 3 type of alternator used, Alternator A is a good alternator, Alternator B which is a bad alternator suspected with rectifier problem and Alternator C which is suspected with IC regulator problem.

### 2.2. Feature Extraction

The feature extraction process is done in the Matlab. The raw data is being segmented to 100 sample data in 5s time data window which equivalent to 20hz frequency. The extracted features are RMS, WL, and AR. RMS, a meaningful way of calculating the average of values over a period of time. WL, the horizontal distance between successive crests, troughs or other parts of a wave. AR, a time series model that uses observations from previous time steps as input to a regression equation to predict the value at the next time step.

### 2.3. Statistical Analysis

Succeeding the features extraction process is statistical analysis. Statistical analysis consists of normality test and data validation. Normality test is use to find the acquired features is normally distributed or not. After normality test then can know what type of classification tool need to be used in data validation which is either parametric or non-parametric test. For this normality test, Jarque-Bera test is the chosen one among many other normality tests. It is simply because is a test for skewness and kurtosis and very effective. Jarque-Bera test or known as JB test is where a null hypothesis is tested with vector from the normal distribution with an anonymous mean and variance[7].

\[
JB = \frac{n}{6} (s^2 + \frac{(k - 3)^2}{4})
\]  

Where \( n \) is the sample size, \( s \) is the skewness and \( k \) are the sample kurtosis. For larger sample size, the test statistics has a chi-square distribution with two degree of freedom. This normality test is to measure the p-value of all these features to find out where the significance level when set to 0.05. When p-value<0.05, null hypothesis can be rejected. The hypothesis for normality test are as follows:

- **H\(_0\):** Data is normal distribution
- **H\(_1\):** Data is not normal distribution

From JB test, shows that it is accepted to reject the null hypothesis because the p-value<0.05 and shows the data is not normally distributed so need to continue the statistical analysis with non-
parametric test tools. All features are already analysed by Jarque-Bera test which is one of the time frequency domain analysis. For non-parametric data validation test, Kruskal-Wallis test is chosen. In this test, the hypothesized value is the value is the median instead of the mean (as in ANOVA). The Kruskal-Wallis test evaluates for any significance difference in the population medians on a dependent variable across all levels of a factor. If the requirements for a parametric test can be met, it is better to use the one-way independent measure ANOVA instead of Kruskal-Wallis since it is more powerful.

\[
H = \frac{12}{N(N+1)} \left( \frac{R_1^2}{n_1} + \frac{R_2^2}{n_2} + \cdots + \frac{R_k^2}{n_k} \right) - 3(N + 1)
\]

(1.2)

Where \(n\) is the size of sample \(k\), \(N\) is the total number of observations in combined samples, \(k\) is the number of samples or groups and \(R_k\) is the sum of ranks from sample \(k\).

\(H_0\): Median1 = Median2 = Median3
\(H_1\): At least one group median is different from others

In Kruskal-Wallis test the to reject null hypothesis the p-value must less than 0.05. If it cannot reject null hypothesis means that the median for each group is the same and it may affect the classification accuracy later. Because it cannot differentiate what type of group is need to sort. For Kruskal-Wallis test, it shows that all features are rejecting null hypothesis except feature 6 which is AR4 feature where the p-value>0.05. Here a conclusion may arise which all features the median is the same between classes but for feature 6 at least one group median is different from others. An early prediction can be made where feature 6 cannot differentiate each class and it may affect the accuracy. So, a new dataset form where feature 6 is remove from it and from 7 features it become only 6 features on it. For the next classification method both datasets is done where a finding on the affection of feature 6 for this project.

2.4. Classification
In machine learning, KNN is used together with holdout method to do the prediction. KNN is a non-parametric, lazy learning algorithm. Its purpose is to use a database in which the data points are separated into several classes to predict the classification of a new sample point. KNN makes predictions just-in-time by calculating the similarity between an input sample and each training instance. The holdout method is the simplest kind of cross validation. The data set is separated into two sets, called the training set and the testing set. The function approximate fits a function using the training set only. Then the function approximate is asked to predict the output values for the data in the testing set[8]. The errors it makes are accumulated as before to give the mean absolute test set error, which is used to evaluate the model. The advantage of this method is that it is usually preferable to the residual method and takes no longer to compute. For this experiment, the holdout is used in 3 stages which is 60-40, 70-30 and 80-20.

3. Results and Discussions
In KNN the parameter to find classification is K value tested from K=1 to K=10. For holdout method, it is tested for 10 times and the average accuracy is then accumulated in Table 1.
Figure 2. K-Nearest Neighbour

Figure 2 is the K value for KNN where it has been test from K=1 to K=10 and fine the best accuracy. Later then holdout method will come around to find out the distribution accuracy. The holdout method is done for 10 times then get the average accuracy.

Table 1. Holdout Method.

| Type   | Holdout 60-40 | Holdout 70-30 | Holdout 80-20 |
|--------|---------------|---------------|---------------|
| 7 Features | 94.3885       | 94.4019       | 94.8921       |
| 6 Features | 94.3525       | 94.1627       | 95.0360       |

Based on Table 1 result we may assume the result is still approximately same. This step may lead to new approach with is reduce complexity where feature 6 is remove from the analysis but still lead to equivalent result. From the result, it shows that the accuracy for this model to do the prediction on the vehicle alternator fault is around 94%. Even though the feature 6 is removed it still resulting an equivalent result and this may help in reduced complexity.

4. Conclusions

Based on the normality test, the findings are that the data is not normally distributed. Jarque-Bera test is the chosen normality test. Therefore, it must go to non-parametric test. There are a lot of type of parametric test but the chosen one Kruskal-Wallis for the non-parametric data validation. The result from Kruskal-Wallis show that feature 6 does not reject the null hypothesis hence the median value for each class is approximately same. The sample data is then divided into 2 which one for all features and the other one with feature 6 exclude from it. This is because later in the experiment want to find did feature 6 affecting the accuracy. For non-parametric classification, K-Nearest Neighbour is chosen among other method. This is to find the number of K so the class can be differentiating. The test is done for 10 times and the number of K is trained by using cross validation technique which is Holdout method. For Holdout method there is 3 type of Holdout setting used. First with 60-40 holdout which
means 60% training and 40% testing. Next with 70-30 holdout which means 70% training and 30% testing. Last but not least 80-20 holdout which means 80% training and 20% testing. All holdout setup was being run for 10 times and the average value is recorded. As a conclusion, the result from this method find that the accuracy for all 7 features intact were 94% and for only 6 features were also 94%. From this result can conclude that feature 6 which is AR4 does not affect the classification accuracy. So an addition conclusion that can be made that feature AR4 can be removed from the features extracted and this may result reduced complexity because it does not affect the accuracy much.
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