Accessibility of SPDEs driven by pure jump noise and its applications
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1 Introduction and motivation

Let \(H\) be a topological space with Borel \(\sigma\)-field \(\mathcal{B}(H)\), and let \(X := \{X^x(t), t \geq 0; x \in H\}\) be an \(H\)-valued Markov process on some probability space \((\Omega, \mathcal{F}, \mathbb{P})\). \(X\) is said to be irreducible in \(H\) if for each \(t > 0\) and \(x \in H\)

\[ \mathbb{P}(X^x(t) \in B) > 0 \quad \text{for any non-empty open set } B. \]
$X$ is said to be accessible to $x_0 \in H$ if the resolvent $R_\lambda$, $\lambda > 0$ satisfies

$$R_\lambda(y,U) = \lambda \int_0^\infty e^{-\lambda t} P(X^x(t) \in U) dt > 0$$

for all $x \in H$ and all neighborhoods $U$ of $x_0$, where $\lambda > 0$ is arbitrary. It is clear that irreducibility implies accessibility.

The accessibility and irreducibility are fundamental properties of stochastic dynamic systems. The importance of the study of the accessibility and irreducibility lies in its relevance in the analysis of the ergodicity of Markov processes. Indeed, accessibility is often used as a replacement of irreducibility when one proves ergodicity; see [11, 12].

Now we mention the main existing results concerning the accessibility of stochastic partial differential equations (SPDEs) driven by pure jump noise. The authors in [22] obtained the accessibility to zero of stochastic real valued Ginzburg-Landau equation on torus $\mathbb{T} = \mathbb{R} \setminus \mathbb{Z}$ driven by cylindrical symmetric $\alpha$-stable process with $\alpha \in (1, 2)$. In [3], the authors established the accessibility to zero of stochastic shell models driven by additive pure jump noise. Recently, the authors in [7] obtained the accessibility to zero of a class of semilinear SPDEs with Lipschitz coefficients driven by multiplicative pure jump noise. The driving noises they considered are a class of subordinated Wiener processes. There are also several papers to study the irreducibility of SPDEs/SDEs driven by pure jump Lévy noise; see [11, 18, 19, 20, 21]. The existing methods on the accessibility are basically along the same lines as that for the Gaussian case, that is, two ingredients play very important role: the (approximate) controllability of the associated PDEs and the support of Lévy processes/stochastic convolutions on path spaces. In the existing paper on the accessibility of SPDEs driven by pure jump noise, very restrictive assumptions on the driving noises are placed: The driving noises are more or less in the class of stable processes with additional assumptions; see, e.g., Condition (ii) in [22], Assumption (A4) and the assumption that the Lévy measure $\nu$ of the subordinator satisfies $\nu((0, \infty)) = \infty$ in [7], Assumptions 2.3 and 2.8 in [3], etc. The use of existing methods to deal with the case of other types of pure jump noises appears to be unclear. And using these methods to study the accessibility of stochastic equations with singular/highly nonlinear terms would be very hard, if not impossible.

In a recent paper [18], we developed a new criterion for the irreducibility of SPDEs driven by multiplicative pure jump noise. We point out that under the assumptions on the driving noises in the existing paper on the accessibility mentioned above, one can obtain the irreducibility of the SPDEs as an application of the main results in [18].

To the best of our knowledge, there are no results on the accessibility of SPDEs driven by pure jump degenerate noises. This strongly motivates the current paper. The aim of
this paper is to investigate the accessibility of a class of SPDEs driven by additive (possibly degenerate) jump noise; see Theorem 2.1 in this paper. For the first time, we obtain the accessibility of a class of SPDEs driven by additive pure jump degenerate noise, including many stochastic Hydrodynamical systems, such as 2D stochastic Navier-Stokes equations, stochastic Burgers type equations, etc., and a class of SPDEs with weakly dissipative coefficients, such as singular stochastic $p$-Laplace equations, stochastic fast diffusion equations, etc.; see Proposition 3.1 in this paper. As a further application, we establish the ergodicity of a class of SPDEs with weakly dissipative coefficients, which covers singular stochastic $p$-Laplace equations and stochastic fast diffusion equations, etc. The driving noises could be Lévy processes with heavy tails.

The organization of this paper is as follows. In Section 2, we introduce the framework and prove the main results. In Section 3, we provide applications to SPDEs, including the accessibility of a class of SPDEs and the ergodicity of a class of SPDEs with weakly dissipative coefficients.

### 2 Accessibility

In this section, we will introduce the framework and prove the main results.

Let $(\Omega, \mathcal{F}, \mathbb{F}, \mathbb{P})$, where $\mathbb{F} = \{\mathcal{F}_t\}_{t \geq 0}$, be a filtered probability space satisfying the usual conditions. Let $V \subset H \cong H^* \subset V^*$ be a Gelfand triple. Let $\nu$ be a given $\sigma$-finite measure on $H$ satisfying $\nu(\{0\}) = 0$ and $\int_H \|z\|_H^2 \wedge 1 \nu(dz) < \infty$. Set $N : \mathcal{B}(H \times \mathbb{R}^+) \times \Omega \to \tilde{N} = \mathbb{N} \cup \{0, \infty\}$ be the time homogeneous Poisson random measure with intensity measure $\nu$. $	ilde{N}(dz, dt) = N(dz, dt) - \nu(dz)dt$ denotes the compensated Poisson random measure.

\[
L(t) = \int_0^t \int_{0<\|z\|_H \leq 1} z\tilde{N}(dz, ds) + \int_0^t \int_{\|z\|_H > 1} zN(dz, ds), t \geq 0
\]

defines an $H$-valued Lévy process. We consider the following SPDEs driven by $L(t)$

\[
dX(t) = AX(t)dt + dL(t),
\]

where the mapping $A : V \to V^*$ is a Borel function.

**Definition 2.1** An $H$-valued càdlàg $\mathbb{F}$-adapted process $X^x$ is called a solution of (2.1) with initial data $x \in H$ if the following conditions are satisfied.

- (I) $X^x(t, \omega) \in V$ for $dt$-a.s. $\mathbb{F}$-almost all $(t, \omega) \in [0, \infty) \times \Omega$, where $dt$ stands for the Lebesgue measures on $[0, \infty)$;
- (II) $\int_0^t |A(X^x(s))|_{V'} ds < \infty, t \geq 0, \mathbb{P}$-a.s.;
- (III) As an equation in $V^*$, the following equality holds, $\mathbb{P}$-a.s.,
\[
X^x(t) = x + \int_0^t A(X^x(s))ds + L(t), \quad t \geq 0.
\]
We also need to consider

\[ dX(t) = \mathcal{A}(X(t))dt + \int_{0<\|z\|_H \leq \epsilon} z\mathcal{N}(dz, dt), \quad \epsilon \in (0, 1], \tag{2.3} \]
\[ dY(t) = \mathcal{A}(Y(t))dt. \tag{2.4} \]

In the following, we use the notation \( X^x, X^{\epsilon,x} \) and \( Y^x \) to indicate the solutions of (2.1), (2.3) and (2.4) starting from \( x \), respectively. We introduce the following assumption.

**Assumption 2.1 (A0)** \( \nu \) is symmetric, i.e., \( \nu(C) = \nu(-C), \forall C \in \mathcal{B}(H) \).

(A1) For any \( x \in H \), there exist unique global solutions \( X^x, X^{\epsilon,x} \) and \( Y^x \) to (2.1), (2.3) and (2.4), respectively, satisfying

\((A1-1)\) For any \( x \in H \), \( \lim_{t \to \infty} \|Y^x(t)\|_H = 0 \).
\((A1-2)\) For any \( t > 0 \) and \( x \in H \), \( \lim_{\epsilon \to 0} \|X^{\epsilon,x}(t) - Y^x(t)\|_H = 0 \) in probability.
\((A1-3)\) For any \( \eta > 0 \), there exist \( (\zeta, t) = (\zeta(\eta), t(\eta)) \in (0, \frac{\eta}{2}) \times (0, \infty) \) such that
\[ \inf_{y \in B(0, \zeta)} \mathbb{P}(\sup_{s \in [0,t]} \|X^y(s)\|_H \leq \eta > 0. \] Here \( B(0, \zeta) = \{h \in H : \|h\|_H < \zeta\} \).

The main result of this paper is as follows:

**Theorem 2.1** Assume that Assumption [2.1] holds, then \( \{X^x\}_{x \in H} \) is accessible to zero.

**Proof** By the definition of accessibility, we see that the proof of this theorem will be complete once we prove that for any fixed \( x \in H \) and \( \kappa > 0 \), there exists \( T_0 > 0 \) and \( \delta > 0 \) such that
\[ \mathbb{P}(\|X^x(t)\|_H \leq \kappa) > 0, \quad \forall t \in [T_0, T_0 + \frac{\delta}{2}], \tag{2.5} \]
In the remaining part of the proof, we show (2.5).

Now, we fix \( x \in H \) and \( \kappa > 0 \). By Condition (A1), we see that there exist \( \beta \in (0, \frac{\kappa}{16}] \) and \( \delta > 0 \) such that
\[ \inf_{y \in B(0, \beta)} \mathbb{P}(\sup_{0 \leq s \leq \delta} \|X^y(s)\|_H \leq \frac{\kappa}{8}) > 0, \tag{2.6} \]
and that there exist \( \hat{T} > 0 \) and \( \hat{\epsilon} > 0 \) such that
\[ \mathbb{P}(\|X^{\epsilon,x}(\hat{T})\|_H < \beta) > 0. \tag{2.7} \]

Let \( \tau_1^\epsilon = \inf\{t \geq 0 : \int_0^t \int_{\|z\|_H > \epsilon} N(dz, ds) = 1\} \). \( \tau_1^\epsilon \) has the exponential distribution with parameter \( \nu(\|z\|_H > \hat{\epsilon}) < \infty \), that is,
\[ \mathbb{P}(\tau_1^\epsilon > s) = e^{-\nu(\|z\|_H > \hat{\epsilon})s}, \quad \mathbb{P}(\tau_1^\epsilon \leq s) = 1 - e^{-\nu(\|z\|_H > \hat{\epsilon})s}. \tag{2.8} \]
Notice that, for any \( y \in H \), \( \{X^y(t), t \in [0, \tau_1^\epsilon]\} \) is the unique solution to (2.3) with the initial data \( y \) on \( t \in [0, \tau_1^\epsilon] \), and that \( \sigma\{X^{\epsilon,x}(t), t \geq 0\} \) and \( \sigma\{\tau_1^\epsilon\} \) are independent. Hence, by (2.7) and (2.8),
\[ \mathbb{P}(\|X^x(\hat{T})\|_H < \beta) \geq \mathbb{P}(\{\|X^x(\hat{T})\|_H < \beta\} \cap \{\tau_1^\epsilon > \hat{T}\}) \]
\begin{equation}
\begin{align*}
&= \mathbb{P}\left(\{\|X^{t,x}(\tilde{T})\|_H < \beta\} \cap \{\tau^1_\epsilon > \tilde{T}\}\right) \\
&= \mathbb{P}\left(\{\|X^{t,x}(\tilde{T})\|_H < \beta\}\mathbb{P}(\tau^1_\epsilon > \tilde{T}) > 0. \quad (2.9)
\end{align*}
\end{equation}

By the Markov property of \(\{X^h\}_{h \in H}\), \((2.6)\) and \((2.9)\), we have, for any \(t \in [\tilde{T}, \tilde{T} + \frac{\delta}{2}]\),
\[
\mathbb{P}(\|X^x(t)\|_H \leq \kappa) = \mathbb{E}\left[\mathbb{E}[I_{\{\|X^x(t)\|_H \leq \kappa\}}]\mathcal{F}_T\right] \\
\geq \mathbb{E}\left[\mathbb{E}[I_{\{\|X^x(t-\tilde{T})\|_H \leq \kappa\}}]X^x(\tilde{T}) = y]I_{[0,\beta]}(\|X^x(\tilde{T})\|_H)\right] > 0.
\]

The proof is complete. \qed

\section{Applications}

In this section, as an application of the main result, we obtain the accessibility of a class of coercive and local monotone SPDEs driven by additive pure jump noise.

Let us formulate the assumptions on the coefficients \(A\). Suppose that there exist constants \(\alpha > 1, \beta \geq 0, \theta > 0, C > 0, \bar{C} > 0, \omega > 0, F > 0\) and a measurable (bounded on balls) function \(\rho : V \rightarrow [0, +\infty)\) such that the following conditions hold for all \(v, v_1, v_2 \in V:\)

\begin{itemize}
\item[(H1)] (Hemicontinuity) The map \(s \mapsto_{V^*} \langle A(v_1 + sv_2), v \rangle_V\) is continuous on \(\mathbb{R}\).
\item[(H2)] (Local monotonicity) \(2_{V^*}\langle A(v_1) - A(v_2), v_1 - v_2 \rangle_V \leq (C + \rho(v_2))\|v_1 - v_2\|_H^2\).
\item[(H3)] (Coercivity) \(2_{V^*}\langle A(v), v \rangle_V + \theta\|v\|^2_V \leq F + C\|v\|_H^2\).
\item[(H4)] (Growth) \(\|A(v)\|_{V^*}^2 \leq (F + C\|v\|_V^2)(1 + \|v\|_H^2)\).
\item[(H5)] \(\rho(v) \leq C(1 + \|v\|_V^2)(1 + \|v\|_H^2)\).
\item[(H6)] \(2_{V^*}\langle A(v), v \rangle_V + \bar{C}\|v\|_V^2 \leq 0\).
\end{itemize}

Assume that (H1)-(H5) hold, the well-posedness of \((2.1)\), \((2.3)\) and \((2.4)\) was proved in [1, Theorem 1.2], and for any \(x \in H\) and \(\epsilon > 0\),
\begin{align*}
X^x, X^{\epsilon,x} & \in D([0, \infty); H) \cap L^0_{loc}([0, \infty); V), \ \mathbb{P}\text{-a.s.}, \quad (3.1) \\
Y^x & \in C([0, \infty); H) \cap L^0_{loc}([0, \infty); V). \quad (3.2)
\end{align*}

Here we denote by \(D([0, \infty); H)\) and \(C([0, \infty); H)\) the spaces of all càdlàg paths and continuous paths from \([0, \infty)\) to \(H\), respectively.

We consider the accessibility of \((2.1)\). The main result is stated as follows.

\textbf{Proposition 3.1} Assume that (H1)-(H6) hold and \(\nu\) is symmetric, then the solution \(\{X^x\}_{x \in H}\) of \((2.1)\) is accessible to zero.

\textbf{Remark 3.1} The equation satisfying (H1)-(H6) not only covers many stochastic Hydrodynamical systems, including 2D stochastic Navier-Stokes equations, stochastic Burgers type equations, 2D stochastic Magneto-Hydrodynamic equations, 2D stochastic Boussinesq model for the Bénard convection, 2D stochastic Magnetic Bénard problem, 3D stochastic Leray \(\alpha\)-Model for Navier-Stokes equations and several stochastic Shell Models of turbulence, etc; but
Also covers a class of SPDEs with weakly dissipative coefficients such as stochastic p-Laplace equations, stochastic porous medium equations, stochastic fast diffusion equations, etc. We refer [5, 14, 16] for more details.

Proof of Proposition 3.1

We use Theorem 2.1 to prove this proposition, that is, we verify Conditions (A0)-(A1). The proof of [18, Proposition 4.1] implies Condition (A1-3); see (4.18) in [18]. Hence, we only need to verify Conditions (A1-1) and (A1-2).

Applying the chain rule and Condition (H6),

$$d\|Y^x(t)|H^2 = 2\nu^*\langle A(Y^x(t), Y^x(t))V \leq -\tilde{C}\|Y^x(t)|H^2, \quad (3.3)$$

which implies that the map $t \to \|Y^x(t)|H$ is decrease. Then by a contradiction argument, it is easy to see that

$$\lim_{t \to \infty} \|Y^x(t)|H = 0.$$

Hence Condition (A1-1) holds.

By Condition (H2) and applying the Itô formula,

$$e^{-C\int_0^1 + \rho(Y^x(s))ds}||X^{x, t} - Y^x(t)||H^2 = 2 \int_0^t e^{-C\int_0^1 + \rho(Y^x(s))ds} \int_{\|z\|H \leq \epsilon} \langle X^{x, x}(s) - Y^x(s), z \rangle \tilde{N}(dz, ds)$$

$$+ \int_0^t e^{-C\int_0^1 + \rho(Y^x(s))ds} \int_{\|z\|H \leq \epsilon} \|z\|_{H}^2 N(dz, ds).$$

Using a standard stopping time argument,

$$E\|X^{x, t} - Y^x(t)||H^2 \leq \int_0^t e^{C\int_0^1 + \rho(Y^x(s))ds} ds \int_{\|z\|H \leq \epsilon} \|z\|_{H}^2 \nu(dz). \quad (3.4)$$

By (3.2) and Condition (H5), it is easy to see that (3.4) implies Condition (A1-2).

The proof of this proposition is complete. \qed

Now, we apply the accessibility to establish the ergodicity of a class of SPDEs with weakly dissipative coefficients.

We will need the following additional assumption on the coefficient $A$.

(H7) (Weakly dissipativity) $2\nu^*\langle A(v_1) - A(v_2), v_1 - v_2 \rangle V \leq 0$.

The main result of the ergodicity is given as follows:

Proposition 3.2 Assume that Conditions (H1), (H3), (H4), (H6), and (H7) hold, and $\nu$ is symmetric. Then there exists at most one invariant measure to Eq. (2.1).

Moreover, if the embedding $V \subseteq H$ is compact and there exists $\tilde{\theta} \in ((2 - \alpha) \vee 0, 2]$ such that

$$\int_{\|z\|H > 1} \|z\|_{H}^{\tilde{\theta}} \nu(dz) < \infty, \quad (3.5)$$
and the following condition holds:

\[(H3')\]

\[2v^* \langle A(v), v \rangle_V + \theta \|v\|_V^\alpha \leq F + C\|v\|_H^{2-\theta}.\]

Then there exists a unique invariant measure to Eq. (2.7).

Before we give the proof of the proposition, we would like to present two examples of the driving noises which satisfy the conditions of the proposition.

**Remark 3.2** We remark that Condition \((H3')\) includes a large class of the so-called Lévy processes with heavy tails, i.e., \(\int_{\|z\|_H > 1} \|z\|_H \nu(dz) = \infty\) holds for some \(0 < \chi < 2\). In the following, we give two examples.

**Example 1: Cylindrical Lévy process**

Let \((L(t))_{t \geq 0}\) be an infinite dimensional cylindrical Lévy process given by

\[L(t) = \sum_{j \in \mathbb{N}} \beta_j L^j(t) e_j,\]

where \(\{(L^j(t))_{t \geq 0}, j \in \mathbb{N}\}\) is a sequence of independent one dimensional pure jump symmetric Lévy processes with the same Lévy measure \(\mu\), \(\{\beta_j, j \in \mathbb{N}\}\) is a sequence of real numbers (possibly zero) and \(\{e_j, j \in \mathbb{N}\}\) is a sequence of orthonormal basis of Hilbert space \(H\). If for some \(\theta \in (0, 2]\),

\[(H_\theta) : \int_{|x| > 1} |x|^\theta \mu(dx) + \sum_{j \in \mathbb{N}} |\beta_j|^\theta < +\infty,\]

then the intensity measure \(\nu\) of \((L(t))_{t \geq 0}\) is symmetric and satisfies \((3.3)\) with \(\hat{\theta} = \theta\). Notice that if \(\mu(dx) = dx/|x|^{1+\alpha}\) with \(\alpha \in (0, 2)\), then \(\int_{|x| > 1} |x|^\theta \mu(dx) < \infty\) holds with \(\theta \in (0, \alpha)\). For this case, \((L(t))_{t \geq 0}\) is the so-called cylindrical \(\alpha\)-stable process with \(\alpha \in (0, 2]\).

**Example 2: Subordinated cylindrical Wiener process with a \(\alpha/2\)-stable subordinator, \(\alpha \in (0, 2]\)**

Let \(\{W_t, t \geq 0\}\) be a \(Q\)-Wiener process on \(H\), \(Q \in L(H)\) is nonnegative, symmetric, with finite trace and possibly degenerate, i.e., \(\text{Ker}Q \neq \{0\}\); here \(L(H)\) denotes the set of all bounded linear operators on \(H\). For \(\alpha \in (0, 2]\), let \(S^\alpha_t, t \geq 0\) be an \(\alpha/2\)-stable subordinator independent of \(\{W_t, t \geq 0\}\). The subordinated cylindrical Wiener motion \(L^\alpha_t, t \geq 0\) on \(H\) is defined by

\[L^\alpha_t := W_{S^\alpha_t}, \quad t \geq 0.\]

Then the intensity measure \(\nu\) of \(L^\alpha_t, t \geq 0\) is symmetric and satisfies \((3.3)\) with \(\hat{\theta} \in (0, \alpha)\).

**Proof of Proposition 3.2**

Applying Proposition 3.1 \((X^x(t))_{t \geq 0}\) is accessible to zero. For any \(x, y \in H\), by \(H7\), applying the Itô formula to \(\|X^x(t) - X^y(t)\|_H^2\) to get

\[E(\|X^x(t) - X^y(t)\|_H^2) \leq \|x - y\|_H^2, \forall t \geq 0.\]

Hence \(\{X^x\}_{x \in H}\) satisfies the so-called \(e\)-property; see [12, 13]. This together with the accessibility implies the uniqueness of the invariant measure (if it exists); see Theorem 2 in [12].
Now, we prove the second part of this proposition. Indeed, we only need to prove the existence of the invariant measure.

The proof is in the spirit of [9]. Define a function \( f \) on \( H \) by \( f(u) = (\|u\|_H^2 + 1)^{\frac{\theta}{2}} \).

Applying the Itô formula gives

\[
f(X^x(t)) = f(x) + \hat{\theta} \int_0^t \frac{\langle A(X^x(s)), X^x(s) \rangle_V}{(\|X^x(s)\|_H^2 + 1)^{\frac{\theta}{2}}} ds
\]

\[
+ \int_0^t \int_{\|z\|_H \leq 1} \left[ \|X^x(s) + z\|_H^2 + 1 \right]^{\frac{\theta}{2}} - \left[ \|X^x(s)\|_H^2 + 1 \right]^{\frac{\theta}{2}} \hat{N}(ds, dz)
\]

\[
+ \int_0^t \int_{\|z\|_H > 1} \left[ \|X^x(s) + z\|_H^2 + 1 \right]^{\frac{\theta}{2}} - \left[ \|X^x(s)\|_H^2 + 1 \right]^{\frac{\theta}{2}} \hat{N}(ds, dz)
\]

\[
+ \int_0^t \int_{0 < \|z\|_H \leq 1} \left[ \|X^x(s) + z\|_H^2 + 1 \right]^{\frac{\theta}{2}} - \left[ \|X^x(s)\|_H^2 + 1 \right]^{\frac{\theta}{2}} - \frac{\hat{\theta}(X^x(s), z)}{(\|X^x(s)\|_H^2 + 1)^{\frac{\theta}{2}}} \nu(dz)ds.
\]

Using Condition (H3'), (3.5), the following inequality

\[
|f(u) - f(v)| \leq C(\|u\|_H^2 + 1)^{\frac{\theta}{2}} - \|v\|_H^2 + 1)^{\frac{\theta}{2}} \leq C\|u - v\|_H^2, \quad u, \ v \in H,
\]

and the Taylor expansion gives

\[
\mathbb{E}f(X^x(t)) + \frac{\hat{\theta}}{2} \mathbb{E} \int_0^t \frac{\|X^x(s)\|_V^2}{(\|X^x(s)\|_H^2 + 1)^{\frac{\theta}{2}}} ds
\]

\[
\leq f(x) + \frac{F \hat{\theta}}{2} \mathbb{E} \int_0^t \frac{1}{(\|X^x(s)\|_H^2 + 1)^{\frac{\theta}{2}}} ds + C t
\]

\[
+ C \int_0^t \int_{\|z\|_H > 1} \|z\|_H^{\theta} \nu(dz)ds + C \int_0^t \int_{0 < \|z\|_H \leq 1} \|z\|_H^2 \nu(dz)ds
\]

\[
\leq f(x) + C(1 + t).
\]

A standard stopping time argument and the following formulas have been used to obtain

\[
\nabla f(u) = \frac{\hat{\theta} u}{(\|u\|_H^2 + 1)^{1 - \frac{\theta}{2}}}, \quad \nabla^2 f(u) = \frac{\hat{\theta} \sum_{i=1}^{\infty} e_i \otimes e_i}{(\|u\|_H^2 + 1)^{1 - \frac{\theta}{2}}} - \frac{\hat{\theta}(2 - \hat{\theta}) u \otimes u}{(\|u\|_H^2 + 1)^{1 - \frac{\theta}{2}}},
\]

Here \( \{e_i\}_{i \in \mathbb{N}} \) is an orthonormal basis of \( H \). Hence

\[
\mathbb{E} \int_0^t \frac{\|X^x(s)\|_V^2}{(\|X^x(s)\|_H^2 + 1)^{\frac{\theta}{2}}} ds \leq C(f(x) + 1 + t). \tag{3.6}
\]

Since \( \alpha + \hat{\theta} - 2 > 0 \), by (3.6),

\[
\mathbb{E} \int_0^t \|X^x(s)\|_V^{\alpha + \hat{\theta} - 2} ds \leq \mathbb{E} \int_0^t \frac{\|X^x(s)\|_V^{\alpha + \hat{\theta} - 2}(\|X^x(s)\|_H^2 + 1)}{(\|X^x(s)\|_H^2 + 1)^{1 - \frac{\theta}{2}}} ds
\]
Thus, by the classical Bogoliubov-Krylov argument (cf. [6]), there exists at least one invariant measure of \((2.1)\).

The proof of Proposition 3.2 is complete. □

In the following, we apply Propositions 3.2 to obtain the ergodicity of singular stochastic p-Laplace equations and stochastic fast diffusion equations.

**Example 3.1 Singular Stochastic p-Laplace equation** Let \(\Lambda\) be an open bounded domain in \(\mathbb{R}^d\) with a sufficiently smooth boundary. Consider the following Gelfand triple

\[
V := W_0^{1,p}(\Lambda) \subseteq H := L^2(\Lambda) \subseteq (W_0^{1,p}(\Lambda))^*,
\]

and the stochastic p-Laplace equation

\[
dX(t) = \text{div}(|\nabla X(t)|^{p-2}\nabla X(t)) dt + dL(t), \quad X(0) = x \in H,
\]

where \(p \in (1, 2)\) for \(d = 1, 2\) and \(p \in \left[\frac{2d}{d+2}, 2\right)\) for \(d \geq 3\).

Notice that when \(p > \frac{2d}{d+2}\), the embedding \(W_0^{1,p}(\Lambda) \subseteq L^2(\Lambda)\) is compact. Therefore, applying Proposition 3.2 to (3.7), if let \(p \in (1, 2)\) for \(d = 1, 2\) and \(p \in \left[\frac{2d}{d+2}, 2\right)\) for \(d \geq 3\), and that \(\nu\) is symmetric, then there exists at most one invariant measure to (3.7). Moreover, if \(p \in (1 \lor \frac{2d}{d+2}, 2)\) and (3.5) holds, then there exists a unique invariant measure to (3.7).

**Example 3.2 Stochastic fast diffusion equation** Let \(\Lambda\) be an open (possibly unbounded) domain in \(\mathbb{R}^d\) with a sufficiently smooth boundary. Consider the following Gelfand triple

\[
V := L^{r+1}(\Lambda) \subseteq H := W^{-1,2}(\Lambda) \subseteq (L^{r+1}(\Lambda))^*,
\]

and the following stochastic partial differential equation:

\[
dX(t) = \Delta(|X(t)|^{r-2}X_t) dt + dL(t), \quad X(0) = x \in H,
\]

where \(r \in (0, 1)\) for \(d = 1, 2\) and \(r \in \left[\frac{d-2}{d+2}, 1\right)\) for \(d \geq 3\).

Notice that when \(\Lambda\) is bounded and \(r > \max\{0, \frac{d-2}{d+2}\}\), the embedding \(L^{r+1}(\Lambda) \subseteq W^{-1,2}(\Lambda)\) is compact. Therefore, applying Proposition 3.2 to Eq. (3.8), if let \(r \in (0, 1)\) for \(d = 1, 2\) and \(r \in \left[\frac{d-2}{d+2}, 1\right)\) for \(d \geq 3\), and that \(\nu\) is symmetric, then there exists at most one invariant measure to (3.8). Moreover, if \(\Lambda\) is bounded, let \(r \in (0 \lor \frac{d-2}{d+2}, 1)\) and (3.5) holds, then there exists a unique invariant measure to (3.8).

To prove the above two examples, according to Proposition 3.2, we need to show Conditions (H1), (H3), (H4), (H6), and (H7) hold. To do so, we refer to the proof of Propositions 3.2 and 3.4 in [14].

\[
\leq C \int_0^t \frac{\|X_x(s)\|_V^\alpha + 1}{\left(\|X_x(s)\|^2 + 1\right)^{\frac{\alpha}{2}}} ds \leq C(1 + f(x) + t).
\]
Remark 3.3  
• For the cases of (3.7) with $p \geq 2$ and (3.8) with $r \geq 1$, the following strong dissipativity condition holds: there exist $\alpha \geq 2$ and $\delta > 0$ such that
  
  \[
  2_V \langle A(v_1) - A(v_2), v_1 - v_2 \rangle_V \leq -\delta \|v_1 - v_2\|_V^\alpha, \; v_1, v_2 \in V. \tag{3.9}
  \]

The existence and uniqueness of the invariant measure for these cases are much easier than the cases of (3.7) with $p < 2$ and (3.8) with $r < 1$. We refer to [15] and [2] for more details.

• It seems quite difficult to get Examples 3.1 and 3.2 with other methods due to the lack of strong dissipativity of the equations.
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