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Abstract

These notes introduce basic aspects of black hole thermodynamics. I review the classical laws of black hole mechanics, give a brief introduction to the essential concepts of quantum field theory in curved spacetime, and derive the Unruh and Hawking effects. I conclude with a discussion of entropy from the Euclidean path integral point of view and in the context of the AdS/CFT correspondence. Originally delivered as a set of lectures at the PIMS summer school “Strings, Gravity and Cosmology” in August 2004.
1 Introduction

The aim of these notes is to provide a brief introduction to the basic ideas of black hole thermodynamics. The principal aim is to explain the association of a temperature and entropy with stationary black holes,

\[ T = \frac{\hbar \kappa}{2\pi}, \quad S = \frac{A}{4G\hbar}, \quad (1.1) \]

where \( \kappa \) is the black hole’s surface gravity and \( A \) is the area of the event horizon. This is not intended as a review article; this is a large subject, and there are aspects I am not expert enough to review. It will reflect my own perspective, filtered through the desire to present a hopefully useful pedagogical introduction. I will focus on providing an explanation of the key results in the simplest possible contexts. Two points I intend to highlight are the universality of the results—the relations (1.1) apply to any stationary black hole\(^1\)—and the central role of regularity at the event horizon in the derivation of the thermodynamic properties. I will emphasise the Euclidean point of view on black hole thermodynamics.

\(^1\)This is for Einstein’s general relativity. To extend it to theories with higher-curvature terms in the Lagrangian, the expression for the entropy in (1.1) is replaced by a more general integral over the event horizon, as described in section 3.2.
Other useful introductory reviews are [1, 2, 3, 4, 5, 6]. An in-depth discussion of the derivation of Hawking radiation is given in [7], and the connection between Killing horizons and thermal properties is discussed at length in [8]. Most monographs on quantum field theory in curved spacetime include some discussion of black hole thermodynamics (see the list of references later in the introduction): a particularly comprehensive discussion is given in [9]. The recent textbook [10] also has a nice treatment of the subject. For detailed discussion of black holes and string theory, see [11, 12].

Black hole thermodynamics has continued to fascinate researchers over the 30 years since Hawking’s discovery of the thermal radiation from black holes [13, 14] because it provides a real connection between gravity and quantum mechanics. The relation between geometrical properties of the event horizon and thermodynamic quantities provides a clear indication that there is a relation between properties of the spacetime geometry and some kind of quantum physics. The thermodynamic behaviour [11] should have a statistical interpretation in quantum gravity, and hence it provides clues to the form of the quantisation of gravity. In string theory in particular, the scaling of $S$ with the area was argued to imply that the fundamental theory cannot have local bulk degrees of freedom in the same way as an ordinary quantum field theory [15, 16, 17], and the understanding of these relations in a string theory context and providing them with a natural statistical explanation has been one of the driving forces in the revolution which has taken us beyond the formulation of string theory in terms of string scattering in a fixed background spacetime to a fully non-perturbative formulation of the theory through the AdS/CFT dualities (see for example the review [18]).

The study of black hole thermodynamics also played an important role in the development of quantum field theory in curved spacetime. This is a subject of considerable physical importance in its own right, playing an important role in, for example, the very early universe (see the lectures by Robert Brandenburger at this school, or the notes online from another set of lectures [19]). The study of such curved backgrounds has also expanded our understanding of quantum field theory in general.

These notes begin with a review of the relevant features of the classical black hole geometries, stressing the distinction between Killing and event horizons, in section 2. I describe the evidence for an analogy between black hole dynamics and thermodynamics at the classical level in section 3. Although this is the oldest part of the subject, new developments are still occurring. I give a basic introduction to quantum field theory in curved spacetime in section 4, introducing the technology required to understand the argument for black hole thermodynamics. This is not meant as a complete introduction to this rich subject, and the interested reader would be well-advised to consult a more extensive discussion: there are several excellent texts [20, 21, 22, 9, 23] and reviews (e.g., [24, 25, 26, 27, 28]) which cover it; I particularly recommend the recent review by Jacobson [28], which provides a highly-accessible introduction to the modern viewpoint on this subject. In section 5 I will discuss the Unruh effect and Hawking radiation, showing how quantum fields on black hole backgrounds behave thermally. Finally, in section 6 the lectures finish with a more sketchy discussion of entropy from the Euclidean path-integral point of view and the understanding of
black hole thermodynamics in AdS/CFT. Mainly because of time constraints, I have focused on equilibrium and quasi-equilibrium processes, and excluded any detailed discussion of dynamical issues such as the generalised second law.

I have attempted to make these notes reasonably self-contained and pedagogical. The choices of topics and emphasis naturally reflects my own interests; it was also influenced by the original audience. I have drawn heavily on the referenced sources in preparing these notes, and make no claim of originality for any of the content. I have attempted to give useful references to more detailed reviews and to the original literature; while it is impossible to give full references to all the people who have contributed to this subject, I welcome comments and corrections.

2 Review of black holes

Black hole thermodynamics involves many powerful general statements. However, to keep the discussion as concrete as possible, I will introduce the subject by focusing on the simplest possible examples. The simplest black hole solution is the Schwarzschild solution. This is a vacuum solution in general relativity in four spacetime dimensions, for which the metric is

\[ ds^2 = -\left(1 - \frac{2M}{r}\right)dt^2 + \left(1 - \frac{2M}{r}\right)^{-1} dr^2 + r^2 (d\theta^2 + \sin^2 \theta d\phi^2). \quad (2.1) \]

This metric appears to have a singularity at \( r = 2M \). However, this is only a coordinate singularity. We can see that the light cones in these coordinates are closing up as we approach \( r = 2M \), so we can construct a better coordinate system in that region by following the causal structure: define new coordinates

\[ u, v = t \pm r_* = t \pm \left[r + 2M \ln \left(\frac{r}{2M} - 1\right)\right], \quad (2.2) \]

so

\[ \dot{u}, \dot{v} = \dot{t} \pm \frac{\dot{r}}{1 - 2M/r}. \quad (2.3) \]

Thus, ingoing null rays have \( u = \text{constant} \), while outgoing null rays have \( v = \text{constant} \). If we write the metric in coordinates \((u, r, \theta, \phi)\), we can extend it across \( r = 2M \) along ingoing null rays. Similarly, the metric in coordinates \((v, r, \theta, \phi)\) can be extended across \( r = 2M \) along outgoing null rays.

To cover the whole spacetime including the whole region behind the horizon, we need to introduce the Kruskal coordinates

\[ u' = e^{u/4M} = \left(\frac{r}{2M} - 1\right)^{1/2} e^{(r+1)/4M}, \quad (2.4) \]

\[ v' = -e^{-v/4M} = \left(\frac{r}{2M} - 1\right)^{1/2} e^{(r-1)/4M}. \quad (2.5) \]

In terms of these coordinates,

\[ ds^2 = -\frac{32M^3}{r} e^{-r/2M} du'dv' + r^2 d\Omega^2, \quad (2.6) \]
where \( r(u,v) \) is defined implicitly by (2.4,2.5). These coordinates are maximal—all geodesics either extend to infinite affine parameter without leaving this chart or meet the singularity at \( r = 0 \). The singular surface at \( r = 2M \) in the previous coordinates maps to \( u'v' = 0 \), which is manifestly non-singular. On the other hand, \( r = 0 \), which maps to \( u'v' = -1 \), is still singular: this is a curvature singularity. More generally, surfaces of constant \( t \) are at \( u'/v' = \text{constant} \), while surfaces of constant \( r \) are at \( u'v' = \text{constant} \). We will later need the form of the time-translation symmetry in these coordinates,

\[
\partial_t = \frac{1}{4M}(u'\partial_{u'} - v'\partial_{v'}).
\]  

(2.7)

These coordinates are depicted in figure 1. One of the primary advantages of this coordinate system is that the light cones lie at 45 degrees throughout the figure. This allows us to immediately see that \( r = 2M \) plays a special role. Any observer who enters the region \( r < 2M \) will inevitably encounter the singularity at \( r = 0 \).

Figure 1: Kruskal diagram for Schwarzschild.

Another useful representation of the spacetime is the Penrose diagram [29, 30], which maps the whole spacetime to a finite region. Formally, we consider a manifold \((\tilde{M}, \tilde{g})\) such that the original spacetime \((M, g)\) maps to a subset of \(\tilde{M}\), with a conformal relation between the metrics, \(\tilde{g}_{\mu\nu} = \Omega^2 g_{\mu\nu}\), on the image of \(M\) in \(\tilde{M}\). The boundary of the image of \(M\) in \(\tilde{M}\) is thought of as representing the ‘points at infinity’ in spacetime. This construction provides a highly useful tool for discussing the global structure of spacetimes. We can create an appropriate coordinate system describing \(\tilde{M}\) by setting

\[
\tan U = u', \quad \tan V = v'.
\]  

(2.8)
This is represented in figure\textsuperscript{2}. Once again, light cones lie at 45 degrees in the figure.

\begin{figure}[h]
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\caption{Penrose diagram for Schwarzschild.}
\end{figure}

This maximally-extended solution provides the model and template for our discussion of the properties of black holes and the relation to thermodynamics. We should note, however, that for a physical black hole formed by gravitational collapse, only a part of the spacetime is relevant, since this vacuum solution is only applicable outside of any collapsing matter. Furthermore, once we take Hawking radiation into account, a physical black hole will evaporate; the quantum-corrected black hole does not approach an equilibrium described by this solution. Thus, this eternal Schwarzschild solution is not directly related to the behaviour of real black holes.

This situation is somewhat improved if we consider a simple generalisation, to include a negative cosmological constant. Since this generalisation is of particular interest in string theory, we consider the solution in \( d \) spacetime dimensions, the Schwarzschild-AdS metric

\begin{equation}
\begin{aligned}
    ds^2 &= -f(r)dt^2 + f(r)^{-1}dr^2 + r^2d\Omega_{d-2}, \\
    f(r) &= \left(1 - \frac{\omega_d M}{r^{d-3}} + \frac{r^2}{\ell^2}\right), \\
    \omega_d &= \frac{16\pi G}{(d-2)\text{Vol}(S^{d-2})},
\end{aligned}
\end{equation}

where

\begin{equation}
d\Omega_{d-2} \text{ is the metric on the unit } d-2 \text{ sphere, and the cosmological constant is } \Lambda = -(d-1)/\ell^2. \text{ This has a coordinate singularity at } r = r_+, \text{ where } f(r_+) = 0, \text{ which can be removed, as before, by passing to Kruskal coordinates. We define the light cone coordinates}
\end{equation}

\begin{equation}
u, v = t \pm r_*, \quad dr_* = dr/f(r), \text{ and then define Kruskal coordinates by}
\end{equation}

\begin{equation}
u' = e^{\kappa u}, \quad \nu' = -e^{-\kappa v},
\end{equation}
where
\[ \kappa = \frac{1}{2} f'(r_+) = \frac{(d-1)r_+^2 + (d-3)\ell^2}{2r_+\ell^2}. \] (2.14)

The time-translation Killing vector is given by
\[ \partial_t = \kappa(u'\partial_u - v'\partial_v). \] (2.15)

In this case, \( r_* \sim r^{-1} \) for large \( r \), so \( r_* \) has a finite range. This implies that the Kruskal diagram will have an additional boundary for some value of \( u'v' \), as depicted in figure 3, corresponding to the timelike boundary in the asymptotically AdS spacetime.

In the Penrose diagram, this implies that the null asymptopia of the Schwarzschild solution is replaced by a timelike \( I \). It was recently noted \[31\] that for \( d > 3 \), there is no choice of conformal factor such that both the singularity \( r = 0 \) and the asymptotic boundaries \( I \) can be represented as straight lines on the Penrose diagram.

The study of the eternal black hole solution is a little more well-motivated in this case. The negative cosmological constant will prevent the radiation emitted from the black hole escaping to infinity. Furthermore, the specific heat is positive for large enough black holes (as we will see in section 5), so they can reach equilibrium with their Hawking radiation and settle down to a configuration approximately described by this eternal black hole solution.

The simple form of the above metrics is indicative of a genuine simplicity in the physics of black holes, and not just the special cases we have chosen to study. There are ‘no-hair’ theorems which state that Schwarzschild is the most general asymptotically flat static vacuum solution; this was first proved for the four-dimensional case in \[32\], and for higher dimensions in \[33\]. In four dimensions, this generalises to stationary solutions: the most general stationary asymptotically flat black hole in four-dimensional vacuum general relativity is described by the Kerr solution, which has just two parameters: the mass \( M \) and angular momentum \( J \) (see \[34\] for a review of no-hair theorems). The most remarkable recent discovery in black hole physics is that no such no-hair theorem exists for stationary solutions in \( d > 4 \): the existence of
black ring solutions shows that there can be more than one solution with a given $M, J$.

### 2.1 Horizons

In the Schwarzschild-AdS solution, the surface at $r = r_+$ is referred to as the black hole horizon or event horizon. It is actually an example of two different kinds of horizons. First, the surface $v' = 0$ is an event horizon for the right asymptotic region (and similarly $u' = 0$ is an event horizon for the left asymptotic region). An event horizon corresponds to the intuitive idea of a black hole as a region nothing can escape from: anything that crosses $v' = 0$ can never return. We can similarly define an event horizon in any spacetime with specified asymptotic behaviour: the event horizon $H$ is the boundary of the causal past of the asymptotic infinity, $H = J^-(\mathcal{I}^+)$ (see [30] for a more detailed discussion). In a general spacetime, the region inside the event horizon which no signal can escape from, that is, the region $M - J^-(\mathcal{I}^+)$ in a spacetime $M$, will be referred to as the black hole. By virtue of the definition, the event horizon in an arbitrary spacetime is always a null hypersurface. Generators may enter the horizon, but cannot leave it.

Because Schwarzschild-AdS is a static solution, the event horizon is also a Killing horizon. More accurately, the whole surface $r = r_+$, consisting of the two branches $u' = 0$ and $v' = 0$, forms a bifurcate Killing horizon. A Killing horizon is a null surface $N$ whose generators are orbits of an isometry; that is, with a Killing vector field $\xi$ whose orbits generate $N$. In Schwarzschild-AdS, both $u' = 0$ and $v' = 0$ are Killing horizons with respect to the time-translation Killing vector $\partial_t$.

A bifurcate Killing horizon is a structure like the space $r = r_+$: a pair of Killing horizons of the same Killing vector which intersect over a spacelike two-surface, called the bifurcation surface. The Killing vector $\xi$ necessarily vanishes on the bifurcation surface; that is, it is a collection of fixed points of the isometry. Conversely, if a Killing vector vanishes on a spacelike two-surface, there is a Killing horizon with that two-surface as a bifurcation surface [9]. Thus the bifurcate Killing horizon structure is entirely determined by these fixed points of the isometry. In Schwarzschild-AdS, the set $u'v' = 0$ forms a bifurcate Killing horizon, and $u' = v' = 0$ is the bifurcation two-sphere.

On a Killing horizon, the surface gravity $\kappa$ is defined by

$$\xi^\mu \nabla_\mu \xi^\nu = \kappa \xi^\nu \quad \text{on } N.$$  \hfill (2.16)

Equivalently,

$$\kappa^2 = -\frac{1}{2} (\nabla^\mu \xi^\nu)(\nabla_\mu \xi_\nu) \quad \text{on } N. \hfill (2.17)$$

In Schwarzschild, we can work out from [24] that $\kappa = \pm 1/4M$. Similarly, in the Schwarzschild-AdS solution, $r = r_+$ is a bifurcate Killing horizon with Killing vector $\xi = \partial_t$, and $\kappa = f'(r_+)/2$ is the surface gravity of this Killing horizon.

In general dynamical contexts, these two types of horizons are quite different. However, for the stationary black holes, they tend to coincide. That is, if the black
hole solution has a Killing vector which is timelike at infinity, then in many cases of interest, the event horizon will also be a Killing horizon. This has been proved assuming that the solution is vacuum or electrovac \[37\], or if it has an additional angular symmetry, so that the black hole is stationary-axisymmetric \[36\].

The notion of an event horizon plays the central role in the general classical definition of a black hole, and in dynamical considerations such as the generalised second law. The Killing horizon structure will play the central role in the discussion of quantum field theory on this spacetime, and the derivation of black hole thermodynamics in section \[5\] will be based on the fact that the black hole horizon is a bifurcate Killing horizon. Thus, the Killing horizon structure is the more important for the purposes of these lectures. Note also that Killing horizons (unlike event horizons) do not occur only in black holes; there are many examples of Killing horizons which are not also black hole horizons. In fact, as we see next, this structure also occurs in flat space.

\subsection*{2.2 Near-horizon structure}

We have argued above that the horizons in stationary black hole spacetimes will typically be bifurcate Killing horizons. Many of the universal features of black hole thermodynamics find their origin in this common structure, so we will now study the region of the spacetime near the horizon more closely. We focus on a neighbourhood of a null generator of the horizon in the Schwarzschild-AdS solution (the one at $\theta = 0$, say) by considering

$$r = r_+ + \epsilon^2 \frac{f'(r_+)}{4} x^2, \quad (2.18)$$

for some small $\epsilon$, so $f(r)\, dr^2 = \epsilon^2 dx^2$ up to corrections of order $\epsilon^4$, and also focus on small values of $\theta$, $\theta = \epsilon \rho$. In this limit the metric becomes

$$ds^2 = \epsilon^2 \left( -\frac{f'(r_+)^2}{4} x^2 dt^2 + dx^2 + ds_{R(d-2)}^2 \right) + O(\epsilon^4). \quad (2.19)$$

The leading part of the metric for small $\epsilon$ describes flat space (as we might expect, since we have focused on a small part of the spacetime), but not in the usual Cartesian coordinates. This coordinate system is called Rindler coordinates. If we set

$$X = x \cosh(\kappa t), \quad T = x \sinh(\kappa t), \quad (2.20)$$

where $\kappa = f'(r_+)/2$ as before, we recover flat space in the usual Cartesian coordinates,

$$ds^2 = \epsilon^2 ( -dT^2 + dX^2 + ds_{R(d-2)}^2 ). \quad (2.21)$$

The Rindler coordinates of (2.19) only cover the portion $X^2 - T^2 > 0, X > 0$ of flat space, which is called a Rindler wedge.

We see that there is a Killing horizon in flat space, as shown in figure 4. The surface at $x = 0$ in the Rindler coordinates is a Killing horizon for the Killing vector $\xi = \partial_x$. This horizon is called a Rindler horizon. The Killing vector $\xi = \partial_t$ in the Rindler coordinates is recognised as a boost symmetry, and the co-moving observers
in Rindler coordinates are uniformly accelerating, with acceleration $a = 1/x$. The horizon is therefore also referred to as an acceleration horizon. This horizon arises because these uniformly accelerating observers will not be able to receive signals from the whole spacetime. The Rindler observers, who follow worldlines $x = \text{constant}$, cannot influence or be influenced by events in the left wedge in figure 4. Of course, since this is just flat space, this is not an event horizon; it is an example of an observer-dependent horizon, specified by reference to a particular observer’s worldline.

The Rindler horizon is the simplest example of a Killing horizon, and provides a template for any investigation of Killing horizons. We can extend the above analysis to show that the near-horizon limit of an arbitrary bifurcate Killing horizon is a Rindler horizon. The fact that we can in this sense reduce the local properties of any bifurcate Killing horizon to considering a Rindler horizon will play a central role in the universality of the thermodynamic properties of black holes.

3 Classical black hole thermodynamics

In this lecture, we will discuss the features of classical black hole mechanics which provided the first indications that there was a relation between black holes and thermodynamics. We aim to give a qualitative description, providing a flavour for the results and a few illustrative examples. For details of proofs and fuller arguments, we refer the reader to the references; the lecture notes on black holes by Townsend [38] include proofs of many of the statements we quote here.

3.1 Area theorem

We consider first Hawking’s area theorem [39] and the relation to the second law of thermodynamics. The area theorem states: If the spacetime on and outside the future event horizon is a regular predictable space, and the stress tensor satisfies the
null energy condition, \( T_{\mu \nu} k^\mu k^\nu \geq 0 \) for arbitrary null \( k^\mu \), then the area of spatial cross-sections of the event horizon is non-decreasing. The condition that the spacetime is a regular predictable space essentially forbids naked singularities on or outside the event horizon; see \[36\] for details. Thus, so long as spacetime is regular, and the matter satisfies an energy condition, the area of the event horizon is non-decreasing. Bekenstein pointed out \[40\] that there was a close analogy between this result and the second law of thermodynamics, and used it and thermodynamic considerations to argue that black holes should be assigned an entropy proportional to the area of the event horizon.

Let us briefly give an idea of how this theorem is proved. If we consider a small bundle of the null geodesics generating the event horizon, which has a cross-sectional area \( A \) at some value of the affine parameter \( \lambda \) along the geodesics, then we can define the expansion \( \theta \) by

\[
\frac{dA}{d\lambda} = \theta A;
\]

that is, \( \theta \) is the fractional rate of change of the area. If we imagine the theorem is violated, so that the area of the horizon decreases, then we must have \( \theta < 0 \) somewhere on the event horizon. Since the generators are geodesics, the evolution of the expansion is determined by Raychaudhuri’s equation,

\[
\frac{d\theta}{d\lambda} = -\frac{1}{3} \theta^2 - \sigma_{\mu \nu} \sigma^{\mu \nu} + \omega_{\mu \nu} \omega^{\mu \nu} - R_{\mu \nu} k^\mu k^\nu,
\]

where \( \sigma_{\mu \nu} \) is the shear, \( \omega_{\mu \nu} \) is the rotation, which vanishes for the generators of a hypersurface, and \( k^\mu \) is the tangent to the null geodesics. Hence, if the null energy condition is satisfied, so \( R_{\mu \nu} k^\mu k^\nu \geq 0 \), \( \theta < 0 \) implies that \( \theta \to -\infty \) in finite \( \lambda \). This produces a caustic, as shown in figure 5. But the points \( p \) and \( q \) indicated on the figure are timelike separated. This contradicts our assumption that the null curves are the generators of an event horizon, as no two points on the event horizon can be timelike separated. Thus, by contradiction, the cross-sectional area of an event horizon cannot decrease. It is interesting to note that although the proof assumes Einstein’s equations, they are not used in an essential way, whereas they will be in proving the first law. The assumption that the geometry is regular on and outside the event horizon will continue to play an important role throughout our discussion.

3.2 Zeroth and first laws

The area theorem is the only one of the classical results which truly concerns the dynamics of black hole event horizons. The zeroth and first laws of black hole mechanics are concerned with equilibrium or quasi-equilibrium processes. That is, they concern stationary black holes, or adiabatic changes from one stationary black hole to another. We will assume that for such black holes, the event horizon is also a Killing horizon, using one of the arguments at the end of section 2.1—this implies some limitations on the generality of the following statements.

The zeroth law of black hole mechanics then states that the surface gravity \( \kappa \) is constant over the event horizon of a stationary black hole \[11\]. We have already
Figure 5: A family of null geodesics with $\theta < 0$ initially will form a caustic; the dotted curve connecting $p$ and $q$ lies within the local light cone, so these points are timelike separated.

seen that this is true for Schwarzschild and Schwarzschild-AdS. This provides a first indication that the surface gravity is an analogue of the temperature. This may seem a weak analogy, since there are presumably many constant quantities in a stationary black hole solution. Nonetheless, this is a non-trivial statement. If we consider for example the non-uniform black string solution which was discovered in [42], whose horizon is depicted in figure 6, many local features of the event horizon, such as its local radius of curvature, vary over the horizon, but the surface gravity is constant by virtue of the above result.

Figure 6: The event horizon of a non-uniform black string solution, from [42].

The analogy is considerably strengthened by the first law of black hole mechanics.
For a rotating charged black hole, this states that

\[ dM = \frac{\kappa}{8\pi} dA + \Omega dJ + \Phi dQ, \tag{3.3} \]

where \( \Omega \) is the angular velocity and \( \Phi \) is the electric potential \[41\]. This relates the change in area to the change in mass, angular momentum and charges for an adiabatic transition between nearby stationary black hole solutions. This first law is evidently analogous to the first law of thermodynamics. Taken together with the second law of thermodynamics, which identifies a multiple of the area as the analogue of entropy, it enables us to identify a multiple of the surface gravity \( \kappa \) as an analogue of temperature. Later, we reverse this argument: we can identify \( T = \frac{\hbar}{2\pi} \) as the temperature of a black hole using quantum field theory in curved spacetime. The first law then implies that \( S = \frac{A}{4G\hbar} \) is the black hole’s entropy.

If we consider for example the Schwarzschild family of solutions, it is straightforward to prove (3.3) by direct calculation: the area of the event horizon is \( A = 16\pi M^2 \), so under a small change \( M \rightarrow M + dM, A \rightarrow 16\pi(M + dM)^2 \approx A + 32\pi MdM \). Recalling that \( \kappa = 1/4M \), we see that indeed \( dM = \kappa dA/8\pi \).

Similarly, if we consider the Schwarzschild-AdS black hole, for which

\[ A = \text{Vol}(S^{d-2})r_+^{d-2}, \tag{3.4} \]

then

\[ dA = \text{Vol}(S^{d-2})(d-2)r_+^{d-3}dr_+, \tag{3.5} \]

and we can relate \( dr_+ \) to \( dM \) by observing that

\[ 0 = f_{M+dM}(r_+ + dr_+) = f_{M+dM}(r_+) + dr_+ f^\prime_M(r_+) \\
= (1 - \frac{\omega_d(M + dM)}{r_+^{d-3}} + \frac{r_+^2}{l^2}) + dr_+ f^\prime_M(r_+) \\
= -\frac{\omega_d dM}{r_+^{d-3}} + dr_+ f^\prime_M(r_+) \tag{3.6} \]

Hence,

\[ dM = \frac{r_+^{d-3}f'(r_+)}{\omega_d} dr_+ = \frac{f'(r_+)}{16\pi}(d-2)\text{Vol}(S^{d-2})r_+^{d-3}dr_+ = \frac{\kappa}{8\pi} dA, \tag{3.7} \]

where we have used \( \omega_d = 16\pi/(d - 2)\text{Vol}(S^{d-2}) \) and \( \kappa = f'(r_+)/2 \). Both these demonstrations have used the equations of motion implicitly, as we have used details of the form of the solutions.

For more general asymptotically flat rotating charged black holes, it is convenient to prove the first law by using the Komar integrals to define \( M, J, \) and \( Q \). As with the short proof above for the Schwarzschild and Schwarzschild-AdS cases, the proof using Komar integrals uses the equations of motion in an essential way.

Since \( M, J, Q \) are defined asymptotically, the form of the first law derived in this way is relating quantities defined at infinity to quantities defined locally on the black
hole horizon. This seems to depend in a crucial way on the black hole uniqueness results, which ensure that there is a unique spacetime geometry, and hence a well-defined value of $A$, for given $M, J, Q$. In higher dimensions, the solutions are no longer unique [35], and can involve ‘dipole charges’ which are not globally conserved, and hence are not given by asymptotic integral expressions [43]. It was shown in [43] that these latter solutions satisfied a first law including a work term associated with the dipole charge. Understanding the first law for these cases in general is an interesting open problem.

A potentially relevant development is the recent definition of a form of the first law which is valid locally on the horizon, by introducing a new notion of a horizon called an isolated horizon [44]. This also allows discussion of thermodynamics of black holes assuming that only the black hole horizon is in equilibrium, not necessarily the whole spacetime.

Another important generalisation, which has already played an important role in string theory discussions, is the investigation by Wald and Iyer [45, 46] (building on ideas from [47, 48]), who showed that a first law holds for an arbitrary Lagrangian theory of gravity, where the gravitational Lagrangian $L(R_{\mu\nu\rho\sigma}, \nabla_\lambda R_{\mu\nu\rho\sigma}, \ldots)$ is some general functional of the Riemann tensor and its covariant derivatives—this could be, for example, the effective action for a string theory including $\alpha'$ corrections.

This approach uses a Noether current $J$ associated with a vector field $\xi$ constructed from a diffeomorphism variation of the Lagrangian. When the equations of motion are satisfied, this current defines an $(n-2)$ form charge $Q[\xi]$ on spacetime satisfying $J = dQ$. They showed that if one considered a stationary black hole solution in this theory, with a bifurcate Killing horizon $H$, one could relate an energy $E$ defined by a surface integral at infinity to the change in a local integral over the horizon,

$$\delta E = \frac{\kappa}{2\pi} \delta S + \text{work terms}, \quad (3.8)$$

where $\kappa$ is the surface gravity defined as before, and the quantity playing the role of entropy is now

$$S = 2\pi \int_{\Sigma} Q[\xi] = 2\pi \int_{\Sigma} X^{cd} \epsilon_{cd}. \quad (3.9)$$

In the expression for $S$, $\Sigma$ is the bifurcation surface in the bifurcate Killing horizon $H$, and $\xi$ is the Killing vector field which vanishes on this bifurcation surface. The second form of the expression is obtained from the explicit form of the Noether charge. The $(n-2)$ form $X$ can be defined by taking a functional derivative of the Lagrangian with respect to the Riemann tensor,

$$X_{ab} = - \frac{\delta L}{\delta R_{ab}}, \quad (3.10)$$

where $R_{ab}$ is the usual curvature 2-form, $R_{\mu\nu\rho\sigma} = e^\lambda_\mu e^\rho_\sigma R_{\lambda\mu\rho\sigma}$.

This construction of the first law provides a notion of entropy for a general gravitational theory. If the Lagrangian is simply the Einstein-Hilbert Lagrangian, the form $X_{ab}$ will be proportional to the area element on the horizon, and this will reduce
to \( S = A/4 \). In general, the entropy is given by a local, geometrical integral over the event horizon of the black hole, but this integral may now involve the curvature as well as the proper area of the horizon. Since (3.8) is proved for a general perturbation in the space of solutions, this formulation may also be sufficiently general to encompass the first law for black rings with dipole charges.

This formula for the entropy has been applied to the calculation of the entropy for extremal black holes in string theory, including higher-curvature corrections [49, 50, 51]. Remarkably, the changes in the entropy formula agree precisely with the results of microscopic calculations from an M-theoretic perspective [52, 53]. More recently, it has been suggested that the partition function for these black holes, including all the higher-curvature corrections, is related to the partition function for topological strings [54].

An obvious next question is whether this entropy satisfies a second law; that is, can one show that (3.9) is always non-decreasing in arbitrary physical processes, proving an analogue of Hawking’s area theorem for this more general expression? For quasi-stationary processes, the second law can be shown to hold as a consequence of the first law and the null energy condition [55]; however, for general dynamical processes, the question remains open, although a proof for a particular class of Lagrangians was given in [56].

Already in this generalisation of the classical theory, we see that the form of the temperature is unchanged, while the form of the entropy appearing in this formula depends on the theory we consider. The primary nature of the identification of the temperature with surface gravity in (1.1) will become still more apparent when we consider quantum effects in the next two sections.

In this section, we have seen that there is an analogy between the classical laws of black hole mechanics and the laws of thermodynamics. However, at the classical level, this is purely an analogy—in particular, classical black holes are not thermal, as they have no emission. To promote this analogy to a true identification, we need to introduce a quantum element into our discussion, by studying quantum field theory on the black hole background.

4 Quantum field theory in curved spacetime

The subject of quantisation of the matter fields on a fixed spacetime background is of clear practical importance. It provides the quantum analogue of the classical kinematics of gravity determined by for example the geodesic equation, and like the geodesic equation, it should provide a good description in contexts where we are interested in the effects of spacetime on some matter, but the gravitational field of this matter itself is negligible. It is also analogous to quantising the fields describing charged particles in a fixed classical background electromagnetic field.

\(^2\)These extremal black holes have \( T = 0 \), and their horizons are not bifurcate Killing horizons. To apply the formula (3.9) to calculate their entropy, we must assume that the entropy is continuous as we move from the non-extreme black holes, where the argument of [15] applies, to these extreme solutions.
Unlike quantisation in a fixed background gauge field, quantisation on curved spacetime involves significant conceptual differences from the more familiar case of quantisation in flat space. This is because in the usual treatment of quantum field theory, Poincare-invariance plays a central role in the discussion. In considering a general spacetime background, we have to give up on this approach based on global symmetry. This means in particular that there will not be a preferred vacuum state or a natural Fock space construction of the Hilbert space. We are led to make a strong distinction between the quantisation of the field, promoting it to a local operator, and issues to do with the choice of state.

In this section, I will briefly introduce the essential aspects of this quantisation. The initial review of canonical quantisation will follow the treatment in [9, 28] quite closely, adopting a modern point of view where the focus is on promoting fields to local operators and the invariant characterisation of states, rather than mode decompositions and Fock spaces. I will also briefly discuss the Peierls bracket, which provides an alternative, more covariant approach to quantisation. Since our focus is on thermodynamics, I will spend some time explaining the KMS condition, which provides a characterisation of thermal states for general quantum systems, and its application to a quantum field on a stationary background spacetime.

Our discussion will be restricted to free theory, and it will be sufficient for our purposes to consider a real scalar field. The extension to other spins is fairly straightforward. So we start from a classical theory with action

$$S = -\frac{1}{2} \int d^d x \sqrt{-g} (g^{\mu\nu} \nabla_\mu \phi \nabla_\nu \phi + m^2 \phi^2),$$

(4.1)

with corresponding equation of motion

$$(\Box - m^2) \phi = 0.$$ 

(4.2)

## 4.1 Canonical quantisation

If we assume our spacetime manifold $M$ can be decomposed as $M = \mathbb{R} \times \Sigma$ where $\mathbb{R}$ represents the timelike direction and $\Sigma$ is some $d - 1$-dimensional Riemannian manifold, then we can apply the usual techniques of canonical quantisation. Denoting the corresponding decomposition of a coordinate chart on $M$ by $x^\mu = (x^0, \vec{x})$, we can write

$$S = \int d x^0 L,$$

(4.3)

and introduce as canonical coordinates the value of $\phi$ on $\Sigma$ at some value of $x^0$, $\phi(\vec{x})$, and the conjugate momentum

$$\pi(\vec{x}) = \frac{\delta L}{\delta (\partial_0 \phi)} = \sqrt{-g} g^{\mu 0} \partial_\mu \phi = -\sqrt{h} n^\mu \partial_\mu \phi(\vec{x}),$$

(4.4)

where $h_{ij}$ is the metric on $\Sigma$ and $n_\mu$ is the normal to $\Sigma$ in $M$.

We then quantise by imposing the usual canonical commutation relations,

$$[\phi(\vec{x}), \pi(\vec{y})] = i \hbar \delta^{d-1}(\vec{x}, \vec{y}),$$

(4.5)
where the densitized delta function $\delta^{d-1}(\vec{x}, \vec{y})$ is defined by

$$
\int_{\Sigma} d^{d-1}\vec{x} f(\vec{y}) \delta^{d-1}(\vec{x}, \vec{y}) = f(\vec{x}).
$$

(4.6)

This is the essence of quantisation. It is worth noting that this step is entirely local. The overall structure of the spacetime does not enter into the definition of these commutation relations. It is only when we wish to go on to represent them in terms of operators acting on a Hilbert space that the structure of the background becomes important, entering notably through the definition of the inner product.

The usual flat-space definition of this Klein-Gordon inner product generalises directly to curved spacetime,

$$
(f, g) = \int_{\Sigma} d\Sigma_{\mu} j^\mu(f, g),
$$

(4.7)

where the current

$$
j^\mu(f, g) = -i\sqrt{-g}g^{\mu\nu}(\bar{f} \partial_\nu g - \partial_\nu \bar{f} g).
$$

(4.8)

This current is conserved as a consequence of the equations of motion, $\partial_\mu j^\mu = 0$, which implies that the inner product $(f, g)$ is independent of the choice of spacelike slice $\Sigma$; that is, it is in particular independent of the time coordinate $x^0$. As a consequence of the definition, this inner product also satisfies

$$
\overline{(f, g)} = -(\bar{f}, \bar{g}) = (g, f),
$$

(4.9)

and as a result, $(f, \bar{f}) = 0$. The inner product is clearly not positive definite.

So far, the quantisation procedure has precisely paralleled the usual discussion. At this stage in flat space, we would introduce a basis of positive frequency field modes. The restriction of the inner product to these modes would then be positive definite, and we could use it to construct the Hilbert space. The essential difference in a curved spacetime is that there is no natural \textit{a priori} notion of positive frequency. To construct a Hilbert space, we therefore need to introduce a decomposition of the space $\mathcal{S}$ of solutions of the field equations into a positive norm part and its conjugate:

$$
\mathcal{S} = \mathcal{S}_p \oplus \bar{\mathcal{S}}_p,
$$

(4.10)

where

$$
(f, f) > 0 \quad \forall f \in \mathcal{S}_p, \quad (f, \bar{g}) = 0 \quad \forall f, g \in \mathcal{S}_p.
$$

(4.11)

Given such a choice of decomposition, we can define annihilation and creation operators for the mode $f$ by

$$
a(f) = (f, \varphi), \quad a^\dagger(f) = -a(\bar{f}) = -(\bar{f}, \varphi).
$$

(4.12)

The canonical commutation relations imply that these operators will satisfy the usual algebra of creation and annihilation operators,

$$
[a(f), a^\dagger(g)] = (f, g), \quad [a(f), a(g)] = [a^\dagger(f), a^\dagger(g)] = 0.
$$

(4.13)
We may, if we wish, identify a vacuum state associated with this decomposition of the space of solutions by
\[ a(f)|0\rangle = 0 \quad \forall f \in \mathcal{S}_p, \quad (4.14) \]
and construct a Fock space by taking the span of all states of the form
\[ a^\dagger(f_{i_1}) \ldots a^\dagger(f_{i_n})|0\rangle \quad (4.15) \]
for all \( n \) and all \( f_{i_k} \in \mathcal{S}_p \).

Given a choice of positive norm subspace \( \mathcal{S}_p \subset \mathcal{S} \), we can construct an orthonormal basis \( f_n \in \mathcal{S}_p \). Writing the annihilation and creation operators associated to this basis as \( a_n = (f_n, \varphi) \), \( a_n^\dagger = -(\bar{f}_n, \varphi) \), we can then make contact with the standard treatment of quantisation by introducing the usual mode decomposition of the field operator
\[ \varphi = \sum_n (a_n f_n + a_n^\dagger \bar{f}_n), \quad (4.16) \]
and the usual \( n \)-particle basis of states for the Fock space,
\[ a_n^{\dagger} \ldots a_{n_k}^{\dagger} |0\rangle. \quad (4.17) \]

The essential difficulty in this construction is the specification of a positive norm subspace \( \mathcal{S}_p \subset \mathcal{S} \), which corresponds physically to the specification of a notion of positive frequency. It is always possible to find such subspaces, but in a general curved spacetime the background structure of the spacetime does not select any particular one as a natural candidate for defining the vacuum and Fock space. It can be shown \[9\] that the Fock space constructions based on different notions of positive frequency will be unitarily inequivalent. That is, different constructions are giving genuinely different representations of the algebra of field operators, and the vacuum constructed with respect to one notion of positive frequency \( \mathcal{S}_p, |0\rangle_p \), will not lie in the Fock space built on the vacuum \( |0\rangle_{p'} \) associated with a different choice \( \mathcal{S}_{p'} \).

There is a linear relation between different choices: any \( f' \in \mathcal{S}_{p'} \) can be written as \( f' = f + g \) for some \( f, g \in \mathcal{S}_p \). If we introduce bases, this linear relation can be expressed through the Bogoliubov transformation
\[ f'_n = \sum_m \alpha_{nm} f_m + \beta_{nm} \bar{f}_m. \quad (4.18) \]
The mixing of positive and negative frequency is expressed through the presence of the coefficients \( \beta_{nm} \), which could not appear in the transformation between different bases for the same \( \mathcal{S}_p \).

### 4.2 Peierls bracket

The use of a canonical decomposition of spacetime, splitting it into a Riemannian spatial manifold \( \Sigma \) and a time direction, appears contrary to the spirit of special and general relativity. As Minkowski presciently observed, “space by itself, and time by itself, are doomed to fade away into mere shadows and only a kind of union of the two
will retain an independent reality” [56]. While it has been shown that the canonical quantisation described above is independent of the particular foliation of spacetime we choose, it would be preferable to have a covariant method which avoided the need to introduce a foliation altogether.

Fortunately, such a method exists. It is due to Peierls [57]. The key idea of the method is to introduce a bracket between classical observables which is constructed entirely covariantly, but which is equivalent to the Poisson bracket of the conventional canonical treatment. The Peierls bracket formalism and covariant quantisation is described in great detail and generality in [23]. There is also a useful brief discussion in [21].

Consider classical observables \(A, B\), which can be integrals of some arbitrary local functions of the fields and derivatives over a region of spacetime. To construct their Peierls bracket, consider adding an infinitesimal contribution to the Lagrangian \(L \rightarrow L + \epsilon A\).

This will produce a corresponding change in the solutions of the equations of motion: we consider the change with advanced or retarded boundary conditions \(\delta^\pm A\varphi\), which vanish respectively in the region to the future or past of the perturbation \(A\). These define corresponding changes \(\delta^\pm B\) in the other observable \(B\).

The difference between the advanced and retarded solutions,

\[
\delta_A\varphi = \delta^- \varphi - \delta^+ \varphi,
\]

defines an action of \(A\) on the space of classical solutions, as \(\varphi + \epsilon \delta_A \varphi\) satisfies the equations of motion of the original Lagrangian \(L\) to first order in \(\epsilon\). The Peierls bracket is then defined as the action of \(A\) on \(B\):

\[
(A, B) \equiv \delta_A B = \delta^- B - \delta^+ B.
\]

There is also a natural reciprocity relation, \(\delta_A B = -\delta_B A\), which implies that this can also be expressed as the action of \(B\) on \(A\). Note that because \(\delta_A \varphi\) defined a motion in the space of classical solutions, the Peierls bracket is only defined on-shell; that is, only defines a bracket between the observables \(A, B\) evaluated on some classical solution.

In our example of a free real scalar field, the Peierls bracket of the fundamental fields is

\[
(\varphi(x), \varphi(x')) = i \Delta(x - x'),
\]

where \(\Delta(x - x')\) is the difference between the retarded and advanced propagators. This is the same as the Poisson bracket of the fields, establishing for this particular case the general equivalence of the Peierls bracket and the Poisson bracket. We can quantise the theory covariantly by simply promoting the fields to operators and imposing the Peierls bracket as a commutator relation on the field operators:

\[
[\varphi(x), \varphi(x')] = i \Delta(x - x').
\]

This produces the same algebra of observables as the canonical quantisation while avoiding the need to introduce any canonical structures.
4.3 Observables & Hadamard states

We distinguish different states in quantum field theory by the expectation values they give for certain operators. In flat spacetime, states are labelled with the value of the particle number operator $N = \sum_n a_n^\dagger a_n$. Intuitively, states with larger $\langle N \rangle$ are ‘farther’ from the vacuum. In a general curved spacetime, however, where there is no natural notion of positive frequency, this value depends on an arbitrary choice we are making when we define $a_n$, so it cannot be a physically meaningful quantity. There is no invariant notion of the number of particles in the space, even at a fixed moment in time.

We therefore want to label states not by particle number, but with the values for physical observables. A class of simple operators we can consider are the time-ordered products of the fundamental field operator. The expectation values of these operators are sufficient to distinguish between different states. That is, we consider the $n$-point expectation values of fundamental field operators, $\langle \phi(x)\phi(y) \rangle$, $\langle \phi(x)\phi(y)\phi(z) \rangle$, etc. In our particular case of a free scalar field, a state can be specified by specifying the two-point function,$^3$

$$G(x, y) = \langle \phi(x)\phi(y) \rangle.$$  \hspace{1cm} (4.24)

However, there are quantities we are physically interested in which are not the expectation value of any operator of this form. For gravitational purposes, the most important example is the stress-energy tensor $\langle T_{\mu\nu} \rangle$, the source of the gravitational field in a semi-classical treatment. The classical stress-energy tensor cannot be simply promoted to a quantum operator, because it involves the product of fields at the same spacetime point, and these products are not well-defined for the distributional field operators of the quantum theory.

In flat spacetime, we deal with this problem by normal ordering, rewriting the stress tensor in terms of the annihilation and creation operators $a_n, a_n^\dagger$ (whose product is well-defined), with a particular choice of operator ordering, which corresponds to measuring the difference between $\langle T_{\mu\nu} \rangle$ in the state of interest and its value in the vacuum. However, once again, such an expression in terms of creation and annihilation operators will not produce invariant results in curved spacetimes.

The question is then, is there some alternative approach to the construction of $\langle T_{\mu\nu} \rangle$? Remarkably, it has been shown (see [9] for details) that one can construct a local, conserved stress-energy tensor $\langle T_{\mu\nu} \rangle$, but only for a certain class of states, called Hadamard states.

Hadamard states are defined by the requirement that at short distances, the two-point function behave as

$$\lim_{x \to y} G(x, y) = \frac{U(x, y)}{4\pi^2\sigma(x, y)} + V(x, y)\ln \sigma + W(x, y),$$  \hspace{1cm} (4.25)

where $\sigma$ is half the square of the geodesic distance between $x$ and $y$, and $U$, $V$, and $W$ are smooth functions with $U(x, x) = 1$. The form of the functions $U(x, y)$

$^3$The states where the one-point function vanishes and higher-point functions are determined by the two-point function are termed quasi-free [9]. We will assume henceforth that the state is quasi-free, so that the two-point function suffices to uniquely specify the state.
and $V(x, y)$ is then determined by requiring that the two-point function satisfies the Klein-Gordon equation in $x$. This restriction on the form of the two-point function can be motivated by observing that it is satisfied by the two-point function in any state in the Fock space built on the usual Minkowski vacuum in flat space. Thus, the restriction to Hadamard states corresponds to the reasonable assumption that when we consider the behaviour on scales much smaller than any curvature scale, using our usual flat-space techniques will be a good approximation.

Thus, the short-distance singularity in Hadamard states is entirely determined by the local spacetime geometry. They are the closest we can come in a curved spacetime to our usual Fock space states built on the Minkowski vacuum: the constraint on the short distance singularities will mean that all physical observers will see a finite density of particles in any Hadamard state. We can remove this ultraviolet divergence by a local and state-independent renormalisation procedure. The renormalised two-point function can be used to construct $\langle T_{\mu\nu} \rangle$, giving a unique result up to the addition of local curvature terms (which represent a renormalisation of the gravitational couplings) \[9\].

The Hadamard condition is preserved by evolution, so if the state is initially Hadamard in a suitable neighbourhood of some Cauchy surface, it will be Hadamard throughout the spacetime \[58\]. It has also been shown that if the spacetime is spatially compact, any Hadamard state can be constructed as a state in the Fock space defined on any other Hadamard state \[9\]. These considerations all motivate adopting the Hadamard condition as a natural condition on states.

### 4.4 KMS condition

In this subsection, we will finally describe the general characterisation of thermal states in quantum field theory; this is provided by the KMS condition, named for Kubo \[59\] and Martin and Schwinger \[60\]. We first give a brief description of the KMS condition, motivating it by relating it to the usual notion of thermal equilibrium for a system with finitely many degrees of freedom. We then discuss the application of this condition to a free scalar field, and show that thermal states of a free scalar field are characterised by having a two-point function which is ‘periodic in imaginary time’. More detailed discussions of the KMS condition can be found in \[21, 61\]. My discussion of the KMS condition for a scalar field follows \[8\].

In a system with finitely many degrees of freedom, the standard definition of the canonical ensemble describing thermal equilibrium at temperature $T = \beta^{-1}$ is that for all operators $A$, the expectation value is given by

$$\langle A \rangle_\beta = \frac{1}{Z} \text{Tr}(e^{-\beta H} A)$$

(4.26)

where $H$ is the Hamiltonian of the system and $Z = \text{Tr}(e^{-\beta H})$ is the canonical partition function. However, for a system with a continuous spectrum, such as a field theory in infinite volume, this can only provide a formal definition of thermal behaviour, since this partition function diverges (as will $\text{Tr}(e^{-\beta H} A)$ for most operators of interest).
A more general characterisation of thermality can be obtained by considering the consequences of the above definition. Consider the expectation value
\[ \langle A_t B \rangle = \langle e^{itH} A e^{-itH} B \rangle, \quad (4.27) \]
and regarding this as a function of time, extend the index \( t \) to imaginary values. Then, in the case of a simple quantum mechanical system, we can deduce from (4.26) that
\[ \langle A_{-i\beta} B \rangle_{\beta} = \frac{1}{Z} \text{Tr}[e^{-\beta H}(e^{\beta H} A e^{-\beta H}) B] = \frac{1}{Z} \text{Tr}[e^{-\beta H} B A] = \langle BA \rangle_{\beta} \quad (4.28) \]
for all bounded operators \( A, B \), where we have used the cyclic property of the trace in the second step. This provides us with a condition that only makes reference to finite quantities, the KMS condition [59, 60]
\[ \langle A_{-i\beta} B \rangle_{\beta} = \langle BA \rangle_{\beta}. \quad (4.29) \]
Any state such that (4.29) holds for all bounded operators \( A, B \) is called a KMS state.

This condition has been derived as a consequence of (4.26), but it provides a suitable notion of thermal states for more general systems. It has been shown to be equivalent to (4.26) where that definition applies. Furthermore, if an infinite system satisfies the KMS condition, any finite system coupled to it will approach thermal equilibrium in the sense of (4.26); thus, a system satisfying (4.29) behaves as a thermal reservoir. Finally, a system satisfying the KMS condition minimises the free energy locally. For proofs of these statements, see [21, 61].

We will now specialise to the case of a free scalar field in curved spacetime, and investigate the application of the KMS condition, following [8] quite closely. We observe first that an equilibrium state is by definition a stationary state, so for any notion of equilibrium state to exist, the spacetime must admit a timelike Killing vector field, with associated observers whose worldlines are orbits of the Killing vector field; the notion of equilibrium will be with respect to measurements by these observers. Call this Killing vector \( \partial_t \).

The observable of interest in the theory of a free scalar field is the two-point function \( \langle \varphi(x) \varphi(y) \rangle \); the Killing symmetry implies that this only depends on the time difference, \( t_x - t_y \). We introduce the positive and negative frequency Wightman functions
\[ G_+(t_x - t_y, \vec{x}, \vec{y}) = \langle \varphi(x) \varphi(y) \rangle \quad (4.30) \]
and
\[ G_-(t_x - t_y, \vec{x}, \vec{y}) = \langle \varphi(y) \varphi(x) \rangle = G_+(t_x - t_y, \vec{x}, \vec{y}) + [\varphi(x), \varphi(y)], \quad (4.31) \]
where the c-number commutator is the same for all states.

Extending the dependence on \( t_x - t_y \) into the complex plane, one can show that \( G_+^{\beta}(z, \vec{x}, \vec{y}) \) is holomorphic below the real axis, for \( -\beta < \Im(z) < 0 \), while \( G_-^{\beta}(z, \vec{x}, \vec{y}) \) is holomorphic for \( 0 < \Im(z) < \beta \), where the superscript implies that we take the
expectation values on the RHS of (4.30, 4.31) in a thermal state at temperature $T = \beta^{-1}$. The KMS condition relates the two Wightman functions,

$$G^\beta_+(z - i\beta, \vec{x}, \vec{y}) = G^\beta_-(z, \vec{x}, \vec{y}). \quad (4.32)$$

There is another relation between them, which comes from the vanishing of the commutator at spacelike separations: if $\vec{x} \neq \vec{y}$, it follows from the second equality in (4.31) that at sufficiently small $t = t_x - t_y$, $G_+(t, \vec{x}, \vec{y}) = G_-(t, \vec{x}, \vec{y})$. Using these two relations, $G^\beta_+(t, \vec{x}, \vec{y})$ can be extended to define a single function on the complex plane (for fixed $\vec{x}, \vec{y}$), $G^\beta(z, \vec{x}, \vec{y})$, which satisfies the periodicity

$$G^\beta(z, \vec{x}, \vec{y}) = G^\beta(z + in\beta, \vec{x}, \vec{y}) \quad (4.33)$$

for $n \in \mathbb{Z}$, and is holomorphic in the complex $z$ plane away from the lines $\Re(z)^2 > |\vec{x} - \vec{y}|^2$, $\Im(z) = n\beta$. A picture of this pole structure for a massive scalar field is given in figure 7. It is this characterisation of the thermal state in terms of the two-point function which is most useful and most commonly used in discussing quantum field theory in curved spacetime.

![Figure 7: The pole structure of $G^\beta(t, \vec{x}, \vec{y})$ for a massive scalar field in the complex $t$ plane for fixed values of $\vec{x} \neq \vec{y}$. The crosses represent poles and the wavy lines are branch cuts.](image)

A thermal state for a free scalar field on a stationary spacetime $\mathcal{M} = \mathbb{R}_t \times \Sigma$ is defined by a two-point function $G^\beta(z, \vec{x}, \vec{y})$ satisfying the periodicity condition (4.33). In particular, if the spacetime is static, so that the analytic continuation $t \to i\theta$ defines a Euclidean spacetime $\mathcal{M}_E = \mathbb{R}_\theta \times \Sigma$, Green’s functions $G^\beta(\theta, \vec{x}, \vec{y})$ on the Euclidean spacetime periodic under $\theta \to \theta + \beta$ are related by analytic continuation to thermal states on the original Lorentzian spacetime.
5 Unruh & Hawking radiation

We now turn to the central task, demonstrating that event horizons have thermal properties for a quantum field in curved spacetime.

5.1 Unruh radiation

We consider first the thermal Unruh radiation associated to the Rindler horizon in flat spacetime. This is the simplest example of a bifurcate Killing horizon, and as discussed in section 2.2, it provides a good approximation to the geometry in the neighbourhood of a generator of an arbitrary Killing horizon. Hence, this case contains the essential physics. In flat spacetime, we have a preferred state for a quantum field, namely the Minkowski vacuum. We wish to show that this state will appear thermal with respect to the Rindler time. This result was originally derived by Unruh [62], following Hawking’s derivation of Hawking radiation in [13, 14], and is therefore called the Unruh effect.

Recall that the Rindler coordinates \((x, t)\) were related to the usual Cartesian coordinates \((T, X)\) on flat space by (2.20),

\[
X = x \cosh \kappa t, \quad T = x \sinh \kappa t, \tag{5.1}
\]

so we have

\[
ds^2 = -dT^2 + dX^2 + ds^2_{R(d-2)} = -\kappa^2 x^2 dt^2 + dx^2 + ds^2_{R(d-2)}. \tag{5.2}
\]

Another useful coordinate system can be defined by setting \(x = e^{\kappa \rho}\), so

\[
ds^2 = \kappa^2 e^{2\kappa \rho}(-dt^2 + d\rho^2) + ds^2_{R(d-2)} = -2\kappa^2 e^{2\kappa(u-v)}dudv + ds^2_{R(d-2)}, \tag{5.3}
\]

where \(u, v = t \pm \rho\). These null coordinates are related to the Cartesian ones \(U, V = T \pm X\) by \(U = e^{\kappa_0}, V = -e^{-\kappa_0}\).

We consider the two-point function in the Minkowski vacuum,

\[
G_M(T_X - T_Y, X, Y) = \langle 0 | \phi(x^\mu) \phi(y^\mu) | 0 \rangle. \tag{5.4}
\]

We could use the explicit form of this two-point function and apply the above coordinate transformations directly to show that, written in terms of the Rindler coordinates,

\[
G_M(T_X - T_Y, X, Y) = G_R^{2\pi/\kappa}(t_x - t_y, x, y); \tag{5.5}
\]

that is, that the resulting function has period \(2\pi/\kappa\) in the complex \(t_x - t_y\) plane. However, to avoid writing lengthy formulae and to demonstrate the simplicity and inevitability of the result, we will instead argue for this result more indirectly.

Consider the extension of \(G_M(T_X - T_Y, X, Y)\) to a complex function in the complex \(Z = T_X - T_Y\) plane. This function will be holomorphic for \(\Im(Z) \neq 0\), as shown in figure 8. In particular, if we consider \(Z = i(W_X - W_Y)\), this will define a regular Green’s function

\[
G_E(W_X - W_Y, X, Y) = G_M(Z, X, Y) \tag{5.6}
\]
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Figure 8: The pole structure of $G_M$.

satisfying

$$(\Box_E - m^2)G_E = \delta^d(x^\mu - y^\mu)$$

on the Euclidean flat space defined by analytically continuing $T \to iW$,

$$ds^2 = dW^2 + dX^2 + ds^2_{\mathbb{R}^{d-2}}.$$ (5.8)

This is just the inversion of familiar statement that the vacuum two-point function can be defined by Wick rotation from the Euclidean Green’s function. Depending on how we choose to approach the axis, this defines the Feynman propagator, one of the Wightman functions, or some other propagator, but in any case, the Euclidean Green’s function specified by (5.7) is uniquely defined.

Now we define new coordinates on the Euclidean space by

$$W = x \sin \kappa \tau, \quad X = x \cos \kappa \tau,$$

so

$$ds^2 = \kappa^2 x^2 d\tau^2 + dx^2 + ds^2_{\mathbb{R}^{d-2}}.$$ (5.9)

Clearly $G_E(\tau_x - \tau_y, x, y)$ is a periodic function of $\tau_x - \tau_y$ with period $2\pi/\kappa$. But this spacetime is also the result of analytically continuing the Rindler time coordinate $t \to i\tau$; that is, once we analytically continue to the Euclidean section, the coordinate transformation (2.20) relating Rindler and flat coordinates becomes the relation of Cartesian to polar coordinates. The analytic continuation of the boost isometry which defined the Rindler time translation is a rotation. Hence, if we now extend $G_E(\tau_x - \tau_y, x, y)$ to a holomorphic function of a complex coordinate $z = \tau_x - \tau_y$, we get

$$G_E(z, x, y)|_{z=-i(t_x-t_y)} = G^{2\pi/\kappa}_R(t_x - t_y, x, y),$$ (5.10)

and we have verified that the Minkowski vacuum is indeed a thermal state with respect to Rindler time with temperature $T = \kappa/2\pi$. We see that from this point of view, the thermal behaviour arises from the analytic continuation relation between Rindler coordinates in Minkowski space and polar coordinates in the Euclidean section.

We have discussed the case of a free scalar field, but the result is far more general: Bisognano and Wichmann [63, 64] proved a theorem which implies (as shown in [65]) that the Minkowski vacuum satisfies the KMS condition with respect to the boost time-translation Killing vector for an arbitrary interacting field theory on flat space.
There is still an unanswered question, however: the Minkowski vacuum is a pure state, so how can it be transmuted into a thermal state by simply making a change of coordinates? This thermal behaviour actually comes from the fact that a Rindler observer, following an orbit of $\partial_t$, cannot see the whole spacetime. Thus, to describe the state as seen by such an observer, we should trace over the degrees of freedom in the unseen region of spacetime. This produces a mixed state describing the Rindler observer’s measurements, with entropy coming from the entanglement between modes in the two sides of the spacetime.

To describe this entanglement, we need to relate the basis in the space of solutions which is appropriate for a Rindler observer to the usual Minkowski modes. The Minkowski modes are the usual plane-wave modes

$$u_k = \psi_k e^{-i\omega_k T}, \quad (5.11)$$

where $\psi_k$ is a spatial wavefunction whose explicit form we do not need, and $\omega_k$ is a positive frequency. The Minkowski vacuum $|0\rangle$ is defined by $a_k |0\rangle = 0$ for all $k$, where $a_k = (u_k, \varphi)$ is the annihilation operator associated with the mode $u_k$. The Rindler modes are defined by

$$R u_k = \begin{cases} \tilde{\psi}_k e^{-i\omega t} & \text{in } R, \\ 0 & \text{in } L, \end{cases} \quad (5.12)$$

$$L u_k = \begin{cases} 0 & \text{in } R, \\ \tilde{\psi}_k e^{i\omega t} & \text{in } L, \end{cases} \quad (5.13)$$

where L and R refer to the two wedges in figure 4.

The Minkowski vacuum contains correlations between the L and R Rindler modes. Understanding the relation between the modes is simplified by using an observation due to Unruh [62], which emphasises the physics of the correlations. For simplicity, I will describe this in the case $m^2 = 0$; the extension to massive fields is left as an exercise.

For $m^2 = 0$ the positive frequency Rindler mode in the R wedge is simply

$$p = \begin{cases} e^{-i\omega v} & \text{in } R, \\ 0 & \text{in } L. \end{cases} \quad (5.14)$$

The mode $p$ is not purely positive frequency with respect to the Minkowski time $T$. However, Unruh observed that we can construct a solution which is purely positive frequency with respect to $T$, and which agrees with $p$ in the R wedge. Write $p$ in Minkowski coordinates, as

$$p = \begin{cases} e^{i\omega \ln(-V)/\kappa} & \text{for } V < 0, \\ 0 & \text{for } V > 0. \end{cases} \quad (5.15)$$

The mode has the same form as a plane wave mode in Cartesian coordinates, as the R wedge is conformal to a flat space (as we can see from (5.3)). The frequency with respect to the Rindler time coordinate $t$ is $\omega$. However, unlike the usual plane wave modes, the physical energy of the mode redshifts with $x$. That is, the energy measured by a given Rindler observer will be $E_{\text{local}} = \omega/\kappa x$. Hence, if we considered an outgoing wavepacket, which will follow the null lines of constant $U$, it will redshift as it propagates to larger $x$. 
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Then
\[
P = \begin{cases} 
  e^{i\omega \ln(-V)/\kappa} & \text{for } V < 0 \\
  e^{-\pi\omega/\kappa} e^{i\omega \ln(V)/\kappa} & \text{for } V > 0 
\end{cases}
\] (5.16)
is the required mode solution; it clearly agrees with \( p \) for \( V < 0 \), and it is purely positive frequency, as it is analytic in the lower-half \( V \) plane. We can also rewrite this as
\[
P = p + e^{-\pi\omega/\kappa} \tilde{p},
\] (5.17)
where
\[
\tilde{p} = \begin{cases} 
  0 & \text{in } R, \\
  e^{-i\omega v} & \text{in } L, 
\end{cases}
\] (5.18)
is the result of ‘flipping’ the mode \( p \) over the line \( V = 0 \); it is a negative-frequency Rindler mode with support in the L wedge.

We now use the positive-frequency mode \( P \) to show that there are correlations between L and R Rindler modes in the Minkowski vacuum. Since \( P \) has positive frequency with respect to \( T \), \( a(P) = (P, \varphi) \) satisfies
\[
a(P)|0\rangle = 0. 
\]
As
\[
a(P) = a(p) + e^{-\pi\omega/\kappa} a(\tilde{p}) = a(p) - e^{-\pi\omega/\kappa} a^\dagger(\tilde{p}^*) ,
\] (5.19)
we can rewrite this as
\[
a(p)|0\rangle = e^{-\pi\omega/\kappa} a^\dagger(\tilde{p}^*)|0\rangle,
\] (5.20)
demonstrating the existence of correlations. If we repeat this argument for a similar positive frequency mode defined starting from the L wedge,
\[
P' = \begin{cases} 
  e^{-\pi\omega/\kappa} e^{-i\omega \ln(-V)/\kappa} & \text{for } V < 0 \\
  e^{-i\omega \ln(V)/\kappa} & \text{for } V > 0, 
\end{cases}
\] (5.21)
we can conclude that
\[
a(\tilde{p}^*)|0\rangle = e^{-\pi\omega/\kappa} a^\dagger(p)|0\rangle.
\] (5.22)
These two relations (5.20, 5.22) can be solved by writing
\[
|0\rangle = \exp \left[ e^{-\pi\omega/\kappa} a^\dagger(\tilde{p}^*) a^\dagger(p) \right] |0_{p\tilde{p}^*}\rangle,
\] (5.23)
where \( |0_{p\tilde{p}^*}\rangle \) is a vacuum state for the modes \( p, \tilde{p}^* \); that is, a state satisfying
\[
a(\tilde{p}^*)|0_{p\tilde{p}^*}\rangle = a(p)|0_{p\tilde{p}^*}\rangle = 0.
\] (5.24)
If we expand out the exponential,
\[
|0\rangle = \sum_m e^{-\pi\omega_m/\kappa} |m\rangle_L \times |m\rangle_R ,
\] (5.25)
where \( |m\rangle_{R,L} \) are states with \( m \) particles in the mode \( p (\tilde{p}^*) \) in the R (L) wedge, and \( \omega_m \) is the corresponding energy. Thus, from the point of view of Rindler observers, the Minkowski vacuum \( |0\rangle \) contains correlated pairs of particles in the modes \( p, \tilde{p}^* \); that is, it is a squeezed state with respect to the Rindler basis.
This analysis applies to an arbitrary Rindler mode. Formally, we can solve all the
relations by writing
\[ |0⟩ = \prod_i \exp \left[ e^{-\pi \omega_i / \kappa} a_i^{\dagger} (\tilde{p}_i^*) a_i^{\dagger} (p_i) \right] |0⟩_L \times |0⟩_R, \]
(5.26)
for some basis \( p_i \) of Rindler modes, where \( |0⟩_{L,R} \) are vacuum states wrt to the Rindler
modes. However, it should be borne in mind that this is just a formal expression; the
Minkowski vacuum is not in the same Hilbert space as the Rindler vacuum.

If we consider \( ⟨0|O_R|0⟩ \) for some operator \( O_R \) which acts only on the R wedge, we trace over the degrees of freedom in the L wedge, and the correlations between
particles in the L and R wedges will give rise to thermal behaviour for the expectation
value: formally,
\[ ⟨0|O_R|0⟩ = \sum_m e^{-2\pi \omega_m / \kappa} ⟨m|O_R|m⟩, \]
(5.27)
where the sum runs over a complete basis \( |m⟩ \) in the Fock space built on \( |0⟩_R \).

This analysis provides a second, more intuitive point of view on the thermal nature
of the Minkowski vacuum from the Rindler observers’ perspective. Its generalisation
will be important in studying Hawking radiation for a general black hole. The first
calculation, however, avoids reference to any particular mode decomposition, and
highlights an intriguing connection with Euclidean spacetime.

### 5.2 Hawking radiation

We turn now to the thermodynamic properties of black holes. We will first consider
the eternal black hole, and show that there is a generalisation of the above discussion
of Rindler which applies to the Killing horizon in a stationary black hole spacetime.
However, we should note at the outset that this is not really relevant to black holes
formed by gravitational collapse in asymptotically flat space; we briefly discuss the
argument for Hawking radiation in this truly dynamical situation at the end of the
section.

We consider for simplicity the Schwarzschild black hole (2.1). As in flat space,
we have a time-translation \( \partial_t \) which is timelike in the two wedge regions on the left
and right in figure 1. If we complexify this time coordinate by \( t \rightarrow i\tau \), we obtain the
Euclidean metric
\[ ds^2 = \left( 1 - \frac{2M}{r} \right) d\tau^2 + \left( 1 - \frac{2M}{r} \right)^{-1} dr^2 + r^2 (d\theta^2 + \sin^2 \theta d\phi^2). \]
(5.28)
In this metric, \( r = 2M \) is an origin in the \( r, \tau \) plane. The spacetime is smooth there if
\( \tau \) is an angular coordinate with period \( \beta = 2\pi / \kappa \) where \( \kappa = 1/4M \) is the black hole’s
surface gravity. This gives us the ‘semi-infinite cigar’ geometry for the Euclidean black hole depicted in figure 2.

If we define a quantum state by taking the Euclidean Green’s function \( G(x, y) \) on
this spacetime and analytically continuing it to obtain a two-point function on the
Lorentzian black hole spacetime, the resulting two-point function \( G^\beta(t_x - t_y, x, y) \) will
satisfy the KMS condition by the same argument used for the Unruh radiation above. That is, the state defined by analytic continuation from the Euclidean black hole, which is referred to as the Hartle-Hawking state, is a thermal state at temperature $T = \kappa/2\pi$. The temperature is fixed by the periodicity of $\tau$ required to make the Euclidean space smooth at the horizon \cite{66}.

In Rindler space, the analogous state was selected as a preferred state because it was the Minkowski vacuum. In the Schwarzschild solution, however, there is no global notion of time-translation—that is, there is no Killing vector which is timelike everywhere in figure 1—so there is no natural notion of vacuum state. How then do we choose the Hartle-Hawking state from the Lorentzian point of view?

The answer is again to demand regularity at the horizon. There is a theorem due to Kay and Wald \cite{58} which states that for the free scalar field on the Schwarzschild geometry, the thermal state at temperature $T = \kappa/2\pi$ is the unique Hadamard state invariant under $\partial_t$. Thus, the only thing that can be in equilibrium with the black hole is thermal radiation at temperature $T$. More generally, \cite{58} show that if there exists an invariant Hadamard state on a stationary spacetime with a bifurcate Killing horizon, it is a KMS state with temperature $T = \kappa/2\pi$; in particular, the discussion carries through in exactly the same way for Schwarzschild-AdS. Note however that in generalising the black hole solutions we consider, it can easily happen that no invariant Hadamard state exists. For example, none does for Kerr: this is connected to the superradiance property for Kerr.

Another important point to consider is whether the Hartle-Hawking state is physically relevant. There are two issues here: first, this state involves a particular boundary condition at infinity. It contains an equal flux of incoming and outgoing thermal radiation (as the state is symmetric under $t \rightarrow -t$). As we will argue later, this is a good approximation to the late-time behaviour of a black hole in asymptotically AdS space, but not in asymptotically flat space. Second, we should ask if it describes a stable equilibrium. As noted previously, a KMS state is locally dynamically stable, but the question is now whether the black hole is stable to small fluctuations. For the Schwarzschild black hole described above, it is not; since $T = 1/8\pi M$, the specific heat $C_V = \partial M/\partial T < 0$. Thus, if the mass fluctuates downwards, the temperature rises, and the black hole will radiate more than it absorbs from the thermal bath, further lowering its mass. So this equilibrium state for Schwarzschild is unphysical;
real black holes will never reach this equilibrium (even if they are illuminated with a
termal flux of incoming radiation).

Figure 10: The temperature for Schwarzschild-AdS black holes as a function of mass,
for the case \( d = 5 \). (\( T\ell \) is plotted against \( GM/\ell^2 \).)

For Schwarzschild-AdS black holes, on the other hand, the temperature is

\[
T = \frac{(d-1)r_+^2 + (d-3)\ell^2}{4\pi r_+^2}. \tag{5.29}
\]

For \( r_+ \ll \ell \), the behaviour is similar to the Schwarzschild case, but for \( r_+^2/\ell^2 = (d-3)/(d-1) \), we reach a minimum temperature, \( T_{\text{min}} = \sqrt{(d-1)(d-3)/2\pi\ell} \), and for \( r_+ \gg \ell \),

\[
T = \frac{(d-1)}{4\pi\ell^2} r_+ \propto M^{\frac{1}{d-1}}, \tag{5.30}
\]

so the specific heat becomes positive. The temperature is plotted as a function of
mass in figure 11. Thus for large black hole mass this becomes a stable equilibrium,
and really represents the endstate of black hole plus radiation.

So far, we have discussed quantum fields on the stationary black hole spacetimes,
and analysed the curved space version of the Unruh effect. However, in the real world,
we are interested in the behaviour of a black hole which forms by the gravita
tional collapse of a massive body, as sketched in figure 11. We will now briefly describe the
argument that such a black hole will emit thermal radiation at late times—the true
Hawking effect.

Once the collapsing matter has crossed the event horizon, the geometry near the
horizon will quickly settle down, approaching an approximately stationary geometry,
which is approximately vacuum on and outside the event horizon.\(^5\) This implies that

\(^5\)Note that it seems that this assumption will fail for black holes in asymptotically flat space,

once we take into account the back-reaction of the emitted Hawking radiation, which causes the
black hole to lose mass, balancing the energy lost to the outgoing radiation. However, this will still
be a good approximation over timescales shorter than the time \( t_{\text{br}} \sim (M/M_{\text{pl}})^3 \) over which Hawking
radiation carries away an appreciable fraction of the mass. For astrophysical black holes, this is a
very long timescale.
the geometry of any small neighbourhood of the future event horizon is approximately flat space, and the stationary observers outside the black hole are approximately the Rindler observers in flat space by the argument of section 2.2.

Now comes the crucial assumption: we assume that the quantum state of the scalar field $\phi$ on the black hole geometry behaves locally in the same way as the Minkowski vacuum. That is, freely-falling observers near the horizon should not see any unusual behaviour in high-energy processes.\(^6\) We are essentially again assuming the state is regular (Hadamard) at the event horizon. We can then conclude that the Rindler modes on either side of the horizon are correlated as in (5.20, 5.22), and the approximately Rindler observers outside the horizon will see outgoing thermal radiation at the temperature (with respect to $\partial_t$)

$$T_H = \frac{\hbar \kappa}{2\pi}. \quad (5.31)$$

However, unlike in our previous discussion, this black hole will not be in thermal equilibrium with this radiation. This is because the natural boundary condition on past null infinity $\mathcal{I}^-$ is that the state approach the Minkowski vacuum. Thus, there is outgoing thermal radiation, but no ingoing radiation. The collapse geometry breaks the $t \to -t$ symmetry, even when we concentrate on the behaviour long after collapse has taken place. The stationary state on the eternal black hole which satisfies these boundary conditions is called the Unruh state (it is not Hadamard on the past horizon). At late times, a black hole formed from gravitational collapse is well-approximated by the eternal black hole with the scalar field in the Unruh state, and not the Hartle-Hawking state. If we take into account back-reaction, the black

\(^6\)An interesting question in this dynamical context is how this free-fall vacuum arises. If we trace the outgoing Hawking quanta backwards, then due to the redshift noted previously for the Rindler modes, they will originate in modes of trans-Planckian frequencies before the collapse. See [28] for a nice review of this trans-Planckian problem.
hole will slowly reduce in mass, losing its energy to the outgoing Hawking radiation, so it never reaches an equilibrium configuration.

The situation is different for an asymptotically AdS black hole. The asymptotically AdS boundary conditions act as a reflecting box, and the outgoing Hawking quanta are reflected back towards the black hole. As a result, at late times the black hole can come to equilibrium with its Hawking radiation, and for a sufficiently large black hole, the late-time behaviour is well-approximated by the eternal black hole with the scalar field in the Hartle-Hawking state.

In this section we have seen that a quantum field in equilibrium with a black hole must be in a thermal state at temperature \( T = \frac{\hbar k}{2\kappa} \), where \( \kappa \) is the black hole’s surface gravity. This is the key result which converts the analogy between black hole mechanics and thermodynamics in section 3 into an equivalence. We can combine this temperature with the first law that we demonstrated classically in section 3.2 to argue that the black hole has an entropy \( S = \frac{A}{4G\hbar} \).

6 Euclidean entropy calculation

The argument given above provides solid evidence for black hole thermodynamics. It uses a rigorously defined theory, quantum field theory on a fixed classical spacetime background. Since the geometry at the event horizon can be taken to have arbitrarily small curvature in Planck units, this should be a good approximation to the true physical description of the situation. In the AdS case, where there is a stable equilibrium between the black hole and its radiation, corrections to this description should be small on and outside the horizon for all times.

However, having established that the black holes have entropy \( S = A/4G\hbar \), we would like to understand why entropy and area are related in this way. In this section, I will review the Euclidean path integral approach, which provides a very general connection between entropy and area, and discuss the description of black holes in string theory via the AdS/CFT correspondence using this Euclidean point of view. The discussion in this section is somewhat briefer and more sketchy than previously. In particular, have no intention of providing a review of AdS/CFT; the reader should consult the lectures by Leonardo Rastelli in this volume, or one of the other reviews (e.g., [18]).

A very general connection between entropy and geometry has been established in the Euclidean path integral approach to quantum gravity (see [67, 68] for reviews). In this approach, the canonical partition function for the gravitational field is defined by a sum over all smooth Riemannian geometries which are periodic with period \( \beta = T^{-1} \) in imaginary time,

\[
Z(\beta) = \int d[g] e^{-I[g]} \quad (6.1)
\]

where \( I[g] \) is the classical action of the geometry. In the asymptotically flat context, what this means is that the integration in (6.1) includes all asymptotically flat geometries with an isometry along a compact direction whose proper size at infinity
is $\beta$. In the asymptotically AdS context, if we identify the time coordinate of the Euclidean black hole solution \[ (2.9) \] periodically, the proper size of this $S^1$ will tend to infinity at large distances. In this case the relevant quantity to fix is the asymptotic value of the dimensionless ratio of the size of this $S^1$ to the size of the $S^{d-2}$. In both cases, it is important to note that we only impose an asymptotic boundary condition on the metric; the metric in the bulk of the spacetime is allowed to fluctuate.

There are problems with the definition of this Euclidean path integral: these include the non-renormalisable ultraviolet divergences of gravity, the indefiniteness of the gravitational action, which is not even bounded from below, and the fact that the on-shell action typically diverges for non-compact solutions. I will adopt the view that the path-integral expression is merely a semi-classical tool. That is, one should not view the sum over geometries as a fundamental definition of the theory; instead, we are interested in seeing what insight we can gain from considering the saddle-point approximation to this integral, where we approximate

$$\ln Z(\beta) \approx -I_s,$$

where $I_s$ is the classical action of a Euclidean solution which satisfies the boundary conditions. There may be more than one such solution; we consider the dominant contribution, which comes from the solution of least action. The expectation is that this approximation should give useful results if the classical solution is weakly curved, whatever the fundamental quantum theory may be. This expectation is magnificently borne out in the AdS/CFT context, as we will see a little later. Since $Z(\beta)$ is the canonical partition function, $Z(\beta) = e^{-\beta F} = e^{-\beta \langle E \rangle + S}$, we can evaluate the energy and entropy by the standard formulae

$$\langle E \rangle = -\frac{\partial}{\partial \beta} \ln Z \approx \frac{\partial}{\partial \beta} I_s, \quad (6.3)$$

$$S = \beta \langle E \rangle + \ln Z = - \left( \beta \frac{\partial}{\partial \beta} - 1 \right) \ln Z \approx \left( \beta \frac{\partial}{\partial \beta} - 1 \right) I_s. \quad (6.4)$$

There is an important topological difference between the Euclidean solutions which do and do not involve black holes. In for example the Euclidean flat space, $ds^2 = d\tau^2 + dr^2 + r^2 d\Omega_{d-2}$, the Killing vector $\partial_\tau$ is non-vanishing throughout the spacetime. The radial coordinate $r$ ranges over $r \geq 0$, and the $S^{d-2}$ shrinks to zero size at $r = 0$. We can identify $\tau$ periodically with any period we choose. On the other hand, for the Euclidean Schwarzschild solution \[ (5.28) \], the Killing vector $\partial_r$ vanishes at $r = r_+ = 2M$, which is a fixed point of the isometry. We must take $r \geq r_+$, and identify $\tau$ periodically with period $2\pi/\kappa$ to obtain a smooth geometry. The $S^1$ shrinks to zero size at $r = r_+$. This fixed point of $\partial_r$ is the Euclidean continuation of the bifurcate Killing horizon in the Lorentzian black hole solution.

For cases with no black hole, where the circle direction does not shrink to zero, we can exploit the fact that global time is a Killing symmetry to write the action as

$$I = \int d^d x \mathcal{L} = \int d\tau \int d^{d-1} x \mathcal{L} = \beta H, \quad (6.6)$$
where $H$ is the Hamiltonian. Hence, when such a geometry provides the dominant saddle point, $\ln Z \approx I$ is linear in $\beta$, and

$$S \approx \left( \beta \frac{\partial}{\partial \beta} - 1 \right) I = 0. \tag{6.7}$$

That is, there is no classical contribution to the entropy for this solution, as we would expect.

For solutions with a black hole, on the other hand, such a foliation by surfaces of constant time will necessarily break down in the interior, where the $S^1$ degenerates. Thus, the action will not be linear in $\beta$. We can split the integration over the spacetime up in the way shown in figure 12 into an integral over a small disc around the horizon at $r = r_+$, and the remaining integration. The remaining integration will then be linear in $\beta$, as this region can be foliated with surfaces of constant $t$.

Figure 12: Decomposition of the calculation of the bulk action into a small region near the horizon and the remainder.

One might think that the integration over the small disc would vanish in the limit as we take the size of the disc to zero, since this is a smooth region of spacetime. However, this is not the case: to be able to write the integration over the bulk of the spacetime in Hamiltonian form, we have to be careful about how we break up the integration, which means we have to keep a boundary term in the action (see $[69, 70]$). The (leading-order) gravitational part of the action for the disc is

$$I_{grav} = \frac{1}{16\pi G} \int_M d^d x \sqrt{-g} R + \frac{1}{8\pi G} \int_{\partial M} d^{d-1} y \sqrt{-h} K. \tag{6.8}$$

The first term is the usual Einstein-Hilbert term; the second term is the integral of the trace of the extrinsic curvature over the boundary, $K = h^{\mu\nu} \nabla_\mu n_\nu$, where $n^\mu$ is the normal to and $h_{\mu\nu}$ the induced metric on the boundary. The surface term can also be rewritten as

$$\int_{\partial M} d^{d-1} y \sqrt{-h} K = -\frac{\partial}{\partial n} \int_{\partial M} d^{d-1} y \sqrt{-h}. \tag{6.9}$$

This surface term is necessary to ensure that the variation of the action vanishes under arbitrary variations of the metric which vanish on $\partial M$ $[71]$.

For a small disc near the horizon, the metric is approximately

$$ds^2 \approx \rho^2 \kappa^2 d\tau^2 + d\rho^2 + r_+^2 d\Omega, \tag{6.10}$$
\[ \int_{r=r_+} d^{d-1}y \sqrt{-h} = 2\pi \epsilon A, \quad (6.11) \]

where \( A \) is the area of the horizon, that is, the volume of an \( S^{d-2} \) of radius \( r_+ \), and

\[ \frac{\partial}{\partial n} \int_{\partial M} d^{d-1}y \sqrt{-h} = 2\pi A. \quad (6.12) \]

Hence, in the limit \( \epsilon \to 0 \), the small disc around \( r = r_+ \) makes a contribution

\[ I_{disc} = -\frac{1}{4G}A, \quad (6.13) \]

which gives

\[ S = \left( \beta \frac{\partial}{\partial \beta} - 1 \right) I_s = \left( \beta \frac{\partial}{\partial \beta} - 1 \right) I_{disc} = \frac{1}{4G}A. \quad (6.14) \]

This calculation provides a direct link between geometry and entropy. It shows that the non-zero entropy associated to a black hole is a consequence of the non-trivial topology of the Euclidean solution. As in the calculation of the temperature in quantum field theory, regularity of the geometry at the horizon plays a key role in the derivation. Note that the explicit form of the geometry was not used in this derivation, just the fact that the geometry is smooth there. Thus, this derivation explains the universality of the relation between entropy and area.

Note also that the explicit form of the action is used here, so the result depends on the gravitational dynamics (unlike the calculation of the temperature, which is more kinematical). This Euclidean calculation has been shown to be equivalent to the Noether charge construction of the entropy appearing in the first law \[72\]. Hence for a more general action, we would produce corrections to the above area formula, as in the discussion from the first law point of view in section \[3.2\].

This saddle-point calculation of the black hole entropy does not offer any insight into the nature of the microstates the black hole entropy is counting. However, in black hole pair creation, a similar instanton approximation provides evidence that the black hole entropy is really counting microstates (see \[73\] for a review). There are processes where a pair of black holes can be created through quantum tunnelling: for example, a pair of charged black holes can be created in a sufficiently intense electric or magnetic field. The pair creation rate can be estimated by instanton methods, using a similar Euclidean saddle-point. The rate is \( \Gamma \sim e^{-I_s} \), where \( I_s \) is the action of the Euclidean instanton. In this context, the additional contribution to the action associated with the event horizon corresponds to an enhancement of the pair creation rate by a factor of \( e^{A/4} \) relative to the pair creation rate of elementary objects of the same mass, just as we would expect if we were summing over the rate for black holes to be created with in each of \( e^{A/4} \) internal states \[70\].

To explicitly identify these microstates, we need a concrete microscopic theory of quantum gravity. I will now briefly describe the calculation of the entropy in the AdS/CFT correspondence. The fundamental relation between field theory and spacetime in any of the AdS/CFT correspondences is that

\[ \langle e^{f \phi_0} \rangle = Z_S(\phi_0). \quad (6.15) \]
The LHS is the generating function of correlation functions in the field theory, which depends on sources \(\phi_0\) coupled to the operators \(\mathcal{O}\) of the theory. This is identified on the RHS with a string theory partition function in an asymptotically anti-de Sitter spacetime, with boundary conditions determined by \(\phi_0\). The two most studied examples of this correspondence are: the string theory on \(AdS_5 \times S^5\), with \(N\) units of RR five-form flux, is identified with \(N = 4, SU(N)\) Yang-Mills theory in \(d = 4\), with coupling \(g_{YM}^2 \sim g_s\). Since the curvature scale in \(AdS_5 \times S^5\) in string units goes like \(g_s N\), where a semiclassical bulk calculation is a good approximation is \(g_{YM} \ll 1, \lambda = g_{YM}^2 N \gg 1\). The string theory on \(AdS_3 \times S^3 \times X\) for \(X = T^4\) or \(K3\), with \(N_1\) units of electric RR 3-form flux and \(N_5\) units of magnetic RR 3-form flux, is identified a two-dimensional CFT with central charge \(c = 6 N_1 N_5\), which is some deformation of the supersymmetric sigma-model on \(X^{N_1 N_5} / S_{N_1 N_5}\). (These correspondences were proposed in \([74]\) and elucidated in \([75, 76]\). See e.g. \([18]\) for further details and references.)

We regard the CFT as providing the fundamental definition of the theory, while on the RHS, we are interested in the semi-classical approximation, or in perturbative calculation around some background. Thus, in particular, the canonical partition function in the CFT, the generating function for thermal correlation functions, is equal to the string theory version of the Euclidean quantum gravity partition function \(\langle 6.1 \rangle\). Thus, the above saddle-point calculation provides a prediction from gravity for the behaviour of the entropy in the CFT at strong coupling.

In the CFT, we know precisely what this entropy is counting; it is a count of the states of a thermal gas of gluons in the field theory. In the AdS\(_5\) case, the gravitational calculation gives a free energy \(F = -\frac{\pi^2}{8} N^2 V T^4\), agreeing up to a numerical factor with the result obtained at weak coupling by counting the thermal excitations of the fundamental gauge theory fields, \(F = -\frac{\pi^2}{6} N^2 V T^4\) \([77, 18]\). In the AdS\(_3\) case, the spacetime calculation gives \(S = 2\pi r_+/4G(3) = 2\pi \sqrt{cE/3}\), where \(E = N_L + N_R = 2N\) is the CFT energy (for a non-rotating black hole, \(N_L = N_R = N\)). This result can be precisely reproduced on the CFT side by using the Cardy formula \(S = 2\pi (\sqrt{cN_L/6} + \sqrt{cN_R/6})\) to calculate the entropy \([78]\). Thus, in this case, we obtain a precise agreement, including the numerical factor. The central charge of the CFT can be read off from the asymptotic isometries of the spacetime \([79]\), so the agreement for AdS\(_3\) is largely independent of the detailed correspondence supplied by AdS/CFT.

Note that these results make no direct reference to the black hole horizon; the CFT description counts all the states with a given temperature in asymptotically AdS space. The result is related to the black hole entropy simply because for high enough temperature the black hole dominates this ensemble. This has the advantage that it avoids making any assumption about the spacetime near the horizon—we do not need to impose any boundary condition at the horizon. The drawback is that

\[\text{To generate thermal correlation functions in the CFT, we consider the Euclidean theory on } S^1 \times S^{d-2}, \text{ as in the previous discussion of the free scalar. The CFT is strongly interacting, but the argument that analytic continuation from this Euclidean space defines thermal correlators still applies.}\]
the spacetime interpretation of these microstates, and their relation to the geometry near the horizon, is obscure.

An interesting aspect of the gravitational calculation is that it predicts a phase transition as a function of temperature. The saddle-point which dominates the partition function in the approximation (6.2) can change as we vary the temperature. Recall the temperature for a Schwarzschild-AdS black hole is given by (5.29), so for $T < T_{\text{min}} = \sqrt{(d-1)(d-3)/2\pi\ell}$, the only saddle point is thermal AdS. For $T > T_{\text{min}} = \sqrt{(d-1)(d-3)/2\pi\ell}$, there are three saddle-points: thermal AdS, a small black hole with $r_+ < \sqrt{\frac{(d-3)}{(d-1)}\ell}$, and a large black hole with $r_+ > \sqrt{\frac{(d-3)}{(d-1)}\ell}$. If we define the action by background subtraction, so that $I = 0$ for the Euclidean AdS solution by definition, we find

$$I_{\text{BH}} \propto (\ell^2 r_+^{d-2} - r_+^d); \quad (6.16)$$

thus, the action of the black hole changes sign when $r_+ = \ell$. When $T = (d-2)/2\pi\ell$, so the large black hole has $r_+ = \ell$, there is a phase transition, the Hawking-Page transition [80], where the dominant contribution to the partition function changes from thermal AdS to the large black hole. The small black holes, which have negative specific heat, never make the dominant contribution to the partition function.

In the $\text{AdS}_5$ case, this Hawking-Page transition corresponds to an expected phase transition in the dual four-dimensional field theory, the confinement-deconfinement transition, as discussed in [81]. Thus, the qualitative thermodynamic behaviour agrees with the CFT expectations. The change in topology of the saddle plays an important role in the interpretation of the phase transition. Recently further work has been done studying the phase structure of the four-dimensional field theory at weak coupling, comparing it to this behaviour at strong coupling [82].

In the $\text{AdS}_3$ case, we can calculate the elliptic genus of the CFT, which is a particular supersymmetry-protected partition function, exactly. In [83], it was shown that the result can be re-organized in a way which corresponds naturally to the contributions of different saddle-points in the bulk. Thus, in this case, the correspondence between the CFT and the sum over geometries in the bulk can be verified in detail.

There is thus a well-developed relation between the Euclidean black hole solutions and the thermal ensemble in the field theory. We can also describe the Lorentzian eternal black hole solution in AdS/CFT. The essential insight is to take the full Penrose diagram in figure 4 seriously. The natural dual description is then in terms of two copies of the CFT, one living on each of the two asymptotic boundaries. The black hole corresponds to an entangled state $|\Psi\rangle$ in the product Hilbert space which correlates the CFT modes living on the two boundaries [84, 85, 86],

$$a_1|\Psi\rangle = e^{-\pi\omega/\kappa} a_2^\dagger |\Psi\rangle \quad (6.17)$$

and vice-versa. That is, the whole black hole geometry is described by having an entanglement between the two CFTs of the same form as the entanglement between modes of a bulk field on the two sides of a Killing horizon (cf (5.20)), even though the two boundaries cannot communicate through the bulk. This description can be
derived by an analytic continuation from the Euclidean correspondence \[86\]. The entangled state $|\Psi\rangle$ is a standard representation of a thermal ensemble: tracing over one copy of the CFT gives a thermal density matrix in the other copy, so any observable which makes reference to only one boundary will have thermal expectation values. This proposed Lorentzian correspondence has been further developed by a number of authors \[87, 88, 89, 90, 91, 92, 93\], probing in particular the description of the region of spacetime ‘behind the horizons’; that is, in the future and past wedges of figure \[4\].

With these recent insights from the AdS/CFT correspondence, we now have a fairly good picture of the relation between stationary black holes and thermal equilibrium. There are still interesting unresolved issues, such as a general discussion of the first law of thermodynamics for the black rings with ‘dipole charges’, but the most important open questions concern dynamical situations, such as the formation and evaporation of a small black hole in AdS. In AdS/CFT, relatively little progress has been made on these issues: we do not even have a good understanding of the CFT description of quasi-static changes in the geometry, let alone a dual description of the formation of a black hole from gravitational collapse. Addressing such dynamical questions is the key to addressing many important questions about black holes, notably the information loss problem \[94\] (see \[95\] for a review). Further progress on these issues will require a major step forward in our understanding of the AdS/CFT correspondence, building a dictionary relating bulk and boundary for dynamical spacetimes and moving away from the essentially Euclidean picture which has dominated our understanding to date.
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