Prediction of the Corrosion Current Density in Reinforced Concrete Using a Self-Organizing Feature Map
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Abstract: A disadvantage of using linear polarization resistance (LPR) in the measurement of corrosion current density is the need to partially destroy a concrete cover. In this article, a new technique of predicting the corrosion current density in reinforced concrete using a self-organizing feature map (SOFM) is presented. For this purpose, air temperature, and also the parameters determined by the resistivity four-probe method and galvanostatic resistivity measurements, were employed as input variables. The corrosion current density, predicted by the destructive LPR method, was employed as the output variable. The weights of the SOFM were optimized using the genetic algorithm (GA). To evaluate the accuracy of the SOFM, a comparison with the radial basis function (RBF) and linear regression (LR) was performed. The results indicate that the SOFM–GA model has a higher ability, flexibility, and accuracy than the RBF and LR.
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1. Introduction

Corrosion of steel reinforcements has recently become a major problem in civil engineering [1–3]. Thus, the attention of researchers is nowadays devoted to the protection of concrete and steel reinforcements against corrosion [4–7]. One of the main issues of this protection is the proper prediction of the corrosion rate [8–13]. A direct method of providing an evaluation of the corrosion rate based on a corrosion current density ($i_{corr}$) measurement is linear polarization resistance (LPR). In LPR method a small direct current (DC) electrical signal ($\Delta I$) is introduced to a steel reinforcement bar. A surface electrode is applied for this purpose (Figure 1a).

When a suitable time for equilibrium is established, the change in potential ($\Delta E$) is measured and the polarisation resistance ($R_p$) is given by the Stern-Geary Equation [14]:

$$R_p = \frac{\Delta E}{\Delta I} \quad (1)$$

An equivalent electrical Randle’s circuit can be used to model corrosion process [15]. According to Figure 1b Randle’s circuit consists of a concrete cover resistance ($R_p$) with the combination of the double-layer capacitance ($C_{dl}$) and a charge transfer resistance ($R_{ct}$):

$$R_{ct} = R_p - R_s \quad (2)$$
where $R_a$ is the concrete cover resistance. Finally, the $i_{corr}$ is given by:

$$i_{corr} = \frac{B}{R_{ct}A}$$

(3)

where $B$ is a Stern-Geary proportionality constant [16] and $A$ is the area of steel being perturbed. A disadvantage of using the LPR method for a corrosion current density measurement is that it requires the partial destruction of a concrete cover in order to provide an electrical connection to the steel [17,18]. To avoid this shortcoming in [19] the proposal of a new corrosion rate assessment method was offered. The principle of this model is primary to take a four-point resistivity measurement using an alternating current (AC) passed through $C_{dl}$ (Figure 1b). Thus, the resistivity first is measured over ($R_{AC,bar}$) or away ($R_{AC,cone}$) from the steel bar. Then, the same measurement has to be taken once more using a DC current to measure the resistivity $\rho_{DC}$.

![Scheme of (a) linear polarisation resistance measurement (LPR) and (b) Randle’s equivalent electrical circuit](image)

**Figure 1.** Scheme of (a) linear polarisation resistance measurement (LPR) and (b) Randle’s equivalent electrical circuit [19].

In the last few years, artificial neural networks (ANNs) have emerged as powerful devices that can be used in many civil engineering applications [20–25]. Thus, researchers have developed a series of models of steel corrosion using an ANN [26–32]. In previous research, ANN models based on a conventional multilayer perceptron (MLP) were established [33]. These models have a theoretical value as they can predict the corrosion current density without the need for a connection to the steel reinforcement. The MLP has a satisfactory performance for reinforced concrete slabs with a high corrosion rate ($R^2 = 0.9436$ for training and $R^2 = 0.9843$ for testing), while the observed performance for reinforced concrete slabs with a moderate corrosion rate was lower ($R^2$ around 0.9109 for training and 0.9801 for testing). Considering the above, the imperialist competitive algorithm (ICA) was used, but the obtained values of determination coefficients $R^2$ of around 0.8019 and 0.9045 (for training and testing, respectively) were not satisfactory [34].

It should be noted that a great deal of progress has been made in the field of artificial intelligence modelling in the last few years. One result of this progress is the self-organizing feature map (SOFM). The SOFM was established by Kohonen [35,36] and described in detail [37,38]. The SOFM is developed based on the unique nature of the human brain and its specific characteristics. In a SOFM, processing units are placed in nodes of multi-dimensional networks (usually one-dimensional or two-dimensional, as indicated in Figure 2). The learning process is competitive. The obtained coordinate system forms a topographic map of input patterns in order to compete with each other at each step of learning. Only one unit wins at the end of this competition [35]. The total weight of the entries in various units come out of an output [36,38–40]. Recently, the SOFM has become more frequently used when solving civil engineering problems [41–45]. In this research, better prediction results are more probable with the use of the SOFM than with the use of previous models.

Considering the above, the article presents a new technique of predicting the corrosion current density in reinforced concrete using a SOFM. For this purpose, air temperature and also parameters
determined by the resistivity four-probe method and galvanostatic resistivity measurements were employed as inputs. The corrosion current density, predicted by the destructive LPR method, was employed as the output. The weights of the SOFM were optimized using the genetic algorithm (GA). To evaluate the accuracy of the SOFM, a comparison with the radial basis function (RBF) and linear regression (LR) was performed.

Figure 2. Model of (a) a one-dimensional structural model of the SOFM [35] and (b) a two-dimensional structural model of the SOFM [45].

2. Experimental Setup

Reinforced concrete slab specimens with dimensions 400 mm × 300 mm × 100 mm were prepared. Each specimen contained a single steel bar with the diameter equal to 30 mm. The steel bar was made from class A–III grade 34GS steel. The concrete cover was equal to 20 mm. The reinforced concrete slabs were made from class C 20/25 concrete. The concrete was composed of Portland cement CEM I 42.5R. The coarse aggregate with a maximum grain size $D_{\text{max}}$ of 8 mm has been used.

The specimens were corroded in natural environment. Then the samples were stored in laboratory conditions: the ambient air temperature of 20 °C (±1 °C) and an air relative humidity of 65% (±1%). The AC resistivity measurements were performed on two positions: directly over the bar (Position 1) and away the bar (Position 2), as presented in Figure 3b. As described in [19], a modified electrode array was used to perform DC resistivity measurements (at Position 1). For this purpose, two copper-copper sulphate reference electrodes were used to replace the two inner standard resistivity probes (Figure 3a). Repeated measurements were taken over several days. Then, LPR method has been applied to measure the actual $i_{\text{corr}}$. The exemplary data were presented in Table 1.

Figure 3. Scheme of (a) DC resistivity equipment on reinforced concrete specimen and (b) resistivity measurement locations on concrete specimen [19].
Table 1. Exemplary steel corrosion data with moderate corrosion rates [33].

| No. | $T$ (°C) | $\rho_{\text{AC,bar}}$ (kΩ·cm) | $\rho_{\text{AC,conc}}$ (kΩ·cm) | $\rho_{\text{DC}}$ (kΩ·cm) | $i_{\text{corr}}$ ($\mu$A/cm$^2$) |
|-----|----------|-------------------------------|-------------------------------|----------------------------|-----------------|
| 1   | 21.00    | 19.31                         | 22.27                         | 21.81                      | 0.422           |
| 2   | 20.80    | 19.33                         | 22.28                         | 21.83                      | 0.423           |
| 3   | 20.50    | 19.34                         | 22.30                         | 21.85                      | 0.421           |
| 4   | 20.10    | 19.35                         | 22.31                         | 21.91                      | 0.439           |
| 5   | 19.80    | 19.36                         | 22.32                         | 21.92                      | 0.439           |
| 6   | 19.50    | 19.36                         | 22.33                         | 21.94                      | 0.456           |
| 7   | 19.20    | 19.37                         | 22.36                         | 21.96                      | 0.466           |
| 8   | 19.00    | 19.38                         | 22.38                         | 21.98                      | 0.476           |
| 9   | 20.90    | 19.24                         | 22.09                         | 21.62                      | 0.373           |
| 10  | 20.70    | 19.25                         | 22.12                         | 21.63                      | 0.380           |
| ... | ...      | ...                           | ...                           | ...                        | ...             |
| 68  | 19.10    | 19.30                         | 22.22                         | 21.77                      | 0.421           |

The statistical characteristics of the database are summarized in Table 2. As presented in Table 2, bar had an $i_{\text{corr}}$ between 0.37 and 0.49 $\mu$A/cm$^2$ with the coefficient of variation of 7.09%. Judging by this, the conditions have been steady and close to passivity. They are low compared to others [46,47]. The measured air temperature $T$ during the investigations was 20 °C ($\pm$1 °C) with the coefficient of variation equal to 3.28%. The resistivity measurements exhibit low scatter with coefficient of variation below 1% (Table 2). The Shapiro-Wilk compliance test with normal distribution was also conducted (Table 3), in accordance with [48]. In this test the hypothesis of compliance with normal distribution is rejected, if the level of $W$ probability is lower than the determined probability $W_0(\alpha)$ under the level of the significance ($\alpha$). The correlation coefficients $p$, $p_s$ and $\tau$ obtain the highest value in a range between 0.73 and 0.85 for the resistivity parameters (Figure 4). It may indicate the key importance of these parameters for the SOFM. The negative values of correlation coefficients in the case of parameter $T$ indicate a decrease of

Table 2. Statistical characteristics of the database (based on data presented in [33]).

| No. | Type | Parameter Symbol | Unit | Maximum | Minimum | Mean | Standard Deviation | Coefficient of Variation |
|-----|------|------------------|------|---------|---------|------|---------------------|--------------------------|
| 1   | Input| $T$              | °C   | 21      | 19      | 19.988| 0.656               | 3.28%                    |
| 2   | Input| $\rho_{\text{AC,bar}}$ | kΩ·cm | 19.38  | 19.23  | 19.304| 0.041               | 0.21%                    |
| 3   | Input| $\rho_{\text{AC,conc}}$ | kΩ·cm | 22.39  | 22.09  | 22.246| 0.089               | 0.40%                    |
| 4   | Input| $\rho_{\text{DC}}$   | kΩ·cm | 21.98  | 21.60  | 21.778| 0.119               | 0.55%                    |
| 5   | Output| $i_{\text{corr}}$ | $\mu$A/cm$^2$ | 0.487  | 0.373  | 0.423 | 0.030               | 7.09%                    |

Table 3. Results of the Shapiro-Wilk test.

| No. | Type | Parameter Symbol | Unit | $W$ | $\alpha$ | $W_0(\alpha)$ |
|-----|------|------------------|------|-----|----------|----------------|
| 1   | Input| $T$              | °C   | 0.923| 0.01    | 0.956         |
| 2   | Input| $\rho_{\text{AC,bar}}$ | kΩ·cm | 0.957| 0.01    | 0.956         |
| 3   | Input| $\rho_{\text{AC,conc}}$ | kΩ·cm | 0.942| 0.01    | 0.956         |
| 4   | Input| $\rho_{\text{DC}}$   | kΩ·cm | 0.924| 0.01    | 0.956         |
| 5   | Output| $i_{\text{corr}}$ | $\mu$A/cm$^2$ | 0.962| 0.01    | 0.956         |

For $\alpha = 0.01$, the hypothesis regarding compliance of the distribution of all the parameters with normal distribution desires to be rejected for $T$, $\rho_{\text{AC,conc}}$ and $\rho_{\text{DC}}$ (Table 3). Thus, the most useful input parameter will be the $\rho_{\text{AC,bar}}$ and $i_{\text{corr}}$ as an output variable. Then, the correlations between the input parameters and $i_{\text{corr}}$, were investigated using Pearson’s ($p$), Spearman’s ($p_s$) and Kendall’s ($\tau$) correlation coefficients (Figure 4). Parameters are considered to be useful when the values of $p$, $p_s$ and $\tau$ are in a range from ±1 to ±0.4.
their values with an increase of the output variable $i_{corr}$. The values of coefficients $p$, $p_s$ and $\tau$ obtained in the range between $-0.46$ and $-0.62$ affirm the lack of correlation between $T$ and the $i_{corr}$.

![Figure 4](image)

**Figure 4.** Pearson’s ($p$), Spearman’s ($p_s$), and Kendall’s ($\tau$) rank correlation coefficient values between input parameters and the $i_{corr}$.

### 3. Results and Discussion

#### 3.1. Selection of the Optimum Prediction Model Using the SOFM

From the database presented in Table 1, 80% of the samples (54 samples) were used for training, 10% (seven samples) for validation and 10% (seven samples) for testing. Equation (4) was used to determine the number of nodes in the hidden layer (HL) [49]:

$$N_H \leq 2N_I + 1$$  \hspace{1cm} (4)

where $N_H$ is the maximum number of nodes in the HLs and $N_I$ is the number of inputs. Considering that the effective number of inputs is equal to 4, the maximum number of nodes in the HL is equal to 9 (Table 4).

**Table 4.** Different SOFM models.

| No. | Neighborhood Shape | Starting Radius | Network | No. of HL | No. of Nodes | Transfer Function | Training Algorithm |
|-----|--------------------|-----------------|---------|-----------|--------------|-------------------|--------------------|
| 1   | SquareKohonenFull  | 2               | 5 × 5   | 1         | 9            | TanhAxon          | Momentum           |
| 2   | LineKohonenFul     | 2               | 6 × 6   | 2         | 5-4          | SigmoidAxon       | QuickProp          |
| 3   | DiamondKohonenFul  | 2               | 7 × 7   | 3         | 3-3-3        | Linear            | Step               |

For each model the equation has been provided together with the value of the determination coefficient ($R^2$) for training, validation and testing (Table 5). Table 6 presents the errors: mean (ME), mean absolute (MAE), root mean squared (RMSE), and mean squared (MSE). The optimum structure is 1-9-4. The detailed results are then presented in Figures 5 and 6.

**Table 5.** Results of the different SOFM models in the training, validation, and testing phases.

| No. | Training Equation | Validation $R^2$ | Validation Equation | Validation $R^2$ | Testing Equation | Testing $R^2$ |
|-----|-------------------|------------------|---------------------|------------------|-----------------|---------------|
| 1   | $y = 0.9292x + 0.0209$ | 0.9333          | $y = 0.5884x + 0.1717$ | 0.9240          | $y = 0.8329x + 0.0682$ | 0.9786       |
| 2   | $y = 0.0008x + 0.4109$ | 0.2649          | $y = 0.0012x + 0.4107$ | 0.6785          | $y = 0.0009x + 0.4108$ | 0.7263       |
| 3   | $y = 0.8406x + 0.0694$ | 0.8093          | $y = 0.8477x + 0.0659$ | 0.8194          | $y = 0.8705x + 0.035$  | 0.8968       |
Table 6. Statistical analysis of the different SOFM models in training, validation, and testing.

| Model Number | Training 1 | Training 2 | Training 3 | Validation 1 | Validation 2 | Validation 3 | Testing 1 | Testing 2 | Testing 3 |
|--------------|------------|------------|------------|--------------|--------------|--------------|-----------|-----------|-----------|
| ME           | 0.0050     | −0.0068    | 0.0063     | −0.0142      | −0.0238      | −0.0091      | −0.0121   | −0.0158   | −0.0112   |
| MAE          | 0.0241     | 0.0068     | 0.0249     | 0.0142       | 0.0238       | 0.0118       | 0.0183    | 0.0158    | 0.0189    |
| MSE          | 0.0009     | 0.0000     | 0.0007     | 0.0004       | 0.0006       | 0.0004       | 0.0005    | 0.0002    | 0.0006    |
| RMSE         | 0.0295     | 0.0068     | 0.0269     | 0.0194       | 0.0238       | 0.0206       | 0.0230    | 0.0158    | 0.0247    |

Figure 5. Corrosion current density prediction using the different SOFM models in the processes of (a) training, (b) validation, and (c) testing.

Figure 6. Cont.
3.2. Sensitivity Analysis of the Selected SOFM–GA Model

To determine the effect of input parameters on output parameters, the sensitivity analysis technique is used (Table 7).

Table 7. Analysis of the sensitivity of the output in the SOFM–GA model in comparison to the input parameters.

| Row | Symbol of the Input Parameter | $i_{corr}$ |
|-----|--------------------------------|------------|
| 1   | $T$                            | 0.0006     |
| 2   | $\rho_{DC}$                    | 0.0040     |
| 3   | $\rho_{AC,conc}$               | 0.0040     |
| 4   | $\rho_{AC,bar}$               | 0.0046     |

According to Table 7, parameters $T$ and $\rho_{DC}$ have the least and greatest impact respectively on the output of SOFM–GA Model 1. The best network for matching the input data in the SOFM–GA model is a $5 \times 5$ structure, which is indicated in Figure 7 for the training, validation, and testing phases.
3.3. Comparison of the Selected SOFM–GA Model with Linear Regression (LR) and the Radial Basis Function (RBF) Neural Network

The SOFM–GA model was compared with LR models and these statistical models are presented in Equations (4)–(6). To determine the statistical equations, MINITAB Student 14 software was used [50]:

\[
\text{LR 1: } i_{corr} = -9.95 + 0.446\rho_{AC} + 0.0792\rho_{AC,conc} \\
\text{LR 2: } i_{corr} = -9.19 + 0.0352\rho_{DC} + 0.392\rho_{AC} + 0.0577\rho_{AC,conc} \\
\text{LR 3: } i_{corr} = -3.10 - 0.01537T + 0.1143\rho_{DC} - 0.049\rho_{AC} + 0.1028\rho_{AC,conc}
\]

The results are shown for four models for the training, validation and testing of data for the statistical indicators in Tables 8 and 9. Table 8 deals with investigating the results with respect to the straight line slope and the \( R^2 \), while the statistical indicators are presented in Table 9. The results indicate that LR 3 model is more accurate than the other models.

Figure 7. Structure for matching the input data in the processes of (a) training, (b) validation, and (c) testing.
Table 8. Results of different models of LR in the training, validation, and testing phases.

| Model | Training | Validation | Testing |
|-------|----------|------------|---------|
|       | Equation | $R^2$      | Equation | $R^2$ | Equation | $R^2$ |
| LR 1  | $y = 0.7884x + 0.0877$ | 0.8159 | $y = 0.3998x + 0.2514$ | 0.2369 | $y = 0.8965x + 0.0483$ | 0.7989 |
| LR 2  | $y = 0.7895x + 0.0932$ | 0.8183 | $y = 0.3949x + 0.2588$ | 0.2307 | $y = 0.8638x + 0.066$ | 0.8367 |
| LR 3  | $y = 0.8695x + 0.0561$ | 0.8771 | $y = 0.5181x + 0.2003$ | 0.4536 | $y = 0.7695x + 0.0939$ | 0.8946 |

Table 9. Statistical analysis of different models of LR in the training, validation, and testing phases.

| Error | Training | Validation | Testing |
|-------|----------|------------|---------|
|       | ME       | MAE        | MSE     | RMSE    |
| LR 1  | 0.0032   | 0.0226     | 0.0007  | 0.0266  |
| LR 2  | 0.0092   | 0.0232     | 0.0008  | 0.0279  |
| LR 3  | 0.0059   | 0.0238     | 0.0005  | 0.0267  |

For comparing the SOFM–GA model to an ANN, the RBF network was used. NeuroSolutions 5.0 software [51] was used to determine the optimal structure of the RBF model regarding the number of hidden layers, the number of nodes in the hidden layers, the learning algorithm of the network, the transfer function, and the GA. Table 10 indicates the optimal structure of the RBF model. Moreover, Table 11 deals with the results with respect to the indexes of the straight line slope and coefficient of convergence. The statistical indicators are evaluated in Table 12. The results indicate that RBF model 3 shows great and logical accuracy when compared to the other two models.

According to analysis of all the models, the three models of SOFM–GA, LR Model 4, and RBF model 3 were selected as the best and are presented in Tables 13 and 14.

Table 10. The structure of different RBF models optimized with the GA.

| Model | Network Structure |
|-------|-------------------|
|       | Number of Inputs  | Number of Outputs | Number of HL | No. of Nodes | Transfer Function | Training Algorithm |
| RBF 1 | 4                 | 1                 | 1            | 9            | SigmoidAxon       | QuickProp           |
| RBF 2 | 4                 | 1                 | 1            | 4            | LinearSigmoidAxon | Step                |
| RBF 3 | 4                 | 1                 | 2            | 4-4          | LinearAxon        | DeltaBarDelta       |

Table 11. Results of different RBF models in the training, validation and testing phases.

| Model | Training | Validation | Testing |
|-------|----------|------------|---------|
|       | Equation | $R^2$      | Equation | $R^2$ | Equation | $R^2$ |
| RBF 1 | $y = 0.2242x + 0.3288$ | 0.8206 | $y = 0.0941x + 0.3811$ | 0.3243 | $y = 0.2044x + 0.3373$ | 0.8421 |
| RBF 2 | $y = 0.711x + 0.1231$  | 0.8039 | $y = 0.3205x + 0.2852$ | 0.2278 | $y = 0.7452x + 0.1151$ | 0.9307 |
| RBF 3 | $y = 1.0124x + 0.0024$ | 0.895  | $y = 0.6348x + 0.1565$ | 0.7908 | $y = 0.9116x + 0.0433$ | 0.8943 |

Table 12. Statistical analysis of the different RBF models in the training, validation and testing phases.

| Model | Training | Validation | Testing |
|-------|----------|------------|---------|
|       | ME       | MAE        | MSE     | RMSE    |
| RBF 1 | 0.0054   | 0.0052     | 0.0116  | −0.0140 | −0.0137 | −0.0089 | −0.0050 | −0.0029 | −0.0005 |
| RBF 2 | 0.0065   | 0.0189     | 0.0268  | 0.0140  | 0.0164  | 0.0107  | 0.0066  | 0.0165  | 0.0201  |
| RBF 3 | 0.0001   | 0.0007     | 0.0010  | 0.0020  | 0.0004  | 0.0003  | 0.0001  | 0.0004  | 0.0006  |
|       | 0.0089   | 0.0229     | 0.0322  | 0.0144  | 0.0191  | 0.0167  | 0.0073  | 0.0188  | 0.0239  |
Table 13. Results of the different models in training, validation and testing.

| Model     | Training Equation | Training $R^2$ | Validation Equation | Validation $R^2$ | Testing Equation | Testing $R^2$ |
|-----------|-------------------|----------------|---------------------|-----------------|-----------------|---------------|
| SOFM–GA   | $y = 0.9292x + 0.0299$ | 0.9333 | $y = 0.5884x + 0.1717$ | 0.924 | $y = 0.8329x + 0.0682$ | 0.9786 |
| LR        | $y = 0.8695x + 0.0561$ | 0.8771 | $y = 0.5181x + 0.2003$ | 0.4536 | $y = 0.7695x + 0.0939$ | 0.8946 |
| RBF       | $y = 1.0124x + 0.0024$ | 0.895  | $y = 0.6348x + 0.1565$ | 0.7908 | $y = 0.9116x + 0.0433$ | 0.8943 |

Table 14. Statistical analysis of the different models in training, validation and testing.

| Error   | SOFM–GA | RBF 3 | LR 3 | SOFM–GA | RBF 3 | LR 4 | SOFM–GA | RBF 3 | LR 4 |
|---------|---------|-------|------|---------|-------|------|---------|-------|------|
| ME      | 0.0050  | 0.0116| 0.0059| –0.0142 | –0.0089| –0.0147| –0.0121 | –0.0058| –0.0108|
| MAE     | 0.0241  | 0.0268| 0.0238| 0.0142  | 0.0107 | 0.0173| 0.0183  | 0.0201 | 0.0215|
| MSE     | 0.0009  | 0.0010| 0.0008| 0.0004  | 0.0003 | 0.0004| 0.0005  | 0.0006 | 0.0005|
| RMSE    | 0.0295  | 0.0322| 0.0287| 0.0194  | 0.0167 | 0.0211| 0.0230  | 0.0239 | 0.0233|

According to analysis of the three models, the SOFM–GA has higher precision and flexibility than the other two models and these results are shown in Figure 8.
Figure 8. Comparison of corrosion current density prediction using the different SOFM models in the processes of (a) training, (b) validation, and (c) testing.

4. Conclusions

Based on the research and analysis presented in the article, the following conclusions can be made:

- It is possible to predict corrosion current density using a SOFM that is optimized with the GA on the basis of parameters determined by non-destructive resistivity measurements and temperature monitoring.
- The GA optimization feature can be used as a powerful tool for optimizing the weights of a SOFM.
- When comparing the results of training, validation and testing of different models of a SOFM, it can be seen that the SOFM model with a 1-9-4 structure, transfer function of TanhAxon, and a momentum training algorithm has a higher ability and accuracy in predicting the corrosion current density of steel in concrete.
- In the SOFM–GA model, the determination coefficient $R^2$ in the training, validation and testing phases is respectively 0.9333, 0.924, and 0.9786, and the slope of the straight line for this parameter is equal to 0.9292, 0.5884, and 0.8329. The values of all errors (MAE, ME, RMSE, MSE) are also less.
- The presented SOFM–GA model has a satisfactory performance for a slab with a moderate corrosion rate. This performance is better than that obtained by the conventional ANN and imperialist competitive algorithm (ICA) approaches that were presented previously in [33,34]. For the modelling purposes the steel bar with diameter of 30 mm has been used.

The model presented in the article can be used only for the same (or very similar) material properties. To obtain the corrosion current density prediction model on real structure with different material properties (bar diameters, concrete class, etc.) new database has to be created. Future studies should be done to evaluate the effect of different steel diameter, cover, and concrete composition on the reliable prediction of the corrosion current density in reinforced concrete.
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