Neutralization Dynamics of Slow Highly Charged Ions in 2D Materials
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Abstract: We review experimental and theoretical work on the interaction of slow highly charged ions with two-dimensional materials. Earlier work in the field is summarized and more recent studies on 1 nm thick amorphous carbon nanomembranes and freestanding single layer graphene by the authors are reviewed. To explain the findings, models for energy loss determination as well as qualitative model descriptions for the observed ultrafast neutralization dynamics are discussed. The results shown in this paper will be put into context with findings of nanostructure formation on two-dimensional materials, both freestanding and on substrate, as well as on surfaces of bulk insulators.
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1. Introduction

Interaction studies of slow highly charged ions (HCI) with single atoms, molecules and solids are an active field of basic and applied physics research [1–5]. Many experimental and theoretical studies were performed to understand the neutralization process above the surface and surface modification due to potential energy deposition in the topmost atomic layers [6–10]. While the charge transfer above a surface is well described by the classical-over-barrier (COB) model, the mechanisms at work inside the solid after ion impact, i.e., electron capture, deexcitation processes, and stopping, are still not fully understood. The challenge arises from the fact that ions travelling in a 3D solid will rapidly reach their equilibrium charge state, which is independent of the original charge state and just determined by the ion velocity, limiting the access to the pre-equilibrium regime of the interaction [11–14].

To gain experimental access to the pre-equilibrium regime, 2D materials come into play as they provide a solid target with only atomic thickness. They allow an experimental observation of phenomena during the pre-equilibrium time in simple beam-foil experiments. Open fundamental questions such as the role which charge state and charge exchange play in slow ion stopping, can now be addressed with the availability of these materials. It may, e.g., be questioned, whether the ion interaction with a 2D solid can be described by extrapolating models derived for 3D solids (thick material) to zero thickness or if qualitatively new phenomena emerge. Additionally, the technological use of ion beams in tailoring optical, electronic, and structural properties of 2D materials for applications such as controlled production of nano-sieves needed in DNA sequencing [15] or adjusting the p- and n-type doping for solar cell applications [16,17] is a major motivation of the work. The deliberate production of defects, the direct implantation of ions, and the perforation of the material will determine the 2D material’s mechanical, optical, and electronic properties.
Here, we review recent work on HCI irradiation of 2D materials, which is a young subfield of ion–solid interaction. As there exists only a limited body of research and many groups are currently joining the field, we focus mainly on our own work over the last five years [2,18–24] with the aim to give an overview for newcomers.

By using HCIs, we benefit from a unique property of (heavy) ions: the available potential energy resulting from the charge state. By successive removal of electrons from the atomic shells of an ion, the total ionization potential of a certain charge state is stored as the potential energy in the ion. Figure 1 shows the potential energy for Ar and Xe ions as a function of the charge state. It can reach up to several 10 keV for Xe charge states above 30. The potential energy is released as soon as the ion neutralizes and deexcites in the vicinity of a surface.

![Figure 1.](Color online) Potential energy for Ar and Xe ions as a function of the charge state, e.g., Xe$^{40+}$ has a potential energy of 38.5 keV.

It is generally believed that, upon approach towards a solid surface, a HCI starts to capture electrons above the Coulomb barrier between the surface and the ion [6,25]. Figure 2 shows the electrostatic potential in front of a metallic surface according to the COB-model [6] for a Xe$^{30+}$ ion in close proximity of 5 Å to the atomic plane of the surface along the ion-surface axis. The potential barrier between the surface and the ion is significantly lowered allowing resonant electron transport to the ion. Electrons, which were captured resonantly, occupy states in the ion with principal quantum numbers of $n > 30$. Resonant charge capture is typically fast enough (<1 fs) for almost complete neutralization above the surface [26]. The neutralized atom, however, is left with a plethora of empty inner shells. It is referred to as a hollow atom [26].

Even though the COB-model works well, both as an instructive model and for quantitative comparison to grazing scattering experiments [27,28], it fails to work within a solid. As soon as the ion enters the surface (or the electron jellium), the picture of single electron transfer and isolated ionic states breaks down. However, applying a similar model description inside the solid by assuming a peel-off of the outer electrons due to their large radii and subsequent screening from surface atoms inside the binding radius was attempted [29,30]. The now recharged ion would capture electrons with significantly higher binding energies resonantly from the target atoms, stripping them from their core electrons. A hollow atom of second generation may be formed [31]. Subsequent non-radiative and radiative deexcitation in the hollow atom (or hollow ion if not entirely neutralized yet) and re-fill of emitted Auger electrons from the target leads finally to a neutral projectile in its ground state. This model for inside-the-solid neutralization appears reasonable if medium charged ions are applied and a solid of mostly heavy atoms as well as large thickness is used. Going to heavy ions with high charge states, a very light target material and single atomic thickness, we show that the model of peel-off and second generation hollow atom formation needs to be refined.
Figure 2. (Color online) Electrostatic potential of a Xe$^{30+}$ ion along the ion-surface connection line normal to the surface. Binding energies for occupied levels (straight lines) are given from Hartree–Fock calculations [32] and empty states (broken lines) from Rydberg scaling of levels for heavy atoms. Level shifts due to image charge are here neglected for clarity.

The potential energy release (see Figure 1) close to the surface may lead to significant material modification. Considering the amount of deposited energy, it may not be surprising that surface nanostructures from individual ion impacts are formed [33–35]. Depending on the material and the charge state, pits with desorption yields in the order of a few 1000 atoms/ion (Figure 3a), caldera-like structures (Figure 3b) and nm-sized hillocks (Figure 3c) are observed [33,35,36]. However, due to the nature of energy deposition, i.e., by electron transport and electronic deexcitation, only insulators and semi-conductors are prone to nanostructure formation by HCI impact [34,37]. The potential energy is initially converted into electronic excitations at the surface (and kinetic energy of emitted electrons). Electron–phonon coupling leads, on a longer time scale, to heating of the lattice resulting in sputtering or desorption of atoms, nano-melting or sublimation. Because the potential energy deposition is the main driving force for material removal by HCIs, it is termed potential sputtering [38]. On metals, electronic excitations get screened and dissipated before electron–phonon coupling can set in. The lattice remains cold and therefore no nanostructures are observed.

Figure 3. (Color online) (a) Atomic force microscopy image of a KCl(001) surface irradiated with 70 keV Xe$^{35+}$ ions. One- to two-monolayer-deep pits resulting from single ion impacts can be observed [33,39]. (b) AFM image of a LiF(001) surface irradiated with 99 keV Xe$^{20+}$ ions. Crater-like structures are observable [36]. (c) AFM image of a CaF$_2$(111) surface irradiated with 16.5 keV Xe$^{33+}$ ions. Hillock structures can be observed [35].

2. Experimental Results on Highly Charged Ion Transmission

The fabrication of ultrathin films, especially the production of freestanding single layer graphene, opens nowadays the possibility to study ions in the pre-equilibrium regime, and to get insights in the neutralization and deexcitation processes within the first monolayers of the solid. At projectile velocities $v < v_0$, the equilibrium charge $Q_{eq}$ is typically very small ($\leq 1$) and can be estimated by Bohr’s stripping criterion [40] to be $Q_{eq} \approx \frac{v}{v_0} Z^{1/3}$, with the nuclear charge $Z$ of the projectile and the
Bohr velocity $v_0 = 1$ a.u. = $2.19 \cdot 10^6$ m/s. The special combination of slow ($v < v_0$) highly charged projectile ions with charge states far from equilibrium ($Q_{in} \gg 1$) and ultrathin membranes is therefore ideally suited to study pre-equilibrium phenomena.

Although experimental investigations with truly two-dimensional (2D) materials are only possible for a few years, first attempts to study HCI interaction processes with thin materials go back more than twenty years and are shortly reviewed in the next section.

2.1. Earlier Work

In a first attempt to determine the distance an ion travels in a solid until it reaches its equilibrium charge state, Herrmann et al. [12] investigated the energy loss and final charge state distribution of slow ($v = 0.76 v_0$) Ar$^{Q_{in}+}$ ions ($Q_{in} = 8, 12, \text{and } 16$) after transmission through a freestanding 31 nm thick carbon foil. Within the experimental resolution, they could not find a dependence on the projectile’s initial charge state and therefore concluded that the ions reach their charge state equilibrium after passing a few atomic layers only. Furthermore, transmission measurements through thinner carbon foils (10 nm and 5 nm) performed by Hattass et al. [41] could show that HCIs reach their equilibrium charge state after the transmission of a 10 nm thick foil but not after the passage of only a 5 nm thick carbon foil. Evaluating the average exit charge state in dependence on the projectile velocity ($0.25-0.46 v_0$), the charge equilibration time in the carbon foil could be estimated to be less than 7 fs. Since sequential filling of the ion’s inner-shell vacancies would probably take much longer than the evaluated equilibration time of only a few fs, the authors concluded that multiple Auger transition cascades must proceed in parallel to facilitate such a rapid equilibration [41].

Besides transmission measurements, similar results were also obtained by performing scattering measurements with HCIs. Folkerts et al. [42] investigated the final charge state distribution of multiply charged O$^{Q+}$ ions with $Q = 3-8$ scattered under grazing angles of incidence from a gold surface and observed almost complete charge equilibration. With projectile trajectory calculations, they could show that the projectiles spend less than 30 fs within 2 Å of the topmost Au layer. They concluded that already at the target interface strong screening effects have to be present which result in a significant upward shift of the projectile energy levels, enabling a direct capture of electrons into the L and M shell. Similar scattering processes were performed by Winecki et al. [43], who investigated the final charge state distribution of highly charged Ar$^{Q_{in}+}$ ions ($Q_{in} = 4-17$, $v = 0.15-0.62 v_0$) scattered under grazing angles of incidence from a smooth highly oriented pyrolytic graphite surface. It was found that independent of their initial charge state, the scattered projectiles leave the surface virtually fully equilibrated. They explained the fast neutralization process and the X-ray spectra measured in coincidence with grazingly scattered ions by side feeding processes of electrons into the L and K shell.

Apart from transmission measurements and scattering experiments, observation of fast electron ejection and measurements of the exit projectile charge state distribution after frontal collision of Xe$^{30+}$ ions with C$_{60}$ were performed by Martin et al. [1]. This model system of a large atomic cluster with a small diameter limiting the ion’s transmission time to less than 3.2 fs is already very close to a truly 2D solid surface. The assumption of greatly enhanced Auger rates was found to be necessary to interpret the observed fast electron ejection during the collision time.

As long as neutralization is incomplete, charge state effects on the energy loss also become experimentally accessible. An enhancement of the average energy loss value as a function of the incident charge state was reported by Schenkel et al. [44]. They performed transmission measurements with Xe$^{Q_{in}+}$ and Au$^{Q_{in}+}$ ions ($v \approx 0.3 v_0$) in high charge states ($Q_{in} \geq 40$) through 10 nm thick carbon foils. In comparison to these measurements, in scattering measurements performed by Winecki et al. [45], a charge dependent energy loss could not be observed, which was, in turn, interpreted as indication for full neutralization of the projectile before reaching the distance of the closest approach.
2.2. Our Work

Recently, we made a step forward and presented transmission measurements with ultrathin membranes. We started with 1 nm thick carbon nanomembranes (CNM) and focussed then on the ultimately thin material, a freestanding single layer of graphene (SLG).

The experimental procedure follows traditional beam-foil experiments, i.e., ions are provided by an ion source (electron beam ion trap from Dreebit GmbH, Germany) and are charge-over-mass selected by either an analyzing magnet or a Wien filter. Ions are focused on a sample and are measured after transmission through the sample with an electrostatic analyzer or a time-of-flight spectrometer. For the latter, we chop the beam by a fast switching electrostatic beam blanker. The ion kinetic energy is adjusted by an electrostatic retarding field between the beamline (insulated) and the target chamber. Samples are mounted on a Transmission Electron Microscopy (TEM) grid with a supporting Carbon film (Quantifoil). The Quantifoil has regularly sized and spaced holes, which are over-span by the freestanding 2D material. The target chamber is kept at low $10^{-9}$ mbar or high $10^{-10}$ mbar to prevent charge exchange of the ions with the rest gas as well as keeping the samples free of contaminations as good as possible. Details in the experimental setups can be found in [24,46].

2.2.1. Carbon Nanomembranes

Cross-linking of a self-assembled monolayer of organic molecules by low energy electron irradiation can lead to a closed and mechanically stable membrane, which can be released from a substrate and used as a freestanding sheet [47]. Using 1,1′-Biphenyl-4-thiol as a molecular precursor results finally in a 1 nm thick carbon nanomembrane [48]. The sheet thickness is small enough to enable highly charged ion transmission such that the transmitted ions have not yet reached their charge state equilibrium [19]. In this way, we are able to address pre-equilibrium charge exchange and stopping directly. Figure 4a shows a spectrum of charge states obtained with an electrostatic analyzer in forward direction and an acceptance angle of 1.6° (see Figure 4b). Xe\textsuperscript{20+} ions with a kinetic energy of 90 keV were used. Each peak can be assigned to an exit charge state. The position of the peaks is given by the ion energy loss and the width of each peak is determined by the ion energy straggling. The large peak at $Q = 20$ results from ions, which pass uncovered areas from the sample. These areas cannot be avoided, because 2D materials cover a supporting TEM grid only partially and rip apart due to mechanical stress. However, the “primary peak” at $Q = 20$ allows an energy calibration inherent to every spectrum, because these ions did not exhibit energy loss. The spectrum in Figure 4a shows even more peaks at lower charge states with a decreasing height from $Q = 19$ to $Q = 8$ and an increasing abundance from $Q = 8$ to $Q = 4$. With an electrostatic analyzer, we are limited to a certain maximal voltage, which, in turn, limits the maximal observable charge exchange. Further, ions transmitted as neutral atoms cannot directly be observed. The decreasing and increasing intensities of exit charge states are in fact two distinct charge state distributions, as shown by angle-resolved measurements recently [19].

Using a different detection technique, i.e., a multi-channel plate with a delay-line detector (DLD), enables a two-dimensional position determination of transmitted ions (see Figure 4e) [24]. Limiting the scattering angle in one direction (vertical) with a slit aperture and using a set of deflection plates, we can resolve both, charge exchange and scattering angle, at the same time for all transmitted charge states (including neutral atoms) in parallel. Figure 4c shows a charge exchange spectrum from 180 keV Xe\textsuperscript{20+} with this detection technique. The ion parameters are, and thus the spectrum is, comparable to the data shown in Figure 4a. Along the $y$-axis, lines appear of different intensities (color) resulting from different exit charge states. The scattering angle is shown along the $x$-axis. The DLD can be moved along the horizontal axis up to $10^\circ$ to cover a wide range of scattering angles with subsequent measurements (not shown here). Integrating the exit charge state intensities in an angular range of $\pm 0.25^\circ$ results in the exit charge state spectrum shown in Figure 4d. The spectrum is similar to the data presented in Figure 4a, whereas it also includes charge states $Q = 0$–3. It shows that the second, low exit charge state distribution indeed peaks at $Q = 2$. Interestingly, the angular dependence of the
charge exchange can here be observed directly with a resolution of about 0.01°, not possible with the electrostatic detector set-up. Low exit charge states i.e., \( Q = 0–6 \) are scattered into a broad angular range, whereas the maximum scattering angle for Xe on C is given by momentum conservation and amounts to about 5.3°. This observation was already made earlier with angle-resolved measurements utilizing the electrostatic detector set-up and led to the conclusion, that ions in low exit charge states are scattered at small impact parameters and are subsequently deflected under larger angles [19]. Ions in the first, high exit charge state distribution are scattered within an angular range of about ±0.15° with a charge state dependent scattering pattern. Charge states of \( Q = 14–19 \) are transmitted directly into forward direction indicating no angular deflection (angular spread is comparable to the “primary peak” at \( Q = 20 \)) or, in turn, they are scattering with large impact parameters (≳ 1.5 Å [19]).

Now, ions at charge states \( Q = 7–13 \) are transmitted in angles of 0.05–0.15°, i.e., not in straight forward direction. From the classical scattering integral

\[
\theta_{\text{cms}}(p, E_{\text{cms}}) = \pi - 2 \int_{R_{\text{min}}}^{\infty} \frac{dR}{R^2 \sqrt{1 - \frac{V(R)}{E_{\text{cms}}}}} \left( \frac{p - \sqrt{p^2 - R^2}}{R^2} \right)
\]

we can calculate the impact parameter for these particular scattering angles and thus derive the impact parameter dependence of charge exchange [21]. In Equation (1), the scattering angle \( \theta \) is given in the center-of-mass (cms) system. \( R_{\text{min}} \) is the distance of closest approach of the projectile and the target atom, \( p \) the impact parameter, \( R \) the interatomic distance, \( E_{\text{cms}} \) the ion kinetic energy in the cms and \( V(R) \) is the scattering potential. The scattering potential \( V(R) \) is charge state dependent. Thus, for each incident charge state (and to some extent each charge exchange value), the scattering integral must be evaluated [21,49]. However, the evaluation and the comparison with the COB-model for the high exit charge states (\( Q > 7 \)) is beyond the scope of this paper.

**Figure 4.** (Color online) (a) Charge state spectrum of 90 keV Xe\(^{20+} \) ions transmitted through a 1 nm thick freestanding carbon nanomembrane. (b) Experimental scheme for (a) with an electrostatic analyzer as a detector with 1.6° acceptance angle. (c) 2D charge state spectrum of 180 keV Xe\(^{20+} \) after transmission through a 1 nm thick carbon nanomembrane with different exit charge state positions marked by white lines and the scattering angle on the abscissa (please note the log-scale). The vertical position (\( y \)) can be converted into a charge state according to the deflection by an electric field indicated in (e). (d) Integrated charge state spectrum of (c) for scattering angles between −0.25° and +0.25°. (e) Experimental scheme for (c) with a position sensitive MCP as a detector with 0.01° angular resolution.

At this point, we see for CNMs two exit charge state distributions, one at high and one at low exit charge states. Both distributions also show distinctly different angular scattering patterns, whereas high exit charge states are observed mainly under straight forward direction (±0.15°) and low exit charge states at all angles within 0–5.3° (or larger angles resulting from multiple scattering).

As the charge exchange in CNMs is large, i.e., HCIs are almost neutralized in 1 nm thick carbon membranes (for the low charge state distribution), a large amount of potential energy is deposited (see Figure 1). This potential energy deposition leads to the formation of large pores with diameters
of several nanometers in CNMs (see Figure 5). A single HCI removes about 100–1000 atoms, which is a potential sputtering yield comparable to the case of 3D target surfaces (see Figure 3a) [18,20]. The mean size of the pores can be adjusted by the incident charge state in a range of 0 (Q < 22) to about 17 nm (40 keV Xe\(^{40+}\)) in diameter. Even though the mechanism for pore formation is still not entirely clear, the insulating behaviour of CNMs makes them prone to HCI induced nanostructuring. Deposited positive charge and trapped electronic excitations at the impact site, as a result of the charge exchange, may not be screened fast enough before atoms from the material are set in motion. Thus, potential sputtering may occur as a result of a simple bond breaking with subsequent desorption. Another explanation is Coulomb explosion [50], although it was excluded for the 3D cases shown in Figure 3a–c [51].

![Figure 5](image-url). (Color online) TEM image of a CNM after 176 keV Xe\(^{40+}\) irradiation. Individual nanopores can be observed as a result of single ion impacts [20].

2.2.2. Single Layer Graphene

Graphene is not only thinner than CNMs, it is in fact the thinnest solid state material. It also has a well defined crystallographic structure and, as a zero band gap semi-metal, a high electrical conductivity [52]. In this section, we show how HCI neutralization proceeds in a freestanding single layer of graphene (SLG). Samples are produced by standard chemical vapor deposition with a carbon containing gas (e.g., methane) on a Cu foil. The self-limiting growth on catalytic surfaces leads to the formation of a single layer of graphene [53]. By using a Cu foil, which is polycrystalline, several graphene domains are formed, differing in their rotational lattice alignment. As a result, the SLG we used has single crystalline domain sizes of a few hundred nanometers in diameter and grain boundaries between them. The grain boundaries limit the mechanical stress our SLG can withstand. The as-grown SLG is transferred from the Cu foil without the use of a spin-coated polymer film onto a Quantifoil TEM grid. The Quantifoil support structure is a 20–50 nm thick carbon material with regularly sized (d = 1.2–2 \(\mu\)m) and spaced holes, which are covered by our SLG. The absence of a polymer layer during transfer is essential for our HCI transmission studies. PMMA as the most commonly used polymer cannot be entirely dissolved by acetone afterwards, leaving nm-thick residuals on the graphene layer [54]. Our samples are additionally cleaned using a method described in [54]. Samples brought into the HCI irradiation chambers were heated up to 200 °C, whereas no change in measured charge exchange was observed with increasing target temperature. We cannot entirely exclude remaining contamination of our freestanding SLG samples. Ex-situ performed scanning TEM (STEM) measurements indicate clean, uncontaminated areas of about 50-70% of the sheet. Due to the lack of in-situ atomically resolved microscopy, we do not know if contaminations are always present or arise again from the sample transport in air.

Figure 6a,b shows an angle resolved charge exchange spectrum of Xe\(^{20+}\) at 180 keV kinetic energy transmitted through SLG. The experimental conditions are the same as for the measurement in Figure 4c. Differences between CNM and SLG become immediately clear. First, there is only one
charge state distribution visible between $Q = 0$ and 8 (note the log-scale in Figure 6b and compare to Figure 4c). Secondly, the distribution peaks at about $Q = 5$, instead of 2 for CNM. This results from the reduced thickness of SLG and subsequently from a shorter interaction time of the HCIs with SLG. Varying the kinetic energy of our ions allows us to adjust the interaction time in the order of $1–10$ fs [2]. Figure 6c shows the relative neutralization ($Z - Q_{\text{exit}}$) of Xe$^{20+}$ and Xe$^{30+}$ for different velocities. $Q_{\text{exit}}$ is here the mean of the exit charge state distribution (e.g., 5 in Figure 6b). For low velocities ($v < 2 \times 10^5$ m/s) ions are almost neutralized (>90%). For higher velocities, neutralization is incomplete, but still the charge exchange is large ($\approx 22$ captured electrons for Xe$^{30+}$ at $6 \times 10^5$ m/s). As a comparison, the equilibrium charge state $Q_{eq}$ is also shown in Figure 6c, indicating that our HCIs are not yet in charge equilibrium.

In light of the large charge exchange and potential energy release as well as the two-dimensional confinement of the ion-induced electronic excitations, visible modifications could be expected on (semi-)metallic graphene. To our surprise, SLG remains intact without observable ion-induced modifications. Figure 7 shows an atomically resolved TEM image with a field-of-view (FoV) of $37 \times 37$ nm$^2$. The inset shows a fast-fourier transform of the image indicating a single crystallographic orientation of the SLG in this image. Residual contaminations are visible as varying grey contrast probably as a result of sample transport in air to the microscope. 180 keV Xe$^{40+}$ were applied and a several $10^4$ nm$^2$ area was screened at atomic resolution. Note that ion fluencies between 100 and $10^4$ ions/µm$^2$ can be applied at maximum and (S)TEM measurements at atomic resolution demand typically FoVs of $50 \times 50$ nm$^2$ or smaller. Hence, many microscopy images were taken from different samples to gain statistical certainty about the absence of HCI induced pores. Irradiations were performed over several hours and even days, because of low ion fluxes provided by the HCI sources. Since we do not see gradual changes in the transmission over days, we conclude that additional contaminations from the background gas in our experimental chambers have a minor effect compared to contaminations from the (wet-chemical) transfer procedure.
Figure 7. (Color online) TEM image of SLG after 180 keV Xe$^{40+}$ irradiation. Some residual contamination can be observed on an otherwise intact graphene sheet. No single ion-induced defects can be observed. The inset shows a FFT of the image.

3. Discussion on Ion Interaction with 2D Materials

Let us start to discuss the results obtained with SLG as a simpler target model system and continue then with the interpretation of the CNM results, putting our findings finally into context with HCI irradiation of 2D materials on substrates.

3.1. Single Layer Graphene

The charge exchange of highly charged ions

$$\Delta Q = Q_{\text{in}} - Q_{\text{exit}} = Q_{\text{in}} \left(1 - e^{-t/\tau_n}\right)$$

depends on the interaction time $t$ and a time constant for neutralization $\tau_n$. We could show that the neutralization time constant is in the range of 1–5 fs, depending on the incident charge state ($\tau_n = \tau_n(Q_{\text{in}}))$ [2,23]. At the same time, the ion energy loss $\Delta E_{\text{kin}}$ depends quadratically on the incident charge state $Q_{\text{in}}$ as well as on the charge exchange $\Delta Q$.

With the help of time-dependent density functional theory (TD-DFT) simulations [2], adapted for highly charged ion impact, a fast above-surface charge transfer is observed similar to the predictions of the COB-model. In addition, an energy loss, which scales quadratically with the incident charge state, was observed. From the simulations, an intuitive picture of charge state dependent energy loss of slow ions (above the surface) can be drawn. As soon as the ion extracts electrons from the graphene, a positive charge patch is formed. Transferred electrons need to reverse their momentum vector to follow the ion, i.e., after extraction they need to turn around. Since the ion is further approaching the surface, captured electrons lag behind the ion forming a negatively charged wake (similar to the findings for swift ions close to the surface [55]). At this point, the unscreened ion charge (screening is anisotropic due to the wake) and the transiently formed charge patch lead to a retarding Coulomb force. The ion charge at this point is proportional to the incident value. The amount of positive charge of the charge patch will also be proportional to the ion incident charge state and thus the stopping force is proportional to $Q_{\text{in}}^2$. After the ion passed the graphene layer, the TD-DFT simulations show an isotropic screening of the ion nuclear charge and thus no long-range Coulomb forces act on the ion after passage. Our measurements, and to some extent the simulations, show that ion stopping in the pre-equilibrium regime depends on the incident charge state as well as on the amount of charge exchange. Thus, there exists a close connection between ion stopping and the ion’s neutralization dynamics.

The simulations further predict a large in-plane current density of electrons moving towards the impact area and neutralizing the impact zone. As a result, pore formation is suppressed.
The TD-DFT simulations [2] give nice explanations for the observed stopping force and describe the electron transport before the ion impacts on the graphene layer well. However, they cannot take atomic and inter-atomic deexcitation processes into account. The lack of deexcitation processes in the TD-DFT simulations leads to a simulated charge exchange, which is independent of the ion velocity. This is in contradiction to experimental data, e.g., in Figure 6c.

Energy is transferred to the target by ion stopping (few keV, see above) as well as ion neutralization and deexcitation. The latter is the potential energy deposition (few 10 keV) and may even be greater than the energy deposition by stopping. The formation of a hollow atom in front of the material’s surface, as it is described by the COB-model, is dominated by resonant charge transfer, i.e., the potential energy remains stored in the ion as the total excitation potential of the hollow atom. It is the ion’s deexcitation which releases the potential energy. Deexcitation in hollow atoms is, to a major extent, driven by non-radiative Auger-type processes. Radiative processes contribute only to a minor extent, because of small transition rates [56,57].

To identify which Auger-type processes (atomic or intra-atomic) are dominating, we need to reconsider the measured neutralization time constants of 1–5 fs and compare those with the typical Auger deexcitation lifetimes. Atomic deexcitation, especially in the outer shells \( n \gg 1 \), proceed on the 1–100 fs time scale [58]. Hence, they are active mostly when the ion has passed the graphene sheet already. Consequently, the deexciting hollow atom emits (energetic) Auger electrons and charges up again. Further supply of electrons to the ion is prohibited, because it is not in contact with the target anymore. Our observed low exit charge states, and even neutral projectiles at \( v < 10^5 \) m/s, are in conflict with this description.

After a hollow atom has formed above the surface, a deexcitation process must be active, which suppresses electron loss by auto-ionization. It can only appear in close contact with a large atomic cluster or a solid surface by energy release to the target atoms [59]. Related processes are termed electron transfer mediated decay (ETMD) and interatomic coulombic decay (ICD) [60]. ETMD involves non-resonant target electron transfer directly into core-levels of the ion and energy uptake by another target electron. It is ineffective in our case, because of a small wave function overlap of the target electron with the core orbital of a highly charged ion (see Figure 2). ICD, however, is an energy release mechanism without electron transfer. Outer projectile electrons, in our case previously (COB) transported electrons, transfer their excitation energy to valence electrons of the target, which also have a large spatial extent. The energy transfer works via electron–electron interaction. In this way, outer electrons in a hollow atom can deexcite by excitation (and ionization) of target electrons and without ionization of projectile electrons. ICD has a lifetime or rate, which depends strongly on the interatomic distance of the projectile and the target as well as on the target size, i.e., number of nearest neighbours [61–63]. The closer the projectile and the target get, or the more target atoms donate electrons to the process, the stronger the electron–electron interaction and the faster ICD becomes. The lifetime of ICD is in the range of 1–5 fs, i.e., well in the range of our ion–SLG interaction time [62]. The ratio of ICD lifetime and HCI interaction time defines a competition between survival of outer projectile electrons (later auto-ionized) and hollow atom quenching (without recharging). Thus, it defines the amount of potential energy, which can be transferred to a 2D target and it explains our observed velocity (and time) dependence of charge exchange.

In summary, HCI neutralization proceeds as a two-step process [23] depicted in Figure 8. At first, the HCI extracts electrons classically over the Coulomb barrier between ion and surface. Electrons are transferred resonantly, i.e., no potential energy is transferred or released. The electrons are weakly bound to the ion in orbitals with high quantum numbers \( n > 20 \) and large spatial extent (≤10 Å). The extraction of the electrons forms a positive charge patch at the surface. The reversal of the direction of motion of the transferred electrons leads to a distortion of the bound electron density. A Coulomb force acts on the ion and contributes to its stopping.

As soon as the ion is close enough to the surface atoms, ICD sets in and leads to a fast deexcitation of the projectile’s outer electrons by excitation of target electrons. The target surface is further positively
charged by electron ionization (observable in experiment as a high yield of slow electrons) and atomic bonds in the impact area are weakened by excitation of target electrons from the valence band into the conduction band (binding to anti-binding states). If the ion is initially slow enough ($v \lesssim \Gamma d$, if $\Gamma \gtrsim 0.04$ a.u. is the ICD rate for interatomic distances <1 Å [62] and $d$ the target thickness), ICD wins over and the ion is measured as a neutral particle in the detector. If the ion has a finite velocity in the range of a few $10^5$ m/s (>$1$ Å/fs, i.e., >0.04 a.u.), ICD can only partly succeed and some electrons remain in highly excited states after the ion passed the 2D target. The excited electrons will now continue to deexcite leading to auto-ionization and subsequent recharging of the ion. As a result, an ion in an intermediate charge state $0 < Q_{\text{exit}} < Q_{\text{in}}$ is measured. The statistical nature of the ICD process, i.e., which levels are populated, and the Auger-type auto-ionization lead to the width of the exit charge state distribution. Whether electrons emitted by ICD (from target atoms) and those from partly deexcited ions (at a later stage) can be distinguished by their energy (or angular distribution) needs to be clarified in future experiments.

Figure 8. (Color online) (left) The approaching HCI extracts electrons from the target surface while it is still at large distances. Electrons are captured in highly excited states as a result of resonant charge transfer. A hollow atom is formed. (right) At close collisions with target atoms, ICD leads to rapid quenching of the hollow atom and the emission of a large amount of low energy electrons from the target [23].

Electronic excitations in the surface produced by ICD of hollow atoms can later drive nanostructure formation at insulating surfaces (see Figure 3a–c) and perforation of 2D insulators (see Figure 5) due to electron–phonon coupling or Coulomb explosion [64]. At metallic surfaces or metallic 2D materials, electronic excitations are highly mobile and dissipate the excitation energy on a time scale much faster than atomic motion at surfaces. Before atoms can be displaced, i.e., electron–phonon coupling can set in, the (electronic) energy density gets small.

3.2. Carbon Nanomembranes

With our knowledge on the neutralization dynamics of HCI and the interatomic distance dependence of the deexcitation mechanism, we can also explain the ion spectroscopy results obtained with CNM (see Figure 4a–e). The low exit charge state distribution is a result from small impact parameter scattering, as we know from the broad angular distribution. At these small impact parameters, ICD is active and, as a result, ions are transmitted in low charge states.

CNMs are 1 nm thick ($\approx$3 carbon–carbon bond lengths) leading to a longer interaction time than in case of SLG. The charge state distribution peaks at lower charge states. At the same time, the (areal) density of carbon atoms in a CNM can be estimated from the coverage density of the self-assembled monolayer used to fabricate CNMs. Assuming no carbon loss during the cross-linking and formation of CNM, the areal density is $5.54 \times 10^{15}$ at/cm$^2$. This value is only 1.4 times larger than the areal density of SLG. A three-times-larger thickness, but only 1.4-times-larger amount of atoms in a unit
area, results in a two-times-lower average density of CNM compared to SLG. Since CNMs appear amorphous, the density will show local variations with dense and underdense areas, allowing a broader range of impact parameters our HCIs can have. HCIs passing through underdense areas are scattered under larger impact parameters and subsequently ICD is ineffective or even absent. Ions will capture electrons resonantly and exhibit a deexcitation cascade as an isolated atom on its way to the detector. The result is a highly charged ion again with only a few stabilized electrons, i.e., the high exit charge state distribution. HCIs ending up in this distribution experience solely COB electron capture and no further electronic interaction with the target. Scattering into 0.05–0.15° results then only from distant elastic scattering.

3.3. 2D Materials on Substrates

In contrast to the studies of freestanding 2D materials discussed above, SLG and SL-MoS$_2$ were investigated after HCI irradiation when placed on a substrate by other groups [3,65–68]. In the case of graphene on SiO$_2$ and 150 – 450 keV Xe$^{(28–42)+}$ irradiation, ion-induced defects were observed as enhanced friction in contact mode AFM [66]. No topographic changes were observed. Additionally, the Raman signal shows a clear defect related D-peak after ion irradiation. The absence of topographic nanostructures in AFM was also reported before for HOPG samples [18]. In another study, SLG was placed again on SiO$_2$ and contacted by Ti/Au contacts [3]. The Si underneath the 285 nm thick SiO$_2$ served as a back gate for this field-effect transistor design. Studies showed again an ion-induced D-peak in the Raman spectra as well as a reduced carrier mobility for both, electrons and holes, with increasing HCI fluence. Furthermore, 4 MeV Kr$^{19+}$ ions were used to irradiate SLG on 300 nm SiO$_2$ [68]. Raman spectroscopy again showed an increase in D-peak intensity with ion fluence. For 260 keV Xe$^{35+}$ and Xe$^{40+}$ irradiation of SL- and multilayer-MoS$_2$ on KBr(100) substrate, ion induced nanofeatures were observed as both holes and hillocks on monolayer and bulk MoS$_2$, respectively. All the studies on substrates were performed with significantly higher kinetic energies than the studies on freestanding 2D materials, i.e., the ions interact only for 0.3–2 fs with the SLG and MoS$_2$. Potential energy can therefore not be transferred efficiently into the SLG (ICD is not fast enough). It must be assumed that the larger part of the potential energy is deposited in the insulating substrate and leads there to modifications. A local phase transformation of the substrate underneath the SLG may then damage the SLG leading to point defects or rotational defects. These defects will not appear as topographic nanostructures in AFM, but will contribute to a D-peak in Raman spectroscopy, reduced carrier mobility, as well as to enhanced friction in contact-mode AFM. It can further not be excluded that deposited positive charge of the ion in the insulating substrate forms a stable charge patch underneath the SLG serving as scattering centers for charge carriers. In the case of SL-MoS$_2$, it was assumed that potential energy driven pits on the KBr substrate underneath are formed [65]. With even higher kinetic energies of several 10 MeV to GeV, ion-induced folding openings (grazing incident angle [69]) were observed on freestanding SLG. These studies are addressing the realm of swift heavy ions, which have some similarities to HCI in the respect of initial energy deposition to the electronic subsystem [70,71]. However, ICD may not be active for swift heavy ions, i.e., the energy transfer process is different yielding also different nanostructuring efficiencies.

4. Conclusions

With ion transmission spectroscopy, we are able to measure the charge exchange and energy loss of highly charged ions in insulating CNM and (semi-)metallic SLG. Both materials show a very fast neutralization and deexcitation process leading to the capture and stabilization of several 10 s of electrons during the interaction time of <10 fs. The insulating and conducting character of CNM and SLG, respectively, seem to be unimportant for the ion neutralization dynamics. For CNM, with their inhomogeneous density, a second, distinct charge state distribution is observed as a result of pure resonant over-barrier electron transport and subsequent Auger-type deexcitation leading to recharging. On a much longer time scale, i.e., when the ion is long gone, induced electronic excitations...
and charges at the target surface may lead to material disintegration (nanopores) on insulating surfaces and membranes. For highly conducting surfaces, nanostructuring was not observed, supported by the fact that excited charge carriers are quickly dissipating the excitation energy in a metal.
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