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Abstract

The Price is Right is a popular U.S. television game show in which contestants play product-pricing games in order to win prizes. Games involve some knowledge of prices, but many involve the element of chance as well. This paper describes a classroom activity I have designed to help teach probability concepts to students in an upper-level course. It is based on the television game show The Price is Right. This exercise is designed to help students better understand basic concepts such as probability rules, common distributions, and expectations. The exercise is intended for an upper-level statistics course, but could easily be adapted for use in an introductory statistics course as well. This paper describes The Price is Right classroom activity in detail. Student evaluations of the activity are also included.

1. Introduction

The use of classroom activities in an elementary statistics course is quite common. There are even textbooks designed to teach introductory statistics to students using an activity-based approach (Rossman and Chance 2001; Scheaffer, Gnanadesikan, Watkins, and Witmer 1996). Some of these activities are also suitable for an upper-level probability and statistics course. However, there seem to be fewer well-known classroom activities for an advanced course in probability and statistics.

This paper describes a classroom activity I have designed to help teach probability concepts to students in an upper-level course. It is based on the television game show The Price is Right (TPIR). For readers unfamiliar with TPIR, Section 2 provides an overview of the show. Section 3 describes the classroom activity in detail. Section 4 provides student evaluations. Section 5 concludes with a discussion of the activity, including its benefits, possible improvements, and differences in the activity that arise when adapting it to an elementary statistics course.

2. An Overview of The Price is Right

TPIR is a popular U.S. television game show. It has been televised on CBS for over 25 years. The host of the show, Bob Barker, is a well-known and well-loved personality in many American households. The current format of the show is as follows:
At the beginning of *TPIR*, four contestants are chosen from among the audience members to "Come on down!" to Contestants' Row. The contestants then play a game called "One Bid." The contestants are shown a prize, and each provides a bid on how much the prize costs. The contestant whose bid is nearest to the price of the prize without going over wins the prize and leaves Contestants' Row to join the host on stage to play another product-pricing game. This game will involve some knowledge of prices (as did One Bid), but will usually involve the element of chance as well. With some good luck and pricing ability, the contestant will win further prizes. After the first pricing game ends, another audience member is chosen to fill the vacancy in Contestants' Row. Beginning with another game of One Bid, the entire process is then repeated. In all, six different pricing games will be played by six different contestants.

In addition to One Bid in Contestants' Row, there are other segments of the show in which contestants compete against each other. There are two "Showcase Showdowns," in which three contestants at a time compete against each other for a chance to play in the final game. The winners of the two Showcase Showdowns then compete against each other at the end of the show for an opportunity to win a showcase of prizes.

The competitive aspects of *TPIR* are interesting and well worth investigating. Coe and Butterworth (1995) give a thorough analysis of the Showcase Showdown. Analyzing the competitive games on *TPIR* involves determining each contestant's optimal strategy, and then computing each contestant's probability of winning the game if all contestants were to use their optimal strategies. Clearly, the analysis of a competitive game on *TPIR* is much more involved than the analysis of a pricing game played by an individual contestant.

The classroom activity described in the next section focuses on the simpler pricing games played by individual contestants. Because of the probabilistic nature of many pricing games played on *TPIR*, one can find interesting examples that illustrate basic concepts to students who are encountering probability for the first time.

### 3. The Classroom Activity

I used this classroom activity in a one-semester probability course. After covering a significant amount of material, we used this activity as an interesting way to review what we had learned. I used one class period for this activity, but the activity could be adapted to make the actual class time shorter, if needed. Methods for shortening the activity are discussed in the conclusion.

Prior to performing this activity in class, I videotaped several episodes of *TPIR* and determined which pricing games I wanted to use for the activity. Some games required only pricing knowledge to win. Other games were too simple, such as choosing which of two products had the higher price. I looked for games in which quantifiable probabilities were involved, such as rolling a die or drawing chips from a bag. I then wrote short descriptions for each of these games, along with a corresponding probability question. Some examples of game descriptions and probability questions are provided later in this section.

Using a television and VCR in my classroom, I began the activity by showing students the beginning of an episode, starting with the initial four audience members being called down to Contestants' Row through the conclusion of the first individual pricing game. We then analyzed the first pricing game together as a class.

Next, the students broke into small groups. Each group received a written description of a different pricing game from *TPIR*. At the end of the description, I posed a probability question pertaining to this game. Groups worked together on their problem for a short time.

Last, we reconvened and viewed a video segment of a particular pricing game. A student representative from the group that worked on that pricing game then discussed the probability question with the rest of the class.
and presented the group's solution. We repeated this process for each of the other groups.

As a side note, it is fun to interject various interesting trivia facts about TPIR during the activity. These tidbits can be found on the web site for TPIR, www.cbs.com/daytime/price/. For instance, on a recent visit to this site, I learned that:

1. There are approximately 69 different pricing games in rotation on TPIR game show. (The web site lists the games but, unfortunately, does not provide descriptions.)

2. There have been about 53 episodes in which all six pricing games were won, and about 59 episodes in which none of the pricing games were won.

3. The single most expensive prize won on the show was a motor home worth more than $70,000.

4. The biggest winner on TPIR was a student from Pepperdine College. She won a total of $88,865, which included a Lincoln and a Porsche!

There are many different pricing games on TPIR which could be used in this classroom activity. Following are descriptions for three pricing games chosen specifically because each highlights a different probability topic:

- **Master Key** illustrates basic rules of probability, including the law of total probability and Bayes' rule.

- **The Range Game** illustrates continuous distributions, including the uniform distribution,

- **Plinko** illustrates the binomial distribution, expectations of linear combinations of random variables, and conditional expectations.

For each of the three pricing games described below, corresponding probability questions and solutions are provided. Note that there are several questions asked for each pricing game. These questions vary in level of difficulty. You can choose which question to use based on the level of your students and the amount of time they will have to work on the problem.

### 3.1 Master Key

In this game, there are three prizes a contestant can win: a small prize (e.g., a kitchen appliance), a medium prize (e.g., a bedroom set), and a large prize (e.g., a car). Each of the prizes is "locked up" and in order to win a specific prize, the contestant must use a key to unlock that prize. There are five keys randomly placed before the contestant. One opens the lock to the small prize, another to the medium prize, another to the large prize. Another key is a dud -- it does not open any of the locks. The last key is the "Master Key" which opens all three locks.

The contestant has a chance to select up to two keys: He is shown a product for which two prices are given. If the contestant chooses the correct price, he can select a key. This is repeated for another product. The contestant then takes the keys he has earned (if any) and tries them on all three locks. The contestant wins any prizes that he unlocks.

#### 3.1.1 Questions

*Question 1*: Assume that the contestant has no pricing knowledge of the two products, and therefore his decisions of choosing the correct price for each product are independent and each has a 50% chance of being right. Compute the following probabilities:
a. What is the probability that the contestant wins no prizes?

b. What is the probability that the contestant wins a prize, but not the car? (That is, the contestant wins only the small and/or medium prize.)

c. What is the probability that the contestant wins the car?

d. Given that a contestant has won the car, what is the probability that he had earned only one key?

**Question 2:** Assume the contestant's decisions of choosing the correct price for each product are independent, and each has a probability \( p \) of being right. [Note: If the contestant has no pricing ability whatsoever, \( p = .5 \) (his decisions are like random guessing). If the contestant has perfect pricing ability, \( p = 1 \) (his decisions are always correct). If the contestant has some pricing ability, then \( .5 < p < 1 \).]

As a function of \( p \), determine the probabilities asked in **Question 1**. What are these probabilities when \( p = .5 \)? When \( p = 1 \)?

**Question 3:** Assume the contestant's decisions of choosing the correct price for each product are independent. Let \( p_1 \) be the probability that his first decision is right, and \( p_2 \) be the probability that his second decision is right. [Note: If the contestant has no pricing ability whatsoever, \( p_1 = p_2 = .5 \) (his decisions are like random guessing). If the contestant has perfect pricing ability, \( p_1 = p_2 = 1 \) (his decisions are always correct). If the contestant has some pricing ability, then \( .5 < p_1 < 1 \) and \( .5 < p_2 < 1 \).]

As a function of \( p_1 \) and \( p_2 \), compute the probabilities from **Question 1**. What are these probabilities when \( p_1 = p_2 = .5 \)? When \( p_1 = p_2 = 1 \)?

**3.1.2 Solutions**

We will only look at the solution for **Question 3**, since **Question 2** is just a specific case of Question 3 (when \( p_1 = p_2 = p \)), and **Question 1** is just a specific case of Question 2 (when \( p = .5 \)).

Consider the distribution for the number of keys earned, \( X \), and the conditional probabilities for what prizes can be won given that \( X \) keys were earned. Let's define three disjoint events based on the prizes won:

\[
\begin{align*}
A &= \text{win no prizes,} \\
B &= \text{win the small and/or medium prize but not the car, and} \\
C &= \text{win the car}
\end{align*}
\]

The distribution of \( X \) and conditional probabilities of \( A, B, \) and \( C \) given \( X \) are displayed in a tree diagram (Figure 1).
The most difficult parts of the tree diagram for students to determine are the conditional probabilities of $B$ and $C$ given that two keys were earned, that is, determining $P(B \mid X = 2)$ and $P(C \mid X = 2)$. Given that two keys were earned, a contestant is guaranteed to win at least one prize, so $P(A \mid X = 2) = 0$ and $P(B \mid X = 2) + P(C \mid X = 2) = 1$. Solving for $P(B \mid X = 2)$ is simple when considering the game as follows:

There are five keys from which the contestant can choose two. Thus, there are \( \binom{5}{2} = 10 \) possible ways to choose the two keys, each of which is equally likely to occur. Of the five keys, three result in not winning the car. Thus, of the ten possible ways to choose the two keys, \( \binom{3}{2} = 3 \) ways result in event $B$ occurring (winning the small and/or medium prize but not the car). So $P(B \mid X = 2) = 3/10$ and $P(C \mid X = 2) = 7/10$.

Using the tree diagram, $P(A)$, $P(B)$, and $P(C)$ can be easily solved:

\[
\begin{align*}
P(A) &= (1 - p_1)(1 - p_2)(1) + [p_1(1 - p_2) + p_2(1 - p_1)] \frac{1}{5} = \frac{1}{5} (5 - 4p_1 - 4p_2 + 3p_1p_2) \\
P(B) &= [p_1(1 - p_2) + p_2(1 - p_1)] \frac{2}{5} + p_1p_2 \frac{3}{10} = \frac{1}{10} (4p_1 + 4p_2 - 5p_1p_2) \\
P(C) &= [p_1(1 - p_2) + p_2(1 - p_1)] \frac{2}{5} + p_1p_2 \frac{7}{10} = \frac{1}{10} (4p_1 + 4p_2 - p_1p_2)
\end{align*}
\]

Using Bayes' Rule, $P(X = 1 \mid C)$ can also be computed:

\[
P(X = 1 \mid C) = \frac{P(X = 1 \cap C)}{P(C)} = \frac{[p_1(1 - p_2) + p_2(1 - p_1)] \frac{2}{5}}{\frac{1}{10} (4p_1 + 4p_2 - 8p_1p_2)} = \frac{4p_1 + 4p_2 - 8p_1p_2}{4p_1 + 4p_2 - p_1p_2}
\]

For the specific cases where the contestant has no pricing ability ($p_1 = p_2 = .5$) and perfect pricing ability ($p_1 = p_2 = 1$), these probabilities simplify as shown in Table 1.
Looking at how the values for $P(A)$, $P(B)$, and $P(C)$ change as a contestant's pricing ability ($p$) increases, it is apparent that a person's probability of winning in this game is influenced strongly by his knowledge of pricing.

### 3.2 The Range Game

A contestant is shown a prize (e.g., a personal computer and desk). A range of possible values for the price of the prize is then revealed. Say this range is from $3,000 to $3,600. There is a window of width $150 which highlights the bottom of the range. Thus, at the beginning of the game, the window covers the region from $3,000 to $3,150. Slowly, the window begins moving through the range of possible values. The object of this game is to stop the window so that the price of the prize is covered by the window. After the contestant stops the window, the correct price is revealed. If the price of the prize is highlighted by the window, the contestant wins the prize.

Note that for any single Range Game that is played, the price of the prize is a fixed value. However, this value is not revealed to the contestant until the conclusion of the game. Thus, the price of the prize will be considered as a random variable in the sense that it is unknown during the game and varies each time the game is played.

### 3.2.1 Questions

**Question 1**: Suppose the contestant has no idea what the correct price of the prize is. That is, the contestant assumes that $Y$, the price of the prize, is equally likely to be any value between $3,000 and $3,600. If this assumption is correct,

a. Compute the probability that the contestant will win the prize if the moving range covers $(x, x + $150)$ when it is stopped, where $x \in ($3,000, $3,450)$.

b. Does any specific value of $x$ maximize the contestant's probability of winning? What is the maximum probability of winning the prize, and at what value of $x$ is this obtained?
Question 2: Suppose the contestant believes that the price of the prize, \( Y \), is most likely to be near the low end of the range. The contestant assumes the density function for \( Y \) is given by

\[
f(y) = \frac{3600 - y}{180000}, \quad 3000 \leq y \leq 3600. \tag{1}
\]

a. If this assumption is correct,

i. Compute the probability that the contestant will win the prize if the moving range covers \((x, x + $150)\) when it is stopped, where \(x \in (3,000, 3,450)\).

ii. Does any specific value of \(x\) maximize the contestant's probability of winning? What is the maximum probability of winning the prize, and at what value of \(x\) is this obtained?

b. Suppose that the contestant's belief about \( Y \) (namely, that it is likely to be low) is somewhat incorrect. The price of the prize is actually likely to be near the middle of the range and has the density function

\[
f(y) = \begin{cases} 
(y - 3000)/90000, & 3000 < y < 3300 \\
(3600 - y)/90000, & 3300 \leq y \leq 3600 
\end{cases} \tag{2}
\]

If the contestant uses the density function she believes to be correct (Equation 1) to determine when to stop the moving range, what is her actual probability of winning the prize?

c. Now, suppose that the contestant's feeling about \( Y \) is very incorrect. The price of the prize is actually likely to be near the high end of the range and has the density function

\[
f(y) = \frac{y - 3000}{180000}, \quad 3000 \leq y \leq 3600. \tag{3}
\]

If the contestant uses the density function she believes to be correct (Equation 1) to determine when to stop the moving range, what is her actual probability of winning the prize?

3.2.2 Solutions

For Question 1, we are using the uniform distribution on the interval \((3,000, 3,600)\). That is, \( Y \sim U(3000, 3600) \). Thus,

\[
P(\text{win prize}) = P(x < Y < x + 150) = \int_x^{x+150} f(y) \, dy = \int_x^{x+150} \frac{1}{600} \, dy = \frac{1}{4}.
\]

The probability of winning the prize is the same no matter what value \(x\) is used. Thus, the maximum probability of winning the prize is \(1/4\) and is obtained at any \(x\) between $3,000 and $3,450. In summary, if the price of the prize is equally likely to be anywhere in the entire interval, it doesn't matter when the contestant stops the moving range -- the chance of winning the prize is the same.

For Question 2, we are using a skewed-right distribution for \( Y \), namely (1). The probability of winning the prize is now computed as:
This probability decreases as $x$ increases from $3,000$ to $3,450$ (which we expect since the distribution of $Y$ is skewed-right with the mode at $3,000$). Thus, the probability of winning the prize is maximized when the moving range is stopped immediately ($x = 3,000$), resulting in a $7/16$ (or 43.75%) probability of winning.

Now, suppose the contestant believes the distribution of $Y$ to be given by (1), so she stops the moving range immediately at ($3,000, 3,150$).

- If the distribution for $Y$ is actually symmetric, given by (2), then

$$P'(\text{win prize}) = P(3000 < Y < 3150) = \int_{3000}^{3150} f(y) \, dy = \int_{3000}^{3150} \frac{y - 3000}{90000} \, dy = \frac{1}{8} \text{ or } 12.5\%.$$ 

- If the distribution for $Y$ is actually skewed negative, given by (3), then

$$P'(\text{win prize}) = P(3000 < Y < 3150) = \int_{3000}^{3150} f(y) \, dy = \int_{3000}^{3150} \frac{y - 3000}{180000} \, dy = \frac{1}{16} \text{ or } 6.25\%.$$ 

Although Question 2 used specific distributions for $Y$, it illustrates the following general point about The Range Game: If the contestant has good pricing ability and is able to correctly recognize where the price is most likely to fall (the mode of the distribution), the contestant will have a good probability of winning the prize. However, as the contestant's pricing ability decreases (that is, as the true distribution for $Y$ and the contestant's belief about the distribution become quite different), the probability of winning the prize decreases.

### 3.3 Plinko

In the game of Plinko, a contestant is given a chip and has the opportunity to earn up to four more chips. To determine how many additional chips will be given to the contestant, she is shown four products. For each product, an incorrect price is given. The contestant must decide whether the correct price is higher or lower than the one given. For each correct decision made by the contestant, one additional chip is earned. Thus, after this portion of the game, the contestant will have between one and five chips to drop onto the Plinko board.

After the number of chips is determined, the contestant releases the first chip from any of the nine slots at the top of the Plinko board (illustrated in Figure 2). As the chip makes its way down the board, it will encounter 12 pegs. If it encounters a peg that is directly adjacent to a wall, it simply falls in the only available direction. Otherwise, it falls to the left or right of the peg with equal probability. The chip will ultimately fall into a bin at the bottom of the Plinko board, and the contestant wins the amount shown. This process is repeated for each of the remaining chips, if any, for a chance to win up to $50,000 in cash. Because of the amounts involved, this is one of the most popular games on TPIR!
3.3.1 Questions

**Question 1:** Contestants with multiple chips usually vary the slots from which they release the chips. Does it matter where you start a chip? To decide, answer the following questions:

a. For each of the three middle slots at the top of the Plinko board (slots 4, 5, and 6), find the probability that a chip starting in that slot results in winning $10,000.

b. If a chip is dropped in the middle slot of the Plinko board (slot 5), the amount won, $U$, has the following distribution:

   \[
   \begin{array}{c|cccccc}
   u & 0 & 100 & 500 & 1000 & 10000 \\
   \hline
   P(U = u) & \frac{396}{1024} & \frac{33}{1024} & \frac{116}{1024} & \frac{248}{1024} & \frac{231}{1024}
   \end{array}
   \]  

   If a chip is dropped in either of the slots adjacent to the middle slot (slots 4 or 6), the amount won, $V$, has the following distribution:

   \[
   \begin{array}{c|cccccc}
   v & 0 & 100 & 500 & 1000 & 10000 \\
   \hline
   P(V = v) & \frac{355}{1024} & \frac{58}{1024} & \frac{157}{1024} & \frac{256}{1024} & \frac{198}{1024}
   \end{array}
   \]

   Compute $E(U)$, the expected winnings for a single chip dropped in slot 5, and $E(V)$, the expected winnings for a single chip dropped in slot 4 or 6.

c. Based on your calculations above, is it better for a contestant to drop a chip from the middle slot, or a slot just adjacent to the middle? Briefly explain. What do you infer happens to the probability of
winning $10,000 and the expected winnings if a chip is dropped into a slot even further from the middle?

**Question 2:** The middle slot at the top of the Plinko board results in the highest probability of a chip winning $10,000. This probability decreases as the slots become further away from the middle slot. The middle slot also has the highest expected winnings of any slot, with the expected winnings decreasing for slots that are further from the middle. Thus, a contestant wise to the laws of probability would always drop her chip(s) into the middle slot. (Interestingly enough, many contestants vary the slots from which they drop their chips, even using the outermost slots!)

a. If a contestant drops a chip into the middle slot of the Plinko board, the amount won from this chip, $U$, has the distribution given by (4) above.

Compute the expected value and standard deviation for the amount won for a chip dropped from the middle slot.

b. Now suppose the contestant has $x$ chips ($x = 1, 2, ..., 5$), and will drop each chip from the middle slot. Let $T$ represent the total amount won. Then $T = \sum_{i=1}^{x} U_i$, where $U_i$ is the amount won from chip $i$.

Compute the $E(T \mid x)$ and $SD(T \mid x)$, the expected value and standard deviation for the total amount won.

c. Let the random variable $X$ represent the number of chips the player gets to drop from the Plinko board. Beyond the initial chip which is given to the contestant, suppose that each additional chip is earned with probability $p$, and that each chip is earned independently of the others. Note that if the contestant has no pricing ability, her decisions are equivalent to random guessing, so $p = .5$. If the contestant has perfect pricing ability, her decisions are always correct, so $p = 1$. In general, $.5 \leq p \leq 1$.

i. Compute $E(X)$ and $SD(X)$, the expected value and standard deviation for the number of chips dropped into the Plinko board.

ii. Assuming that the contestant always uses the middle slot of the Plinko board, let $T$ represent the total amount won. Thus, $T = \sum_{i=1}^{X} U_i$, where $U_i$ is the amount won from chip $i$. (Note that $X$ is now random, rather than a fixed value.) Compute $E(T)$ and $SD(T)$, the expected value and standard deviation for the total winnings in Plinko. How do your answers simplify when $p = .5$? When $p = 1$?

### 3.3.2 Solutions

We start by computing the probability that a chip dropped in the middle slot of the Plinko board (slot 5) will end up in the $10,000 bin. The chip will encounter 12 pegs on the Plinko board and each results in the chip falling to the left or right. Let $Y = \text{number of pegs out of 12 that result in the chip falling to the left}$. Note that $Y$ is not a binomial random variable because of the constraints imposed by the walls of the Plinko board. For instance, the chip cannot fall to the left 12 times; thus $P(Y = 12) = 0$.

For a chip dropped in slot 5 to end up in the $10,000 bin, the chip must fall to the left exactly 6 times ($Y = 6$). If the chip hits a wall of the board, then it moved to the left or right at least 8 times, and could not end up in the $10,000 bin. Thus, the complications that result from the chip hitting a wall do not affect computing the probability of $Y = 6$. Thus, we may use the binomial distribution with $n = 12$ and $p = 1/2$ to compute the probability of $Y = 6$: 
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Similarly, if the chip is dropped from the slot just to the left of the middle slot (slot 4), then it wins $10,000 only if the chip falls to the left exactly 5 times (and to the right 7 times). Again, it is impossible for a chip starting in slot 4 to hit a wall of the Plinko board and still end up in the $10,000 bin. Thus, no complications exist from the wall constraints of the Plinko board, so

\[
P'(\text{win } $10,000 \text{ starting from slot 4}) = \binom{12}{5} \left(\frac{1}{2}\right)^{12} = \frac{792}{4096} = \frac{198}{1024} \approx .1934.
\]

A chip dropped from slot 6 (the slot just to the right of the middle slot) has the same probability of winning $10,000 as a chip dropped from slot 4. This is simply due to the symmetry of the Plinko board, and our assumption that pegs in the middle of the board have an equal probability of the chip falling to the left or right.

Note that for the remaining slots along the top of the Plinko board, computing the probability of winning $10,000 is complicated by the wall constraints. Typically, the wall constraints will affect computing the probability of landing in a particular bin when starting from a particular slot. Hastings (1997, pp. 93-95) gives an interesting analysis of Plinko which includes the determination of these probabilities.

Using slot 5, the expected winnings for a single chip is computed as

\[
E(U) = \sum_{u} u \cdot P(U = u) = 0 \cdot \frac{396}{1024} + 100 \cdot \frac{33}{1024} + 500 \cdot \frac{116}{1024} + 1000 \cdot \frac{248}{1024} + 10000 \cdot \frac{231}{1024}
\]

\[
= \frac{654825}{256} \approx $2,557.91.
\]

Using slots 4 or 6, the expected winnings for a single chip is

\[
E(V) = \sum_{v} v \cdot P(V = v) = 0 \cdot \frac{355}{1024} + 100 \cdot \frac{58}{1024} + 500 \cdot \frac{157}{1024} + 1000 \cdot \frac{256}{1024} + 10000 \cdot \frac{198}{1024}
\]

\[
= \frac{580075}{256} \approx $2,265.92.
\]

Slot 5 has a higher expected value than slots 4 or 6. Thus, one should prefer to drop a chip from slot 5 since it results in a higher payoff, on average, over many runs. In the long run, a contestant would earn approximately $2,557.91 - $2,265.92 = $291.99 more per chip by using slot 5 over slots 4 or 6. It seems reasonable that the same pattern observed between slot 5 and slots 4 or 6 would continue for the remaining slots: As slots become further away from the middle slot, the probability of winning $10,000 and the expected winnings decrease. This has been shown by Hastings (1997, pp. 93-95).

Using slot 5, the expected value for the winnings from a single chip was computed to be $654825/256, or approximately $2,557.91. The standard deviation can also be computed:
Now, if \( x \) chips are dropped from slot 5, the total winnings are \( T = \sum_{i=1}^{x} U_i \), where \( U_1, \ldots, U_x \) are independent and identically distributed random variables. Using the rules of expectations for linear combinations of random variables,

\[
E(T \mid x) = E\left( \sum_{i=1}^{x} U_i \right) = \sum_{i=1}^{x} E(U_i) = x \cdot E(U) \approx x \cdot \$2,557.91
\]

\[
Var(T \mid x) = \sum_{i=1}^{x} Var(U_i) = x \cdot Var(U) \approx x \cdot 16286519.46
\]

\[
SD(T \mid x) = \sqrt{Var(T \mid x)} \approx \sqrt{x} \cdot \$4,035.66
\]

Now let the number of chips dropped on the Plinko board be a random variable, \( X \). Then \( X = W + 1 \), where \( W \) has a binomial distribution with parameters \( n = 4 \) and \( p \) (since the contestant is given one chip, then has four independent tries to earn another chip). Thus,

\[
E(X) = E(W) + 1 = 4p + 1 \quad \text{and} \quad SD(X) = SD(W) = \sqrt{4p(1-p)} = 2\sqrt{p(1-p)}.
\]

To compute the expected value for the total winnings when all chips are dropped from slot 5, we will use the law of total expectation:

\[
E(T) = E[E(T \mid X)] = E[X \cdot E(U)] = E(X) \cdot E(U) \approx (4p + 1) \cdot \$2,557.91.
\]

The variance (and hence, standard deviation) for the total winnings can also be computed using conditional expectations:

\[
Var(T) = Var[E(T \mid X)] + E[Var(T \mid X)] = Var[X \cdot E(U)] + E[X \cdot Var(U)] = \approx (2557.91)^2 \cdot 4p(1-p) + (16286519.46)(4p + 1)
\]

\[
SD(T) = \sqrt{Var(T)} \approx \sqrt{26171617.47p(1-p) + (16286519.46)(4p + 1)}
\]

The iterative expectation formulas for \( E(T) \) and \( Var(T) \) can be found in many upper-level probability and statistics textbooks (e.g., Rice 1995, pp. 137-139).
If a contestant has no pricing ability, then \( p = .5 \) (additional chips are earned with probability 1/2 each). If a contestant has perfect pricing ability, then \( p = 1 \) (additional chips are always earned). The expected value and standard deviation for the total winnings under these circumstances simplify nicely and are shown in Table 2.

| \( E(T) \) | \(.5 \leq p \leq 1 \) | \( p = .5 \) | \( p = 1 \) |
|-----------|----------------|--------|--------|
| \((4p + 1) \cdot 2,557.91\) | $7,673.73 | $12,789.55 |

| \( SD(T) \) | \( \sqrt{26171617.47p (1 - p) + (16286519.46)(4p + 1)} \) | $7,443.28 | $9,024.00 |

Note that the expected value for the total winnings from playing Plinko, \( E(T) \), is an increasing linear function of \( p \) (which measures the contestant's pricing ability). Thus, the more pricing ability a contestant has, the more cash the contestant wins, on average. However, the standard deviation is large relative to the expected value, even when a contestant has perfect pricing ability (\( p = 1 \)). This indicates that 'winning big' in this game depends mostly on chance.

4. Student Responses

Eighteen students participated in TPIR activity. Sixteen of these students evaluated this activity anonymously at the end of the term, approximately seven weeks after the activity. Due to the amount of time between the activity and its end-of-term evaluation, two of the students admitted that their memories of the activity had faded, although they did seem to remember enjoying it. Specifically, the students stated:

"Plinko, I remember as being particularly interesting. I do not really remember it too much, though."

"Pretty interesting. I'm not sure I remember the specifics though."

Only one student had a strong negative opinion about the activity, mainly due to the student's dislike of group work. Specifically, the student stated, "Nothing strikes me as particularly great about this day. I disliked the group work, and I thought that my time was wasted while listening to students talking at the blackboard." Another student thought the activity was "corny." However, the rest of the written statements evaluating the activity were overwhelmingly positive:

"It was nice to see the tangible examples of the various kinds of distributions and I liked working in small groups to present to the class. Also, it was nice for variety."

"Good change of pace; get to see application."

"I really liked the group work, use of what we learned and then watching on TV."

"I liked working in a group. It was also pretty neat how I could apply what I was learning to a show I used to watch all the time. It was fun."
"That was fun."

"So much fun. See these do have 'real life' application."

"It was fun to see probability in action. I have no objections to this approach."

"I liked watching the game and then figuring out the probabilities after seeing it in action."

In order to get a quantifiable measure of the activity's success, students also provided a numerical rating of the activity. On the evaluation form, students were asked

"How effective was The Price is Right class activity in terms of helping you better understand the material? Rate on a scale of 1 (not effective) to 9 (very effective)."

The mean response was 7.125 and the standard deviation was 1.7. In addition, the first, second, and third quartiles were 5.75, 8, and 8.25, respectively. As the descriptive statistics show, the distribution was clearly skewed to the left, indicating that most students found the activity to be effective in helping them better understand the material.

5. Conclusion

Both the written comments and numerical ratings of this activity suggest the same conclusion: a large majority of students found this classroom activity worthwhile. As the students' comments suggest, the benefits of this activity are mainly:

- The opportunity to see probability applied to a real-life event. This helps students see that probability exists everywhere, even on a television game show.

- The opportunity for students to work in groups and present material to the rest of the class. Most students enjoy collaborating with other students in a problem-solving setting. I believe that this method of reviewing material is very effective. It allows students to determine for themselves what probability tools are necessary to solve the problem, thus helping them better retain this knowledge.

One of the nicest features about this classroom activity is its flexibility. Depending on such things as the topics the instructor wants to review and the amount of time he or she wants to spend on the activity in class, one can easily modify the classroom activity as described in Section 2. For instance, different games from those described can be used or different probability questions can be asked.

Another way to modify the activity would be to not use videotaped clips of TPIR during class. The activity would still provide effective probability examples, and the amount of preparation and class time spent on the activity would be reduced. However, using videotaped segments does provide two benefits:

- It allows any students who are unfamiliar with TPIR to better understand the show and the specific pricing games that are being analyzed, and

- The students seem to enjoy the excited nature of the contestants on the show. As a result, the students become excited about the classroom activity in which they are engaging.

Although the activity described in Section 2 was a great success, there is one modification I would make the next time I use this activity. Rather than performing the activity entirely in one class period, I would break the activity into two class periods in the following way:
At the end of the first class, show the first clip from TPIR and go over the pricing game together. Then assign students to small groups and hand out different pricing games to each group. The students would then work on their problem outside of class, with a strong encouragement to work with other group members. At the beginning of the second class period, the groups would quickly convene to compare answers and select a representative. Each group's representative would then present their group's problem and solution to the rest of the class.

There are three reasons why I would like to modify the activity in this way. First, students who greatly dislike group work can work individually instead. Another reason is that it would reduce the total amount of class time spent on the activity because the group work would occur outside of class. Most importantly, it would allow me to ask more challenging and interesting questions, since students would have more time to think about the solution.

Lastly, this activity could be easily modified to use in an elementary course. Obviously, only pricing games and questions that pertain to topics they have covered would be used. This would result in simpler questions being asked of the students. For instance, Question 1 for Master Key and Question 1 for Plinko would both be appropriate questions for an elementary statistics class. Note that these simpler questions still have merit. Students will observe the interesting fact that contestants always have some positive probability of winning the game. And surprisingly, this probability is often quite substantial, even when the contestant's pricing ability is very poor.

However, by being able to ask more challenging questions (as is possible in an upper-level course, particularly if students are given a lot of time to consider the problem), another interesting point is observed: As a contestant's pricing ability increases, so does the contestant's probability of winning. This is as it should be... After all, the name of the game is The Price is Right!
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