Abstract

In this paper we present a comprehensive overview of recent methods of the sentiment propagation in a wordnet. Next, we propose a fully automated method called Classifier-based Polarity Propagation, which utilises a very rich set of features, where most of them are based on wordnet relation types, multi-level bag-of-synsets and bag-of-polarities. We have evaluated our solution using manually annotated part of plWordNet 3.1 emo, which contains more than 83k manual sentiment annotations, covering more than 41k synsets. We have demonstrated that in comparison to existing rule-based methods using a specific narrow set of semantic relations our method has achieved statistically significant and better results starting with the same seed synsets.

1 Introduction

Princeton WordNet (Miller, 1995) has been expanded with sentiment annotation in several projects. However in all these approaches only a very limited part of Princeton WordNet was manually annotated, and the annotation for the remaining part was automatically extended by propagation algorithms, e.g. WordNet-Affect (Strapparava and Valitutti, 2004) or SentiWordNet (Esuli and Sebastiani, 2006), see also Sec. 2. Manual emotive annotation was done for plWordNet (Maziarz et al., 2016) (a wordnet of Polish) on several times larger scale. In the most contemporary version more than 54 000 lexical units (i.e. word senses) are described by sentiment polarity, basic emotions and fundamental human values, cf. (Zasko-Zielińska et al., 2015). Only nouns and adjectives are annotated, but the manual annotation coverage of these two part-of-speech categories is almost 24%. Having this large amount of metadata we started to look at methods of automated expansion of such information in a wordnet. Most of the existing solutions are based on a set of handcrafted rules for transferring the polarity along different types of wordnet relations. The proposed method does not require manually designed rules as they are discovered automatically.

2 Background

Lexicons are an important, inherent part of sentiment analysis and opinion mining systems. There are three general approaches to compile sentiment lexicon i.e. corpus-based approach: dictionary-based and manual (Liu, 2015). Manual approaches are laborious and time-consuming, so there is a great need for fast, automated methods of the construction of sentiment lexicons especially for low-resourced languages. The first built lexicons were limited only to simple word lists with positive and negative examples of words. However, the polarity of words often varies across their senses due to the semantic ambiguity. We assume that a sense-based sentiment lexicon may enable more accurate estimation of the sentiment polarity of complex phrases or sentences. One of the possible ways to construct a sense-aware sentiment lexicon is to use a wordnet (i.e. a dictionary-based approach). Approaches of this kind of generally aim at extending a small set of seed words with known polarity using lexical relations of a wordnet, e.g. hypernymy, synonymy, antonymy, etc.

Most of the existing solutions rely on a simple polarity propagation from annotated synsets (seeds) to their not annotated neighbours, and mostly utilise only specific subset of relations like hypernymy, hyponymy, similarity and antonymy (Maks and Vossen, 2011). These approaches do not take into account the full structure of WordNet.
or even wider contexts of synsets (e.g. $n$-th level relations). A common approach to construct a non-English sentiment lexicon is a simple translation of SentiWordNet (Esuli and Sebastiani, 2006) polarity annotations to another language.

Simple rule-based propagation prepared for one language does not necessarily perform well for other languages, because wordnets for different languages may differ strongly, e.g. in the number of relation instances and a different semantic structure. On the other hand, corpus-based solutions require a high quality systems for word sense disambiguation. A good method for sentiment propagation should be adaptable to the structure of any wordnet with the least human effort.

3 Related Works

There is a vast amount of methods to construct sentiment lexicons, but most of them were evaluated only for English, on Princeton WordNet (Miller, 1995). One of the major sentiment lexicons for English – SentiWordNet – was introduced in (Esuli and Sebastiani, 2006), and in (Baccianella et al., 2010) its extended version was described. The main objective was to construct a large lexical resource with sentiment polarity of lexical meanings rather than words.

One of the approaches based on a non-English wordnet was evaluated in (Maks and Vossen, 2011). The authors compared three methods:

1. Simple polarity transfer from SentiWordNet (Esuli and Sebastiani, 2006) using translation equivalents between Princeton WordNet and Dutch WordNet (Piek Vossen and VanderVliet, 2008);

2. Automatic polarity propagation using only Dutch WordNet;

3. Combined approach using transfer method from SentiWordNet and polarity propagation over the Dutch WordNet.

The first method resulted in a general performance decrease in comparison to SentiWordNet from 62% to 58% of overall precision, recall and F-score. The second method was based on iterative label propagation with rules using lexical relations from WordNet. Factors such as seed set size, its composition and number of iterations had a great impact on propagation performance. When high-quality pre-selected seed synsets are used, the obtained performance is significantly higher. One of the drawbacks of their approach is the simplicity of seed selection criteria. The best results were achieved using a mixed dataset derived from a large sentiment lexicon – the General Inquirer Lexicon (Stone, 1966). The performance reached 75% of F-score, precision and recall. The authors concluded that the size of a seed set is the most important factor, but the quality of the seeds also matters. Almost the same performance was achieved by combining transfer method with propagation (74%). The results may also suggest that simple transfer methods are not perfect, but combining multiple approaches with transfer methods may bring us a promising result.

Extended research on the polarity propagation for non-English wordnets was presented in (Maks et al., 2014). Authors applied the same propagation algorithm to five wordnets for different languages. The propagation method was similar to the methods used in their previous works. Words and their polarity extracted from the well-known General Inquirer Lexicon were translated with a machine translation service and manually mapped to the corresponding synsets in particular wordnets. The seed set consisting of synsets with known polarity was expanded using wordnet relations to cover the entire networks. The resulting lexicons varied significantly in their size and precision score. The conclusion was that the way the wordnets are built seems to affect propagation performance.

(Almouh et al., 2014) is a first attempt to build an Arabic sentiment lexicon on a basis of Arabic WordNet. Propagation procedure involves an expansion step which is expanding the sentiment lexicon by iteratively reaching concepts of the wordnet and scoring step evaluating the sentiment score of reached concepts according to their distance from the seeds. A task-based evaluation was applied. The acquired polarity scores were incorporated into features for sentiment classification task evaluated on Arabic corpora.

There were several attempts to construct a large sentiment lexicon for Polish in an automated way e.g. (Haniewicz et al., 2013; Haniewicz et al., 2014). (Haniewicz et al., 2013) attempted to build a polarity lexicon from web documents. They utilized plWordNet (yet without sentiment annotation) as a general resource to develop domain-aware polarity lexicons. A large semantic lexicon
with over 70,000 concepts from Web reviews was built where each term in this lexicon was described by a vector of sentiment values, representing the polarity of this term in various domains. plWordNet was utilised to identify semantic relations between acquired terms. To determine their polarity a supervised learning with Naive Bayes and SVM was applied. This approach was extended in (Haniewicz et al., 2014) where the semantic lexicon was expanded to 140,000 terms. To enlarge the lexicon the authors used a simple rule-based propagation with an adaptation of Random Walk algorithm.

SentiWordNet construction in its recent stages was generally based on the glosses from Princeton WordNet. (Misiaszek et al., 2013) proposed a lexicon construction method for wordnets, for which a simple transfer method could not be easily applied or external sources of knowledge such as tagged and disambiguated glosses are not available. This approach was based on relational propagation scheme with local, collective classification method, namely Iterative Classification Algorithm (ICA) for determining polarity of synsets. The training features for the classifier were obtained using only a neighbourhood of annotated synsets, consisting of nodes with known polarity. They manually annotated specific synsets in the wordnet and used them as seeds for the propagation process. However, the details of the feature extraction were not specified and there was no evaluation for their approach.

In (Kulisiewicz et al., 2015), the propagation was performed by using an adaptation of Loopy Belief Propagation (LPA) on Princeton WordNet 3.0. Three different variants of the LPA have been tested and evaluated. The evaluation was carried out in two ways. Firstly, the authors compared their results with polarity scores from SentiWordNet (Mean Square Error), but skipping the Objective class. Secondly, evaluation was done by comparison with polarity of words existing in the General Inquirer Lexicon. The resultant performance was ambiguous, and the main conclusion was that semantic relations within wordnet may not be a well correlated with the sentiment relations.

## 4 Classifier-based Polarity Propagation

We propose a fully automated method called Classifier-based Polarity Propagation (henceforth CPP) with a very rich set of features. In Section 5.1 we compare the results obtained by CPP with rule-based and relation-based method called Seed Propagation and its best configuration presented by Maks and Vossen (2011).

### 4.1 Polarity Transfer from Units to Synsets

We analysed the contemporary annotation of plWordNet to see how diverse synsets are in terms of units polarity. In contrast to SentiWordNet-the manual annotation in plWordNet is done on the level of lexical units (Zaśko-Zielińska et al., 2015). Available values for polarity are: strong negative, weak negative, neutral, weak positive, strong positive, ambiguous. One annotator can assign only one of these values for a single lexical unit.

Currently there are more than 83k annotations covering more than 54k lexical units and 41k synsets. About 22k of the polarity annotations are different than neutral and these annotations cover 13k lexical units and 9k synsets (22% of all synsets including annotated units). We found that 1.5k of these synsets were annotated with different polarity across their units. If we exclude neutral units, only 345 of them have varying polarity strength (e.g. synset that contains two lexical units annotated as strong positive and one annotated as weak positive). If we exclude both neutral and ambiguous annotations, there is only 41 synsets having conflicting, opposite polarity of their units (synsets that have both positive and negative units), and it is only 3.8% of all polarized synsets (synsets that do not contain any neutral units - 9164).

The acquired statistics show that synsets are strongly homogeneous in terms of the lexical units polarity, so we decided to move annotations from unit-level to the synset-level. In order to simplify the problem we decided to project these values to only three: positive, negative, neutral. For each annotation value we assigned the following weights: 2 for strong variants, 1 for weak variants, neutral and ambiguous. Then we recounted the number of annotations in each synset including assigned weights. For example, if we have a synset with a set of its lexical units like {strong negative, negative, strong positive, neutral}, we have total weight for positive category equal to 2, negative category equal to 3 (2 + 1) and neutral category equal to 1. We decided to assign only one polarity class to each synset – the one having the largest
### Table 1: Frequency (as part of the whole number of relations) of the selected relations in plWordNet.

| Relation               | Occurrences [%] |
|------------------------|-----------------|
| hyponymy               | 34.72           |
| hypernymy              | 34.72           |
| fuzzyonymy             | 9.40            |
| similar_to             | 3.20            |
| feature_value          | 3.03            |
| meronymy               | 1.86            |
| holonymy               | 1.49            |
| collection_meronym     | 1.29            |
| collection_holonym     | 1.23            |
| type                   | 1.06            |
| member                 | 1.06            |
| taxonomic_meronym      | 1.00            |
| taxonomic_holonym      | 0.99            |
| SUM                    | 95.06           |

Table 1: Frequency (as part of the whole number of relations) of the selected relations in plWordNet.

weight. In the given example the assigned polarity will be negative. If we have two classes of the same weight, we apply the following rules to solve this discrepancy:

- \{positive, neutral\} → positive
- \{negative, neutral\} → negative
- \{positive, negative\} → neutral

#### 4.2 Features

We analysed the existing structure of plWordNet to select the most common relations. The results are presented in Table 1. We took a subset of relations which covers more than 95% of all relation instances in plWordNet.

Each synset is described by a set of features, where the feature value is represented as bag-of-words containing synsets or polarities. Each feature type is a set of 4 variables:

- **Relation** – one of the 13 relations given in Table 1

- **Direction** – the direction of the relation, the described synset can be a source or target of the given relation.

- **Word** – there are two types of words in bag-of-words model: synset_ID (any number) and synset_polarity (one of the following numbers: $-1, 0, 1$; it represents 3 polarity classes: negative, neutral, positive).

#### 4.3 Classifier

Having a set of annotated synsets and 104 bags of words as features for each synset, we utilised TfidfVectorizer module from scikit-learn Python machine learning package. This feature extraction method allows to convert a collection of elements to a matrix of TF-IDF features. Each synset belongs to one of three following classes: positive, negative, neutral. Transformed data is used to train a predictive model. We used Logistic Regression from scikit-learn package as a classifier.

#### 4.4 Propagation

With a trained classifier we perform propagation for the remaining, unlabelled part of plWordNet. At the beginning we treat our seeds as a set of synsets at level-0 (see figure 1). Each next iteration is a classification of synsets at the 1st level,

- **Level** – the first level means synsets in direct relation to the described synset, the second level are synsets in direct relation with synsets from the first level, but excluding synsets from the first level. The example is presented in Figure 1.

There are 13 relations, 2 directions, 2 word types and 2 levels, which in total gives $13 \cdot 2^3 = 104$ types of features. For example a feature of the type hyponym_source_id_level_2 contains all IDs of synsets which are sources of all hyponym relation instances, for which the target is any synset at the 1st level (see Figure 1).
using annotated synsets from the other levels. We prepared the solution using one of the following approaches applied to each iteration:

- naive – we get the graph order of the remaining synsets to be classified,
- sorted – before each iteration we sort synsets at the 1st level by the number of relations with synsets which already have the polarity value assigned (descending order).

5 Experiments and Results

5.1 Experimental Set-up

The developed method assumes that the propagation is performed only for synsets. However, existing polarity annotations in the plWordNet refer only to lexical units, thus some pre-processing was required. First, we used a simple generalization function to assign the polarity to the synsets, depending on the polarity of their units (see Section 4.1) and projecting a 5-degree scale of polarity to a 3-degree scale. Then, to evaluate the lexicon we prepared a large graph of plWordNet, consisting of generalized synsets.

5.2 Evaluation Procedure

The evaluation procedure utilises full plWordNetwith 43k synsets annotated with sentiment polarity (positive, negative, neutral). Annotated synsets were divided once into 10 parts and 9 parts (about 40,400 synsets) were treated as a seed set for baseline (or learning set for CPP) and the last part (about 3,600 synsets) as a test set. For each method and configuration we performed 10-fold cross-validation.

We implemented a simple rule-based seed-driven propagation method described in (Maks and Vossen, 2011) to obtain a baseline (henceforth BASE). Then we compared the results with CPP in two variants described in Section 4.4: naive (CPP-N) and sorted (CPP-S).

5.3 Results and Discussion

Table 2 presents the results obtained during experiments. We calculated precision (P), recall (R) and F-measure (F) for separate classes of polarity: negative (NEG), positive (POS) and neutral (NEU). We compared differences between two pairs: BASE, CPP-N and CPP-N, CPP-S. In Tab. 2 we highlighted results for which differences were statistically significant. We analysed the statistical significance of differences using paired-differences Student’s t-test with a significance level $\alpha = 0.05$ (Dietterich, 1998).

Naive solution (CPP-N) is significantly better than BASE in all test cases except precision for class negative. The order of neighbours classified in each iteration is not important in this case, because there was no significant difference between CPP-N and CPP-S variants.

6 Conclusions

The results prove that the proposed method performs better in almost all cases comparing to simple rule-based methods which transfer known polarity from seeds to other parts of wordnet. Surprisingly for us, the solution with sorting synsets in each iteration in descending order by the number of neighbours with known polarity did not provide any increase of propagation quality. We think that the further work should be concentrated on training the classifier after each iteration and in this scenario sorting before classifying should be beneficial.
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