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Abstract

We present an analytical diffusion–expansion Forbush decrease (FD) model ForbMod, which is based on the widely used approach of an initially empty, closed magnetic structure (i.e., flux rope) that fills up slowly with particles by perpendicular diffusion. The model is restricted to explaining only the depression caused by the magnetic structure of the interplanetary coronal mass ejection (ICME). We use remote CME observations and a 3D reconstruction method (the graduated cylindrical shell method) to constrain initial boundary conditions of the FD model and take into account CME evolutionary properties by incorporating flux rope expansion. Several flux rope expansion modes are considered, which can lead to different FD characteristics. In general, the model is qualitatively in agreement with observations, whereas quantitative agreement depends on the diffusion coefficient and the expansion properties (interplay of the diffusion and expansion). A case study was performed to explain the FD observed on 2014 May 30. The observed FD was fitted quite well by ForbMod for all expansion modes using only the diffusion coefficient as a free parameter, where the diffusion parameter was found to correspond to an expected range of values. Our study shows that, in general, the model is able to explain the global properties of an FD caused by a flux rope and can thus be used to help understand the underlying physics in case studies.
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1. Introduction

Forbush decreases (FDs) are depressions in the galactic cosmic ray (GCR) count rate observed around the passage of solar wind transients such as interplanetary coronal mass ejections (ICMEs), stream interaction regions (SIRs), and interplanetary shocks (Forbush 1937; Lockwood 1971; Cane 2000; Belov 2009). ICMEs produce the strongest FDs, which often show a two-step profile, one associated with the shock/sheath region and the other with the ICME magnetic structure (Barnden 1973; Cane 2000). The two regions were found to be roughly equally effective in GCR modulation, and moreover, the modulation of the ICME magnetic structure is found to be particularly effective for magnetic clouds (Richardson & Cane 2011). Magnetic clouds are a subset of ICMEs characterized by low proton temperature, low proton beta parameter, and most notably a smoothly rotating magnetic field, indicative of a flux rope (FR) magnetic structure (Burlaga et al. 1981; Zurbuchen & Richardson 2006; Rouillard 2011), where an FR is a cylindrical plasma structure with magnetic field lines helically winding around the central axis (Lepping et al. 1990).

Generally, solar activity modulates GCRs, which can be described by a Fokker–Planck transport equation of particle random walk in the frame of reference of small-scale magnetic irregularities (Parker 1965). Based on this so-called Parker equation, the four physical mechanisms governing the GCR modulation are diffusion, drifts, convection, and energy loss (see also, e.g., Jokipii 1971; Potgieter 2013, and references therein). FDs can be considered as the disturbances in the GCR distribution caused by local variations in one or more transport parameters. However, it is important to separately model FDs corresponding to different solar wind transients. The shock/sheath region is the region of disturbed conditions and highly fluctuating magnetic field ahead of the ICME and is magnetically connected to the ambient interplanetary space (e.g., Kilpua et al. 2017, and references therein). Therefore, a shock-associated FD can be modeled as, for example, a propagating diffusive barrier (Wibberenz et al. 1998) or numerically, by solving the Parker equation (e.g., Le Roux & Potgieter 1991; Wawrzynczak & Alania 2010; Alania et al. 2013). The ICME magnetic structure is not magnetically connected to the ambient plasma and is characterized by a smooth magnetic field (e.g., Kilpua et al. 2017, and references therein). Recently, Jordan et al. (2011) revisited the two-step nature of FDs, attributing the variety of FD profiles to small-scale interplanetary magnetic field structures, but nevertheless, since the two regions are characterized by different properties, it is reasonable to regard them as two different global structures with respect to FD modeling, especially given that they are not always encountered together (Richardson & Cane 2011).

It was first proposed by Morrison (1956) that FDs might be clouds of closed magnetized plasma, where they are initially empty of particles and slowly fill as they propagate through the interplanetary space. This approach has been since utilized in several studies to explain FR-associated FDs, where the particles are allowed to enter via “cross-field” transport, that is, perpendicular diffusion (Cane et al. 1995; Munakata et al. 2006; Quenby et al. 2008; Subramanian et al. 2009) or drifts (Krittinatham & Ruffolo 2009) and gyration (Kubo & Shimazu 2010). Strictly speaking, the transport across the FR boundary cannot easily be explained by the simple perpendicular (sub) diffusion, because the field lines on opposite sides of the FR boundary are not connected (Jokipii 1966; Ruffolo et al. 2008; Krittinatham & Ruffolo 2009). However, the “cross-field” transport also refers to another mechanism that considers a situation where the particle motion is not bound to its original guiding field line, resulting in diffusion at late times (Ruffolo et al. 2008; Krittinatham & Ruffolo 2009). Furthermore, a
change of the magnetic connectivity of the FR can occur by reconnection, allowing magnetic fluctuations (and therefore particles) to diffuse inside the FR (Masías-Meza et al. 2016). Krittinatham & Ruffolo (2009) have shown that particles can enter via gradient and curvature drifts. However, according to their simulations, drift orbits in the FR were spatially restricted to the areas close to the FR boundary, and a large fraction exits the FR after several minutes. Similar results were obtained by Kubo & Shimazu (2010) from an analytical model based on gyration. The conclusion in both studies was that diffusion is needed to explain the transport of particles into the interior of the FR. The diffusion approach is generally considered valid when the gyroradius is smaller than the size of the FR (e.g., Subramanian et al. 2009), and Blanco et al. (2013) showed that for FRs detected by Helios spacecraft, the typical rigidity of a GCR with gyroradius corresponding to the size of an FR is of the order of \( \sim 100 \text{ GV} \). Therefore, the diffusion approach should be valid to explain FR-associated FDs detected in a variety of instruments corresponding to different mean energies: muon telescopes at \( \sim 50 \text{ GV} \) (e.g., Kozai et al. 2016), neutron monitors at \( \sim 10 \text{ GV} \) (e.g., Clem & Dorman 2000), and spacecraft such as the Electron Proton Helium Instrument (EPHIN; Müller-Mellin et al. 1995) on board the Solar and Heliospheric Observatory (SOHO; Domingo et al. 1995) at \( \sim 1 \text{ GV} \) (e.g., Kühl et al. 2015). The models based on perpendicular diffusion (Cane et al. 1995; Munakata et al. 2006; Quenby et al. 2008; Subramanian et al. 2009) are in good qualitative agreement with the observation, reflecting some of the observational characteristics of FDs caused by ejecta, such as a symmetric shape constrained to the spatial extent of the FR and the relation of the FD amplitude to the magnetic field strength, the FR size, and ICME transit time (Cane 1993; Belov 2009; Dumbović et al. 2011, 2012; Blanco et al. 2013; Badruddin & Kumar 2016; Masías-Meza et al. 2016), although there is evidence that simple diffusion FD models cannot fully explain observations (Richardson & Cane 2011).

In addition to particle diffusion, another important contribution comes from the expansion of the FR. It was first proposed by Laster et al. (1962) and Singer et al. (1962) that expansion is needed to explain the observational properties of FDs. More recently, the diffusion–expansion approach was applied by Munakata et al. (2006) and Kuwabara et al. (2009) in a numerical model best fitted to the measurements taken by the muon network at Earth (rigidities 50–100 GV) and was utilized to determine the orientation of the interplanetary FR. The diffusion–expansion approach was also implemented by Subramanian et al. (2009) and Arunbabu et al. (2013) in an analytical model and was compared to the GRAPES-3 muon telescope (rigidities 12–42 GV). These authors estimated the radial perpendicular diffusion coefficient to be of the order of \( 10^{21} \text{ cm}^2 \text{s}^{-1} \). However, it should be noted that their studies are adjusted to large events associated with a shock and observed at high particle rigidities. At rigidities of about 1 GV, Cane et al. (1995) estimated a diffusion coefficient of about \( 10^{19} \text{ cm}^2 \text{s}^{-1} \) by utilizing spacecraft measurements and less energetic ejecta. Both are roughly in agreement with values obtained from the typical empirical expression used in numerical models (see Equations (23) and (24) in Potgieter 2013). Therefore, these studies outline a rough constraint on the diffusion coefficient used to model FR-associated FDs. Since both diffusion and expansion are processes that presumably start close to the Sun, FRs, that is, CME initial properties, need to be considered in the model. This ejecta-only FD model primarily describes FDs associated with ICMEs without a shock/sheath region, because a shock/sheath region presumably introduces an additional decrease via different physical mechanisms, but could also be applied to explain the ejecta part of FD in two-step FDs. The aim of this study is to take these considerations into account in the diffusion–expansion model to improve our understanding on the cause, formation, and evolution of FDs.

2. Basic Diffusion Model

First we consider an analytical FD model based on the perpendicular diffusion of GCRs into the FR, similar to Cane et al. (1995). In this basic diffusion model, the FR is regarded as a closed magnetic structure, rooted at the Sun, that is initially empty of GCRs (Figure 1(a)). The FR is of cylindrical form (hereafter approximated by a long cylinder), it moves with
constant velocity, and as it moves, it does not vary in shape or size (Figure 1(b)). We note that the assumption of constant velocity is in general not valid, as it was shown that CMEs slower than the solar wind accelerate, whereas CMEs faster than the solar wind decelerate (e.g., Sheeley et al. 1999; Gopalswamy et al. 2000), which is attributed to the magnetohydrodynamical drag (see, e.g., Vršnak et al. 2013; Hess & Zhang 2014; Sachdeva et al. 2015, and references therein). However, since the acceleration/deceleration depends on the difference between the CME and solar wind speed, for a substantial subset of CMEs (and especially the slower ones that do not drive shocks), a constant velocity can be taken as a relatively fair approximation. We also note that the assumption of constant shape and size might not hold true, as it was shown that CMEs expand while propagating in interplanetary space (e.g., Bothmer & Schwenn 1998; Leitner et al. 2007; Janvier et al. 2014) and that their shape might deform during propagation (e.g., Cargill et al. 1994; Liu et al. 2006). The deformation of shape is mainly a kinematic effect, so the approximation of the constant shape is closely related to the constant velocity approximation. On the other hand, CME expansion is an important feature that may drastically influence the interaction of CMEs and GCRs and will be addressed in the next section.

Furthermore, it is assumed that the GCR density outside the FR is constant and that the GCR can enter the interior of the FR only by perpendicular, that is, radial, diffusion. It has been shown that there is a radial gradient of GCRs of about \(-3\%\) au (e.g., Webber & Lockwood 1999; Gieseler & Heber 2016; Lawrence et al. 2016). Recently, Marquardt et al. (2018) used Helios E6 data to show that the gradient of the anomalous cosmic-ray oxygen is increasing with decreasing distance to Sun. Therefore, the assumption of constant GCR density outside the FR is not entirely correct. However, for simplicity, we assume that the change of the outside density of \(-3\%\) throughout the evolution of the FR to 1 au will not notably influence the filling rate of GCRs into the FR, and therefore we keep the assumption that the GCR density outside the FR is constant (the estimation to justify this assumption is given at the end of Section 3).

With the assumptions listed above, the density of GCRs can be calculated based on the radial diffusion equation for a long cylinder given by, for example, Crank (1975):

\[
\frac{\partial U}{\partial t} = \frac{1}{r} \left( \frac{\partial}{\partial r} \left( r D_\perp \frac{\partial U}{\partial r} \right) \right),
\]

where \(U = U(r, P, t)\) is the GCR phase space density; \(D_\perp\) is the perpendicular (radial) diffusion coefficient related to GCR rigidity, \(P\) (denoted simply as \(D\)) is the radial distance from the FR center. For particles of specific rigidity, \(U = U(r, t)\), and the partial differential equation is solved using the method of separation of variables \(U(r, t) = T(t)R(r)\), under the assumption that the diffusion coefficient does not depend on \(r\). The time dependence is then given by the expression (see, e.g., Crank 1975; Butkov 1968, for details)

\[
T(t) = e^{-t/\lambda},
\]

where \(\lambda\) is a constant determined by the initial and boundary conditions. It can be shown that the equation for the radial dependence can be written in the form

\[
r^2 R''(r) + r R'(r) + \lambda^2 r^2 R(r) = 0,
\]

which is the Bessel’s equation of the order 0. The solution of Equation (3) can be generally written as a linear combination of the Bessel and Neumann functions, \(J_0(\lambda r)\) and \(N_0(\lambda r)\), respectively. However, the solution must be finite in the center of the FR, that is, \(R(\lambda r)\) finite at \(r = 0\), and thus only \(J_0(\lambda r)\) is admissible as a solution (\(N_0(\lambda r)\) is not finite in \(r = 0\); see, e.g., Butkov 1968 for details). Therefore, the general solution of Equation (1) is

\[
U(r, t) = C J_0(\lambda r) e^{t/\lambda},
\]

where \(C\) and \(\lambda\) are constants determined by the initial and boundary conditions, which can be written in the form

\[
U(r, t) = \begin{cases} 
0, & 0 < r < a, \ t = 0 \\
U_{0a}, & r = a, \ t \geq 0,
\end{cases}
\]

where \(a\) is the radius of the FR and \(U_{0a}\) is the GCR phase space density at its surface. With these initial and boundary conditions, the solution for the particle density inside the FR can be written (see Equation (5.22) in Crank 1975):

\[
U(r, t) = U_{0} \left(1 - \frac{2}{\lambda^2} \sum_{n=1}^{\infty} \frac{J_0(\lambda_n r)}{\lambda_n J_1(\lambda_n a)} e^{-\lambda_n^2 t} \right),
\]

where \(J_0\) and \(J_1\) are Bessel functions (of the first kind) of order 0 and 1, respectively, and \(\lambda_n\) are defined by the positive roots of \(J_0(\lambda_n a) = 0\), \(\lambda_n = \alpha_n^2\), \(\alpha_n\) are positive roots of \(J_0\), which are tabulated in tables of Bessel functions. Bessel functions \(J_0\) have an oscillatory character, whereas the exponential function rapidly decreases with \(\alpha_n^2\), so the solution can be approximated as

\[
U(r, t) = U_{0} \left(1 - \sum_{n=1}^{\infty} \frac{2 J_0(\alpha_n^2 r)}{\alpha_n J_1(\alpha_n)} e^{-\alpha_n^2 t} \right),
\]

where the constant \(C\) depends on the initial and boundary conditions defined in Equation (5). The final solution is then given by the expression

\[
U(r, t) = U_{0} \left(1 - J_0(\alpha_n^2 r/a) e^{-\alpha_n^2 t} \right).
\]

The corresponding Forbush decrease can be represented by \(A(\%) = (U(r, t) / U_{0a}) - 1\) \cdot 100\%, where the radial dependence for a given diffusion time depicts its shape and magnitude at a certain location in the heliosphere.

3. The Diffusion–Expansion Model

Now we introduce the expansion of the FR by allowing that the radius changes with time (Figure 1(c)). We note that we do not take into account the energy-loss effect (adiabatic cooling) due to FR expansion. In general, the energy loss is expected to introduce additional modulation effects (see, e.g., Lockwood 1971 and references therein), but the quantitative contribution is not trivial to estimate. The energy-loss term is proportional to \(\partial U / \partial \ln P\) and to some extent balances out the inward diffusion of particles (Munakata et al. 2006). Therefore, it is reasonable to expect that neglecting the GCR energy loss could result in a somewhat underestimated FD amplitude.
Furthermore, we allow the diffusion coefficient to change with time as well, since it presumably depends on the magnetic field strength (Potgieter 2013), which in general also changes in time (e.g., Démoulin et al. 2008). Consequently, the dependencies on the radial distance and time are not independent, and the method of separation of variables is no longer applicable to Equation (1). However, with the substitution \( r(t) \rightarrow \hat{r}(t) \), Equation (1) can be rewritten in a form

\[
\frac{\partial U}{\partial t} = \frac{D(t)}{a(t)^2} \left( \frac{\partial}{\partial \hat{r}} \left( \hat{r} \frac{\partial}{\partial \hat{r}} U \right) \right),
\]

where \( \hat{r} \) is the normalized radial distance, scaled to the radius of the FR \( \hat{r} = r(t)/a(t) \), whereas \( D(t) \) and \( a(t) \) are the time-dependent diffusion coefficient and FR radius, respectively. With the assumption that the ratio \( r(t)/a(t) \) does not change with time (which is discussed below), the method of separation of variables can be applied to Equation (9). The form of the radial solution remains the same, whereas the time-dependent solution can be written in the form

\[
T(t) = e^{-\lambda^2 \int \frac{D(t)}{a(t)^2} dt}.
\]

Note that the initial and boundary conditions need to be rewritten accordingly:

\[
U(\hat{r}, t) = \begin{cases} 0, & 0 < \hat{r} < 1, t = 0 \\ U_0, & \hat{r} = 1, t \geq 0. \end{cases}
\]

Following the same procedure as described in Section 2, the final solution can be written as

\[
U(\hat{r}, t) = U_0 (1 - J_0(\alpha_1 \hat{r}) e^{-\alpha_1^2 f(t)}),
\]

where \( U_0 \) is the GCR phase space density at the FR surface, \( J_0 \) is a Bessel function (of the first kind) of order 0, \( \alpha_1 \) is a first positive root of \( J_0 \) (tabulated in tables of Bessel functions), \( \hat{r} \) is the radial distance scaled to the FR radius \( \hat{r} = r(t)/a(t) \), and \( f(t) \) is a function of time that depends on the interpolation between the diffusion of GCR into the FR and its expansion. Since \( f(t) \) depends on the ratio \( D(t)/a(t)^2 \), where both \( D(t) \) and \( a(t) \) are generally not known and are still the subject of ongoing studies, it is a somewhat arbitrary function. However, there are some basic constraints on the function \( f(t) \). First, it must not diverge at \( t = 0 \), and moreover, due to the initial condition, it must satisfy \( f(t = 0) = 0 \). Second, the behavior of the function is constrained by observations. Cane et al. (1994) and Blanco et al. (2013) found that the FD amplitude decreases with heliospheric distance, indicating that the GCR density within the FR increases with time. Therefore, we expect \( f(t) \) to be a positive and monotonically increasing function. Further constraints on the function \( f(t) \), that is, the solution given in Equation (12), can be achieved through a comparison of the model results with observations, while a general behavior is derived in the continuation of this section based on empirical FR relations.

In Equation (9) we assumed that the ratio \( r(t)/a(t) \) does not change with time in order to apply the method of separation of variables. This assumption holds when the change rate of any shell within the cylinder is proportional to the change rate of its outermost shell, \( dr/da = \text{const} \), that is, when \( r(t) = \text{const} \cdot a(t) \). It can be easily shown that this holds when the cylinder is expanding self-similarly, that is, in a way that at later times it is a scaled reproduction of its original shape. This means that the coordinates of a plasma element at a given time are scaled by a time-dependent factor compared to the reference-time value \( t_0, x_i(t) = x_i(t_0)f(t) \), where \( x_i \) is the plasma coordinate and \( f(t) \) a corresponding time-dependent factor in the \( i \) direction (Démoulin et al. 2008). Therefore, a self-similar expansion of an FR radius can be written as

\[
a(t) = a_0 \left( \frac{R(t)}{R_0} \right)^{n_B},
\]

where \( R(t) \) is the heliospheric distance at time \( t \), \( R_0 \) is the starting heliospheric distance, \( a_0 \) is the starting FR radius, and \( n_B \) is the power-law index that observational studies approximately constrain to \( 0.45 < n_B < 1.14 \) (see, e.g., Bothmer & Schwenn 1998; Leitner et al. 2007; Démoulin et al. 2008; Gulisano et al. 2012). An expression similar to Equation (13) can be used to describe the corresponding decrease of the central magnetic field:

\[
B(t) = B_0 \left( \frac{R(t)}{R_0} \right)^{-n_B},
\]

where \( B_0 \) is the initial magnetic field and \( n_B \) is the power-law index that observational studies approximately constrain to \( 0.88 < n_B < 1.89 \) (e.g., Gulisano et al. 2012, and references therein). Using Equations (13) and (14), we can consider different types of FR expansion based on the axial magnetic flux. The axial magnetic flux is given as \( \Phi_{ax} = B_z S \), where \( B_z \) is the axial magnetic field, which is in a force-free FR model related to the magnetic field in the FR center, \( B_0 \) (e.g., Lundquist 1951), and \( S \) is the cross section of the FR. Assuming a circular cross section, the axial magnetic flux is given by \( \Phi_{ax} = B_z a^2 \), which can be used to determine the power-law index in Equation (14) with the assumption that the magnetic flux is conserved (\( n_B = 2n_a \)). However, observational studies involving \( n_B \) and \( n_a \) measurements have shown that \( n_B \) is not necessarily equal to \( 2n_a \) (see Gulisano et al. 2012, and references therein). For instance, Gulisano et al. (2010) report \( n_a = 0.89 \) and \( n_B = 1.85 \) for nonperturbed magnetic clouds (those showing a pronounced linear velocity profile), that is, \( n_B \approx 2n_a \). However, for the perturbed magnetic clouds, they found that they expand less with distance, with \( n_a = 0.45 \) and \( n_B = 1.89 \), that is, \( n_B - 2n_a > 0 \). On the other hand, Leiter et al. (2007) found that magnetic clouds in general show \( n_a = 1.14 \) and \( n_B = 1.64 \), that is, \( n_B - 2n_a < 0 \). The mentioned studies are focused on the inner solar system between 0.3 and 1 au, which is the main focus of this study as well. Therefore, based on these observational studies, we consider three different expansion trends: \( n_B - 2n_a = 0, n_B - 2n_a > 0, \) and \( n_B - 2n_a < 0 \). Physically, these expansion trends relate \( n_B - 2n_a = 0 \) to the magnetic flux conservation, \( n_B - 2n_a > 0, \) to a decrease of the magnetic flux with heliospheric distance, whereas \( n_B - 2n_a < 0 \) is related to the increase of the magnetic flux. Observational evidence for the reduction of the magnetic flux through erosion due to magnetic reconnection was found in studies by, for example, Dasso et al. (2007) and Ruffenach et al. (2015), whereas Manchester et al. (2014) suggest that the reconnection at the rear of the FR can lead to...
flux injection (for an overview of various processes affecting the axial magnetic flux evolution, see Manchester et al. 2017).

We note that the interaction of the FR with the ambient plasma affects the ordered structure of the FR in the outer FR layers, but from the aspect of the model, we are only concerned with the relative increase of the FR cross-sectional area compared to the decrease of the central magnetic field strength. This is visualized by three corresponding sketches in Figure 2.

Based on these considerations on the FR expansion, we can determine the function \( f(t) = \int D(t)/a(t)^2 \, dt \), which defines the time-dependent part of the solution given in Equation (12). We assume that the FR moves with a constant velocity \( v = \frac{R}{t} \) and that the change of the FR radius and of the central magnetic field is given by Equations (13) and (14), respectively. Furthermore, we assume that the diffusion coefficient relates to the magnetic field strength \( D \sim 1/B \) (see, e.g., Potgieter 2013, and references therein) and therefore increases with heliospheric distance with a power-law index \( n_B \). With these assumptions, the time-dependent part is reduced to

\[
f(t) = \frac{D_0}{a_0^2} \left( \frac{v}{R_0} \right)^x \cdot \int t^x dt, \tag{15}
\]

where \( x = n_B - 2n_a \). In the case of a conserved magnetic flux, \( x = 0 \), and integration is trivial. In cases where the flux is not conserved, we consider simple options where \( x = 0.5 \) and \( x = -0.5 \) for decreased and increased flux, respectively. The selected options are simple to integrate and are related to the \( n_B \) and \( n_a \) ranges restricted by the above-mentioned observational studies. For both \( x = 0.5 \) and \( x = -0.5 \), integration results in rational functions, as well as for any other value of \( x \), except for \( x = -1 \), when integration of \( f(t) \sim \int t^x dt \) results in a logarithmic function. Therefore, \( x = -1 \) is considered as a fourth, special case of expansion. We note that reconnection would change the magnetic connectivity of the FR, allowing additional GCRs to stream in (Masías-Meza et al. 2016). Therefore, it is reasonable to expect that the diffusion coefficient would be influenced to some extent. On the other hand, since \( f(t) \) and \( x \) values we use in the model are arbitrarily selected (although empirically based), for the sake of simplicity, we do not include this effect in our calculations.

To summarize, we consider the solution of the diffusion–expansion equation given in Equation (12) for four different types of expansion, which lead to four different types of \( f(t) \) governing the time behavior of the modeled FD:

1. \( n_B - 2n_a = 0, x = 0 \quad \rightarrow f(t) \propto t \) (conserved magnetic flux)

![Figure 2](https://example.com/figure2.png)

**Figure 2.** Sketch of three different FR expansion trends: (a) the relative increase in the FR cross-sectional area is “balanced” by the decrease in the strength of the central magnetic field (magnetic flux conserved); (b) the increase in the FR cross-sectional area is relatively slow compared to the decrease in the strength of the central magnetic field (magnetic flux decreased); (c) the increase in the FR cross-sectional area is relatively fast compared to the decrease in the strength of the central magnetic field (magnetic flux increased). The view of the FR cross section is shown with field lines in the poloidal direction. The yellow cross marks the point of reconnection (interaction with the ambient plasma).
Figure 3. (a) Relative GCR phase space density, $A$, as a function of the radial position within the FR, $r/a$, after a transit time of 84 hr for different types of expansion of a generic CME ($a_0 = 5 \, R_\odot$, $R_0 = 20 \, R_\odot$, $v \approx 500 \, \text{km s}^{-1}$) and the no-expansion case ($a = 0.1 \, \text{au}$, $D_0 = D_{E}$) for $D_{E} = 3 \times 10^{18} \, \text{cm}^2 \text{s}^{-1}$ ($D_{0} = 2.6 \times 10^{19} \, \text{cm}^2 \text{s}^{-1}$ for $x = -0.5$ and $x = -1$). The dashed magenta line marks the position of the FR center, where the relative FD magnitude, $A_{m,i}$ is defined. (b) Same as in (a) for $D_{E} = 9 \times 10^{18} \, \text{cm}^2 \text{s}^{-1}$ ($D_{0} = 7.7 \times 10^{16} \, \text{cm}^2 \text{s}^{-1}$ for $x = 0$ and $x = 0.5$; $D_{0} = 8.4 \times 10^{17} \, \text{cm}^2 \text{s}^{-1}$ for $x = -0.5$ and $x = -1$). (c) Time evolution of the FD magnitude, $A_{m,i}$ for $D_{E} = 3 \times 10^{18} \, \text{cm}^2 \text{s}^{-1}$. The same generic CME and different expansion types are applied as in (a) and (b). Two selected transit times are highlighted by dashed magenta lines. (d) Same as in (c) for $D_{E} = 9 \times 10^{18} \, \text{cm}^2 \text{s}^{-1}$. (e) FD magnitude at Earth, $A_{m,i}$ vs. diffusion coefficient at Earth, $D_{E}$, for a generic CME ($a_0 = 5 \, R_\odot$, $R_0 = 20 \, R_\odot$) moving at a speed of $\approx 1150 \, \text{km s}^{-1}$ (transit time 36 hr). Different expansion types are applied as in (a)–(d). Two selected $D_{E}$ are highlighted by dashed magenta lines. (f) Same as in (e) for $v = 500 \, \text{km s}^{-1}$ (transit time 84 hr). (g) FD magnitude, $A_{m,i}$ after a transit time of 84 hr vs. the initial FR radius, $a_0$, for $D_{E} = 3 \times 10^{18} \, \text{cm}^2 \text{s}^{-1}$ and different expansion types as in (a) and (b). Two selected $a_0$ are highlighted by dashed magenta lines. (h) Same as in (g) for $D_{E} = 9 \times 10^{18} \, \text{cm}^2 \text{s}^{-1}$.

2. $n_{B} - 2n_{a} > 0$, $x = 0.5 \rightarrow f(t) \propto t^{\frac{1}{4}}$ (reduced magnetic flux)
3. $n_{B} - 2n_{a} < 0$, $x = -0.5 \rightarrow f(t) \propto t^{\frac{1}{2}}$ (increased magnetic flux)
4. $n_{B} - 2n_{a} < 0$, $x = -1 \rightarrow f(t) \propto \ln(at + 1)$
   (increased magnetic flux, a special case)

We note that initial CME parameters, which are needed to quantify the solution of Equation (15) ($a_{0}$, $v$, and $R_{0}$), can be obtained from remote CME observation using, for example, 3D CME reconstruction. On the other hand, $D_{0}$ is unknown and cannot be obtained from remote observation, so it has to be estimated. For that purpose, we estimate the diffusion coefficient near Earth, $D_{E}$ (following the typical empirical expression used in numerical models; see Potgieter 2013) and back-extrapolate to $R_{0} = 20 \, R_\odot$ using an assumed power-law behavior. Namely, we assume $D \sim 1/B$, $B$ following the power law given in Equation (14), where $n_{a} = 2$ for expansion types $x = 0$ and $x = 0.5$, and $n_{B} = 1$ for expansion types $x = -0.5$ and $x = -1$. Given that $x = n_{B} - 2n_{a}$, this implicitly defines the power-law index given in Equation (13), where $n_{a} = 1$ for expansion type $x = 0$, $n_{a} = 0.75$ for $x = 0.5$, $n_{a} = 0.75$ for $x = -0.5$, and $n_{a} = 1$ for $x = -1$.

In Figure 3 the solutions of the model for different types of expansion, diffusion coefficients, transit times, and FR radius are presented. Figures 3(a) and (b) show relative GCR phase space density as a function of the radial position within the FR after a transit time of 84 hr for two different values of the initial diffusion coefficient $D_{0}$. Different $D_{0}$ values were estimated as described above based on the diffusion coefficients at Earth, $D_{E}$, which roughly correspond to values obtained from Equations (23) and (24) by Potgieter (2013) for 1 GV GCRs in a 10 and 30 nT magnetic field. A generic CME was used, having the initial radius $a_0 = 5 \, R_\odot$ at a distance $R_0 = 20 \, R_\odot$ and arriving at Earth after a transit time of $t = 84$ hr (i.e., moving at a constant speed of $\approx 500 \, \text{km s}^{-1}$). The dashed magenta line marks the center of the FR, defining the relative FD magnitude, $A_{m,i}$. The five curves correspond to different types of expansion: no expansion (diffusion-only approach with constant size, as described in Section 2) and four different types of expansion described above. In the case of no expansion, the radius of the generic CME is constant and has a value $a = 0.1 \, \text{au}$, and the diffusion coefficient is also constant with a value corresponding to $D_{E}$. Figures 3(e) and (f) show the time evolution of the FD magnitude, $A_{m,i}$, for two different values of $D_{0}$ used in Figures 3(a) and (b), respectively. Also, the same generic CME and different expansion types are applied as in Figures 3(a) and (b). Two selected transit times are highlighted by dashed magenta lines. Figures 3(e) and (f) show the FD magnitude at Earth, $A_{m,i}$, versus the diffusion coefficient at Earth, $D_{E}$, for a generic CME ($a_0 = 5 \, R_\odot$, $R_0 = 20 \, R_\odot$) moving at a speed of $\approx 1150 \, \text{km s}^{-1}$ (transit time 36 and 84 hr, respectively). Different expansion types are applied as in Figures 3(a)–(d). Two selected $D_{E}$ (used in Figures 3(a) and (b)) are highlighted by dashed magenta lines. Finally, Figures 3(g) and (h) show the FD magnitude, $A_{m,i}$, after a transit time of 84 hr versus the initial FR radius for two different values of $D_{0}$ used in Figures 3(a) and (b), respectively. Two selected initial FR radii ($a_0 = 0.5 \, R_\odot$ and $0.1 \, \text{au}$ used in Figures 3(a) and (b) for different expansion types and no expansion, respectively) are highlighted by dashed magenta lines (for the no-expansion case, the initial FR radius equals the one at Earth because $a = \text{const.}$).

It can be seen in Figures 3(a) and (b) that the relative GCR phase space density has a symmetric shape within the FR, reaching its minimum in the center of the FR, and is restricted.
to the FR extent. The shape is qualitatively the same regardless of the expansion type and diffusion coefficient and shows a qualitative agreement with observed ejecta-FD profiles (e.g., Cane 1993; Belov et al. 2015; Maslas-Meza et al. 2016). Furthermore, we note that qualitatively, for all expansion cases, $A_m$ decreases with time, as can be seen in Figures 3(c) and (d), which is also in agreement with observational studies (Cane et al. 1994; Blanco et al. 2013). Quantitatively, it can be seen in Figures 3(a) and (b) that the amplitude of the depression depends on both diffusion coefficient and expansion type. The relative amplitude of the GCR phase space density in the FR center, that is, the FD magnitude, $A_m$, is smaller for a larger diffusion coefficient at Earth, $D_E$, which is also evident from Figures 3(e) and (f). This reflects the fact that a larger $D_E$ means more efficient diffusion of GCRs into the FR, that is, faster filling up. Therefore, for the same diffusion time and $a_0$, FRs with larger $D_E$ will have more GCRs, that is, smaller $A_m$ than the FR with smaller $D_E$.

The relation to the expansion type is not so simple. Comparing Figures 3(a) and (b), one might get the impression that $A_m$ is smallest for the no-expansion case and largest for the $x = 0$ expansion type. However, Figures 3(c) and (d) reveal that this depends strongly on the transit time after which $A_m$ is observed. In general, we expect that $A_m$ depends on a complex interplay of diffusion and expansion, as given by Equation (15). However, it should be noted that these two effects are not independent of each other. On one hand, the expansion increases the diffusion coefficient (as $B$ decreases), enhancing the diffusion, while on the other hand, it increases the FR size and therefore acts as a “diluting” mechanism (see Figures 3(g) and (h)). We also note that the initial diffusion coefficients $D_0$ are not the same for all expansion types, because we fix the diffusion coefficient at Earth $D_E$ and back-extrapolate it using different power laws. Finally, the functional character of the solutions obtained from Equation (15) needs to be taken into account. This is shown in Figure 4, where for different expansion types the time dependencies of diffusion coefficient, $D$, and cross-sectional area, $S$, are shown (in arbitrary units).

It can be seen in Figure 4 that the expansion can both enhance and slow down the diffusion for different expansion types, depending on the time regime, which is defined according to $t_{CRIT}$ (determined by the values of $D$, $S$, and $t$).

Namely, in the small-$t$ regime, $t < t_{CRIT}$, the following is observed for different expansion types:

1. For $x > 0$ the increase of $S$ is faster than the increase of $D \rightarrow$ the expansion slows down the diffusion.

2. For $x = 0$ the increase of $S$ is balanced with the increase of $D \rightarrow$ the expansion does not affect the diffusion.

3. For $x < 0$ the increase of $S$ is slower than the increase of $D \rightarrow$ the expansion enhances the diffusion.

Conversely, in the large-$t$ regime, $t > t_{CRIT}$, we observe the following for different expansion types:

1. For $x > 0$ the increase of $S$ is slower than the increase of $D \rightarrow$ the expansion enhances the diffusion.

2. For $x = 0$ the increase of $S$ is again balanced with the increase of $D \rightarrow$ the expansion does not affect the diffusion.

3. For $x < 0$ the increase of $S$ is faster than the increase of $D \rightarrow$ the expansion slows down the diffusion.

Therefore, in different transit-time regimes, different expansion types show different filling efficiency. This results in complex trends of the $A_m(t)$ curves for different expansion types, which cross each other on several occasions (see Figures 3(c) and (d)). For example, at very small transit times ($t < 3$ hr in Figure 3(c)), the largest $A_m$ is for $x = 0.5$ (magnetic flux reduced), whereas the smallest $A_m$ is for $x = -1$ (magnetic flux increased, a special case). At larger transit times ($t > 18$ hr in Figure 3(c)), the largest $A_m$ is for $x = 0$ (magnetic flux conserved), whereas the smallest $A_m$ is for the no-expansion case. We note that after some critical transit time (determined by initial conditions), the case of no expansion has smaller $A_m$ than any expansion type. This is not surprising because for the no-expansion case a constant-size assumption is used. For all expansion cases and for small $t$, FRs are relatively small compared to the no-expansion case and thus easier to fill according to Figures 3(g) and (h). At later stages, where the size of expanding FRs is comparable to the constant-size FR, as there is no mechanism to counteract diffusion for the no-expansion case, the FR fills up more quickly, resulting in a smaller $A_m$.

In conclusion, at a given heliocentric distance, that is, after a specific transit time, $A_m$ will be determined by a complex interplay of the diffusion and expansion depending on the initial conditions ($a_0$, $D_0$), as well as on the expansion type (i.e., competing between the drop of $B$ and the increase of $S$).

Finally, we estimate how much the assumption that the GCR density outside the FR is constant, $U_0 = \text{const.}$, influences our result. For that purpose, we use the generic CME from Figure 3(d) and we assume that $U_0$ changes by 3% throughout the evolution of the FR to 1 au (within 84 hr transit time), that is, 0.04% per hour. We divide the FD amplitude evolution into 10 quasi-stationary time steps (each time step lasts for 8.4 hr), I
where between each time step $U_0$ increases by $\approx 0.3\%$. We assume that the increase of $U_0$ leads to a larger difference between FD amplitudes in two consecutive time steps by a factor $\alpha$: $
abla A_{\text{new}, t} = \alpha \cdot \Delta A_{\text{old}, t}$, where $\Delta A_{\text{old}, t} = A_{\text{old}, t} - A_{\text{old}, t-1}$ and $\alpha = 1 + 0.3/100 = 1.003$ (“new” and “old” correspond to $U_0 = \text{const.}$ and $U_0 = \text{const.}$, respectively). Here, the value of $A_{\text{old}}$ was calculated based on Figure 3(d), whereas $A_{\text{new}}$ is calculated as $A_{\text{new}, t+1} = A_{\text{new}, t} - \Delta A_{\text{new}, t}$ (in the first time step, $A_{\text{old}, 0} = A_{\text{new}, 0} = 1$). This procedure reflects the fact that in each time step there are more particles available to enter the FR compared to the $U_0 = \text{const.}$ case, but only a fraction of them actually enter the FR in the given time step.

With this procedure, we estimate a decrease in FD amplitude of 0.2%–0.3% (depending on the expansion type) for a 3% increase of $U_0$ in a transit time of 84 hr. This FD decrease corresponds to $< 5\%$ relative uncertainty for the generic CME in Figure 3, which is reasonably low enough to be neglected. For higher values of the radial gradient, for example, an increase of $U_0$ of 10%/au, the estimated change in the FD amplitude is $\approx 1\%$, corresponding to $\sim 15\%$ relative uncertainty, too high to be neglected. However, we note that for the $\sim 1$ GV protons, which are the main contributors to the observed FD in spacecraft, we expect the radial gradient to be $\sim 3\%$ (Gieseler & Heber 2016), so we expect the $U_0 = \text{const.}$ assumption to hold.

Furthermore, we can apply the same procedure to estimate whether or not the model could be used to simulate the ejecta part during two-step FDs by assuming that the presence of a shock/sheath can be introduced as the variation of $U_0$, where $U_0$ due to the reduced CR count rate in the sheath is $\approx 5\%$ lower after 84 hr (based on the typical shock/sheath-associated FD amplitude determined by Richardson & Cane 2011). We assume that the decrease in $U_0$ leads to a smaller difference between FD amplitudes in two consecutive time steps by a factor $\alpha = 1 - 0.05/100 = 0.995$. With this procedure, we estimate that a 5% decrease of $U_0$ in a transit time of 84 hr would lead to a decrease in FD amplitude of $< 0.5\%$ for all expansion types, corresponding to $< 8\%$ relative uncertainty for the generic CME in Figure 3, which is still reasonably low. It should be noted that when the sheath region, that is, the standoff distance between CME and shock, increases with the radial distance, the variation of $U_0$ could depend much more strongly on the radial distance than we assumed. In this case, the variation rate of $U_0$ is much smaller than $\approx 5\%$/au at smaller radial distances, and thus our estimation based on a constant variation rate can be regarded as an upper limit. We also note that in most ICMEs observed at Earth, the shock/sheath part of FD amplitudes is $A_{\text{shock}} \leq 5\%$ (Richardson & Cane 2011). Therefore, based on our estimation, we conclude that for a large subset of CMEs the model could also be applied to explain the ejecta part in the case of the two-step FD.

4. Case Study: 2014 May 25 CME and 2014 May 30 FD

We select a near-Earth event of 2014 May 30, where an ejecta-only FD was recorded in the interplanetary space by the SOHO/EPHIN F-detector, which is suitable for detecting ejecta-only FDs (see, e.g., Heber et al. 2015). The event was associated with a magnetic cloud (MC) observed in the in situ measurements of the Magnetic Field Instrument (MFI; Lepping et al. 1995) and Solar Wind Experiment (SWE; Ogilvie et al. 1995) on board the Wind spacecraft (Figure 5(a)).

The start and end of the MC are determined based on the drop in temperature and increase of the magnetic field strength, resulting in a depressed plasma beta. In addition, throughout the thus-selected MC borders, signatures of the magnetic field rotation and smoothness are observed (first two panels of Figure 5(a)). The measured relative FD amplitude is $A = (3.3 \pm 0.1)\%$, where $A$ is the difference between the FD minimum and the “quiet” time value derived as an average of the “quiet” time measurements in a time period 1.5 days prior to the decrease. The standard error of 0.1 is also estimated based on the “quiet” time of SOHO/EPHIN measurements.

In order to obtain CME initial parameters to run the FD model described in Section 3 (hereafter ForbMod), the ICME recorded in situ needs to be associated with a CME observed remotely by coronagraphs. We make a rough estimate of the possible ICME transit time (TT = 5 days) based on the plasma speed at the leading edge ($v \approx 350$ km s$^{-1}$), assuming constant speed, and search for CMEs within a time window of roughly ±1 day. The CME should be Earth-directed; therefore, we expect to see a halo or partial halo CME in the Large Angle Spectroscopic Coronagraph (LASCO; Brueckner et al. 1995) or a CME with low-coronal signatures relatively close to the center of the solar disk, as seen in the EUV imagers. Using the SOHO/LASCO CME Catalog,\(^5\) we identified the most likely CME, a very slow partial halo first detected 2014 May 25 at 10:00 UT by LASCO/C2 moving throughout the LASCO/C3 field of view until early May 26. We do not observe any obvious on-disk low-coronal signatures in the Atmospheric Imaging Assembly (AIA; Lemen et al. 2012) EUV imagers on board the Solar Dynamics Observatory or in EUV imagers on board the Solar-Terrestrial Relations Observatory spacecraft (STEREO; Kaiser et al. 2008). The STEREO/COR1 CME Catalog\(^6\) reports a faint flux-rope-type eruption at 08:00 UT moving south in STEREO-B and south-east in STEREO-A.

In order to determine the CME initial parameters, we use the graduated cylindrical shell (GCS) model (Thernisien et al. 2006, 2009; Thernisien 2011), which is used to reconstruct the FR structure of the CME using coronagraphic images from different vantage points. The FR is modeled as a self-similarly expanding hollow croissant with origin in the center of the Sun, conical legs, a circular cross section, and a pseudocircular front. The reconstruction is done by visual comparison of the coronagraphic images from three different vantage points and the modeled FR. At 20:39 UT the CME is seen in STEREO-A/COR2, STEREO-B/COR2, and SOHO/C3, where an especially prominent circular-shaped substructure is seen by all three spacecraft (Figure 5(b)). This prominent feature is thus used as an additional constraint to the GCS (along with the shape of the front), compensating for the fact that the origin of the CME is unknown (no low-coronal on-disk signatures). The best fit is obtained by changing three geometric and three positional parameters. The positional parameters are latitude, longitude, and tilt, and the geometry parameters are the aspect ratio (parameter related to the varying radius of the cross section across the croissant axis), the half-angle (the angle between the axis of the leg and the face-on axis of the croissant), and the height. In Figure 5(b), the best fit of the GCS reconstruction is shown, where it can be seen that the CME is directed south of the equatorial plane and slightly to the west.

\(^{5}\) https://cdaw.gsfc.nasa.gov/CME_list/

\(^{6}\) https://cor1.gsfc.nasa.gov/catalog/
Figure 5. (a) In situ measurements of the magnetic cloud (1 minute averages) and the corresponding Forbush decrease of 2014 May 30. Top to bottom, the panels show (1) magnetic field strength (black) and fluctuations (gray), (2) magnetic field components (in the geocentric solar magnetospheric system), (3) plasma density (blue) and temperature (red), (4) plasma speed (black) and plasma beta (gray), and (5) relative hourly cosmic-ray count by SOHO/EPHIN. (b) GCS reconstruction for 2014 May 25 CME at 20:39 using coronagraphic images from STEREO-B/COR2 (top), SOHO/C3 (middle), and STEREO-A/COR2 (bottom). Best-fit parameters are longitude (Stonyhurst) = 6°, latitude = −20°, tilt = 57°, height = 18.2 \( R_E \), aspect ratio = 0.25, and half-angle = 15°.

Figure 6. (a) 3D plot of the reconstructed flux rope and relative directions of the CME apex (black) and Earth (red) in the heliocentric Earth equatorial (HEEQ) system (Earth direction is along the x axis); (b) CME geometry plot in the equatorial plane based on DBM (taken from http://swe.ssa.esa.int).
with respect to the Sun–Earth line. It is heavily tilted and therefore in the equatorial plane has a relatively small cross section and width (small aspect ratio and half-angle).

Based on the GCS reconstruction, we derive that the CME is Earth-directed with the apex slightly deflected southwest from the Sun–Earth line (Figure 6(a)). In order to test our CME–ICME association, we use the drag-based model (DBM; Vršnak et al. 2013) for heliospheric propagation of ICMEs, which uses a 2D CME cone geometry where the leading edge is initially a semicircle spanning the full angular width of the CME and flattens as it evolves in time (Žic et al. 2015; Dumbović et al. 2018). As an input, we use CME properties obtained by GCS. To obtain the initial kinematic properties of the CME, GCS reconstruction is performed on a series of coronagraph images from 2014 May 25, 20:08–22:24 UT, where the DBM initial height, time, and velocity are given by the last GCS kinematic measurement \((R_0 = 21.9 \ R_\odot \text{ at } 22:24, \ v_0 = 355 \ \text{km s}^{-1})\). The width of the cone in the equatorial plane was estimated using \(\omega_{\text{max}} - (\omega_{\text{max}} - \omega_{\text{min}}) \times \text{tilt}/90\), where \(\omega_{\text{max}}\) and \(\omega_{\text{min}}\) are the maximum and minimum possible widths (face-on and edge-on widths according to Thermisien 2011), and the tilt is the angle of the croissant axis with respect to the equatorial plane. The estimated CME width in the equatorial plane is found to be \(\omega = 20^\circ\). Based on the in situ measured plasma speed (Figure 5(a)), we estimate that the ambient solar wind speed is \(w \approx 330 \ \text{km s}^{-1}\), and we treat the drag parameter \(\gamma\) as a free parameter of the DBM to obtain the most likely arrival time and speed roughly in agreement with the observed arrival time 2014 May 30 12:00 UT and arrival speed \(v = 350 \ \text{km s}^{-1}\). The best fit is obtained for \(\gamma \approx 0.5 \times 10^{-7} \ \text{km}^{-1}\). This is a quite high value and indicates a relatively dense and slow solar wind and low CME mass (see, e.g., Vršnak et al. 2013, for details), roughly in agreement with in situ and white-light observations of solar wind and CME, respectively.

Next we use GCS results to obtain the FR initial radius. For that purpose, we calculate the radius of the croissant cross section in the direction of the Earth, using a formalism described by Thermisien (2011): the direction of Earth in the croissant face-on system was found to be \(16^\circ\) from the apex). We obtain \(a_0 = 3.5 \ R_\odot\) at the start distance of \(R_0 = 18.2 \ R_\odot\), and the corresponding transit time from \(R_0\) to Earth (i.e., diffusion time) is \(t = 111.3 \ \text{hr}\). We treat the diffusion coefficient at Earth as a free parameter and search for the “best fit,” where the depression in the center of the FR (i.e., the FD magnitude) is equal to the measured FD magnitude \(A = (3.3 \pm 0.1)\%\). Since all expansion cases show qualitatively the same results (Figure 3(a)), the best-fit curve to the observed FD magnitude is identical for all expansion cases, however, with different corresponding values of the diffusion coefficient near Earth, \(D_E\) (Figure 7(a)). It can be seen in Figure 7(a) that the observed FD profile is generally described well by ForbMod, but there is a slight deviation at the rear of the FR, which could indicate deviation from the circular cross section. Considering the fact that the in situ measurements show an asymmetric magnetic field profile with a declining magnetic field strength (first two panels in Figure 5(a)), one could imagine a slightly deformed FR that should be in such a case somewhat squeezed at the frontal side of the disturbance.

The calculated temporal variation of the FD magnitude depends on the expansion case (Figure 7(b)), due to different \(D_E\), as is expected from the analysis presented in Figure 3. To check whether the time evolution of the FD magnitude for the 2014 May 30 CME is quantitatively realistic, we compare it to the results of the statistical study by Blanco et al. (2013). In their statistical study, Blanco et al. (2013) used spacecraft measurements from a sapphire Cherenkov detector on board Helios 1 and Helios 2 that is mainly sensitive to \(\sim 1 \ \text{GV}\) particles, comparable to the response of SOHO/EPHIN (Kühl et al. 2015). Blanco et al. (2013) related the decrease in the C detector (FD magnitude) versus the time of flight of the CME for a sample of ICMEs detected at Helios 1 and Helios 2. We can use this statistical study to estimate whether the expected time evolution is quantitatively realistic. It should be noted that Blanco et al. (2013) did not measure the FR part of the FD amplitude separately from the shock/sheath part, but present only the total FD amplitude. Therefore, in Figure 7 we represent their measurements with error bars, where the value zero corresponds to no contribution from the FR part to the total FD amplitude, and the highest value corresponds to cases where the total FD amplitude is caused solely by the FR. It can be seen in Figure 7(b) that the time evolution curve goes through at least some part of those measurements presented by Blanco et al. (2013). However, a more detailed statistical analysis is needed for a more conclusive quantitative analysis, using only the FR part of the total FD amplitude. Nevertheless, we would still expect a significant scatter due to different events with different expansion characteristics. The time evolution for a specific expansion type could be, for example, tested on an event detected at two different times, like radially aligned spacecraft at different heliospheric distances.

Finally, we estimate whether the values of \(D_E\) are quantitatively realistic. We can see that \(D_E\) is around \(\sim 10^{19}\ \text{cm}^2\ \text{s}^{-1}\), roughly in agreement with Cane et al. (1995) and values obtained from the typical empirical expression used in numerical models (Potgieter 2013). Furthermore, we determine the limit value of the \(D_E\) after which the FD magnitude at Earth is zero for all expansion cases, and we find that the critical value is \(D_{E_\ell} \approx 3 \times 10^{19} \ \text{cm}^2\ \text{s}^{-1}\). According to Equations (23) and (24) by Potgieter (2013) for a magnetic field of \(B \approx 12\ \text{nT}\), this would roughly correspond to a particle rigidity of \(P_L \approx 3 \ \text{GV}\), where \(P_L\) can be regarded as an upper-limit value of the rigidity where an FD is expected to be observed. Therefore, neutron monitors of different rigidity cutoffs offer a convenient way to test this estimation. In Figure 8, it can be seen that a small effect is observed in all selected neutron monitors, although the effect is almost indistinguishable due to daily variations, which are typically of the order of \(\sim 1\%\) (Parker 1964; Tiwari et al. 2012). We note that although SOPO has a very low geomagnetic cutoff (\(P = 0.1 \ \text{GV}\), we rather expect it to respond to particles \(P > 1 \ \text{GV}\), due to atmospheric cutoff (see, e.g., Clem & Dorman 2000; Moraal et al. 2000, and references therein). IRK2 and ATHN respond roughly to particles of \(P > 3.5 \ \text{GV}\) and \(P > 8.53 \ \text{GV}\), respectively, where no effect is expected but a small effect is observed. This could be related to the fact that adiabatic cooling was not taken into account. On the other hand, it might also indicate that the rigidity dependence of the perpendicular diffusion coefficient might be different from the parallel one, as opposed to the ad hoc assumption that \(D_{E_\ell}\) scales with \(D_{E_0}\) used in our calculation of \(P_L\) based on Equations (23) and (24) by Potgieter (2013). In either case, a reliable conclusion would require a more comprehensive analysis, which is beyond the scope of this study.
dependence into time dependence based on the ICME speed. The start and end of time evolution of the FD magnitude for the event 2014 May 30 for different types of expansion vs. observation ForbMod rigidities: SOPO = \( \frac{\text{ray counts during the 2014 May 30 FD}}{P} \) (\( P \) = 0.50, 0.68, and 0.45 in 10^19 cm^-2 s^-1 for \( x = 0, 0.5, -0.5, \) and \(-1, \) respectively) against FD observation with SOHO/EPHIN (blue crosses) for the event 2014 May 30. The FD profile is converted from radial dependence into time dependence based on the ICME speed. The start and end of ForbMod FD (black line) correspond to the shaded area in Figures 5(a). (b) ForbMod time evolution of the FD magnitude for the event 2014 May 30 for different types of expansion vs. observation (data points presented by vertical lines are taken from Figure 8 in Blanco et al. 2013; for explanation, see the main text).

Figure 7. (a) ForbMod results (black line) for the “best-fit” value of the diffusion coefficient near Earth \( (D_E = 1.22, 0.55, 0.68, \) and 0.45 in 10^19 cm^-2 s^-1 for \( x = 0, 0.5, -0.5, \) and \(-1, \) respectively) against FD observation with SOHO/EPHIN (blue crosses) for the event 2014 May 30. The FD profile is converted from radial dependence into time dependence based on the ICME speed. The start and end of ForbMod FD (black line) correspond to the shaded area in Figures 5(a). (b) ForbMod time evolution of the FD magnitude for the event 2014 May 30 for different types of expansion vs. observation (data points presented by vertical lines are taken from Figure 8 in Blanco et al. 2013; for explanation, see the main text).

Figure 8. 1 hr SOHO/EPHIN and 30 minute neutron monitor relative cosmic-ray counts during the 2014 May 30 FD. Neutron monitor measurements (provided by the Neutron Monitor Data Base, NMDB, http://www.nmdb.eu/) are corrected for pressure and efficiency and correspond to different cutoff rigidities: SOPO = South Pole \( (P = 0.10 \text{ GV, altitude } 2820 \text{ m}), \) IRK2 = Irkusk2 \( (P = 3.64 \text{ GV, altitude } 2000 \text{ m}), \) ATHN = Athens \( (P = 8.53 \text{ GV, altitude } 260 \text{ m}) \).

5. Conclusion

The presented analytical diffusion–expansion FD model ForbMod relies on well-established CME observations such as enhanced magnetic field and expansion. The model qualitatively reproduces well the established FD observations of a roughly symmetrical FD profile and amplitude progressively decreasing with CME transit time. Quantitatively, the model is determined by a complex interplay of the diffusion and expansion depending on the initial conditions (CME radius and diffusion coefficient), as well as the CME expansion type, that is, competing between the decrease of the magnetic field strength and the increase of the cross-sectional area.

Several simplifications were used in order to model FDs analytically. We assume constant CME velocity and self-similar expansion (no change in the shape), which can be relatively easily justified for slower CMEs but might be an important factor for very fast CMEs. In addition, we assume that the GCR density outside the FR is constant, that is, that the change of the outside density of \( \approx3 \% \) throughout the evolution of the FR to 1 au will not notably influence the filling rate of GCRs into the FR. We provide an estimate that justifies this assumption, and furthermore, with the same estimates, we can justify the applicability of the model to simulate the FR part of two-step FDs. Finally, we assume that GCRs enter the FR only via diffusion and neglect possible contributions from adiabatic cooling due to expansion or additional outflow/inflow due to magnetic reconnection. Nevertheless, despite these simplifications used, the model reproduces a number of FD observational properties and furthermore is able to explain the FD observed on 2014 May 30. The observed FD was fitted quite well by ForbMod for all expansion types using only the diffusion coefficient as a free parameter, where the diffusion parameter was found to be in the expected range of values.

We conclude that in general the model is able to explain the global properties of FDs caused by FRs, although there are indications of possible small deviations due to local properties or simplifications. These should be the subject of further studies, such as a statistical study using constraints on the expansion type by in situ measurements or FR forward modeling. Further testing of the model should also include multispacecraft FD measurements. Nevertheless, we note that, even in the current form, ForbMod can be used to better understand the underlying physics in case studies.
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