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Abstract—To solve the real-time through-wall detection problem in the presence of wall ambiguities, an approach based on kernel extreme learning machine (KELM) is proposed in this paper. The wall ambiguity and propagation effect are included in single-hidden-layer feedforward networks, and then the technique converts the through-wall problem into a regression problem. The relationship between the scattered data and the target properties is determined after the KELM training process. Numerical results demonstrate the good performance in terms of the effectiveness, generalization, and robustness. Compared with the support vector machine (SVM) and least-squares support vector machine (LS-SVM), the KELM provides almost the same estimated accuracy but at a much faster learning speed, which greatly contributes to solving the real-time detection problem. In addition, the situations of two targets, different target radii, and noisy circumstances are discussed.

1. INTRODUCTION

Great interest exists in sensing through obstacles such as brick, wood, concrete blocks, and other visually opaque materials using remote sensing tools whether in civilian applications or military affairs. Through-wall radar imaging (TWRI) is nondestructive technique for detecting and imaging targets behind walls of unknown composition using microwave signals.

Different from the case in free space, the propagation phenomenology in layered media makes the TWRI problem more difficult and challenging. To obtain accurate locations and high quality focused images, compensation for the wall effects must be taken into account in locating and imaging procedures. Thus, wall parameters such as the permittivity, wall thickness, and conductivity play a critical role in TWRI. Ambiguities in the wall parameters will shift the imaged targets away from their true positions, and smear and blur the image. However, in practical situations, the wall parameters are unknown in most circumstances.

However, several techniques have been proposed to provide excellent performance without knowledge of the wall parameters. One kind of method is based on wall parameter estimation. The time-delay approach estimates the wall parameters through the time delay produced by different intervals between antennas [1]. Consequently, two measurements are needed, which is time-consuming. Through constructing the cost function between the wall parameters and a computer index, such as the sharpness of the target images and the entropy [2, 3], the cost functional methods attempt to minimize the cost function to obtain the wall parameters. The approximate procedures generally suffer from false solutions and are computationally demanding. To obtain a quick and precise estimation of wall parameters, filter-based methods according to the equivalent propagation model are proposed [4]. The filters are constructed to remove the wall effects in the echo domain or in the image domain, then the estimation
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methods are converted to obtain the optimization parameters of the filters on the basis of the best focusing quality.

Another method is to directly locate the targets or image through unknown walls. Linear inverse scattering algorithms based on the first-order Born approximation [5], the autofocusing approach based on the spectrum Green's function [6], etc. all automatically include the effect of walls in the imaging formulation through the multilayer Green's function and are thus successful in determining the locations and geometrical features of the targets. However, these algorithms have relative difficulty in obtaining a closed-form solution from Sommerfeld integrals. In addition, the trajectory intersection method has been proposed [7, 8]. By setting two different structures of the array or different stand-off distances from the wall, the assumed parameters generate two different displacement trajectories, the intersections of which are the true positions of the targets. These methods have high accuracy and a satisfactory imaging quality, but require at least two measurements, which is time-consuming.

Actually, all the above approaches for TWRI under ambiguous wall parameters aim to find the relationship between the received signals that we can obtain directly and the target properties that we want to know, such as the location, shape, and electromagnetic parameters. In the presence of a wall, the relationship is nonlinear, ill-posed, and difficult to determine. A new approach based on machine learning, such as support vector machine (SVM) and least-squares support vector machine (LS-SVM), is used for this regression problem and able to determine the relationship [9]. The primary problems are converted into quadratic programming (QP) problems, which are solved via the optimization method. Although the SVM achieves a good performance, such as well-defined generalization properties and ability to obtain the global optimal solution, the QP problems are usually tedious and time-consuming [10]. The LS-SVM is one of the main variants of the SVM and uses equality constraints instead of the inequality constraints adopted in the conventional SVM. The LS-SVM avoids QP problem and has smaller computational complexity than SVM. However, the computational time still does not satisfy the request for real-time functionality.

To increase the learning speed, an emergent neural network technology called the extreme learning machine (ELM) has recently become increasingly attractive. The ELM was proposed by Huang et al. in 2004 and originally inspired by biological learning [11]. ELMs were originally developed for single-hidden-layer feedforward neural networks and then extended to “generalized” single-hidden-layer feedforward networks (SLFNs), which may not be neural [12]. From the point of view of network architecture, the SVM and LS-SVM can also be considered as a specific type of SLFN [13]. The ELM learning approach can be applied to SVMs directly by simply replacing the SVM kernels with (random) ELM kernels [13]; thus, it can be used in regression applications such as TWRI. The crucial problem of SLFNs is to determine the hidden layer (also called feature mapping), including the hidden nodes. The standard ELM network has \( n \) input neurons, \( L \) random hidden nodes, the activation function, and \( m \) output neurons. However, it is a learning process based on the principle of empirical risk minimization, and overfitting cannot be avoided. The generalization and robustness of the standard ELM are affected. Then the orthogonal projection method can be efficiently introduced into the ELM. The generalization and robustness are improved, but the learning efficiency is reduced in optimizing the regularization parameters. A kernel is introduced, which is unknown and used as in the SVM. In the kernel ELM (KELM) algorithm, a kernel matrix consists of a hidden layer feature mapping that does not need to be known to users and can be determined according to the Mercer condition. The Mercer condition means that every semipositive definite function can be a kernel function. The number of hidden nodes \( L \) (the dimensionality of the hidden layer feature space) also need not be specified [14]. Thus, compared to traditional ELM algorithms, the KELM using kernel mapping instead of random mapping can effectively improve the generalizability and stability. In addition, better than the SVM and LS-SVM, the hidden layer feature mapping in the KELM can also be known to users [15]. A parameter-insensitive kernel with an analytic form can then be obtained for the ELM for regression, which significantly reduces the computational complexity [13]. The computational efficiency and reliability make the ELM algorithm suitable for real-time applications, especially in TWRI.

In this paper, the target location problem is considered as a regression problem. The nonlinear relationship between the target location and received signals is determined through the ELM algorithm. The wall ambiguity and propagation effect are included in the single-hidden-layer feedforward networks. Because the KELM algorithm has better performance in terms of the robustness and effectiveness, it is
used in this paper. In the KELM algorithm, the received signals are considered as the input neurons, and the target location is considered as the output neuron. Thus, the nonlinear relationship is determined by the kernel matrix of the KELM algorithm. This means that through the KELM training process, the model of the nonlinear relationship will be obtained by using the training data. Then, according to the model, the test data will be estimated by using the testing process. To the best of our knowledge, an ELM for real-time automatic detection has not been addressed in prior works in the context of TWRI.

The remainder of this paper is organized as follows. Section 2 presents the imaging geometry of the location problem. In Section 3 the theory of the ELM is briefly reviewed, and then the ELM approach for addressing TWRI in the presence of wall parameter uncertainties is presented. Section 4 provides some numerical examples, and the paper concludes in Section 5.

2. MATERIALS AND METHODS

A schematic of the through-wall geometry is shown in Fig. 1. The investigation domain is \( D = [0, 2.4] \times [0.4, 3] \) m². The thickness, conductivity, and relative permittivity of the wall are \( d = 0.1 \) m, \( \varepsilon_r = 4.5 \), \( \sigma = 0.01 \) S/m, respectively. A circular cylinder metal target is situated behind the wall. The radius \( \rho_c \) is 5 cm. A bistatic synthetic aperture radar (SAR) system is used in this paper. A UWB impulse radar system with one Hertzian dipole placed at the center of the wall along the \( x \)-direction transmits a UWB short pulse, namely, a 1.2-ns Gaussian pulse modulated by a 2-GHz cosine wave. The 3-dB frequency bandwidth (BW) is 1.09 GHz, and the start and end frequencies are 1.47 GHz and 2.56 GHz, respectively. Meanwhile, one receiving antenna moves along the \( x \)-direction and receives the electric field at \( N \) sampling points with equal intervals of 0.02 m. Then, an \( N \)-element aperture is synthesized. The number of sampling points is \( N = 119 \), and the measurement aperture is 2.4 m.

![Figure 1. Schematic of the through-wall geometry.](image-url)

The simulations are performed using the finite-difference time-domain (FDTD) method, which is an exact field computation method that has been successfully used to compute the propagation of electromagnetic (EM) waves through walls. In the FDTD simulation, the simulation domain is discretized into square cells of 1-cm side length. The time resolution is \( 16.68 \times 10^{-12} \) s.

The received electric field usually includes direct wave signals, the reflection and refraction signals of the wall, the scattered signals from the target, and other clutter signals. Among these signals, the scattered signals from the target are very small. Thus, the scattered signals are obtained by the background subtraction method, which subtracts the electric field computed in the absence of the target from the total electric field computed in the presence of the target. Both simulations are based on the schematic in Fig. 1. Assume that the circular cylinder target is centered at \((x_c, z_c)\), and its conductivity and dielectric are characterized by \( \sigma_c \) and \( \varepsilon_c \), respectively. The shape and properties of the target
are unchanged. The scattered field will change with the target location, whether in the x-direction or in the z-direction [9]. Thus, the target locations cause a change in the scattered field, and there is a relationship between the target locations and scattered field. Because the scattered field is limited and insufficient and the wall is present, the relationship is uncertain, nonlinear, and ill-posed. Then, the problem of determining the through-wall location is considered a regression problem, that is, a problem that requires confirming the nonlinear relationship. If it is obtained, the target location can be determined according to the scattered field.

3. MATHEMATICAL MODE

To solve the regression problem, the ELM is introduced to confirm the relationship. Within the ELM framework, some arbitrarily distinct samples are needed to constitute the input array. According to the analysis in Section 2, each target location y represents a sample, that is, y represents \( x_c \) or \( z_c \). At each sampling point, the scattered signal is the electric amplitude vs time. Then, the maximum amplitude \( E \) and corresponding time \( t \) can be extracted from the scattered field as features of the target. For one sample, one-dimensional vector \( \mathbf{v} = (E_1, \cdots, E_n, t_1, \cdots, t_n) \) is obtained, where \( n = N \) is the number of sampling points. Then, the data \((\mathbf{v}, y)\) are obtained. When the target locations are changed, a data set in the form of \( (\mathbf{v}_i, y_i) \) is generated, where \( i \) represents the \( i \)th sample. Some samples are selected as the training data \( \mathbf{W} = \{(\mathbf{v}_1, y_1), \cdots, (\mathbf{v}_l, y_l)\} \), where \( i = 1, \cdots, l \) is the number of training samples.

Through the learning process of the ELM algorithm according to these training data, the relationship between the scattered field and target locations is confirmed. Therefore, if the data vector \( \mathbf{v} \), called the testing data, is provided, \( y \) can be estimated.

Thus in ELM algorithm given a training set \( \{(\mathbf{v}_i, y_i) | \mathbf{v}_i \in \mathbb{R}^d, y_i \in \mathbb{R}^m, i = 1, \cdots, l \} \), \( \mathbf{v}_i \) is the input vector, and \( y_i \) is the output vector. The output function of ELM for generalized SLFN can be represented by [13]:

\[
y = f(\mathbf{v}) = \sum_{i=1}^{L} \beta_i h_i(\mathbf{v}) = \mathbf{h}(\mathbf{v})^T \beta
\]

where \( \beta = [\beta_1, \cdots, \beta_L]^T \) is the vector of the output weights between the hidden layer of \( L \) nodes and output node, and \( \mathbf{h}(\mathbf{v}) = [h_1(\mathbf{v}), \cdots, h_L(\mathbf{v})] \) is the output vector of the hidden layer with respect to the input \( \mathbf{v} \). Actually \( \mathbf{h}(\mathbf{v}) \) is called the hidden layer feature mapping and generally is unknown when being used in the KELM. Then the hidden layer output matrix \( \mathbf{H} \) is given as follows [13]:

\[
\mathbf{H} = \begin{bmatrix}
h(\mathbf{v}_1) \\
\vdots \\
h(\mathbf{v}_N)
\end{bmatrix} = \begin{bmatrix}
h_1(\mathbf{v}_1) & \cdots & h_L(\mathbf{v}_1)
\vdots & \cdots & \vdots 
\end{bmatrix}_{N \times L}
\]

Thus, we can define a kernel matrix for the ELM as follows [14]:

\[
\mathbf{\Omega}_{\text{ELM}} = \mathbf{H}^T \mathbf{H} = \mathbf{h}(\mathbf{v}_i) \cdot \mathbf{h}(\mathbf{v}_j) = K(\mathbf{v}_i, \mathbf{v}_j)
\]

To improve the stability of the ELM, we can have

\[
\beta = \mathbf{H}^T \left( \frac{1}{C} + \mathbf{H} \mathbf{H}^T \right)^{-1} \mathbf{T}
\]

where \( \mathbf{T} = [t_1, \cdots, t_N]^T \) is the expected output matrix of the training samples, and \( C \) is a user-specified parameter. Then, the output function of the ELM can be written as [14]:

\[
y = \mathbf{h}(\mathbf{v})^T \left( \frac{1}{C} + \mathbf{H} \mathbf{H}^T \right)^{-1} \mathbf{T} = \begin{bmatrix}K(\mathbf{v}, \mathbf{v}_1) \\
\vdots \\
K(\mathbf{v}, \mathbf{v}_N)
\end{bmatrix}^T \left( \frac{1}{C} + \mathbf{\Omega}_{\text{ELM}} \right)^{-1} \mathbf{T}
\]

Through kernel \( K(\mathbf{v}_i, \mathbf{v}_j) \), the data \((\mathbf{v}_i, \mathbf{v}_j)\) in the lower-dimensional space can be converted to the inner product \( \mathbf{h}(\mathbf{v}_i) \cdot \mathbf{h}(\mathbf{v}_j) \) in the higher-dimensional space, and there is no relationship with the dimensionality of the hidden layer feature space. The number of hidden nodes \( L \) need
not be specified, and only $K(v_i, v_j)$ needs to be given to users. The radial basis function (RBF) $K(v_i, v_j) = \exp\left(-\gamma \|v_i - v_j\|^2\right)$ is one of the kernels and is used in this paper; it is also used in the SVM. The kernel parameter $\gamma$ is the variance of the kernel function, which is the only parameter that requires human intervention. Compared to the traditional ELM, the KELM is more efficient and stable. According to Equation (5), if a new sample $v$ is given, then the estimated value $y$ is obtained.

4. RESULTS AND DISCUSSION

Numerical simulations are presented in this section to validate the capability of the approach based on the KELM, and the results are compared with those of the SVM-based and LS-SVM-based approaches using the same parameters. In the simulation, the circular cylinder is assumed unchanged except for changes in the location. Thus, the training data are obtained by repeated simulations with variation of the center of the circular cylinder:

$$
x_{\text{train}} = 0.1 + n\Delta x, \quad n = 0, 1, \cdots, 22
$$
$$
z_{\text{train}} = 0.5 + m\Delta z, \quad m = 0, 1, \cdots, 24
$$

where $x_{\text{train}}$ and $z_{\text{train}}$ are $x_c$ and $z_c$ of the training samples, respectively, and $\Delta x = 0.1 \text{ m}$ and $\Delta z = 0.1 \text{ m}$ are the separate sampling intervals. The sampling frequencies are 23 and 25, and they are independent. Thus there are 575 training samples.

In the same way, for the testing samples, the center of the circular cylinder is made to vary as follows:

$$
x_{\text{test}} = 0.12 + n\Delta x, \quad n = 0, 1, \cdots, 11
$$
$$
z_{\text{test}} = 0.53 + m\Delta z, \quad m = 0, 1, \cdots, 12
$$

where $x_{\text{test}}$ and $z_{\text{test}}$ are $x_c$ and $z_c$ of the testing samples, respectively, and $\Delta x = 0.2 \text{ m}$ and $\Delta z = 0.2 \text{ m}$ are the separate sampling intervals. There are 156 testing samples.

In the training phase of the KELM, $\gamma$ is the only parameter that needs to be tuned with the knowledge of input data and the number of training samples. Fig. 2 shows that the root mean squared error (RMSE) for the regression changes with the kernel parameter. Whether in the $x$-direction (cross-range) or $z$-direction (down-range), the RMSE decreases with increasing kernel parameter, but it will reach a minimum and then increase. Thus, the minimum RMSE occurs when the kernel parameter equals a definite value. According to the value, the training data are trained by the KELM, and the model, which is called modelkelm, is obtained. The ELM model can estimate one parameter at a time, which is similar to the SVM model, or several parameters at one time which is similar to the LS-SVM model. Thus, the ELM-based approach is more convenient and flexible than the SVM-based approach.

![Figure 2. RMSE versus kernel parameter (a) in the $x$-direction, (b) in the $z$-direction.](image-url)
Based on the testing data, the target location is estimated by modelkelm, and then the degree of matching between the actual and estimated target centers is evaluated qualitatively, as shown in Fig. 3, and quantitatively, as shown in Fig. 4.

**Figure 3.** Estimation values of the (a) \( x \)-direction and (b) \( z \)-direction versus the actual values.

**Figure 4.** Estimation errors between the estimation values and the actual values of the (a) \( x \)-direction, and (b) \( z \)-direction.

In Fig. 3, the 45-deg diagonal line indicates that the estimated value is equal to the actual value. The round dots represent the estimated values. The closer the round dots are to the diagonal line, the more precise the estimated values are. From Fig. 3, the results show that modelkelm performs well, except for a few samples that are very close to or far away from the wall. The estimated effect of the cross-range is slightly worse than that of the range. The resolution in the down-range direction depends on the signal wideband, while that in the cross-range direction depends on the synthetic aperture. Thus, the KELM approach is affected more by the former. In Fig. 4, the estimated errors of \( x_c \) are less than 0.05 m, and those of \( z_c \) are below 0.02 m. The results are compared with the estimated errors of the SVM and LS-SVM, which are indicated in [9]. In the cross-range direction the accuracy of the KELM is the same as the accuracy of the SVM and worse than the accuracy of the LS-SVM. In the range,
the accuracy of the KELM is better than the accuracy of the SVM and worse than the accuracy of the LS-SVM. The estimated accuracy of the LS-SVM is the best; that of the KELM is second; and that of the SVM is third. However, in general, the estimated accuracies of these three approaches are all acceptable and quite suitable for TWRI.

To identify the performance of the KELM in terms of generalization, two targets behind the wall are considered. The simulation scenes are unchanged except for the change in the number of targets. The added target is the same as the original target. The centers of the two targets are (0.45 m, 0.85 m) and (1.66 m, 1.78 m). The locations are different from those in the training data. To avoid the interruption of the two targets, they are placed far apart. The maximum amplitude and the corresponding time corresponding to the different targets are extracted. Through modelkelm, the estimated results are (0.51 m, 0.84 m) and (1.65 m, 2.08 m). From the results, we know that the estimated results are not very good. The reason may be that the signals of the two targets will interfere with each other, although the two targets are placed far apart.

In addition, different radii are discussed. The simulation scenes are unchanged except for the change in the target radius. When the radius is 2 cm, $x_c$ of the test data is (0.12 m, 0.92 m, 1.72 m), and $z_c$ is (0.53 m, 1.33 m, 2.13 m, 2.93 m). When the radius is 3 cm, $x_c$ of the test data is (0.32 m, 1.12 m, 1.92 m), and $z_c$ is (0.73 m, 1.53 m, 2.33 m). When the radius is 7 cm, $x_c$ of the test data is (0.52 m, 1.32 m, 2.12 m), and $z_c$ is (0.93 m, 1.73 m, 2.53 m). When the radius is 9 cm, $x_c$ of the test data are (0.72 m, 1.52 m, 2.32 m), and $z_c$ is (1.13 m, 1.93 m, 2.73 m). All these $x_c$ and $z_c$ values are from the test samplings. The maximum amplitude and the corresponding time are extracted. Then, through modelkelm, the estimated results are as shown in Fig. 5. From Fig. 5, we know that the estimated results are almost unaffected when the radii of the targets change.

To further identify the performance of the KELM, noisy circumstances are simulated to verify the robustness of the KELM approach on this reconstruction problem. All parameters are the same as before, while the testing data are corrupted by additive Gaussian noise with a mean value equal to zero and variance fixed according to the desired signal-to-noise (SNR). In this experiment, the SNR is set to 5, 10, 20, 30, 60, and 100 dB. The results of the mean error are given in Fig. 6. It is shown that the KELM approach is affected very little by the added noise, especially in the range, while the SVM approach and LS-SVM approach are almost unaffected by the noise only when the SNR is higher than 30 dB. Although the mean error in the cross-range direction of the KELM is the highest, it is acceptable for TWRI. In the range, the KELM approach demonstrates almost the same good performance as that of the LS-SVM approach. Thus, the KELM approach presents much stability and a competitive performance compared with the SVM approach and LS-SVM approach in the through-wall locating.

---

**Figure 5.** Estimation values of the (a) $x$-direction and (b) $z$-direction versus the actual values for different radiiues.
In addition, real-time functionality is a crucial and important problem in TWRI. Whether for the KELM, SVM, or LS-SVM approaches, the time needed to locate targets consists of two parts: the training time and the testing time. In this paper, 575 training samples are trained, and the training time is 0.05 s for the KELM approach (which has one training process), 3344.82 s for the SVM approach (which has two training processes), and 1052.0 s for the LS-SVM approach (which has one training process) on a personal computer equipped with a 2.6-GHz processor. The training time for the KELM approach is no more than one second, which is six orders of magnitude shorter than that of the SVM approach or the LS-SVM approach. A total of 156 testing samples are tested, and the testing time is 0.012 s for the KELM approach, 0.351 s for the SVM approach, and 0.297 s for the LS-SVM approach. The testing time for the KELM approach is one order of magnitude shorter than that of the SVM approach or the LS-SVM approach. Although the difference in the testing time is not obvious, the training time for the KELM approach is much shorter than that for the SVM approach or the LS-SVM approach. In the training process, the KELM approach needs to select only the kernel function and determine the appropriate kernel parameter, and does not need to set the number of hidden neurons; hence, it can greatly reduce the amount of time required for optimizing the number. The SVM approach must optimize two parameters, which is time-consuming. Therefore, the KELM approach can locate the target in a few seconds. Compared to the SVM approach and LS-SVM approach, the KELM approach is more suitable for real-time target locating, which is an important requirement in TWRI.

5. CONCLUSIONS

The KELM approach for the through-wall location under unknown wall parameters is proposed in this paper. The relationship between the target scatter signal and the location is nonlinear and ill-posed accounting for the wall ambiguity. The approach considers the location problem as a regression one and determines the relationship through extreme learning machine. Because only the kernel parameter is needed to tune for the KELM approach, the training process can finish in a few seconds, which is impossible for other machine learning approach. The number of outputs of the training process for the KELM approach is random, which is similar to the LS-SVM approach, while it is limited for the SVM approach. If there are two targets, the estimated results will be not very good because of the interruption between the two targets. However, the estimated results are unaffected by the change of radii of the targets. For both noiseless and noisy circumstances, the approach provides reliable results even in low SNR situations. In addition to precise estimation and the testing time which is in a few second, the KELM approach demonstrates its good performances in terms of generalization and validity in automatic location, is more speedy and convenient in training process, and has more stability.
in noisy circumstances. Thus the KELM approach is very suitable for real-time TWRI under unknown wall parameters.

Future works will be aimed at dealing with estimating the target locating of multiple targets and collecting the training data in a real scenario before the detecting task.
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