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Abstract

The punctured binary Reed-Muller code is cyclic and was generalized into the punctured generalized Reed-Muller code over GF$(q)$ in the literature. The major objective of this paper is to present another generalization of the punctured binary Reed-Muller code. Another objective is to construct a family of reversible cyclic codes that are related to the newly generalized Reed-Muller codes.
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I. INTRODUCTION

Throughout this paper, let $p$ be a prime and let $q = p^s$ be a power of $p$, where $s$ is a positive integer. An $[n,k,d]$ code $C$ over GF$(q)$ is a $k$-dimensional subspace of GF$(q)^n$ with minimum (Hamming) distance $d$. An $[n,k]$ code $C$ over GF$(q)$ is called cyclic if $(c_0,c_1,\cdots,c_{n-1}) \in C$ implies $(c_{n-1},c_0,c_1,\cdots,c_{n-2}) \in C$. By identifying any vector $(c_0,c_1,\cdots,c_{n-1}) \in$ GF$(q)^n$ with $c_0 + c_1 x + c_2 x^2 + \cdots + c_{n-1} x^{n-1} \in$ GF$(q)[x]/(x^n - 1)$, any code $C$ of length $n$ over GF$(q)$ corresponds to a subset of the quotient ring GF$(q)[x]/(x^n - 1)$. A linear code $C$ is cyclic if and only if the corresponding subset in GF$(q)[x]/(x^n - 1)$ is an ideal of the ring GF$(q)[x]/(x^n - 1)$.

Note that every ideal of GF$(q)[x]/(x^n - 1)$ is principal. Let $C = \langle g(x) \rangle$ be a cyclic code, where $g(x)$ is monic and has the smallest degree among all the generators of $C$. Then $g(x)$ is unique and called the generator polynomial, and $h(x) = (x^n - 1)/g(x)$ is referred to as the check polynomial of $C$.

The original Reed-Muller codes were discovered by Reed and Muller independently in 1964 [12], [13]. These codes are standard materials in textbooks and research monographs on coding theory, and were employed in space communication in the Mariner 9 Spacecraft. These facts show the importance of the Reed-Muller codes.

Recently, Reed-Muller codes have become a hot topic in coding theory due to the fact that they belong to the classes of locally testable codes and locally decodable codes, which makes them useful in the design of probabilistically checkable proofs in computational complexity theory [15].

The original Reed-Muller codes are binary and linear, but not cyclic. However, the punctured Reed-Muller codes are cyclic. The punctured binary Reed-Muller code was generalized into the punctured generalized Reed-Muller code over GF$(q)$ in the literature [11], [2], [6], [5], [7]. In this paper, we present another generalization of the punctured binary Reed-Muller code, and study properties of the generalized codes. We also construct a family of reversible cyclic codes from the newly generalized Reed-Muller codes and analyse their parameters.
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II. $q$-CYCLOTOMIC COSETS MODULO $n$ AND AUXILIARIES

To deal with cyclic codes of length $n$ over $\text{GF}(q)$, we have to study the canonical factorization of $x^n - 1$ over $\text{GF}(q)$. To this end, we need to introduce $q$-cycloctic cosets modulo $n$. Note that $x^n - 1$ has no repeated factors over $\text{GF}(q)$ if and only if $\gcd(n, q) = 1$. Throughout this paper, we assume that $\gcd(n, q) = 1$.

Let $\mathbb{Z}_n = \{0, 1, 2, \ldots, n-1\}$, denoting the ring of integers modulo $n$. For any $s \in \mathbb{Z}_n$, the $q$-cycloctic coset of $s$ modulo $n$ is defined by

$$C_s = \{sq^i \text{ mod } n : 0 \leq i \leq \ell_s - 1\} \subseteq \mathbb{Z}_n,$$

where $\ell_s$ is the smallest positive integer such that $s \equiv sq^\ell_s \pmod{n}$, and is the size of the $q$-cycloctic coset. The smallest integer in $C_s$ is called the coset leader of $C_s$. Let $\Gamma_{n,q}$ be the set of all the coset leaders. We have then $C_s \cap C_t = \emptyset$ for any two distinct elements $s$ and $t$ in $\Gamma_{n,q}$, and

$$\bigcup_{s \in \Gamma_{n,q}} C_s = \mathbb{Z}_n. \tag{1}$$

Hence, the distinct $q$-cycloctic cosets modulo $n$ partition $\mathbb{Z}_n$.

Let $m = \text{ord}_n(q)$, and let $\alpha$ be a generator of $\text{GF}(q^m)^*$. Put $\beta = \alpha^{(q^m-1)/n}$. Then $\beta$ is a primitive $n$-th root of unity in $\text{GF}(q^m)$. The minimal polynomial $m_s(x)$ of $\beta^s$ over $\text{GF}(q)$ is a monic polynomial of the smallest degree over $\text{GF}(q)$ with $\beta^s$ as a zero. It is now straightforward to see that this polynomial is given by

$$m_s(x) = \prod_{i \in C_s} (x - \beta^i) \in \text{GF}(q)[x], \tag{2}$$

which is irreducible over $\text{GF}(q)$. It then follows from (1) that

$$x^n - 1 = \prod_{s \in \Gamma_{n,q}} m_s(x) \tag{3}$$

which is the factorization of $x^n - 1$ into irreducible factors over $\text{GF}(q)$. This canonical factorization of $x^n - 1$ over $\text{GF}(q)$ is fundamental for the study of cyclic codes.

III. THE PUNCTURED GENERALIZED REED-MULLER CODES OVER $\text{GF}(q)$

Let $m$ be a positive integer and let $n = q^m - 1$ from now on, where $q = p^s$, $p$ is a prime and $s$ is a positive integer. For any integer $a$ with $0 \leq a \leq n - 1$, we have the following $q$-adic expansion

$$a = \sum_{j=0}^{m-1} a_j q^j,$$

where $0 \leq a_j \leq q - 1$. The $q$-weight of $a$, denoted by $\omega(a)$, is defined by

$$\omega(a) = \sum_{j=0}^{m-1} a_j.$$

Let $\alpha$ be a generator of $\text{GF}(q^m)^*$. Let $\ell = \ell_1(q-1) + \ell_0 < q(m-1)$, where $0 \leq \ell_0 \leq q - 1$. The $\ell$-th order punctured generalized Reed-Muller code $\text{PGRM}_{q}(\ell, m)$ over $\text{GF}(q)$ is the cyclic code of length $n = q^m - 1$ with generator polynomial

$$g_R(x) := \prod_{1 \leq a < n-1 \atop \omega(a) < (q-1)m-\ell} (x - \alpha^a). \tag{4}$$

Since $\omega_q(a)$ is a constant function on each $q$-cycloctic coset modulo $n$, $g_R(x)$ is a polynomial over $\text{GF}(q)$. By definition, $g_R(x)$ is a divisor of $x^n - 1$. 
The parameters of the punctured generalized Reed-Muller code are known and given in the following theorem [1, Theorem 5.4.1].

**Theorem 1.** The code \( \text{PGRM}_q(\ell, m) \) has length \( n = q^m - 1 \), dimension

\[
k = \sum_{i=0}^{\ell} \sum_{j=0}^{m} (-1)^j \binom{m}{j} \binom{i-jq+m-1}{i-jq},
\]

and minimum distance

\[
d = (q - \ell_0)q^{m-\ell_1-1} - 1.
\]

Let \( \mathbf{1} = (1, 1, \cdots, 1) \in \text{GF}(q)^n \) and

\[
\text{GF}(q)\mathbf{1} = \{a \mathbf{1} : a \in \text{GF}(q)\}.
\]

Then \( \text{GF}(q)\mathbf{1} \) is a subspace of \( \text{GF}(q)^n \) with dimension 1. A proof of the following property can be found in [2].

**Theorem 2.** The dual codes \( \text{PGRM}_q(\ell, m)^\perp \) and the original ones \( \text{PGRM}_q(\ell', m) \) are related as follows:

\[
\text{PGRM}_q(\ell, m)^\perp = (\text{GF}(q)\mathbf{1})^\perp \cap \text{PGRM}_q(m(q-1)-\ell, m).
\]

When \( q = 2 \), \( \text{PGRM}_q(\ell, m) \) becomes the punctured binary Reed-Muller code. Hence, \( \text{PGRM}_q(\ell, m) \) is indeed a generalization of the original punctured binary Reed-Muller code. Other properties of the code \( \text{PGRM}_q(\ell, m) \) can be found in [1] and the book chapter [2].

The only purpose of introducing the codes \( \text{PGRM}_q(\ell, m) \) in this section is to show the difference between the punctured generalized Reed-Muller codes \( \text{PGRM}_q(\ell, m) \) and the new family of generalized Reed-Muller codes to be introduced in the next section.

**IV. ANOTHER GENERALIZATION OF THE PUNCTURED BINARY REED-MULLER CODES**

**A. The newly generalized codes \( \mathbb{U}(q, m, \ell) \)**

Let \( m \) be a positive integer and let \( n = q^m - 1 \), where \( q = p^s \), \( p \) is a prime and \( s \) is a positive integer. For any integer \( a \) with \( 0 \leq a \leq n - 1 \), we have the following \( q \)-adic expansion

\[
a = \sum_{j=0}^{m-1} a_j q^j,
\]

where \( 0 \leq a_j \leq q - 1 \). The Hamming weight of \( a \), denoted by \( \text{wt}(a) \), is the the Hamming weight of the vector \((a_0, a_1, \cdots, a_{m-1})\).

Let \( \alpha \) be a generator of \( \text{GF}(q^m)^* \). For any \( 1 \leq \ell \leq m \), we define a polynomial

\[
g_{(q,m,\ell)}(x) = \prod_{1 \leq a \leq n-1, 1 \leq \text{wt}(a) \leq \ell} (x - \alpha^a).
\]  

Since \( \text{wt}(a) \) is a constant function on each \( q \)-cyclotomic coset modulo \( n \), \( g_{(q,m,\ell)}(x) \) is a polynomial over \( \text{GF}(q) \). By definition, \( g_{(q,m,\ell)}(x) \) is a divisor of \( x^n - 1 \).

Let \( \mathbb{U}(q, m, \ell) \) denote the cyclic code over \( \text{GF}(q) \) with length \( n \) and generator polynomial \( g_{(m,q,\ell)}(x) \).

To analyse this code, we set

\[
I(q, m, \ell) = \{1 \leq a \leq n - 1 : 1 \leq \text{wt}(a) \leq \ell\}.
\]

The dimension of the code \( \mathbb{U}(q, m, \ell) \) is equal to \( n - |I(q, m, \ell)| \).
Theorem 3. Let $m \geq 2$ and $1 \leq \ell \leq m - 1$. Then $\mathcal{U}(q,m,\ell)$ has parameters $[n,k,d \geq (q^{\ell+1} - 1)/(q-1)]$, where

$$k = q^m - \sum_{i=0}^{\ell} \binom{m}{i} (q-1)^i.$$ 

Proof: As shown earlier, $I(q,m,\ell)$ is the union of some $q$-cyclotomic cosets modulo $n$. The total number of elements in $\mathbb{Z}_n$ with Hamming weight $i$ is equal to $\binom{m}{i} (q-1)^i$. It then follows that

$$|I(q,m,\ell)| = \sum_{i=1}^{\ell} \binom{m}{i} (q-1)^i.$$ 

Hence, the dimension $k$ of the code is given by

$$k = q^m - \sum_{i=1}^{\ell} \binom{m}{i} (q-1)^i.$$ 

Note that every integer $a$ with $1 \leq a \leq (q^{\ell+1} - 1)/(q-1) - 1$ has Hamming weight $\text{wt}(a) \leq \ell$. By definition,

$$\{1,2,3,\ldots,(q^{\ell+1} - 1)/(q-1) - 1\} \subset I(q,m,\ell).$$ 

It then follows from the BCH bound that $d \geq (q^{\ell+1} - 1)/(q-1)$.

When $q = 2$, the code $\mathcal{U}(q,m,\ell)$ clearly becomes the classical punctured binary Reed-Muller code. Hence, $\mathcal{U}(q,m,\ell)$ is indeed a generalization of the original punctured binary Reed-Muller code.

Open Problem 1. Is it true that the minimum distance of the code $\mathcal{U}(q,m,\ell)$ is equal to $(q^{\ell+1} - 1)/(q-1)$?

Example 1. The following is a list of examples of the code $\mathcal{U}(q,m,\ell)$.

- When $(q,m,\ell) = (3,3,1)$, $\mathcal{U}(q,m,\ell)$ has parameters $[26,20,4]$.
- When $(q,m,\ell) = (3,4,1)$, $\mathcal{U}(q,m,\ell)$ has parameters $[80,72,4]$.
- When $(q,m,\ell) = (3,4,2)$, $\mathcal{U}(q,m,\ell)$ has parameters $[80,48,13]$.
- When $(q,m,\ell) = (3,4,3)$, $\mathcal{U}(q,m,\ell)$ has parameters $[80,16,40]$.
- When $(q,m,\ell) = (4,3,1)$, $\mathcal{U}(q,m,\ell)$ has parameters $[63,54,5]$.

B. The dual codes $\mathcal{U}(q,m,\ell)^\perp$

When $q = 2$, the parameters of the dual code $\mathcal{U}(q,m,\ell)^\perp$ are given by Theorems [1] and [2]. Therefore, we need to study the dual code $\mathcal{U}(q,m,\ell)^\perp$ for the case $q > 2$ only.

We will need the following theorem ([8], see also [11, p. 153]).

Theorem 4 (Hartmann-Tzeng Bound). Let $C$ be a cyclic code of length $n$ over $\text{GF}(q)$ with defining set $T$. Let $A$ be a set of $\delta - 1$ consecutive elements of $T$ and $B = \{jb \mod n : 0 \leq j \leq s\}$, where $\gcd(b,n) < \delta$. If $A + B \subset T$, then the minimum distance $d$ of $C$ satisfies $d \geq \delta + s$.

The following theorem gives information on the parameters of the dual code $\mathcal{U}(q,m,\ell)^\perp$.

Theorem 5. Let $m \geq 2$ and $1 \leq \ell \leq m - 1$. The dual code $\mathcal{U}(q,m,\ell)^\perp$ has parameters $[n,k^\perp,d^\perp]$, where

$$k^\perp = \sum_{i=1}^{\ell} \binom{m}{i} (q-1)^i.$$ 

The minimum distance $d^\perp$ of $\mathcal{U}(q,m,\ell)^\perp$ is lower bounded by

$$d^\perp \geq q^{m-\ell} + q - 2.$$
Proof: The desired conclusion on the dimension of $\mathcal{U}(q,m,\ell)^\perp$ follows from the dimension of $\mathcal{U}(q,m,\ell)$. What remains to be proved is the lower bound on the minimum distance $d^\perp$. Let $\mathcal{U}(q,m,\ell)^c$ denote the complement of $\mathcal{U}(q,m,\ell)$, which is generated by the check polynomial of $\mathcal{U}(q,m,\ell)$. It is well known that $\mathcal{U}(q,m,\ell)^c$ and $\mathcal{U}(q,m,\ell)^\perp$ have the same length, dimension and minimum distance.

By definition, the defining set of $\mathcal{U}(q,m,\ell)^c$ is

$$I(q,m,\ell)^c := \{0\} \cup \{1 \leq b \leq n-1 : \text{wt}(b) \geq \ell+1\}.$$ 

Let $b = q^{m-\ell} + q^{m-\ell+1} + \cdots + q^{m-1}$. Define

$$A = \{a+b : 1 \leq a \leq q^{m-\ell}-1\}$$

and

$$B = \{jb : 0 \leq j \leq q-2\}.$$ 

It is straightforward to verify that $A + B \subset I(q,m,\ell)^c$. Note that $n \in A + B$. In this case, we identify $n$ with 0.

Clearly, $A$ is a set of $q^{m-\ell}-1$ consecutive elements in the defining set $I(q,m,\ell)^c$. Note that

$$\gcd(b,n) = \gcd\left(\frac{q^\ell-1}{q-1},q^m-1\right) \leq \gcd(q^\ell-1,q^m-1) = q^{\gcd(\ell,m)}-1.$$ 

By assumption, $1 \leq \ell \leq m-1$. We then have $\gcd(\ell,m) \leq m-\ell$. Consequently,

$$\gcd(b,n) < q^{m-\ell}.$$ 

The desired conclusion on $d^\perp$ then follows from Theorem 4. \[ \square \]

When $q = 2$, the lower bound on the minimum distance $d^\perp$ of $\mathcal{U}(q,m,\ell)^\perp$ given in Theorem 5 is achieved. It is open if this lower bound can be improved for $q > 2$.

**Open Problem 2.** Determine the minimum distance $d^\perp$ of the code $\mathcal{U}(q,m,\ell)^\perp$.

To further study the dual code $\mathcal{U}(q,m,\ell)^\perp$, we need to establish relations between $\text{wt}(a)$ and $\text{wt}(n-a)$ for $a \in \mathbb{Z}_n$. Let $a \in \mathbb{Z}_n$ and let

$$a = \sum_{j=0}^{m-1} a_j q^j$$

be the $q$-adic expansion of $a$. We define

$$\gamma(a) = |\{0 \leq j \leq m-1 : 1 \leq a_j < q-1\}| = \text{wt}(a) - |\{0 \leq j \leq m-1 : a_j = q-1\}|.$$ 

Then we have the following lemma whose proof is straightforward and omitted.

**Lemma 6.** For $a \in \mathbb{Z}_n$, we have

$$\text{wt}(n-a) = m - \text{wt}(a) + \gamma(a) = m - |\{0 \leq j \leq m-1 : a_j = q-1\}|.$$ 

For $0 \leq i \leq m$, define

$$N(i) = \{a \in \mathbb{Z}_n : \text{wt}(a) = i\}$$

and

$$-N(i) = \{n-a : a \in N(i)\}.$$ 

Clearly, $|N(i)| = \binom{m}{i}(q-1)^i$.

The following lemma will be useful later.

**Lemma 7.** In the set $-N(i)$, there are exactly $\binom{m}{i}\binom{i}{h}(q-2)^h$ elements with Hamming weight $m-i+h$ for each $h$ with $0 \leq h \leq i$. 
Proof: Let \( a \in N(i) \). By definition, \( \text{wt}(a) = i \). It follows from Lemma \( 6 \) that
\[
\text{wt}(n - a) = m - i + \gamma(a).
\]
It is easily seen that
\[
|\{1 \leq a \leq n - 1 : \text{wt}(a) = i \text{ and } \gamma(a) = h\}| = \binom{m}{i} \binom{i}{h} (q - 2)^h.
\]
This completes the proof.

Theorem 8. \( \mathcal{U}(q, m, \ell)^\perp \) is a proper subcode of \( \mathcal{U}(q, m, m - 1 - \ell) \). When \( q = 2 \), \( \mathcal{U}(q, m, \ell)^\perp \) is the even-weight subcode of \( \mathcal{U}(q, m, m - 1 - \ell) \).

Proof: By definition, the defining set of \( \mathcal{U}(q, m, \ell)^\perp \) is \( -I(q, m, \ell)^c \). We now prove that
\[
I(q, m, m - 1 - \ell) \subseteq -I(q, m, \ell)^c.
\]
This is equivalent to proving that for every \( a \in I(q, m, m - 1 - \ell) \), \( n - a \in I(q, m, \ell)^c \). This is clearly true by Lemma \( 6 \). Consequently, \( \mathcal{U}(q, m, \ell)^\perp \) is a proper subcode of \( \mathcal{U}(q, m, m - 1 - \ell) \).

When \( q = 2 \), we have always the equality that \( \text{wt}(a) = m - \text{wt}(n - a) \) for all \( a \). Hence, in this case, we have
\[
\{0\} \cup I(q, m, m - 1 - \ell) = -I(q, m, \ell)^c.
\]
As a result, \( \mathcal{U}(q, m, \ell)^\perp \) is the even-weight subcode of \( \mathcal{U}(q, m, m - 1 - \ell) \) when \( q = 2 \).

Experimental data shows that one of \( I(q, m, m - \ell) \) and \( -I(q, m, \ell)^c \) is not a subset of the other. Consequently, one of \( \mathcal{U}(q, m, \ell)^\perp \) and \( \mathcal{U}(q, m, m - \ell) \) is not a subcode of the other.

Example 2. The following is a list of examples of the code \( \mathcal{U}(q, m, \ell)^\perp \).

- When \( (q, m, \ell) = (2, 4, 2) \), the code \( \mathcal{U}(q, m, \ell)^\perp \) has parameters [15, 10, 4]. In this case, the lower bound on the minimum distance is achieved.
- When \( (q, m, \ell) = (3, 3, 1) \), the code \( \mathcal{U}(q, m, \ell)^\perp \) has parameters [26, 6, 15]. In this case, the lower bound on the minimum distance is 10.
- When \( (q, m, \ell) = (3, 3, 2) \), the code \( \mathcal{U}(q, m, \ell)^\perp \) has parameters [26, 18, 6]. In this case, the lower bound on the minimum distance is 4.

C. The BCH cover of the cyclic code \( \mathcal{U}(q, m, \ell) \)

Recall that \( n = q^m - 1 \). For any \( i \) with \( 0 \leq i \leq n - 1 \), let \( m_i(x) \) denote the minimal polynomial of \( \alpha^i \) over \( GF(q) \). For any \( 2 \leq \delta \leq n \), define
\[
\bar{g}_{(q,n,\delta,b)}(x) = \text{lcm}(m_b(x), m_{b+1}(x), \ldots, m_{b+\delta-2}(x)),
\]
where \( b \) is an integer, \( \text{lcm} \) denotes the least common multiple of these minimal polynomials, and the addition in the subscript \( b + i \) of \( m_{b+i}(x) \) always means the integer addition modulo \( n \). Let \( \text{BCH}(q, n, \delta, b) \) denote the cyclic code of length \( n \) with generator polynomial \( \bar{g}_{(q,n,\delta,b)}(x) \).

When \( b = 1 \), the set \( \text{BCH}(q, n, \delta, b) \) is called a narrow-sense primitive BCH code with designed distance \( \delta \).

The BCH cover of a cyclic code is the BCH code with the smallest dimension containing the cyclic code as a subcode.

Theorem 9. \( \mathcal{U}(q, m, \ell) \) is a subcode of \( \text{BCH}(q, n, (q^{\ell+1} - 1)/(q - 1), 1) \).

Proof: In the proof of Theorem \( 3 \) we have shown that
\[
\{1, 2, 3, \ldots, (q^{\ell+1} - 1)/(q - 1) - 1\} \subseteq I(q, m, \ell).
\]
Hence, the generator polynomial of $\text{BCH}(q,n,(q^{\ell+1}-1)/(q-1),1)$ is a divisor of that of $\mathcal{U}(q,m,\ell)$. Hence, $\mathcal{U}(q,m,\ell)$ is a subcode of $\text{BCH}(q,n,(q^{\ell+1}-1)/(q-1),1)$.

When $\ell = 1$ or $\ell = m-1$, the two codes are identical. In other cases, the dimension of the code $\text{BCH}(q,n,(q^{\ell+1}-1)/(q-1),1)$ is larger than that of $\mathcal{U}(q,m,\ell)$.

The BCH cover of $\mathcal{U}(q,m,\ell)$ is $\text{BCH}(q,n,(q^{\ell+1}-1)/(q-1),1)$ if the minimum distance of $\mathcal{U}(q,m,\ell)$ is indeed equal to $(q^{\ell+1}-1)/(q-1)$.

**D. Comparisons of the two codes $\text{PGRM}_q(\ell,m)$ and $\mathcal{U}(q,m,\ell)$**

In this subsection, we compare the two codes $\text{PGRM}_q(\ell,m)$ and $\mathcal{U}(q,m,\ell)$ and make some comments.

First of all, the two codes $\text{PGRM}_q(\ell,m)$ and $\mathcal{U}(q,m,\ell)$ are clearly different, as their dimensions and minimum distances are different. Secondly, Theorem 8 tells us that $\mathcal{U}(q,m,\ell)$ is indeed a subcode of $\mathcal{U}(q,m,m-1-\ell)$. But the code $\mathcal{U}(q,m,\ell)$ does not have the property of Theorem 2.

**V. A FAMILY OF REVERSIBLE CYCLIC CODES FROM THE CODES $\mathcal{U}(q,m,\ell)$**

A code $C$ is called reversible if $(c_0,c_1,\ldots,c_{n-1}) \in C$ implies that $(c_{n-1},c_{n-2},\ldots,c_0) \in C$.

Let $f(x) = f_h x^h + f_{h-1} x^{h-1} + \cdots + f_1 x + f_0$ be a polynomial over $GF(q)$ with $f_h \neq 0$ and $f_0 \neq 0$. The reciprocal $f^*(x)$ of $f(x)$ is defined by

$$f^*(x) = f_0^{-1} x^h f(x^{-1}).$$

The conclusions of the following theorem are known in the literature, and are easy to prove. We will employ some of them later.

**Theorem 10.** Let $C$ be a cyclic code over $GF(q)$ with generator polynomial $g(x)$. Then the following statements are equivalent.

- $C$ is reversible.
- $g$ is self-reciprocal.
- $\beta^{-1}$ is a root of $g$ for every root $\beta$ of $g(x)$ over the splitting field of $g(x)$.

If $C$ is a reversible cyclic code of length $n$ over $GF(q)$, then $C + C^\perp = GF(q)^n$. Such a linear code is called a linear code with complement dual (LCD), as its dual code is equal to its complement.

LCD cyclic codes over finite fields are interesting in both theory and applications [9], [10], [14]. An important application of LCD codes in cryptography was recently documented in [4]. This is our major motivation of constructing LCD codes.

We now employ the codes $\mathcal{U}(q,m,\ell)$ to construct reversible cyclic codes. To this end, we need to make some preparations.

Recall that

$$I(q,m,t) = \{1 \leq i \leq n-1 : 1 \leq \text{wt}(i) \leq t\}$$

and

$$-I(q,m,t) = \{n-a : a \in I(q,m,t)\},$$

where $1 \leq t \leq m$.

**Lemma 11.** If $1 \leq t \leq \lceil m/2 \rceil - 1$, then $I(q,n,t) \cap (-I(q,n,t)) = \emptyset$.

**Proof:** Note that

$$n = q^m - 1 = (q-1)q^{m-1} + (q-1)q^{m-2} + \cdots + (q-1)q + (q-1)q^0.$$

By Lemma 6, $\text{wt}(n-i) \geq m - \text{wt}(i)$ for all $i \in \mathbb{Z}_m$.

If $i \in \mathbb{Z}_n$ and $\text{wt}(i) \leq \lceil m/2 \rceil - 1$, then $\text{wt}(n-i) \geq m - \text{wt}(i) > \lceil m/2 \rceil - 1$. The desired conclusion then follows. \[\blacksquare\]
Let $g_{(q,m,\ell)}(x)$ be the polynomial of [5], which is the generator polynomial of the cyclic code $\mathcal{U}(q,m,\ell)$. Let $g^*_{(q,m,\ell)}(x)$ denote the reciprocal of $g_{(q,m,\ell)}(x)$. Set

$$g(x) = (x - 1)\text{lcm}\left(g_{(q,m,\ell)}(x), g^*_{(q,m,\ell)}(x)\right).$$

Let $\mathcal{U}(q,m,\ell)$ denote the cyclic code of length $n$ over GF$(q)$ with generator polynomial $g(x)$. It follows from Theorem 10 that $\mathcal{U}(q,m,\ell)$ is reversible. Information on the parameters of the reversible cyclic code $\mathcal{U}(q,m,\ell)$ is given in the theorem below.

**Theorem 12.** If $1 \leq \ell \leq [m/2] - 1$, then the reversible cyclic code $\mathcal{U}(q,m,\ell)$ has minimum distance

$$d \geq 2\frac{q^{\ell+1} - 1}{q - 1},$$

and dimension

$$q^m - 2 \sum_{i=1}^{\ell} \binom{m}{i} (q - 1)^i. \quad (9)$$

**Proof:** When $1 \leq \ell \leq [m/2] - 1$, it follows from Lemma 11 that $g_{(q,m,\ell)}(x)$ and $g^*_{(q,m,\ell)}(x)$ are relatively prime. Consequently, $g(x) = (x - 1)g_{(q,m,\ell)}(x)g^*_{(q,m,\ell)}(x)$. Therefore,

$$\deg(g(x)) = 2\deg(g_{(q,m,\ell)}(x)) + 1.$$

By Theorem 3

$$\deg(g_{(q,m,\ell)}(x)) = \sum_{i=1}^{\ell} \binom{m}{i} (q - 1)^i.$$

The desired conclusion on the dimension then follows.

In this case, it follows from the proof of Theorem 3 that $g(x)$ has the roots $\alpha^i$ for all $i$ in the set

$$\left\{n - \left(\frac{q^{\ell+1} - 1}{q - 1} - 1\right), \ldots, n - 2, n - 1, 0, 1, 2, \ldots, \frac{q^{\ell+1} - 1}{q - 1} - 1\right\}.$$ 

The desired conclusion on the minimum distance then follows from the BCH bound.  

**Example 3.** The following is a list of examples of the reversible cyclic code $\mathcal{U}(q,m,\ell)$.

- When $(q,m,\ell) = (2,4,1)$, the code $\mathcal{U}(q,m,\ell)$ has parameters $[15,6,6]$.
- When $(q,m,\ell) = (2,6,2)$, the code $\mathcal{U}(q,m,\ell)$ has parameters $[63,20,14]$.
- When $(q,m,\ell) = (3,4,1)$, the code $\mathcal{U}(q,m,\ell)$ has parameters $[80,63,8]$.

**Open Problem 3.** Determine the minimum distance of the code $\mathcal{U}(q,m,\ell)$ of Theorem 12.

**Theorem 13.** Let $m \geq 2$ be even. Then the reversible cyclic code $\mathcal{U}(q,m,m/2)$ has minimum distance

$$d \geq 2\frac{q^{(m+2)/2} - 1}{q - 1}$$

and dimension

$$q^m - 2 \sum_{i=0}^{m/2} \binom{m}{i} (q - 1)^i + \binom{m}{m/2}. \quad (10)$$

**Proof:** The conclusion on the minimum distance comes from the BCH bound. We now prove the conclusion on the dimension of the code. It follows from Lemmas 11 and 7 that $a \in I(q,m,m/2) \cap (-I(q,m,m/2))$ if and only if $\text{wt}(a) = m/2$ and the $q$-adic expression of $a$ is of the form

$$(q - 1)(q^{i_1} + q^{i_2} + \cdots + q^{i_{m/2}}),$$
where $0 \leq i_1 < i_2 < \cdots < i_{m/2} \leq m - 1$. Consequently,

$$|I(q,m,m/2) \cap (-I(q,m,m/2))| = \left(\frac{m}{2}\right).$$

As before, let $g_{(q,m,m/2)}(x)$ be the generator polynomial of the code $\mathcal{O}(q,m,m/2)$. Then the generator polynomial of $\overline{\mathcal{O}}(q,m,m/2)$ is given by

$$g(x) = (x-1) \text{lcm}\left( g_{(q,m,m/2)}(x), g^*_{(q,m,m/2)}(x) \right)$$

$$= \frac{(x-1)g_{(q,m,m/2)}(x)g^*_{(q,m,m/2)}(x)}{\gcd(g_{(q,m,m/2)}(x), g^*_{(q,m,m/2)}(x))}.$$

Therefore,

$$\deg(g(x)) = 2\deg(g_{(q,m,m/2)}(x)) + 1 - \deg(\gcd(g_{(q,m,m/2)}(x), g^*_{(q,m,m/2)}(x)))$$

$$= 2\deg(g_{(q,m,m/2)}(x)) + 1 - |I(q,m,m/2) \cap (-I(q,m,m/2))|$$

$$= 1 + 2 \sum_{i=1}^{m/2} \left( \binom{m}{i} (q-1)^i - \left(\frac{m}{2}\right) \right).$$

The desired conclusion on the dimension then follows. □

We point out that the dimension of the code $\overline{\mathcal{O}}(q,m,m/2)$ is equal to zero when $q = 2$. Hence, the code is nontrivial only when $q > 2$.

**Example 4.** When $(q,m) = (5,2)$, the code $\overline{\mathcal{O}}(q,m,m/2)$ has parameters $[24,9,12]$. $\overline{\mathcal{O}}(q,m,m/2)$ has minimum distance $2. Hence, the code is nontrivial only when $q > 2$.

**Open Problem 4.** Determine the minimum distance of the code $\overline{\mathcal{O}}(q,m,m/2)$ of Theorem 13.

**Theorem 14.** Let $m \geq 3$ be odd. Then the reversible cyclic code $\overline{\mathcal{O}}(q,m,(m+1)/2)$ has minimum distance

$$d \geq 2 \frac{q^{(m+3)/2} - 1}{q-1}$$

and dimension

$$q^m - 2 \sum_{i=0}^{(m+1)/2} \left( \binom{m}{i} (q-1)^i + \frac{4 + (q-2)(m+1)}{2} \left( \frac{m}{2} \right) \right). \quad (11)$$

**Proof:** The conclusion on the minimum distance comes from the BCH bound. We now prove the desired conclusion on the dimension of the code. It follows from Lemmas 11, 6, and 7 that $a \in I(q,m,(m+1)/2) \cap (-I(q,m,(m+1)/2))$ if and only if one of the following three cases happens:

- **C1:** $\text{wt}(a) = \frac{m-1}{2}$, $\text{wt}(n-a) = \frac{m+1}{2}$, and the $q$-adic expression of $a$ is of the form

$$ (q-1)(q^{i_1} + q^{i_2} + \cdots + q^{i_{(m-1)/2}}),$$

where $0 \leq i_1 < i_2 < \cdots < i_{(m-1)/2} \leq m - 1$. The total number of such $a$’s is equal to $\left(\binom{m}{(m-1)/2}\right)$.

- **C2:** $\text{wt}(a) = \frac{m+1}{2}$, $\text{wt}(n-a) = \frac{m-1}{2}$, and the $q$-adic expression of $a$ is of the form

$$ (q-1)(q^{i_1} + q^{i_2} + \cdots + q^{i_{(m+1)/2}}),$$

where $0 \leq i_1 < i_2 < \cdots < i_{(m+1)/2} \leq m - 1$. The total number of such $a$’s is equal to $\left(\binom{m}{(m+1)/2}\right)$.

- **C3:** $\text{wt}(a) = \frac{m+1}{2}$, $\text{wt}(n-a) = \frac{m-1}{2}$, and the $q$-adic expression of $a$ is of the form

$$a_{i_1}q^{i_1} + a_{i_2}q^{i_2} + \cdots + a_{i_{(m+1)/2}}q^{i_{(m+1)/2}},$$

where $0 \leq i_1 < i_2 < \cdots < i_{(m+1)/2} \leq m - 1$. The total number of such $a$’s is equal to $\left(\binom{m}{(m+1)/2}\right)$.
where \( 0 \leq i_1 < i_2 < \cdots < i_{(m+1)/2} \leq m - 1, 1 \leq a_{ij} \leq q - 1 \), and all the entries of the vector \((a_{i_1}, a_{i_2}, \cdots, a_{i_{(m+1)/2}})\) are \( q - 1 \) except one that could be any element in \( \{1, 2, \cdots, q - 2\} \). The total number of such \( a \)'s is equal to

\[
\frac{(m+1)(q-2)}{2} \left( \frac{m}{2} \right).
\]

Summarizing the conclusions in the three cases above, we obtain that

\[
|I(q,m,(m+1)/2) \cap (-I(q,m,(m+1)/2))| = \frac{4 + (q-2)(m+1)}{2} \left( \frac{m}{m-1} \right).
\]

As before, let \( g_{q,m,(m+1)/2}(x) \) be the polynomial of the code \( \mathcal{U}(q,m,(m+1)/2) \). Then the generator polynomial of \( \overline{\mathcal{U}}(q,m,(m+1)/2) \) is given by

\[
g(x) = (x-1)\text{lcm}\left(g_{q,m,(m+1)/2}(x), g^*_{q,m,(m+1)/2}(x)\right)
= \frac{(x-1)g_{q,m,(m+1)/2}(x)g^*_{q,m,(m+1)/2}(x)}{\gcd(g_{q,m,(m+1)/2}(x), g^*_{q,m,(m+1)/2}(x))}.
\]

Therefore,

\[
\deg(g(x)) = 2\deg(g_{q,m,(m+1)/2}(x)) + 1 - \deg(\gcd(g_{q,m,(m+1)/2}(x), g^*_{q,m,(m+1)/2}(x))
= 2\deg(g_{q,m,(m+1)/2}(x)) + 1 - |I(q,m,(m+1)/2) \cap (-I(q,m,(m+1)/2))|
= 1 + 2 \sum_{i=1}^{(m+1)/2} \binom{m}{i} (q-1)^i - \frac{4 + (q-2)(m+1)}{2} \left( \frac{m}{m-1} \right).
\]

The desired conclusion on the dimension then follows.

We point out that the dimension of \( \overline{\mathcal{U}}(q,m,(m+1)/2) \) is equal to zero when \( q = 2 \). Hence, the code is nontrivial only when \( q > 2 \).

**Example 5.** When \( (q,m) = (4,3) \), \( \overline{\mathcal{U}}(q,m,(m+1)/2) \) has parameters \([63,8,42]\).

**Open Problem 5.** Determine the minimum distance of the code \( \overline{\mathcal{U}}(q,m,(m+1)/2) \) of Theorem \( \text{[14]} \).

### VI. Summary and Concluding Remarks

The first contribution of this paper is the new generalization of the classical punctured binary Reed-Muller codes. The newly generalized codes \( \mathcal{U}(q,m,\ell) \) are documented in Theorem \( \text{[5]} \). A lower bound on the minimum distance of \( \mathcal{U}(q,m,\ell) \) was developed and given in Theorem \( \text{[5]} \). Experimental data indicates that this lower bound is indeed the minimum distance. However, we were not able to prove this conjecture. It would be nice if this open problem can be settled. The dual code \( \mathcal{U}(q,m,\ell)^\perp \) was also studied. But the minimum distance \( d^\perp \) of \( \mathcal{U}(q,m,\ell)^\perp \) is also open, though a lower bound on \( d^\perp \) was given in Theorem \( \text{[5]} \). The locality of both \( \mathcal{U}(q,m,\ell) \) and \( \mathcal{U}(q,m,\ell)^\perp \) depends on \( d^\perp \) and \( d \) respectively. Hence, it is also valuable to settle Open Problem \( \text{[2]} \).

The second contribution of this paper is the construction of the reversible cyclic codes \( \overline{\mathcal{U}}(q,m,\ell) \), which are based on the cyclic codes \( \mathcal{U}(q,m,\ell) \). The dimension of \( \overline{\mathcal{U}}(q,m,\ell) \) was settled for all \( \ell \) with \( 1 \leq \ell \leq \lfloor m/2 \rfloor \). A lower bound on the reversible cyclic code \( \overline{\mathcal{U}}(q,m,\ell) \) was developed. But the minimum distance of \( \overline{\mathcal{U}}(q,m,\ell) \) is unknown. It would be nice if Open Problems \( \text{[3,4]} \) and \( \text{[5]} \) can be resolved.
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