Optimal Thermal Unit Commitment Scheme by Including Renewable Energy Sources and Pumped Hydro Energy Storage: Case Study of Niamey Power System, Niger
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Abstract This paper presents a novel real multi-objective approach for thermal unit commitment (UC) problem solution in Niamey (Niger). The proposed methodology consists of four conventional thermal generating units and imported power from a neighboring country in addition to future inclusion of Photovoltaic (PV) power, Wind Turbine Generators (WTGs), and Pumped Hydro Energy Storage (PHES). Minimization of total daily operating cost and decreasing the maximum daily mismatch between load demand and generation are considered as two objective functions in two cases. In the first case, UC with thermal units considering the imported power (IMP), PV and PHES is determined. In the second case, WTGs are introduced and the IMP is removed in order to get rid of its economical and political problems. $\varepsilon$-MOGA (epsilon Multi-Objective Genetic Algorithm) is used to obtain an optimal unit commitment problem solution with consideration of PV, WTGs and PHES. The effectiveness and robustness of the proposed scheme is verified by numerical simulations using MATLAB environment.
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1 Introduction

Niger is a landlocked country in West Africa and a member of the Economic Community of West African States (ECOWAS), as depicted in Fig. 1, Niger has a surface area of 1,267,000 square kilometres ($km^2$), bordering Mali, Burkina Faso and Benin to the West, Nigeria to the South, Chad to the East and Algeria and Libya to the North [1]. Electrically, Niger is highly dependent on imports, covering more than 75% of its national electricity needs. Its power supply is ensured by 5 interconnection lines from Nigeria [2].

Energy is vital for all living-beings on earth. Its availability is one of the basic conditions for the sustainable development and social well being of any nation. However the most usable form of energy is the electrical energy generated by thermal generating units. Generally, the fuel cost for thermal units, transportation cost, storage cost, and so on, are expensive. Therefore, power producers should use an optimal operation of thermal units for operational cost reduction, carbon emission reduction, and for high efficiency. So, Unit Commitment (UC) becomes an important issue. UC is an optimization problem used to determine the operation schedule of the generating units at every hour interval with varying loads under different constraints and environments [3]. [4] conducts a state-of-the-art review on recent literature that have investigated the impacts associated with UC models when high Renewable Energy Sources (RESs) are integrated to the power systems.

In addition, from the population growth in the world which brings the power demand high, the perspective of global warming eradication and depletion of fossil fuels, the application of renewable energies such as photovoltaic (PV) generation and wind generation (WG) in the grid is becoming more widespread, recently. To integrate dispatchable renewables, a two-stage robust UC and dispatch model is established in [5]. In the first stage, a base UC and dispatch is determined. In the second stage, all flexibility resources, such as thermal units and storages including RESs are used to accommodate the uncertainties, which is a Mixed-Integer Programming (MIP) problem. Multi-objective UC approach with
renewable energy using hybrid scheme is proposed in [6]. A weighted sum method is applied to convert multi-objective problem to a single one by linear combination of different objectives as a weighted sum and an efficient hybrid algorithm is presented for aiding UC decisions in such environments to minimize the trade-off between the cost and emission objectives. The proposed hybrid approach is a combination of weighted improved Crazy Particle Swarm Optimization (CPSO) with Pseudo code algorithm. Wind scenarios generated by Monte Carlo simulation is utilized to forecast the wind power uncertainty. Fuzzy cardinal approach is used to achieve the best solution of CPSO. The effectiveness of the proposed method is tested on a 10-generator system.

RESs penetration into a given network can provide various benefits to the power companies. To achieve this point, it is required to solve the optimal capacity of the RESs. The technical and economic feasibility of a hybrid energy system integrated with an offgrid power system is investigated in [7]. The methodology involves the use of Hybrid Optimization Model for Electric Renewable (HOMER) for the optimization of the proposed hybrid system. The simulation software package DlgSILENT is used to model and simulate the integration of the proposed hybrid system to the existing network. Different scenarios are considered in both the hybrid system optimization and the assessment of the impact of the hybrid energy system integration implemented different connection scenarios.

However, it is difficult to predict the output power generated by RESs. Their inclusion into the power systems brought major challenges as a result of their output variations. As countermeasures, Pumped Hydro Energy Storage (PHES) is introduced into the power system under study. PHES is a form of energy storage that can quickly respond to mismatches between demand and generation, it can play an important role in mitigating the uncertainty of RES, specially wind power. [8] proposes a robust wind-hydro-thermal UC model that provides reliable day-ahead UC decisions. A deterministic and an interval UC formulation for the co-optimization of controllable generation and PHES, including a representation of the hydraulic constraints of the PHES is proposed in [9]. PHES unit not only has the functions of peak-load regulation and frequency modulation, but also has the capability of fast response and excellent load tracking, which can effectively reduce the installed capacity of thermal power, decrease peak-load regulation depth, improve operational efficiency of the power system [10]. [11] proposes a novel annual analysis for the thermal power generator and pumped storages under a massive introduction of RESs. A weekly UC schedule (start/stop planning) for thermal power generator and pumped storages has been modeled and calculated for one year evaluation. A variety of power generators included in the modeling of this proposed method are thermal power plants (oil, coal, LNG, combined cycle (CC)), hydroelectric power plants.

Figure 1. Niger map [1].
(pump storages, dams, inflow), nuclear power plants, and RES generators (geothermal plants, PVs). To solve the generator start/stop planning problem, Tabu search and interior point methods are adopted to solve the operation planning for thermal power generators and the output decision for pumped storages, respectively. In addition, by assuming load frequency control (LFC) constraints to cope with PV output fluctuations, the impact of the intensity of LFC constraints on the operational cost of the thermal power generator has been elucidated. The increment of the operational cost of the power supply with increasing PV introduction amount has been shown in concrete terms.

Moreover, Energy storage Systems (ESSs) are necessary for power quality improvement in power grids even with the integration of RESs. [12] presents an analysis of a grid scale ESSs integrated with a wind power plant (WPP). Firstly the impact of a distributed generation unit (a wind power plant) to a power grid is analysed and then ESSs of different capacities are integrated to the power grid in an effort to study the improvements in the power quality.

In this paper, an optimization approach for Niamey (Niger) power system comprises of thermal generating units and an IMP with future peneration of PV, WTGS, and PHES is proposed in order to determine an optimal thermal UC problem solution. The objectives of minimizing the total daily operating cost (TDOC) and the reduction of the maximum daily load/generation deficit can be seen from the simulation results. The proposed method uses ε-MOGA for optimization method. The effectiveness of the proposed method is confirmed by simulation results on MATLAB®.

2 Examined Power System Description

The Niamey power system is configured in two cases as follows:

Case 1: The configuration of the proposed model is depicted in Fig. 2. The system consists of the grid (imported power from Nigeria and four conventional thermal generating units), future inclusion of PV array system and PHES, and Niamey power demand.

Case 2: The model is shown in Fig. 3. The model components are the grid (only the four conventional thermal generating units), future penetration of PV array system, WTGs and PHES to meet the changing load, and Niamey load demand.

The generation capacities of imported power and the four diesel generators are 60MW, 19MW, 19MW, 9MW and 2MW, respectively.

![Figure 2. Power system configuration under case 1.](image)
3 Mathematical Modeling

Minimizing the total daily operating cost and decreasing the load-generation deficit are the two objectives considered in this paper. Techno-economic modeling of each component of the system is required in order to achieve the two objectives.

3.1 PV Array System Output Power

The power supplied by a set of PV panels at hour $t$ is as follows [13]:

$$P_{PV}(t) = \eta_{PV}.A_{PV}.S(t).$$

where, $\eta_{PV}$ represents PV panels efficiency, $A_{PV}$ (m$^2$) the total area occupied by PV panels, and $S(t)$ (kW/m$^2$) the hourly solar radiation.

3.2 Wind Turbine Generator Output Power

As wind speed increases above cut-in speed ($V_{ci}$), the power generated by the turbines increases as the cube of wind speed, until reaching a maximum point at rated speed ($V_{r}$). This is the rated power ($P_{WTG}$) in kW for which the wind turbine is designed for. At some point, the wind speed becomes very high, and can cause the wind turbines to be damaged. This is called cut-off speed ($V_{co}$) [13]. Equation (2) describes the wind turbine generator rated output power at any time $t$:

$$P_{WTG}(t) = 0.5.C_p.\rho_a.A_W.V_r^3(t).$$

where, $C_p$ is the power coefficient and it is the ratio of the power output of a wind generator divided by maximum power, $\rho_a$ (kg/m$^3$) is the air density, $V_r^3(t)$ (m/s) the rated wind speed at $t^{th}$ hour, and $A_W$ (m$^2$) is the total swept area of wind turbine generator blades.

3.3 Pumped Hydro Energy Storage (PHES)

The PHES subsystem consists of a turbine/generator unit and a pump/motor unit. The volume of the Upper Reservoir (UR) and the height difference between the upper and lower reservoir are the most important two variables which are observed in literature [14]. In this paper, the height difference is fixed at 60m, and the Niger river is considered as the lower reservoir.
Generating mode: turbine/generator unit: During energy deficit periods, the output from the turbine/generator unit is [15], [16]:

\[ P_t(t) = \eta_t \cdot \rho \cdot g \cdot h \cdot q_t(t) = c_t \cdot q_t(t). \]  

(3)

where \( \eta_t \) is the overall efficiency of the turbine/generator unit, \( \rho \) is the water density (=1000 kg/m\(^3\)), \( g \) is the gravitational acceleration (=9.81 m/s\(^2\)), \( h \) is the elevating height (m), \( q_t(t) \) is the water volumetric flow rate input into the turbine (m\(^3\)/s) at time \( t \) and \( c_t \) the turbine generating coefficient (kWh/m\(^3\)).

Pumping mode: pump/motor unit: The water flow rate elevated from the lower reservoir by the pumps is expressed in Equation (4). The power source in the pumps is directly supplied by the hybrid grid and renewable energy sources. The water pumping can be compared to the charging rate of battery bank [15], [16].

\[ q_p(t) = \eta_p \cdot \frac{P_p(t)}{\rho \cdot g \cdot h} = c_p \cdot P_p(t). \]  

(4)

where \( \eta_p \) is the overall pumping efficiency; \( P_p(t) \) is the input power from the hybrid grid and RESs power generators to the pump at time \( t \); and \( c_p \) is the water pumping coefficient of the unit (m\(^3\)/kWh).

Upper Reservoir (UR): The water quantity stored in the UR should be enough to meet the power demand of the system during peak load demand and insufficient hybrid energy generators. The quantity of water stored in the UR at any time \( t \) is determined by [15], [16]:

\[ V_{UR}(t) = V_{UR}(t-1)(1-\alpha) + q_p(t) - q_t(t). \]  

(5)

where \( \alpha \) is the evaporation and leakage loss. \( \alpha \) is similar to the self-discharge of battery bank and it is neglected for simplifying the calculations. The water level in the UR can be considered as the state of charge (SOC) of the storage tank.

\[ SOC(t) = \frac{V_{UR}(t)}{V_{UR_{max}}}. \]  

(6)

where \( V_{UR_{max}} \) is the maximum water quantity stored in the UR.

3.4 Power Generation Modeling

The amount of power generated by the grid, renewable energy sources and pumped storage generators at hour \( t \) is as follows:

\[ P_G(t) = P_{Grid}(t) + P_{RES}(t) - P_p(t). \]  

(7)

\[ P_G(t) = P_{Grid}(t) + P_{RES}(t) + P_t(t). \]  

(8)

where \( P_{Grid}(t) \), \( P_{RES}(t) \), \( P_p(t) \), and \( P_t(t) \) are the power output from the grid, the renewable energy sources, power delivered to the pump-motor unit during charging mode, and power from the turbine-generator unit during discharging mode at time \( t \) respectively.

Two cases are considered in this study:

Case 1:

PV is only considered here as the renewable energy sources as shown in Equation (9). Also, the grid composes of the four conventional thermal generating units and the imported power as shown in Equation (10).

\[ P_{RES}(t) = P_{PV}(t). \]  

(9)

\[ P_{Grid}(t) = P_{DG}(t) + P_{IMP}(t). \]  

(10)

where, \( P_{PV}(t) \), \( P_{DG}(t) \), and \( P_{IMP}(t) \) are the power output from the PV array system, the four diesel generators and the imported power at time \( t \) respectively.
Case 2:
Equation (11) describes that the renewable energy sources considered are PV and WTGs. In this case, the grid composes only of the four conventional thermal generating units as shown in Equation (12). Here the imported power is being discarded.

\[ P_{RES}(t) = P_{PV}(t) + P_{WTGs}(t) \]  
(11)

\[ P_{Grid}(t) = P_{DG}(t) \]  
(12)

where, \( P_{WTGs}(t) \) is the power output from the wind turbine generator at \( t \) hour.

4 Formulation

In this section, objective functions are formulated, economic analyse are made, constraints are expressed, and optimization technique is described.

4.1 Objective Functions

The two states of pumped storage are simulated with virtual generator and virtual motor [17]. Taken the total daily operating cost of conventional thermal generating units, imported power, and renewable energy sources, and maximum daily load-generation deficit minimum as objects, by considering the states switching costs of pumped storage, the objective functions are defined in two cases as follows:

For case1:
Total daily operating cost

\[ \min : TDOC = \text{Cost}(P_{DG} + P_{IMP} + P_{PV} + P_p). \]  
(13)

Load-generation deficit

\[ \min : [\max(\text{generation} - \text{load})]. \]  
(14)

For case2:
Total daily operating cost

\[ \min : TDOC = \text{Cost}(P_{DG} + P_{PV} + P_{WTGs} + P_p). \]  
(15)

Load-generation deficit

\[ \min : [\max(\text{generation} - \text{load})]. \]  
(16)

4.2 Economic Analyses

The life cycle cost (LCC) of RESs and PHES are obtained as follows:

**PV array LCC**: The capital cost of the investment for PV array system is equal to the initial cost \( (\alpha_{PV} \text{ in } \$/m^2) \) of PV array multiplied by the total area \( (A_{PV} \text{ in } m^2) \) occupied by PV array [13-18]:

\[ C_{PV} = \alpha_{PV}.A_{PV}. \]  
(17)

The total operation and maintenance cost of PV array per year is:

\[ OM_{n_{PV},PV} = \beta_{PV}.A_{PV}. \sum_{j=1}^{N} \left( \frac{1 + \mu_{PV}}{1 + i} \right)^j. \]  
(18)
Table 1. Parameters used

| Parameter                        | Value       |
|----------------------------------|-------------|
| Interest rate                    | 0.1         |
| Project lifetime                 | N (years) 20|
| Inflation rate                   | 0.04        |
| Escalation rate                  | µ<sub>PV</sub> = 0.075 |
| PV initial cost                  | α<sub>PV</sub> = 519.7 |
| Annual O & M cost of PV          | β<sub>PV</sub> = $/m<sup>2</sup>/year, 1% of α<sub>PV</sub> |
| Resale price of PV               | λ<sub>PV</sub> = $/m<sup>2</sup>, 25% of α<sub>PV</sub> |
| PV efficiency                    | η<sub>PV</sub> = 16% |
| Lifetime of PV                   | L<sub>PV</sub> (years) 20 |
| Initial cost of wind turbine     | α<sub>W</sub> = $/m<sup>2</sup> |
| Annual O & M cost of wind turbine| β<sub>W</sub> = $/m<sup>2</sup>/year, 2% of α<sub>W</sub> |
| Resale price of wind turbine     | λ<sub>W</sub> = $/m<sup>2</sup>, 30% of α<sub>W</sub> |
| Wind turbine lifetime            | L<sub>W</sub> (years) 20 |
| Wind power coefficient           | C<sub>p</sub> = 0.59 |
| Air density                      | ρ<sub>a</sub> (kg/m<sup>3</sup>) 1.225 |
| Reinforce concrete (reservoir)   | α<sub>UR</sub> = $/m<sup>3</sup> |
| Pump initial cost                | α<sub>p</sub> = $/kW |
| Pump lifetime                    | L<sub>p</sub> (years) 10 |
| Turbines and pipes               | α<sub>tkps</sub> = $/kW |
| Turbines and pipes lifetime      | L<sub>tkps</sub> (years) 10 |

where, β<sub>PV</sub> is the annual operation and maintenance cost ($/m<sup>2</sup>/year), µ<sub>PV</sub> the annual rate, i is the interest rate and N denotes the project lifetime.

By assuming the lifetime span of PV panels equal to the project lifetime, the total replacement cost for PV panels is zero (R<sub>PV</sub> = 0).

By considering the resale price of λ<sub>PV</sub> ($/m<sup>2</sup>), the total income obtained from resale is [13-18]:

\[ S_{npv,PV} = λ_{PV} \cdot A_{PV} \cdot \left(\frac{1 + \delta}{1 + i}\right)^N. \]  \((19)\)

where, δ denotes the inflation rate.

Finally, the life cycle cost of PV array is obtained by using Equation (20) [13-18]:

\[ LCC_{PV} = C_{PV} + OM_{npv,PV} + R_{npv,PV} - S_{npv,PV}. \]  \((20)\)

where, C<sub>PV</sub>, OM<sub>PV</sub>, R<sub>PV</sub>, and S<sub>PV</sub> are the capital cost, operation and maintenance cost, replacement cost, and salvage cost (in $) respectively. The subscript npv represents the net present value of each factor.

**WTGs LCC** : The wind turbine generators life cycle cost is obtained using the same equations as for the PV array, except that the subscript PV is replaced by WTGs.

**LCC of PHES major component** : The cost of upper reservoir (UR) is mainly from the reinforced concrete. Similarly, the LCC value for the UR is obtained using the same equations as for the PV array, except that the subscript PV is replaced by UR.

Table 1 above presents the parameters used in this study.

### 4.3 Constraints

In minimizing the objective function regarding the total daily operating cost, the following system constraints must be satisfied:
Pumped Storage Constraints

a) Generation limit constraints:

\[ P_{g \min, k} \leq P_{g,k,t} \leq P_{g \max, k}. \]  

(21)

\[ P_{p \min, k} \leq P_{p,k,t} \leq P_{p \max, k}. \]  

(22)

where, \( P_{g \min, k} \) and \( P_{g \max, k} \) are the minimum and maximum output powers from the pump \( k \) during the generating mode at time \( t \) respectively. \( P_{p \min, k} \) and \( P_{p \max, k} \) are the minimum and maximum output powers consumed by the pump \( k \) during the pumping mode at time \( t \) respectively.

b) Water flow limit constraints:

\[ Q_{g \min, k} \leq Q_{g,k,t} \leq Q_{g \max, k}. \]  

(23)

\[ Q_{p \min, k} \leq Q_{p,k,t} \leq Q_{p \max, k}. \]  

(24)

where, \( Q_{g \min, k} \) and \( Q_{g \max, k} \) are the minimum and maximum water flow rates in pump \( k \) during the generating mode at time \( t \) respectively. \( Q_{p \min, k} \) and \( Q_{p \max, k} \) are the minimum and maximum water flow rates in pump \( k \) during the pumping mode at time \( t \) respectively.

c) Upper level limit of a reservoir:

\[ V_{u \min, k} \leq V_{u,k,t} \leq V_{u \max, k}. \]  

(25)

where, \( V_{u \min, k} \) and \( V_{u \max, k} \) are the minimum and maximum water volume (\( m^3 \)) in the upper reservoir at time \( t \) respectively.

d) Water balance between the upper and lower reservoir:

\[ V_{u,k,t+1} = V_{u,k,t} - Q_{k,t}. \]  

(26)

\[ V_{l,k,t+1} = V_{l,k,t} + Q_{k,t}. \]  

(27)

**Thermal power unit constraint**

\[ P_{i \min} \leq P_{t,i} \leq P_{i \max} \]  

(28)

where, \( P_{i \min} \) and \( P_{i \max} \) are the minimum real power generated and maximum real power generated by \( i^{th} \) thermal unit in \( t^{th} \) hour respectively.

4.4 Optimization Technique

\( \varepsilon \)-MOGA is an elitist multi-objective evolutionary algorithm based on the concept of epsilon-dominance, which is used to control the content of the archive \( A(t) \) where the result of the optimization problem is stored [19]. \( \varepsilon \)-MOGA obtains an \( \varepsilon \)-pareto set, \( \Theta_p^\varepsilon \) (which is not unique), that converges toward the pareto optimal set, \( \Theta_p \), in a smart distributed manner around the pareto front \( \mu(\Theta_p) \) with limited memory resources. Moreover, it adjusts the limits of the pareto front dynamically and prevents the solutions belonging to the ends of the front from being lost. To reach this goal, the objective space is split into a fixed number of boxes \( n_{\text{box}} \). So, for each dimension \( i \in [1\ldots n] \), \( n_{\text{box}} \) cells of \( \varepsilon_i \) width are created [20]:

\[ \varepsilon_i = (\mu_i^{\max} - \mu_i^{\min})/n_{\text{box}}, \mu_i^{\max} = \max x \in \Theta_p \mu_i(x)m, \mu_i^{\min} = \min x \in \Theta_p \mu_i(x)and x \in \Theta_p. \]  

(29)

This grid preserves the diversity of \( \mu(\Theta_p^\varepsilon) \) since each box can be occupied by only one solution. For a solution \( x \in \varepsilon \) solution space, \( \text{box}_i(x) \) can be defined by
The main steps of the proposed algorithm are as follows [21-24]:

\[ box_i(x) = \left(\frac{[\mu_i(x) - \mu_i^{\min}]}{\mu_i^{\max} - \mu_i^{\min}}\right) \times [n_{\text{box}_i}] . \] (30)

\[ \forall i \in [1, ..., n] \]

A solution \( x^1 \) with value \( \mu(x^1) \) \( \varepsilon \)-dominates the solution \( x^2 \) with value \( \mu(x^2) \), denoted by \( x^1 \prec_{\varepsilon} x^2 \), if and only if

\[ box(x^1) < box(x^2) \lor (box(x^1) < box(x^2))^\wedge x^1 < x^2 , \]

\[ box(x) = box_1(x), ..., box_s(x) . \] (31)

Hence, a set \( \Theta_p^* \subseteq \Theta_p \) is \( \varepsilon \)-pareto, if and only if

\[ \forall x^1, x^2 \in \Theta_p, x^1 \neq x^2 , \]

\[ box(x^1) \neq box(x^2) \lor box(x^1) >_{\varepsilon} box(x^2) . \] (32)

Therefore, \( \varepsilon \)-MOGA updates \( A(t) \) by saving only \( \varepsilon \)-dominant solutions that do not share the same box. When two mutually \( \varepsilon \)-dominant solutions compete, the solution that remains in \( A(t) \) is the closer to the center of the box. So, preventing solutions belonging to adjacent boxes and increasing diversity of solution can be achieved. The algorithm is composed of three populations: the main population, \( P(t) \), which explores the search space \( D_s \) during the iterations and its population size is \( N_{\text{ind}_{p}} \). The auxiliary population \( G(t) \) and its size is \( N_{\text{ind}_{G}} \), which must be an even number. The last one is the archive, \( A(t) \), which stores the solutions \( \Theta_p^* \) and its size is \( N_{\text{ind}_{A}} \) that is variable but bounded by:

\[ N_{\text{ind}_{-max \_A}} = \prod_{i=1}^{n_{\text{box}}} (n_{\text{box}} + 1) / n_{\text{box}} + 1 . \] (33)

The main steps of the proposed algorithm are as follows [21-24]:

- Step1. Begin and create empty \( A(t) \).
- Step2. \( P(0) \) is initialized with \( N_{\text{ind}_{p}} \) individuals that have been randomly selected from \( D_s \).
- Step3. Calculate the fitness value of each individual in \( P(t) \).
- Step4. Check individuals in \( P(t) \) that might be included in \( A(t) \), as follows:
  - 1) Non-dominated individuals in \( P(t) \) are detected, \( \Theta_{N_D} \).
  - 2) Pareto front limits \( \mu^{\max} \) and \( \mu^{\min} \) are calculated from \( \mu(x), \forall x \in \Theta_{N_D} \).
  - 3) Individuals in \( \Theta_{N_D} \) are analyzed and those which are not \( \varepsilon \)-dominated by individuals in \( A(t) \), are included in \( A(t) \).
- Step5. Create \( G(t) \) as follows:
  - 1) Two individuals are randomly selected, \( x^p \) from \( P(t) \), and \( x^A \) from \( A(t) \).
  - 2) A random number \( u \in [0-1] \) is generated.
  - 3) If \( u > P_{c/m} \) (probability of crossing/mutation), \( x^p \) and \( x^A \) are crossed over by means of the extended linear recombination technique.
  - 4) If \( u < P_{c/m} \), \( x^A \) and \( x^p \) are mutated using Gaussian distribution and then included in \( G(t) \). This procedure is repeated \( N_{\text{ind}_{p}}/2 \) times until \( G(t) \) is filled up.
- Step6. Calculate the fitness value of each individual in \( G(t) \).
- Step7. Check, one by one, which individuals in \( G(t) \) must be included in \( A(t) \) on the basis of their location in the objective space.
- Step8. Update \( P(t) \) with individuals from \( G(t) \). Every individual \( x^G \) from \( G(t) \) replaces an individual \( x^p \) that is randomly selected from the individuals in \( P(t) \) which are dominated by \( x^G \). However, \( x^G \) will not be included in \( P(t) \) if there is no individual in \( P(t) \) dominated by \( x^G \).

Finally, individuals from \( A(t) \) compose the smart characterization of the pareto front, \( \Theta_p^* \).
5 Results and Discussion

5.1 Results

The optimization results using $\varepsilon$-MOGA are presented in this section.

A. Case 1

Fig. 4 provides the Pareto Front. The PV output power and the water volume stored in the upper reservoir are depicted in Fig. 5 and Fig. 6 respectively. Fig. 7 and Fig. 8 present the power taken from the hybrid grid and the output power supplied by the pumps to the combined thermal units, imported power and PV array system, respectively. The load/generation balance is shown in Fig. 9.

![Figure 4. Pareto-Front.](image-url)

![Figure 5. PV output power.](image-url)
Figure 6. Water volume in the upper reservoir.

Figure 7. Output power for pumping water.

Figure 8. Output power from the pumps.
B. Case 2

The Pareto Front is shown in Fig. 10. Fig. 11, Fig. 12 and Fig. 13 present the PV output power, the wind turbine generators output power, and the volume of water contained in the upper reservoir used in optimization, respectively. The output power for pumping water in case of less load demand is shown in Fig. 14 while Fig. 15 provides the output power supplied by the thermal units, PV array system and WTGs during high load demand. Fig. 16 depicts the load/generation balance.

Figure 9. Load generation balance curves.

Figure 10. Pareto-Front.
Figure 11. PV output power.

Figure 12. Wind turbine generators output power.

Figure 13. Water volume in the upper reservoir.
Figure 14. Output power for pumping water.

Figure 15. Output power from the pumps.

Figure 16. Load generation balance curves.
5.2 Discussion

ε-MOGA is used to optimize the values of decision variables in order to solve the UC problem using renewable energy sources and pumped storage into two cases as follows:

A. Case 1

In this approach, ε-MOGA is applied to tune 98 decision variables consisting of the area of PV panels, water volume in the upper reservoir, and the hourly output power of each diesel generator. The parameters of the algorithm were set to:

- $N_{ind_G} = 8$, $N_{ind_P} = 50000$, $P_{c/m} = 0.2$, Number of generation = 1000, $n_{box_1} = n_{box_2} = 500$.

After running the simulation of the proposed optimization scheme, the final Pareto Front of ε-MOGA is achieved which consists of 29 points as shown in Fig. 4. Considering the priority of the first objective to meet the load demand while minimizing the total daily operating cost, one point is selected to achieve the proposed performance. In this study, the quantity of water contained in the upper reservoir (Fig. 6) is set to 5% as minimum storage capacity, and the maximum storage capacity 95%. However, in case of off peak load demand, the pump/motor unit (Fig. 7) takes surplus power from the hybrid grid and PV array system in order to pump water from the river to the upper reservoir. Moreover, power output from the turbine/generator unit (Fig. 8) comes into action during peak load demand. These two figures are referred to as pumping mode and generating mode respectively, which are like the charging/discharging scenario of batteries. Furthermore, Fig. 9 indicates the load/generation balance where the total generation (IMP, DGs, PV, and PHES) succeeded to meet the load demand (peak load) when PHES is in generating mode. It is worthy to be mentioned that wherever we observe the brown bar above the load curve for certain hours, it means that the power demand is less than the generated power. This surplus power is being used by the PHES to pump water into the upper reservoir.

B. Case 2

Wind turbine generators are used in this case beside photovoltaic power to replace the imported power. The proposed scheme is expected to be as long run plan to get rid of the economical and political problems of the imported power. ε-MOGA is utilized to optimize 99 decision variables consisting of the area of PV panels, area of wind turbine generators, water volume in the upper reservoir, and the hourly output power of each diesel generator. The same two objective functions of case 1 are considered. The parameters of the algorithm in this case were set to:

- $N_{ind_G} = 8$, $N_{ind_P} = 70000$, $P_{c/m} = 0.2$, Number of generation = 1000, $n_{box_1} = n_{box_2} = 500$.

Pareto Front of ε-MOGA is achieved after running the simulation of the proposed optimization technique containing 171 points as shown in Fig. 10. One point is then selected to achieve the proposed behaviour considering the priority of the first objective function. As mentioned in the results section, Fig. 14 describes the power supplied by the hybrid thermal units and renewable energy sources to the pumps during off peak load and Fig. 15 represents the amount of power delivered by the pumps during peak load demand. In addition, Fig. 16 presents the load/generation balance where the total generation (DGs, WTGs, PV, and PHES) succeeded to meet the load demand. Finally, this case shows the independence of the Niamey power system from the imported power.

6 Conclusion

This paper presents a modern real multi-objective scheme to solve the thermal unit commitment problem in Niamey, the capital of Niger. Two scenarios are considered in the proposed approach. The first scenario consists of the inclusion of PV and PHES with four conventional thermal generating units and imported power from a neighboring country. Moreover, in the second scenario, WTGs are utilized beside PV and PHES to get rid of the imported power and its economical and political effects. Minimizing the total daily operating cost and reducing the maximum daily load/generation deficit are considered as two objective functions in the two cases and ε-MOGA is used to tune the values of the decision variables in the two scenarios according to the proposed objective functions. The effectiveness and robustness of the proposed control methodology for meeting the load, minimizing the total daily operating cost, and solving the unit commitment problem for the diesel generators over the day with the inclusion of PV, WTGs and PHES is confirmed through the two scenarios using MATLAB® environment.
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