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In this article, we propose a new framework for segmentation of Bangla handwritten word images into meaningful individual symbols or pseudo-characters. Existing segmentation algorithms are not usually treated as a classification problem. However, in the present study, the segmentation algorithm is looked upon as a two-class supervised classification problem. The method employs an SVM classifier to select the segmentation points on the word image on the basis of various structural features. For training of the SVM classifier, an unannotated training set is prepared first using candidate segmenting points. The training set is then clustered, and each cluster is labeled manually with minimal manual intervention. A semi-automatic bootstrapping technique is also employed to enlarge the training set from new samples. The overall architecture describes a basic step toward building an annotation system for the segmentation problem, which has not so far been investigated. The experimental results show that our segmentation method is quite efficient in segmenting not only word images but also handwritten texts. As a part of this work, a database of Bangla handwritten word images has also been developed. Considering our data collection method and a statistical analysis of our lexicon set, we claim that the relevant characteristics of an ideal lexicon set are present in our handwritten word image database.
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1. INTRODUCTION

Character segmentation is one of the key modules in a system for segmentation-based handwritten word recognition that seeks to decompose a word image into sub-images of meaningful individual patterns/symbols [A. El-Yacoubi and Suen 1999], called pseudo-characters [Koerich et al. 2003] or glyphs. Such a pseudo-character may be (i) an individual character, (ii) a part of a single character, (iii) parts of two adjacent characters, or (iv) two or more individual characters. Segmentation in the case of (ii) is known as oversegmentation and that in the case of (iv) is known as undersegmentation. In a system where segmentation leads to more over- and/or under-segmentation, a higher error rate is incurred. The segmentation task is more challenging and difficult when handwriting in a script is cursive. Although developing a successful handwriting recognition system seems to be a long-term goal, currently some less ambitious tasks such as recognition of postal addresses, bank checks, and the like have been undertaken as a handwritten word recognition problem. In a problem like postal address recognition, where the lexicon size is small, the number of address words such as post office and city names is not very large, and the recognition engine recognizes the address words directly without using any character segmentation. But when the lexicon size is large, it is very difficult to develop a recognition system without using segmentation. In recent years, more sophisticated techniques have been investigated for recognition of unconstrained handwritten texts mainly in Roman script [Alessandro Vinciarelli and Bunke 2004], where segmentation and recognition processes work interactively. The underlying predefined character models play an important role in making a decision on character boundaries as well as in generating possible hypotheses of characters within such a boundary. Commonly, a sliding-window technique, specific to a script, is used to focus on meaningful parts (ideally, a character or a part of character) of a word image in a specific order. The main drawback of this kind of approach is that sometimes, for a single word image, it can generate a huge number of character hypotheses that reduce the system's performance. The performance is not only in terms of accuracy but also in terms of recognition time. An efficient windowing technique can improve the system performance by reducing the number of hypotheses, but establishing an efficient windowing technique is one of the big challenges. In fact, it is an open issue in developing an unconstrained handwriting recognition system. One of the ways to establish an efficient windowing technique is to use predetermined segmentation knowledge. Thus, there is always an added advantage to incorporating a segmentation module in an unconstrained handwriting recognition system.

In this study, segmentation of a handwritten Bangla word image into meaningful individual symbols or pseudo-characters is addressed. The task considered here is quite difficult due to (i) the complex nature of individual Bangla basic characters (even in printed form) and (ii) the extremely cursive nature of Bangla handwriting. It is pertinent here to note that the cursiveness of the handwritten form of other major Indian scripts is much less than that of Bangla script. However, for implementing and testing the proposed segmentation algorithm, we developed a handwriting database as well. A set of the names of some small, medium, and large towns in the eastern region of India was used to build the database. Here, 119 such names were considered, and 300 handwritten samples for each such word were collected, covering a reasonably large spectrum of handwriting styles. Furthermore, a statistical analysis on the lexicon indicates that it contains several desirable properties of a Bangla corpus.

The existing segmentation algorithms are not usually treated as a classification problem. However, in the present study the segmentation algorithm is looked upon as a two-class supervised classification problem. Such an algorithm needs (i) a training set and a test set consisting of both segmenting and nonsegmenting points belonging to the word images and (ii) a set of feature vectors from these points. Due to the variation in
handwriting style, one needs to generate a large set of segmenting and nonsegmenting points from the training set of word images. However, to manually generate such a large set is not practical. Here, we first start with a relatively small manually generated training set and build a classifier based on this training set, and then we generate more training samples using a semi-supervised bootstrapping technique on the basis of both the classifier and the earlier training set. More training samples will lead to a more robust classifier.

The article is organized as follows. Section 2 deals with the selection of a lexicon set of Bangla words and the development of a database of word images on the basis of the lexicon set. In Section 3, the basic segmentation techniques are discussed. Section 4 discusses the related works on Bangla character segmentation. The proposed segmentation method is described in Section 5, which also proposes a semi-automatic bootstrap technique for labeling new data. The procedure for segmenting a word image into characters is described in Section 6. The segmentation results and an analysis of the results are reported in Section 7. Finally, concluding remarks are made in Section 8.

2. DATABASE

The Bangla language is most widely used by a large number of people in the eastern part of India and Bangladesh. In fact, Bangla is the second most popular language in the Indian subcontinent and the fifth most popular language in the world. The Bangla handwriting has its own complexity due to its cursive nature. The complete Bangla character set consists of 11 basic vowels (1–11 characters), 39 basic consonants (12–50 characters), 10 vowel modifiers (51–60 characters) and 2 consonant modifiers (61–62 characters), as shown in Figure 1, and around 200 compound characters. The vowel modifiers correspond to the second to eleventh vowels shown in Figure 1(a). The first vowel character does not get modified.

Recent years have seen increased research interest in recognition of Bangla handwriting [Bhowmik et al. 2009; Bhattacharya et al. 2012] because of computerization at various levels of Indian administration. Some standard image databases of isolated Bangla handwritten characters (including numerals, basic characters, and vowel modifiers) have been developed [Bhattacharya and Chaudhuri 2005]. Recently, a database of handwritten Bangla and Bangla-English mixed script has been developed [Sarkar et al. 2012] that incorporates only a few writing styles from literate people. Apart from these, no standard image databases are available for unconstrained handwriting in Bangla text. Developing a representative database containing all the characteristics of Bangla script is not only difficult but also a tedious task, and it requires expert linguistic knowledge. But, as a less ambitious task, we developed a handwriting image database with a small lexicon set that possesses most of the characteristics of a large corpus of Bangla. This set features 300 writers of various levels of age, literacy, and profession. The database was developed for the present study and its possible extension for future work.

2.1. Selection of Lexicon Set

A set of names of small, medium, and large towns in the state of West Bengal (the Bangla-speaking state in India) is considered as the lexicon set for the development of an image database of handwritten Bangla words. The lexicon set is chosen to include most of the important basic characters and vowel modifiers. Eight rare basic characters (reference numbers: 4, 6, 7, 9, 11, 21, 47, and 49 in Figure 1) and one rare vowel modifier (reference number: 56) are kept out of the database because of the nonavailability of town names containing such characters, which together constitute less than 0.3% of a Bangla corpus [Chaudhuri and Ghosh 1998]. Furthermore, words of varying length are included in the lexicon set (see Table 1).
2.2. Statistical Analysis of the Lexicon Set

Corpus-based statistical analysis of any language has real-life uses in the areas of OCR, language processing, cryptography, linguistics, generic content recognition, speech analysis, spelling error correction, and the like. Chaudhuri and Ghosh [1998] presented a statistical study for a Bangla corpus of 4.6 million words compiled from naturally occurring printed materials of different disciplines like literature, science, commerce, and electronic mass media. Their statistical analysis reflects the real-life occurrence of various words together with different word lengths and characters (vowels, consonants, vowel modifiers, and compound characters) of the Bangla corpus. The definition of word length here is the number of characters in a word excluding the vowel modifier(s). The compound characters are taken as single characters. In their study, it was observed that word lengths from 2 to 9 in the corpus cover around 99.5% of all the words. In the present study, we considered words having word lengths from 2 to 9 only. The percentages of occurrence of various word lengths in our lexicon set and in the study of Chaudhuri and Ghosh [1998] are shown in Table I.
Table I. Occurrence of Words with Different Lengths in Our Lexicon Set and in the Bangla Corpus [Chaudhuri and Ghosh 1998]

| Word length | Percentage of occurrence in Bangla corpus [Chaudhuri and Ghosh 1998] | Percentage of occurrence in our lexicon set |
|-------------|---------------------------------------------------------------------|--------------------------------------------|
| 1           | 0.16                                                                | 0.00                                       |
| 2           | 11.54                                                               | 4.27                                       |
| 3           | 22.75                                                               | 19.66                                      |
| 4           | 25.37                                                               | 36.75                                      |
| 5           | 18.33                                                               | 24.79                                      |
| 6           | 10.96                                                               | 10.26                                      |
| 7           | 6.10                                                                | 1.71                                       |
| 8           | 3.05                                                                | 1.71                                       |
| 9           | 1.42                                                                | 0.85                                       |
| 11          | 0.23                                                                | 0                                          |
| 12          | 0.09                                                                | 0                                          |
| 13          | 0.03                                                                | 0                                          |
| 14          | 0.01                                                                | 0                                          |
| 15          | 0.00                                                                | 0                                          |
| 16          | 0.00                                                                | 0                                          |
| 17          | 0.00                                                                | 0                                          |
| 18          | 0                                                                   | 0                                          |

Table II. Comparison of the Percentage of Occurrence of Vowels, Consonants, and Compound Characters in Chaudhuri and Ghosh [1998] with that in the Present Study

| Characters          | Percentage of occurrence in Chaudhuri and Ghosh [1998] | Percentage of occurrence in our lexicon set |
|---------------------|-------------------------------------------------------|--------------------------------------------|
| Vowels              | 39.7                                                  | 38.0                                       |
| Consonants          | 52.9                                                  | 61.0                                       |
| Compound Characters | 7.3                                                   | 1.0                                        |

In our lexicon set, the vowels occur in 38.01% and the consonants occur in 60.95% of the cases. The comparison of the percentage of occurrence of vowels, consonants, and compound characters in our lexicon set with that in the Bangla corpus [Chaudhuri and Ghosh 1998] is shown in Table II. From the study of Chaudhuri and Ghosh [1998], it is observed that, in Bangla, the consonants and vowels (excluding the compound characters) occur in approximately 93% of the cases, a very large figure in comparison to the compound characters, whose number is around 200. We excluded the compound characters from our study because of their small percentage of occurrence and enormous complexity. The goal of the present study is to develop a method of segmentation as a part of a whole recognition system for handwritten words that involve an overwhelming majority of Bangla characters. However, the task here, though limited in scope, is quite challenging, keeping in mind the complexity of the cursive nature of Bangla handwriting.

The difference in the percentage of occurrence of individual characters (vowels, consonants, and vowel modifiers) present in our lexicon along with those in the Bangla corpus is shown in Figure 2. The distribution in Figure 2 shows that our lexicon set is able to represent the real-life occurrence of individual characters in Bangla.

2.3. Preparation of Image Database

For our database development, we used 300 native Bangla writers of various levels of age, literacy, and profession. Each of them wrote all the words in our lexicon set of 119 words. Attempts were made to cover a reasonably large spectrum of handwriting styles.
in Bangla. These word images were scanned with a resolution of 300 dpi and stored as tiff images in grayscale format. In total, 35,700 word images form the database for our experiment. Considering our data collection method and statistical analysis of our lexicon set, we can claim that our database can be considered as a balanced database suitable for use in a research problem. All the words in the lexicon along with their reference numbers and two handwritten samples are shown in Figures 3 and 4.

3. BASIC SEGMENTATION TECHNIQUES

Segmentation algorithms can be classified into three main categories: region-based, contour-based, and recognition-based methods. A brief description of these categories is given here.

3.1. Region-Based Segmentation

The main idea in this method is first to identify the background regions and then to extract some features such as valleys, loops, reservoirs and the like from them. Top-down and bottom-up matching algorithms are used to construct the segmentation path by identifying such features. This type of work was reported in Simon [1992], Balestri and Masera [1988], and Pal and Datta [2003]. However, such methods tend to become unpredictable while segmenting connected characters that share a long segment. Also, the problem of extracting proper features from degraded images is common.

3.2. Contour-Based Segmentation

Several contour-based algorithms were proposed for character segmentation [Casey and van Horne 1992; Bozinovic and Srihari 1989; Kim and Govindaraju 1997; Koerich et al. 2003]. Casey and Horne's algorithm observes that when two characters

Fig. 2. Distribution of the difference between the Bangla corpus [Chaudhuri and Ghosh 1998] and our lexicon set at character level. Here, the difference in occurrences of individual characters is distributed with mean $m = -0.06$, standard deviation $\sigma = 1.89$, and skewness $\gamma = -0.58$. 
are touching, there should be a concavity located at the point of contact. Therefore, the
algorithm examines the middle section of a touching character image for concavities.
Local curvature is estimated through edge direction, which is obtained by a contour-
following algorithm. English handwritten characters are in general connected in
the lower contour of a word image. For identifying the Pre-Segmented Points (PSP),
Bozinovic and Srihari’s algorithm first searches for local minima along the lower
contour of the word. At every such local minimum, it then looks left and right within
certain limits to locate zones in which PSPs are eligible to be placed. Each of these
zones is characterized by both the sequence of single runs in vertical projection and
a frequency of less than a predetermined threshold. If such a zone is found, a PSP is
placed at the middle of it. A similar work is found in the literature [Schomaker et al.
2004] where a contour-based algorithm is used to fragment a connected component for
automatic writer identification.

### 3.3. Recognition-Based Segmentation

Recognition-based segmentation algorithms [Casey and Nagy 1982; Kimura et al.
1993a, 1993b; Nohl et al. 1992; Yu et al. 2001; Bulacu et al. 2009] consist of two
steps: generation of segmentation hypotheses and choice of the best hypothesis. In this method, recognition is done iteratively according to the hypothesis generating the most satisfactory recognition score. Word-level knowledge may be utilized during the recognition process in the form of statistics, as a lexicon of possible words, or by a combination of these. Such methods are not only time-consuming but also their output depends heavily on the performance of the character recognition engine.

Apart from these three main categories, several other methods for handwritten character segmentation have been published [Yanikoglu and Sandon 1998; Casey and Lecolinet 1996; Lu and Shridhar 1996]. Maragoudakis et al. [2003] proposed a segmentation method where an initial PSP is detected through an analysis of the vertical histogram. For final segmentation, a Bayesian Belief Network is used as a classifier. Information on the position where the starting segment boundary intersects a character, the vertical histogram, the width of the current segment, and the position of the most horizontal and vertical strokes is used as the feature vector.

4. BANGLA HANDWRITTEN CHARACTER SEGMENTATION

Several research studies on character segmentation for non-Indian scripts have been reported, and satisfactory results have been obtained. However, to the best of our
knowledge, only a few studies on segmentation are available for Bangla handwritten scripts [Bishnu and Chaudhuri 1999; Pal and Datta 2003; Roy et al. 2005; Basu et al. 2007; Sankar et al. 2009]. These methods are based on conventional unsupervised approaches and are highly dependent on several handcrafted threshold values. As an initial work, we developed a method for segmentation of Bangla handwritten words into characters (see [Roy et al. 2005]) in an unsupervised manner. Since we will compare our proposed work with the previous study, we give a brief overview of the method and point out its advantages and disadvantages.

After a detailed study on cursive Bangla handwriting, it was observed that, in most cases, the connection between two adjacent characters occurs at the upper portion of the word sample. In other words, characters are connected along the waist line or Matra/Headline of a Bangla word. It may be noted that in English handwriting, the connection between characters is normally near the baseline. Furthermore, the contour fragment that connects two adjacent characters may take one of the patterns shown in Figure 5. These patterns are used to characterize the segmenting points throughout the word image. Hence, we identify all such points where the corresponding contour fragments follow any of these patterns. The set of possible segmenting points are now used to correct the skew of a word sample. For this purpose, a graphical path with the segmenting points is constructed based on several heuristics that emphasize certain characteristics of Bangla words. This graphical path is considered as an approximation to the Headline. In a de-skewed word sample, the Headline should ideally be a horizontal straight line segment. Therefore, the graphical path is aligned with the horizontal line as much as possible in order to correct the skew of the word sample. Finally, the segmenting points that belong to a defined zone around the graphical path are taken to be the candidate segmenting points. The word sample is segmented at these candidate points.

The advantage of this method is that, with only the graphical path, both skew correction and segmentation can be achieved. Unlike many other approaches, separate methods are not required for skew correction and segmentation. It has been observed that, given the proper thresholds, this procedure performs satisfactorily most of the time. However, it uses a large number of thresholds, and the main disadvantage is that the threshold values are determined in an ad-hoc manner and are very specific to the database. No formal method is used to select these threshold values. This issue is crucial since this method heavily depends on heuristics and provides no scope to introduce learning techniques for capturing uncertainty. In addition, this method does not address the issue of undersegmentation properly. Keeping these issues in mind, our next attempt was to solve the segmentation problem in a supervised way, where a classifier is learned to label the segmenting and nonsegmenting points [Bhowmik et al. 2005]. The improved classification performance of this attempt encouraged us to develop a more generic segmentation technique in a similar supervised fashion. The present work thus describes a segmentation scheme based on supervised selection of segmenting points with contour pattern matching. This procedure does not involve any heuristics and therefore overcomes the drawbacks of our previous attempt. Also, the issue of undersegmentation is satisfactorily addressed here.
5. SUPERVISED CHARACTER SEGMENTATION BASED ON CONTOUR PATTERN MATCHING

In the present study, for a given contour point, we examine a number of preceding and following contour points (Figure 6)—called a sequence pattern—reflecting the structural nature of the neighborhood. Two such sequence patterns, one coming from the lower contour and the other coming from the upper contour, are said to indicate a candidate segmenting point if they satisfy certain conditions (to be provided later). A feature vector is computed from a candidate segmenting point. To find the candidate segmenting points and to extract features from these candidate segmenting points for an input word image, we first binarize the image and then apply the filtering technique to smooth the edges before contour tracing. Now, to form a training set, several candidate segmenting points are considered and labeled as “segmenting points” and “nonsegmenting points.” A Support Vector Machine (SVM) is then trained on the basis of the training set and finally used to discriminate between segmenting and nonsegmenting points. A few threshold values (such as thickness of the writing pen and height of the middle zone) are used to select the initial set of candidate segmenting points. These threshold values are computed automatically from the word image. In the following sections, we define these threshold parameters and describe the procedure to compute them.

5.1. Preprocessing

In this section, we define some common features of Bangla handwritten words such as the thickness of the writing pen, the busiest zone (called middle zone), the Matra line, and the segmenting region, which are used as the threshold parameters for this segmentation process.

5.1.1. Thickness of Writing Pen. To find the thickness of the writing pen, a word image is scanned both row- and column-wise in order to get the runs of object pixels. The frequency distribution of the run-lengths is considered, and the most frequent run-length is called the thickness $T$ of the writing pen.

5.1.2. Zone Detection. To determine the zones of a binary word image, a horizontal projection profile is analyzed. The projection is obtained in the form of $\alpha_i$ as follows:

$$\alpha_i = \begin{cases} 
1, & \text{if } (m_i - \frac{1}{B} \sum_j m_j) > 0 \\
0, & \text{otherwise}
\end{cases}$$

where $m_i$ is the number of object pixels in the $i^{th}$ row of the word image and $B$ is the number of object pixel rows of the word image (an object pixel row means a row that has at least one object pixel). Now, if $H$ is the height or the number of rows of the word image, then both $i$ and $j$ range from 0 to $(H - 1)$. Obviously, if there is no non-object rows (i.e., having only zero entries), then the values of $B$ and $H$ are the same. The min and max indices of positive $\alpha_i$ give the middle zone boundaries of the word image.
\( \alpha_i > 0 \) indicates that the \( i^{th} \) row is significant. The first significant row (say, \( \text{row}_u \)) from the top and the first significant row (say, \( \text{row}_l \)) from the bottom define the middle zone. The height of the middle zone is thus \( h = (\text{row}_l - \text{row}_u + 1). \) The portion above the middle zone is called the upper zone, and the portion below is called the lower zone of the word image. In most of the cases, this measurement works satisfactorily. But for those cases when a vowel modifier itself has a long horizontal object pixel run (due to certain handwriting styles), the significant row (for which \( \alpha_i > 0 \)) does not appear in the desired position, and, as a result, the zones are not detected properly (Figure 7(a)). To circumvent this problem, we adopt the following procedure. Let

\[
 \alpha'_i = \begin{cases} 
 1, & \text{if } (\frac{\alpha^\text{Run}_{i}}{\alpha^\text{RunMax}} - \zeta) > 0 \\
 0, & \text{otherwise.} 
\end{cases}
\]

where \( \alpha^\text{Run}_i \) = length of non-zero run at \( i^{th} \) position in \( (\alpha_0, \alpha_1, \ldots \alpha_{H-1}) \), \( \alpha^\text{RunMax} \) = maximum length of non-zero runs in \( (\alpha_0, \alpha_1, \ldots \alpha_{H-1}) \), and \( \zeta \geq 0 \) is a bias term. For example, suppose \( \alpha_i \) values are \([0, 1, 0, 1, 1, 0, 0]\). Here, the length of the non-zero run at the 1\textsuperscript{st} position in \( \alpha_i \) is 1, whereas at the 3\textsuperscript{rd}, 4\textsuperscript{th} or 5\textsuperscript{th} positions in \( \alpha_i \) is 3. So, \( \alpha^\text{Run}_i \) values would be \([0, 1, 0, 3, 3, 3, 0, 0]\). It is clear that the middle zone gives rise to a long non-zero run in \( (\alpha_0, \alpha_1, \ldots \alpha_{H-1}) \). In fact, in most of the cases, the maximum length of a non-zero run corresponds to the middle zone. Thus, if the ratio \( \frac{\alpha^\text{Run}_i}{\alpha^\text{RunMax}} \) is close or equal to 1, the \( i^{th} \) index falls in the middle zone. If the index \( i \) falls outside the middle zone, then the ratio is close to zero. It has been observed from our database that any value between \( \zeta = 0.3 \) and \( \zeta = 0.5 \) is quite appropriate to identify whether the indices \( i \) are in the middle zone or outside it. The minimum and maximum indices of positive \( \alpha'_i \) give the middle zone boundaries of the word image. The word image \( \text{"SHUSHUNIA"} \) and its detected middle zones with \( \alpha_i \) and \( \alpha'_i \) measures are shown in Figure 7. Hence \( \alpha'_i \) (rather than \( \alpha_i \)) is used here for the detection of the middle zone.

5.1.3. Matra Region. The Matra region of a word image is defined as the region bounded by two imaginary horizontal lines corresponding to the rows \( \text{row}_u - \frac{h}{2} \) and \( \text{row}_u + \frac{h}{2} \). Here, \( \text{row}_u \) and \( h \) are the upper boundary of the middle zone and height of the middle zone, respectively, which were defined earlier. It is assumed that the upper boundary line of the middle zone divides the Matra region into two equal segments. We denote the matra region by \( M \). The candidate segmenting points are assumed to fall within \( M \).

5.1.4. Significant Contour Region. Consider a word image having more than one outer contour (this is possible when the word image has more than one connected component) as well as more than one inner contour (this happens when there are more than one hole). An outer contour region is the set of pixels enclosed by the contour including the contour pixels. An inner contour region is the set of pixels enclosed by the contour excluding the contour pixels. Suppose the outer contour regions are denoted by \( R_1, R_2, \ldots \) and the inner contour regions by \( R'_1, R'_2, \ldots \). Note that the outer contour region \( R_1 \) in Figure 8 has both object and background pixels, whereas the outer contour

\[ M \in \text{Matra region} \]
Four outer contour regions $R_1$, $R_2$, $R_3$, and $R_4$ and three inner contour regions $R'_1$, $R'_2$, and $R'_3$ occur in the word image “SHUSHUNIA.” The significance values of these regions are shown on the right.

Region $R_3$ in the same Figure has only object pixels. However, an inner contour region has only background pixels. Let $n(R_i)$ denote the number of object pixels in $R_i$ and let $n(R'_i)$ denote the number of pixels in $R'_i$. We now define a significance value for each region $R$ (an outer or an inner contour region) as

$$\text{sig}(R) = \frac{n(R)}{\max \{ \sum_i n(R_i), n(R'_1), n(R'_2), \ldots \}} (i = 1, 2, \ldots).$$

An inner contour region or an outer contour region is called a significant region with respect to the word image if its corresponding significance value is greater than a certain threshold. The motivation behind defining the significance value for a contour region is to decide whether the region needs to be considered for contour tracing. If the region is sufficiently small, it is unlikely to be useful in the segmentation process. From our database, it is observed that the threshold value of 0.01 works well in discarding such small regions. Figure 8 shows the contour regions and their corresponding significance values for the word image “SHUSHUNIA.” There are four outer contour regions denoted by $R_1$, $R_2$, $R_3$, and $R_4$ and three inner contour regions $R'_1$, $R'_2$, and $R'_3$. Now, if we round off the significance values to two decimal places, then, according to the threshold of 0.01, the regions $R_4$ and $R'_2$ are not significant.

5.2. Detection of Candidate Segmenting Points by Contour Tracing

In a detailed study on Bangla handwriting, it is seen that the two consecutive characters (including vowel modifiers) and their connecting line form certain structural patterns. A few such patterns are shown in Figure 6. On the basis of these patterns, the candidate segmenting points are to be detected. In order to obtain these patterns, the outer and inner contours of the word images are traced first from the left-most object pixel to the right-most object pixel and then from the right-most object pixel to the left-most object pixel in the counterclockwise direction. If a word image has more than one connected component, then a similar tracing process is applied on each component. It is also to be noted that the left-most and right-most object pixels are chosen from the middle zone of the word image. The tracing process generates an 8-directional chain code (Figure 9) along with the positional information for an object pixel.

We now describe how the tracing is done. First, suppose $P$ and $Q$ are, respectively, the left-most and the right-most pixels of a connected component. We assume that the directional code at $P$ is 1 (let us denote it by $d$); that is, if one arrives at $P$ from the pixel on the left, which is a background pixel by definition. (This directional code of $P$ is a dummy, and its true directional code will be determined at the end.) The task now is to find the next pixel on the contour. We search for it in the 8-neighborhood of $P$ in the following manner. Let $d^* = d - 2 \mod 8$. (Here, in the mod 8 operation, we treat 0 as 8). We check if the pixel in the 8-neighborhood of $P$ in the direction $d^*$ is a background pixel. If it is, then $d^*$ is set to $d^* + 1 \mod 8$. We repeat the process with the
new $d^*$ and stop when an object pixel $P_1$ (in the 8-neighborhood of $P$) is encountered in the direction of $d^*$ from $P$. Then, $P_1$ is the contour pixel next to $P$ and $P_1$ has the directional code $d^*$. Then we set $d = d^*$ and find the contour pixel $P_2$ next to $P_1$ in a similar fashion by letting $d^* = d - 2 \pmod{8}$. This process continues until the right-most point $Q$ is reached. Note that the tracing here is in the counterclockwise direction. For pixels $P_1$, $P_2$, ..., $Q$, we keep their directional codes and positions. For example, in the connected component shown in Figure 10, $P$ and $Q$ are the left-most and right-most points, respectively, of the connected component where $d = 1$ and $d^* = 7$. Now, the neighborhood pixel of $P$ in direction 7 is a background pixel, and thus we increase $d^*$ to 8. We see that the neighborhood pixel ($P_1$) of $P$ in the direction 8 is an object pixel. So, we set $d = 8$, $d^*$ becomes 6 and the contour code of $P_1$ becomes 8. In a similar fashion, we get the pixels $P_2$, $P_3$, $P_4$, $P_5$ and then reach $Q$. The chain code of the resulting contour is thus 8, 7, 1, 1, 2, 2.

Note that the contour just obtained is the lower contour of the connected component. In a similar fashion, we start tracing from $Q$ in the counterclockwise direction to terminate at $P$. Note that the chain code at $Q$ is already obtained as 2. Also, we obtain the chain code of $P$ only at the end. The chain code of the upper contour is then 4, 5, 5, 6. Let us now consider a word image for a real-life illustration (Figure 11).

The lower and upper contours of the third component in the image are given by $C_3^{(B)}C_3^{(E)}$ and $C_3^{(B)}C_3^{(E)}$ respectively. So far, we have discussed tracing the outer contour. Tracing of an inner contour will be similar.
Fig. 11. Lower contours and upper contours for three connected components are shown for the word image “SHUSHUNIA.” There are three lower outer contours \( C'_1 \) and \( C'_2 \) and three upper contours \( C'_1 \) and \( C'_2 \) for the three components. Similarly, \( C'_1 \) and \( C'_2 \) and \( C'_3 \) are the two lower and two upper inner contours, respectively, that occur in the word image. The direction of tracing is shown with arrow marks.

Fig. 12. Different scenarios for selecting candidate segmenting points.

Now, for each contour point, we have its directional code and position. Let us represent it as \((d, x, y)\). Thus, the boundary of a connected component is represented as \((d_1, x_1, y_1), (d_2, x_2, y_2), \ldots, (d_i, x_i, y_i), \ldots\), where \(d_i \in \{1, 2, \ldots, 8\}\) is the directional code (Figure 9) and \((x_i, y_i)\) are the coordinates of the \(i\)-th contour point. The index \(i\) increases as the tracing progresses. Let \(C\) and \(C'\) denote the sequence of the form \(\{(d_i, x_i, y_i), i = 1, 2, \ldots\}\) containing the outer and inner contour points, respectively. We now partition the sequence \(C\) into two disjoint sequences \(C_L\) and \(C_U\) (i.e., \(C = C_L \cup C_U\)), where \(C_L\) and \(C_U\) are the sequences containing all the lower and upper outer contour points of the word image, respectively. Similarly, \(C'\) is also divided into two disjoint sequences \(C'_L\) and \(C'_U\). For a word image with one connected component, we obtain only a single outer contour, but the number of inner contours may be zero, one, or more. Suppose the inner contours are represented as \(C'_i (i = 1, 2, \ldots, n)\), where \(n\) is the number of inner contours of a word image. Now, for each inner contour, we can write \(C'_i = C'_iL \cup C'_iU\) as mentioned earlier. Now the goal is to see if a contour point of a word image can be identified as a candidate segmenting point. For this, a sequence \(S\) is considered that is a sequence of elements from the cartesian product of upper and lower contours. This sequence \(S\) of pairs of contour points is formed on the basis of the following criteria:

1. Consider pairs of contour points \((x_i, y_i)\) and \((x_k, y_k)\) from \(C_L \times C_U\) (cartesian product of lower and upper contours) that satisfy \((x_i, y_i) \in M, (x_k, y_k) \in M, |y_i - y_k| \leq (2 \times T + 1)\) and \(x_i = x_k\) (see Figure 12(a)). Here, \(M\) is the Matra region and \(T\) is the thickness of the writing pen.
Consider pairs of contour points \((x_i, y_i)\) and \((x_k, y_k)\) from \(C_L \times C'_U\) (cartesian product of lower outer contour and lower inner contour) that satisfy \((x_i, y_i) \in M, (x_k, y_k) \in M, |y_i - y_k| \leq (2 \ast T + 1)\) and \(x_i = x_k\) (see Figure 12(b)).

Consider pairs of contour points \((x_i, y_i)\) and \((x_k, y_k)\) from \(C_U \times C'_U\) (cartesian product of upper outer contour and upper inner contour) that satisfy \((x_i, y_i) \in M, (x_k, y_k) \in M, |y_i - y_k| \leq (2 \ast T + 1)\) and \(x_i = x_k\) (see Figure 12(c)).

Consider pairs of contour points \((x_i, y_i)\) and \((x_k, y_k)\) from \(C'_L \times C'_U\) \((r \neq s)\) (cartesian product of lower and upper inner contours) that satisfy \((x_i, y_i) \in M, (x_k, y_k) \in M, |y_i - y_k| \leq (2 \ast T + 1)\) and \(x_i = x_k\) (see Figure 12(d)).

The sequence \(S\) of pairs of points satisfying any of the just given four criteria is a sequence of candidate segmenting points. As far as the Bangla script is concerned, most of the points of \(S\) satisfy the first criterion. We include the second, third, and fourth criteria mainly to pick up the segmenting points for touching characters (Figure 14(b)). However, this has a drawback in that it may include oversegmenting points also into \(S\) because, in many cases, the character itself forms an inner contour region. However, in the case of touching characters where inner contours are present, the significance level of these inner contour regions generated by individual characters tends to be very low, and hence these inner contour regions are very likely to be removed.

So far, we have considered word images with a single connected component having more than one inner contour region. In case a word image has more than one connected component, this procedure is employed for each such connected component. Suppose, for \(n\) such components in a word image, the sequences of candidate segmenting points are \(S_i, i = 1, 2, \ldots, n\). Then, \(S = \{S_1, S_2, \ldots, S_n\}\). In Figure 11, there are three connected components in a word image from which three outer contours and two inner contours (generated from holes) are obtained. Each outer contour has two segments: namely, lower and upper contours which are denoted as \(C'_{iL} : C_i^{(B)}C_i^{(E)}\) and \(C'_{iU} : C_i^{(E)}C_i^{(B)}\), \((i = 1, 2, 3)\). Similarly, each inner contour has two segments as \(C'_{jL} : C_j^{(B)}C_j^{(E)}\) and \(C'_{jU} : C_j^{(E)}C_j^{(B)}\), \((j = 1, 2)\).

5.3. Skew Detection and Correction

In our previous algorithm (see [Roy et al. 2005]), we discussed both consistent and inconsistent skew estimation techniques. Here, we deal with only consistent skew estimation on the basis of the sequence \(S\). Since most of the points in \(S\) are segmenting points, and they are close to the approximate Matra (waist line), the least square line fitted by the points of \(S\) is used to approximate the Matra. The angle between the approximate Matra and the horizontal line is defined as the skew angle \((\theta)\). If the skew angle is significant, then it is necessary to first de-skew the word image (as described earlier) and then perform again the whole process of finding the upper, lower, and middle zones; sequence \(S\); and the approximate Matra region. Also note that the Matra line in a de-skewed word image is close to the horizontal line, which is denoted by \(y = y_M\) for further reference.

5.4. Feature Extraction

Now, from the sequence \(S\), we extract the feature vector for each point of \(S\). As we mentioned earlier, a segmenting point has a neighborhood with certain structural patterns that are different from the patterns corresponding to a nonsegmenting point. In this study, these patterns are described as feature vectors from the chain code. Let us consider a pair of points \(p = ((d_i, x_i, y_i), (d_j, x_j, y_j))\) of \(S\). Now, the points \((d_i, x_i, y_i)\) and \((d_j, x_j, y_j)\) come from different contour sequences. Suppose \((d_i, x_i, y_i) \in C_L\) and \((d_j, x_j, y_j) \in C'_L\)
The word image “SEBAK” and its vertical histogram.

(dj, xj, yj) ∈ CU. Now we consider L preceding contour points and L following contour points of (di, xi, yi) to form the sequence CL. A similar set of points around (dj, xj, yj) from CU is considered. Here, we consider L to be equal to the height (h) of the middle zone. The frequencies of the directional codes of the preceding and the following contour points separately form a feature vector of the point (di, xi, yi). Since the directional codes belong to {1, 2, ..., 8}, the dimension of the feature vector is (8 + 8) = 16. The reason behind taking 8-directional codes of the preceding and following adjacent contour points is that these directional codes are sufficient to describe the pattern formed around the point (di, xi, yi). Similarly, we also extract the feature vector of dimension 16 for the point (dj, xj, yj). The concatenation of both feature vectors constitutes the actual feature vector for p to determine if p is a segmenting point. However, three other features are added to distinguish between the segmenting and nonsegmenting points more accurately. These are described here:

(1) The positional information of a pixel is an important characteristic that can be used to identify relevant segmenting points. The segmenting region is around the Matra. So, pixels that are far from the Matra are less likely to be segmenting pixels. The positional information P of p is defined as

\[ P = \left| \frac{y_i + y_j}{2} - y_M \right|, \]

where y = yM is the approximate Matra line and y_i and y_j are the Y - coordinates of the pair of points (xi, yi) and (xj, yj) of p. Here, h is the height of the middle zone and the division by h is done for normalization.

(2) Generally, a segmenting region is bounded by two long vertical strokes. Thus, the vertical profile analysis shows local minima at the segmenting regions (see Figure 13). From this observation, another component HV is added to the feature vector:

\[ HV = \frac{\# \text{(object pixels in the column containing} \ (x_i, y_i))}{h}. \]

(3) Finally, when considering vertical runs of object pixels, it is observed that the number of such runs at a segmenting point is in general smaller than that at a non-segmenting point. The number of vertical runs for p is denoted by

\[ H_{R Run} = \# \text{(vertical runs of the object pixels in the column containing} \ (x_i, y_i)). \]

Thus, for a single segmenting point p, a feature vector of length 35 (16 + 16 + 3) is extracted as: \( f^{(k)}_{li}, f^{(k)}_{ri}, \ldots, f^{(8)}_{li}, f^{(8)}_{ri}, \ldots, f^{(8)}_{lj}, f^{(8)}_{rj}, \ldots, f^{(8)}_{lj}, f^{(8)}_{rj}, \ldots, f^{(8)}_{lj}, f^{(8)}_{rj}, \ldots, f^{(8)}_{lj}, f^{(8)}_{rj}, P, HV, H_{Run}), \)

where \( f^{(k)}_{li} \) and \( f^{(k)}_{ri} \) are the frequencies of the directional code k \( (k = 1, 2, \ldots, 8) \) in the sequences of L preceding and L following directional codes in CL respectively. Similarly, \( f^{(k)}_{lj} \) and \( f^{(k)}_{rj} \) are the frequencies of the directional code k \( (k = 1, 2, \ldots, 8) \) in the
sequences of $L$ preceding and $L$ following codes in $C_U$, respectively. It is to be noted that the feature vectors of the point $(d_i, x_i, y_i)$ and its neighboring point in $C_L$ are nearly the same. To remove this redundancy as much as possible, we take the points from $C_L$ while maintaining a certain gap. In other words, instead of taking all the consecutive points, we skip some points before taking the next point. In a similar way, we extract the feature vectors for all the other selected points of $S$. The feature points extracted from the word image while maintaining a 5-pixel gap are shown in Figure 14.

On the basis of the features just described, the present segmentation task is considered as a 2-class supervised classification problem. One class represents the segmenting points and the other the nonsegmenting points. This characteristic of the problem prompted us to use the SVM, which is an ideal tool for two-class classification problems [Vapnik 1998].

5.5. Learning SVM Classifiers

SVM is a kind of machine learning algorithm based on recent advances in statistical learning theory. The SVM constructs a hyperplane in a high-dimensional feature space as the decision surface between two classes. All the segmenting feature vectors are considered as positive patterns and belong to the same class. Similarly, all the non-segmenting feature vectors are considered as negative patterns belonging to the other class. The feature vectors corresponding to segmenting points are termed segmenting feature vectors, whereas the feature vectors corresponding to nonsegmenting points are termed nonsegmenting feature vectors. To train the SVM, we use Linear and RBF kernels with different values of $\gamma$.

5.5.1. Labeling Feature Vectors via Clustering. The task now is to prepare a set of segmenting and nonsegmenting feature vectors for training the classifier in a supervised manner. For this purpose, we select 100 samples at random from each word class and then extract 261,815 feature vectors corresponding to 261,815 candidate segmenting points from these 11,900 (100 × 119) handwritten word images. Manually annotation of these 261,815 points as segmenting and nonsegmenting points is a strenuous and time-consuming task. As a practical solution, we use the following semi-automatic annotation technique. First, we use the $K$-means clustering method to cluster the set (say, $C$) of 261,815 feature vectors into 100 clusters. We form as many as 100 clusters as we can, so that we can reasonably assume that each cluster is more or less homogeneous in the feature space. Then, a small number (say, $4q$) of points selected at random from each of the 100 clusters is manually annotated as segmenting or non-segmenting points. If the number of such annotated segmenting points is more than $3q$ for a cluster, then all the points in that cluster are annotated as segmenting points. If the number of these segmenting points is less than $q$ for a cluster, then all the points in that cluster are annotated as nonsegmenting points. In other words, we annotate an entire cluster when the confidence level is high. Otherwise, all the points in the
cluster are ignored during the annotation process. In this experiment, it is observed that any value of \( q \geq 20 \) works well in deciding whether the cluster is the segmenting or nonsegmenting cluster. Here, we considered the value of \( q \) as 25. In this way, we get 104,204 segmenting feature vectors and 47,755 nonsegmenting feature vectors (let \( C_{annot} \) denote the set consisting of these annotated feature vectors).

### 5.5.2. Classifying Feature Vectors with SVM

Now we would like to test the effectiveness of the semi-automatic annotation technique and also see how efficient the features defined in the preceding subsection are in discriminating between segmenting and nonsegmenting points. To do that, each of these two sets of feature vectors is again divided into two sets for training and test. \( A_{train} \) containing 70,000 samples randomly selected from 104,204 segmenting feature vectors and \( A_{test} \) containing the rest are respectively the training and test sets for the segmenting points. Similarly, \( B_{train} \) containing 32,000 samples randomly selected from 47,755 nonsegmenting feature vectors and \( B_{test} \) containing the rest are respectively the training and test sets for the nonsegmenting points. An SVM-based classifier is then built using the training set. For constructing the SVM, we use Linear and RBF kernels with values \( \gamma = 0.10, 0.20, \) and \( 0.40 \). The RBF kernel with values \( \gamma = 0.40 \) gives the minimum test error for the present problem. The recognition rates for the test set with different kernels are shown in Table III.

### 5.6. Add-in Bootstrapping

To understand the misclassification behavior of the SVM-based classifier just used, we manually checked several of the samples that the classifier misclassified. We concluded that the enormous variability in Bangla handwriting was not accommodated in the training set on which the SVM classifier was built. We then decided to see if additional training samples can lead to better classifier training. To get more training samples, a semi-automatic bootstrapping approach is proposed to label additional samples. The algorithm is described as follows.

Let \( X_{train} \) be the training set of feature vectors defined earlier \((X_{train} = A_{train} \cup B_{train})\). Let us assume that \( X = \{x_1, x_2, \ldots, x_N\} \) is a set of unannotated feature vectors extracted from the candidate segmenting points in \( S \). In other words, \( X \) is a subset of \( C - C_{annot} \).

1. Select a sample \( x \) from \( X \).
2. Find \( r \) (\( r \) is an odd positive integer) nearest neighbor samples \( x_{k_1}, x_{k_2}, \ldots, x_{k_r} \) from \( X_{train} \) using the Euclidian distance.
3. Find the maximum occurring label from the nearest-neighbor samples.
4. Assign the maximum occurring label to \( x \).
5. Repeat 1, 2, 3, and 4 for all samples in \( X \).

Before incorporating new annotated feature vectors into the training set, we further classify each sample in \( X \) with the existing SVM classifier. If the sample gets the label “segmenting point” from both the nearest-neighbor algorithm (described above) and the SVM classifier, then it is included in \( A_{train} \). Similarly, if the sample gets the label “nonsegmenting point” from both the nearest-neighbor algorithm and the SVM classifier, then it is included in \( B_{train} \) (so far, there is no manual intervention here).
Table IV. Performance of SVM Classifier after Bootstrapping

| SVM Kernel   | Accuracy (%) | (μ, σ)       |
|--------------|--------------|--------------|
|              | Training     | Test         | Training     | Test         |
| RBF with γ = 0.10 | 90.92        | 90.40        | (91.27, 0.99) | (90.53, 0.91) |
| RBF with γ = 0.20 | 91.94        | 91.17        |              |              |
| RBF with γ = 0.40 | 92.39        | 91.46        |              |              |
| Linear       | 89.82        | 89.10        |              |              |

Otherwise, the sample is manually examined, annotated accordingly, and included in the expanded training set with a corresponding label. Here, the value of $r$ is taken as 9.

As a case study, $N$ was taken as 50,000. We did not take $N$ as $|C - C_{annot}|$ since that would have resulted in a huge manual intervention that we could not afford. The expanded training sets $A_{train}$ and $B_{train}$ now have 105,981 and 46,019 samples, respectively. The SVM described earlier is trained again on the basis of the new training set of samples. However, the improvement in accuracy achieved by this is found to be marginal.

At this stage, we need to enlarge the training set further, but we cannot afford any manual intervention. In fact, our intention is to build a system that can start from a few training samples and automatically increase the training samples that can lead to building a more powerful classifier. Thus, we resort to the following way to increase the number of training samples. We consider here the rest of our database, which has 23,800 (200 × 119) word samples. From these samples, we compute the candidate segmenting points and the corresponding feature vectors. We then employ the earlier bootstrapping algorithm (excepting the manual intervention part) on these feature vectors. Here, if the nearest-neighbor algorithm and the SVM classifier do not agree on a sample, it is ignored and not included as a training sample. The SVM is finally trained based on this enlarged training set. The final recognition results on the previous test set (mentioned in Section 5.5.1) are shown in Table IV.

6. SEGMENTATION

The goal now is to segment arbitrary Bangla word images into characters or smaller character parts. An SVM classifier is designed to distinguish between the segmenting and nonsegmenting points on the basis of the feature vector extracted from the possible segmenting points (sequence $S$). Each possible segmenting point here is a pair of points along with their corresponding 8-directional codes. For any input image, we extract the sequence ($S$) of possible segmenting points by contour tracing. For each point of $S$, we then extract the feature vector and feed it to the SVM classifier to identify whether the point is segmenting or not. Suppose $p^{(s)} = \{(d_i, x_i, y_i), (d_j, x_j, y_j)\} \in S$ is such a point classified as a segmenting point. Only positional information $(x_i, y_i)$ and $(x_j, y_j)$ of $p^{(s)}$ is used for segmentation. To segment the image, we draw a vertical line segment of a non-object pixel value from $(x_i, y_i)$ to $(x_j, y_j)$ (see Figure 15). In most cases, this is sufficient to segment the image. But in a few cases, as when a vowel modifier touches the character at the bottom or when two characters touch each other, the vertical line segment joining the two points is not sufficient to segment the image properly. In such cases, we extend the vertical line up to the top or the bottom of the image in such a way that one single connected component is segmented into two components (see Figure 15(b)). Our proposed scheme may produce multiple segmenting points in a single segment that requires only one segmenting point. These multiple points (excepting any one of them) may seem to be redundant, but these other points have some indirect role to play on the final selection of one point. Their presence not only improves the confidence level of the segment but also removes unnecessary connecting
6.1. Determination of Representative Segmenting Point of a Single Segment

To determine a representative segmenting point, we apply a clustering technique to choose a single one from a chain of multiple segmenting points. For this, a distance is defined between two consecutive segmenting points in the following way. Note that a segmenting point is composed of two points (one on the upper contour and the other on the lower contour). Now, for two consecutive segmenting points, we consider the distance between two corresponding upper contour points and the distance between two corresponding lower contour points. The maximum of these two distances defines the distance between two consecutive segmenting points. The distance between two contour points is taken here as the number of contour pixels lying between them. Now we join two consecutive segmenting points if the distance between them is less than a threshold (say, $T$). This will result in segments (or chains) of connected segmenting points (in fact, they are single linkage clusters). For each such connected segment (or chain), we find its middle segmenting point to represent the whole segment.

The choice of the threshold $T$ is important here. If it is on the higher side, the multiple segmenting points lying on two adjacent segments may end up in a single connected segment (via the single linkage clustering just mentioned), which will result in one single segmenting point. However, the two adjacent segments need two segmenting points. To avoid such occurrences as much as possible, we keep the value of $T$ somewhat low. In that case, an error of the opposite nature may occur. That is, one single segment may give rise to more than one connected segment (via single linkage clustering). In that case, we will get more than one segmenting point for a single segment. For example, in Figure 16(b), the gray circled segment requires only one segmenting point, although our algorithm produced two segmenting points (indicated by red circles). However, in such cases, any one of these segmenting points can do the segmentation task satisfactorily. Now, for user-based evaluation (provided in the next section), we mark any
one among these representative segmenting points as the potential segmenting point of a segment and the rest as redundant segmenting points. Now, a potential segmenting point can sometimes be an oversegmenting point. Otherwise, it is an appropriate segmenting point that correctly performs the segmentation task.

7. RESULTS AND DISCUSSIONS

The proposed method was applied to our Bangla word image database consisting of 35,700 handwritten word samples. The database contains 119 names of towns/cities in West Bengal, each of which has 300 different writing samples. From the segmentation results obtained by the SVM classifier, we observe that the segmented parts of the word images do not always match a character or a modifier. In fact, there are both over- and undersegmentation. The segmented sub-images of the word samples are called pseudocharacters. The objective of our segmentation algorithm is to extract the pseudocharacter set so that it fits closely to the character/modifier set of the lexicon. We know that the number of pseudocharacters in undersegmentation is much higher than that in oversegmentation. While developing the algorithm, we put much emphasis on decreasing the chance of undersegmentation. A typical example of the possibilities of oversegmentation with our algorithm for the Bangla character “SHA” (40 in Figure 1) is shown in Figure 17. Here, two positions (A and B) are possible where the character can be segmented. If both A and B are unsegmented; that is, (¬A, ¬B), the segmentation process generates pseudocharacter number 31 in Figure 19. But in the cases when (¬A, B), (A, ¬B), and (A, B) occur, the generated pseudocharacter sets are {72, 58}, {64, 23}, and {64, 63, 58} in Figure 19, respectively.

In Table IV, we describe the results of segmentation at the feature level. The experimental results show that the proposed features are quite efficient in distinguishing between segmenting and nonsegmenting points. However, we need to evaluate the efficiency of the proposed segmentation scheme for segmenting a word into characters. To evaluate the result, we need a ground-truth data. But generating ground-truth data for handwritten character segmentation is a difficult task. In fact, it is impossible for scripts like Bangla, Devnagari, and others where two consecutive characters are connected via an unconstrained horizontal line/curve. Obviously, it is a tedious job, and, even for a single segmenting point, different people can mark the segmenting point at different places. In fact, any one point along the connection line between two consecutive characters could be a segmenting point. However, some studies report the segmentation results by visually inspecting the points (which may be possible for a few pages or words). Considering the inherent difficulties in such cases, here we evaluate our segmentation results in two different ways: (i) pseudocharacter-based evaluation and (ii) user-based evaluation. For pseudocharacter-based evaluation, we consider all the segmenting points (p(α)) in order to generate character fragments, whereas for user-based evaluation, we consider only representative segmenting points.
Table V. The Segmentation Results Shown for 250 Word Images

| Users | # Words | # Segmenting points found | # Potential segmenting points | # Appropriate (A) | # Over (O) | # Redundant (R) | # Missing (M) | Accuracy (\(\frac{A + O + M}{A + O + M + R} \times 100\)) |
|-------|----------|---------------------------|-------------------------------|-------------------|-----------|----------------|---------------|-----------------------------------------------|
| 1     | 50       | 2,680                     | 384                          | 292               | 67        | 25             | 10            | 79.13                                           |
| 2     | 50       | 1,890                     | 335                          | 258               | 62        | 15             | 5             | 79.39                                           |
| 3     | 50       | 1,993                     | 325                          | 248               | 65        | 12             | 8             | 77.26                                           |
| 4     | 50       | 2,340                     | 340                          | 265               | 52        | 23             | 10            | 81.04                                           |
| 5     | 50       | 2,204                     | 373                          | 281               | 71        | 21             | 6             | 78.49                                           |
|       |          |                            |                               |                   |           |                |               | Overall accuracy 79.06                           |

7.1. Pseudocharacter-based Evaluation

In this evaluation method, we calculate how close the generated fragments (pseudocharacter set) are to the original lexicon set. In our database, the numbers of basic characters, vowel modifiers, and compound characters are 42, 7, and 3 respectively. By applying our algorithm on our database, we get a set of pseudocharacters that is shown in Figure 19. This set of pseudocharacters is generated by grouping similar shapes manually. It is also noted that this set of pseudocharacters represents around 98% of the whole set of pseudocharacters generated by our segmentation scheme. The remaining (around 2%) pseudocharacters are considered noise pseudocharacters since they occur only once in the whole database and do not fit into any of the pseudocharacters described in Figure 19. From this figure, it is clear that our result has substantial agreement with the character/modifier set. Also, note that a resultant pseudocharacter is of the following types: (i) an individual character, (ii) a part of a single character, (iii) an individual modifier, (iv) an individual character with a modifier, or (v) a part of a modifier. Note that, based on a small lexicon set, the proposed segmentation algorithm has produced 75 pseudocharacters. A larger lexicon set is likely to contain more variations in character shapes due to newer character/modifier combinations, and the present algorithm may give rise to a larger set of pseudocharacters.

7.2. User-based Evaluation

For user-based evaluation, we selected five Bangla-speaking volunteers who are in the habit of writing in Bangla. Each was provided 50 sample word images randomly selected from our database. In our previous evaluation, all the segmenting points are used in order to generate pseudocharacters. But here the multiple segmenting points are clustered to generate a single segmenting point for a particular segment (see Section 6.1). The aim is to evaluate how the system performs in segmenting the word image into ideal characters. For selecting the candidate segmenting points, we maintain a 5-pixel gap between the previous point and the current point; that is, we ignore the pixels lying between the previous and current points. Here, for clustering, the associated threshold is chosen as two times the gap (i.e., a 10-pixel gap). All such consecutive candidate segmenting points that have a distance less than or equal to 10 form a cluster. This is in fact single-linkage clustering, and each such cluster produces a representative segmenting point. We asked a volunteer whether a representative segmenting point marked by the system is an appropriate, a redundant, or an oversegmenting point. We also asked him to count the number of missing segmenting points in the word image. Note that if two or more segmenting points occur in a single segment, one is considered as either an appropriate segmenting point or an oversegmenting point, and the rest are redundant segmenting points. Examples of over- and redundant segmenting points are shown in Figure 16(a) and Figure 16(b), respectively.

The detailed evaluation results for all users are shown in Table V. From the user-based evaluation in Table V, we found that 5.46% segmenting points are redundant,
18.04% are oversegmenting points, and only 2.17% are undersegmenting points (i.e., the points where the image should be segmented but the algorithm failed to segment). Since the number of redundant points is less here, we can say that our clustering scheme is quite efficient. The undersegmentation results are impressive because our primary objective is to reduce undersegmentation as much as possible. Since the redundant points do not contribute to oversegmentation, we have not considered them for the computation of segmentation accuracies. Finally, if we consider the complexity of handwriting in Bangla, the overall segmentation accuracy of 79.06% is quite satisfactory in segmenting a word image into ideal characters. A few interesting segmentation results on word images from our database are shown in Figure 18 for the sake of illustration.

To compare our results with previous work [Roy et al. 2005], a similar user-based evaluation was performed. For each user, we selected the same 50 word images that were assigned in the earlier evaluation. We asked them to count the number of appropriate and oversegmenting points marked by the algorithm described in Roy et al. [2005]. In addition, we asked them to count the places where the segmenting points were not found by the algorithm. The statistics are based on feedback from the 5 users, and it is found that the number of appropriate segmenting points is 1,711, the number of oversegmenting points is 255, and the number of instances of under-segmentation is 143. Therefore, in this case, the percentage of undersegmentation, over-segmentation, and overall segmentation accuracies are 9.12%, 16.29%, and 74.59%, respectively. If we compare these results with our proposed method, it can be seen that our method reduces the undersegmentation percentage by around 7%. In fact, it meets one of our main objectives: that is, to reduce undersegmentation occurrences. Although the oversegmentation occurrences are slightly higher in our method, it enhances the overall segmentation accuracy by around 4.5%.

So far, we have described the segmentation results on our own database. Now we deploy our trained classifier on Bangla handwritten text. The performance of the segmentation result is shown in Figure 20, where the possible segmenting points are marked manually in Figure 20(a) and the segmenting points annotated by the system are marked in Figure 20(b). Here, each segmenting point consists of a pair of points, usually one coming from the lower contour and the other from the upper contour. Note also that the method does not use any line or word segmentation technique, but simply uses the connected components.

8. CONCLUSION

In this article, we described a framework for annotation and segmentation of Bangla handwritten word images into pseudocharacters. The novelty of this framework is that it is an unconventional supervised approach, and also it can annotate the segmenting
points with minimal manual intervention, a topic that has not so far been investigated for this type of problem. Moreover, this is a very generalized framework. It will work for other Matra-based Indian scripts such as Devnagari. It will also work for Roman script with some minimal changes. For training an SVM classifier, an unannotated training set is generated first from the candidate segmenting points; this is then clustered and each cluster is labeled with minimal manual intervention. A semi-automatic bootstrapping technique is then employed to enlarge the training set. The objective is to build a system that can start with a few training samples and generate more training samples automatically when a new set of data is encountered. As a part of this work, a database of Bangla handwritten word images has been developed that incorporates the relevant characteristics of an ideal Bangla lexicon set. Although our primary focus of this work is to develop a segmentation scheme for Bangla handwritten words, the segmenting
points can be used to develop a better windowing technique for a segmentation-free HMM-based recognition system, which we intend to investigate in the future.
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