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Abstract

Deep neural networks are susceptible to adversarially crafted, small and imperceptible changes in the natural inputs. The most effective defense mechanism against these examples is adversarial training which constructs adversarial examples during training by iterative maximization of loss. The model is then trained to minimize the loss on these constructed examples. This min-max optimization requires more data, larger capacity models, and additional computing resources. It also degrades the standard generalization performance of a model. Can we achieve robustness more efficiently? In this work, we explore this question from the perspective of knowledge transfer. First, we theoretically show the transferability of robustness from an adversarially trained teacher model to a student model with the help of mixup augmentation. Second, we propose a novel robustness transfer method called Mixup-Based Activated Channel Maps (MixACM) Transfer. MixACM transfers robustness from a robust teacher to a student by matching activated channel maps generated without expensive adversarial perturbations. Finally, extensive experiments on multiple datasets and different learning scenarios show our method can transfer robustness while also improving generalization on natural images.

1 Introduction

Deep learning models have achieved impressive performance on a wide variety of challenging tasks such as image recognition, natural language generation, game playing, etc. However, these models are susceptible to even small changes in the input space. It is possible to craft tiny changes in the input such that a model classifies unaltered input correctly but classifies the same input incorrectly after small and visually imperceptible perturbations [72, 28]. These altered inputs are known as adversarial examples, and this vulnerability of the state-of-the-art models has raised serious concerns [42, 59, 10, 48].

Many defense mechanisms have been proposed to train deep models to be robust against such adversarial perturbations. These techniques include defensive distillation [58], gradient regularization [30, 59, 63], model compression [21, 46], activation pruning [23, 60], adversarial training [50], etc. Among them, Adversarial Training (AT) is one general strategy that is the most effective [4].
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In general, adversarial training is a kind of data augmentation technique that trains a model on examples augmented with adversarial changes [50]. The adversarial training consists of an inner, iterative maximization loop to augment natural examples with adversarial perturbations, and an outer minimization loop similar to normal training. Many different methods have been introduced to improve robustness [77, 15, 53, 92, 80, 67, 95, 72, 71, 82, 40, 45, 57], but all of them are fundamentally based on the principle of training on adversarially augmented examples.

Adversarial training is more challenging compared with normal training. Better robust generalization requires larger capacity models [50, 54, 81]. Even over-parameterized models that can easily fit data for normal training [93] may have insufficient capacity to fit adversarially augmented data [98]. The sample complexity of adversarial training can be significantly higher than normal training, and it requires more labeled [65] or unlabeled data [77, 15, 53, 92]. The inner maximization for the generation of adversarial perturbations for adversarial training is significantly more expensive computationally as it requires iterative gradient steps with respect to the inputs (e.g., adversarial training takes ~7x more time compared with normal training). Adversarial training also degrades the performance of a model on natural examples significantly [54, 95].

Can we attain robustness more efficiently, i.e., with less data, small capacity models, without extra back-propagation steps, and at no significant sacrifice of clean accuracy? For normal training, knowledge transfer is one possible paradigm for the efficient training of deep neural networks. In normal knowledge transfer, a pre-trained teacher model is leveraged to efficiently train a student model on the same or similar dataset [71]. However, knowledge transfer methods are designed to transfer features related to normal generalization which may be at odds with robustness [75, 39]. A recent line of work has explored transferring or distilling robustness from pre-trained models [33, 68, 26, 16]. Although these techniques are effective, they also require extra gradient computation and may not work in some cases.

In this work, we argue that a better approach for robustness transfer is to distill intermediate features of a robust teacher, generated on mixup examples. Our proposed approach does not require any additional gradient computation and works well with smaller models and fewer data samples. It can also effectively transfer robustness across models and datasets.

We begin with the theoretical analysis and show that adversarial loss of a student model can be bounded with two terms: natural loss and distance between the student and teacher model on mixup examples. To minimize the distance between robust teacher and student, we proposed a new distillation method. Our proposed distillation method is based on channel-wise activation analysis of robustness by Bai et al. [7] and other studies showing that adversarially trained models learn fundamentally different features [39, 75, 100].

Channels of a convolutional neural network learn different disentangled representations which, when combined, describe specific semantic concepts [8]. Samples of different classes activate different channels for an intermediate layer. However, adversarial examples make these channels activate more uniformly thereby destroying class-related information. Adversarial training solves this issue by forcing a similar channel-activation pattern for normal and adversarial examples [7]. Our proposed distillation method generates activated channel maps from a robust teacher which has already learned robust channel-activation patterns. The student, then, is forced to match these activated channel maps.

We have conducted extensive experiments to show the effectiveness of our method using various datasets and under different learning settings. We start by exhibiting the ability of our method to transfer robustness without requiring adversarial examples. We then show that our method can distill robustness from large pre-trained models to smaller models and it can transfer robustness across datasets. We also show that our method is capable to robustify a model even with a small number of examples. Concisely, our contributions are as follows:

1. We show that adversarial loss of a student model can be bounded with the distance between robust teacher and student model on mixup examples.
2. We propose a new method to transfer robustness from the intermediate features of robust pre-trained models.
3. We have demonstrated effectiveness of our method with experiments on CIFAR-10, CIFAR-100, and ImageNet datasets. We showed that MixACM can achieve adversarial robustness comparable to the state-of-the-art methods without generating adversarial examples. Our method also improves clean accuracy significantly.
2 Related Work

Adversarial Training and Robust Features. Adversarial attacks are considered to be a security concern [9, 72, 28, 14], and many methods have been proposed to defend against such attacks [30, 28, 58, 31, 74, 50, 12, 44, 63, 21, 46, 23, 60]. Adversarial training [50] is the most effective defense [4] among these methods. The fundamental principle of adversarial training is to generate adversarial perturbation during training by doing iterative back-propagation w.r.t. input. The model is then trained on these perturbed examples. Building upon this principle, different aspects of adversarial training have extensively been studied, e.g., effect of large unlabeled data [77, 15, 92], theoretical aspects to improve the trade-off between accuracy and robustness [95], improving parts of adversarial training for better robustness [79, 82, 7, 29], making adversarial training fast [53, 67, 80, 1], pruning with adversarial training [88, 66], adversarial training with unlabeled data [40], etc. Our work is different from these methods as our main concern is robustness transfer without generating adversarial perturbations. Another line of work studied the effects of adversarial training and showed that adversarial training learns ‘fundamentally different’ [54] features compared with normal training [39, 87, 101]. Our method is motivated by these studies and is designed to leverage these robust features.

Knowledge and Robustness Transfer. Knowledge transfer is training a student model more efficiently on a dataset with the help of a teacher model trained on a similar or related dataset [71]. Many different settings have been explored to achieve this objective by using soft labels produced by teacher [11, 56], knowledge learned by intermediate layers of teacher also called feature distillation [62, 80, 38, 90, 35, 34, 73], or matching input gradients [90, 71]. However, the main objective of these knowledge transfer methods is improving the generalization on natural, unperturbed images. Our work is fundamentally different from these works as we want to transfer robustness. Our work is motivated by [33, 68, 26, 16, 6] showing transferability of robustness. Hendrycks et al. [33] showed that robust features learned on large datasets like ImageNet can improve adversarial training. Shafahi et al. [67] showed that robust pre-trained models can act as feature extractors in transfer learning. These two methods are limited in application as pre-trained models are used as backbone models. In [26], the authors showed that the robustness can be distilled more efficiently from a large pre-trained teacher model to a smaller student model by using the teacher-produced class scores on adversarial examples. Compared with [26], our method does not require any adversarial training. In [16], the distillation is performed by matching the gradient of the teacher and student, requiring fine-tuning teacher on target dataset and back-propagation to get gradients of the teacher and student w.r.t. inputs and training of a discriminator. Compared with [16], our proposed method does not require any back-propagation steps in addition to those carried out in normal training.

Activation and Robustness. Many works have explored the role of activations in the robustness from different angles, such as modifying output of intermediate layers to improve adversarial training [83, 29, 52, 55], using different activation functions [60, 78, 29, 56, 7, 5] or interpretation of what is learned by adversarial training with activations [87, 7]. However, we leveraged activations to transfer robustness. Our distillation method is inspired by the channel-wise analysis of robustness proposed by Bai et al. [7].

Mixup Augmentation and Robustness. Mixup augmentation was introduced to improve the generalization however, it also improved performance against one-step adversarial attacks [95]. This motivated many mixup-based adversarial defense methods, e.g., Pang et al. [55], Lee et al. [43], Archambault et al. [3], Bunk et al. [13], Chen et al. [17]. These defense methods primarily improve adversarial training by mixup. Our work, however, is different as we explore the role of the mixup in robustness transfer from both theoretical and algorithmic perspectives. Our theoretical work is based on [99] that showed a connection between mixup and robustness theoretically. Goldblum et al. [26] also briefly empirically explored the effect of some augmentation methods on robustness transfer.

3 Setup

We consider task of mapping input \( x \in \mathcal{X} \subseteq \mathbb{R}^d \) to label \( y \in \mathcal{Y} = \{1, 2, \ldots, K\} \). Given the training data \( \mathcal{D} = \{(x_1, y_1), \ldots, (x_n, y_n)\} \), the goal is to learn a classifier \( f : \mathcal{X} \rightarrow \mathbb{R}^k \) from a hypothesis space \( \mathcal{F} \). Let \( L(f(x), y) \) be the loss function that measures that how poorly the classifier \( f(x) \)
Adversarial Augmentation: Adversarial training augments natural examples with adversarial perturbations which are attained by maximizing the loss, i.e., \( \hat{x} = x + \delta \) where \( \delta = \arg \max_{\|\delta\|_p \leq \epsilon} L(f(x + \delta'), y) \). Here \( \| \cdot \|_p \) stands for \( L_p \) norm. Throughout this paper, we take \( p = \infty \). We denote the adversarial loss \[50\] as:

\[
\hat{L}(f, D) = \frac{1}{n} \sum_{i=1}^{n} \max_{\|\delta\|_\infty \leq \epsilon} L(f(x_i + \delta), y_i),
\]

where \( \epsilon \) is the perturbation budget that governs the adversarial robustness of the model.

Mixup Augmentation: Mixup constructs virtual examples by linearly combining two examples \[55\]: \( \tilde{x}_{ij}(\lambda) = \lambda x_i + (1 - \lambda)x_j \), and \( \tilde{y}_{ij}(\lambda) = \lambda y_i + (1 - \lambda)y_j \), where \( \lambda \in [0, 1] \) follows the distribution \( P_\lambda \). The mixup loss is

\[
\mathcal{L}_{mix}(f, D) = \frac{1}{n^2} \sum_{i=1}^{n} \sum_{j=1}^{n} \mathbb{E}_{\lambda \sim P_\lambda} [L(f(\tilde{x}_{ij}(\lambda)), \tilde{y}_{ij}(\lambda))].
\]

4 Analysis: How to Transfer Robustness?

In this section, we provide an analysis on how to transfer robustness with knowledge distillation and mixup augmentation. We first explore this problem from a theoretical perspective and show that student’s adversarial loss can be decomposed into the sum of the teacher’s adversarial loss and the distillation loss. Furthermore, these two loss functions can be approximated by mixup-based augmentation. We then discuss how we can design a distillation loss that distills robustness from the intermediate features of a robust model.

4.1 Theoretical Analysis

Robustness Transfer. We give a generalization bound for the robust test error via distillation. Different to the classical bound, we compress the hypothetical space \( \mathcal{F} \) into a smaller space derived by the teacher feature extractor. Hsu et al. \[57\] points out that the distillation helps to derive a fine-grained analysis for the prediction risk and avoid getting a vacuous generalization bound. Therefore, we take the following theorem as a starting point to derive robustness transfer. We consider the loss function \( L(f(x), y) = 1 - \phi_\gamma(f(x), y) \), where \( \phi_\gamma \) is the softmax function with temperature \( \gamma > 0 \):

\[
\phi_\gamma(f(x), y) = \frac{\exp(f(x)\gamma)}{\sum_k \exp(f(x)\gamma)}.
\]

**Theorem 4.1.** Let the temperature \( \gamma > 0 \) be given. Then, with probability \( 1 - \delta \), for any \( f \in \mathcal{F} \),

\[
\mathbb{E} \left[ \max_{\|\tilde{y}\|_\infty \leq \epsilon} \|\tilde{y}(x + \delta) \neq y\| \right] \leq 2\hat{L}(f, D) + \frac{8}{\gamma} \hat{\mathcal{L}}_{mix}(f, D) + 4\mathcal{R}_S(\Psi_T) + \frac{16}{n} + 6\sqrt{\frac{2/\delta}{2n}},
\]

where \( \mathcal{R}_S \) is the Rademacher complexity, \( \Psi_T = \{ \max_{\|\delta\|_\infty \leq \epsilon} L(g \circ h^T(x + \delta), y), \ g \in \mathcal{G} \} \) and

\[
\hat{\mathcal{L}}_{mix}(f, D) = \frac{1}{n} \sum_{i=1}^{n} \max_{\|\delta\|_\infty \leq \epsilon} \|f(x_i + \delta) - g \circ h^T(x_i + \delta)\|.
\]

On the right hand side of \eqref{eq:generalization_bound}, two terms depend on the classifier \( f \), i.e., the adversarial loss \( \hat{L}(f, D) \) and the distillation loss \( \hat{\mathcal{L}}_{mix}(f, D) \). Thus, we can minimize \( 2\hat{L}(f, D) + 8\hat{\mathcal{L}}_{mix}(f, D) / \gamma \) to find a classifier with small robust test error. Note that the loss function \( L \) is bound above by the cross-entropy loss. So \( \hat{L}(f, D) \) can be replaced with a common-used adversarial loss based on cross-entropy.

Adversarial Robustness, Transfer and Mixup. However, solving the maximization problem for \( \delta \) is time-consuming, which is a severe problem in adversarial training especially for large models. For binary classification task with logistic loss function, Zhang et al. \[99\] proved that \( \hat{L}(f, D) \) can be
Figure 1: Overview of our approach. The mixup augmented examples are passed through a robust teacher and a student to get intermediate features. These features are then passed through a mapping function to get activated channel maps. The student mimics the activated channel maps of robust teacher by minimizing ACM loss. The student model also minimizes the standard KLD and Mixup loss.

bounded above by $L_{\text{mix}}(f, D)$. In addition, the distillation loss that measures the distance between the student model and the teacher model also considers the worst-case $\delta$. In our algorithm, we use the KL divergence or Euclidean distance and mixup sample to design the distillation loss. Inspired by the Theorem 3.3 in [99], we present the following example to illustrate the rationality behind our design.

**Theorem 4.2.** Suppose that $Y = \{0, 1\}$ and $L$ is the logistic loss. Let $f$ be a fully connected neural network with ReLU activation function or max-pooling. Suppose a learnt teacher model $f^T$ with the same network structure is given. Denote $D_{\text{dis}} = \{(x_i, f^T(x_i)), i = 1, \ldots, n\}$. Under certain assumptions, we have for any positive scalar $\alpha$,

$$\hat{L}(f, D) + \alpha \hat{L}(f, D_{\text{dis}}) \leq L_{\text{mix}}(f, D) + \alpha L_{\text{mix}}(f, D_{\text{dis}}).$$

This result shows that both the adversarial loss and the distillation loss can be bounded above by their mixup loss. Please see Appendix.B for more details and complete proof. Here the distillation loss is formulated by the prediction accuracy for pseudo-labels generated by a learnt teacher model, which is also considered by [15].

### 4.2 Considerations for Algorithmic Design

In order to transfer robustness, our theoretical analysis suggests minimizing the distance between teacher and student on mixup examples. However, as observed by Goldblum et al. [26] and our experiments in Section 6, minimization of KL-Divergence between the outputs of teacher and student models is not enough. How can we reduce the gap between the teacher and student more effectively?

Based on previous work [24, 87, 7], we hypothesize that the gap between latent space of robust teacher and student is large and it requires distillation from intermediate features.

To reduce the distance between the latent spaces of robust teacher and student, we get inspiration from recent channel-based analysis of robustness [7] and works on the interpretation of what is learned by robust models [54, 39, 87]. Specifically, we consider convolution channels of CNNs to be fundamental learning blocks: each channel learns class-specific patterns and the output of the model is a combination of these basic patterns. As noted by [39], these basic blocks learn both robust and non-robust features with natural training. Adversarial examples amplify non-robust features while suppressing the robust features, e.g., adversarial examples frequently activate channels that are rarely activated by natural examples [7]. Adversarial training works by suppressing non-robust channels and making the activation frequency of natural and adversarial examples similar.

Motivated by this analysis, we propose Activated Channel Map (ACM) transfer loss. Our method extracts the activated channel maps of the robust model’s intermediate features on mixup examples. The student is then forced to mimic these maps. Specifically, we consider the maximum value of each channel as a proxy for the extent of how activated a channel is: a channel is less activated if it has a smaller maximum value and more activated if it has a high maximum value. We then make the student match the normalized activation map of the teacher. And, further analysis of our method is presented in the supplementary material. We present the core of our method in the next section.
5 Methodology

5.1 Activated Channels Maps (ACM) Transfer Loss

In this section, we introduce our Mixup-Based Robustness Transfer method. As discussed above, the method aims to transfer robustness from a robust teacher model \( f^T \) to a student model \( f^S \) via matching activated channel maps of a robust teacher on mixup augmented examples. An overview of our method is given in Figure 1.

The purpose of robust teacher is to supervise the student’s focus on robust features. This is achieved by matching activated channel maps of teacher and student. The activated channel maps of a model is extracted as follows: given \( i \)-th block activations \( A_i \) (output of \( i \)-th layer), we apply a function \( g_c : \mathbb{R}^{B \times C \times H \times W} \rightarrow \mathbb{R}^{B \times C \times 1 \times 1} \) to get the activated channel map \( a_i = g_c(A_i) \), as illustrated in Figure 2.

The activated channel map of student and teacher may differ in scale. The activated channel maps of teacher and student, we use \( \ell_2 \) distance between the normalized activated channel maps of teacher and student. For \( i \)-th layer, we can define ACM loss as:

\[
\mathcal{L}_{acm}(A^T_i, A^S_i) = \| \frac{a^T_i}{\|a^T_i\|_2} - \frac{a^S_i}{\|a^S_i\|_2} \|^2_2.
\]

We minimize this distance at the end of each block of the models. A block is a set of convolution layers grouped like residual blocks in ResNets [32]. For a student and teacher model with \( d \) such blocks, the total ACM loss becomes as follows: \( \mathcal{L}_{acm}(x; f^T, f^S) = \sum_{i=0}^{d} \mathcal{L}_{acm}(f^T(x)_i, f^S(x)_i) \), where \( f(x)_i \) represents output of the model at \( i \)-th block.

Mapping Function \((g_c)\): The aim of activated channel map function \((g_c)\) is to extract a map of least to most activated channels. For this purpose, we used maximum value of each channel: \( g_c(x) = \max_i x_i \forall i \in \{0, ..., c_l\} \), where \( c_l \) is number of channels in \( l \)-th layer.

5.2 Transferring Robustness with Different Feature Sizes

Our method extracts a scalar value corresponding to each channel in a layer. Until now, we assume that the teacher and student have the same number of channels. For this case, we only need the \( g_c \) mapping function. To accomplish knowledge transfer across models with a different number of channels, we need to apply transformation either on a teacher or student’s activated channel maps. We experimented with two transformations: adaptive pooling and affine transformation.

Adaptive Pooling: Pooling is used in most CNN architectures to reduce the size of feature vectors and gain invariance to small transformations of the input. The pooling layer works by dividing the input into patches and taking an average or maximum value over these patches. By changing the size of these patches, pooling can also be used for up-sampling. Pooling operation can be described as follows: \( y[p] = \max_{q \in \Omega(p)} x[q] \), where \( \Omega \) represents a patch or neighbourhood of \( x[p] \). We use PyTorch implementation of 1d adaptive maximum pooling to either down or up-sample teacher or student output.

Affine Transformation: We can also use the learning function to convert the input size to output size. For this, we use a fully connected layer. Based on our ablation studies described in supplementary material, we use adaptive pooling as a default in our method.

5.3 KL Divergence Loss with Soft Labels

Soft labels have shown to be useful for adversarial robustness by Pang et al. [56]. Therefore, for distillation on the same dataset (e.g., where teacher and student have the same classification layer), we minimize the KL divergence between the logits provided by teacher and student following [36] [26]. The KLD loss becomes as follows: \( \mathcal{L}_{kld}(x; f^T, f^S) = \gamma^2 KL(y^T(\gamma), y^S(\gamma)) \), where \( \gamma \) is
Table 1: Detailed Comparison. CIFAR-10 test accuracy and robustness comparison under two different $\ell_\infty$ attacks of magnitude $\epsilon = 8/255$. Our method outperforms robustness distillation methods in both accuracy and robustness. It outperforms various existing state-of-the-art robust models in clean accuracy while retaining comparable robustness. All reported values for our method are mean ± std of five repetitions. B.P. in the table stands for back propagation.

| Method                  | Model     | Extra Clean B.P. Steps | PGD 100 | Auto Attack |
|-------------------------|-----------|------------------------|---------|-------------|
| AT (Madry et al. [50])  | WRN-34-10 | ✓                      | 87.14   | 47.04       | 44.04       |
| LAT (Singh et al. [70]) | WRN-34-10 | ✓                      | 87.80   | 53.04       | 49.12       |
| TLA (Mao et al. [51])   | WRN-34-10 | ✓                      | 86.21   | 50.03       | 47.41       |
| YOPO (Zhang et al. [94])| WRN-34-10 | ✓                      | 87.20   | 47.98       | 44.83       |
| Free AT (Shafahi et al. [67]) | WRN-34-10 | ✓                      | 86.11   | 46.19       | 41.47       |
| TRADES (Zhang et al. [95]) | WRN-34-10 | ✓                      | 84.92   | 56.43       | 53.08       |
| MART (Wang et al. [79]) | WRN-34-10 | ✓                      | 83.07   | 55.57       | -           |
| AWP (Wu et al. [82])    | WRN-34-10 | ✓                      | 85.36   | 59.12       | 56.17       |
| FAT (Zhang et al. [57]) | WRN-34-10 | ✓                      | 84.52   | 54.36       | 53.51       |
| Overfitting (Rice et al. [61]) | WRN-34-20 | ✓                      | 85.34   | 58.00       | 53.42       |
| BoT TRADES (Pang et al. [56]) | WRN-34-20 | ✓                      | 86.43   | 54.39       | 54.39       |
| Adv. Pretraining (Hendrycks et al. [33]) | WRN-28-10 | ✓                      | 87.10   | 57.40       | 54.92       |
| IGAM (Chan et al. [16]) | WRN-34-10 | ✓                      | 88.70   | 43.00       | -           |
| RKD (Goldblum et al. [27]) | WRN-34-10 | ✓                      | 89.38   | 0.21        | 0           |
| Ours (w/o Mixup)        | WRN-34-10 | ×                      | 91.17±0.06 | 49.53±1.44 | 47.38±1.51 |
| Ours (w/ Mixup)         | WRN-34-10 | ×                      | 90.76±0.05 | 56.65±0.93 | 53.93±0.77 |

the temperature parameter, and $y(\gamma)$ is output logits of a model normalized by temperature parameter as used by Hinton et al. [36]. We omit this loss term when transferring from one dataset to another.

5.4 Mixup Fueled Distillation

Our theoretical analysis suggest minimizing distance between teacher and student with mixup examples. To this end, we use mixup to linearly combine inputs and outputs and minimize loss on these inputs. The final training objective for the student is as follows:

$$\min_{f^S} E_{(x,y) \sim D} E_{\lambda \sim P_\lambda} \left[ (1 - \alpha_{kld}) L_{mix} + \alpha_{kld} L_{kld} + \alpha_{acm} L_{acm} \right],$$

where $\alpha_{kld}$ and $\alpha_{acm}$ are hyperparameters for corresponding loss terms.

6 Experiments

In this section, we empirically evaluate our method for robustness transfer. We primarily show the effectiveness of our method under three settings: 1) Robustness Transfer in Section 6.1 to demonstrate that our method can transfer robustness from a pre-trained teacher to student without generating adversarial examples; 2) Robustness transfer from larger to smaller models in Section 6.2 to show its effectiveness under distillation settings; and 3) robustness transfer under transfer learning settings, e.g., from one dataset to another dataset and robustness with smaller dataset sizes in Section 6.3.

Evaluation of Robustness: We evaluate MixACM and other methods against standard FGSM and PGD-k as well as the strongest auto-attack by Croce and Hein [19]: a parameter-free adversarial attack designed to give a reliable evaluation of robustness. It is an ensemble of four white and black-box attacks. Apart from these, we also report robustness of our robust models on auto pgd-ce [19], auto pgd-dlr [19], FAB [18] and query-based black-box attack called Square attack [2]. For PGD-k, we use the standard value of step size ($2/255$), and evaluated the model with an increasing number of iterations ($k$), including an extreme version: PGD-500.

Pre-Trained Robust Models: For CIFAR experiments, we use WideResNet-28-10 and WideResNet-34-20 provided by Gowal et al. [29]. For ImageNet experiments, we use adversarially trained ResNet-50 provided by Salman et al. [64].

Training Details: For CIFAR experiments, we use WideResNet-34-10 [71] as student model following [16]. All student models for our proposed method are trained without adversarial perturbations.
Table 2: **Comparison on ImageNet.** Results of robustness transfer for large-scale ImageNet dataset with ResNet-50 with two different training settings. Our method has significantly better robustness while also achieving comparable or better clean accuracy although it does not require any additional back-propagation steps.

| Method       | Train $\epsilon$ | Acc. | PGD10 | PGD50 | PGD100 | Test $\epsilon = \frac{2}{255}$ | Acc. | PGD10 | PGD50 | PGD100 |
|--------------|------------------|------|-------|-------|--------|----------------------------------|------|-------|-------|--------|
| Free-AT [67] | 2                | 64.45| 43.52 | 43.39 | 43.40  | 4                                | 60.21| 32.77 | 31.88 | 31.82  |
| Fast-AT [80] | 2                | 60.90| -     | 43.46 | -      | 4                                | 55.45| -     | 30.28 | -      |
| Ours         | 0                | 62.05| 48.54 | 48.45 | 48.44  | 0                                | 62.05| 34.93 | 33.71 | 33.63  |
| Ours+RA      | 0                | 62.05| 48.54 | 48.45 | 48.44  | 0                                | 62.05| 34.93 | 33.71 | 33.63  |

Table 3: **Distillation Results.** Performance for robustness distillation on CIFAR-10 and CIFAR-100 datasets. The teacher model is WideResNet-28-10 and student model is WideResNet-16-10. Robustness is reported for diverse set of attacks of smagnitude $\epsilon = \frac{8}{255}$.

| Dataset | Method          | Acc. | FGSM | PGD 20 | PGD 500 | APGD CE | APGD DLR | FAB | Square | Auto Attack |
|---------|-----------------|------|------|--------|---------|---------|---------|-----|--------|-------------|
| CIFAR-10| Natural         | 93.79| 5.34 | 0      | 0       | 0       | 0       | 0   | 0      | 0           |
|         | PGD7-AT         | 83.90| 53.07| 47.55  | 47.36   | 47.28   | 44.52   | 44.89| 53.26  | 44.51       |
|         | RKD             | 88.60| 27.37| 0.12   | 0       | 0       | 0       | 7.31 | 0      | 0           |
|         | Ours w/o mixup  | 90.47| 56.98| 40.69  | 39.69   | 39.24   | 36.46   | 37.21| 56.30  | 36.42       |
|         | Ours            | 89.93| 59.48| 48.09  | 47.51   | 47.31   | 43.73   | 44.46| 60.20  | 43.64       |
| CIFAR-10| Natural         | 76.91| 3.17 | 0      | 0       | 0       | 0       | 0   | 0      | 0           |
|         | PGD7-AT         | 60.29| 28.37| 24.94  | 24.75   | 24.71   | 21.94   | 22.16| 27.97  | 21.94       |
|         | RKD             | 67.19| 10.27| 0.23   | 0.16    | 0.04    | 0       | 3.73 | 0      | 0           |
|         | Ours w/o mixup  | 60.81| 30.13| 25.38  | 25.12   | 24.93   | 19.51   | 19.83| 29.74  | 19.50       |
|         | Ours            | 59.35| 31.89| 28.24  | 28.20   | 27.96   | 22.02   | 22.26| 31.60  | 22.02       |

We trained them for 200 epochs, using batch size of 128, a learning rate of 0.1, cosine learning rate scheduler [47], momentum optimizer with weight decay of 0.0005. For our loss, we use $\alpha_{acm} = 5000$. For KD loss, we use temperature value of $\gamma = 10$ and $\alpha_{kld} = 0.95$ and the value for mixup coefficient is $\alpha_{mixup} = 1$ whereas $\lambda \sim Beta(\alpha_{mixup}, \alpha_{mixup})$ following [96]. ImageNet models are trained for 120 epochs. Additional training details are in the supplementary material.

6.1 Transferring Robustness without Adversarial Examples

**CIFAR-10:** To show the effectiveness of our method for robustness transfer and compare it with state-of-the-art, we follow settings of [16]: WideResNet-34-10 as a student on CIFAR-10. We compare our method with two kinds of defense methods: general variants of adversarial training and three robustness transfer methods. For our method, the average ± variance of five runs for our method are shown in Table 1. The robustness of our method is comparable to most state-of-the-arts adversarial training methods while still maintaining significantly higher clean accuracy.

**ImageNet:** We also consider high-resolution, large-scale ImageNet dataset [22]. This dataset is significantly more challenging for robustness [85][84]. The results of our method for ResNet-50 student are shown in Table 2. For our method, we show two results: one with only mixup augmentation and one with mixup and random augmentation [20]. We observed that addition of random augmentation further improves the results of our method. Our method outperforms both Free [67] and Fast [80] AT in accuracy and robustness, significantly.

6.2 Robustness Distillation for Model Compression

A benefit of our method is its ability to distill robustness across models. To show this, we conduct two sets of experiments. First, we show robustness distillation from WideResNet-28-10 to WideResNet-16-10 for CIFAR-10 and CIFAR-100 datasets. The results are shown in Table 3. To see the effect of robustness transfer across different models, we also conduct an experiment where we changed the size of the model in terms of depth, the number of channels, or both, e.g., WideResNet-28-10 to WideResNet-16-5. The results are shown in Table 4. Our method works well for both larger-to-smaller
Table 4: **Model Compression.** Comparison of our method with PGD-7 Adversarial Training for accuracy and robustness on various sizes of models. The robustness is reported for $\ell_\infty$ PGD-20 attack of magnitude $\epsilon = 8/255$. Our method works well for robustness transfer from larger to smaller as well as, for smaller to larger models.

| Distill Type | Teacher   | Student   | Size Ratio | PGD7-AT | Ours |
|--------------|-----------|-----------|------------|---------|------|
|              | WRN-28-10 | WRN-16-10 | 46.92%     | 83.90   | 47.55| 89.93| 48.09|
| Depth        | WRN-28-10 | WRN-28-5  | 25.04%     | 83.90   | 47.74| 90.26| 48.75|
| Channel      | WRN-34-20 | WRN-34-10 | 25.01%     | 84.30   | 49.72| 87.26| 52.83|
| Depth & Channel | WRN-28-10 | WRN-16-5  | 11.76%     | 83.51   | 48.11| 88.96| 36.95|
| Depth & Channel | WRN-34-20 | WRN-16-5  | 9.227%     | 83.90   | 47.55| 86.31| 47.18|
| Tiny network | WRN-28-10 | WRN-10-1  | 0.21%      | 67.11   | 38.85| 66.65| 1.15 |
| Tiny network | WRN-34-20 | WRN-10-1  | 0.04%      | 67.11   | 38.85| 63.19| 3.75 |
| Same network | WRN-28-10 | WRN-28-10 | 100%       | 84.17   | 49.23| 90.48| 54.05|
| Same network | WRN-34-20 | WRN-34-20 | 100%       | 84.20   | 49.11| 87.17| 53.60|
| Up Transfer  | WRN-28-10 | WRN-34-20 | 505.85%    | 84.20   | 49.11| 90.67| 58.36|

Figure 3: Robustness Transfer with Smaller Data. Figure shows robustness and accuracy (%) for the student model trained with different fractions of CIFAR-10 dataset. Our method achieves significantly better clean accuracy and robustness compared with adversarial training. Dotted blue line shows the performance of adversarial training with full data.

Table 5: Robustness Transfer from ImageNet to CIFAR-100. Teacher model is adversarially trained on ImageNet and student is trained on CIFAR-100. Our method achieves significantly better clean accuracy and better robustness compared with both adversarial training and IGAM [16]. The robustness is reported according to [16] for a fair comparison. Reported results for our method are mean of five repetitions.

| Defense     | Acc. | FGSM PGD-k |
|-------------|------|------------|
|             | 5    | 10  20     |
| Natural     | 78.70| 7.95 0.13 0.03 0 |
| PGD7-AT [16]| 60.40| 29.10 29.30 24.30 23.50 |
| IGAM [16]   | 62.39| 34.31 29.59 24.05 21.74 |
| Ours w/ Mixup | 68.91| 29.09 28.65 21.70 20.27 |
| Ours        | 65.69| 32.09 32.04 25.58 24.14 |

as well as smaller-to-larger models. However, our method does not perform well when both depth and number of channels are decreased dramatically, e.g., from WideResNet-34-20 to WideResNet-10-1 (student’s size is 0.04% of teacher’s size). To elaborate further, we discuss this in the supplementary material.

### 6.3 Robust Transfer Learning

To further show the effectiveness of our method, we conduct two sets of experiments under transfer learning settings: transfer learning from one dataset to another dataset and transfer learning with fewer data samples. For first experiment, we follow Hendrycks et al. [33]’s setting: our teacher model is a WideResNet-28-10 trained on ImageNet of size $32 \times 32$ and student is a WideResNet-34-10. The results for the CIFAR-100 dataset under these settings are shown in Table 4.

For the second part, we show the effectiveness of our method with fewer data points. To this end, we randomly choose a smaller portion of CIFAR-10 and conducted experiments on this smaller portion of data with our method as well with PGD-7 adversarial training. The results are shown in Figure 3. Our method outperforms adversarial training significantly for both robustness and clean accuracy. Using just 30% of the data, our method can match the robustness and clean accuracy of a robust model trained on all the data.
Table 6: Ablation Studies: (a) Impact of different components of our proposed distillation method. We use WideResNet-34-10 as student following Table 1 in the main text. (b) Impact of using different intermediate features on clean accuracy and robustness of student.

| Features Used                  | Acc. | Rob. |
|--------------------------------|------|------|
| Low-Level (2)                  | 86.36| 17.24|
| Mid-Level (3)                  | 88.30| 39.37|
| High-Level (4)                 | 91.15| 53.13|
| Low+Mid Level (2+3)            | 88.15| 41.92|
| Mids+High Level (3+4)          | 90.69| 52.79|
| First Layer Only (1)           | 86.00| 0.31 |
| No First Layer (2+3+4)         | 90.69| 56.15|
| All Features                   | 90.76| 56.65|

6.4 Ablation Studies

Effect of Individual Components: To see the effect of individual components of our proposed method, we perform an experiment where we try different settings. The results are shown in Table 6(a). ACM loss alone is sufficient to transfer significant robustness but adding mixup and soft labels improves the transferability. However, the improvement in robustness comes at the cost of clean accuracy. Also, note that only soft labels are not enough to transfer robustness as shown by KD Only column. This is in line with the observations of Goldblum et al. [26].

Role of Intermediate Features: To understand the role of low, mid, and high-level features, we performed experiments on CIFAR-10 by progressively changing blocks used for distillation. For this ablation study, we kept all the standard settings reported in the paper (supplementary material section A.1). Our correspondence of blocks and features is as follows: block 2: low-level features; block 3: mid-level features; block 4: high-level features. Please note that block 1 corresponds to the output of the first layer only. Therefore, we do not call it low-level features.

The results are reported in Table 6(b). In summary, all level features (low, mid, high level) improve robustness and accuracy. However, mid-level features seem to be more critical for robustness and high-level features for accuracy. For more details, please refer to supplementary material.

Other Ablation Studies: We have conducted several additional ablation studies and discussed them in the supplementary material (Section A). We recapitulate the purpose of these ablation studies here for reference. First, we conducted a study to understand the effect of direct distillation vs. distillation via MixACM. Second, we performed an ablation study to see the effect of three hyperparameters used by our loss ($\alpha_{acm}, \alpha_{kld}, \gamma$). Third, we performed a study to see how different transforms ($g_c(\cdot)$) effect the results. Fourth, to see the limitation of our method, we performed an experiment with progressively decreasing the size of student. Finally, we also compared activation maps of a normally trained student, teacher and model trained with our method.

7 Conclusion

In this paper, we have investigated robustness transfer from a theoretical and algorithmic perspective. The general principle behind most successful adversarial defense methods is the generation of adversarial examples during training. However, adversarial training is complicated as it requires more data, larger models, higher compute resources and degrades clean accuracy. We investigated whether we can have robustness more efficiently through robustness transfer. To this end, we first presented a theoretical result bounding adversarial loss of student model with the distance between robust teacher and student on mixup examples. We, then, proposed a novel robustness transfer method that is based on channel-wise analysis of robustness. Our method can achieve significant robustness against challenging and reliable auto-attack as well as other standard attacks while outperforming previous work in terms of clean accuracy. The proposed method also works well for the distillation of robustness to a smaller model, and for transfer learning with fewer data points.
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Supplementary Material

A Experimental Results

A.1 Additional Details of Experimental Setup

**Baselines:** For fair comparisons with other methods, we either use the best results reported in the paper or retrained models with optimal hyper-parameters described by the papers. Details of comparison for all the experimental results in the main text are as follows. For Table 1, we take clean accuracy and auto-attack results from [13] and PGD-100 results are the best PGD attack reported results (with the same or similar setting as ours) taken from the respective papers. For Table 2, we take Shafahi et al. [67], Wong et al. [80]’s reported results and evaluated our model with the same settings of PGD attack. For Table 3, we train the same models with PGD7-AT [50], RKD [26] and our method. For PGD7-AT and RKD, we use optimal hyper-parameters reported in the papers. For Table 4, we train the same models with PGD7-AT [50], and our method and evaluated all models with the same settings of PGD attack. The size ratio is computed based on the number of trainable parameters of the student to the trainable parameters of teacher. The purpose of Table 5 is a comparison of our method with IGAM [16] under transfer learning settings. We used PGD7-AT and normal results reported by them. Unlike them, however, results of our method are mean of five repetitions. For Figure 3, we train the same models with the same proportion of data with PGD7-AT and our method.

**Adversarial Training:** We use standard PGD-7 Adversarial Training with the step size of $\frac{2}{255}$ and $\epsilon = 8/255$.

**Teacher Models:** We use four teachers in the paper. For most of our CIFAR experiments, we use a WideResNet-28-10 trained by Gowal et al. [29]. For some experiments, we also use WideResNet-34-20 trained on CIFAR-10 by Gowal et al. [29] and WideResNet-28-10 trained on tiny ImageNet by [33]. For ImageNet experiments, we use ResNet-50 provided by [64].

**Student Models:** Student models share all the architectural design of respective teachers e.g. if teacher model by Gowal et al. [29] uses Swish activation function, student models also uses Swish activation. For main CIFAR-10 experiments, we use WideResNet-34-10 following many relevant works like Zhang et al. [95], Chan et al. [16], Pang et al. [56], etc. We also use students with different widths (20, 10, 5, 1) and depths (34, 28, 22, 16, 10). For ImageNet, we use ResNet50 following [67, 80].

**Optimizer Setting:** For CIFAR experiments, we use SGD with Nesterov momentum 0.9, initial learning rate of 0.1, cosine annealing learning rate decay without restarts, weight decay of $5 \times 10^{-4}$ and a batch size of 128. For ImageNet, the model is trained for 120 epochs by SGD with a momentum 0.9, weight decay of $5 \times 10^{-5}$, batch size of 2048, initial learning rate of 0.8, and cosine learning rate decay. We also use a gradual warmup strategy that increases the learning rate from 0.16 to 0.8 linearly in the first 5 epochs.

**Augmentation:** All the experiments of our method use Mixup augmentation with coefficient 1 for CIFAR and 0.2 for ImageNet; unless mentioned otherwise. For CIFAR, we also use standard augmentation: randomly cropping a part of $32 \times 32$ from the padded image followed by a random horizontal flip provided by PyTorch. For ImageNet, we do two experiments: one with only mixup and one with mixup and random augmentation.

**Hyper-parameter Selection:** Our method adds a new hyper-parameter $\alpha_{acm}$. Two other hyper-parameters of our loss are $\alpha_{kld}$ and temperature $\gamma$. The selection process for them is detailed in Section A.4. For $\alpha_{acm}$, we use ablation study to find optimal range of $\alpha_{acm}$ and all of the other experiments are done with $\alpha_{acm} \in \{2000, 5000\}$ and best results are reported.

**Compute Infrastructure:** We train CIFAR models on one NVIDIA Tesla V100. For ImageNet, we train models in a distributed fashion using 32 GPUs in the cloud.
Figure 5: **Comparison of Activated Channel Maps.** Comparison of Activated Channel Maps of a normally trained model, robust teacher and student trained with the proposed method. The $x$-axis of figure represents channel number of a specific layer and $y$-axis represents ACM value. Our method makes ACM of student similar to the robust teacher.

### A.2 Activated Channel Maps

Our method transfers robustness by matching Activated Channel Maps (ACMs) of robust teacher and student on natural examples. To get Activated Channel Maps, we first get an output of a model at a specific layer called activations $A$. These activations are then passed through a mapping function to get activation maps: $a_i = g_c(A_i)$ and normalized with the magnitude. This process is illustrated in Figure 4. The size of activated channel map is equal to number of channels in a layer e.g. if activation has a size of $A_i \in \mathbb{R}^{C \times H \times W}$ then activated channel maps shape will be $a_i \in \mathbb{R}^{C \times 1 \times 1}$.

We show Activated Channel Maps of three different blocks of a normally trained WideResNet-16-10, a robust teacher WideResNet-28-10 and a student WideResNet-16-10 trained with our method in Figure 5. The maps are generated on 500 natural examples of CIFAR-10 test set. The Figure shows an average of maps produced on all the examples and sorted in ascending order. The $x$-axis in the Figure represents channels and the $y$-axis represents the Activated Channel Map values. The distribution of Activated Channel Maps of our method is spectacularly similar to the robust teacher.

### A.3 Limitation of Proposed Method for Distillation

We show results for distillation with different settings in the paper. To see the limits of our distillation method, we perform an experiment where we progressively reduce the number of channels and layers of the student. The results are shown in Figure 6. For individual values and comparison with PGD7-AT, please see Table 11.
The figure shows effect of decreasing number of layers and number of channels on accuracy and robustness for our method. The teacher model is a robust WideResNet-28-10 and student models are WideResNet-Depth-Width.

The figure shows compression ration vs accuracy and robustness for our method. The dotted red line represents compression ratio of 0.1. Our method works in transferring robustness beyond this point except for dips caused by WideResNet of depth 10.

Figure 6: Limits of Distillation. Plots show limits of our method in distilling a large teacher model’s robustness to a small student model without adversarial training.

We observe that our method works well for a compression ratio of $> 0.1$ (student has $0.1 \times$ teacher’s trainable parameters). We also observe that robustness transfer deteriorates significantly if depth or width is reduced significantly (e.g., depth reduced from 28 to 10; width reduced from from 10 to 1). The degradation based on width can be attributed to the transformation function and we expect that other functions may work better. The depth degradation may be due to the representational capability of the student model. We leave further investigation of this for future work.

A.4 Ablation Studies

A.4.1 Effect of Individual Components

To see the effect of individual components of our proposed method, we perform an experiment where we switch different components. The results are shown in Table 7.

In summary, ACM loss alone can transfer significant robustness from the teacher; the addition of soft labels and mixup further improves this transfer. Specifically, robustness with only ACM loss is 48.38%, the addition of soft-labels improves it to 49.53%, the addition of mixup improves it to 52.29%, and the addition of both of these components make final robustness to 56.65%. Also, note that only soft labels are not enough to transfer robustness in this case, as shown by KD Only column. This is in line with the observations of Goldblum et al. [26].

A.4.2 Role of Intermediate Features

To understand the role of low, mid, and high-level features, we performed experiments on CIFAR-10 by progressively changing blocks used for distillation. For this ablation study, we kept all the standard settings reported in the Section A.1. Our correspondence of blocks and features is as follows: block 2: low-level features; block 3: mid-level features; block 4: high-level features. Please note that block 1
Table 7: Impact of Individual Components. Impact of different components of our proposed distillation method. We use WideResNet-34-10 as student following Table 1 in the main text.

| Mapping Function ($g_c$) | Std. Setting | w/o KD | w/o Mixup | Only ACM | Only KD |
|---------------------------|--------------|--------|-----------|----------|---------|
| Teacher Soft Labels       | ✓            | ✓      | ✓         | ✓        | ✓       |
| Mixup                     | ✓            | ✓      | ✓         | ✓        | ✓       |
| ACM Loss                  | ✓            | ✓      | ✓         | ✓        | ✓       |
| Accuracy                  | 90.76        | 92.50  | 91.17     | 92.87    | 89.38   |
| Robustness                | 56.65        | 52.29  | 49.53     | 48.38    | 0.21    |

Table 8: Impact of using different intermediate features on clean accuracy and robustness of student.

As shown in the Table 8, mid-level features play a more important role in robustness transfer and high-level features play a crucial role in accuracy transfer. The robustness of the student is 39.37\% when we only use mid-level features, but it decreases to 33.13\% when high-level features are utilized alone. On the other hand, clean accuracy improves when we only use high-level features: 88.30\% with mid-level compared with 91.18\% with high-level features. In addition, a combination of mid and high-level features is enough to get close to optimal robustness and accuracy. But the addition of low-level features improves robustness even further.

A.4.3 Comparison of Losses

The purpose of ACM loss is to match activated channel maps of teacher and student. It is possible to distill robustness by directly matching intermediate features of teacher and student. However, this direct way of distillation overlooks differences between the teacher and the student such as structure, number of channels, size of activations, how and on what data teacher is trained, etc.

To see the effect of directly distilling the intermediate features, we also have conducted an ablation study comparing direct distillation ($\ell_2$-loss) with ACM-based distillation while progressively increasing differences between the teacher and the student. We have kept all the standard settings (Section A.1) and used similar settings for direct distillation for a fair comparison.

The results are reported in Table 9. When teacher and student are similar, ACM performs slightly better than direct distillation (56.65\% vs. 56.12\%). However, when the number of channels of teacher and student is different, the performance gap increases (48.75\% vs. 44.95\%). This gap increases further when both channels and the number of layers are different (47.18\% vs. 41.90\%). A similar gap is also visible in terms of clean accuracy for all these cases.

To further explore the effect of this difference, we also performed one experiment under transfer learning settings for CIFAR-100 (Table 5 in the paper). Here, the teacher is trained on a different
| Method   | Teacher | Student | Accuracy | Robustness |
|----------|---------|---------|----------|------------|
| Distillation for CIFAR-10 |         |         |          |            |
| Full     | WRN28-10| WRN34-10| 89.98    | 56.12      |
| MixACM   | WRN28-10| WRN34-10| 90.76    | 56.65      |
| Full     | WRN28-10| WRN28-5 | 88.46    | 44.95      |
| MixACM   | WRN28-10| WRN28-5 | 90.26    | 48.75      |
| Full     | WRN-34-20| WRN16-10| 84.27    | 41.9       |
| MixACM   | WRN-34-20| WRN16-10| 86.31    | 47.18      |
| Transfer Learning for CIFAR-100 |         |         |          |            |
| Direct   | WRN28-10| WRN34-10| 57.86    | 16.20      |
| ACM      | WRN28-10| WRN34-10| 65.69    | 24.14      |

Table 9: Effect of using direct loss vs. MixACM loss on distillation and transfer learning.

dataset (ImageNet), so the difference between the two models is larger. The performance gap is also wider. ACM outperforms direct distillation significantly (clean accuracy: 65.69% vs. 57.86% and robustness: 24.14% vs. 16.20%).

### A.4.4 Effect of $\alpha_{acm}$

The only extra hyper-parameters introduced by our algorithm is the weight of ACM loss ($\alpha_{acm}$). To see the effect of $\alpha_{acm}$, we perform an ablation experiment with WideResNet-34-10 as student. To avoid any confounding effect of other factors, we use only ACM loss in this experiment. The results are shown in Figure 7a.

In summary, the clean accuracy of the model is less sensitive to $\alpha_{acm}$ compared with robustness. For instance when we vary the values of $\alpha_{acm}$ from 100000 to 100, the clean accuracy changes from 94 to 92 while robustness changes from 50 to 30. The value of $\alpha_{acm}$ also acts as a trade-off between clean accuracy and robustness.

### A.4.5 Effect of $\alpha_{kld}$ and temperature $\gamma$

Our proposed method uses soft labels with KLD loss [36]. This loss has two hyper-parameters: $\alpha_{kld}$ and temperature $\gamma$. We select best values of these hyper-parameters with an experiment where we set $\alpha_{acm} = 5000$ and tried three different settings of these two parameters. The results are reported in Figure 7b. The student is a WideResNet-34-10. We select best values: $\alpha_{kld} = 0.95$, $\gamma = 10$. We use these hyper-parameter values for all of our experiments.

### A.4.6 Comparison of Transforms

Our method requires a transformation function applied on Activated Channel Maps if teacher and student have different number of channels. For this purpose, we compare performance of three different transformation functions: a fully connected layer, an adaptive average pool function or adaptive max pool function. We applied these functions under two settings: applied on teacher’s activated channel maps or applied on student’s activated channel maps. The results are shown in Table 10.

### B Theoretical Results

This appendix has full proofs for results in Section 4. The order is as follows. We first prove that the population adversarial error can be bounded above by the sum of an empirical adversarial loss and a distillation loss. Then we consider a binary classification task with the logistic loss function and prove that the distillation loss can be approximated by the mixup augmentation based loss.
a Effect of $\alpha_{acm}$ on accuracy and robustness.

b Effect of $\alpha_{kld}$ and temperature $\gamma$ on accuracy and robustness. The dotted red line represents training without soft labels (i.e., $\alpha_{kld} = 0$).

Figure 7: Hyper-parameter Selection. Comparison of three different hyper-parameters on accuracy and robustness.

Table 10: Effect of different transformation functions for robustness transfer from robust WideResNet-28-10 to WideResNet-28-5.

| Teacher Transform | Student Transform | Accuracy | Robustness |
|-------------------|-------------------|----------|------------|
| None              | Adaptive Max Pool | 89.92    | 46.41      |
| None              | Adaptive Avg Pool | 90.04    | 46.27      |
| None              | Affine            | 88.86    | 30.27      |
| Adaptive Max Pool | None              | 90.26    | 48.75      |
| Adaptive Avg Pool | None              | 89.99    | 42.01      |
| Affine            | None              | 88.39    | 23.51      |

B.1 Proof of Theorem 4.1

Theorem. We consider task of mapping input $x \in \mathcal{X} \subseteq \mathbb{R}^d$ to label $y \in \mathcal{Y} = \{1, 2, \ldots, K\}$. Denote the training data as $\mathcal{D} = \{(x_1, y_1), \ldots, (x_n, y_n)\}$, where each data point is sampled from a ground truth distribution $P$. The goal is to learn a classifier $f: \mathcal{X} \to \mathbb{R}^K$ from a hypothetical space $\mathcal{F}$. Let $L(f(x), y) = 1 - \phi_\gamma(f(x), y)$ be the loss function, where $\gamma > 0$ is the temperature and

$$
\phi_\gamma(f(x), y) = \frac{\exp(f(x)_y/\gamma)}{\sum^K_{k=1} \exp(f(x)_k/\gamma)}.
$$

Suppose a classifier $f$ is decomposed into $g \circ h$, where $h \in \mathcal{H}$ is a feature extractor and $g \in \mathcal{G}$ stands for the top model. We considered supervision of a teacher feature extractor $h^T(x)$ trained on same or similar dataset. Then, with probability $1 - \delta$, for any $f \in \mathcal{F}$,

$$
\mathbb{E} \left[ \max_{\|\delta\|_{\infty} \leq \epsilon} \mathbb{I}\{\hat{y}(x + \delta) \neq y\} \right] \leq 2 \tilde{L}(f, \mathcal{D}) + \frac{8}{\gamma} \tilde{L}_{\text{dis}}(f, \mathcal{D}) + 4 \mathfrak{R}_S(\Psi_T) + \frac{16}{n} + 6 \sqrt{\frac{2/\delta}{2n}},
$$

where $\mathfrak{R}_S$ is the Rademacher complexity, $\Psi_T = \{ \max_{\|\delta\|_{\infty} \leq \epsilon} L(g \circ h^T(x + \delta), y) : g \in \mathcal{G} \}$ and

$$
\tilde{L}_{\text{dis}}(f, \mathcal{D}) = \frac{1}{n} \inf_{g \in \mathcal{G}} \sum^n_{i=1} \max_{\|\delta\|_{\infty} \leq \epsilon} |f(x_i + \delta) - g \circ h^T(x_i + \delta)|.
$$
Table 11: Distillation with Different Size Ratios. The table shows result of distillation from a large teacher to a progressively small student. Size ratio is ratio of number of trainable parameters in student to teacher. Our method works well to reduce teacher size 10×. However, significant compression of depth and width causes a sharp deterioration of performance.

| Teacher | Student | Size Ratio | PGD7-AT | Ours |
|---------|---------|------------|---------|------|
| WRN 28-10 | WRN 28-10 | 100% | 84.17 | 90.48 |
| WRN 28-5 | WRN 28-10 | 25.04% | 83.90 | 90.26 |
| WRN 28-1 | WRN 28-10 | 1.01% | 78.89 | 83.86 |
| WRN 22-10 | WRN 28-10 | 73.5% | 84.26 | 94.00 |
| WRN 22-5 | WRN 28-10 | 18.40% | 83.73 | 88.49 |
| WRN 22-1 | WRN 28-10 | 0.75% | 78.36 | 85.81 |
| WRN 16-10 | WRN 28-10 | 46.92% | 83.90 | 90.40 |
| WRN 16-5 | WRN 28-10 | 11.76% | 83.51 | 88.94 |
| WRN 16-1 | WRN 28-10 | 20.38% | 78.59 | 91.31 |
| WRN 10-10 | WRN 28-10 | 5.12% | 78.16 | 62.82 |
| WRN 10-5 | WRN 28-10 | 0.21% | 67.11 | 66.65 |

Proof: Denote the adversarial loss with $\epsilon$-bounded $\ell_\infty$ adversarial attacks as

$$\tilde{L}(f(x), y) = \max_{\|\delta\|_\infty < \epsilon} L(f(x + \delta), y).$$

Let $j \in \{1, \ldots, \log_2(n)\}$ and $\tau_j = 2^{2-j}$. Here, for simplicity, we assume $\log_2(n)$ is a positive integer. Then, we denote the following classes of functions $\Psi_T = \{\tilde{L}(g \circ h^T(x), y) : g \in \mathcal{G}\}$ and

$$\Psi_j = \{\tilde{L}(f(x), y) : \inf_{g \in \mathcal{G}} \frac{1}{n} \sum_{i=1}^{n} |\tilde{L}(f(x_i), y_i) - \tilde{L}(g \circ h^T(x_i), y_i)| \leq \tau_j\}.$$  

By the classical generalization bound with the Rademacher complexity, with probability at least $1 - \delta$, for any $\tilde{L} \in \Psi_j$,

$$\mathbb{E}[\tilde{L}(f(x), y)] \leq \frac{1}{n} \sum_{i=1}^{n} \tilde{L}(f(x_i), y_i) + 2\mathfrak{R}_S(\Psi_j) + 3\sqrt{\frac{2/\delta}{2n}},$$

where

$$\mathfrak{R}_S(\Psi_j) = \frac{1}{n} \mathbb{E}_\varepsilon \left[ \sup_{L(f) \in \Psi_j} \sum_{i=1}^{n} \varepsilon_i \tilde{L}(f(x_i), y_i) \right].$$

Furthermore, we have

$$\mathfrak{R}_S(\Psi_j) = \frac{1}{n} \mathbb{E}_\varepsilon \left[ \sup_{L(f) \in \Psi_j} \sum_{i=1}^{n} \varepsilon_i \tilde{L}(f(x_i), y_i) \right]$$

$$= \frac{1}{n} \mathbb{E}_\varepsilon \left[ \sup_{L(f) \in \Psi_j} \sum_{i=1}^{n} \varepsilon_i (\tilde{L}(f(x_i), y_i) - \tilde{L}(g \circ h^T(x_i), y_i) + \tilde{L}(g \circ h^T(x_i), y_i)) \right]$$

$$\leq \frac{1}{n} \mathbb{E}_\varepsilon \left[ \sup_{L(f) \in \Psi_j} \sum_{i=1}^{n} \varepsilon_i \tilde{L}(f(x_i), y_i) - \tilde{L}(g \circ h^T(x_i), y_i) \right]$$

$$+ \frac{1}{n} \mathbb{E}_\varepsilon \left[ \sup_{g \in \mathcal{G}} \sum_{i=1}^{n} \varepsilon_i \tilde{L}(g \circ h^T(x_i), y_i) \right]$$

$$\leq \tau_j + \mathfrak{R}_S(\Psi_T).$$
Plugging the upper bound of $\mathcal{R}_S(\Psi_j)$ into (3), we have with probability at least $1 - \delta$, 
\[
\mathbb{E}[\tilde{L}(f(x), y)] \leq \frac{1}{n} \sum_{i=1}^{n} \tilde{L}(f(x_i), y_i) + 2\tau_j + 2\mathcal{R}_S(\Psi_T) + 3\sqrt{\frac{2\delta}{2n}}. \tag{4}
\]
Then the inequality (4) holds for all $f \in \mathcal{F}$ and $j$ with probability at least $1 - \log_2(n)\delta$. Given $f$, then for any $g \in \mathcal{G}$,
\[
\frac{1}{n} \sum_{i=1}^{n} |\tilde{L}(f(x_i), y_i) - \tilde{L}(g \circ h^T(x_i), y_i)| \leq 2.
\]
This implies that for any given $f$, there exists $j \in \{1, \ldots, \log_2(n)\}$ such that $\tilde{L}(f(x), y) \in \Psi_j$. We select the smallest $j$ that satisfies
\[
\tau_j \geq \frac{1}{n} \inf_{g \in \mathcal{G}} \sum_{i=1}^{n} |\tilde{L}(f(x_i), y_i) - \tilde{L}(g \circ h^T(x_i), y_i)| \geq \frac{1}{2} \tau_j - 2^{1 - \log_2(n)}.
\]
Then
\[
\tau_j \leq \frac{4}{n} + 2 \inf_{g \in \mathcal{G}} \sum_{i=1}^{n} |\tilde{L}(f(x_i), y_i) - \tilde{L}(g \circ h^T(x_i), y_i)|.
\]
Furthermore, the inequality (4) can be rewritten as
\[
\mathbb{E}[\tilde{L}(f(x), y)] \leq \frac{1}{n} \sum_{i=1}^{n} \tilde{L}(f(x_i), y_i) + \frac{8}{n} + \frac{4}{n} \inf_{g \in \mathcal{G}} \sum_{i=1}^{n} |\tilde{L}(f(x_i), y_i) - \tilde{L}(g \circ h^T(x_i), y_i)|
\]
\[
+ 2\mathcal{R}_S(\Psi_T) + 3\sqrt{\frac{2\delta}{2n}}, \tag{5}
\]
with probability at least $1 - \delta$. In addition,
\[
\tilde{L}(f(x), y) \leq \max_{\|\delta\|_{\infty} < \epsilon}\ |L(f(x), y) - L(g \circ h^T(x), y)| + \tilde{L}(g \circ h^T(x), y),
\]
\[
\tilde{L}(g \circ h^T(x), y) \leq \max_{\|\delta\|_{\infty} < \epsilon}\ |L(f(x), y) - L(g \circ h^T(x), y)| + \tilde{L}(f(x), y).
\]
So we have
\[
\mathbb{E}[\tilde{L}(f(x), y)] \leq \frac{1}{n} \sum_{i=1}^{n} \tilde{L}(f(x_i), y_i) + \frac{8}{n} + \frac{4}{n} \inf_{g \in \mathcal{G}} \sum_{i=1}^{n} \max_{\|\delta\|_{\infty} < \epsilon} |L(f(x_i + \delta), y_i) - L(g \circ h^T(x_i + \delta), y_i)|
\]
\[
+ 2\mathcal{R}_S(\Psi_T) + 3\sqrt{\frac{2\delta}{2n}}.
\]
Next we show the relationship between the adversarial accuracy and $\mathbb{E}[\tilde{L}(f(x), y)]$. The adversarial loss function $\tilde{L}$ can be rewritten as
\[
\tilde{L}(f(x), y) = \max_{\|\delta\|_{\infty} < \epsilon} \frac{\sum_{k \neq y} \exp\left(\frac{f(x + \delta)_k}{\gamma}\right)}{\sum_{k \in [K]} \exp\left(\frac{f(x + \delta)_k}{\gamma}\right)}
\]
\[
= \max_{\|\delta\|_{\infty} < \epsilon} \frac{1}{1 + \exp\left(\frac{f(x + \delta)_y}{\gamma}\right)} \sum_{k \neq y} \exp\left(\frac{f(x + \delta)_k}{\gamma}\right)
\]
\[
= \max_{\|\delta\|_{\infty} < \epsilon} \frac{1}{1 + \exp\left(\frac{f(x + \delta)_y}{\gamma} - \ln\left(\sum_{k \neq y} \exp\left(\frac{f(x + \delta)_k}{\gamma}\right)\right)\right)} \sum_{k \neq y} \exp\left(\frac{f(x + \delta)_k}{\gamma}\right)
\]
\[
= \max_{\|\delta\|_{\infty} < \epsilon} \sigma\left(\frac{f(x + \delta)_y}{\gamma} - \ln\left(\sum_{k \neq y} \exp\left(\frac{f(x + \delta)_k}{\gamma}\right)\right)\right).
\]
\[\tag{6}\]
where $\sigma$ is the sigmoid function. Notice that $\sigma$ is a monotonically increasing function and

$$\ln\left(\sum_{k \neq y} \exp\left(\frac{f(x + \delta)_k}{\gamma}\right)\right) \geq \max_{k \neq y} \frac{f(x + \delta)_k}{\gamma}.$$  

Then we have

$$\tilde{L}(f(x), y) \geq \max_{\|\delta\|_\infty < \epsilon} \sigma\left(-\frac{f(x + \delta)_y}{\gamma} + \max_{k \neq y} \frac{f(x + \delta)_k}{\gamma}\right).$$  

(7)

If there exists $\delta$ such that $f(x + \delta)_y \leq \max_{k \neq y} f(x + \delta)_k$, then

$$\max_{\|\delta\|_\infty < \epsilon} \sigma\left(-\frac{f(x + \delta)_y}{\gamma} + \max_{k \neq y} \frac{f(x + \delta)_k}{\gamma}\right) \geq \frac{1}{2} \max_{\|\delta\|_\infty < \epsilon} \|f(x + \delta)_y \leq \max_{k \neq y} f(x + \delta)_k\|.$$  

(8)

In contrast, if for any $\delta$, $f(x + \delta)_y > \max_{k \neq y} f(x + \delta)_k$, then

$$\sigma\left(-\frac{f(x + \delta)_y}{\gamma} + \max_{k \neq y} \frac{f(x + \delta)_k}{\gamma}\right) \geq \|f(x + \delta)_y \leq \max_{k \neq y} f(x + \delta)_k\|.$$  

(9)

Combining (8) and (9),

$$2\tilde{L}(f(x), y) \geq \max_{\|\delta\|_\infty < \epsilon} \|f(x + \delta)_y \leq \max_{k \neq y} f(x + \delta)_k\|.$$  

(10)

According to (5) and (10), we have

$$\mathbb{P}\left[\{x, y\} : \exists \delta, \|\delta\|_\infty < \epsilon \text{ s.t. } \hat{y}(x + \delta) \neq y\right] \leq 2\mathbb{E}\left[\tilde{L}(f(x), y)\right] \leq \frac{2}{n} \sum_{i=1}^{n} \tilde{L}(f(x_i), y_i) + \frac{16}{n}$$

$$+ \frac{8}{n} \inf_{g \in \mathcal{G}} \sum_{i=1}^{n} \max_{\|\delta\|_\infty < \epsilon} \left|L(f(x_i + \delta)_1, y_i) - L(g \circ h^T(x_i + \delta), y_i)\right|$$

$$+ 4\mathbb{R}_S(\Psi_T) + 6\sqrt{\frac{2/\delta}{2n}},$$

with probability at least $1 - \delta$. According to (25),

$$\mathbb{P}\left[\{x, y\} : \exists \delta, \|\delta\|_\infty < \epsilon \text{ s.t. } \hat{y}(x + \delta) \neq y\right] \leq \frac{2}{n} \sum_{i=1}^{n} \tilde{L}(f(x_i), y_i) + \frac{16}{n}$$

$$+ \frac{8}{n} \inf_{g \in \mathcal{G}} \sum_{i=1}^{n} \max_{\|\delta\|_\infty < \epsilon} \left|f(x_i + \delta) - g \circ h^T(x_i + \delta)\right|$$

$$+ 4\mathbb{R}_S(\Psi_T) + 6\sqrt{\frac{2/\delta}{2n}}.$$  

\[\square\]

### B.2 Proof of Theorem 4.2

In this section, we start with a binary classification task and logistic regression. Denote

$$f_\theta(x) = \theta^T x, \quad g(f_\theta(x)) = \frac{1}{1 + \exp(-f_\theta(x))}, \quad h(f_\theta(x)) = \log(1 + \exp(f_\theta(x))).$$

Then the loss function $L$ can be rewritten as

$$L(f_\theta(x), y) = h(f_\theta(x)) - y f_\theta(x).$$
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Notice that $\|\delta\|_{\infty} \leq \epsilon$ implies $\|\delta\|_2 \leq \epsilon \sqrt{d}$, and therefore

$$\max_{\|\delta\|_2 \leq \epsilon \sqrt{d}} L(f_\theta(x), y) \leq \max_{\|\delta\|_2 \leq \epsilon \sqrt{d}} L(f_0(x), y),$$

where $d$ is the dimension of the input $x$. The standard empirical loss function can be written as

$$\mathcal{L}(f_\theta, \mathcal{D}) = \frac{1}{n} \sum_{i=1}^{n} L(f_\theta(x_i), y_i) = \frac{1}{n} \sum_{i=1}^{n} h(f_\theta(x_i)) - y_i f_\theta(x_i),$$

where $\mathcal{D} = \{(x_i, y_i), i = 1, \ldots, n\}$. For a given $\epsilon > 0$, we consider the adversarial loss with $l_2$-attack of size $\epsilon \sqrt{d}$, that is,

$$\hat{\mathcal{L}}(f_\theta, \mathcal{D}) = \frac{1}{n} \sum_{i=1}^{n} \max_{\|\delta\|_2 \leq \epsilon \sqrt{d}} \hat{L}(f_\theta(x_i + \delta_i), y_i) = \frac{1}{n} \sum_{i=1}^{n} \hat{L}(f_\theta(x_i), y_i).$$

Consider the data-dependent parameter space:

$$\Theta = \{\theta \in \mathbb{R}^d : y_i f_\theta(x_i) + (y_i - 1) f_\theta(x_i) \geq 0, \text{ and } |y_i - g(f_\theta(x_i))| \leq \beta |y_i - g(f_\theta(x_i))|, \text{ for all } i = 1, \ldots, n\}.$$ 

The first inequality considers the zero training error (0-1 loss). That is $f_\theta(x) > 0$ when $y = 1$ and $f_\theta(x) \leq 0$ if $y = 0$. The second inequality constraints the distillation, i.e. $g(f_\theta(x))$ is close to the soft label given by the teacher model. Now we are ready to state the following theorem:

**Theorem.** Suppose there exists a constant $c_x > 0$ such that $|x_i|_2 > c_x \sqrt{d}$ for all $i \in \{1, \ldots, n\}$. Then, for any $\theta \in \Theta$, we have

$$\hat{\mathcal{L}}(f_\theta, \mathcal{D}) + \alpha \hat{\mathcal{L}}(f_\theta, \mathcal{D}_{dis}) \leq \mathcal{L}_{mix}(f_\theta, \mathcal{D}) + \alpha \mathcal{L}_{mix}(f_\theta, \mathcal{D}_{dis}),$$

where the size of the adversarial attack $\epsilon$ is

$$\epsilon = \frac{1 - \alpha \beta}{1 + \beta} c_x R \mathbb{E}_{\lambda \sim \tilde{\mathbb{P}}_\lambda}[1 - \lambda], \text{ with } R = \min_{i \in \{1, \ldots, n\}} |\cos(\theta, x_i)|,$$

and the distribution $\tilde{\mathbb{P}}_\lambda$ is

$$\tilde{\mathbb{P}}_\lambda(\lambda) = \frac{\alpha}{\alpha + \beta} \text{Beta}(\alpha + 1, \beta) + \frac{\beta}{\alpha + \beta} \text{Beta}(\beta + 1, \alpha).$$

**Proof:** By the second order Taylor approximation,

$$L(f_\theta(x + \delta), y) \approx L(f_\theta(x), y) + \delta^\top \frac{\partial}{\partial x} L(f_\theta(x), y) + \frac{1}{2} \delta^\top \frac{\partial^2}{\partial x \partial x^\top} L(f_\theta(x), y) \delta.$$ 

Note that

$$\frac{\partial}{\partial x} L(f_\theta(x), y) = \frac{\partial}{\partial x} (h(f_\theta(x)) - y f_\theta(x))$$

$$= \frac{\partial}{\partial f} h(f_\theta(x)) \frac{\partial}{\partial x} f_\theta(x) - y \frac{\partial}{\partial x} f_\theta(x)$$

$$= g(f_\theta(x)) \theta - y \theta$$

$$= (g(\theta^\top x) - y) \theta$$

and

$$\frac{\partial^2}{\partial x \partial x^\top} L(f_\theta(x), y) = \frac{\partial^2}{\partial x \partial x^\top} (h(f_\theta(x)) - y f_\theta(x))$$

$$= \frac{\partial^2}{\partial f \partial f} h(f_\theta(x))(\frac{\partial}{\partial x} f_\theta(x))^2$$

$$= \frac{\partial}{\partial f} g(f_\theta(x)) \theta \theta^\top$$

$$= g(\theta^\top x)(1 - g(\theta^\top x)) \theta \theta^\top.$$
Therefore,

\[ L(f_\theta(x + \delta), y) \approx L(f_\theta(x), y) + (g(\theta^\top x) - y)\theta^\top \delta + \frac{1}{2}g(\theta^\top x)(1 - g(\theta^\top x))(\theta^\top \delta)^2 \]

Furthermore

\[
\hat{\mathcal{L}}(f_\theta, \mathcal{D}) \approx \frac{1}{n} \sum_{i=1}^{n} L(f_\theta(x_i), y_i) + \frac{1}{n} \sum_{i=1}^{n} \max_{\|\delta_i\|_2 \leq \epsilon \sqrt{d}} \left\{ \left( g(\theta^\top x_i) - y_i \right) \theta^\top \delta_i \right\} \\
+ \frac{1}{2} g(\theta^\top x_i)(1 - g(\theta^\top x_i))(\theta^\top \delta_i)^2 \\
=: \frac{1}{n} \sum_{i=1}^{n} L(f_\theta(x_i), y_i) + I_1.
\]

Similarly, for the data \( \mathcal{D}_{dis} = \{(x_i, y_i^*), y_i^* = f^T(x_i), i = 1, \ldots, n\} \),

\[
\hat{\mathcal{L}}(f_\theta, \mathcal{D}_{dis}) \approx \frac{1}{n} \sum_{i=1}^{n} L(f_\theta(x_i), y_i^*) + \frac{1}{n} \sum_{i=1}^{n} \max_{\|\delta_i\|_2 \leq \epsilon \sqrt{d}} \left\{ \left( g(\theta^\top x_i) - y_i^* \right) \theta^\top \delta_i \right\} \\
+ \frac{1}{2} g(\theta^\top x_i)(1 - g(\theta^\top x_i))(\theta^\top \delta_i)^2 \\
=: \frac{1}{n} \sum_{i=1}^{n} L(f_\theta(x_i), y_i^*) + I_2.
\]

Therefore,

\[
\hat{\mathcal{L}}(f_\theta, \mathcal{D}) + \alpha \hat{\mathcal{L}}(f_\theta, \mathcal{D}_{dis}) = \frac{1}{n} \sum_{i=1}^{n} L(f_\theta(x_i), y_i) + \frac{\alpha}{n} \sum_{i=1}^{n} L(f_\theta(x_i), y_i^*) + I_1 + \alpha I_2.
\]

Furthermore

\[
I_1 + \alpha I_2 \leq \frac{1}{n} \sum_{i=1}^{n} \max_{\|\delta_i\|_2 \leq \epsilon \sqrt{d}} \left( g(\theta^\top x_i) \theta^\top \delta_i \right) \\
+ \frac{\alpha}{n} \sum_{i=1}^{n} \max_{\|\delta_i\|_2 \leq \epsilon \sqrt{d}} \left( g(\theta^\top x_i) - y_i^* \right) \theta^\top \delta_i \\
+(1 + \alpha) \frac{1}{2n} \sum_{i=1}^{n} \max_{\|\delta_i\|_2 \leq \epsilon \sqrt{d}} g(\theta^\top x_i)(1 - g(\theta^\top x_i))(\theta^\top \delta_i)^2 \\
= \frac{\epsilon \sqrt{d}}{n} \sum_{i=1}^{n} |g(\theta^\top x_i) - y_i||\theta||_2 \\
+ \frac{\alpha \epsilon \sqrt{d}}{n} \sum_{i=1}^{n} g(\theta^\top x_i)(1 - g(\theta^\top x_i)||\theta||_2) \\
+(1 + \alpha)\epsilon^2 d \frac{1}{2n} \sum_{i=1}^{n} g(\theta^\top x_i)(1 - g(\theta^\top x_i)||\theta||_2^2).
\]

Next we shall bound \( \hat{\mathcal{L}}(f_\theta, \mathcal{D}) + \alpha \hat{\mathcal{L}}(f_\theta, \mathcal{D}_{dis}) \) by mixup augmentation. Consider the following loss:

\[
\mathcal{L}_{mix}(f_\theta, \mathcal{D}) = \frac{1}{n^2} \sum_{i=1}^{n} \sum_{j=1}^{n} \mathbb{E}_{\lambda \sim P_\lambda} \left[ L(f_\theta(x_{ij}(\lambda)), y_{ij}(\lambda)) \right],
\]

\[
\mathcal{L}_{mix}(f_\theta, \mathcal{D}_{dis}) = \frac{1}{n^2} \sum_{i=1}^{n} \sum_{j=1}^{n} \mathbb{E}_{\lambda \sim P_\lambda} \left[ L(f_\theta(x_{ij}(\lambda)), y^*_{ij}(\lambda)) \right].
\]
where $P_\lambda$ is a Beta distribution $\text{Beta}(\alpha, \beta)$, $y_{ij}(\lambda) = \lambda y_i + (1-\lambda)y_j$ and $y_{ij}^*(\lambda) = \lambda y_i^* + (1-\lambda)y_j^*$.

We start with $L_{\text{mix}}(f_\theta, D)$:

$$L_{\text{mix}}(f_\theta, D) = \frac{1}{n^2} \sum_{i=1}^n \sum_{j=1}^n E_{\lambda \sim P_\lambda} \left[ h(\theta^T x_{ij}(\lambda)) - y_{ij}(\lambda) \theta^T x_{ij}(\lambda) \right]$$

$$= \frac{1}{n^2} \sum_{i=1}^n \sum_{j=1}^n E_{\lambda \sim P_\lambda} \left\{ \lambda \left[ h(\theta^T x_{ij}(\lambda)) - y_i \theta^T x_{ij}(\lambda) \right] 
+ (1-\lambda) \left[ h(\theta^T x_{ij}(\lambda)) - y_j \theta^T x_{ij}(\lambda) \right] \right\}$$

We introduce a 0-1 random variable $B$ such that the conditional distribution of $B$ given $\lambda$ is $P(B = 1|\lambda) = \lambda$, and $P(B = 0|\lambda) = 1 - \lambda$.

Rewrite $L_{\text{mix}}(f_\theta, D)$ as

$$L_{\text{mix}}(f_\theta, D) = \frac{1}{n^2} \sum_{i=1}^n \sum_{j=1}^n E_{\lambda \sim P_\lambda} \left\{ E_B \left[ B \left[ h(\theta^T x_{ij}(\lambda)) - y_i \theta^T x_{ij}(\lambda) \right] 
+ (1 - B) \left[ h(\theta^T x_{ij}(\lambda)) - y_j \theta^T x_{ij}(\lambda) \right] \right] \right\}.$$ 

Notice that

$$P(\lambda, B = 1) = P(B = 1|\lambda)P(\lambda) = \frac{\lambda^\alpha (1-\lambda)^{\beta - 1}}{B(\alpha, \beta)} = \frac{\lambda^\alpha (1-\lambda)^{\beta - 1}}{B(\alpha + 1, \beta)} \times \frac{\alpha}{\alpha + \beta}$$

$$P(\lambda, B = 0) = P(B = 0|\lambda)P(\lambda) = \frac{\lambda^{\alpha - 1}(1-\lambda)^\beta}{B(\alpha, \beta)} = \frac{\lambda^{\alpha - 1}(1-\lambda)^\beta}{B(\alpha + \beta + 1)} \times \frac{\beta}{\alpha + \beta}$$

where $B(\cdot, \cdot)$ is the Beta function. Thus the marginal distribution of $B$ is

$$P(B = 1) = \frac{\alpha}{\alpha + \beta} \quad \text{and} \quad P(B = 0) = \frac{\beta}{\alpha + \beta}$$

and the conditional distribution of $\lambda$ given $B$ is

$$P(\lambda|B = 1) = \text{Beta}(\alpha + 1, \beta) \quad \text{and} \quad P(\lambda|B = 0) = \text{Beta}(\alpha, \beta + 1).$$

Then we have

$$L_{\text{mix}}(f_\theta, D) = \frac{1}{n^2} \sum_{i=1}^n \sum_{j=1}^n E_B \left\{ E_{\lambda \sim \text{Beta}(\alpha + 1, \beta)} \left[ B \left[ h(\theta^T x_{ij}(\lambda)) - y_i \theta^T x_{ij}(\lambda) \right] 
+ (1 - B) \left[ h(\theta^T x_{ij}(\lambda)) - y_j \theta^T x_{ij}(\lambda) \right] \right] \right\}$$

$$= \frac{1}{n^2} \sum_{i=1}^n \sum_{j=1}^n \left\{ \frac{\alpha}{\alpha + \beta} E_{\lambda \sim \text{Beta}(\alpha + 1, \beta)} \left[ h(\theta^T x_{ij}(\lambda)) - y_i \theta^T x_{ij}(\lambda) \right] 
+ \frac{\beta}{\alpha + \beta} E_{\lambda \sim \text{Beta}(\alpha + 1, \beta)} \left[ h(\theta^T x_{ij}(\lambda)) - y_j \theta^T x_{ij}(\lambda) \right] \right\}.$$ 

In addition, let

$$\lambda' = 1 - \lambda \sim \text{Beta}(\beta + 1, \alpha).$$

So we can transform the random variable from $\lambda$ to $\lambda'$ and have

$$E_{\lambda \sim \text{Beta}(\alpha + 1, \beta)} \left[ h(\theta^T x_{ij}(\lambda)) - y_j \theta^T x_{ij}(\lambda) \right] = E_{\lambda' \sim \text{Beta}(\beta + 1, \alpha)} \left[ h(\theta^T x_{ji}(\lambda')) - y_j \theta^T x_{ji}(\lambda') \right].$$

Plug this equation into $L_{\text{mix}}(f_\theta, D)$,

$$L_{\text{mix}}(f_\theta, D) = \frac{1}{n^2} \sum_{i=1}^n \sum_{j=1}^n \left\{ \frac{\alpha}{\alpha + \beta} E_{\lambda \sim \text{Beta}(\alpha + 1, \beta)} \left[ h(\theta^T x_{ij}(\lambda)) - y_i \theta^T x_{ij}(\lambda) \right] 
+ \frac{\beta}{\alpha + \beta} E_{\lambda \sim \text{Beta}(\alpha + 1, \beta)} \left[ h(\theta^T x_{ij}(\lambda)) - y_j \theta^T x_{ij}(\lambda) \right] \right\}$$

$$= \frac{1}{n^2} \sum_{i=1}^n \sum_{j=1}^n E_{\lambda \sim P_\lambda} \left[ h(\theta^T x_{ij}(\lambda)) - y_i \theta^T x_{ij}(\lambda) \right].$$
where
\[ \tilde{P}_\lambda(\lambda) = \frac{\alpha}{\alpha + \beta} \text{Beta}(\alpha + 1, \beta) + \frac{\beta}{\alpha + \beta} \text{Beta}(\beta + 1, \alpha). \]

To proceed further, we denote \( P_n(x) \) as the empirical distribution of \( x \) induced by the training sample. Then \( I_2 \) can be rewritten as
\[
L_{\text{mix}}(f_\theta, D) = \frac{1}{n} \sum_{i=1}^{n} E_{x \sim P_n} E_{\lambda \sim \tilde{P}_\lambda} \left[ h(\theta^T (\lambda x_i + (1 - \lambda) x)) - y_i \theta^T (\lambda x_i + (1 - \lambda) x) \right] = \frac{1}{n} \sum_{i=1}^{n} E_{x \sim P_n} E_{\lambda \sim \tilde{P}_\lambda} \psi_1(\gamma),
\]
where \( \gamma = 1 - \lambda \) and
\[
\psi_1(\gamma) = h(\theta^T ((1 - \gamma)x_i + \gamma x)) - y_i \theta^T ((1 - \gamma)x_i + \gamma x).
\]
By the second order Taylor expansion,
\[
\psi_1(\gamma) = \psi_1(0) + \psi_1'(0) \gamma + \frac{1}{2} \psi_1''(0) \gamma^2 + O(\gamma^3).
\]
Furthermore,
\[
\psi_1'(0) = h'(\theta^Tx_i)\theta^T(x - x_i) - y_i \theta^T(x - x_i) = (g(\theta^T x_i) - y_i) \theta^T(x - x_i),
\]
and
\[
\psi_1''(0) = h''(\theta^T x_i)(\theta^T(x - x_i))^2 = g(\theta^T x_i)(1 - g(\theta^T x_i))(\theta^T(x - x_i))^2.
\]
Thus we have
\[
L_{\text{mix}}(f_\theta, D) = \frac{1}{n} \sum_{i=1}^{n} L(f_\theta(x_i), y_i) + I_3 + I_4,
\]
where
\[
I_3 = E_{\lambda \sim \tilde{P}_\lambda} [(1 - \lambda)] \frac{1}{n} \sum_{i=1}^{n} E_{x \sim P_n} \left[ (g(\theta^T x_i) - y_i) \theta^T(x - x_i) \right],
\]
\[
I_4 = E_{\lambda \sim \tilde{P}_\lambda} [(1 - \lambda)^2] \frac{1}{2n} \sum_{i=1}^{n} E_{x \sim P_n} \left[ g(\theta^T x_i)(1 - g(\theta^T x_i))(\theta^T(x - x_i))^2 \right].
\]
Similarly, for the data \( D_{\text{dis}} = \{(x_i, y_i^*), y_i^* = f^T(x_i), i = 1, \ldots, n\} \), the following decomposition also holds: \( L_{\text{mix}}(f_\theta, D_{\text{dis}}) = \frac{1}{n} \sum_{i=1}^{n} L(f_\theta(x_i), y_i^*) + I_5 + I_4 \), where
\[
I_5 = E_{\lambda \sim \tilde{P}_\lambda} [(1 - \lambda)] \frac{1}{n} \sum_{i=1}^{n} E_{x \sim P_n} \left[ (g(\theta^T x_i) - y_i^*) \theta^T(x - x_i) \right].
\]
Therefore,
\[
L_{\text{mix}}(f_\theta, D) + \alpha L_{\text{mix}}(f_\theta, D_{\text{dis}}) = \frac{1}{n} \sum_{i=1}^{n} L(f_\theta(x_i), y_i) + \frac{\alpha}{n} \sum_{i=1}^{n} L(f_\theta(x_i), y_i^*) + (I_3 + \alpha I_5) + (1 + \alpha)I_4.
\]
For the term $I_3 + \alpha I_5$, we have
\[ I_3 + \alpha I_5 = \mathbb{E}_{\lambda \sim \lambda_\alpha} [1 - \lambda] - \frac{1}{n} \sum_{i=1}^{n} (1 + \alpha) g(\theta^T x_i) - y_i - \alpha y^*_i) \theta^T (\mathbb{E}_{x \sim P_n}(x) - x_i) \]
\[ = \mathbb{E}_{\lambda \sim \lambda_\alpha} [1 - \lambda] - \frac{1}{n} \sum_{i=1}^{n} (y_i + \alpha y^*_i - (1 + \alpha) g(\theta^T x_i)) \theta^T x_i \]
\[ = \mathbb{E}_{\lambda \sim \lambda_\alpha} [1 - \lambda] - \frac{1}{n} \sum_{i=1}^{n} |y_i + \alpha y^*_i - (1 + \alpha) g(\theta^T x_i)| \quad \text{sgn}(\theta, x_i) \]
\[ = \mathbb{E}_{\lambda \sim \lambda_\alpha} [1 - \lambda] - \frac{1}{n} \sum_{i=1}^{n} |y_i - g(\theta^T x_i)| - \alpha |y^*_i - g(\theta^T x_i)| \quad \text{sgn}(\theta, x_i) \]
\[ \geq R_t c_x \sqrt{d} \mathbb{E}_{\lambda \sim \lambda_\alpha} [1 - \lambda] - \frac{1}{n} \sum_{i=1}^{n} (1 - \alpha k) |y_i - g(\theta^T x_i)| \quad \text{sgn}(\theta, x_i) \]
\[ \geq e \sqrt{d} \frac{n}{n} \sum_{i=1}^{n} \max_{\|\delta_i\|_2 \leq \sqrt{d}} (y_i - g(\theta^T x_i)) \theta^T \delta_i \]
Now we turn to $I_4$:
\[ I_4 = \mathbb{E}_{\lambda \sim \lambda_\alpha} [1 - \lambda]^2 \frac{1}{2n} \sum_{i=1}^{n} g(\theta^T x_i) (1 - g(\theta^T x_i)) \theta^T \mathbb{E}_{x \sim P_n}(x - x_i)(x - x_i)^T \theta \]
\[ = \mathbb{E}_{\lambda \sim \lambda_\alpha} [1 - \lambda]^2 \frac{1}{2n} \sum_{i=1}^{n} g(\theta^T x_i) (1 - g(\theta^T x_i)) \theta^T \mathbb{E}_{x \sim P_n}(x x^T + x_i x_i^T) \theta \]
\[ \geq \mathbb{E}_{\lambda \sim \lambda_\alpha} [1 - \lambda]^2 \frac{1}{2n} \sum_{i=1}^{n} g(\theta^T x_i) (1 - g(\theta^T x_i)) \theta^T x_i x_i^T \theta \]
\[ = R_t^2 c_x^2 d \mathbb{E}_{\lambda \sim \lambda_\alpha} [1 - \lambda]^2 \frac{1}{2n} \sum_{i=1}^{n} g(\theta^T x_i) (1 - g(\theta^T x_i)) \quad \text{sgn}(\theta, x_i) \]
\[ \geq e^2 d \frac{1}{2n} \sum_{i=1}^{n} g(\theta^T x_i) (1 - g(\theta^T x_i)) \quad \text{sgn}(\theta, x_i) \]
\[ = \frac{1}{n} \sum_{i=1}^{n} \max_{\|\delta_i\|_2 \leq \sqrt{d}} g(\theta^T x_i) (1 - g(\theta^T x_i)) (\theta^T \delta_i)^2. \]
Combining the results of $I_3 + \alpha I_5$ and $I_4$, we know that $I_3 + \alpha I_5 \geq I_1 + \alpha I_2$. Furthermore, we have
\[ \tilde{\mathcal{L}}(f_0, \mathcal{D}) + \alpha \tilde{\mathcal{L}}(f_0, \mathcal{D}_{\text{dis}}) \leq \mathcal{L}_{\text{mix}}(f_0, \mathcal{D}) + \alpha \mathcal{L}_{\text{mix}}(f_0, \mathcal{D}_{\text{dis}}). \]

Next we extend the above theorem to the case of neural networks with ReLU activation and max-pooling. We still consider the binary classification task with the logistic loss and take $f_0(x)$ to be a fully connected neural network with ReLU activation function or max-pooling:
\[ f_0(x) = a^T \sigma (W_N x + \cdots + \sigma (W_2 \sigma (W_1 x))), \]
where $\sigma(\cdot)$ is a nonlinear function that consists of ReLU activation and max pooling, each $W_i$ is a matrix, and $a$ is a column vector: i.e., $\theta$ consists of $\{W_i, i = 1, \ldots, W - 1\}$ and $a$. According to the derivatives of ReLU and max-pooling, the function $f_0$ satisfies that $\nabla_2 f_0(x) = 0$ and $f_0(x) = \nabla_x f_0(x)^T x$ almost everywhere. Therefore a fully connected neural networks with ReLU activation functions and max-pooling can be locally approximated by a linear function. By the results of logistic regression, we have the following theorem:

\[ \boxed{\text{29}}. \]
Theorem. Suppose $f_\theta(x) = \nabla_x f_\theta(x)^\top x$, $\nabla_x^2 f_\theta(x) = 0$ and there exists a constant $c_x > 0$ such that $\|x_i\|_2 > c_x \sqrt{d}$ for all $i \in \{1, \ldots, n\}$. Then, for any $\theta \in \Theta$, we have

$$\tilde{\mathcal{L}}(f_\theta, \mathcal{D}) + \alpha \tilde{\mathcal{L}}(f_\theta, \mathcal{D}_{\text{dis}}) \leq \mathcal{L}_{\text{mix}}(f_\theta, \mathcal{D}) + \alpha \mathcal{L}_{\text{mix}}(f_\theta, \mathcal{D}_{\text{dis}}),$$

where the size of the adversarial attack $\epsilon$ is

$$\epsilon = \frac{1 - \alpha \beta}{1 + \beta} c_x R \mathbb{E}_{\lambda \sim \tilde{P}_\lambda} [1 - \lambda], \quad \text{with} \quad R = \min_{i \in \{1, \ldots, n\}} |\cos(\nabla_x f_\theta(x), x_i)|,$$

and the distribution $\tilde{P}_\lambda$ is

$$\tilde{P}_\lambda(\lambda) = \frac{\alpha}{\alpha + \beta} \text{Beta}(\alpha + 1, \beta) + \frac{\beta}{\alpha + \beta} \text{Beta}(\beta + 1, \alpha).$$

\[\square\]