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Figure 1: Our model TENet achieves better result on the mixture problem of demosaicing, denoising and SR on the real raw sensor test image captured by iPhone X. We conduct comparison with the most popular commercial software (Camera Raw) and the state-of-the-art demosaicing method [13] and SR method [3]. Our output is artifact-free and preserves detail even for challenging regions. Here, *CARN is fine tuned from CARN [3] using pixel averaging downsampling for fair comparison.

Abstract

Demosaicing, denoising and super-resolution (SR) are of practical importance in digital image processing and have been studied independently in the passed decades. Despite the recent improvement of learning-based image processing methods in image quality, there lacks enough analysis into their interactions and characteristics under a realistic setting of the mixture problem of demosaicing, denoising and SR. In existing solutions, these tasks are simply combined to obtain a high-resolution image from a low-resolution raw mosaic image, resulting in a performance drop of the final image quality. In this paper, we first re-think the mixture problem from a holistic perspective and then propose the Trinity Enhancement Network (TENet), a specially designed learning-based method for the mixture problem, which adopts a novel image processing pipeline order and a joint learning strategy. In order to obtain the correct color sampling for training, we also contribute a new dataset namely PixelShift200, which consists of high-quality full color sampled real-world images using the advanced pixel shift technique. Experiments demonstrate that our TENet is superior to existing solutions in both quantitative and qualitative perspective. Our experiments also show the necessity of the proposed PixelShift200 dataset.

1. Introduction

In computational photography, obtaining high-quality high-resolution even super-resolution images has attracted increasingly attention in research community and commercial industry. However, obtaining such images is of practical difficulty under limited hardware conditions (small prime lens and compact sensors, etc.), especially for mobile devices. The limitations mainly come from three aspects. First, most digital cameras contain sensor arrays covered by color filter arrays (CFAs, e.g. Bayer pattern), resulting in incomplete color sampling of images and loss in resolution. Second, the images captured directly by the image sensor are usually noisy. Especially when the pixel density of sensor becomes larger, the noise becomes more obvious.
Third, most the lenses used in mobile devices have fixed and short focal length, which not only causes difficulties to the imaging of distant objects, but also limits the resolution of the images. In order to break through the above hardware limitations, some post-processing methods are introduced to enhance the images. Demosaicing, denoising and super-resolution (SR) are three fundamental processing tasks, respectively. In the past decades, these three tasks have been well studied separately, and all have made breakthrough progress recently with the help of deep learning.

However, the problems encountered in practical applications are more complicated than any single problem – it is usually a mixture problem of noise and resolution limitation (color mosaic and insufficient resolution). Although perform well when applied separately to solve a single problem, it will bring in new problems when those tasks are simply combined to solve mixture problem (e.g., unexpected artifacts and blurry), which are caused by the interactions between tasks. Such a mixture problem has received lower attention in research field. In this paper, we rethink the mixture problem from a holistic perspective. By thoroughly analyzing the characteristics of each task and the behaviors of their interactions, we propose a new method, namely Trinity Enhancement Network (TENet), to solve the mixture problem. Experiments demonstrate the superiority of the proposed TENet method under realistic settings.

The motivation behind this work is three-fold. Firstly, we adjust the order of demosaicing and SR in image processing pipeline. Although formulated differently, both demosaicing and SR are meant to overcome the sampling limitation of imaging. In the existing solutions, the image is first demosaiced to obtain a full color image. Then SR is performed to further enhance the resolution. However, demosaicing will introduce artifacts when the resolution is limited (such as color aliases, zippering and moiré artifacts), and these artifacts will be magnified by the followed SR process. To address this problem, we propose to super-resolve the raw mosaic image before demosaicing. In the new pipeline, not only the artifacts of demosaicing is reduced, but SR also helps demosaicing to break the resolution limit. Secondly, simply combining two or more tasks usually causes severe performance drop, e.g. new artifacts and blurry. An important reason for this drop is that there is no appropriate model or algorithm can perfectly handle the middle state, which refers to the intermediate result after one or two steps of processing [46]. These middle states usually involve task related complicated defects. With the advent of deep learning based methods, we are able to address complicated multi-task image processing problems in an end-to-end manner, which is also known as “joint solution”. When jointly performed, if one task produces the result that is difficult to process directly, the followed task will compensate for the middle state, and provide better final results. Thus, we propose to perform demosaicing, denoising and SR in such a joint scheme for the mixture problem. Thirdly, we contribute a real-world dataset with the advanced pixel shift technique namely PixelShift200 for this mixture problem. By further diving into the training data, we find that the existing datasets have limitations in training demosaicing related tasks. As the images in those datasets are demosaiced from raw mosaic images, so they contains potential artifacts. The proposed PixelShift200 consists of 200 high-quality 4k resolution full color sampled real-world images. By training with the above dataset, our TENet can reconstruct high-quality high-resolution images with less artifacts.

We summarize our contributions as follows: (1) We are the first to analyze the mixture problem of demosaicing, denoising and SR and propose the Trinity Enhancement Network (TENet) to solve the mixture problem. (2) We propose to super-resolve mosaic image before demosaicing. We show the superior performance of the proposed pipeline with experiments. (3) We contribute a new real-world dataset namely PixelShift200 for demosaicing and SR with novel pixel shift technique. Experiments show the necessity of proposed dataset in training demosaicing related tasks.

2. Related Work

We aim to solve the mixture problem of demosaicing, denoising and SR for a single Bayer image. All the above tasks are well-studied separately. Since we are the first to address the mixture problem with joint solution, in this section, we first briefly present the previous work and existing problems for the above tasks, and then review the literature of joint solutions.

2.1. Demosaicking

Image demosaicing is an ill-posed problem of interpolating full-resolution color images from the color mosaic images (e.g. Bayer mosaic images), and is usually performed in the beginning of image processing pipeline. Existing approaches can be mainly classified into two categories: model-based and learning-based methods. Model-based approaches [31, 50, 19, 37, 42, 17] focus on the construction of mathematical models and image priors in the spatial-spectral domain facilitating the recovery of missing data. Learning-based approaches [17, 38] build the process mapping by learning from abundant training data. Recently, deep learning has also used successfully for image demosaicing and achieved competitive performance [21, 14, 13, 39]. Michäel et al. [13] train a deep convolutional neural network (CNN) on millions of carefully selected image patches and achieve the state-of-the-art performance of demosaicking.
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Figure 2: The interactions between different tasks. As shown in the first row, the image demosaiced from an LR image contains severe color distortion. The image demosaiced from an HR image provides better result. The second row indicates that the denoising task tends to smooth the high frequency details. The last row shows the serious artifacts of super-resolving a noisy input.

In general, demosaicing algorithms perform well in flat regions of the image. However, it leads to conspicuous artifacts in the high-frequency texture regions and strong edges. Due to the input resolution limitation, serious artifacts such as zippering, color moiré and loss of detail are prone to occur in this area. This kind of problem is related to resolution limitation of the input Bayer image [54], and will be alleviated when the image resolution is increased, as shown in the first row of Figure 2. When the input low-resolution mosaic raw image contains noise, the demosaicking is further difficult. This leads to unpleasant artifacts, as the estimation of edge orientation is less reliable.

2.2. Denoising

Image noise is inevitable during imaging and it may heavily degrade the visual quality. In past decades, plenty of methods have been proposed for denoising not only for color images but also mosaic images. Early methods such as anisotropic diffusion [33], total variation denoising [34] and wavelet coring [36] use hand-craft features and algorithms to recover a clean signal from noisy input. However these parametric methods have limited capacity and expressiveness. Advanced methods usually exploit effective image priors such as self-similarity [8, 16, 4] and sparse representation [2]. With the increasing of interests to learning-based methods, in recent years, most successful denoising algorithms are entirely data-driven, consisting of CNNs trained to recover from noisy images to noise-free images [5, 47, 48, 35, 45, 13].

Same as demosaicing, denoising algorithms work well in flat regions in the image, they eliminates high-frequency noise to make image smooth and clean. Unfortunately, most denoising algorithms not only eliminate noise, but also smooth the high-frequency detail and texture in the image. If we further conduct post-process on the denoised image such as SR, the blur effect will be magnified and affect image quality, as shown in the second row of Figure 2. Note that when the noise of the input image is complicated, denoising algorithms will hardly remove this kind of defects. Thus, the denoising algorithms have limited performance when removing artifacts left by other algorithms.

2.3. Super-Resolution

SR aims to recover the high-resolution (HR) image from its low-resolution (LR) version. Since the seminal work of employing CNN for SR [10], various deep learning based methods with different network architectures [11, 23, 53, 3, 24, 30, 15] and training strategies [29, 44] have been proposed to continuously improve the SR performance. However, problems occur when apply such algorithm in real-world applications. When SR algorithms enhance the image details and texture, the unexpected noise, blurry and artifacts are also amplified. If the input image is noisy or blurry, the problems that were not serious will be magnified, especially for artifacts and noise caused by previous processing. It may lead to unsatisfactory results when apply SR separately after demosaicking or denoising. An example is shown in Figure 2.

2.4. Mixture Problem of Image Processing

In practical applications, in addition to the above well defined problems, more common is the mixture problem of multiple image defects. For example, the mixture problem of SR and denoising [49], demosaicing and denoising [6, 22, 26], and the problem of SR and demosaicing [12, 43, 54]. For the mixture problem of multiple tasks, the difficulty of solving is greatly increased. Yu et al. [46] study the order of execution of tasks in the mixture problem and use reinforcement learning to learn the order of execution of the task. More relevant to this work, Michaël et al. [13] train a CNN to jointly perform these tasks and achieve the state of art performance. Zhang et al. [49] propose a SR network to jointly perform SR and denoising, as the denoising preprocessing step tends to lose detail information and would deteriorate the subsequent SR performance. Zhou et al. [54] introduce deep residual network for joint demosaicking and super-resolution. However, the mixture
problem of demosaicking, denoising and SR has not witnessed the usage of jointly perform strategy to the best of our knowledge.

3. Method

Our main aim is to improve the overall image quality for the mixture problem of demosaicing, denoising and SR. In this section, we first discuss the improvements from the proposed new pipeline. And then we describe the proposed joint objective function. At last we present the network design.

3.1. Pipeline

As mentioned above, different tasks will interact with each other. When multiple processing tasks are executed in sequence, the defects generated by the previous task will affect the subsequent tasks and then cause performance drop. In our approach, we carefully adjust the execution order of denoising, SR and demosaicing to minimize the effects caused by task interaction.

Firstly, we suggest to denoise before other tasks to minimize the effects of noise. If the denoising operation is performed after SR or demosaicing, the noise will impact the processing of SR and demosaicing and cause severe artifacts that is difficult to remove. Secondly, different from the previous popular image processing pipeline which first demosaic the raw image into a full color image and then perform SR, we propose to super-resolve the raw image to a higher resolution and then perform demosaicing to get the SR color image. There are at least two advantages: (1) The artifacts caused by super-resolving the defects of the demosaic images can be avoided. (2) SR can help demosaicing to break the limitation of resolution. Demosaic a higher resolution raw images will obtain better results.

In our pipeline, for a given noisy LR raw mosaic image $M_n^{LR}$, its corresponding HR color image $I^{HR}$ can be written as a composite function:

$$I^{HR} = C(S_M(D_M(M_n^{LR}))),$$  \hspace{1cm} (1)

where $C$ is the demosaicing mapping, $S_M$ \(^1\) is the SR mapping for mosaic images and $D_M$ denotes the denoising mapping for mosaic images. The denoising is first performed to obtain noise-free mosaic LR image $M_n^{LR} = D_M(M_n^{LR})$. We then use an SR mapping to super-resolve the LR mosaic image in order to obtain HR mosaic image $M_n^{HR} = S_M(M_n^{LR})$. At last, we perform demosaicing to convert HR mosaic image into full color image $I^{HR} = C(M_n^{HR})$.

In our approach, we employ deep convolutional neural networks to implement the above mappings.

3.2. Joint Objective Function

With a carefully designed image processing pipeline, we can avoid the serious performance drop caused by the interaction between different tasks to a certain extent. However, we still cannot totally solve the problem caused by the middle state. In the proposed pipeline, although the denoising is performed at first to eliminate serious artifacts, it will lose high-frequency textures and image details, which still causes difficulties for subsequent tasks – no SR or demosaicing method is designed to compensate the lost high-frequency details. The distribution of the super-resolved mosaic image is also different from the real-world mosaic image. Directly performing existing demosaicing method cannot achieve the satisfactory processing effect. To address this problem, we propose to joint perform denoising, SR and demosaicing in an end-to-end manner. In our approach, we calculate the $l_2$-norm loss on the final result $I^{HR}$ directly:

$$L_{joint} = \|C(S_M(D_M(M_n^{LR}))) - I^{HR}_{gt}\|_2^2, \hspace{1cm} (2)$$

where $I^{HR}_{gt}$ represents the ground-truth HR color image of $M_n^{LR}$. In order to provide more information to the network during training, we also calculate the SR loss on raw image to optimize the functionality of the network.

$$L_{SR} = \|S_M(D_M(M_n^{LR})) - M_n^{HR}\|_2^2, \hspace{1cm} (3)$$

where $M_n^{HR}$ represents the corresponding HR noise-free mosaic image of $M_n^{LR}$. The SR loss term makes the first half of the network focus on denoising and SR and the second half of the network focuses on demosaicing the super-resolved mosaic image. Although the joint perform strategy mainly focuses on the final results, providing the supervision information of intermediate state can also optimize network performance during joint processing. The final objective function in our approach is

$$\mathcal{L} = L_{joint} + \lambda L_{SR}, \hspace{1cm} (4)$$

where $\lambda$ is the trade-off parameter.

\(^1\)The subscript $M$ stands for ‘mosaic’.
3.3. Network Design

As mentioned above, our approach can be divided into two parts. The first part is the mapping of joint denoising and SR, denoted with $F_M$, which actually jointly implements $D_M$ and $S_M$. The second part is mapping $C_M$, which converts the SR mosaic image into a full color image. The mapping $F_M$ and $C_M$ can be trained and performed jointly. At first, the Bayer mosaic image $M_n^{LR}$ is extracted into four color maps $M_n^{LR}$, so that the spatial information of the same color is more easily extracted with convolution operation. Mapping $F_M$ maps these four color maps to a SR noise-free mosaic color maps $M_n^{SR}$, which is then mapped to a SR three-channel color image by the mapping $C_M$. We employ the deep network of ESRGAN [44] to implement these two mappings, which uses a specially designed Residual in Residual Dense Block (RRDB) to increase the stability of the training. The network structure is illustrated in Figure 3. For the network $F_M$, the input has five channels (including a noise map, stretched with noise level to indicate the sigma of the Gaussian noise) and the output has four channels. For network $C_M$, the input is a four-channel SR mosaic image and the output is a three-channel RGB image. In order to balance the number of parameters and running time, the number of RRDBs for both $F_M$ and $C_M$ is set to 6.

4. Data Collection

Although there are many high-resolution image datasets available, we find that existing datasets are difficult to meet the requirements related to the training of demosaicing tasks. When it comes to demosaicing tasks, we need the full color sampled ground truth images. However, since most of the high-quality images are obtained by demosaicing the mosaic raw images, training using such data will introduce the artifacts generated by the existing demosaicing algorithm. In previous work, the high-quality images are first preprocessed to eliminate the effect of demosaicing artifacts. Zhou et al. [54] perform bicubic downsampling operation to the original high-resolution images to eliminate artifacts that have potentially been introduced by the demosaicing algorithm as well as by other factors in the camera processing pipeline (like sensor noise). Michaël et al. [13] use ImageNet [9] dataset and propose a novel training data selection method to select the ‘hard case’ of training data. Note that the ImageNet images can also be viewed as downsampled images. Although the downsampled image no longer contains obvious artifacts, the downsampled image is somewhat different from the natural image distribution. We need the real-world high-resolution images with full sampling of the color to train demosaicing related tasks.

In this paper, we contribute a novel dataset PixelShift200 and a new test set PixelShiftTest. We employ advanced pixel shift technology to perform a full color sampling of the image. Pixel shift technology takes four samples of the same image, and physically controls the camera sensor to move one pixel horizontally or vertically at each sampling to capture all color information at each pixel (see Figure 4). The pixel shift technology ensures that the sampled images follow the distribution of natural images sampled by the camera, and the full information of the color is completely obtained. In this way, the collected images are artifacts-free, which could lead to better training results for demosaicing related tasks.

During data collection, we use a Sony A7R3 digital camera with pixel shift technology. In order to control the quality of the data, most of the images were taken on the real scene and the finely printed pictures in the darkroom, the light intensity and color temperature is predefined and fixed. In order to avoid motion parallax when moving the sensor, We control the depth of field of the scene to a small range. We use a lens with fixed focal length and aperture, and use a low photosensitivity (ISO 100 or less) to avoid possible serious noise. We divided the data into 10 test images, namely PixelShiftTest and 200 4k resolution training pictures namely PixelShift200. Some examples are shown in Figure 4, one can see that the pixel shift results is artifacts-free and thus provide better ground truth for training.
Table 1: Quantitative comparison of the performance of different approaches on the demosaicing and SR mixture problem using dataset Kodak, McM [51], BSD100 [32] and Urban100 [20]. The SR factor is 2. Note the DemosaicNet [13] used in this comparison is the noise-free version.

| Method                           | Kodak  | McMater [51] | BSD100 [32] | Urban100 [20] |
|---------------------------------|--------|--------------|-------------|---------------|
|                                 | PSNR   | SSIM         | PSNR        | SSIM          |
| Malvar et al. [31] + CARN [3]   | 28.40  | 0.8421       | 28.51       | 0.8442        |
| NLM [52] + CARN [3]             | 29.29  | 0.8477       | 29.70       | 0.8751        |
| NLM + CARN [3]                  | 29.20  | 0.8551       | 31.60       | 0.8733        |
| DemosaicNet [13] + CARN [3]     | 30.82  | 0.8864       | 28.89       | 0.8644        |
| DemosaicNet + CARN [3]          | 30.29  | 0.8886       | 28.99       | 0.8942        |
| TENet (noise-free)              | 31.39  | 0.8965       | 29.39       | 0.9061        |

Table 2: Quantitative comparison of different approaches on the mixture problem of demosaicing, denoising and SR using dataset Kodak, McM [51], BSD100 [32] and Urban100 [20]. The SR factor is 2 and the noise level is set to 10, 20 and 50. The DemosaicNet [13] do not provide the model for noise level more than 20.

| Method                           | Noise level | Kodak  | McMater [51] | BSD100 [32] | Urban100 [20] |
|---------------------------------|-------------|--------|--------------|-------------|---------------|
|                                 | PSNR        | SSIM   | PSNR         | SSIM        |
| ADMM [40] + CARN [3]            | 26.71       | 0.7310 | 27.53        | 0.7793      | 25.80         | 0.6992       |
| Condak [7] + CARN [3]           | 25.74       | 0.6920 | 26.43        | 0.7177      | 25.90         | 0.7382       |
| FlexISP [18] + CARN [3]         | 25.29       | 0.6362 | 25.26        | 0.6601      | 24.30         | 0.6153       |
| DemosaicNet + CARN [3]          | 27.82       | 0.7830 | 28.75        | 0.8153      | 26.82         | 0.7601       |
| DemosaicNet + CARN [3]          | 27.96       | 0.7874 | 28.87        | 0.8202      | 26.92         | 0.7640       |
| TENet (ours)                    | 28.60       | 0.8067 | 29.56        | 0.8423      | 27.32         | 0.7783       |

5. Experiments

5.1. Data Preprocessing and Network Training

Since downsampling operation is performed on the mosaic raw image, we propose to employ pixel averaging as the downsampling method. In previous work, camera hardware binning was used to implement the downsampling operation on a monochromatic sensor directly [28, 27]. However, due to the existence of CFA in a color sensor, it is difficult to adopt such hardware binning technique on the color mosaic images. In our experiments, we simulate the hardware binning downsampling by performing a pixel averaging downsampling on the full color sampled images obtained by the pixel shift technique. We employ white Gaussian noise for the noisy input synthesis. We conduct the comparison on both existing high-quality image datasets and real-world dataset. For the high-quality data, we use the DIV2K dataset [1], which contains 800 2K resolution images for image restoration tasks. Beyond the training set of DIV2K, we further use the Flickr2K dataset [41] consisting of 2650 2K resolution images to enrich our training set. For the real-world data set, we use the proposed PixelShift200contains 200 4K resolution images as the training set. For the optimization of network parameters, we use Adam [25] with $\beta_1 = 0.9$, $\beta_2 = 0.999$ and the learning rate is $1 \times 10^{-4}$. The mini-batch size is set to 16. The spatial size of cropped HR patch of color images is $256 \times 256$. We implement our models with the PyTorch framework and train them using NVIDIA Titan Xp GPUs. The entire training process takes about two days.
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Figure 5: Comparison of our approach with ADMM \[40\], Condat \[6\], FlexISP \[18\] and fine-tuned DemosaickNet \[13\] on the noisy synthetic test images. The noise level of Gaussian noise is 10 and the SR factor is 2.

Table 3: Quantitative comparison of different pipelines on the demosaicing, denoising and SR mixture problem. In this experiment, the tasks are perform step by step with different order with fixed network for each task.

| Method         | Kodak | Urban100 [20] |
|----------------|-------|---------------|
|                | PSNR  | SSIM          | PSNR  | SSIM          |
| DM → SR → DN   | 26.40 | 0.6495        | 24.98 | 0.7029        |
| SR → DM → DN   | 26.86 | 0.6796        | 25.42 | 0.7311        |
| SR → DN → DM   | 27.28 | 0.7089        | 25.86 | 0.7589        |
| DM → DN → SR   | 26.97 | 0.6991        | 25.38 | 0.7491        |
| DN → DM → SR   | 28.40 | 0.8028        | 26.55 | 0.8355        |
| DN → SR → DM   | 28.45 | 0.8038        | 26.75 | 0.8395        |

Table 4: Quantitative comparison of different joint solutions on the demosaicing, denoising and SR mixture problem. In this experiment, the tasks are joint or partially joint performed (denoted by +) in different orders.

| Method         | Kodak | Urban100 [20] |
|----------------|-------|---------------|
|                | PSNR  | SSIM          | PSNR  | SSIM          |
| SR → DN + DM   | 27.27 | 0.7062        | 25.89 | 0.7579        |
| DN → DM + SR   | 28.47 | 0.8041        | 26.76 | 0.8396        |
| DM → DN + SR   | 27.07 | 0.6869        | 25.86 | 0.7468        |
| DM + DN → SR   | 28.43 | 0.8039        | 26.59 | 0.8365        |
| DM + SR → DN   | 26.67 | 0.6618        | 25.26 | 0.7149        |
| DN + SR + DM   | 28.54 | 0.8048        | 26.96 | 0.8437        |
| SR + DN + DM   | 28.56 | 0.8050        | 27.10 | 0.8451        |
| SR + DN + DM, w/L_{SR} | 28.60 | 0.8051        | 27.14 | 0.8458        |

5.2. Experiments on Synthesis Test Images

We compare our method on several public benchmark datasets under both noise-free and noisy settings. Note that it lacks research for the mixture problem of demosaicing and SR, we implement such comparison with the combination of demosaicing methods and the state-of-the-art SR method CARN \[3\]. For fair comparison, the CARN model used is fine tuned using pixel averaging downsampling, denoted with *CARN. We also provide the comparison with the joint trained DemosaicNet and *CARN (denoted by †DemosaicNet + *CARN).

Table 3. Quantitative comparison of different pipelines on the demosaicing, denoising and SR mixture problem. In this experiment, the tasks are perform step by step with different order with fixed network for each task.

For the noise-free setting, we compare our noise-free version model with the combination of *CARN and the state-of-the-art demosaicing methods. The quantitative comparison result is shown in Table 1. One can see that the joint fine tuned †DemosaicNet and *CARN achieves better result compared to the original model, which demonstrates the effectiveness of joint strategy. Also, our TENet outperform the all the existed solutions on the mixture problem of SR and demosaicing.

For the noisy input setting, we compare our final model with the combination of *CARN and the state-of-the-art demosaicing and denoising methods. Table 2 shows the quantitative comparison result. One can see that our TENet outperform the all the existed solutions on the such mixture problem. Some examples are shown in Figure 5, and more comparison results are shown in supplementary material.

5.3. Experiments on Real-World Test Images

We test the proposed TENet using a randomly selected raw image shot by IPhone X mobile phone. We compare our method with the joint fine-tuned DemosaicNet and CARN, dcraw and a popular commercial photography software Camera Raw. Figure 1 shows the visual effect comparison. As one can see, the proposed TNEet provides clean processing result with rich details. Figure 6 shows the results on the proposed PixelShiftTest testset. Our proposed successfully reconstruct the high frequency texture without generating any artifacts and color aliasing.

For the noisy input setting, we compare our final model with the combination of *CARN and the state-of-the-art demosaicing and denoising methods. Table 2 shows the quantitative comparison result. One can see that our TENet outperform the all the existed solutions on the such mixture problem. Some examples are shown in Figure 5, and more comparison results are shown in supplementary material. As can be seen, for ADMM and Condak, the demosaicing are affect by the noise, resulting in over-smooth results and color aliasing artifacts. The subsequent SR task further magnify this image distortion. For FlexISP, the demosaiced image contains serious artifacts caused by noise, which is a damage to the final visual effect. †DemosaicNet causes artifacts and also fails in the recovery of high frequency details. The proposed TENet is able to provide clean image with rich and accurate details.
6. Ablation Study

In order to study the effects of each component in the proposed, we gradually modify the baseline model and compare their differences. In ablation study, we denote DM as Demosaicing, DN as Denoising and SR as Super-Resolution. We use the same network architecture with 6 RRDBs to implement SR, denoising and demosaicing tasks, respectively. The models are all well trained using DIV2K and Flickr2K dataset separately. For denoising and SR tasks, we prepare the models for both mosaic images and color images.

6.1. Comparison of Pipelines

In this section, we study the performance of different pipeline orders. Based on the above models, we implement different image processing pipelines and test with SR factor equals 2 and noise level equals to 10. The quantitative comparison results are shown in Table 3. As one can see, when DN is not performed at first, the numerical performance will decline sharply due to the artifacts which is difficult to remove. When DN is fixed as the first task, exchange DM and SR will improve the performance. The proposed pipeline order out perform the others.

6.2. Effects of Joint Solution

In this section, we study the performance of different joint solutions. We perform joint strategy to two or more tasks mentioned above, and then perform with other task wit different order. The quantitative comparison results are shown in Table 4. As can be seen, with the similar pipeline orders, the performance of the joint solution is generally better than the solution without joint strategy. Same as the above experiment, when DN is not performed at first, the numerical performance will decline sharply. According to the Table 4 row 4 and row 6, the solution that joint perform DN with other tasks at first achieves relatively good performance. The solution with SR at first outperform the traditional solution of DM + DN → SR, which also demonstrate the effectiveness of the proposed pipeline order. As revealed in the last two rows, joint performing DN, SR and DM using a large network outperforms other partial joint solutions. In particular, we are able to further improve the performance with the employing of the additional SR loss $\mathcal{L}_{SR}$.

6.3. Comparison of Different Datasets

In this section, we compare the TEEnet trained with different training datasets on real-world images. Figure 6 shows the qualitative comparison of several popular or state-of-the-art solutions and TEEnet. We can further observe that the results of TEEnet trained on 2K images perform well in most regions while fail under extreme conditions. One of the reason is that it lacks the good sampling of such difficult case in the training set. Our results demonstrate the effectiveness of the proposed PixelShift200 dataset.

7. Conclusion

In this paper, we conduct thorough analysis of interactions of denoising, demosaicing and SR. We propose TEEnet for jointly solving these three tasks in a specific pipeline order. Our quantitative and qualitative experiments results demonstrate the effectiveness of the proposed new pipeline order and joint strategy. We also contribute a fully color-sampled datasets namely PixelShift200 for training demosaicking related tasks. The qualitative result on real mosaic raw images shows the our model trained on PixelShift200 outperforms the combination of the state-of-the-art demosaicking methods and SR methods. Our work shows the potentiality of conduct complex processing raw images.
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