A sample-based stochastic finite element method for structural reliability analysis
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Abstract

This paper presents a new methodology for structural reliability analysis via stochastic finite element method (SFEM). A novel sample-based SFEM is firstly used to compute structural stochastic responses of all spatial points at the same time, which decouples the stochastic response into a combination of a series of deterministic responses with random variable coefficients, and solves corresponding stochastic finite element equation through an iterative algorithm. Based on the stochastic response obtained by the SFEM, the limit state function described by the stochastic response and the multidimensional integral encountered in reliability analysis can be computed without any difficulties, and failure probabilities of all spatial points are calculated once time. The proposed method can be applied to high-dimensional stochastic problems, and one of the most challenging issues encountered in high-dimensional reliability analysis, known as Curse of Dimensionality, can be circumvented without expensive computational costs. Three practical ex-
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amples, including large-scale and high-dimensional reliability analysis, are
given to demonstrate the accuracy and efficiency of the proposed method in
comparison to the Monte Carlo simulation.
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1. Introduction

As a powerful tool to quantify the uncertainty in practical problems,
reliability analysis nowadays has become an indispensable cornerstone for
solving complex problems in many fields [1] [2], such as structural design and
optimization, decision management, etc. Despite the progress in existing
methods of modeling and analysis, the estimation of the failure probability
in reliability analysis is challenging to achieve [3] [4]. On one hand, the mul-
tidimensional integral encountered in reliability analysis for computing the
failure probability often lies in high-dimensional stochastic spaces (hundreds
to more), which is prohibited because of expensive computational costs. On
another hand, the failure region, that is, the region of unacceptable system
performance, is usually complicated and irregular, which leads that the fail-
ure surface is rarely known explicitly and only can be evaluated by numerical
solutions.

Many methods are proposed in order to evaluate multidimensional inte-
grals arising in reliability analysis. The most straightforward method is the
Monte Carlo simulation (MCS), which is based on the law of large numbers
and almost converges to the exact value when the number of samples is large
enough [5]. The MCS doesn’t depend on the dimension of stochastic spaces,
thus it doesn’t encounter the Curse of Dimensionality. However, the computational cost for estimating a small failure probability is expensive, which is prohibited in practical complex problems. As a very robust technique, it is usually used to check the effectiveness of other methods. Some variations have been proposed to improve the MCS, such as importance sampling, subset simulation, etc [4, 6, 7]. A typically kind of non-sampling methods for reliability analysis are First/Second Order Reliability Method (FORM/SORM) [8, 9]. These methods are based on first/second order series expansion approximation of the failure surface at the so-called design point, then the resulting approximate integral is calculated by asymptotic method. These methods generally have good accuracies and efficiencies for low-dimensional and weakly nonlinear problems, however considerable errors arise in high-dimensional stochastic spaces and nonlinear failure surfaces [10]. Several methods have been proposed to improve the performance of these methods [11]. In order to decrease the computational cost for reliability analysis, surrogate model methods are receiving particular attention and continuously gaining in significance, which are based on a functional surrogate representation as an approximation of the limit state function. The surrogate model is constructed in an explicit expression via a set of observed points, then the failure probability can be estimated with cheap computational costs. The construction of the surrogate model is crucial, and available surrogate models include response surface method [12, 13], Kriging method [14], support vector machine [15], high dimensional model representation [16], polynomial chaos expansion [17, 18, 19], etc.

In most practical cases, the limit state function in reliability analysis
builds a relationship between stochastic spaces of input parameters and the failure probability via the stochastic response of the system \([17, 20, 21]\), thus the determination of the stochastic response of the system is crucial. For decades, the stochastic finite element method (SFEM), especially the spectral stochastic finite element method and its extensions \([22, 23, 24, 25, 26]\), has received particular attentions. As an extension of the classical deterministic finite element method to the stochastic framework, SFEM has been proven efficient both numerically and analytically on numerous problems in engineering and science \([27]\). In this method, the unknown stochastic response is projected onto a stochastic space spanned by (generalized) polynomial chaos basis, and stochastic Galerkin method is then adopted to transform the original finite element equation into a deterministic finite element equation, whose size can be up to orders of magnitude larger than that of the corresponding stochastic problems \([22, 23]\). Extreme computational costs arise as the number of stochastic dimensions and the number of polynomial chaos expansion terms increase, thus the high resolution solution of SFEM is still challenging due to the increased memory and computational resources required, especially for high-dimensional and large-scale stochastic problems \([25, 26]\).

In this paper, in order to overcome the difficulties encountered in existing SFEM, we adopt a novel sample-based stochastic finite element method \([28]\) to compute stochastic responses of target systems. In this method, the unknown stochastic response is expanded into a combination of a series of deterministic responses with random variable coefficients described by samples. More importantly, it can be applied to high-dimensional and large-scale
stochastic problems with a high accuracy and efficiency. Based on the obtained stochastic response, the limit state function and the multidimensional integrals in reliability analysis can be computed without any difficulties, and failure probabilities of all spatial points are calculated once time without expensive computational costs.

The paper is organized as follows: Section 2 presents a novel sample-based stochastic finite element method for determining structural stochastic responses. Reliability analysis based on stochastic responses is described in Section 3. Following this, the algorithm implementation of the proposed method is elaborated in Section 4. Three practical problems are used to demonstrate good performances of the proposed method in Section 5. Some conclusions and prospects are discussed in Section 6.

2. Stochastic responses determination using SFEM

As an extension of deterministic finite element method (FEM), SFEM has become a common tool for computing structural stochastic responses [22, 27]. Modeling random system parameters and environmental sources by use of random fields [29, 30], it becomes available to integrate discretization methods for structural responses and random fields to arrive at a system of stochastic finite element equations as

$$K(\theta)u(\theta) = F(\theta)$$

(1)

where $K(\theta)$ is the stochastic global stiffness matrix representing properties of the physical model under investigation, $u(\theta)$ is the unknown stochastic response and $F(\theta)$ is the load vector associated with the source terms.
As one of the most important problems of SFEM, it’s a great challenge to compute the high-precision solution of Eq.\textsuperscript{1}. Spectral stochastic finite element method (SSFEM) is a popular method in the past few decades, which represents the stochastic response through polynomial chaos expansion (PCE) and transform Eq.\textsuperscript{1} into a deterministic finite element equation by stochastic Galerkin projection \textsuperscript{25} \textsuperscript{27}. The size of the deterministic finite element equation is much larger than that of the original problem, thus expensive computational costs limit SSFEM to low-dimensional stochastic problems. In order to overcome these difficulties, a novel sample-based SFEM is developed to solve Eq.\textsuperscript{1} in \textsuperscript{28}, which represents the unknown stochastic response $u (\theta)$ as

$$u (\theta) = \sum_{i=1}^{k} \lambda_i (\theta) d_i$$ \hspace{1cm} (2)$$

where $\{\lambda_i (\theta)\}_{i=1}^{k}$ and $\{d_i\}_{i=1}^{k}$ are unknown random variables and unknown deterministic vectors, respectively. Solution $u (\theta)$ is approximated after $k$ terms truncated, and the more terms $k$ retains, the more accurate approximation can be obtained. In order to compute the couple $\{\lambda_k (\theta), d_k\}$, supposing that the $k-1$ terms $\{\lambda_i (\theta), d_i\}_{i=1}^{k-1}$ have been obtained and substituting Eq.\textsuperscript{2} into Eq.\textsuperscript{1} yields,

$$K (\theta) \left[ \sum_{i=1}^{k-1} \lambda_i (\theta) d_i + \lambda_k (\theta) d_k \right] = F (\theta)$$ \hspace{1cm} (3)$$

It’s not easy to determine $\lambda_k (\theta)$ and $d_k$ at the same time. In order to avoid this difficulty, $\lambda_k (\theta)$ and $d_k$ are computed one after another. For determined random variable $\lambda_k (\theta)$ (or given as an initial value), $d_k$ can be computed by
using stochastic Galerkin method, which corresponds to

\[
E \left\{ \lambda_k (\theta) K (\theta) \left[ \sum_{i=1}^{k-1} \lambda_i (\theta) d_i + \lambda_k (\theta) d_k \right] \right\} = E \{ \lambda_k (\theta) F (\theta) \} \tag{4}
\]

where \( E \{ \cdot \} \) is the expectation operator. Once \( d_k \) has been determined in Eq.(4), the random variable \( \lambda_k (\theta) \) can be subsequently computed via multiplying \( d_k \) on both sides of Eq.(3). It yields

\[
d_k^T K (\theta) \left[ \sum_{i=1}^{k-1} \lambda_i (\theta) d_i + \lambda_k (\theta) d_k \right] = d_k^T F (\theta) \tag{5}
\]

The couple \( \{ \lambda_k (\theta), d_k \} \) can be computed by repeating Eq.(4) and Eq.(5) until it converges to the required accuracy. For the practical implementation, \( d_k \) is unitized as \( d_k^T d_k = 1 \), and the convergence error of the couple \( \{ \lambda_k (\theta), d_k \} \) is defined as,

\[
\varepsilon_{\text{local}} = \frac{E \left\{ (\lambda_{k,j} (\theta) d_{k,j})^2 - (\lambda_{k,j-1} (\theta) d_{k,j-1})^2 \right\}}{E \left\{ (\lambda_{k,j} (\theta) d_{k,j})^2 \right\}} = 1 - \frac{E \{ \lambda_{k,j-1}^2 (\theta) \}}{E \{ \lambda_{k,j}^2 (\theta) \}} \tag{6}
\]

which measures the difference between \( \lambda_{k,j} (\theta) \) and \( \lambda_{k,j-1} (\theta) \) and the calculation is stopped when \( \lambda_{k,j} (\theta) \) is almost the same as \( \lambda_{k,j-1} (\theta) \). Further, the stop criterion of the number \( k \) that are retained of the stochastic solution \( u (\theta) \) is defined as

\[
\varepsilon_{\text{global}} = \frac{E \left\{ u_k^2 (\theta) - u_{k-1}^2 (\theta) \right\}}{E \{ u_k^2 (\theta) \}} = 1 - \frac{\sum_{i,j=1}^{k-1} E \{ \lambda_i (\theta) \lambda_j (\theta) \} d_i^T d_j}{\sum_{i,j=1}^{k} E \{ \lambda_i (\theta) \lambda_j (\theta) \} d_i^T d_j} \tag{7}
\]

In a practical way, the stochastic global stiffness matrix \( K (\theta) \) and stochastic global load vector \( F (\theta) \) in stochastic finite element equation Eq.(1) are
obtained by assembling stochastic element stiffness matrices and stochastic element load vector as

$$K(\theta) = \sum_{l=0}^{M} \xi_l(\theta) K_l, \quad F(\theta) = \sum_{m=0}^{Q} \eta_m(\theta) F_m \quad (8)$$

Based on Eq. (8), Eq. (4) can be simplified and written as

$$\tilde{K}_{kk}d_k = \sum_{m=0}^{Q} h_{mk}F_m - \sum_{i=1}^{k-1} \tilde{K}_{ik}d_i \quad (9)$$

where deterministic matrices $\tilde{K}_{ij}$ are given by

$$\tilde{K}_{ij} = \sum_{l=0}^{M} c_{ijl}K_l \quad (10)$$

and coefficients $c_{ijk}$ and $h_{ij}$ are computed by

$$c_{ijk} = E\{\xi_i(\theta) \lambda_j(\theta) \lambda_k(\theta)\}, \quad h_{ij} = E\{\eta_i(\theta) \lambda_j(\theta)\} \quad (11)$$

The size of $\tilde{K}_{ij}$ in Eq. (10) is the same as the original stochastic finite element equation Eq. (1), which can be solved by existing deterministic FEM techniques [31, 32], thus it is readily applied to large-scale stochastic problems. Similarly, Eq. (5) can be simplified and written as

$$a_k(\theta) \lambda_k(\theta) = b_k(\theta) \quad (12)$$

where random variables $a_k(\theta)$ and $b_k(\theta)$ are given by

$$a_k(\theta) = \sum_{l=0}^{M} g_{kl} \xi_l(\theta), \quad b_k(\theta) = \sum_{m=0}^{Q} f_{km} \eta_m(\theta) - \sum_{i=1}^{k-1} \sum_{l=0}^{M} g_{kl} \xi_l(\theta) \lambda_i(\theta) \quad (13)$$

and coefficients $g_{ijk}$ and $f_{ij}$ are computed by

$$g_{ijk} = d_i^T K_j d_k, \quad f_{ij} = d_i^T F_j \quad (14)$$
The common methods solving Eq. (12) by representing the random variable $\lambda_k(\theta)$ in terms of a set of polynomial chaos have expensive computational costs [25, 27]. In order to avoid this difficulty, a sample-based method is adopted to determine $\lambda_k(\theta)$. For sample realizations $\{\theta^{(n)}\}_{n=1}^N$ of all considered random parameters $\theta$, sample matrices of random variables $a_k(\theta)$ and $b_k(\theta)$ are written as

$$
\tilde{a}_k(\theta) = \tilde{\xi}(\theta) g_{k,-,k}, \quad \tilde{b}_k(\theta) = \tilde{\eta}(\theta) f_k - \left( \tilde{\xi}(\theta) g_{k,-,1:k-1} \odot \tilde{\lambda}^{(k-1)}(\theta) \right) [1]_{(k-1) \times 1}
$$

where $\tilde{a}_k(\theta), \tilde{b}_k(\theta) \in \mathbb{R}^{N \times 1}$, $\odot$ represents element-by-element multiplication of $\tilde{\xi}(\theta) g_{k,-,1:k-1}$ and $\tilde{\lambda}^{(k-1)}(\theta)$, and the sample matrices of random variables $\{\xi_i(\theta)\}_{i=0}^M, \{\eta_i(\theta)\}_{i=0}^Q, \{\lambda_i(\theta)\}_{i=1}^{k-1}$ are given by

$$
\tilde{\xi}(\theta) = \begin{bmatrix}
1 & \xi_1(\theta^{(1)}) & \cdots & \xi_1(\theta^{(N)}) \\
\vdots & \vdots & \ddots & \vdots \\
1 & \xi_M(\theta^{(1)}) & \cdots & \xi_M(\theta^{(N)})
\end{bmatrix} \in \mathbb{R}^{N \times (M+1)}
$$

(16)

$$
\tilde{\eta}(\theta) = \begin{bmatrix}
1 & \eta_1(\theta^{(1)}) & \cdots & \eta_1(\theta^{(N)}) \\
\vdots & \vdots & \ddots & \vdots \\
1 & \eta_Q(\theta^{(1)}) & \cdots & \eta_Q(\theta^{(N)})
\end{bmatrix} \in \mathbb{R}^{N \times (Q+1)}
$$

(17)

$$
\tilde{\lambda}^{(k-1)}(\theta) = \begin{bmatrix}
\lambda_1(\theta^{(1)}) & \cdots & \lambda_{k-1}(\theta^{(1)}) \\
\vdots & \ddots & \vdots \\
\lambda_1(\theta^{(N)}) & \cdots & \lambda_{k-1}(\theta^{(N)})
\end{bmatrix} \in \mathbb{R}^{N \times (k-1)}
$$

(18)

and the coefficient matrices are obtained by

$$
g_k = [g_{kij}] \in \mathbb{R}^{(M+1) \times k}, \quad f_k = [f_{km}] \in \mathbb{R}^{(Q+1) \times 1}
$$

(19)

where $g_{k,-,k} \in \mathbb{R}^{(M+1) \times 1}$ represents the $k$-th column of the matrix $g_k$ and $g_{k,-,1:k-1} \in \mathbb{R}^{(M+1) \times k-1}$ represents the 1-st column to $(k-1)$-th column of
the matrix \( g_k \). By use of the sample realizations \( \tilde{a}_k(\theta) \) and \( \tilde{b}_k(\theta) \), sample realizations \( \tilde{\lambda}_k(\theta) \) of the random variable \( \lambda_k(\theta) \) can be obtained by

\[
\tilde{\lambda}_k(\theta) = \frac{\tilde{a}_k(\theta)}{\tilde{b}_k(\theta)}
\] (20)

Statistics methods are readily introduced to obtain probability characteristics of the random variable \( \lambda_k(\theta) \) from samples \( \tilde{\lambda}_k(\theta) \). The computational cost for solving Eq.(20) mainly comes from computing the sample vectors \( \tilde{a}_k(\theta) \) and \( \tilde{b}_k(\theta) \) in Eq.(15). It is very low even for high-dimensional stochastic problems, that is, Eq.(15) is insensitive to the dimensions of \( \tilde{\xi}(\theta) \) and \( \tilde{\eta}(\theta) \), which avoid the Curse of Dimensionality to great extent. Hence, the proposed method is particularly appropriate for high-dimensional stochastic problems in practice.

3. Reliability analysis

Reliability analysis is typically described by a scalar limit state function \( g(\theta) \) and corresponding failure probability \( P_F \), which requires the evaluation of the following multidimensional integral [3,4]

\[
P_F = \int_{g(\theta) \leq 0} f(\theta) \, d\theta
\] (21)

where \( g(\theta) \leq 0 \) is the failure domain, \( f(\theta) \) represents the joint probability density function (PDF) of random variables associated with system parameters and environmental sources. The integral Eq.(21) for determining the failure probability is usually difficult to evaluate since the limit state surface or failure surface \( g(\theta) = 0 \) has a very complicated geometry and \( f(\theta) \) is defined in high-dimensional stochastic spaces. In most cases the form of the
limit state function \( g(\theta) \) is not known explicitly and numerical methods are employed for the evaluation of Eq. (21). Existing reliability analysis methods generally evaluate the failure probability of a single point. For general purpose, the spatial limit state function \( g(x, \theta) \) is considered as a vector function of spatial positions \( x \). Similarly, the spatial failure probability function \( P_F(x) \) is defined as

\[
P_F(x) = \int_{g(x, \theta) \leq 0} f(x, \theta) \, d\theta
\]  \hspace{1cm} (22)

Due to the introduction of spatial positions \( x \), the failure probability function \( P_F(x) \) in Eq. (22) is more difficult to compute than that in Eq. (21). In fact, \( g(x, \theta) \) is typically represents a complicated relation between the inputs and the failure modes via the solution of a potential highly complex stochastic system. Here, we compute the solution of the complex stochastic system by use of SFEM mentioned in Section 2. Considering the stochastic response \( u(\theta) = \sum_{i=1}^{k} \lambda_i(\theta) d_i \) and substituting it into \( g(x, \theta) \) yield

\[
g(x, \theta) = g\left(\sum_{i=1}^{k} \lambda_i(\theta) d_i\right)
\]  \hspace{1cm} (23)

where the random parameters of the system are integrated in the random variables \( \{\lambda_i(\theta)\}_{i=1}^{k} \) and the spatial parameter \( x \) is discretized and embedded in the deterministic vectors \( \{d_i\}_{i=1}^{k} \). Thus, the failure probability function \( P_F(x) \) in Eq. (22) can be rewritten as

\[
P_F(x) = \Pr \left[ g\left(\sum_{i=1}^{k} \lambda_i(\theta) d_i\right) \leq 0 \right]
\]  \hspace{1cm} (24)

The most straightforward and efficient way to compute Eq. (24) is Monte Carlo simulation and its variations, where random samples are generated
according to the distribution of $\theta$. Numbers of the points land in the failure domain are counted to estimate the failure probability. Similar to the process of Monte Carlo simulation, we utilize a sample-based method to estimate Eq. (24). Random samples $\{\lambda_i(\theta^{(n)})\}_{n=1}^N$ ($N$ is the number of samples) in Eq. (24) have been generated by use of Eq. (20), thus the failure probability function $P_F(x)$ can be evaluated in the following form

$$P_F(x) = \frac{1}{N} \sum_{n=1}^{N} I \left[ g \left( \sum_{i=1}^{k} \lambda_i(\theta^{(n)}) d_i \right) \right]$$

(25)

where $I(\cdot)$ is the indicator function satisfying

$$I(s) = \begin{cases} 
1, & s \leq 0 \\
0, & s > 0 
\end{cases}$$

(26)

The proposed method in Eq. (25) combines the high accuracy of sampling methods and the high efficiency of non-sampling methods. On one hand, as a sample-based method, it has a comparable accuracy with Monte Carlo method, and the accuracy increases as the number of samples increases. On the other, it doesn’t require a full-scale simulation of the underlying system for each sample point and only depends on the solution obtained by SFEM, thus the computing efficiency is greatly improved. In addition, Eq. (25) can compute the failure probability $P_F(x_i)$ for each spatial point $x_i$ once time, which provides a simple but effective way to identify multiple failure modes of complex structures. Hence, the proposed method provides an efficient and unified framework for reliability analysis, and is particularly appropriate for high-dimensional and complex stochastic problems in practice.
Algorithm 1

1: Initialize samples of the random variables \( \{\xi_l(\theta^{(n)})\}_{n=1}^N \), \( l = 1, \cdots, M \)
and \( \{\eta_m(\theta^{(n)})\}_{n=1}^N \), \( m = 1, \cdots, Q \);

2: while \( \varepsilon_{\text{global}} > \varepsilon_1 \) do

3: Initialize samples of the random variable \( \{\lambda_{k,0}(\theta^{(n)})\}_{n=1}^N \);

4: repeat

5: Compute the response component \( d_{k,j} \) by solving Eq.(9);

6: Compute the random variable \( \lambda_{k,j}(\theta) \) via Eq.(20);

7: until \( \varepsilon_{\text{local}} < \varepsilon_2 \)

8: \( u_k(\theta) = \sum_{i=1}^{k-1} \lambda_i(\theta) d_i + \lambda_k(\theta) d_k, \ k \geq 2 \);

9: end while

10: Compute the spatial limit state function \( g(x,\theta) \) via Eq.(23);

11: Compute the spatial failure probability function \( P_F(x) \) via Eq.(25);

4. Algorithm implementation

The resulting procedures for solving the stochastic finite element equation Eq.(1) and computing the the failure probability function \( P_F(x) \) via Eq.(22) are summarized in Algorithm 1 which includes two parts in turn. The first part is from step 2 to step 9 which is to compute the stochastic response \( u(\theta) \) and includes a double-loop iteration procedure. The inner loop, which is from step 4 to step 7, is used to determine the couple of \( \{\lambda_k(\theta), d_k\} \), while the outer loop, which is from step 2 to step 9, corresponds to recursively building the set of couples such that the approximate solution \( u_k(\theta) \) satisfies Eq.(1). In step 2 and step 7 iteration errors \( \varepsilon_{\text{global}} \) and \( \varepsilon_{\text{local}} \) are calculated via Eq.(7) and Eq.(6), and corresponding convergence errors \( \varepsilon_1 \) and \( \varepsilon_2 \) are
required precisions. The second part includes step 10 and step 11 where the limit state function \( g(x, \theta) \) is generated in step 10 based on the stochastic response \( u(\theta) \) obtained in step 8 and the failure probability function \( P_F(x) \) is computed in step 11.

5. Numerical examples

In this section, we present three examples, including the reliability analysis of a beam-bar frame, the reliability analysis of a roof truss defined in 100-dimensional stochastic spaces and the global reliability analysis of a plate, to illustrate the accuracy and efficiency of the proposed method in comparison to \( 1 \times 10^6 \) times Monte Carlo simulations. For all considered examples, \( 1 \times 10^6 \) initial samples for each random variable \( \{ \xi_l(\theta^{(n)}) \}_{n=1}^{1 \times 10^6} \).
\[ \{ \eta_m (\theta^{(n)}) \}_{n=1}^{1 \times 10^6} \] and \[ \{ \lambda_{k,0} (\theta^{(n)}) \}_{n=1}^{1 \times 10^6} \] are generated, and the convergence errors in step 2 and step 7 of Algorithm 1 are set as \( \varepsilon_1 = 1 \times 10^{-5} \) and \( \varepsilon_2 = 1 \times 10^{-3} \), respectively.

5.1. Reliability analysis of a beam-bar frame

A two-layer frame is shown in Fig.1, which consists of horizontal and vertical beams, and is stabilized with diagonal bars. Probability distributions of independent random variables associated with material properties, geometry properties and loads are listed in Table 1. In this example, we consider the failure probability of a single point and the limit state function \( g(\theta) \) is defined by the maximum joint displacement of the frame as

\[
g(\theta) = \max_i \sqrt{u_{x_i}^2 + u_{y_i}^2} - c \cdot u_{mean}
\]

where \( u_{mean} = \text{mean} \left( \max_i \sqrt{u_{x_i}^2 (\theta) + u_{y_i}^2 (\theta)} \right) \) is the mean value of the maximum joint displacement, and the scalar \( c \) is related to different failure prob-

| variable | description       | distribution  | mean     | variance |
|----------|-------------------|---------------|----------|----------|
| \( E_{beam} \) | Youngs modulus of beam | normal        | 210 MPa  | 0.2      |
| \( A_{beam} \) | cross-sectional area of beam | lognormal    | 100 mm\(^2\) | 0.2      |
| \( I_{beam} \) | moment of inertia of beam | lognormal    | 800 mm\(^4\) | 0.2      |
| \( E_{bar} \) | Youngs modulus of bar | normal        | 210 MPa  | 0.2      |
| \( A_{bar} \) | cross-sectional area of bar | lognormal    | 100 mm\(^2\) | 0.2      |
| \( F_1 \) | load 1            | normal        | 10 kN    | 0.2      |
| \( F_2 \) | load 2            | normal        | 10 kN    | 0.2      |
abilities, that is, the failure probability decreases as the scalar $c$ increases. In this paper, the maximum joint displacement of the frame can be identified automatically by the proposed method instead of selecting manually, since the proposed method can calculate the stochastic response of all nodes once time.

In order to compute the failure probability $P_f$, we firstly compute the stochastic response of the frame by using the first part of Algorithm 1. It is seen from Fig.2 that only 4 iterations can achieve the required precision $\varepsilon_1 = 1 \times 10^{-5}$, which demonstrates the fast convergence rate of the proposed method. Correspondingly, the number of couples $\{\lambda_k(\theta), d_k\}$ that constitute the stochastic response is adopted as $k = 4$, as shown in Fig.3. With the increasing of the number of couples, the ranges of corresponding random variables are more closely approaching to zero, which indicates that the con-

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure2}
\caption{Iteration errors of different retained items.}
\end{figure}
Figure 3: Solutions of the couples \( \{\lambda_i(\theta), d_i\}_{i=1}^4 \).

Figure 4: Failure probabilities of different scalar \( c \).
tribution of the higher order random variables to the approximate solution decays dramatically.

Based on the stochastic response obtained by SFEM, failure probabilities of different scalar $c$ are shown in Fig.4, here the scalar $c$ is set from 1.01 to 1.16. The failure probability $P_f$ computed from the proposed method ranges from $10^0$ to $10^{-6}$, which is fairly close to that obtained from the Monte Carlo simulation even for a very small failure probability. The absolute error between the proposed method and MC simulation demonstrate the accuracy and efficiency of the proposed method.

5.2. Reliability analysis of a roof truss

In this example, we consider that a stochastic wind load acts vertically downward on a roof truss. As shown in Fig.5, the roof truss from [28] includes 185 spatial nodes and 664 elements, where material properties of all members are set as Young’s modulus $E = 209$GPa and cross-sectional areas

![Figure 5: Model of the roof truss.](image-url)
$A = 16\text{cm}^2$. The stochastic wind load $f(x, y, \theta)$ is a random field with the covariance function $C_{ff}(x_1, y_1; x_2, y_2) = \sigma_f^2 e^{-|x_1-x_2|/l_x-|y_1-y_2|/l_y}$, where the variance $\sigma_f^2 = 1.2$, the correlation lengths $l_x = l_y = 24$, and it can be expanded into a series form by use of Karhunen-Loève expansion \[29, 30, 33\] with $M$-term truncated as

$$f(x, y, \theta) = \sum_{i=0}^{M} \xi_i(\theta) \sqrt{\nu_i} f_i(x, y)$$  \hspace{1cm} (28)

where $\{\xi_i(\theta)\}_{i=1}^{M}$ are uncorrelated standard Gaussian random variables, $\nu_i$ and $f_i(x, y)$ are eigenvalues and eigenfunctions of the covariance function $C_{ff}(x_1, y_1; x_2, y_2)$, which can be obtained by solving a eigen equation \[34\], $\nu_0 = \xi_0(\theta) \equiv 1$ and the mean function $f_0(x, y) = 10\text{kN}$.

Similar to Example 5.1, we consider the failure probability at the maximum displacement of the roof truss and the limit state function $g(\theta)$ is defined by the maximum displacement as

$$g(\theta) = \max_i u_i(\theta) - c \cdot u_{mean}$$  \hspace{1cm} (29)

where $u_{mean} = \text{mean} \left( \max_i u_i(\theta) \right)$ is the mean value of the maximum displacement, $u_i(\theta)$ are vertical displacements of all spatial nodes, and the scalar $c$ is related to different failure probabilities.

A stochastic finite element equation of the stochastic response $u(\theta)$ is obtained based on the expansion Eq.(28) of the stochastic wind load. In order to show the effectiveness of the proposed method for high-dimensional reliability analysis, we adopt the stochastic dimension $M = 100$ in Eq.(28).

It is seen from Fig.6 that seven iterations can achieve the required precision $\varepsilon_1 = 1 \times 10^{-5}$, which indicates the fast convergence rate of the proposed method even for very high stochastic dimensions. The deterministic
response components \( \{d_i\}_{i=1}^7 \) and corresponding random variables \( \{\lambda_i(\theta)\}_{i=1}^7 \) are shown in Fig. 7. The computational time for solving couples \( \{\lambda_i(\theta), d_i\}_{i=1}^7 \) in this example is less than half a minute by use of a personal laptop (dual-core, Intel i7, 2.40GHz), which indicates that Algorithm 1 is still less computational costs for high-dimensional stochastic problems.
The resulted approximate probability density function (PDF) of the maximum stochastic displacement of the whole roof truss compared with that obtained from the Monte Carlo simulation is seen in Fig. 8 which indicates that the result of seven-term approximation is in very good accordance with that from the Monte Carlo simulation. Further increasing the number of couples won’t significantly improve the accuracy since the series in Eq. (2) has converged. It is noted that, the tail of the probability distribution is crucial for reliability analysis. The proposed method is sample-based, which provides the possibility for high-precision reliability analysis.

In this example, the scalar parameter \( c \) in Eq. \( 29 \) is set from 1.10 to 1.31, and failure probabilities of different scalar \( c \) are shown in Fig. 9. The accuracy and efficiency of the proposed method is verified again in comparison to the Monte Carlo simulation. The accuracy is reduced when the failure proba-
bility $P_f$ is close to $10^{-6}$, but it is still very close to that from the Monte Carlo simulation. In this sense, the Curse of Dimensionality encountered in high-dimensional reliability analysis, can be overcome successfully with cheap computational costs.

![Figure 9: Failure probabilities of different scalar $c$.](image)

5.3. Global reliability analysis of a plate

In this example, we consider a Kirchhoff-Love thin plate subjected to a deterministic distributed load $q = -10\text{kN/m}^2$ and simply supported on four edges, which is modified from [35]. As shown in Fig.10, parameters of this problem are set as length $L = 4\text{m}$, width $D = 2\text{m}$, thickness $t = 0.05\text{m}$ and Poisson’s ratio $\nu = 0.3$. For the sake of simplicity, we neglect self-weight of the plate and assume Young’s modulus $E(x,y,\theta)$ as the realization of a Gaussian random field with mean function $\mu_E = 210\text{GPa}$ and covariance

\[\text{cov}(E(x,y,\theta), E(x',y',\theta')) = \sigma^2 \text{exp}(-\frac{(x-x')^2 + (y-y')^2)}{2\sigma^2})\]
function \( C_{EE} (x_1, y_1; x_2, y_2) = \sigma_E^2 e^{-|x_1-x_2|/l_x-|y_1-y_2|/l_y} \) with correlation lengths \( l_x = 2\text{m}, l_y = 4\text{m}, \sigma_E = 22\text{GPa}, l_x = 2\text{m}, l_y = 4\text{m} \). Similar to Eq.\(28 \) Young’s modulus \( E(x, y, \theta) \) is represented by Karhunen-Loève expansion with 10-term truncated as

\[
E(x, y, \theta) = \mu_E + \sum_{i=1}^{10} \xi_i (\theta) E_i (x, y)
\]

(30)

In this example, we consider the failure probabilities of all spatial points, which can be considered as a global reliability analysis. The global limit state function \( g (x, \theta) \) is defined by the stochastic displacement of the plate exceeding a critical threshold as,

\[
g (x, \theta) = u_\omega (x, \theta) - c \cdot u_{\omega,\text{mean}} (x)
\]

(31)

where \( u_\omega (x, \theta) \) is the vertical stochastic displacement field of all spatial nodes, \( u_{\omega,\text{mean}} (x) = \text{mean} (u_\omega (x, \theta)) \) is corresponding mean displacement field of \( u_\omega (x, \theta) \), and the scalar parameter is adopted as \( c = 1.35 \).
Figure 11: Iteration errors of different retained items.

Figure 12: Solutions of the couples \( \{\lambda_i(\theta), d_i\}_{i=1}^6 \).
Here we use Kirchhoff-Love finite element theory of plates and four-node Melosh-Zienkiewicz-Cheung (MZC) element to divide the plate into 861 nodes and 800 elements. The unknown node displacement $u(\theta)$ is introduced as $u(\theta) = [u_\omega(\theta), u_x(\theta), u_y(\theta)]^T$, which are the vertical displacement, rotations in $x$ and $y$ axes, respectively, then 2583 degrees of freedom are defined and corresponding stochastic finite element equation can be obtained. As shown in Fig.11, the required precision $\varepsilon_1 = 1 \times 10^{-5}$ can be achieved after six iterations, which demonstrate that the proposed method can be applied to large-scale stochastic problems. Fig.12 shows the vertical displacement components $\{d_i\}_{i=1}^6$ and corresponding random variables $\{\lambda_i(\theta)\}_{i=1}^6$, which again indicates that the first few couples dominate the solution even for very complex stochastic problems.

Based on the vertical stochastic displacement $u_\omega(x, \theta)$ obtained by the proposed method, the global failure probability $P_f(x)$ of the plate can be
calculated by use of Eq. (25), that is, the step 11 in Algorithm 1. The failure probability nephogram in a discrete form shown in Fig. 13 has a good accordance with that from the Monte Carlo simulation, which demonstrates the effectiveness and accuracy of the proposed method for global reliability analysis. It is noted that, failure probabilities $P_f (x_i)$ of all spatial nodes constitute the global failure probability $P_f (x)$ in Fig. 13, thus some difficulties encountered in existing approaches can be circumvented, such as computing the design point (a point lying on the failure surface which has the highest probability density among other points on the failure surface). In this way, the proposed method presents a new strategy for reliability analysis.

6. Conclusion

This paper proposes an efficient and unified methodology for structural reliability analysis and illustrates its accuracy and efficiency using three practical examples. The proposed method firstly compute structural stochastic responses by using a novel stochastic finite element method and the failure probability is subsequently calculated based on the obtained stochastic responses. As shown in three considered examples, the proposed method has the same implementation procedure for different problems and allows to deal with high-dimensional and large-scale stochastic problems with very low computational costs. The Curse of Dimensionality encountered in high-dimensional reliability analysis can thus be circumvented with great success. In addition, the proposed method gives a high-precision solution of global reliability analysis, which overcomes some difficulties encountered in existing approaches and provides a new strategy for reliability analysis of complex
problems. In these senses, the methodology proposed in this paper is particu-
larly appropriate for large-scale and high-dimensional reliability analysis of
practical interests and has great potential in the reliability analysis in science
and engineering. In the follow-up research, we hopefully further improve the
theoretical analysis of the proposed method and apply it to a wider range of
problems, such as reliability analysis of time-dependent problems and non-
linear problems [36, 37, 38].

Acknowledgments

This research was supported by the Research Foundation of Harbin Insti-
tute of Technology and the National Natural Science Foundation of China
(Project 11972009). These supports are gratefully acknowledged.

References

[1] R. E. Melchers, A. T. Beck, Structural reliability analysis and prediction,
John wiley & sons, 2018.

[2] P. Thoft-Cristensen, M. J. Baker, Structural reliability theory and its
applications, Springer Science & Business Media, 2012.

[3] P.-S. Koutsourelakis, H. Pradlwarter, G. Schuëller, Reliability of struc-
tures in high dimensions, part i: algorithms and applications, Probabilistic
Engineering Mechanics 19 (2004) 409–417.

[4] S.-K. Au, J. L. Beck, A new adaptive importance sampling scheme for
reliability calculations, Structural safety 21 (1999) 135–158.
[5] M. Papadrakakis, N. D. Lagaros, Reliability-based structural optimization using neural networks and monte carlo simulation, Computer methods in applied mechanics and engineering 191 (2002) 3491–3507.

[6] V. Dubourg, B. Sudret, J.-M. Bourinet, Reliability-based design optimization using kriging surrogates and subset simulation, Structural and Multidisciplinary Optimization 44 (2011) 673–690.

[7] S. K. Au, J. Ching, J. Beck, Application of subset simulation methods to reliability benchmark problems, Structural safety 29 (2007) 183–193.

[8] A. Der Kiureghian, H.-Z. Lin, S.-J. Hwang, Second-order reliability approximations, Journal of Engineering mechanics 113 (1987) 1208–1225.

[9] B. Sudret, A. Der Kiureghian, Stochastic finite elements and reliability: a state-of-the-art report, University of California, Berkeley (2000) 114–120.

[10] R. Rackwitz, Reliability analysis a review and some perspectives, Structural safety 23 (2001) 365–395.

[11] G. Schueller, H. Pradlwarter, P. Koutsourelakis, A critical appraisal of reliability estimation procedures for high dimensions, Probabilistic Engineering Mechanics 19 (2004) 463–474.

[12] H. P. Gavin, S. C. Yau, High-order limit state functions in the response surface method for structural reliability analysis, Structural safety 30 (2008) 162–179.
[13] D. Li, Y. Chen, W. Lu, C. Zhou, Stochastic response surface method for reliability analysis of rock slopes involving correlated non-normal variables, Computers and Geotechnics 38 (2011) 58–68.

[14] L. Zhang, Z. Lu, P. Wang, Efficient structural reliability analysis method based on advanced kriging model, Applied Mathematical Modelling 39 (2015) 781–793.

[15] Bourinet, J-M, Rare-event probability estimation with adaptive support vector regression surrogates., Reliability Engineering & System Safety (2016).

[16] R. Chowdhury, B. Rao, Hybrid high dimensional model representation for reliability analysis, Computer Methods in Applied Mechanics and Engineering 198 (2009) 753–765.

[17] J. Li, D. Xiu, Evaluation of failure probability via surrogate models, Journal of Computational Physics 229 (2010) 8966–8980.

[18] S. Marelli, B. Sudret, An active-learning algorithm that combines sparse polynomial chaos expansions and bootstrap for structural reliability analysis, Structural Safety 75 (2018) 67–74.

[19] K. Cheng, Z. Lu, Structural reliability analysis based on ensemble learning of surrogate models, Structural Safety 83 (2020) 101905.

[20] K. Zuev, Subset simulation method for rare event estimation: An introduction, Encyclopedia of Earthquake Engineering (2015).
[21] X. Zhang, M. D. Pandey, Structural reliability analysis based on the concepts of entropy, fractional moment and dimensional reduction method, Structural Safety 43 (2013) 28–40.

[22] R. G. Ghanem, P. D. Spanos, Stochastic finite elements: a spectral approach, Courier Corporation, 2003.

[23] D. Xiu, G. E. Karniadakis, The wiener-askey polynomial chaos for stochastic differential equations, Siam Journal on Scientific Computing 24 (2002) 619–644.

[24] H. G. Matthies, A. Keese, Galerkin methods for linear and nonlinear elliptic stochastic partial differential equations, Computer Methods in Applied Mechanics Engineering 194 (2005) 1295–1331.

[25] A. Nouy, Recent developments in spectral stochastic methods for the numerical solution of stochastic partial differential equations, Archives of Computational Methods in Engineering 16 (2009) 251–285.

[26] G. Stefanou, The stochastic finite element method: past, present and future, Computer Methods in Applied Mechanics and Engineering 198 (2009) 1031–1051.

[27] D. Xiu, Numerical methods for stochastic computations: a spectral method approach, Princeton university press, 2010.

[28] Z. Zheng, et al, A sample-based spectral method approach for solving high-dimensional stochastic partial differential equations, arXiv preprint arXiv:1905.05802 (2020).
[29] K. Phoon, S. Huang, S. Quek, Simulation of second-order processes using Karhunen–Löeve expansion, Computers & Structures 80 (2002) 1049–1060.

[30] Z. Zheng, H. Dai, Simulation of multi-dimensional random fields by Karhunen–Loève expansion, Computer Methods in Applied Mechanics and Engineering 324 (2017) 221–247.

[31] T. J. Hughes, The finite element method: linear static and dynamic finite element analysis, Courier Corporation, 2012.

[32] J. N. Reddy, An Introduction to Nonlinear Finite Element Analysis: with applications to heat transfer, fluid mechanics, and solid mechanics, OUP Oxford, 2014.

[33] S. Rahman, A galerkin isogeometric method for karhunen-loeve approximation of random fields, Computer Methods in Applied Mechanics and Engineering 338 (2018) 533–561.

[34] S. M. Zemyan, The classical theory of integral equations: a concise treatment, Springer Science & Business Media, 2012.

[35] F. Uribe Castillo, Probabilistic analysis of structures using stochastic finite elements, Ph.D. thesis, Universidad Nacional de Colombia-Sede Manizales, 2015.

[36] M. S. Darmawan, M. G. Stewart, Spatial time-dependent reliability analysis of corroding pretensioned prestressed concrete bridge girders, Structural Safety 29 (2007) 16–31.
[37] B. J. Bichon, M. S. Eldred, L. P. Swiler, S. Mahadevan, J. M. Mcfarland, Efficient global reliability analysis for nonlinear implicit performance functions, Aiaa Journal 46 (2012) 2459–2468.

[38] P. Tabbuso, S. M. J. Spence, L. Palizzolo, A. Pirrotta, A. Kareem, An efficient framework for the elasto-plastic reliability assessment of uncertain wind excited systems, Structural Safety 58 (2016) 69–78.