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Abstract—Predicting the movement trajectories of multiple classes of road users in real-world scenarios is a challenging task due to the diverse trajectory patterns. While recent works of pedestrian trajectory prediction successfully modelled the influence of surrounding neighbours based on the relative distances, they are ineffective on multi-class trajectory prediction. This is because they ignore the impact of the implicit correlations between different types of road users on the trajectory to be predicted—for example, a nearby pedestrian has a different level of influence from a nearby car. In this paper, we propose to introduce class information into a graph convolutional neural network to better predict the trajectory of an individual. We embed the class labels of the surrounding objects into the label adjacency matrix (LAM), which is combined with the velocity-based adjacency matrix (VAM) comprised of the objects’ velocity, thereby generating a semantics-guided graph adjacency (SAM). SAM effectively models semantic information with trainable parameters to automatically learn the embedded label features that will contribute to the fixed velocity-based trajectory. Such information of spatial and temporal dependencies is passed to a graph convolutional network to estimate the predicted trajectory distributions. We further propose new metrics, known as Average\(^2\) Displacement Error (aADE) and Average Final Displacement Error (aFDE), that assess network accuracy more accurately. We call our framework Semantics-STGCNN. It consistently shows superior performance to the state-of-the-arts in existing and the newly proposed metrics.
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I. INTRODUCTION

Trajectory prediction is attracting increasing attention. Accurate trajectory prediction in autonomous driving [1] allows the car to plan a better trajectory for itself as it can accurately predict where other objects in the scene plan to go. It can also help surveillance systems [2] to identify suspicious activity or dangerous situation in the traffic and alert in advance.

However, trajectory prediction is challenging, especially for dealing with multiple classes of road users, such as pedestrians, cars, and bikers. Existing works, such as Social-LSTM [3] that learn temporal trajectory dependencies with recurrent architecture, or Social-GAN [4] that increases the diversity of trajectory with the generative adversarial network (GAN) [5], model social correlations for pedestrians only.

Such models are less extensible to scenarios with multiple classes. Another problem raised is how to accommodate different classes of trajectories so that they can learn from each other for a better prediction. This is based on the observation that different object classes have different influences on the predicting trajectory. For example, even with the same velocity, a car coming close to a pedestrian has a different influence on a bicycle. State-of-the-art models such as Social-STGCNN [3] are ineffective in such scenarios as they only look at the trajectory features without identifying the types of trajectories.

In this paper, we propose a new framework called Semantics-STGCNN, which is a spatial-temporal graph convolutional network for effective multi-class trajectory prediction. Our main insight is to embed class labels into the adjacency matrix of the graph convolutional network, such that object class information can be harnessed to inform the prediction. Such an insight is implemented through a semantics-guided graph adjacency matrix (SAM), which represents the re-weighted social correlations from the high-level semantic meanings of object types. SAM is generated by combining a label-level adjacency matrix (LAM) that functions like a trainable attention matrix based on the class labels with a non-trainable velocity-based graph adjacency matrix (VAM) under the fixed trajectory. This enables the latter to automatically tell the important correlations in the represented graph based on the nature of the object class.

Together with the learned graph structure of SAM, the trajectory features are fed into a spatial-temporal graph convolutional network (ST-GCNN) to model the inner dependencies among the trajectory nodes, followed by a temporal extrapolator convolutional neural network (TXP-CNN) to capture the in-depth temporal dependencies and to estimate the bi-variant distributions for every future time step. The steps of ST-GCNN and TXP-CNN are inspired by Social-STGCNN [3], which designs a well-organized model to explore effective spatial and temporal representations of the social interactions among the trajectories.

To accurately evaluate the performance of the framework, together with existing metrics, we propose novel metrics to evaluate the predicted distribution known as Average\(^2\) Displacement Error (aADE) and Average Final Displacement Error (aFDE). They provide a more realistic measurement to justify the distributions by calculating the average error across a number of sampled predictions, compared to the existing metrics that only sample the prediction with the minimum error.

The experiments are conducted quantitatively and qualita-
tively based on the real-world trajectory dataset with multiple types of trajectories. The quantitative results show that by informing the model with high-level embedded label information, our proposed Semantics-STGCNN produces future trajectories with lower error accumulations under various numerical metrics. The qualitative results further show that the proposed method can generate more accurate future motions for both moving and static objects.

The contributions of the paper is summarized as follows:

- We propose Semantics-STGCNN, a semantics-guided spatial-temporal graph convolution network for multi-class trajectory prediction. Core to the network is the construction of an adjacency matrix that is informed by the semantics of the trajectory data based on the embedded class labels.

- We propose new metrics known as Average$^2$ Displacement Error (aADE) and Average Final Displacement Error (aFDE), and demonstrate that this metric provides a more robust evaluation on the accuracy of trajectory prediction networks.

- We open our source code for validation and further development, which can be found on https://github.com/Yutasq/Multi-Class-Social-STGCNN

II. RELATED WORK

With the rapid advancement of deep learning, the model capacity of understanding and predicting a large number of trajectories has increasingly improved. Here, we recall the existing work in trajectory prediction that is highly related to the theme and the method proposed in this paper.

A. Social Modeling in Trajectory Prediction

A pioneering work in the field of pedestrian movement is [6], which introduces a pedestrian motion model where pedestrians are exerted upon by “social forces” as a measure for the internal motivations of the individuals to perform certain actions. This model achieves competitive results on modern pedestrian datasets under relatively large scales. Later, many advanced approaches [4], [7], [8], [9] are proposed to detect the social correlations based on [6]. One remarkable variation comes from [10] that introducing “social sensitivity” to characterize the distance between two interacted targets. Such a model helps to define navigational styles and initiate multi-target tracking. Social-LSTM [7] further generalizes to more complex crowded scenes, where recurrent networks [11] are first used to learn the state of the person and predict the future trajectory. The spatial correlations of pedestrians are modelled through a new pooling strategy where the hidden states of LSTMs are shared among its neighbours. To increase the variations in the generated trajectories, Social-GAN [4] introduces variety loss by encouraging the generative network to spread its distribution and cover the space of possible paths.

B. Graph Neural Networks in Trajectory Prediction

The previous methods that use aggregation layers based on heuristics like pooling show limited capacity in modeling interactions between pedestrians, and with the emergence of graph neural networks, such problem is addressed by encoding the trajectory in the representative graph structure to handle the social interactions with implicit correlations. For example, a spatial-temporal graph attention network [12] is devised to capture the informative graph representations with both spatial and temporal correlations between pedestrians, and later Social-BiGAT [13] extends it to improve predictions in multi-modal situations with GAN. To fully take advantage of the graph representation, the very recent Social-STGCNN [3] models the scene as a spatial-temporal graph. This replaces the need for aggregation layers as the edges of the graph represent the interactions between two individuals. The graph is then fed into a graph convolutional neural network [14] to extract the features utilized by a temporal CNN [15] to predict trajectories.

C. Multi-Class Trajectory Prediction

So far, a lot of work has gone into pedestrian trajectory prediction, and there have been great leaps and advances in the models used and their subsequent results. The world, however, is a large multi-class system where the trajectory of one target depends on the trajectory of a large number of other objects, all of which can be a variety of classes. Therefore, the models based on a single type of trajectory do not provide a real-world scenario where targets of multiple classes are interacting with each other over large distances. For the models targeting multi-class trajectory prediction either discard the other class data as in [10], [16] or treats all trajectories as a single class as in [10], [17]. Recently, DESIRE [18] proposes a variational auto-encoder to estimate the optimal policy by looking at the rewards of the predicted trajectory. CAR-Net [19] attaches attention modules on the recurrent framework to detect the salient parts of the scene from the spatial contexts to create a more accurate predicted path for various types of trajectories. However, the models mentioned above essentially ignore important class data about the targets that could help inform the model and improve the predicted trajectories.

III. SEMANTICS-STGCNN

The proposed model consists of four components: velocity-based graph learning, semantic-based graph learning, graph convolution, and time extrapolator CNN (TXP-CNN). The velocity-based graph learning module turns a series of past positions into relative trajectories and a similarity matrix between all the objects in the scene. The semantic graph learning module generates a label adjacency matrix (LAM) by encoding a series of class labels in the scene into an appropriate representation and correlates the velocity-based adjacency (VAM) with semantic meanings, the combination of which forms a semantics-guided adjacency matrix (SAM) to enrich the graph structure. The generated semantics-guided graph representation is further used to extract features with the spatial-temporal graph convolution operations (ST-GCNN) and temporal extrapolator CNN (TXP-CNN) following Social-STGCNN [3] to predict
the future trajectories. The output trajectories are represented by a bi-variate Gaussian distribution for which the model outputs a mean $\mu$, standard deviation $\sigma$, and correlation $\rho$ for each object in the scene, which represents the trajectory distribution of each object. Figure 1 visualizes the network model of the proposed framework.

A. Problem Formulation

Given a set of $N$ objects in a scene with their corresponding observed coordinates over a number of time steps $T_{obs}$, our aim is to predict coordinates of each object after $T_{pred}$ time steps. The $n$-th predicted trajectory is denoted as $p_{i,n} = (x_{i,n}, y_{i,n})$ with $t \in \{T_{obs} + 1, ..., T_{obs} + T_{pred}\}$, where $(x_{i,n}, y_{i,n})$ are random variables describing the probability distribution of the pixel location of the object $n$ at time $t$ in the 2D image. We assume that $(x_{i,n}, y_{i,n})$ follows a bi-variate Gaussian distribution $p_{i,n} \sim N(\mu_{i,n}, \sigma_{i,n}, \rho_{i,n})$ as in [3].

B. Velocity-based Graph Representation

The velocity-based graph representation is defined on the relative positions of the object trajectory to capture the geometric dependencies in the scene, as in [3]. Given a scene with $N$ objects at frame $t$, their trajectories are represented as the graph format $G_t = (V_t, E_t)$ with $t \in \{1, ..., T_{obs}\}$, where $|V_t| = N$ is the vertex set with $N$ nodes, and $V_t = \{v_{i,t}\} = \{(x_{i,t} - x_{i-1,t}, y_{i,t} - y_{i-1,t}) | vi \in \{1, ..., N\}\}$ representing the velocity of the consecutive frames. $E_t$ is the set of edges that models the geometric correlations among nodes within the graph $G_t$, and it is reflected by an $N \times N$ adjacency matrix $A^{velo}_t$ (i.e. VAM) at each time step:

$$A^{velo}_t(i,j) = \begin{cases} 1/||v_{i,t} - v_{j,t}||_2 & \text{if } ||v_{i,t} - v_{j,t}||_2 \neq 0, \\ 0 & \text{Otherwise.} \end{cases}$$  \hspace{1cm} (1)

Here, we use inverse Euclidean distance to define $A^{velo}_t$, as objects that are further away are less likely to have an impact on the trajectory.

C. Semantics-guided Graph Representation

We then propose a semantics-guided graph representation to enhance the velocity graph with label information to improve the quality of the trajectory interpretation. This is done by training an embedding of the class label with supervision to inform how much a class of object would affect another class, and represent that kind of relationship in a semantics-guided adjacency matrix (SAM). For example, if a person sees a car running close, the movement will be more affected than when the person sees another person running close. Modeling label information from different types of objects can greatly influence the relationship between trajectories, which is always ignored by existing works.

1) Label Adjacency Matrix (LAM): We first propose a label encoding module to derive the label-based graph representation. The objective is to encode the label from supervised embedding such that we inform the VAM which class would affect more to the current trajectory. This is done by creating an adjacency matrix with trainable parameters containing the label information (LAM), the value of which indicating the relationship of the two intersecting object’s classes.

More specifically, with the observation that the label embedding is independent of objects, i.e. two objects with the same label should be treated equally, we construct a label-based graph for different objects only from label information. To achieve this goal, we first convert the label of each object to one-hot encoding, where each vector is of length $C$ equal to the number of classes. The one-hot embedding is an effective format of incorporating the discrete features such as labels [20]: only one variable is assigned to be 1 with the position indicating its own class, and the rest are assigned with 0s. This is done for all $N$ objects in the scene to create an $N \times C$ tensor $L$. We then repeat the one-hot encoding $L$ and its transpose $L'$ for $N$ times at column and row respectively to create an $N \times N$ tensor, where each
element consists of \( C \) dimensions of the labeling. These two resulted tensors are then reshaped and concatenated in the label dimension to produce the intersection tensor with the size of \( N \times N \times 2C \), with an example shown in Table I. We then consider a fully-connected layer to scale down the intersection tensor to a similarity matrix (i.e., LAM) with trainable parameters to automatically encode the useful features from the label information that will contribute to the trajectory relationship. By integrating the pairwise label encoding, the reduced label adjacency matrix (LAM) \( A^l \) demonstrates the semantic-level relationship between any pairs of object labels.

2) Semantics-guided Adjacency Matrix (SAM): With the observation that the trajectory depends on not only the distance to other objects but also the types of objects interacting, we introduce the object label into the graph adjacency matrix \( A^{velo} \) for trajectory prediction. This is inspired by [20] fusing the label of body joint to represent human skeleton graph, which has achieved superior performance for action recognition tasks by incorporating the semantic meanings of the node information.

In particular, we merge the label-oriented correlation \( A^l \) and the velocity-based correlation \( A^{velo} \) for the final connectivity map of the objects in the scene, which is represented by a semantics-guided adjacency matrix (SAM) \( A^s \). To this end, we concatenate \( A^l \) and \( A^{velo} \) in the feature dimension and pass the concatenated adjacency through another fully-connected layer to produce the resulting \( A^s \) of size \( N \times N \times T_{obs} \). The function of this fully-connected layer is to provide further trainable elements to increase the capacity of the system with better prediction accuracy, which works similar to an attention mechanism that tells the salient correlations within VAM to predict the trajectories.

D. The Spatial-Temporal Graph Convolution Neural Network (ST-GCNNs)

Spatial-Temporal Graph convolution is then applied to integrate the graph representation of the objects using a spatial-temporal convolution operation as introduced in [3]. The ST-GCNN is defined on graph \( G \) at different timestamps, which represents the spatial-temporal information of the scene. With \( A^s \) denoting the graph topology at frame \( t \), we first generate the laplacian matrix by normalizing \( A^s \):

\[
\hat{A}_t^s = \Lambda_t^{-\frac{1}{2}}(A_t^s + I)\Lambda_t^{-\frac{1}{2}},
\]

in which we consider the self-loop of nodes by adding the identity matrix \( I \) to the adjacency \( A_t^s \), and \( \Lambda_t \) is the diagonal degree matrix with elements representing row summations of \( A_t^s + I \). This normalization step ensures the adjacency to be positive semi-definite for spectral decomposition in GCN [14]. The ST-GCNN is further defined by convoluting the velocity map \( V(l) \) with the kernel \( W(l) \) at layer \( l \) under the graph laplacian \( \hat{A}_t^s \):

\[
f(V(l), A) = \sigma(\Lambda_t^{-\frac{1}{2}}\hat{A}_t^s\Lambda_t^{-\frac{1}{2}}V(l)W(l)).
\]

E. The Time Extrapolator Convolution Neural Network (TXP-CNN)

Following Social-STGCNN [3], the goal of time extrapolator CNN is to conduct temporal convolutions on the past trajectory to decode the future trajectory, since temporal convolution network (TCN) [21] is considered as a more powerful and more efficient scheme to learn temporal dependencies than recurrent architecture. Specifically, we stack multiple convolutional layers along temporal domain of the output feature map \( \hat{V} \) from the last ST-GCNN layer, with each temporal layer connected residually to its previous layer that is usually adopted to boost the network capacity [21].

F. Evaluation Metrics

The two metrics used to evaluate the performance of the model are the Average Displacement Error (ADE) and the Final Displacement Error (FDE) introduced in [22]. ADE measures the performance of the model over all time steps in the prediction and computes the average error, while FDE only computes the error of the final time step. Since the proposed model outputs a bi-variate Gaussian distribution as in [4] and [3], we use the Minimum ADE (mADE) and Minimum FDE (mFDE) as in [3] by taking \( K \) samples from the predicted bi-variate Gaussian distribution with the minimum errors calculated as:

\[
mADE_K = \frac{1}{N \times T_{pred}} \sum_{n=1}^{N} \min_{k} \left( \sum_{t=T_{obs}+1}^{T_{pred}} \left| \hat{p}^{nk}_{t} - \tilde{p}^{n}_{t} \right|_2 \right),
\]

\[
mFDE_K = \frac{1}{N} \sum_{n=1}^{N} \left\| \hat{p}^{nk}_{T_{obs}+T_{pred}} - \tilde{p}^{n}_{T_{obs}+T_{pred}} \right\|_2,
\]

where \( \tilde{p}_{t}^{nk} \) denotes the predicted position of the \( k \)th \((1 \leq k \leq K)\) sampled trajectory at time \( t \), and \( p_{t}^{n} \) is the ground truth trajectory.

Since only picking the minimum error cannot show the robustness of the generated bi-variate Gaussian distributions, we introduce the new metrics known as the Average\(^3\) Displacement Error (aADE) and the Average Final Displacement Error (aFDE), which compare the models more holistically as below:

\[
aADE = \frac{1}{N \times T_{pred}} \sum_{n=1}^{N} \sum_{s=1}^{S} \sum_{t=T_{obs}+1}^{T_{pred}} \left| \hat{p}_{t}^{ns} - \tilde{p}_{t}^{n} \right|_2,
\]

\[
aFDE = \frac{1}{N \times S} \sum_{n=1}^{N} \sum_{s=1}^{S} \left\| \hat{p}_{T_{obs}+T_{pred}}^{ns} - \tilde{p}_{T_{obs}+T_{pred}}^{n} \right\|_2.
\]
Note that since the ground truth trajectory distribution is unseen, we argue that aADE and aFDE are more accurate metrics than mADE and mFDE by taking $S$ samples of the predicted bi-variate Gaussian distribution into account and average the errors across these samples.

IV. EXPERIMENTS

A. Dataset

We evaluate our multi-class model on the Stanford Drone dataset (SDD) [10] as it consists of both trajectories and class labels of different object classes. SDD contains 6 types of classes, i.e., *biker*, *pedestrian*, *car*, *cart*, *bus*, and *skater*. The scenes in SDD are shown in top views captured by drones. Following the existing works [4], [18] tested on SDD, 8 frames are used as the past trajectory and the model will predict the next 12 frames, and 20 trajectories are randomly sampled (K = 20) from the predicted multinomial distribution. We also adopt the metric mADE, mFDE, aADE, and aFDE, respectively, to test the effectiveness of our method.

B. Implementation Details

Following Social-STGCNN [3], PReLU is used as the activation function $\sigma(\cdot)$ in our model. The number of STGCNN and TXP-CNN layers are set to one and five respectively, with the best performance achieved. The training batch size is set to 512 with a learning rate of 0.0001 using the Adam optimizer. The input trajectory is normalized and denormalized with a scaling factor of 10. We also adopt the class balancing scheme to adjust the loss of different classes of objects according to their quantities. The entire experiment is conducted on a NVIDIA 1080Ti GPU. The model is converged in 70 epochs and the training time of each epoch is around 4 minutes.

C. Quantitative Results

1) Compared with existing work: We first test our proposed Semantics-STGCNN that takes class information about a trajectory to help improve future trajectory accuracy and compare it to the existing methods. The compared baseline methods include a linear regressor (denoted as Linear) to minimize the least square error, an energy minimization model (SF [6]) to regulate the path and social relationships, a recurrent model with pooling layer (Social-LSTM [7]) to capture social dependencies, a GAN-based recurrent predictive model (Social-GAN [4]) added on Social-LSTM, an attentive recurrent model (CAR-Net [19]) that incorporates the information of saliency regions in the scenes, a conditional variational auto-encoder system (DESIRE [18]) based on inverse optimal control (IOC), and Social-STGCNN [3], which can be considered as a variant of our model without the multi-class label graph module. The numerical results of Social-STGCNN are re-implemented on SDD by using their published code, and the other compared results are introduced from [18] and [19].

The comparison performance is given in Table I. The results show that our Semantics-STGCNN performs the best with both the lowest average error (mADE) and the lowest final error (mFDE), which indicates that our predicted trajectory is more accurate at all time phases. We also observe that when comparing with Social-STGCNN, Semantics-STGCNN works better, especially in the long term with much lower mFDE. This shows that the class information is essential in improving the predicted path with fewer error accumulations.

2) Minimum vs. Average: We then show the prediction performance using our new average metrics of aADE (Eq. 6) and aFDE (Eq. 7) in Table II. We first observe that our Semantics-STGCNN consistently outperforms Social-STGCNN in both minimum and average metrics. This shows that incorporating semantic information can effectively improve performance on average. We then observe the errors under average metrics (aADE and aFDE) are around two times larger than the minimum metrics (mADE and mFDE), respectively. This is because the minimum metrics only look at the best sample, which is less likely to happen in real-world scenarios, which makes it difficult to justify the model performance. While our new metrics, aADE, and aFDE, are more general to evaluate the prediction model by sampling over the generated path distributions.

3) Class-level Evaluations: We also compare the error rates of Social-STGCNN and Semantics-STGCNN based on every class in Table IV to test how the label information will influence different types of trajectories. We first can see that Semantics-STGCNN achieves lower mADE and lower mFDE on average of all classes. The per-class results further illustrate that the items being faster-moving, i.e. *Car*, *Bus*, and *Skater*, are more affected by the classes of the objects in the scene with a reasonable improvement in accuracy when class information is provided. This is because the objects with high speed can recognize the velocity dynamics from the ones within the same label, which will not confuse with the low-speed objects such as *pedestrians* and *bikers*.

D. Qualitative Results

Figure 2 compares the predictions of the two methods—Social-STGCNN and Semantics-STGCNN with example tra-
Fig. 2: Qualitative comparisons of predicted trajectories in bird view of one frame of video by both Social STGCNN and Semantics-STGCNN. 3.2 seconds of past trajectory are used to predict 4.8 seconds of future trajectory, the ground truth can be seen in the hollow circle, and the line with filled circles is the prediction of the model.

TABLE IV: Quantitative analysis (averaged and per-class) with mADE and mFDE.

| Class          | Average mADE | Biker mADE | Pedestrian mADE | Car mADE | Bus mADE | Skater mADE | Cart mADE |
|----------------|--------------|------------|----------------|----------|----------|-------------|-----------|
| Social-STGCNN  | 40.98        | 54.86      | 21.13          | 32.68    | 59.76    | 48.62       | 28.82     |
|                | 66.18        | 100.96     | 32.39          | 51.12    | 84.21    | 84.11       | 41.27     |
| Semantics-STGCNN (Ours) | 34.67 | 69.38      | 42.25          | 13.24    | 13.24    | 26.55       | 38.27     |
|                | 58.31        | 113.17     | 72.29          | 20.49    | 35.78    | 40.11       | 67.99     |

Fig. 2: Qualitative comparisons of predicted trajectories in bird view of one frame of video by both Social STGCNN and Semantics-STGCNN. 3.2 seconds of past trajectory are used to predict 4.8 seconds of future trajectory, the ground truth can be seen in the hollow circle, and the line with filled circles is the prediction of the model.

TABLE IV: Quantitative analysis (averaged and per-class) with mADE and mFDE.

We further visualize the prediction results in the whole scene with more trajectories included. As compared in Fig. 4, Semantics-STGCNN ensures the prediction of more precise trajectories in high quality that better align with the real paths. Another example with diverse dynamics of the predictions is given in Fig. 5. From the pink and khaki dots in the left bottom of Fig. 5(b) comparing with the green and purple dots of Fig. 5(a), we observe that Semantics-STGCNN can better estimate the state of the static objects with fewer movements in the prediction. This comparison shows that our model effectively improves the performance of Social-STGCNN on both moving and static targets. Furthermore, the predicted paths of pedestrians for Social-STGCNN in the center of the scene are likely to collide with each other. In contrast, Semantics-STGCNN avoids this problem by introducing the class label in the graph adjacency, which ensures a more powerful social interaction by identifying the correlations of the existing paths of other pedestrians.

E. Parameters & Inference Speed

By adding the class encoder module, we utilize fully-connected layers to the model to introduce the class label into the similarity matrix. This inevitably increases the model size and increases the inference time, but indeed...
Fig. 3: Qualitative comparisons of predicted trajectories in close view of one frame of video by both Social-STGCNN and Semantics-STGCNN.

Fig. 4: Qualitative comparisons of predicted trajectories in the whole scene (nexus) of one frame of video by both Social-STGCNN and Semantics-STGCNN.

Fig. 5: Qualitative comparisons of predicted trajectories in the whole scene (bookstore) of one frame of video by both Social-STGCNN and Semantics-STGCNN.

TABLE V: Network comparisons with the number of trainable parameters, model size (bytes) and inference time (s).

| Method                | Parameters | Size (bytes) | Time (s) |
|-----------------------|------------|--------------|----------|
| Social-STGCNN         | 7563       | 48,911       | 0.302    |
| Semantics-STGCNN (Ours) | 7852       | 43,631       | 0.309    |

the increase is not significant and will not impact real-time predictions nor storage capacity. Table V shows the number of qualities of both models. It shows an increase of 3.8% in trainable parameters in our Semantics-STGCNN over Social-STGCNN, which only results in a slight increase of model size. We can also see that the inference time for both models are similar, and in fact, our model shows only a 2.3% deficit compared to Social-STGCNN over a 20 sample average, despite adding more layers. This only increases our inference time on average by 7 milliseconds compared to Social-STGCNN. Note that although the number of model parameters is positively correlated with the label size, the inference time is hardly affected.

V. CONCLUSION

In this paper, we propose a Semantics-STGCNN framework to improve the performance of trajectory prediction under multiple classes by incorporating the semantic information from the object label. This is done by encoding an innovative semantics-guided adjacency by combining the label-based and velocity-based graph representations on the observed trajectory from different classes. We then integrate the spatial and temporal information by graph convolutions and temporal convolutions, respectively, to derive the Gaussian distributions of the future trajectory. The prediction results under various metrics show that by introducing label information in the graph, Semantics-STGCNN effectively improves the predicted trajectory with more accurate paths and fewer error accumulations and thus beats Social-STGCNN and the other state-of-the-art prediction models. In the future, it would be beneficial by identifying the generally static objects (e.g., roads or trees) as the high-level label information to further aid the trajectory prediction.
Furthermore, since our model is not limited to 2D video, it is also extendable to 3D trajectory with one more dimension included in the scene.
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