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Abstract—This paper deals with synchronization of a class of infinite-dimensional systems. The considered network is described by a collection of semilinear Lipschitz boundary-actuated infinite-dimensional dynamics. For undirected connected graphs, sufficient conditions for asymptotic synchronization are established. We show that the proposed conditions when applied to systems of hyperbolic semilinear conservation laws can be recast into a set of matrix inequalities. For this class of systems, sufficient conditions in the form of linear matrix inequalities for the design of synchronizing policies are provided.
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I. INTRODUCTION

The analysis of collective behaviors has attracted a remarkable attention of the control community due to many applications involving multiple agents interacting over communication networks, e.g., robotic swarms [1], power networks [2], sensors networks [3], just to mention a few. In particular, the analysis of consensus and synchronization has seen an increasing interest in the community. Theoretical results on synchronization stem from the seminal work [4] where the case of linear systems was first considered. Nowadays the case of nonlinear agents has been widely studied and a variety of approaches have been proposed to tackle the problem of networks synchronization; see [5], [6], [7].

In the last decade, authors have considered the problem of synchronization when the nodes dynamics are described by partial differential equations (PDEs) PDEs. One of the first works to consider such a framework is [8] where the author considers the problem of a sensor network observing a process described by a PDE. In [9], the same author considers the problem of controlling a network of parabolic PDEs and defines a control architecture based on observers to achieve synchronization. For the same class of PDEs, the more challenging case of boundary control has been first considered in [10], [11] for first-order parabolic PDEs and recently generalized in [12] to the case of second-order parabolic PDEs. In [13], the author provides constructive conditions for the design of control, both at the boundary and in the domain, in networks of linear infinite dimensional dynamical systems. In this letter, we formulate the problem of synchronization for a family of semilinear identical boundary actuated systems and provide conditions under which output synchronization is achieved. The proposed conditions are specialized to a class of hyperbolic semilinear PDEs. Within this setting, we provide constructive conditions for the design of the coupling gain based on the solution to some linear matrix inequalities (LMI). The contribution with respect to the existing literature on the subject is twofold: i) we consider semilinear infinite dimensional boundary actuated systems; ii) we provide general sufficient conditions and design oriented conditions based on LMIs for the case of semilinear hyperbolic systems. The results obtained are promising and can be extended to other classes of infinite dimensional systems.

The remainder of the paper is organized as follows. In Section II, we introduce some preliminary results that are exploited throughout the paper. Section III establishes sufficient conditions for synchronization for a general class of Lipschitz nonlinear infinite-dimensional systems with boundary sensing and actuation. In Section IV, the results illustrated in Section III are specialized to the case of semilinear hyperbolic PDE. A numerical example is presented in Section V.

II. BASIC NOTIONS AND PRELIMINARIES

1) Notation: \( \mathbb{R} \) denotes the set of real numbers, \( \mathbb{R}_{>0} := (0, \infty) \), \( \mathbb{R}^n \) is the n-dimensional Euclidean space, \( \mathbb{R}^{n \times m} \) is the set of \( n \times m \) real matrices, \( \mathbb{D}^+_n \) stands for the set of \( n \times n \) positive definite real diagonal matrices, and \( \mathbb{I}_n \in \mathbb{R}^n \) is the all-ones vector. Let \( X \) be a normed linear space, \( x \in X \), and \( \mathcal{S} \subset X \) be nonempty, \( d(x, \mathcal{S}) \) denotes the distance of \( x \) to \( \mathcal{S} \) and \( |x| \) is the norm of \( x \). For a symmetric matrix \( M \) negative definiteness and negative semidefiniteness are denoted, respectively as, \( M \prec 0 \) and \( M \preceq 0 \). Given a symmetric matrix \( M \in \mathbb{R}^{n \times n} \), \( \lambda_m(M) \) and \( \lambda_M(M) \), denote, respectively, the smallest and the largest eigenvalue of \( M \). The symbol \( \bullet \) stands for symmetric blocks in symmetric matrices. Let \( X \) and \( Y \) be normed linear vector spaces, \( V : X \to Y \), and \( x \in X \), \( DV(x) \) is the Fréchet derivative of \( V \) at \( x \), the symbol \( \mathcal{L}(X,Y) \) denotes the set of bounded linear operators from \( X \) to \( Y \), and \( \mathcal{L}(X) := \mathcal{L}(X,X) \), and \( I_X \) (\( I_n \)) is the identity operator in \( X \) (matrix in \( \mathbb{R}^{n \times n} \)).
Let $X$ and $Y$ be Hilbert spaces and $T \in \mathcal{L}(X, Y)$, $T^*$ denotes the adjoint of $T$. Let $\mathcal{U} \subset \mathbb{R}$ be an open interval and $\mathcal{V} \subset \mathbb{R}^n$, $L_2(\mathcal{U}; \mathcal{V})$ denotes the collection of equivalence classes of Lebesgue measurable square integrable functions $f: \mathcal{U} \to \mathcal{V}$ and $H^1(\mathcal{U}; \mathcal{V})$ is the set of $f \in L_2(\mathcal{U}; \mathcal{V})$ such that $f' \in L_2(\mathcal{U}; \mathcal{V})$ where $f'$ stands for the weak derivative of $f$. Let $X$ be a real Hilbert space and $\mathfrak{A}$: $\text{dom} \, \mathfrak{A} \subset X$ be an operator. The notation $\mathfrak{A} \subseteq 0$ indicates that for all $x \in \text{dom} \, \mathfrak{A}$, $\langle x, \mathfrak{A}x \rangle \leq 0$. A selfadjoint operator $P$ on $X$ is called coercive if there exists $\varepsilon > 0$ such that for all $x \in X$, $\langle x, x \rangle \geq \varepsilon$. The symbol $\oplus$ stands for the direct sum. Let $X$ and $Y$ be Hilbert spaces, $X \oplus Y$ stands for the Hilbert space $(X \oplus Y, \langle \cdot, \cdot \rangle)$, where $\langle \cdot, \cdot \rangle$ is the “standard” inner product on $X \oplus Y$, the equivalent notation $[x, y] = [y]$ is used for vectors in $X \oplus Y$, and given a positive integer $n$, $X^n := \bigoplus_{i=1}^n X$. The notation $\text{co} \Omega$ indicates the convex hull of the set $\Omega$.

2) Graph theory: A communication graph is described by a triplet $\mathcal{G} = \{\mathcal{V}, \mathcal{E}, \mathcal{A}\}$ in which $\mathcal{V}$ is a set of $n$ nodes $\mathcal{V} = \{v_1, v_2, \ldots, v_n\}$, $\mathcal{E} \subset \mathcal{V} \times \mathcal{V}$ is a set of edges $e_{jk}$ that models the interconnection between two nodes with the flow of information from node $j$ to node $k$ weighted by the (j, k)-th entry $a_{kj} \geq 0$ of the adjacency matrix $\mathcal{A} \in \mathbb{R}^{n \times n}$. We denote by $L \in \mathbb{R}^{n \times n}$ the Laplacian matrix of the graph, with its elements defined as $\ell_{jk} = -a_{kj}$ for $k \neq j$, $\ell_{jj} = \sum_{i=1}^n a_{ij}$ for $k = j$. A graph is said to be connected if and only if $L$ has only one trivial eigenvalue $\lambda_1(L) = 0$ and all other eigenvalues $\lambda_2(L), \ldots, \lambda_n(L)$ have strictly positive real part; see [14]. We assume the following.

Assumption 1 Given the graph $\mathcal{G}$, we assume that the associated Laplacian orthogonal $L$ is connected and diagonalizable. Namely, there exists a closed orthogonal matrix $T \in \mathbb{R}^{n \times n}$ such that

$$L = T^*LT = \begin{bmatrix} 0 & 0_{(n-1) \times 1} \\ 0_{1 \times (n-1)} & \Lambda \end{bmatrix}$$

where $\Lambda = \text{diag}(\lambda_2(L), \ldots, \lambda_n(L))$. In particular, $T$ can be selected as follows:

$$T := \left[ \frac{1}{\sqrt{n}} I_n, M \right], \quad M^TM = I_{n-1}, \quad MM^T = I_n - \frac{1}{n} I_n I_n^T$$

(1)

3) Abstract Dynamical Systems: In this paper, we consider semilinear abstract dynamical systems of the form:

$$\dot{x} = \mathfrak{A}x + f(x)$$

(2)

where $x \in \mathcal{X}$ is the state space, $\mathcal{X}$ is the state space that we assume to be a separable real Hilbert space, $\mathfrak{A}$ is a linear operator on $\mathcal{X}$, and $f: \mathcal{X} \to \mathcal{X}$ is a globally Lipschitz continuous. In particular, similarly as in [15], we consider the following notion of solution to (2).

Definition 1 A continuous function $\varphi: \text{dom} \, \varphi \to \mathcal{X}$ is a solution to (2) if $\text{dom} \, \varphi$ is an interval of $\mathbb{R}_{\geq 0}$ including zero and for all $t \in \text{dom} \, \varphi$

$$\int_0^t \varphi(s)ds \in \text{dom} \, \mathfrak{A}$$

$$\varphi(t) = \varphi(0) + \mathfrak{A} \int_0^t \varphi(s)ds + \int_0^t f(\varphi(s))ds$$

Moreover, we say that $\varphi$ is maximal if its domain cannot be extended and it is complete if $\text{sup} \, \text{dom} \, \varphi = \infty$.

Definition 2 We say that (2) is well-posed if $\mathfrak{A}$ is the infinitesimal generator of a strongly continuous semigroup on $\mathcal{X}$.

The following result, whose proof is reported in the Appendix, holds.

Proposition 1 Let (2) be well-posed. Then, for any $x_0 \in \mathcal{X}$, there exists a unique maximal solution $\varphi$ to (2) such that $\varphi(0) = x_0$. Moreover, such a solution is complete and it satisfies:

$$\varphi(t) = \mathcal{F}(t)x_0 + \int_0^t \mathcal{F}(t-s)f(\varphi(s))ds \quad \forall t \geq 0$$

(3)

where $\mathcal{F}(t)$ is the strongly continuous semigroup generated by $\mathfrak{A}$ on $\mathcal{X}$. In addition, if $x_0 \in \text{dom} \, \mathfrak{A}$, $\varphi$ is a strong solution to (2). Namely, $\varphi$ is differentiable almost everywhere, $\varphi$ is locally integrable on $\mathbb{R}_{\geq 0}$, and $\varphi(t) = \mathfrak{A}\varphi(t) + f(\varphi(t))$ almost everywhere.

Definition 3 Let $S \subset \mathcal{X}$ be closed. We say that $S$ is globally exponentially stable for (2) if any maximal solution $\varphi$ to (2) is complete and it satisfies:

$$d(\varphi(t), S) \leq \kappa e^{-\lambda t}d(\varphi(0), S) \quad \forall t \geq 0$$

for some (solution independent) $\lambda, \kappa > 0$.

The result given next, whose proof is reported in the Appendix, provides sufficient conditions for stability of a closed set.

Theorem 1 Let (2) be well-posed and $S \subset \mathcal{X}$ be closed. Assume that there exists a Fréchet differentiable functional $V: \mathcal{X} \to \mathbb{R}$ and positive scalars $\alpha_1, \alpha_2, \alpha_3$, and $p$ such that the following items hold:

(i) For all $x \in \mathcal{X}$, $\alpha_1 d(x, S) \leq V(x) \leq \alpha_2 d(x, S)$

(ii) For all $x \in \text{dom} \, \mathfrak{A}$, $\mathcal{D}V(x)(\mathfrak{A}x + f(x)) \leq -\alpha_3 d(x, S)$

Then, $S$ is globally exponentially stable for (2).

4) Kronecker product for linear operators and properties: In this paper, we make use of the following extension of the Kronecker product².

²The extension of the Kronecker product in Definition 4 is nothing but the tensor product of the operators $S$ and $I$ if one identifies $\mathbb{R}^\theta \otimes V \cong V^\theta$, with $V^\theta := \bigoplus_{i=1}^\theta V$.

In this paper, integrals of Hilbert-space-valued functions are intended in the sense of Bochner.
Definition 4 Let $S \in \mathbb{R}^{q \times \ell}$, $U$, $V$ be linear spaces, and $\Pi: U \to V$ be a linear operator. We define:

$$S \otimes \Pi: \bigoplus_{i=1}^{\ell} U \to \bigoplus_{i=1}^{\ell} V, \quad S \otimes \Pi := \begin{bmatrix} s_{1,1} \Pi & \ldots & s_{1,\ell} \Pi \\ s_{2,1} \Pi & \ldots & s_{2,\ell} \Pi \\ \vdots & \ddots & \vdots \\ s_{\ell,1} \Pi & \ldots & s_{\ell,\ell} \Pi \end{bmatrix}$$

In the following we use the symbol $\otimes$ to indifferently represent the Kronecker product in the classical or in the operator sense.

III. SYNCHRONIZATION OF ABSTRACT DYNAMICAL SYSTEMS WITH BOUNDARY INPUTS

We consider a network of $n$ identical boundary-actuated systems formally written as:

$$\begin{align*}
\dot{x}_i &= A x_i + C f(q_i) \\
B x_i &= B u_i \\
q_i &= Q x_i \\
y_i &= C x_i
\end{align*} \quad (4)$$

where $x_i \in \mathcal{X}$ is the plant state, $u_i \in \mathbb{R}^{n_u}$ the plant input, and $y_i \in \mathbb{R}^{n_y}$ is the plant output. The state space $\mathcal{X}$ is a real separable Hilbert space. The system is defined by the following operators: $A: \text{dom} A \to \mathcal{X}$, $B: \text{dom} B \to \mathcal{U}$, $C: \text{dom} C \to \mathbb{R}^{n_y}$, $Q \in \mathcal{L}(\mathcal{X}, \mathcal{Q})$, $E \in \mathcal{L}(\mathcal{E}, \mathcal{X})$, and $L: \mathbb{R}^{n_u} \to \mathcal{U}$ where $\mathcal{U}$ is a real vector space, $\mathcal{Q}$ and $\mathcal{E}$ are real Hilbert spaces, $\text{dom} A \subset \text{dom} C \cap \text{dom} B$, and $f: \mathcal{Q} \to \mathcal{E}$. The following assumption is considered throughout the paper.

Assumption 2 The function $f: \mathcal{Q} \to \mathcal{E}$ satisfies the following conditions:

- $f$ is globally Lipschitz continuous on $\mathcal{Q}$.
- there exists $K \in \mathcal{L}(\mathcal{Q} \oplus \mathcal{E})$ selfadjoint such that for all $\zeta_1, \zeta_2 \in \mathcal{Q}$:

$$\begin{bmatrix} \zeta_1 - \zeta_2 \\ f(\zeta_1) - f(\zeta_2) \end{bmatrix} \begin{bmatrix} K_{11} & K_{12} \\ K_{21} & K_{22} \end{bmatrix} \begin{bmatrix} \zeta_1 - \zeta_2 \\ f(\zeta_1) - f(\zeta_2) \end{bmatrix} \geq 0$$

(5)

Remark 1 Assumption 2 is a natural extension to the infinite dimensional case of well known incremental properties; see, e.g., [16] and [17] just to mention a few notable examples.

Systems (4) exchange their outputs according to a graph $\mathcal{G}$ and the input is designed as a diffusive coupling of the form

$$u_i = K \sum_{j=1}^{n} \ell_{ij} C x_j \quad (6)$$

where $\ell_{ij}$ are elements of the Laplacian matrix $L$ associated to $\mathcal{G}$. The choice of (6) is ubiquitous in the finite dimensional case when agents are, as in our case, identical.

By defining $x := (x_1, x_2, \ldots, x_n)$, the network of (4) interconnected through (6) can be written as the following abstract dynamical system:

$$\dot{x} = Ax + (I_n \otimes \mathcal{E})F((I_n \otimes \mathcal{Q})x) \quad (7a)$$

where:

$$A := I_n \otimes A$$

$$\text{dom } A := \bigoplus_{i=1}^{n} \text{dom } A \cap \ker ((I_n \otimes \mathcal{B}) - (L \otimes BK \mathcal{C}))$$

and $x \mapsto F(x) := (f(q_1), f(q_2), \ldots, f(q_n))$, where for all $i = 1, 2, \ldots, n$, $q_i$ is defined in (4).

The following assumption is considered in the paper.

Assumption 3 System (7) is well posed.

Proposition 2 Let Assumption 1, Assumption 2, and Assumption 3 hold. Suppose that there exist $\alpha, \tau > 0$, and $P \in \mathcal{L}(\mathcal{X}, \mathcal{X})$ selfadjoint and coercive such that for all $i \in \{2, 3, \ldots, n\}$

$$\mathcal{Y}_i := \begin{bmatrix} P A_i + \frac{\tau}{2} \mathcal{Q}^* K_{11} \mathcal{Q} & \frac{\tau}{2} P \\ \frac{\tau}{2} K_{12} \mathcal{Q} & \mathcal{K} \end{bmatrix} \preceq 0$$

$$\text{dom } \mathcal{Y}_i := \text{dom } A_i \cap \mathcal{E}$$

$$\mathcal{K} := \mathcal{A} \cap \ker (\mathcal{B} - \lambda_i BK \mathcal{C})$$

(8)

where $K_{ij}$’s are defined in (5) and $\lambda_i$ are the nonzero eigenvalues of the Laplacian $L$, according to Assumption 1. Then, the closed set

$$S := \{x \in \mathcal{X}^n: x_1 = x_2 = \cdots = x_n\}$$

is globally exponentially stable for (7).

Proof: Let us define the following change of variables:

$$x \mapsto w = (w_1, w_2, \ldots, w_n) := (T^T \otimes I_n) x \quad (11)$$

where $T$ is selected as in (1). By construction of $T$, it follows that $x \in S$ if and only if for all $i = 2, \ldots, n$, $w_i = 0$. In particular, $d(w, S) = |e|$, with $e := (w_2, \ldots, w_n) \in \mathcal{X}^{n-1}$.

Focusing on the synchronization error dynamics $e$, one gets:

$$\dot{e} = A_e e + (M^T \otimes \mathcal{E}) F((T \otimes \mathcal{Q})w) \quad (12)$$

where $A_e := \bigoplus_{i=1}^{n} A_i$, $\text{dom } A_e := \bigoplus_{i=1}^{n} \text{dom } A_i$. Bearing in mind (12), now we analyze the dynamics of $w$ via the following Lyapunov candidate:

$$V(w) := \langle P e, e \rangle \quad \forall w \in \mathcal{X}^n \quad (13)$$

with $P := I_{n-1} \otimes P$. Notice that since $P$ is a bounded coercive operator, there exist $\alpha_1, \alpha_2 > 0$ such that for all $w \in \mathcal{X}^n$, $\alpha_1 d(w, S)^2 = \alpha_1 |e|^2 \leq V(w) \leq \alpha_2 |e|^2 = \alpha_2 d(w, S)^2$. Thus item (i) of Theorem 1 holds for $V$. We now show that item (ii) of Theorem 1 holds. From direct

3The definition of $F$ is missing.
computation of $DV$, with a slight abuse of notation, one has that for all $w \in \mathcal{O} := (\text{dom } \mathfrak{A} \cap \ker \mathfrak{B}) \oplus \text{dom } \mathfrak{A}_w$:

$$
\dot{V}(w) := DV(e)(\mathfrak{A}_we + (MT \otimes \mathcal{E})F((T \otimes \Omega)w))
= 2[Pe, \mathfrak{A}_we + (MT \otimes \mathcal{E})F((T \otimes \Omega)w)].
$$

By defining $\Delta F := (MT \otimes I_{\mathcal{E}})F((T \otimes \Omega)w)$ and $\xi := (e, \Delta F)$, one has $\Gamma(w) := \dot{V}(w) + \alpha V(w) = 2\langle \xi, \Theta \xi \rangle$, with

$$
\Theta := \begin{bmatrix}
(I_{n-1} \otimes P)(\mathfrak{A}_w + \frac{\alpha}{2}I_{X^{n-1}}) & I_{n-1} \otimes (P\mathcal{E})
0 & 0
\end{bmatrix}.
$$

Note that, by rewriting $\xi$ as

$$
\xi = \begin{bmatrix} (MT \otimes I_X) & 0 \\ 0 & (MT \otimes I_{\mathcal{E}}) \end{bmatrix} \begin{bmatrix} x \\ F((I_n \otimes \Omega)\xi) \end{bmatrix}
$$

and by setting

$$
\mathfrak{R} := \begin{bmatrix} I_{n-1} \otimes \mathcal{K}_1 \Omega & I_{n-1} \otimes \mathcal{K}_{12} \\ I_{n-1} \otimes \mathcal{K}_{11} \Omega & I_{n-1} \otimes \mathcal{K}_{22} \end{bmatrix} \begin{bmatrix} x \\ F((I_n \otimes \Omega)\xi) \end{bmatrix},
$$

in view of Lemma 1, we have that

$$
\langle \xi, \mathfrak{R} \xi \rangle = \frac{1}{n} \sum_{1 \leq i \leq j \leq n} \left( \langle \mathfrak{K} \Omega x_i - \Omega x_j, f(\Omega x_i) - f(\Omega x_j) \rangle \right).
$$

Hence, using (5), for all $\xi \in X^{n-1} \oplus \mathcal{E}^{n-1}$, $\langle \xi, \mathfrak{R} \xi \rangle \geq 0$. Then, it is readily seen that for all $w \in \mathcal{O}$

$$
\Gamma(w) \leq 2\langle \xi, \Theta \xi \rangle + \tau \langle \xi, \mathfrak{R} \xi \rangle = 2\langle \xi, \left( \Theta + \frac{\tau}{2} \mathfrak{R} \right) \xi \rangle
$$

At this stage, observe that:

$$
\Theta + \frac{\tau}{2} \mathfrak{R} = \begin{bmatrix} (I_{n-1} \otimes P)(\mathfrak{A}_w + \frac{\alpha}{2}I_{X^{n-1}}) & I_{n-1} \otimes (P\mathcal{E}) \\ 0 & 0 \end{bmatrix} + \frac{\tau}{2} \begin{bmatrix} (I_{n-1} \otimes (\mathcal{K}_1 \Omega)) & (I_{n-1} \otimes (\mathcal{K}_{12})) \\ (I_{n-1} \otimes (\mathcal{K}_{11} \Omega)) & (I_{n-1} \otimes (\mathcal{K}_{22})) \end{bmatrix}
$$

which, due to the block diagonal structure of each subpart of the operators, by opportunely reordering of the blocks can be seen as a block diagonal operator with blocks $\mathcal{T}_\xi$ as defined in (8). Therefore, combining (8) and (15), it follows that for all $w \in \mathcal{O}$, $\Gamma(w) = \dot{V}(w) + \alpha V(w) \leq 0$. Thus, by invoking Theorem 1 the result is established.

**Remark 2** It is worth pointing out that, similarly to the finite-dimensional case, the topology, and in particular the eigenvalues $\lambda_i$, of the Laplacian $L$ play a structural role in ensuring convergence towards synchronization, this is highlighted by (9).

**IV. APPLICATION TO HYPERBOLIC SYSTEMS WITH INCREMENTALLY BOUNDED NONLINEARITIES**

We now illustrate the applicability of our results in the specific case of a semilinear system of hyperbolic PDEs. In particular, we consider a collection of $n$ identical systems formally represented as:

$$
\frac{\partial}{\partial t}x_i(t, \chi) + S \frac{\partial}{\partial \chi}x_i(t, \chi) + E h(z_i(t, \chi)) = 0
$$

$$
z_i(t, \chi) = Q x_i(t, \chi)
$$

$$
x_i(t, 0) = H x_i(t, 1) + B u_i(t)
$$

\forall i = 1, 2, \ldots, n (16)

where $\chi \in (0, 1)$, $t > 0$ are, respectively, the spatial and temporal variables, $x_i \in \mathbb{R}^{n_x}$, $z_i \in \mathbb{R}^{n_z}$, $H \in \mathbb{R}^{n_y \times n_x}$, $B \in \mathbb{R}^{n_y \times n_u}$, $E \in \mathbb{R}^{n_y \times n_x}$, $Q \in \mathbb{R}^{n_z \times n_y}$, and $h \in \mathbb{R}^{n_z} \rightarrow \mathbb{R}^{n_x}$ is incrementally cone-bounded, i.e., for all $q_1, q_2 \in \mathbb{R}^{n_z}$,

$$
\begin{bmatrix} q_1 - q_2 \\ h(q_1) - h(q_2) \end{bmatrix}^\top
\begin{bmatrix} 0 & G_{12} \\ G_{12}^\top & G_{22} \end{bmatrix}
\begin{bmatrix} q_1 - q_2 \\ h(q_1) - h(q_2) \end{bmatrix} \leq 0
$$

(17)

where $G_{12}$ and $G_{22} < 0$ are some given matrices. Notice that the satisfaction of (17) implies that $h$ is globally Lipschitz continuous.\(^6\)

**Remark 3** It is worth to mention that incrementally sector bounded nonlinearities as in [16] can be transformed into incremental cone bounded nonlinearities as in (17) via a simple change of variables.

In terms of available information, we assume that only the state at the boundary $\chi = 1$ is available for communication. In this setting, by taking as a state space $X := \mathcal{L}_2((0, 1); \mathbb{R}^{n_y})$ (endowed with the standard inner product), system $i$ can be represented as (4) with:

$$
\text{dom } \mathfrak{A} = \mathcal{H}_1((0, 1); \mathbb{R}^{n_y})
\mathfrak{A} := -S \frac{d}{d\chi}
$$

$$
\text{dom } \mathfrak{B} = \mathcal{H}_1((0, 1); \mathbb{R}^{n_y})
\mathfrak{B} r := r(0) - H r(1)
$$

$$
\text{dom } \mathfrak{C} = \mathcal{H}_1((0, 1); \mathbb{R}^{n_z})
\mathfrak{C} r := r(1)
$$

$$
\text{dom } \mathfrak{Q} = \mathcal{L}_2((0, 1); \mathbb{R}^{n_z})
(\mathfrak{Q} r)(\chi) := Q r(\chi)
$$

$$
\text{dom } \mathfrak{E} = \mathcal{L}_2((0, 1); \mathbb{R}^{n_y})
(\mathfrak{E} q)(\chi) := -E q(\chi)
$$

and $f : \mathcal{L}_2((0, 1); \mathbb{R}^{n_z}) \rightarrow \mathcal{L}_2((0, 1); \mathbb{R}^{n_x})$ defined as $(f(s))(\chi) = h(s(\chi))$, which turns out to be globally Lip-

Lipschitz continuity of $h$ can be shown by observing that (17) implies:

$$
2(q_1 - q_2)^\top G_{12}(h(q_1) - h(q_2)) +
(h(q_1) - h(q_2))^\top G_{22}(h(q_1) - h(q_2)) \geq 0
$$

which, combined to Young’s inequality, yields

$$
0 \leq 2(q_1 - q_2)^\top G_{12}(h(q_1) - h(q_2)) +
(h(q_1) - h(q_2))^\top G_{22}(h(q_1) - h(q_2)) \leq
\frac{1}{\tau} (q_1 - q_2)^\top G_{12} G_{12}^\top (q_1 - q_2) +
(h(q_1) - h(q_2))^\top (\tau I + G_{22})(h(q_1) - h(q_2))
$$

By taking $\tau$ small enough so that $\tau I + G_{22} < 0$, the above inequality implies that $h$ is globally Lipschitz.

\(^4\)\(\mathcal{E}\) should be $\mathcal{E}$. Same below.

\(^5\)Missing $\Omega$’s in the equation below (15).
schitz continuous due to \( h \) being so. In particular, by taking \( \operatorname{dom} \mathcal{K} = \mathcal{L}_2((0,1); \mathbb{R}^{n_x+n_z}) \) and
\[
(\mathcal{K}g)(\chi) = \begin{bmatrix} 0 \\ G_{12} \\ G_{22} \end{bmatrix} g(\chi)
\]
from (17), it turns out that for all \( \zeta_1, \zeta_2 \in \mathcal{L}_2((0,1); \mathbb{R}^{n_z}) \)
\[
\left\langle \left[ f(\zeta_1) - f(\zeta_2) \right], \mathcal{K} \left[ f(\zeta_1) - f(\zeta_2) \right] \right\rangle \geq 0
\]
The latter, together with the Lipschitzness of \( f \), ensures that Assumption 2 holds. The family of systems (18) is interconnected over a graph \( \Gamma \) through the inputs \( u_t \), for all \( t \in \{1,2,\ldots,n\} \), defined in (6). It is worth to remark that the interconnected system is a system of \( n \) 1-D semilinear balance laws and for this specific case Assumption 3 holds; see, e.g., [18]. In the following section, we provide sufficient conditions under which this network achieves synchronization. As a second step, we give constructive conditions for the design of the coupling gain \( K \) ensuring synchronization.

A. Sufficient conditions for synchronization

The result given next provides sufficient conditions to ensure synchronization of the network of (16). In the remainder of the paper, we use the following notation \( \underline{\lambda} := \min\{\lambda_2(L), \lambda_3(L), \ldots, \lambda_n(L)\} \) and \( \overline{\lambda} := \max\{\lambda_2(L), \lambda_3(L), \ldots, \lambda_n(L)\} \).

**Proposition 3** Let \( K \in \mathbb{R}^{n_x \times n_p} \) be given. If there exist \( R \in \mathbb{D}_+^{n_p} \), and positive scalars \( \mu, \alpha, \gamma, \) and \( \tau \) such that
\[
\begin{bmatrix} -\nu R & (H + \rho BK) \cdot R \\ \cdot & -R \end{bmatrix} \preceq 0 \quad \rho \in \{\underline{\lambda}, \overline{\lambda}\} \quad (19)
\]
\[
\Phi(\chi) \prec 0 \quad \forall \chi \in \{0,1\} \quad (20)
\]
where for all \( \chi \in [0,1] \)
\[
\Phi(\chi) := \begin{bmatrix} -\mu e^{-\nu x}R & -e^{-\nu x}S^{-1}RE + \tau Q^{T}G_{12} \\ \cdot & \tau G_{22} \end{bmatrix} \quad (21)
\]
Then, the set \( S \) in (10) is globally exponentially stable for the family of systems (16) interconnected via (6).

**Proof:** The proof is organized in two steps. Step 1: We show (19) is equivalent to:
\[
T(\lambda) := (H + \lambda BK)^{T}R(H + \lambda BK) - e^{-\mu}R \preceq 0 \quad (22)
\]
for \( \lambda \in [\underline{\lambda}, \overline{\lambda}] \). To this end, observe thanks to Schur complement and a congruence transformation, \( T(\lambda) \preceq 0 \) if and only if
\[
\Omega(\lambda) := \begin{bmatrix} -e^{-\mu}R & (H + \lambda BK)^{T}R \\ \cdot & -R \end{bmatrix} \preceq 0 \quad (23)
\]
Now observe that there exist \( \gamma_1, \gamma_2 : [\underline{\lambda}, \overline{\lambda}] \to [0,1] \) such that \( \lambda = \gamma_1(\lambda) + \lambda \gamma_2(\lambda) \) and \( \gamma_1(\lambda) + \gamma_2(\lambda) = 1 \). Hence, due to the affine dependence of \( \Omega \) on \( \lambda \), one has \( \Omega(\lambda) = \operatorname{co}\{\Omega(\underline{\lambda}), \Omega(\overline{\lambda})\} \). This shows that (22) is equivalent to (19).

Step 2: Let \( P \in \mathcal{L}_2((0,1); \mathbb{R}^{n_\mu}) \) defined as:
\[
(Ph)(\chi) := e^{-\nu x}S^{-1}Rh(\chi) \quad \forall \chi \in \{0,1\}
\]
which, due to \( R, S \in \mathbb{D}_+^{n_\mu} \), is a coercive operator. Then, for all \( h \in \operatorname{dom} \mathcal{A} \) one has:
\[
(P\mathcal{R}h)(\chi) = -e^{-\nu x}R^T \frac{d}{d\chi} h(\chi) \quad \forall \chi \in \{0,1\}
\]
Pick \( i \in \{2,\ldots,n\} \) and let \( T_i \) be defined as in (8) with \( \alpha > 0 \) to be selected later. Observe that, due to the above selection of \( P \) and (18), one has that, for all \( \zeta := (\zeta_1, \zeta_2) \in \operatorname{dom} T_i \)
\[
\langle \zeta, T_i \zeta \rangle = -\int_0^1 e^{-\nu x} \zeta_1(\chi) R \left( \frac{d}{d\chi} - \frac{\alpha}{2} I \right) \zeta_1(\chi) d\chi
\]
\[
+ \int_0^1 \zeta_1(\chi)(-e^{-\nu x}S^{-1}RE + \tau G_{12}Q)\zeta_2(\chi) d\chi
\]
\[
+ \frac{\tau}{2} \int_0^1 \zeta_2(\chi)G_{22}\zeta_2(\chi) d\chi
\]
By integrating by parts the first term in the above expression and using the fact that \( \zeta \in \operatorname{dom} T_i \), one has:
\[
\langle \zeta, T_i \zeta \rangle = \frac{1}{2} \zeta_1(1)^T T(\lambda_i) \zeta_1(1) + \frac{1}{2} \int_0^1 \zeta_1(\chi)^T \Phi(\chi) \zeta_1(\chi) d\chi \quad (24)
\]
where \( \Phi(\chi) := \Phi(\chi) + \alpha e^{-\mu x}R \) and \( T(\lambda_i) \) and \( \Phi(\chi) \) are defined, respectively, in (22) and (21). To conclude, notice that due to the affine dependence of \( \Phi \) on \( e^{-\nu x} \), one has \( \Phi([0,1]) = \operatorname{co}\{\Phi(0), \Phi(1)\} \). Hence, by using (20), for all \( \chi \in [0,1], \Phi(\chi) \prec 0 \), which by taking \( \alpha \) small enough gives, for all \( \chi \in [0,1], \Phi(\chi) \prec 0 \). Combining this with (22), (24) yields \( \langle \zeta, T_i \zeta \rangle \leq 0 \). To summarize, the above analysis shows that there exists \( \alpha > 0 \) such that for all \( i \in \{2,\ldots,n\} \) and \( \zeta \in \operatorname{dom} T_i \), \( \langle \zeta, T_i \zeta \rangle \leq 0 \). Invoking Proposition 2 establishes the result. ■

**Remark 4** Compared to Proposition 2, condition (19) is to be checked only for the Laplacian’s eigenvalues \( \underline{\lambda} \) and \( \overline{\lambda} \). This is reminiscent of the results on synchronization of linear discrete-time finite-dimensional systems (see, e.g., [19]), where necessary and sufficient conditions for synchronization depend \( \underline{\lambda} \) and \( \overline{\lambda} \). In contrast with this, condition (20) is only sufficient and allows us to design a common \( K \) as detailed in the next section.

B. Sufficient conditions for the design of the coupling gain

Proposition 3 establishes sufficient conditions in the form of matrix inequalities to check if a given coupling gain \( K \) ensures asymptotic synchronization. However, such a result is difficult to exploit directly for design purposes. To overcome this problem, next we provide a result particularly suited for design.

**Corollary 1** If there exists \( W \in \mathbb{D}_+^{n_p}, Y \in \mathbb{R}^{n_x \times n_p}, \) and \( \sigma > 0 \) such that
\[
\begin{bmatrix} -e^{-\nu W} & WH^T + \rho Y^T B^T \\ \cdot & -W \end{bmatrix} \preceq 0 \quad \rho \in \{\underline{\lambda}, \overline{\lambda}\} \quad (25)
\]
\[
\Phi_s(\chi) \prec 0 \quad \forall \chi \in \{0,1\} \quad (26)
\]
where for all $\chi \in [0, 1]$

$$\Phi_s(\chi) := \begin{bmatrix} -\mu e^{-\mu s} W & -\sigma e^{-\mu s} S^{-1} E + W Q \Sigma G_{12} \\ \sigma G_{22} \end{bmatrix}$$

Then, $K = YW^{-1}$ ensures that the set (10) is globally exponentially stable for the family of systems (16) interconnected via (6).

**Proof:** The proof hinges upon Proposition 3. In particular, we show that the satisfaction of (25) and (26) is equivalent to (19) and (20) with $W = R^{-1}, \sigma^{-1} = \tau$, and $K = YW^{-1}$. By pre-and-post multiplying the matrix in the lefthand side of (25) by $W^{-1} \otimes \sigma^{-1} I$, one gets the matrix in the lefthand side of (19) with $R = W^{-1}$. This shows that (25) is equivalent to (19). To conclude, bearing in mind that $S$ and $W$ are diagonal, by pre-and-post multiplying $\Phi_s(\chi)$ by $W^{-1} \otimes \sigma^{-1} I$ one gets $\Phi(\chi)$ as in (21). This ends the proof.

V. NUMERICAL EXAMPLE

In this example, we illustrate the effectiveness of the methodology illustrated in Section IV. For this purpose, we consider a family of $n = 4$, $2 \times 2$ semilinear hyperbolic systems as in (16) with: $S = \begin{bmatrix} 2 & 0 \\ 0 & \sqrt{2} \end{bmatrix}, E = \begin{bmatrix} -0.1 \\ 0 \end{bmatrix}, B = \begin{bmatrix} 2 \\ 0 \end{bmatrix}, H = \begin{bmatrix} 0 & 1 \\ -1 & 0 \end{bmatrix}, Q = \begin{bmatrix} 1 & 0 \end{bmatrix}, h(z) = \tanh(z)$. Since the slope of $h$ belongs to $[0, 1]$, it is easy to show that $h$ satisfies (17) with $G_{12} = 1$ and $G_{22} = -2$. The agents are connected according to (6) with the Laplacian matrix $L = \begin{bmatrix} 1 & 0 & -1 & 0 \\ -1 & 1 & 0 & 0 \\ 0 & -1 & 1 & 0 \\ 0 & 0 & -1 & 1 \end{bmatrix}$. To design $K$, we solve the conditions in Corollary 1 by performing a linear search on the scalar $\mu$, this leads to $\mu = 0.1474, W = \begin{bmatrix} 11.799 & 0 \\ 0 & 16.273 \end{bmatrix}, K = \begin{bmatrix} 0 & -0.309 \end{bmatrix}, \sigma = 79.6164$. Fig. 1 shows the evolution of the spatial average synchronization error, i.e.,

$$\chi \mapsto \overline{e}_s(\chi) := \frac{1}{3} \sum_{i=2}^{4} x_1(t, \chi) - x_i(t, \chi), \quad (27)$$

for several values of $t$ from the initial condition: $x_1(0, \chi) = (\cos(2\pi \chi) - 1, 1 - \cos(2\pi \chi)), x_2(0, \chi) = (0, 0), x_3(0, \chi) = (2\sin(2\pi \chi), 0), x_4(0, \chi) = (0, -2\sin(4\pi \chi))$. The picture clearly shows that the average synchronization error approaches zero, thereby ensuring asymptotic synchronization of the network. To further emphasize the effectiveness of the proposed methodology to enforce synchronization even in the presence of nontrivial regimes, in Fig. 2 we report the time evolution of the boundary values $x_i(t, 1)$'s. The figure suggests that the considered network converges towards a nonvanishing trajectory.

Fig. 1. First (top) and second (bottom) components of $\overline{e}_s$ (defined in (27)) for $t = 0$ (solid blue), $t = 2$ (dotted orange), $t = 5$ (dash-dotted yellow), $t = 20$ (dashed purple).

VI. CONCLUSION

The problem of synchronizing a family of infinite-dimensional semilinear boundary actuated systems has been considered. Sufficient conditions in terms of operator inequalities have been proposed to ensure asymptotic synchronization. When specialized to the case of semilinear hyperbolic PDEs, these conditions can be recast into a collection of matrix inequalities that can be easily checked. Thus, sufficient conditions for the design of the coupling gain are given in terms of linear matrix inequalities. The extension of the proposed results to different classes of infinite-dimensional systems as well as to heterogeneous networks are currently part of our ongoing research.
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satisfies (31) for which the following notations are used. Let

\[ \mathcal{U} \subset \mathbb{R} \]

be a separable real Hilbert space, \( \mathcal{X} \) a separable real Hilbert space, \( \mathcal{Y} \) the collection of equivalence classes of (strongly measurable) functions \( f : \mathcal{U} \to \mathcal{Y} \) such that \( \int_{\mathcal{U}} |f(x)|^2 \, dx \) is finite. Similarly, we say that \( f \in L^1_{\text{loc}}(\mathcal{U}; \mathcal{Y}) \) if for any compact set \( \Omega \subset \mathcal{U} \), \( f|_{\Omega} \in L^1_{\text{loc}}(\Omega; \mathcal{Y}) \). Moreover, in the remainder of the paper, the symbol \( n \) denotes the set of positive integers.

**Proof of Proposition 1:** As a first step, we show that under the considered assumptions, \( \text{“integrated solutions” as in Definition 1 and solutions to the integral equation (3)} \) coincide. From [15, page 218], since \( \text{dom} \mathcal{A} \) is dense in \( \mathcal{X} \) (\( \mathcal{A} \) is the infinitesimal generator of a strongly continuous semigroup on \( \mathcal{X} \)) it follows that any \( \text{“integrated solution” as in Definition 1 satisfies (3)} \). Now we show the other implication. Let \( \varphi \) be a solution to (3) with \( x_0 \in \mathcal{X} \). Notice that since \( \mathcal{A} \) is the infinitesimal generator of a strongly continuous semigroup on \( \mathcal{X} \) and \( f \) is globally Lipschitz continuous, from [23, Theorem 1.2., page 185] it follows that for all \( x_0 \in \mathcal{X} \), there exists unique solution to (3). For the sake of exposition, let us rewrite \( \varphi \) as follows:

\[ \varphi(t) = \mathcal{T}(t)x_0 + \Psi(t) \quad \forall t \geq 0 \tag{28} \]

where:

\[ \Psi(t) := \int_0^t \mathcal{T}(t - \theta)f(\varphi(\theta)) \, d\theta \]

Observe that \( \varphi \) is continuous. Moreover, since \( \mathcal{A} \) is the infinitesimal generator of the strongly continuous semigroup \( \{\mathcal{T}(t)\}_{t \in \mathbb{R}_{\geq 0}} \), from [24, Theorem 2.1.10, page 21] it follows that for all \( t \in \mathbb{R}_{\geq 0} \)

\[ \int_0^t \mathcal{T}(s)x_0 \, ds \in \text{dom} \mathcal{A}, \quad \mathcal{A} \int_0^t \mathcal{T}(s)x_0 \, ds = \mathcal{T}(t)x_0 - x_0 \tag{29} \]

Pick any \( t \in \mathbb{R}_{\geq 0} \), then one has:

\[ \int_0^t \Psi(s) \, ds = \int_0^t \int_0^s \mathcal{T}(s - \theta)f(\varphi(\theta)) \, d\theta \, ds \]

Hence, due to continuity of \( s \mapsto \mathcal{T}(s - \cdot)f(\varphi(\cdot)) \) and \( \theta \mapsto \mathcal{T}(\cdot - \theta)f(\varphi(\theta)) \), thanks to Fubini’s theorem and by performing a simple change of variables, one gets:

\[ \int_0^t \Psi(s) \, ds = \int_0^t \left( \int_0^{t - \theta} \mathcal{T}(\rho)f(\varphi(\theta)) \, d\rho \right) \, d\theta \tag{30} \]

At this stage notice that since \( \mathcal{A} \) is the infinitesimal generator of the strongly continuous semigroup \( \{\mathcal{T}(t)\}_{t \in \mathbb{R}_{\geq 0}} \), from [24, Theorem 2.1.10, page 21] it follows that for all \( \theta \in [0, t] \), \( g_1(\theta) \in \text{dom} \mathcal{A} \) and in particular

\[ \mathcal{A}g_1(\theta) = \mathcal{T}(t - \theta)f(\varphi(\theta)) - f(\varphi(\theta)) \quad \forall \theta \in [0, t] \tag{31} \]

Moreover, by observing that, due to continuity of \( f \), for all \( \theta \in [0, t] \), \( g_1 \in L^1((0, \theta); \mathcal{X}) \) and, thanks to (31), \( \mathcal{A}g_1 \in L^1((0, \theta); \mathcal{X}) \). Thus, since \( \mathcal{A} \) is closed (\( \mathcal{A} \) is the infinitesimal generator of a strongly continuous semigroup;
see [24, Theorem 2.1.10, page 21]) by applying [25, Theorem 3.7.12] it follows that
\[ \int_0^t \Psi(s) ds \in \text{dom} \mathcal{A}, \quad \mathcal{A} \int_0^t \Psi(s) ds = \int_0^t \mathcal{A} \Psi(s) ds = \int_0^t \mathcal{A} g_i(\theta) d\theta \]
where the second equality comes from (30). Therefore, from (29) and (32) it follows that for all \( t \geq 0 \)
\[ \int_0^t \varphi(s) ds \in \text{dom} \mathcal{A} \]
Now we show that \( \varphi \) satisfies the identity in Definition 1. Let \( t \geq 0 \), from (32), by using (31) one gets
\[ \mathcal{A} \int_0^t \Psi(s) ds = \int_0^t (\mathcal{T}(t-\theta)f(\varphi(\theta)) - f(\varphi(\theta))) d\theta \]
Hence, by recalling (28) and combining the above expression with (29) one has:
\[ \mathcal{A} \int_0^t \varphi(s) ds = \mathcal{T}(t)x_0 - x_0 + \int_0^t (\mathcal{T}(t-\theta)f(\varphi(\theta)) - f(\varphi(\theta))) d\theta \]
Therefore using the expression of \( \varphi \) in (3), one has
\[ \varphi(t) - \mathcal{A} \int_0^t \varphi(s) ds = x_0 + \int_0^t f(\varphi(\theta)) d\theta \]
which, recalling that \( \varphi(0) = x_0 \), corresponds to the identity in Definition 1. The steps carried out so far enable to fully replace the notion of solution in Definition 1 with (3). In particular, due to the above mentioned uniqueness of solutions to (3), existence, uniqueness, and completeness of maximal solutions to (2) is established.

To conclude the proof, notice that since \( \mathcal{A} \) is a Hilbert space (an so it is reflexive) and \( f \) is Lipschitz continuous, if \( x_0 \in \text{dom} \mathcal{A} \), from [23, Theorem 1.6., page 189] the unique maximal solution to (2) from \( x_0 \) is a strong solution.

**Proof of Theorem 1:** First we prove global exponential stability of \( \mathcal{A} \) for strong solutions to (2); see Proposition 1. In particular, pick \( x_0 \in \text{dom} \mathcal{A} \) and let \( \varphi \) be the unique maximal solution to (2) with \( \varphi(0) = x_0 \). From Proposition 1, it follows that \( \varphi \) is differentiable for almost all \( t \geq 0 \), \( \varphi \in L_1^{\text{loc}}(\mathbb{R}_0; \mathcal{X}) \), and
\[ \varphi(t) = \mathcal{A} \varphi(t) + f(\varphi(t)) \quad \text{for almost all } t \in \mathbb{R}_{\geq 0} \]
In particular, notice that since strong solutions are solutions in the sense of Definition 1, it turns out that for all \( t \geq 0 \):
\[ \varphi(t) = \varphi(0) + \mathcal{A} \int_0^t \varphi(s) ds + \int_0^t f(\varphi(s)) ds = \varphi(0) + \mathcal{A} \varphi(t) + \int_0^t f(\varphi(s)) ds \]
where the first identity follows from [25, Theorem 3.7.12] due to \( \mathcal{A} \) being closed, \( \varphi(t) \in \text{dom} \mathcal{A} \) for almost all \( t \geq 0 \), and \( \varphi \in L_1^{\text{loc}}(\mathbb{R}_0; \mathcal{X}) \). Namely, (33) shows that \( \varphi \) is locally absolutely continuous on \( \mathbb{R}_{\geq 0} \). Define for all \( t \geq 0 \), \( W(t) = V(\varphi(t)) \). Observe that since \( V \) is Fréchet differentiable everywhere and \( \varphi \) is differentiable almost everywhere, it follows that for almost all \( t \geq 0 \)
\[ \dot{W}(t) := \frac{d}{dt} W(\varphi(t)) = D\mathcal{V}(\varphi(t))\dot{\varphi}(t) \]
In particular, since \( V \) is Fréchet differentiable (and so locally Lipschitz), \( \dot{\varphi} \) is continuous, and \( \dot{\varphi} \in L_1^{\text{loc}}(\mathbb{R}_0; \mathcal{X}) \), if follows that \( W = V \circ \varphi \) is locally absolutely continuous on \( \mathbb{R}_0 \).

Then, since \( \varphi \) is a strong solution to (2), for all almost all \( t \geq 0 \) one has:
\[ \dot{W}(t) = D\mathcal{V}(\varphi(t))(\mathcal{A}\varphi(t) + f(\varphi(t))) \]
Hence, using items (i) and (ii), for almost all \( t \geq 0 \) one has:
\[ \dot{W}(t) \leq -\frac{\alpha_2}{\alpha_1} W(t) \]
which, using the fact that \( W \) is locally absolutely continuous on \( \mathbb{R}_0 \). Therefore, a direct application of the comparison lemma gives:
\[ W(t) \leq W(0) e^{-\frac{\alpha_2}{\alpha_1} t} \quad \forall t \in \mathbb{R}_0 \]
which thanks to item (i) gives:
\[ d(\varphi(t), \mathcal{S}) \leq \left( \frac{\alpha_2}{\alpha_1} \right)^\frac{t}{2} e^{-\frac{\alpha_2}{2\alpha_1} t} d(\varphi(0), \mathcal{S}) \quad \forall t \in \mathbb{R}_0 \]
thereby showing global exponential stability of \( \mathcal{A} \) for strong solutions. We now extend the proof to all solutions to (2). Let \( \varphi \) be a maximal solution to (2). Since, \( \text{dom} \mathcal{A} \) by assumption \( \mathcal{A} \) is the infinitesimal generator of a \( C_0 \) semigroup \( \{ \mathcal{T}(t) \}_{t \in \mathbb{R}_0} \) on \( \mathcal{X} \), from [26] it follows that \( \text{dom} \mathcal{A} \) is dense in \( \mathcal{X} \). Thus, there exists a sequence \( \{ x_k^0 \} \subset \text{dom} \mathcal{A} \) such that \( x_k^0 \rightarrow \varphi(0) \). Now, let for all \( k \in \mathbb{N} \)
\[ \varphi_k(t) = \mathcal{T}(t)x_k^0 + \int_0^t \mathcal{T}(t-s)f(\varphi_k(s)) \quad \forall t \geq 0 \]
Observe that for all \( k \in \mathbb{N} \), thanks to Proposition 1, \( \varphi_k \) is a strong solution to (2). Thus for all \( k \), as shown earlier:
\[ d(\varphi_k(t), \mathcal{S}) \leq \left( \frac{\alpha_2}{\alpha_1} \right)^\frac{t}{2} e^{-\frac{\alpha_2}{2\alpha_1} t} d(\varphi(0), \mathcal{S}) \quad \forall t \in \mathbb{R}_0 \]
Moreover, observe that thanks to (3), for all \( t \in \mathbb{R}_0 \)
\[ \lim_{k \to \infty} | \varphi_k(t) - \varphi(t) |_{\mathcal{X}} = 0 \quad (35) \]
which, by using the following elementary inequality\(^8\)
\[ | d(\varphi(t), \mathcal{S}) - d(\varphi_k(t), \mathcal{S}) | \leq | \varphi(t) - \varphi_k(t) |_{\mathcal{X}} \quad \forall t \geq 0, k \in \mathbb{N} \]
yields for all \( t \geq 0 \)
\[ \lim_{k \to \infty} d(\varphi_k(t), \mathcal{S}) = d(\varphi(t), \mathcal{S}) \]
\(^8\)We use the following property: Let \( X \) be a normed linear vector space and \( A \subset X \) be nonempty. Then, for all \( x, y \in X \) one has
\[ d(x, A) \leq \| x - y \|_{\mathcal{X}} + d(y, A) \]
Therefore, taking the limit on $k$ in (34) and using the above relationship establish the result.

**Lemma 1** Consider the matrix $M$ defined in (1) and let $K \in \mathcal{L}(\mathcal{Q} \oplus \mathcal{E})$ be selfadjoint such that (5) is satisfied. Define:

\[
\mathfrak{M} := \begin{bmatrix} (M^T \otimes I_X) & 0 \\ 0 & (M^T \otimes I_E) \end{bmatrix},
\]

\[
\mathfrak{R} := \begin{bmatrix} I_{n-1} \otimes \Omega^* K_{11} \Omega & I_{n-1} \otimes \Omega^* K_{12} \\ I_{n-1} \otimes K_{12} \Omega & I_{n-1} \otimes K_{22} \end{bmatrix}.
\]

Then, for all $\vartheta \in \lambda^{n-1}$

\[
\left\langle \mathfrak{M} \left[ F((I_{n} \otimes \Omega)\vartheta) \right], \mathfrak{R} \mathfrak{M} \left[ F((I_{n} \otimes \Omega)\vartheta) \right] \rightangle = \sum_{1 \leq i \leq j \leq n} \left\langle \left[ \frac{\Omega \vartheta_i - \Omega \vartheta_j}{f(\Omega \vartheta_i) - f(\Omega \vartheta_j)} \right], \mathfrak{R} \left[ \frac{\Omega \vartheta_i - \Omega \vartheta_j}{f(\Omega \vartheta_i) - f(\Omega \vartheta_j)} \right] \right\rangle.
\]

**Proof:** Using the Kronecker product introduced in Definition 4, one has

\[
\mathfrak{M} \mathfrak{R} = \mathfrak{R} \mathfrak{M}.
\]

This in turn, by relying on Lemma 2, gives

\[
\left\langle \mathfrak{M} \left[ F((I_{n} \otimes \Omega)\vartheta) \right], \mathfrak{R} \mathfrak{M} \left[ F((I_{n} \otimes \Omega)\vartheta) \right] \rightangle = \left\langle \mathfrak{M} \left[ F(\zeta) \right], \mathfrak{R} \mathfrak{M} \left[ F(\zeta) \right] \rightangle,
\]

where $\zeta := (I_{n} \otimes \Omega)\vartheta$,

\[
\mathfrak{R} := \begin{bmatrix} I_{n-1} \otimes K_{11} & I_{n-1} \otimes K_{12} \\ I_{n-1} \otimes K_{12} & I_{n-1} \otimes K_{22} \end{bmatrix},
\]

\[
\mathfrak{M} := \begin{bmatrix} (M^T \otimes I_X) & 0 \\ 0 & (M^T \otimes I_E) \end{bmatrix}.
\]

The latter, similarly as in [16, Lemma 1], gives

\[
\left\langle \mathfrak{M} \left[ F(\zeta) \right], \mathfrak{R} \mathfrak{M} \left[ F(\zeta) \right] \rightangle = \sum_{1 \leq i \leq j \leq n} \left\langle \left[ \frac{\Omega \vartheta_i - \Omega \vartheta_j}{f(\Omega \vartheta_i) - f(\Omega \vartheta_j)} \right], \mathfrak{R} \left[ \frac{\Omega \vartheta_i - \Omega \vartheta_j}{f(\Omega \vartheta_i) - f(\Omega \vartheta_j)} \right] \right\rangle
\]

which, by using (39), yields (38).

In particular, we identify $\mathbb{R}^{\otimes \vartheta} V$ with $V^\vartheta$ with the following tensor product:

\[
x \otimes y := \begin{bmatrix} x_1 y_1 \\ x_2 y_2 \\ \vdots \\ x_n y_n \end{bmatrix}, \quad \forall (x, y) \in \mathbb{R}^\vartheta \times V
\]

With that, for all $x \otimes y \in H_1$

\[
(S \otimes \Pi)(x \otimes y) := (Sx)(\otimes)(Py) = (S \otimes \Pi)(x \otimes y)
\]

that is, $S \otimes \Pi$ is identified with $S \otimes \Pi$ on $H_1$. At this stage, notice that for all $x_1 \otimes y_1, x_2 \otimes y_2 \in H_1$:

\[
\langle (S \otimes \Pi)(x_1 \otimes y_1), (x_2 \otimes y_2) \rangle_{H_1} = \langle Sx_1, x_2 \rangle_{\mathbb{R}^\vartheta}(\Pi y_1, y_2)_V
\]

\[
= \langle x_1, S^\top x_2 \rangle_{\mathbb{R}^\vartheta}(y_1, \Pi^* y_2)_V
\]

\[
= \langle x_1 \otimes y_1, (S^\top \otimes \Pi^*)(x_2 \otimes y_2) \rangle_{H_1},
\]

which from (42) yields:

\[
\langle \iota h_1, \iota h_2 \rangle_{H_2} = \langle h_1, \iota(S^\top \otimes \Pi^*)^* h_2 \rangle_{H_2}
\]

where $\iota(S^\top \otimes \Pi^*)^* = (S^\top \otimes \Pi^*) \in \mathcal{L}(H_2)$, that is (41).

**Lemma 2** Let $S \in \mathbb{R}^{\otimes \vartheta} \times V, (V, \langle \cdot, \cdot \rangle_V)$ and $(U, \langle \cdot, \cdot \rangle_U)$ be real Hilbert spaces, and $\Pi \in \mathcal{L}(U, V)$. Define $(V^\vartheta, \langle \cdot, \cdot \rangle_{V^\vartheta})$, $(U^\vartheta, \langle \cdot, \cdot \rangle_{U^\vartheta})$ and let $(S \otimes \Pi) \in \mathcal{L}(U^\vartheta, V^\vartheta)$. Then, the following identity holds:

\[
(S \otimes \Pi)^* = S^\top \otimes \Pi^*
\]

**Proof:** For the sake of notation, we assume that $U = V$, the extension of the proof to the general case is trivial. Let $H_1 := (\mathbb{R}^{\otimes \vartheta} V, \langle \cdot, \cdot \rangle_{H_1})$ where $\mathbb{R}^{\otimes \vartheta} V$ is the tensor product of $\mathbb{R}^\vartheta$ and $V$ and:

\[
\langle x \otimes y, z \otimes w \rangle_{H_1} := \langle x, z \rangle_{\mathbb{R}^\vartheta}(y, w)_V
\]

\[
\forall x \otimes y, z \otimes w \in H_1
\]