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ABSTRACT
The generation of large-scale magnetic fields (\( \mathbf{B} \)) in astrophysical systems is driven by the mean turbulent electromotive force (\( \mathbf{E} \)), the cross correlation between local fluctuations of velocity and magnetic fields. This can depend non-locally on \( \mathbf{B} \) through a convolution kernel \( K_{ij} \). In a new approach to find \( K_{ij} \), we directly fit the time series data of \( \mathbf{E} \) versus \( \mathbf{B} \) from a galactic dynamo simulation using singular value decomposition. We calculate the usual turbulent transport coefficients as moments of \( K_{ij} \), show the importance of including non-locality over eddy length-scales to fully capture their amplitudes and that higher order corrections to the standard transport coefficients are small in the present case.
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1 INTRODUCTION
A persistent theme applicable in many physical contexts is the influence of small-scale, or unresolved, physics, on larger scales (Krause & Rädler 1980; Bhat et al. 2016; Meneveau & Katz 2000; Gotoh & Yeung 2012; Aiyer et al. 2017; Baumann et al. 2012). This is also of crucial importance for understanding the origin of large-scale magnetic fields in stars and galaxies, ordered on scales larger than the turbulent motions. They are thought to be maintained by a mean field turbulent dynamo, through the combined action of helical turbulence and differential rotation. Their evolution is described by mean-field electrodynamics (Rädler 1969; Moffatt 1978; Krause & Rädler 1980; Shukurov & Subramanian 2021; Brandenburg & Subramanian 2005), where the velocity field \( \mathbf{U} \) and magnetic field \( \mathbf{B} \) are decomposed as the sums of their mean or large-scale (with over-line) and fluctuating or small-scale parts, \( \mathbf{U} = \bar{\mathbf{U}} + \mathbf{u} \) and \( \mathbf{B} = \bar{\mathbf{B}} + \mathbf{b} \). The mean (or average) is often defined over a suitable domain such that the Reynolds’ averaging rules are satisfied.\(^1\) The evolution of \( \bar{\mathbf{B}} \) is then determined by the averaged induction equation,

\[
\frac{\partial \bar{\mathbf{B}}}{\partial t} = \nabla \times \left( \bar{\mathbf{U}} \times \bar{\mathbf{B}} + \mathbf{E} - \eta_m \nabla \times \bar{\mathbf{B}} \right),
\]

where \( \eta_m \) is the microscopic diffusivity. Crucially, the generation of the large-scale or mean magnetic field (and its turbulent transport) is driven by a new contribution in Eq. (1), the mean turbulent electromotive force (EMF), \( \mathbf{E} = \bar{\mathbf{U}} \times \mathbf{b} \), which depends on the cross-correlation between the turbulent velocity and magnetic fields. The determination of \( \mathbf{E} \) in terms of the mean-fields themselves, either analytically using closure theory (Krause & Rädler 1980; Pouquet et al. 1976; Dittrich et al. 1984; Shukurov & Subramanian 2021; Blackman & Field 2002; Rädler et al. 2003; Brandenburg & Subramanian 2005) or in simulations, is the key to understand mean-field dynamos.

Several different approaches have been used so far to measure these coefficients directly from the MHD simulations in various contexts. Cattaneo & Hughes (1996), for instance, estimated the coefficients \( \alpha_{ij} \), for a system in with uniform imposed mean magnetic field which generated the random magnetic fields. While Brandenburg & Sokoloff (2002) and Kowal et al. (2006), in an effort to treat the additive noise in EMF more systematically, extracted these dynamo coefficients by fitting the various moments of magnetic fields (with EMF and themselves) with the data from direct simulations. Another method, developed for measuring the conductivity of solids, was adapted by Tobias & Cattaneo (2013) to determine the large-scale diffusivity of magnetic fields, in two-dimensional systems.

In a more systematic approach to estimate these coefficients at a fixed scale, the test-field method has also been developed (eg. Schrinner et al. 2005, 2007; Brandenburg 2005). This method has now been used to extract the transport coefficients in various contexts, such as Supernova (SN) driven ISM turbulence, Convective turbulence in Solar and geodynamo simulations, accretion disc simulations etc. (eg. Gressel et al. 2008; Sur et al. 2008; Käpylä et al. 2009; Bendre et al. 2015; Gressel & Pessah 2015; Bendre 2016; Warnecke et al. 2018). The test-field method relies upon a notion that the fluctuating fields \( \mathbf{b}_F \) generated by a set of imposed passive test mean magnetic fields \( \bar{\mathbf{B}}_F \) evolving with the turbulence \( \mathbf{u} \), contains all the information about dynamo coefficients. Components of the EMF associated with these test-fields \( \mathbf{E}_F \) are then fitted with test-fields (and currents) to extract all the dynamo coefficients, at a scale of test magnetic fields. These \( \mathbf{b}_F \) need to be reset to their initial values periodically to manage the exponentially growing noise in the determination of the transport coefficients.

Alternatively, a straightforward approach has been also adopted by Racine et al. (2011); Simard et al. (2016) where they fit the time series of EMF to those of mean-fields and currents using the singular
value decomposition (SVD) algorithm, and obtain the dynamo coefficients in the simulations of convection driven stellar dynamos, as the least square solution. Advantage of such an approach (over the test-field) is that it depends on the actual magnetic fields from the simulations rather than a fixed-scale test-fields. A potential disadvantage is that the actual mean-fields are more noisy than the smooth "test-fields". In our earlier work (Bendre et al. 2020), we used this local SVD method on a galactic dynamo simulation and in Dhang et al. (2020) on a thick accretion disc simulation, with encouraging results. This motivates us to extend this method to also take the spatial non-locality of turbulent EMF into account.

This paper is structured as follows. In the following Sec. 2 we introduce both local and non-local turbulent transport coefficients. This is followed by Sec. 3 which describes the setup of direct numerical simulations (DNS) used in this work. The properties of the mean and fluctuating fields relevant for our analysis is outlined here and in Appendix A. Sec. 4 describes the non-local SVD method for determining the transport coefficients. In Sec. 4 and Sec. 5 we discuss the outcomes of this analysis, followed by conclusions in Sec. 6.

2 TURBULENT TRANSPORT COEFFICIENTS FROM $\mathbf{E}$

A widely used local representation of the turbulent EMF, assumes that $\mathbf{E}$ can be expanded in terms of the mean magnetic field and its derivative. In the current work, we use a planar, $xy$ average, to define mean-fields, and then the turbulent EMF can be written as

$$\mathbf{E}_i(x, t) = \alpha_{ij} \mathbf{B}_j - \eta_{ij} \left( \nabla \times \mathbf{B} \right)_j, \quad (2)$$

with the indices $i$ and $j$ representing either $x$ or $y$ components, and the mean-field having only a $z$ dependence. Here, $\alpha_{ij}$ and $\eta_{ij}$ are turbulent transport tensors. When Lorentz forces are small and in the isotropic limit, these tensors are diagonal; $\alpha_{ij} = \alpha_0 \delta_{ij}$, $\eta_{ij} = \eta_0 \delta_{ij}$. Then, in the limit of short correlation times, $\alpha_0$ or the $\alpha$ effect is proportional to the helicity of the turbulence and the turbulent diffusivity $\eta_0$ is proportional to its energy (Krause & Rädler 1980; Brandenburg & Subramanian 2005; Shukurov & Subramanian 2021). Although, a number of different approaches have been used to estimate these coefficients even outside the isotropic limit, a majority assume this locality of the EMF. However, such an approximation is only valid when there is sufficient scale separation between the large-scale field and the turbulent velocity and ignores higher order derivatives of $\mathbf{B}_j$. In fact in disk galaxies, where the relevant 'large' scale is the height of the disk of order a few hundred pc while the supernovae (SN) stirring scale is say 100 pc, the scale separation is very modest. This is mirrored in the simulations of the large-scale dynamo in the ISM (Bendre et al. 2015), where as we will see the scale of the mean-field is about 200 pc while the stirring scale is of order 50-100 pc. Thus it is important to deciper the range of validity of the locality assumption.

More generally $\mathbf{E}$ can be expressed in the form of a convolution with the mean-field itself (eg. Rädler 1969; Brandenburg & Subramanian 2005; Rädler 2014; Brandenburg 2018),

$$\mathbf{E}_i(x, t) = \int_{-\infty}^{\infty} K_{ij}(z, \zeta, t) \mathbf{B}_j(z - \zeta, t) d\zeta. \quad (3)$$

This representation allows for the contribution of the mean magnetic field to the turbulent EMF in a non-local manner. For simplicity, we assume in this work that the time dependence is still local. Note that the convolution kernel $K_{ij}$ depends on $z$ and a neighbourhood variable $\zeta$ separately, allowing for the inhomogeneity of magnetohydrodynamic turbulence in the general case. We will also see below that $K_{ij}$ falls off sufficiently rapidly with $\zeta$ that the limits of integration are effectively $\pm 1/2$, where $l$ is order of the outer scale of turbulence. The more widely used local formulation, given by Eq. (2), can be recovered by Taylor expanding $\mathbf{B}_j$ in Eq. (3) about $z$, in powers of $\zeta$ and retaining the leading two terms.

$$\mathbf{E}_i = \left( \int_{-\infty}^{\infty} K_{ij}(z, \zeta, t) d\zeta \right) \mathbf{B}_j(z) = \left( \int_{-\infty}^{\infty} K_{ij}(z) d\zeta \right) \frac{\partial \mathbf{B}_j}{\partial z} \bigg|_{\zeta = 0}. \quad (4)$$

Taking the solonoidity of mean-field into account, this allows the dynamo coefficients $\alpha_{ij}$ and $\eta_{ij}$ to be expressed in terms of the zeroth and first moments of $K_{ij}$ as

$$\begin{bmatrix} \alpha_{xx} \\ \alpha_{xy} \\ \alpha_{yx} \\ \alpha_{yy} \end{bmatrix} = \int_{-1/2}^{1/2} \begin{bmatrix} K_{xx} \\ K_{xy} \\ K_{yx} \\ K_{yy} \end{bmatrix} d\zeta$$

$$\begin{bmatrix} \eta_{xx} \\ \eta_{xy} \\ \eta_{yx} \\ \eta_{yy} \end{bmatrix} = \int_{-1/2}^{1/2} \begin{bmatrix} -K_{xy} \\ K_{xx} \\ -K_{yx} \\ K_{yy} \end{bmatrix} \zeta d\zeta. \quad (5)$$

Similarly, the subsequent higher order moments of the kernel multiply higher derivatives of $\mathbf{B}$. The leading higher order corrections to $\alpha_{ij}$ which we denote by $\alpha_{ij}^h$ and $\eta_{ij}^h$ which we denote by $\eta_{ij}^h$ are,

$$\begin{bmatrix} \alpha_{xx}^h \\ \alpha_{xy}^h \\ \alpha_{yx}^h \\ \alpha_{yy}^h \end{bmatrix} = \int_{-1/2}^{1/2} \begin{bmatrix} K_{xx} \\ K_{xy} \\ K_{yx} \\ K_{yy} \end{bmatrix} \zeta^2 d\zeta$$

$$\begin{bmatrix} \eta_{xx}^h \\ \eta_{xy}^h \\ \eta_{yx}^h \\ \eta_{yy}^h \end{bmatrix} = \int_{-1/2}^{1/2} \begin{bmatrix} -K_{xy} \\ K_{xx} \\ -K_{yx} \\ K_{yy} \end{bmatrix} \zeta^3 d\zeta. \quad (6)$$

These multiply respectively the second and third derivatives of $\mathbf{B}_j$ in the Taylor expansion of Eq. (3). Our aim here is to compute $K_{ij}$ from the data of direct numerical simulations (DNS), examine the extent of its spatial non-locality and also derive in a novel manner, the dynamo coefficients as the moments of these coefficients. For this we use a galactic dynamo simulation, (performed using the NIVANA MHD code Ziegler (2008)), where supernovae (SN) introduced at randomly chosen points in the simulation box drive a multi-phase turbulent flow in the medium.

3 DESCRIPTION OF THE DIRECT SIMULATIONS

The details of the galactic dynamo simulations have been described in Bendre et al. (2015); Bendre (2016); Bendre et al. (2020); here we only summarize some features. Specifically, to have a reasonable comparison with the current determination of transport coefficients we use a run Q which has been analysed previously for this purpose using different methods, the test-field (TF) method (Bendre et al. 2015), a local linear regression method and a local version of the singular value decomposition (SVD) method (Bendre et al. 2020). The DNS model we use is a local Cartesian shearing box of ISM (with $L_x = L_y = 0.8$ kpc, and $-2.12$ kpc to $+2.12$ kpc in the $z$ direction), split in $96 \times 96 \times 512$ grids with a resolution of ~ $8.3$ pc. Shearing periodic boundary conditions are used in the radial ($x$) direction to incorporate the differential rotation. While the flat rotation curve is simulated by letting angular velocity scale as $\Omega \propto 1/R$ with the radius, with a value of $\Omega_0 = 100$ km s$^{-1}$ kpc$^{-1}$ at the centre of 2 See Hubbard & Brandenburg (2009); Rheinhardt & Brandenburg (2012a) where time non-locality is explored using the test-field method.
the domain. In z direction outflow conditions are used to let the gas escape, while preventing its inflow. Explicit values of kinematic viscosity ($5 \times 10^{24} \text{cm}^2\text{s}^{-1}$) and magnetic diffusivity ($2 \times 10^{24} \text{cm}^2\text{s}^{-1}$) are used to avoid having the dissipation controlled by the mesh itself, yielding a Prandtl number of the order of 2.5. SN explosions are simulated as expulsions of thermal energy at randomly chosen locations in the box at a rate of $7.5 \text{kpc}^{-2} \text{Myr}^{-1}$. Furthermore the distribution of SN explosion locations is also scaled with the vertical profile of mass density. As an initial condition we use a vertically stratified density profile, such that the system is in a hydrostatic equilibrium, with a balance between gravitational and pressure gradient forces. This leads to a scale-height of $\sim 300 \text{ pc}$ for the density (and a midplane value of $10^{-24} \text{ g cm}^{-3}$). Additionally, a piece-wise power law is also used to describe the temperature dependent radiative cooling. This, along with SN explosions, leads the plasma splitting into multiple thermal phases within a few Myr, which roughly captures the ISM morphology.

The initial magnetic field is of a strength of about $10^{-9} \text{ G}$ (about 3-4 orders of magnitude smaller than the equipartition strength). Both the total and mean magnetic field amplify exponentially with an e-folding time of $\sim 200 \text{ Myr}$. The mean magnetic field goes through several reversals and parity changes until finally reaching to a large-scale mode vertically symmetric about the mid plane. Within about a Gyr they reach $\mu \text{G}$ strengths, in equipartition with the turbulent kinetic energy density. Subsequently the magnetic energy continues to grow at about 5 times smaller growth rate. The time evolution of different magnetic energy density components and a space-time plot of $\mathbf{B}(z, t)$ are shown in Fig. 1 and Fig. 2. The mean magnetic energy density and its space-time evolution, are also shown respectively in Fig. 9 and Fig. 10 of Bendre et al. (2020). An analysis of the properties of the fluctuating velocity and magnetic fields, relevant for understanding the extent of non-locality, is also given in Appendix A.

4 DETERMINING THE NON-LOCAL KERNEL

To determine the components $K_{ij}$ using the SVD method we proceed as follows. We first extract the time series of $\mathbf{B}_j(z, t)$ and $\mathbf{E}_j(z, t) = (\mathbf{u} \times \mathbf{b})_j$ at each $z$ and ranging from approximately 0 to 900 Myr in time, corresponding to the kinematic phase of the dynamo (comprising of 800 points in total). We then express Eq. (3) at any particular $z = z'$ in the form of a discrete sum,

$$\overline{\mathbf{E}}_i(z', t) = \sum_{n=-m}^{m} K_{ij}(z', \zeta_n, t) \mathbf{B}_j(z' - \zeta_n, t) \epsilon$$  \hfill (7)

where $\zeta_n = n \epsilon$ denotes the location of mesh points in the local neighbourhood of and including $z'$, with the index $n$ ranging from $-m$ to $+m$, and $\epsilon$ the size of the simulation mesh. The value of $m$ fixes the width of the local neighbourhood and it is expected that the coefficients $K_{ij}$ would vanish for a large enough $m$, such that $m \epsilon$ is larger than the eddy length-scales. We have explored values of $m \leq 6$ equivalent of a local neighbourhood of about $\sim 50$ to 50 pc. This turns out to be sufficient as discussed below and seen from Fig. 3.

For $m = 6$, Eq. (7) then represents a system of 2 equations in 26 unknowns (6 points on either sides of each $z = z'$) which we solve by using a time series analysis. We assume that the coefficients $K_{ij}$ do not vary in time during the initial kinematic phase of the dynamo, when Lorentz forces are negligible which is justifiable as discussed in our previous analysis (Bendre et al. 2020). This allows us to express Eq. (7) at each $z = z'$ and times ($t_1, t_2 \ldots t_N$) as an over-determined system of linear equations between $\mathbf{E}$ and $\mathbf{B}$. To solve this system for $K_{ij}$ using SVD, we first write Eq. (7) in a matrix form, $y_j = A \cdot x_j + b_j$.
we show the normalized coefficients; Bendre et al. (2020). (35) line and its absolute value (dashed line) between the point ζ = 0 (also at z’ = 500 pc) and that at a neighbouring ζ.

(i is either x or y), where the matrix $\mathbf{\tilde{u}}_t$ represents an additive noise in the determination of the vector $y_t$. Here

$$
y_t^T = \left[ \tilde{E}_i(z’, t_1) \tilde{E}_i(z’, t_2) \ldots \tilde{E}_i(z’, t_N) \right]
$$

and $N = 800$ is the length of the time series. Furthermore, $\mathbf{\tilde{E}}$ at the $m$ points outside the top and bottom of the boundaries is set to zero; however, adopting reflecting boundaries at the top and bottom, has negligible effect on the final results.

We find the least-square solution to the matrix relation $y_t = \mathbf{A} \cdot \mathbf{x}_t + \mathbf{b}_t$ by pseudo-inverting the design matrix $\mathbf{A}$ using the SVD algorithm. Specifically, the matrix $\mathbf{A}$ is represented as a singular value decomposition $\mathbf{A} = \mathbf{U} \mathbf{w}^{-1} \mathbf{V}^T$, where $\mathbf{U}$ and $\mathbf{V}$ are orthonormal matrices of dimension $(N \times 26)$, and $(26 \times 26)$ while $\mathbf{w}$ is a $26 \times 26$ diagonal matrix. The least-square solution, denoted by $\mathbf{\hat{x}}_t$, is then determined simply by $\mathbf{\hat{x}}_t = (\mathbf{V} \mathbf{w} \mathbf{U}^T) y_t$ (Mandel 1982; Press et al. 1992). Note that $\mathbf{\tilde{E}}$ and $\mathbf{\tilde{B}}$ grow exponentially as $\exp(t/200\text{Myr})$ during the kinematic stage even as $K_{ij}$ remains constant. This growth is scaled out of $y_t$ and the columns of $\mathbf{A}$ before implementing the SVD algorithm to find $\mathbf{\hat{x}}_t$, as in our earlier work (Bendre et al. 2020).

The SVD analysis also gives the full covariance matrix between the $l^{th}$ and $m^{th}$ element of $\mathbf{\hat{x}}_t$,

$$
\text{Cov} \left[ \left[ \mathbf{\hat{x}}_t \right]_l, \left[ \mathbf{\hat{x}}_t \right]_m \right] = \sum_{j=0}^{25} \frac{\mathbf{V}_{1j}^T \mathbf{V}_{mj} \mathbf{w}_{jj}^2}{\mathbf{w}_{jj}^2} \sigma^2.
$$

Here $\sigma^2$ is the 1σ variance associated the vector $y_t$,

$$
\sigma_t^2 = \frac{1}{N} (y_t - \mathbf{A} \mathbf{x}_t)^T (y_t - \mathbf{A} \mathbf{x}_t).
$$

The diagonal ($l = m$) elements in Eq. (8) give the variance in the $l^{th}$ element in the vector of $\mathbf{\hat{x}}_t$ and so determines the 1σ errors in each component of the kernel $K_{ij}$. However, to determine the uncertainties in the various moments of the kernel (Eq. (5)), the fact that components $K_{ij}$ are correlated within the ζ neighbourhood also needs to be accounted for, and we use the square root of summation of SVD covariance matrix as a measure of uncertainty in the moments of kernel coefficients determined using least-square method. For example consider any of the turbulent transport coefficients, say $Z$, which is written as the sum $Z = \sum_m \sum_n \text{Cov}(z_m, z_n)$ and the measure of uncertainty in $Z$ can be calculated as $\sqrt{\text{Var}(Z)}$.

In the left panel of Fig. 3 we show the normalized coefficients of the recovered convolution kernel $K_{ij}$ (solid lines) and their absolute values (dashed lines), as functions of ζ at a representative z’ = 500 pc. We see that all coefficients drop to negligible values within ζ = ±50 pc, which is also their approximate half widths. This scale is in fact of order of the correlation scale of interstellar medium turbulence in the simulations of Bendre et al. (2015) (see the discussion in Appendix A) and also Hollins et al. (2017).

The right hand panel of Fig. 3 shows the normalised covariance (solid line) and its absolute value (dashed line) for $K_{xx}$, between its value at ζ = 0 (also at z’ = 500 pc) and that at an arbitrary neighbourhood point ζ. Again, we see that these profiles too vanish smoothly at the boundaries of the chosen local neighbourhood. As the coefficients $K_{ij}(z’, \zeta)$ are correlated within the local neighbourhood, and determined only in the least-square sense, their amplitude at a particular ζ has correlated SVD variances. However, the extent of non-locality of $\mathbf{\tilde{E}}$, is well constrained by the width of the dashed profiles in the left hand panel of Fig. 3.
5 TURBULENT TRANSPORT COEFFICIENTS

Once the kernel components $K_{ij}(z,\xi)$ are determined, the transport coefficients $\alpha_{ij}, \eta_{ij}$, are obtained by calculating the first two moments of the kernel as in Eq. (5) after converting the integrals to discrete sums over $\xi_n$ with $n$ ranging between $\pm m$. The vertical ($z$-dependent) profiles of these coefficients are shown in Fig. 4 as dashed lines. The SVD covariance in their determination, calculated from its variance as described above by summing over all the corresponding elements of the covariance matrix, turns out to be very small, less than 2–3% of the coefficients themselves. This is both due to cancellations when summing over the signed covariances in $\sum_m \sum_n \text{Cov}(z_n, z_m)$, and because the term $\sigma_z^2$ in Eq. (8) is small as it depends inversely on $N$. As an alternate direct estimate of uncertainty in these coefficients, we split the time series of $\mathbf{B}$ and $\mathbf{E}$ into nine different time series ($S_1$ to $S_9$) by extracting points that are about a correlation time apart (8 points in the time series) as in Bendre et al. (2020). We then use the SVD to determine $K_{ij}$ for each of these time series and compute its moments to determine $\alpha_{ij}$ and $\eta_{ij}$. The mean of these 9 realizations is shown as solid lines in Fig. 4 and it agrees well with that computed from the full series. The orange shaded regions in Fig. 4, indicate the square root of variance (in these nine realizations) divided by the number of realizations (see for example, Press et al. (1992)). We note that widening the size of local neighbourhood amounts to the determination of more unknown $K_{ij}$’s in the system, which increases uncertainties in the determination of transport coefficients. Moreover, $\mathbf{E}_y$ and $\mathbf{B}_x$ are noisier in the DNS compared to their counterparts, and therefore the coefficients $\alpha_{xy}, \eta_{xy}$ and $\eta_{yx}$, that depend on these two, are noisier compared to the other coefficients. The $z$-dependencies of turbulent coefficients in Fig. 4 are quite similar to their local determination in Bendre et al. (2020); however several of them, like $\eta_{ij}$ and $\alpha_{yy}$ have larger amplitudes. In fact we find that the vertical profiles of the dynamo coefficients determined adopting $m = 1$ match very well with that determined from the same simulation using our previous local SVD analysis Bendre et al. (2020) (see e.g. Fig. B1b). To examine the importance of non-locality more carefully, we vary the size of local neighbourhood in Eq. (7), ranging from $m = 1$ to 12 (about $\pm 8 \text{pc}$ to $\pm 100 \text{pc}$), and determine the components of $K_{ij}$ for each of those cases. The results are shown in Fig. 5 (as solid red lines), by averaging the coefficients at $z = 1 \text{ kpc} \pm 100 \text{ pc}$, except for $\alpha_{yy}$ which is averaged over $z = -1 \text{ kpc} \pm 100 \text{ pc}$. Shaded in yellow are the regions corresponding to width of one mean absolute deviation. Dotted vertical lines at around 50 pc indicate the integral scale-length of turbulence.

Figure 5. The solid red lines are various turbulent transport coefficients as functions of the half width of local neighbourhood (Fig. 4 corresponds to the width of 50 pc). All the coefficients are averaged at the vertical location $z = 1 \text{ kpc} \pm 100 \text{ pc}$, except for $\alpha_{yy}$ which is taken at $z = -1 \text{ kpc} \pm 100 \text{ pc}$, since its vertical profile has a fluctuation at around $0.8 \text{ kpc}$, (eg. Fig. 4). Shaded in yellow are the regions corresponding to width of one mean absolute deviation. Dotted vertical lines at around 50 pc indicate the integral scale-length of turbulence.

Figure 6. The black-solid lines show the time series of $x$ and $y$ components of EMF, as obtained from the DNS, at $z = 1 \text{ kpc}$ (top two panels), while the bottom two panels show the same at $z = 0.1 \text{ kpc}$. The green-dashed lines show the same EMF time series but as reconstructed using Eq. (3), while the red-dotted lines show the EMF time series using only first two moments of the kernel (i.e. $\alpha_{ij}$ and $\eta_{ij}$). EMF components are expressed in the units of $\mu \text{G km s}^{-1}$, and additionally we have scaled their time series with a factor $\exp(-t/200\text{Myr})$ to account for the exponential growth of $\mathbf{E}_i$.
we show these second and third moments of $B$ that the non-locality of $\hat{\mathcal{E}}$ and $\hat{\mathcal{B}}$ give the standard local turbulent transport coefficients $\alpha_{ij}$ and $\eta_{ij}$, which however only converge when one accounts for the full extent of non-locality of $K_{ij}$. Higher order corrections to the standard transport coefficients are small in the present galactic dynamo simulation, but importantly, our method allows us to explicitly compute them. A caveat of the linear least-square fitting method using the SVD is that it requires $y_{J}$ and $x_{J}$ to vary over sufficiently large range (as in the present case). However, their advantages are many: of being able to use directly the simulation data without having to solve a set of auxiliary equations as in the test-field method, to handle additive noise $\tilde{\mathcal{B}}$, and to determine the full covariance matrix of the fitted parameters. As we have shown here the method can also be generalized to determine the non-locality of transport coefficients. It would be of interest to test this method on other physical systems, not only in MHD and fluid turbulence but also in the context of any effective field theory, where subgrid physics affects larger scales.

6 CONCLUSIONS

We have shown here that the turbulent EMF depends in a non-local manner on the mean magnetic field, and determined the corresponding non-local convolution kernel $K_{ij}(z,\zeta)$ which relates the two as in Eq. (3). This non-locality can emerge if there is only a modest scale separation between the scale of mean magnetic field and the driving scale, as obtains in both disk galaxies and in ISM simulations which realize a large-scale dynamo. We compute these non-local kernels using a new approach of least-square fitting directly the time-series data of $\hat{\mathcal{E}}$ versus $\hat{\mathcal{B}}$, from a galactic dynamo simulation, using the SVD method. We show that the non-locality extends over eddy length-scales of order $\pm 50 \text{ pc}$ around any fiducial location and the reconstructed $\hat{\mathcal{E}}$ using Eq. (3) matches well with that obtained directly from the simulation. The lowest order moments of $K_{ij}$ over $\zeta$ give the standard local turbulent transport coefficients $\alpha_{ij}$ and $\eta_{ij}$, which however only converge when one accounts for the full extent of non-locality of $K_{ij}$. Higher order corrections to the standard transport coefficients are small in the present galactic dynamo simulation, but importantly, our method allows us to explicitly compute them. A caveat of the linear least-square fitting method using the SVD is that it requires $y_{J}$ and $x_{J}$ to vary over sufficiently large range (as in the present case). However, their advantages are many: of being able to use directly the simulation data without having to solve a set of auxiliary equations as in the test-field method, to handle additive noise $\tilde{\mathcal{B}}$, and to determine the full covariance matrix of the fitted parameters. As we have shown here the method can also be generalized to determine the non-locality of transport coefficients. It would be of interest to test this method on other physical systems, not only in MHD and fluid turbulence but also in the context of any effective field theory, where subgrid physics affects larger scales.
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APPENDIX A: PROPERTIES OF THE ISM TURBULENCE

It is of interest to determine the spectral and correlation properties of the turbulent velocity and magnetic fields which lead to the mean electromotive force. This will also aid in seeing the relevance of 50 pc scale appearing in the half widths of $K_{ij}(\zeta)$ and its connection to length-scales of the turbulence directly. We first analyze the two dimensional power spectra of $\mathbf{b}$ (and also for $\mathbf{u}$) over $xy$ planes at several different heights $z$. We define the power spectrum of a quantity $q(r)$ as,

$$S_q(k_x,k_y) = \left| \int q(r) \exp(-2\pi i k \cdot r) \, d^2r \right|^2$$  \hspace{1cm} \text{(A1)}

Where $r$ is a vector in $xy$ plane, $k$ a vector in $(k_x,k_y)$ plane and $q(r)$ can be any component of $\mathbf{b}(x,y)$ or $\mathbf{u}(x,y)$. The usual practice is then to define shell averaged 1-D spectra. However, the turbulence itself is anisotropic in the present case, due to the presence of differential shear. This may also be realized qualitatively just by noting the presence of elongated structures in the contours of both $b_x(x,y)$ and $u_x(x,y)$ shown in the top panels of Fig. A1 and Fig. A2 with two distinct integral-scales roughly along the direction shown by $l_1$ and $l_2$. Consequently, the power-spectra of $\mathbf{b}$ and $\mathbf{u}$ ($S_b$ and $S_u$ defined as the sum of the power spectra of their components) along these two directions yield different integral wave-numbers (larger...
along the direction of \( l_1 \)). We show sections of the anisotropic 2-dimensional power spectrum of \( \mathbf{b} \) and \( \mathbf{u} \), in the bottom panels of Fig. A1 and Fig. A2 respectively. Specifically the solid lines show the power per unit logarithmic interval in \( k \)-space along \( k_x \) with \( k_y = 1 \) and the dashed lines along \( k_x \) with \( k_y = 1 \). This anisotropy is the reason why refrain from computing the \( k \)-shell averaged power spectra over \((k_x, k_y)\) plane or the integral-scales using these power-spectra.

In order to compute the integral-scales of \( \mathbf{b} \) and \( \mathbf{u} \) along \( l_1 \) and \( l_2 \), we adopt an alternate approach. We calculate the two point correlation functions for \( \mathbf{b} \) and \( \mathbf{u} \) in \( xy \) planes, \( C_b \) and \( C_u \), at various heights \( z \), integral of which along any specific direction reflects the average correlation length-scale in that direction. The two point correlation function of \( q(r) \) is given by the Fourier transform of the corresponding power-spectrum

\[
C_q(R) = \langle q(r) \cdot q(r') \rangle = \int k S_q(k) \exp(2\pi i k \cdot R) \, d^2 k , \quad (A2)
\]

where \( R = r - r' \) is the relative position vector with components \((X,Y)\). Specifically, we define the correlation function of \( \mathbf{b} \) to be \( C_b(X,Y) = \langle \mathbf{b}(r) \cdot \mathbf{b}(r') \rangle \) calculated by replacing \( S_q \) in Eq. (A2) by \( S_q \), and correspondingly define \( C_u(X,Y) \) for the velocity field \( \mathbf{u} \). In the left hand panels of Fig. A3 and Fig. A4, we show as a contour plot, these correlations functions (normalized with respect to the value at origin), along with respective color bars. It can be seen that averaged correlation length (or the line integral of normalized correlation functions) along the direction \( l_1 \) and orthogonal direction \( l_2 \) are indeed different. In the bottom panel on the right-hand side of each figure, we plot these correlation functions against length along \( l_1 \) (black-solid lines) and \( l_2 \) (red-dashed lines). We integrate the normalized \( C_b \) and \( C_u \) along \( l_1 \) and \( l_2 \) to compute the averaged correlation lengths in those directions and repeat this analysis at different heights \((z)\). The top panel on the right-hand side of (Fig. A3 and Fig. A4) shows these averaged correlation lengths along \( l_1 \) (in black-solid lines) and \( l_2 \) (in red-dashed lines) as functions of \( z \). They are \( \sim 50 \) pc and \( \sim 100 \) pc respectively, for both \( \mathbf{b} \) and \( \mathbf{u} \). This also yields magnetic Reynolds number \( R_m \) of the order of 70-150 (the magnetic Prandtl number is \( \sim 2.5 \)). A similar analysis is also performed to compute the correlation length-scales in the \( z \) direction, however assuming homogeneity in \( z \) direction, despite the vertical stratification and they are \( \sim 50 \) pc, similar to that along \( l_1 \). These correlation lengths are consistent with the half widths of \( K_{ij}(z) \) inferred in Sec. 4 and the extent of non-locality in the transport coefficients found in Sec. 5.

**APPENDIX B: COMPARISON WITH TEST-FIELD AND LOCAL SVD RESULTS**

Data from the same model was also analysed with the test-field method previously and dynamo coefficients were obtained. Test-field which extends over the full \( z \)-extent of the simulation box (wavenumber \( k = 1 \)) was used in this analysis. The \( z \) profiles of the coefficients thus obtained are presented in Fig. B1a for reference. To determine these, we have divided the kinematic phase (up to \( \sim 1 \) Gyr) in nine independent time sections, and estimated the coefficients for each of these sections. Shown in Fig. B1a with black-solid lines are averages of these realizations, while the orange shaded regions correspond to the square root of the ratio of variance in these nine realizations and the number of realizations, determined the same way as in Fig. 4 and also in Press et al. (1992). Its comparison with the results from the local SVD method are discussed in Bendre et al. (2020).

As mentioned in Sec. 5 our non-local SVD calculations with a narrowest possible width of local neighborhood (with \( m = 1 \), total 3 points) yield the same coefficients as from our local calculations. In Fig. B1b we plot these coefficients along with corresponding uncertainties in the determination. It appears that the coefficients \( \alpha_{xy}(z) \) and \( \gamma(z) \) are comparable with the outcomes of test-field method. The differences in the determination of other coefficients stem from the fact that the test-field method probes these coefficients at a fixed wavenumber of the test magnetic fields themselves, while in SVD the coefficients at all the scales spanned by mean fields are determined as a combination. Moreover, this set of coefficients does not uniquely determine the EMF and covariances associated with them, which we have discussed in Bendre et al. (2020).

Furthermore in Gressel & Elstner (2020), the authors have analyzed the scale dependence of dynamo coefficients by varying \( k \), considering smaller test-field extent. They demonstrated that the smaller the scale of the test-field, the smaller the transport coefficients, approximately decreasing with \( k \) as a Lorentzian. We note that the scale of the mean-field in the DNS is a few hundred pc, which corresponds to larger \( k \) and the test-field results are then con-
Figure A3. In the left hand panel we show the contour of the normalized 2-point correlation function $C_b(X, Y)/C_b(0, 0)$, at $z = -0.8\,\text{kpc}$, along with a corresponding color bar. Elliptical shape of the contour levels reveals the statistical anisotropy of $b$ due to shear. Integration of this function along a particular direction provides a correlation length-scale, $l_c$, along it. In the right hand lower panel we plot these normalized correlations along the direction $l_1$ (minor axis of the ellipse) with a black-solid line. While the red-dashed line indicates the same along the direction of $l_2$. In the upper half of right-hand panel these correlation lengths, along $l_1$ and $l_2$ are shown as the function of $z$, with a same color code.

Figure A4. Same as Fig. A3 but for $u$. 
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sistent with our current non-local determination of these transport coefficients.
(a) Shown with black-solid lines are various dynamo coefficients for the same model as used in the main text, obtained using the test-field method, by dividing the whole time-series in nine sections and taking the averages of the outcomes. Shaded in orange are regions corresponding to uncertainties in these determinations obtained the same way as in Fig. 4.

(b) Same as Fig. 4 but with $m = 1$, i.e. three points in the local neighbourhood. The dashed-blue line indicates the same coefficients determined with our local version of SVD method discussed in Bendre et al. (2020).