Reliability and applicability of magnetic force linear response theory: Numerical parameters, predictability, and orbital resolution
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We investigated the reliability and applicability of so-called magnetic force linear response method to calculate spin-spin interaction strengths from first-principles. We examined the dependence on the numerical parameters including the number of basis orbitals and their cutoff radii within non-orthogonal LCPAO (linear combination of pseudo-atomic orbitals) formalism. It is shown that the parameter dependence and the ambiguity caused by these choices are small enough in comparison to the other computation approach and experiments. Further, we tried to pursue the possible extension of this technique to a wider range of applications. We showed that magnetic force theorem can provide the reasonable estimation especially for the case of strongly localized moments even when the ground state configuration is unknown or the total energy value is not accessible. The formalism is extended to carry the orbital resolution from which the matrix form of the magnetic coupling constant is calculated. From the applications to Fe-based superconductors including LaFeAsO, NaFeAs, BaFe$_2$As$_2$ and FeTe, the distinctive characteristics of orbital-resolved interactions are clearly noticed in between single-stripe pnictides and double-stripe chalcogenides.

I. INTRODUCTION

Magnetic interactions in solids are often described in terms of effective spin Hamiltonian, $H = -J \mathbf{S}_1 \cdot \mathbf{S}_2$, and the determination of $J$ is the key step to study magnetism and related phenomena such as unconventional superconductivity. While several different experimental techniques can be utilized to measure the magnetic interaction parameter, a notable feature of first-principles calculation is that the independent estimation of $J$ is feasible. One typical way is to compare the calculated total energies corresponding to multiple magnetic configurations. Since the meta-stable spin orders as well as the ground state are usually well stabilized from the self-consistent calculations, one can estimate the energy difference and thereby extract $J$ from the mapping onto the spin Hamiltonian. Another way of calculating $J$ from first-principles is often called magnetic force theorem (MFT) [1–14]. In MFT, the interaction strength is calculated as a response to small spin rotation or tilting from the ground state spin density [2], which is quite similar with the idea of neutron scattering measurement (Fig. 1).

Since its first suggestion by Liechtenstein and coworkers, MFT formalism has been continually developed until quite recently [5–13]. While it was originally and largely developed within LMTO (linearized muffin-tin orbital)-based methods, MFT is also extended to LCPAO (linear combination of pseudo-atomic orbitals) [6] and the plane-wave basis method [12]. It is further developed to be applicable to the multipolar exchange [10] and non-collinear spin [8, 9] interactions. MFT has several advantages over the total energy approach to calculate $J$ while the results of both methods are dependent on the computation details as expected. In the case of the muffin-tin orbital method, the underlying basis-set dependence has been investigated by Kvashnin et al. very recently [14]. The purpose of this paper is to establish the reliability of MFT and to pursue its further applicability. First, we examine the $J$ dependence on the numerical parameters within LCPAO formalism (just as Ref. 14 does for LMTO). Our comparative and systematic investigation provides the quantitative estimation of possible deviations caused by such details in numerics for both MFT and total energy method. In order to explore its applicability, we examine the MFT results of NiO, bcc Fe, and fcc Ni based on the different spin orders (namely, the ground state and meta-stable spin orders). Our results show that MFT can be used for local moment systems even when the ground state magnetic configuration is unknown. Finally, we extend our MFT to have an orbital resolution. By applying it to several different Fe-based superconductors, we show that the intra- and inter-orbital magnetic interactions in single-stripe Fe arsenides (LaFeAsO, BaFe$_2$As$_2$ and NaFeAs) are clearly distinct from those in the double-stripe chalcogenides (FeTe). The inter-atomic AFM (antiferromagnetic) interactions contain some portion of inter-orbital FM (ferromagnetic) couplings and vice versa. Our results demonstrate the usefulness of MFT for studying the complex magnetic materials with multi-band multi-orbital nature.

II. COMPUTATION DETAILS

We performed density functional theory (DFT) calculations within GGA-PBE (generalized gradient
approximation) and GGA+$U$ type norm-conserving pseudopotential with a partial-core correction were used to replace the deep core potentials by norm-conserving soft potentials in a separable form. All of the electronic structure and total energy calculations were carried out with ‘OpenMX’ software package which is based on LCPAO. Throughout the manuscript, we used a notation of ‘$sN_e pN_p dN_d fN_f$’ to represent our basis set choice for a given atom. For example, ‘$s3p2d1$’ denotes that three $s$, two $p$ and one $d$ orbitals were taken as a basis set. If not mentioned otherwise, $R_{\text{cut}}$ (cutoff radii) = 6.0, 5.0, 7.0, 7.0, 9.0, 10.0 and 7.0 a.u. (atomic unit) for transition metals (Mn, Fe, Co, Ni), O, As, Te, Na, Ba, and La, respectively, and multiple zeta and polarization orbitals were used. Further details of our basis set theory can be found in Ref. 23 and 24.

For transition metal mono-oxides (MnO, FeO, CoO, and NiO) and elemental transition metals (bcc Fe, fcc Ni and hcp Co), $23 \times 23 \times 23$ and $20 \times 20 \times 20$ $k$ points were used, respectively. For FeTe, NaFeAs, BaFe$_2$As$_2$ and LaFeAsO, we used $k$ meshes of $20 \times 20 \times 7$ per formula unit. For Fe-based superconductors we used LDA (local density approximation) as extended to non-orthogonal LCPAO method. A quantitatively important issue is about the charge analysis scheme. In our calculation, we took Mulliken charge at each transition-metal site.

Our implementation of MFT followed the original formalism by Liechtenstein and co-workers as extended to non-orthogonal LCPAO method. In this study, we further refined it to have orbital resolution (Appendix A). Throughout the manuscript we used the following convention for spin Hamiltonian,

$$ H = - \sum_{i \neq j} J_{ij} \mathbf{e}_i \cdot \mathbf{e}_j, \quad (1) $$

where $\mathbf{e}_{i,j}$ refers to the unit spin vectors of atomic site $i$ and $j$.

For DFT+$U$ calculations, we estimated the material-dependent $U$ parameters from cRPA (constrained random phase approximation) calculations. The current implementation based on ‘ecalj’ software package was successfully applied to various cuprate superconductors. We used $U = 5.25$, $4.75$, $4.50$ and $4.25$ eV for NiO, CoO, FeO and MnO, respectively.

### III. NUMERICAL PARAMETER DEPENDENCE

It is important to understand quantitatively the dependence of calculated $J$ on the numerical parameters since there is always some degree of freedom or uncertainty in their choice. However, the detailed examination of basis set dependence has been made only very recently for LMTO-based MFT formalism. In this Section, we analyze the behaviors of $J$ for both MFT and total energy method within LCPAO formalism.

- Let us start with the dependence on a physical parameter, $U$. Figure 2 shows the calculated second neighbor interaction of transition-metal monoxides, which is known as the major magnetic coupling in this series of materials. The results of MFT and total energy method are compared with previous calculations and experiments. First, it is noted that AFM interaction is gradually reduced as $U$ increases, which is a well-known feature as expected from the superexchange nature of this interaction. Since the determination of material-
dependent $U$ is still challenging, one needs to be careful when comparing the calculated $J$ with experiments. It is also noted that, in comparison to experimental values, the best agreement can be reached at different $U$ in MFT and total energy comparison (See Fig. 2). The vertical dotted lines correspond to our cRPA $U$ values, at which both calculation methods basically give the reliable estimation. Hereafter, we use the cRPA $U$ values to examine the other numerical parameter dependence.

One characteristic feature of many local-orbital-based methods is that the control of basis set is less straightforward than the plane-wave method. In particular, the number of basis orbitals and the cutoff radius is always somewhat arbitrary while a systematic way of extension is basically available [23]. Figure 3 presents the results of basis-set dependence in which $J_2$ are calculated for transition-metal monoxides with 24 different basis-set choices. It is clearly seen that, from both MFT and total energies, the $J_2$ are reasonably well estimated in comparison to the reported experimental values. The difference caused by the basis sets is about $\sim 3$ meV in the case of MFT while it is slightly larger in the total energy method. The deviation in between different $R_{\text{cut}}$ mostly decreases as the number of orbitals increases. Considering the ambiguities in the experiments and other computation details, we conclude that this is in an acceptable range; see the similar size of deviations in both experiments [35–39, 45–51] as well as calculations [18, 40–44, 52], which reflects the various ambiguities in the measurement, fitting, and computation details. The fact that the deviations caused by different basis sets are smaller in MFT than in total energy comparison likely indicates that the ground state electronic structure is robustly well described by any reasonable choice of basis orbitals.
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**FIG. 3.** (Color online) The basis-set dependence of the calculated $J_2$ for (a, b) NiO, (c, d) CoO, (e, f) FeO, and (g, h) MnO. The results from MFT (left panels; (a),(c),(e),(g)) and total energy comparison (right panels; (b),(d),(f),(h)) are presented. The $R_{\text{cut}}$ of transition metals and oxygen are given by the number on the right side of ‘TM’ and ‘O’, respectively, in the atomic unit. For example, ‘TM6O5’ means that $R_{\text{cut}}=6.0$ and 5.0 a.u. were used for transition metal and oxygen, respectively.

Figure 4 shows the basis-set dependence result for a metallic system, namely bcc Fe. Considering the long-range feature, we only present MFT in this case. The red circles show the results of $R_{\text{cut}}=6.0$ a.u. and $s2p2d2f1$ while the blue squares represent the average of 12 different basis-set choices. Importantly, the basis-set dependence is not significant also for metallic case (as far as any reasonable set is chosen). We performed the same examination for fcc Ni and hcp Co (not shown) whose results also support this conclusion.

![Figure 4](https://example.com/figure4.png)

**FIG. 4.** The calculated $J$ for bcc Fe as a function of interatomic distance. The blue squares represent the average values calculated by using 12 different basis-set choices (same with the choice of Fig. 3). The blue error bars indicate the standard deviations of using different basis sets. The red circles are from $s2p2d2f1$ and $R_{\text{cut}}=6.0$ a.u.
IV. MAGNETIC FORCE CALCULATED BY NON-COLLINEAR SPIN TOTAL ENERGIES

An interesting way of comparing the magnetic force theorem with the total energy method is to estimate the energy difference caused by small spin angle tilting which is feasible within non-collinear spin calculation. This is an entirely different computation approach including the effect of spin-orbit interaction, but conceptually it is equivalent to MFT.

Figure 5 shows the calculated total energies (blue square) at small angle tiltings with respect to the magnetic easy axis \((\theta_0=155^\circ, \phi_0=45^\circ)\) for CoO [55–57]. The supercell geometry is shown in the inset, which is the smallest one to extract \(J_2\) only with no contribution from \(J_1\) and others. The unit cell structure and tilting pattern is presented in the inset where the green, blue, and red spheres represent the up-spin, down-spin Co atoms, and oxygen atoms, respectively. The green arrows on the Co sites show the easy axis direction.

The calculated total energies (per formula unit) as a function of rotation angle \(\theta\) with respect to the easy axis \((\theta_0=155^\circ, \phi_0=45^\circ)\). The blue squares and green circles present the total energies and \(J_2\), respectively. The tilting is designed to extract \(J_2\) only with no contribution from \(J_1\) and others. The unit cell structure and tilting pattern is presented in the inset, which is the smallest one to extract \(J_2\) only with no contribution from \(J_1\) and others.

V. MFT BASED ON META-STABLE SPIN CONFIGURATIONS

One notable feature of MFT is that it only makes use of the electronic structure. In other words, the calculation of \(J\) based on MFT does not require total energy information. This can be a great advantage for a practical purpose since calculating total energy is not straightforward in many electronic structure calculation methods.

For example, GW method often provides the improved description of electronic structure, but it is not easy to calculate total energy in both self-consistent and non-self-consistent version of GW (for the related discussion, see also Ref. [58] and [59]). In another advanced scheme, namely DFT+DMFT (dynamical mean field theory), total energy calculation is not straightforward although there are some recent successful reports [60–62]. We also note that GW and DFT+DMFT are computationally demanding, and therefore even if the total energy calculation is formally feasible, the consideration of larger unit cells to describe the multiple magnetic configurations is often impractical. In this regard, MFT can be a better choice. Further, the magnetic ground state is sometimes unknown due to the practical reasons such as the sample size and quality issues.

Considering these features, in this Section, we pursue the further applicability of MFT. Figure 6 presents the calculation results of three different materials ranging from the strongly correlated insulating NiO (a, b) to the weakly or moderately correlated metals, Fe (c, d) and Ni (e, f). In particular, we performed MFT calculation based on the meta-stable phase as well as the ground state spin order. Figure 6(a) and (b) show that...
the two results estimated from the ground state AFM and meta-stable FM configuration of NiO are not much different from each other. The real space coupling \( J_{ij}(r) \) (Fig. 3(a)) clearly shows that the second neighbor interaction \( (J_2) \) is dominant while the long-range interactions are negligible as expected. Interestingly, \( J \)'s from AFM and FM are quite similar also in the momentum space \( (J_{ij}(q); \text{Fig. 4(b)}) \). The same features are found for MnO, FeO, and CoO (not shown). It means that the magnetic interaction can be reasonably estimated based on any stable magnetic solution. The possible error range is a few meV, which is probably acceptable considering other possible ambiguities as discussed in Sec. III. This result reflects that, for strongly localized moment system, the magnetic response induced by small perturbations is not much dependent on the long-range spin order type. This feature can be useful especially when the total energy calculation is not feasible and/or the ground state configuration is unknown.

In case of less localized moments, this feature is gradually weakened. In Fig. 3(c) and (d), the results of bcc Fe are presented where the similarity between the results from AFM (meta-stable phase) and FM (the real ground state) is less clear. However, in both \( J(r) \) and \( J(q) \), the two results are still quite consistent. On the other hand, in the least correlated case of Ni (Fig. 3(e) and (f)), two results from FM and AFM become significantly different. This result implies that for weakly correlated systems far from the local moment picture, MFT should be based on the real ground state solution, which limits its applicability.

VI. ORBITAL-RESOLVED MAGNETIC INTERACTIONS

Another advantage of using MFT is to have additional information for magnetic interactions. Here we note that while the typical \( J \) values are given in numbers either estimated from calculated total energies or experiments, the linear response procedure within MFT can provide the orbital-dependent response to the spin angle tilting [12][13]. This kind of approach can provide further insights especially for the complex magnetism of multi-band nature. In this section, we apply the newly-implemented technique of orbital-resolved \( J \) to Fe-based superconductors. While our work is based on LCPAO formalism (the details are given in Appendix A), it is straightforward to extend it to other basis methods, e.g., using Wannier functions [12][13].

The magnetic interactions in Fe-based materials are certainly a key to understand the superconductivity. Due to their multi-band multi-orbital nature, however, it is highly non-trivial to analyze those magnetic interactions and to make comparisons for the characteristic material dependency. Recently, both spin and orbital fluctuation have been intensively discussed [61][73].

The calculation result of orbital-dependent magnetic interactions for LaFeAsO is

\[
J_{1a} = \begin{pmatrix}
d_{z^2} & d_{xy} & d_{xz} & d_{yz} \\
0.10 & -1.59 & 0.00 & -0.05 & 0.00 & d_{z^2} \\
-1.59 & 1.65 & 0.00 & -2.48 & 0.00 & d_{xy} \\
0.00 & 0.00 & -0.76 & 0.00 & -1.83 & d_{xz} \\
0.00 & 0.00 & 1.83 & 0.00 & 1.13 & d_{yz} \\
\end{pmatrix}
\]

\[
J_{1b} = \begin{pmatrix}
-0.01 & -1.32 & 0.00 & 0.00 & -0.45 & 0.00 \\
-1.32 & 2.13 & 0.00 & 0.00 & -2.55 & 0.00 \\
0.00 & 0.00 & 2.15 & 1.25 & 0.00 & 0.00 \\
0.00 & -1.25 & 4.40 & 0.00 & 0.00 & 0.00 \\
-0.45 & -2.55 & 0.00 & 0.00 & 0.00 & 0.00 \\
\end{pmatrix}
\]

where \( J_{1a} \) and \( J_{1b} \) refers to the nearest-neighbor interactions along \( a \) (AF ordering) and \( b \) (FM ordering) axis, respectively (for our notation see, for example, Ref. 75 and 76). It is noted that each constant \( J \) is now expressed as a 5×5 matrix whose matrix elements represent the interactions in between two given orbitals. The conventional value of \( J \) corresponds to the sum of all these matrix elements. In fact, the summations give the good agreement with previous results [75]. Note that, while the interaction \( J_{1a} \) is AFM, some of its orbital components are FM. It means that through some orbital channels the moments interact ferromagnetically. This unique information provided by orbital-resolved MFT can be useful for the analysis of complex multi-orbital systems.

We found that the same interaction profiles for BaFe\(_2\)As\(_2\) and NaFeAs. Namely, their \( J_{1a,1b} \) matrices are given in the identical form with those of LaFeAsO; the same signs for the major components and the zero values at the same matrix elements. The off-diagonal inter-orbital interactions are the major AF couplings. The only difference is the relative strengths of each orbital-dependent coupling (matrix element). This finding strongly indicates that magnetic interactions in these ‘single-stripe’ materials are in fact quite similar even at the orbitally decomposed level.

On the other hand, the interactions of ‘double-stripe’ FeTe are notably different:

\[
J_{1a} = \begin{pmatrix}
0.06 & -0.97 & -0.10 & -0.25 & -0.03 \\
-0.97 & 0.05 & 0.00 & -1.09 & -0.02 \\
-0.10 & 0.00 & 3.64 & -0.26 & -2.26 \\
-0.25 & -1.09 & -0.26 & 0.26 & 0.00 \\
-0.03 & -0.02 & -2.26 & 0.00 & 2.37 \\
\end{pmatrix}
\]

\[
J_{1b} = \begin{pmatrix}
0.00 & -0.86 & -0.10 & 0.01 & -0.19 \\
-0.86 & 0.11 & 0.08 & 0.03 & -1.03 \\
-0.10 & 0.08 & 2.38 & -2.48 & 0.00 \\
-0.01 & 0.03 & -2.48 & 2.77 & -0.02 \\
-0.19 & -1.03 & 0.00 & -0.02 & 0.22 \\
\end{pmatrix}
\]

where most of \( J_{1a} \) and \( J_{1b} \) matrix elements are non-zero. Our result reflects the longer range nature of Te-p orbitals.
and clearly shows that FeTe forms a different class distinctive from LaFeAsO and other single-stripe materials \[75, 77, 78\].

We emphasize that the orbital-resolved magnetic interaction by MFT has a great potential to study the complex magnetism by providing the unique information that is not accessible from other computation techniques and experiments.

**VII. SUMMARY**

We investigated magnetic force linear response theory from the point of view of accuracy, reliability, and applicability. Within LCPAO formalism, the error range caused by the choice of basis set is carefully examined, which shows that the numerical parameter dependence is small enough to be compared with experiments and other computation schemes. Magnetic force calculation of J based on the non-collinear total energy results is investigated. To explore its applicability, we examined the J values calculated from different magnetic solutions. For strongly localized moments, the results do not much depend on the magnetic order, and therefore the magnetic interaction can be estimated basically from any stable spin density profile. For less localized systems such as metallic magnets, the dependence becomes noticeable; however, the magnetic force calculation can still give useful information. Finally, we extend the formalism to have an orbital resolution from which the coupling constant J can be included:

\[
J_{ij}(\mathbf{q}) = \frac{1}{\pi} \text{Im} \int d\epsilon d\epsilon' \text{Tr}[V_{k,i}^{\downarrow\uparrow} G_{k,ij}^{\uparrow\downarrow} V_{k+\mathbf{q},j}^{\downarrow\uparrow} G_{k+\mathbf{q},ij}^{\uparrow\downarrow}].
\] (A.1)

Here the orbital index l can be included:

\[
G_{l_{1}l_{2},k,ij}^{\uparrow\downarrow} = \sum_{\eta} \frac{|\langle \psi_{l_{1},k,i}^{\eta} | \psi_{l_{2},k,j}^{\eta} \rangle|^2}{\epsilon_{\eta n,k} - \epsilon_{\eta m,k} + i\eta}.
\] (A.2)

Among four orbital indices \((l_1, l_2, l_3, l_4)\) in Eq. (A.1), \(l_1\) and \(l_3\) belong to a site \(i\) while \(l_2\) and \(l_4\) to \(j\). Thus, \(J_{ij}^{l_1, l_2}\) is given by

\[
J_{ij}^{l_1, l_2}(\mathbf{q}) = \sum_{l_3, l_4} J_{ij}^{l_1, l_2; l_3, l_4}(\mathbf{q}).
\] (A.3)

The estimation is straightforward from our LCPAO Hamiltonian \(H_{l_{1}l_{1},k,i}^{\uparrow\downarrow}\) and within the collinear spin formalism, the off-diagonal parts \((H_{l_{1}l_{1},k,i}^{\uparrow\downarrow}\) and \(H_{l_{1}l_{1},k,i}^{\downarrow\uparrow}\)) are all zero. The on-site exchange energy is

\[
V_{l_{1}l_{1},k,i}^{\uparrow\downarrow} = \frac{1}{2} (H_{l_{1}l_{1},k,i}^{\uparrow\downarrow} - H_{l_{1}l_{1},k,i}^{\downarrow\uparrow}).
\] (A.4)

Reorganizing the trace operations for Eq. (A.1) and (A.2), the final expression is given by

\[
J_{ij}^{l_1, l_2}(\mathbf{q}) = \sum_{l_3, l_4} \sum_{m,n} \sum_{k} \frac{f(\epsilon_{\eta n,k}) - f(\epsilon_{\eta m,k+\mathbf{q}})}{\epsilon_{\eta m,k+\mathbf{q}} - \epsilon_{\eta n,k} + i\eta} \times
\left( \langle \psi_{l_{1},k,i}^{\eta} | V_{l_{1}l_{1},k,i}^{\downarrow\uparrow} | \psi_{l_{2},k,j}^{\eta} \rangle \times \langle \psi_{l_{2},k,j}^{\eta} | V_{l_{2}l_{1},k+\mathbf{q},j}^{\uparrow\downarrow} | \psi_{l_{1},k,i}^{\eta} \rangle \right),
\]

and the real space value is obtained by Fourier transformation.
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