The redshift evolution of escape fraction of hydrogen ionizing photons from galaxies
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ABSTRACT
Using our cosmological radiative transfer code, we study the implications of the updated quasi-stellar object (QSO) emissivity and star formation history for the escape fraction \( f_{\text{esc}} \) of hydrogen ionizing photons from galaxies. We estimate the \( f_{\text{esc}} \) that is required to reionize the Universe and to maintain the ionization state of the intergalactic medium in the post-reionization era. At \( z > 5.5 \), we show that a constant \( f_{\text{esc}} \) of 0.14 to 0.22 is sufficient to reionize the Universe. At \( z < 3.5 \), consistent with various observations, we find that \( f_{\text{esc}} \) can have values from 0 to 0.05. However, a steep rise in \( f_{\text{esc}} \), of at least a factor of \( \sim 3 \), is required between \( z = 3.5 \) to 5.5. It results from a rapidly decreasing QSO emissivity at \( z > 3 \) together with a nearly constant measured H I photoionization rates at \( 3 < z < 5 \). We show that this requirement of a steep rise in \( f_{\text{esc}} \) over a very short time can be relaxed if we consider the contribution from a recently found large number density of faint QSOs at \( z \geq 4 \). In addition, a simple extrapolation of the contribution of such QSOs to high-\( z \) suggests that QSOs alone can reionize the Universe. This implies, at \( z > 3.5 \), that either the properties of galaxies should evolve rapidly to increase the \( f_{\text{esc}} \) or most of the low-mass galaxies should host massive black holes and sustain accretion over a prolonged period. These results motivate a careful investigation of theoretical predictions of these alternate scenarios that can be distinguished using future observations. Moreover, it is also very important to revisit the measurements of H I photoionization rates that are crucial to the analysis presented here.
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1 INTRODUCTION
The hydrogen in the intergalactic medium (IGM) is highly ionized at \( z < 6 \) as shown by various observations of Lyman-\( \alpha \) forest in high-redshift quasi-stellar object (QSO) spectra (Fan et al. 2006; Bolton et al. 2011; Goto et al. 2011) and the cosmic microwave background (CMB) polarization measurements (Larson et al. 2011). Prior to that the IGM went through a phase transition from a completely neutral to a highly ionized state through the process of H I reionization. In the most typical scenario, QSOs and the H I ionizing photons generated by the star-forming galaxies reionize the Universe and maintain the observed high ionization state of the IGM even after the epoch of reionization. However, the relative contribution of galaxies to the total budget of H I ionizing photons is highly uncertain. This is because the fraction \( (f_{\text{esc}}) \) of H I ionizing photons generated by stellar population inside the galaxies that escapes out into the IGM is ill-constrained.

Over the past decade, various observational studies have reported the average \( f_{\text{esc}} \) ranging from 0.02 to 0.5 at \( z \sim 3 \) (Steidel et al. 2001; Shapley et al. 2006; Iwata et al. 2009; Boutsia et al. 2011; Nestor et al. 2013; Micheva et al. 2015). The recent deep observations of galaxies have demonstrated that most of the previously reported detections of the escaping H I ionizing photons are spurious due to contaminations from the low-\( z \) intervening galaxies (Mostardi et al. 2015; Siana et al. 2015). The average \( f_{\text{esc}} \) inferred from a sample of galaxies are dominated by a handful of galaxies with high \( f_{\text{esc}} \). At low-\( z \), apart from few individual galaxies with
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high \( f_{\text{esc}} \) (see for e.g. Borthakur et al. 2014), various observational studies found that a very small fraction of the H I ionizing photons do escape from galaxies and the derived upper limits on the average \( f_{\text{esc}} \) hardly exceed 0.05 (Cowie et al. 2009; Grimes et al. 2009; Bridge et al. 2010; Burger et al. 2013; Leitet et al. 2013).

On the other hand, theoretical studies have suggested a wide range of \( f_{\text{esc}} \) from 0.01 to 1 (Dove & Shull 1994; Ricotti & Shull 2000; Gnedin et al. 2008; Kimm & Cen 2014; Roy et al. 2015). There are various factors that influence the escape of H I ionizing photons such as the galaxy mass, morphology, supernova rates, composition of interstellar medium and the gas distribution (Fernandez & Shull 2011; Benson et al. 2013; Kim et al. 2013; Cen & Kimm 2015). In a standard picture where population of bright QSOs decline rapidly at \( z > 3 \), one requires the contribution from galaxies to dominate the H I ionizing photon budget and drive the H I reionization. Observations related to H I reionization, such as galaxy luminosity functions at high redshift (Bouwens et al. 2012; Finkelstein et al. 2015), hydrogen photoionization rates inferred from the Lyman-\( \alpha \) forest seen in the QSO absorption spectra, and constraints on the electron scattering optical depth (\( \tau_{\text{el}} \)) from CMB (e.g. from Wilkinson Microwave Anisotropy Probe; WMAP Hinshaw et al. 2013) have been used for constraining the \( f_{\text{esc}} \) at \( z > 6 \). An evolving \( f_{\text{esc}} \) at high-z was necessary to match the WMAP \( \tau_{\text{el}} = 0.089 \pm 0.014 \) (Haardt & Madau 2012; Kuhlen & Faucher-Giguère 2012; Shull et al. 2012; Mitra et al. 2013) however, no such evolution is required to explain the recent \( \tau_{\text{el}} = 0.066 \pm 0.016 \) from Planck Collaboration et al. (2015). Recently, Mitra et al. (2015) have carried out a Markov chain Monte Carlo based statistical analysis using a semi-analytical model of reionization to infer that the current data sets can be explained by a constant \( f_{\text{esc}} \sim 0.15 \) at \( z > 6 \), though the uncertainties on the constraints are still high. Bouwens et al. (2015a) also find similar constraints on \( f_{\text{esc}} \) by computing the evolution of the ionizing emissivity from the galaxy luminosity functions.

The \( f_{\text{esc}} \) controls the ionizing emissivity of galaxies which is crucial to understand the H I reionization, thermal history of the IGM, and the ratio of column densities of He II to H I inferred in the IGM (Khaire & Srianand 2013). The \( f_{\text{esc}} \) is also important to study the implications of the trapped radiation in galaxies to understand the detectability of Lyman-\( \alpha \) emission from primordial galaxies (Tumlinson et al. 2001; Rhoads et al. 2004). In this paper, we study the effect of updated QSO emissivity and star formation rate density (SFRD) on the required mean \( f_{\text{esc}} \) to keep the IGM ionized at the level required by different observations. We use the QSO emissivity from Khaire & Srianand (2015a) (hereafter, KS15a) which is obtained from a compilation of recent QSO luminosity functions (QLFs). We use a self-consistently calculated SFRD along with the dust attenuation from Khaire & Srianand (2015b) (hereafter, KS15b) obtained by compiling various multi-wavelength and multi-epoch galaxy luminosity functions. To constrain \( f_{\text{esc}} \) in the post-reionization era (\( z \lesssim 6 \)), we use the measured H I photoionization rates (Bolton & Haehnelt 2007; Calverley et al. 2011; Wyithe & Bolton 2011; Becker & Bolton 2013; Kollmeier et al. 2014; Shull et al. 2015) and in the pre-reionization era (\( z \gtrsim 6 \)), we calculate reionization histories consistent with the \( \tau_{\text{el}} \) constraints from Planck along with the recent mean H I fraction measurements (Schenker et al. 2014; McGreer et al. 2015). We calculate the H I ionizing UV background (UVB; in this paper it implies a background radiation at \( \lambda < 912 \) Å) using a radiative transfer code developed by us (Khaire & Srianand 2013) following the standard prescription (Miralda-Escude & Ostriker 1990; Shapiro et al. 1994; Haardt & Madau 1996; Fardal et al. 1998; Shull et al. 1999; Faucher-Giguère et al. 2009) albeit keeping \( f_{\text{esc}} \) as a free parameter. Then, we constrain \( f_{\text{esc}}(z) \) by comparing the model predictions with the observations mentioned above. We also study the implications of high QSO emissivity at \( z > 4 \) obtained using the recent QLFs reported by Giallongo et al. (2015) on the \( f_{\text{esc}} \) and H I reionization.

The plan of the paper is as follows. In Section 2, we present the basic theory to evaluate the UVB in pre- and post-reionization era. We review the form of H I ionizing emissivity from QSOs and galaxies used in our models in Section 3. In Section 4, we summarize the constraints on \( f_{\text{esc}} \) in the post- and pre-reionization era for different possible QSO emissivities as a function of \( z \). We also explore an extreme case where all the H I ionizing photons required for the reionization are sourced by QSOs alone (i.e with \( f_{\text{esc}} = 0 \)). In Section 5, we summarize the results. Throughout this paper we use a flat ΛCDM cosmology with \( \Omega_{\Lambda} = 0.7 \), \( \Omega_m = 0.3 \) and \( H_0 = 70 \) km s\(^{-1}\) Mpc\(^{-1}\).

## 2 BASIC THEORY

The definition of escape fraction (\( f_{\text{esc}} \)) of H I ionizing photons from galaxies used in this paper is

\[
f_{\text{esc}} = \frac{L(912\text{Å})_{\text{esc}}}{L(912\text{Å})_{\text{int}}},
\]

where, \( L(912\text{Å})_{\text{esc}} \) and \( L(912\text{Å})_{\text{int}} \) are the escaping and intrinsic specific luminosities at \( \lambda = 912 \) Å, respectively. The procedure we use to estimate the mean \( f_{\text{esc}} \) from galaxies at all epochs is briefly described here. We estimate the mean specific intensity \( J_\nu(z) \) of the H I ionizing UVB (contributed by both QSOs and galaxies) by taking \( f_{\text{esc}} \) as a free parameter. Using this, we obtain H I photoionization rates (\( \Gamma_{\text{HI}} \)), defined as

\[
\Gamma_{\text{HI}}(z) = \int_{\nu_{912}}^{\infty} \frac{4\pi J_\nu(z) \sigma_{\text{HI}}(\nu) d\nu}{h \nu},
\]

where \( \nu_{912} \) is the frequency of photons having energy equal to the ionization potential of H I (13.6 eV or 912 Å), \( \sigma_{\text{HI}}(\nu) \) is the H I photoionization cross-section and \( h \) is the Planck constant. To constrain \( f_{\text{esc}}(z) \), in the post-reionization era, we compare predicted \( \Gamma_{\text{HI}}(z) \) from our models with its measurements (see Inoue et al. 2006, for a similar method) and in the pre-reionization era, we compare our model predictions with the recent constraints on \( \tau_{\text{el}} \) from Planck and the mean fraction of H I.

The method described above depends crucially on the the H I ionizing UVB. The UVB at any point in the Universe is the mean intensity of UV radiation arriving at that point generated by the relevant sources and filtered through gas in the IGM. Therefore, apart from the ionizing emissivity

© 2016 RAS, MNRAS 000, 1–77
of the radiating sources, the distribution of gas in the IGM is also essential for computing the UVB. In this section, we provide the basic theory required to estimate the UVB and describe the models used for the IGM gas distribution in both pre- and post-reionization era.

2.1 UV background at all epochs

In the post-reionization era, the mean free path of H ionizing photons is large enough to consider the UVB as essentially uniform. In the pre-reionization era, each source or the cluster of sources of the H ionizing photons create a bubble of HII around them. The volume filling factor ($Q_{\text{HII}}$) of all these HII bubbles, defined as the ratio of the volume occupied by all such HII bubbles to the total volume of the Universe, is crucial for understanding the dynamics of the HII reionization. The $Q_{\text{HII}}$ is usually obtained under the assumption that the interior of all such HII bubbles have, on an average, a uniform UVB (however, see Meiksin & White 2003, for local fluctuations in the UVB). Therefore, in the pre-reionization era, the UVB is within the HII bubbles and there are no H ionizing photons outside the bubbles (see Choudhury 2009). The $Q_{\text{HII}}(z)$ is equal to unity in the post-reionization era and the exact value of it ($Q_{\text{HII}}(z) < 1$) in the pre-reionization era depends on the model of the HII reionization. Taking all these into consideration, the mean specific intensity of UVB, $J_0$ (in units of erg cm$^{-2}$ s$^{-1}$ Hz$^{-1}$ sr$^{-1}$), at all epochs $z_0$ and frequency $\nu_0$ can be evaluated by solving the following integral (see Peebles 1993; Haardt & Madau 1996),

$$J_0(z_0) = \frac{c}{4\pi} \int_{z_0}^{\infty} dz \frac{(1+z)^3 \epsilon(z)}{(1+z)H(z)Q_{\text{HII}}(z)} e^{-\tau_{\text{diff}}(\nu_0, z_0, z)}.$$  

(3)

Here, the $H(z) = H_0 \sqrt{\Omega_m(1+z)^3 + \Omega_k + \Omega_{\Lambda}}$ is the Hubble parameter, $c$ is the speed of light and $\epsilon(z)$ is the comoving H ionizing emissivity of the sources. The $Q_{\text{HII}}(z)$ in the denominator makes our UVB different from the UVB model of Haardt & Madau (2012, hereafter, HM12) in the pre-reionization era. This ensures that the H ionizing photons are confined within the HII bubbles in the pre-reionization era.\footnote{Note that, the $Q_{\text{HII}}(z)$ in the denominator can give rise to very high values of $J_0(z)$ and $\Gamma_{\text{HII}}(z)$ when it is very small.} This approximation of uniform UVB within the HII bubbles breaks down at very small values of $Q_{\text{HII}}$. The $\tau_{\text{diff}}(\nu_0, z_0, z)$ is an effective optical depth encountered by the ionizing photons whilst travelling from the emission redshift $z > z_0$ with a frequency $\nu > \nu_0$ to arrive at redshift $z_0$ and frequency $\nu_0$. Therefore, the relation between $\nu$ and $\nu_0$ is given by $\nu = \nu_0 (1 + z)/(1 + z_0)$.

For a Poisson distributed HII clouds in the IGM, the $\tau_{\text{diff}}$ is given by (see Paresce et al. 1980; Padmanabhan 2002),

$$\tau_{\text{diff}}(\nu_0, z_0, z) = \int_{z_0}^{z} dz' \int_{0}^{\infty} dN_{\text{HII}} f(N_{\text{HII}}, z')(1 - e^{-\nu'/\nu_0}).$$  

(4)

Here, $f(N_{\text{HII}}, z') = \frac{dN_{\text{HII}}}{dz'}$ is the number of HII clouds per unit redshift and column density interval $N_{\text{HII}}$ to $N_{\text{HII}} + dN_{\text{HII}}$. The continuum optical depth $\nu'_{\text{c}}$ is

$$\nu'_{\text{c}} = N_{\text{HII}}\sigma_{\text{HII}}(\nu') + N_{\text{HeII}}\sigma_{\text{HeII}}(\nu') + N_{\text{HeIII}}\sigma_{\text{HeIII}}(\nu'),$$  

(5)

where, $\nu' = \nu_0 (1 + z')/(1 + z_0)$, and $N_i$ and $\sigma_i$ are the column density and photoionization cross-section, respectively, for species $i$. The ionization potential of He I (24.6 eV) is close to that of H I, and total helium is an order of magnitude less abundant by number compare to hydrogen. Therefore, the contribution of He I to the continuum optical depth is negligible. We do not consider this term (second term in Eq. 5) further in our analysis.

In the post-reionization era, to calculate $\tau_{\text{diff}}$, we use the $f(N_{\text{HII}}, z)$ given by Inoue et al. (2014). It is consistent with the various measurements of the H I column density distributions from Lyman-α forest (Kim et al. 2013), Lyman limit systems (Prochaska et al. 2014; O’Meara et al. 2013, 2007) and damped Lyman-α systems (Noterdaeme et al. 2009, 2012), the mean free path of H ionizing photons (Worseck et al. 2014b) and the opacity of the IGM to Lyman-α photons (Fan et al. 2006; Becker et al. 2013). To calculate the UVB at wavelength $\lambda < 228$ Å, we follow the prescription given in HM12 to obtain the ratio of $N_{\text{HI}}/N_{\text{HII}}$.

In the pre-reionization era, the helium within the HII bubbles created by galaxies is mostly in He II. Consequently, the UVB at $\lambda < 228$ Å is negligible owing to its photoabsorption by He II. This may not be true for the HII bubbles created by bright QSOs. However, this wavelength range ($\lambda < 228$ Å) has negligible effect on the $\Gamma_{\text{HI}}$ because of the $\nu^{-3}$ dependence of the $\sigma_{\text{HII}}(\nu)$. Therefore, in the pre-reionization era, we simplify the Eq. (5) to $\nu'_{\text{c}} = N_{\text{HII}}\sigma_{\text{HII}}(\nu')$ and estimate the UVB at $\lambda > 228$ Å. However, we still need the $f(N_{\text{HII}}, z)$ that can not be directly measured due to large Gunn-Peterson optical depths at high-$z$. We obtain $f(N_{\text{HII}}, z)$ by using a large number of random lines of sight generated through a high-resolution hydrodynamical simulation box as explained in the following section.

2.2 $f(N_{\text{HII}}, z)$ within HII bubble

We use a high-resolution hydrodynamic p-gadget3 simulation\footnote{The simulation uses $\sigma_8 = 0.827$, $n_s = 0.96$ and $\Omega_b = 0.048$.} (Springel 2005) with 2x512$^3$ particles and a box size of 10 $h^{-1}$ cMpc to study the hydrogen distribution and to obtain the $f(N_{\text{HII}}, z)$. These boxes are generated from $z = 9$ to 5 with redshift interval of 0.5. In each box a large number of random lines of sight (LOS) were drawn. We use these LOS to probe the hydrogen distribution at different $z$.

For a given $\Gamma_{\text{HI}}$ in the simulation box, one can calculate the H I and HII fraction assuming the photoionization equilibrium. However, to model the optically thin and thick absorption systems together, we need to consider the values of the local rate, $\Gamma_{\text{local}}^{\text{HI}}$, in regions with a range of overdensities. We use an empirical fit to the radiative transfer prescription of Rahmati et al. (2013), with a slight modification by Choudhury et al. (2015):\footnote{Note that, the $Q_{\text{HII}}(z)$ in the denominator can give rise to very high values of $J_0(z)$ and $\Gamma_{\text{HII}}(z)$ when it is very small.}

$$\frac{\Gamma_{\text{local}}^{\text{HI}}}{\Gamma_{\text{HI}}} = 0.98 \left[1 + \frac{\Delta_{\text{HI}}}{\Delta_{\text{HI}}}(1.64)^{-2.28} + 0.02 \left[1 + \frac{\Delta_{\text{HI}}}{\Delta_{\text{HI}}}(1.64)^{-0.84}\right]ight],$$  

(6)

where, $\Delta_{\text{HI}}$ is the overdensity of hydrogen and $\Delta_{\text{HI}}$ is the threshold density. $\Delta_{\text{HI}}$ is calculated assuming that the size
of each absorber is given by the Jeans length (Schaye 2001),

\[ \Delta_{\text{ss}} = 36 \left( \frac{\Gamma_{\text{HI}}}{10^{-12} \, \text{s}^{-1}} \right)^{2/3} \left( \frac{T}{10^4 \, \text{K}} \right)^{2/15} \left( \frac{\mu}{0.61} \right)^{1/3} \left( \frac{\chi}{1.08} \right)^{-2/3} \left( 1 + \frac{z}{8} \right)^{-3} \]

(7)

where, \( T \) is the gas temperature, \( \chi \) is the number of electrons per \( \text{H} \text{I} \) ion in the \( \text{H} \text{I} \) bubble and \( \mu \) is the mean molecular weight. We take a constant \( T = 20000 \, \text{K} \) for the gas temperature within each \( \text{H} \text{I} \) bubble. The value of \( \Delta_{\text{ss}} \) calculated in this way becomes unrealistically small for low \( \Gamma_{\text{HI}} \) at high \( z \). Therefore, we impose a lower cut-off on \( \Delta_{\text{ss}} \geq 2 \) (see Bolton & Haehnelt 2013).

Using this prescription, we calculate the \( \text{H} \text{I} \) column density of the absorbers along each line of sight by integrating the \( n_{\text{HI}} \) over a characteristic Jeans length \( (L_{\text{ss}}) \) which is given by (Bolton & Haehnelt 2013)

\[ L_{\text{ss}} = 8.7 \, \text{pkpc} \left( \frac{\Gamma_{\text{HI}}}{10^{-12} \, \text{s}^{-1}} \right)^{-1/3} \left( \frac{T}{10^4 \, \text{K}} \right)^{13/30} \left( \frac{\mu}{0.61} \right)^{-2/3} \left( \frac{\chi}{1.08} \right)^{1/3} \]

(8)

It can have values between 20 to 40 pkpc in the redshift range of our interest \((z > 5.5)\). We follow Bolton & Haehnelt (2013) and use \( L_{\text{ss}} = 20 \, \text{pkpc} \) throughout to estimate the \( f (N_{\text{HI}}, z) \). For illustration, in Fig. 1, we show the \( f (N_{\text{HI}}, z) \) obtained in this way at two redshifts \( z = 5 \) and \( 6 \) for \( \log(\Gamma_{\text{HI}} \, \text{s}^{-1}) = -12.6 \) and -12.7, respectively. These \( \Gamma_{\text{HI}} \) values are consistent with the measurements at corresponding \( z \) (Bolton & Haehnelt 2007; Calverley et al. 2011; Wyithe & Bolton 2011). We also show the empirical fit to the \( f (N_{\text{HI}}, z) \) given by Inoue et al. (2014). At these redshifts, they match quite well with our estimates for \( 19.5 > \log(N_{\text{HI}}) > 15.5 \). The \( \tau_{\text{el}} \) is mostly dominated by this \( N_{\text{HI}} \) range. In the pre-reionization era, we use the \( f (N_{\text{HI}}, z) \) obtained from the simulations as explained above to estimate the UVB within the \( \text{H} \text{I} \) bubbles.

In the following section, we discuss the basic theory to obtain the \( Q_{\text{HII}} (z) \) in the pre-reionization era.

### 2.3 \( \text{H} \text{I} \) volume filling factor

Under the assumption of the photoionization equilibrium within a \( \text{H} \text{I} \) bubble, the time evolution of \( Q_{\text{HII}} \) can be written as (Madau et al. 1999; Barkana & Loeb 2001),

\[ \frac{dQ_{\text{HII}}}{dt} \frac{n(t)}{(n_{\text{HI}})} = \alpha_B \chi C(n_{\text{HI}})Q_{\text{HII}} - \frac{a(t)}{\bar{a}(t)} \].

(9)

Here, \( n(t) \) is the comoving number density of \( \text{H} \text{I} \) ionizing photons per unit time, \( (n_{\text{HI}}) = 1.87 \times 10^{-7} \, \text{cm}^{-3} \) is the comoving number density of the total hydrogen, \( \alpha_B \) is the clumping factor inside the \( \text{H} \text{I} \) bubbles, \( a(t) \) is the scale factor and \( \alpha_B \) is the case B recombination coefficient of hydrogen. In Eq. (9), the clumping factor is defined as \( C = (n_{\text{HII}}^2)/(n_{\text{HI}}) \) where \( n_{\text{HII}} \) is the number density of \( \text{H} \text{I} \). The solution to the Eq. (9), \( Q_{\text{HII}} \), at any redshift \( z_0 \) is given by,

\[ Q_{\text{HII}} (z_0) = \frac{1}{\langle n_{\text{HI}} \rangle} \int_{z_0}^{\infty} \frac{n(z)}{(1+z)H(z)} \exp \left[ -\alpha_B n_{\text{HI}} \right] \left[ \frac{\chi(z') (1+z')^2}{H(z')} \right] dz .

(10)

The reionization is completed when \( Q_{\text{HII}} (z_{re}) \) becomes unity and the redshift \( z_{re} \) is called as the redshift of reionization.

We need the quantities \( n(z) \) and \( C(z) \) to evaluate the evolution of \( Q_{\text{HII}} \). Note that the contribution to \( C(z) \) comes only from the ionized regions, and hence it is important to estimate the distribution of the self-shielded regions. This implies that \( C(z) \) depends on \( \Gamma_{\text{HI}} \). In fact, it is straightforward to obtain \( C \) from simulation boxes for an assumed value of \( \Gamma_{\text{HI}} \). As described earlier, \( \Gamma_{\text{HI}} \) depends on \( f (N_{\text{HI}}, z) \) and the comoving emissivity \( \epsilon_u(z) \), which in turn determines the \( n(z) \) through the relation

\[ n(z) = \int_{n_{\text{HI}}}^{\infty} \frac{\epsilon_u(z) \, dn}{n \, \nu} .

(11)

Therefore, the values of \( n(z) \) and \( C(z) \) cannot be chosen independently, they are rather related to each other through \( \Gamma_{\text{HI}} \) (or equivalently on \( \epsilon_u \)). In this paper, we obtain the \( Q_{\text{HII}} \) for a given \( \epsilon_u(z) \) by self-consistently estimating the three quantities \( n(z) \), the UVB within \( \text{H} \text{I} \) bubbles and \( C(z) \).

The \( \epsilon_u(z) \) has \( f_{\text{esc}} \) as a free parameter that we constrain using measurements of mean \( \text{H} \text{I} \) fraction and the \( \tau_{\text{el}} \) from Planck. Using the model predictions of \( Q_{\text{HII}} \), the \( \tau_{\text{el}} \) is given by

\[ \tau_{\text{el}} (z) = c \langle n_{\text{HI}} \rangle \sigma_T \int_0^{z} \chi(z') Q_{\text{HII}} (z') \left( 1 + z' \right)^2 H(z') \, dz' .

(12)
where, $\sigma_T$ is the Thompson electron scattering cross-section. We take $\chi(z) = 1.16$ for $z < 4$ where helium is assumed to be predominantly in He III and $\chi(z) = 1.08$ for $z > 4$ where helium is mostly in He II.

In the following section, we review the comoving H i ionizing emissivity $\epsilon_{\nu}(z)$ from different sources used in our models.

### 3 IONIZING EMISSIVITY

The ionizing emissivity is estimated by considering the sources of H i ionizing photons ($\lambda \lesssim 912$ Å) are only QSOs and star-forming galaxies. Therefore, the total comoving emissivity, $\epsilon_{\nu}(z)$, is the sum of the comoving QSO emissivity, $\epsilon_{\nu}^{Q}(z)$, and the comoving galaxy emissivity, $\epsilon_{\nu}^{G}(z)$. The power-law spectral energy distribution (SED; for $\lambda < 912$ Å) it can be written as,

$$\epsilon_{\nu}(z) = \left(\frac{\nu}{912}\right)^\alpha \epsilon_{\nu}^{Q}(z) + \left(\frac{\nu}{912}\right)^\beta \epsilon_{\nu}^{G}(z). \tag{13}$$

Here, $\epsilon_{\nu}^{Q}(z)$ and $\epsilon_{\nu}^{G}(z)$ are emissivities at 912 Å, and $\alpha$ and $\beta$ are the indices of power-law SEDs for QSOs and galaxies, respectively, as given below.

The $\epsilon_{\nu}^{Q}(z)$ in units of erg s$^{-1}$ Hz$^{-1}$ Mpc$^{-3}$ is taken from KS15a. It has been obtained by fitting various QLFs$^3$ (Schulze et al. 2009; Croom et al. 2009; Glikman et al. 2011; Masters et al. 2012; Ross et al. 2013; Palanque-Delabrouille et al. 2013; McGreer et al. 2013; Kashikawa et al. 2015) and integrating the contribution of QSOs down to a luminosity of 0.01$L^*$, where $L^*$ is the characteristic break luminosity of a QLF. It is given by,

$$\epsilon_{\nu}^{Q}(z) = 10^{24.6} (1 + z)^{5.9} \frac{\exp(-0.36z)}{\exp(2.2z) + 25.1}, \tag{14}$$

with the $\alpha = -1.4$ for $\lambda < 912$ Å in Eq. (13) (Stevans et al. 2014). Later, in this paper we also use the $\epsilon_{\nu}^{Q}(z)$ obtained using the QLFs by Giallongo et al. (2015) at $z > 4$ to explore the models of H i reionization with only QSOs.

We use the $\epsilon_{\nu}^{Q}(z)$ from KS15b. In KS15b, for different extinction curves, we determine self-consistent combinations of star formation rate density, SFRD($z$), and dust attenuation magnitudes, $A_{FUV}(z)$, at the far-ultraviolet (FUV) band (central $\lambda = 1500$ Å) using various multi-wavelength and multi-epoch galaxy luminosity functions. We find that the combination of SFRD($z$) and $A_{FUV}(z)$ obtained for an average extinction curve ($k_0$) of the Large Magellanic Cloud Supershell (LMC2; Gordon et al. 2003) reproduces various observations. We use the combination of SFRD($z$) (in units $M_\odot$ yr$^{-1}$ Mpc$^{-3}$) and $A_{FUV}(z)$ (in magnitudes) obtained for the LMC2 extinction curve in KS15b that is given by,

$$\text{SFRD}(z) = \frac{a + bz}{1 + (z/c)^d}, \quad A_{FUV}(z) = \frac{a_0 + b_0z}{1 + (z/c_0)^{d_0}}, \tag{15}$$

with $a = 2.01 \times 10^{-2}$, $b = 8.48 \times 10^{-2}$, $c = 2.5$, $d = 3.09$, $a_0 = 1.42$, $b_0 = 0.93$, $c_0 = 2.08$ and $d_0 = 2.2$. We use these to compute the $\epsilon_{\nu}^{G}(z)$ as,

$$\epsilon_{\nu}^{G}(z) = C_\nu(z) \int_z^{\infty} \text{SFRD}(z') L_\nu(t(z) - t(z'), Z) dz' \left(1 + z' \right)^2 H(z'), \tag{16}$$

with the dust correction $C_\nu(z)$ at $\lambda > 912$ Å,

$$C_\nu(z) = 10^{-0.4 A_{FUV}(z)}/A_{FUV}. \tag{17}$$

For $\lambda < 912$ Å, we take $C_\nu(z) = f_{esc}(z)$ assuming that the SED does not get modified by the dust at $\lambda < 912$ Å. This can be interpreted as if the H i ionizing photons escape through the holes in the galaxies (Fujita et al. 2003; Paardekooper et al. 2011) or generated by few unobscured sources or runaway stars (Gnedin et al. 2008; Conroy & Kratter 2012). The free parameter $f_{esc}(z)$ is a luminosity weighted angle averaged escape fraction treated in the same way as given in HM12. For $\lambda < 228$ Å, we take $C_\nu(z) = 0$ assuming that He II ionizing photons do not escape from galaxies. The $L_\nu[t(z) - t(z')$, $Z]$ is the specific luminosity of a simple stellar population (in units of erg s$^{-1}$ Hz$^{-1}$ per unit total mass of stars formed) at redshift $z$ having the age of $t_0 = t(z) - t(z')$ that went through an instantaneous burst of star formation at redshift $z'$ with an average metallicity $Z$. We obtain this using a population synthesis code STARBURST99 (Leitherer et al. 1999) for a Salpeter (1955) initial mass function (IMF) and a constant metallicity of 0.4 times solar value ($Z_\odot$) for simplicity (i.e., $Z = 0.008$).

We direct readers to Section 8 of KS15b for discussions on the effect of using different model parameters of stellar population on the derived SFRD($z$) and $A_{FUV}(z)$. We obtain a simple fit to $\epsilon_{\nu}^{G}(z)$ at 912 Å in units of erg s$^{-1}$ Hz$^{-1}$ Mpc$^{-3}$ as

$$\epsilon_{\nu}^{G}(z) = f_{esc}(z) \times 10^{25} \frac{3.02 + 13.12z}{1 + (z/2.44)^{1.02}}. \tag{18}$$

At $\lambda < 912$ Å, we find that $\beta = -1.8$ in Eq. (13) approximates the SED for the assumed stellar population model.
We verify that this exponent reproduces the $\Gamma_{HI}$ and $n$ generated by the intrinsic spectrum. Note that the exponent $\beta$ can have slightly different value depending on the assumed metallicity and the IMF (see, Becker & Bolton 2013).

We use a fixed IMF and metallicity to estimate $C_{e_{esc}}^{\alpha}(z)$. However, using different IMF and metallicities can change the intrinsic ionizing emissivity (i.e. $C_{e_{esc}}^{\alpha}/f_{esc}$) generated inside galaxies. We estimate the uncertainty in this emissivity, while consistently reproducing the same $\epsilon_{FUV}(z)$ used to determine the SFRD$(z)$, for different IMFs and metallicities. We find that, when we change metallicity from $Z = 0.4Z_\odot$ to $Z = 0.005Z_\odot$, the change in the intrinsic ionizing emissivity is less than 7%. Instead of our fiducial Salpeter IMF, we use the Kroupa (2001) IMF (with exponents 1.3 and 2.3 for mass ranges 0.1 to 0.5 $M_\odot$ and 0.5 to 100 $M_\odot$, respectively), increase in the intrinsic ionizing emissivity is less than 13%. However, using top heavy IMFs or the rotation in stars (Topping & Shull 2015) the intrinsic ionizing emissivity can be increased significantly.

In Fig. 2, we show the SFRD$(z)$ used here (from Eq. 15). For comparison, we also show the SFRD$(z)$ obtained by Madau & Dickinson (2014) and Behroozi et al. (2013). The SFRD$(z)$ from the latter is multiplied by 1.7 to match the result for the Salpeter IMF used in other estimates. At $z > 7$, our SFRD$(z)$ is higher than the mean SFRD$(z)$ given in these papers by 0.2 to 0.4 dex (see Fig. 2). This difference arises because of the differences in the applied dust correction and the minimum luminosity ($L_{min}$) down to which the FUV luminosity functions are integrated. In Fig. 2, we show the SFRD obtained using the recent high-$z$ measurements of the luminosity functions (Oesch et al. 2014; Bouwens et al. 2015b; McLeod et al. 2015). These points are obtained using the same scaling relation used in KS15b, SFRD$(z) = 1.25 \times 10^{-28} \epsilon_{FUV}(z) 10^{0.4A_{FUV}(z)} M_\odot yr^{-1} \text{Mpc}^{-3}$, where, $\epsilon_{FUV}$ is the emissivity at FUV band obtained by integrating the FUV luminosity functions down to $L_{min} = 0.01L^*$. The SFRD$(z)$ used here is consistent with these measurements and is within $1-\sigma$ range predicted by Behroozi et al. (2013) (see the hatched region in Fig 2).

For simplicity, we neglect the diffuse emission processes owing to their negligible contribution to UVB such as the He II Lyman and Balmer continuum emission, He II Lyman-\(\alpha\) line emission and He I Lyman-\(\alpha\) line emission. Using the $\epsilon_{FUV}(z)$ explained here, we place constraints on $f_{esc}(z)$ at different epochs as discussed in the following section. The resulting trend in $f_{esc}(z)$ prompted us to speculate on different QSO emissivities at $z > 3.5$ which are also presented later.

4 RESULTS AND DISCUSSIONS

The Lyman-\(\alpha\) absorption seen in the spectra of high-$z$ QSOs and the diminishing population of Lyman-\(\alpha\) emitters suggest that the redshift $z_{esc} \sim 6$ is the most likely epoch where the process of H I reionization is completed. Therefore, we roughly assume that the post-reionization era to be $z \leq 6$ and pre-reionization era to be $z \geq 6$. However, we consider the models of H I reionization where a very late reionization is allowed i.e. $z_{esc} \geq 5.5$. The results are discussed in the following sections.

4.1 Escape fraction in the post-reionization era

To constrain $f_{esc}$ in the post-reionization era, we use $\epsilon_{FUV}(z)$ as given in Eq. (13) which has contributions from both QSOs and galaxies. At any redshift $z_0$, the UVB depends on $\epsilon_{FUV}(z) \geq z_0$. Therefore, we need $f_{esc}(z > z_0)$ to estimate the UVB at $z_0$. However, at $z > 5.5$, the mean free path of H I ionizing photons ($\lambda_{H_1}$) is small enough ($\lambda_{H_1} < 10$ pMpc; Worseck et al. 2014b) so that the UVB is essentially contributed by the local sources. Therefore, we start from redshift $z_0 \sim 6$ and generate the UVB (and $\Gamma_{HI}$) by taking $f_{esc}(z > z_0)$ as a constant free parameter (by solving Eq. (3) with $Q_{HI} = 1$). The $f_{esc}(z_0)$ is then adjusted to generate the $\Gamma_{HI}(z_0)$ that matches with the measurement at $z_0$. Once fixed at $z_0 \sim 6$, we use this $f_{esc}(z \geq z_0)$ and calculate the UVB at a lower redshift $z^* < z_0$ by taking $f_{esc}$ as a constant free parameter in a small redshift interval $z^* \leq z < z_0$ and fix its value to generate the $\Gamma_{HI}(z^*)$ measurement. This gives the $f_{esc}(z^* \geq z^*)$. We repeat this procedure for lower $z < z^*$ down to $z \sim 2$ and obtain the $f_{esc}(z)$ over $2 < z < 6$. This method is identical to the progressive fitting method we used in KS15b to simultaneously obtain the $A_{FUV}(z)$ and SFRD$(z)$.

To obtain the $f_{esc}(z)$, we used following measurements of $\Gamma_{HI}(z)$. At $2 < z < 5$, we take the $\Gamma_{HI}$ from Becker & Bolton (2013) along with the measurements by Bolton & Haehnelt (2007). These are obtained using the observed mean Lyman-\(\alpha\) flux decrement, the opacity of H I ionizing photons and measurements of the IGM temperature by Becker et al. (2011). At $z > 5$ and 6, we consider the $\Gamma_{HI}$ obtained from the mean Lyman-\(\alpha\) opacity by Wyithe & Bolton (2011) and from the QSO proximity effect by Calverley et al. (2011). These measurements are shown in the right panel of Fig. 3. We linearly interpolate these measurements over the redshift range $5 < z < 6$.

The resultant range in the required $f_{esc}(z)$ and corresponding range in the $\Gamma_{HI}(z)$ generated from it is shown in the Fig. 3. At lower redshifts $z < 2$, the $f_{esc}$ can have values between 0 to 0.04 as demonstrated by us in KS15a. For that, we have used the $\Gamma_{HI}$ inferred by Kollmeier et al. (2014) and Shull et al. (2015) by calibrating their hydrodynamical simulations of the IGM to match the column density distribution of low-$z$ IGM reported by Danforth et al. (2016) (see also, Wakker et al. 2015, for different method). Including this low-$z$ $f_{esc}$, it is evident from Fig. 3 that for $z < 3.5$, the constant $f_{esc}$ of 0 to 0.05 is sufficient to generate the measured $\Gamma_{HI}(z)$. This $f_{esc}$ is consistent with the recent 3-$\sigma$ upper limits on the average $f_{esc}$ obtained by stacking the sample of galaxies used in respective studies at $z < 0.9$ (Grimes et al. 2009; Bridge et al. 2010; Leitet et al. 2013) and at $0.9 < z < 3.3$ (Cowie et al. 2009; Siana et al. 2010; Vanzella et al. 2010; Grazian et al. 2016) as shown in the left panel of Fig. 3. These reported 3-$\sigma$ upper limits are usually given in terms of relative escape fraction $f_{rel}^{esc}$ that is related to the absolute escape fraction $f_{esc}$ as following

$$f_{esc}^{rel} = \frac{(L_{FUV}/L_{Ly\alpha})_{esc}}{(L_{FUV}/L_{Ly\alpha})_{obs}} \times \exp(\tau_{IGM}) = f_{esc} \times 10^{\beta A_{FUV}} \times (19)$$

where, $\tau_{IGM}$ is the effective optical depth encountered by Lyman continuum photons (LyC, $\lambda < 912$ Å) while travelling from the source to the earth due to the IGM. We convert these $f_{esc}^{rel}$ into absolute escape fraction $f_{esc}$ by taking into account the $A_{FUV}$ used in our galaxy model (see Eq. 15) and
the difference between the ratio of the intrinsic luminosities \( \frac{L_{\text{FUV}}}{L_{\text{LyC}}} \) assumed in these references and the one we get from our model.

On the contrary to \( z < 3.5 \), at \( 3.5 < z < 4.8 \), the required \( f_{\text{esc}}(z) \) needs a steep rise up to \( \sim 0.15 \) to 0.25 for maintaining the observed trend of a nearly constant \( \Gamma_{\text{HI}}(z) \). The main reason behind this required rapid increase in \( f_{\text{esc}} \) from \( z \sim 3.5 \) to \( z \sim 5 \) is that the galaxies need to produce large number of H I ionizing photons to compensate for the rapid decline in the fiducial QSO emissivity by a factor \( \sim 10 \), and to maintain the nearly constant \( \Gamma_{\text{HI}}(z) \) measured in this \( z \) range. A similar but less rapid increase in \( f_{\text{esc}}(z) \sim (1 + z)^{3.4} \) was also required by HM12 as shown in Fig. 3. However, note that the \( \Gamma_{\text{HI}}(z) \) used by HM12 was from the previous measurements of Becker et al. (2007) that decreased by a factor of \( \sim 2 \) from \( z = 3 \) to 5 (see, Fig. 3).

The measured \( \Gamma_{\text{HI}} \) at \( z \approx 6 \) is a factor of 4 to 10 times smaller than the \( \Gamma_{\text{HI}} \) at \( z \approx 5 \). This decrease in \( \Gamma_{\text{HI}} \) from \( z \sim 5 \) to \( z \sim 6 \) is mainly because of the increasing opacity of the IGM (Inoue et al. 2014). We find that the \( f_{\text{esc}} \) of 0.05 to 0.2 is required at \( z = 6 \). It will be interesting to see what values of \( f_{\text{esc}} \) at \( z \gtrsim 6 \) are allowed by the H I reionization process. We explore this in the following section.

4.2 Escape fraction in the pre-reionization era

In the pre-reionization era, in absence of any observational constraints or theoretical inputs, we consider models of H I reionization with a constant \( f_{\text{esc}} \) at \( z \gtrsim z_{\text{re}} \). We extrapolate our fiducial SFRD(z) up to \( z \sim 13 \) and start the process of reionization from there. We find that \( \tau_{\text{el}} \) measurements of Planck Collaboration et al. (2015) allow the minimum constant \( f_{\text{esc}} \) of 0.14 where the reionization completes at \( z_{\text{re}} = 5.5 \) and a maximum constant \( f_{\text{esc}} \) as high as 0.8 where the reionization completes at \( z_{\text{re}} = 8.8 \). For different \( f_{\text{esc}} \), we obtain \( Q_{\text{HI}}(z) \) and evaluate \( \tau_{\text{el}} \). Results for some of these models are shown in Fig. 4. We find that the \( Q_{\text{HI}}(z) \) obtained for the constant \( f_{\text{esc}} \) range from 0.14 to 0.22 satisfies the recently inferred mean H I fraction in the IGM at \( z = 5.9 \) by McGreer et al. (2015) using the dark pixel statistic in high-z QSO spectra and at \( z \sim 7 \) and \( z \sim 8 \) by Schenker et al. (2014) using the observations of the diminishing fraction of high-z Lyman-\( \alpha \) emitters (see Fig. 4 left panel). As explained earlier, this range of \( f_{\text{esc}} \) is also consistent with the \( f_{\text{esc}} \) required to generate \( \Gamma_{\text{HI}} \) measurements at \( z \sim 6 \). (See appendix A for the discussion on the \( \Gamma_{\text{HI}} \) and \( C(z) \) at \( z \gtrsim z_{\text{re}} \).) The recent measurements of \( \tau_{\text{el}} \) from Planck satellite along with the updated SFRD(z) has helped us to reduce the \( f_{\text{esc}} \) as small as 0.14 (see also Mashian et al. 2016; Mitra et al. 2015; Robertson et al. 2015; Bouwens et al. 2015a; Vangioni et al. 2015) from very high values of \( f_{\text{esc}} \) inferred previously from \( \tau_{\text{el}} \) reported by WMAP (such as, HM12, Choudhury & Ferrara 2005; Kuhlen & Faucher-Giguère 2012; Fontanot et al. 2014). We consider a model with a constant \( f_{\text{esc}} = 0.18 \) as our fiducial model where the reionization completes at \( z_{\text{re}} = 5.9 \) and \( \tau_{\text{el}} = 0.055 \). Combining the \( f_{\text{esc}} \) constraints from \( z \leq 6 \) (as shown
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Figure 3. The derived constraints on the \( f_{\text{esc}}(z) \) (left-hand panel) from the measurements of \( \Gamma_{\text{HI}}(z) \) (right-hand panel). The \( \Gamma_{\text{HI}}(z) \) measurements are taken from Becker & Bolton (2013); Bolton & Haehnelt (2007); Calverley et al. (2011); Wyithe & Bolton (2011). Green dot-dash curve in right panel shows \( \Gamma_{\text{HI}}(z) \) obtained using only \( Q_{\text{HI}}(z) \) given in Eq. (14) i.e with \( f_{\text{esc}} = 0 \). Shaded region in both panels show the range in the \( f_{\text{esc}}(z) \) (on left) and corresponding \( \Gamma_{\text{HI}}(z) \) (on right). Solid red line shows mean \( f_{\text{esc}}(z) \) that reproduces the mean \( \Gamma_{\text{HI}}(z) \) measurements. We also show 3-\( \sigma \) upper limits on mean \( f_{\text{esc}}(z) \) from various observations (Cowie et al. 2009; Siana et al. 2010; Vanzella et al. 2010; Grazian et al. 2016). The range of \( f_{\text{esc}}(z) \) obtained here is consistent with these upper limits at \( z < 3.5 \). However \( f_{\text{esc}}(z) \) needs a steep rise from \( z \sim 3 \) to \( z \sim 5 \) from \( \sim 0.05 \) to \( \sim 0.2 \) to match a nearly constant \( \Gamma_{\text{HI}}(z) \) over this \( z \)-range. We also show the \( f_{\text{esc}}(z) \) used by HM12 and corresponding \( \Gamma_{\text{HI}}(z) \). See the text for more details.
Yajima et al. 2009). However, the KS15a McGreer et al. (2015) and evolution in Ma et al. (2015) are found Siana et al. 2015; Samui et al. 2007; McGreer et al. 2015), the supernovae dominated pri-
and from the QLF of Mostardi et al. 2015 (see Fig. 4). In the right-hand panel we also show the constraints on $f_\text{esc}(z)$ at $z < 0.05$ obtained in Section 4 (see Fig. 3). Note that, to simultaneously reionize the Universe and obtain the $\Gamma_H(z)$ measurements, the $f_\text{esc}(z)$ needs a rapid increase from $\sim 0.05$ at $z < 3.5$ to at least $\sim 0.15$ at $z \sim 5.5$.

in the right panel of Fig. 4), an evolution in $f_\text{esc}(z)$ of at least a factor 3 from 0.05 to 0.15 is required from $z \sim 3.5$ to $z \sim 5.5$ to simultaneously satisfy recent observational constraints on $\text{H} \,\text{I}$ reionization and $\Gamma_H$ measurements at all $z$. This redshift range ($3.5 < z < 5.5$) corresponds to an elapsed time of $7.5 \times 10^8$ yr, only 4 times the dynamical time scale at $z = 4.5$ (Samui et al. 2007). This trend in $f_\text{esc}$ implies that the population of galaxies at $z > 3.5$ are different from their local counterparts. It may either mean that the high-$z$ galaxies are more porous than the low-$z$ ones or the stellar efficiency to generate large amount of $\text{H} \,\text{I}$ ionizing photons has increased via rapid evolution in IMF, metallicity or the rotations in stars (Topping & Shull 2015). However, in the latter case, these parameters should evolve rapidly to provide a higher ratio of $L_{\text{LyC}}$ to $L_{\text{UV}}$ (see Eq. 19). For example, changing metallicity from $0.4Z_\odot$ to $0.005Z_\odot$ increases the above ratio only by $< 10\%$. Therefore, a rapid evolution in metallicity alone will not provide rapid increase in $f_\text{esc}$. Many theoretical studies predict increasing $f_\text{esc}$ with $z$ via various mechanisms such as the luminosity dependent $f_\text{esc}$ (Ferrara & Loeb 2013), a large $f_\text{esc}$ from faint low mass galaxies whose number density increases with $z$ (Alvarez et al. 2012; Cai et al. 2014; Fontanot et al. 2014), the supernovae dominated primordial galaxies (Yajima et al. 2009) and evolution in the covering factors of clumps in the interstellar medium (Fernandez & Shull 2011; Roy et al. 2015). However, the main difficulty of using these mechanisms to explain our results is that the corresponding physical changes in the properties of galaxies have to occur over a very short period of time.

There is a growing evidence of $f_\text{esc}$ being low even at high $z$. The earlier reported measurements of high $f_\text{esc}$ values (such as, Steidel et al. 2001; Shapley et al. 2006) are found to be dominated by the contamination from low-$z$ interlopers (Siana et al. 2015; Mostardi et al. 2015; Grazian et al. 2016). In addition, simulations of Ma et al. (2015) show that the time average value of $f_\text{esc}$ is $\lesssim 0.05$ without any strong dependence on the properties of galaxies and redshift. In light of these, we now explore the models with low $f_\text{esc}$ of $\text{H} \,\text{I}$ ionizing photons from galaxies. This will require an enhanced contribution from QSOs to $\text{H} \,\text{I}$ ionizing photons at $z > 3.5$. The QSO emissivity at $z > 3.5$ is fairly uncertain because of the ill-constrained faint end slope and the characteristic turnover luminosity $L^*$ of the QLFs. This allows us some room for the exploration.

4.3 Prediction for optimal QSO model: $\epsilon^Q_{12}(z)$

Giallongo et al. (2015) discovered 22 faint active galactic nuclei (AGN) candidates at $4 < z < 6$ through multi-wavelength observations of high-$z$ galaxies. The QLFs derived using these AGN have $L^*$ an order of magnitude smaller and number density $\phi^*$ at least two orders of magnitude higher as compared to other QLFs (such as, Masters et al. 2012; McGreer et al. 2015; Kashiwara et al. 2015). This eventually provides an emissivity of the $\text{H} \,\text{I}$ ionizing photons that is $\sim 10$ to $\sim 50$ times higher than the other QLFs, assuming the usual escape fraction of unity and the same SEDs that one takes for the bright QSOs. Interestingly, as shown by Giallongo et al. (2015) the emissivity obtained in this way can generate the $\Gamma_H(z)$ measurements without requiring any galaxy contribution at $4 < z < 6$. Motivated by these QLF measurements, we take the $\text{H} \,\text{I}$ ionizing QSO emissivity, $\epsilon^Q_{12}(z)$, as a free parameter at $2 < z < 6$ and constrain its values using $\Gamma_H(z)$ measurements by fixing the $f_\text{esc}$ from galaxies to be in the range of 0.02 to 0.05.

We follow the same method described in Section 4.1, where instead of $f_\text{esc}$ now we find $\epsilon^Q_{12}(z)$ consistent with the $\Gamma_H$ measurements by assuming a constant $f_\text{esc}$ of 0.02 and 0.05. The results of this exercise are shown in Fig. 5 along with the $\epsilon^Q_{12}(z)$ used here (Eq. 14) from compilation of KS15a and from the QLF of Giallongo et al. (2015). For a constant $f_\text{esc} = 0.05$, at $z < 3.5$ the minimum required $\epsilon^Q_{12}(z)$ goes to zero since galaxies are sufficient to generate the measured $\Gamma_H$ down to its $1\sigma$ value (see the horizontal striped region in Fig. 5). However, at $z > 3.5$ the required $\epsilon^Q_{12}(z)$ is higher suggesting a need for an increase in the
f
df fiducial $Q_{\text{H}1}(z)$ by at least a factor of $\sim 2$ to $\sim 8$. For $f_{\text{esc}} = 0.02$, there are more stringent constraints on the $Q_{\text{H}1}(z)$. At $z < 3.5$ our fiducial $Q_{\text{H}1}(z)$ is consistent with the allowed range (see the vertical striped region in Fig. 5). However, at $z > 3.5$, there is a need of at least a factor of $\sim 4$ to $\sim 20$ rise in our fiducial $Q_{\text{H}1}(z)$. Note that, At $z > 4$, the QLFs used to obtain the $Q_{\text{H}1}(z)$ in KS15a are taken from Glikman et al. (2011); Masters et al. (2012); McGreer et al. (2013); Kashikawa et al. (2015), where the faint end slopes have large uncertainties. The $Q_{\text{H}1}(z)$ from Glikman et al. (2011) at $z \sim 4$ and Giallongo et al. (2015) at $z \geq 4$ satisfy the allowed range when we assume $f_{\text{esc}}$ from 0.02 to 0.05.

4.4 H I reionization with only QSOs

The population of faint AGN detected in the recent multi-wavelength surveys (Glikman et al. 2011; Fiore et al. 2012; Civano et al. 2011) hints towards the possibility that the QSOs may be dominant sources of reionization (Giallongo et al. 2012). In light of these, we explore a possibility where only QSOs contribute to the ionization of the Universe. We consider a range of QSO emissivities at $z > z_{\text{esc}}$ which can reionize the Universe and at the same time remaining consistent with the emissivity of Giallongo et al. (2015) and $\tau_{\text{el}}$ measurements from Planck Collaboration et al. (2015). We parametrize the range in QSO emissivity at $z > 4$ as a power law $Q_{\text{H}1}(z) = 9.55 \times 10^{24}[(1+z)/5]^\gamma \text{erg s}^{-1}\text{Hz}^{-1}\text{Mpc}^{-3}$ and find that the $\gamma$ can have values $-2$ to $-2.6$. For this range in $Q_{\text{H}1}$, the obtained $Q_{\text{H}1}(z)$ evolution and the $\tau_{\text{el}}(z)$ are shown in the Fig. 6. Similar to the previous model, the result $Q_{\text{H}1}(z)$ is also consistent with the mean H I fraction measurements of Schenker et al. (2014) and McGreer et al. (2015). For $\gamma = -2.0$ (respectively $-2.6$), the H I reionization completes at $z_{\text{esc}} = 5.8$ (respectively 5.5) and it provides $\tau_{\text{el}} = 0.055$ (respectively 0.05).

Similar calculations were recently presented by Madau & Haardt (2015) (hereafter MH15), where they obtain the $z_{\text{esc}} \sim 5.7$ with $\tau_{\text{el}} = 0.056$. A small difference between our and their models arises from the differences in the SEDs ($\alpha$, See Eq. 13) of QSOs and the clumping factor used. We take $\alpha = -1.4$ following Stevans et al. (2014) which gives 20% higher $\tilde{n}$ as compared to the one obtained by MH15 with $\alpha = -1.7$ following Lusso et al. (2015). The differences in clumping factors are shown in appendix A. Following the exact prescription given by MH15 to calculate the contribution of QSOs at $z > 5$ to the unresolved X-ray background, we find that the $J_{\nu}$ at 2 keV is $1.32 \times 10^{-27}$ (respectively $1.04 \times 10^{-27}$) erg cm$^{-2}$s$^{-1}$Hz$^{-1}$Sr$^{-1}$ for our emissivity models with $\gamma = -2.0$ (respectively $-2.6$) that is nearly 45% (respectively 35%) of the total X-ray background derived by Moretti et al. (2012). Therefore, the emissivity of QSOs taken by us does not overproduce the unresolved X-ray background. It is still valid, even if we take the factor $R_{\text{HI}}$, the correction factor to estimate the obscured fraction of AGN, equal to 4 (see for e.g. Haardt & Salvaterra 2015; Merloni et al. 2014) instead of 2 as taken by MH15.

Till now, following Giallongo et al. (2015) and MH15, we have used a luminosity independent SED ($\alpha = -1.4$) to estimate the emissivities from QLF. However, when faint AGN are included, the QSO luminosity extends over a wide range and therefore any correlation between the QSO luminosity and SED may become important. We provide a simple way to estimate the luminosity-dependent $\alpha$ via a tight correlation found between the optical luminosity at 2500 Å (i.e $L_{\nu,2500}$) and the optical to X-ray (2 keV) spectral index, $\alpha_{\text{ox}}$. 

---

Figure 5. Left-hand panel: Constraints on the $Q_{\text{H}1}(z)$ at $z > 2$ obtained assuming a constant $f_{\text{esc}} = 0.02$ and 0.05 of H I ionizing photons from galaxies. The required range of $Q_{\text{H}1}(z)$ when $f_{\text{esc}} = 0.05$ is shown by horizontal stripes. Notice at $2 < z < 3.5$ the $f_{\text{esc}} = 0.05$ is sufficient to generate $\Gamma_{\text{HI}}$ measurements down to its $1-\sigma$ low value purely from galaxies and no additional contribution is needed from QSOs. Allowed range of $Q_{\text{H}1}(z)$ when $f_{\text{esc}} = 0.02$ is shown by vertical stripes. The green circles are from compilation by KS15a and red curve is a fit through them as given in Eq. (14). Magenta squares are from QLFs of Giallongo et al. (2015). Right-hand Panel: The corresponding $\Gamma_{\text{HI}}(z)$ measurements are shown (see Fig. 3). The description of horizontal and vertical stripes is same as given for the left panel. Red curve shows $\Gamma_{\text{HI}}$ computed using $Q_{\text{H}1}(z)$ fit shown in the left panel with $f_{\text{esc}} = 0$. 
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This is usually written as $\alpha_{\text{ox}} = A L_{\nu,2500}^{-2} - B$, where $A = 0.154$ and $B = -3.176$ as reported by Lusso et al. (2010), and $A = 0.065$ and $B = -0.509$ as reported by Stalin et al. (2010). We have used a piece-wise SED to obtain the ionizing emissivity from QLFs (in KS15a) by taking $L_{\nu} \propto \nu^{\alpha_{\text{ox}}}$ with $\alpha_{\text{ox}} = -0.5$ at $\lambda > 2000$ Å, $\alpha_{\text{ox}} = -0.8$ at $2000 \lambda > 1000$ Å, and $\alpha_{\text{ox}} = 0$ at $1000 \lambda > 24.8$ Å (Stevans et al. 2014), and $\alpha_{\text{ox}} = -0.9$ at $\lambda < 24.8$ Å (Nandra & Pounds 1994). This relation along with the correlation between $\alpha_{\text{ox}}$ and $L_{\nu,2500}$ provides a luminosity dependent $\alpha$. We use this and estimate the $Q_{212}(z)$ from the QLF of Giavalisco et al. (2015). This gives a maximum of 30 (respectively 20%) lower $\eta$ and 16 (respectively 13%) lower $\Gamma_{HI}$ when we use $\alpha_{\text{ox}}$ and $L_{\nu,2500}$ correlation from Stalin et al. (2010) (respectively Lusso et al. 2010). This change in $\eta$ and $\Gamma_{HI}$ allows $\gamma$ to have minimum value of $-2.5$ instead of $-2.6$.

The model presented here relies on the QLFs reported by Giavalisco et al. (2015). However, a similar study performed by Weigel et al. (2015) and Georgakakis et al. (2015) could not confirm the detection of large number of faint AGN. Georgakakis et al. (2015) estimated X-ray QLFs at $3 < z < 5$ and show that the upper limits on the H i ionizing emissivity from their QLFs can not generate the measured $\Gamma_{HI}$ at $z > 4$. More observations of similar nature and tight constraints on the SEDs of the faint AGN along with their escape fraction of UV photons are required to confirm the results of Giallongo et al. (2015).

5 SUMMARY

We study the contribution of QSOs and galaxies to the H i ionizing emissivity as a function of $z$ that can reionize the Universe satisfying the $\tau_{dd}$ constraints from the recent CMB measurements and consistently reproduce the $\Gamma_{HI}$ measurements at $z \leq 6$. For this, we use a radiative transfer code developed by us to estimate the UV background with the updated QSO emissivity (KS15a) and star formation rate density (KS15b). We use updated $H$ i column density distribution from Inoue et al. (2014) at $z < 6$ and the one computed using hydrodynamical simulations in the pre-reionization era.

We constrain the escape fraction ($f_{\text{esc}}$) of H i ionizing photons from galaxies as a function of $z$. We find a constant $f_{\text{esc}} = 0.14 - 0.22$ is sufficient to reionize the Universe satisfying the recent observational constraints (Planck Collaboration et al. 2015; McGreer et al. 2015; Schenker et al. 2014). We show that, a constant $f_{\text{esc}} \sim 0 - 0.05$ is sufficient to obtain the measured $\Gamma_{HI}$ at $z \leq 3.5$. However, between $z \sim 3.5$ and $5.5$ (i.e. over an elapsed time of $\sim 7.5 \times 10^9$ yr) a sharp increase in $f_{\text{esc}}$ of at least a factor $\sim 3$ is required. This is mainly because of the rapid decline in the QSO emissivity at $z \geq 3$ and the requirement to obtain a nearly constant $\Gamma_{HI}(z)$.

The required rapid increase in $f_{\text{esc}}$ may imply either the high-$z$ galaxies are more porous than the low-$z$ ones or the stellar efficiency to generate large amount of H i ionizing photons has increased with a rapid evolution in the properties of galaxies. Confirming this by direct measurements of increasing $f_{\text{esc}}$ or rapidly evolving nebular emission line ratios over $3.5 < z < 5.5$ will favor the galaxy dominated UV background at high-$z$. However, the main problem with this scenario is that all the physical changes have to occur over a very short time-scale ($\sim 4$ times the dynamical time scale at $z = 4.5$). This may not be naturally obtained in the structure formation models (see for e.g. Ma et al. 2015). In addition, there is a growing evidence of $f_{\text{esc}}$ being low even at high $z$. The earlier reported measurements of high $f_{\text{esc}}$ values are found to be dominated by the contamination from low-$z$ interlopers (Siana et al. 2015; Mostardi et al. 2015; Grazian et al. 2016).

We further explore the possibility of QSOs dominating the H i ionization throughout the history of the Universe. We estimate the required QSO emissivities assuming a constant $f_{\text{esc}} = 0.02 - 0.05$. Under this scenario, at $z > 3.5$ our
fiducial QSO emissivity needs to be enhanced by at least a factor of ~4 to ~20 to obtain the measured $\Gamma_{\text{HI}}$. However, this enhanced emissivity is consistent with the QLF obtained by Giallongo et al. (2015). With a simple extrapolation of this emissivity to higher redshifts, we show that QSOs alone can reionize the Universe satisfying the observational constraints (as also shown by MH15). Note that in this case, the QSO emissivity is dominated by the low luminosity AGN with black hole masses in the range $10^6$–$10^8 M_\odot$ probably hosted by low mass (i.e. $10^9 M_\odot$) galaxies. However, models of black hole formation at high-z show that the strong stellar feedback may hinder black hole formation in low mass galaxies (see for e.g. Dubois et al. 2015). Therefore, independent observational confirmations of the findings of Giallongo et al. (2015) are important (see Weigel et al. 2015; Georgakakis et al. 2015, for non-confirmation) to further investigate the QSO dominated UV background scenarios at $z > 3.5$.

The QSO-dominated $\H I$ reionization can also lead to a range of observable signatures. The topology of the ionized bubbles will be distinctly different as compared to galaxy-dominated models. This will change the predictions of 21 cm signals that can be searched with future experiments. This will also affect the constraints on reionization obtained from the observed decrease in the density of Lyman-α emitters at $z > 6$ (such as Mesinger & Furlanetto 2008; Choudhury et al. 2015). The AGN contamination in high-z Lyman-α emitter samples should also show an increasing trend with $z$. In principle, the highly ionized regions around these numerous faint AGN can be studied using the presence of the He $\pi$ λ1640 Å emission line. The thermal history of the IGM will be affected because of the high SEDs of QSOs, the additional heating from the He $\pi$ ionization in the near zones of QSOs (Bolton et al. 2012; Padmanabhan et al. 2014) and the X-ray heating (Venkatesan et al. 2001). The inferred redshift of He $\pi$ reionization and the interpretation of observed He $\pi$ Lyman-α effective optical depths (Worseck et al. 2014a) will be significantly different (Furlanetto & Dixon 2010; Compostella et al. 2014; MH15).

All these emphasize a need for improved observational constraints and a careful modelling of the above-mentioned observables under both galaxy- and QSO-dominated UV background scenarios. The improved $\Gamma_{\text{HI}}$ measurements with tight constraints on IGM temperature and density are also needed to further study the relative contribution of QSOs and galaxies to UV background.
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In Fig. A1, we show \( \Gamma_{HI}(z) \) (thick curves in left-hand panel) and \( C(z) \) (right-hand panel) within the H I bubbles for the models of reionization presented in Section 4.2 and 4.4. For the models of reionization driven by galaxies with constant \( f_{esc}(z > z_{re}) \) (Section 4.2), the \( \Gamma_{HI}(z) \) is independent of the \( f_{esc} \) values in the pre-reionization era. This is an artefact
of using constant $f_{\text{esc}}(z > z_{\text{re}})$. Under this assumption, the $Q_{\text{HI}}$ at any $z$ in pre-reionization era scales with the value of $f_{\text{esc}}$, as evident from Eq. (10). In the same way, the $J_\nu$ scales with the $f_{\text{esc}}/Q_{\text{HI}}(z)$. Therefore, the $\Gamma_{\text{HI}}(z)$ becomes independent of the $f_{\text{esc}}$ in the pre-reionization era.

The $\Gamma_{\text{HI}}(z)$ values for models of reionization driven by galaxies are consistent with the measurements at $z \sim 5$ but off by 1 to 2-$\sigma$ level at $z \sim 6$. $\Gamma_{\text{HI}}(z)$ for the models of reionization by QSOs alone (Section 4.4) are consistent with the measurements at $z \sim 6$. Main reason for this difference in $\Gamma_{\text{HI}}(z)$ in the galaxy dominated and QSO dominated models of reionization is arising because of the different SEDs of the galaxies and QSOs. The SED for QSOs (with $\alpha = -1.4$) is more flat than the SED of galaxies ($\beta = -1.8$). Therefore, to obtain the same $\dot{n}$, galaxies need more photons at H I ionizing edge as compared to QSOs. This eventually leads to a higher $\Gamma_{\text{HI}}$, due to the $\nu^{-3}$ dependence of $\sigma_{\text{HI}}(\nu)$, in the models where galaxies dominate the reionization. In the left-hand panel of Fig. A1 we also show the $Q_{\text{HI}}(z) \times \Gamma_{\text{HI}}(z)$ (thin curves), that is equivalent to the definition of photoionization rate by HM12.

The corresponding $C(z)$, shown in the right-hand panel of Fig. A1, is calculated in the simulation box at different $z$. It is then extrapolated at $z$ where we do not have the stored simulation boxes. The $C(z)$ depends on the $\Gamma_{\text{HI}}(z)$ within the H II bubbles. Therefore, for galaxy dominated reionization models, $C(z)$ is independent of the values of $f_{\text{esc}}$ in the pre-reionization era. For comparison, we also show the mean value of $C(z)$ obtained by Shull et al. (2012) which is systematically lower that what we obtain for both cases.