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ABSTRACT

Technological advancements in the field of electrical energy distribution and utilization are revolutionizing the way consumers and utility providers interact. In addition to allowing utility companies to monitor the status of their network independently in autonomous fashion, data collected by smart meters as part of the wider advanced metering infrastructure, can be valuable for third parties, such as government authorities. The availability of the information, the granularity of the data, and the real-time nature of the smart meter, means that predictive analytics can be employed to profile consumers with high accuracy and approximate, for example, the number of individuals living in a house, the type of appliances being used, or the duration of occupancy, to name but a few applications. This paper presents a machine learning model comparison for unemployment prediction of single household occupants, based on features extracted from smart meter electricity readings. A number of nonlinear classifiers are compared, and benchmarked against a generalized linear model, and the results presented. To ensure the robustness of the classifiers, we use repeated cross validation. The results revealed that it is possible to predict employability status with Area Under Curve (AUC) = 74%, Sensitivity (SE) = 54% and Specificity (SP) = 83%, using a multilayer perceptron neural network with dropout, closely followed by the results produced by a distance weighted discrimination with polynomial kernel model. This shows the potential of using the smart metering infrastructure to provide additional autonomous services, such as unemployment detection, for governments using data collected from an advanced and distributed Internet of Things (IoT) sensor network.
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I. INTRODUCTION

The emergence of complex modern electrical systems, such as the smart grid, has revolutionized the way electricity is generated, distributed and monitored [1]. Within the smart grid implementation, the Advanced Metering Infrastructure (AMI) is a system that integrates smart meters, communication networks, and data management systems. The real-time availability of the data generated by smart meters creates a sustainable and energy efficiency process. Its sophistication allows for bidirectional communication between the utility companies and the consumers. Smart meters are electronic devices and key components in the AMI that measure electricity, gas or even water usage at the installed facility. The smart meters communicate the information to both, utility company and the consumer without the need for an operator or any micromanagement. Measured information is shown via an in-home display (IHD), facilitating accurate billing and making consumers aware of their energy usage. Nevertheless, the benefits of smart meters are not restricted to this. The large volumes of data generated by these smart devices are being mined by different entities, such as energy utility companies, government authorities and researchers. The derived insights are used to drive business strategy, identify factors influencing domestic energy consumption [2], and provide predictive maintenance within industrial automation. More recently, they have been used in an IoT setting to detect daily living activities in patients with progressive neurodegenerative disorders such as dementia [3] using nonintrusive load monitoring (NILM) [4].

Consequently, new challenges have also resulted from the incorporation of these new technologies [5]. Particularly...
regarding how the information collected is secured and privacy maintained [6], [7]. In this sense, utility companies are sceptical to share their data to the public, which hinders research in smart meter data analytics. Nonetheless, over the past years, numerous anonymized or semi-anonymized datasets from both, household and small-medium enterprise (SME) sources, have been made publicly available [8].

An example of anonymized and publicly available load datasets for research purposes is provided by the Commission for Energy Regulation (CER), the regulator organism for the electricity and gas sectors in Ireland [9]. The CER launched the Electricity Customer Behaviour Trials (CBTs) during 2009 and 2010. Their aim was to assess the impact of smart meters in consumers energy usage behaviour, based on different parameters such as demographics, lifestyles, and residence characteristics [10].

This dataset was used by Carroll et al. [2] to produce official statistics about factors influencing domestic energy consumption. Their research determines household composition from smart meter data via classification analysis, using generalized linear model (GLM) and neural networks (NNs). Results revealed that neither approach was capable of classifying households with high accuracy using solely smart meter data, with both models performing similarly. Despite this outcome, smart meter data can still be used to provide useful insights in the context of official statistics.

For example, the CER dataset was also used by Arora and Tailor to forecast electricity consumption from smart meter data [11]. The authors used different implementations of kernel density (KD) and conditional kernel density (CKD) methods to generate probability density estimates from smart meter records. Their approach aimed to assist consumers and energy suppliers in reducing electricity usage and help towards designing advanced time-of-use pricing strategies respectively. The results demonstrated that utilizing CKD methods outperformed unconditional KD estimators when accommodating seasonality in energy consumption, also taking the undelaying variability into consideration.

Machine learning techniques have become widely used for classification and regression tasks in many areas of research [12]–[14], including electricity data analysis [15], as alternatives to more traditional statistical methods. Currently, many machine learning applications to smart meter data have focused on forecasting consumers’ electricity consumption, where approaches such as support vector regression (SVR) and NNs have been used [16], [17]. Alternatively, consumer categorization based on load profiling has also been an active area of research [18]. In these types of studies, load patterns or electricity consumption behaviours are extracted from residential, commercial and industrial electricity consumers to categorize them based on load pattern similarities. This is performed generally using unsupervised clustering algorithms [19].

Employability is a key indicator of the health of an economy. A higher level of unemployed workers typically means less total economy production, which can lead to social and political disturbance [20]; while causing serious distress on the economy. In this sense, governments have the responsibility to ensure that citizens receive appropriate counselling and support when looking for a job. Methods for detecting unemployment levels commonly rely on longitudinal data sets created using surveys from official authorities along with statistical techniques, such as Markov models [21]. Additionally, unemployment rates and their consequences at multiple scales have been observed using data from smart phones, including call detail records (CDRs) [22], Global Positioning System (GPS) log data [23] or Google searches [24]. These types of logs are comprised of time series data (e.g. weekly, daily or, hourly) that has become increasingly prevalent for supporting economic statistics-based research, with the aim of modelling unemployment rates [23], [24]. However, little or non-existing literature is available on statistical analysis using non-traditional data such as smart meter data to identify unemployment levels. Therefore, instead of forecasting unemployment, we provide an approach to classify consumers based on electricity consumption using smart meters and machine learning techniques.

The aim of this study is, thus, to conduct data preprocessing and apply analytic techniques in a smart meter data stream, to predict if a consumer is unemployed. Unlike conventional meters, smart meters collect information automatically, with high frequency. This, in turn, enables accurate consumer profiling by extracting residents’ behavioural patterns. To achieve this, sixteen features are extracted from the electricity usage of participating consumers. Their performance when discriminating between employed and unemployed status are tested using different linear and nonlinear classifiers. Logistic regression methods are the most commonly used parametric models for the analysis of binary outcome variables. Thus, GLM, an extension of traditional linear models [25], is used as baseline model before conducting experiments with more complex nonlinear approaches. A total of six models are evaluated in this study. This is in addition to classification methods commonly used in the study of smart meters data analysis, such as NNs and GLM. Specifically, we utilized gradient boosting machines (GBM), classification and regression trees (CART), random forest (RF), and Distance Weighted Discrimination (DWD) with Polynomial Kernel. For each classifier, hyperparameters are tuned using a grid search approach, while model evaluation is performed using five repeats of 10-fold cross validation (CV). To the best of our knowledge this is the first study of its kind, in which the CER data has been used to study unemployment detection in single household consumers using smart meter readings; while comparing standard statistical models with state-of-the-art machine learning models such as NNs and DWD with Polynomial Kernel.

The remainder of this article is structured as follows: Section II describes the data preprocess and classification approaches used in the proposed method. In Section III hyperparameter tuning and classification results are presented. In Section IV a discussion of performance/validation of the
TABLE 1. Smart meter electricity data sample (30 minute intervals).

| Meter ID | Time Stamp | Reading (kWh) |
|----------|------------|---------------|
| 1000     | 19707      | 0.046         |
| 1000     | 19708      | 0.044         |
| 1000     | 19709      | 0.042         |
| 1000     | 19710      | 0.084         |
| 1000     | 19711      | 0.091         |
| 1000     | 19712      | 0.094         |

II. MATERIALS AND METHODS

In this section, the dataset employed in this study is introduced and the features extracted from it described. Likewise, the different machine learning models used for classification are presented. Further details about how models were tuned and evaluated are also provided.

A. DATA DESCRIPTION

The analysis conducted in this paper is applied to the data collected in the electricity smart metering technology trials carried out by Electricity Supply Board (ESB) networks as part of the CER Smart Metering Project in Ireland, publicly available at [9]. The data is comprised of over 6,000 smart meters for residential homes, SMEs and other locations. Electricity load data was recorded by the smart meters at half hourly intervals during the trial over 18-months. Each smart meter data usage file is composed of three columns: i) unique household meter ID, ii) time stamp, and iii) electricity readings, for 30 minutes intervals in kWh. An example of three consecutive hour readings for smart meter ID 1000 is shown in Table 1. The time stamp information is provided in Julian’s day format; hence, a data manipulation step was required to obtain the actual date and time for the electricity readings.

The dataset was also accompanied by a pre- and post-trial survey with detailed information about household members. Information such as sex, number of occupants or employability status was available and used in this study as features or to label the smart meter data. Labelling the data allows the application of supervised machine learning approaches, such as classification.

B. DATA PREPROCESSING

A subset of 803 different single occupants’ smart meter data was selected from the dataset. The subset is the result of the exclusion of multiple occupant data; as statistical models have provided better insights in households of single persons [2] where energy readings are not affected by other family members. Furthermore, smart meter data for a twelve-month period between January and December 2010 was considered when conducting the experiments.

For the purpose of this study a binary class was created from the employment status reported in the residential trial survey: employed and unemployed. Therefore, the employed class includes information about all occupants that reported to be employed, self-employed (with employees) and self-employed (with no employees). Conversely, the unemployed class includes information about individuals who reported to be unemployed (actively seeking work), unemployed (not actively seeking work) and retired. Individuals looking after relative or family (carers) were discarded from further experiments. Hence, four smart meters were removed, resulting in a final subset of 799 smart meters employed to conduct classification analysis. Of these, 299 belong to the employed class whereas 500 to the unemployed class (see Figure 1), which represents an imbalanced class problem. This is common in most real-world classification problems, where classes do not make up an equal portion of the dataset.

Individual consumer load profiles can be seen as a unique fingerprint to conduct a classification of unemployment, thanks to the granularity provided by smart meter half-hourly readings. However, the raw data captured by the smart meters is stochastic, so that the application of feature extraction is needed. This step provides a reduced representation of the data while retaining the key information but facilitating the computation. Hence, a total of 16 features were considered, including the consumers’ sex, and 15 features extracted from the half-hourly meter readings to summarize each consumer’s unique load profile. These features are standard descriptive statistical measures, while others have been actively used in other research [26]. Table 2 provides a short description of the features extracted for the total number of half hourly readings over a time frame of one year.

C. MODEL COMPARISON

In binary classification problems, the aim is to predict class labels based on a given set of attributes. This is carried out by fitting a statistical model during a training stage, and then using that model to make predictions. For an observed training dataset of $n$ pairs, where $\{(x_i, y_i)\}_{i=1}^n$, $x_i \in \mathbb{R}^p$, and the binary outcome is $y_i \in \{0, 1\}$, the classifier will fit a discriminant function $f$, to construct a rule to classify data point $x_i$ to either 0 or 1 according to $f(x_i)$. There are several significant binary classification methods, such as kernel methods, ensemble methods, and neural networks [27].
The experiments conducted in this paper consist of a model comparison to test how accurately the classifiers are able to discriminate between employed and unemployed individuals based on the features extracted from the smart meter readings. A list with the proposed machine learning models to be compared is given in Table 3.

1) GENERALISED LINEAR MODEL
In order to compare models of different nature, this research uses an extension of traditional linear models, GLM [25] with Lasso and elastic-net regularisation [28], as a baseline model. Depending on the distribution and function of choice, GLM can be used for classification or prediction. However, since the response is categorical and binary, in this paper, classification analysis is performed using a binomial distribution.

In simple linear regression problems, it is assumed that the response variable \( y \) (independent observations) is related to a set of explanatory variables \( x \) (call predictors) by

\[
y = \beta_0 + \beta x_i + \epsilon_i
\]

also expressed as

\[
E(Y_i) = \beta_0 + \beta x_i
\]

where \( \beta_0 \) is the intercept term, \( \beta \) is the parameter vector, \( \epsilon \sim N(0, \sigma^2) \) is a Gaussian random variable that represents noise in the model, while each data point is identified by the index \( i \).

The regularisation penalty, or elastic net regularisation penalty, combines Lasso (\( l_1 \)) and Ridge regression (\( l_2 \)) penalties parametrised by the \( \alpha \) and \( \lambda \) parameters. These penalties are introduced to the model to avoid overfitting, reduce variance of the predictor error, and handle correlated predictors [29]. Therefore, elastic net regularisation penalty is defined by the weighted sum of \( l_1 \) and \( l_2 \) norms of \( \beta \) and is defined in (3) where \( \lambda P_\alpha(\beta) \) is subtracted from the optimised likelihood.

\[
\lambda P_\alpha(\beta) = \lambda \left[ \alpha \parallel \beta \parallel_1 + \frac{1}{2} (1 - \alpha) \parallel \beta \parallel_2^2 \right]
\]

For N observations, the problem to be optimised is thus:

\[
\min_{\beta, \beta_0} \left\{ \frac{1}{N} \sum_{i=1}^{N} y_i \cdot (\beta_0 + x_i^T \beta) - \log(1 + e^{(\beta_0 + x_i^T \beta)}) \right\} + \lambda \left[ \alpha \parallel \beta \parallel_1 + \frac{1}{2} (1 - \alpha) \parallel \beta \parallel_2^2 \right],
\]

where the negative binomial log-likelihood is used by the objective function for the penalised logistic regression.

In this paper, GLM was implemented using the glmnet R package [30] and the parameters alpha and lambda tuned for optimal model selection.

2) DECISION TREES
Decision trees [31] are classification and regression techniques based on recursive partitioning [32]. They are widely used in data mining due to their ability to represent results in a simple and interpretable tree format. A tree representation is adopted to create a training model that predicts target variables (class) by learning decision rules inferred from the training data. As depicted in Figure 2, decision trees construct from a root node, internal nodes, and terminal nodes or leaves. A single root node is assigned to the entire training data in the tree. Each internal node corresponds to an attribute, and individual terminal nodes correspond to a class label. The process of growing the tree is conducted by splitting the source data, from the root node, into different branches (subsets) based on the attribute value following a splitting rule. The process is repeated following a binary recursive partitioning manner at each node, until no additional splits can be formed.

Several approaches have been developed to build decision trees [33]. One of the most popular is the classification and regression trees (CART) algorithm of Breiman et al. [32]. In this paper, classification and regression trees classifier is
implemented using the *rpart* R package [34], where only one parameter, the complexity parameter (cp), was tuned.

Decision tree-based models using the *average over an ensemble of trees* rather than a single tree have been developed to provide additional advantages to those offered by decision trees [35]. Two popular ensemble tree-based methods are GBM [36], also known as stochastic gradient boosting (SGB), and RF [37].

GBM is supported by two powerful techniques, gradient-based optimisation and boosting [38]. It computes the gradient to minimize the model’s loss function in the training data. Whereas, the boosting algorithm adds new weak-base learner models to the ensemble in a gradual, additive and sequential manner, providing a more accurate estimate of the response variable (stronger learner). There are a number of different approaches to prevent GBM models from overfitting, including regularisation through shrinkage [39]. Shrinkage, also known as the learning rate, is used to reduce the impact of each new model added to the ensemble.

To implement GBM in our experiments, we used the *gbm* R package [40]. In this occasion, the parameters listed in Table 4 were tuned to find the best models.

In comparison, random forest is an optimal approach for constructing ensembles. The strength of RF derives from using random subsamples of the training data (bootstrap aggregation or bagging) and randomising the algorithm for learning cased-level classifiers. The random forest is constructed by generating several bootstrap samples using the original data. For each bootstrap sample, the tree is grown, and a random subset of predictor variables is selected to split the tree node. The best split is calculated using these randomly selected candidate variables. This process is continued until the tree is fully grown without pruning, resulting in a forest of decision trees.

The RF is implemented using the ranger R package [41]. Parameters listed in Table 5 were tuned to achieve the optimum classifier performance.

### 3) MULTILAYER PERCEPTRON WITH DROPOUT

Artificial neural networks are machine learning models that imitate biological neurons in the human brain to conduct function approximation and pattern recognition from a set of samples [42]. The neurons are arranged into layers, and each layer is fully connected with neurons in the next layer. One of the most frequently applied ANN architectures is the feedforward ANN (FNN) also known as the multilayer perceptron (MLP) [43]. The goal of the MLP is to find a function $f: X \rightarrow Y$, capable of approximating the values of output variables (Y) dependent on the set of input variables (X).

At its most basic level, an MLP has an input layer, hidden layer(s), and an output layer as depicted in Figure 3.

We used labelled training samples $(x^{(i)}, y^{(i)})$ from the CER smart meter data to train an MLP network for supervised learning tasks. A complex nonlinear hypothesis $h_{W,b}(x)$ is defined in (5) using a feed forward ANN, with weights (W) and bias (b) parameters fitted to the data, based on formal definitions in [44]. Taking a set of labelled samples $\{x_1, x_2, \ldots, x_n\}$ and a bias unit $b (+1$ intercept term) as input, single computational units or neurons output:

$$h_{W,b}(x) = f(W^T x) = f \left( \sum_{i=1}^{n} W_i x_i + b \right)$$  (5)
where \( f: \mathbb{R} \mapsto \mathbb{R} \) represents the activation function. Activation functions, such as the sigmoid function, hyperbolic tangent (tanh) and rectifier linear unit (ReLU) are commonly used in many neural network configurations. However, in this paper, the hyperbolic tangent function, defined in (6), provided the most favourable results in the experiments conducted with MLP:

\[
f(z) = \tanh(z) = \frac{e^z - e^{-z}}{e^z + e^{-z}} \tag{6}
\]

A single hidden MLP layer, was implemented, generally computed as the activation or output value of node \( i \) in layer \( l \):

\[
h_{w,b}(x) = a^{(l)}_i = f \left( \sum_{j=1}^{n} w^{(l)}_{ij} a^{(l-1)}_j + b^{(l)}_i \right) \tag{7}
\]

The number of epochs, that is, the number of times that the whole training set is shown to the MLP during training, was set to 100. The adaptive learning rate ADADELTA [45] was used for stochastic gradient descent optimisation to balance the global and local search efficiencies. Typically, the weights for all neurons are learned via stochastic gradient descent.

Dropout regularisation is a technique that prevents neurons from co-adapting, which reduces overfitting. This approach has been successful in many domains including object classification, speech recognition or analysis of biology data [46]. Dropout achieves this by randomly selecting a fraction of neurons in each layer and dropping them out of the training process by setting the neuron values to zero. When performing tests, no neurons are dropped, rather their weights are scaled appropriately based on:

\[
W^{(l-1)}_{\text{test}} = pW^{(l-1)} \tag{8}
\]

where \( l \) is the layer, and the neurons are dropped with probability \( p \) (i.e. a value of \( p = 0.5 \) indicates that 50% of the neurons are dropped at an iteration). Thus, during test, the incoming weights to the layer \( l \) are scaled by \( p \), according to (8).

For the implementation of MLP with dropout, keras R package is employed [47]. The main parameters tuned are listed in Table 6.

### 4) DISTANCE WEIGHTED DISCRIMINATION

Distance weighted discrimination [48] is a classification (discrimination) method, developed originally to overcome the limitations of support vector machines (SVM) in high dimension, low sample size (HDLSS) context; although, its use can be extended to other scenarios. DWD overcomes the data piling problem [49] in high dimensional situations, while improving generalizability, and uses interior-point methods for second-order cone programming (SOCP) problems.

This is possible as DWD identifies the hyperplane that minimizes the sum of inverse distances from each data point. Marron et al. [48] formulated DWD as the separating hyperplane that minimizes the total inverse margins of all the data points, outlined in (9):

\[
\min_{w_0, w, d_i, \eta_i} \left( \sum_{i=1}^{n} \frac{1}{d_i} + c \sum_{i=1}^{n} \eta_i \right), \tag{9}
\]

subject to \( d_i = y_i(w_0 + x_i^T w) + \eta_i \geq 0, \eta_i \geq 0, \forall i \), and \( w^T w = 1 \). Where \( d_i \) is equivalent to the Euclidean distance, \( w \) is a unit normal vector, and \( \eta_i \) are nonnegative slack variables introduced to ensure that all \( y_i(w_0 + x_i^T w) + \eta_i \) are non-negatives, in case that the classes are not separable.

Equation (9) was reformulated lately by Marron et al. where the \( q^p \) power \( (q > 0) \) of the inverse distances was introduced to replace the reciprocal in the standard DWD optimisation problem. Hence, the new generalized formulation of DWD is as follows:

\[
\min_{w_0, w} \left( \sum_{i=1}^{n} \frac{1}{d_i^q} + c \sum_{i=1}^{n} \eta_i \right), \tag{10}
\]

subject to \( d_i = y_i(w_0 + x_i^T w) + \eta_i \geq 0, \eta_i \geq 0, \forall i \), and \( w^T w = 1 \), which is equivalent to (9) when \( q = 1 \).

Distance Weighted Discrimination with polynomial kernel was implemented using the kernDWD R package [50]. Several parameters were tuned, as indicated in Table 7.

### 5) HYPERPARAMETER OPTIMISATION

Hyperparameter optimisation aims to find an optimal set of hyperparameters that minimise the generalisation error \( E \) for a given learning algorithm. This in turn, produces classifiers with a high predictive performance [51]. Methods for optimizing hyperparameters in machine learning approaches include grid search, Bayesian optimisation, random search,
and gradient-based optimisation. Grid search is a commonly documented approach in literature [52], and the method considered in the approach put forward in this paper.

Typically, machine learning models are trained using a training set and validated using a holdout or validation set. To ensure that overfitting does not occur, repeated cross validation is used during the modelling stage. This resampling technique allow for the examination of the classification performance and a decision, from a range of results, on which classifier produces the highest result. Therefore, to evaluate and validate the models, we created a train/test data split; 80% of the data was used for training whereas 20% was used for testing. A 10-fold ($k = 10$) CV repeated five times was used to validate the models and for the selection of the best tuning parameters. To do this, the training set is randomly divided into 10 nearly equal segments. Next, one of the folds is used as a validation set (hold out set) and the classifier is fit on the remaining $k-1$ folds. This step is repeated five times. Finally, the result of the $k$-fold cross-validation is obtained by summarizing the average performance across hold-out predictions. In our case, 50 results (five repeats of 10-fold CV) are generated for each best model. Then, the averaged distributions (50 results) between the models is compared.

Therefore, in this paper, each model is tuned using a grid search approach, and evaluated using 10-fold CV resampling with five repetitions.

6) MODEL PERFORMANCE

Model performance is measured using numerical and graphical approaches [53]. In binary classification, informative measures of generalizability are derived from a 2×2 contingency table to calculate sensitivity (SE), specificity (SP) and accuracy (Acc) among other metrics.

Sensitivity, or true positive rate (TPR), is used to quantify how effectively the classifiers correctly recognize actual positive cases (i.e. employed occupants). Whilst SP, or true negative rate (TNR), represents the classifier’s ability to correctly recognize actual negative cases (i.e. unemployed occupants). Therefore, SE and SP can be defined as in (11) and (12) respectively, where TP = True positive, FP = False positive, TN = True negative and FN = False negative.

$$SE = \text{Recall} = \frac{TP}{TP + FN} \quad (11)$$

$$SP = \text{TNR} = \frac{TN}{TN + FP} \quad (12)$$

The proportion of predicted positives that are actual positives is called precision, or positive predictive value (PPV). Conversely, a negative predictive value (NPV) is the proportion of predicted negatives that are actual negatives. Therefore,

$$\text{Precision} = PPV = \frac{TP}{TP + FP} \quad (13)$$

$$NPV = \frac{TN}{FN + TN} \quad (14)$$

Classification accuracy, defined in (15), represents the percentage of total items classified correctly and is utilized frequently to assess the quality of predictive models, where $N = TP + TN + FP + FN$.

$$\text{Acc} = \frac{TP + TN}{N} \quad (15)$$

However, this performance measure could be misleading, particularly in large class imbalance datasets, since overall accuracy varies with class frequency [53], [54]. Thus, to overcome this limitation, balanced accuracy (bAcc) [55] is considered and used in this paper along with other measures to evaluate model performance. Formally, bAcc can be defined as follows:

$$b\text{Acc} = \frac{1}{2} \left( \frac{TP}{P} + \frac{TN}{N} \right) \quad (16)$$

The receiver operating characteristic (ROC) curve is a standard technique used as a graphical performance measure to summarise the predictive performance of binary classification models [54], [56]. The ROC curve plots the TPR against false positive rate (FPR) measurements produced by a classification model, where each point on the ROC curve corresponds to a classifier. Additionally, the ROC is summarised commonly by a single measure known as the area under the ROC curve (AUC). AUC measures the probability that test values from a randomly selected pair of binary class samples are correctly ranked and is thus a convenient global measure for the quantification of classification accuracy. For an algorithm that perfectly classifies, the AUC will be 1, whereas a classifier that randomly assigns labels, will be 0.5 [57]. To measure and report AUC properly, it is important to determined its confidence interval (CI) [58]. In this paper, thus, CIs are computed using the R package pROC [59].

The F1 metric, also known as the F-score, or F-measure, takes precision and recall into account and represents the harmonic mean between the two as shown in (17).

$$F_1 = 2 \times \frac{PPV \times TPR}{PPV + TPR} \quad (17)$$

Each of these model performance metrics have been used in other research investigations in order to evaluate binary classification experiments [13].

III. RESULTS

In this section, our experimental results are reported. Six different classifiers were implemented to discriminate between employed and unemployed status, using sex and 15 descriptive statistics features listed in Table 2. All the analyses carried out in this work were conducted using the free software environment for statistical computing and graphics, R [60].

A. HYPERPARAMETER SELECTION

The selection of an approximately optimal configuration for each classifier is addressed via grid search hyperparameter
tuning. Based on empirical analysis, the model specific tuning values reported in Table 8 produced the models with the best AUC.

The different grid search used to select the optimal tuning parameters for each model are shown in Figure 4. In some instances, only one or two parameters were tuned, see GLM and CART in Figure 4 a) and c) respectively. Conversely, models such as GBM, RF, DWD and, especially MLP have a large dimensional hyperparameter search space, resulting in several model configurations being tested as shown in Figure 4 b), e) and d).

### B. MODEL COMPARISON

In this section, we highlight the performance of the proposed machine learning comparison using extracted features and CV.

#### 1) CROSS VALIDATION CLASSIFIER PERFORMANCE

Results from resampling using 10-fold cross-validation repeated five times are provided in Table 9. For each model, the calculated average SE, SP and AUC values across hold-out predictions are reported.

The dot plot in Figure 5 depicts the spread of the estimated results for the ROC, SE and SP for the different classifiers, using a 95% confidence interval (CI). The models are sorted...
from highest to lowest ROC, where overlaps of the spreads between models can be observed, especially in DWD and MLP, and GBM and GLM.

### 2) TEST SET CLASSIFIER PERFORMANCE

The performance metrics for the test set are shown in Table 10.

The ROC curves depicted in Figure 6 are used as a graphical performance measure to summarize the predictive performance of the six models. The cut-off values for the false and true positive rates using the test set are shown in each of the ROC curves for the different implemented classifiers. Additionally, CIs for the AUC are represented graphically by the blue light areas in the plots and their numerical variations printed.

### IV. DISCUSSION

Smart meters are a powerful source to mine consumer information due to i) the growth in uptake, ii) the low installation cost and iii) the ease of installation. As previously mentioned, this has opened a new market of personalized intelligent services to analyse the recorded meter data. This paper provides a comparison of six machine learning algorithms for predicting user employability from smart meter electricity data, using an anonymized and publicly available dataset. As derived from [2], statistical models provide better insights in households of single persons. Therefore, only data from smart meters installed in houses with a single occupant was used to conduct the experiments.

As depicted in Figure 1, the binary class derived from the CER dataset is not perfectly balanced. This is a real-world problem where it is difficult to collect an ideal number of classes consisting on having approximately 50% of the individuals belonging to class one and 50% to class two.

In the literature, however, there is no clear consensus about the cut-off value below which a dataset is considered to be imbalanced [61]. In our case, 37.4% of the smart meters belong to employed consumers and 62.6% to unemployed. Instead of considering common strategies in supervised learning to overcome class imbalance [62] such as resampling or using Synthetic Minority Over-sampling Technique (SMOTE), we evaluated the models using bAcc, AUC, PPV, NPV and F1 performance metrics, which are research standard approaches to provide an overview of how well the model performs, even in situations of class imbalance. Additionally, models were tuned using repeated 10-fold CV on the training data. This ensures that the utilized machine learning algorithms are best adapted for the given problem.
A summary with the performance of the six classifiers in the CV modelling stage is shown in Figure 7. As depicted, DWD and MLP are the best models with ~77% AUC, achieved by both models, followed by the GLM. We observed a limitation in all the classifiers to classify correctly employed individuals (low sensitivities). This is most likely a result of the class imbalance highlighted earlier. Despite this limitation, two of the classifiers (MLP and DWD) performed better than the rest (See Figure 7).

When predicting new classes using the test set, all classifiers except CART yielded overall reasonable performance. Reported AUC values were higher than 50%, indicating that the classifiers are not randomly assigning labels to the samples. As in the training stage, the MLP and DWD remained the best models. However, it is observed that there are signs of overfitting. Overfitting occurs when models memorize training data but do not generalize to new cases [63]. To reduce the effect of overfitting, various regularisation techniques are applied in the different models, such as elastic net regularisation in GLM and dropout regularisation in MLP. Figure 8, with the performance of each classifier is shown. We observed that the capacity of the classifiers to identify employed consumers (PPV) was always lower in comparison to unemployed consumers (NPV).

Therefore, we achieved the best results in the test set using the MLP with dropout, 74% AUC with a 95% CI from 0.661 to 0.820, SE = 54%, SP = 83%, bAcc = 69%, PPV = 65%, NPV = 75% and F1 = 0.593 as observed in Table 10 and Figure 6. Furthermore, MLP was also the best model predicting employed consumers (PPV = 65%). These results were closely followed by those achieved by RF and DWD. Random forest achieved an AUC value of ~74%, similar to MLP and also DWD. Nevertheless, its bAcc (64%) was lower, while it performed worse than MLP and DWD when predicting positives and negative classes, PPV = 61% and NPV = 72% respectively. Conversely, although the AUC reported by DWD was slightly lower than MLP (See Table 10), this classifier performed better predicting unemployed people with a NPV = 76%. However, MLP and DWD performed similarly, so more experimental analysis will be necessary to conclude which, between the two, is better for the analysis of smart meter data.

The worst model performance was attained by CART, AUC = 65% (CI95% = 0.566-0.740), SE = 53%, SP = 67%, bAcc = 60%, PPV = 48%, NPV = 70% and F1 = 0.50 (See Table 10 and Figure 6). A PPV = 48% demonstrates the inability of CART to predict employed consumers. This result validates the use of ensemble algorithms, such GBM and RF, which are more powerful solutions and provide more advantages that simpler CART.

Our main findings reveal that nonlinear approaches such as MLP, DWD and RF outperformed the use of GLM as a baseline linear model. This can be explained by the fact that smart meter data contains certain complexity or complex nonlinearities that can only be explained by nonlinear models, such as those presented in Table 3. Particularly, the use of
distance weighted discrimination in smart meter data analytics has proven to be promising, since most analytics in this field are carried out using NNs, SVM, RF and other unsupervised clustering techniques.

To the best of our knowledge, this is the first time the CER data has been used to study employability in single household consumers using electricity meter readings. In addition, it is the first time that distance weighted discrimination with polynomial kernel has been compared with common linear and nonlinear models for employability prediction with promising results.

V. CONCLUSION AND FUTURE WORK

The experiments presented in this paper describe an approach for employability classification using smart meter data, via a machine learning classification comparison. We provide a useful list of algorithms and their corresponding R packages, which can guide researchers when conducting binary classification experiments in smart meter data analytics. The gained insights highlight the potential of using nonlinear machine learning approaches, such as MLP and DWD along with smart meter data, to assist the identification of unemployed individuals. This has the potential for new personalized services to be created in public organizations aiming to reduce high levels of unemployment in society and, in turn, improve the economy.

Despite the encouraging results reported, the number of smart meter readings from single household occupants in the CER dataset was limited to 803 meters, while the class label for employment status was partially imbalanced. This has produced models capable of predicting non-employed individuals with reasonable accuracy, but limited when predicting the positive class, employed. In future work, multiclass classification will be conducted. To do so, the number of employment status label needs to be increased, particularly for employed class, in order to have a more balanced dataset. Separating between employed, non-employed and retired classes will provide more granular and detailed information about an individual’s employment status. This information can be used by the relevant authorities or utility providers and serves as a demonstration of the insights available when analysing datasets generated by autonomous IoT systems within the Industry 4.0 revolution.
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