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Abstract

We consider a system of nonlinear partial differential equations that describes an age-structured population inhabiting several temporally varying patches. We prove existence and uniqueness of solution and analyze its large-time behavior in cases when the environment is constant and when it changes periodically. A pivotal assumption is that individuals can disperse and that each patch can be reached from every other patch, directly or through several intermediary patches. We introduce the net reproductive operator and characteristic equations for time-independent and periodical models and prove that permanency is defined by the net reproductive rate for the whole system. If the net reproductive rate is less or equal to one, extinction on all patches is imminent. Otherwise, permanency on all patches is guaranteed. The proof is based on a new approach to analysis of large-time stability.
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1 Introduction

Population permanency in a patchy environment is the result of a complex interaction between spatial heterogeneity and temporal variability of the environment, dispersal, density-dependence and population structure. Each of these factors have relative importance for population growth and it differs for terrestrial and aquatic species, large and small populations, plants and animals, vertebrates and invertebrates etc.; see for instance [7], [29], [39].

One way to theoretically approach the problem of population dynamics is by formulating mathematical models that incorporate internal and external factors of population growth. The literature on the population models with various level of complexity is quite vast and detailed review is beyond the scope of this paper. We mention only some of the well-established models that have been developed over the years. Among the unstructured models, the Malthus model of exponential growth and the Verhulst logistic model are especially important. For the age-structured models with density-dependency or time-dependency we refer to [22], [9], [10], [18], [37], [48], [27], [31], [32]. The common point for the age-structured models is that the net reproductive rate and the characteristic equation are used to determine permanency of a population.

The spatial structure has been recognized as one of the most important factors of growth. In this case, each individual’s birth and death rate are dependent upon the habitat/patch where they are in the landscape. For simplicity, let a population inhabit a discrete space which consists of several patches. A source is a high-quality patch that yields positive population growth, while a sink is a low-quality patch and it yields negative growth rate. In isolation, every subpopulation has its own dynamics. Linking the patches by dispersal lead us to the source-sink dynamics, where all local subpopulations contribute to the unique global dynamics. For populations that inhabit several patches, possibility to move from one patch to another can be crucial for survival. For example, dispersal from a source to a sink can save the local sink subpopulation from extinction through the rescue effect and recolonization [2], [17], [23]. The influence of spatial heterogeneity in unstructured populations was studied in [1], [4], [11], [12], [15], [16]. The trade-off between competition and dispersal is investigated in [3] and the relation between dispersal pattern and permanency was discussed in [24], [28].

The continuous age-structured models with spatial structure can be divided into classes. In the first type of models individuals occupy position in a spatial environment and spatial movement is typically controlled by diffusion or taxis processes [49]. In the second class fits the models with several species or populations occupying different regions (‘patches’) accompanying with migration between them. The usual practice here is to have only two classes (immature and adults) and dispersion between a few (two or three) temporally unchangeable patches, as in e.g. [42], [44], [45], [46], [50].

In this paper, we provide a rigorous mathematical derivation of the results considering the existence and uniqueness of a solution in a fairly general form in presence of migrations. Inspired by the single-patch models we come to the fundamental questions:
• Is it possible to define an analogue of the characteristic equation and the
net reproductive rate for the several-patches model?
• If so, can they be used for the analysis of the large-time behavior of the so-
lution and for establishing the condition for the population’s permanency?

The main contribution of the paper is in the rigorous proof that the both
questions have affirmative answers in the constant, periodic and the general time-
dependent case. The method that we use for the time-dependent cases allows us to
consider fluctuations that are not necessarily small in amplitude. Besides, we use
general results to discuss the real world problems, such as the survival of migrating
species and pest control.

To set up the model, we follow the argument of [30] and [32], and assume
that a population is age-structured, density-dependent and inhabits $N$ temporally
variable and different patches. A local subpopulation on each patch experiences
intraspecific competition, which results in additional density-dependent mortality.
Let $n_k(a,t)$ denote the age distribution in the population patch $k$ at time $t$ with the
corresponding birth rate $m_k(a,t)$ and the initial distribution of population $f_k(a)$. Then
the assumption that only the members of the age class are competing led to
the following McKendrick-von Foerster type balance equations [30]:

$$\frac{\partial n(a,t)}{\partial t} + \frac{\partial n(a,t)}{\partial a} = -M(n(a,t),a,t)n(a,t) + D(a,t)n(a,t)$$  (1.1)

in the domain

$$B := \{(a,t) \in \mathbb{R}^2 : 0 < a < B(t), \ t > 0\}$$  (1.2)

subject to the birth law

$$n(0,t) = \int_{0}^{\infty} m(a,t)n(a,t) \, da, \ t > 0,$$  (1.3)

and the initial age distribution

$$n(a,0) = f(a), \quad a > 0.$$  (1.4)

Here $B(t) > 0$ denotes the maximal length of life of individuals in population at
age $t \geq 0$,

$$n(a,t) = (n_1(a,t), \ldots, n_N(a,t))^t,$$

$$m(a,t) = (m_1(a,t), \ldots, m_N(a,t))^t,$$

$$M(n(a,t),a,t) = \text{diag}(M_1(n_1(a,t),a,t), \ldots, M_N(n_N(a,t),a,t)),$$

where $M_k(v_k,a,t)$ is the mortality rate of the population patch $k$, and the the dis-

$$D(a,t) = (D_{kj}(a,t))_{1 \leq k,j \leq N}$ describes the migration rates between

patches: the coefficients $D_{kj}(a,t)$ define a proportion of individuals of age $a$ at age

$0$ on patch $j$ that migrates to patch $k$. Then

$$P(t) = \int_{0}^{B(t)} n(a,t) \, da$$

is the total population at time $t$.

The predecessor of the present model in the single patch case $N = 1$ is the
model proposed by von Foerster [47]; a detailed analysis was given by Gurtin and
MacCamy [22] and Chipot [9], [10]. A comprehensive treatment of this approach is given by Iannelli [26]. Prüss [37], [38] was the first to study a mathematical model of an $N$-species population with age-specific interactions in absence of migration. By using the theory of semilinear evolution equations he established the well-posedness and the existence of an equilibrium solution under certain constraints on the birth and death rates. He also derived some (local or asymptotic) stability results for for the equilibrium solutions.

When $D(a,t) \equiv 0$, migration between patches is absent, and the system (1.1) splits into $N$ independent balance equations. This model under an additional assumption that $M(a,t)$ is the logistic regulatory function (2.4) has recently been studied in [32]. The case $D(a,t) \not\equiv 0$ is much more challenging. In modeling the source-sink dynamics, fundamentally important is the fact that individuals can disperse and move from one patch to another. Migration, which in the biological terms means a round-trip from a birthplace, is particularly significant. Then it is natural to expect that the global and asymptotic behaviour of solutions to (1.1)–(1.4) is determined by both the sign pattern and the weighted graph associated with $D(a,t)$.

**Outline.** A summary of the mathematical framework and our main results are presented in Section 2. In Section 3 we discuss an auxiliary model and derive some preliminary results on the corresponding lower and upper solutions. In Section 4 we prove the existence and uniqueness of a solution to the balance equations (1.1)–(1.4) by reducing the original problem to a certain nonlinear integral equation. In Section 5 we define the associated characteristic equation and the maximal solution, and establish one of the key results of the paper: the net reproductive rate dichotomy. The remaining part of the paper is dedicated to the study of the asymptotic behavior and stability of the solution. We consider three cases: a constant environment (i.e. the time-independent case) in Section 5, a periodic environment in Section 6 and an irregularly changing environment (i.e. the general time-dependent case) in Section 7.

**Notations.** For easy reference we fix some standard notation used throughout the paper. $\mathbb{R}^N_+$ denotes the positive cone $\{x \in \mathbb{R}^N : x_i \geq 0\}$. Given $x, y \in \mathbb{R}^N$ we use the standard vector order relation: $x \leq y$ if $x_i \leq y_i$ for all $1 \leq i \leq n$, $x < y$ if $x \leq y$ and $x \neq y$, and $x \ll y$ if $x_i < y_i$ for all $1 \leq i \leq n$. Given $x \in \mathbb{R}^n$,

$$
\|x\|_p = \begin{cases}
(\sum_{k=1}^{N} |x_k|^p)^{1/p}, & 1 \leq p < \infty; \\
\max_{1 \leq k \leq N} |x_k|, & p = \infty.
\end{cases}
$$

In particular, if $D = D_{jk}$ is an $N \times N$-matrix we define $\|D_{jk}\|_p$ for any $1 \leq p \leq \infty$ in an obvious manner identifying $D$ with an element of $\mathbb{R}^{N^2}$. Given $E \subset \mathbb{R}^N$ and a continuous function $h : E \to \mathbb{R}$, we define

$$
\|h\|_{C(E)} := \sup_{x \in E} \|h_k(x)\|_\infty.
$$
2 Main results

2.1 The structure conditions

Before providing the main results, we give a brief summary of the structure conditions imposed on the balanced equations (1.1)–(1.4). We always assume that \( m(a, t) \) and \( D(a, t) \) are continuous\(^1\) for \((a, t) \in \mathcal{B}\) and \( M(v, a, t) \) is a continuous function of \((v, a, t) \in \mathbb{R} \times \mathcal{B}\). Furthermore suppose the following structure conditions hold:

(H1) there exists \( 0 < b_1 < b \) such that \( b_1 \leq B(t) \leq b \) for all \( t \geq 0 \) and
\[
\sup_{0 < t_1 < t_2 < \infty} \frac{B(t_2) - B(t_1)}{t_2 - t_1} < 1
\] (2.1)

(H2) for any fixed \((a, t) \in \mathcal{B}\), \( M_k(v, a, t) \) is a nonnegative nondecreasing function of \( v \) for \( v \geq 0 \), and there exist real numbers \( \mu_\infty > 0, \gamma > 0 \), and a function \( p(a) \geq \mu_\infty \) such that
\[
M_k(v, a, t) - M_k(0, a, t) \geq p(a)v^\gamma, \quad \forall (v, a, t) \in \mathbb{R}_+ \times \mathcal{B}.
\] (2.2)

(H3) \( \|D\|_{C(\mathcal{S})} < \infty \) and \( D(a, t) \) is a Metzler matrix:
\[
D_{kj}(a, t) \geq 0, \quad k \neq j;
\] (2.3)

(H4) \( \|m\|_{C(\mathcal{S})} < \infty \) and there exist \( 0 < a_m < A_m < b_1 \) such that
\[
\text{supp } m \subset [a_m, A_m] \times \mathbb{R}_+.
\]

(H5) the function \( f(a) \) is continuous and \( \text{supp } f \subset [0, B(0)) \).

Let us briefly explain the above conditions from the biological perspective. Concerning (H1), one usually uses a more restrictive condition that \( B(t) \) is a constant. Nevertheless, (2.1) is a more reasonable assumption: it means that the maximal length of life of individuals \( B(t) \) in a population may depend on \( t \) but it grows not faster then the time. Mathematically, (2.1) asserts that the boundary curve \( B(t) \) is transversal to the characteristics of (1.1).

The monotonicity assumption in (H2) ensures that increase in age-class density increases the death rate and has a negative effect on population growth. The classical example of the density independent mortality rate \( M_k(v, a, t) = \mu_k(a, t) \geq \mu_\infty > 0 \) is compatible with \( \gamma = 0 \) in (H2). Another example is the logistic type model [32] with
\[
M_k(v, a, t) = \mu_k(a, t) \left(1 + \frac{v}{L_k(a, t)}\right),
\] (2.4)
where \( L_k(a, t) \in L^\infty(\mathcal{S}) \) is the regulatory function (carrying capacity); this example fits (H2) for \( \gamma = 1 \).

Concerning the Metzler condition in (H3), note that the dispersion coefficient \( D_{kj}(a, t) \) expresses the proportion of population \( n_k(a, t) \) that from patch \( j \) goes to patch \( k \), which naturally yields that \( D_{kj} \geq 0 \). Furthermore, according the support condition in (H4), the improper integral in (1.3) is well-defined and actually is taken over the finite interval \([a_m, A_m]\) which lies within the domain of definition of \( m(a, t) \)

\(^1\)In fact, with some minor modifications, all the main results remains true under a weaker assumption that the structural coefficients are rather \( L^\infty \)-functions.
for any fixed \( t > 0 \). The condition (H5) is a natural assumption that the initial distribution of population is bounded by the life length.

The accessibility condition. For further applications we shall also need an additional assumption on the structure of the dispersion matrix \( D \). In order to formulate it, let us recall some relevant concepts. Given a Metzler matrix \( A \in \mathbb{R}^{N \times N} \), one can associate a directed graph \( \Gamma(A) \) with nodes labeled by \( \{1, 2, \ldots, N\} \) where an arc leads from \( i \) to \( j \), \( i \neq j \), if and only if \( A_{ij} > 0 \). The patch \( j \) is said to be reachable from \( i \), denoted \( i \rightsquigarrow j \), if there exists a directed path from \( i \) to \( j \). A digraph is called connected from vertex \( i \) if \( i \rightsquigarrow j \) for all \( j \neq i \) [5, p. 132].

Then a patch \( k \) is said to be accessible at age \( a \geq 0 \) if the associated digraph \( \Gamma(D(a,t)) \) is connected from \( k \) for any \( t > 0 \).

The accessibility condition relies on the sign pattern of the corresponding dispersion matrix and can be readily obtained by the standard tools of nonnegative matrix theory [35, Section 3].

Now, notice that by (H4) the following value is finite:

\[
\bar{a}_k = \inf_{t > 0} \sup \{a : m_k(a,t) > 0\} \leq A_m < \infty.
\]

From the biological point of view, \( \bar{a}_k \) is the maximal fertility age in population \( k \). Our last condition reads as follows:

(H6) For any \( 1 \leq k \leq N \) there exists \( 0 < \beta_k < \bar{a}_k \) such that the patch \( k \) is accessible at age \( \beta_k \).

In other words, (H6) asserts that for any patch \( k \) there is a moment \( \beta_k > 0 \) such that a (composite) migration from any other patch \( j \) to \( k \) is possible within the reproductive period. Namely, some biological studies indicate that there are many different causes for dispersal, such as response to environmental conditions, prevention of inbreeding or competition for mates, see for instance [8]. Thus, one can think of differences with respect to life-history traits, genetics and demography between dispersers and residents. When it comes to demography, more often than not, dispersing females are young individuals in their reproductive age, see, e.g., [19], [20]. Very old individuals usually do not engage in breeding dispersal, which is the topic of our study.

2.2 The Net Reproductive Rate Dichotomy

Let us denote by \( \rho(t) = n(0,t) \) the newborn function, i.e. a vector-function whose components denote the number of newborns on each patch. Then, the problem (1.1)–(1.4) can be reduced to the integral equation

\[
\rho(t) = K \rho(t) + F f(t),
\]

where \( K \) and \( F \) are positive nondecreasing operators with bounded ranges and \( F f(t) = 0 \) for large \( t > 0 \). Our strategy for proving permanency results is as follows: we first establish the permanency results for time-independent and time-periodic coefficients, and then show that in the general situation, a solution of (2.5) can be well-controlled by these cases.

If the environment is constant then the model parameters are time-independent functions. Then it is reasonable to assume that the maximal life-time is constant: \( B(t) \equiv b \) [22], [9]. Our approach relies on a fine control of large-time behaviour of
an arbitrary solution to (2.5) by nontrivial solutions of the associated characteristic equation
\[ \rho = \bar{K}\rho, \]  
where the operator $\bar{K}$ is given by the right hand side in (1.3) for a time-independent solution to (1.1) with a constant boundary condition $n(0) = \rho$. Clearly, $\rho = 0$ is a (trivial) solution of the characteristic equation.

Our goal is to establish when a nontrivial positive solution $\rho \gg 0$ exists. A crucial tool here is the so-called maximal solution of the characteristic equation, i.e. a solution $\theta$ of (2.6) such that for an arbitrary solution $\rho$ there holds $\rho \leq \theta$. In particular, $\theta = 0$ implies that the characteristic equation has only trivial solutions. We establish the existence of the maximal solution in Section 5.2.

Another important ingredient is the net reproductive operator
\[ R_0\rho = \int_0^\infty m(a)Y(a; \rho) \, da, \]
where $Y(a; \rho)$ is the unique solution of the linearized initial problem
\[ \frac{dY(a; \rho)}{da} = (-M(0, a) + D(a))Y(a; \rho), \quad Y(0; \rho) = \rho \in \mathbb{R}_+^N. \]
We show that under conditions (H1)-(H6), $R_0 : \mathbb{R}_+^N \to \mathbb{R}_+^N$ is a strongly positive operator. By Perron–Frobenius theorem, its spectral radius $\sigma(R_0)$ is equal to the largest positive eigenvalue. We call this value the net reproductive rate.

To motivate the latter definition, observe that in the single-patch case, the net reproductive rate $R_0$ is given by
\[ R_0 = \int_0^\infty m(a)e^{-\int_0^a \mu(v) \, dv} \, da. \]
It is related to the solution of the Euler-Lotka characteristic equations in the linear age-structured population model; see [27]. According to [32], $R_0$ is related to the solution $\rho^*$ of the characteristic equation in the nonlinear age-structured model. Namely, if $R_0 \leq 1$, then $\rho^* = 0$ and the population is going to extinction, while for $R_0 > 1$, we have $\rho^* > 0$ and the population is permanent. The same is obviously valid if there are several patches without migration (i.e. $D \equiv 0$): every local subpopulation behaves accordingly to the value of $R_0$ on the respective patch.

The main contribution of this paper is the following dichotomy result on the long-term dynamics of populations.

**Theorem A (The Net Reproductive Rate Dichotomy).** If $\sigma(R_0) \leq 1$ then $\theta = 0$ and the characteristic equation (2.6) has no nontrivial solutions. If $\sigma(R_0) > 1$ then $\theta \gg 0$ and $\theta$ is the only nontrivial solution of the characteristic equation.

If $\chi(t)$ is an arbitrary solution of (2.5) then
- if $\sigma(R_0) \leq 1$ then $\chi(t) \to 0$ and $P(t) \to 0$ as $t \to \infty$,
- if $\sigma(R_0) > 1$ then $\chi(t) \to \theta$ and $P(t) \to \int_0^\infty \varphi(a; \theta) \, da$ as $t \to \infty$, where $\varphi(a; \theta)$ is the solution of the initial problem
\[ \frac{d}{da}\varphi(a; \theta) = -M(\varphi(a; \theta), a, t)\varphi(a; \theta) + D(a, t)\varphi(a; \theta), \quad \varphi(0; \theta) = \theta. \]  
(2.7)
Thus, the net reproductive rate $\sigma(\mathcal{R}_0)$ effectively determines large time behavior of population on $N$ patches in a constant environment. Here, as in the single-patch case, $\sigma(\mathcal{R}_0) \leq 1$ implies extinction of a population on all patches, while $\sigma(\mathcal{R}_0) > 1$ grants the global permanency of a population. We see that the dichotomy result for a multi-patch population is completely consistent with the single-patch case when the net reproductive operator $\mathcal{R}_0$ coincides with the multiplication by $R_0$ (thus implying $R_0 = \sigma(\mathcal{R}_0)$).

It is also important to emphasize that the function $\varphi(a; \theta)$ in (2.7) is exactly the unique equilibrium point of the problem (1.1), (1.3) provided that $\theta$ satisfies the characteristic equation. In other words, Theorem A implies the global stability result: any solution of the principal model converges at infinity to the unique equilibrium point given by the characteristic equation.

The proof of Theorem A, along with certain related results, occupies Section 5 and make an essential use of the auxiliary monotonicity results collected in Section 3 and functional theoretic properties of the integral equation (2.5) given in Section 4. Our approach relies on the following steps and can be described as follows. First we associate to an arbitrary solution $\chi$ of (2.5) certain lower and upper monotone sequences. The existence of an upper sequence relies on the boundedness of the image of $K$. The construction of a lower sequence is more tricky and involves certain fine properties of the maximal solution and some previous auxiliary monotonicity results accompanying by the accessibility condition (H6). The main problem here is to control a nonzero asymptotic behaviour of the lower approximants as $t \to \infty$. Next, we show that the large-time behaviour of $\chi$ can be well controlled by the limits at infinity constructed monotone approximants. Furthermore, we are able to identify the common limits as the maximal solution $\theta$. This finally establishes that the constructed sequences converge to the equilibrium point of the original problem. Notice that the monotonicity of the lower and upper approximations is crucial because the convergence established in the first steps is valid only on any bounded interval.

2.3 Two-side estimates of $\sigma(\mathcal{R}_0)$ and $\theta$

A life-history trade-off between reproduction and migration has been noted for many species, including migratory birds and some insects (see for example [36], [40], [21]). This trade-off is caused by energy constraints because both reproduction and migration are energetically costly for organisms. Keeping the assumption that the environment is constant and using the specific form of the balance system, we investigate the consequences of this trade-off.

The fact that individuals do not reproduce during migration is biologically justified and mathematically it is stated as:

$$\sum_{k=1}^{N} D_{kj}(a) \leq 0, \quad 1 \leq j \leq N. \quad (2.8)$$

The relation between dispersion coefficients means that some migrants that are leaving patch $j$ will eventually die before reaching patch $k$, but they will not give birth during migration. Then, we establish in Section 5.6 the following two-side estimates for the net reproductive rate.
Theorem B. Under additional assumption that (2.8) holds we have
\[
\max_{1 \leq k \leq N} \int_0^\infty m_k(a)e^{-\int_0^a (\mu_k(v) + |D_{kk}(v)|)dv}da \leq \sigma(\mathcal{R}_0) \leq \int_0^\infty m(a)e^{-\int_0^a \mu(v)dv}da,
\]
where \(m(a)\) is the maximal birth rate and \(\mu(a)\) is the minimal death rate on all patches.

In addition, in Proposition 5.22 below we establish a priori estimates for the net reproductive rate and for the maximal solution \(\theta\).

2.4 Periodically and irregularly changed environment

Natural habitats are usually positively autocorrelated, see for example [43]. Therefore, the assumption that the vital rates, regulating function and dispersal coefficients are changing periodically with respect to time is a reasonable approximation. In the study of the large-time behavior of a solution to equation (2.5) in a periodically changing environment, the pivotal role belongs to the characteristic equation
\[
\rho(t) = \mathcal{K}\rho(t),
\]
where the operator \(\mathcal{K}\) is given by the right hand side of (1.3) and \(n(a, t)\) solves (1.1) with a periodic boundary condition \(n(0, t) = \rho(t), \rho(t + T) = \rho(t)\). We establish in Section 6 that the operator \(\mathcal{K}\) is absolutely continuous which allows us to extend the methods of Section 5 to the periodic case. In particular, the corresponding net reproductive operator \(\mathcal{R}_0\) defined on space of periodic continuous functions is strictly positive and its spectral radius \(\sigma(\mathcal{R}_0)\) is equal to the largest eigenvalue. We are also able to establish the corresponding dichotomy result for a periodic environment.

If the environment is changing irregularly, the structure parameters the principal model (1.1)–(1.4) can be estimated from above and below by nonnegative periodic functions. Using these periodic functions as a structure parameters for new models, we formulate two associated periodic problems. One of them is the best-case scenario and its solution is an upper bound for the original problem. The other is the worst-case scenario and its solution is a lower bound. In other words, a solution for the general time-dependent problem can be bounded for large values of \(t\) by above and below by the solution to the associated periodic problems, as stated in Theorem 7.1.

2.5 Source-sink dynamics

Using the source-sink dynamics it is possible to explain permanency of a population on several patches provided that at least one patch is a source and that all patches are connected by dispersion. In Section 8.1 we assume that the environment is constant and consists of several patches. Then it is possible to show that survival of population on both patches is possible provided that emigration from the source is sufficiently small.

Furthermore, in Section 8.2, we show that permanency is possible even if all patches are sinks provided that dispersion is appropriately chosen. This is especially important for migratory birds, since both of their habitats can be seen as sinks (one
because of the low reproduction due to insufficient resources, and the other because of the high mortality in the winter. This example can be related to the results in [28], where a simple model is used for analysis of connection between population permanency and allocation of offspring in a population that lives on several patches. One of the results is that permanency is possible even if all patches are sinks.

3 An auxiliary model

3.1 Upper and lower solutions

Below we establish some auxiliary monotonicity results for lower and upper solutions to a general system of ordinary differential equations

\[ \mathcal{L}w := \frac{d}{dx}w(x) - \mathbf{F}(w(x), x) = 0, \quad x \in [0, b), \]

(3.1)

where \( \mathbf{F}(w, x) : \mathbb{R}^N \times [0, b) \to \mathbb{R}^N \) is a locally Lipschitz function in \( w \in \mathbb{R}^N \) for any \( x \in [0, b) \) satisfying the Kamke-Müller condition, i.e. that the Jacobian matrix \( DF(w, x) \) is a Metzler matrix, i.e.

\[ \frac{\partial F_i(w, x)}{\partial w_j} \geq 0 \quad i \neq j \]

(3.2)

for almost all \( w \in \mathbb{R}^N \) and all \( x \in [0, b) \). We assume additionally that \( \mathbf{F} \) satisfies

\[ \mathbf{F}(0, x) = 0 \quad \text{for any } x \in [0, b). \]

(3.3)

In particular, this implies that \( w(x) \equiv 0 \) is a solution of (3.1).

We shall also exploit a weaker version of the concept of irreducibility. More precisely, let \( \mathbf{F}(w, x) = (F_1(w, x), \ldots, F_N(w, x)) \) be continuously differentiable with respect to \( w \) and let \( DF(w, x) := \left( \frac{\partial F_i(w, x)}{\partial w_j} \right) \) denote the corresponding Jacobian matrix. Then an index \( k \in \{1, 2, \ldots, N\} \) is said to be \( \mathbf{F} \)-accessible at \( x \in [0, b) \) if the associated digraph \( \Gamma(DF(w, x)) \) is connected from \( k \) for any \( w \).

In this paper, we are mostly interested in the particular case when

\[ \mathbf{F}(w, x) = -\mathbf{M}(w, x)w + \mathbf{D}(x)w, \quad x \in [0, b), w \in \mathbb{R}^N. \]

(3.4)

then \( DF(w, x) = \mathbf{D}(x) \) and a patch \( k \in \{1, 2, \ldots, N\} \) is accessible at age \( x \) if \( \Gamma(\mathbf{D}(x)) \) is connected from \( k \). Note also that if \( \mathbf{F} \) is defined by (3.4) then (3.2) is equivalent to that \( DF(w, x) = \mathbf{D}(x) \) is a Metzler matrix. In this case the condition (3.3) is trivially satisfied.

Definition 3.1. A locally Lipschitz function \( w(x) \) is called an upper (resp. lower) solution to (3.1) if \( \frac{d}{dx}w(x) \geq \mathbf{F}(w(x), x) \) (resp. \( \frac{d}{dx}w(x) \leq \mathbf{F}(w(x), x) \)) holds for all \( x \in [0, b) \).

The next lemmas generalize the corresponding facts for the cooperative system (cf. [41, Remark 1.2]) on lower (upper) solutions of (3.1) with Lipschitzian \( \mathbf{F} \). Notice also that our proofs are somewhat different from those given in [41]. Let us agree to write

\[ v \geq_k u \iff v \geq u \quad \text{and} \quad v_k = u_k \quad \text{for some } 1 \leq k \leq N. \]

First notice that \( \mathbf{F} \) satisfies the so-called quasimonotone condition [25], [41].
Lemma 3.2. If $F$ satisfies the Kamke-Müller condition then $u \leq_k v$ implies $F_k(u, x) \leq F_k(v, x)$ for any $x \in [0, b)$.

Proof. Indeed, the function $g(t) = F(u + t(v - u), x)$ is absolutely continuous in $[0, 1]$, hence applying by the fundamental theorem of calculus and (3.2) that

$$F_k(v, x) - F_k(u, x) = \int_0^1 g'_k(t)dt = \int_0^1 \sum_{i=1}^N \frac{\partial F_k(u + t(v - u), x)}{\partial w_i} (v_i - u_i)dt = \sum_{i=1, i \neq k}^N (v_i - u_i) \int_0^1 \frac{\partial F_k(u + t(v - u), x)}{\partial w_i} dt \geq 0,$$

as desired. $\square$

Lemma 3.3. Let $w(x)$ be an upper solution of (3.1) a.e. in $[0, b)$ such that $w(0) \geq 0$. Then $w(x) \geq 0$ on $[0, b)$. Furthermore, if $w_j(0) > 0$ then $w_j(x) > 0$ for $x \in [0, b)$.

Proof. First we claim that $w^-(x) := (w_1^-(x), ..., w_N^-(x))$ is also an upper solution of (3.1) a.e. in $[0, b)$, where $w_k^-(x) = \min(0, w_k(x))$. Indeed, since each $w_k^-(x)$ is a locally Lipschitz function, there exists a full Lebesgue measure subset $E \subset (0, b)$ where all $w_k^-(x)$ are differentiable. We will show that $w^-$ satisfy $(w^-)'(x) \geq F(w^-(x), x)$ on $E$. Let $x_0 \in E$ and $1 \leq k \leq N$. If $w_k(x_0) \geq 0$ for some $k$ then $w_k^-(x_0) = 0$, hence $x_0$ is a local maximum of $w_k^-(x)$ (because $w_k^-(x) \leq 0$ everywhere). This yields $(w_k^-)'(x_0) = 0$. Furthermore, since $0 \geq_k w^-(x_0)$, we have by Lemma 3.2 and (3.3) that

$$(w_k^-)'(x_0) = 0 = F_k(0, x_0) \geq F_k(w^-(x_0), x_0).$$

If $w_k(x_0) < 0$ then by the continuity of $w_k(x)$ one has $w_k^-(x) = w_k(x)$, $(w_k^-)'(x) = w_k'(x)$ in some neighbourhood of $x_0$. Thus, applying (3.1) we have by $w(x) \geq_k w^-(x)$ and Lemma 3.2 that

$$(w_k^-)'(x) = w_k'(x) \geq F_k(w(x), x) \geq F_k(w^-(x), x)$$

holds everywhere in the neighbourhood of $x_0$. Thus, the claim is proved.

We also claim that any upper solution to (3.1) with $w(0) = 0$ and $w(x) \leq 0$ for $x \in [0, b)$ is identically zero in the interval. Indeed, if $w$ is such a function then let $T$ be chosen as the supremum of all $t \in [0, b)$ such that $w(x) = 0$ in $[0, t]$. If $T = b$ the claim is proved. Therefore assume that $T < b$. Then by the continuity $w(T) = 0$ and for any $\epsilon > 0$ there exists $x \in [T, T + \epsilon]$ such that $w(x) < 0$, and thus $\|w(x)\|_1 > 0$. Since $F(w, x)$ is locally Lipschitz in $w$, there exist $M > 0$ and $\epsilon > 0$ such that $\|F(w, x) - F(0, x)\| \leq M\|w\|_1$ for any $\|w\|_1 < \epsilon$ and any $x \in [0, b)$. Define $h(x) = \|w(x)\|_1 \equiv - \sum_{i=1}^N w_i(x)$ (recall that by the assumption $w_i(x) \leq 0$ for all $i$ and $x \in [0, b]$). By the continuity of $w(x)$, there exists $\delta$ such that $\|w(x)\|_1 < \epsilon$ for any $|x - T| < \delta$. Let the set $E$ be defined as above and $x \in [T, T + \delta)$. Since by
\[(3.3) \quad F(0, x) = 0, \text{ we have} \]

\[h'(x) = -\sum_{i=1}^{N} w_i'(x) \leq -\sum_{i=1}^{N} F_i(w(x), x) \leq M\|w(x)\|_1 = Mh(x).\]

The latter inequality yields \((h(x)e^{-Mx})' \leq 0\) a.e. in \([T, T + \delta]\). Since \(h(x)\) is locally Lipschitz it is absolutely continuous, thus \(h(x)e^{-C(a)x} \leq h(T) = 0\) in \([T, T + \delta]\), i.e. \(\|w(x)\|_1 = 0\) in the interval, a contradiction with the choice of \(T\). This yields the claim.

Now, if \(w(x)\) is an upper solution to \((3.1)\) with \(w(x) \geq 0\) then by the first claim \(w^-(x)\) is an upper solution solution with \(w^-(0) = 0\). Then the second claim implies \(w^-(x) \equiv 0\) in \([0, b]\), thus we have \(w(x) \geq 0\) in \([0, b]\).

To finish the proof, let us suppose that \(w_j(0) > 0\). Since \(F_j(y, x)\) is locally Lipschitz in \(y\), for any \(r > 0\) there exists \(C(r)\) such that (in virtue of \((3.3)\)) \(|F_j(y, x)| \leq C(r)\|y\|_1\) for all \(y \in \mathbb{R}^N\) and \(\|y\| \leq r\). Let \(0 < \beta < b\) be chosen arbitrarily and let \(r = \sup_{x \in [0, \beta]} |w_j(x)|\). Since \(w(x) \geq w_j(x)e_j\), where \(e_j\) is the \(j\)th coordinate vector, Lemma 3.2 and the nonnegativity of \(w_j(x)\) yield that

\[\frac{d}{dx} w_j(x) \geq F_j(w(x), x) \geq F_j(w_j(x)e_j, x) \geq -C(r)w_j(x), \quad x \in [0, \beta].\]

The latter yields \(w_j(x)e^{C(r)x} \geq w_j(0) > 0\), thus \(w_j(x) > 0\) for every \(x \in [0, \beta]\), and therefore in the whole interval \([0, b]\).

**Lemma 3.4.** Let \(w(x)\) be an upper solution of \((3.1)\) with \(w(0) > 0\) and such that the \(k\)-th patch is \(F\)-accessible at some \(\beta \in [0, b)\) then \(w_k(x) > 0\) on \((\beta, b)\).

**Proof.** It follows from Lemma 3.3 that if \(w_k(\beta) > 0\) then \(w_k(x) > 0\) holds everywhere in \([\beta, b)\). Therefore we may without loss of generality assume that \(w_k(\beta) = 0\).

Let us suppose by contradiction that there exists \(\beta_1 \in (\beta, b)\) such that \(w_k(\beta_1) = 0\). Then \(w_k(x) \equiv 0\) in \([0, \beta_1]\). In particular, \(w_k'(\beta) = 0\). Since \(w(0) > 0\), there exists \(j\) such that \(w_j(0) > 0\) and, thus, \(w_j(\beta) > 0\). By the assumption, there exists a directed path \(k \rightsquigarrow j\) in the graph \(\Gamma(DF(w, \beta))\). Equivalently, there exists a sequence of pair-wise distinct \(j_0 = k, j_1, \ldots, j_{s-1}, j_m = j\) such that

\[\frac{\partial F_{j_i}}{\partial w_{j_{i+1}}}(w(\beta), \beta) > 0, \quad \forall i = 0, 1, \ldots, s - 1. \tag{3.6}\]

For any \(i = 0, \ldots, s - 1\), let us define

\[v_i = w(\beta) - (w_{j_0}(\beta)e_{j_0} + \ldots + w_{j_i}(\beta)e_{j_i}),\]

where \(e_i\) denotes the \(i\)th coordinate unit vector in \(\mathbb{R}^N\). Then

\[w(\beta) = v_0 \geq v_{j_0} \geq v_{j_1} \ldots \geq v_{j_{s-1}} v_{j_s} = v_j \geq 0. \tag{3.7}\]

Therefore by \((3.1)\) and Lemma 3.2 it follows for \(j_0 = k\) that

\[0 = w_{j_0}'(\beta) \geq F_{j_0}(v_0, \beta) \geq F_{j_0}(v_1, \beta) \geq F_{j_0}(0, \beta) = 0,\]
hence \( F_{j_0}(v_0, \beta) = F_{j_0}(v_1, \beta) = 0 \). Arguing as in (3.5) we find
\[
0 = F_{j_0}(v_0, \beta) - F_{j_0}(v_1, \beta)
= \sum_{i=1, i \neq j_0}^N (v_0 - v_1)_i \int_0^1 \frac{\partial F_{j_0}(v_0 + t(v_0 - v_1), \beta)}{\partial w_i} dt
\geq 0.
\]

It follows from (3.8), the nonnegativity of \((v_0 - v_1)_i\) and the partial derivatives (for \(i \neq j_0\)) that all summands of the latter sum must vanish. Since the integrands are non-negative continuous functions, they must vanish identically for \(t \in [0, 1]\). In particular, (3.6) readily implies that \((v_0 - v_1)_{j_1} = 0\). Thus, \(w_{j_1}(\beta) = 0\), and by the above we have \(w'_{j_1}(\beta) = 0\).

Repeating the same argument for the pair \((j_1, j_2)\) etc. implies \(w_{j_2}(\beta) = 0\) etc., thus yielding that \(w_{j_1}(\beta) = w_{j_2}(\beta) = 0\), a contradiction follows.

**Proposition 3.5** (Comparison principle). Let \(u(x)\) and \(v(x)\) be resp. upper and lower solutions to (3.1) such that \(u(0) \geq v(0)\). Then \(u(x) \geq v(x)\) for all \(x \in [0, b]\). If additionally the patch \(k\) is \(F\)-accessible at some \(\beta \in [0, b]\) and \(u(0) > v(0)\) then \(u_k(x) > v_k(x)\) for all \(x \in (\beta, b)\). If particular, if (3.1) is irreducible and \(u(0) > v(0)\) then \(u(x) \gg v(x)\) for all \(x \in (0, b)\).

**Proof.** Let \(w(x) = u(x) - v(x)\). Then
\[
w'(x) \geq F(v(x)) + w(x), x - F(v(x), x) = G(w(x), x),
\]
i.e. \(w(x)\) is an upper solution to \(\mathcal{L}_G w := \frac{dx}{dt} w(x) - G(w(x), x)\) with \(G(\xi, x) := F(v(x)) + \xi, x) - F(v(x), x)\). We have for the corresponding Jacobi matrices
\[
DG(\xi, x) = DF(\xi + v(x), x),
\]
i.e. \(\mathcal{L}\) and \(\mathcal{L}_G\) satisfy simultaneously the Kamke-Müller condition. This readily yields the first claim of the proposition.

Now suppose that for some \(k\) and \(\beta \in [0, b]\) the associated digraph \(\Gamma(DG(w(\beta), \beta))\) is connected from \(k\) and \(u(0) > v(0)\). Since \(DG(w(\beta), \beta) = DG(w(\beta), \beta)\) the digraph \(\Gamma(DG(w(\beta), \beta))\) is also connected from \(k\). Applying Lemma 3.4 we deduce \(w_k(x) > 0\), i.e. \(u_k(x) > v_k(x)\) for all \(x \in (\beta, b)\), as desired.

**Corollary 3.6.** Let \(u(x)\) be an lower (resp. upper) solution to (3.1). If \(u(0) \leq 0\) (resp \(u(0) \geq 0\)) then \(u(x) \leq 0\) (resp. \(u(x) \geq 0\)) for all \(x \in [0, b]\). If additionally the patch \(k\) is \(F\)-accessible at some \(\beta \in [0, b]\) and \(u(0) < 0\) (resp. \(u(0) > 0\)) then \(u_k(x) < 0\) (resp. \(u_k(x) > 0\)) for all \(x \in (\beta, b)\).

**Proof.** Follows immediately from the fact that \(w(x) \equiv 0\) is a solution of (3.1).

**Proposition 3.7** (Existence and Uniqueness). Let (3.1) satisfy the Kamke-Müller condition and there exists \(C(F) > 0\) such that
\[
\max_k F_k(w, x) \leq C(F)\|w\|_{\infty}, \quad \forall w \in \mathbb{R}_+^N, x \in [0, b].\]
Then for any $\xi \in \mathbb{R}^N$ there exists a unique solution $w(x) \in C^1([0,b),\mathbb{R}^N)$ of (3.1) with $w(0) = \xi$. Furthermore, if $w(x)$ is a nonnegative lower solution to (3.1) then

$$\|w(x)\|_{\infty} \leq \|w(0)\|_{\infty} e^{C(F)b}.$$  

(3.10)

**Proof.** By the Cauchy-Peano Existence Theorem, (3.1) has a unique solution $w(x)$ in some interval $[0,\beta)$, $0 < \beta \leq b$. By Lemma 3.3, $w(x) \geq 0$ for any $x \geq 0$ in the domain of the definition. Let $[0,b']$ be the maximal interval of existence of the solution:

$$b' := \sup\{\beta > 0 : \text{there exists a solution of (3.1) on } [0,\beta]\}.$$  

We claim that $b' = b$. It suffices to show that a solution $w(x)$ is uniformly bounded on any existence interval $[0,\beta)$, i.e. there exists $M > 0$ such that for any $\beta < b'$ the inequality $\|w(x)\|_{\infty} \leq M$ holds in $[0,\beta)$. To this end, we make a more general assumption, that $w(x)$ is a nonnegative lower solution to (3.1) on $[0,\beta)$ and consider

$$H(x) = \|w(x)\|_{\infty} = \max_k w_k(x).$$

In particular, $H(x)$ is locally Lipschitz on $[0,\beta)$, and thus a.e. differentiable there. Then for any point of differentiability $x$ of $H$ there exists $k$ such that $H(x) = w_k(x)$ and $H'(x) = w_k'(x)$. We have $w(x) \leq_k H(x)1$ which implies by Lemma 3.2 and (3.9) that

$$H'(x) = w_k'(x) \leq F_k(w(x),x) \leq F_k(H(x)1,x) \leq C(F)H(x).$$  

(3.11)

Integrating the latter inequality (note that $H$ is absolutely continuous) yields

$$H(x) \leq H(0)e^{C(F)x} \leq \|w(0)\|_{\infty} e^{NC(F)b}.$$  

This proves (3.10). Furthermore, since the latter upper bound is independent of $\beta$, this implies $b' = b$, and thus the existence and the uniqueness of solution of (3.1) on $[0,b)$. 

\[\square\]

### 3.2 Further estimates for concave $F$

To proceed we consider some additional assumptions on $F$. Namely, a vector-function $F \in C(\mathbb{R}^N,\mathbb{R}^N)$ is said to be **concave** if

$$F(\alpha_1 u + \alpha_2 v) \leq \alpha_1 F(u) + \alpha_2 F(v), \quad \forall \alpha_i \geq 1, \ u, v \in \mathbb{R}^N.$$  

(3.12)

A concave vector-function $F$ is said to be **strongly concave** if for any $\alpha > 1$ and any $u \geq 0$ with $u_k > 0$ there holds

$$F_k(\alpha u) < \alpha F_k(u).$$  

(3.13)

**Corollary 3.8.** Let $F$ be a concave vector-function satisfying the Kamke-Müller condition. Let $v(x)$ be a lower and $u(x)$ be an upper solutions of (3.1). Then $v(x) - u(x)$ is a lower solution of (3.1).

**Proof.** The claim follows from (3.12) with $\alpha_1 = \alpha_2 = 1$:

$$v'(x) - u'(x) \leq F(v(x),x) - F(u(x),x) \leq F(v(x) - u(x),x).$$  

\[\square\]
Corollary 3.9. Let $F$ be a concave vector-function satisfying the Kamke-Müller condition and (3.9). If $v(x)$, $u(x)$ are solutions of (3.1) with $v(0) \geq 0, u(0) \geq 0$ then
\[
\|v(x) - u(x)\|_{C[0,b]} \leq e^{C(F)b}\|v(0) - u(0)\|_{\infty}.
\]  
(3.14)

Proof. By the assumptions $u(0), v(0) \in \mathbb{R}_+^N$. First suppose that $v(0) \geq u(0)$ and define $w(x) = v(x) - u(x)$. Then by Proposition 3.5, $w(x) \geq 0$ for any $x \in [0,b]$. Therefore by Corollary 3.8 $w$ is a (nonnegative) lower solution to (3.1), thus by Proposition 3.7 we have $\|w(x)\|_{C[0,b]} \leq e^{C(F)b}\|w(0)\|_{\infty}$, which proves (3.14).

In the general case, let $w(x)$ be the solution of (3.1) with the initial conditions $w_k(0) = \min(u_k(0), v_k(0)), 1 \leq k \leq N$. Then $u(0) \geq w(0)$ and $v(0) \geq w(0)$, hence by the above
\[
\|u(x) - w(x)\|_{C[0,b]} \leq e^{C(F)b}\|u(0) - w(0)\|_{\infty} \tag{3.15}
\]
\[
\|v(x) - w(x)\|_{C[0,b]} \leq e^{C(F)b}\|v(0) - w(0)\|_{\infty}.
\]
Since $u(x) \geq w(x)$ and $v(x) \geq w(x)$ for any $x \in [0,b]$ we also have
\[
w(x) - v(x) \leq u(x) - v(x) \leq u(x) - w(x),
\]
which by virtue of (3.15) yields
\[
\|u(x) - v(x)\|_{C[0,b]} \leq e^{C(F)b}\max\{\|u(0) - w(0)\|_{\infty}, \|v(0) - w(0)\|_{\infty}\}
\]
On the other hand, by our choice, for any $k$ there holds that
\[
\max\{|u_k(0) - w_k(0)|, |v_k(0) - w_k(0)|\} = |u_k(0) - v_k(0)|,
\]
hence
\[
\max\{\|u(0) - w(0)\|_{\infty}, \|v(0) - w(0)\|_{\infty}\} \leq \|u(0) - v(0)\|_{\infty}.
\]
which yields (3.14). \qed

Proposition 3.10. Let $\phi(x, \xi)$ denote the solution $w(x)$ of problem (3.1) in $[0,b]$ with the initial condition $w(0) = \xi \in \mathbb{R}_+^N$. Suppose $F$ satisfy the Kamke-Müller condition and that it is concave. Then
\[
\phi(x, \alpha\xi) \leq \alpha\phi(x, \xi), \quad \forall\alpha \geq 1, \forall x \in [0,b]. \tag{3.16}
\]
Let additionally $F(w, x)$ be strongly concave, $\xi > 0$ and $\alpha > 1$. If the patch $k$ is $F$-accessible at some $\beta \in [0,b]$ then
\[
\phi_k(x, \alpha\xi) < \alpha\phi_k(x, \xi), \quad \forall x \in (\beta, b). \tag{3.17}
\]

Proof. Define $u(x) = \phi(x, \xi)$, $v(x) = \phi(x, \alpha\xi)$ and $w(x) = \alpha\phi(x, \xi)$. By the concavity condition,
\[
\mathcal{L}w = \mathcal{L}(\alpha u) \geq \alpha\mathcal{L}(u) \geq 0 \quad \forall x \in [0,b), \tag{3.18}
\]
where $\mathcal{L}u = \frac{d^2}{dx^2} - F(u(x), x)$. In other words, $w(x)$ is an upper solution with $w(0) = v(0) = \alpha\xi$,

hence Proposition 3.5 yields $w(x) \geq v(x)$ for $x \in [0,b)$. This yields (3.16).

Now, suppose that $F(w, x)$ is strongly concave, $\xi > 0$, $\alpha > 1$ and patch $k$ is $F$-accessible at some $\beta \in [0,b)$. By virtue of (3.16), it suffices to show that the equality $w_k(x) = v_k(x)$ is impossible in $(\beta, b)$. Arguing by contradiction let us assume that there exists $x_0 \in (\beta, b)$ such that $w_k(x_0) = v_k(x_0)$. We claim that
in this case \( w_k(x) \equiv v_k(x) \) for any \( x \in [\beta, x_0) \). Indeed, if not then there exists \( x_1 \in (\beta, x_0) \) such that \( w_k(x_1) > v_k(x_1) \), hence the second part of Proposition 3.5 implies \( w_k(x) > v_k(x) \) for any \( x \in (x_1, b) \), a contradiction at the point \( x_0 \) follows. Thus, \( w_k(x) \equiv v_k(x) \) and, thus, \( Lw(x) = 0 \) for any \( x \in [\beta, x_0) \). (3.19)

On the other hand, by the assumption \( u(0) = \xi > 0 \) and Corollary 3.6 we have \( u_k(x) > 0 \) for \( x \in (\beta, b) \). Using the strong concavity condition (3.13), \( F_k(\alpha u(x), x) < \alpha F_k(u(x), x) \) for \( x \in (\beta, b) \) which yields \( Lw(x) = (L(\alpha u))(x) > \alpha L(u(x)) = 0 \), a contradiction with (3.19) completes the proof. □

4 The main representation

We start with an auxiliary model (4.5) below and then prove the existence of a unique positive solution of (1.1)–(1.4) and examine asymptotic behavior of the obtained solution. Everywhere in this section we assume the conditions (H1)–(H4) are satisfied.

4.1 The balanced equations

Now we consider the particular case of (3.1) with \( F(w,x) \) given by (3.4). In other words, we consider the differential operator

\[
Lw(x) = \frac{dw(x)}{dx} + M(w(x), x)w(x) - D(x)w(x).
\]

(4.1)

For further applications, it is useful to specify the properties of \( M_k \). Recall that in an important for us case of the Lotka-McKendrick-Von Foester model (1.1) with (2.4), i.e. each \( M_k(v,x) \) is actually an increasing linear function in \( v \). Keeping on the monotonicity, we also impose some additional growth conditions on \( M_k \). Namely, we suppose that each \( M_k(v,x) \) satisfies (H2), i.e. is a nonnegative continuous function on \( \mathbb{R} \times [0, b) \), \( M_k(v,x) \) is strongly increasing in \( v \geq 0 \) for any fixed \( x \in [0, b) \) (4.2) and there exist \( \gamma > 0 \) and \( \mu_\infty > 0 \) such that

\[
M_k(v,x) - \mu_k(x) \geq \mu_\infty v^\gamma, \quad \forall (v,x) \in \mathbb{R}_+ \times [0, b),
\]

(4.3)

where

\[
\mu_k(x) := M_k(0, x) \geq 0.
\]

(4.4)

**Proposition 4.1.** Let \( L \) be given by (4.1) satisfying (H2) and (H3). Then for any \( \xi \in \mathbb{R}^N_+ \) there exists a unique solution \( w(x) \in C([0, b), \mathbb{R}^N_+) \) to the initial value problem

\[
\begin{align*}
Lw(x) &= 0 \quad x \in [0, b) \\
w(0) &= \xi.
\end{align*}
\]

(4.5)

The solution is nonnegative and bounded,

\[
0 \leq w_k(x) \leq \|w(0)\|_\infty e^{N\|D\|b},
\]

(4.6)
and furthermore
\[ \|w(x)\|_\infty \leq \|w(0)\|_\infty e^{N\|D\|b - \int_0^x u(s)ds}, \quad (4.7) \]
where \( \mu(x) = \min_k \mu_k(x) \).

Proof. Using the notation of (3.4), the Metzler property on \( D \) implies that \( F \) satisfies the Kamke-Müller condition in \([0, b)\). Furthermore, since \( M_k \geq 0 \) one also has

\[ F_k(w, x) \leq \|w\|_\infty \sum_{j=1}^N |D_{kj}(x)| \leq N\|D\|\|w\|_\infty \]

which implies (3.9) with \( C(F) = N\|D\| \). Thus, the assumptions of Proposition 3.7 are fulfilled. This yields the existence of the initial problem (4.5) and (4.6). Furthermore, if \( H(x) = \|w(x)\|_\infty \) then by (3.11) at any point \( x \in [0, b) \) of differentiability of \( H \)

\[ H'(x) \leq \max_k F_k(H(x)1, x) \]
\[ \leq N\|D\|H(x) - \min_k M_k(H(x), x) \]
\[ \leq (N\|D\| - \mu(x))H(x) \]

which readily yields (4.7). \( \square \)

Proposition 4.2 (The Universal Majorant). Let \( \mathcal{L} \) be given by (4.1) satisfying \((H2)\) and \((H3)\). Then any solution \( \mathcal{L}w(x) = 0 \) satisfies

\[ w(x) \leq \omega_1 x^{-1/\gamma} 1_{N} \quad x \in (0, b), \quad 1 \leq k \leq N, \]

where

\[ \omega_1 = \left( \frac{1 + N\|D\|b}{\gamma \mu_\infty} \right)^{1/\gamma}. \quad (4.8) \]

Proof. Let us consider \( h(x) = \omega_1 x^{-1/\gamma} 1_{N} \), where \( \omega_1 \) is defined by (4.8). Then using (4.2) and \( M_k(0, x) \geq 0 \) we have for any \( k = 1, \ldots, N \) and \( x \in [0, b) \)

\[ M_k(h_k(x), x) = M_k(\omega_1 x^{-1/\gamma}, x) \geq \omega_1^\gamma \mu_\infty x^{-1}, \]

hence

\[ (\mathcal{L}h(x))_k \geq -\frac{\omega_1}{\gamma} x^{-1-1/\gamma} + \mu_\infty \omega_1^{1+\gamma} x^{-1-1/\gamma} - N\|D\| \omega_1 x^{-1/\gamma} \]
\[ \geq \frac{\omega_1}{\gamma} x^{-1-1/\gamma} (\gamma \mu_\infty \omega_1^\gamma - 1 - N\|D\|) \]
\[ \geq \frac{\omega_1}{\gamma} x^{-1-1/\gamma} (\gamma \mu_\infty \omega_1^\gamma - 1 - N\|D\|b) \]
\[ \geq 0, \]

i.e. \( h(x) \) is an upper solution. Now, if \( w(x) \) be an arbitrary solution of \( \mathcal{L}w = 0 \) then by (3.10), \( w(x) \) is bounded on \([0, b)\): \( |w_k(x)| \leq \|w(0)\|_\infty e^{C(F)\theta} \) for any \( k = 1, \ldots, N \) and \( x \in [0, b) \). Since \( M_k \geq 0 \) one has \( C(F) \leq N\|D\| \). Let \( c = \|w(0)\|_\infty e^{N\|D\|b} \) and \( x_0 := \min\{\omega_1/c^\gamma, b\} \). Then \( h(x) \geq w(x) \) on the whole interval \((0, x_0)\). This proves the claim if \( x_0 \geq b \). If \( x_0 < b \) then since \( h(x) \) is an upper solution of (4.5)
and \( h(x_0) = c \geq w(x_0) \). Therefore Proposition 3.5 yields \( h(x) \geq w(x) \) for any \( x \in (x_0, b) \), which finishes the proof. \( \square \)

### 4.2 The main representation

**Lemma 4.3.** Let \( \mathcal{B} \) be defined by (1.2) and let

\[
\mathcal{B}^- = \{(a, t) \in \mathcal{B} : a > t\}, \quad \mathcal{B}^+ = \{(a, t) \in \mathcal{B} : a < t\}.
\]

Then each of \( \mathcal{B}^- \) and \( \mathcal{B}^+ \) is a connected open set.

**Proof.** It suffices to prove that for any \( y \geq 0 \), the set \( \{s \geq 0 : (s, y + s) \in \bar{\mathcal{B}}\} \) is connected. To this end let us suppose that \((0, y) \in \bar{\mathcal{B}}\) and let \( S \) be the closed component of \( \{s \geq 0 : (s, y + s) \in \bar{\mathcal{B}}\} \) containing \((0, y)\). Let \((s_1, y + s_1)\) be the right endpoint of \( S \). We claim that \((s_1, y + s_1) \in \partial \mathcal{B}\). We claim that \((s, y + s) \in \mathbb{R}^2 \setminus \bar{\mathcal{B}}\) for \( s > s_1 \). Indeed, arguing by contradiction, one concludes that there exists \( s_2 > s_1 \) such that \((s_2, y + s_2) \in \partial \mathcal{B}\). This yields \( B(y + s_i) = s_i, i = 1, 2 \), thus by (2.1)

\[
1 = \frac{B(y + ks_2) - B(y + ks_1)}{s_2 - s_1} < 1.
\]

The contradiction yields our claim and, thus, the desired connectedness. \( \square \)

Let us define

\[
\mathcal{B}^+_1 = \{(x, y) : x < B(x + y), y > 0\}
\]

\[
\mathcal{B}^-_1 = \{(x, y) : 0 < x < T, 0 < y < B(x) - x\},
\]

as it is shown on Fig. 4.1 and 4.2, respectively.
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**Figure 4.1.** The domains \( \mathcal{B}^+ \) and \( \mathcal{B}^-_1 \)

Next, let \( \Phi(x; \rho, y) \) denote respectively \( \Psi(x; f, y) \) the solutions \( h(x) \) of the initial value problems

\[
\begin{align*}
\frac{d}{dx} h(x) &= -M(h(x), x, x+y)h(x) + D(x, x+y)h(x), \\
h(0) &= \rho(y), \quad (x, y) \in \mathcal{B}^+_1,
\end{align*}
\]

(4.9) respectively

\[
\begin{align*}
\frac{d}{dx} h(x) &= -M(h(x), x+y, x)h(x) + D(x+y, x)h(x), \\
h(0) &= f(y), \quad (x, y) \in \mathcal{B}^-_1.
\end{align*}
\]

(4.10)
Lemma 4.4. Let $\rho \in C(\mathbb{R}_+, \mathbb{R}^N) \cap L^\infty(\mathbb{R}_+, \mathbb{R}^N)$ and let $f \in C(\mathbb{R}_+, \mathbb{R}^N)$ satisfy (H5). Then $\Phi(x; \rho, y)$ (resp. $\Psi(x; f, y)$) is a nonnegative function non-decreasing in $\rho$ (resp. $f$). Furthermore,

$$\Phi(x; \rho, y) \leq e^{N\|D_b\|\|\rho\|_\infty}$$

(4.11)

$$\Phi(x; \rho, y) \leq \omega_1 x^{-1/\gamma} 1_N, \quad x \geq 0.$$  

(4.12)

where $\omega_1$ is defined by (4.8), and

$$|\Phi_k(x; \rho, y) - \Phi_k(x; \rho^*, y)| \leq e^{N\|D_b\|\|\rho(y) - \rho^*(y)\|_\infty},$$

(4.13)

$$\Psi(x; f, y) = 0 \quad \forall x \geq 0, y \geq B(0).$$

(4.14)

Proof. It follows from Proposition 4.1 that (4.9) and (4.10) have a unique nonnegative solution. Next, given two arbitrary $\rho$ and $\rho^*$, let $h(x)$ and $h^*(x)$ be the corresponding solutions of (4.9). If $\rho \geq \rho^*$ then Proposition 3.5 imply $h(x) \geq h^*(x)$ for $x \geq 0$ and the monotonicity $\Phi(x; \rho, y) \geq \Phi(x; \rho^*, y)$ follows. Similarly one shows the monotonicity of $\Psi$. Furthermore, if $\rho(t)$ and $\rho^*(t)$ are two arbitrary nonnegative vector-functions, then Corollary 3.9 and Proposition 4.1 yield

$$|\Phi_k(x; \rho, y) - \Phi_k(x; \rho^*, y)| = |h(x) - h^*(x)| \leq e^{N\|D_b\|\|\rho(y) - \rho^*(y)\|_\infty}.$$  

Proposition 4.2 implies (4.12). Finally, by (H5) $f(x) = 0$ for all $x > B(0)$. Then by the uniqueness of solution of (4.10), $\Psi(x; f, y) = 0$ for all $y \geq B(0)$ and $x \geq 0$. □

Proposition 4.5. Let $n(a, t) \in C^1(\mathcal{B})$ be a solution to the problem (1.1)–(1.4) and let $\rho(t) = n(0, t)$. Then

$$n(a, t) = \begin{cases} \Phi(a; \rho, t - a), & t > a, \\ \Psi(a; f, a - t), & a \geq t, \end{cases}$$

(4.15)

and

$$\rho(t) = \int_0^t m(a, t) \Phi(a; \rho, t - a) da + \int_0^\infty m(a, t) \Psi(a; f, a - t) da.$$  

(4.16)

Proof. First let $(a, t) \in \mathcal{B}$ and $t > a$. Then in the new variables $(a, t) = (x, x + y)$ one has $(x, y) \in \mathcal{B}^+$ and the initial value problem (1.1)–(1.4) becomes (4.9) for $h(x) = n(x, x + y)$. This yields $n(x, x + y) = \Phi(x; \rho, y)$ for each $y > 0$, thus, returning to the old variables yields $n(a, t) = \Phi(a; \rho, t - a)$ for any $t > a > 0$. This
proves the first part of representation (4.15). The second part is similarly obtained by the change of variables \((a, t) = (x + y, x)\). Furthermore, the continuity of \(n(a, t)\) follows from (4.15) and the standard facts on continuity of solutions on parameters. Finally, plugging (4.15) in (1.3) yields (4.16). □

4.3 The integral equation

It is straightforward to see that if \(M, D, m\) and \(f\) are sufficiently smooth functions, then the function \(n(a, t)\) in (4.15) is a classical solution of the boundary value problem (1.1) – (1.4) in \(\mathcal{B}\). On the other hand, in application it is natural to assume that these functions are merely continuous (or even measurable). In that case, one can interpret the representation (4.15) with \(\rho\) satisfying (4.16) as a weak solution of (1.1) – (1.4). Furthermore, since a solution \(\rho(t)\) of the integral equation (4.16) completely determines the population dynamics \(n(a, t)\), it is natural to characterize all nonnegative solutions of (4.16) (with a given function \(f\)).

To this end, we observe that (4.16) can be thought of as an (nonlinear) operator equation on \(\rho\):

\[
\rho = \mathcal{L}_f \rho := K\rho + Ff,
\]

where the operators \(K\) and \(F\) are defined resp. by

\[
K\rho(t) = \int_0^t m(a, t)\Phi(a; \rho, t - a)\, da \tag{4.18}
\]

\[
Ff(t) = \int_t^{\infty} m(a, t)\Psi(a; f, a - t)\, da. \tag{4.19}
\]

In this section we treat some general properties of \(\mathcal{L}_f\).

We fix some notation which will be used throughout the remained part of the paper. Let \(\omega_1\) be defined by (4.8) and let

\[
\omega_2 = \omega_1 \|m\|_{\infty} \int_{a_m}^{A_m} \frac{da}{a^{1/\gamma}}, \tag{4.20}
\]

where \(A_m, a_m\) are the constants from (H4) and \(m = m(a, t) = (m_1(a, t), \ldots, m_N(a, t))\) is the birth rate. Let us also consider the following subsets of \(\mathbb{R}_+^N\):

\[
Q^- := \{x \in \mathbb{R}^N : 0 \leq x \leq \omega_2 1_N\},
\]

\[
Q^+ := \{x \in \mathbb{R}^N : x \geq \omega_2 1_N\}. \tag{4.21}
\]

Lemma 4.6. Let (H4) be satisfied. Then the operators \(F\) and \(K\) are positive on the cone of nonnegative continuous vector-functions \(C(\mathbb{R}_+^N, \mathbb{R}_+^N)\) and have bounded ranges:

\[
K : C(\mathbb{R}_+^N, \mathbb{R}_+^N) \to C(\mathbb{R}_+^N, Q^-), \tag{4.22}
\]

\[
F : C(\mathbb{R}_+^N, \mathbb{R}_+^N) \to \{h \in C(\mathbb{R}_+^N, Q^-) : \text{supp} \, h \subset [0, A_m] \times \mathbb{R}\}. \tag{4.23}
\]

Furthermore, \(K\) is non-decreasing and Lipschitz continuous on \(C(\mathbb{R}_+^N, \mathbb{R}_+^N)\).
Proof. It readily follows from the nonnegativity of \( m \) and Lemma 4.4 that \( \mathcal{K} \) and \( \mathcal{F} \) preserve the cone of nonnegative functions \( C(\mathbb{R}_+, \mathbb{R}^N_+) \) and non-decreasing there. Furthermore, using \( (H4) \) we have from (4.12)

\[
(K\rho)_k(t) \leq \int_{\mathbb{R}_+} \frac{\omega_1 m_k(a, t)}{a^{1/\gamma}} \, da \leq \omega_1 \|m\|_{\infty} \int_{\mathbb{R}_+} \frac{1}{a^{1/\gamma}} \, da = \omega_2.
\]

This yields (4.22) and thus the boundedness of the range of \( \mathcal{K} \). The corresponding property for \( \mathcal{F} \) is established similarly. Next, by \( (H4) \) \( m(a, t) \equiv 0 \) for \( a \geq A_m \), hence for any \( t \geq A_m \)

\[
\mathcal{F}f(t) = \int_{\mathbb{R}_+} m(a, t)\Psi(a; f, a - t) \, da = 0
\]

which implies (4.23). Finally, if \( \rho \) and \( \rho^* \) are bounded functions then by (4.13),

\[
|(K\rho - K\rho^*)_k(t)| \leq \|m\|_{\infty} \int_{\mathbb{R}_+} \left| \Phi_k(a; \rho, t - a) - \Phi_k(a; \rho^*, t - a) \right| \, da \\
\leq (A_m - a_m) \|m\|_{\infty} e^N \|D\| \|\rho - \rho^*\|_{\infty},
\]

which yields that \( \mathcal{K} \) is a Lipschitz continuous operator. \( \square \)

**Proposition 4.7.** Given an arbitrary \( f \in C(\mathbb{R}_+, \mathbb{R}^N_+) \), there exists a unique solution \( \rho \in C(\mathbb{R}_+, \mathbb{R}^N_+) \cap L^\infty(\mathbb{R}_+, \mathbb{R}^N_+) \) of (4.17).

Proof. Let us consider the sequence \( \{\rho^{(i)}\}_{0 \leq i \leq \infty} \) defined recursively by

\[
\rho^{(i+1)} = K\rho^{(i)} + \mathcal{F}f, \quad \rho^{(0)} = 0. \tag{4.24}
\]

Since \( \mathcal{F}f \geq 0 \), we have

\[
\rho^{(0)} = 0 \leq \mathcal{F}f = \rho^{(1)},
\]

\[
\rho^{(1)} = \mathcal{F}f \leq K\rho^{(1)} + \mathcal{F}f = \rho^{(2)}.
\]

This shows that \( \rho^{(i+1)} - \rho^{(i)} \geq 0 \) for \( i = 0, 1 \). Then combining

\[
\rho^{(i+1)} - \rho^{(i)} = K\rho^{(i)} - K\rho^{(i-1)}, \quad i \geq 0,
\]

with the monotonicity of \( \mathcal{K} \) implies by induction that \( \rho^{(i+1)} - \rho^{(i)} \geq 0 \) for any \( i \geq 0 \). In other words, \( \{\rho^{(i)}\}_{0 \leq i \leq \infty} \) is a pointwise non-decreasing sequence. On the other hand, by (4.22) and (4.23) this sequence is uniformly bounded:

\[
\rho^{(i+1)} = K\rho^{(i)} + \mathcal{F}f \leq 2\omega_2 \cdot 1_N.
\]

This implies the existence of the limit

\[
\rho := \lim_{i \to \infty} \rho^{(i)} \leq 2\omega_2 \cdot 1_N. \tag{4.25}
\]
Using (4.13) and (4.11) we obtain for any \( i \geq 1 \)

\[
|\rho_k^{(i+1)}(t) - \rho_k^{(i)}(t)| \leq \|m\|_\infty \int_0^t |\Phi_k(a; \rho^{(i)}, t - a) - \Phi_k(a; \rho^{(i-1)}, t - a)| \, da
\]

\[
\leq C \int_0^t |\rho^{(i)}(t) - \rho^{(i-1)}(t - a)| \, da = C \int_0^t |\rho^{(i)}(a) - \rho^{(i-1)}(a)| \, da,
\]

where \( C = e^{N|D|\|m\|_\infty} \). On iterating the latter inequality we obtain using \( \rho^{(1)} \leq \rho \) and (4.25)

\[
|\rho_k^{(i+1)}(t) - \rho_k^{(i)}(t)| \leq C^i \int_0^t \ldots \int_0^t \rho^{(1)}(a) \, da \, da_1 \ldots da_{i-1} \leq 2\omega_2 \frac{C^i t^i}{i!}
\]

therefore

\[
|\rho_k^{(i+j)}(t) - \rho_k^{(i)}(t)| \leq 2\omega_2 \frac{\int_0^t (Ct)^{i+s}}{(i+s)!} \leq 2\omega_2 e^{Ct} \frac{C^i t^i}{i!}. \tag{4.26}
\]

Therefore for any fixed \( T > 0 \) and \( 0 < t < T \), the latter expression converges to 0 as \( i \to \infty \) uniformly in \( j \geq 1 \). This establishes that \( \rho^{(i)} \to \rho \) in \( L^\infty((0, T), \mathbb{R}_+^N) \) for each \( T > 0 \). In particular, by (4.24) this implies that \( \rho \) satisfies (4.17).

In order to establish the uniqueness we assume that \( \rho \) and \( \tilde{\rho} \) are two solutions to (4.17). The tautological iterations \( \rho^{(i)} := \rho \) and \( \tilde{\rho}^{(i)} := \tilde{\rho} \), \( i = 0, 1, 2, \ldots \) obviously satisfy (4.24) which by virtue of (4.26) yields

\[
|\rho_k(t) - \tilde{\rho}_k(t)| \leq 2\omega_2 \frac{C^i t^i}{i!} \to 0 \quad \text{as} \quad i \to \infty,
\]

thus \( \rho(t) \equiv \tilde{\rho}(t) \). Finally, by Lemma 4.4 \( \Phi_k \) and \( \Psi_k \) are continuous, which yields the continuity of operators \( \mathcal{K} \) and \( \mathcal{F} \), and, thus, all iterations given by (4.24) are continuous and so is the limit \( \rho \). This completes the proof. \( \square \)

### 4.4 The convolution property of \( \mathcal{K} \)

**Lemma 4.8.** Let \( \rho \in C(\mathbb{R}_+, \mathbb{R}_+^N) \) and \( \rho(t) > 0 \) for \( t \in [s_1, s_2] \subset \mathbb{R}_+ \). Let for some \( k \) there exists \( \beta_k < \sup \text{supp } m_k \) such that the patch \( k \) is accessible at \( \beta_k \). Then there exist \( a_k, b_k \) such that \( [a_k, b_k] \in \text{supp } m_k, \beta_k \leq a_k, \) and \((\mathcal{K}\rho(t))_k > 0 \) for all \( t \in [s_1 + a_k, s_2 + b_k] \).

**Proof.** There are \( \delta > 0 \) and points \( a'_k, b'_k \), \( a'_k < a_k < b_k < b'_k \), such that (i) \( m_k(a) \geq \delta \) for \( a \in [a'_k, b'_k] \), and (ii) the patch \( k \) is accessible at \( \beta_k \leq a_k \). By Lemma 3.4 we have

\[
\delta_1 := \min_{s_1 \leq y \leq s_2} \Phi_k(a; \rho, y) > 0,
\]
hence if \( t \in [s_1 + a_k, s_2 + b_k] \) then

\[
(\mathcal{K}\rho)_k(t) = \int_0^t m_k(a) \Phi_k(a; \rho, t - a) \, da \geq \int_{a_k'}^{\min\{t, b_k'\}} \Phi_k(a; \rho, t - a) \, da
\]

\[
\geq \delta \delta' \int_{\max\{a_k', t - s_1\}}^{\min\{b_k', t - s_1\}} da = \delta \delta' \int_{\max\{a_k', t - s_2\}}^{\min\{b_k', t - s_1\}} da
\]

We claim that \((\mathcal{K}\rho(t))_k > 0 \) for all \( t \in [s_1 + a_k, s_2 + b_k] \). Indeed, the function

\[
\xi(t) = \min\{b_k', t - s_1\} - \max\{a_k', t - s_2\}
\]

is obviously concave and

\[
\xi(s_1 + a_k') = \min\{b_k', a_k'\} - \max\{a_k', a_k' + s_1 - s_2\} = 0,
\]

\[
\xi(s_2 + b_k') = \min\{b_k', b_k' + s_2 - s_1\} - \max\{a_k', b_k'\} = 0,
\]

hence by the maximum principle \( \xi(t) > 0 \) for any \( t \in (s_1 + a_k', s_2 + b_k') \). This yields the desired conclusion. \( \square \)

## 5 Constant environment

The model (1.1)–(1.4) is more complicated for analysis under the assumption that a population lives in a temporally variable environment because the structure parameters are functions of age and time. In this section we analyze a constant environment, then in section 6 we continue with a periodically changing environment, and finally in section 7 we describe an irregularly changing environment. Throughout this section, we assume the conditions (H1)–(H5) are fulfilled. Also, it is reasonable to assume that the maximal life-time is constant: \( B(t) \equiv b \). This condition is natural and is commonly used for both finite and infinite values of \( b \), see [22], [9], [13].

### 5.1 The characteristic equation

Under assumptions that the vital rates, carrying capacity and dispersion coefficients are \( time-independent \) functions, the system (1.1)–(1.4) becomes

\[
\begin{aligned}
\frac{\partial n(a, t)}{\partial t} + \frac{\partial n(a, t)}{\partial a} &= -M(n(a, t), a)n(a, t) + D(a)n(a, t), \\
n(0, t) &= \int_0^\infty m(a)n(a, t) \, da, \\
n(a, 0) &= f(a).
\end{aligned}
\]

(5.1)

According to Proposition 4.5, there exists a unique solution \( n(a, t) \) of the problem (5.1) given by

\[
n(a, t) = \begin{cases} \\
\Phi(a; \rho, t - a), & a < t, \\
\Psi(a; f, a - t), & a \geq t,
\end{cases}
\]

(5.2)

where the \textit{newborns function}

\[
\rho(t) \equiv (\rho_1(t), \ldots, \rho_N(t))^t = n(0, t) = \int_0^\infty m(a)n(a, t) \, da,
\]
satisfies the following identity:
\[
\rho(t) = \int_0^t m(a)\Phi(a; \rho, t-a) \, da + \int_t^\infty m(a)\Psi(a; f, a-t) \, da.
\]
(5.3)

Using the notation of (4.18) and (4.19), we have

**Proposition 5.1.** Let \( n(a, t) \) be the solution of the problem (5.1). Then the newborns function \( \rho(t) \) satisfies the integral equation
\[
\rho = \mathcal{L}_f \rho := K\rho + Ff.
\]
(5.4)

It is natural to study stationary (i.e. time independent) solutions of (5.4). Indeed, since \( m(a) \) has a compact support, it follows from (5.3) that \( Ff \) vanishes for large enough \( t \). This yields that any solution of (5.4) satisfies
\[
\rho(t) = (K\rho)(t) \quad \text{for all } t \geq A_m.
\]
(5.5)

In particular, it is easy to see that if \( \rho \) has a limit \( \rho_\infty = \lim_{t \to \infty} \rho(t) \) then \( \rho_\infty \) itself is a stationary solution of (5.5). In the next section we study the stationary solutions in more detail.

To make these observations precise, we introduce the following operator:
\[
\tilde{K}\rho := \int_0^\infty m(a)\varphi(a; \rho) \, da \equiv \int_{a_m}^{A_m} m(a)\varphi(a; \rho) \, da, \quad \rho \in \mathbb{R}_+^N,
\]
(5.6)
where \( \varphi(a; \rho) = (\varphi_1(a; \rho), \ldots, \varphi_N(a; \rho))' \) is the unique solution of the initial problem
\[
\begin{cases}
\frac{d\varphi(a; \rho)}{da} = -M(\varphi(a; \rho), a)\varphi(a; \rho) + D(a)\varphi(a; \rho),
\varphi(0; \rho) = \rho.
\end{cases}
\]
(5.7)

In particular, this yields in the notation of (4.9) for any \( \rho \in \mathbb{R}_+^N \) that
\[
\varphi(a; \rho) \equiv \Phi(a; \rho, y) \quad \text{for any } y \in \mathbb{R}.
\]
(5.8)

**Corollary 5.2.** The operator \( \tilde{K} \) is nondecreasing and
\[
\tilde{K} : \mathbb{R}_+^N \to Q^-,
\]
(5.9)
where \( Q^- \) is defined by (4.21).

**Proof.** The nondecreasing property is by Proposition 3.5 and (5.9) follows from (4.22). \qed

**Definition 5.3.** The equation
\[
\tilde{K}\rho = \rho.
\]
(5.10)
is said to be the characteristic equation for the problem (5.4). A nonnegative solution \( \rho \) of (5.10) is called a stationary solution of (5.4).

The set of stationary solutions is nonempty because \( \rho = 0 \) is a (trivial) stationary solution. In section 5.2 we characterize all nontrivial stationary solutions.

As it was noticed before, the characteristic equation describes the possible scenario of the limit at infinity of solutions to (5.4). The next lemma makes this observation more precise. First let us note that the limit
\[
\rho_\infty := \rho(M) \equiv \lim_{t \to \infty} \rho(t).
\]
is well-defined for any \( \rho \in S_M \), where
\[
S_M := \{ \rho : \mathbb{R}_+ \to \mathbb{R}_+^N \text{ such that } \rho(t) \text{ is constant for } t \geq M \}.
\]

**Lemma 5.4.** For any \( f \in C(\mathbb{R}_+, \mathbb{R}_+^N) \),
\[
\mathcal{L}_f : S_M \to S_{M+A_m}
\]
and for any \( \rho \in S_M \)
\[
(\mathcal{L}_f \rho)_\infty = \bar{K} \rho_\infty.
\] (5.11)

**Proof.** It follows from (4.23) and (H4) that for any \( t \geq M + A_m \) there holds
\[
\mathcal{L}_f \rho(t) = K \rho(t) = \int_0^t m(a) \Phi(a; \rho, t-a) da = \int_0^{A_m} m(a) \Phi(a; \rho, t-a) da.
\]
Next, by virtue our choice of \( t \) we have for any \( 0 \leq a \leq A_m \) that \( t-a \geq t-A_m \geq M \), therefore \( \Phi(a; \rho, t-a) = \Phi(a; \rho_\infty, M) = \varphi(a; \rho_\infty) \). Therefore for all \( t \geq M + A_m \)
\[
\mathcal{L}_f \rho(t) = \int_0^{A_m} m(a) \varphi(a; \rho_\infty) da \equiv \int_0^\infty m(a) \varphi(a; \rho_\infty) da = \bar{K} \rho_\infty
\]
which yields the desired conclusions. \( \square \)

### 5.2 The maximal solution of the characteristic equation

A vector \( \rho \in \mathbb{R}_+^N \) is called an upper (resp. lower) solution to equation (5.10) if \( \rho \geq \bar{K} \rho \) (resp. \( \rho \leq \bar{K} \rho \)).

**Lemma 5.5.** The set of lower solutions of (5.10) is bounded:
\[
\{ \rho : \bar{K} \rho \leq \rho \} \subset Q^-.
\]
Furthermore, any \( \rho \in Q^+ \) is an upper solution of (5.10).

**Proof.** Indeed, if \( \rho \leq \bar{K} \rho \) then applying (5.10), (4.12) and (4.20) one obtains
\[
\rho \leq \int_0^\infty m(a) \varphi(a; \rho) da \leq \int_0^{A_m} m(a) \mathbf{1}_N \frac{\omega_1}{a^{1/\gamma}} da \leq \omega_2 \mathbf{1}_N
\]
which yields \( \rho \in Q^- \), and therefore the first claimed inclusion. Next, arguing similarly we have for any \( \rho \in Q^+ \) that
\[
\rho \geq \omega_2 \cdot \mathbf{1}_N \geq \int_0^\infty m(a) \varphi(a; \rho) da = \bar{K} \rho
\]
which proves that \( \rho \) is an upper solution of (5.10). \( \square \)

**Proposition 5.6.** For any \( \rho^+ \in Q^+ \) the limit
\[
\theta := \lim_{i \to \infty} \bar{K}^i \rho^+
\] (5.12)
exists and \( \theta \) is a solution of the characteristic equation. Furthermore,

(i) \( \theta \) does not depend on a particular choice of \( \rho^+ \in Q^+ \);
(ii) if \( \rho \) is an arbitrary lower solution of (5.10) then \( \rho \leq \theta \).
Proof. By Lemma 5.5, $\bar{K} \rho^+ \leq \rho^+$. Thus, by the monotonicity of $\bar{K}$ we have for all $i \geq 0$ that

$$\bar{K}^{i+1} \rho \equiv \bar{K}^i \bar{K} \rho^+ \leq \bar{K}^i \rho^+,$$

thus $\{\bar{K}^i \rho^+\}$ is a non-increasing sequence bounded from below: $\bar{K}^i \rho^+ \geq 0$. This implies the existence of the limit in (5.12). Let us for a moment denote the limit by $\theta(\rho^+)$. It follows trivially that $\bar{K} \theta(\rho^+) = \theta(\rho^+)$. This proves that $\theta(\rho^+)$ is a solution of the characteristic equation. Next, let $\rho$ be an arbitrary lower solution of (5.10). Then by Lemma 5.5

$$\rho \leq \bar{K} \rho \leq \omega_2 1_N \leq \rho^+.$$

Iterating the latter inequality yields $\rho \leq \bar{K}^i \rho \leq \bar{K}^i \rho^+$, and passing to the limit as $i \to \infty$ we get $\rho \leq \rho^+(\theta)$. This proves (ii). Now suppose that $\rho^+_1 \in Q^+$. Then $\theta(\rho^+_1)$ is a solution of the characteristic equation, hence by (ii)

$$\theta(\rho^+_1) \leq \theta(\rho^+),$$

which, by symmetry, yields the equality in the latter inequality. This establishes the independence of $\theta(\rho^+)$ on a choice of $\rho^+$, implying (i). \qed

Definition 5.7. The unique $\theta$ defined by (5.12) is called the maximal solution of the characteristic equation.

Note that the maximal solution $\theta$ does not depend on the initial population distribution $f(a)$ and it is essentially determined by the maternity function $m(a)$. As we shall see, the maximal solution plays a distinguished role in the asymptotic analysis.

5.3 The net reproductive rate dichotomy

Throughout this section we assume additionally that the condition (H6) is also fulfilled. Let us consider the scaled version of $\bar{K}$ by

$$\mathcal{R}_\lambda x = \frac{1}{\lambda} \bar{K} \lambda x, \quad x \in \mathbb{R}^N_+, \quad \lambda \in (0, \infty).$$

(5.13)

Equivalently, we have component-wise

$$\mathcal{R}_\lambda x := \int_0^\infty m(a) Y(a; x, \lambda) da,$$

(5.14)

where

$$Y(a; x, \lambda) = \frac{1}{\lambda} \varphi(a; \lambda x), \quad x \in \mathbb{R}^N_+.$$

Thus, the existence of a nontrivial solution to the characteristic equation (5.10) is equivalent to the existence of a pair $(e, \lambda)$, where a unit vector $(a$ direction) $e \in \mathbb{R}^N_+$, $\|e\| = 1$ and a scalar $\lambda > 0$ are such that

$$e = \mathcal{R}_\lambda e.$$

(5.15)

The next lemma establishes that for each direction $e \in \mathbb{R}^N_+$ there is at most one such pair.
Lemma 5.8. The operator $\mathcal{R}_\lambda$ is decreasing with respect to $\lambda$:

$$\lambda_2 > \lambda_1 \geq 0 \Rightarrow \mathcal{R}_{\lambda_1} x \succcurlyeq \mathcal{R}_{\lambda_2} x \quad \forall x \in \mathbb{R}_+^N.$$  

(5.16)

In particular, given an arbitrary direction $e \in \mathbb{R}_+^N$, $\|e\| = 1$,

$$\text{card}\{\lambda > 0 : \lambda e \in \mathcal{C}\} \equiv \text{card}\{\lambda > 0 : e = \mathcal{R}_\lambda e\} \leq 1.$$

Proof. Since $\alpha = \lambda_2 / \lambda_1 > 1$ we have from (3.16)

$$\varphi(a; \lambda_2 x) = \varphi(a; \alpha \lambda_1 x) \leq \alpha \varphi(a; \lambda_1 x),$$

i.e. $Y(a; x, \lambda_2) \leq Y(a; x, \lambda_1)$. This yields the weaker inequality $\mathcal{R}_{\lambda_1} x \geq \mathcal{R}_{\lambda_2} x$ for any $x \in \mathbb{R}_+^N$. Next, by (H6) for an arbitrary $1 \leq k \leq N$, there exists $\beta_k \leq \sup \text{supp} m_k$ such that the patch $k$ is accessible at $\beta_k$. By (3.17), $\varphi_k(a; \alpha \lambda_1 x) < \alpha \varphi(a; \lambda_1 x)$ holds for any $a > \beta_k$. Thus, $Y_k(a; x, \lambda_2) < Y_k(a; x, \lambda_1)$ for $a > \beta_k$. Since $\sup m_k(a) \cap (\beta_k, \infty)$ has a nonempty interior, it follows from (5.14) that $(\mathcal{R}_{\lambda_1} x)_1 \succcurlyeq (\mathcal{R}_{\lambda_2} x)_1$ for any $x \in \mathbb{R}_+^N$. By the arbitrariness of $k$ one has (5.16). Next, $e \in \mathbb{R}_+^N$, $\|e\| = 1$ be such that the set $\{\lambda > 0 : e = \mathcal{R}_\lambda e\}$ is nonempty, say $e = \mathcal{R}_{\lambda_0} e$ for some $\lambda_0 > 0$. Then (5.16) yields

$$\mathcal{R}_{\lambda_2} e \ll e = \mathcal{R}_{\lambda_0} e \ll \mathcal{R}_{\lambda_1} e$$

for any $\lambda_1 < \lambda_0 < \lambda_2$. This proves that $\lambda_0$ is the only solution of $e = \mathcal{R}_\lambda e$. \qed

In the course of the proof of the lemma we have established the following property.

Corollary 5.9. For any $0 < \lambda < 1$ and any $x \in \mathbb{R}_+^N$ there holds $\lambda \varphi(a; x) \leq \varphi(a; \lambda x)$.

The limit case $\lambda = 0$ plays a distinguished role in the further analysis. Notice that $Y_k(a; x, \lambda)$ is non-decreasing in $\lambda > 0$ and by (4.11) $Y_k(a; x, \lambda) \leq e_N^N \|D\| b$, where the constant $b$ is from (H1). This implies that the limit

$$Y_k(a; x) := \lim_{\lambda \to +0} Y_k(a; x, \lambda)$$

does exist for any fixed $x \in \mathbb{R}_+^N$, and the standard argument shows that $Y(a; x)$ is the unique solution of the linear system

$$\begin{cases}
\frac{dY(a; x)}{da} = (D(a) - M(0, a)) Y(a; x), \\
Y(0; x) = x.
\end{cases}$$

(5.17)

Here

$$M(0, a) = \text{diag}(\mu_1(a), \ldots, \mu_N(a))$$

with $\mu_k(x)$ is defined by (4.4). Since $m_k \geq 0$, the limit

$$\mathcal{R}_0 x = \lim_{\lambda \to +0} \int_0^\infty m(a) Y(a; x, \lambda) da = \int_0^\infty m(a) Y(a; x) da.$$  

(5.18)

is well defined for each $x \in \mathbb{R}_+^N$.

To proceed, we recall some standard concepts of the nonnegative matrix theory. A matrix $A$ is called reducible [35] if for some permutation matrix $P$

$$P A P^t = \begin{pmatrix}
A_{11} & 0 \\
A_{21} & A_{22}
\end{pmatrix},$$

where $A_{ij}$ is a matrix.
where $A_{11}, A_{22}$ are square matrices, otherwise $A$ is called irreducible. There is the following combinatorial characterization of the irreducibility, see [6, p. 27], [34, p. 671]: the condition that a nonnegative matrix $A$ of order $n \geq 2$ is irreducible is equivalent to any of the following conditions:

(a) no nonnegative eigenvector of $A$ has a zero coordinate;
(b) $A$ has exactly one (up to scalar multiplication) nonnegative eigenvector, and this vector is positive;
(c) $\alpha x \geq Ax$ and $x > 0$ implies $x \gg 0$;
(d) the associated graph $\Gamma(A)$ is strongly connected.

Lemma 5.10. The map $\mathcal{R}_0 : \mathbb{R}^N \to \mathbb{R}^N$ defined by (5.18) is linear and strongly positive, i.e. $x > 0$ implies $\mathcal{R}_0 x \gg 0$. In particular, $\mathcal{R}_0$ is an irreducible matrix. Furthermore, $P \mathcal{R}_0 P^t \propto \mathcal{R}_0 x$, $\forall x \in \mathbb{R}_+^n$, $\lambda > 0$. (5.19)

Proof. Indeed, the linearity follows immediately by (5.18) and (5.17). Since the matrix $M(0,a)$ is diagonal, the associated digraphs of the matrices $D(a)$ and $D(a) - M(0,a)$ are equal. Therefore, using (H6) readily yields that $Y_k(a;x,0) > 0$ for any $a > \beta_k$. Hence, repeating the argument of Lemma 5.8 we have from (5.18) and (H4) that $(\mathcal{R}_0 x)_k > 0$ for any $k$. This proves $\mathcal{R}_0 x \gg 0$. Suppose by contradiction that $\mathcal{R}_0$ is reducible. Then for some permutation matrix $P$

$$P \mathcal{R}_0 P^t = \begin{pmatrix} A_{11} & 0 \\ A_{21} & A_{22} \end{pmatrix},$$

(5.20)

where $A_{11}, A_{22}$ are square matrices. Let $x > 0$ be a vector in $\mathbb{R}_+^N$ with all first $m$ coordinates zero, where $m$ is the order of $A_{11}$. By (5.20) $P \mathcal{R}_0 P^t x$ has the same property, i.e. the vector $\mathcal{R}_0 P^t x$ has at least $m$ zero coordinates which contradicts the fact that $\mathcal{R}_0 P^t x \gg 0$. This proves the irreducibility. Finally, (5.19) follows from (5.16). □

Corollary 5.11. If $\mathcal{R}_0 e \leq e$ for any $e \in \mathbb{R}_+^N$, $\| e \| = 1$, then the characteristic equation (5.10) admits only trivial solutions.

Proof. Indeed, if $\rho \neq 0$ is a nontrivial solution of (5.10) then by (5.13) $e = \rho / \| \rho \|$ is a solution of $\mathcal{R}_\lambda e = e$ for $\lambda = \| \rho \|$. On the other hand, using the assumption and (5.19) we obtain $e = \mathcal{R}_\lambda e \propto \mathcal{R}_0 e \leq e$, a contradiction follows. □

Let us denote by $\sigma(\mathcal{R}_0)$ the spectral radius of the linear map $\mathcal{R}_0$. Combining the irreducibility of $\mathcal{R}_0$ with the Perron-Frobenius theorem [6, Theorem 1.3.26] implies the following important observation.

Corollary 5.12. The spectral radius $\sigma(\mathcal{R}_0) > 0$ and it is a simple eigenvalue of $\mathcal{R}_0$. If $x$ is an eigenvector of $\mathcal{R}_0$ then $x \gg 0$. If $\lambda \neq \sigma$ is another eigenvalue of $\mathcal{R}_0$ then $|\lambda| < \sigma$. Furthermore, the Collatz-Wielandt identity holds

$$\max_{x > 0} \min_{1 \leq i \leq N} \frac{(\mathcal{R}_0 x)_i}{x_i} = \sigma(\mathcal{R}_0).$$
**Definition 5.13.** The linear map $\mathcal{R}_0$ is called the *net reproductive map* associated to the problem (5.1). Its spectral radius $\sigma(\mathcal{R}_0)$ is called the *net reproductive rate*.

The latter definition can be motivated as follows. For a single patch model, i.e. $N = 1$, the linear system (5.17) becomes a single equation
\[
\frac{d}{da} Y_1(a; x, 0) = -\mu(a) Y_1(a; x, 0),
\]
with an explicit solution $Y_1(a; x, 0) = x \exp(-\int_0^a \mu(s) ds)$. Thus (5.18) yields
\[
\mathcal{R}_0 x = R_0 x,
\]
where
\[
\sigma(\mathcal{R}_0) = R_0 = \int_0^\infty m(a) e^{-\int_0^a \mu(s) ds} da.
\]
(5.22)
The quantity $R_0$ is well-established and is known as the (inherent) net reproductive rate in the linear time-independent model on a single patch [26], [14]; see also [31] or [32]. Note that in this case,
\[
\Pi(a) = e^{-\int_0^a \mu(s) ds}
\]
(5.23)
is the survival probability, i.e. the probability for an individual to survive to age $v$. Then $R_0$ is the expected number of offsprings per individual per lifetime. Recall that in the one-dimensional case, $R_0$ is related to the intrinsic growth rate of population by the characteristic equation. Namely, when $R_0 > 1$ population is growing, while for $R_0 \leq 1$ population is declining.

The next result extends this dichotomy onto the general multipatch case. Recall that

**Theorem 5.14 (The Net Reproductive Rate Dichotomy).** If $\sigma(\mathcal{R}_0) \leq 1$ then $\theta = 0$ and the equation (5.10) has no nontrivial solutions. If $\sigma(\mathcal{R}_0) > 1$ then $\theta \gg 0$ and $\theta$ is the only nontrivial solution of the characteristic equation (5.10).

**Proof.** First let us assume that $\sigma(\mathcal{R}_0) \leq 1$ and suppose by contradiction that $\mathcal{K}\rho = \rho$ for some $\rho > 0$. Let $\lambda = \|\rho\|$ and $e = \rho/\lambda$, then by (5.13) and (5.19),
\[
\mathcal{R}_0 e \gg \mathcal{R}_0 e = \frac{1}{\lambda} \mathcal{K} e = \frac{1}{\lambda} \mathcal{K} \rho = \frac{1}{\lambda} \rho = e.
\]
The latter easily implies that there exists $t > 1$ such that $\mathcal{R}_0 e \geq te$. On iterating the obtained inequality yields $\mathcal{R}_0^k e \geq te^k$, thus
\[
\sigma(\mathcal{R}_0) = \lim_{k \to \infty} \|\mathcal{R}_0^k\|^{1/k} \geq t > 1,
\]
a contradiction.

Now suppose that $\sigma(\mathcal{R}_0) > 1$. By Corollary 5.12, there exists a positive eigenvector $e_0 \gg 0$ of $\mathcal{R}_0$. Since $e_0 \gg 0$ there exists $\lambda > 0$ such that $\lambda e_0 \geq (\omega_2)_N$, where $\omega_2$ is defined by (4.20). By (4.21), $\rho^+ := \lambda e_0 \in Q^+$, hence Lemma 5.6 implies that
\[
\theta = \lim_{i \to \infty} \mathcal{K}^i \rho^+ \in C
\]
is a solution to (5.10). On the other hand, since $\sigma(\mathcal{R}_0) > 1$ we have
\[
\mathcal{R}_0 e_0 = \sigma(\mathcal{R}_0) e_0 \gg e_0.
\]
hence, by the continuity argument for some $\lambda > 0$ small enough there holds
\[ R\lambda e_0 \gg e_0. \]

Therefore, setting $\rho := \lambda e_0$ we obtain
\[ \bar{K}\rho = \bar{K}\lambda e_0 = \lambda R\lambda e_0 \gg e_0 = \rho, \]
i.e. $\rho$ is an lower solution of (5.10). In other words, $\rho \in \mathcal{C}^{\text{low}}$, thus (ii) of Proposition 5.6 yields
\[ \theta \geq \rho \gg 0, \]
thus $\theta$ is a nontrivial solution.

In order to establish the uniqueness of a nontrivial solution (i.e. that $\text{card}(\mathcal{C}) = 1$), we will follow the idea of Krasnoselskii and Zabreiko from [33, Ch. 6]. To this end, let us suppose that $\theta_1, \theta_2$ be two nontrivial solutions to (5.10). Then $\theta_1, \theta_2 \gg 0$. If $\theta_1 \neq \theta_2$ then at least one of inequalities $\theta_1 \leq \theta_2$ and $\theta_2 \leq \theta_1$ is not valid. Suppose that $\theta_1 \leq \theta_2$ is not satisfied. Since $\theta_1 \gg 0 = 0 \cdot \theta_2$, the set $\{\lambda \geq 0 : \theta_1 \geq \lambda \theta_2\}$ is non-empty and the following supremum is well-defined
\[ \lambda_0 = \sup\{\lambda \geq 0 : \theta_1 \geq \lambda \theta_2\}. \]
Since $\theta_1 \gg 0$ there exists $\epsilon > 0$ such that $\theta_1 \geq \epsilon \theta_2$, hence $\lambda_0 \geq \epsilon > 0$. On the other hand, by the assumption $\theta_1 \leq \theta_2$, therefore we also have $1 \not\in \{\lambda \geq 0 : \theta_1 \geq \lambda \theta_2\}$, thus $\lambda_0 \in (0, 1)$. By the continuity, $\theta_1 \geq \lambda_0 \theta_2$, by the monotonicity of $\bar{K}$ and $\lambda_0 < 1$ one has
\[ \theta_1 = \bar{K}\theta_1 \geq \bar{K}(\lambda_0 \theta_2) = \lambda_0 R\lambda e_0 = \lambda_0 \theta_2. \]
Thus, $\theta_1 \gg \lambda_0 \theta_2$, implying $\theta_1 \geq (\delta + \lambda_0)\theta_2$ for some small positive $\delta$. The latter inequality contradicts the definition of $\lambda_0$. This finishes the proof of the uniqueness.

\[ \square \]

5.4 Asymptotic behaviour of a general solution of (5.4)

Let us return to the general equation (5.4). If the initial distribution of population vanishes: $\mathbf{n}(a, 0) = f(a) = 0$, the uniqueness of solution of (5.1) immediately implies that the population density $\mathbf{n}(a, t) \equiv 0$ for all $a, t \geq 0$. This conclusion also holds true even under a weaker assumption that $\mathcal{F}f \equiv 0$. The latter is evident from the biological point of view: the population disappears if its initial distribution is older that the maternity period. Taking into account these observations, it is naturally to assume that
\[ \mathcal{F}f \neq 0. \]

The main result of this section states that under this assumption, any solution of (5.4) behaves asymptotically as the maximal solution.

\textbf{Theorem 5.15.} Let $\chi$ be the solution to (5.4) satisfying (5.24). Then
\[ \lim_{t \to \infty} \chi(t) = \theta. \]

We start with two results describing the upper and lower solutions to equation (5.4).
Lemma 5.16. Let \( \chi \) be a solution to (5.4). Then
\[
\limsup_{t \to \infty} \chi(t) \leq \theta,
\]
where the latter inequality should be understood component-wise.

Proof. Let \( \rho^+ \) be an arbitrary stationary upper solution to (5.4), i.e.
\[
\rho^+ \geq \mathcal{L}t \rho^+.
\]
Notice that that the class of stationary upper solutions is nonempty. Indeed, it follows from (4.22) that, for example, \( 2(\omega_2 + \epsilon)1 \) is such a an upper solution for any \( \epsilon > 0 \). Now, let us define the iterative sequence by
\[
\rho^{(i)} = \mathcal{K}^{i+1} \rho^+ \quad \text{for } i \geq 0 \quad \text{and} \quad \rho^{(0)} = \rho^+,
\]
\[
\chi^{(i)} = \mathcal{L}^{i+1} \rho^+ \quad \text{for } i \geq 0 \quad \text{and} \quad \chi^{(0)} = \rho^+.
\]
Then applying the argument of the proof of Proposition 5.6 yields that \( \{\rho^{(i)}\} \) is non-increasing:
\[
\rho^{(i+1)} \leq \rho^{(i)}, \quad \forall i \geq 0.
\]
Also, since \( \rho^{(i)} \) is a constant vector function, it follows by Lemma 5.4 that \( \mathcal{L}t \rho^{(i)} \in S_{A_m} \) and also that
\[
\mathcal{L}t \rho^{(i)}(t) \equiv \mathcal{K} \rho^{(i)}(t), \quad \forall t \geq A_m.
\]
We claim that for any \( j \geq 0 \)
(a) \( \chi^{(j+1)} \leq \chi^{(j)} \) for all \( t \geq 0 \);
(b) \( \chi^{(j)} = \rho^{(j)} \) for \( t \geq jA_m \).

The proof is by induction. Notice that (b) holds trivially for \( j = 0 \), and by the assumption (5.27)
\[
\chi^{(1)} = \mathcal{L}t \chi^{(0)} = \mathcal{L}t \rho^+ \leq \rho^+ = \chi^{(0)}
\]
which yields (a) for \( j = 0 \). Let the claims (a)–(b) hold true for some \( j \geq 1 \). Then (a) follows from the monotonicity of \( \mathcal{L}t \):
\[
\chi^{(j+1)} = \mathcal{L}t \chi^{(j)} \leq \mathcal{L}t \chi^{(j-1)} = \chi^{(j)}.
\]
Furthermore by the assumption \( \chi^{(j)} \in S_{jA_m} \) and \( \chi^{(j)} = \rho^{(j)} \), hence Lemma 5.4 yields
\[
\chi^{(j+1)} = \mathcal{L}t \chi^{(j)} \in S_{(j+1)A_m}
\]
and
\[
\chi^{(j+1)} = (\mathcal{L}t \chi^{(j)})_\infty = \mathcal{K} \chi^{(j)} = \mathcal{K} \rho^{(j)} = \rho^{(j+1)},
\]
which yields (b) for \( j + 1 \).

Next, it follows from (a) and the boundedness of the image of \( \mathcal{L} \) that \( \{\chi^{(j)}\} \) is non-increasing and bounded from below, thus has a limit which obviously is a solution of (5.4). By the uniqueness, \( \lim_{j \to \infty} \chi^{(j)}(t) = \chi(t) \). Now, let \( 1 \leq k \leq N \). Then the sequence of the coordinate functions \( \chi^{(j)}(t) \) is non-increasing with respect to \( j \) and \( \lim_{j \to \infty} \chi^{(j)}(t) = \chi_k(t) \). Let \( \epsilon > 0 \). Since \( \lim_{j \to \infty} \rho^{(j)}_k = \theta_k \), there exists \( j_0 \) such that \( \theta_k \leq \rho^{(j)}_k \leq \theta_k + \epsilon \) for all \( j \geq j_0 \). This implies that \( \chi^{(j)}_k(t) \leq \theta_k + \epsilon \) for all \( j \geq j_0 \) and \( t \geq jA_m \). Passing to the limit \( j \to \infty \) we obtain \( \chi_k(t) \leq \theta_k + \epsilon \) for \( t \geq jA_m \) which easily implies (5.26).
Lemma 5.17. Let $\chi$ be a solution to (5.4). If there exists a lower solution $\rho^-$ to (5.4), i.e. $L_t\rho^- \geq \rho^-$ such that $\rho^- \in S_M$ for some $M \geq 0$ and $\rho^- \neq 0$ then $\lim_{t \to \infty} \chi(t) = \theta$.

Proof. As above, let us consider the sequence of iterations

$$\chi^{(j)} = L_t^j \chi^{(0)} \text{ for } i \geq 0 \text{ and } \chi^{(0)}(t) = \rho^-,$$

$$\rho^{(j)} = \bar{K}^j \rho^{(0)} \text{ for } i \geq 0 \text{ and } \rho^{(0)}(t) = (\rho^-)_{\infty},$$

By Lemma 5.1, $\chi^{(j)} \in S_{M+jA_m}$. Furthermore, by (5.11)

$$\chi^{(1)}_{\infty} = (L_t \rho^-)_{\infty} = \bar{K} \rho^-_{\infty} = \rho^{(1)}.$$

Using an induction argument readily yields

$$\chi^{(j)}_{\infty} = \rho^{(j)}, \quad \forall j \geq 0. \tag{5.28}$$

Since $L_t \rho^- \geq \rho^-$, we have $\chi^{(1)} \geq \chi^{(0)}$, thus by the monotonicity of $L_t$, $\chi^{(j+1)} \geq \chi^{(j)}$. This proves that $\{\chi^{(j)}(t)\}$ is a nondecreasing sequence. Furthermore, (5.28) implies that

$$\rho^{(j+1)} = \chi^{(j+1)}_{\infty} \geq \chi^{(j)}_{\infty} = \rho^{(j)},$$

thus, $\{\rho^{(j)}\}$ is also a nondecreasing sequence. Furthermore, since $\rho^-_{\infty} \neq 0$, we have that $\rho^{(j)} \geq 0$ for $j \geq 1$. By Lemma 4.6 the both sequences are bounded from above by $\omega_2 1_N$. Thus, the limits $\rho := \lim_{j \to \infty} \rho^{(j)}$ and $\bar{\chi} := \lim_{j \to \infty} \chi^{(j)}(t)$ exist and solve $\bar{K} \rho = \rho$ and $L_t \bar{\chi} = \bar{\chi}$, respectively, where $\rho \geq 0$. By the corresponding uniqueness results, we have $\rho = \theta$ and $\bar{\chi} = \chi$. Arguing as in Lemma 5.16, we obtain $\lim_{t \to \infty} \chi(t) \geq \theta$ (the latter is understood component-wise). Hence (5.26) implies the existence of the limit $\lim_{t \to \infty} \chi(t) = \theta$. \Halmos

Proof of Theorem 5.15. If $\sigma(\mathcal{R}_0) \leq 1$, then Theorem 5.14 yields $\theta \equiv 0$, then (5.26) immediately yields (5.25). Therefore we shall suppose that $\sigma(\mathcal{R}_0) > 1$. Let $\chi$ be the unique solution to (5.4) and let $\theta \equiv 0$ be the unique maximal solution of (5.10). By Lemma 5.17, it suffices to show that there exists a lower solution $\rho^-$ to (5.3) such that $\rho^- \in S_M$ for some $M \geq 0$ and $\rho^- \neq 0$. In the remained part of the proof we shall construct such a solution. Let us consider an auxiliary sequence of iterations

$$\rho^{(j)} = L_t \rho^{(0)} \text{ for } j \geq 1 \text{ and } \rho^{(0)} \equiv 0.$$

We claim that the new function $\rho^-(t)$ defined by

$$\rho^-(t) = \begin{cases} \rho^{(j)}(t), & 0 \leq t \leq M, \\ \lambda \theta, & t > M, \end{cases} \tag{5.29}$$

is a lower solution to equation (5.4) for certain $M > A_m$, sufficiently large $j \geq 1$ and sufficiently small $\lambda > 0$ to be specified later. To this end, first notice that

$$\rho^{(1)} = \varphi := F \geq 0 = \rho^{(0)},$$

hence using an induction by $j \geq 1$, one gets

$$\rho^{(j+1)} = L_t \rho^{(j)} \geq L_t \rho^{(j-1)} = \rho^{(j)},$$

□
i.e. the sequence \( \rho^{(j)} \) is non-decreasing in \( j \). It also follows from the latter inequality that \( \rho^{(j)} \leq \mathcal{L}_t \rho^{(j)} \), i.e. \( \rho^{(j)} \) is a lower solution to (5.4). Hence, \( \rho^-(t) \) defined by (5.29) is a lower solution to (5.3) in the interval \( t \in [0, M] \). In particular,
\[
(\mathcal{L}_t \rho^-)(t) - \rho^-(t) \geq 0 \quad \text{for} \quad t \in [0, M].
\]

Next, we assume that \( t \in [M, M + A_m] \). By the assumption \( M > A_m \), hence one has \( (\mathcal{F}_f)(t) = 0 \) and \( \mathcal{L}_t \rho^- = \mathcal{K} \rho^- \). We have by (5.29) and condition (H4) that
\[
\mathcal{K} \rho^-(t) = \int_0^{A_m} m(a) \Phi(a; \rho^-, t-a) \, da
= \int_0^{t-M} m(a) \varphi(a; \lambda \theta) \, da + \int_{t-M}^{A_m} m(a) \Phi(a; \rho^{(j)}, t-a) \, da
\]
on the other hand, since \( \bar{\mathcal{K}} \theta = \theta \), we have
\[
\theta = \int_0^{A_m} m(a) \varphi(a; \theta) \, da.
\]
This yields by virtue of \( \rho^-(t) = \lambda \theta \) for \( t \in (M, M + A_m) \) and (5.8) that
\[
(\mathcal{L}_t \rho^- - \rho^-)(t) = (\mathcal{K} \rho^- - \rho^-)(t) = (\mathcal{K} \rho^- - \theta)(t)
= \int_0^{t-M} m(a) (\varphi(a; \lambda \theta) - \lambda \varphi(a; \theta)) \, da + \int_{t-M}^{A_m} m(a) (\Phi(a; \rho^{(j)}, t-a) - \lambda \Phi(a; \theta, t-a)) \, da. \quad (5.30)
\]
and
\[
\begin{align*}
\Phi_k(a; \rho^{(j)}, t-a) > 0 & \quad \text{for} \quad a \geq \beta_k \text{ and } t-a \in [s_1 + (j-1)a_1, s_2 + (j-1)b_1], \\
\text{and in particular this is true for } k = 1. \text{ Repeating this argument yields} \quad \rho^{(j)}(t) > 0 & \quad \text{for} \quad t \in [s_1 + (j-1)a_1, s_2 + (j-1)b_1].
\end{align*}
\]
This implies that
\[
\Phi_k(a; \rho^{(j)}, t-a) > 0 \quad \text{for} \quad a \geq \beta_k \text{ and } t-a \in [s_1 + (j-1)a_1, s_2 + (j-1)b_1].
\]
Now we choose the index \( j \) and the number \( M \) to satisfy
\[
[M - A_m, M + A_m] \subset [s_1 + (j-1)a_1, s_2 + (j-1)b_1].
\]
Then
\[
\Phi_k(a; \rho^{(j)}, t-a) > 0 \quad \text{for} \quad a \in [\beta_k, A_m] \text{ and } t \in [0, A_m]. \quad (5.32)
\]
Therefore,
\[
\Phi_k(a; \rho^{(j)}, t-a) \leq \lambda \Phi_k(a; \theta, t-a)
\]
for such $a$ and $t$ if $\lambda$ is sufficiently small positive number. This gives positivity of (5.31) for $t \geq M + a_k$. If $t \leq M + a_k$ then the first integral in (5.31) is estimated from below by

$$\int_{a_k}^{b_k} m_k(a) \Phi_k(a; \rho(t), t - a) da$$

and it is positive for $t \in [M, M + A_m]$. Since the functions $\Phi_k$ are uniformly bounded this implies the positivity of (5.31) for $M \leq t \leq M + a_k$ when $\lambda$ is small.

Finally, if $t \geq M + A_m$, then since $F_f(t) = 0$ we have by virtue of Corollary 5.9 that

$$(L f - f) t_k = (K f - f) t_k = \int_{A_m}^0 m_k(a) (\varphi_k(a; \lambda \theta) - \lambda \varphi_k(a; \theta)) da \geq 0$$

This proves that the function $\rho(t)$ defined by (5.29) is a lower solution to equation (5.10), therefore by Lemma 5.17 we have the desired convergence that completes the proof. □

5.5 Asymptotics of total population

According to the assumption made in the beginning of this section, the maximal length of life is constant: $B(t) \equiv b$. Then the total (multipatch) population $P(t)$ at time $t$ is the vector-function

$$P(t) = \int_0^b n(a, t) da.$$ (5.33)

Then we have the following result.

**Theorem 5.18.** Let $n(a, t)$ be the solution of (5.1) and let the condition (5.24) hold. Then the following dichotomy holds: if $\sigma(\mathbb{R}_0) \leq 1$ then $P(t) \to 0$ as $t \to \infty$, and if $\sigma(\mathbb{R}_0) > 1$ then

$$\lim_{t \to \infty} P(t) = \int_0^b \varphi(a; \theta) da,$$ (5.34)

where $\theta$ is the maximal solution to the characteristic equation.

**Proof.** Denote by $\rho(a)$ the newborns function determined by $f(a)$ by virtue of (5.4). We have for general $t > 0$

$$P(t) = \int_0^{\min(t, b)} \Phi(a; \rho, t - a) da + \int_{\min(t, b)}^b \Psi(a; f, a - t) da.$$ 

On the other hand, by (H5) $\text{supp} f \subset [0, b]$, hence using (5.2) we have for any $t > b$ that

$$P(t) = \int_0^b \Phi(a; \rho, t - a) da.$$ 

Next, by Theorem 5.14 and Theorem 5.15 we have $\lim_{t \to \infty} \rho(t) = \theta$ and furthermore by (4.9) there holds $h(a) := \Phi(a; \rho, t - a)$ satisfies

$$\begin{cases} \frac{da}{da} h(a) = -M(h(a), a) h(a) + D(a) h(a), \\ h(0) = \rho(t - a), \end{cases}$$ (5.35)
By continuity of solutions (5.35) with respect to a parameter and (5.7), we have for any fixed \( a > 0 \) that

\[
\lim_{t \to \infty} \Phi(a; \rho, t - a) = \varphi(a; \theta).
\]

This readily yields (5.34). \( \square \)

5.6 Estimates for the net reproductive rate and for the maximal solution

In this section we shall assume that the condition (2.8) hold, i.e.

\[
\sum_{k=1}^{N} D_{kj}(a) \leq 0, \quad 1 \leq j \leq N.
\]

The biological meaning of the latter inequality is that individuals do not reproduce during migration (but can die). This condition immediately implies that

\[
D_{kk}(a) \leq 0.
\]

Throughout this section, we use the following notation:

\[
m(a) = \max_{1 \leq k \leq N} m_k(a), \quad \mu(a) := \min_{1 \leq k \leq N} \mu_k(a).
\]

Proposition 5.19. Under the made assumptions,

\[
\max_{1 \leq k \leq N} \int_{0}^{\infty} m_k(a)e^{-\int_{0}^{a}(\mu_k(v)+|D_{kk}(v)|)dv}da \leq \sigma(\mathcal{R}_0) \leq \int_{0}^{\infty} m(a)e^{-\int_{0}^{a} \mu(v)dv}da.
\]

(5.36)

Proof. By Corollary 5.12 there exists an eigenvector \( \rho \gg 0 \) of \( \mathcal{R}_0 \) corresponding the maximal eigenvalue \( \sigma(\mathcal{R}_0) \), i.e. \( \mathcal{R}_0 \rho = \sigma(\mathcal{R}_0) \rho \). Let us consider the problem (5.17) with the initial condition \( x = \rho \). Using the assumption (2.8) and summing up the equations (5.17) for all \( 1 \leq k \leq N \) we obtain that \( \psi(a) = \sum_{k=1}^{N} Y_k(a; \rho) \) satisfies

\[
\begin{cases}
\frac{d}{da} \sum_{k=1}^{N} \psi(a) & \leq -\mu(a) \psi(a), \\
\psi(0) &= \sum_{k=1}^{N} \rho_k,
\end{cases}
\]

which readily yields

\[
\psi(a) \leq e^{-\int_{a}^{\infty} \mu(v)dv} \sum_{k=1}^{N} \rho_k.
\]

Then by (5.18)

\[
\sigma(\mathcal{R}_0) \sum_{k=1}^{N} \rho_k = \sum_{k=1}^{N} (\mathcal{R}_0 \rho)_k \leq \int_{0}^{\infty} m(a)\psi(a) da \leq \sum_{k=1}^{N} \rho_k \int_{0}^{\infty} m(a)e^{-\int_{0}^{a} \mu(v)dv} da.
\]

Since the sum \( \sum_{k=1}^{N} \rho_k > 0 \) we arrive at the right hand side of (5.36).

Now, in order to prove the left hand side inequality in (5.36), notice that in the made notation by virtue of \( D_{kj}(a) \geq 0 \) for \( k \neq j \) and \( Y_j(a, \rho) \geq 0 \) for all admissible \( a \) we have

\[
\frac{d}{da} Y_k(a; \rho) \geq d_{kk}(a)Y_k(a; \rho) = -(\mu_k(a) + |D_{kk}(a)|)Y_k(a; \rho),
\]
which yields in virtue of $Y_k(0, \rho) = \rho_k$ that

$$Y_k(a; \rho) \geq \rho_k e^{-\int_0^a (\mu_k(v)+|D_{kk}(v)|)dv}.$$  

Combining this with (5.18) we obtain

$$\sigma(\mathcal{R}_0)\rho_k = \int_0^\infty m_k(a)Y_k(a; \rho) da \geq \rho_k \int_0^\infty m_k(a)e^{-\int_0^a (\mu_k(v)+|D_{kk}(v)|)dv} da,$$

thus implying (5.36) by virtue of $\rho_k > 0$. \hfill \Box

**Remark 5.20.** The estimates (5.36) are optimal. Indeed, if $D_{kj} \equiv 0$, the system (5.17) splits into separate equations

$$\frac{d}{da} Y_k(a; x) = -(\mu_k(a) + |D_{kk}(a)|)Y_k(a; x), \quad Y_k(0, x) = x_k, \quad 1 \leq k \leq N,$$

implying that each $e_k$ is an eigenvector of $\mathcal{R}_0$ with eigenvalue

$$\lambda_k = \int_0^\infty m_k(a)e^{-\int_0^a (\mu_k(v)+|D_{kk}(v)|)dv} da,$$

therefore $\sigma(\mathcal{R}_0) = \max_k \lambda_k$ is exactly the left hand side of (5.36). On the other hand, suppose all patches to have the same birth and death rates: $m_k(a) \equiv m(a)$ and $\mu_k(a) \equiv \mu(a)$ for any $1 \leq k \leq N$, and also that the dispersion is absent: $D \equiv 0$. Then a similar argument yields $\sigma(\mathcal{R}_0) = \int_0^\infty m(a)e^{-\int_0^a \mu(v)dv} da$ implying the exactness of the upper estimate in (5.36).

In order to establish the corresponding estimates for the maximal solution $\theta$ we consider an auxiliary function

$$\tilde{M}(t, a) := \frac{1}{t} \min_{\xi \in S(t)} \sum_{i=1}^N \xi_i M_i(\xi_i, a), \quad t > 0, \quad (5.37)$$

where the minimum is taken over the simplex

$$S(t) = \{\xi \in \mathbb{R}_+^N : \sum_{i=1}^N \xi_i = t\}.$$

**Lemma 5.21.** In the above notation, $\tilde{M}(t, a)$ is nondecreasing in $t > 0$ and

$$\lim_{t \to +0} \tilde{M}(t, a) = \mu(a). \quad (5.38)$$

Furthermore,

$$\tilde{M}(t, a) - \mu(a) \geq \frac{p(a)}{N^\gamma} t^\gamma, \quad (5.39)$$

where $p(a)$ is the function from (H2).

**Proof.** If $0 < t' \leq t$ then $\lambda = t'/t \leq 1$. If $\xi \in S(t)$ is the minimum point of (5.37) then $\xi' = \lambda \xi \in S(t')$, hence using the monotonicity condition in (H2) and $\xi \geq \xi'$ we obtain

$$\tilde{M}(t, a) = \frac{1}{t} \sum_{i=1}^N \xi_i M_i(\xi_i, a) = \frac{1}{\lambda t} \sum_{i=1}^N \xi'_i M_i(\xi'_i, a) \geq \frac{1}{\lambda} \sum_{i=1}^N \xi'_i M_i(\xi'_i, a) \geq \tilde{M}(t', a).$$
which yields the nondecreasing monotonicity. In particular the limit in (5.38) does exist. Denote it by \( \bar{\mu} \). Since \( M_k(\xi_k, a) \geq \mu_k(a) \geq \mu(a) \), we have \( \bar{M}(t, a) \geq \mu(a) \). In particular, \( \bar{\mu} \geq \mu(a) \). Conversely, given \( t > 0 \) let \( \xi \in S(t) \) be the corresponding minimum point of (5.37). Let the number \( k = k(a) \), \( 1 \leq k \leq N \), be chosen such that \( \mu(a) = M_k(0, a) \). Define \( \eta_i = 0 \) for \( i \neq k \) and \( \eta_k = t \). Then

\[
\bar{M}(t, a) = \frac{1}{t} \sum_{i=1}^{N} \xi_i M_i(\xi_i, a) \leq \frac{1}{t} \sum_{i=1}^{N} \eta_i M_i(t, a) = M_k(t, a).
\]

Passing to the limit as \( t \to +0 \) in the latter inequality yields \( \bar{\mu} \leq \mu(a) \), thus implying (5.38).

Finally, assume again that \( \xi \in S(t) \) is the minimum point of (5.37) for \( t > 0 \). Then using (H2) and the Hölder inequality we obtain

\[
t(\bar{M}(t, a) - \mu(a)) = \sum_{i=1}^{N} (M_i(\xi_i, a) - \mu(a))\xi_i \geq \sum_{i=1}^{N} (M_i(\xi_i, a) - M_i(0, a))\xi_i \geq p(a) \sum_{k=1}^{N} \xi_i^{1+\gamma} \geq \frac{p(a)}{N^{\gamma}} \sum_{i=1}^{N} \xi_i^{1+\gamma} = \frac{p(a)}{N^{\gamma}} t^{1+\gamma},
\]

which yields (5.39).

\[\Box\]

**Proposition 5.22.** In the notation of Proposition 5.19, if \( \sigma(\mathcal{R}_0) > 1 \) then there exists a unique \( \theta_+ > 0 \) such that

\[
\int_{0}^{\infty} \frac{m(a) e^{-\int_{0}^{s} \mu(s) ds}}{(1 + \theta_+^\gamma P(a))^{1/\gamma}} \, ds = 1,
\]

where

\[
P(a) = \frac{\gamma}{N^{\gamma}} \int_{0}^{a} p(t) e^{-\int_{0}^{t} \mu(s) ds} \, dt.
\]

Furthermore,

\[
\sum_{k=1}^{N} \theta_k \leq \theta_+.
\]

**Proof.** Since \( \sigma(\mathcal{R}_0) > 1 \), the maximal solution \( \theta \gg 0 \) and \( \theta = \bar{K}\theta \). Let \( \varphi_k(a, \theta) \) denote the corresponding solution of (5.7) satisfying (5.6). Let \( \psi(a) = \sum_{k=1}^{N} \varphi_k(a; \theta) \). Then summing up equations (5.7) and using (2.8) and (5.37) we obtain

\[
\frac{d}{da} \psi(a) \leq -\sum_{k=1}^{N} M_k(\varphi_k(a; \theta), a) \varphi_k(a; \theta) \leq -\bar{M}(\psi(a), a) \psi(a),
\]

The obtained inequality implies that \( \psi(a) \) is a (positive) decreasing function of \( a \geq 0 \), in particular, \( 0 < \psi(a) \leq \psi(0) = \|\theta\|_{\infty} \). We have from (5.39)

\[
\frac{d}{da} \psi(a) + \mu(a) \psi(a) \leq -(\bar{M}(\psi(a), a) - \mu(a)) \psi(a) \leq - \frac{p(a)}{N^{\gamma}} \psi(a)^{1+\gamma}.
\]

Rewriting the obtained inequality for \( z(a) = \psi(a) \exp(\int_{0}^{a} \mu(s) \, ds) \) as

\[
\frac{dz(a)}{da} \leq - \frac{p(a)}{N^{\gamma}} z(a)^{1+\gamma} e^{-\gamma \int_{0}^{a} \mu(s) \, ds},
\]

\[\Box\]
yields after integrating
\[
\frac{1}{z(a)^\gamma} = \frac{1}{z(0)^\gamma} \geq \frac{\gamma}{N^\gamma} \int_0^a p(t) e^{-\gamma \int_0^t \mu(s) ds} dt = P(a)
\]
This yields by virtue of \(z(0) = \psi(0) = \|\theta\|_\infty\)
\[
\psi(a) \leq \frac{\|\theta\|_\infty e^{-\int_0^a \mu(s) ds}}{(1 + P(a)\|\theta\|_\infty^\gamma)^{1/\gamma}}
\]
(5.42)

Next, since \(\theta = \bar{K}\theta\), it readily follows that
\[
\|\theta\|_\infty \leq \int_0^\infty m(a)\psi(a) da \leq \|\theta\|_\infty \int_0^\infty \frac{m(a) e^{-\int_0^a \mu(s) ds}}{(1 + P(a)\|\theta\|_\infty^\gamma)^{1/\gamma}}.
\]
This yields by virtue of \(\|\theta\|_\infty > 0\) that
\[
\int_0^\infty \frac{m(a) e^{-\int_0^a \mu(s) ds}}{(1 + P(a)\|\theta\|_\infty^\gamma)^{1/\gamma}} \geq 1.
\]
Since the integral
\[
I(t) = \int_0^\infty \frac{m(a) e^{-\int_0^a \mu(s) ds}}{(1 + P(a)t^\gamma)^{1/\gamma}}
\]
is a decreasing function of \(t\) and \(\lim_{t \to \infty} I(t) = 0\), there exists (a unique) \(\theta^+ \geq \|\theta\|_\infty\) solving the equation (5.40), thereby proving (5.41).

**Remark 5.23.** Let us comment on (5.41) from the biological point of view. Notice by Theorem 5.15 that \(\sum_{k=1}^N \theta_k\) is the asymptotical value of the total number of newborns on all patches. By the dichotomy, \(\sigma(\mathcal{R}_0) \leq 1\) implies \(\theta = 0\), thus the total asymptotical number of newborns is zero. On the other hand, in the nontrivial case \(\sigma(\mathcal{R}_0) > 1\), hence by (5.36) \(\int_0^\infty m(a)e^{-\int_0^a \mu(v)dv} da > 1\), which easily implies that (5.40) has a positive solution.

The next proposition provides a lower estimate for the maximal solution.

**Proposition 5.24.** Let there exist a function \(q(a) > 0\) such that
\[
M_k(v, a) - M_k(0, a) \leq q(a)v^\gamma, \quad \forall (v, a) \in \mathbb{R}_+^2.
\]
(5.43)

If for some \(k\)
\[
\int_0^\infty m_k(a)e^{-\int_0^a (\mu_k(v) + |D_{kk}(v)|)dv} da > 1
\]
(5.44)
then
\[
\theta_k^- \leq \theta_k,
\]
(5.45)
where \(\theta_k^-\) is the unique solution to equation
\[
\int_0^\infty \frac{m_k(a)e^{-\gamma \int_0^a (\mu(s) + |D_{kk}(a)|) ds}}{(1 + (\theta_k^-)^\gamma Q(a))^{1/\gamma}} da = 1,
\]
(5.46)
and
\[
Q(a) = \frac{\gamma}{N^\gamma} \int_0^a q(t)e^{-\int_0^t (\mu(s) + |D_{kk}(s)|)ds} dt.
\]
Proof. First notice that (5.44) implies by (5.36) that \( \sigma(\mathcal{R}_0) > 1 \), thus \( \theta > 0 \). Since \( D_{kj}(a) \geq 0 \) for \( j \neq k \), the \( k \)-th equation in (5.7) yields
\[
\frac{d}{da} \varphi_k(a;\theta) \geq -(M_k(\varphi_k(a,\theta),a) - D_{kk}(a))\varphi_k(a;\theta),
\]
hence using (5.43) we obtain by virtue of \( M_k(0,a) = \mu_k(a) \) that
\[
\frac{d}{da} \varphi_k(a;\theta) + (\mu_k(a) - D_{kk}(a))\varphi_k(a) \geq -q(a)\varphi_k(a)^{1+\gamma}.
\]
Arguing similar to the proof of Proposition 5.22 we get from \( \varphi_k(0;\theta) = \theta_k \) that
\[
\varphi_k(a;\theta) \geq \theta_k e^{-\int_0^a (\mu(s)+|D_{kk}(a)|) \, ds} \left( 1 + \theta_k^\gamma Q(a) \right)^{-\gamma},
\]
therefore
\[
\theta_k = (\tilde{K}(\theta))_k \geq \theta_k \int_0^\infty \frac{m(a)e^{-\gamma\int_0^a (\mu(s)+|D_{kk}(a)|) \, ds}}{(1 + \theta_k^\gamma Q(a))^{1/\gamma}} \, da.
\]
Since \( \theta > 0 \), one has \( \theta_k > 0 \), hence
\[
\int_0^\infty \frac{m(a)e^{-\gamma\int_0^a (\mu(s)+|D_{kk}(a)|) \, ds}}{(1 + \theta_k^\gamma Q(a))^{1/\gamma}} \, da \leq 1.
\]
Again, let
\[
I(t) = \int_0^\infty \frac{m(a)e^{-\gamma\int_0^a (\mu(s)+|D_{kk}(a)|) \, ds}}{(1 + \theta_k^\gamma Q(a))^{1/\gamma}} \, da.
\]
Then \( I(t) \) is decreasing, \( I(\theta_k) \leq 1 \) and by (5.44) \( I(0) > 1 \), thus there exists (a unique) solution \( \theta_k^- \) of (5.46) such that \( \theta_k \geq \theta_k^- \).

6 Periodically varying environment

Now we consider an important particular case of the main problem (1.1)–(1.4) when the environment is periodically changing. In this section and in the rest of the paper, it is assumed that the vital rates, regulating function and dispersion coefficients are time-dependent and periodic with a period \( T > 0 \). The boundary-initial value problem (1.1)–(1.4) is now in a \( T \)-periodic domain \( \mathcal{R} \), where \( B(t+T) = B(t), t \in \mathbb{R} \), under the periodicity assumption that
\[
\begin{align*}
\mathbf{m}(a,t+T) &= \mathbf{m}(a,t), \\
\mathbf{M}(v,a,t+T) &= \mathbf{M}(v,a,t), \\
\mathbf{D}(a,t+T) &= \mathbf{D}(a,t)
\end{align*}
\]
for any \( 1 \leq k, j \leq N \). Throughout this section, we assume that the conditions (H1)–(H5) are satisfied.

Notice that the existence and uniqueness of a solution \( \mathbf{n}(a,t) \) to the periodic problem follows from the general result given by Proposition 4.5 and it is given explicitly by (4.15). Note also that \( \mathbf{n}(a,t) \) need not to be periodic in \( t \) but it is natural to expect that \( \mathbf{n}(a,t) \) converges to a \( T \)-periodic function \( \rho(t) \) for \( t \) sufficient large, where \( \rho(t) \) solves the associated characteristic equation
\[
\tilde{K}\rho(t) = \rho(t), \quad t \in \mathbb{R}.
\]
Here the operator $\tilde{K}$ is defined by

$$\tilde{K}\rho(t) := \int_0^\infty m(a, t)\Phi(a; \rho, t - a) \, da, \quad t \in \mathbb{R}, \quad 1 \leq k \leq N$$

and $\Phi(x; \rho, y)$ denotes the (unique) solution $h(x)$ of the initial value problem

$$\begin{cases}
\frac{d}{dx} h(x) = -M(h(x), x, x + y) h(x) + \sum_{j=1}^N D(x, x + y) h(x), \\
h(0) = \rho(y),
\end{cases} \tag{6.3}$$

where the initial condition

$$\rho \in C_T(\mathbb{R}_+, \mathbb{R}_+^N) := \{ \rho \in C(\mathbb{R}_+, \mathbb{R}_+^N) : \rho(t + T) = \rho(t) \}.$$  

We shall assume that the nonnegative cone $C_T(\mathbb{R}_+, \mathbb{R}_+^N)$ is equipped with the supremum norm $\|\rho(t)\|_{C([0,T])}$. It follows from the uniqueness results of section 4.2 that the function $\Phi(x; \rho, y)$ is $T$-periodic in $y$.

A function $\rho \in C_T(\mathbb{R}_+, \mathbb{R}_+^N)$ is said to be an upper (resp. lower) solution to (6.2) if $\rho \geq \tilde{K}\rho$ (resp. $\rho \leq \tilde{K}\rho$). It follows from Lemma 4.4 and condition (H4), it follows that $\tilde{K}$ has a bounded range:

$$\|\tilde{K}(\rho)\|_{C([0,T])} \leq \omega_2. \tag{6.4}$$

In particular, any solution of the characteristic equation (6.2) is bounded by $\omega_2$.

Recall that a (nonlinear) operator is called absolutely continuous if it is continuous and maps bounded sets into relatively compact sets.

**Lemma 6.1.** $\tilde{K} : C_T(\mathbb{R}_+, \mathbb{R}_+^N) \to C_T(\mathbb{R}_+, \mathbb{R}_+^N)$ is an absolutely continuous operator.

**Proof.** By the Arzela-Ascoli theorem it suffices to show that the family of functions

$$\{ \tilde{K}\rho : \rho \in C_T(\mathbb{R}_+, \mathbb{R}_+^N) \text{ and } \|\rho(t)\|_{C([0,T])} \leq R \}$$

is uniformly bounded and equicontinuous for any $R > 0$. The first property is by (6.4). In order to prove that the family is equicontinuous, we estimate $|\tilde{K}\rho(t_1) - \tilde{K}\rho(t_2)|$ for $|t_1 - t_2| < \delta_1$ and for any $\rho \in C_T(\mathbb{R}_+, \mathbb{R}_+^N)$ such that $\|\rho(t)\|_{C([0,T])} \leq R$.

To this end, we assume that $\tau := t_2 - t_1 > 0$ is such that

$$\tau < \delta_1 < \frac{1}{2} \min\{a_m, b_1 - A_m\},$$

where $a_m$, $A_m$ and $b_1$ are the structure constants in (H1) and (H4). Rewriting

$$\tilde{K}\rho(t_2) = \int_{a_m}^{A_m} m(a, t_2)\Phi(a, t_2 - a; \rho) \, da$$

$$= \int_{a_m - \tau}^{A_m - \tau} m(a + \tau, t_1 + \tau)\Phi(a + \tau, t_1 - a; \rho) \, da$$

and

$$\int_{a_m - \tau}^{A_m - \tau} m(a + \tau, t_1 + \tau) \, da = \int_{a_m}^{A_m} m(a + \tau, t_1 + \tau) \, da$$

we have

$$|\tilde{K}\rho(t_1) - \tilde{K}\rho(t_2)| \leq \omega_2.$$
and using the property that \( m(a,t_i) = 0 \) for any \( a \) outside \([a_m, A_m]\) for \( i = 1, 2 \) we obtain component-wise

\[
|\langle \tilde{K}_1 \rho(t_1) \rangle_k - \langle \tilde{K}_2 \rho(t_2) \rangle_k| \leq \int_{a_m/2}^{A_m} |m_k(a + \tau, t_1 + \tau) - m_k(a, t_1)| \phi_k(a + \tau, t_1 - a; \rho) \, da \\
+ \int_{a_m/2}^{A_m} m_k(a, t_1) |\phi_k(a + \tau, t_1 - a; \rho) - \phi_k(a, t_1 - a; \rho)| \, da \\
=: I_1 + I_2
\]

We have by (4.12) that for any \( \tau > 0 \) and \( t_1 \in \mathbb{R} \)

\[
\int_{a_m/2}^{A_m} \phi_k(a + \tau, t_1 - a; \rho) \, da \leq \int_{a_m/2}^{A_m} \frac{\omega_1}{(a + \tau)^{-1/\gamma}} \, da \leq \omega_1 \int_{a_m/2}^{A_m} \frac{1}{a^{-1/\gamma}} \, da =: C_1
\]

where \( C_1 \) depends only on the structural constants. Next, since \( m_k(a,t) \) is a \( T \)-periodic in \( t \), by (H4) \( m_k \) is uniformly continuous on the strip \([a_m, A_m] \times \mathbb{R}\). Since \( \text{supp} m_k \subset [a_m, A_m] \times \mathbb{R} \), there exists \( \delta_2 > 0 \) such that for any \( 1 \leq k \leq N \), \( a \in [0, A_m] \) and \( |\tau| < \delta_2 \) one has the inequality

\[
|m_k(a + \tau, t_1 + \tau) - m_k(a, t_1)| < \frac{\epsilon}{2C_1}.
\]

This yields \( I_1 < \epsilon/2 \). In order to estimate \( I_2 \), we notice that \( \Phi_k(x) := \Phi_k(x, t_1 - a; \rho) \) is the solution of the initial problem (6.3). Notice that by (4.11)

\[
\max_{1 \leq k \leq N} \|\phi_k\|_{C([0,b])} \leq \sqrt{Ne}^N \|D\|^{1/2} \|\rho\|_{\infty} \leq C_2 := R \sqrt{Ne}^N \|D\|^{1/2}.
\]

Let

\[
C_3 := \max\{M_k(v, a, t) : 0 \leq v \leq C_1, 0 \leq \frac{1}{2}(b_1 + A_m), 0 \leq t \leq T\}
\]

\[
:= \max\{M_k(v, a, t) : 0 \leq v \leq C_1, 0 \leq \frac{1}{2}(b_1 + A_m), 0 \leq t \leq \infty\},
\]

where the latter equality is by the periodicity. Therefore, applying the mean value theorem to (6.3) we obtain for any \( 0 \leq x_1 < x_2 < A_m + \delta_1 \) and for some \( \xi \in (x_1, x_2) \) that

\[
\frac{\Phi_k(x_1) - \Phi_k(x_2)}{x_2 - x_1} \leq \left( |M_k(\phi_k(\xi), \xi, t_1 - a)| + N \|D\| \right) C_2 \leq (C_3 + N \|D\|) C_2 =: C_4
\]

where \( C_4 \) depends only on the structure conditions and \( R \). This readily implies

\[
I_2 \leq C_4 A_m \|m\|_{\infty} \delta_1.
\]

Choosing \( \delta_1 \) small enough, yields the desired conclusion. \( \square \)

**Proposition 6.2.** For any \( \rho^+(t) \) such that \( \rho^+(t) \geq \omega_2 \cdot 1_N \), where \( \omega_2 \) is defined by (4.20), the limit

\[
\theta(t) := \lim_{i \to \infty} \hat{K}_i(\rho^+(t))
\]

exists and is a solution to the characteristic equation (6.2). Furthermore, the limit \( \theta(t) \) does not depend on a particular choice of \( \rho^+(t) \) and it is the maximal solution to equation (6.2) in the sense that if \( \rho(t) \) is any solution to the characteristic equation (6.2) then \( \rho(t) \leq \theta(t) \). Furthermore, if \( \rho^-(t) \) is a lower solution then \( \theta(t) \geq \rho^-(t) \).
Proof. Since \( \overline{K} \rho^+(t) \leq \omega_2 \cdot 1_N \leq \rho^+(t) \) and by the monotonicity of \( \overline{K} \), we get:

\[
\overline{K}^{j+1} \rho(t) = \overline{K}^j \overline{K} \rho^+(t) \leq \overline{K}^j \rho^+(t),
\]

which implies that \( \{ \rho^{(j)}(t) \} \) is a non-increasing sequence. The sequence is bounded from below because \( \overline{K}^j \rho^+ \geq 0 \), therefore there exists a pointwise limit \( \lim_{j \to \infty} \overline{K}^j \rho^+(t) =: \theta(t) \). The sequence \( \{ \rho^{(j)}(t) \} \) is uniformly bounded by the constant \( \omega_2 \). Applying Lemma 6.1 to family \( \{ \rho^{(j)}_k \} \) implies that the convergence is in fact uniform on each compact subset of \( \mathbb{R} \). Thus \( \theta \) is a nonnegative continuous \( T \)-periodic solution of (6.2). The rest of the proof is analogous to the proof of Proposition 5.6. \( \square \)

In the remaining part of this section we additionally assume that additionally condition (H6) holds. In that case, due to the periodicity, the infimum in (H6) can be replaced by the minimum. Then arguing similarly to Lemma 5.8, one can verify that for any \( \rho(t) \in C_T(\mathbb{R}_+, \mathbb{R}^N_+) \) and \( 0 < \lambda_1 < \lambda_2 \),

\[
\frac{1}{\lambda_1} \overline{K}(\lambda_1 \rho) \geq \frac{1}{\lambda_2} \overline{K}(\lambda_2 \rho),
\]

hence the corresponding net reproductive operator is well-defined defined by

\[
\overline{\theta}_0 \rho = \lim_{\lambda \to +0} \frac{1}{\lambda} \overline{K}(\lambda \rho) = \int_0^\infty m(a, t) Y(a; \rho, t - a) \, da,
\]

where \( Y(x, y; \rho) \) is the solution of the linear system

\[
\begin{align*}
\frac{dY(x, y; \rho)}{dx} &= (D(x, x + y) - M(0, x, x + y)) Y(x, x + y; \rho), \\
Y(0, y; \rho) &= \rho(y).
\end{align*}
\]

Let \( \sigma(\overline{\theta}_0) \) denote the largest eigenvalue of \( \overline{\theta}_0 \) and let \( \theta = \theta(t) \in C_T(\mathbb{R}_+, \mathbb{R}^N_+) \) be the maximal solution of equation (6.2). Then the following results are established similarly to Theorem 5.14, Theorem 5.15 and Theorem 5.18 respectively.

**Theorem 6.3.** If \( \sigma(\overline{\theta}_0) \leq 1 \), then the characteristic equation (6.2) has no nontrivial solutions (in particular, \( \theta \equiv 0 \)). If \( \sigma(\overline{\theta}_0) > 1 \), then \( \theta \gg 0 \) is the only nontrivial solution of equation (6.2).

**Theorem 6.4.** If \( \mathcal{F}f(t) \neq 0 \) and \( \chi(t) \) is a solution to (4.17) then \( \lim_{t \to \infty} \chi(t) = \theta(t) \).

**Theorem 6.5.** Let \( P(t) = \int_0^T n(a, t) \, da \) be the total multipatch population. If \( \sigma(\overline{\theta}_0) \leq 1 \), then \( P(t) \to 0 \) as \( t \to \infty \). If \( \sigma(\overline{\theta}_0) > 1 \), then

\[
\lim_{t \to \infty} P(t) = \int_0^\infty \Phi(a, t - a; \theta) \, da,
\]

where \( \theta \) is the maximal solution to the characteristic equation (6.2).
7 Irregularly varying environment

In order to study asymptotic behavior of the solution to the model \((1.1)–(1.4)\) in the case when temporal variation is irregular, we assume that the vital rates, regulating function and dispersion coefficients are bounded from below and above by equiperiodic functions for large \(t\). These periodic functions define two auxiliary periodic problems, whose solutions provide upper and lower bounds to a solution of the original problem. This leads us to two-side estimates of a solution to the original problem for large \(t\).

More precisely, throughout this section we shall suppose that the \(T_1 \geq 0\) and \(T\)-periodic functions \(m^\pm_k, M^\pm_k\) and \(D^\pm_{kj}\) such that for any \(a \geq 0\) and \(t \geq T_1\)

\[
\begin{align*}
\begin{aligned}
m^-(a,t) &\leq m(a,t) \leq m^+(a,t), \\
M^+(a,t) &\leq M(a,t) \leq M^-(a,t), \\
D^-(a,t) &\leq D(a,t) \leq D^+(a,t).
\end{aligned}
\end{align*}
\]

(7.1)

As in Section 6, one can consider the corresponding characteristic equations

\[
\tilde{K}^\nu \rho^\nu(t) = \rho^\nu(t), \quad t \in \mathbb{R},
\]

where \(\nu\) denote \(-\) or \(+\), and the operators \(\tilde{K}^\nu\) are defined component-wise by

\[
\tilde{K}^\nu \rho^\nu(t) := \int_0^\infty m^\nu(a,t) \Phi^\nu(a, t-a; \rho^\nu) \, da, \quad t \in \mathbb{R}_+, \quad 1 \leq k \leq N, \quad (7.2)
\]

and \(\Phi^\nu(x,y; \rho)\) is the unique solution of the system

\[
\begin{align*}
\frac{d\Phi^\nu(x,y; \rho)}{dx} &= -M^\nu(\Phi^\nu(x,y; \rho), x, x + y) \Phi^\nu(x,y; \rho) + D^\nu(x, x + y) \Phi^\nu(x, y; \rho), \\
\Phi^\nu(0, y; \rho) &= \rho(y),
\end{align*}
\]

with \(\rho \in C_T(\mathbb{R}_+, \mathbb{R}_N^+)\). Then by Proposition 4.5

\[
\rho^\nu(t) = K^\nu \rho^\nu(t) + F^\nu f(t),
\]

where

\[
\begin{align*}
K^\nu \rho(t) &= \int_0^t m^\nu(\rho, t-a) \Phi^\nu(\rho, a; \rho, t-a) \, da, \\
F^\nu f(t) &= \int_t^\infty m^\nu(a, \rho) \Psi^\nu(a; f, a-t) \, da.
\end{align*}
\]

(7.3)

Also let us denote by \(\mathcal{R}^\nu_0\) and \(\sigma(\mathcal{R}^\nu_0)\) the corresponding net reproductive operators and net reproductive rates. The main result of this section states that a solution of the population problem in an irregularly changing environment can be estimated by the corresponding solutions of the associated periodically varying population problems.

**Theorem 7.1.** Let \(\chi(t)\) be a solution to equation (4.17). Then the following dichotomy holds:

(i) If \(\sigma(\mathcal{R}^+_0) \leq 1\), then \(\lim_{t \to \infty} \chi(t) = 0\).
(ii) If \( \sigma(\mathcal{R}_0^-) > 1 \) and \( \mathcal{F}^- f(t) \neq 0 \), then for any \( \epsilon > 0 \) there exists \( T_2 > 0 \) such that

\[
\rho^-(t) - \epsilon \leq \chi(t) \leq \rho^+(t) + \epsilon \quad \forall t > T_2,
\]

where \( \rho^\pm(t) \) are solutions to (7.2).

**Proof.** Without loss of generality \( T_1 \geq B(0) \). Let \( R > 2\omega_2 \) and let us define \( \{\chi(j)(t)\}_{j \geq 0} \) and \( \{\chi^+_j(t)\}_{j \geq 0} \) iteratively for \( t > T_1 \) by

\[
\chi^{(j+1)}(t) = \mathcal{K}\chi^{(j)}(t) + \mathcal{F}(t), \quad \chi^{(0)}(t) = R
\]

\[
\chi^+_j(t) = \mathcal{K}^+\chi^{(j)}_j(t), \quad \chi^{(0)}_+(t) = R,
\]

where the operators \( \mathcal{K} \) and \( \mathcal{F} \) are defined by (4.18) and (4.19) respectively.

Arguing as in the proof of Proposition 4.7, we obtain the existence \( \lim_{j \to \infty} \chi^{(j)}(t) = \chi(t) \), where \( \chi(t) \) is a solution to (4.17). Also by Proposition 6.2, \( \lim_{j \to \infty} \chi^+_j(t) = \chi^+(t) \), where \( \chi^+(t) \) is the maximal solution to (7.2). We will prove by induction that for any \( j \geq 0 \) there holds

\[
\chi^{(j)}(t) \leq \chi^+_j(t), \quad \forall t > T_1 + jA_m.
\]

For \( j = 0 \) the claim follows from \( \chi^{(0)}(t) = \chi^+_0(t) = R \) for \( t > T_1 \). Next, by our choice of \( T_1, \mathcal{F}(t) = \mathcal{F}^- f(t) = 0 \) for \( t > T_1 \). Since \( \Phi(0; \chi^{(0)}; y) = \Phi^\pm(0; \chi^+_0, y) = R \) for any \( y \geq 0 \) and the structure parameters are estimated by (7.1), one easily deduces from the definition of \( \Phi(x, y; \rho) \) that \( \Phi(a; \chi^{(0)}; t - a) \leq \Phi^+(a; \chi^+_0, t - a) \) for \( a \geq 0 \) and \( t - a \geq T_1 \). Since

\[
\chi^{(1)}(t) = \int_0^t m(a, t)\Phi(a; \chi^{(0)}; t - a) da = \int_{a_m}^{A_m} m(a, t)\Phi(a; \chi^{(0)}; t - a) da
\]

and \( t - a > T_1 \) for all \( a \in [a_m, A_m] \) and \( t > T_1 + A_m \) we obtain

\[
\chi^{(1)}(t) = \int_0^t m(a, t)\Phi(a; \chi^{(0)}; t - a) da \leq \int_0^t m^+(a, t)\Phi^+(a; \chi^+_0, t - a) da = \chi^+_1(t).
\]

This proves the induction assumption for \( j = 1 \). Now suppose that the induction claim holds for some \( j \geq 1 \). Arguing similarly, we obtain for any \( t > T_1 + (j + 1)A_m \) that

\[
\chi^{(j+1)}(t) = \mathcal{K}\chi^{(j)}(t) \leq \mathcal{K}\chi^+_j(t) \leq \mathcal{K}^+\chi^+_j(t) = \chi^+_j(t+1),
\]

which proves (7.5). Therefore, passing to the limit we obtain

\[
\chi(t) = \lim_{j \to \infty} \chi^{(j)}(t) \leq \lim_{j \to \infty} \chi^+_j(t) = \chi^+(t).
\]

If \( \sigma(\mathcal{R}_0^+) \leq 1 \), then by Theorem 6.4 \( \lim_{t \to \infty} \chi^+(t) = 0 \), hence (7.6) implies (i).

To proceed with (ii) notice that (7.6) already yields the upper estimate in (7.4). It remains to show that there exists a lower solution \( \chi^-(t) \) to \( \chi(t) = \mathcal{L}_{\mathcal{F}^-} \chi(t) \). We use auxiliary sequence \( \{\chi^{-j}(t)\} \) given by

\[
\chi^{-j+1}(t) = \mathcal{L}_{\mathcal{F}^-} \chi^{-j}(t), \quad \chi^-(0) = 0,
\]
to define function
\[
\chi^-(t) = \begin{cases} 
\chi^{(j)}(t), & 0 \leq t \leq T_1 \\
\lambda \rho^-(t), & t > T_1,
\end{cases}
\tag{7.7}
\]
where \(\rho^-\) is a solution to the characteristic equation \(\widetilde{K}^- \rho^-(t) = \rho^-(t)\) and \(\lambda > 0\) is sufficiently small.

Notice first that the sequence \(\{\chi^{(j)}(t)\}\) is nondecreasing in \(j\) and that each \(\chi^-(\cdot)\) satisfies \(\chi^{(j)}(t) \leq \mathcal{L}_{\mathcal{F}}^{-} \chi^{(j)}(t)\), i.e., it is a lower solution to equation \(\chi(t) = \mathcal{L}_{\mathcal{F}}^{-} \chi(t)\). Hence, \(\chi^-(t)\) defined by \(\tag{7.7}\) is a lower solution in the interval \(t \in [0, T_1]\) for sufficiently large \(j\). Now suppose that \(t \in [T_1, T_1 + A_m]\). By (H1) we have \(\mathcal{F}^{-} f(t) = 0\) and \(\mathcal{L}_{\mathcal{F}}^{-} \chi^-(t) = K^- \chi^-(t)\). Thus, \(\tag{7.2}\) and \(\tag{7.7}\) imply that
\[
K^- \chi^-(t) - \chi^-(t) = \int_0^{A_m} m^-(a, t) \Phi^-(a; \chi^-, t - a) \, da - \lambda \rho^-(t)
= \int_0^{t-T_1} m^-(a, t) (\Phi^-(a; \lambda \rho^-, t - a) - \lambda \Phi^-(a; \rho^-, t - a)) \, da
+ \int_{t-T_1}^{A_m} m(a, t) (\Phi(a; \chi^{(j)}, t - a) - \lambda \Phi(a; \rho^-, t - a)) \, da. \tag{7.8}
\]

Arguing similarly to the proof of Theorem 5.15, yields that integrals \(\tag{7.8}\) and \(\tag{7.9}\) are nonnegative. This proves that \(\chi^-(t) \leq \mathcal{L}^- \chi^-(t)\) for \(t \in [T_1, T_1 + A_m]\).

For \(t > T_1 + A_m\), we have that \(\mathcal{F}^{-} f(t) = 0\), and \(\mathcal{L}_{\mathcal{F}}^{-} \chi^-(t) = K^- \chi^-(t)\), hence
\[
(K^- \chi^- - \chi^-)_k(t) = \int_0^{A_m} m_k^-(a, t) \Phi_k^-(a; \lambda \rho^-, t - a) - \lambda \Phi_k^-(a; \rho^-, t - a)) \, da \geq 0.
\]

This proves that function \(\chi^-(t)\) defined by \(\tag{7.7}\) is a lower solution of equation \(\chi(t) = \mathcal{L}^- \chi(t)\). Therefore,
\[
\chi^-(t) \leq \chi(t), \quad t \geq 0. \tag{7.10}
\]

If \(\sigma(\mathcal{R}^-_0) > 1\), then \(\sigma(\mathcal{R}^+_0) > 1\) and characteristic equations \(\tag{7.2}\) have nontrivial solutions \(\rho^\pm(t)\). Then by virtue of Theorem 6.4, \(\lim_{t \to \infty} \chi^-(t) = \rho^-(t)\) and \(\lim_{t \to \infty} \chi^+(t) = \rho^+(t)\). Passing to the limit in \(\tag{7.5}\) and \(\tag{7.10}\) yields \(\tag{7.4}\).

\[\square\]

8 Applications

In this section we consider two simple applications of our approach showing how dispersion promotes survival of a population on sink patches. In the usual situation, a habitat is a mixture of sources and sinks. Our first example shows that permanency on all patches is possible if the patches are connected and if emigration from sources is sufficiently small and does not cause extinction of a local subpopulation. Some researchers indicate that survival of migrating species is possible even if all occupied patches are sinks, see [28]. Taking migratory birds as an example, we demonstrate that this is possible under certain conditions.
8.1 A single source and multiple sinks

In order to demonstrate the influence of dispersion on persistence of population, we compare a system with \( N \) isolated patches with the corresponding system with dispersion. Recall that in the isolated case, \( D(a,t) \equiv 0 \) implying by (5.22) that the net reproductive rate of the \( k \)th patch is given by

\[
\sigma_k = \int_0^\infty m_k(a)\Pi_k(v) \, da,
\]

where \( \Pi_k(v) = e^{-\int_0^a \mu_k(s) \, ds} \) is the survival probability.

In this case the spectrum of the net reproductive operator is

\[
\text{spec}(\mathcal{R}_0) = \{ \sigma_1, \ldots, \sigma_N \}.
\]

We assume that \( \sigma_1 > 1 \) and \( \sigma_k \leq 1 \), for \( k \geq 2 \). In the biological terms, this is equivalent to saying that the first patch is a source and all other patches are sinks. Without migration, the population will persist on the first patch and become extinct on all other patches. For details about the age-structured logistic model that we used to describe isolated patches, we refer readers to [32]. Under the made assumptions,

\[
\lim_{t \to \infty} \rho_1(t) = \rho_1^*,
\]

\[
\lim_{t \to \infty} \rho_k(t) = 0, \quad 2 \leq k \leq N,
\]

where \( \rho_1^* > 0 \) is uniquely determined by

\[
\int_0^\infty \frac{m_1(a)\Pi_1(v)}{1 + \rho_1^*(1 - \Pi_1(v))} \, da = 1.
\]

Now let us allow a small migration between patches and assume that there also holds \( \sigma_1 > 1 \) and \( \sigma_k \leq 1 \), for \( k \geq 2 \). Let us suppose that the dispersion coefficients

\[
D(a) = \varepsilon B(a),
\]

where \( \varepsilon > 0 \) is a small number and the parameters \( B_{kj}(a) \) satisfy (H3) in Section ???. Then the standard linearization argument shows that the solution to the corresponding time-independent model

\[
\frac{d\varphi(a;\rho)}{da} = -M(a)\varphi(a;\rho) + \varepsilon B(a)\varphi(a;\rho), \quad \varphi(0;\rho) = \rho,
\]

is given by

\[
\varphi_k(a;\rho) = \Pi_k(v) \left( \rho_k + \varepsilon \sum_{j=1}^N \rho_j B_{kj}(s) \frac{\Pi_j(s)}{\Pi_k(s)} \, ds \right) + O(\varepsilon^2).
\]

Therefore, the net reproductive operator takes the form

\[
(\mathcal{R}_0\rho)_k = \sigma_k \rho_k + \varepsilon \int_0^\infty m_k(a)\Pi_k(v) \int_0^a \sum_{j=1}^N \rho_j B_{kj}(s) \frac{\Pi_j(s)}{\Pi_k(s)} \, ds \, da + O(\varepsilon^2).
\]

Then latter relation yields

\[
\mathcal{R}_0 = \text{diag}(\sigma_1, \ldots, \sigma_N) + \varepsilon B + O(\varepsilon^2)
\]
Now, recall that if $A$ is a symmetric matrix and $x$ is an eigenvector with a simple eigenvalue $\lambda$ then the corresponding perturbed eigenvalue of $A + \epsilon B$ ($B$ may not be symmetric) is given by
\[ \lambda + \epsilon \mu + O(\epsilon^2), \quad \mu = x^TBx/|x|^2. \]
For $\epsilon = 0$, the largest eigenvalue is $\sigma_1$ with the eigenvector $e_1 = (1,0,...,0)$. The perturbed eigenvalue, which will be the net reproductive rate for the net reproductive operator $\mathcal{R}_0$, is
\[ \sigma(\mathcal{R}_0) = \sigma_1 + \epsilon \int_0^\infty m_1(a)\Pi_1(v)B_{11}(a)\,da + O(\epsilon^2), \]
and this is greater than one for small $\epsilon > 0$ provided that $B_{11}(a) \leq 0$ and strictly negative in at least one point of the support of $m_1$. Thus shows that survival on all patches is possible if emigration from the source is sufficiently small.

8.2 Multiple sinks, without a source

Now consider the extreme situation when a population inhabits two patches and the net reproductive rate on each patch is less or equal to one. We will demonstrate that, even in this case, there is a chance of survival if the structure parameters are suitably chosen.

A realistic example for this kind of situation is a population of migratory birds. Their habitats consists of two patches: breeding range (characterized by the high birth rate in summer and high death rate in winter) and non-breeding range (low birth and death rates). Thus, the breeding range is a sink because of the winter conditions, and the non-breeding range is a sink because of too few births.

Let the death rates $\mu_1 > \mu_2 > 0$ be constant on the supports $\text{supp} m_1 = [c_1,d_1]$ and $\text{supp} m_2 = [c_2,d_2]$, respectively, where $c_i, d_i$ will be chosen later. In addition, suppose that
\[ \sigma_k = \int_{c_k}^{d_k} m_k(a)e^{-\mu_k a} \, da = 1, \quad k = 1,2, \]
This implies extinction of population on both patches if there is no dispersal. If the dispersion matrix $D$ satisfies
\[ D = \epsilon B, \quad B = \begin{pmatrix} -1 & 1 \\ 1 & -1 \end{pmatrix}, \]
then the solution to the system (8.1) for $N = 2$ is given by
\[ \varphi_k(a;\rho) = e^{-\mu_k a}(\rho_k + \epsilon h_k(a,\rho) + O(\epsilon^2)), \quad k = 1,2, \]
where
\[
\begin{cases}
\frac{dh_1(a,\rho)}{da} = -\rho_1 + e^{(\mu_1-\mu_2) a} \rho_2, & h_1(0) = 0, \\
\frac{dh_2(a,\rho)}{da} = -\rho_2 + e^{(\mu_2-\mu_1) a} \rho_1, & h_2(0) = 0.
\end{cases}
\]
A solution to this system is given by
\[
\begin{cases}
h_1(a,\rho) = -\rho_1 a + \frac{1}{\mu_1-\mu_2} (e^{(\mu_1-\mu_2) a} - 1) \rho_2, \\
h_2(a,\rho) = -\rho_2 a + \frac{1}{\mu_2-\mu_1} (e^{(\mu_2-\mu_1) a} - 1) \rho_1.
\end{cases}
\]
Then, the net reproductive operator satisfies

\[(\mathcal{R}_0 \rho)_k = \rho_k + \varepsilon \int_{c_k}^{d_k} m_k(a)e^{-\mu_k a} h_k(a, \rho) \, da + O(\varepsilon^2), \quad k = 1, 2.\]

In the matrix form this becomes

\[\mathcal{R}_0 \rho = \rho + \varepsilon \mathcal{P} \rho + O(\varepsilon^2 \rho), \quad (8.2)\]

where

\[\mathcal{P} = \begin{pmatrix} -1 & \int_{c_1}^{d_1} m_1(a)e^{-\mu_1 a} \frac{(e^{(\mu_1 - \mu_2) a} - 1)}{\mu_1 - \mu_2} \, da \\ \int_{c_2}^{d_2} m_2(a)e^{-\mu_2 a} \frac{(e^{(\mu_2 - \mu_1) a} - 1)}{\mu_2 - \mu_1} \, da & -1 \end{pmatrix}.\]

Thus, to show that \(\sigma(\mathcal{R}_0) > 1\), it is sufficient to show that \(\mathcal{P} \rho > 0\) for some choice of parameters and certain vector \(\rho\).

Using

\[\psi(z) = z^{-2}(e^z - 1 - z) = \frac{1}{2} + \frac{z}{3!} + \frac{z^2}{4!} + \ldots\]

it follows that the functions \(h_1\) and \(h_2\) can be written as:

\[\begin{align*}
    h_1(a, \rho) &= (\rho_2 - \rho_1)a + a^2(\mu_1 - \mu_2)\psi((\mu_1 - \mu_2)a)\rho_2, \\
    h_2(a, \rho) &= (\rho_1 - \rho_2)a + a^2(\mu_2 - \mu_1)\psi((\mu_2 - \mu_1)a)\rho_1.
\end{align*}\]

Since the function \(z\psi(z)\) monotonically increases from 0 to \(\infty\), there exists a unique \(c^*\) such that \(c^* (\mu_1 - \mu_2)\psi((\mu_1 - \mu_2)c^*) = 1\). Suppose that \(d_2 < c^* < c_1\). Let us choose parameters \(\rho_1 > \rho_2 > 0\) such that \(h_1(a, \rho) > 0\) for \(a > c_1\) and \(h_2(a, \rho) > 0\) for \(a < d_2\), that is

\[\begin{align*}
    \rho_1 - \rho_2 &< a(\mu_1 - \mu_2)\psi((\mu_1 - \mu_2)a)\rho_2, & \text{for } a > c_1, \\
    \rho_1 - \rho_2 &> a(\mu_1 - \mu_2)\psi((\mu_2 - \mu_1)a)\rho_1, & \text{for } a < d_2,
\end{align*}\]

or equivalently,

\[\begin{align*}
    \frac{\rho_1}{\rho_2} - 1 &< a(\mu_1 - \mu_2)\psi((\mu_1 - \mu_2)a), & \text{for } a > c_1, \\
    1 - \frac{\rho_2}{\rho_1} &> a(\mu_1 - \mu_2)\psi((\mu_2 - \mu_1)a), & \text{for } a < d_2.
\end{align*}\]

We put \(\rho_1 = 1\) and choose \(\rho_2 < \frac{1}{2}\) and \(c_1\) and \(d_2\) as solutions to equations:

\[\frac{1}{\rho_2} - 1 = c_1(\mu_1 - \mu_2)\psi((\mu_1 - \mu_2)c_1)\]

and

\[1 - \rho_2 = d_2(\mu_1 - \mu_2)\psi((\mu_2 - \mu_1)d_2).\]

It follows that \(\mathcal{P} \rho > 0\) and hence \(\mathcal{R}_0 \rho > \rho\). The latter implies that that \(\sigma(\mathcal{R}_0) > 1\), thus \(\mathcal{R}_0\) has an eigenvalue greater than one, which proves the permanency of population on both patches.
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