Does chronology matter in JIT defect prediction? A Partial Replication Study

Hadi Jahanshahi, Dhanya Jothimani, Ayşê Başar, Mucahit Cevik

Data Science Lab at Ryerson University, Toronto, ON M5B 1G3, Canada

Abstract

BACKGROUND: Just-In-Time (JIT) models, unlike the traditional defect prediction models, detect the fix-inducing changes (or defect inducing changes). These models are designed based on the assumption that past code change properties are similar to future ones. However, as the system evolves, the expertise of developers and/or the complexity of the system also change.

AIM: In this work, we aim to investigate the effect of code change properties on JIT models over time. We also study the impact of using recent data as well as all available data on the performance of JIT models. Further, we analyze the effect of weighted sampling on the performance of fix-inducing properties of JIT models. For this purpose, we used datasets from four open-source projects, namely Eclipse JDT, Mozilla, Eclipse Platform, and PostgreSQL.

METHOD: We used five families of change code properties such as size, diffusion, history, experience, and purpose. We used Random Forest to train and test the JIT model and Brier Score (BS) and Area Under Curve (AUC) for performance measurement. We applied the Wilcoxon Signed Rank Test on the output to statistically validate whether the performance of JIT models improves using all the available data or the recent data.

RESULTS: Our paper suggest that the predictive power of JIT models does not change by time. Furthermore, we observed that the chronology of data in JIT defect prediction models can be discarded by considering all the
available data. On the other hand, the importance score of families of code change properties is found to oscillate over time.

**CONCLUSION**: To mitigate the impact of the evolution of code change properties, it is recommended to use weighted sampling approach in which more emphasis is placed upon the changes occurring closer to the current time. Moreover, since properties such as “Expertise of the Developer” and “Size” evolve with the time, the models obtained from old data may exhibit different characteristics compared to those employing the newer dataset. Hence, practitioners should constantly retrain JIT models to include fresh data.
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1. Introduction

Software Quality Assurance (SQA) involves a set of standard activities such as inspection of codes and unit testing before the official release of a software system. These activities ensure that a software system meets the quality requirements and standards. However, limited SQA resources must be allocated wisely to minimize the risk and/or address the issues related to post-release defects. This led to the inception of software defect prediction models [17].

Traditional approaches use historical data for training the models for defect prediction. This could be either at the method level [4, 10], file level [27] or subsystem level [21]. However, implementation of recommendation of the defect prediction models at such granularity becomes cumbersome in practice because of several reasons [13, 12]. Firstly, the likelihood of introduction of defects is higher in large files. Secondly, it may be difficult for a developer to recall the reasoning behind the implementation of a certain design decision over a time period. Lastly, the allocation of resources becomes difficult since many developers work on the same packages or the files [15].

Researchers have proposed change-level defect prediction models (also known as Just-In-Time (JIT) models) to overcome the limitations of traditional defect prediction models. In JIT models, the likelihood of a code change introducing a defect/fix is predicted [20, 14, 15]. These models have the following advantages over traditional models: (a) Inspection of defects
at change level is less cumbersome than at module level, (b) it is easier to allocate resources for handling the changes as the development of a module involves a group of authors or developers, and (c) since JIT models can track the changes, it enables the developers to inspect the problems as the design decisions would be relatively recent [19] [12].

Despite several advantages of JIT prediction models, they require a large amount of historical data for improved model performance [12]. Also, it works on the assumption that the properties of future events are similar to the properties of previous ones. However, this assumption may not hold true due to the dynamic nature of software development projects. Hence, in this study, first, we investigated whether the properties of fix-inducing changes remain consistent with the evolution of the system over time, and second, we analyzed the importance of such a potential evolution in JIT defect prediction domain. For this purpose, as an initial step, we replicated the work by McIntosh and Kamei [19]. Our objective behind this replication study is to validate the results from the previous study as well as understanding whether the results hold true for different datasets. A detailed discussion is provided in Section 3.1. Our result using new dataset differs from the original study. Apart from addressing the first two research questions from their work, we formulated and addressed one more research question (RQ3). Accordingly, addressed research questions are as follows:

(RQ1) Do JIT models lose predictive power over time?
(RQ2) Does the relationship between code change properties and the likelihood of inducing a fix evolve?
(RQ3) How can the performance of JIT models be improved while considering the chronology of the data?

In this study, we used datasets from four open-source projects, namely, Eclipse JDP, Mozilla, Eclipse Platform and PostgreSQL [14].

The contributions of our study are summarised as follows:

• Replication study helps in verifying the validity and reliability of the results of the original study. The process of replication leads to the development of new hypotheses and implementation of alternate techniques which are supposed to result in better interpretation.

• We used a new dataset to check whether the obtained results can be generalised.

• As an extension to the original study [19], we examined the perfor-
mance of JIT models using all of the available data and the recent data (i.e. subset of all the data).

• Additionally, we examined the effect of weighted sampling on the performance of JIT models.

The organisation of the paper is as follows. Section 2 discusses the details related to the original study followed by information about the replication study in Section 3. Section 4 and Section 5 present the comparison of results with the original study and the threats to validity, respectively. Section 6 concludes the paper.

2. Information about the Original Study

McIntosh and Kamei [19] examined whether the properties of past events such as fix-inducing changes are similar to the properties of the future ones. To achieve this overall objective, the researchers formulated three research questions (see Table 1). To address the research questions, six code properties, namely, size, diffusion, history, author and reviewer experiences, and review, were used for training JIT models on two open-source systems, i.e. Qt and OpenStack. These systems exhibited three characteristics such as traceability, rapidly evolving and code review policy.

The study used the SZZ algorithm to check whether or not a change introduces a bug. To overcome the limitations of SZZ algorithm such as incomplete mapping of the fixing commit and bug and the systematic bias, the study considered the rates of fix-inducing changes and reviewed changes as well.

The code properties and the likelihood of bug were considered as the independent variables and dependent variables, respectively. During the data preprocessing phase, the study used Spearman rank correlation and variable clustering analysis to remove highly correlated code properties (i.e. $\rho = 0.7$). Further, the redundant change code properties were removed using the stepwise regression model. A nonlinear variant of the multiple regression model was fitted on the datasets. The accuracy of JIT models was analysed using the Area Under receiver operating characteristics Curve (AUC) and Brier Score (BS).

To study how quickly JIT models lose their predictive power, the researchers carried out a longitudinal case study using two time horizons of three and six months for each project. Also, to understand how predictive
power varies over time, they used short-period models and long-period models. In short-period models, JIT models were trained using the changes that occurred in one time period while, in long-period models, JIT models were trained using all the changes that occurred during or prior to a particular time period. Based on AUC and BS values, the performance of the models closer to the training period was found to be better than that of the models trained using the older periods. Also, McIntosh and Kamei [19] deduced that long-period models do not retain predictive power longer than short-period models.

To understand how the relationship between code change properties and the likelihood of inducing a fix evolves, the researchers used normalised Wald’s $\chi^2$ score to compute the importance score of each family of code change properties. The analysis was carried out for both short-period and long-period models. In most cases, for both three-month and six-month time horizons, whether they are short-period or long-period models, “Size” emerged as the most important family to predict the likelihood of bug. The importance of the code family “Awareness” was low. In all cases, the importance of each family of code properties fluctuated over time indicating that the properties of fix-inducing changes tend to evolve.

To examine how accurately the importance score of code properties in the current period represents the future ones, the researchers evaluated the stability of importance score for each family of code properties for short-period models and long-period models. The importance score of each family is computed during both training period (say, period $i$) and all the periods after the training period (say, period $j$). The difference in the importance score of each family in periods $i$ and $j$ was computed. If the difference is greater than zero, then the importance of the family is said to be overestimated during the training period $i$. Analysis indicated that the importance of the families such as “Size” and “Review” were consistently either overestimated or underestimated. This suggests that quality improvement plans should be revised periodically.

An overview of the research questions, dataset, and methodology is presented in Table 1.
3. Information about the Replication

3.1. Motivation for Conducting the Replication

We conducted the replication study to mitigate the following limitations of the original study:

1. The original study was conducted on two open-source systems, namely, QT and OPENSTACK. In order to generalise/validate results of the original study and to better understand the evolving nature of fix-inducing changes, we focus on historical datasets of other software systems, namely Eclipse JDT, Mozilla, Eclipse Platform, and PostgreSQL.

2. The results of the original study are specific to non-linear logistic regression. In our study, we used Random Forest (RF) to investigate whether the properties of fix-inducing changes remain consistent with the evolution of the system over time.

3. The original study used normalised Wald’s $\chi^2$ score to compute the importance score of each family of code change properties. As mentioned in the original study, there is a need for defining a common importance score for other classifiers. Hence, we used accuracy-based measure and Gini index-based measure obtained using RF to determine the importance score of each family of the code change properties.

3.2. Level of Interaction with the Original Researchers

We carried out this study without any interaction with the original researchers.
3.3. Changes to the Original Study

We replicated the original study using the same dataset in original study (i.e., QT and OpenStack). Since we obtained the same results as the original study, we did not report the results here\footnote{The results of the experiment using the same method and same dataset are available at https://github.com/HadiJahanshahi/JITChronology}.

As an extension to the original study, we introduced the following modifications:

1. In our study, we defined one additional research question, which investigates different hypotheses to check the possibility of improvement in the performance of JIT models while considering the recency of the data.
2. We used different datasets from four open-source projects, namely, Eclipse JDT, Mozilla, Eclipse Platform and PostgreSQL.
3. We considered a time window of only six months since the new datasets have a longer time horizon. We also reported the three-month time window analysis on GitHub.
4. We used RF instead of Logistic Regression for prediction. We used RF as they are less biased and are less likely to overfit due to the random selection of a subset of features. Also, they are simple to interpret and implement, robust to outliers and can handle non-linearity in the data\cite{1, 25}. Moreover, previous studies have demonstrated that RF outperforms traditional predictive algorithms such as Logistic Regression and Decision Trees, for software defect prediction\cite{13, 12}. Furthermore, the original study states that the findings of RQ1 are reproducible in the Random Forest context.
5. In RQ2, we used accuracy-based measure and Gini index-based measure for computing the variable importance to study the evolution of the relationship between code change properties and the likelihood of inducing a fix since the Wald $\chi^2$ is not well investigated for Random Forest classifier.

3.4. Data

In our study, we used datasets from four open-source projects, namely, Eclipse JDT, Mozilla, Eclipse Platform, PostgreSQL. All the datasets have
two characteristics mentioned in the original paper: traceability and code review policy. Five code properties, namely, Size, Diffusion, History, Author/Reviewer Experience, and Review, are used in our analysis. Size represents the amount of code modified. Diffusion measures the variation of the change across a codebase. History represents the properties of a subsystem with changes. The expertise of an author or a reviewer is measured using the Author/Reviewer Experience. To examine the consistency in the properties of fix-inducing changes, we stratified the dataset into the time window of six months.

A summary of the dataset and an overview of families of code and review properties are presented in Table 2 and Table 3, respectively.

Table 2: Summary of the dataset

| Project Name | Period              | No. of Changes  |
|--------------|---------------------|-----------------|
| Eclipse JDT (JDT) | May 2001 - December 2007 | 35,456 (14%) |
| Mozilla (MOZ)     | January 2000 - December 2006 | 98,275 (5%)   |
| Eclipse Platform (PLA) | May 2001 - December 2007 | 64,250 (15%)  |
| PostgreSQL (POS)  | July 1996 - May 2010  | 20,431 (25%)   |

3.5. Pre-processing, Model Building and Variable Importance

In the pre-processing stage, we used Spearman rank correlation test\(^2\) to remove the code change properties that are highly correlated. We randomly selected one of the variables when two change properties have a correlation of 0.7 or more. Also, we checked for multicollinearity.

We divided each dataset based on a time horizon of six months. Since the dataset was imbalanced, we performed undersampling in the training dataset.

We trained and predicted the model using RF. RF is a machine learning algorithm used for both classification and regression problems. It works on the principle of building a number of decision trees during the training phase\(^1\). A random subset of all the predictors is used for splitting each node in the decision tree. This ensures that the decision trees are not highly correlated.

---

\(^2\)preferred over other tests as it does not require the data to be normally distributed.
Table 3: Summary of Code and Review Properties [12, 14]

| Property      | Description                                    | Rationale                                                                 |
|---------------|-----------------------------------|----------------------------------------------------------------------------|
| **Size**      |                                   |                                                                            |
| Lines added   | The number of lines added to a code | The more a code is modified, the higher are the chances for introduction of bugs [22, 12, 19] |
| Lines deleted | The number of lines deleted from a code |                                                                            |
| Lines before  | Lines of code in a file before the change | Larger the file or module, higher is the likelihood of a defect [16]      |
| change (lt)   |                                   |                                                                            |
| **Diffusion** |                                   |                                                                            |
| Subsystems    | The number of modified subsystems         | Focused changes are less risky compared to scattered ones since the scattered changes require wide spectrum of expertise [2, 9] |
| Directories   | The number of modified directories       |                                                                            |
| Files (nf)    | The number of modified files             |                                                                            |
| Entropy (Ent) | The distribution of modified codes across files |                                                                            |
| **History**   |                                   |                                                                            |
| Unique changes (nuc) | The number of unique changes to the modified files | The more the number of changes higher is the likelihood for defect as it requires the developers to recall and track previous modifications [14] |
| Developers    | The number of developers who changed the modified files in the past | More the number of developers involved higher is the likelihood for defects [13] |
| Age (age)     | The amount of time between the last and current changes | Recently modified code is riskier compared to older code [6] |
| **Experience**|                                   |                                                                            |
| Developer experience (exp) | Developer experience is measured using the number of prior changes made by a developer | Likelihood of risk is higher when a novice modifies a code when compared to the modifications made by an experienced developer [20] |
| Recent changes (rexp) | The number of prior changes made by an actor weighted by age of modifications |                                                                            |
| Subsystem changes (sexp) | The number of prior changes made by an actor in a subsystem |                                                                            |
| **Purpose**   |                                   |                                                                            |
| Fix           | Whether a change fixes the defect or not  | The likelihood of defect caused by the revisions that fix defects is higher than those changes that implement new functionality [12, 7] |


Since RF employs numerous decision trees, each may report different class. So, the final class is allocated by a majority vote of the classifiers.

To understand the importance of code change properties in predicting the likelihood of inducing a fix over time, we used the variable importance criteria obtained using RF. The two criteria for selecting the important variables are: (1) accuracy-based importance (referred as Type I measure in our study), which measures the percentage decrease in the accuracy when a variable is excluded and (2) Gini index-based importance (referred as Type II measure), which measures the decrease in impurity when a predictor is selected for splitting a node. Gini impurity index \( G \) is calculated as \( G = \sum_{i=1}^{n_c} p_i(1-p_i) \), where \( n_c \) is the number of classes in the target variable and \( p_i \) is the ratio of this class. Both approaches have certain advantages. For example, the Gini index-based approach requires minimal computation as it is evaluated during the training stage, and also, it has a limitation of being biased when used for multi-class classification [26]. Hence, we used both measures for evaluating the importance score of the predictors with the likelihood of inducing a fix.

3.6. Model Performance

We used two threshold-independent performance measures, namely, the Area Under the receiver operator characteristics Curve (AUC) and Brier Score (BS), to determine the accuracy of JIT models.

For AUC, we plot the true positive rate in the ordinate and false positive rate along the abscissa against various threshold values, which explains the discriminatory power of the model. In this case, AUC helps to understand whether the JIT model is able to correctly classify a change as fix-inducing. AUC values of 0, 0.5 and 1 represent the worst, random, and best discrimination, respectively.

On the other hand, BS aids in measuring the calibration ability of the model. It is calculated using \( BS = \frac{1}{N} \sum_{j=1}^{N} (x_j - \hat{x}_j)^2 \) where, \( x_j = 1 \) if the \( j \)th change is fix-inducing and \( x_j = 0 \) otherwise, \( \hat{x}_j \) is the probability of the \( j \)th change as fix-inducing according to the model and \( N \) represents the total number of changes. The lower the BS is, the better the calibration ability of the model will be [19]. BS provides a better estimate of predicted probabilities in case of both balanced and imbalanced datasets [8]. It is preferred over AUC as it can be improved by systematically and consistently predicting probability values only using the best estimate [5, 11].
4. Comparison of Results with the Original Study

4.1. (RQ1) Do JIT Models Lose Predictive Power Over Time?

After dividing each dataset into six-month periods, we investigated how the performance of a JIT model evolves with time. For each time period, we trained two types of models:

1. **Short-Period models (SPM)**: \( SPM_{ij} \) is trained on the changes that occurred in period \( i \) and tested on the changes occurring in period \( j \) while \( i < j \). These models check whether the performance of an older dataset is comparable to that of a newer one (see Figure 1).

2. **Long-Period models (LPM)**: \( LPM_{ij} \) is trained on all the changes that occurred from period 1 to \( i \) and tested on the changes occurring in period \( j \) while \( i < j \). Few studies suggest that larger amount of data results in better performance of JIT models [23, 12]. Therefore, unlike \( SPM \) which considers the pairwise comparison of the data in two different time period, \( LPM \) utilises the characteristics and information of all available training data until the time period \( j \) (refer Figure 1).

![Figure 1: Long-Period vs. Short-Period models](image)

The performances of SPM-based and LPM-based JIT models are reported in terms of its discriminatory power (AUC) and calibration ability (BS). In Figure 2, the entries along the diagonal and the upper diagonal are always empty since no model can be trained and tested in the same period or in a period which comes after the given time period. For example, in Figure 2a, for short periods, \( SPM_{27} = 0.69 \) and \( SPM_{67} = 0.73 \). \( SPM_{27} \) indicates AUC of the model when trained on time period 2 and tested on time period 7. On the other hand, in the same figure, for long periods, \( LPM_{27} = 0.70 \) and \( LPM_{67} = 0.75 \). \( LPM_{27} \) indicates AUC of the model when trained on all data of time periods \( i = 1, 2 \) and tested on data from time period \( j = 7 \). Furthermore, the
Figure 2: The predictive performance of JIT systems based on the age of the training and testing set performance of the model for six-month periods is illustrated using heatmaps, where higher AUC (red colour) and lower Brier (blue colour) are desirable.

In Figure 2, unlike what we observed in the original study, there is no significant column-wise change in the figure. We expected to see the better
performance of the model as we get closer to the diagonal of the matrix; however, for these datasets, the effect of changes in testing period is dominant over the changes in the training period.

Excluding the first training period breakdown, we were unable to observe any clear differentiation between old and new data. Although in most cases, the best values occur close to the diagonal of the matrix, the results obtained for RQ1 are not consistent with the original study in which a clear improvement in the performance has been observed. Since both the performance of the model and the evolution of the importance of each code change property are important, in RQ2, we will investigate the trade-off between the performance and feature importance of the models.

The inconsistency of the result may be due to either the change in the classification method or the nature of the new dataset and metrics which are utilised in our paper. To investigate it further, we repeat the same Research Question using Logistic Regression to see if the inconsistency arose because of the classification method. The new design of the experiment produces the same result and reinforce the conclusion that the interpretation of the original study can not be generalised to any of the new datasets. This issue has been discussed further in Section 5.

In general, the predictive power of JIT models does not show any significant change as we move towards older data — that is, the predictive performance of JIT models is not affected by the time.

### 4.2. (RQ2) Does the relationship between code change properties and the likelihood of inducing a fix evolve?

We calculated the Type I (mean decrease in accuracy) and the Type II (mean decrease in node impurity) importance score for each family of change code properties in case of both long and short period JIT models. The results shown in Figure 3 are obtained for the testing period $j > 1$ using training data of period $i = j - 1$ for short period JIT models and training data from periods 1 to $i = j - 1$ for long period models. To illustrate the importance score, we normalised them for each period; hence, the column-wise sum of all the values in Figure 3 is 1.

---

3 The result and the scripts of this experiment are accessible at https://github.com/HadiJahanshahi/JITChronology
4 We consider the index of period that are below the diagonal in Figure 2.
The overlaps of the graphs in Figure 3 indicate that the rank of each family code property is changing by time. In some specific cases (see Figure 2c and 2g), there is almost no fluctuation in the importance ratio while the others are oscillating. Since there is no clear behaviour in the importance values, we can conclude that code change properties constantly evolve with the time. This finding is consistent with that of McIntosh and Kamei [19] while they used Wald $\chi^2$ importance score for a nonlinear variant of multiple regression and we applied Type I and Type II importance score of Random Forest.

Here, unlike the original study, we can not assert that Size has the highest importance score across periods for both short- and long-period models. The importance rank of Size properties is changing especially in Figure 3d and
These findings reveal that code change properties fluctuate across time horizons, suggesting that practitioners should retrain JIT models periodically.

The importance score of the family of code change properties fluctuates as the project ages indicating the characteristics of fix-inducing changes have a propensity of varying from one period to another.

4.3. (RQ3) How can the performance of JIT models be improved while considering the chronology of the data?

Two different strategies are hypothesised. First, we examine whether practitioners should utilise all the available data or only the recent data; second, we examine if weighted sampling (i.e. sampling more training instances from the recent data) can positively affect the performance of JIT models.

To test the first hypothesis, we carried out the Wilcoxon Signed Rank Test (WSRT), a non-parametric and distribution-free technique, to compare the predictive capabilities of two different models [3]. In this test, the signs and the ranks of the predicted values are compared to identify whether the performance of two predictive models is different.

Table 4: Results of WSRT for six-month short- and long-period models, SPM and LPM, respectively

|          | SPM | LPM | $p$-value | SPM | LPM | $p$-value |
|----------|-----|-----|-----------|-----|-----|-----------|
| AUC      | 0.73| 0.75| 0.002***  | 0.19| 0.17| 0.000***  |
| Mozilla  | 0.80| 0.82| 0.003***  | 0.17| 0.15| 0.000***  |
| Platform | 0.77| 0.78| 0.004***  | 0.18| 0.19| 0.019***  |
| Postgres | 0.78| 0.80| 0.000***  | 0.17| 0.19| 0.000***  |

The null hypothesis states that there is no difference in the performance of JIT models using all the available data and the models using the recent data. The alternate hypothesis is the performance of JIT model using all data is better than that of using the recent data. We carried out one-tailed WSRT.

From the results (refer Table 4), we can see that $p$-value is less than the significance level of 5% ($\alpha = 0.05$), resulting in rejecting the null hypothesis.
This indicates that using all the available data results in better performance of JIT models in all four projects.

We tested the aforementioned hypotheses using the dataset from the original study. The results indicate that using recent dataset improves the performance of JIT models, which is contradictory to the results of our study. The results are publicly available at Github\(^5\).

Even though the performance of the model is significantly improved when we considered all the data, the impact of the size of training data also matters. As the size of the training data increases, so does the bias\(^2\), suggesting that the evolutionary properties (chronology) of code changes will be ignored if we only concentrate on the performance. Therefore, notwithstanding the improvement in the performance, we might be required to rely on the model trained on the recent dataset instead of using an all-inclusive model.

The JIT models employing all the available data may outperform those using the recent data; therefore, the chronology of data does not affect the predictive power of JIT models. However, because of the evolution of code change properties (see RQ2), it is recommended to use the model obtained from more recent data.

As the second hypothesis (and based on the conclusion of the original study), we examined whether sampling more data from the recent dataset can improve the predictive power of JIT models. Hence, as a threshold-independent approach, we randomly sampled \((1 - \frac{i}{k + 1}) \times 100\%\) of the changes for training period \(i\), where, \(k \in \{1, \ldots, i\}\). For instance, when the training period is 5, we randomly sampled \((1 - \frac{5}{6 + 1}) \times 100\% = 100\%\) of the changes from period 5, \((1 - \frac{4}{5 + 1}) \times 100\% = 80\%\) of the changes from period 4, and so on. Later, we combined these changes and built a larger dataset that includes more data from the time period closer to the testing period. Using this approach, we determine whether the weighted sampling approach improves the accuracy of JIT prediction models.

Figure\(^4\) demonstrates the AUC and BS values obtained for three different approaches, namely, \(SPM\), \(LPM\), and Weighted sampling, using beanplots. Similar to boxplots, a vertical curve in the beanplots denotes the distribution of the dataset and the long horizontal line specifies the median value. The plots are demonstrated for the testing dataset \(j = n\) where \(n\) is the total

\(^5\)https://github.com/HadiJahanshahi/JITChronology
number of periods. For instance, the values of AUC for SPM and LPM in Figure 4a are equivalent to the last column (Testing period = 13) of the heatmap in Figure 2a.

To check whether there is any significant difference in the median performance of three approaches, we used the Kruskal Wallis Test, a single-step multiple comparison procedure and a statistical test. The null hypothesis states that there is no difference in the median performances of JIT models using LPM, SPM and weighted sampling. The alternate hypothesis states that there is a statistically significant difference in the median performance of at least one of the JIT models.

In all the cases, the p-value is less than the $\alpha = 0.05$, and we reject the null hypothesis. This indicates that there is a significant difference in the performance (AUC and BS) of JIT models using SPM, LPM, and weighted sampling.

On visual inspection, we can find that the performance (in terms of BS) of JIT models employing weighted sampling is better than LPM and SPM (refer Figure 4e to Figure 4h; however, considering AUC values for different strategies, we are unable to define the best one since the difference between AUC values is insignificant.

There is a significant difference in the median performance among SPM-, LPM- and weighted sampling-based JIT models. In terms of Brier Score, the performance of the JIT models using weighted sampling is better than those using SPM and LPM. Hence, it is recommended that practitioners use the aforementioned weighted sampling approach to maintain the chronology of the data while achieving a better calibration score of the model.

5. Threats to Validity

Following are the threats to the validity of our study:

1. **Construct Validity:** The results obtained are dependent on the time window considered for the analysis. In this study, we considered a time period of six months consisting of sufficient volume of data to study the evolution of change code properties over time.

2. **Internal Validity:**
   - We used the dataset provided by Kamei et al. \[14\]. They have applied SZZ algorithm to identify the fix inducing changes. Despite its wide applicability, it suffers from several limitations such
as incomplete mapping of the fixing commit and bug, inaccurate mapping as well as systematic bias caused by linking fix commit with no real bug report [24]. These limitations could affect the results of our study.

- The study considers only tangible factors related to the change code properties. Other intangible factors such as contributor turnover and changes to team culture are not considered.

- The results of our study are valid only for classification models employing Random Forest and may not be applicable for other classification models such as Logistic Regression (LR). Nevertheless, the outcomes of some RQs using LR is accessible via GitHub page.

3. External Validity: We carried out the analysis on four open-source datasets with characteristics such as traceability and the presence of code review policy. Unlike the original study, the four datasets are not rapidly evolving. Hence, the results are not generalizable for all software systems. The study must be replicated on new datasets to study the fix-inducing code properties over time to generalise the results to the other JIT models.

6. Conclusions across Studies

In this paper, we replicated McIntosh and Kamei [19]’s work on understanding how the predictive power of JIT models changes over time. As an extension to their study, our work aims to study the effect of code change properties on JIT models over a time period and also, the effect of sampling approaches on the performance of JIT models. Based on the replication study and its extension, we can summarize our results as follows:

1. The predictive power of JIT models is not affected by time after being trained. Therefore, the predictive power of the model will not significantly change during the time horizon.

2. The family importance scores of JIT models fluctuate as the system ages, indicating the change in the characteristic of datasets as time elapses. If we consider only the performance of the model, the chronology of the data does not play a significant role in model performance; however, the characteristic of the model which is trained on whole available data may not reflect the actual correlation between independent
and dependent factors; thus, it is advised to build a model using the more recent data to both capture the evolution of the features and deliver an acceptable performance.

3. The effect of fluctuations in the properties of fix-inducing changes with respect to the size of the data is considerable. Thus, the BS indicates that the suggested weighted sampling approach results in a better discriminatory power and calibration score; however, it is more complicated than other methods and needs constant training of the model. Thus, it is worthwhile to construct a model using the weighted sampling strategy to derive the benefits of both the satisfactory performance of training on all the accessible data and the chronological evolution of the data.

Based on the results obtained and for better quality assurance plans, researchers and practitioners should take account of peaks and troughs in the importance of code change properties, thus training JIT models using a larger source of data, which contains the last six-month data.

Replication of the original study enabled us to confirm the impact of chronology on the importance of each family of code change properties. Furthermore, the outcome of RQ1 from our study was different than that of the original paper, indicating the need for further research to make practitioners confident about the generalizability of the issue. Finally, we proposed a new weighted sampling approach to complement the deduction made by the original study. The proposed approach is capable of augmenting the calibration ability of JIT models.

We used different methods and datasets to check the reliability and generalizability of the conclusion made by the original study. Hence, our conclusion may be restricted by the employed methodology or the quality of the datasets. For future research, this work can be replicated using systems that are developed in other contexts or the methods that are not covered by either of the works. To facilitate the replication of the paper, the codes that we used to analyze the RQs are available online⁶.

⁶https://github.com/HadiJahanshahi/JITChronology
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