LOCALLY CONSTRAINED INVERSE CURVATURE FLOWS
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ABSTRACT. We consider inverse curvature flows in warped product manifolds, which are constrained subject to local terms of lower order, namely the radial coordinate and the generalized support function. Under various assumptions we prove longtime existence and smooth convergence to a coordinate slice. We apply this result to deduce a new Minkowski type inequality in the anti-de-Sitter Schwarzschild manifolds and a weighted isoperimetric type inequality in the hyperbolic space.

CONTENTS

1. Introduction 1
2. Notation and conventions 6
3. Evolution equations 10
4. Upper bounds for the curvature function 15
5. Gradient estimates 17
6. Preserved convexity in the sphere 20
7. Bounds on the speed and the curvature 22
8. Proofs of the main theorems 27
9. Geometric inequalities 28
References 30

1. Introduction

In this paper we deduce convergence results for hypersurface flows in \((n+1)\)-dimensional warped product spaces

\[ N^{n+1} = (a, b) \times \mathbb{S}^n. \]

The metric on \( N \) is supposed to have the form

\[ \bar{g} = dr^2 + \lambda^2(r)\sigma, \]

where \( \lambda \) is a positive warping factor and \( \sigma \) is the round metric on \( \mathbb{S}^n \). Precisely, let \( M = M^n \) be a closed, connected and orientable smooth manifold, then for a family of embeddings

\[ x: [0, T^*) \times M \to N, \]
which satisfy the flow equation

\[ \dot{x} = \left( \frac{n}{F} - \frac{u}{\lambda'(r)} \right) \nu \]

we will prove long time existence and smooth convergence to a slice \( \{ r = \text{const} \} \).

\( F \) is a function of the principal curvatures satisfying several natural properties to be specified later, \( u \) is the support function

\[ u = \bar{g}(\lambda(r) \partial_r, \nu) \]

and \( x_0 \) is an initial embedding of \( M \), the image of which is a graph over \( \mathbb{S}^n \),

\[ M_0 = x_0(M) = \{(r_0(y), y) : y \in \mathbb{S}^n\}. \]

Before we state the main results in detail, cf. Theorem 1.1, Theorem 1.3 and Theorem 1.5, let us give a brief overview over recent related work and our motivation to consider this flow.

Curvature driven hypersurface flows have attracted a lot of attention for about the last four decades, starting with the mean curvature flow of convex hypersurfaces, [5, 29, 30], and several fully nonlinear (1-homogeneous) analogues involving the scalar curvature, the Gaussian curvature and more general functions of the principal curvatures, [2, 3, 10, 11]. Beside these contracting flows also expanding flows for star-shaped hypersurfaces have been considered, [17, 21, 22, 23, 39, 40, 42]. The most prominent example of an expanding flow is the inverse mean curvature flow, a weak notion of which was used by Huisken and Ilmanen to prove the Riemannian Penrose inequality, [32]. Various other applications of contracting and expanding flows include a classification of 2-convex \( n \)-dimensional hypersurfaces using the mean curvature flow with surgery, due to Huisken and Sinestrari for \( n \geq 3 \), [34], various extensions of geometric inequalities of Alexandrov-Fenchel-type to non-convex hypersurfaces, [8, 25], new Alexandrov-Fenchel-type inequalities in the hyperbolic space [15, 44, 45] and in the sphere [12, 24, 36, 45].

These contracting and expanding flows all have the property of some sort of singularity formation, where however, in the optimal case, the singularities in the expanding case are quite easy to deal with and only manifest themselves in a uniform convergence to infinity or to a minimal hypersurface, if present. Still it seems tempting to directly define a flow which prevents this singularity formation, for example by adding a constraining term. The first example of such flows is the volume preserving mean curvature flow which has the form

\[ \dot{x} = \left( \frac{1}{|M_t|} \int_{M_t} H - H \right) \nu. \]

It has the nice property that additionally to keeping the enclosed volume fixed it also decreases the surface area, making it a natural candidate to prove the isoperimetric inequality, once one can show that it drives hypersurfaces to round spheres. In [31] this was accomplished for strictly convex hypersurfaces of the Euclidean space. Similar flows, which preserve higher order curvature integrals, where considered for example in [37, 38] and in [9] for flows in the hyperbolic space. Note however that the global term involved in this equation adds such heavy complications, that these nonlocal flows until know only allowed a quite restricted class of hypersurfaces,
namely convex ones in the Euclidean space and horo-convex\(^1\) ones in the hyperbolic space. Beside some perturbation results, in the sphere there are even no results at all, [1].

However, using the Minkowski identity in \(\mathbb{R}^{n+1}\),

\[
\int_M H \langle x, \nu \rangle = n|M|,
\]

it is possible to define a constrained flow, which involves no global term and still preserves enclosed volume while decreasing the surface area. In the Euclidean space it reads

\[
\dot{x} = (n - H \langle x, \nu \rangle) \nu
\]

and in warped products as above with warping factor \(\lambda(r)\) it has to be

\[
(1.4) \quad \dot{x} = (n\lambda'(r) - Hu) \nu,
\]

where \(u\) is defined as (1.2). This beautiful flow was invented by Guan and Li in [26], where they proved longtime existence and smooth convergence to a round sphere when the ambient space is a space form. Together with Mu-Tao Wang they generalized this result to a broader class of ambient warped products with mild assumptions on \(\lambda\) in [28]. The major advantage compared to the classical volume preserving mean curvature flow (1.3) is that the \(C^0\)-estimates a.k.a. barriers are for free due to the maximum principle. Hence only the starshapeness of the initial hypersurface is required, namely that it is a graph in the warped product \((a, b) \times S^n\) over the base \(S^n\). This result allows to deduce an isoperimetric inequality for such graphs in quite general warped products. See also [27] for a fully nonlinear extension of this flow.

On the other hand, Brendle, Guan and Li [7] designed an inverse type constrained curvature flow in space forms,

\[
(1.5) \quad \dot{x} = \left( \frac{n\lambda'}{F} - u \right) \nu.
\]

Compared to the mean curvature type constrained flow (1.4), this flow seems more appropriate for higher order isoperimetric type inequalities – the Alexandrov-Fenchel type inequalities for quermassintegrals – in space forms, for the reason that the higher order Minkowski identities imply that for

\[
F = n \frac{H_k}{H_{k-1}}
\]

the \(k\)-th quermassintegral is preserved, while the \((k + 1)\)-th quermassintegral is decreasing. However, the study of (1.5) is quite subtle from the PDE point of view and until today no satisfactory complete result has been achieved. Some convergence results are proved in [7] when the initial hypersurface is already close to a sphere. A full convergence result for closed, starshaped and \(k\)-convex initial hypersurfaces would prove the quermass Alexandrov-Fenchel inequalities for such hypersurfaces. For horo-convex domains these have been established by Wang and the second author [44] using a global quermassintegral preserving curvature flow.

---

\(^1\)A hypersurface in the hyperbolic space is called horo-convex if all its principal curvatures are greater or equal than 1.
Guan-Li’s considerations motivate us to study another kind of constrained flow, the constrained inverse curvature flow \((1.1)\) in general warped product spaces. Compared to \((1.5)\), we are able to prove the longtime existence and smooth convergence of \((1.1)\) to a coordinate slice under mild assumptions on the curvature function \(F\), the warping factor \(\lambda\) and the initial hypersurface. We use this result to deduce a new geometric inequality in the anti-de-Sitter Schwarzschild manifolds, cf. Theorem 1.5, on which we will give more comments later.

Let us first state the main results of this paper. Since our assumptions on the curvature function and the initial embedding depend on the structure of the warping factor \(\lambda\), we split our flow results into two theorems. We start with the ambient space \(N = S^n_{+1}\), in which case \(\lambda(r) = \sin r, r \in [0, \frac{\pi}{2}]\).

1.1. \textbf{Theorem.} Let \(x_0(M)\) be the embedding of a closed \(n\)-dimensional manifold \(M\) into \(S^n_{+1}\), such that \(x_0(M)\) is strictly convex. Let
\[ F = n \frac{H_k}{H_{k-1}}, \]
where \(H_k\) is the \(k\)-th normalized elementary symmetric polynomial of the principal curvatures. Then any solution \(x\) of \((1.1)\) exists for all positive times and converges to a geodesic slice in the \(C^\infty\)-topology.

Now we come to ambient spaces satisfying \(\lambda'' \geq 0\). We obtain convergence results for a large class of speeds and therefore make the following assumption.

1.2. \textbf{Assumption.} Let \(\Gamma \subset \mathbb{R}^n\) be a symmetric, convex, open cone containing
\[ \Gamma_+ = \{(\kappa_i) \in \mathbb{R}^n : \kappa_i > 0\} \]
and suppose that \(F\) is positive in \(\Gamma\), strictly monotone, homogeneous of degree one and concave with
\[ F|_{\partial \Gamma} = 0, \quad F(1, \ldots, 1) = n. \]

1.3. \textbf{Theorem.} Let \(a, b \in \mathbb{R}\) and \((N, \bar{g})\) be the warped space \(((a, b) \times \mathbb{S}^n, dr^2 + \lambda^2(r)\sigma)\) with \(\lambda > 0, \lambda' > 0\) and \(\lambda'' \geq 0\). Let \(F \in C^\infty(\Gamma)\) satisfy Assumption 1.2 and let \(x_0(M)\) be the embedding of a closed \(n\)-dimensional manifold \(M\) into \(N\), such that \(x_0(M)\) is a graph over the domain \(\mathbb{S}^n\) and such that \(\kappa \in \Gamma\) for all \(n\)-tuples of principal curvatures along \(x_0(M)\). Then any solution \(x\) of \((1.1)\) exists for all positive times and converges to a geodesic slice in the \(C^\infty\)-topology.

1.4. \textbf{Remark.} The assumption \(\lambda'' \geq 0\) is only used for deriving the uniform lower bound for \(F\). This assumption resembles the non-positivity of the ambient sectional curvature in the radial direction, a property which was also crucial in the deduction of long-time existence of the inverse mean curvature flow in warped product spaces, cf. [40].

Note that compared to the purely expanding inverse mean curvature flow
\[(1.6) \quad \dot{x} = \frac{1}{H} \nu, \]
which was treated in general warped products in [40], the set of assumptions on the warping factor in Theorem 1.3 is quite small. In order to obtain convergence results of a purely expanding flow, one needs a lot of more global information about the ambient space. From the viewpoint of geometric inequalities for hypersurfaces, only local information is required and hence a constrained flow seems to be more
promising than a flow of the form (1.6). Indeed, in this paper, we use Theorem 1.3 to obtain the following geometric inequalities, one weighted Minkowski-type inequality and one weighted isoperimetric type inequality.

1.5. Theorem. Let \( N = (a, b) \times S^n \) be equipped with one of the anti-de-Sitter Schwarzschild metrics or the hyperbolic metric, i.e.

\[
\lambda' = \sqrt{1 + \lambda^2 - m\lambda^{1-n}}, \quad m \geq 0.
\]

Let \( \Sigma \subset N \) be a closed, star-shaped and mean-convex hypersurface, given by the function \( r: S^n \to (a, b) \), and let

\[
\Omega = \{(s, y) \in N: a \leq s \leq r(y), \quad y \in S^n \}.
\]

Then there hold

\[
\int_\Sigma H\lambda' \, d\mu - 2n \int_\Omega \frac{\lambda'\lambda''}{\lambda} \, dN \geq \xi_1(|\Sigma|)
\]

and

\[
\int_\Sigma H\lambda' \, d\mu - 2n \int_\Omega \frac{\lambda'\lambda''}{\lambda} \, dN \geq \xi_0 \left( \int_\Omega \lambda' \, dN \right),
\]

where \( \xi_0, \xi_1 \) are the associated monotonically increasing functions for radial coordinate slices. Equality holds if and only if \( \Sigma \) is a radial coordinate slice.

In particular, in the hyperbolic space, due to \( \lambda'' = \lambda \), inequality (1.8) reduces to

\[
\int_\Sigma H\lambda' \, d\mu - (n+1)n \int_\Omega \lambda' \, dN \geq n|S^n|^{\frac{1}{n+1}} \left( (n+1) \int_\Omega \lambda' \, dN \right)^{\frac{n}{n+1}},
\]

where \( \lambda'(r) = \cosh r \). Equality in (1.9) holds if and only if \( \Sigma \) is a geodesic sphere centered at the origin. The second author proved a Minkowski type inequality in [46] stating that for a closed horo-convex hypersurface \( \Sigma \subset H^{n+1} \) there holds

\[
\left( \int_\Sigma \lambda' \, d\mu \right)^2 \geq \frac{n+1}{n} \int_\Sigma H\lambda' \, d\mu \int_\Omega \lambda' \, dN.
\]

Combining this with (1.9), we get:

1.6. Theorem. Let \( \Sigma \) be a closed horo-convex hypersurface in \( H^{n+1} \) with the origin lying inside \( \Omega \). Then

\[
\int_\Sigma \lambda' \, d\mu \geq \left[ \frac{(n+1) \int_\Omega \lambda' \, dN}{|S^n|^{\frac{1}{n+1}}} \left( (n+1) \int_\Omega \lambda' \, dN \right)^{\frac{n}{n+1}} \right]^\frac{n+1}{n}.
\]

Equality holds if and only if \( \Sigma \) is a geodesic sphere centered at the origin.

1.7. Remark. Theorem 1.6 already appeared in the paper [16], where it is the case \( k = 0 \) in Thm. 9.2. However, their proof relies on an invalid inequality, namely [16, equ. (9.8)], which states

\[
|\Sigma|^\frac{n+1}{n} \geq |S^n|^\frac{1}{n} \int_\Sigma ud\mu = |S^n|^\frac{1}{2} \int_\Omega \lambda' \, dN.
\]

This inequality is already incorrect on geodesic spheres not centered at the origin. Theorem 1.6 fixes this gap in the proof of [16, Thm. 9.2].
1.8. **Remark.** By using the classical inverse mean curvature flow, Brendle-Hung-Wang proved in [8] for a closed, star-shaped and mean-convex hypersurface $\Sigma$ in anti-de-Sitter Schwarzschild space, that

\[
\int_{\Sigma} H \lambda' d\mu - (n+1)n \int_{\Omega} \lambda' dN \geq n|\mathbb{S}^n|^{\frac{1}{n}} \left( |\Sigma|^{\frac{1}{n}} - |\partial N|^{\frac{1}{n}} \right).
\]

In particular, in the hyperbolic space, they get

\[
\int_{\Sigma} H \lambda' d\mu - (n+1)n \int_{\Omega} \lambda' dN \geq n|\mathbb{S}^n|^{\frac{1}{n}} |\Sigma|^{\frac{1}{n}}.
\]

(1.10) is different from (1.7), in the sense that the right hand side of (1.7) does not depend on the horizon $\{a\} \times \mathbb{S}^n$.

Another nice corollary is given by the following area bound for star-shaped and mean convex hypersurfaces in ambient spaces of non-positive radial curvature. It is neither clear to the authors, whether this bound is evident by other means, nor if it has been recorded before. It follows from Theorem 1.3, the monotonicity of area in these spaces, cf. (8.2), and Remark 4.2.

1.9. **Corollary.** Let $a, b \in \mathbb{R}$ and $(N, \bar{g})$ be the warped space $((a, b)\times \mathbb{S}^n, dr^2 + \lambda^2(r)\sigma)$ with $\lambda > 0$, $\lambda' > 0$ and $\lambda'' \geq 0$. Let $\Sigma \subset N$ be a closed, star-shaped and mean-convex hypersurface,

\[
\Sigma = \{(r(y), y) \in N : y \in \mathbb{S}^n \}.
\]

Then the area of $\Sigma$ satisfies

\[
|\Sigma| \leq |\mathbb{S}^n|^{\lambda} (r_{\text{max}})^n,
\]

where $r_{\text{max}} = \max_{\mathbb{S}^n} r$.

It would be very interesting to find further monotone quantities along these flows, in particular in a spherical ambient space.

The paper is organized as follows. In sections 2 and 3, we collect the notation and derive the fundamental evolution equations for several geometric quantities. In sections 4 to 7, we derive a priori estimates under various conditions on $F$ and $\lambda$ and in section 8 we complete the proof of Theorem 1.1 and Theorem 1.3. Section 9 is devoted to prove monotonicity for various geometric quantities and in turn the geometric inequalities in Theorem 1.5.

2. **Notation and conventions**

2.1. **Conventions on Riemannian geometry.**

*Intrinsic Curvature.* Let $(M^n, g)$ be a Riemannian manifold. With respect to a local frame $(e_i)_{1 \leq i \leq n}$ of the tangent bundle, let $(g_{ij})$ denote the coordinate functions of $g$ with respect to the basis $(\epsilon^i \otimes \epsilon^j)_{1 \leq i, j \leq n}$, where $\epsilon^i$ denote the basis elements dual to $e_i$. Let $(g^{ij})$ denote the inverse matrix of $(g_{ij})$. For a $(k, l)$-tensor field $T$, the coordinates of which with respect to this frame are given by

\[
T = (T^{i_1 \ldots i_k}_{j_1 \ldots j_l}),
\]

we can define $(k+1, l-1)$-tensor fields by using the tangent-cotangent isomorphism induced by $g$, e.g.

\[
T^{l_1 \ldots l_{k+1}}_{j_1 \ldots j_l-1} = T^{i_1 \ldots i_k}_{j_1 \ldots j_l} g^{i_l j_{l+1}}.
\]
Of course we can also raise other indices to different slots, but it will always be apparent, or explicitly stated, which one is meant.

The Lie-Bracket of two vector fields $X, Y$ on $M$ is given by

$$[X, Y] = X(Y) - Y(X) \quad \forall \varphi \in C^\infty(M).$$

Let $\nabla$ be the Levi-Civita connection of $g$, then for a $(k, l)$ tensor field $T$, its covariant derivative $\nabla T$ is a $(k, l+1)$ tensor field given by

$$\nabla T(Y^1, \ldots, Y^k, X^1, \ldots, X^l, X) = \nabla X T(Y^1, \ldots, Y^k, X^1, \ldots, X^l) - \nabla Y T(X^1, \ldots, X^k, X^1, \ldots, X^l) - \ldots$$

We denote by $\nabla^m T$ the $m$-th covariant derivative of $T$ and its coordinates with respect to a basis $\{e_i\}_{1 \leq i \leq n}$ are denoted by

$$\nabla^m T = \left( T^{i_1 \ldots i_k}_{j_1 \ldots j_{i+1} \ldots j_{i+m}} \right),$$

where all indices appearing after the semicolon indicate covariant derivatives. The $(1, 3)$ Riemannian curvature tensor is defined by

$$Rm(X, Y)Z = \nabla_X \nabla_Y Z - \nabla_Y \nabla_X Z - \nabla_{[X, Y]} Z,$$

or with respect to the basis $\{e_i\}$,

$$Rm(e_i, e_j)e_k = R_{i kj}^l e_l,$$

where we use the summation convention (and will henceforth do so). The coordinate expression of (2.1), the so-called Ricci-identities, read

$$X^k_{;ij} - X^k_{;ji} = -R_{jkm}^k X^m$$

for all vector fields $X = (X^k)$. We also denote the $(0, 4)$ version of the curvature tensor by $Rm$,

$$Rm(W, X, Y, Z) = g(Rm(W, X)Y, Z).$$

The Ricci curvature can unambiguously defined in coordinates by

$$Rc(e_i, e_j) = R_{ij} = R_{kij}^k.$$ 

The scalar curvature is

$$R = R_{i}^i = g^{ki} R_{ki}.$$ 

Extrinsic curvature. When dealing with immersed hypersurfaces

$$x : M \hookrightarrow N$$

of a Riemannian manifold $M^n$ into an ambient Riemannian manifold $N^{n+1}$, we furnish all the previous geometric quantities of $N$ with an overbar, e.g. $\bar{g} = (\bar{g}_{\alpha\beta})$, where greek indices run from 0 to $n$, $\bar{\nabla}$ etc. We keep using latin indices, running from 1 to $n$, for geometric quantities of $M$, e.g. the induced metric $g = (g_{ij})$. The induced geometry of $M$ is governed by the following relations. The (local) second fundamental form $h = (h_{ij})$ is given by the Gaussian formula

$$\bar{\nabla}_X Y = \nabla_X Y - h(X, Y) \nu,$$

where $\nu$ is a local normal field. Note that here (and for the rest of the paper), we will abuse notation by disregarding the necessity to distinguish between a vector
\( X \in T_pM \) and its push-forward \( x_\ast X \in T_pN \). The Weingarten endomorphism \( A = (h^i_j) \) is given by \( h^i_j = g^{ki}h_{kj} \) and there holds the Weingarten equation
\[
\nabla_X \nu = A(X),
\]
or in coordinates
\[
\nu^\alpha;_i = h^k_i x^\alpha;_k.
\]
We also have the Codazzi equation
\[
\nabla_Z h(X,Y) - \nabla_Y h(X,Z) = -\overline{Rm}(\nu, X, Y, Z),
\]
or
\[
h_{ij;k} - h_{ik;j} = -\overline{R}_{\alpha\beta\gamma\delta} \nu^\alpha x^\beta;_i x^\gamma;_j x^\delta;_k,
\]
and the Gauss equation
\[
\overline{Rm}(W, X, Y, Z) = \overline{Rm}(W, X, Y, Z) + h(W, Z)h(X, Y) - h(W, Y)h(X, Z)
\]
or
\[
R_{ijkl} = \overline{R}_{\alpha\beta\gamma\delta} x^\alpha;_i x^\beta;_j x^\gamma;_k x^\delta;_l + h_{il}h_{jk} - h_{ik}h_{jl}.
\]
Graphs in warped products. In this paper we deal with warped products
\[
N = (a, b) \times S^n
\]
with metric
\[
\bar{g} = dr^2 + \lambda^2(r)\sigma,
\]
where \( \sigma \) is the round metric of \( S^n \). We need the specific structure of the Ricci curvature tensor in such a warped product. There holds
\[
\overline{Rc} = -\left( \frac{\lambda''}{\lambda} - (n - 1)\frac{1 - \lambda^2}{\lambda^2} \right) \bar{g} - (n - 1) \left( \frac{\lambda''}{\lambda} + \frac{1 - \lambda^2}{\lambda^2} \right) dr \otimes dr,
\]
cf. [6, Prop. 2.1].
Our hypersurfaces
\[
x: M \hookrightarrow N
\]
will all be graphs over \( S^n \),
\[
x(M) = \{(r(y), y) \in S^n \} = \{(r(y(\xi)), y(\xi)) : \xi \in M \},
\]
where we do not make a notational difference between the radial coordinate \( r \) of \( N \) and the function \( r_{\mid M} \). Along \( M \) we will always pick the outward pointing normal
\[
\nu = v^{-1}(1, -\lambda^{-2}\sigma^{ik}\partial_k r),
\]
where
\[
v^2 = 1 + \lambda^{-2}\sigma^{ij}\partial_i r \partial_j r,
\]
and use this normal in the Gaussian formula (2.3). The support function of \( M \) is defined by
\[
u = \bar{g}(\partial_r, \nu) = \lambda \frac{v}{v}
\]
There is also a relation between the second fundamental form and the radial function on the hypersurface. Let
\[
h = \lambda'\lambda\sigma,
\]
then there holds
\[
v^{-1}h = -\nabla^2 r + \tilde{h},
\]
Since the induced metric is given by
\[ g_{ij} = r_i r_j + \lambda^2 \sigma_{ij}, \]
we obtain
\[ (2.8) \quad v^{-1} h_{ij} = -r_{;ij} + \frac{\lambda'}{\lambda} g_{ij} - \frac{\lambda'}{\lambda} r_{;i} r_{;j}. \]

Define
\[ \varphi(r) = \int_a^r \frac{1}{\lambda(r)}. \]

Regarding \( r \) as a function on \( S^n \), we have
\[ h^i_j = \frac{\lambda'}{\lambda} \delta^j_i - \frac{1}{\lambda^2} \tilde{g}^{jk} \varphi_{,ki}, \]
where
\[ \tilde{g}^{ij} = \sigma^{ij} - \frac{\varphi_{,i} \varphi_{,j}}{\lambda^2} \]
and the covariant derivative and index raising is performed with respect to the spherical metric \( \sigma_{ij} \), cf. [21, equ. (3.26)]. We will use \( \tilde{\nabla} \) to denote the covariant derivative on \( S^n \) throughout this paper.

**Anti-de-Sitter Schwarzschild space.** The anti-de-Sitter Schwarzschild manifolds are asymptotically hyperbolic Riemannian warped products of the form
\[ N = (r_0, \infty) \times S^n \]
equipped with the warped product metric
\[ \bar{g} = dr^2 + \lambda^2(r) \sigma, \]
where \( \lambda \) satisfies
\[ \lambda' = \sqrt{1 + \lambda^2 - m \lambda^{1-n}} \]
with \( m > 0 \) and horizon \( \partial N = \{ r_0 \} \times S^n \). The limiting case \( m = 0 \) is the hyperbolic metric. These Riemannian manifolds carry the property to be static, i.e.
\[ \bar{\Delta} \lambda' \bar{g} - \bar{\nabla}^2 \lambda' + \lambda' R \bar{g} = 0, \]
which ensures that the Lorentzian warped product \( -\lambda^2 dt^2 + \bar{g} \) is a solution to Einstein’s equation.

**2.2. Curvature functions.** In Assumption 1.2, the part of our normal variation that depends on the curvature of the hypersurface, was stipulated to depend on the principal curvatures
\[ F = F(\kappa_i). \]
However, in the calculation of the evolution equations it is often useful to consider \( F \) as a function of the diagonalizable Weingarten operator \( A \),
\[ F = F(A) := F(EV(A)), \]
where \( EV(A) \) is the unordered \( n \)-tuple of eigenvalues of \( A \). This is well-defined due to the symmetry of \( F \). However, when using this definition, \( F \) is not defined on the whole endomorphism bundle, but only on the diagonalizable operators. It is thus most convenient to consider the function defined by,
\[ \hat{F}(g, h) := F \left( \frac{1}{2} g^{ik} (h_{kj} + h_{jk}) \right) \]
for all positive definite $g$ and all bilinear forms $h \in T_{p}^{0,2}M$. Then

$$\hat{F}^{ij} = \frac{\partial F}{\partial h_{ij}}$$

is a $(2,0)$-tensor and we also write

$$\hat{F}^{i,j}_{kl} = \frac{\partial F}{\partial h_{ij} \partial h_{kl}}.$$  

Furthermore, if $F = F(\kappa)$ is strictly monotone, then $\hat{F}^{ij}$ is strictly elliptic. If $F$ is concave, then

$$\hat{F}^{i,j}_{kl} \eta_{ij} \eta_{kl} \leq 0$$

for all symmetric $(\eta_{ij})$. We refer to [4], [20, Ch. 2] and [41] for more details on curvature functions.

Furthermore, if $F = F(\kappa)$ is strictly monotone, then $\hat{F}^{ij}$ is strictly elliptic. If $F$ is concave, then

$$\hat{F}^{i,j}_{kl} \eta_{ij} \eta_{kl} \leq 0$$

for all symmetric $(\eta_{ij})$. We refer to [4], [20, Ch. 2] and [41] for more details on curvature functions.

Let us denote by $\sigma_{k}$ the $k$-th elementary symmetric polynomial and define the $k$-th normalized elementary symmetric polynomial by

$$H_{k} = \frac{1}{(n)} \sigma_{k}.$$  

Denote by $\Gamma_{k}$ the connected component of $\{\sigma_{k} > 0\}$ which contains the point $(1, \ldots, 1)$.

### 3. Evolution Equations

In this section we deduce the evolution equations relevant to study the flow

\[\dot{x} = \left(\frac{n}{F} - \frac{u}{\lambda} \right) \nu \equiv F \nu.\]  

The following basic evolution equations are well known and can be found in many places. We use the reference [20, Ch. 2.3], where we note that we use the other sign on the curvature tensor.

#### 3.1. Lemma. Along (3.1) the following evolution equations hold:

\[\dot{g} = 2Fh,\]

\[\bar{\nabla}_{\nu} F = -\text{grad } F,\]

\[\dot{h}_{i}^{j} = -F^{j}_{\cdot i}h_{k}^{k} - F^{j}_{\cdot k}h_{k}^{k} \nu^{\beta} \nu^{\gamma} x_{\cdot \cdot \cdot k}^{\cdot} y^{k} ,\]

and

\[\dot{h}_{ij} = -F_{\cdot ij} + F_{\cdot ik}h_{k}^{k} - F^{\cdot \cdot \cdot \cdot k}^{\cdot \cdot \cdot \cdot k} \nu^{\beta} \nu^{\gamma} x_{\cdot \cdot \cdot \cdot k}^{\cdot} .\]

We need some further special evolution equations.

#### 3.2. Lemma. Define the operator $L$ by

\[L = \partial_{t} - \frac{n}{F^{2}} F^{ij} \nabla^{2}_{ij} - \frac{\lambda}{\lambda^{2}} h_{\cdot \cdot k}^{k} \nabla_{k}.\]

Along the flow (3.1) of graphs

\[M_{t} = \{ (r(t,y), y) : y \in \mathbb{S}^{n} \}\]
we have the following evolution equations for the radial function $r$, the support function $u$ and the curvature function $F$:

\begin{equation}
\mathcal{L}_r = \frac{2n}{vF} - \frac{\lambda}{\lambda'} - \frac{n\lambda'}{\lambda F^2} F^{ij} g_{ij} + \frac{\lambda'}{\lambda F^2} F^{ij} r_{ij}.
\end{equation}

\begin{equation}
\mathcal{L}_u = \frac{n}{F^2} \left( F^{ij} h_{ik} h_k^j - \frac{1}{n} F^2 \right) u - \frac{\lambda''}{\lambda'^2} \nabla r \|^2 u + \frac{n\lambda'}{\lambda F^2} F^{ij} R_{\alpha\beta\gamma\delta} \nu^\alpha \nu^\beta x^\gamma m x^\delta r^i r^j,
\end{equation}

\begin{equation}
\mathcal{L}_F = \frac{2n}{F^3} F^{ij} F_{i;j} - \frac{n}{F} \left( F^{ij} h_{ik} h_k^j - \frac{1}{n} F^2 \right) + \frac{u^2 \lambda''}{\lambda'^2} F - \frac{u\lambda''}{\lambda' F^2} F^{ij} r_{ij}.
\end{equation}

**Proof.** The 0-component of (3.1) gives

\[ \dot{r} = F v^{-1} = \left( \frac{n}{F} - \frac{u}{\lambda'} \right) v^{-1}, \]

while from (2.8) we see, using the 1-homogeneity of $F$,

\[ -\frac{n}{F^2} F^{ij} r_{ij} = \frac{n}{v F} - \frac{n\lambda'}{\lambda F^2} F^{ij} g_{ij} + \frac{n\lambda'}{\lambda F^2} F^{ij} r_{ij} r_{ij}. \]

Adding up gives (3.4).

To prove (3.5), note that $\lambda \partial_r$ is a conformal vector field, i.e. for all ambient vector fields $X$ there holds

\[ \nabla_X (\lambda \partial_r) = \lambda' X. \]

Hence

\[ \dot{u} = \bar{g}(\lambda' \dot{x}, \nu) + \bar{g}(\lambda \partial_r, \nabla_\nu \nu) = \lambda' \mathcal{F} - \bar{g}(\lambda \partial_r, \text{grad} \mathcal{F}). \]

Furthermore there holds

\[ X u = \bar{g}(\lambda \partial_r, A(X)) \]

and

\[ \nabla^2 u(X, Y) = Y(X u) - (\nabla_Y X) u = \lambda' h(X, Y) + \bar{g}(\lambda \partial_r, \nabla_Y A(X)) - h(Y, A(X)) u \quad \forall X, Y \in TM. \]

We use the Codazzi equation (2.5) to deduce

\[ \bar{g}(\lambda \partial_r, \nabla_Y A(X)) = \lambda \bar{g}_{\alpha\beta} \nu^\alpha x^\beta k h_{ij} X^i Y^j = \lambda \bar{g}_{\alpha\beta} \nu^\alpha x^\beta k h_{ij} X^i Y^j - \lambda \bar{g}_{\alpha\beta} \nu^\alpha x^\beta k \bar{R}_{\alpha\beta\gamma\delta} \nu^\alpha x^\beta k g_{ij} m x^\gamma m x^\delta r^i r^j. \]

Note

\[ \bar{g}_{\alpha\beta} \nu^\alpha x^\beta = r, \]

we thus get

\begin{equation}
\dot{u}_{ij} = \lambda' h_{ij} + \lambda r_k h_{ij} k - h_k h_{ij} k - \lambda \bar{R}_{\alpha\beta\gamma\delta} \nu^\alpha x^\beta k g_{ij} m x^\gamma m x^\delta r^i r^j.
\end{equation}
Since
\[ F_{;k} = -\frac{n}{F^2} F^{ij} h_{ij;k} - \frac{u_i}{\lambda'} + \frac{\lambda''}{\lambda^2} r_{ij;k}, \]
we obtain (3.5).

From (3.2), we have
\[
\begin{align*}
\dot{F} &= -F^{ij} F_{;ij} - F^{ij} F h_{ij;k} - F^{ij} F \bar{R}_{\alpha\beta\delta\gamma} x^\alpha \nu^\beta \nu^\gamma \nu^\delta
\frac{\lambda''}{\lambda^2} (u_{;i} r_{;j} + r_{;i} u_{;j})
- \frac{n}{F^2} F^{ij} F_{;ij} - \frac{2n}{F^2} F^{ij} F_{;ij} + \frac{1}{\lambda'} F^{ij} u_{;ij} - \frac{u}{\lambda'} F^{ij} \lambda'_{ij} + \frac{2n}{\lambda^2} F^{ij} \lambda'_{ij} \lambda',
- \frac{2\lambda''}{\lambda^2} F^{ij} u_{;ij} - \left( \frac{n}{F} - \frac{u}{\lambda'} \right) F^{ij} h_{ij;k} - \left( \frac{n}{F} - \frac{u}{\lambda'} \right) F^{ij} \bar{R}_{\alpha\beta\delta\gamma} x^\alpha \nu^\beta \nu^\gamma \nu^\delta \lambda',.
\end{align*}
\]
Using (3.7) and (2.8), we get (3.6).}

We also need the parabolic equation satisfied by the Weingarten operator. A similar calculation was performed in [20, Lemma 2.4.1], but since our flow speed is not directly covered by this reference, we deduce it for convenience.

### 3.3. Lemma
Along (3.1) the following evolution equation holds.

\[
\begin{align*}
\mathcal{L} h_{ij}^k &= -\frac{2n}{F^2} F^i_{;i} F^j_{;j} + \frac{n}{F^2} F^{kl,r_{kl}} h_{r_{kl};r_{kl}}^j - \frac{\lambda''}{\lambda^2} (u_{;i} r_{;j} + r_{;i} u_{;j})
- \frac{u}{\lambda'} \left( \lambda'' - \frac{2\lambda''}{\lambda'} - \frac{\lambda''}{\lambda} \right) r_{;i} r_{;j} + \left( 1 + \frac{u\lambda''}{\lambda^2} \right) h_{ij}^j
- \frac{u\lambda''}{\lambda^2} h_{ij}^j - \frac{\lambda}{\lambda'} \bar{R}_{\alpha\beta\delta\gamma} x^\alpha \nu^\beta \nu^\gamma \nu^\delta \lambda^m g_{ij}^m
- \left( \frac{n}{F} - \frac{u}{\lambda'} \right) \bar{R}_{\alpha\beta\gamma\delta} x^\alpha \nu^\beta \nu^\gamma \nu^\delta \lambda^m m g_{ij}^m + \frac{n}{F^2} F^{kl} h_{r_{kl};r_{kl}}^j - \frac{2n}{F} h_{ij}^k
+ \frac{n}{F^2} F^{kl} \bar{R}_{\alpha\beta\delta\gamma} \left( x^\alpha \nu^\beta \nu^\gamma \nu^\delta \lambda^m m h_{ij}^m + x^\alpha \nu^\beta \nu^\gamma \nu^\delta \lambda^m m h_{ij}^m \right) g^m
+ \frac{2n}{F^2} F^{kl} \bar{R}_{\alpha\beta\gamma\delta} \left( x^\alpha \nu^\beta \nu^\gamma \nu^\delta \lambda^m m h_{ij}^m + x^\alpha \nu^\beta \nu^\gamma \nu^\delta \lambda^m m h_{ij}^m \right) g^m
+ \frac{n}{F^2} F^{kl} \bar{R}_{\alpha\beta\delta\gamma} x^\alpha \nu^\beta \nu^\gamma \nu^\delta \lambda^m m g_{ij}^m - \frac{n}{F^2} F^{kl} \bar{R}_{\alpha\beta\delta\gamma} x^\alpha \nu^\beta \nu^\gamma \nu^\delta \lambda^m m g_{ij}^m
- \frac{n}{F^2} F^{kl} \bar{R}_{\alpha\beta\delta\gamma} x^\alpha \nu^\beta \nu^\gamma \nu^\delta \lambda^m m g_{ij}^m.
\end{align*}
\]

Proof. We use (3.3) and calculate \(-F_{;ij}\) step by step. We use
\[
\begin{align*}
F &= \frac{n}{F} - \frac{u}{\lambda'}, \quad -F_{;ij} = \frac{n}{F^2} F_{;ij} + \frac{u_i}{\lambda'} - \frac{u\lambda''}{\lambda^2} r_{ij}.
\end{align*}
\]
We have to transform \( F_{ij} \). Using the Codazzi equation (2.5) and the Ricci identities (2.2), we obtain

\[
F_{ij} = F_{kl;rs} h_{kl;ij} + F_{kl} h_{kl;ij}
\]

\[
= F_{kl;rs} h_{kl;ij} + F_{kl} h_{kl;ij} - F_{kl} \left( \bar{R}_{\alpha\beta\gamma\delta} \bar{u}^{\alpha} x^{\beta}_{,k} x^{\gamma}_{,j} x^{\delta}_{,\cdot} \right)_{,\cdot}
\]

\[
= F_{kl;rs} h_{kl;ij} + F_{kl} h_{kl;ij} + F_{kl} \bar{R}_{ijk} h_{ai} + F_{kl} \bar{R}_{ij} h_{ka}
\]

\[
- F_{kl} \left( \bar{R}_{\alpha\beta\gamma\delta} \bar{u}^{\alpha} x^{\beta}_{,k} x^{\gamma}_{,j} x^{\delta}_{,\cdot} \right)_{,\cdot}
\]

\[
= F_{kl;rs} h_{kl;ij} + F_{kl} \bar{R}_{ijk} h_{ai} + F_{kl} \bar{R}_{ij} h_{ka} + F_{kl} h_{ij;kl}
\]

\[
- F_{kl} \left( \bar{R}_{\alpha\beta\gamma\delta} \bar{u}^{\alpha} x^{\beta}_{,k} x^{\gamma}_{,j} x^{\delta}_{,\cdot} \right)_{,\cdot}
\]

Differentiating the big brackets by the product rule gives, using the Weingarten equation (2.4) and the Gauss equation (2.6)

\[
F_{ij} = F_{kl} h_{ij;kl} + F_{kl;rs} h_{kl;ij} + F_{kl} h_{kl;ij}
\]

\[
+ F_{kl} (h_{a} h_{j;k} - h_{k} h_{ja} + \bar{R}_{\alpha\beta\delta} x^{\alpha}_{,k} x^{\gamma}_{,j} x^{\delta}_{,\cdot} h^{a}_{i})
\]

\[
+ F_{kl} (h_{a} h_{j;i} - h_{i} h_{aj} + \bar{R}_{\alpha\beta\delta} x^{\alpha}_{,j} x^{\gamma}_{,k} x^{\delta}_{,i} h^{a}_{k})
\]

\[
- F_{kl} \bar{R}_{\alpha\beta\gamma\delta} \bar{u}^{\alpha} x^{\beta}_{,k} x^{\gamma}_{,j} x^{\delta}_{,\cdot} h^{a}_{m}
\]

\[
+ F_{kl} \bar{R}_{\alpha\beta\gamma\delta} \bar{u}^{\alpha} x^{\beta}_{,k} x^{\gamma}_{,j} x^{\delta}_{,i} h^{a}_{l}
\]

\[
- F_{kl} \bar{R}_{\alpha\beta\gamma\delta} \bar{u}^{\alpha} x^{\beta}_{,i} x^{\gamma}_{,k} x^{\delta}_{,j} h^{a}_{m}
\]

\[
+ F_{kl} \bar{R}_{\alpha\beta\gamma\delta} \bar{u}^{\alpha} x^{\beta}_{,i} x^{\gamma}_{,k} x^{\delta}_{,j} h^{a}_{l}
\]
and after some rearranging, using the homogeneity of $F$,

\[
F_{ij} = F^{kl} h_{ij:kl} + F^{kl,rs} h_{kl;irsj} + F^{kl} h_{rk} h_{ij} - F h_{ik} h_{j} \\
+ F^{kl} \tilde{R}_{\alpha \beta \gamma \delta} \left( x^{\alpha}_{4;7} x^{\beta}_{4;6} x^{\gamma}_{4;5} x^{\delta}_{4;4} m h_{m}^{m} + x^{\alpha}_{4;4} x^{\beta}_{4;5} x^{\gamma}_{4;6} x^{\delta}_{4;7} m h_{m}^{m} \right) \\
+ 2 F^{kl} \tilde{R}_{\alpha \beta \gamma \delta} x^{\alpha}_{4;7} x^{\beta}_{4;6} x^{\gamma}_{4;5} x^{\delta}_{4;4} m h_{m}^{m} + F^{kl} \tilde{R}_{\alpha \beta \gamma \delta} x^{\alpha}_{4;4} x^{\beta}_{4;5} x^{\gamma}_{4;6} x^{\delta}_{4;7} m h_{m}^{m} \\
+ F \tilde{R}_{\alpha \beta \gamma \delta} x^{\alpha}_{4;7} x^{\beta}_{4;6} x^{\gamma}_{4;5} x^{\delta}_{4;4} m h_{m}^{m} + F^{kl} \tilde{R}_{\alpha \beta \gamma \delta} x^{\alpha}_{4;4} x^{\beta}_{4;5} x^{\gamma}_{4;6} x^{\delta}_{4;7} m h_{m}^{m} \\
- F^{kl} \tilde{R}_{\alpha \beta \gamma \delta} x^{\alpha}_{4;7} x^{\beta}_{4;6} x^{\gamma}_{4;5} x^{\delta}_{4;4} m h_{m}^{m}.
\]

(3.10)

From (3.3), inserting (3.9), we get

\[
h_{ij} = -F_{ij} + F h_{ik} h_{j}^{k} - F \tilde{R}_{\alpha \beta \gamma \delta} x^{\alpha}_{4;7} x^{\beta}_{4;6} x^{\gamma}_{4;5} x^{\delta}_{4;4} m h_{m}^{m} + F^{kl} h_{rk} h_{ij}^{k} \\
= -\frac{2n}{F^{3}} F_{ij} + \frac{n}{F^{2}} F_{ij} - \frac{\lambda''}{\lambda} \left( u_{i}, r_{j} + r_{i}, u_{j} \right) + \frac{\lambda}{\lambda'} h_{ij} \\
- \frac{u}{\lambda'} \left( \lambda'' - \frac{2\lambda''}{\lambda} \right) r_{i} r_{j} + \left( 1 + \frac{u\lambda''}{\lambda^{2}} \right) h_{ij} - \frac{\lambda}{\lambda'} h_{ik} h_{j}^{k} - \frac{u\lambda''}{\lambda^{2}} g_{ij} \\
- \left( \frac{n}{F} - \frac{u}{\lambda'} \right) \tilde{R}_{\alpha \beta \gamma \delta} x^{\alpha}_{4;7} x^{\beta}_{4;6} x^{\gamma}_{4;5} x^{\delta}_{4;4} m h_{m}^{m} + \left( \frac{n}{F} - \frac{u}{\lambda'} \right) h_{ik} h_{j}^{k}.
\]

Inserting (3.10) into this equation gives

\[
h_{ij} = \frac{n}{F^{2}} F^{kl} h_{ij:kl} + \frac{\lambda}{\lambda'} r_{i} h_{ij}^{k} + 2 \frac{2n}{F^{3}} F_{ij} + \frac{n}{F^{2}} F^{kl,rs} h_{kl;irsj} \\
- \frac{\lambda''}{\lambda'} \left( u_{i}, r_{j} + r_{i}, u_{j} \right) - \frac{u}{\lambda'} \left( \lambda'' - \frac{2\lambda''}{\lambda} \right) r_{i} r_{j} + \left( 1 + \frac{u\lambda''}{\lambda^{2}} \right) h_{ij} \\
- \frac{2u}{\lambda'} h_{ik} h_{j}^{k} - \frac{u\lambda''}{\lambda'} g_{ij} - \frac{\lambda}{\lambda'} \tilde{R}_{\alpha \beta \gamma \delta} x^{\alpha}_{4;7} x^{\beta}_{4;6} x^{\gamma}_{4;5} x^{\delta}_{4;4} m h_{m}^{m} \\
- \left( \frac{n}{F} - \frac{u}{\lambda'} \right) \tilde{R}_{\alpha \beta \gamma \delta} x^{\alpha}_{4;7} x^{\beta}_{4;6} x^{\gamma}_{4;5} x^{\delta}_{4;4} m h_{m}^{m} + \frac{n}{F} F^{kl} h_{rk} h_{ij}^{k} \\
+ \frac{n}{F^{2}} F^{kl} \tilde{R}_{\alpha \beta \gamma \delta} x^{\alpha}_{4;7} x^{\beta}_{4;6} x^{\gamma}_{4;5} x^{\delta}_{4;4} m h_{m}^{m} + \frac{n}{F} F^{kl} \tilde{R}_{\alpha \beta \gamma \delta} x^{\alpha}_{4;4} x^{\beta}_{4;5} x^{\gamma}_{4;6} x^{\delta}_{4;7} m h_{m}^{m} \\
+ \frac{n}{F} F^{kl} \tilde{R}_{\alpha \beta \gamma \delta} x^{\alpha}_{4;7} x^{\beta}_{4;6} x^{\gamma}_{4;5} x^{\delta}_{4;4} m h_{m}^{m} + \frac{n}{F} F^{kl} \tilde{R}_{\alpha \beta \gamma \delta} x^{\alpha}_{4;4} x^{\beta}_{4;5} x^{\gamma}_{4;6} x^{\delta}_{4;7} m h_{m}^{m} \\
+ \frac{n}{F^{2}} F^{kl} \tilde{R}_{\alpha \beta \gamma \delta} x^{\alpha}_{4;7} x^{\beta}_{4;6} x^{\gamma}_{4;5} x^{\delta}_{4;4} m h_{m}^{m}.
\]

Using

\[
h_{ij} = g^{ik} h_{kj} + g^{ik} h_{kj} = -g^{ik} g_{im} g^{mk} h_{kj} + g^{ik} h_{kj} = 2 \left( \frac{u}{\lambda'} - \frac{n}{F} \right) h_{k}^{j} h_{j}^{k} + g^{ik} h_{kj}
\]
gives the result.

\[\Box\]

In particular, when the ambient space $N$ is a space form of sectional curvature $K_{N}$, then

\[
\tilde{R}_{\alpha \beta \gamma \delta} = K_{N} (\tilde{g}_{\alpha \delta} \tilde{g}_{\beta \gamma} - \tilde{g}_{\alpha \gamma} \tilde{g}_{\beta \delta})
\]

and

\[
\lambda'' = -K_{N} \lambda', \quad \lambda''' = -K_{N} \lambda' = \frac{\lambda'' \lambda'}{\lambda}
\]
and (3.8) reduces to
\[
\mathcal{L}h_i^j = -\frac{2n}{F^3}F_i^j + \frac{n}{F^2}F^{kl}r^s h_{kl,i}h_{rs,j} - \frac{\lambda''}{\lambda^2} (u_i r_i^j + r_i u_j^i)
- \frac{u}{\lambda^2} \left( \frac{2\lambda''}{\lambda^2} - \frac{\lambda''}{\lambda^2} \frac{\lambda''}{\lambda} \right) r_i r_i^j + \left( 1 + \frac{u \lambda''}{\lambda^2 v} \right) h_i^j
- \frac{u \lambda''}{\lambda^2} \delta_i^j - \left( \frac{n}{F} - \frac{u}{\lambda} \right) K_N \delta_i^j + \frac{n}{F^2}F^{kl}h_{rk}h_{ri}^j - \frac{2n}{F}h_i^j h_k^k
+ \frac{n}{F^2}F^{kl}K_N (h_{ii} \delta_k^j + h_i^j g_{ik} - 2g_{ki}h_i^j)
+ \frac{2n}{F^2}F^{kl}K_N (h_{kl} \delta_i^j - g_{ik}h_i^j) + K_N \frac{n}{F^2}F^{kl}g_{kl}h_i^j - K_N \frac{n}{F^2}h_i^j
= -\frac{2n}{F^3}F_i^j + \frac{n}{F^2}F^{kl}r^s h_{kl,i}h_{rs,j} + K_N \frac{\lambda}{\lambda^2} \left( u_i r_i^j + r_i u_j^i \right)
+ K_N \frac{2u \lambda^2}{\lambda^2} r_i r_i^j + \left( 1 - K_N \frac{n^2}{\lambda^2} \right) + \frac{n}{F^2}F^{kl}h_{rk}h_{ri}^j - \frac{n}{F^2}K_N F^{kl}g_{kl}
+ \frac{2n}{F}h_i^j h_k^k. \tag{3.11}
\]

4. Upper bounds for the curvature function

In this section we show that the curvature function \( F \) is bounded from above along the flow (3.1) in the case \( F = n \frac{H_k}{H_{k-1}} \) for very general \( \lambda \). For this paper, we only apply it in the case \( \lambda = \sin \), but due to its generality it might be of use in future situations.

4.1. Proposition. Let \( a, b \in \mathbb{R} \) and \( (N, \tilde{g}) \) be the warped space \( ((a, b) \times \mathbb{S}^n, dr^2 + \lambda^2(r) \sigma) \) with \( \lambda, \lambda' > 0 \). Let
\[
F = n \frac{H_k}{H_{k-1}}
\]
and let \( x_0(M) \) be the embedding of a closed \( n \)-dimensional manifold \( M \) into \( N \), such that \( x_0(M) \) is a graph over the domain \( \mathbb{S}^n \) and such that \( \kappa \in \Gamma_k \) for all \( n \)-tuples of principal curvatures along \( x_0(M) \). Then any solution \( x \) of (3.1) with initial embedding \( x_0 \) there exists a constant \( c = c(n, k, \sup r_0, \inf r_0, \lambda) \), such that
\[
F \leq c.
\]

4.2. Remark. Note that under the hypothesis of Proposition 4.1 we have
\[
r \leq \sup r_0, \quad r \geq \inf r_0
\]
along the flow, due to the maximum principle. This assertion also holds for arbitrary monotone curvature functions \( F \).

Now we prove Proposition 4.1.

Proof. Consider the test function
\[
\Phi = \log F + \frac{u}{\lambda} + \alpha r
\]
with a large constant \( \alpha \) to be determined. Assume \( \Phi \) attains its maximum at \( p \). By a suitable choice of coordinate we can assume \( g_{ij}|_p = \delta_{ij}, h_{ij}|_p \) is diagonal and in turn \( F^{ij}|_p \) is diagonal at \( p \). Assume \( F|_p \geq C \) for some sufficient large constant \( C \). In the following, we compute at \( p \).
From Lemma 3.2 we deduce
\[
\mathcal{L} \left( \frac{u}{\lambda} \right) = \frac{1}{\lambda} \mathcal{L} u - \frac{u \lambda'}{\lambda^2} \mathcal{L} r + \frac{n}{F^2} \left( \frac{2\lambda'}{F^2} L^i u r - \frac{2\lambda'}{F^2} u L^i r \right) + \frac{n}{F^2} \left( 2\lambda^2 - \lambda'' \right) F^{ij} r_i r_j
\]
\[
= \frac{n}{F^2} \left( F^{ij} h_{ik} h_{kj} - \frac{1}{n} F^2 \right) \bar{g}(\partial_r, \nu) - \frac{\lambda''}{\lambda^2} ||\nabla r||^2 u
\]
\[
- \frac{u \lambda'}{\lambda^2} \left( 2\lambda - \lambda' \right) - \frac{n \lambda'}{\lambda^2} \mathcal{F}^{ij} g_{ij} + \frac{n \lambda'}{\lambda^2} \mathcal{F}^{ij} r_i r_j
\]
\[
+ \frac{n}{F^2} \left( 2\lambda^2 - \lambda'' \right) F^{ij} r_i r_j
\]
\[
+ \frac{n}{F^2} \mathcal{F}^{ij} \tilde{R}_{\alpha \beta \gamma} \partial^\alpha x^\beta \gamma x_i x_i j^m
\]
\[
\leq \frac{n}{F^2} \left( F^{ij} h_{ii}^2 - \frac{1}{n} F^2 \right) \bar{g}(\partial_r, \nu) + \frac{C}{F} F^{ii} |u_{ii}| |r_i| + C + \sum_i C F^{ii}.
\]
We also have
\[
\mathcal{L} \log F = -\frac{n}{F^2} F^{ij} (\log F)_{,j} (\log F)_{,i} - \frac{n}{F^2} \left( F^{ij} h_{jk} h_{kj} - \frac{1}{n} F^2 \right) + \frac{u \lambda''}{\lambda^2}
\]
\[
- \frac{u \lambda'}{\lambda^2} F^{ij} g_{ij} + \frac{u}{\lambda^2} \lambda'' \left( 2\lambda - \lambda' \right) F^{ij} \partial_r \tilde{R}_{\alpha \beta \gamma} \partial^\alpha x^\beta \gamma x_i x_i j^m - \frac{1}{F} \left( \frac{n}{F} - \frac{u}{\lambda} \right) F^{ij} \tilde{R}_{\alpha \beta \gamma} \partial^\alpha x^\beta \gamma x_i x_i j^m
\]
\[
\leq -\frac{n}{F^2} F^{ij} (\log F)_{,j} (\log F)_{,i} - \frac{n}{F^2} \left( F^{ij} h_{ii}^2 - \frac{1}{n} F^2 \right)
\]
\[
+ \frac{C}{F} F^{ii} |u_{ii}| |r_i| + C + \sum_i C F^{ii}.
\]
Thus
\[
\mathcal{L} \Phi = \mathcal{L} \log F + \mathcal{L} \left( \frac{u}{\lambda} \right) + \alpha \mathcal{L} r
\]
\[
\leq -\frac{n}{F^2} F^{ij} (\log F)_{,j} (\log F)_{,i} - \frac{n}{F^2} \left( F^{ij} h_{ii}^2 - \frac{1}{n} F^2 \right) \left( 1 - \bar{g}(\partial_r, \nu) \right)
\]
\[
- \frac{\alpha \lambda}{\lambda'} + \frac{\alpha C}{F} + \frac{\alpha C}{F} \sum_i F^{ii} + \frac{C}{F} F^{ii} |u_{ii}| |r_i| + C + CF^{ii}.
\]
A calculation using the Newton-MacLaurin inequalities gives for our special F:
\[
F^{ii} h_{ii}^2 - \frac{1}{n} F^2 \geq 0
\]
and
\[
F_i \leq C(n, k),
\]
see [33, Prop. 2.2] for useful formulas for this calculation.
Thus
\[
\mathcal{L} \Phi \leq -\frac{n}{F^2} F^{ii} (\log F)_{,i} (\log F)_{,i} - \frac{\lambda \lambda'}{\lambda'} + \frac{C}{F} + \frac{C}{F} F^{ii} |u_{ii}| |r_i| + C.
\]
From the maximal property of \( \Phi \) at \( p \), we have
\[
\nabla \log F = -\frac{1}{\lambda} \nabla u + \frac{u \lambda'}{\lambda^2} \nabla r - \alpha \nabla r.
\]
Therefore

\[ 0 \leq \mathcal{L} \Phi \leq -\frac{n}{F^2} F^{ii} \left( -\frac{1}{\lambda} u_{i,i} + \frac{u}{\lambda^2} r_{i,i} - \alpha r_{i,i} \right)^2 - \alpha \frac{\lambda}{\lambda'} + \alpha \frac{C}{F} + \frac{C}{F} F^{ii} |u_{i,i}| r_{i,i} + C \]

\[ \leq -\frac{n}{2 F^2 \lambda^2} F^{ii} u_{i,i}^2 + \frac{n}{F^2} F^{ii} \left( -\frac{1}{\lambda^2} r_{i,i} - \alpha r_{i,i} \right)^2 + \frac{C}{F} F^{ii} |u_{i,i}| r_{i,i} \]

\[ - \alpha \frac{\lambda}{\lambda'} + \alpha \frac{C}{F} + C \]

\[ \leq -\frac{n}{2 F^2 \lambda^2} F^{ii} \left( |u_{i,i}| - \frac{C F \lambda^2}{n} |r_{i,i}| \right)^2 - \alpha \frac{\lambda}{\lambda'} + \alpha \frac{C}{F} + C + C \frac{\alpha^2}{F^2} \]

\[ \leq -\alpha \frac{\lambda}{\lambda'} + \alpha \frac{C}{F} + C + C \frac{\alpha^2}{F^2} . \]

Assume \( F |p| \geq \alpha \). Then by choosing \( \alpha \) large enough, we get the RHS of above inequality is negative, a contradiction. Therefore, \( F |p| \leq \alpha \) for our choice of \( \alpha \) and in turn \( \Phi |p| \) is bounded. Since \( \Phi \) attains its maximum at \( p \), we conclude that \( F \) is bounded from above. \( \square \)

5. **Gradient estimates**

In this section we show that the graph function has a uniform \( C^1 \) bound along the flow (3.1) for very general \( F \) and \( \lambda \).

5.1. **Proposition.** Let \( a, b \in \mathbb{R} \) and \((N, \tilde{g})\) be the warped space \(((a, b) \times \mathbb{S}^n, dr^2 + \lambda^2(r) \sigma)\) with \( \lambda, \lambda' > 0 \). Let \( F \in C^\infty(\Gamma) \) be a 1-homogeneous and strictly monotone curvature function and let \( x_0(M) \) be the embedding of a closed \( n \)-dimensional manifold \( M \) into \( N \), such that \( x_0(M) \) is a graph over the domain \( \mathbb{S}^n \) with graph function \( r \) and such that \( \kappa \in \Gamma \) for all \( n \)-tuples of principal curvatures along \( x_0(M) \). Then along any solution \( x \) of (3.1) with initial embedding \( x_0 \), there exists a constant \( c = c(n, \sup r_0, \inf r_0, \lambda, \kappa) \), such that

\[ |\hat{\nabla} r| \leq c. \]

**Proof.** Recall

\[ \varphi = \int_a^r \frac{1}{\lambda(s)} \, ds \]

To simplify the notation, we just use \( \varphi_i = \varphi, \varphi, \) etc., i.e., we omit the comma when taking covariant derivative on \( \mathbb{S}^n \).

We rewrite the flow equation as a scalar equation on \( \varphi \):

\[ \partial_t \varphi = \frac{1}{\lambda} \left( \frac{n}{F} \left( \frac{\lambda^2}{\lambda'} \delta_i^j - \frac{1}{\lambda} \tilde{g}^{jk} \varphi_{ki} \right) - \frac{u}{\lambda'} \right) \psi \]

\[ = \frac{n c^2}{F(\lambda' \delta_i^j - \tilde{g}^{jk} \varphi_{ki})} - \frac{1}{\lambda'} =: G(\varphi, \hat{\nabla} \varphi, \hat{\nabla}^2 \varphi), \]

where \( \tilde{g}^{ij} = \sigma^{ij} - \frac{e_i e_j}{\lambda'} \). For simplicity, we denote by \( F = F(\lambda^2 \delta_i^j - \tilde{g}^{jk} \varphi_{ki}) \) and \( F^i_j \) the derivative of \( F \) with respect to its argument.
We compute

\[ G_{ij} := \frac{\partial G}{\partial \phi_{ij}} = \frac{nv^2}{F^2} F_k g^{kj}, \]

\[ G^p := \frac{\partial G}{\partial \phi_p} = \frac{nv^2 \lambda'' F}{F^2} F_i + \frac{nv^2 \lambda'}{\lambda'^2}. \]

Using the 1-homogeneity of \( F \), we have

\[ G_{ij} \phi_{ij} = \frac{nv^2}{F^2} F_k g^{kj} \phi_{ij} = -\frac{nv^2}{F^2} F_k (\lambda' \delta_k^i - \bar{g}^{kj} \phi_{ij}) + \frac{nv^2 \lambda'}{F^2} F_i = -\frac{nv^2}{F^2} F_k \phi^k. \]

and

\[ G^i \phi_i = \frac{nv^2}{F^2} F_i \phi_i = \frac{n}{F^2} F_i \phi^i. \]

Let \( L = \phi_t - G^i \nabla_i \) be the parabolic operator. Using the Ricci identities on \( S^n \) we get

\[ L|\hat{\nabla} \phi|^2 = -2G^i j \phi_i \phi_j k - 2G^i j \sigma_{ij} |\hat{\nabla} \phi|^2 + 2G^i j \phi_i \phi_j + G^p (|\hat{\nabla} \phi|^2)_p + 2G^p |\hat{\nabla} \phi|^2. \]

Let \( f : [0, \infty) \to (0, \infty) \) be an auxiliary function to be determined. Consider a test function

\[ \Phi = \log \frac{|\hat{\nabla} \phi|^2}{f(\phi)}. \]

In the following we compute at a maximal point of \( \Phi \). Due to the maximal property,

\[ \hat{\nabla} |\hat{\nabla} \phi|^2 = f' |\hat{\nabla} \phi|^2 \hat{\nabla} \phi. \]

By a suitable choice of the coordinates, we may assume \( \sigma_{ij} = \delta_{ij} \) and \( |\hat{\nabla} \phi| = \phi_1 \). Then

\[ \phi_{11} = \frac{1}{2} \frac{f'}{f} |\hat{\nabla} \phi|^2, \quad \phi_{1j} = 0 \text{ for } j = 2, \ldots, n. \]

Then \( \hat{g}^i j \) is diagonal with

\[ \hat{g}^{11} = \frac{1}{v^2}, \quad \hat{g}^{ii} = 1 \text{ for } i \neq 1. \]

We may further assume \( \phi_{ij} \) is diagonal and in term \( F^i k \) is diagonal. Thus we have

\[ -2G^i j \phi_{ik} \phi_j k = -\frac{2nv^2}{F^2} F_i \hat{g}^{ij} \phi_{ik} \phi_j k \]

\[ = -\frac{2nv^2}{F^2} F_{11} \frac{1}{4} \left( \frac{f'}{f} \right)^2 |\hat{\nabla} \phi|^4 - \frac{2nv^2}{F^2} \sum_{k \geq 2} F^{kk} \phi_{kk}^2. \]
\[-2G^{ij} \sigma_{ij} |\nabla \varphi|^2 + 2G^{ij} \varphi_i \varphi_j = \frac{2n v^2}{F^2} i g^{kj} (\sigma_{ij} |\nabla \varphi|^2 - \varphi_i \varphi_j) \]
\[= \frac{2n v^2}{F^2} \sum_{k \geq 2} F^{kk} |\nabla \varphi|^2, \]

\[G^{\varphi} (|\nabla \varphi|^2)_p = \left( \frac{2n v^2}{F^2} + \frac{n v^2}{F^2} F_j^i \left( -\frac{\sigma^{ip} \varphi^k + \sigma^{kp} \varphi^i}{v^2} + \frac{2 \rho^i \varphi^k \varphi^p}{v^4} \right) \varphi_{ki} \right) \frac{f'}{f} |\nabla \varphi|^2 \varphi_p \]
\[= \frac{f'}{f} \frac{2n}{F^2} |\nabla \varphi|^4 - \left( \frac{f'}{f} \right)^2 \frac{n}{v^2 F^2 F^{11}} |\nabla \varphi|^6 \]

and

\[2G^{\varphi} |\nabla \varphi|^2 = \left( -\frac{2n v^2 \lambda'' \lambda}{F^2} F_i^i + \frac{2 \lambda'' \lambda}{\lambda' \lambda^2} \right) |\nabla \varphi|^2. \]

On the other hand, using (5.2), (5.4) and (5.5) we get

\[\mathcal{L}(f(\varphi)) = f' \left( \frac{n v^2}{F} - \frac{1}{\lambda'} \right) - f' G^{ij} \varphi_{ij} - f'' G^{ij} \varphi_{ij} \varphi_j \]
\[(5.7) = f' \left( \frac{2n v^2}{F} - \frac{1}{\lambda'} \right) - f'' \frac{n v^2 \lambda'}{F^2} F_i^i - f'' \frac{n}{F^2} F^{11} |\nabla \varphi|^2. \]

Using (5.6)–(5.7) and the maximal property of \(\Phi\) at \(p\), we have

\[0 \leq \frac{\mathcal{L}(|\nabla \varphi|^2)}{|\nabla \varphi|^2} - \frac{\mathcal{L} f}{f} \]
\[= -\frac{2n}{F^2} F^{11} \frac{1}{4} \left( \frac{f'}{f} \right)^2 |\nabla \varphi|^2 - \frac{2n v^2}{F^2 |\nabla \varphi|^2} \sum_{k \geq 2} F^{kk} \varphi^2_{kk} - \frac{2n v^2}{F^2} \sum_{k \geq 2} F^{kk} \]
\[+ \frac{f' f}{f} \frac{2n}{F^2} |\nabla \varphi|^2 - \left( \frac{f'}{f} \right)^2 \frac{n}{v^2 F^2} F^{11} |\nabla \varphi|^4 - \frac{2n v^2 \lambda'' \lambda}{F^2} F_i^i + \frac{2 \lambda'' \lambda}{\lambda' \lambda^2} \]
\[+ \frac{f'}{f} \left( \frac{2n v^2}{F} - \frac{1}{\lambda'} \right) + f'' \frac{n v^2 \lambda'}{F^2} F_i^i + \frac{f'' n}{F^2} F^{11} |\nabla \varphi|^2 \]
\[= -\frac{2n}{F^2} F^{11} \frac{1}{4} \left( \frac{f'}{f} \right)^2 |\nabla \varphi|^2 - \frac{2n v^2}{F^2 |\nabla \varphi|^2} \sum_{k \geq 2} F^{kk} \varphi^2_{kk} - \frac{2n v^2}{F^2} \sum_{k \geq 2} F^{kk} \]
\[+ f' \frac{2n}{F^2} F^{11} |\nabla \varphi|^2 - \left( \frac{f'}{f} \right)^2 \frac{|\nabla \varphi|^2}{v^2} - \frac{f'' n}{F^2} F^{11} |\nabla \varphi|^2 \]
\[\quad - \frac{n v^2}{F^2} \left( 2 \lambda'' \lambda - \lambda' \frac{f'}{f} \right) F_i^i + \frac{f'}{f} \frac{1}{\lambda'} + \frac{2 \lambda'' \lambda}{\lambda' \lambda^2}. \]

Note that

\[-\frac{f' f}{f} = -\frac{f' f}{f} \frac{2n}{F^2} F_i^k (\lambda' \delta_i^k - \tilde{g}^{kj} \varphi_{ij}) \]
\[= -\frac{f' f}{f} \frac{2n}{F^2} F_i^i + \left( \frac{f'}{f} \right)^2 \frac{n}{v^2 F^2} F^{11} |\nabla \varphi|^2 + \frac{f' f}{f} \frac{2n}{F^2} \sum_{k \geq 2} F^{kk} \varphi_{kk}. \]
Therefore

\[
0 \leq -\frac{2n}{F^2} F^{11} \left[ \frac{1}{4} \left( \frac{f'}{f} \right)^2 |\hat{\nabla}\varphi|^2 - \frac{2n v^2}{F^2} |\hat{\nabla}\varphi|^2 \sum_{k \geq 2} F^{kk} \varphi_{kk}^2 - \frac{2n v^2}{F^2} \sum_{k \geq 2} F^{kk} \varphi_{kk} \right] \]

\[
- f' \frac{2n \lambda'}{F^2} F^{i} + \left( \frac{f'}{f} \right)^2 \frac{n}{F^2} F^{11} |\hat{\nabla}\varphi|^2 + f' \frac{2n}{F^2} \sum_{k \geq 2} F^{kk} \varphi_{kk}
\]

(5.8)

\[
- \left[ \left( \frac{f'}{f} \right)^2 \frac{I_2}{v^2} - f'' \right] \frac{n}{F^2} F^{11} |\hat{\nabla}\varphi|^2
\]

\[
- \frac{n v^2}{F^2} \left( 2\lambda'' \lambda - \lambda' \frac{f'}{f} \right) F^{i} + \frac{f'}{f} \frac{1}{\lambda'} + 2 \frac{\lambda''}{\lambda'^2}
\]

and, completing the square,

\[
0 \leq -\frac{n}{F^2} F^{11} \left[ \frac{1}{2} \left( \frac{f'}{f} \right)^2 + \left( \frac{f'}{f} \right)^2 \frac{1}{v^2} - \frac{f''}{f} + 2 \lambda'' \lambda - \lambda' \frac{f'}{f} \right] |\hat{\nabla}\varphi|^2
\]

\[
+ \frac{n}{F^2} F^{11} \left[ -2 \lambda' \frac{f'}{f} + \left( \frac{f'}{f} \right)^2 \frac{1}{v^2} - 2 \lambda'' \lambda + \lambda' \frac{f'}{f} \right]
\]

\[
- \frac{2n}{F^2} \sum_{k \geq 2} F^{kk} \left( \varphi_{kk} - \frac{1}{2} \left( \frac{f'}{f} \right)^2 \right) - \frac{2n}{F^2} \sum_{k \geq 2} F^{kk} \varphi_{kk}^2
\]

\[
+ \frac{2n}{F^2} \left( \frac{1}{4} \left( \frac{f'}{f} \right)^2 - \lambda' \frac{f'}{f} - \frac{1}{2} \left( 1 + \lambda'' \lambda - \frac{1}{2} \lambda' \frac{f'}{f} \right) \right) \sum_{k \geq 2} F^{kk}
\]

\[
+ \frac{f'}{f} \frac{1}{\lambda'} + 2 \frac{\lambda''}{\lambda'^2}
\]

Choose \( f(\varphi) = e^{-a\varphi} \) with \( a > 0 \) large enough so that the first term on RHS of (5.8) have negative sign and when \( |\hat{\nabla}\varphi|^2 \) is large enough, this term dominates the second term. Also, by choosing \( a > 0 \) large enough and then \( |\hat{\nabla}\varphi|^2 \) is large enough, the fourth line and the fifth line are both negative. We get a contradiction. Thus \( |\hat{\nabla}\varphi|^2 \leq C \). \( \square \)

### 6. Preserved Convexity in the Sphere

In ambient spaces where \( \lambda'' \) can be negative it is very difficult to control \( F \) from below, if the flow hypersurfaces are not convex. Hence we assume strict convexity in these cases and we have to restrict to space forms to show that this property is preserved.

#### 6.1. Proposition

Let \( x_0(M) \) be the embedding of a closed \( n \)-dimensional manifold \( M \) into \( S^{n+1} \), such that \( x_0(M) \) is strictly convex. Let \( F \) be a \( 1 \)-homogeneous, monotone and inverse concave curvature function. Then along any solution \( \phi \) of (3.1) with initial embedding \( x_0 \) all flow hypersurfaces are strictly convex.

---

\( 2F(\kappa_1, \cdots, \kappa_n) \) is called inverse concave if \( \hat{F}(\kappa_1, \cdots, \kappa_n) = F^{-1}(\kappa_1^{-1}, \cdots, \kappa_n^{-1}) \) is concave.
Proof. Let $b$ be the inverse of the Weingarten map, which exists at least for a short time. We show that for a smooth solution

$$x: [0, T^*) \times M \rightarrow \mathbb{S}^{n+1}$$

all $M_t, t < T^*$, are strictly convex. From

$$\dot{b}^k_m = -b^k_j \dot{h}^j_i b^i_m, \quad F^{qs} b^k_m b^p_q b^r_i = F^{qs} b^k_p b^p_q b^l_m, \quad u_{ij} = \lambda h^k_i r^i_k$$

and (3.11) we deduce

$$\mathcal{L} b^k_m = \frac{n}{F^2} \left( \frac{2}{F} F^{rs} F^{pq} - 2 F^{qs} b^{pr} - F^{pq, rs} \right) b^k_j b^i_m h_{rs,i} h_{pq,j}$$

$$- \frac{\lambda^2}{\lambda'} (b^k_j r^j_i r^i_m + r^k_i b^i_m r^i) - \frac{2u\lambda^2}{\lambda^3} b^k_j r^j_i b^i_m r^i$$

$$+ \psi_k b^k_m - \frac{2u}{\lambda^3} b^k_j b^i_j + \psi^k_m,$$

where $\psi_i, i = 1, 2$ are some functions, which are bounded on every compact interval $[0, T_0] \subset [0, T^*)$. If the convexity is lost at some time $T_0 < T^*$, then the largest eigenvalue of $b$ blows up at $T_0$. Although the largest eigenvalue is not a smooth function, we can still apply (6.1) to estimate it by using the following well known trick, compare e.g. the proof of [18, Lemma 6.1]:

Define

$$\phi = \sup \{ b_{ij} \eta^i \eta^j : g_{ij} \eta^i \eta^j = 1 \}$$

and suppose this function attains a maximum at $(t_0, \xi_0), t_0 < T_0$. Using normal coordinates around $(t_0, \xi_0)$ with

$$g_{ij} = \delta_{ij}, \quad b_{ij} = \kappa^{-1}_i \delta_{ij}, \quad \kappa^{-1}_1 \leq \cdots \leq \kappa^{-1}_n.$$

Around $(t_0, \xi_0)$ let $\eta$ be the vector field

$$\eta = (0, \ldots, 0, 1)$$

and define

$$\tilde{\phi} = \frac{b_{ij} \eta^i \eta^j}{g_{ij} \eta^i \eta^j},$$

then locally around $(t_0, \xi_0)$ we have $\tilde{\phi} \leq \phi$ and at this point there holds

$$\dot{\tilde{\phi}} = \dot{b}_{nn} + 2F = \dot{b}^n_n$$

and the spatial derivatives also coincide. Thus at $(t_0, \xi_0)$ the function $\tilde{\phi}$ and $b^m_n$ satisfy the same evolution equation, whence it suffices to show that the right hand side of (6.1) is negative at the point $(t_0, \xi_0)$.

The first line is negative due to the inverse concavity of $F$, compare the proof in [43, p. 112], while for the rest the good terms involving $b^k_l b^l_m$ are surely dominating. This completes the proof. \qed
7. Bounds on the speed and the curvature

In this section we deduce the remaining ingredients which are necessary to obtain longtime existence, namely we need a full bound on the second fundamental form and in turn, to apply the Krylov-Safonov theory, we need a lower bound on the curvature function to show that the operator $L$ is uniformly parabolic along the flow. We start with the spherical case.

7.1. The spherical case.

7.1. Lemma. Let $x_0(M)$ be the embedding of a closed $n$-dimensional manifold $M$ into $S^{n+1}$, such that $x_0(M)$ is strictly convex. Let

$$F = n \frac{H_k}{H_{k-1}}.$$

Then along any solution $x$ of (3.1) with initial embedding $x_0$ there exists a constant $c = c(n, k, \sup r_0, \inf r_0, \lambda)$, such that

$$\|A\|^2 \leq c.$$

Proof. Due to the convexity preservation, Proposition 6.1, it suffices to bound the mean curvature $H$ from above. Note $u \geq c_0 > 0$ by Proposition 5.1 (we may also use the convexity to get this, cf. [20, Lemma 2.7.10]). We use the auxiliary function

$$w = \log H - \log u$$

and deduce from (3.5), (3.11), the concavity of $F$ and

$$u_{ij} = \lambda h^k r_k,$$

that at a maximal point of $w$:

$$0 \leq \mathcal{L}w = \frac{1}{H} \mathcal{L}H - \frac{1}{u} \mathcal{L}u$$

$$\leq c + \frac{c}{H} - \frac{2n}{FH} \|A\|^2$$

$$\leq c + \frac{c}{H} - \frac{2}{FH}.$$

Since $F$ is bounded from above by Proposition 4.1, we get a upper bound of $H$ from above.

We use the previous result to get bounds from below on $F$.

7.2. Lemma. Under the assumptions of Lemma 7.1 there exists a constant $0 < c = c(n, \sup r_0, \inf r_0, \lambda)$ such that

$$F \geq c.$$

Proof. We use the same method as in [36, Prop. 5.3] and bound the auxiliary function

$$z = - \log F + f(r),$$

where

$$f(r) = - \log (\lambda' - \alpha), \quad 0 < \alpha < \frac{1}{2} \lambda'(\sup r_0).$$

Since $\lambda'' = -\lambda$, it is direct to check that

$$1 - f' \frac{\lambda'}{\lambda} = - \frac{\alpha}{\lambda' - \alpha}, \quad f'^2 + f' \frac{\lambda'}{\lambda} - f'' = 0.$$
From the convexity, the 1-homogeneity of \( F \) and Lemma 7.1, we see
\[
(7.2) \quad \frac{n}{F^2} F^{ij} h_{ik} h^k_j \leq \frac{nH}{F} \leq \frac{c}{F}.
\]
Using (3.4), (3.6) and (7.2),
\[
\mathcal{L} z = - \frac{1}{F} \mathcal{L} F - \frac{n}{F^3} F^{ij} F_{;i} F_{;j} + f' \mathcal{L} r - f'' \frac{n}{F^2} F^{ij} r_{;i} r_{;j}
\leq \frac{n}{F^2} F^{ij} (\log F)_{;i} (\log F)_{;j} + \frac{c}{F} + c + \frac{n}{F^2} F^{ij} g_{ij}
\quad + f' \frac{c}{F} - f' \frac{n \lambda'}{\lambda F^2} F^{ij} g_{ij} + f' \frac{n \lambda'}{\lambda F^2} F^{ij} r_{;i} r_{;j} - f'' \frac{n}{F^2} F^{ij} r_{;i} r_{;j}.
\]
At a maximal point of \( z \), we use \((\log F)_{;i} = f' r_{;i} \) and (7.1) to obtain
\[
0 \leq \mathcal{L} z \leq \frac{n}{F^2} F^{ij} r_{;i} r_{;j} \left( f'^2 + f' \frac{\lambda'}{\lambda} - f'' \right) + \frac{n}{F^2} F^{ij} g_{ij} \left( 1 - f' \frac{\lambda'}{\lambda} \right) + \frac{c}{F} + c + f' \frac{c}{F}
\leq - \frac{\alpha}{\lambda'} - \frac{n}{F^2} F^{ij} g_{ij} + \frac{c}{F} + c
\leq 0,
\]
if \( F \) is small enough, since \( F^{ij} g_{ij} \geq n \). \hfill \Box

Now we finish the a priori estimates in the spherical case.

7.3. Proposition. Let \( x_0(M) \) be the embedding of a closed \( n \)-dimensional manifold \( M \) into \( \mathbb{S}^{n+1} \), such that \( x_0(M) \) is strictly convex. Let
\[
F = n \frac{H_k}{H_{k-1}}.
\]
Then any solution \( x \) of (3.1) with initial embedding \( x_0 \) exists for all positive times with uniform \( C^\infty \)-estimates.

Proof. We have uniform \( C^2 \)-bounds from Proposition 6.1 and Lemma 7.1. Due to Lemma 7.2 we know that the principal curvatures range within a compact subset of the domain on definition of \( F \). Hence we have the uniform parabolicity of the operator \( \mathcal{L} \). Due to the concavity of the operator, we can apply the regularity theory of Krylov and Safonov, [35], to deduce \( C^{2,\alpha} \) bounds and in turn \( C^\infty \) bounds using the Schauder theory. Thus we can extend the flow beyond any finite \( T \). \hfill \Box

7.2. The general case. We provide the bounds on the principal curvatures and on the curvature function from below in case of mild assumptions on the warping factor.

7.4. Proposition. Let \( a, b \in \mathbb{R} \) and \((N, \bar{g})\) be the warped space \(((a, b) \times \mathbb{S}^n, dr^2 + \lambda^2(r)\sigma)\) with \( \lambda > 0, \lambda' > 0 \) and \( \lambda'' \geq 0 \). Let \( F \in C^\infty(\Gamma) \) be a 1-homogeneous, strictly monotone and concave curvature function and let \( x_0(M) \) be the embedding of a closed \( n \)-dimensional manifold \( M \) into \( N \), such that \( x_0(M) \) is a graph over the domain \( \mathbb{S}^n \) and such that \( \kappa \in \Gamma \) for all \( n \)-tuples of principal curvatures along \( x_0(M) \). Then along any solution \( x \) of (3.1) with initial embedding \( x_0 \) there exists a positive constant \( c = c(n, \sup r_0, \inf r_0, \lambda) \), such that
\[
F \geq c.
\]

7.5. Remark. Proposition 7.4 is the only place where we use \( \lambda'' \geq 0 \) for proving Theorem 1.3.
Proof. We deduce the evolution of the function $\partial_t \phi$, where $\phi$ is defined as in (5.1). Recall that there holds (5.2),

$$
\partial_t \phi = \frac{1}{\lambda} \left( \frac{n}{F \left( \lambda' \delta_i^j - \frac{1}{\lambda v} \tilde{g}^{ik} \varphi_{ki} \right)} - \frac{u}{\lambda} \right) v
$$

where $\tilde{g}^{ij} = \sigma^{ij} - \frac{\varphi_{ij}}{v^2}$. Differentiation gives

$$
\partial_t (\partial_t \phi) = G^{ij} (\partial_t \phi)_{ij} + G^p (\partial_t \phi)_p + G^{\partial_t \phi}.
$$

From (5.3) we obtain

$$
G^{ij} \leq \frac{n^2 v^2 \lambda'' \lambda}{F^2} - \frac{\lambda'' \lambda n^2 v^4}{F^2} + \frac{\lambda'' \lambda}{v^2} \left( \frac{\partial_t \phi + 1}{\lambda} \right)^2 + \frac{\lambda'' \lambda}{\lambda'^2}.
$$

Since we already have $v \leq c$ due to Proposition 5.1, the third order leading term is dominating with a non-positive sign. The maximum principle gives an upper bound for $\partial_t \phi$ and hence the result. □

7.6. Proposition. Under the assumptions of Proposition 7.4 there exists a positive constant $c = c(n, \sup R_0, \inf R_0, \lambda)$, such that

$$
\|A\|^2 \leq c.
$$

Proof. In applying the maximum principle to the evolution of $(h^i_j)$ we proceed similarly to the proof of Proposition 6.1. Define

$$
\phi = \sup \{ h_{ij} \eta^i \eta^j : g_{ij} \eta^i \eta^j = 1 \}
$$

and suppose the function

$$
w = \log \phi + f(u) + \alpha r
$$

attains a maximum at $(t_0, \xi_0)$, $t_0 < T_0$, where $f$ is defined by

$$
f(u) = -\log(u - \beta),
$$

where $\beta = \frac{1}{2} \min u$. Note that

$$
1 + f' u = \frac{-\beta}{u - \beta} < 0.
$$

Using normal coordinates around $(t_0, \xi_0)$ with

$$
g_{ij} = \delta_{ij}, \quad h_{ij} = \kappa_i \delta_{ij}, \quad \kappa_1 \leq \cdots \leq \kappa_n,
$$
and using (3.4), (3.5) and (3.8), we may pretend that the evolution equation of $w$ at the point $(t_0, \xi_0)$ is given by

$$\mathcal{L}w \leq \frac{n}{F^2} \kappa_n \sum_{k=1}^{n} (F^{nn} - F^{kk})(h_{nk;\kappa})^2 (h_n^{\kappa})^{-1} + c + \frac{c}{\kappa_n} + \frac{n}{F^2} F^{kl} h_{rk} h_i' + \frac{2n}{F} \kappa_n + \frac{c(1 + \kappa_n^{-1})}{F^2} F^{ij} g_{ij} + \frac{n}{F^2} F^{ij} (\log h_n^{\kappa})_{;i} (\log h_n^{\kappa})_{;j}$$

(7.3)

where we used a trick that already appeared in the proof of [14, Prop. 6.3] and in a similar fashion in [19, Thm. 9.7], namely that due to the concavity of $F$ there holds

$$F^{kl,r} \eta_{kl} \eta_{rs} \leq \sum_{k \neq l} \frac{F^{kk} - F^{ll}}{\kappa_k - \kappa_l} \eta_{kl}^2 \leq \frac{2}{\kappa_n - \kappa_1} \sum_{k=1}^{n} (F^{nn} - F^{kk}) \eta_{nk}^2$$

for all symmetric matrices $(\eta_{kl})$, cf. [20, Lemma 2.1.14]. Furthermore we have

$$F^{nn} \leq \cdots \leq F^{11},$$

cf. [13, Lemma 2]. In order to estimate (7.3), we distinguish two cases.

Case 1: $\kappa_1 < -\epsilon_1 \kappa_n, 0 < \epsilon_1 < \frac{1}{2}$. Then

$$F^{ij} h_{ik} h_{kj} \geq F^{11} \kappa_1^2 \geq \frac{1}{n} F^{ij} g_{ij} \kappa_1^2 \geq \frac{1}{n} F^{ij} g_{ij} \epsilon_1^2 \kappa_n^2.$$  

We use $\nabla w = 0$ to estimate

$$\frac{n}{F^2} F^{ij} (\log h_n^{\kappa})_{;i} (\log h_n^{\kappa})_{;j} = f'^2 \frac{n}{F^2} F^{ij} u_{;i} u_{;j} + f' \frac{2n c}{F^2} F^{ij} u_{;i} r_{;j} + \frac{n c^2}{F^2} F^{ij} r_{;i} r_{;j}.$$  

If $\kappa_n$ is sufficiently large, in this case (7.3) becomes

$$\mathcal{L}w \leq \frac{1}{F^2} F^{ij} g_{ij} (\epsilon_1^2 \kappa_n^2 (1 + f') + c + |f'| \kappa_n + c \alpha^2 + c) + c(|f'| + 1)$$

$$- \frac{2n}{F} (\kappa_n - \alpha c) - \frac{\alpha \lambda}{\kappa_n} - \frac{n}{F^2} F^{ij} u_{;i} u_{;j} (f'' - f'^2),$$

which is negative for large $\kappa_n$, after fixing $\alpha_0 = \alpha_0(M_0, \sup r_0, \inf r_0, \lambda)$ large enough to ensure

$$c(|f'| + 1) - \alpha_0 \frac{\lambda}{\kappa_n} < 0.$$  

We also use $1 + f' u \leq c < 0$ and $f'' - f'^2 = 0$. Hence in this case any $\alpha \geq \alpha_0$ yields an upper bound for $\kappa_n$.  
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Case 2: $\kappa_1 \geq -\epsilon_1 \kappa_n$. Then
\[
\frac{2}{\kappa_n - \kappa_1} \sum_{k=1}^{n} (F_{nn}^{n} - F_{kk}^{k})(h_{nk:n}^{n})^2(h_n^{n})^{-1}
\]
\[
\leq \frac{2}{1 + \epsilon_1} \sum_{k=1}^{n} (F_{nn}^{n} - F_{kk}^{k})(h_{nk:n}^{n})^2(h_n^{n})^{-2}
\]
\[
\leq \frac{2}{1 + \epsilon_1} \sum_{k=1}^{n} (F_{nn}^{n} - F_{kk}^{k})(h_{nn:k}^{n})^2(h_n^{n})^{-2} + c(\epsilon_1) \sum_{k=1}^{n} (F_{kk}^{k} - F_{nn}^{n})\kappa_n^{-2}
\]
\[
+ \frac{4}{1 + \epsilon_1} \sum_{k=1}^{n} (F_{nn}^{n} - F_{kk}^{k}) h_{nk:n}^{n} \bar{R}_{\alpha}\beta\gamma\delta \nu^\alpha x^\beta ;n x^\gamma ;n x^\delta ;k (h_n^{n})^{-2}
\]
\[
\leq \frac{2}{1 + 2\epsilon_1} \sum_{k=1}^{n} (F_{nn}^{n} - F_{kk}^{k})(h_{nn:k}^{n})^2(h_n^{n})^{-2} + c(\epsilon_1) \sum_{k=1}^{n} (F_{kk}^{k} - F_{nn}^{n})\kappa_n^{-2},
\]
where we used the Codazzi equation (2.5) and the Cauchy-Schwarz inequality. We deduce further:
\[
F_{ij}^{ij}(\log h_n^{n};i)(\log h_n^{n};j) + \frac{2}{\kappa_n - \kappa_1} \sum_{k=1}^{n} (F_{nn}^{n} - F_{kk}^{k})(h_{nk:n}^{n})^2(h_n^{n})^{-1}
\]
\[
\leq \frac{2}{1 + 2\epsilon_1} \sum_{k=1}^{n} F_{nn}^{n}(\log h_n^{n})_k^2(\log h_n^{n})_k^2 + \frac{1}{1 + \epsilon_1} \sum_{k=1}^{n} F_{kk}^{k}(\log h_n^{n})_k^2 + c(\epsilon_1) F_{ij}^{ij} g_{ij} \kappa_n^{-2}
\]
\[
\leq \sum_{k=1}^{n} F_{nn}^{n}(\log h_n^{n})_k^2 + c(\epsilon_1) F_{ij}^{ij} g_{ij} \kappa_n^{-2}
\]
\[
= c(\epsilon_1) F_{ij}^{ij} g_{ij} \kappa_n^{-2} + f'^2 F_{nn}^{n}\|\nabla u\|^2 + 2\alpha f' F_{nn}^{n}(\nabla u, \nabla r) + \alpha^2 F_{nn}^{n}\|\nabla r\|^2.
\]
We plug this into (7.3) and obtain for large $\kappa_n$:
\[
\mathcal{L}w \leq c + \frac{n}{F^2} F_{nn}^{n} \kappa_n^2(1 + f'u) - \frac{2n}{F} (\kappa_n - \alpha c) + \frac{1}{F^2} F_{ij}^{ij} g_{ij} \left( c + c(\epsilon_1) - \frac{n\alpha \lambda'}{v^2 \lambda} \right)
\]
\[
- f'' n F_{ij}^{ij} u ;i;j \alpha \lambda \left( \frac{1}{\lambda} + f'^2 \frac{n}{F^2} F_{nn}^{n}\|\nabla u\|^2 \right) + \frac{2n\alpha f'}{F^2} F_{nn}^{n}(\nabla u, \nabla r)
\]
\[
+ \frac{n\alpha^2}{F^2} F_{nn}^{n}\|\nabla r\|^2
\]
\[
\leq \frac{n}{F^2} F_{nn}^{n} (\kappa_n^2(1 + f'u) + 2\alpha |f'| \kappa_n + \alpha^2 \|\nabla r\|^2) - \frac{2n}{F} (\kappa_n - \alpha c)
\]
\[
+ c - \frac{\lambda}{\lambda} + \frac{1}{F^2} F_{ij}^{ij} g_{ij} \left( c + c(\epsilon_1) - \frac{n\alpha \lambda'}{v^2 \lambda} \right)
\]
\[
< 0
\]
after possibly enlarging $\alpha$ even further (compared to case 1) and for large $\kappa_n$. This completes the proof. \qed

As in Proposition 7.3 we conclude:

7.7. Proposition. Under the assumptions of Proposition 7.6 the flow (3.1) exists for all times with uniform $C^\infty$-estimates.
8. PROOFS OF THE MAIN THEOREMS

We give the final arguments to complete the proofs concerning the flow results and start with the spherical case.

Proof of Theorem 1.1. In order to complete the proof of Theorem 1.1 with the help of Proposition 7.3, all we have to show is that each subsequential limit is a sphere independent of the subsequence as $t \to \infty$.

The evolution of the weighted enclosed volume $V(t) = \int_{\Omega_t} \lambda' dN$

is

$$\dot{V}(t) = \int_{M_t} \left( \frac{n\lambda'}{F} - u \right) d\mu_t \geq \int_{M_t} \left( \frac{n\lambda'}{H} - u \right) d\mu_t \geq 0.$$  

The first inequality is due to the concavity of $F$ which implies $F \leq H$, [20, Lemma 2.2.20] and the second one is due to Brendle’s Heintze-Karcher type inequality, [6, equ. (4)]. That is, $V$ is increasing. Since $V$ is obviously bounded we have

$$\int_0^\infty \int_{M_t} \left( \frac{n\lambda'}{H} - u \right) d\mu_t dt < \infty$$

and hence

$$\int_{M_t} \left( \frac{n\lambda'}{H} - u \right) d\mu_t \to 0.$$  

So any convergent subsequence of $M_t$ must converge to a sphere, due to the characterization of the limiting case in the Heintze-Karcher inequality. Due to the spherical barriers this sphere is unique and we conclude the proof of the theorem. \qed

Now we turn to the other case and prove Theorem 1.3.

Proof of Theorem 1.3. Again it suffices to prove that there exists a subsequence that converges to a sphere. If no subsequence converges to a geodesic sphere then there can not be any subsequence for which $\|\nabla r\| \to 0$. Hence there exists a positive constant $c$ such that for all times $t > 0$ we have

$$\max_{M_t} \|\nabla r\|^2 \geq c.$$  

The area evolves according to

$$\frac{d}{dt}|M_t| = \int_{M_t} \mathcal{F} H \geq \int_{M_t} \left( n - \frac{Hu}{\lambda'} \right) = \int_{M_t} \frac{\text{div}(\lambda \nabla r)}{\lambda'} = \int_{M_t} \frac{\lambda'' \lambda}{\lambda'^2} \|\nabla r\|^2 \geq 0.$$  

The inequality in (8.2) is again due to $F \leq H$. The last two equalities in (8.2) follow from the fact $\text{div}(\lambda \nabla r) = n\lambda' - Hu$ and integration by parts respectively.

Due to the $C^1$-estimates the area is bounded and hence, because of $\lambda'' \geq 0$, every subsequential limit $M_t \to \tilde{M}$ must satisfy

$$\int_{\tilde{M}} \frac{\lambda'' \lambda}{\lambda'^2} \|\nabla r\|^2 = 0,$$

whence

$$\lambda'' \|\nabla r\|^2 = 0$$  

(8.3)
throughout any subsequential limit. For all $t > 0$, let 
$$\xi_t := \arg\max_{M_t} \|\nabla \tau\|^2.$$ 
We obtain that 
$$\lambda''(\xi_t) \to 0, \quad t \to 0,$$
for otherwise we reach a contradiction to (8.1) and (8.3). From (5.6) we obtain at the points $(t, \xi_t)$,
$$L|\hat{\nabla} \varphi|^2 \leq -2G^{ij} \sigma_{ij}|\hat{\nabla} \varphi|^2 + 2G^{ij} \varphi_i \varphi_j + 2G^i |\hat{\nabla} \varphi|^2$$
$$\leq -\frac{2n v^2}{F^2} F_{k}^i g^{kj} \sigma_{ij}|\hat{\nabla} \varphi|^2 + \frac{2n v^2}{F^2} F_{k}^i \varphi_i \varphi_j + c \lambda''|\hat{\nabla} \varphi|^2$$
$$\leq -\epsilon |\hat{\nabla} \varphi|^2,$$
for some suitable $\epsilon > 0$. Thus $|\hat{\nabla} \varphi|^2$ actually has to decay exponentially and we obtain a contradiction to (8.1). \hfill \Box

9. Geometric inequalities

In this section we complete the proof of the geometric inequalities. First of all, along the flow $\frac{d}{dt} x = F \nu$, we have the following variational formulas.

9.1. Proposition. Let $M_t \subset N$ be a family of closed hypersurfaces evolving by $\frac{d}{dt} x = F \nu$. Denote by $\Omega_t$ the enclosed domain by $M_t$ and $\{a\} \times S^n$. Then

(9.1) \[ \frac{d}{dt} \int_{\Omega_t} f = \int_{M_t} f F \quad \forall f \in C^\infty(M), \]

and

(9.2) \[ \frac{d}{dt} |M_t| = \int_{M_t} H F. \]

If $\bar{\Delta} \lambda \bar{g} - \bar{\nabla}^2 \lambda + \lambda \bar{\text{Re}} = 0$, then

(9.3) \[ \frac{d}{dt} \int_{M_t} H \lambda' = \int_{M_t} (2\sigma_2 \lambda' + 2H \langle \hat{\nabla} f, \nu \rangle) F. \]

Proof. The first and second ones are well known and have already been used in section 8. We compute the third one.

$$\frac{d}{dt} \int_{M_t} H \lambda' = \int_{M_t} \lambda'(-\Delta F - F |A|^2 - F \bar{\text{Re}}(\nu, \nu))$$
$$+ \int_{M_t} (H \langle \hat{\nabla} \lambda', \nu \rangle + H^2 \lambda') F$$
$$= \int_{M_t} -(\Delta \lambda' - \bar{\nabla}^2 \lambda'(\nu, \nu) - H \langle \hat{\nabla} \lambda', \nu \rangle + \lambda \bar{\text{Re}}(\nu, \nu)) F$$
$$+ \int_{M_t} (H \langle \hat{\nabla} \lambda', \nu \rangle + (H^2 - |A|^2) \lambda') F$$
$$= \int_{M_t} 2\sigma_2 \lambda' F + 2H \langle \hat{\nabla} f, \nu \rangle F. \hfill \Box$$
9.2. Proposition. Let $\Sigma \subset N$ be a closed hypersurface. If $\Sigma$ is star-shaped and $\frac{\lambda''}{\lambda} + \frac{1 - \lambda^2}{\lambda^3} \geq 0$, then

\begin{equation}
\int_{\Sigma} (n-1)H' \leq 2\sigma_2 u.
\end{equation}

Proof. Multiplying $\sigma^{ij}_2$ to (2.8), summing over $i,j$, integrating over $\Sigma$ and using

$$\nabla_i \sigma^{ij}_2 = h^i_{;m} g^{mj} - h^{ij} ; i = -\text{Rc}(\nu, x^m ; m),$$

we have

$$\int_{\Sigma} (n-1)H' - 2\sigma_2 u = \int_{\Sigma} \sigma^{ij}_2 (\lambda r_{;j}) ; i = \int_{\Sigma} \lambda \text{Rc}(\nu, x^m ; m) r^m,$$

$$= \int_{\Sigma} - (n-1) \left[ \frac{\lambda''}{\lambda} + \frac{1 - \lambda^2}{\lambda^3} \right] \lambda \|\nabla r\|^2 (\partial_r, \nu) \leq 0,$$

where we used the starshapedness and (2.7). \hfill \square

Now we choose the flow as

\begin{equation}
\frac{d}{dt} \nu = \left( \frac{n}{H} - \frac{u}{H'} \right) \nu.
\end{equation}

Along this flow the area $|M_t|$ is non-decreasing and the quantity

$$\int_{M_t} H' d\mu_t - 2n \int_{\Omega_t} \frac{\lambda' \lambda''}{\lambda} dN$$

is non-increasing.

9.3. Proposition. Under the assumptions of Theorem 1.5, let $M_t \subset N$ be a family of closed star-shaped hypersurfaces evolving by (9.5). Then

\begin{equation}
\frac{d}{dt} \int_{\Omega_t} \lambda' dN \geq 0,
\end{equation}

\begin{equation}
\frac{d}{dt} |M_t| \geq 0
\end{equation}

and

\begin{equation}
\frac{d}{dt} \left( \int_{M_t} H' d\mu_t - 2n \int_{\Omega_t} \frac{\lambda' \lambda''}{\lambda} dN \right) \leq 0.
\end{equation}

Proof. We first note that all the assumptions in Proposition 9.1 and Proposition 9.2 are satisfied by the anti-de-Sitter Schwarzschild space and the hyperbolic space. Also the Heinze-Karcher type inequality holds for the anti-de-Sitter Schwarzschild space and the hyperbolic space. Thus inequality (9.6) is proved in the same way as the proof of Theorem 1.1 in section 8. Inequality (9.7) was proved in the proof of
Theorem 1.3 in section 8. Next we show (9.8). From (9.3) and (9.1), we have

\[
\frac{d}{dt} \left( \int_{M_t} H\lambda' - 2n \int_{\Omega_t} \frac{\lambda''}{\lambda} \right) = \int_{M_t} \left( 2\sigma_2 \lambda' + 2H \langle \bar{\nabla}\lambda', \nu \rangle - 2n \frac{\lambda''}{\lambda} \right) \left( \frac{n}{H} - \frac{u}{\lambda'} \right)
\]

(9.9)

\[
\leq \int_{M_t} \left( (n-1)H\lambda' - 2\sigma_2 u \right) - \int_{M_t} 2H \frac{\lambda''}{\lambda} \left( \frac{n}{H} - \frac{u}{\lambda'} \right)^2
\]

\[\leq 0.\]

In the second equality, we used \( \langle \bar{\nabla}\lambda', \nu \rangle = \frac{\lambda''}{\lambda}u \) and in the last two inequalities we used Newton-Maclaurin inequality, (9.4) and \( \lambda'' \geq 0. \) \( \square \)

The inequalities in Theorem 1.5 follows immediately from the monotonicity in Proposition 9.3 and the convergence result of the flow. The classification of the equality case follows easily by checking the equality in (9.9). \( \square \)
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