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Abstract

A high-order finite element method is proposed to solve the nonlinear convection-diffusion equation on a time-varying domain whose boundary is implicitly driven by the solution of the equation. The method is semi-implicit in the sense that the boundary is traced explicitly with a high-order surface-tracking algorithm, while the convection-diffusion equation is solved implicitly with high-order backward differentiation formulas and fictitious-domain finite element methods. By numerical experiments on severely deforming domains, we show that optimal convergence orders are obtained in energy norm for both third-order and fourth-order methods.
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1. Introduction

Time-varying interface problems are frequently encountered in numerical simulations for multi-phase flows and fluid-structure interactions. Transient deformation of material region poses a great challenge to the design of high-order numerical methods for solving such kind of problems. The problem becomes even more difficult when the evolution of the solution and the deformation of the domain have strong and nonlinear interactions.

In this paper, we study the nonlinear convection-diffusion equation on a time-varying domain

\begin{equation}
\partial_t u + u \cdot \nabla u - \nu \Delta u = f \quad \text{in} \quad \Omega_t,
\end{equation}

\begin{equation}
\partial_n u = 0 \quad \text{on} \quad \Gamma_t,
\end{equation}

\begin{equation}
u u(0) = u_0 \quad \text{in} \quad \Omega_0,
\end{equation}

where $\Omega_t \subset \mathbb{R}^2$ is a bounded domain for each $t \geq 0$, $\Gamma_t = \partial \Omega_t$ the boundary of $\Omega_t$, $f(x, t)$ the source term, $\nu$ the diffusion coefficient which is a positive constant, $u_0$ the initial value, and $\Omega_0$ the initial shape of the
domain. Moreover, $\partial_t u$ denotes the partial derivative $\frac{\partial u}{\partial t}$ and $\partial_n u$ denotes the directional derivative $\frac{\partial u}{\partial n}$ on $\Gamma_t$ with $n$ being the unit outer normal on $\Gamma_t$. Equation (1) can be viewed as a simplification of the momentum equation of the incompressible Navier-Stokes equations by removing the pressure term.

The flow velocity $u$ drives the deformation of $\Omega_t$, that is, $\Omega_t = \{ X(t; 0, x) : \forall x \in \Omega_0 \}$, where $X(t; 0, x)$ is the solution to the ordinary differential equation (ODE)

$$\frac{d}{dt} X(t; 0, x) = u(X(t; 0, x), t), \quad X(0; 0, x) = x. \tag{2}$$

Throughout the paper, we assume that the exact solution $u(x, t)$ is $C^2$-smooth in both $x$ and $t$. Classic theories for ODEs show that (2) has a unique solution. The nonlinearity of the problem appears not only in the convection term, but also in the interaction between $u$ and $\Omega_t$. To design high-order numerical methods for (1), one must also seek a high-order surface-tracking algorithm for building the varying domain with numerical solutions. An entirely high-order solver requires that the surface-tracking algorithm has at least the same order of accuracy as the numerical method for solving the partial differential equation (PDE) [31].

If the driving velocity of surface is known, there are extensive works in the literature on tracing and representing the surface approximately. We refer to [5, 13, 17, 34, 35, 36] and the references therein for level set methods, to [16, 18, 21] for volume-of-fluid methods, to [3, 4, 12] for moment-of-fluid methods, and to [38, 44] for front-tracking method. In a series of works [40, 41, 42, 43], Zhang developed the cubic MARS (Mapping and Adjusting Regular Semi-analytic sets) algorithm for tracking the loci of free surface. The algorithm traces control points on the surface and forms an approximate surface with cubic spline interpolations. It can achieve high order accuracy by controlling distances between neighboring control points. In the previous work [31], we developed a high-order finite element method for solving linear advection-diffusion equation on Eulerian meshes. In that work, the driving velocity of the domain is explicitly given so that the surface-tracking procedure can be implemented easily with cubic MARS algorithm. A thorough error analysis for the finite element solution is conducted by considering all errors from interface-tracking, spatial discretization, and temporal integration. However, for the nonlinear problem (1), what’s more difficult is that the driving velocity of the boundary is the unknown solution to the PDE. To maintain the overall high-order accuracy of numerical method, we propose a high-order implicit-explicit (IMEX) scheme which advances the boundary explicitly, while solves (1) implicitly.

During the past three decades, numerical schemes for solving interface problems on unfitted grids are very popular in the literature. To mention some of them, we refer to [3] [15] [37] for immersed boundary methods, to [16, 18, 21] for volume-of-fluid methods, to [4, 12] for moment-of-fluid methods, and to [38, 44] for front-tracking methods. In several works [40, 41, 42, 43], Zhang developed the cubic MARS (Mapping and Adjusting Regular Semi-analytic sets) algorithm for tracking the loci of free surface. The algorithm traces control points on the surface and forms an approximate surface with cubic spline interpolations. It can achieve high order accuracy by controlling distances between neighboring control points. In the previous work [31], we developed a high-order finite element method for solving linear advection-diffusion equation on Eulerian meshes. In that work, the driving velocity of the domain is explicitly given so that the surface-tracking procedure can be implemented easily with cubic MARS algorithm. A thorough error analysis for the finite element solution is conducted by considering all errors from interface-tracking, spatial discretization, and temporal integration. However, for the nonlinear problem (1), what’s more difficult is that the driving velocity of the boundary is the unknown solution to the PDE. To maintain the overall high-order accuracy of numerical method, we propose a high-order implicit-explicit (IMEX) scheme which advances the boundary explicitly, while solves (1) implicitly.

During the past three decades, numerical schemes for solving interface problems on unfitted grids are very popular in the literature. To mention some of them, we refer to [3] [15] [37] for immersed boundary methods, to [16, 18, 21] for volume-of-fluid methods, to [4, 12] for moment-of-fluid methods, and to [38, 44] for front-tracking methods. In several works [40, 41, 42, 43], Zhang developed the cubic MARS (Mapping and Adjusting Regular Semi-analytic sets) algorithm for tracking the loci of free surface. The algorithm traces control points on the surface and forms an approximate surface with cubic spline interpolations. It can achieve high order accuracy by controlling distances between neighboring control points. In the previous work [31], we developed a high-order finite element method for solving linear advection-diffusion equation on Eulerian meshes. In that work, the driving velocity of the domain is explicitly given so that the surface-tracking procedure can be implemented easily with cubic MARS algorithm. A thorough error analysis for the finite element solution is conducted by considering all errors from interface-tracking, spatial discretization, and temporal integration. However, for the nonlinear problem (1), what’s more difficult is that the driving velocity of the boundary is the unknown solution to the PDE. To maintain the overall high-order accuracy of numerical method, we propose a high-order implicit-explicit (IMEX) scheme which advances the boundary explicitly, while solves (1) implicitly.
1. A high-order IMEX scheme is proposed for solving (1), where the time integration is taken implicitly along characteristic curves, while the computational domains are formed explicitly with high-order surface-tracking algorithm.

2. By numerical examples on severely deforming domains, we show that the SBDF-3 and SBDF-4 schemes have optimal convergence orders.

The rest of the paper is organized as follows. In section 2, we introduce the semi-discrete SBDF-k schemes, 1 ≤ k ≤ 4, for solving problem (1). In section 3, we introduce the fully discrete finite element method for solving (1) on a fixed Eulerian mesh. A high-order surface-tracking algorithm is presented to build the computational domains explicitly with numerical solutions. In section 4, we present an efficient algorithm for computing backward flow maps. Three numerical examples are presented to show that the proposed numerical methods have overall optimal convergence orders for k = 3, 4.

2. The semi-discrete schemes

For any fixed x ∈ Ω0, the chain rule and (2) indicate that the material derivative of u satisfies

\[
\frac{d}{dt} u(X(t; 0, x), t) = \partial_t u(X(t; 0, x), t) + u(X(t; 0, x), t) \cdot \nabla u(X(t; 0, x), t),
\]

where \(\nabla u(z, t)\) denotes the gradient of u with respect to z and \(\partial_t u(z, t)\) denotes the partial derivative of u with respect to t. Similarly, \(\Delta u(z, t)\) also denotes the Laplacian of u with respect to z. For convenience, we omit the arguments of u without causing confusions and write problem (1) into a compact form

\[
\begin{align*}
\frac{du}{dt} - \nu \Delta u &= f & \text{in } & \Omega, \tag{3a} \\
\partial_n u &= 0 & \text{on } & \Gamma, \tag{3b} \\
u u|_{x=0} = u_0 & \text{ in } & \Omega_0. \tag{3c}
\end{align*}
\]

Through (3), problems (2) and (4) form a coupled system of initial-boundary value problems.

Now we describe the SBDF-k for solving (2) and (4). Let \(0 = t_1 \leq t_2 \leq \cdots \leq t_N = T\) be the uniform partition of the interval \([0, T]\) with step size \(\tau = T/N\). For convenience, we denote the exact flow map from \(\Omega_{t_m}\) to \(\Omega_m\) by \(X^{m,n}_t := X(t_m; t_m, \cdot)\) for all \(0 \leq m \leq n \leq N\). The inverse of \(X^{m,n}_t\) is denoted by

\[X^{n,m}_t := (X^{m,n}_t)^{-1}.\]

For each \(k \leq n \leq N\), we are going to study the approximate solution \(X^{0,n}_t(x)\) of (2) and the approximate solution \(u^n\) of (3) at \(t_n\).

First we assume that the discrete approximations \(X^{0,m}_t(x)\) of \(X(t_m; 0, x)\) have already been obtained for all \(0 \leq m < n\) and all \(x \in \Omega^0 \equiv \Omega_0\). The approximate domain at \(t_m\) is defined as the range of \(X^{0,m}_t\), namely,

\[\Omega^m = \{X^{0,m}_t(x) : \forall x \in \Omega^0\}.\]

Suppose that \(X^{0,m}_t\) provides a good approximation to \(X^{0,m}_t\). The boundedness of \(X^{0,m}_t\) implies that \(X^{0,m}_t\) is one-to-one and has a bounded inverse. For any \(0 \leq j \leq m\), the maps \(X^{j,m}_t : \Omega^j \rightarrow \Omega^m\) and \(X^{m,j}_t : \Omega^m \rightarrow \Omega^j\) are defined as

\[X^{j,m}_t := X^{0,m}_t \circ (X^{0,j}_t)^{-1}, \quad X^{m,j}_t := X^{0,m}_t \circ (X^{0,j}_t)^{-1}.\]
The inverses of $X_{\tau}^{lm}$ is denoted by

$$X_{\tau}^{m,j} := (X_{\tau}^{lm})^{-1}. \quad (6)$$

Next we suppose that the approximate solutions $u^m$ of (4) are obtained for $0 \leq m < n$ and that each $u^m$ is supported on $\Omega^n$. In the $n^{th}$ time step, the explicit $k^{th}$-order scheme for solving (2) has the form

$$a_0^k X_\tau^{0,n}(x) = \tau \sum_{i=1}^k b_i^k u^{n-i} \circ X_\tau^{0,n-i}(x) - \sum_{i=1}^k a_i^k u^{0,n-i}(x), \quad \forall x \in \Omega^0. \quad (7)$$

where the coefficients $a_i^k, b_i^k$ are listed in Table 1. Using (6), we can rewrite (7) equivalently as follows

$$a_0^k X_\tau^{n-1,n}(x) = \tau \sum_{i=1}^k b_i^k u^{n-i} \circ X_\tau^{n-1,n-i}(x) - \sum_{i=1}^k a_i^k u^{n-1,n-i}(x), \quad \forall x \in \Omega^{n-1}. \quad (8)$$

Clearly $X_\tau^{n-1,n}$ defines the approximate domain of the $n^{th}$ time step

$$\Omega^n = \{X_\tau^{n-1,n}(x) : \forall x \in \Omega^{n-1}\}, \quad \Gamma^n := \partial \Omega^n. \quad (9)$$

Define $f^n := f(\cdot, t_n)$. The implicit $k^{th}$-order scheme for solving (4) is given by

$$a_0^k u^n - \tau \Delta u^n = \tau f^n - \sum_{i=1}^k a_i^k u^{n-i} \circ X_\tau^{n, n-i} \quad \text{in } \Omega^n,$$

$$\partial^\nu u^n = 0 \quad \text{on } \Gamma^n. \quad (10)$$

| $k$ | $(a_i^k, b_i^k)$ | 1   | 2   | 3   | 4   |
|-----|------------------|-----|-----|-----|-----|
| 1   | $(1, \times)$    | $(-1, 1)$ | $(0, 0)$ | $(0, 0)$ | $(0, 0)$ |
| 2   | $(3/2, \times)$  | $(-2, 2)$ | $(1/2, -1)$ | $(0, 0)$ | $(0, 0)$ |
| 3   | $(11/6, \times)$ | $(-3, 3)$ | $(3/2, -3)$ | $(-1/3, 1)$ | $(0, 0)$ |
| 4   | $(25/12, \times)$| $(-4, 4)$ | $(3, -6)$ | $(-4/3, 4)$ | $(1/4, -1)$ |

### 3. High-order finite element methods

In practice, we are not able to build $\Omega^n$ with (8) and (9). The purpose of this section is to propose a surface-tracking algorithm to build an approximate domain $\Omega_h^n$ and to propose a fictitious-domain finite element method using cut elements (9) (11) for computing the discrete solution $u_h^n \in H^1(\Omega_h^n)$ in each time step. Let $D \subset \mathbb{R}^2$ be an open domain satisfying $\bar{D} \subset D$ for all $0 \leq t \leq T$. Let $\mathcal{T}_h$ be the uniform partition of $\bar{D}$, which consists of close squares of side-length $h$.

The algorithms for computing $u_h^n$ and $\Omega_h^n$ will be described successively.
First we assume that all the quantities below have been obtained for all $0 \leq m < n$,

1. the computational domains $\Omega_m^h$ and the finite element solutions $u_m^h \in H^1(\Omega_m^h)$,
2. the discrete forward maps $X_h^{m-1,m} : \tilde{\Omega}_h^m \to X_h^{m-1,m}(\tilde{\Omega}_h^{m-1})$, and
3. the discrete backward maps $X_h^{m,m-1} : \tilde{\Omega}_h^m \to \tilde{\Omega}_h^{m-1}$.

Our task is to establish the computational domain $\Omega_n^h$, the finite element solution $u_n^h$, the forward map $X_h^{n-1,n}$, and the backward map $X_h^{n,n-1}$.

3.1. Finite element spaces

Let $\Gamma_m^h = \partial \Omega_m^h$ denote the boundary of $\Omega_m^h$ for convenience. We introduce an open domain $\tilde{\Omega}_m^h$ which is larger than $\Omega_m^h$:

$$\tilde{\Omega}_m^h = \{ x + t n(x) : 0 \leq t < h/4, \ x \in \Gamma_m^h \}, \quad (11)$$

where $n(x)$ is the unit normal of $\Gamma_m^h$ at $x$ and points to the exterior of $\Omega_m^h$. Without loss of generality, we assume that $\tilde{\Omega}_m^h \subset D$. Let $T_h^{m}$ denote the set of interior elements of $\Omega_m^h$, namely,

$$T_h^{m} = \{ K \in T_h : K \subset \Omega_m^h \}.$$

The mesh $T_h^m$ induces a cover of $\tilde{\Omega}_m^h$ and a cover of $\Gamma_m^h$, which are defined as follows

$$T_h^m := \{ K \in T_h : \text{area}(K \cap \tilde{\Omega}_m^h) > 0 \}, \quad T_h^m,B := T_h^m \setminus T_h^{m-1}.$$

The cover $T_h^m$ generates a fictitious domain which is denoted by

$$D_m := \text{interior}(\bigcup_{K \in T_h} K).$$

Clearly we have $\Omega_m^h \subset \tilde{\Omega}_m^h \subset D_m$. Let $E_h$ denote the set of all edges in $T_h$. The set of boundary-zone edges is denoted by (see Fig. 1)

$$E_h^m,B = \{ E \in E_h : E \notin D_m \quad \text{and} \quad \exists K \in T_h \text{ s.t. } E \subset \partial K \}.$$

Figure 1: $T_h^m$: the squares colored in red and yellow; $T_h^m,B$: the squares colored in red; $E_h^m,B$: the edges colored in blue; $D_m$: the open domain colored in red and yellow; $\Gamma_m^h$: the black circle; $\partial \tilde{\Omega}_m^h$: the yellow circle.
Now we define the finite element spaces as follows

\[ V(k, T_h) := \{ v \in H^1(D) : v|_K \in Q_k(K), \ \forall K \in T_h \}, \quad V(k, T^m_h) := \{ v|_{D^m} : v \in V(k, T_h) \}, \]

where \( Q_k \) is the space of polynomials whose degrees are no more than \( k \) for each variable. The space of piecewise regular functions over the mesh \( T^m_h \) is defined by

\[ H^j(T^m_h) := \{ v \in L^2(D^m) : v|_K \in H^j(K), \ \forall K \in T^m_h \}, \quad j \geq 1. \]

It is clear that \( V(k, T^m_h) \subset H^j(T^m_h) \). We will use the notations \( V(k, T_h) = (V(k, T_h))^2 \) and \( V(k, T^m_h) = (V(k, T^m_h))^2 \) in the rest of the paper.

### 3.2. Forward flow map \( X^{n-1,n}_h \)

Using the one-step maps \( X^{m,m-1}_h \) with \( 0 \leq m < n \), we can define the multi-step backward flow map \( X^{n-1,n-1}_h : \Omega^{n-1}_h \rightarrow \Omega^{n-1}_h \) as

\[ X^{n-1,n}_h := X^{n-1,n-2}_h \circ X^{n-2,n-1}_h \circ \cdots \circ X^{0,n-1}_h, \quad 1 \leq i \leq k. \]  

(12)

Similar to [8], we first define the forward flow map at \( t_n \)

\[ X^{n-1,n}(x) := \frac{1}{d_0} \sum_{i=1}^{k} [ \tau h^i u^{n-i}_h \circ X^{n-1,n-i}_h(x) - d_i^x X^{n-1,n-i}_h(x)], \quad \forall x \in \Omega^{n-1}_h. \]  

(13)

Since \( X^{n-1,n} \) represents the forward evolution of computational domain from \( t_{n-1} \) to \( t_n \), we call it the forward flow map.

### 3.3. The computational domain \( \Omega^n_h \)

Next we present the surface-tracking algorithm which generates the approximate boundary \( \Gamma^n_h \), or equivalently, the computational domain \( \Omega^n_h \). In [43], Zhang and Fogelson proposed a surface-tracking algorithm which uses cubic spline interpolation and explicit expression of driving velocity. Here we present a modified algorithm which uses the numerical solution as the driving velocity.

Let \( \mathcal{P}^0 = \{ p^j_0 : 0 \leq j \leq J^0 \} \) be the set of control points on the initial boundary \( \Gamma^0_h := \Gamma_0 \). Suppose that the arc length of \( \Gamma^0_h \) between \( p^j_0 \) and \( p^j_0 \) equals to \( L^j = j\eta \) for \( 1 \leq j \leq J^0 \), where \( \eta := L^0/J^0 \) and \( L^0 \) is the arc length of \( \Gamma^0_h \). For all \( 0 \leq m < n \), suppose that we are given with the set of control points \( \mathcal{P}^m = \{ p^j_m : 0 \leq j \leq J^m \} \subset \Gamma^m_h \) and the parametric representation \( \chi_m \) of \( \Gamma^m_h \), which satisfies

\[ \chi_m(L^j_m) = p^j_m, \quad L^j_m = \sum_{i=0}^{J^m} |p^j_{i+1} - p^j_i|, \quad 0 \leq i \leq J^m. \]

**Algorithm 3.4.** Given \( n \geq 1 \) and a constant \( \delta \in (0, 0.5] \), the surface-tracking algorithm for constructing \( \Gamma^m_h \) consists of three steps.

1. Trace forward each control point in \( \mathcal{P}^{m-1} \) to obtain the new set of control points \( \mathcal{P}^m = \{ p^j_m : j = 0, \ldots, J^m \} \), where \( p^j_m = X^{m-1,m}(p^j_{m-1}) \) and \( J^m = J^{m-1} \).
2. Adjust \( \mathcal{P}^m \). For each \( 0 \leq j < J^m \), let \( M_j \) be the smallest integer no less than \( |p^j_{i+1} - p^j_i|/\eta \).
• If $M_j > 1$, define $\Delta l_j := (L_{j+1}^n - L_j^n)/M_j$ and update $\mathcal{P}^n, J^n$ as follows

$$\mathcal{P}^n \leftarrow \mathcal{P}^n \cup \{ p_{j,m}^n : 1 \leq m < M_j \}, \quad J^n \leftarrow J^n + M_j - 1.$$  \hfill (14)

where $p_{j,m}^n = x_{h-1,j}^n(p_{j,m}^{n-1})$ and $p_{j,m}^{n-1} = x_{h-1}(L_j^{n-1} + m\Delta l_j)$.

• Otherwise, remove control points from $\mathcal{P}^n$ as many as possible such that $\delta \eta < |p_{j+1}^n - p_j^n| \leq \eta$ holds for all $j$.

3. Based on the point set $\mathcal{P}^n$ and the nodal set $\mathcal{L}^n = \{ \sum_{j=0}^{J_n} |p_{j+1}^n - p_j^n| : 0 \leq i < J^n \}$, we construct the cubic spline function $x_n$ and define $\Gamma_h^n := \{ x_n(l) : l \in [0, L^n] \}$, $L^n := \sum_{j=0}^{J_n} |p_{j+1}^n - p_j^n|$.

Remark 3.5. Step 2 of Algorithm 3.4 not only adapts the interface-tracking algorithm to severely deforming domains, but also enhances the stability of the cubic spline interpolation. For low-speed flow and short-time simulations, it is also reasonable to remove Step 2 from Algorithm 3.4 and set $\mathcal{L}^n \equiv \mathcal{L}^0$.

3.6. Backward flow map $X_h^{n,n-1}$

Note that $\Omega_h^n$ is constructed with cubic spline interpolation over the point set $\mathcal{P}^n$. Generally, we have $\Omega_h^n \neq X_h^{n-1,n}(\Omega_h^{n-1})$. Moreover, the computation of $X_h^{n-1,n}(\Omega_h^{n-1})^{-1}$ is very time-consuming in practical computations. The backward flow map $X_h^{n,n-1}$ is an approximation of $X_h^{n-1,n}(\Omega_h^{n-1})^{-1}$ and will be defined in two steps.

**Step 1. Define an approximation $\tilde{X}_h^{n-1,n}$ of $X_h^{n-1,n}$.** We shall define $\tilde{X}_h^{n-1,n}: \tilde{\Omega}_h^{n-1} \rightarrow \mathbb{R}^2$ piecewise on each element $K \in \mathcal{T}_h^{n-1}$.

First we consider each interior element $K \in \mathcal{T}_h^{n-1}$. Let $A_{h,i,j}^K$, $0 \leq i,j \leq k$, be the nodal points taken uniformly on $K$ (see Fig. 2). Let $P_k([0,1])$ be the space of polynomials on $[0,1]$ with degrees $\leq k$ and let $\{b_0, \ldots, b_k\}$ be the basis of $P_k([0,1])$ satisfying

$$b_k(j/k) = \delta_{i,j}, \quad 0 \leq j \leq k,$$
where $\delta_{ij}$ stands for the Kronecker delta function. An isoparametric transform from the reference element $\hat{K} = [0, 1]^2$ to $K$ is defined as

$$ F_K(\xi) := \sum_{i,j=0}^{k} A_{ij}^K b_i(\xi_1) b_j(\xi_2), \quad \forall \xi = (\xi_1, \xi_2) \in \hat{K}. \quad (15) $$

We use $X_h^{m-1,n}$ to trace forward each $A_{ij}^K$ from $t_{n-1}$ to $t_n$ and get the nodal points

$$ X_h^{m-1,n}(A_{ij}^K), \quad 0 \leq i, j \leq k. $$

They define another isoparametric transform

$$ G_K(\xi) := \sum_{i,j=0}^{k} X_h^{m-1,n}(A_{ij}^K) b_i(\xi_1) b_j(\xi_2), \quad \forall \xi = (\xi_1, \xi_2) \in \hat{K}. \quad (16) $$

We get a homeomorphism from $K$ to $K' := \{ G_K(\xi) : \xi \in \hat{K} \}$

$$ \tilde{X}_K^{n-1,m} := G_K \circ F_K^{-1}. \quad (17) $$

Figure 3: The partition of $K \cap \Omega_{n-1}^h$ into curved polygons $K_0$, $K_1$, and $K_2$, where red dots stand for control points in $\Theta^{m-1}$. Quasi-uniform nodal points are shown on $K_0$ and $K_2$, respectively.

Next we consider each $K \in T_{h,B}^{m-1}$. Since $\Gamma_{h,B}^{m-1} \cap K$ is represented by the piecewise cubic function $\chi_{n-1}$. Let $M$ be the number of control points in the interior of $K$. We subdivide $K \cap \hat{\Omega}_{h}^{n-1}$ into $M + 1$ curved polygons $K \cap \hat{\Omega}_{h}^{n-1} = K_0 \cup K_1 \cup \cdots \cup K_M$, $\tilde{K}_l \cap \tilde{K}_m = \emptyset$ for $l \neq m$.

Each $K_m$ is either a curved triangle or a curved quadrilateral with only one curved edge $\partial K_m \cap \Gamma_{h,B}^{n-1}$ (see Fig. 3). We define isoparametric transforms for the two cases of $K_m$ respectively.

- If $K_m$ is a curved quadrilateral (see $K_2$ in Fig. 3), we take nodal points $A_{ij}^{K_m}$, $0 \leq i, j \leq k$, quasi-uniformly on $K_m$. Similar to (15)–(16), we define two isoparametric transforms as

$$ F_{K_m}(\xi) := \sum_{i,j=0}^{k} A_{ij}^{K_m} b_i(\xi_1) b_j(\xi_2), \quad G_{K_m}(\xi) := \sum_{i,j=0}^{k} X_h^{m-1,n}(A_{ij}^{K_m}) b_i(\xi_1) b_j(\xi_2), \quad \forall \xi \in \hat{K}. \quad (18) $$
Therefore, we obtain a homeomorphism \( \tilde{\Omega}_h \) from \( K \). In both cases, they define a homeomorphism from \( \bar{\Omega} \) to \( \Omega^m \). Let \( \hat{\Omega} \) be the unit outer normal at \( \partial \Omega \). Finally, we define the backward flow map as

\[
\tilde{\Omega}_h = \hat{\Omega} \cap \Omega^m
\]

where \( b_{ij} \in P_k(\hat{T}) \) satisfies \( b_{ij}(l/k, m/k) = \delta_{ij}\delta_{am} \) for two integers satisfying \( 0 \leq l + m \leq k \).

In both cases, they define a homeomorphism from \( K_m \) to \( K_m^m := \{ G_{K_m}(\xi) : \xi \in \hat{K} \} \)

\[
\tilde{X}_{K_m}^{n-1} := G_{K_m} \circ F_{K_m}^{-1},
\]

Therefore, we obtain a homeomorphism \( \tilde{X}_h^{n-1} : K \cap \tilde{\Omega}_h^{n-1} \to K^n := \cup_{m=0}^M K_m^n \)

\[
\tilde{X}_h^{n-1} := \tilde{X}_{K_m}^{n-1} \quad \text{on} \quad K \cap \tilde{\Omega}_h^{n-1}.
\]

Define \( \Omega^m_\tilde{X} := \cup_{K \in T^n} K^n \). Combining (17) and (21), we obtain a homeomorphism \( \tilde{X}_h^{n-1} : \tilde{\Omega}_h^{n-1} \to \tilde{\Omega}_h^{n} \) which is defined piecewise as follows

\[
\tilde{X}_h^{n-1} = \tilde{X}_h^{n-1} \quad \text{on} \quad K \cap \tilde{\Omega}_h^{n-1}.
\]

**Step 2. Define the backward flow map** \( X_h^{n-1} \). First we let \( X_h^{n-1} := (\tilde{X}_h^{n-1})^{-1} \) which is a homeomorphism from \( \tilde{\Omega}_h^n \) to \( \tilde{\Omega}_h^{n-1} \). Note that \( \tilde{X}_h^{n-1} \) is undefined on \( \Omega^m_\tilde{X} \). Next we extend it to \( \tilde{\Omega}_h^n \cup \tilde{\Omega}_h^0 \) and denote the extension by the same notation.

For any \( x \in \partial \Omega_\tilde{X} \), let \( n(x) \) be the unit outer normal at \( x \in \partial \Omega_\tilde{X} \) (see Fig. 4). The extension is defined by constant along \( n(x) \), namely

\[
X_h^{n-1} (x + tn(x)) = X_h^{n-1}(x) \quad \text{for all} \quad t > 0 \quad \text{satisfying} \quad x + tn \in \tilde{\Omega}_h^n.
\]

Finally, we define the backward flow map as

\[
X_h^{n-1} = X_h^{n-1} \big|_{\tilde{\Omega}_h^n}.
\]

Clearly \( X_h^{n-1} : \tilde{\Omega}_h^n \to \tilde{\Omega}_h^{n-1} \) is neither surjective nor injective.

**Remark 3.7.** By (15)–(20), the computation of \( \tilde{X}_h^{n-1} := (\tilde{X}_h^{n-1})^{-1} \) requires two operations

- tracing the nodal points \( A_{ij}^K \), \( A_{ij}^K \) one step forward (see (16) and (18)–(19)),
- computing composite isoparametric transforms \( F_K \circ G_K^{-1} \) and \( F_{K_m} \circ G_{K_m}^{-1} \) (see (17) and (20)).

In view of (24), we know that the computational complexity of \( X_h^{n-1} \) is much more economic than that of the inverse map \( (X_h^{n-1})^{-1} \). Nevertheless, optimal convergence orders are observed in numerical experiments which use \( X_h^{n-1} \).
3.8. Finite element scheme for computing $u^n_h$

Remember that we have obtained the computation domain $\Omega^n_h$ in subsection 3.3. Let $T^n_h$ be the sub-mesh covering $\Omega^n_h$ and let $E^n_{h,b}$ be the set of boundary-zone edges.

For any edge $E \in E^n_{h,b}$, suppose $E = K_1 \cap K_2$ with $K_1, K_2 \in T^n_h$. Let $n_{K_i}$ be the unit normal of $E$, pointing to the exterior of $K_i$, and let $n_{K_2} = -n_{K_1}$. The normal jump of a scalar function $v$ across $E$ is defined by

$$[v](x) = \lim_{\varepsilon \to 0^+} [v(x - \varepsilon n_{K_1})n_{K_1} + v(x - \varepsilon n_{K_2})n_{K_2}] \quad \forall x \in E.$$  

Clearly $[v]$ is a matrix function on $E$ if $v$ is a vector function. For two vector functions $v$ and $w$, the Euclidean inner product of $[v]$ and $[w]$ is defined by

$$[v] : [w] = [v_1] \cdot [w_1] + [v_2] \cdot [w_2].$$

Furthermore, we define two bilinear forms on $H^{k+1}(T^n_h) \cap H^1(D^n)$ as follows

$$a^n_h(v, w) := \int_{\Omega^n_h} \nabla v \cdot \nabla w + f^n_h(v, w),$$  

$$J^n_h(v, w) := \gamma \sum_{E \in T^n_{h,b}} \frac{h^{2l-1}}{((l-1)!)^2} \int_E \mathbf{v} \left[ \frac{\partial_{n}^l w}{\partial^l n} \right] : \left[ \frac{\partial_{n}^l v}{\partial^l n} \right].$$

where $\gamma$ is a positive constant whose value will be specified in the section for numerical experiments. Here $J^n_h$, called “ghost penalty stabilization” in the literature (cf. [10]), is used to enhance the stability of numerical solutions.

Define $U^n_h = [U^{n-k,n}_h, \cdots, U^{n,n}_h]^\top$, $U^{n,n}_h = U^n_h$, and $U^{n-i,n}_h := U^{n-i}_h \circ X^{n-i}_h$ for $1 \leq i \leq k$. Similar to (10a), we define the discrete BDF-k difference operator as

$$\frac{1}{\tau} \Lambda^i U^n_h := \frac{1}{\tau} \sum_{i=0}^{k} a^i \Lambda U^{n-i,n}_h.$$  

The finite element approximation to problem (10) is to seek $u^n_h \in V(k, T^n_h)$ such that

$$\left( \Lambda^i U^n_h, v_h \right)_{\Omega^n_h} + \tau a^n_h(u^n_h, v_h) = \tau(f^n, v_h)_{\Omega^n_h} \quad \forall v_h \in V(k, T^n_h).$$  

REMARK 3.9. Suppose that the approximation of $\Gamma^n_h$ to the exact boundary $\Gamma^n_x$ is high-order, say

$$\max_{x \in \Gamma^n_x} \min_{y \in \Gamma^n_x} |x - y| = O(h^k), \quad k \geq 2.$$  

From (11) we know that $\bar{\Omega}_x^n \subset \bar{\Omega}_x^n$ if $h$ is small enough. This guarantees that the numerical solution $u^n_h$ is well-defined on the exact domain $\bar{\Omega}_x^n$. That is why we choose an enlarged domain $\bar{\Omega}_x^n \subset D^n$ to define the finite element space, instead of the tracked domain $\Omega^n_x$.

To end this section, we prove the well-posedness of the discrete problem.

THEOREM 3.10. Suppose that the pre-calculated solutions $u^n_0, \cdots, u^{k-1}_n$ are given. Then the discrete problem (28) has a unique solution $u^n_h \in V(k, T^n_h)$ for each $k \leq n \leq N$. 
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4. Numerical experiments

In this section, we use three numerical examples to verify the convergence orders of the proposed finite element method. The second and third examples demonstrate the robustness of the method for severely deforming domains.

4.1. An efficient algorithm for computing \( (U_h^{n,n-i}, v_h)_{\Omega_h^n} \)

Remember from (28) that we need to calculate the integrals accurately and efficiently

\[
(U_h^{n,n-i}, v_h)_{\Omega_h^n} = (u_h^{n-i} \circ X_h^{n,n-i}, v_h)_{\Omega_h^n}
\]

for \( 1 \leq i \leq k \) and \( v_h \in V(k, \mathcal{T}_h^n) \).

For \( i \geq 2 \), the computation of \( (u_h^{n-i} \circ X_h^{n,n-i}, v_h)_{\Omega_h^n} \) involves multi-step maps \( X_h^{n,n-i} \) and is time-consuming. To simplify the computation while keeping accuracy, we make the replacement in calculating the integral

\[
(U_h^{n,n-i}, v_h)_{\Omega_h^n} \approx (\hat{u}_h^{n,n-i}, v_h)_{\Omega_h^n},
\]

where \( \hat{u}_h^{n,n-i} \in V(k, \mathcal{T}_h^n) \) is defined in Algorithm 4.2 via modified L^2-projections. The computation of \( \hat{u}_h^{n,n-i} \) only involves one-step maps and reduces the computational time significantly.

Algorithm 4.2. The functions \( \hat{u}_h^{n,n-i} \in V(k, \mathcal{T}_h^n), 1 \leq i \leq k \), are calculated successively. Suppose that \( \hat{u}_h^{n-1,n-i} \in V(k, \mathcal{T}_h^{n-1}), 2 \leq i \leq k \), have been obtained. Find \( \hat{u}_h^{n,n-i} \in V(k, \mathcal{T}_h^n) \) such that

\[
\mathbb{M}_h^n (\hat{u}_h^{n,n-i}, v_h) = (\hat{u}_h^{n-1,n-i} \circ X_h^{n,n-1}, v_h)_{\Omega_h^n} \quad \forall v_h \in V(k, \mathcal{T}_h^n), \quad 1 \leq i \leq k.
\]

where \( \hat{u}_h^{n-1,n-1} = u_h^{n-1} \) and

\[
\mathbb{M}_h^n (w, v) := \int_{\Omega_h^n} w \cdot v + \gamma \sum_{E \in \mathcal{T}_h^{n-1}} \frac{k}{(l+1)!} \int_E \left[ [\partial_h^l w] : [\partial_h^l v] \right] .
\]

4.3. The computation of \( (w_h \circ X_h^{n,n-1}, v_h)_{\Omega_h^n} \) for any \( w_h \in V(k, \mathcal{T}_h^{n-1}) \) and \( v_h \in V(k, \mathcal{T}_h^n) \)

Using (22), we approximate the integral as follows

\[
(w_h \circ X_h^{n,n-1}, v_h)_{\Omega_h^n} = (w_h \circ X_h^{n,n-1}, v_h)_{\Omega_h^n} = (w_h \circ X_h^{n,n-1}, v_h)_{\Omega_h^n} = (w_h \circ (\hat{X}_h^{n-1,n})^{-1}, v_h)_{\Omega_h^n},
\]

where \( \Omega_h^{n-1} = X_h^{n-1,n}(\hat{\Omega}_h^{n-1}) \). By (22), \( X_h^{n,n} \) is a homeomorphism from \( \hat{\Omega}_h^{n-1} \) to \( \Omega_h^{n} \) and provides an approximation to the forward flow map \( X_h^{n,n-1} \). Moreover, \( \hat{X}_h^{n-1,n} \) is defined piecewise on each \( K \in \mathcal{T}_h^{n-1} \). By
The integral on the right-hand side can be calculated as follows

\[
(w_h \circ (\hat{X}_h^{n-1})^{-1}, v_h)_{T_h} = \sum_{K \in T_h} \int_K (w_h \circ F_K) \cdot (v_h \circ G_K) \left| \det(\partial \xi G_K) \right| \\
+ \sum_{K \in T_h} \sum_{m=0}^{M} \int_{K^m} (w_h \circ F_{K^m}) \cdot (v_h \circ G_{K^m}) \left| \det(\partial \xi G_{K^m}) \right|
\]

(30)

where \( \hat{K}_m = \hat{K} \) if \( K_m \) is a curved quadrilateral and \( \hat{K}_m = \hat{T} \) if \( K_m \) is a curved triangle (see subsection 3.6). Here \( F_K \) is the isoparametric transform from the reference element \( \hat{K} \) to \( K \) or \( K_m \). \( G_K \) is the isoparametric transform from \( \hat{K} \) to \( K^n \) or \( K^n_m \) and \( \partial \xi G_K, \partial \xi G_{K^m} \) are Jacobi matrices of \( G_K \) and \( G_{K^m} \), respectively. Each integral on reference elements will be computed with Gaussian quadrature rule of the \((k + 1)^{\text{th}}\)-order.

Since \( \hat{u}_h^{n-1,n-1} \in \mathcal{V}(k, T_h^{n-1}) \), the right-hand side of (29) can be calculated with the formula (30).

### 4.4. Numerical examples

In this section, we report three examples for various scenarios of the domain: rotation, vortex shear, and severe deformation. In order to test convergence orders of the method, we take \( u \) as smooth functions and set the right-hand side of (1) by

\[
f = \partial_t u + u \cdot \nabla u - \nu \Delta u.
\]

The Neumann condition is set by

\[
g_N := \nabla u \cdot n \quad \text{on} \quad \Gamma_t.
\]

For each example, we require that the final shape of domain \( \Omega_T \) coincides with the initial shape \( \Omega_0 \). This helps us to compute the surface-tracking error

\[
e_\Omega = \sum_{K \in T_h} |\text{area}(\Omega_T \cap K) - \text{area}(\Omega_0^N \cap K)|,
\]

(31)

which is also called the geometrical error \([1, 2]\). Here \( t_N = T \) is the final time of evolution. Since the exact boundary \( \Gamma_T \) and the approximate boundary \( \Gamma_T^N \) are very close, calculating the exact area of domain difference directly

\[
e_{0,\Omega} = \text{area}(\Omega_T \setminus \Omega_0^N) + \text{area}(\Omega_0^N \setminus \Omega_T)
\]

may cause an ill-conditioned problem. In fact, it is easy to see that \( e_\Omega \to e_{0,\Omega} \) as \( h \to 0 \).

To measure the error between the exact velocity and the numerical solution, we use

\[
e_0 = \| u(\cdot, T) - u_h^N \|_{L^2(\Omega_T)}
\]

since \( \Omega_T = \Omega_0 \) is explicitly given. However, \( \Omega_0 \) are unknown in intermediate time steps. We measure the \( H^1 \)-norm errors on the computational domains by

\[
e_1 = \left( \sum_{n=k}^N \tau | u(\cdot, t_n) - u_h|_{H^1(\Omega^n)}^2 \right)^{1/2}
\]

Throughout this section, we set the diffusion coefficient by \( \nu = 1 \). Other constant values of \( \nu \) do not influence the convergence orders for \( \tau \) small enough. The penalty parameter is set by \( \gamma = 0.001 \) in \( \mathcal{F}_h^n \). In Algorithm 3.4 the parameters for surface-tracking are set by \( \eta = 0.5h \) and \( \delta = 0.01 \).
Example 4.5 (Rotation of an elliptic disk). The exact velocity is set by

\[ u = (0.5 - y, x - 0.5). \]

The initial domain is an elliptic disk whose center is located at (0.5, 0.5), major axis \( R_1 = 0.6 \), and minor axis \( R_2 = 0.3 \). The final time is set by \( T = \pi \).

The moving domain \( \Omega_t \) rotates half a circle counterclockwise with angular velocity \( \omega = 1 \) and returns to its original shape at \( t = T \). Fig. 5 shows the snapshots of \( \Omega_n^h \) which are formed with Algorithm 3.4 at \( t_n = 0, T/8, T/4, T/2, 3T/4, \) and \( T \), respectively. From Tables 6 and 7 we find that optimal convergence orders are obtained for both the SBDF-3 and SBDF-4 schemes, namely,

\[ e_0 \sim \tau^k, \quad e_1 \sim \tau^k, \quad e_{\Omega} \sim \tau^k, \quad k = 3, 4. \]

![Figure 5: Computational domains \( \Omega_n^h \) at different time steps (\( h = 1/128, \ k = 3 \)).](image)

| \( h = \tau/\pi \) | \( e_0 \) | Order | \( e_1 \) | Order | \( e_{\Omega} \) | Order |
|----------------|--------|-------|--------|-------|-------------|-------|
| 1/16           | 1.06e-05 | -     | 1.10e-04 | -     | 4.03e-03 | -     |
| 1/32           | 1.36e-06 | 2.93  | 1.47e-05 | 2.91  | 5.73e-04 | 2.81  |
| 1/64           | 1.71e-07 | 2.99  | 1.89e-06 | 2.96  | 7.54e-05 | 2.92  |
| 1/128          | 2.14e-08 | 3.00  | 2.39e-07 | 2.98  | 9.64e-06 | 2.97  |
Table 3: Convergence orders for the SBDF-4 scheme (Example 4.5).

| $h = \tau/\pi$ | $e_{10}$   | Order | $e_{1}$   | Order | $e_{12}$  | Order |
|---------------|------------|-------|------------|-------|------------|-------|
| 1/16          | 2.13e-06   | -     | 2.17e-05   | -     | 4.14e-04   | -     |
| 1/32          | 1.34e-07   | 3.98  | 1.44e-06   | 3.91  | 2.83e-05   | 3.87  |
| 1/64          | 8.42e-09   | 4.00  | 9.26e-08   | 3.96  | 1.86e-06   | 3.93  |
| 1/128         | 5.56e-10   | 3.92  | 5.88e-09   | 3.98  | 1.20e-07   | 3.96  |

Example 4.6 (Vortex shear of a circular disk). The exact velocity is given by

$$u = \cos(\pi t/3) \left( \sin^2(\pi x) \sin(2\pi y), -\sin^2(\pi y) \sin(2\pi x) \right).$$

The initial domain is a disk with radius $R = 0.15$ and centering at $(0.5, 0.75)$. The final time is $T = 3$.

The domain is stretched into a snake-like region at $T/2$ and goes back to its initial shape at $t = T$. Fig. 6 shows the snapshots of the computational domain $\Omega_n$ during the time evolution procedure. Tables 2 and 3 show optimal convergence orders for both the SBDF-3 and SBDF-4 schemes, respectively. From Fig. 6(d), we find that although the domain experiences severe deformations, high-order convergence is still obtained. This demonstrates the robustness of the finite element method.

Example 4.7 (Deformation of a circular disk). The exact solution is given by

$$u = \cos(\pi t/3) \left( \sin(2\pi x) \sin(2\pi y), \cos(2\pi x) \cos(2\pi y) \right).$$

The initial domain $\Omega_0$ is same to that in Example 4.6, that is, a disk of radius $R = 0.15$ and centering at $(0.5, 0.5)$. The final time is set by $T = 3$.
In this example, the deformation of the domain is even more severe than that in Example 4.6. At $t = T/2$, the middle part of the domain is stretched into a filament (see Fig. 7). At this time, the domain attains its largest deformation compared with the initial shape. In the second half period, the domain returns to its initial shape. Moreover, we adopt a fine mesh with $h = 1/256$ to capture the largest deformation of the domain. Nevertheless, Tables 4 and 5 show that quasi-optimal convergence is observed for both the SBDF-3 and SBDF-4 schemes, respectively. This indicates that

$$e_0 \sim \tau^k, \quad e_1 \sim \tau^k, \quad e_\Omega \sim \tau^k, \quad k = 3, 4,$$

hold asymptotically as $\tau = h \to 0$.

Finally, Fig. 6 shows the computational domains formed with the surface-tracking Algorithm 3.4 during the time evolution procedure. The severe deformations demonstrate the competitive behavior of the finite element method.
Figure 7: The computational domain $\Omega^n_h$ at $t_n = T/2$ ($h = 1/128$, $k = 4$).

Figure 8: Computational domains $\Omega^n_h$ at different time steps ($h = 1/128$, $k = 4$).
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