Combined Use of Wind-Driven Rain Load and Potential Evaporation to Evaluate Moisture Damage Risk: Case Study on the Parliament Buildings in Ottawa, Canada
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Abstract: Parts of the building envelope that frequently receive high amounts of rain are usually exposed to a higher risk of deterioration due to moisture. Determination of such locations can thus help with the assessment of moisture-induced damage risks. This study performs computational fluid dynamics (CFD) simulations of wind-driven rain (WDR) on the Parliament buildings in Ottawa, Canada. Long-term time-varying wetting load due to WDR and potential evaporation are considered according to several years of meteorological data, and this cumulative assessment is proposed as a fast method to identify critical locations and periods. The results show that, on the Center Block of the Parliament buildings, the façades of lower towers facing east are the most exposed to WDR, together with the corners of the main tower. Periods of high WDR wetting load larger than the potential evaporation are observed, indicating that deposited rain may lead to moisture accumulation in the envelope. During these critical periods of up to several months, air temperature may repeatedly drop below freezing point, which poses a risk of freeze–thaw damage. First assessment on future freeze–thaw damage risks indicates an increase in such risks at moderate increases in temperature, but a lower risk is found for larger increases in temperature.
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1. Introduction

Wind-driven rain (WDR), referring to raindrops carried by wind and deposited on building façades, influences the hygrothermal performance and durability of building façades significantly. Zones of the building envelope exposed to higher amounts of rain usually show a higher risk of moisture-related deterioration. Deterioration of building materials due to WDR is a significant issue when retrofitting old or historical buildings. Additionally, WDR load is often a critical boundary condition in studies of hygrothermal transport in building envelopes, relating moisture damage risk to rain absorption into porous building materials and to leakage into façades [1]. Therefore, a significant amount of WDR research focuses on the quantification of WDR intensity on building façades [2].

Moisture accumulation in building envelopes can increase the risk of moisture-related degradation such as mold growth or wood decay, and freeze–thaw damage, among others. Vandemeulebroucke et al. [3] grouped indices that evaluate the risk of moisture-induced damage in two broad categories: climate-based indices, and response-based indices. Climate-based indices include those that can be calculated based on meteorological data, e.g., climatic index [1], moisture index [4], number of freeze–thaw cycles based on...
air temperature [5], time of frost [6], and wet frost [7]. Response-based indices require hygrothermal simulations of the building envelope response and post-processing of the simulation data, e.g., mold index [8], RHT index [9], and critical freeze–thaw cycles [10,11]. Recently, Zhou et al. [12] proposed a new freeze–thaw damage risk (FTDR) index by simulating actual ice growth and melt cycles, taking into account the effect of ice content difference over the number of freeze–thaw cycles. Using such indices, several studies investigated moisture-induced damage risks and durability, taking into account climate change based on predicted future conditions [3,5,13–15]. Time-varying data for future conditions can be obtained by combining current observations from a weather station with climate projections by “weather morphing” [14,16], or directly from the output of regional climate models [15,17].

In order to evaluate moisture-induced damage risks, it is common to perform one-dimensional hygrothermal simulations of building envelope assemblies to assess their long-term performance [1]. While this approach resolves the moisture transport in the actual structure of building envelopes, WDR load is mostly simplified by the use of semi-empirical models, which are prone to deficiencies and large uncertainties, unable to capture the effects of local wind-flow features correctly, and defined only for a limited number of common building geometries [18–20]. In reality, WDR exposure over actual three-dimensional building envelopes can be locally much smaller or larger. Towards a conservative assessment of possible leakage and moisture damage, zones with large WDR exposure should be identified and analyzed.

Climate-based indices can be used as fast methods to provide an initial estimate of the level of risk of moisture-induced damage, and to assess the severity of current and future climatic conditions without hygrothermal simulations. The “climatic index” [1], based on annual amounts of wetting and drying, is appropriate for such purposes. Annual wetting load is estimated by semi-empirical models for WDR, and annual drying is estimated by potential evaporation. In the present study, we build upon this approach by resolving the distribution of WDR load with the help of computational fluid dynamics (CFD) simulations. CFD simulations are used to obtain the detailed distribution of surface wetting due to WDR, using a validated Eulerian multiphase model.

The case study is the Canadian Parliament buildings—located on Parliament Hill, Ottawa, Canada—which consist of a group of historical buildings with high significance for cultural heritage. Currently, the Parliament buildings are under restoration as part of a long-term project, which includes the addition of interior insulation to increase energy efficiency. This modification to the building envelope could increase the risk of freeze–thaw cycles. In order to correctly evaluate the related freeze–thaw damage risk, an accurate prediction of WDR load is of utmost importance. The buildings have complex geometry, including towers, façade detailing, and abundant modulations (Figure 1), and they are surrounded by several other buildings. Such complex building features may yield possible locations of high WDR exposure. The buildings are located on an escarpment, which can further increase the WDR exposure. This case study is particularly interesting considering the impact of climate change, which is predicted to increase the total amount of rainfall in Ottawa. The results may help with identifying future risk areas, and with preventive maintenance. Long-term WDR exposure is then compared with potential evaporation, which is a measure of the ability of the environment to remove water at the surface of the building envelope. The orientation of a building façade and the particular position on the façade can strongly affect WDR exposure and drying rate. For example, a location can have a high exposure to WDR but a lower drying rate due to low exposure to solar radiation, leading to moisture residing within the envelope for a longer duration.
The aims of the study are (1) to present a fast methodology allowing the determination of the critical locations on the façades of complex buildings that are prone to higher moisture damage risks, taking into account their actual built environment; (2) to perform a fast assessment of the critical periods for moisture-induced damage risks; and (3) to evaluate the current and future moisture damage risks, particularly in terms of freeze–thaw damage. The remainder of the paper is organized as follows: Section 2 explains the numerical model for WDR simulations and for evaluating potential evaporation. Section 3 describes the computational domain and grid for the case study. Section 4 presents the meteorological conditions obtained from a local weather station. Section 5 describes the boundary conditions for the simulations. Section 6 presents the results of surface wetting due to WDR, compares the annual wetting load with potential evaporation, and discusses the potential impact of climate change. Finally, Sections 7 and 8 provide discussion on the obtained results and conclusions.

2. Methodology

2.1. Numerical Modeling of Wind-Driven Rain

2.1.1. Governing Equations

WDR intensity on building surfaces is calculated based on steady-state simulations of wind flow and rain. Steady Reynolds-averaged Navier–Stokes (RANS) CFD simulations are used to calculate the incompressible wind-flow field with the realizable k-ε turbulence model [23]. The calculated wind-flow field is used to drive the raindrops in the rain simulations, for which a validated Eulerian multiphase model is used [24–27]. One-way coupling between raindrops and wind-flow field is used, ignoring the effect of raindrops on the wind flow.

Rain is modeled as a continuum, and separate rain phases are defined for classes of raindrop size, corresponding to a range of droplet diameters that show similar WDR behavior. The following continuity and momentum equations are solved separately for each rain phase, instead of tracking individual raindrops:

\[
\frac{\partial \alpha_d u_d}{\partial x_j} = 0
\]

\[
\frac{\partial \alpha_d u_d u_d}{\partial x_j} + \frac{\partial \alpha_d u_d u_d}{\partial x_j} = \alpha_d g_i + \alpha_d \frac{3 \mu_a}{\rho_w d^2} \frac{C_d Re_g}{4} (\pi_i - \pi_d)
\]

where \(d\) denotes the raindrop diameter, \(\alpha_d\) the phase fraction of the rain phase with diameter \(d\), \(u_d\) the velocity component of the rain phase, \(u_i\) the velocity component of wind, \(\rho_w\) the density of water, \(\mu_a\) the dynamic viscosity of air, \(g\) the gravitational acceleration, and \(C_d\) the phase fraction of the rain phase with diameter...
the drag coefficient. The overbar denotes Reynolds averaging. The terms on the left-hand side in Equation (2) are the mean convective flux and the turbulent flux. The terms on the right-hand side represent the gravity and the drag forces. Drag coefficients are obtained based on the measurements of terminal velocities of free-falling water droplets by Gunn and Kinzer [28]. \( \text{Re}_R \) denotes the relative Reynolds number calculated using the relative velocity between the air and rain phases. The turbulent dispersion of raindrops is taken into account by the second term on the left-hand side in Equation (2). This term is modeled by defining a response coefficient based on the particle relaxation time, which is the rate of response of particle acceleration to the relative velocity between the particle and the carrier fluid, and the Lagrangian fluid time scale, which is the characteristic large eddy lifetime [29].

The numerical model for WDR is implemented into a solver based on OpenFOAM v6 (download available, windDrivenRainFoam [30]), and has been validated in numerous studies [25–27].

2.1.2. Distribution of Wind-Driven Rain Intensity

One of the advantages of modeling rain as a continuum, rather than considering individual raindrops with particle tracking methods, is that the WDR intensity can be calculated everywhere in the computational domain based on the distribution of rain phase fraction and rain velocity. This is particularly beneficial for complex building shapes with small façade detailing, which are not accounted for in available semi-empirical models.

From the calculated rain phase fraction and velocity, first, the spatial distributions of “specific catch ratio”, \( \eta_d \), are obtained separately. Specific catch ratio indicates the non-dimensional WDR intensity due to a specific raindrop size, normalized by the horizontal rainfall intensity. Then, the catch ratio, \( \eta \), representing wetting due to the complete spectrum of raindrops, can be calculated on each location on the building as follows:

\[
\eta = \frac{R_{\text{wdr}}}{R_h} = \int \frac{f_h(R_h, d) \eta_d(d) \, dd}{d}
\]

where \( R_{\text{wdr}} \) denotes the WDR intensity, \( R_h \) the horizontal rain intensity through the horizontal plane, and \( f_h(R_h, d) \) the raindrop size distribution [31] through the horizontal plane at rain intensity \( R_h \). Note that the catch ratio provides the amount of rain deposition but, once deposited, further interactions between the raindrops and the walls are not modeled. Hence, neither the raindrop physics after impinging nor the surface film runoff are considered.

Catch ratio is influenced by meteorological conditions such as wind speed, wind direction, and rainfall intensity, as well as building geometry and local wind-flow features such as wind recirculation zones, wind sheltering, and wind acceleration. Such local wind-flow patterns are directly taken into account by the applied CFD approach, while semi-empirical models would need additional parameters and elaborate calibration [32,33].

The present approach creates a database of spatial distributions of catch ratio for a range of values of reference wind direction, wind speed, and rainfall intensity, based on the calculated rain velocity and rain phase fraction. Then, the catch ratio values can be interpolated considering the local meteorological data in order to obtain the temporal variation of surface wetting on buildings [34].

2.2. Potential Evaporation and the Climatic Index

To obtain a drying index, the potential evaporation on a vertical surface based on the Penman equation [35,36] is used. This approach is widely used in the fields of agricultural and environmental physics for predicting the potential evaporation from a surface. Similar to the wetting distribution, this approach also considers the influence of façade orientation, while taking into account meteorological factors such as air temperature, air humidity, wind speed, short-wave solar radiation, and long-wave radiation. For the cal-
culation of potential evaporation, the corresponding values obtained from the weather station are used.

The potential evaporation (PE) from a vertical surface can be obtained as follows [1]:

$$PE = \frac{\Delta}{\Delta + \gamma} \frac{K + L}{I} + \frac{\gamma}{\Delta + \gamma} h_m (e_a - e)$$  (4)

where $\Delta$ denotes the gradient between saturation vapor partial pressure and air temperature, $\gamma$ the psychrometric constant, $K$ the net short-wave radiation, $L$ the net long-wave radiation, $I$ the latent heat of vaporization, $h_m$ the convective vapor transfer coefficient, $e_a$ the saturation vapor partial pressure in the air, and $e$ the vapor partial pressure in the air. The first term on the right-hand side in Equation (4) deals with the radiative energy balance at the surface, while the second term deals with the atmospheric convective conditions. For further details on how PE is calculated, we refer to Zhou et al. [1].

The climatic index is defined as the ratio between the annual wetting load and annual drying potential [1]. The WDR load is obtained from the CFD simulations as described in Section 2.1. For the climatic index, both the annual wetting load and the annual potential evaporation are calculated as the sum of hourly values. A higher climatic index value corresponds to a higher moisture risk for the building envelope. In the following sections, annual climatic index values will be calculated over several years. Furthermore, the cumulative WDR load will be compared to the cumulative potential evaporation to discuss critical periods in each year in more detail.

3. Description of the Case Study

The Parliament buildings consist of three blocks—the Center Block, East Block, and West Block—which are located on a cliff with a steep escarpment descending to the Ottawa River to the north and west, and to the Rideau Canal to the east. The total extent of the computational domain with a size of $4 \times 4 \text{ km}^2$ is shown in Figure 2a. The inner part with the dimensions of $2 \times 2 \text{ km}^2$ accurately represents the terrain—particularly the elevation around Parliament Hill. The terrain within the outer part was smoothened towards the lateral domain boundaries in order to limit rapid changes in the flow direction. Point clouds for the terrain were obtained based on LiDAR measurement data owned by the City of Ottawa and accessible through Carleton University [37].

Immediately to the south and southwest of the area, there is a relatively dense group of high-rise buildings. To the east, across the canal, lies a mixture of high-rise and low-rise buildings. To the north and northwest, buildings are located further away due to the presence of the river. The computational domain for the CFD simulations is given in Figure 2b, which shows the explicitly modeled buildings and terrain. The buildings within a distance of 500 m from Parliament Hill were explicitly modeled. This is a larger distance than required in the guidelines of the City of London for urban wind-flow simulations [38]. As shown in Figure 2b, high-rise buildings located to the south are included, as well as a few buildings on the eastern side of the canal. No other buildings are included in the remaining directions, as a large part is covered by the river. The buildings remaining further than the distance of 500 m were not modeled directly, but their effects were imposed as ground roughness. The distances of buildings from domain boundaries and the blockage ratio of buildings satisfy the guidelines stated in Franke et al. [39].

Part of the computational grid on the surfaces around the Center Block is shown in Figure 2c. The computational grid was generated in two steps: In the first step, a terrain-following structured grid with uniform hexahedral cells was created without the buildings, using the meshing tool “gSurf” provided by Azevedo [40]. The inputs for this tool are the point-cloud data for the terrain. The obtained grid was then used, in the second step, as an input for the OpenFOAM meshing tool “snappyHexMesh”, which creates the building-fitted grid. The resulting computational grid has a total of around 7.7 million cells, mostly hexahedral.
This study focuses on the Center Block, which is composed of the main building with a height of around 25 m, the main tower (MT) on the southern side with a height of around 92 m, and four smaller towers (ST1-ST4) on the northern side with a height of around 48 m (Figure 2c). The building model includes the shape of the roof and façade detailing (Model by Disura on SketchUp 3D Warehouse [41]). Past research shows a significant influence of roof overhangs, façade detailing, modulations such as window sills [42], and recessed parts of the façade [43] on WDR intensity. The applied Eulerian multiphase model is especially convenient for geometries with such fine details, as it quantifies the WDR intensity on all surfaces in the computational domain.

4. Meteorological Data

Weather data were collected from the OTTAWA CDA RCS weather station (Climate ID: 6105978), which is located in an open field approximately 4.5 km south–southwest of Parliament Hill. The retrieved data included dry-bulb temperature, wind speed, wind direction, relative humidity, precipitation, and rainfall, among others.

Rainfall was measured with tipping bucket gauges, and was only recorded during the warm season, roughly from April to October, in hourly intervals. Precipitation was measured with weighing gauges, which cannot differentiate between snow and rain, but are available in 15 min intervals throughout the year. The shorter 15 min data provide a higher accuracy for the CFD simulations of WDR compared to hourly data, as the hourly data will typically lead to a lower rainfall intensity, which would correspond to a different distribution of raindrop sizes in the air. Therefore, precipitation values are used in the
present study, and precipitation in the form of snow is filtered out based on the measured air temperature.

Correction of the few missing/erroneous data on precipitation was performed by cross-comparing against the available daily values, which are quality controlled. Since the remaining data are also only available in hourly intervals, it was assumed that they remain constant during each hour. In terms of the hourly wind speed and wind direction, no additional post-processing or weighting was performed. Solar radiation data were obtained from the Canadian Weather Energy and Engineering Datasets (CWEEDS) from Ottawa International Airport station.

An analysis of the measured weather data was performed to determine the meteorological conditions during rain. Figure 3a shows the wind rose for the weather data measured in the years 2010–2020. The primary wind direction is observed to be westerly, with relatively frequent winds also from the south and the east. When only the periods of rainfall are considered (Figure 3b), wind from the east becomes significantly more recurrent in terms of both overall frequency and the number of events with high wind speeds. The histograms of rainfall intensity and wind speed during the periods of rainfall are provided in Figure 4. The average rain intensity is 1.9 mm/h, representing light rain, and the average wind speed during rain is 3.7 m/s.

The total amounts of precipitation and rainfall are compared in Figure 5 for several years, indicating that the amount of snowfall is around 18% of the total precipitation on average. The annual rainfall amount varies between 550 and 970 mm. Note that, here and in the remainder of the paper, each year starts in October and ends in September of the following year, in order to include a continuous wet season in the analyses. While the weather station data cover the period 2010–2020, the solar radiation data only partially overlap with the same period. Therefore, the analyses are presented between 2010 and 2014, i.e., October 2010–September 2015.
Histogram of (a) wind speed during rain events, and (b) rainfall intensity based on hourly data in the years 2010–2020.

Figure 3. Wind rose (a) for all hourly data in the years 2010–2020, and (b) for conditions with rain.

Figure 4. Comparison of annual precipitation and rainfall in the years 2010–2014, obtained from weather station data.

5. Numerical Settings

The numerical simulations of wind and rain were performed for eight wind directions in 45° increments, i.e., the cardinal and intercardinal directions. Steady wind-flow field was calculated for a reference wind speed of 10 m/s. Wind-flow fields for the remaining reference wind speeds were obtained by scaling the wind-velocity field from the calculated case [25,26] in order to cover the complete range of measured values. For each wind speed, the rain phase calculations were performed for 17 raindrop sizes ranging from 0.3 to 6 mm. From these, the catch ratio distributions were calculated for a range of reference rainfall intensities between 0.1 and 30 mm/h. The main settings of the simulation are given below, and more details can be found in [45].

5.1. Boundary Conditions for Wind-Flow Simulations

For wind simulations, the inlet and outlet boundaries are defined based on the wind direction, i.e., for a wind direction of southwest, domain boundaries at the south and the west are defined as inlets. The atmospheric boundary layer profile at the inlet(s) is based on the log-law relation considering neutral conditions during rainfall. Vertical profiles of wind velocity $U$, turbulence kinetic energy $k$, and turbulence dissipation rate $\varepsilon$ are given below [46]:

$$ U(z) = \frac{u^*_{ABL}}{\kappa} \left( \frac{z + z_0}{z_0} \right) $$

$$ k(z) = u^*_{ABL} \cdot \frac{C_{\omega 0.5} \cdot h}{\kappa} \left( \frac{z}{z_0} \right) $$

$$ \varepsilon(z) = \frac{k(z)}{2} $$
\[ k(z) = \frac{u_{ABL}^2}{C_u^{0.5}} \]  
(6)

\[ \varepsilon(z) = \frac{u_{ABL}^3}{\kappa(z + z_0)} \]  
(7)

where \( z \) denotes the height above the ground, \( u_{ABL}^{*} \) the atmospheric boundary layer (ABL) friction velocity, \( \kappa \) the von Karman constant, \( z_0 \) the aerodynamic roughness length, and \( C_\mu \) a model constant. The aerodynamic roughness length at the inlet reflects the roughness conditions of a fetch of 5 km upstream of the inlet. At the outlet(s) boundary, a constant static gauge pressure of 0 Pa is set. The boundary condition for the top boundary is set as free slip.

For the building surfaces and the ground, standard wall functions are used. Building surfaces are assumed to be smooth and, for the ground surface, wall functions with surface roughness modifications are used.

5.2. Boundary Conditions for Rain Simulations

For the rain phases, inlet boundaries are defined as the boundaries from which rain enters the computational domain, i.e., the same inlet boundaries for the wind phase and, additionally, the top boundary. For these boundaries, the values of rain velocity and rain phase fraction need to be set.

The vertical component of rain velocity at the inlet is set to be equal to the terminal velocity for the corresponding raindrop size. As for the horizontal component of rain velocity, a fully developed profile is obtained by using a “pseudo-periodic condition” at the inlet: a recycling plane is defined, located 5 m downstream of the inlet plane, and the velocity values at the recycling plane are imposed back at the inlet plane. The resulting rain velocity profile is different for each raindrop size depending on the local force equilibrium between the inertia of raindrops and the drag force due to wind. The rain phase fraction at the inlet is given as:

\[ \alpha_d = \frac{R_h f_R(R_h, d)}{V_t(d)} \]  
(8)

where \( V_t(d) \) represents the terminal velocity of a raindrop with diameter \( d \).

At wall surfaces—i.e., buildings and ground—raindrops are modeled to leave the domain as soon as they hit the surface. This is achieved by setting the gradients of the rain fraction and rain velocity normal to the surface—\( \partial \alpha_d / \partial n \) and \( \partial u_d / \partial n \), respectively—to zero. In case of a local backflow—i.e., rain velocity vector is pointing into the domain—the rain fraction value is set to zero.

6. Results

6.1. Surface Wetting Due to WDR

Figure 6a presents the free-field WDR amount—i.e., without the effect of buildings—for different orientations for the wetting periods in the years 2010–2014. Note that the free-field WDR is calculated using the relationship in Equation (9) [47], where wind speed \( U \) and rainfall intensity \( R_h \) are the measured values, \( \theta \) being the angle between wind direction and orientation on the horizontal plane. The WDR coefficient \( \kappa \) for the free-field conditions was taken as 0.222 [48]. In 2010, a larger WDR exposure is observed from east–northeast, indicating the impact of the high-wind-speed events, which is also visible in the wind rose shown in Figure 3b. The other years show a more balanced distribution with higher values from the east, northeast, southwest, and south. Unlike the high variation in WDR each year, the potential evaporation given in Figure 6b is more balanced across the five years, with slightly higher values in 2011 and 2014. Potential evaporation is highest in the southern directions (S/SSE/SSW) and lowest in the northern directions (N/NNW/NNE), mainly explained by the amounts of solar irradiation on vertical surfaces facing these directions. Note that the potential evaporation only differs per orientation,
and does not depend on location on the building façade, i.e., local differences in terms of shadowing, air temperature, and heat/mass transfer coefficients are here ignored.

$$R_{wdr} = \kappa U R_h \cos \theta$$  \hspace{1cm} (9)

Figure 6. (a) Free-field wind-driven rain amount (mm) and (b) potential evaporation (mm) for different façade orientations based on the measured data in the years 2010–2014.

Figure 7a shows the normalized contours of wind speed for wind approaching from east. The resulting raindrop trajectories for raindrops of 1 mm diameter and the distribution of catch ratio on the Center Block surfaces are given in Figure 7b,c, respectively, for a reference wind speed of 10 m/s and a rainfall intensity of 1 mm/h. Excluding roof surfaces, the highest WDR exposure is visible on the higher parts and corners of the façades—particularly on the eastern façades of the main and smaller towers.

Figure 7. (a) Normalized magnitude of wind velocity at 10 m height for wind approaching from the east; (b) trajectories of 1 mm raindrops reaching the Center Block (CB) at a reference wind speed, $U_{ref}$, of 10 m/s; and (c) the corresponding distribution of catch ratio on the CB for a wind speed of 10 m/s and a rainfall intensity of 1 mm/h.

The smaller towers have a significantly lower impact on the approaching wind flow, while the main tower causes a larger disturbance on the approaching wind flow, i.e., larger wind blockage. As a result, a significant part of the raindrops approaching the main tower are directed elsewhere around the corners, and higher catch ratio values are observed mainly near the side edges and the top part of the main tower. In contrast, smaller towers show higher catch ratios over a larger part of their eastern façade.
Figure 8 presents the catch ratio values for the year 2010 on all façades of the smaller tower #2. Here, the catch ratio is calculated as the total amount of WDR between October 2010 and September 2011 divided by the total amount of rainfall during the same period. The period between October 2010 and September 2011 was chosen because Figure 6 indicates that this period is expected to be more severe, showing the highest values of free-field WDR for a large number of orientations and lower values for potential evaporation.

6.2. Comparison of Surface Wetting and Potential Evaporation

As a first step, the climatic index values are compared in Figure 9 for each year at the three indicated positions (P1–P3) in the vertical center plane on the east–northeast façade of smaller tower #2. The climatic index is calculated as the annual cumulative WDR at the three positions, obtained from the CFD simulations, divided by the annual cumulative potential evaporation. WDR load can show a large variation between different orientations and years (see free-field WDR values in Figure 6a) and for different locations on the same façade (Figures 7c and 8). In comparison, potential evaporation shows only slight variation across the years (Figure 6b). Furthermore, it is assumed that the potential evaporation is the same for all surfaces facing the same orientation. As a result, the differences between climatic index values follow a trend similar to the free-field WDR amounts for each year, with 2010 and 2012 being more severe years, mainly due to a larger amount of WDR events from the east–northeast. The values for position P1 are consistently higher, indicating a more severe situation for higher locations on the façade.

A drawback of the climate index method is that only yearly values of WDR and PE are compared, lacking a time-dependent evaluation of wetting and drying over the year. For example, Figure 10 shows the cumulative WDR and potential evaporation over time for position P1 during 2010. Potential evaporation is observed to be larger than the total wetting throughout the complete duration. Potential evaporation mainly increases from April to September, and remains rather low starting from October during winter. However, it should be kept in mind that once the absorbed rainwater completely dries out, additional evaporation cannot further reduce the moisture content and, as such, should not be accounted for. Therefore, we propose to determine a modified cumulative potential evaporation curve in Figure 10, where this evaporation surplus is removed. We observe that, until mid-November, WDR exposure at position P1 is low enough and all moisture by WDR can evaporate. However, once the rain events in mid-November start, a larger amount of moisture is deposited onto the envelope and not all moisture can evaporate.
The difference between the cumulative WDR (blue line) and the cumulative modified PE (dashed orange line) is indicated by the black line. This condition continues until around mid-January. Other similar periods with WDR being higher than the modified PE are observed later in spring and summer, with shorter durations. Note again that we assume that all WDR reaching the façade is absorbed by the wall masonry, neglecting splashing, film formation, and runoff.

**Figure 9.** Comparison of the climatic index values at the three selected positions on the east–northeast façade of smaller tower #2 (ST2) in the years 2010–2014.

The potential evaporation gives the maximum amount of water that can evaporate at the exterior surface of the building envelope, independent of materials. One may therefore expect that there will be moisture residing within the building envelope during the periods when the cumulative WDR is larger than the modified cumulative potential evaporation in Figure 10. In reality, both the actual WDR uptake and the evaporation amount depend on the moisture transport properties of the material. In certain cases, moisture can stay within the envelope while the exterior surface completely dries out. In such cases, the potential evaporation overestimates the drying rate. Furthermore, this approach does not consider heat storage in the envelope. Despite these limitations in determining wetting by WDR and drying by potential evaporation, this method allows a fast first estimate of moisture loadings that could lead to damage risks.

**Figure 10.** Comparison of the cumulative wind-driven rain and potential evaporation at position P1 during the year 2010. The difference between the two is indicated by the black line.
Figure 11 shows the comparison between the modified cumulative potential evaporation and the cumulative WDR for each year separately. There is a significant variation in terms of WDR wetting load across the years. Furthermore, long durations with larger wetting load than potential evaporation are observed in the years 2010–2012. There is also a seasonal variation across the different years in Figure 11, indicating that moisture can stay in the envelope during long periods in autumn, winter, or spring. The total WDR amount for the orientation east–northeast is the lowest in 2013 and 2014, as shown in Figure 6a. For these years, the critical periods, where wetting is larger than potential evaporation, are much shorter. We remark that only the wetting due to WDR is taken into account, ignoring precipitation in the form of snow, as it is considered that snow does not cause wetting of façades. Therefore, it is possible that there is additional snowfall during the periods of constant cumulative WDR in Figure 11.

Figure 11. Comparison of the cumulative wind-driven rain and the modified cumulative potential evaporation in the years 2010–2014. The difference between the two is indicated by the black line.
Figure 12 gives the air temperature during the critical periods, where the orange parts indicate that there is moisture inside the envelope at position P1 while air temperature is between $-5 \degree C$ and $0 \degree C$. We observe that ambient air temperature fluctuates around $0 \degree C$ during this critical period, indicating a high risk of freeze–thaw damage. The temperature range between $-5 \degree C$ and $0 \degree C$ is considered, since the freezing temperature of water in porous medium depends on pore size due to freezing-point depression, and water in the smaller pores freezes at temperatures lower than $0 \degree C$ [3,5,12]. This means that the parts of the line indicated in orange correspond to the periods with risk of freeze–thaw damage. As expected, the years 2010–2012 show longer periods with risk of such damage. The following subsection discusses how these periods are likely to change in the future considering climate change.

![Figure 12](image-url)
6.3. Impact of Climate Change and Future Climatic Conditions

6.3.1. Description of Weather Morphing

In order to assess the impact of climate change, the current weather data, obtained from measurements, were modified to reflect the potential change in future rain events. Monthly changes in precipitation and air temperature as predicted by the PCIC12 ensemble, provided by the Pacific Climate Impacts Consortium (PCIC), were extracted from the PCIC Climate Explorer tool [49]. PCIC12 is an ensemble of 12 downscaled global climate models, representing average projected conditions. The statistical information on climate projections was obtained for Ottawa, e.g., current and future mean, maximum, and minimum values of precipitation and air temperature, with standard deviation. As for the future conditions, the RCP8.5 and RCP4.5 scenarios are considered here, assuming the worst case with high emission conditions as well as a moderate case with a peak in emissions.

The future precipitation values were obtained by simply scaling the 15 min measured data by the predicted changes for each month, as shown in Figure 13a. The precipitation levels increase in almost all months except for July, August, and September, where a slight decrease is predicted. The changes are generally larger in the RCP8.5 scenario. Precipitation during winter may increase by up to 27%, while in summer the decrease goes up to 6%.

The range between the monthly minimum and maximum air temperatures is shown in Figure 13b for the current conditions and future scenarios. The overall air temperature level is increasing, with RCP8.5 leading to a higher rise in temperatures. The temperature shift occurs through the range where freeze–thaw damage is likely, as indicated by the gray box, between −5 °C and 0 °C. The hourly dry-bulb temperature from the measured data was used to obtain the future temperature values based on the “shift and stretch” algorithm explained by Belcher et al. [16]. This algorithm is convenient for events with a shift in an overall value—e.g., a change in mean air temperature—and with a change within the diurnal cycle, e.g., changes in minimum and maximum air temperatures. The predicted hourly air temperature for the future cases was obtained as follows [16]:

$$ T = T_0 + \Delta \langle T \rangle_m + \alpha T (T_0 - \langle T_0 \rangle_m) $$  \hspace{1cm} (10)

where $T_0$ denotes the current hourly measured value, $\Delta \langle T \rangle_m$ the absolute change in the monthly mean temperature, and $\langle T_0 \rangle_m$ the current monthly mean temperature. $\alpha T$ denotes the fractional change in the monthly mean temperature, and is defined as:

$$ \alpha T = \frac{\Delta T_{\text{max},m} - \Delta T_{\text{min},m}}{T_{0\text{max},m} - T_{0\text{min},m}} $$  \hspace{1cm} (11)

![Figure 13. (a) Predicted average daily precipitation and percentage change from current (baseline) values. (b) Predicted minimum and maximum air temperature for current (baseline) and future conditions [49].](image-url)
where $\Delta T_{\text{max,m}}$ and $\Delta T_{\text{min,m}}$ are the absolute changes in monthly maximum and minimum temperatures, respectively, and $T_{\text{0max,m}}$ and $T_{\text{0min,m}}$ are the current monthly maximum and minimum temperatures, respectively.

Precipitation duration was assumed to remain constant. Furthermore, the effects of climate change on mean wind velocity were assumed to be relatively modest [3,50], so no additional modification was made for the wind-flow conditions. We note that the calculated catch ratios for the building can also be used for WDR predictions with climate change, since catch ratios are given as a function of horizontal rain intensity and wind speed for different wind directions.

### 6.3.2. Comparison of Current and Future Risks of Freeze–Thaw Damage

The potential impact of future climatic conditions on the risk of freeze–thaw damage will result from the combined effects of several parameters:

1. WDR exposure is expected to increase due to climate change. It is predicted that the amount of overall precipitation will increase in the future. At the same time, with increased temperatures in the future, some of the existing snowfall will convert into rainfall, which will further increase the WDR exposure;
2. Higher temperatures in the future will increase potential evaporation, acting in opposition to the increase in WDR exposure;
3. Increases in temperature will cause a shift in the periods during which potential freeze–thaw damage can occur. This means that façades and periods currently showing high risk of freeze–thaw damage may in future no longer be exposed to this type of damage, while façades and periods currently remaining in freezing conditions may, in future, be exposed to freeze–thaw damage.

The predicted changes given in Figure 14 show that both RCP4.5 and RCP8.5 indicate an increase in total rain due to increases in both total precipitation and percentage of rain with increasing temperatures. Overall, climatic index values show an increase in the future in Figure 15—especially for RCP8.5—but the difference between the current and future values remains low, indicating that the increases in the annual cumulative values of WDR and potential evaporation are comparable. Note that a higher climatic index does not necessarily indicate a higher risk of freeze–thaw damage. With the predicted conditions in the future, the analyses carried out for the results shown in Figures 11 and 12 are repeated for the RCP4.5 and RCP8.5 scenarios for freeze–thaw damage risk.

The change in the freeze–thaw damage risk considering future scenarios is discussed using two indices: First is “the number of hours of freeze–thaw risk”, indicating the total duration of the periods where cumulative WDR is larger than cumulative PE while air temperature is between $-5 \, ^\circ\text{C}$ and $0 \, ^\circ\text{C}$. This is similar to the “time of frost” [6], and presents a simple indicator given the complex underlying physics of freeze–thaw damage. The number of freeze–thaw cycles is more critical than the total duration between $-5 \, ^\circ\text{C}$ and $0 \, ^\circ\text{C}$, as the damage is related to the resulting mechanical stresses during repeated freezing and thawing. In other words, if temperature remains at the same level between $-5 \, ^\circ\text{C}$ and $0 \, ^\circ\text{C}$, it does not necessarily lead to freeze–thaw damage. The potential for such cycles can be represented by simply counting the number of freeze–thaw cycles [5], and additionally by taking into account the moisture content in the material [6,51]. Here, as a second index, “the number of crossings” across the $-5 \, ^\circ\text{C}$ to $0 \, ^\circ\text{C}$ range is considered with the constraint that, concurrently, cumulative WDR is larger than cumulative PE.
### 7. Discussion

In Figure 15b, the number of hours of freeze–thaw risk shows a trend over the years similar to that of the climatic index. However, the predicted changes differ, largely depending on the conditions during the base year. For both 2010 and 2011, the risk increases for the moderate RCP4.5 scenario, but decreases with a further increase in temperatures with RCP8.5. While the WDR exposure increases in future scenarios for both RCP4.5 and RCP8.5, a larger increase in air temperature in the RCP8.5 scenario causes a reduction in wet periods with temperatures in the range of $-5^\circ$C to $0^\circ$C. Inversely, for the conditions in 2013, the freeze–thaw damage risk increases greatly. This is largely because the measured air temperatures in 2013 are comparatively low, and both the occurrence of rain events and the duration between $-5^\circ$C and $0^\circ$C increase with climate change.

The number of crossings across the $-5^\circ$C to $0^\circ$C range, as shown in Figure 15c, bears certain similarities to the hours of freeze–thaw risk, with a few minor differences. For 2010 and 2011, both RCP4.5 and RCP8.5 indicate an increase in risk. The main observation that the risk is higher at RCP4.5 than it is at RCP8.5 remains valid. For 2012 and 2014, no large difference is observed while, for 2013, the increase in future freeze–thaw risk is clearer.

In the present methodology, CFD simulations of WDR are carried out to determine critical locations on the façades of a building of complex geometry. Then, long-term WDR accumulation and potential evaporation are calculated to provide a first estimate...
of the risk of freeze–thaw damage in a fast manner, based on both historic and future data. Note that it is also possible to calculate WDR load through semi-empirical models, with a loss in spatial resolution in terms of WDR load, and a gain in calculation time. However, semi-empirical models provide WDR parameters only for a limited number of common building geometries. In this case study of a historical building with towers and façade detailing, semi-empirical models would raise significant uncertainties given the complexity of the building.

Both the actual WDR uptake and the evaporation depend on the moisture transport properties of the façade material. The storage and transport of heat and moisture within the building envelope are not resolved in the present study. Instead, only the WDR load and potential evaporation at the exterior surface of the façade are taken into account. The raindrops reaching the façade are assumed to be completely absorbed in the envelope at their deposited locations. This assumption represents the worst-case scenario in terms of wetting flux at the position of the highest WDR load. In reality, the impingement of raindrops at the surface can lead to splashing, bouncing, or spreading, which may modify the actual amount of WDR load or the rate of water uptake. Prediction of such complex droplet physics requires detailed knowledge of surface properties as well as raindrop impact conditions. As the surface reaches capillary saturation, droplet coalescence, film forming, and runoff may occur, leading to a redistribution of WDR load. Numerical modeling of runoff can be performed using the Nusselt solution [52] or thin-film models [53], which is beyond the scope of the current study. In addition, the present study considers the maximum potential evaporation over the entire considered period. These two assumptions regarding the wetting and drying fluxes generally correspond to a façade material with high moisture permeability. In reality, moisture can also stay within the envelope while the exterior surface completely dries out.

One of the advantages of the applied method is that it is independent of the actual envelope composition. This method is intended as a first estimate for moisture-induced damage risks, and for comparison of the risks under different meteorological conditions. Therefore, the applied indices for freeze–thaw damage risks act as an indication for how likely the freeze–thaw damage will occur, and how this risk will change over the years. In reality, reaching freezing conditions is not enough for freeze–thaw damage to occur. Additionally, the material should be at a critical degree of saturation of moisture content at the time of freezing, and the internal freezing stresses should be higher than the material strength [54,55]. The accurate representation of these mechanisms and direct conclusions on freeze–thaw damage would require a hygrothermal simulation, eventually coupled to a mechanical simulation, which could resolve the occurrence of freezing and thawing locally, considering the pore-size distribution of the material [12,56,57] and the resulting mechanical stresses.

Building damage risks could increase in the coming decades due to climate change, reinforcing the need for accurate information on the spatial and temporal distribution of WDR. Further work is planned to perform hygrothermal simulations for those specific locations selected from CFD analyses, and for the critical periods based on the climatic indices. In this paper, we show that the choice of reference year has an impact on the evaluation of the risk of freeze–thaw damage, which is very sensitive to temperature. Further work is needed in order to develop a methodology to select a reference year, or a range of reference years, for evaluating the impact of climate change.

8. Conclusions

Detailed CFD simulations of the wind-flow field were performed around the Parliament buildings in Ottawa, Canada. The calculated time-varying WDR load was combined with the time-varying potential evaporation. The combined approach of CFD with wetting and drying fluxes helps to locate critical zones with high WDR load, and to provide a first assessment of the moisture-induced damage risk over the course of several years. Based on the CFD simulations, the highest WDR exposure on the Center Block was observed on the
smaller towers, which cause a limited disturbance to the approaching wind flow, i.e., lower wind blockage. Additionally, the corners of the main tower and the main building have relatively higher WDR exposure.

The results indicate a varying degree of freeze–thaw damage risk over the five years considered. With climate change, the increases in annual rainfall and temperature can have opposite effects in terms of freeze–thaw damage risk. While the façades will be exposed to more WDR in general in the future, freeze–thaw damage risk may increase or decrease, depending on future temperature levels. This is best observed for the 2010 and 2011 conditions, which indicate an increase in freeze–thaw damage risk at moderate increases in temperatures, but a decrease at larger increase in temperatures. For years with lower temperature—e.g., 2013—both moderate and large increases in temperatures indicate a higher risk of freeze–thaw damage in the future. Based on the current measured data, the risky periods are located between November and January, and occasionally also in March. Future predictions show an increasing shift in average temperatures, which will also likely shift the risky periods for freeze–thaw damage. There is a need to develop a methodology for future scenarios that is less sensitive to the choice of reference years. Definitive conclusions with regard to freeze–thaw damage would require detailed hygrothermal simulations of building envelopes, taking into account the critical degree of saturation of the material and the mechanical stresses occurring within the material during freeze–thaw cycles. The presented fast methodology yields estimates, indicating whether a more detailed analysis is required or not, upon which subsequent steps of analysis can be defined.
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