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Abstract. Classifier chains is a key technique in multi-label classification, since it allows to consider label dependencies effectively. However, the classifiers are aligned according to a static order of the labels. In the concept of dynamic classifier chains (DCC) the label ordering is chosen for each prediction dynamically depending on the respective instance at hand. We combine this concept with the boosting of extreme gradient boosted trees (XGBoost), an effective and scalable state-of-the-art technique, and incorporate DCC in a fast multi-label extension of XGBoost which we make publicly available. As only positive labels have to be predicted and these are usually only few, the training costs can be further substantially reduced. Moreover, as experiments on eleven datasets show, the length of the chain allows for a more control over the usage of previous predictions and hence over the measure one want to optimize.
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1 Introduction

Classical supervised learning tasks deal with the problem to assign a single class label to an instance. Multi-label classification (MLC) is an extension of these problems where each instance can be associated with multiple labels from a given label space [17]. A straight-forward solution, referred to as binary relevance decomposition (BR), learns a separate classification model for each of the target labels. However, it neglects possible interactions between the labels. Classifier chains (CC) similarly learn one model per label, but these take the predictions of the previous models along a predetermined sequence of the labels into account [12]. It was shown formally that CC is able to capture local as well as global dependencies and that these are crucial if the goal is to predict the correct label combinations, rather than each label for itself [2]. However, in practice the success of applying CC highly depends on the order of the labels along the chain. Finding a good sequence is a non-trivial task. First, the number of possible sequences to consider grows exponentially with the number of labels. Second, even though a sequence might exist which is optimal w.r.t. some global dependencies in the data, local dependencies make it necessary to consider different chains for different instances. For instance, in a driving scene scenario it
is arguable easier to detect first a car and then infer its headlights during the day, whereas it is easier to first detect the lights and from that deduce the car during the night. Roughly speaking, each instance has its own sequence of best inferring its true labels.

Dynamic chain approaches address the problem of finding a good sequence for a particular instance. For instance, Kulessa and Loza Mencía [5] propose to build an ensemble of random decision trees (RDT) with special label tests at the inner nodes. The approach predicts at each iteration the label for which the RDT is most certain and re-uses that information in subsequent iterations. Despite the appealing simplicity due to the flexibility of RDT, it comes at the expense of predictive performance since RDT are not trained in order to optimize a particular measure.

The Extreme Gradient Boosted Trees (XGBoost) approach [1], instead, is a highly optimized and efficient tree induction method which has been very successful recently in international competitions. Similarly to CC and dynamic chain approaches, XGBoost refines its predictions in subsequent iterations by using boosting. This served as inspiration to the proposed approach XDCC\(^1\) which integrates Dynamic Classifier Chains into the extreme boosting structure of gradient boosted trees. XDCC’s optimization goal in each boosting round is to predict only a single label for which it is the most certain. This label can be different for each training instance and depends on the given data, label dependencies and previous predictions for the instance at hand. The information about the predicted labels is carried over to subsequent rounds.

A key advantage of the proposed approach is the reduced run time in comparison to classifier chains. This is due to the fact that though the total number of labels can be quite high in MLC, the number of actually relevant labels for each instance is relatively low, usually below 10. Hence, only few rounds are potentially enough if only the positive labels are predicted, whereas CC-based approaches have to still make predictions for each of the existing labels.

2 Preliminaries

This section provides a short overview of the notations used in this work. Additionally an insight to XGBoosts basic functionality, i.e. to the tree boosting and classification process as well as the way it can deal with multiple targets, is given.

2.1 Multilabel classification

Multilabel classification (MLC) is the task of predicting for a finite set of \(N\) unique class labels \(* = \{\lambda_1, \ldots, \lambda_N\}\) whether they are relevant/positive, i.e., \(y_j = 1\) if \(\lambda_j\) is relevant, or \(y_j = 0\) if \(\lambda_j\) is irrelevant/negative, for a given instance. The training set consists of training examples \(x_i \in \mathcal{X}\) and associated

\(^1\) Publicly available at https://github.com/keelm/XDCC
label sets $y_i \in \mathcal{Y} = \{0, 1\}^N$, $1 \leq i \leq M$, which can be represented as matrices $X = (x_{ik}) \in \mathbb{A}^{M \times K}$ and $Y = (y_{ij}) \in \{0, 1\}^{M \times N}$, where features $x_{ij}$ can be represented as continuous, categorical or binary values. An MLC classifier $h : \mathcal{X} \rightarrow \mathcal{Y}$ is trained on the training set in order to learn the mapping between input features and output label vector. The prediction of $h$ for a test example $x$ is a binary vector $\hat{y} = h(x)$. An extensive overview over MLC is provided by Tsoumakas and Katakis [17].

The simplest solution to MLC is to learn a binary classifier $h_j$ for each of the labels $\lambda_j$ using the corresponding column in $Y$ as target signal. The approach is referred to as binary relevance decomposition (BR) and disregards dependencies between the labels. For instance, BR might predict contradicting label combinations (for a specific dataset) since the labels are predicted independently from each other.

### 2.2 (Dynamic) Classifier Chains

The approach of classifier chains [12] overcomes the disadvantages of BR as it neither assumes full label independence nor full dependence. As in BR, a set of $N$ binary classifiers is trained, but in order to being able to consider dependencies, the classifiers are connected in a chain according to the Bayesian chain rule and pass their predictions along a chain. Each classifier then takes the predictions of all previous ones as additional features and builds a new model.

More specifically each $h_j$ is trained on the augmented training data $X \times Y_{\cdot,1} \times \ldots \times Y_{\cdot,j-1}$ to predict the $j$-th column $Y_{\cdot,j}$ of $Y$ based on previous predictions $\hat{y}_1, \ldots, \hat{y}_{j-1}$ as follows

$$\hat{y}_j = h_j(x, \hat{y}_1, \ldots, \hat{y}_{j-1}) \quad (1)$$

with $\hat{y}_1 = h_1(x)$ and assuming for convenience an ascending order on the labels.

As further research revealed, CCs are able to capture global dependencies as well as dependencies appearing only locally in the instance space [2]. However, the ability of the CC approach to capture dependencies is determined by the chosen ordering of the labels. A common approach is to set the order of the labels randomly. Early experimental results already revealed that the ordering has an obvious effect on the predictive performance [12, 13]. A solution is to use ensembles of CCs with different orderings [12, 6], but creating and maintaining an ensemble of CCs is not always feasible [1] and comes with further issues on combining the predictions. An alternative way to handle the label ordering problem is to determine a good chain sequence in advance. For this purpose methods such as genetic algorithms [4], Bayesian networks [16] or double Monte Carlo optimization technique [11] have been used.

Apart from the computational disadvantages of exploring different label sequences, which often leads to just choosing a random ordering in practice, another issue is the underlying assumption that there is one unique, globally optimal ordering which fits equally to all instances. Instead, dynamic approaches choose the label ordering depending on the test instance at hand. For instance,
Silva et al. [15] determine the classification order on the fly by looking at the nearest neighbors of the test instance and using the label ordering which works well on the neighbors. However, the approach is computationally expensive since new CC models have to be built during prediction. Nam et al. [10] use recurrent neural networks to predict the positive labels as a sequence. Nam et al. [9] further use reinforcement learning to determine a different, best fitting sequence over the positive labels of each training instance. Predicting only the positive labels has the advantage of considerably lower computational costs during prediction, since the number of relevant labels is usually low in comparison to the total number of available labels. The advantage comes at the expense of ignoring dependencies to negative labels. Predicting the absence of a label is often much easier than finding positive ones and the knowledge about the absence of a label might be very useful to predict a positive label. Despite the induction of the positive labels does not depend on the number of labels, the approaches of Nam et al. [10, 9] can still be computationally very demanding due to the complex neural architectures needed, especially regarding the usage of reinforcement learning which actually has again to explore many possible label sequences during training.

Kulessa and Loza Mencía [5] propose to integrate dynamic classifier chains in random decision trees (RDT) [19]. In contrast to the common induction of decision trees or to random forests, RDTs are constructed completely at random without following any predictive quality criterion. Kulessa and Loza Mencía [5] place tests on the labels at the inner nodes, which they can turn on and off without altering the original target of the RDT since it is only specified during prediction by the way of combing the statistics in the leaves. Hence, it is possible to simulate any binary base classifier of a CC in any possible chain sequence. In an iterative process, the same RDTs is queried subsequently to determine the next most certain (positive or negative) label. In the respective next iteration the predicted label is added to the input features like in CC and the respective label tests are turned on.

The results of the experimental evaluation of DCC-RDT show that the dynamic classification achieves a major improvement over static label orderings. However, the lack of any optimization may lead to an insuperable gap to state-of-the-art methods. In fact, the results also show that RDT are inherently not suitable for sparse data like text.

2.3 Extreme Gradient Boosted Trees

Extreme Gradient Boosted Trees (XGBoost) [1] is a versatile implementation of gradient boosted trees. One of the reasons for its success is the very good scalability due to the specific usage of advanced techniques for dealing with large scale data. XGBoost was originally designed for dealing with regression problems, but different objectives can be defined by correspondingly adapting the objective function and the interpretation of the numeric estimates. Each model consists of a predefined number of decision trees. These trees are built using gradient boosting, i.e., the model is step-wise adding trees which further
minimize the training loss. They are constructed recursively, starting at the root node, by adding feature tests on the inner nodes. At each inner node, all possible feature tests are evaluated according to the gain obtained by applying the split on the data. The test candidate returning the highest gain score is then taken and both children are further split up until the maximum depth is reached or the gains stay below a certain threshold. A prediction can be calculated by passing an instance through all trees and summing up their respective leaf scores.

**Boosted Optimization** We refer to [1] for a more detailed description of XGBoost. An XGBoost model consists of a sequence of $T$ decision trees $f_1, \ldots, f_T$. Each tree returns a numeric estimate $f_c(x)$ for a given instance $x$. Predictions are generated by passing an instance through all trees and summing up their leaf scores. The model is trained in an additive manner and each boosting round adds a new tree that improves the model most. For the $t$-th tree the loss to minimize becomes

$$L^{(t)} = \sum_{i=1}^{M} l \left( y_i, (\hat{y}_i^{(t-1)} + f_t(x_i)) \right) + \Omega(f_t)$$

where $l(y, \hat{y})$ is the loss function for each individual prediction, $\hat{y}_i^{(t-1)} = \sum_{k=1}^{t-1} f_k(x_i)$ the prediction of the tree ensemble so far and $\Omega$ is an additional term to regularize the tree. Combined with a convex differential loss function the objective can be simplified by taking the second-order approximation which gives us the final objective to optimize:

$$\text{obj}^{(t)} = \sum_{v=1}^{T} [G_v w_v + \frac{1}{2} (H_v + \epsilon) w_v^2] + \gamma T$$

with $G_v = \sum_{i \in I_v} g_i$, $H_v = \sum_{i \in I_v} h_i$

$$I_v = \{ i | q(x_i) = v \}$$ is the set of indices for all data points in leaf $v$. $G_v$ defines the sum of the gradients for all instances $I_v$ in leaf $v$, $H_v$ the corresponding sum of the Hessians and $w_v$ the vector of leaf scores. With the optimal weights $w^*_v$ for leaf $v$ the objective becomes

$$\text{obj}^* = -\frac{1}{2} \sum_{v=1}^{T} \frac{G_v^2}{H_v + \epsilon} + \gamma T$$

with $w^*_v = -\frac{G_v}{H_v + \epsilon}$

These weights finally lead to the gain function used to evaluate different splits. The indices $L$ and $R$ for $G$ and $H$ refer to the proposed right and left child candidates:

$$L^{\text{split}} = \frac{1}{2} \left[ \frac{G_L^2}{H_L + \epsilon} + \frac{G_R^2}{H_R + \epsilon} - \frac{(G_L + G_R)^2}{H_L + H_R + \epsilon} \right] - \gamma$$

There are only few special adaptations of the gradient boosting approach to MLC in the literature and they mainly deal with computational costs. Both [14]
and [20] propose to exploit the sparse label structure which they try to transfer to the gradient and Hessian matrix by using $L_0$ regularization. These approaches are limited to decomposable evaluation measures, which roughly speaking means that, opposed to the classifier chains approaches, they are tailored towards predicting the labels separately rather than jointly. Moreover, different technical improvements regarding parallelization and approximate split finding are proposed which could also be applied to the proposed technique in the following.

3 Learning a Dynamic Chain of Boosted Tree Classifiers

Instead of learning a static CC that predicts labels in a predefined rigid order, we introduce a dynamic classifier chain (DCC) where each chain-classifier predicts only a single label which is not predetermined and can be different for each sample. To prevent learning bad label dependencies, the base-classifiers are built to maximize the probability of only a single label. On the one hand this allows to exploit more complex label dependencies, and on the other side to massively reduce the length of the chain, while still being able to predict all labels. Given a dataset with 100 labels and a cardinality of five, a DCC of length five has the ability to predict all labels, whereas a CC would have to train 100 models. Because of XGBoosts highly optimized boosting-tree architecture, we decided to use it as base-classifiers in our chain. Therefore we have to modify it and make it capable of building multilabel-trees which can deal with an arbitrary number of labels.

3.1 Multi-label XGBoost

Since XGBoost only supports binary classification with its trees in the original implementation, the underlying tree structure had to be adapted in order to support multi-label targets.

The first modification is to calculate leaf weights and gradients over all class labels instead of only a single one. More specifically, $G_{j,v} = \sum_{i \in I_v} g_{j,i}$ and $H_{j,v} = \sum_{i \in I_v} h_{j,i}$ extend to the labels $1 \leq j \leq N$. In consequence, the objective function [1] and gain functions [5] have to be adapted to consider gradient and hessian values from all classes. A common approach in multi-variate regression and multi-target classification is to compute the average loss of the model over all targets [18]. Adapted to our XGBoost trees, this corresponds to the sum of $\frac{G_{j}^2}{H_{j}+\epsilon}$ over all labels (cf. Table 1). We refer to it as the sumGain split method. We use cross entropy as our loss, as it has demonstrated to be appropriate practically and also theoretically for binary and especially multi-label classification tasks [8] [2]. Hence, the loss is computed as (shown here only for a single label)

$$l(y, \hat{y}) = -y \log(\hat{y}) + (1 - y) \log(1 - \hat{y}) \quad (6)$$

In order to get $\hat{y}$ as a probability between zero and one, a sigmoid transformation has to be applied to the summed up raw leaf predictions $\hat{y} = \sum_{t=1}^{T} f_t(x)$,
returned from all boosting trees, where \( \hat{y}' = \text{sigmoid}(\hat{y}) = \frac{1}{1+e^{-\hat{y}}} \). This is also beneficial for calculating \( g \) and \( h \), since the gradients of the loss function simply become

\[
g = \hat{y} - y \quad \text{and} \quad h = \hat{y} \cdot (1 - \hat{y})
\]  

One might not expect a very different predictions from the combined formulation than from minimizing the loss for each label separately by separate models (as by BR). However, as Waegeman et al. [18] note fitting one model to optimize the average label loss has a regularization effect that stabilizes the predictions, especially for infrequent labels. In addition, only one model has to be inferred in comparison to \( N \) which has a major implication on the computational costs. This is especially an advantage in the case of a large number of labels and our proposed dynamic approach can directly benefit from it.

### 3.2 Extreme Dynamic Classifier Chains

After introducing the ML-XGBoost models, which can deal with multiple labels, the next step is to modify the tree construction to align it with our goal of predicting a single label per instance.

Table 1 shows the proposed split functions and an example for each one to demonstrate the gain calculations. We assume to have a single instance with four different target labels \( y \) and their corresponding predictions \( \hat{y} \). \( g \) and \( h \) are calculated according to Eq. (7) and we get \( G = (-0.2, -0.8, 0.9, 0.1) \). We have focused on different characteristics for each function. The \( \text{max} \) versions focus on
Table 1: Proposed split gain calculations with a simplified example calculation for the predicted scores $\hat{y} = (0.8, 0.2, 0.9, 0.1)$ of the previous trees and given true labels $y = (1, 1, 0, 0)$. For convenience, we assume $H_j + \epsilon = 1$.

| Gain       | Formula                      | Example         | Gain       | Formula                      | Ex.  |
|------------|------------------------------|-----------------|------------|------------------------------|------|
| $\text{sumGain}$ | $\sum_{j=1}^{N} \left( \frac{G_j^2}{H_j + \epsilon} \right)$ | $0.2^2 + 0.8^2 + 0.9^2 + 0.1^2$ | $\text{maxGain}$ | $\max_{1 \leq i \leq N} \left( \frac{G_i^2}{H_i + \epsilon} \right)$ | $0.9^2$ |
| $\text{sumWeight}$ | $\sum_{i=1}^{N} \left( \frac{-G_j}{H_j + \epsilon} \right)$ | $0.2 + 0.8 - 0.9 - 0.1$ | $\text{maxWeight}$ | $\max_{1 \leq i \leq N} \left( \frac{-G_i}{H_i + \epsilon} \right)$ | $0.8$ |
| $\text{sumAbsG}$ | $\sum_{i=1}^{N} \left( \frac{-G_j}{H_j + \epsilon} \right)$ | $0.2 + 0.8 + 0.9 + 0.1$ | $\text{maxAbsG}$ | $\max_{1 \leq i \leq N} \left( \frac{-G_i}{H_i + \epsilon} \right)$ | $0.9$ |

optimizing a tree for predicting only a single label, whereas $\text{sum}$ functions aim for finding a harmonic split that generates predictions with high probabilities over all labels. The $\text{weight}$ variants focus on directly optimizing the tree outputs and hence prefer positive labels, while the $\text{gain}$ splits stay close to XGBoosts original gain calculation and try to optimize positive and negative labels to the same extend. Herein after we give a more detailed description and motivation for each gain function:

**Maximum default gain over all labels** XDCC predicts labels one by one. It hence does not need to find a split which increases the expected loss over all labels (such as $\text{sumGain}$), but only one. Hence, $\text{maxGain}$ is tailored to find the label with maximal gain, which corresponds to the label for which the previous trees produced the largest error. In the example in Table 1 this corresponds to $\lambda_3$ for which a change of $0.9^2$ w.r.t. cross entropy was computed if the prediction is changed to the correct one.

**Sum and maximum gradients over all labels** In contrast to $\text{maxGain}$, $\text{sumGrad}$ aims at good predictions for positive labels only and hence corresponds to the idea of predicting the positive labels first. Positive labels obtain positive scores, whereas negative labels obtain negative scores. The variant $\text{maxGrad}$ chooses the positive label for which the greatest improvement is possible and only goes for the best performing negative label if there are no true positive labels in the instance set. In the example, $\lambda_2$ is chosen since the improvement is greater than for $\lambda_1$, and definitely greater as for the negative labels.

**Sum and maximum absolute gradients over all labels** In contrast to $\text{sumGain}$ and $\text{maxGain}$, the measures $\text{sumGrad}$ and $\text{maxGrad}$ not only favour positive labels but also take the gradients linearly instead of quadratically into account. This might, for instance, reduce the sensitivity to outliers. Hence, we also include two variants $\text{sumAbsG}$ and $\text{maxAbsG}$ which encourage to predict the labels where the model would improve the most, regardless whether it is positive and negative, but which similarly to $\text{sumGrad}$ and $\text{avgGrad}$ use a linear scale on the gradients.
Even though DCC’s original design is to predict a single positive label per round, good overall predictions might be required from the beginning for instance in the case of shorter chains. Therefore, we use the split-method as an additional hyperparameter to choose it individually for different XDCC variants and datasets.

Training Process A schematic view for training the dynamic chain with a length of two is shown in Figure 1 following the blue lines. In a first preprocessing step, the training datasets have to be adapted. For each label $\lambda_j$, a new label-feature $p^0_{i,j}$, initialized as unknown (?), is added to the original features resulting in the augmented space $\mathbf{x}, p \in X \times [0,1]^N$. While proceeding through the chain, these "?" values are replaced with predicted label probabilities out of $\hat{y}^r = \sum_{t=1}^{T_r} \mathbf{f}_t^r((\mathbf{x}, p^{r-1}))$ in round $r$. As soon as these feature columns begin to be filled with values, following classifiers may detect dependencies and base their predictions on them. Each round $r$, for $1 \leq r \leq N$, starts with training a new ML-XGBoost model by passing the train set combined with the additional label-features $p^{r-1}$ and the target label matrix $\mathbf{y}$ to it. Afterwards, the model is used to generate predictions $\hat{y}^r$ on the same data used to train it, shown in the predictions tables. In the last step these predictions are then propagated to the next chain-classifier, by replacing the corresponding label features with the predicted probabilities $p^r$. Three different cases can occur during this process:

- At least one label, that was not propagated previously, has a probability $\geq 0.5$: The label with the highest probability is propagated.
- All labels, that were not propagated previously, have probabilities $< 0.5$: The label with the lowest probability is propagated.
- Otherwise, no additional label is propagated.

They can be formalized where $p^r_{i,j}$ denotes the added label feature and $p^{r-1}_{i,j}$ the corresponding predictions for label $\lambda_j$ of an instance $x_i$ in training round $r$.

$$p^r_{i,j} = \begin{cases} \hat{y}^r_{i,j} & \text{if } p^{r-1}_{i,j} = ? \text{ and } \max_m \hat{y}^r_{i,m} \geq 0.5 \text{ and } \hat{y}^r_{i,j} = \max_m \hat{y}^r_{i,m} \\ \hat{y}^r_{i,j} & \text{if } p^{r-1}_{i,j} = ? \text{ and } \max_m \hat{y}^r_{i,m} < 0.5 \text{ and } \hat{y}^r_{i,j} = \min_m \hat{y}^r_{i,m} \\ p^{r-1}_{i,j} & \text{otherwise} \end{cases}$$ (8)

In all cases where labels are propagated, later classifiers are not allowed to change these labels from positive to negative or the other way around, based on the assumption that later classifiers tend to have a higher error rate, since their decisions are based on previous predictions [13].

Prediction Process The prediction process is similar to the training process. Instead of training a model in each step, we reuse the models from the training phase to generate predictions on the test set. After all predictions are propagated, the propagated labels are mapped to label predictions, where probabilities $p_{i,j} < 0.5$ or equal to ? are interpreted as negative labels and probabilities $p_{i,j} \geq 0.5$ as positive labels. The process is depicted in Figure 1 following the red lines.
3.3 Refinements to the chain

In this section we shortly describe two problems we faced during development of the DCC approach and propose methods to tackle them.

**Separate and Conquer** Consecutive models in the chain tend to select the same splits and therefore predict the same labels, especially ones which are easy to learn, i.e. if they clone existing features. We solve this problem by introducing an approach similar to separate-and-conquer from rule learning [3]. The *separating* step turns all gradient and hessian values of previous predicted labels for an instance to zero. Thereby they are no longer considered during split score calculation in the *conquering* step and other splits become more likely since scores for already used splits are lower.

**Cumulated Predictions** A second observation was that final predictions, after traversing the chain, contain too little positive labels. Analyzing the chain models showed that especially early models predict multiple positive labels, but are only allowed to propagate the one with the highest probability. Therefore we introduce *cumulated predictions* to preserve these otherwise forgotten positive predictions. The idea is to save all predictions of each chain classifier and merge them afterwards with the chain predictions of the unmodified DCC using the following heuristic. The final cumulated prediction $c_{i,j}$ for label $\lambda_j$ and instance $x_i$ is computed as

$$
c_{i,j} = \begin{cases} 
p_i^{N, j} & \text{if } p_i^{N, j} \neq \text{?} \\
\max(\hat{y}_i^{1,j}, ..., \hat{y}_i^{N,j}) & \text{otherwise}
\end{cases} \quad (9)
$$

4 Experiments

The experiments were evaluated for the following models, where BR, CC and RDT serve as baselines:

- **BR**: Binary Relevance with default XGBoost models for binary-classification.
- **CC**: Classifier Chains with a random order and default XGBoost as base-models.
- **RDT-DCC**: Dynamic Classifier Chains using Random Decision Trees [5].
- **ML-XGB**: A single multi-label XGBoost model introduced in Section 3.1.
- **XDCC**: Our Dynamic Classifier Chain with ML-XGB models as base classifiers.
- **XDCC cumulated**: The cumulated version of DCC introduced in Section 3.2.

The evaluated datasets in Table 2 cover a wide variety of application areas for multi-label classification. The number of labels vary between a few (6) and hundreds (374). The number of labels per instance (cardinality) is usually low in comparison (<10), but can raise up to 26 (CAL500). All datasets came with
predefined train-test splits which were used for the final evaluation. Parameters were tuned in terms of obtaining best F1 on randomly chosen validation set containing 20% of the train set.

4.1 Evaluation Measures

From the large variety of evaluation measures that exist for MLC the most interesting ones for analyzing our proposed methods are Hamming accuracy (HA) and subset accuracy (SA). Hamming accuracy denotes the accuracy of predicting individual labels averaged over all labels, whereas subset accuracy measures the ability of a classifier of predicting exactly the true label combination for an instance. In the case of predicting a large amount of labels, subset accuracy is often of limited use since it often evaluates to zero. Hence, we additionally consider example-based F1 as measure especially for the parameter tuning. It can be considered as a compromise between Hamming and subset accuracy and was also used by Nam et al. [9, 10] as surrogate loss for subset accuracy. More formally, the comparison between true $y$ and predicted $\hat{y}$ for a test instance $x$ is evaluated to (with $I$ as indicator function)

$$SA = I[y = \hat{y}] \quad HA = \frac{1}{N} \sum_{j=1}^{N} I[y_j = \hat{y}_j] \quad F1 = \frac{2 \sum_{j=1}^{N} y_j \hat{y}_j}{\sum_{j=1}^{N} y_j + \sum_{j=1}^{N} \hat{y}_j}$$

As Dembczyński et al. [2] indicate, HA and SA are orthogonal to each other. From a probabilistic perspective, to predict the true label combination requires to find the mode of the joint label distribution, whereas it is sufficient to find the modes of the marginal label distributions for Hamming accuracy. If there are dependencies between labels, both modes do not have to coincide. In consequence, an approach such as BR is sufficient if one is interested in good HA (or there are no dependencies). CC, especially if using the same base learner and

---

2 The following parameters were tuned by grid-search: number of trees \{100, 300, 500\}, max tree depth \{5, 10, 20, 30, 50\}, percentage labels \{0.1, 0.2, 0.3\} for RDT, max tree depth \{5, 10, 20, 50, 100\}, number of boosting rounds \{10, 20, 50, 100\}, learning rate \{0.1, 0.2, 0.3\} for XDCC, ML-XGB, BR, CC, split methods in Table 1 for XDCC, ML-XGB.
configuration as its BR counterpart, cannot be expected to improve over BR regarding Hamming. On the other hand, the reverse behaviour can be expected for SA. Hence, the trade-off between both measures and the relation to BR can serve us to assess the ability of considering label dependencies.

### 4.2 Results

As described in Section 3.2, XDCC can provide a meaningful prediction after each round, which is a major advantage over CC in terms of computational costs. Moreover, by subsequently refining its predictions based on previous predictions, we expected to advance especially in terms of SA. Figure 2 shows measures HA, SA and training times for different lengths of the chain on YEAST. CC and XDCC were trained with optimal parameters for CC for a fair comparison of the computational times. Note that length 1 corresponds to ML-XGB when the same parameter were used. The first observation is that, as expected, HA and SA increase with increasing length for the standard XDCC variant until a little bit further than the average cardinality of 4 of the dataset. If we add
Table 3: Predictive performance and training times comparison. Shown are the average ranks over the 10 datasets and the ranks over these in brackets.

| Method        | HA (1) | SA (4) | F1 (2) | Train time |
|---------------|--------|--------|--------|------------|
| BR            | 2.20   | 3.45   | 3.00   | 3.00 (3)   |
| CC            | 3.05   | 2.60   | 3.30   | 3.30 (4)   |
| RDT-DCC       | 5.10   | 4.05   | 3.60   | –          |
| ML-XDB        | 2.90   | 3.20   | 3.35   | 1.10 (1)   |
| XDCC$^{cum}$  | 3.15   | 4.05   | 2.45   | 2.60 (2)   |
| XDCC$^{std}$  | 4.60   | 4.65   | 5.30   | –          |

The cumulated predictions, the performances converge much faster. Yet, there is a clear improvement visible for SA, which indicates that XDCC$^{cum}$ is able to directly benefit from the previous predictions in order to match the correct label combinations. The cumulated predictions are also decisive to surpass CC. Interestingly, the training costs of CC are also never reached although the same XGBoost parameters were used.

The point where train times of CC are reached by XDCC are further investigated in Figure 4. It shows the ratio of XDCC$^{cum}$ to CC for the different datasets (connected lines) and chain lengths. CAL500 around (0.1,1.4) is not shown for convenience. The diagram shows that XDCC only takes longer than CC on four datasets and only for the last rounds. For three of these datasets XDCC does not reach CC’s F1. As already shown in Figure 2, XDCC$^{cum}$ only

![Figure 4: Train time ratios between XDCC$^{cum}$ and CC in relation to their ratio with respect to F1 for nine datasets. For instance, all points below $x = 1$ and $y = 1$ indicate XDCC$^{cum}$ models which consume less training time but perform worse than CC w.r.t. F1.](image-url)
improves in the first rounds, and sometimes there is even a tendency to decrease. The progress of predicting the labels is also depicted in Figure 3. It visualizes that positive labels are generally predicted in earlier rounds, as expected from the design of the split functions. As shown previously, this behaviour is decisive for the fast convergence and hence the possibility to end the training and prediction processes already in early rounds.

Table 3 also includes a comparison to the RDT-DCC baseline. The first observation is the strong baseline achieved by BR regarding Hamming, as partially expected in Section 4.1. In the same way, CC is best in terms of SA. However, ML-XGB performs second regarding HA and XDCC$_{cum}$ is second regarding SA, which suggests that the proposed approach is able to trade-off between both extremes. This is also confirmed by the best position in terms of F1. RDT is the worst performing approach and is even sometimes surpassed by XDCC$_{std}$ which is only included for showing the effect of cumulative predictions.

5 Conclusions

We have proposed in this work XDCC, an adaptation of extreme gradient boosted trees which integrate dynamic chain classifier. XDCC predicts labels along the chain in a dynamic order which adapts to each test instance individually. It was shown that the positive labels are predominantly predicted at the beginning of the process, which allows XDCC to achieve its maximum performance already after a few rounds. This allows XDCC to reduce the length of the chain, which together with the multi-target formulation of XDCC leads to substantial improvements in comparison to binary relevance and classifier chains regarding computational costs, often even if the full chain is processed. The length of the chain also trades-off between the two orthogonal objectives of BR and CC, leading to in average the best results in terms of example-based F1.

We will consider in the future to specifically adapt our approach to the setting of large number of labels, e.g. by integrating some of the sparse techniques proposed in [14, 20]. Since the number of associated labels per instance is usually not affected by the increasing number of labels, it will be interesting to see how XDCC will behave with respect to computational costs, but also regarding the exploitation of label dependencies since the size of the (dependency) chains should remain of the same size. In order to actually benefit computationally from these short chains, we are planning to include a virtual label which indicates the end of the training and prediction process, similar to the idea of the calibrating label in pairwise learning [7].
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