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ABSTRACT

Fake news, malicious rumors, fabricated reviews, generated images and videos, are today spread at an unprecedented rate, making the task of manually assessing data veracity for decision-making purposes a daunting task. Hence, it is urgent to explore possibilities to perform automatic veracity assessment. In this work we review the literature in search for methods and techniques representing state of the art with regard to computerized veracity assessment. We study what others have done within the area of veracity assessment, especially targeted towards social media and open source data, to understand research trends and determine needs for future research.

The most common veracity assessment method among the studied set of papers is to perform text analysis using supervised learning. Regarding methods for machine learning much has happened in the last couple of years related to the advancements made in deep learning. However, very few papers make use of these advancements. Also, the papers in general tend to have a narrow scope, as they focus on solving a small task with only one type of data from one main source. The overall veracity assessment problem is complex, requiring a combination of data sources, data types, indicators, and methods. Only a few papers take on such a broad scope, thus, demonstrating the relative immaturity of the veracity assessment domain.

1. Introduction

As the internet has become a significant source of information for many, the need to assess the veracity of statements to, e.g., identify the spreading of false information, is apparent. Since individuals, companies, organizations, etc.—i.e., almost anyone—can write and post anything on the web, the information is often incomplete, ambiguous, contradicting, biased, or wrong. Further, due to the large amounts of heterogeneous information and the velocity with which it is created, it quickly becomes unfeasible to manually assess its veracity. A decision support system is only as good as its underlying data. The question of data veracity especially comes to mind whenever data retrieved from social media and other open sources is utilized. Hence, automatic, i.e., computerized, methods and tools capable of processing and assessing large amounts of data are needed.

The terms veracity and veracity assessment deserve a few words of introduction. The concept of veracity was introduced and became widely used among computer scientists after it, in 2012, was proposed as the fourth “V” [18, 91, 96] (the other ones being Volume, Variety, and Velocity) of big data [57]. In a blog post Snow [96] argues that trusted data needed to be defined separately in the era of big data, with its generally easy access to large volumes of heterogeneous data. Snow [96] states that “I believe that the definition of trusted data depends on the way you are using the data and applying it to your business.” Furthermore, veracity is presented as a concept that “deals with uncertain or imprecise data” which is an important property to take into account when data is analyzed and ultimately used for decision-making.

In a cursory overview of different veracity definitions in dictionaries, see Fig. 1, one can observe proposals in which aspects of accuracy, credibility, truthfulness and quality can be used to delimit the term. These aspects represent several different but equally valid views of veracity that are interrelated. Hence, we note that it is hard to define such a broad term in a succinct manner.

In the big data domain, data scientists and researchers have tried to give more precise descriptions and/or definitions of the veracity
concept. Some proposals are in line with the dictionary definitions of Fig. 1, while others take an approach of using corresponding negated terms, or both. An IBM report from 2012 describes veracity as “data uncertainty,” referring to the ability of “managing the reliability and predictability of inherently imprecise data types” [91]. Another IBM report from the same year, states that veracity has to do with managing “data in doubt” and relates it to “uncertainty due to data inconsistency, incompleteness, ambiguities, and deception” [18]. In the corresponding presentation the author also gives what could be interpreted as a definition of veracity, i.e., “truthfulness, accuracy or precision, correctness.” There are many more examples; Lukoianova and Rubin [68] propose a veracity framework with three main veracity dimensions outlined by “objectivity, truthfulness, credibility and their opposites,” and Ramachandramurthy et al. [83] state that veracity “focuses on Information Quality (IQ).” It is worth pointing out that many of the veracity aspects such as data quality, truth, credibility, and trustfulness assessment, were not new and had been addressed by researchers in related settings, e.g., decision support and information systems, before the big data inclusion in 2012 [2, 28, 70, 77, 104].

Another related veracity assessment concept is the indicator; an indicator is a predefined phenomenon of interest that may, or may not, be present in the data. The occurrences of one or several indicators can be used to facilitate the veracity assessment process. The indicators may also affect the confidence in an assessment positively or negatively. Indicators can also in themselves be assessed with regard to veracity. Whether a specific approach targets a single indicator or solves the whole veracity assessment problem is in many cases context-dependent: determining user credibility can for example both be a purpose in itself and be thought of as a veracity assessment indicator.

In sum, despite many researchers’ efforts, we assert that there is no prevalent generally agreed upon definition of veracity in academia. In this work we refrain from adding yet another definition, thereby obtaining a view of the state of the art for this domain. Open source data refers to information published online such as social media posts, blog posts, forum entries, newspaper articles, whether on the shallow or the deep web. Hence, the research question to be studied is the following:

- Which approaches, methods, algorithms, and tools are used or proposed for automatic veracity assessment of open source data?

1.2. Outline

The remainder of this paper is structured as follows. Section 2 describes the chosen methodology and our choices in the execution of it. Section 3 contains the results of the undertaken systematic literature survey. This is followed by a synthesis and gap analysis discussion of the obtained results in Section 4, while the last section sums up the work and presents conclusions.

2. Review methodology

We address the research question in Section 1 by conducting a systematic literature review (SLR). An SLR aims to study scientific literature in an unbiased and reproducible way, aiming to find all existing works that fit the set criteria. Reasons for including or excluding studies are explicitly stated and agreed upon before searching for relevant studies. In this SLR the guidelines proposed by Kitchenham and Charters [52] were followed, which are briefly outlined in the following section.

2.1. SLR methodology

The first step in a systematic literature review is to formulate a main
research question together with inclusion and exclusion criteria. The research question should embrace the purpose of the review and the inclusion and exclusion criteria help focus the scope of the research that is included in the survey. To reliably assess papers in a consistent manner, a review protocol along with instructions to the reviewers is created.

The next step is to design and plan the search strategy in the form of key terms combined into suitable search strings which are applied to relevant databases. This is preferably done with the aid of a professional librarian.

Once results have been gathered, the inclusion and exclusion criteria are applied, filtering and narrowing down the final set of papers to review. This is an iterative process, starting by looking only at the title, keywords and authors, then reading the abstract, and in the final iteration reading the full text to decide on whether to include the paper.

In Sections 2.2–2.5 the application of the SLR methodology in the present study is described.

### 2.2. Search strategy

Based on the purpose and objectives of the survey and our previous knowledge of research within the domain, the following set of keywords was used as a basis for a search conducted by a professional librarian: veracity, credibility, assessment, social media, open source data, rumors, and fake news.

We expanded the set of keywords with related terms and synonyms which were primarily gathered by analysis of the dictionary definitions (see Fig. 1) and Google searches. With the aid of expertise within library search methodology and online libraries we finally obtained a set of search questions, see Table 1, which were then applied to the list of online databases, see Fig. 2. The list of search strings is not an exhaustive list of keyword combinations since that would only inflate the amount of results without adding much to the findings. The search string list is rather based on a trial and error process looking for coverage and relevance.

The number of hits each database generated using the search strings can be seen in Fig. 2. Note that not all of the inclusion and exclusion criteria have been applied at this stage. The total number of hits was 5047. Since i) some papers are indexed by multiple databases, and ii) different search strings sometimes triggered the same papers, this number contains duplicates.

| Nr | Search string |
|----|---------------|
| 1  | “assessment” AND (“credibility” OR “veracity”) AND “social media” |
| 2  | “assessment” AND “credibility” AND (“fake news” OR “misinformation”) |
| 3  | “assessment” AND “fake news” AND “open source data” |
| 4  | “assessment” AND (“lie*” OR “truth*”) AND “social media” |
| 5  | “assessment” AND (“rumor*” OR “rumour*”) |
| 6  | “assessment” AND “open source data” AND “social media” |
| 7  | “credibility” AND (“facebook” OR “twitter”) AND (“fake news” OR “misinformation”) |
| 8  | “credibility” AND “social media” AND (“fake news” OR “misinformation”) |
| 9  | (“credibility” OR “veracity”) AND “open source data” |
| 10 | “fake news” AND (“misinformation*” OR “reliability” OR “truth*”) AND “social media” |
| 11 | “misinformation” AND (“instagram” OR “snapchat”) |
| 12 | “open source data” AND “social media” |
| 13 | “validate*” AND (“facebook” OR “twitter”) AND “fake news” |
| 14 | “validate*” AND (“facebook” OR “twitter”) AND “misinformation” |
| 15 | “veracity” AND (“facebook” OR “fake news” OR “twitter” OR “misinformation”) |
| 16 | “veracity” AND (“rumor*” OR “rumour*”) AND “social media” |
| 17 | “veracity” AND (“lie*” OR “truth*”)

### 2.3. Inclusion and exclusion criteria

The list of inclusion and exclusion criteria used to filter the search results are:

1. Only papers related to automatic/computerized approaches, methods, algorithms and tools are included.
2. Only papers using or discussing open source data are included.
3. Only assessment studies with the purpose of assessing veracity or some related aspect are included. That is, research related to, e.g., the veracity phenomenon as such is excluded.
4. Only research published between 2013 and 2017 is included, which provides a cut-off criterion and at the same time provides a recent view of the methodologies in use.
5. Research published in any other language than English (British and American spelling) is excluded, i.e., only work available to the wider research audience is included.

Due to the automatic filtering possibilities inherent in the databases, criteria number four and five were used in the searches. Some non-English results were still obtained, but eliminated later in the process.

### 2.4. Study selection process

The database searches were conducted in February 2018, and in the subsequent months the filtering and reviewing process took place. The literature selection consisted of an iterative funnel-like process, see Fig. 2, where the search results were screened based on the SLR method according to Section 2.1. With the inclusion and exclusion criteria at hand, filtering of the data base results was done based on title, keywords, and authors, resulting in a total of 346 papers left. In the following iteration we read the abstracts and were able to remove 159 more papers, leaving us with 187 papers. The last filtering iteration was based on a cursory glance at the full papers, resulting in a set of 112 papers. This final set of papers were read and reviewed in full. On closer inspection, however, five more papers were removed from the final set due to non-complacency with the inclusion-exclusion criteria.

### 2.5. Review protocol and objectives

Based on the main research question and purpose of the study, a review protocol which was used by all reviewers to analyze the chosen papers was developed (see Appendix A for the full protocol). The research question part of the review protocol is further divided into six groups: approaches, methods, algorithms, tools, data, and miscellaneous questions about issues indirectly related to the main research question. This division was done to provide a good basis for analysis of the papers and synthesis of the results.

### 3. Results

Out of the 107 papers that were reviewed there is a clear trend in the publication year. The majority of the papers, i.e., 65%, are published in the last two years of the explored time range, i.e., between 2016 and 2017, as can be seen in Fig. 3a. The majority of the papers are also published by authors affiliated with a university or institute, and about a quarter of the papers have a mixture of affiliations, e.g., university with company or university and institute, see Fig. 3b. The one country which most authors have as affiliation is USA with participation in 37 of the publications, see Fig. 3c. China, which was the runner-up country, has representation in 15 papers. Grouping the country affiliation in geographical regions, the most productive region is Europe with participation in 50 of the publications, i.e., almost half of the examined papers, see Fig. 3d.
3.1. Approaches

As discussed in Section 1, veracity assessment often, but not always, makes use of indicators as a basis for making the end assessment, and in many cases it is context-dependent whether a specific approach targets a single indicator or solves the whole veracity assessment problem: determining user credibility can for example both be a purpose in itself and be thought of as an indicator [1]. With this precaution in mind it is still interesting to note that the investigated papers can be roughly divided into two broad equally sized categories dependent on their focus: about half of the papers set out to perform the veracity assessment directly [5, 37, 48, 62, 84], while the other half of the papers have a clear focus on the indicators (in themselves or as a means of performing the overarching veracity assessment) [3, 6, 56, 61, 88].

Two main indicator “dimensions” can be discerned. The first indicator dimension is related to the data origin, with indicators derived from, i) message content, ii) meta data, and iii) external sources. Focusing on approaches used for solely looking at the actual message content itself, indicators for sentiment/affect and opinion/stance are the predominant ones [25, 36]. The ingenuity when it comes to the aforementioned external sources is large, including, e.g., crowd sourcing (letting own users tag the tweet) [89], and could give rise to further division into several dimensions of external sources.

The other indicator dimension can be related to some underlying modeling aspect where the algorithm developer starts with an idea of some aspect that can be used for veracity assessment and tries to model this aspect to confirm or disprove the veracity. One example of this modeling dimension is coordinated behavior where, e.g., many users exhibiting similar behavior could be used as an indicator [1]. The indicators used typically relate to the assumptions being made regarding the intended end user application, e.g., the availability of databases for verifying claims [82, 85, 90, 125], whether additional messages can be used for comparison, etc. As a consequence, many interesting examples of special cases that can only be used in a specific context exist. For example, facts related to soccer games can be used to make good assessments specifically related to soccer claims [44], and meta data concerning geographical positioning can be combined with knowledge regarding traffic patterns [23] and points of interest [6] to improve the veracity assessment in infrastructure contexts.

In the papers/approaches making use of indicators, the motivations for the choice of indicators can be divided into three about equally sized categories: i) related work is used to motivate the indicator(s), e.g., [16,
Concerning quantification and presentation of the veracity assessment result, the typical veracity assessment approach calculates a probability to be used for presenting some kind of discrete result depending on the application at hand. In most cases a binary yes/no answer is calculated, e.g., [42, 118, 126], but in some cases the probability measure is used for more fine-grained quantification on a scale [35] and sometimes there are more than two classes to be distinguished between [37, 62]. The few exceptions that stand out include cases where the algorithm design necessitates alternative quantification methods where, e.g., a relative score is calculated and used for ranking different alternatives [78], and cases with alternative means of presentation using, e.g., heat maps [127].

All but a few papers present some kind of a more or less scientific evaluation of the result. Depending on the foreseen application and focus, these evaluation efforts typically target i) the invented method and/or algorithm, ii) the assessment itself, iii) the data, and iv) the end user application. Although much related to the application and focus, it is still interesting to note that roughly two thirds of the evaluation efforts relate to the presented method/algorithm [42, 46, 93], while the rest of the evaluations, i.e., one third, are directed towards the veracity assessment itself [45, 95, 125]. Some papers include evaluations of several aspects, a handful of the papers evaluate the data [17, 25, 40, 62, 92, 126], and yet a few papers include evaluations related to the envisioned end user application where things such as tool usability is included [35].

### 3.2. Methods

This section seeks to epitomize the methods used for automated veracity assessments. The results obtained in the literature review revealed that not all articles actually describe a complete process for this. There are examples of vague or imprecise research questions, and articles where only parts of the process are addressed, e.g., the algorithms or the process of calculating some score. Others describe inventions or methods to create training data. There are also other literature reviews. In sum, it is difficult to present general characteristics describing the most common methods due to this diversity. Out of the articles that describe semi-automatic and automatic veracity assessment procedures in some detail, however, which constitute the majority of the articles, there are some general steps that can be discerned. First, there is the data acquisition phase, in which a data set is typically downloaded according to some criterion. Second, there is a pre-processing stage in which the data is arranged, and possibly classified. Third, extraction of features that are needed for the following calculations commences. Fourth, some algorithm is used to calculate workable numeric values. Finally, some classifier that determines the final assessment is invoked. Most papers present one or more explicitly stated research
questions, e.g., differences between rumors and counter-rumors [16], exploiting topology properties to assess whether a Weibo post is a rumor or not [118], automatic detection of relevance in social networks [25]. Somewhat surprising, quite a few papers lack explicitly stated traditional research questions. However, for many of these papers plausible ulterior research questions and purposes can often be inferred by analyzing the used methods and approaches. Yet in some papers, original research questions are hard to discern or absent. As previously discussed in Section 1, the selected sample of research papers demonstrate a lack of consensus regarding the definition of crucial terms, such as credibility, truthfulness, and veracity. This, what can be called semantic inexactitude, in the context of the research challenges presented here, contributes to muddle the clarity and precision of the posed research questions.

The main aim of our structured literature review is to evaluate articles that seek to determine veracity or a comparable property of a statement in an automated fashion (see Section 1). Hence, we have contributions that seek to determine credibility [61, 73, 75], truthfulness [40, 49, 121], rumors [86, 97, 116], and geolocation [30, 71, 87, 122].

A range of papers do not examine veracity per se, but rather develop methods for doing so. On this meta-level authors have developed algorithms [1, 24], novel inventions [35, 125], or created training data (sets) suitable for further research [71, 123], and for example, an approach to combine relevance and credibility scores into a single value [63]. Another category contains the secondary research articles constituting of literature reviews, though with slightly different scopes, [33, 43, 86].

The majority of the papers propose methods that are semi-automated, that is: some part of the process requires manual intervention, e.g., the downloading of data, labeling, the determination of thresholds, result assessments [16, 38, 60]. In a second category, some articles claim to produce fully automated veracity assessments [27, 85, 98]. A third category do not claim to perform automatic veracity assessments, but the proposed solutions were judged by the authors of this paper to be fully automated with limited additional work, e.g., [90, 101].

The application fields in which statements of veracity were to be examined include, most commonly, the news production business. Much interest was shown for potential or established news outlets that produce or distribute news [105]. More specifically, some aim to judge newsworthiness (i.e., newsworthy events) [13], while others try to distinguish actual news items from informal chat [25]. Other application fields include health related information [126], and politics [14]. A few papers include geospatial information [6, 30, 122] as an indicator.

About a dozen papers seek to study phenomena such as rumors and hoaxes from different perspectives, e.g., [11, 16, 56]. Again, the notion of semantic inexactitude that we previously mentioned, applies to terms such as rumors and hoaxes as well—neither of which are consistently defined. This means that what is treated like a hoax in one paper, can be labeled as a rumor in another.

The majority of the proposed approaches that were found in this review use Twitter as source data. However, most of the methods are judged to be versatile enough to also use other data source types, e.g., [66, 98, 120].

In general, detection and propagation methods are studied. Some want to detect and determine whether an item is or is likely to become a rumor, e.g., [42, 97, 118, 124]. Others seek to track how rumors or misinformation spread, e.g., [64, 121, 127]. Some have a more peripheral interest, such as the interplay between rumors and counter-rumors, e.g., [16], as well as the detection of users who spread rumors, e.g., [20, 85]. With regard to hoaxes, some want to examine misinformation in the form of hoaxes [56].

3.3. Algorithms

Almost half of the papers report using machine learning (ML), e.g., [36, 37, 85] (see Fig. 4a). Of these the clear majority use supervised machine learning, e.g., [16, 44, 51], of which a smaller number use some variant of semi-supervised methods, e.g., [10, 34, 60], and only very few use unsupervised methods, e.g., [94, 119, 120]. Of the other half of the papers, some present methods that are not based on machine learning, some are surveys, and some describe data or user behaviors. A large number of different algorithms are used, and some papers try several, or use a combination of several algorithms to achieve their end result, e.g., [3, 8, 48]. Some papers develop specific algorithms for the problem, e.g., [6, 117, 123], while others use well-known algorithms (as part of their method), such as support vector machines, e.g., [66], naïve Bayes, e.g., [118], random forests, e.g., [12], clustering algorithms, e.g., [49], methods for logistic regression, e.g., [5].

About two fifths of the papers claim that their algorithms work online, e.g., [5, 11, 119], see Fig. 4b. Another two fifths describe algorithms that only work offline, e.g., [16, 32, 120]. The last fifth of the papers contain surveys, descriptions of data, or of user behavior, e.g., [29, 100, 127].

For evaluating the methods almost half of the papers use a measure based on the confusion matrix between the result of the algorithm and a known categorization, such as precision, recall, f-measure, e.g., [79, 88, 125]. There are many other measures used for evaluation, and if we count them all almost 70% of the papers make some kind of evaluation, e.g., [94, 106, 124]. Of these, 55% of the papers use machine learning, e.g., [3, 16, 39], which also means that 80% of the machine learning papers make some kind of evaluation.

(a) Machine learning (ML).

(b) Online or offline algorithm?

Fig. 4. Algorithm statistics.
3.4. Tools

This section gives an overview of the tools employed for veracity assessment by the authors of the studied papers. Around 45% of the papers report the details of all, or parts of, the used tools. Some of the reviewed papers do, however, not implement anything since they are of a visionary, methodological or survey type. The rest of the papers contain no or very sparse information on the used tools. The reported tools and libraries that are in the studied literature belong to a few subfields of data science, information management and artificial intelligence, namely, natural language processing (NLP), machine learning and big data analytics, i.e., large-scale data processing. The use of tools and libraries from different subfields is motivated by the tasks and corresponding steps in veracity assessment, e.g., linguistic analysis of textual data, data collection, and network analysis. Common NLP tools used in the reviewed papers are i) the Natural Language Toolkit (NLTK) [67], ii) Stanford CoreNLP [69], iii) the Stanford dependency parser [21], iv) TweepoParser, a Twitter dependency parser [53], v) the Linguistic Inquiry and Word Count (LIWC) [80], and vi) semantic similarity word vectors like Stanford GloVe [81] and Word2Vec [72].

Rather many of the studied papers, e.g., [30, 32, 55, 103], report the use of Twitter APIs from its developer platform. In particular, the Search API and the Account Activity API, for collecting tweets, finding historic tweets, and obtaining user account statistics, are used. Other examples of tools used in the papers for processing tweets are i) Apache Flume [108], used for streaming tweets from the Twitter API based on a predefined set of keywords [4, 78], ii) Apache Spark [111], a distributed/cluster computing solution used to process tweets [30], iii) networkx [112], a Python library for creating and manipulating complex networks, e.g., used to construct tweet propagation graphs [103], iv) NeuroLab [113], a neural network library for Python used by, e.g., [32], v) scikit-learn [114], ML tools/library in Python used by, e.g., [27, 39], vi) Apache Hadoop [109], a framework for distributed processing of large data sets across clusters of computers, e.g., [13, 22], and vii) Apache Hive [110], a data warehouse software project built on top of Apache Hadoop for providing data query and analysis using SQL used by, e.g., [4].

Almost 18% of the papers state that they use open source tools, but the real number is probably much higher since a majority of the papers provide no or little information of used tools and implementation details, see Fig. 5.

Only around one tenth of the papers have made their tooling publicly available, usually through a web-link, e.g., [50, 74, 92]. Thus, the majority do not provide any details.

3.5. Data

An overwhelming majority of the research approaches include mining text of some form, see Fig. 6a. Text data types range from i) microblogs, e.g., [6, 13], i.e., short status updates on open social networks, and ii) short texts, e.g., [5, 61, 102], i.e., under 500 words, to iii) long texts, e.g., [60, 82, 92], i.e., more than 500 words. Graph data is the second most common data type. The “not applicable” class consists primarily of exploratory surveys, e.g., [86, 100], books, e.g., [9, 33], and visionary papers, e.g., [29].

Mining veracity assessments themselves, e.g., [38, 125], for veracity assessment is more common than algorithms which process images, e.g., [38, 46], geospatial data, e.g., [31, 87, 122], generic data (any kind of data), e.g., [1, 24], and keyword based approaches, e.g., [74, 95]. Waveform mining, e.g., sound and optical data, in any form, is completely absent in the approaches presented in the studied papers.

As for the data sources, the vast majority of the papers rely on microblogging services such as Twitter [11, 23, 32, 35, 46, 90] and Weibo [34, 49, 105, 118] (see Fig. 6b). Relying on news agencies is more common among papers where the authors are affiliated with China than other countries [47, 105]. Using “fact baseline” sources such as Wikipedia and DBpedia [17, 93, 94] or news agencies [10, 25, 105], is as commonly relied upon as review sites such as Dianping [102], TripAdvisor [5], or Yelp [26, 27]. Geospatial sources, such as FourSquare [122] or GIS services as well as image sources like Instagram [115], are only used by a handful of papers.

As depicted in Fig. 7, almost two thirds of the papers use their own collected authentic data, e.g., [41, 54, 102], whereas one fourth rely on already collected known data sets, e.g., [5, 74]. One fifth of the papers lack details regarding their data set acquisition process, e.g., [43, 99, 117]. A few papers rely on synthetic data, e.g., [8, 94, 106], as part of the data acquisition process, and sometimes also combine the approach by using either authentic or known data sets. Only one paper combined the usage of authentic data and known data [65].

One out of five papers indicate how to access the data sets, mostly as web URLs, e.g., [37]. The most common way among these papers is to share the data sets via GitHub, e.g., [12, 50, 127]. Otherwise we were unable to find any commonalities between papers with regards to data set sharing services: one used Dropbox [47], some used plain web servers, e.g., [37, 56], and one explicitly stated that the data set was available upon request [13].

One of the review protocol questions investigated the possibility for data set reuse, and specifically whether the available data can be used for veracity assessment benchmarking. The criteria for whether the data set is benchmarkable is i) if the data is publicly available, and ii) if there is a suitable performance metric target with regards to veracity or an indicator. One in six papers contain enough details regarding their data sets for them to be usable as benchmark data, e.g., [5, 27, 50, 62, 93]. As previously mentioned in Section 3.4, a common data source is Twitter. The data gathering is mostly done using the Twitter streaming API, which is used for collecting microblog posts and annotating them with meta data. The second most popular data gathering method is web crawling and scraping, e.g., [26, 37, 43, 115].

Regarding the data selection criteria, the most common approach is keyword based, e.g., [4, 32, 54, 115], while automatically mining keywords for data acquisition is not that common, e.g., [127]. Many papers select data based on time frame ranges, rather than topics, e.g., [23, 48, 49, 84].

Regarding data use, the papers mainly focus on content and to a lesser extent on meta data and social graph structures. Popular features include (where applicable) number of replies, “retweets,” number of connections, number of positive/negative words, entity frequency, and word class percentages.

The majority of the papers do not include any specific statistical analysis or amendments related to skewed data. The minority cases consist of the papers for which the proposed method could work on...
multi-sourced data under non-independent identically distributed assumptions, e.g., [84], makes skewness adjustments, e.g., [93], or performs data exploration as part of the evaluation [54]. The most common assumption concerning the data is that it has the right members, i.e., that it belongs to a rumor/event, e.g., [3, 15, 86, 105], is a review, e.g., [101], or concerns the topic, e.g., [39, 50, 55]. It should also be noted that papers without any explicitly mentioned assumptions regarding data distribution might still have implicit assumptions. Similarly, the methods proposed in most papers rely on the data exhibiting a specific shape, i.e., that entries contain certain strict features or value ranges, e.g., [10, 36, 55, 87, 106], albeit not being explicit about it. Some papers also rely upon the veracity of features of a data point being inherently correct, e.g., have correct geographical information [6, 71], or have assigned credibility scores [64].

### 3.6. Miscellaneous

As previously discussed in Sections 1 and 3.2 there is a semantic inexactitude and terminological breadth present regarding the definitions of central terms such as veracity and its closest concepts, i.e., credibility, truth, quality, etc. The results show that only a handful of the papers analyzed offer explicit definitions of veracity or veracity assessment. Thus, the following definition is given by Jamil et al. [43], in turn based on Bennett-Woods [7]: “Data veracity refers to principles of truth-telling, and it is grounding in respect for persons and the concept of autonomy.” Bodnar et al. [11] give a twofold definition in passing: “veracity referring to the accuracy and truthfulness of the data as well as the ability of the data to predict trends.” Robin et al. [87] equate veracity with truthfulness: “Veracity refers to the degree of truthfulness associated with a data set,” as does Debattista et al. [22]: “conformity with truth or facts.” Wang et al. [105] also remark very briefly: “veracity (trustworthiness of various data).”

Conroy et al. [19] implicitly define veracity by how it is compromised: “Veracity is compromised by the occurrence of intentional deceptions.” A similar approach is taken by Bhattacharjee et al. [10], stating that “[t]he objective of a news veracity detection system is to identify various types of potentially misleading or false information.”

A few other papers give operationalizations intended only for the paper itself, such as “[t]he probability of a tweet to be a counter-rumor is referred as tweet veracity in this paper” [16].

However, most papers do not define veracity or veracity assessment. Instead they introduce, define, or discuss other related terms and concepts. Examples include deception, e.g., [99], misinformation, e.g., [54, 64], credibility, e.g., [25, 39, 50, 73, 101], reliability, e.g., [121], believability, e.g., [25, 32, 100], trust and trustworthiness, e.g., [1, 10, 32, 35], truthfulness, e.g., [94, 121], and truth discovery, e.g., [8, 31]. Again, some give operationalizations intended only for the particular paper, such as a “rumor is defined as any information posted on Twitter, that many people believe to be true, but it contrasts with the

---
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news tweets from the verified news channels” [42].

Turning to legal and ethical issues of automated veracity assessment, these are absent in all but a single paper. Webb et al. [107] alone discuss ethical issues as a prominent part (Section 4) of their effort to define a research agenda on the governance and regulation of social media. However, they do not discuss ethics directly related to veracity assessment. No paper discusses legal issues.

Assessing the relevance of the papers to the main research question, as introduced in Section 1, most of the papers read are of high or medium relevance, as is to be expected given the selection process and search strategy as outlined in Section 2.1. However, some papers are assessed to be of low relevance.

As expected, the breadth of the scientific contributions made in the reviewed papers is significant. Even though the papers all address some aspect of veracity assessment of online data, the ranges of methods, algorithms, tools, data, etc., are substantial. Nevertheless, a “typical” paper i) proposes some kind of method or algorithm that is either entirely novel or more commonly an addition or improvement to an existing one, ii) applies it to some interesting data, and iii) evaluates the results. However, as the papers apply their methods to investigate interesting phenomena, they sometimes also make positive social science contributions, e.g., about the characteristics of Wikipedia hoaxes [56], about differences between true and false health rumors [126], and about the interplay between fake news promoters and grass-roots responses [92]. Another kind of contribution found, as previously described in Section 3.5, is the introduction of data sets subsequently made available to the research community, e.g., [50, 73, 85]. Unfortunately, another not too uncommon deviation from the typical paper structure outlined above is that the evaluation is missing, very narrow, or flawed in some other way.

A large majority of the papers contain primary research contributions. In addition, a handful of secondary research contributions, i.e., literature reviews, were included [19, 22, 33, 43, 86, 99, 100, 107]. Furthermore, some papers are best characterized as positional, i.e., discussing interesting ideas for future research rather than making full contributions in their own right.

Unsurprisingly, the large majority of papers are directed towards the scientific community, mostly that consisting of computer scientists. When a particular application or interest group is mentioned, journalism (including both the supply-side of journalists writing news articles and the demand-side of consumers reading them) is the most common [19, 40, 65, 66, 97]. Other perspectives include marketing [5], e-commerce [117], medicine [75], social network moderation [47, 48], and the military [59].

4. Synthesis and discussion

In this section we synthesize and discuss the results presented in Section 3. The section consists of four subsections containing discussions on i) approaches and methods, ii) algorithms, tools, and data, iii) gaps, and iv) validity and reliability.

4.1. Approaches and methods

Looking at the descriptions of indicators, methods, and definitions (mostly implicit) of veracity used in the papers, three broad categories of veracity operationalizations can be discerned: i) implicit features, ii) explicit fact checking, and iii) appeal to authority.

The implicit features approach is by far the most common. Roughly, the idea is that claims that are (in some sense) non-veridical differ from claims that are veridical in other, non-veracity, properties. Such properties include stylometric text features such as length and wordings [37, 56, 82], URL features such as link densities [56] or domain names [97], temporal distributions [92, 103, 117], (social network) distribution patterns [1, 92, 117], and user account features [89, 97].

The explicit fact checking approach is rare, but a few examples were found [59, 94]. The idea is to compare a claim made to an existing body of knowledge so as to determine if it is veridical. Typically this involves representing the claim as a subject-predicate-object triple, and then using graph-methods to compare it to existing knowledge triples.

The appeal to authority approach, in its most crude form, is also rare. The idea is that a claim is veridical if it is claimed by an authoritative source. For example, a photo can be trusted if shared by a trusted source 30 min after the event [115], and a claim can be considered veridical if supported by the majority [76] or by verified news channels [42].

It should be noted that the mentioned three approaches are often combined to achieve better results. For example, a moderate appeal to authority is often blended into the implicit features approach by, e.g., including some PageRank-like features among the other implicit features considered [41, 54, 82].

4.2. Algorithms, tools, and data

That most papers that are concerned with machine learning have used supervised methods is not a surprise. Veracity estimation is a very difficult task and the veracity is probably in many cases dependent on factors external to what is available to the algorithm. Therefore, in most situations the results of these algorithms should be subject to manual consideration. In such scenarios unsupervised methods could prove quite useful as a complement, and provide the human with more information.

It is remarkable that two fifths of the papers describe algorithms/methods that work online, considering how complex veracity assessment is. It should probably be understood that these online algorithms, i.e., algorithms that work with streaming data, scale well over processing cores. On the other hand, methods that do not work online (two fifths of the papers) can potentially work in some kind of batch version, although this may require extra resources to update knowledge over the entire data set.

There seems to be a big problem with reproducibility in veracity assessment research. Many papers do not share source code, models, and data. This can be in the form of missing URLs, due to updated web pages and absent servers, or even underspecified details in the paper. Some authors rely on known data sets and software, but fail to disclose versioning constraints or what parts were used. None of the papers provide DOI links to point out the research materials used or to publish trained models.

The main data source in many papers is Twitter. Hence, it is unsurprising that many of the reviewed papers are text oriented. The majority of the tooling is adapted thereafter and is mostly focused on different types of linguistic analysis, supervised machine learning, and big data analytics.

One would expect many proposals to contain intricate computations relying on diverse data sources and data type sets. However, a majority of the papers have a narrow focus using only one data source and/or data type for a specific algorithm, which can be seen as an indication of the immaturity of the field. Only a handful of papers use, or are adapted for, multiple sources, which in many cases would be necessary in a real application, see, e.g., [10, 74, 105].

4.3. Gap analysis

A gap analysis based on the obtained results and synthesis is presented in this section. The identified gaps summarize the main challenges that have been identified through the systematic literature review.

Multiple sources and data types. Of the analyzed papers very few approaches or methods are adapted to handle multiple sources and/or data types. Since one of the pillars of source criticism or information evaluation is the comparison of information from multiple sources and data types, this should also by extension be a criterion for future automatic veracity
assessment systems. One could argue that sources like Twitter and other microblogs are in essence multiple sources since the expressed opinions come from various individuals. However, the format is limited and the expressed opinions/information to a very low degree come from authoritative sources. Also, even though other data types such as links, images, sound, and video, are sometimes embedded, very few of the approaches make full use of these additional data types.

Common definitions of core terminology. As discussed in the introduction, there is no common definition of the core terminology related to veracity or veracity assessment. The analysis of the selected papers showed that the lack of consensus is also present in related terms, e.g., credibility, rumor, and source, making it cumbersome for the research community to compare results and follow the state of the art within the domain.

Reproducibility. Another challenge which was identified in the synthesis is the difficulty of reproducing obtained results. Lack of details or accessibility to data sets, code, and used tools, make reproducing results difficult if not impossible.

Data sets suitable for benchmarking. One of the identified gaps is the limitation of suitable data sets with which the research community can compare results and follow the development of methods.

Deep learning and transfer learning. Machine learning has, with recent years’ reemergence of deep learning, made giant leaps and has had unprecedented success in a number of fields. However, the use of deep learning techniques in the evaluated paper set is very low, and a research gap is clearly present. This is also related to the previous point—the lack of suitable data sets—which further limits effective use of machine learning.

Scalable online methods and data. Many of the used approaches and methods are theoretically scalable or applicable in an online setting. However, the majority of the reviewed papers’ results come from experiments which have not focused on scalability or streaming data. For a realistic open source data veracity assessment application, these two aspects (scalability and ability to handle streamed data) are probably crucial.

4.4. Validity and reliability

The main strength of validity of the present study is the rigor and transparency of the method employed, adhering to the guidelines of Kitchenham and Charters [52]. In practice, this means that all papers reviewed were selected from databases of renowned peer-reviewed sources, and match explicit inclusion criteria, as listed in Section 2. Thus, the selected papers should comprise a representative selection of the research done in the veracity assessment community.

A moderate threat to validity relates to vocabulary and search strings—the queries listed in Table 1 reflect a Western bias in terms of services (e.g., Facebook, Twitter, Instagram) and language (English). Still, this threat should not be exaggerated—the vast majority of high-impact computer science research is published in English regardless of origin (as is also suggested by the diverse distribution of countries and geographical regions in Fig. 3), and the services mentioned in the queries are truly global, even though there are countries where they are barely used.

A small threat to validity is that there is a bias in the review protocol towards computer science in general and machine learning in particular. Social science terms and methods are not similarly reflected. However, this largely reflects a legitimate delimitation of the research questions, and the residual threat to validity is minor.

A moderate threat to reliability is related to the review protocol, where some questions, notably in part 2 in the protocol (see Appendix A), can be interpreted in different ways. Though every effort was made to ensure reviewer agreement on these questions, conclusions should be interpreted in light of this risk.

5. Conclusions

The main purpose of this work has been to investigate which approaches, methods, algorithms, and tools that are used or proposed for automatic veracity assessment of open source data. In the use of open source data its veracity is important to consider should the data be used for decision-making in itself or as part of a decision support system. The purpose was also to see how far the research community has progressed since the introduction of veracity (assessment) in big data back in 2012. Using a structured literature review method, papers have been identified, selected and evaluated following a predefined assessment protocol. The protocol was constructed for the purpose of analyzing the research literature targeting veracity assessment of heterogeneous and unstructured open source data, including social media.

One of the things revealed in the results is that in the years that have passed since the inception of veracity in big data, researchers have not reached consensus on a veracity (assessment) definition. Despite this, there is some convergence in the methods used to assess veracity. Three main veracity assessment research approaches were found. The implicit features approach hypothesizes that non-veridical statements differ from veridical statements not only concerning the actual claim but also in other aspects that can be used for assessment. Next, the explicit fact checking approach makes use of external data to evaluate a claim in relation to existing knowledge. Finally, the appeal to authority approach stipulates that a claim can be trusted if it is also claimed or can be verified by an authoritative source. Legal and ethical aspects have unfortunately been discussed to a very low degree. A reproducibility problem can also be seen where many papers are lacking in data gathering details, data sets are not publicly available, and details regarding toolsets and implementation are sparse.

The identified gaps in the current literature mainly consist of i) a general lack of approaches and methods adapted to multiple sources and data types, ii) a lack of consensus in the definitions of core terms, iii) reproducibility challenges, iv) very few available data sets suitable for benchmarking purposes, v) low use of recent advancements made in machine learning, and vi) a lack of research efforts targeting scalable solutions for managing streaming data.
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Appendix A. Review protocol

This section contains the review protocol used by the authors to analyze the selected papers.

1. General information

(a) Internal ID
(b) Title
(c) Authors
(d) Abstract
(e) Publication year (actual publication date, i.e., not the “online first” date)
(f) Author background (affiliated to company, university, government institution, a mixture)
(g) Countries (i.e., author affiliation countries)
(h) BibTeX reference (including the fields “doi” and/or “url”)

2. Research questions

(a) Approaches

i What aspect of VA does the approach target, i.e., do the authors try to assess trustworthiness, credibility, formal correctness, explicit lies, bot vs. human, etc.?

ii Do the authors try to extract/mine an indicator related to VA or do they try to determine VA directly?

iii Which indicator(s) do the authors target (e.g., stance, geographical location, social network)?

iv Do the authors motivate the choice of indicator? If so, how?

v How is the VA or indicator quantified (a scale, a confidence interval, a binary response, a heatmap color, etc.)?

vi What is evaluated, e.g., the assessment itself, the method, the data, etc.?

(b) Methods

i Are there one or more distinct research questions? If yes, what is it/what are they?

ii Method: describe the procedural VA steps taken in chronological order

iii Is the VA method fully automated or semi-automatic (requiring manual intervention)? If semi-automatic, what intervention(s) are required?

iv Is the method (apparently) applicable for different data sources?

(c) Algorithms

i Which algorithms do they employ (mention only the algorithms directly involved in the VA or related task)?

ii Is the algorithm(s) based on an ML method? If so, what type (supervised, unsupervised, reinforcement, etc.)?

iii Do the algorithms handle online or offline data (streams)?

iv What quality assessment measure(s) is used (precision, accuracy, entropy, etc.)?

(d) Tools

i Which tools do the authors employ?

ii Have the tools been developed by the authors themselves or have they used proprietary software, open source, etc.?

iii Has their code/tool been made publicly available (if yes, how)?

(e) Data

i Which data types (tweet, picture, sound, article, long/short text, etc.)?

ii Which data sources (Twitter, Facebook, Wikipedia, RSS, blog posts, etc.)?

iii Which data sets are used (gathered by themselves, a known data set, synthetic, authentic)?

iv If gathered (produced) by the researchers, has the data been made available? If so, where?

v If the data was collected or produced by the researchers, how was it done?

vi Is the data usable for benchmarking?

vii What were the data selection criteria (keywords, time frame, accounts, etc.)?

viii Which parts of the data do they use in the VA, e.g., do they use content, meta data, network data, feature types?

ix Are there any particular assumptions made regarding the data or its distribution (if yes, which)?

(f) Miscellaneous

i Does the paper give a definition of veracity and/or veracity assessment? If so, what is the definition? (copy/paste from the paper)

ii Does the paper discuss ethical issues related to automatic veracity assessment? If yes, which?

iii Does the paper discuss legal aspects related to automatic veracity assessment? If yes, which?

iv Relevance to main research question (high, medium, low)?

v Summary of statements (contributions) made in the article

vi Type of paper (primary, secondary, tertiary, other)

vii Perspective/interest group

3. The paper (qualitative assessment)

(a) Strengths of the paper

(b) Weaknesses of the paper

(c) Subjective assessment/reflection (state of the art or not, worth reading or not, etc.)

Appendix B. Supplementary data

Supplementary data to this article can be found online at https://doi.org/10.1016/j.dss.2019.113132. The supplementary data contains the full list of reviewed papers for this study.
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