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Abstract Parasitic extraction is a powerful tool in the design process of electromechanical devices, specifically as part of workflows that check electromagnetic compatibility. A novel scheme to extract impedances from CAD device models, suitable for a finite element implementation, is derived from Maxwell’s equations in differential form. It provides a foundation for parasitic extraction across a broad frequency range and is able to handle inhomogeneous permittivities and permeabilities, making it more flexible than existing integral equation approaches. The approach allows for the automatic treatment of multi-port models of arbitrary conductor geometry without requiring any significant manual user interaction. This is achieved by computing a connecting source current density that supplies current to the model’s terminals, whatever their location in the model, subsequently using this current density to compute the electric field, and finally calculating the impedance via a scalar potential. A mandatory low-frequency stabilization scheme is outlined, ensuring a stable evaluation of the model at low frequencies as well. Two quasistatic approximations and the special case of perfect electric conductors are treated theoretically. The magnetoquasistatic approximation is validated against an analytical model in a numerical experiment. Moreover, the intrinsic capability of the method to treat inhomogeneous permittivities and permeabilities is demonstrated with a simple capacitor-coil model including dielectric insulation and magnetic core materials.
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1 Introduction

Increasing switching frequencies in power electronics, miniaturization and stricter electromagnetic compatibility (EMC) regulations pose a big challenge for the development of electromechanical devices. Numerical simulations used in design and optimization workflows are commonplace. Simulations do not only allow to assess a design before prototyping but also to analyze the electromagnetic behavior of models that are difficult to access in measurements due to, e.g., very compact dimensions. An important task in EMC analysis is to quantify the influence of the non-functional elements like interconnects or chassis of a device under test (DUT) on its intended functionality. This is typically done by extracting parasitic components from a model of the DUT in order to complement circuit models that contain the functional elements. Parasitic components can either be simply frequency-independent resistances, inductances, and capacitances [1] or frequency-dependent (reduced order) models of transfer functions like the impedance, admittance and scattering matrices $Z$, $Y$, and $S$, respectively [2].

The partial element electric circuit (PEEC) method [1] and further developments thereof [2, 3] are classical solution techniques in this context. This class of methods is based on Maxwell’s equations in integral form, using Green’s functions in the solution process, which forbids any straightforward treatment of spatially inhomogeneous permittivities $\varepsilon$ or permeabilities $\mu$. In their standard form the methods of this class require a spatial discretization into cuboid volume elements, which can be impractical to represent the complex geometries encountered in industrial applications. General-
izing these methods with less restrictive volume elements may be cumbersome [4].

These disadvantages are avoided with an approach based on the finite element (FE) method, which allows for a highly flexible spatial discretization (commonly using tetrahedral elements), and an inherent treatment of inhomogeneous material parameters. In [5] an FE-based method for impedance computation was introduced in a rudimentary fashion, lacking an appropriate theoretical treatment, and considering only the special case of homogeneous material parameters and lossless conductors in the Darwin approximation. Nevertheless, a successful application of this method served as the foundation of a geometrical sensitivity analysis in [6] and confirmed its potential. The aim of this paper is to provide a solid theoretical foundation for a more general impedance computation method based on the approach outlined in [5]. The such computed impedance matrix $Z$ may subsequently be used to extract parasitic lumped elements or to compute the $Y$ and $S$ transfer functions.

Section 2 describes how the impedance of a conductor segment can be calculated from field quantities by introducing a reduced voltage, which can ultimately be calculated from the electric scalar potential $\phi$. The main section 3 provides the derivation of the field-theoretical model determining $\phi$ via the E-field formulation of Maxwell’s equations. A connecting excitation current density is introduced, and any unwanted inductive influence of this excitation current is dembedded from the result for $\phi$ by a compensation term. Two quasistatic approximations are provided, and the special case of lossless conductors for a high-frequency approximation of the inductance is discussed. Finally, a necessary low-frequency stabilization scheme is outlined. In section 4 numeric results of the proposed method are compared to analytical impedance and inductance values of a wire, and the capability of the method to handle inhomogeneous permittivities $\varepsilon$ and permeabilities $\mu$ is demonstrated with a model featuring dielectric insulation and a magnetic core. A brief summary concludes this paper in section 5.

2 Voltage Calculation

To reconcile the path-dependent voltage concept of electromagnetic field theory with the path-independent voltage concept of electrical circuits poses a challenge. In this section, we consider the example of a thin wire in a plane as discussed in [7, Chapter 14.16] and heuristically generalize the result to arbitrary three-dimensional conductors.

Fig. 1 displays a path $c$ along a wire, which ends in the terminals $T_a$ and $T_b$. A return path $r$ connecting the two terminals forms a closed loop with $c$, that encloses the surface $S_0$. Integrating Faraday’s law in frequency domain over $S_0$ and applying Stokes’ theorem yields

$$
\oint_{S_0} E \cdot dl = \oint_r E \cdot dl + \oint_c E \cdot dl = -j \omega \oint B \cdot dS,
$$

(1)

with $E$ and $B$ denoting the electric field strength and the magnetic flux density, respectively. The voltage $V$ that has to be applied at the terminals in order to move charges from $T_a$ to $T_b$ against the self-induced electric field $E$ must be the negative of the integral over $r$, which yields

$$
V = -\oint_r E \cdot dl = \oint_c E \cdot dl + j \omega \oint B \cdot dS.
$$

(2)

This is the voltage an ideal voltmeter would measure between the terminals. The first integral on the right-hand side captures the voltage drop due to the internal impedance of the wire (i.e., for a one-dimensional wire, the ohmic resistance) while the second integral is associated with the external reactance of the loop [7]. For frequencies sufficiently below the first resonance of the system, the surface integral over $B$ divided by the current $I$ causing the magnetic field is the inductance of the loop,

$$
L_{\text{loop}} = \frac{1}{I} \oint_{S_0} B \cdot dS.
$$

(3)

However, for the purpose of extracting parasitics to be used in circuit simulation, we are not interested in the inductive response of the closed loop but only in the part of the response due to the wire. In an experiment, the return current path $r$ closing the loop would correspond to either a current source or a voltmeter connected to the terminals. We therefore want to exclude the part of the inductive response due to the path $r$ between the terminals and, moreover, avoid having to specify the path closing the loop altogether.

This is achieved by employing the concept of partial inductance (see, e.g., [8]): The partial inductances $L_c$ and $L_r$ of the respective segments of the loop can be calculated by expressing the magnetic field with the vector potential $A$ as $B = \text{curl} A$ and applying Stokes’ theorem:

$$
L_{\text{loop}} = \frac{1}{I} \oint_{S_0} A \cdot dl = \frac{1}{I} \oint_c A \cdot dl + \frac{1}{I} \oint_r A \cdot dl =: L_c + L_r.
$$

(4)
The values of these partial inductances depend on the gauge condition chosen for the magnetic vector potential $\mathbf{A}$ and electric scalar potential $\phi$.

Subtracting the inductive contribution $j\omega L_c$ of the path between the terminals from the voltage of (2) allows to define a reduced “conductor voltage” $V_c$ that contains only the resistive and inductive response of the wire $c$,

$$V_c := V - j\omega L_c = \int_c \mathbf{E} \cdot d\mathbf{l} + j\omega \int_c \mathbf{A} \cdot d\mathbf{l}.$$  \hspace{1cm} (5)

Expressing the electric field in (5) as

$$\mathbf{E} = -\nabla \phi - j\omega \mathbf{A}$$  \hspace{1cm} (6)

yields the simplification

$$V_c = -\int_c \nabla \phi \cdot d\mathbf{l} = \phi(T_b) - \phi(T_a).$$  \hspace{1cm} (7)

Thus, the reduced voltage is in fact just the potential difference of the scalar potential $\phi$ between the two terminals and thereby path independent. As it incorporates a partial inductance, $V_c$ formally depends on the gauge condition of potentials $\phi$ and $\mathbf{A}$.

The path independence of $V_c$ facilitates a heuristic generalization to three-dimensional conductors, where the terminals are surfaces instead of points. The reduced voltage can be calculated analogously to the thin-wire case of (7) by simply averaging the potential over the respective surfaces,

$$V_c := \frac{1}{A(T_b)} \int_{T_b} \phi dS - \frac{1}{A(T_a)} \int_{T_a} \phi dS.$$  \hspace{1cm} (8)

Here, $A(T_a)$ and $A(T_b)$ denote the surface areas of the two terminal surfaces.

In the general case, there may be several conductors that may each have multiple terminals. To calculate an $N \times N$ impedance matrix $\mathbf{Z}$, a topology of $N$ branches connecting the terminals must be provided. A series of $N$ numerical experiments can then be conducted, in each of which the current $I_0$ flows through one of the branches $j$. The element $Z_{ij}$ of the inductance matrix is given through the voltage $V_{ij}$ between the two terminals of branch $i$ (which is calculated using (8)),

$$Z_{ij} = \frac{V_{ij}}{I_0}.$$  \hspace{1cm} (9)

### 3 Field-Theoretical Model for Impedance Computation

#### 3.1 Formulation of the Fundamental Differential Equations

The previous section showed how the impedance matrix $\mathbf{Z}$ is calculated from the electric scalar potential $\phi$. For a system excited by a given source current density $\mathbf{J}$, two possible strategies to calculate $\phi$ are available:

The first option is to solve Maxwell’s equations directly in a potential formulation for the electric scalar potential $\phi$ and the magnetic vector potential $\mathbf{A}$. The second option is to first calculate $\mathbf{E}$ by solving the “$\mathbf{E}$-field formulation” (see, e.g., [9]), and subsequently calculate $\phi$ in a second step using (6) and a gauge condition. It is more advantageous to use the latter “$\mathbf{E}$ approach” for several reasons: The two fields $\mathbf{E}$ and $\phi$ can be calculated in sequence (except for the Darwin approximation case discussed in section 3.4), thereby avoiding a computationally more expensive coupled boundary value problem (BVP), which occurs in the “$\mathbf{A}-\phi$ approach”. Furthermore, the $\mathbf{E}$ approach allows for an easy treatment of conductors modeled as perfect electric conductors (PECs), which is an important special case discussed in section 3.6.

Finally, the use of the E-field formulation allows for an elegant stabilization of the low-frequency instability inherent to all FE formulations of Maxwell’s equations in frequency domain, which is discussed in section 3.7.

The E-field formulation can be derived combining Ampère’s law and Faraday’s law. To provide a complete boundary value problem (BVP) that forms the basis of a FE solution, the boundary $\partial \Omega$ of the computational domain $\Omega$ is assumed to be the union of an electric and a magnetic boundary, $\Gamma_{el}$ and $\Gamma_{mag}$, on which electric (Dirichlet) and magnetic (Neumann) boundary conditions, respectively, are to be applied:

$$\partial \Omega = \Gamma_{el} \cup \Gamma_{mag}.$$  \hspace{1cm} (10)

Commonly either $\Gamma_{el}$ or $\Gamma_{mag}$ is empty, such that $\partial \Omega$ is entirely electric or magnetic. The BVP of the E-field formulation thereby reads,

$$\text{curl} \mathbf{v}_i \text{curl} \mathbf{E} + j\omega \mu_0 \sigma \mathbf{E} = \frac{\omega^2}{c^2} \varepsilon_i \mathbf{E}$$

$$\begin{align*}
\text{curl} \mathbf{v}_i \mathbf{E} &= 0 & \text{in } \Omega, \quad \text{(11a)} \\
\mathbf{n} \times \mathbf{E} &= 0 & \text{on } \Gamma_{el}, \quad \text{(11b)} \\
\mathbf{n} \cdot \varepsilon_i \mathbf{E} &= 0 & \text{on } \Gamma_{mag}. \quad \text{(11c)}
\end{align*}$$

Here, $\mu_0$ is the permeability of the vacuum, and $c$ the speed of light, while $\sigma$, $\varepsilon_i$, and $\mathbf{v}_i$ are the spatially dependent conductivity, relative permittivity, and relative reluctivity, respectively, and $\mathbf{n}$ is the normal vector on $\partial \Omega$. The magnetic boundary condition for $\mathbf{E}$ (11c) can be derived from the magnetic boundary condition for the magnetic field strength $\mathbf{H}$.

The partial differential equation (PDE) to determine $\phi$ is found by using (6) to eliminate the vector potential $\mathbf{A}$ from a gauge condition. Here, the Lorenz gauge [10],

$$\text{div} \varepsilon \mathbf{A} + \frac{j\omega}{c^2} \phi = 0,$$  \hspace{1cm} (12)
is chosen since it enables the calculation of the inductive compensation term introduced in section 3.3. Together (6) and (12) yield the PDE

\[-\text{div} \varepsilon \text{grad } \phi - \frac{\omega^2}{c^2} \phi = \text{div} \varepsilon I\]

(13)

The full BVP to compute the electric scalar potential is given in section 3.3, after modeling the source current density \( J_s \) and introducing the compensation term.

3.2 Modeling the Connecting Source Current Density

The remaining task is to identify a suitable source current density \( J_s \), modeling a current source connected to two of the terminals of the DUT. The source current density \( J_s \) should inject a constant current \( I_0 \) at the terminal surface \( T_0 \) and extract the same current again at \( T_a \), such that it flows along the integration path \( c \) in Fig. 1. Inside the conductor, this current \( I_0 \) is transported between the terminals by a conduction current density \( J_c \), which unlike \( J_s \) directly couples to \( \mathbf{E} \) via Ohm’s law, \( J_c = \sigma \mathbf{E} \), and thereby captures the resistive response to the enforced current flow. For the current densities \( J_a \) and \( J_b \) on the terminal surfaces homogeneous distributions are chosen,

\[ J_a = \hat{n}_a \frac{I_0}{A(T_a)} \quad \text{and} \quad J_b = -\hat{n}_b \frac{I_0}{A(T_b)}, \]

(14)

with \( \hat{n} \) denoting the unit normal vector pointing out of the conductor, and \( A(T) \) again the area of the respective terminals. The associated divergence of \( J_s \) must hence be given by

\[-\text{div} J_s = \text{div} J_s = |J_a| \delta_a(r) - |J_b| \delta_b(r) \]

(15)

where the delta distribution \( \delta_i(r) \) at terminal \( T_i \) is defined by

\[ \int_V \delta_i(r)f(r)dV = \int_{T_i} f(r)dS \quad \forall f(r) : \mathbb{R}^3 \rightarrow \mathbb{C}. \]

(16)

The expression (15) describes the situation that at the terminals the source current density \( J_s \) takes over the task of transporting the current \( I_0 \) from the conduction current density \( J_c \).

Our method to calculate \( J_s \) has to be so general that it can easily produce a connecting \( J_s \) independently of how the terminal surfaces are positioned in relation to e.g. the outer boundary \( \partial \Omega \) or any of the conducting areas of the DUT. Generally, for the expression for the divergence of the vector field \( J_s \), it is not sufficient to determine \( J_s \). However, choosing a gradient field ansatz,

\[ J_s = -\sigma \text{grad } \xi, \]

(17)

enables a computation of \( J_s \) from its divergence given in (15) without further specifying the path of the source current. The fictitious conductivity \( \sigma \) is a parameter of the algorithm and is here chosen to be constant in the whole domain \( \Omega \). The BVP determining the underlying potential \( \xi \) (and therefore \( J_s \)) is equivalent to the standard stationary current problem,

\[-\text{div} \sigma \text{grad } \xi = \text{div} J_s \quad \text{in } \Omega, \quad \xi = \text{const.} \quad \text{on } \Gamma_\text{const}, \quad \mathbf{n} \cdot \text{grad } \xi = 0 \quad \text{on } \Gamma_\text{mag}. \]

(18a)

The boundary conditions (18b) and (18c) are chosen in this way for consistency with the BVP (11) determining \( \mathbf{E} \).

3.3 Compensating the Inductive Influence of the Source Current Density

The gradient-field source current density proposed in the previous subsection does not model an ideal current source in one respect: Ideal current sources must not influence the DUT inductively. In section 2, a reduced voltage \( V_c \) was defined in which the part of the inductive response related to the return path of the current was eliminated. In addition, the electromagnetic fields causing \( V_c \) should not capture any inductive influence of the source current \( J_s \). The electric field calculated with (11) includes this unwanted influence of the source current, since any source current density that has a component parallel to the DUT at a finite distance must be expected to have a direct inductive influence on the fields in the DUT (such parallel components are unavoidable for three-dimensional conductors of arbitrary shape).

It is, however, possible to quantify and eliminate (and thereby de-embed) the contribution of this unwanted direct influence of the source current density in the calculation of the scalar potential with (13). To this end, the “total” electric field \( \mathbf{E} \) of (11), incorporating inductive effects related to both the conductor currents and the source current, is expressed as the difference of the compensated field \( \mathbf{E}_c \) capturing only the influence of the conductors and the field \( \mathbf{E}_s \) capturing the counteractive inductive influence of the source current density,

\[ \mathbf{E} = \mathbf{E}_c - \mathbf{E}_s. \]

(19)

The scalar potential to be calculated with (13) must be the compensated potential \( \phi_c \) excluding the unwanted inductive influence of \( J_s \),

\[-\text{div} \varepsilon \text{grad } \phi_c - \frac{\omega^2}{c^2} \phi_c = \text{div} \varepsilon \mathbf{E}_c = \text{div} \varepsilon \mathbf{E} + \text{div} \varepsilon \mathbf{E}_s. \]

(20)
The compensation term \( \text{div} \varepsilon \mathbf{E}_s \) can be determined employing the potential formulation of Maxwell’s equations in Lorenz gauge,

\[
\text{curl} \nabla_r \mathbf{A} - \varepsilon \text{grad} \varepsilon \text{div} \mathbf{A} = -\frac{\omega^2}{c^2} \varepsilon \mathbf{A} = \mu_0 \mathbf{J}, \tag{21a}
\]

\[
-\text{div} \varepsilon \text{grad} \phi - \frac{\omega^2}{c^2} \phi = \frac{1}{\varepsilon_0} \rho. \tag{21b}
\]

This formulation of Maxwell’s equations enables the independent calculation of the vector potential \( \mathbf{A} \) from the current density \( \mathbf{J} \) and the scalar potential \( \phi \) from the charge density \( \rho \) in the case that all currents in a given system are source currents, \( \mathbf{J} = \mathbf{J}_s \), that do not couple to the electric field via Ohm’s law.

To calculate \( \text{div} \varepsilon \mathbf{E}_s \), the non-physical (since not charge conserving) situation \( \mathbf{J} = \mathbf{J}_e \) and \( \rho = 0 \) is considered. Here, the conducting structures of the DUT are not modeled as the conduction current density \( \mathbf{J}_c \) is disregarded. The correction term calculated from these sources therefore captures the isolated effects of the source current density \( \mathbf{J}_s \).

By only considering source currents and no source charges, the “source” scalar potential \( \phi_s \) associated with \( \mathbf{E}_s \) vanishes and the correction term only depends on the “source” vector potential \( \mathbf{A}_s \),

\[
\text{div} \varepsilon \mathbf{E}_s = -j \omega \text{div} \varepsilon \mathbf{A}_s \tag{22}
\]

A boundary value problem to calculate the scalar field \( \text{div} \varepsilon \mathbf{A}_s \) directly is found by applying the divergence operator to (21a)

\[
-\text{div} \varepsilon \text{grad} \varepsilon \text{div} \mathbf{A}_s - \frac{\omega^2}{c^2} \text{div} \varepsilon \mathbf{A}_s = \mu_0 \text{div} \mathbf{J}_s, \tag{23}
\]

and supplementing the same boundary conditions on the outer boundary \( \partial \Omega \) as for the computation of \( \xi \) in (17). The term \( \text{div} \mathbf{J}_s \) is given with (15). To simplify the notation in the following, the scalar field

\[
g := -\frac{1}{\mu_0} \text{div} \varepsilon \mathbf{A}_s \tag{24}
\]

is defined. Expressing (23) with \( g \) and supplying boundary conditions yields the BVP

\[
-\text{div} \varepsilon \text{grad} g - \frac{\omega^2}{c^2} g = -\text{div} \mathbf{J}_s \quad \text{in } \Omega, \tag{25a}
\]

\[
g = \text{const.} \quad \text{on } \Gamma_{\text{el}}, \tag{25b}
\]

\[
\mathbf{n} \cdot \varepsilon \mathbf{g} = 0 \quad \text{on } \Gamma_{\text{mag}}. \tag{25c}
\]

Using the definition of \( g \) in (20) and supplementing boundary conditions yields the BVP determining the compensated scalar potential \( \phi_c \),

\[
-\text{div} \varepsilon \text{grad} \phi_c - \frac{\omega^2}{c^2} \phi_c = \text{div} \varepsilon \mathbf{E} + j \omega \mu_0 g \quad \text{in } \Omega, \tag{26a}
\]

\[
\phi_c = \text{const.} \quad \text{on } \Gamma_{\text{el}}, \tag{26b}
\]

\[
\mathbf{n} \cdot \varepsilon \text{grad} \phi_c = 0 \quad \text{on } \Gamma_{\text{mag}}. \tag{26c}
\]

This procedure is illustrated in Fig. 2.

The such computed fields are full-wave solutions considering all effects of Maxwell’s equations, including retardation. Considering wave effects in a FE context generally requires a strategy preventing reflections from the outer boundary of the finite computational domain, usually employing perfectly matched layers (see, e.g., [11]). However, if the structures of a DUT are small compared to the wavelengths associated with frequencies relevant to its EMC analysis, wave effects can generally be disregarded. To not unnecessarily complicate the FEM implementation and to avoid a possible greater numerical cost due to a finer space discretization needed for the layers, wave solutions can in such cases already be eliminated on the level of the underlying PDEs by employing the quasistatic Darwin approximation introduced in the following section 3.4.

For applications that only require to consider inductive effects and ohmic losses the more restrictive magnetoquasistatic approximation introduced in section 3.5 is applicable, further reducing the complexity and numerical cost of the implementation.
3.4 Darwin Approximation

Darwin’s approximation [12], sometimes also referred to as “full quasistatics”, neglects wave solutions while still fully capturing resistive, inductive, and capacitive effects. In this sense it behaves as the “natural” field-theoretical equivalent to the circuit model, which also precludes wave effects. The approximation arises from eliminating the magnetic vector potential contribution in both the displacement current and in Gauss’ law, and is hence dependent on the gauge condition of the potentials. In the Lorenz gauge, it amounts to neglecting the \( \omega^2 \)-terms in (21). Hence, also the \( \omega^2 \)-term in (25a) disappears in Darwin’s approximation, yielding the frequency-independent BVP

\[
\begin{align*}
-\text{div} \, \varepsilon_r \text{grad} \, g &= -\text{div} \mathbf{J}_s, & \text{in } \Omega, \quad (27a) \\
\mathbf{g} &= \text{const.} & \text{on } \Gamma_{el}, \quad (27b) \\
\mathbf{n} \cdot \varepsilon_r \mathbf{g} &= 0 & \text{on } \Gamma_{mag}. \quad (27c)
\end{align*}
\]

A comparison with (18) determining the potential \( \xi \) of the source current \( \mathbf{J}_s \), shows that in Darwin’s approximation \( g \) can be used to express the source current,

\[
\mathbf{J}_s = -\sigma \text{grad} \, \xi = \varepsilon_r \text{grad} \, g. \quad (28)
\]

This is a great advantage if a model has to be evaluated at several frequency points, since in the Darwin case only one BVP must be solved to calculate both \( \mathbf{J}_s \) and \( g \), in contrast to \( 1 + N_f \) BVPs in the non-approximated case, with \( N_f \) being the number of frequency points to be evaluated.

As the vector potential contribution to the displacement current is neglected in the Darwin approximation, the E-field formulation changes to

\[
\text{curl } \nabla \times \mathbf{E} + j\omega \mu_0 \sigma \mathbf{E} + \frac{\omega^2}{c^2} \varepsilon_r \text{grad} \, \varphi = -j\omega \mu_0 \mathbf{J}_s. \quad (29)
\]

The scalar potential \( \varphi \) does not necessarily have to be the Lorenz-gauged scalar potential \( \phi \) introduced in (12). Since (29) cannot be solved independently but only in a coupled BVP together with an additional scalar equation for \( \varphi \), we choose \( \varphi = \phi_c \) such that (26) can function as the required scalar equation. Thus, the coupled BVP reads

\[
\begin{align*}
\text{curl } \nabla \times \mathbf{E} + j\omega \mu_0 \sigma \mathbf{E} + \frac{\omega^2}{c^2} \varepsilon_r \text{grad} \, \phi_c &= -j\omega \mu_0 \mathbf{J}_s, & \text{in } \Omega, \quad (30a) \\
\text{div} \, \varepsilon_r \mathbf{E} &= \text{div} \, \varepsilon_r \text{grad} \, \phi_c - \frac{\omega^2}{c^2} \phi_c = j\omega \mu_0 g & \text{in } \Omega, \quad (30b) \\
\mathbf{n} \times \mathbf{E} &= 0 \quad \text{and } \phi_c = \text{const.} & \text{on } \Gamma_{el}, \quad (30c) \\
\mathbf{n} \cdot \varepsilon_r \mathbf{E} &= 0 \quad \text{and } \mathbf{n} \cdot \varepsilon_r \text{grad} \, \phi_c = 0 & \text{on } \Gamma_{mag}. \quad (30d)
\end{align*}
\]

3.5 Magnetoquasistatic Approximation

The magnetoquasistatic (MQS) approximation neglects the displacement current altogether and thereby also precludes capacitive effects in addition to wave effects. In contrast to Darwin’s approximation, the \( \omega^2 \)-terms of both (30a) and (30b) are neglected in the MQS formulation proposed here; while the first term is part of the displacement current, the second term results from the Lorenz gauge condition. Neglecting the latter is equivalent to choosing the Coulomb gauge condition for the calculation of \( \phi \). This step is taken in the MQS approximation to establish a consistency at higher-frequencies between the two PDEs, which in numerical experiments proves to be necessary to obtain plausible results at arbitrarily high frequencies. The BVP to determine \( \mathbf{E} \) in the MQS approximation is hence given by

\[
\begin{align*}
\text{curl } \nabla \times \mathbf{E} + j\omega \mu_0 \sigma \mathbf{E} &= 0 & \text{in } \Omega, \quad (31a) \\
\mathbf{n} \times \mathbf{E} &= 0 & \text{on } \Gamma_{el} \quad (31b) \\
\mathbf{n} \cdot \varepsilon_r \mathbf{E} &= 0 & \text{on } \Gamma_{mag}. \quad (31c)
\end{align*}
\]

The compensated scalar potential \( \phi_c \) is subsequently calculated with the BVP

\[
\begin{align*}
-\text{div} \, \varepsilon_r \text{grad} \, \phi_c &= \text{div} \, \varepsilon_r \mathbf{E} + j\omega \mu_0 g & \text{in } \Omega, \quad (32a) \\
\phi_c &= \text{const.} & \text{on } \Gamma_{el}, \quad (32b) \\
\mathbf{n} \cdot \varepsilon_r \text{grad} \, \phi_c &= 0 & \text{on } \Gamma_{mag}. \quad (32c)
\end{align*}
\]

As in Darwin’s approximation, for (31) and (32) the scalar field \( g \) is determined with the frequency-independent BVP (27).

3.6 Perfect Electric Conductor Approach

Due to the skin and proximity effects, the parasitics represented by the impedance matrix \( \mathbf{Z} \) extracted using the general-case equations of the previous subsections are dependent on the frequency in a general way. For some applications of EMC analysis, however, it may suffice to provide the high-frequency limit which corresponds to a particular frequency dependence and to a decoupled pair of a frequency-independent inductance matrix \( \mathbf{L} \) and a frequency-independent capacitance matrix \( \mathbf{C} \). Approximating the parasitic effects with simple frequency-independent lumped elements enables an especially straightforward combination with the functional elements in a joint circuit and a convenient and fast simulation thereof.

It is possible to extract the high-frequency inductance at a moderate numerical cost by modeling the conductors of the DUT as perfect electric conductors (PECs). This ensures a fully developed skin effect in the conductors such that the electric field \( \mathbf{E} \) vanishes in the conducting domains.
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Then, at any frequency (below the first resonance) the same inductance matrix, i.e. its high-frequency limit, is obtained (Fig. 4a).

The computational cost of this approach is much lower than for the general case for two reasons: First, since no frequency dependent behavior occurs, the BVPs have to be solved at only a single frequency point. Second, it is much cheaper to solve the E-field formulation (11) if the conductors are PECs since in this case (11a) is only enforced in the non-conducting region \( \Omega_0 = \Omega \setminus \Omega_c \), supplemented by electric boundary conditions for \( E \) on the boundary of the conducting region \( \Omega_c \). Furthermore, the ohmic loss term \( j \omega \sigma \vec{E} \) disappears from the E-field form, such that the whole system of equations only needs to be solved for the imaginary part of the fields \( \vec{E} \) and \( \phi_c \), since \( \text{Re}(\vec{E}) = 0 \) and \( \text{Re}(\phi_c) = 0 \) if \( J_c \) is chosen real. This leads to purely real operator matrices after FE discretization.

### 3.6.1 PEC Case in Darwin’s Approximation

In the PEC case, Darwin’s approximation captures inductive and capacitive effects while precluding ohmic losses and wave effects. After solving (27) for \( g \) in the full domain \( \Omega \), the compensated potential \( \phi_c \) is computed with the BVP

\[
\nabla \times \nabla \times \vec{E} + \frac{\omega^2}{c^2} \varepsilon_r \nabla \phi_c = - j \omega \mu_0 \varepsilon_r \nabla g \quad \text{in} \quad \Omega_0, \quad (33a)
\]

\[
-j \omega \mu_0 \varepsilon_r \nabla \phi_c - \frac{\omega^2}{c^2} \phi_c = j \omega \mu_0 g \quad \text{in} \quad \Omega, \quad (33b)
\]

\[
\nabla \cdot \vec{E} = 0 \quad \text{on} \quad \partial \Omega_c \cup \Gamma_{el}, \quad (33c)
\]

\[
\phi_c = \text{const.} \quad \text{on} \quad \Gamma_{el}, \quad (33d)
\]

\[
\nabla \cdot \vec{E} = 0 \quad \text{on} \quad \Gamma_{mag}, \quad (33e)
\]

Note that while the vectorial equation \((33a)\) is only enforced in the non-conducting subdomain \( \Omega_0 \), the scalar equation \((33b)\) is enforced in the full domain \( \Omega \).

### 3.6.2 PEC Case in the MQS Approximation

Modeling the conductors as PECs in the MQS approximation yields a system that captures only inductive effects while precluding capacitive effects, ohmic losses, and wave effects. The corresponding BVP to determine \( \vec{E} \) is given by

\[
\nabla \times \nabla \times \vec{E} = - j \omega \mu_0 \varepsilon_r \nabla g \quad \text{in} \quad \Omega_0, \quad (34a)
\]

\[
\nabla \cdot \vec{E} = 0 \quad \text{on} \quad \partial \Omega \cup \Gamma_{el}, \quad (34b)
\]

\[
\nabla \cdot \vec{E} = 0 \quad \text{on} \quad \Gamma_{mag}, \quad (34c)
\]

It is enforced only in the non-conducting subdomain \( \Omega_0 \). The BVPs determining \( g \) and \( \phi_c \), \((27)\) and \((32)\), respectively, remain unchanged and are enforced in the full domain \( \Omega \).

Capturing only inductive effects, the reactance calculated with \((8)\) and \((9)\) from this \( \phi_c \) has a linear frequency dependence and its corresponding inductance is frequency independent (Fig. 4a). A real, frequency-independent set of equations to determine the constant inductance of the MQS PEC case directly can therefore be obtained by dividing the BVPs \((34)\) and \((32)\), and \((8)\) and \((9)\) by \( j \omega \) (introducing the scaled fields \( \vec{E}' = \vec{E}/j \omega \) and \( \phi_c' = \phi_c/j \omega \)).

### 3.7 Finite Element Discretization

We discretize the BVPs of the previous subsections by expressing the scalar fields \( \xi, g \), and \( \phi_c \) with the \( H^1 \)-conforming and the vector field \( \vec{E} \) with the \( H(\text{curl}) \)-conforming basis functions given in [13]. To this end, the domain \( \Omega \) is meshed with tetrahedral elements. Testing in a Galerkin approach the scalar and vectorial PDEs with the scalar and vectorial basis functions, respectively, and integrating over the domain \( \Omega \) discretizes the BVPs into sparse linear systems of equations.

FE discretizations of the frequency-domain Maxwell equations are notorious for resulting in singular stiffness matrices at lower frequencies [14, 15, 16]. Generally, a low-frequency stabilization scheme is necessary to ensure that the associated FE method linear system has a stable solution at all frequencies. In [16] Eller et al. derived a stable weak formulation based on the E-field formulation (11). It is very general in its scope, such that it can be applied to the Darwin and MQS approximations, and to the PEC case in a straightforward way.

The basic approach of this method to split the Sobolev space \( H(\text{curl}, \Omega) \) of the trial and test functions of \( \vec{E} \) into three parts

\[
H(\text{curl}, \Omega) = V \uplus W \uplus U \quad (35)
\]

with

\[
\forall \vec{v} \in V \quad \text{curl} \vec{v} \neq 0, \quad (36a)
\]

\[
\forall \vec{w} \in W \quad \text{curl} \vec{w} = 0 \wedge \vec{w} \neq 0 \quad \text{in} \quad \Omega_c, \quad (36b)
\]

\[
U := \{ \vec{u} \in H(\text{curl}, \Omega) : \text{curl} \vec{u} = 0 \wedge \vec{u} = 0 \quad \text{in} \quad \Omega_c \}. \quad (36c)
\]

Note that \((36c)\) defines \( U \) whereas \((36a)\) and \((36b)\) are merely required conditions for the functions of the spaces \( V \) and \( W \), respectively. There are multiple ways to construct \( V \) and \( W \) such that \((35)\) is fulfilled.

The electric field is thereby decomposed into one part similar to a vector potential, \( \vec{E}_V \in V \), and two parts that are essentially gradient fields produced by scalar potentials, \( \vec{E}_W \in W \) and \( \vec{E}_U \in U \), the latter of which vanishes in the
conducting subdomain \( \Omega_c \). Moreover, the components are scaled differently, i.e.
\[
E = j \omega E_V + (j \omega)^{1/2} E_W + E_U.
\]
(37)

Inserting this expression into the E-field formulation (11) and testing the equation separately with the functions of the three subspaces \( V, W, \) and \( U \) allows an individual frequency scaling of the three resulting equations that renders the formulation low-frequency stable. For edge-based FE basis functions of the lowest order \( p = 1 \), the corresponding basis functions of \( V \) are found using a tree-cotree split [17]. The higher orders of the hierarchical basis functions of [13] are already split into a part with non-vanishing curl and a gradient field part, and thereby give the higher-order functions of \( V \) explicitly.

4 Numerical Experiments

4.1 Straight Wire

The proposed FE-based method for impedance computation is evaluated by comparing its results to analytic values of the academic example of a straight wire of circular cross section. An analytic expression for the internal partial impedance \( Z_{\text{int}} \) of a wire of length \( l \) and radius \( r \) is given in [18].
\[
Z_{\text{int}} = R + j \omega L_{\text{int}} = \frac{jl}{2\pi r} \sqrt{\frac{\omega \mu}{\sigma}} \left( \text{Ber}(q) + j \text{Bei}(q) \right) \quad \text{Ber}'(q) + j \text{Bei}'(q)
\]
with \( q = r \sqrt{\frac{\omega \mu}{\sigma}} \), and \( \text{Ber}, \text{Bei}, \text{Ber}' \) and \( \text{Bei}' \) denoting the real and imaginary Kelvin functions and their derivatives, respectively. This expression captures the ohmic resistance \( R = \text{Re}(Z) \) and the contribution of internal partial inductance \( L_{\text{int}} \) to the reactance \( X = \text{Im}(Z) \). It can be combined with the external partial inductance \( L_{\text{ext}} \) of a wire given in [8],
\[
L_{\text{ext}} = \frac{j \omega l}{2\pi} \left( \text{arsh} \left( \frac{l}{r} \right) - \sqrt{1 + \left( \frac{r}{l} \right)^2 + \frac{r}{l}} \right),
\]
(39)
to produce an analytic approximation \( Z_{\text{ana}} \) that describes the ohmic resistance and the inductive contribution to the impedance of the wire,
\[
Z_{\text{ana}} := Z_{\text{int}} + j \omega L_{\text{ext}} = R + j \omega (L_{\text{int}} + L_{\text{ext}}).
\]
(40)
Neglecting both wave propagation and capacitive effects, \( Z_{\text{ana}} \) is an MQS approximation.

The example of a wire of length \( l = 50 \text{mm} \) and radius \( r = 1 \text{mm} \) was chosen for a series of numerical experiments. To approximate open boundary conditions in the FE implementation of the two quasistatic models of section 3, the impedance was calculated as the average of values produced with an electric boundary, \( \partial \Omega = \Gamma_{\text{el}} \), and values produced with a magnetic boundary, \( \partial \Omega = \Gamma_{\text{mag}} \), as suggested by the strategic dual image technique [19], and the finite computational domain \( \Omega \) was chosen very large compared to the model size.

Fig. 3a compares the resistance over frequency calculated both analytically with (40) and numerically with the MQS approximation of section 3.5 (the \( R \) values of the Darwin approximation and the non-approximated system are the same as the MQS values). The analytical and numerical values are virtually identical until \( f = 1 \text{MHz} \). For \( f > 10 \text{MHz} \), however, the numerical values quickly approach a constant upper limit due to the FE space discretization becoming unable to resolve the current density skin depth. This demonstrates the general infeasibility of numerical methods requiring a volumetric discretization for high-frequency resistance computations. In the context of EMC analysis, however, the resistive effects are generally only of minor importance.

Fig. 3b compares the modulus of the reactance \( X \) of the analytical values and both quasistatic approximations in a higher frequency interval. While the analytical and numerical MQS values show the identical unchanging linear response, the Darwin approximation is capable of capturing resonant behavior resulting from the interplay of inductive and capacitive effects. This illustrates on the one hand that the MQS approximation is suitable for precisely those applications in which only the inductive effects are of interest, and on the other hand that the Darwin approximation may be employed for a resonance analysis (which has been investigated in [20]).

In the MQS approximation, the inductance \( L \) is simply \( L = X/\omega \). Fig. 4 compares the inductance values of the numerical MQS approximation over frequency to the analytical values calculated from (40). The values are in good agreement; unlike for the resistance \( R \) in Fig. 3a the finite minimal skin depth due to the space discretization does not lead to a major qualitative difference between the analytical and numerical values at higher frequencies. The finite discretization of the conductor in the numerical method manifests itself merely in a slightly altered curvature in the interval between 100kHz and 10MHz. The values of the PEC case equation system (34) displayed in Fig. 4a show how this modification of the general case method produces the high-frequency limit of \( L \) directly at any frequency. Fig. 4b demonstrates the effect of the inductive compensation term derived in section 3.3 by comparing the values of the regular method with compensation to values calculated without the compensation term. The compensation leads to a frequency-independent shift of the inductance of \( \approx 4.85 \text{nH} \). The uncompensated values are therefore on average \( \approx 13 \% \) lower than both the analytical and compensated numerical values.
Fig. 3: Frequency dependent resistance $R$ (left) and modulus of the reactance $X$ (right). The FEM space discretization severely limits the applicability of the numerical method for high-frequency resistance computation. While the Darwin approximation is capable of capturing resonant behavior in the reactance, the response of the MQS approximation is only inductive and hence linear.

Fig. 4: Frequency dependence of the inductance $L$. The numerical values of the MQS approximation are in good agreement with the analytical values. The PEC case gives the high-frequency limit directly (left plot). The effect of the compensation term derived in section 3.3 is demonstrated in the right plot.

4.2 Capacitor Coil Model

The capability of the proposed FE-based method for impedance computation to handle inhomogeneous permittivities $\varepsilon$ and permeabilities $\mu$ is demonstrated with a model featuring a parallel-plate capacitor with a dielectric inset, and a coil with a closed magnetic core, as displayed in Fig. 5. Similar models without the dielectric inset and magnetic core have been considered by other authors, e.g. in [14].

Modeling the conductors of the model as PECs as described in section 3.6 allows to extract a frequency-independent capacitance $C$ for the capacitor and inductance $L$ for the coil. The capacitance $C$ is calculated with the Darwin system.

Fig. 5: Model featuring a capacitor with a dielectric inset and a coil with a closed magnetic core. The total length of the model is 40mm.
of section 3.6.1 by choosing the surfaces of the capacitor plates as terminal surfaces and computing the reactance \( X_{\text{FE}} \) between the two plates at a suitably low test frequency \( f_0 \). The capacitance is then given by \( C = -1/(2\pi f_0 X_{\text{FE}}(f_0)) \).

As an example for such a capacitance extraction, the model of Fig. 5 is considered with the choice \( \varepsilon_r = 100 \) for the dielectric material and \( \mu_r = 1 \) for the magnetic core. With the test frequency \( f_0 = 100\text{Hz} \) the capacitance is computed as \( C \approx 1.184\text{pF} \). The relative error

\[
\epsilon_X := \left| \frac{X_{\text{FM}} - X_C}{X_{\text{FE}}} \right| \tag{41}
\]

between the reactance \( X_C := -1/(2\pi f C) \) associated with the extracted capacitance and the FE solution \( X_{\text{FE}} \) is displayed in Fig. 6. The relative error \( \epsilon_X \) stays below \( 10^{-14} \) for frequencies \( f < 5\text{kHz} \), indicating both that in this frequency range the purely capacitive reactance \( X_C \) perfectly captures the behavior of the FE solution \( X_{\text{FE}} \) and that the frequencies in this range are suitable test frequencies for the extraction of the capacitance \( C \). Above \( f = 5\text{kHz} \), the contribution of inductive effects to the reactance \( X_{\text{FE}} \) becomes measurable. However, the relative error \( \epsilon_X \) stays well below \( 10^{-9} \) for frequencies as high as \( f = 1\text{MHz} \).

Fig. 7a shows the such extracted capacitance \( C \) of the capacitor normalized by the relative permittivity \( \varepsilon_r \) of the dielectric material for a parameter sweep of \( \varepsilon_r \) (with the permeability of the magnetic core fixed at \( \mu_r = 1 \)). For higher values of \( \varepsilon_r \) the normalized capacitance approaches a constant value \( C/\varepsilon_r \approx 6.908\text{pF} \). This demonstrates the proportionality of \( C \) to relative permittivity of the dielectric that takes effect when the field lines of the electric field \( \mathbf{E} \) begin to be localized in the dielectric at values \( \varepsilon_r > 1 \).

Fig. 7b shows an analogous plot for the inductance \( L \) of the coil normalized with the relative permeability \( \mu_r \) of the core (the terminal surfaces being the right capacitor plate and the right end surface of the coil, with the permittivity of the dielectric material fixed at \( \varepsilon_r = 1 \)). The frequency-independent inductance \( L \) is computed directly with the MQS approximation as described in section 3.6.2. The behavior of the normalized inductance \( L/\mu_r \) is qualitatively similar to that of \( C/\varepsilon_r \) in Fig. 7a: For large values of \( \mu_r \) the normalized inductance approaches a constant value \( L/\mu_r \approx 872.1\text{pH} \), indicating the proportionality of \( L \) to \( \mu_r \) for values \( \mu_r \gg 1 \), at which the field lines of the magnetic flux \( \mathbf{B} \) are concentrated in the core.

5 Conclusions

In his work, the theoretical foundation of an FE-based numerical impedance computation method was developed, providing a basis for parasitic extraction for models of complex geometry. After clarifying the relationship of the impedance matrix and a scalar potential, the field equations for the calculation of the scalar potential were formulated and a suitable source current density was modeled. A de-embedding approach was pursued to eliminate any unwanted inductive influence of the source on the result. The FE discretization including a necessary low-frequency stabilization scheme was briefly discussed. While the derivation itself did not rely on any approximation to Maxwell’s equations, two quasistatic approximations especially relevant for application were also provided, as well as the important special case of perfect electric conductors giving a high-frequency inductance approximation. The method was validated by comparing the quasistatic approximations and the special PEC case to analytic values for a wire model. The results demonstrate that the finite minimal skin depth of the FE discretization does not negatively influence the quality of high-frequency inductance results in a substantial way. The capability of the method to handle inhomogeneous permittivities and permeabilities was demonstrated with a capacitor coil model featuring a dielectric inset and a magnetic core.
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