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Real-time quantum simulation of quantum field theory in (3+1)D requires large quantum computing resources. With a few-qubit quantum computer, we develop a novel algorithm and experimentally study the Schwinger effect, the electron-positron pair production in a strong electric field, in (3+1)D. The resource reduction is achieved by treating the electric field as a background field, working in Fourier space transverse to the electric field direction, and considering parity symmetry, such that we successfully map the three spatial dimension problems into one spatial dimension problems. We observe that the rate of pair production of electrons and positrons is consistent with the theoretical predication of the Schwinger effect. Our work paves the way towards exploring quantum simulation of quantum field theory beyond one spatial dimension.

I. INTRODUCTION

Historically, the development of quantum electrodynamics (QED) significantly advances the understanding of quantum field theory (QFT) in its early stage. Quantum simulation of QFT [1-5] has a great potential to revolutionize fundamental physics, in part because it can simulate highly entangled quantum systems, which may never be achieved by classical computers. Currently, it is in its very early stage and QED can play a similar role to make progress in simulating QFT in quantum computers.

The Schwinger mechanism [6], as a textbook example in QED, is employed to improve our knowledge of quantum algorithms for QFT. The mechanism describes electron-positron pair production from a strong electric field E. The pair production is viewed as a non-perturbative phenomenon of vacuum decay. Also, it can be understood from a QED effective action by considering quantum corrections from the interactions of the electric field and virtual electron-positron pairs. It has been invoked to gain insights on particle production in QCD [7-11] and on black hole physics [12, 13]. To produce the electron-positron pair in the laboratory, the electric field needs to reach the critical value \( E_{\text{critical}} \sim 10^{18} \text{volts/meter} \), which is extremely strong and not accessible by current experiments. All these motivate us to study the Schwinger effect with quantum computers.

We are in the noisy intermediate-scale quantum (NISQ) era [14], in which the quantum computing power is limited by its size and the imperfect control of noises. Even with the imperfect quantum hardware, some progress of QFT simulation has been made in both developing quantum algorithm [15-32] and performing quantum simulation [33-40]. However, limited by the small-scale quantum computers, most of the simulations for QFT are demonstrated in (1+1)D. Going beyond one spatial dimension is a crucial step towards exploring more fundamental questions in QFT. In this article, we present a novel method to simulate the Schwinger effect in (3+1)D only with a few qubits. This method can apply to other field theory questions beyond one spatial dimension.

Because of the significance of the Schwinger mechanism, it is worthwhile to run a real-time simulation and compare the results to the theoretical predication. To simulate the Schwinger pair production, we discretize the space along the direction of the electric field and scan the momentum space along the direction perpendicular to the electric field. Inspired by [40], we impose the parity symmetry to further reduce the number of qubits by half, and eventually the algorithm is implemented on an IBM’s digital quantum computer with 5 qubits. The particle-antiparticle pair production is observed in the real-time simulation as expected, and the production rate agrees with the predication of the Schwinger effect within uncertainties.

The article is structured as follows. In section II we introduce the theoretical setup for quantum simulation of the Schwinger mechanism. A detailed description of the algorithm is presented in section III. We show the main results of our algorithm and analyze the errors in section IV. Finally, we conclude and discuss our anticipation for future works in section V.

II. THEORETICAL SETUP

In the NISQ era, quantum simulation is limited to a few qubits and has large quantum noises, which challenges the quantum simulation of QFT in (3+1)D. To experimentally study the Schwinger pair production in (3+1)D, we introduce several techniques to simplify and parallelize the quantum simulation, including background field method, dimension reduction, parity symmetry, etc.

We treat the gauge field \( A^\mu \) as a classical background field since we are not concerned with the dynamics of \( A^\mu \). A fermion field \( \psi \) interacting with the gauge field \( A^\mu \) is described by the following action,

\[
S = \int \! d^4x \left[ \bar{\psi} \left( i \not{D} - m \right) \psi \right],
\]
where $\mathcal{D} = (\partial_u + i e A_u) \gamma^\mu$. Here we choose the axial gauge with $A_z = 0$ and $A_0 = -E |z|$ to give a static electric field $E$ in the $z$-direction. The background field approach is in accord with the principle of the Euler-Heisenberg Lagrangian derived from the effective action to predict the Schwinger pair creation rate, where $A_u$ is a background field and fermions are integrated out. This approach also implies that we neglect the backreaction of the produced electrons and positrons to the electric field and interactions among the electrons and positrons.

We observe that the Hamiltonian can be diagonalized by a unitary transformation. Thus a $(3+1)$D simulation is decomposed into a summation of several $(1+1)$D simulations, which dramatically reduce the number of qubits in the quantum simulation. The reduction is realized by working in the Fourier space of $(x, y)$ and the real space of $z$. The Fourier decomposition of fermions takes the form

$$\psi(x) = \int \frac{dp_x dp_y}{(2\pi)^2} \sum_s \psi_s(p_x, p_y, z) e^{i(p_x x + p_y y)} ,$$

with summation over the spin $s$. By taking a unitary transformation,

$$U = \begin{pmatrix} \sqrt{m' + m} & -p_x \sigma_x + p_y \sigma_y & -p_y \sigma_x + p_x \sigma_y \\ p_x \sigma_x + p_y \sigma_y & \sqrt{m' + m} & m' + m \\ m' + m & m' + m & \sqrt{m' + m} \end{pmatrix}$$

with $m' = \sqrt{m^2 + p_z^2}$ and $p_z = \sqrt{p_x^2 + p_y^2}$, the fermion field is rotated as $\tilde{\psi}_s(p_x, p_y, z) = U^\dagger \psi_s(p_x, p_y, z)$, and the Hamiltonian is converted into a 2D form

$$H = \int dz d^2 \psi_s (\psi_s^\dagger (x) + m' \gamma^0 + eA_0) \otimes I_{2\times 2} \tilde{\psi}_s ,$$

where $\pm$ correspond to spin up and down, respectively. The reduction is achieved by transforming the $4 \times 4$ matrix in the Hamiltonian into a $2 \times 2 \gamma^0$ matrix times the identity matrix $I_{2\times 2}$. $\gamma^0$ happen to have the same form of gamma matrices in 2D. In the new Hamiltonian, $m'$ is an effective mass in $(1+1)$D. Therefore, the Schwinger pair production rate in $(3+1)$D is given by integrating the rate in $(1+1)$D over the transverse momentum and summing over the spin,

$$\Gamma_{3+1}(m') = 2 \int \frac{dp_z}{(2\pi)^2} \Gamma_{1+1}(m' = \sqrt{m^2 + p_z^2}) .$$

After reducing to 2D, we spatially discretize the Hamiltonian with the Kogut-Susskind formulation \cite{Kogut1974, Susskind1974}, mapping electrons (positrons) into even (odd) lattice sites. With the lattice spacing $a$, the discretized free Hamiltonian $H_0$ and interaction $H_I$ describing the dynamics of one component of fermion field $\phi(n)$ are written as,

$$H_0 = H_{0,m} + H_{0,k} = m \sum_n (-1)^n \phi^\dagger(n) \phi(n)$$

$$+ \frac{i}{2a} \sum_n \left[ \phi^\dagger(n) (n + 1) - \phi^\dagger(n + 1) \phi(n) \right] , \quad (6)$$

$$H_I = \sum_n eA_0(na) \phi^\dagger(n) \phi(n) . \quad (7)$$

where $H_{0,m}$ is the mass term, $H_{0,k}$ is the kinetic term with nearest-neighbor lattice-site interactions.

Furthermore, by considering the parity symmetry of QED, the Hamiltonian is decomposed into the parity even and odd one. And the parity even/odd fermion fields are $\psi_{\pm} = (\psi(x) \pm \gamma^0 \psi(-x))/\sqrt{2}$ for the continuum case and the staggered lattice fields $\phi_{\pm}$ are given in the supplemental material. The number of spatial sites is reduced by half and the parity even and odd fermions are simulated separately. Eventually these parity even or odd fermions are mapped into Pauli spin operators by using the Jordan-Wigner transformation \cite{Jordan1938}.

### III. QUANTUM COMPUTING ALGORITHM

As shown in the previous section that the $(3+1)$D Schwinger pair production problem is simplified to 1D lattice, we proceed to simulate this non-perturbative process in digital quantum computers. We start from 10 lattice sites $(0, 9)$, where electron (positron) states are at the even (odd) lattice sites. Then reduce the lattice to $(0, 4)$ by considering parity symmetry. The gauge field $A_0 = naE$ with $n$ as the lattice number $(0, 4)$. Under the parity transformation, $A_0 = (10 - n)aE$ in the lattice of $(5, 9)$.

The simulation consists of the following main steps: the ground state preparation, time evolution of the parity even Hamiltonian $e^{-iH_I t}$, and measurement with the interaction turned off, which is illustrated by the schematic quantum circuit,

$$\begin{align*}
|10101\rangle & \xrightarrow{UVQE} e^{-iH_I t} \\
& \xrightarrow{UVQE^\dagger} \\
\end{align*}$$

Before and after the time evolution, adiabatic turn-on and turn-off of interactions are essential steps, which are substituted by VQE transformations, $UVQE$ and $UVQE^\dagger$.

**Ground state:** The ground state of the Hamiltonian with only mass term $H_{0,m} = \sum_n (-1)^n m \phi^\dagger(n) \phi(n)$ denoted as $|10101\rangle$ has no electron and positron, which is set as the initial state of our simulation. An excited electron changes $|1\rangle$ to $|0\rangle$ on the 0th, 2nd or 4th qubit, while an excited positron changes $|0\rangle$ to $|1\rangle$ on the 1st or 3rd qubit. Since charge is conserved, there exists a physical subspace in which the states contain three 1’s and two 0’s given the charge-zero initial state. Such principle turns
out to be the key to solve the eigenstates of the system and to reduce hardware noises.

After having the initial state $|10101\rangle$, we will turn on the nearest-neighbor lattice-site interactions $H_{0,k}$. One approach is to adiabatically turn on the kinetic term $H_{0,k}$ [3], but this is a resource-consuming procedure since we need gradually turn on the kinetic term, requiring circuit depth exceeding the limits of hardware available in the NISQ era. Instead, we use the Variational Quantum Eigensolver (VQE) method to find the ground state of the Hamiltonian $H_0$ with a much shallower circuit. The ansatz of VQE circuit mimics the Hamiltonian of the system and contains nine parametrized gates which are rotational operators along the $y$ and $z$-axis of the Bloch sphere. The 9 parameters are optimized via minimizing the expectation value of the free Hamiltonian $H_0$ to obtain the vacuum state $|\Omega_{\text{VQE}}\rangle$. The vacuum state is compared to the exact numerical solutions of the vacuum states of $H_0$, $|\Omega_{\text{exact}}\rangle$. As a result of the VQE method, the fidelity $\langle\Omega_{\text{VQE}}|\Omega_{\text{exact}}\rangle^2$ to be larger than 99%. Hence the VQE method finds a correct vacuum state with great accuracy but a few quantum gates. Note that in the VQE method the operators in the circuit are all charge conserved, such that the states will stay in the physical subspace.

**Time evolution:** We start with the VQE vacuum state $|\Omega_{\text{VQE}}\rangle$ at the beginning of the simulation, $t = 0$. The state is evolved with the full Hamiltonian $H = H_0 + H_1$. The parity even(odd) Hamiltonian $H_+ (H_-)$ is a function of Pauli spin operators with the Jordan-Wigner transformation [50], and is further decomposed into three parts for constructing the quantum algorithm,

$$H_{+1} = \sum_{n=0}^{4} \left(-1\right)^{n} m + eEa n \sigma_{3}(n) / 2$$

$$H_{+2} = \frac{1}{\sqrt{2a}} \left[ \sigma^{+}(0)\sigma^{-}(1) + \sigma^{+}(1)\sigma^{-}(0) \right]$$

$$+ \frac{1}{2a} \left[ \sigma^{+}(2)\sigma^{-}(3) + \sigma^{+}(3)\sigma^{-}(2) \right]$$

$$H_{+3} = \frac{1}{2a} \sum_{n=1,3} \left[ \sigma^{+}(n)\sigma^{-}(n+1) + \sigma^{+}(n+1)\sigma^{-}(n) \right],$$

where $\sigma^{\pm}(n) = [\sigma_{1}(n) \pm i\sigma_{2}(n)]/2$. The unitary time evolution $U(t)$ can be expanded by using Suzuki-Trotter formulae with $n_t$ steps [52, 53],

$$U(t) = e^{-iH_{+}t} = \left( \prod_{j=1}^{3} e^{-iH_{+j}\delta t} \right)^{n_t} + \mathcal{O}(\delta t^2/n_t),$$

Measurement: After $n_t$ steps of evolution, we should turn off the kinetic term adiabatically then measure the probability of being the vacuum state. Such adiabatic turn-off is equivalent to applying an inverse VQE operator that we employed previously to make $|\Omega_{\text{VQE}}\rangle$. The vacuum persistence probability is measured by the frequency of the state $|10101\rangle$.

Although all of the previous procedures in our algorithm are charge conserved, the quantum noises can give non-zero charge final states. We propose to consider the physical states and remove the non-zero charge states because it will reduce the hardware errors. Suppose that the probability of a single bit flip error is of $O(e)$, then it needs at least two bit flips to return to the physical subspace. Therefore, when we measure the vacuum persistence probability by the frequency of $|10101\rangle$ restricted in the physical subspace, the hardware error is suppressed from $O(e)$ to $O(e^2)$.

**IV. SCHWINGER PAIR PRODUCTION RESULTS**

In this section, we analyze the numerical results of the Schwinger pair production with IBM quantum computers. Our analysis is based on the simulations running on an IBM machine, *ibm_lagos*, and on the simulations given by simulators from QISKIT [54] by turning off the quantum noises. The quantum simulation results are compared to the theoretical predication, and they are consistent within the experimental uncertainties. On the IBM quantum computer, following the dimension reduction method in the previous sections, we simulate the $(1+1)$D Schwinger effect with different effective masses $m^* = \sqrt{m^2 + p^2}$ in parallel. By repeating the experiments and measuring the final states a large number of times, we deduce the vacuum persistent probability $P_{\text{vac}}(t)$ and the $(1+1)$D vacuum decay rate $\Gamma_{1+1}$. The decay rate in $(3+1)$D is obtained by integrating the decay rate $\Gamma_{1+1}$ over the transverse momentum as eq. [5].

In the end, we discuss the uncertainties from the quantum simulation.

A benchmark point is chosen to demonstrate the validity of the quantum algorithm, where the parameters are given as

$$eE = 20, \quad a = 0.45,$$

the number of lattice sites (qubits) $N = 5$ and the time step $n_t = 3$ for the Suzuki-Trotter expansion. Here we set $m = 1$ as a unit, the spacing $a$ is determined by restricting the error within 10%, and $eE = 20$ represents a strong electric field. A weaker electric field takes a longer time in simulations to observe the vacuum decay, while a
much stronger electric field will quickly populate quite a few electrons and positrons, such that the correction to the decay rate is not negligible both in theory and experiments. Hence we choose this intermediate value of $eE$.

obtain the corrected quantum simulation results close to the theoretical ones.

For a given effective mass $m'$, the persistent vacuum probability $P_{\text{vac}}(t)$ data are fitted by an exponential function of $c_1 \exp(-\Gamma_{1+1}(m') \times \text{volume} \times t)$ with a normalization factor $c_1$ and volume $= aN$. The fitting results give the decay rate per volume $\Gamma_{1+1}(m')$ and are shown in fig. 2. Note that we choose a time range to fit the exponential curve and the normalization $c_1$ is set as a free parameter. In the case of $m' = 1.4$, the time region is taken as $0.10 < t < 0.45$; for other masses, the range is given in the supplemental material. The time range is set by considering that there is a transient effect at the beginning of time due to suddenly turning on the electric field and back reactions for a large time due to finite spatial size.

Integrating the $\Gamma_{1+1}(m')$ over the transverse momentum as eq. (5) gives the electron-positron pair production rate in (3+1)D. Here we only consider the electron-positron pair production with the transverse momentum $p_\perp^2 \leq 3$, i.e. $m' \leq 2$, due to larger quantum noises for larger $m'$. The decay rate from the theoretical predication of QED is 0.58, the noiseless simulator result is 0.56, and the corrected quantum computer gives the decay rate 0.60.

There are various uncertainties in the quantum simulation, originated from space and time discretization, statistical error, and hardware noises, in which the hardware noises are the dominant ones. First, modeling the Schwinger effect in a lattice as eqs. (8) to (10) introduces discretization error and truncation error by choosing the spacing $a$ and the finite size $L = Na$. The errors from spacing and finite size are of orders $O(a)$ and $O(1/L^2)$, }

Figure 1. Vacuum persistent probability for the effective mass $m' = 1.4$. The dashed curve corresponds to the exact numerical solution of the Hamiltonian. The simulation results on a noiseless simulator are shown in the gray dots. The ibm_lagos quantum computer results are shown in the hollow square. The solid squares are the corrected results to the quantum simulation by restricting to the charger-conserving subspace.
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Figure 1. Vacuum persistent probability for the effective mass $m' = 1.4$. The dashed curve corresponds to the exact numerical solution of the Hamiltonian. The simulation results on a noiseless simulator are shown in the gray dots. The ibm_lagos quantum computer results are shown in the hollow square. The solid squares are the corrected results to the quantum simulation by restricting to the charger-conserving subspace.

The probability of the final states being the vacuum state $\left| 010101 \right>$ denoted as the vacuum persistence probability $P_{\text{vac}}(t)$, is measured at different times. As an example, the probability for $m' = 1.4$ is shown in fig. 1 and $P_{\text{vac}}(t)$ for other masses is presented in the supplemental material. In fig. 1, the numerical solution of the Hamiltonian in eqs. (8) to (10) is shown in the dotted line. The numerical calculation gives the expected results for simulations to compare to. Also, it tells whether the parameters, $a$, $eE$ and $N$ is a proper choice by comparing to the Schwinger pair production rate derived from the continuous spacetime, which is given as

$$\Gamma_{1+1}(m) = \frac{eE}{2\pi} \log\left(1 - e^{-\frac{\pi^2 a^2}{eE}}\right).$$

We perform the simulation in two systems: IBM’s quantum simulators and quantum computers. The IBM’s simulators are designed to simulate and test the quantum computers, where we turn off quantum noises in the simulators to validate our quantum algorithm in an ideal situation. As shown in fig. 1, the noiseless simulation results are aligned with the “exact numerical calculation”. The quantum simulation results shown in the red hollow squares deviate from the exact solution due to the large noises. After removing the states having non-zero charges to restrict the final states in the physical subspace, we
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Figure 2. Vacuum decay rates versus effective masses $m'$. The solid curve corresponds to the theoretical predictions from QED in continuous space-time. The fitting results of the noiseless simulator are shown in the gray dots. The results from the IBM ibm_lagos are shown in the square data points.
respectively. Here taking $N = 5, a = 0.45$ in the benchmark model gives the numerical solution of the Hamiltonian close to the theoretical prediction of QED, which can be seen from comparing the Schwinger results to the noiseless simulation results in fig. 2. Second, we experience statistical error of order $O(1/\sqrt{n_{\text{shot}}})$ either on a simulator or a quantum computer with $n_{\text{shot}}$ measurement shots. We take $n_{\text{shot}} = 8192$ to make sure the statistical error is subdominant compared to the other ones. Third, $n_t$ Trotter steps in time introduces an error of order $O(t^2/n_t)$. Here we choose $n_t = 3$ to give accurate enough simulation results and moderate circuit depth. Finally, hardware noises, especially readout errors and CNOT gate errors, in the NISQ era are quite large. On the ibm_lagos quantum computer the readout errors and CNOT gate errors are both about 1%. The VQE transformation as well as each Trotter step takes 8 CNOT gates, such that the whole circuit contains 40 CNOT gates. Hardware noises are relieved by restricting to the charge-conserved subspace. We could also apply readout error mitigation or CNOT gate noise mitigation to further reduce hardware noise, which we would like to explore in future works.

V. CONCLUSION

In this article, we demonstrate a quantum algorithm to simulate the non-perturbative phenomenon of the Schwinger effect in (3+1)D by using IBM’s digital quantum computers. The number of qubits, the depth of the circuit are reduced suitable to the NISQ area, and the quantum noise is under control to get the Schwinger pair production rate. We manage to perform the quantum simulation in 5-qubit, by treating the gauge field $A^\mu$ as a background field, finding the Hamiltonian diagonalization and further reducing the resources by parity symmetry. In the real-time quantum simulation, we prepare the ground state, evolve it to a given time with a few time-step and measure the final states. The depth of the circuit is shortened by implementing the VQE algorithm instead of adiabatic turn on(off). In the measurement, the hardware noises are relieved by restricting to the charge-conserving final states. We implement the algorithm on IBM’s quantum computers also in the noiseless simulators. By analyzing the results and comparing them to the exact numerical calculation and theoretical predicition of the Schwinger effect, we conclude that the results are consistent within uncertainties. This methodology can apply to some quantum field theory questions related to effective actions. We look forward to future studies of quantum simulation of QFT beyond one spatial dimension.
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Appendix A: Theoretical setup

1. Continuum formulation, (3+1)D to (1+1)D

In this section we show that the Schwinger pair-production in an electric background field in (3+1)D can be decomposed into an (1+1)D QED problem (i.e. the Schwinger model\[58, 59\]).

First, we define the (3+1)D Dirac field in the Schrödinger picture:

\[
\psi(x) = \int \frac{d^3p}{(2\pi)^3} \frac{1}{\sqrt{2\omega_p}} e^{i\vec{p}\cdot\vec{x}} \sum_s (a^s_p \psi^s(\vec{p}) + b^s_{-\vec{p}} \psi^s(-\vec{p}))
\]

\[
= \int \frac{dp_x dp_y}{(2\pi)^2} e^{i(p_x x + p_y y)} \sum_s \psi_s(z, p_x, p_y), \tag{A1}
\]

where

\[
\psi_s(z, p_x, p_y) = \int \frac{dp_z}{2\pi} \frac{1}{\sqrt{2\omega_p}} e^{ip_z z} (a^s_p \psi^s(\vec{p}) + b^s_{-\vec{p}} \psi^s(-\vec{p})). \tag{A2}
\]

The free Hamiltonian is of the form

\[
H = \int d^3x \psi^\dagger (-i\gamma^0 \gamma \cdot \nabla + m\gamma^0)\psi = \int dz \int \frac{dp_x dp_y}{(2\pi)^2} \sum_s \psi_s^\dagger h \psi_s, \tag{A3}
\]

where gamma matrices are in the Dirac basis

\[
\gamma^0 = \begin{pmatrix} I_{2\times2} & 0 \\ 0 & -I_{2\times2} \end{pmatrix}, \quad \gamma^i = \begin{pmatrix} 0 & \sigma^i \\ -\sigma^i & 0 \end{pmatrix}, \tag{A4}
\]

and

\[
h = \begin{pmatrix} m & 0 & -i\partial_z & p_x - ip_y \\ 0 & m & p_x + ip_y & i\partial_z \\ -i\partial_z & p_x - ip_y & -m & 0 \\ p_x + ip_y & i\partial_z & 0 & -m \end{pmatrix}. \tag{A5}
\]

By doing the unitary transformation

\[
U = \frac{1}{\sqrt{2m'}} \begin{pmatrix} \sqrt{m' + m} - \frac{p_x \sigma_x + p_y \sigma_y}{\sqrt{m' + m}} \\ \frac{p_x \sigma_x + p_y \sigma_y}{\sqrt{m' + m}} \end{pmatrix}, \tag{A6}
\]

we obtain

\[
h' = U^\dagger h U = \begin{pmatrix} m'I_{2\times2} & -i\partial_z \sigma_z \\ -i\partial_z \sigma_z & -m'I_{2\times2} \end{pmatrix}. \tag{A7}
\]
where \( m' = \sqrt{m^2 + p_x^2 + p_y^2} \) and we define \( \tilde{\psi}_s = U^\dagger \psi_s \).

One can easily find the eigenvectors of \( h' \), which are also the solutions to the free-particle Dirac equation, to be

\[
\begin{align*}
\psi_{1/2}^1(x, p) &\propto \begin{pmatrix} m' + \omega_p \\ 0 \\ 0 \end{pmatrix}, & \psi_{1/2}^\prime (p) &\propto \begin{pmatrix} m' + \omega_p \\ 0 \\ -p_z \end{pmatrix}, \\
\psi_{-1/2}^1(x, p) &\propto \begin{pmatrix} 0 \\ 0 \\ m' + \omega_p \end{pmatrix}, & \psi_{-1/2}^\prime (p) &\propto \begin{pmatrix} 0 \\ 0 \\ p_z \end{pmatrix},
\end{align*}
\]

which means the 2,4-components of \( \tilde{\psi}_{1/2} \) and the 1,3-components of \( \tilde{\psi}_{-1/2} \) are always zero. Thus it is natural to define the following two-component spin states

\[
\begin{align*}
\tilde{\psi}_{1/2}^{(2)} = \begin{pmatrix} \tilde{\psi}_1 \\ \tilde{\psi}_3 \end{pmatrix}, & \tilde{\psi}_{-1/2}^{(2)} = \begin{pmatrix} \tilde{\psi}_2 \\ \tilde{\psi}_4 \end{pmatrix}.
\end{align*}
\]

Now the Hamiltonian can be written as

\[
H = \sum_s \int \frac{dp_x dp_y}{(2\pi)^2} \tilde{H}_s^{(2)},
\]

where

\[
\tilde{H}_s^{(2)} = \int dz \tilde{\psi}_s^{(2)\dagger} \left( \pm i\partial_z \gamma_0 \gamma_1 + m' \gamma_0 \right) \tilde{\psi}_s^{(2)}
\]

has exactly the same form of the Hamiltonian in (1+1)D, and

\[
\gamma_0 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}, \quad \gamma_1 = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}
\]

are the gamma matrices in 2D, the sign ambiguity in eq. (A11) can be absorbed by redefining \( \tilde{\gamma}_1 \).

Given a static electric background field along z-axis, choosing the axial gauge \( \vec{A} = 0, A_0 = A_0(z) \), we need to add the following interaction term into the Hamiltonian

\[
H_I = \int d^3 x e A_0 \psi^\dagger \psi.
\]

Following the same procedure, the interaction term can be written as

\[
H_I = \sum_s \int \frac{dp_x dp_y}{(2\pi)^2} \tilde{H}_{I,s}^{(2)},
\]

where

\[
\tilde{H}_{I,s}^{(2)} = \int dz e A_0 \tilde{\psi}_s^{(2)\dagger} \tilde{\psi}_s^{(2)}
\]

again exactly matches with the interaction term in 2D.

Now the (3+1)D QED problem are reduced to (1+1)D QED with the mass \( m \) replaced by \( m' = \sqrt{m^2 + p_x^2 + p_y^2} \), scanning over the momentum space along \( x \) and \( y \) direction and summing over spin.
It can be shown that the vacuum decay rate of the Schwinger effect in (3+1)D are related to the rate in (1+1)D

$$\Gamma_{3+1}(m) = 2 \int \frac{dp_x dp_y}{(2\pi)^2} \Gamma_{1+1}(m').$$

(A16)

2. Lattice formulation of (1+1)D fermions

Having shown that the Schwinger pair production of fermions with mass m and momentum $\vec{p}$ in (3+1)D is equivalent with the pair production of (1+1)D fermions with mass $m' = \sqrt{m^2 + p_x^2 + p_y^2}$ and momentum $p = p_z$, in this section we present the discretization of the (1+1)D Hamiltonian eqs. (A11) and (A15) on a lattice grid. We place the fermion field on a 1D lattice with spacing $a$, labeled by $n$. To avoid the fermion doubling problem, we adopt the staggered fermion approach [47, 48], where the upper(lower) component of $\tilde{\psi}_s$ is mapped to the fermion field $\phi(n)$ at even (odd) lattice sites

$$\phi(n)/\sqrt{a} \rightarrow \begin{cases} \tilde{\psi}^{(2)}_{\text{upper}}(na) & n \text{ even}, \\ \tilde{\psi}^{(2)}_{\text{lower}}(na) & n \text{ odd}. \end{cases}$$

(A17)

Fermion fields on each site satisfy the following anti-commutation relation

$$\{\phi^\dagger(m), \phi(n)\} = \delta_{mn}, \quad \{\phi(m), \phi(n)\} = 0.$$ (A18)

The Hamiltonian eqs. (A11) and (A15) are then discretized to be

$$H_0 = \frac{i}{2a} \sum_n \left[ \phi^\dagger(n)\phi(n+1) - \phi^\dagger(n+1)\phi(n) \right] + m \sum_n (-1)^n \phi^\dagger(n)\phi(n),$$

(A19)

$$H_I = \sum_n eA_0(na)\phi^\dagger(n)\phi(n).$$

(A20)

We adopt $A_0(z) = -E|z|$ with origin mapped at the site $N/2$. Observing that the Hamiltonian $H = H_0 + H_I$ is invariant under the parity transformation $P : \tilde{\psi}^{(2)}_s(z) \rightarrow \tilde{\gamma}^0 \tilde{\psi}^{(2)}_s(-z)$ for continuum or $P : \phi(m) \rightarrow (-1)^m \phi(N - m)$ for discrete, we could define the parity even and odd field

$$\phi_\pm(m) = \frac{\phi(m) \pm (-1)^m \phi(N - m)}{\sqrt{2}}, \quad m = 1, 2, \ldots, \frac{N}{2} - 1,$$

(A21)

$$\phi_+(0) = \phi(0), \quad \phi_-(0) = 0, \quad \phi_\pm(\frac{N}{2}) = \frac{1 \pm (-1)^{N/2}}{2} \phi(\frac{N}{2}).$$

(A22)

which satisfy the anti-commutation relations

$$\{\phi^\dagger_\pm(m), \phi_\pm(n)\} = \delta_\pm \delta_{mn}.$$ (A23)
The Hamiltonian is further divided into two parts \( H = H_+ + H_- \) which can be simulated separately

\[
H_+ = \frac{i}{2a} \sum_{m=1}^{N/2-2} [\phi^\dagger(m)\phi(m+1) - \phi^\dagger(m+1)\phi(m)]
\]

\[
+ \frac{i}{\sqrt{2a}} \left[ \phi^\dagger(0)\phi(1) - \phi^\dagger(1)\phi(0) \right]
\]

\[
+ \sum_{m=0}^{N/2-1} [(-1)^m M + eEam]\phi^\dagger(m)\phi(m),
\tag{A24}
\]

\[
H_- = \frac{i}{2a} \sum_{m=1}^{N/2-2} [\phi^\dagger(m)\phi(m+1) - \phi^\dagger(m+1)\phi(m)]
\]

\[
+ \frac{i}{\sqrt{2a}} \left[ \phi^\dagger\left(\frac{N}{2} - 1\right)\phi\left(\frac{N}{2}\right) - \phi^\dagger\left(\frac{N}{2}\right)\phi\left(\frac{N}{2} - 1\right) \right]
\]

\[
+ \sum_{m=1}^{N/2} [(-1)^m M + eEam]\phi^\dagger(m)\phi(m).
\tag{A25}
\]

The fermion field operators can be written in terms of spin operators by applying the Jordan-Winger transformation \[50\]

\[
\phi(n) = \prod_{l<n} [i\sigma_3(l)]\sigma^-(n),
\tag{A26}
\]

\[
\phi^\dagger(n) = \prod_{l<n} [-i\sigma_3(l)]\sigma^+(n),
\tag{A27}
\]

where \( \sigma^\pm(n) = [\sigma_1(n) \pm i\sigma_2(n)]/2 \).

The Hamiltonian is then converted to

\[
H_+ = \frac{1}{2a} \sum_{n=1}^{N/2-2} [\sigma^+(n)\sigma^-(n+1) + \sigma^+(n+1)\sigma^-(n)] + \frac{1}{\sqrt{2a}} [\sigma^+(0)\sigma^-(1) + \sigma^+(1)\sigma^-(0)]
\]

\[
+ \sum_{n=0}^{N/2-1} [(-1)^n M + eEan] \frac{\sigma_3(n) + 1}{2},
\tag{A28}
\]

\[
H_- = \frac{1}{2a} \sum_{n=1}^{N/2-2} [\sigma^+(n)\sigma^-(n+1) + \sigma^+(n+1)\sigma^-(n)] + \frac{1}{\sqrt{2a}} [\sigma^+(\frac{N}{2} - 1)\sigma^-(\frac{N}{2}) + \sigma^+(\frac{N}{2})\sigma^-(\frac{N}{2} - 1)]
\]

\[
+ \sum_{n=1}^{N/2} [(-1)^n M + eEan] \frac{\sigma_3(n) + 1}{2}.
\tag{A29}
\]

which is ready to be simulated on a digital quantum computer.
Appendix B: Demonstration of quantum circuits

We decompose the parity even Hamiltonian into 3 pieces $H_+ = H_{+1} + H_{+2} + H_{+3}$

$$H_{+1} = \sum_{n=0}^{N/2-1} [(-1)^n m + eEan] \sigma_3(n) \sigma_3(n), \quad (B1)$$

$$H_{+2} = \frac{1}{\sqrt{2a}} [\sigma^+(0)\sigma^-(1) + \sigma^+(1)\sigma^-(0)] + \frac{1}{2a} \sum_{n=2}^{N/2-3} [\sigma^+(n)\sigma^-(n+1) + \sigma^+(n+1)\sigma^-(n)], \quad (B2)$$

$$H_{+3} = \frac{1}{2a} \sum_{n=1}^{N/2-2} [\sigma^+(n)\sigma^-(n+1) + \sigma^+(n+1)\sigma^-(n)], \quad (B3)$$

on which we could apply Suzuki-Trotter formula and simulate the time evolution.

The quantum circuit for each Trotter step are shown below ($N/2 = 5$)

where $\alpha_k = (-1)^k m + eEak$. Single qubit gates

$$R_P(\theta) = e^{-i\frac{\sigma_P}{2} \theta}, \text{ where } P = x,y,z, \quad (B4)$$

represent rotations along the axis-P of the Bloch sphere.

The exponential of the operator $\sigma^+(n)\sigma^-(n+1) + \sigma^+(n+1)\sigma^-(n)$ in the kinetic term can be implemented by the following gates

$$e^{-i\frac{\theta}{2} [\sigma^+(n)\sigma^-(n+1)+\sigma^+(n+1)\sigma^-(n)]} = R_x(\theta)$$

where a controlled-x rotation is sandwiched by two CNOT gates, and is further transplied into basic gates of *ibm_lagos* in the following structure with two CNOT gates
The VQE ansatz we used to generate the ground state for $H_0$ is the following circuit with 9 parameters:

\[
\sqrt{X} \rightarrow R_z(-\frac{\pi}{2}) \rightarrow \sqrt{X} \rightarrow R_z(-\frac{\theta}{2}) \rightarrow \sqrt{X} \rightarrow R_z(-\frac{\pi}{2}) \rightarrow \sqrt{X}
\]

\[
\sqrt{X} \rightarrow R_z(\frac{\theta}{2}) \rightarrow \sqrt{X}
\]

where use controlled-y rotations sandwiched by two CNOT gates to generate entanglements between adjacent qubits. This operation is charge conserving and the corresponding unitary representations are all real. We then insert five $z$-rotations in the middle to generate phases.
Appendix C: Plots of vacuum persistence probability for different masses

Figure 3. Vacuum persistent probability for the effective masses $m' = 1.0, 1.2, 1.4, 1.6, 1.8$ and $2.0$. The dashed curve corresponds to the exact numerical solution of the Hamiltonian. The gray dots show the simulation results on a noiseless simulator. The hollow squares show results from the *ibm_lagos* quantum computer. The solid squares are the corrected results to the quantum simulation by restricting to physical subspace. The time regions we choose are $0.15 < t < 0.35$ for $m = 1.0$ and $2.0$, $0.15 < t < 0.40$ for $m = 1.2, 1.4$ and $1.8$, $0.15 < t < 0.42$ for $m = 1.6$. 