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To form a unified configuration and information management platform, FCCMS (financial center configuration management system) will integrate and sort information based on various configuration data and relationships as well as integrate processes and permissions. However, the most serious issue that data centers are currently facing is how to effectively manage these infrastructures. For various infrastructures, the data center currently uses a decentralized operation and maintenance management model. When an infrastructure fails due to inexperienced configuration management, this mode is not conducive to quickly locating and resolving the problem. A detection method of RFCO (random forest algorithm based on clustering optimization) is proposed, and an appropriate tree is selected from RF to integrate, so as to achieve the best effect. In this paper, the target matching algorithm based on FSL (few-shot learning) is deeply studied, and the target detection model is applied to the target matching and positioning task by using the ML method. The performance of the algorithm is tested by experiments on relevant datasets to verify the effectiveness of the algorithm in various scenarios.

1. Introduction

In China, the business volume of major commercial banks has increased significantly year after year as banking business has become more integrated with local market demand and with the global financial environment. At the same time, the banking industry’s reliance on IT systems is becoming increasingly apparent [1]. Due to the large number of application systems and servers, as well as the large scale of supporting network rooms, it is often difficult to quickly locate the causes of emergencies, analyze the true root causes of problems, and influence related modules due to poor consideration in upgrading and changing, making it difficult to ensure the high availability and work efficiency of data center systems [2, 3].

Many excellent algorithms have appeared in the field of computer vision, and these algorithms have made remarkable achievements in the fields of image classification, target location, target detection, etc. However, the establishment of many algorithms depends on a large amount of training data, but it is difficult to get rich data in practical application scenarios [4–6]. Usually, the change of financial data reflects this gradual process information; therefore, some algorithms can be used to analyze financial data and design a system that can scientifically reflect the company’s financial status, so as to guide enterprise decision makers to formulate correct guidelines, improve business activities, and prevent such problems in time [7]. DL (deep learning) has begun to rise. The related algorithms based on this have found a breakthrough for FSL (few-shot learning) [8, 9]. We establish a data center configuration management system in line with this practice standard and finely manage various infrastructures, so as to establish a long-term mechanism of production and operation with safety production as the core and effectively improve the service level of the data center.

Currently, each department’s configuration information is primarily managed by hand. Because there is no unified
2. Related Work

The univariate analysis model takes a single indicator variable, compares financial data from businesses in various stages of crisis, eliminates insignificant financial indicators, and determines the financial indicators with the best discrimination ability [11]. After the analysis, the conclusions are not completely consistent due to the different research samples selected by different researchers. According to the literature [12], the three financial indicator pairs of shareholders’ equity/assets and liabilities, working capital/total capital, and current assets/current liabilities have the best ability to predict financial crises. The results of a study [13] comparing and analyzing four financial ratio indicators show that the current ratio and debt ratio have the best early warning effect. The improved fruit fly optimization algorithm is combined with the Z-score model to create a financial early warning model in literature [14], and the results show that the model has good forecasting ability. The neural network model is used in literature [15] to study enterprise financial crisis early warning and is compared to the multivariate discriminant analysis model. The results show that the neural network model’s prediction effect is clearly greater than that of the multivariate discriminant analysis model. The financial crisis prediction model based on moderate financial indicators and a genetic algorithm is studied in the literature [16], and the results show that this type of model has a high prediction accuracy. Literature [17] compares an SVM-based early warning model to a neural network model and a multivariate discriminant analysis model. The results show that SVM outperforms other models in terms of prediction accuracy. In [18], bagging and boosting methods were used to create a financial crisis early warning model. In [19], the dimension of the index system is reduced through PCA (principal component analysis), and the top three financial indicators in order of importance are turnover per share, asset turnover rate, and current ratio.

In the financial data center, when the number of equipment systems in an IT environment increases to a certain scale, the system management team will definitely consider enabling appropriate tools to assist management. Mihelcic et al. [20] studied an online regression algorithm of nondistributed sampling. Lee and Moon [21] put forward the idea of nonindependent identical distribution in data analysis and processing and other related fields and formed a set of nonindependent identical distribution learning framework. Zhu et al. [22] proposed a corner extraction algorithm, which realized corner detection. Panigrahy et al. [23] obtained a model that can accurately match complex scenes through a large amount of data. By introducing DenseNet, the number of parameters is reduced and the training complexity of target detection network is optimized.

3. Research Method

3.1. Overall System Design

3.1.1. Basic Architecture Design of the System. All data centers are attempting to reduce operating and maintenance costs, and service integration has proven to be effective in practice. Reduced energy consumption and the implementation of virtualization are two strategies that can effectively reduce the cost of operation and maintenance. The specific implementation of these measures, on the other hand, must be based on a clear understanding of how many servers are running and which servers are deployed, that is, by establishing a system to share information and data, reflecting data relationships, and forming a unified data center with configuration information. System function modules are shown in Figure 1.

In the design of CMDB (configuration management database) configuration items, the query function should be considered, and the additional functions developed according to the outstanding query requirements of customers should be customized, including the following specific functions: query the configuration item list according to the configuration item type and attribute conditions and search the target configuration item list according to the specific relationship between the configuration items. You can filter the attribute conditions in the target configuration item list and import and export the query configuration for any related level configuration item query to facilitate repeated query requirements in the future.

From the perspective of the system administrator, combined with blocky information, users can quickly enter the system and use and complete system functions, such as server administrator, which is concerned with service configuration, which application services are attached to the server, which storage is attached to the server, and how the server is maintained, among other things. The database administrator is concerned with the database’s character section, which applications receive database services, which databases each application corresponds to, and which application databases offer cluster services.
3.1.2. Hardware Architecture of the System. The configuration management system of the data center adopts the three-tier architecture of client, server, and NAS storage, in which the client is installed on the PC terminal that the operation and maintenance personnel use daily, and the operation and maintenance personnel of the data center can log in to the configuration management system by double-clicking the client, and the interface is intuitive and friendly and easy to operate.

As the core layer of the whole configuration management system, the web server is mainly responsible for responding to various requests submitted by clients, calling database services in the background by triggering events, and then the database server is responsible for data operation. All kinds of data information are finally stored in NAS storage. The hardware architecture of the configuration management system is shown in Figure 2.

The configuration management system uses 8 PC servers with high configuration of 48C96G as web servers, which are responsible for responding to requests from browsers, and 3 databases are installed with SQL Server 2005 database products. Client-server adopts B/S architecture which is widely used at present. The advantage of this architecture is that it is easy to operate and the client needs no maintenance.

3.1.3. System Security Architecture Design. Information security is the top priority for system construction. First of all, the most basic security measure is to establish an antivirus mechanism covering the whole network. In addition, a public four-tier security system model is proposed. In this four-layer model, the emphasis of each layer is different, as shown in Figure 3.

The first step of network security protection is planning. It is necessary to divide the trusted network and untrusted network from the business point of view, or the network area can be layered according to the distributed method, and each layer has different protection methods. Firewall devices are used to control or directly isolate users and services in different trust levels of network segments.

If users need access to the data center configuration library application system, they must first go through an identity authentication process. The most basic method is for the user to submit some identity authentication information to the application system in charge of identity authentication, and the application system compares that information to the correct data stored in the system. If the verified information is legal and valid, the user will be allowed to enter the configuration library application system; otherwise, the user will be denied.

The creation, modification, deletion, and enabling and disabling of user accounts are all part of user management. Flexible operation and ease of use are required for user management. Grouping and authorizing user accounts, managing and maintaining permissions for user groups or roles, defining and maintaining permissions, and so on are all examples of permission management. Permission management necessitates a high level of security, accessibility, and hierarchical authorization.
3.2. Key Algorithm Design

3.2.1. Implementation of System Security Algorithm. The accuracy of member classifiers and the diversity of classifiers in classifier integration system are important issues that researchers have been paying attention to. Similarly, it is difficult to obtain satisfactory classification results by combining some classifiers with different distributions of classification errors but low performance.

RF algorithm is a classifier algorithm based on decision tree. RF has two kinds of important randomness, the randomness of training set extraction and the randomness of node candidate segmentation feature set, which ensure the diversity of decision trees that make up RF. In addition, RF is a data-driven nonparametric classification method, which does not need prior knowledge, only needs to train and classify the given samples, and has a clear structure and is easy to understand.

The main idea of RF algorithm based on clustering optimization is to combine the two base classifiers with the highest correlation degree into a new cluster by using clustering algorithm based on correlation degree and then recalculate the correlation degree between the new clusters. By combining the base classifiers with high correlation, the RF model of aggregation based on correlation measure can be obtained. RF (random forest algorithm) based on clustering optimization is mainly divided into three steps:

1. Firstly, a large number of base classifiers are generated by RF algorithm, and these base classifiers are added to RF to prepare for the next clustering analysis.
2. According to the similarity calculation rules between base classifiers, the similarity of base classifiers is calculated. Then, sort the similarity of all base classifiers to find out the two base classifiers with the greatest similarity.
3. According to the results of clustering analysis, the algorithm will continue to merge the base classifiers, and when the predetermined termination condition is reached, the algorithm clustering will be terminated. Combining all cluster representatives, the RF model after cluster optimization is obtained.

According to the law of large numbers, when \( m \to \infty \), the function converges.

\[
\frac{1}{m} \sum_{i=1}^{m} a_i(H(x; \pi_i) = j), \quad j = 1, 2, \ldots, J. \quad (1)
\]

Let the \( n \)-th base learning model not included in the \( m \) training sets be \( H^m(x; \pi_i), \quad i = 1, 2, \ldots, m \); then, the strong learning model without included sample combination can be expressed as follows:

\[
H^m_m(x) = \arg \max_j \frac{1}{M} \sum_{i=1}^{M} a_j(H^m(x; \pi_i) = j). \quad (2)
\]

Therefore, the generalization error of RF algorithm based on clustering optimization can be estimated by test set. The generalization error of RF algorithm based on clustering optimization is constructed by training set as follows:

\[
\frac{1}{N} \sum_{n=1}^{N} I(H^m_n(x_n) \neq y_n). \quad (3)
\]

Therefore, network intrusion detection based on clustering optimized RF algorithm does not need to divide the collected network intrusion data into training set and test set. Furthermore, the optimized RF algorithm based on clustering and the optimal RF algorithm based on fruit fly are two separate algorithm implementation processes that do not clash, so they can be used together to improve the accuracy of network intrusion detection.

3.2.2. ML-Based Target Matching. With the development of machine learning, deep neural network is widely used. However, because deep neural network is easy to overfit in scenes with small sample size, some techniques to prevent overfitting in scenes with small sample size have been proposed. At present, among FSL methods in the field of computer vision, Bayesian learning, measurement network, ML (machine learning algorithm), and other methods are the mainstream methods.

For FSL problem, ML mainly uses the existing knowledge to solve the learning problem in the scene where there is only a small amount of data in the target field, and there have been many related technical achievements at present. For example, using self-learning technology, using a large number of unlabeled data in the source domain and samples in the target domain, and building an automatic sparse encoder to extract high-level features from samples, the task effect in the target domain is improved. According to the difference between the source domain and the target domain, the model structure is modified and different cost functions are set to get better results in the target domain. At present, the parameter migration method is widely used in image classification, target detection, and other tasks.

In this paper, a method of fast image transformation and solving the transformed target position is proposed. The specific affine matrix is generated according to the following formula:

\[
M = M_{\text{scale}}M_{\text{rot}}M_{\text{shear}}, M_{\text{trans}} = \begin{bmatrix} \theta_{11} & \theta_{12} & \theta_{13} \\ \theta_{21} & \theta_{22} & \theta_{23} \end{bmatrix}, \quad (4)
\]

where \( M_{\text{scale}} \) is the scale transformation matrix, \( M_{\text{rot}} \) is the rotation matrix, \( M_{\text{shear}} \) is the staggered transformation matrix, and \( M_{\text{trans}} \) is the spatial translation matrix. By simulating the parameters of each matrix and then using the spatial transformation network transformation, the image can be simulated comprehensively by affine transformation.

At the same time, a row of \([0 \ 0 \ 1]\) is filled under each spatial transformation matrix \( M \), and the corresponding inverse matrix is generated for later calculation of the
position of the transformed target, and the inverse matrix form is shown in the following formula:

\[
M_{\text{inv}} = \begin{bmatrix}
\theta_{11}' & \theta_{12}' & \theta_{13}' \\
\theta_{21}' & \theta_{22}' & \theta_{23}' \\
\theta_{31}' & \theta_{32}' & \theta_{33}'
\end{bmatrix}
\]  

(5)

When the input image is transformed by the spatial transformation network according to the matrix \(M\), the target position in the new image will also change. The rectangular frame of the original target will become a parallelogram. The new target center position needs to be calculated. The calculation formula is shown in the following formula:

\[
\begin{bmatrix}
x'_{\text{gt}} \\
y'_{\text{gt}} \\
z'_{\text{gt}}
\end{bmatrix} = \frac{1}{2} \begin{bmatrix}
M_{\text{inv}} \left( \begin{bmatrix} x_{\text{gt}} \\ y_{\text{gt}} \end{bmatrix} \times 2 + 1 \right)
\end{bmatrix}
\]  

(6)

where \((x'_{\text{gt}}, y'_{\text{gt}})\) is the coordinate of the target center in the new image transformed by the spatial transformation network and \(z'_{\text{gt}}\) represents irrelevant data. When calculating, first calculate the vector of diagonal vector after transformation, as shown in the following formula.

\[
\begin{bmatrix}
w_{b1}^{in} \\
h_{b1}^{in}
\end{bmatrix} = \begin{bmatrix}
\theta_{11} & \theta_{12} \\
\theta_{21} & \theta_{22}
\end{bmatrix} \begin{bmatrix}
w_{\text{gt}} \\
h_{\text{gt}}
\end{bmatrix},
\]  

(7)

\[
\begin{bmatrix}
w_{b2}^{in} \\
h_{b2}^{in}
\end{bmatrix} = \begin{bmatrix}
\theta_{11}' & \theta_{12}' \\
\theta_{21}' & \theta_{22}'
\end{bmatrix} \begin{bmatrix}
w_{\text{gt}} \\
h_{\text{gt}}
\end{bmatrix},
\]

where \((w_{b1}^{in}, h_{b1}^{in}), (w_{b2}^{in}, h_{b2}^{in})\) represents the vector of the diagonal vector of the target frame in the original image in the transformed image and \((\theta_{11}, \theta_{12}, \theta_{21}, \theta_{22})\) is the corresponding element in the inverse matrix \(M_{\text{inv}}\) of the affine matrix.

4. Result Analysis and Discussion

4.1. System Test Result Analysis. The configuration management system’s main functions are data entry, data retrieval, and report generation. The developers will test the module’s functionality after it has been developed. Submit the version control code after you have passed the test. Integrate and compile each branch code to form a complete system after all modules have been developed and tested. After the test is completed, the testers will create relevant reports based on the test cases formulated by the demanding personnel.

The configuration management system of an institution’s interbank trading platform has been designed using the configuration management system design scheme. According to the actual test results of the system, the results fully show that the design and implementation scheme of the system can basically meet the requirements of configuration management and can significantly improve the work effect and efficiency in the financial data center, based on the measurement and comparison of the integrity of configuration information and timeliness of collecting configuration data, as well as the representativeness of configuration management requirements in the financial data center. The requirement compliance degree of the configuration management system is shown in Figure 4.

Managing related information of server hardware, configuration, maintenance, and so on is the core module of data center configuration library. All related software programs, services, applications, and so on are inseparable from servers, and the number of servers is often very large. One of the biggest features of the system, such as deployed related services, supported specific applications, associated storage, change logs, maintenance support, and so on, can be quickly inquired through server links.

After the functional test, integration test, user test, and performance test are completed, and the related problems are solved, and they are finally reflected in the test report. After the test report is signed, it is regarded as an important document of system acceptance. The statistics of test results are shown in Figure 5.

After the configuration management system is put into use, in the quarterly assessment of key performance indicators, such as the variance rate of configuration management database audit, the variance rate of configuration information is always stable at around 1%, which is obviously improved compared with the variance rate of 25%–30% entered manually before.

Secondly, because the configuration management system integrates all kinds of basic information, the operation and maintenance personnel can query related configuration information in time, which saves a lot of precious time for solving incidents and problems and greatly improves the response and solving efficiency of emergencies.

The test results show that the system performs well in terms of scientific and automatic configuration management and IT service management, and the findings of this paper’s research should be useful as a practical reference and application for similar data centers with a large number of application systems and infrastructures.

4.2. Algorithm Performance Analysis. This section mainly describes the intrusion detection capability of RFCO. The experimental results of SVM, MLP classifier algorithm, and RFCO in terms of accuracy are shown in Figure 6.

It can be seen from Figure 6 that the classification accuracy of network intrusion data by RFCO is higher than that of traditional MLP classifier and SVC model.

Storage management is the process of recording storage device configuration information, such as device number, model, supplier, basic configuration, current configuration, maintenance, and other configuration data, as well as the storage’s division, use, server connection, and supported business systems. Storage device main table, storage device maintenance information table, storage device original configuration information table, and so on are some of the
main designed data tables. Storage device configuration information is kept in the main table, while storage device maintenance information is kept in the storage device maintenance information table.

Figure 7 compares MSE (mean square error) of three algorithms. It can be seen from Figure 7 that the MSE value of RFCO for network intrusion detection model is very low. Therefore, the algorithm based on RFCO greatly reduces the MSE of network intrusion detection.

These evaluation parameters can reflect the accuracy, error, and various kinds of sample detection of various algorithms to a certain extent, but there are still some shortcomings in measuring the overall performance of the algorithms. Therefore, this section also uses $F_1$-score, precision, and recall parameters to measure the accuracy and robustness of the algorithms in combination with the relevant knowledge of machine learning algorithms. The experimental results are shown in Figure 8.

To sum up, compared with other algorithms, RFCO has a good classification effect, which can effectively solve the problem of various and complex features of network intrusion datasets. For other types of network intrusion data, RFCO also has a good detection effect.

Service management is the process of documenting the related service configuration information that is specifically supported by each application, such as software services, subservices, and the relationship configuration between a service and a specific application, among other things. Software service table, correspondence table between service and application, service relationship table, and so on are the main data tables involved in this module. The software service table primarily stores information about the service type, software name, patch configuration, and service type,
among other things. The service and application correspondence table primarily records the relationship between the service and the corresponding application, as well as the service types that it supports, and the service relationship table is linked to related services.

Continue to verify image sequences using the VOT dataset and TempleColor128 dataset, including Juice, Car, and the other six groups. After manually removing the completely occluded and difficult-to-identify images from the above image sequences, about 10 images were chosen as training data and the remaining images were used as test data in the experiment. The intersection ratio results and the algorithm’s efficiency results on six groups of image sequences are shown in Figures 9 and 10, respectively.

According to the above experimental data, it can be seen that the traditional algorithm has good effect only in some scenes, while the method based on DL has good generalization ability in all scenes.

In the daily operation of the data center, a series of changes, such as equipment replacement, system migration, project transformation, and so on, are often needed, and all these changes will cause the change of configuration information without exception, so it is necessary to maintain the configuration information to ensure that the currently recorded configuration information is consistent with the actual information in the production environment. Only when the configuration information is accurate can the normal operation of many processes such as service desk, event management, problem management, change management, and release management be supported.
If an existing configuration item template needs to be updated, the process loops back to the configuration item owner, who redesigns the template. The configuration management database administrator updates the configuration item template once the configuration process manager has approved it. The configuration information administrator is authorized to prepare relevant information in accordance with the modified new configuration item template in order to maintain the configuration item after the new configuration item template is established. The old value before the change and the new value after the change should be recorded in the maintenance record table. The name of the configuration item and all other configuration item names associated with the configuration item should be stored in the maintenance record table for a configuration item with the maintenance type “Delete.”

The ML algorithm proposed in this paper maintains a high level of intersection ratio and efficiency. The ML-based target matching algorithm proposed in this paper keeps high efficiency in six scenes. At the same time, it is slightly worse than the previous twin network algorithm in the Car image sequence. The reason for analyzing similar scenes is that the target image and the target image with background are partially used in training, which affects the prediction results when the background changes drastically.

5. Conclusion

With the flourishing development of various businesses in the financial industry, particularly with the increasingly active transactions in the financial market and the increasing demand for regulatory statistics, the FCCMS design scheme in this paper has added new explorations and attempts, the theoretical basis and framework of the technical system have become clearer and more systematic, and the support for regulatory statistics has increased. Simultaneously, a large number of highly automated management software programs were chosen, enhancing IT management capability and level. RFCo synthesizes and optimizes the model’s base classifiers, improving network intrusion detection accuracy. Finally, the target matching algorithm based on ML network proposed in this paper has significantly improved efficiency over traditional methods and has higher matching and positioning accuracy, according to the experimental results. The performance of small targets and scenes with spatial transformation has also been greatly improved when compared to the original YOLOv2 algorithm.

The FCCMS is currently unable to achieve full automation, and maintenance tasks such as establishing configuration item correlations and changing configuration item status and attributes still require manual intervention. We will strive to integrate the knowledge base, problem report, and other functions into the configuration management system in the future exploration so that the configuration management system can be more closely integrated with other processes and the data center’s IT service quality can be improved further.
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