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Short review on the different models for the electro-thermal 3-omega method. We present the deduction of the fundamental relation between the 3ω voltage with the temperature rise to determine the thermal conductivity. The usage of the anisotropy of the films allows a smooth transition between 1D and 2D models. A comparison between the multilayer methods and analytical solutions are presented.

I. Introduction

In the 3-omega method, a metal line is deposited on the surface of the specimen of interest to serve as both the heating source and thermometer detector—Fig. 1. An alternating current of frequency ω is passed through the wire, Iω, inducing a Joule heating event in the wire, Q2ω = I2ωR0, where R0 is the steady state electrical resistance of the wire. The heating event causes a second harmonic temperature rise in the sample, T2ω, which is a function of the thermophysical properties of the underlying sample. The electrical resistance of the wire varies linearly with respect to temperature —ΔR/ΔT — across moderate temperature ranges in which the metal does not undergo a phase change. This temperature varying resistance, R2ω, induced by T2ω provides the third harmonic voltage oscillation, from which the experiment obtains its name, via Ohm’s law: V3ω = R2ω × Iω. This quantity can be measured by a lock-in amplifier (which often serves as the function generator as well)(1,2). For small temperature changes, the resistance of the filament varies with temperature as

\[ R = R_0 (1 + \beta \Delta T), \]  

where \( \beta \) is the temperature coefficient of resistance —TCR—, and \( R_0 \) and \( R \) are the resistances at temperatures \( T_0 \) and \( T + \Delta T \), respectively. The power dissipated by the heater/RTD—from now on referred to simply as the heater—due to Joule heating is defined as

\[ P = I^2 R, \]  

where \( I \) and \( R \) are the heater current and resistance respectively. The alternating current passing through the heater is given as

\[ I(t) = I_{h,0} R_{h,0}, \]  

where \( I_{h,0} \) is the peak amplitude of the nominal heater current at a frequency ω. Assuming that the change in resistance is negligible compared to the amplitude of the current, the instantaneous power can be written as

\[ P(t) = \frac{1}{2} I_{h,0}^2 R_{h,0} [1 + \cos(2\omega t)], \]  

where \( R_{h,0} \) is the nominal heater resistance. Then, The power can be separated into two components: a constant component independent of time and an oscillating component:

\[ P_{DC} = \frac{1}{2} I_{h,0}^2 R_{h,0} = P_0 \]  

\[ P_{AC}(t) = \frac{1}{2} I_{h,0}^2 R_{h,0} \cos(2\omega t) = P_0 \cos(2\omega t). \]  

The average power dissipated by the heater is also called the root mean square (rms) power, which is half of the power dissipated by a DC current of the same amplitude, defined as

\[ P_{rms} = I_{h,rms}^2 R_{h,0} = P_0, \]  

where the rms heater current is given by

\[ I_{h,rms} = \sqrt{\frac{1}{\tau} \int_0^\tau I_{h}(t) \, dt} \]

\[ = I_{h,0} \sqrt{\frac{\omega}{2\pi} \int_0^{2\pi/\omega} \cos^2(\omega t) \, dt} \]

\[ = \frac{I_{h,0}}{\sqrt{2}} \]  

Assuming that the heater circuit is stable, i.e., that all the transient perturbations decay over time, the steady-state harmonic temperature oscillations in the metal filament produce harmonic variations in the resistance given by

\[ R_{h}(t) = R_{h,0} [1 + \beta_h \Delta T_{DC} + \beta_h \Delta T_{AC} \cos(2\omega t + \phi)], \]  

where \( R_{h,0} \) is the nominal—room temperature—resistance.
of the heater, $\Delta T_{\text{DC}}$ is the steady-state temperature increase due to the rms power dissipated by the filament, $\Delta T_{\text{AC}}$ is the magnitude of the steady-state temperature oscillations due to the sinusoidal component of the power and $\phi$ is the phase angle between the temperature oscillations and the excitation current. The resulting voltage across the sensor is obtained by multiplying the input current be the heater resistance yielding

$$V_h(t) = I_{h,0} R_{h,0} \left[ (1 + \beta_h \Delta T_{\text{DC}}) \cos(\omega t) + \frac{1}{2} \beta_h |\Delta T_{\text{AC}}| \cos(\omega t + \phi) + \frac{1}{2} \beta_h |\Delta T_{\text{AC}}| \cos(3\omega t + \phi) \right].$$

The $3\omega$ and $\omega$ components in the voltage with phase shift result from multiplying the $2\omega$ term in the resistance with the input current oscillating at the frequency $\omega$. We can express the $3\omega$ amplitude as

$$V_{h,3\omega} = \frac{1}{2} V_{h,0} \beta_h |\Delta T_{\text{AC}}| = \frac{1}{2} V_{h,0} \beta_h T_{2\omega},$$

where $V_{h,0} = I_{h,0} R_{h,0}$, and $T_{2\omega}$ is the complex AC temperature oscillations at $2\omega$. This is the fundamental result for the $3\omega$ method, which can be expressed in general terms of transfer functions (6), since by measuring the voltage at the frequency $3\omega$ one is able to deduce the in-phase $-\Re(T_{2\omega})$ and out-of-phase $-\Im(T_{2\omega})$ components of the temperature oscillations.

Both the magnitude and phase of the temperature oscillations vary with excitation frequency, due to the finite thermal-diffusion time $-\tau_D$ of the specimen. The thermal-diffusion time required for a thermal wave to propagate a distance $L$ is given by

$$\tau_D = \frac{L^2}{\alpha},$$

where $\alpha$ is the thermal diffusivity, which is defined as the ratio of thermal conductivity $-k$ to volumetric heat capacity $-\epsilon_p$.

In turn, the thermal-diffusion angular frequency is

$$\omega_D = \frac{2\pi}{\tau_D} = \frac{2\pi \alpha}{L^2}.$$ (13)

In the limit of infinite thermal diffusivity —i.e., infinite thermal conductivity—, heat propagates with infinite velocity such that the temperature is constant throughout the specimen. This leads to undamped temperature oscillations with zero phase lag. Conversely, zero thermal diffusivity (i.e., infinite volumetric heat capacity), results in no heat propagation, zero oscillation amplitude, and large phase lag. Note that the dissipation of the rms power is independent of the frequency response of the specimen since it is constant with time.

II. Heat diffusion from an infinite planar heater with sinusoidal heating

The sinusoidal current with frequency $\omega$ passing through the heater results in a steady DC temperature rise and an oscillating AC temperature component (4). The DC component creates a constant temperature gradient into the specimen while the AC part results in thermal waves diffusing into the specimen at frequency $2\omega$. Solving the heat equation in planar coordinates permits to determine the lag $\phi$ between the heater temperature and $T_{2\omega}$.

Consider Fig. 2. The heat diffusion equation to be solved for the system reads

$$T_{xx} - \frac{1}{\alpha} T_t = 0.$$ (14)

In the case of sinusoidal heating the temperature can be separated into time and spatially dependent parts

$$T(x, t) = \Theta(x) \exp(\iota 2\omega t).$$ (15)

Replacing (15) into (14), performing differentiation and dividing by $\exp(\iota 2\omega t)$ yields:

$$\frac{d^2 \Theta}{dx^2} - \frac{\iota 2\omega}{\alpha} \Theta = 0.$$ (16)

The solution of (16) can be expressed as

$$\Theta(x) = \Theta_0 \exp(-qx), \quad \text{for } x > 0,$$ (17)

where $q$ is the thermal wavenumber defined as

$$q = \sqrt{\frac{2\omega}{\alpha}} = (1 + i) \sqrt{\frac{\omega}{\alpha}} = \sqrt{\frac{2\omega}{\alpha}} \exp(\iota \pi/4).$$ (18)

Plugging (16) and (17) into (15) gives

$$T(x, t) = \Theta_0 \exp(\iota 2\omega t - qx).$$ (19)

Consider one of the boundary condition to be

$$\Phi|_{x \to 0^+} = -k \frac{dT}{dx}
|_{x \to 0^+} = kq\Theta_0 \exp(\iota 2\omega t)
= k\Theta_0 \exp(\iota 2\omega t - i\pi/4).$$ (20)

The flux equals the oscillating heat component produced in the heater per unit area. The oscillating power of the heater can be written in complex notation, according to (6):

$$P_h \cos(2\omega t) = P_h \Re[\exp(\iota 2\omega t)].$$ (21)

Dividing the complex power by the heater area $A$, setting it equal to the heat flux from (20) and dividing both sides
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To understand how to use the 3ω method to determine the thermal conductivity of a specimen, it is convenient to start by solving the heat equation of an infinitely long cylinder, when heated from an inside linear heater at a distance \( r = \sqrt{x^2 + y^2} \) —Fig. 3—. The volume of the specimen is considered to be infinite, with no axial or circumferential temperature gradients.

The heat equation to be solved for this system reads as follow:\(^1\):

\[
T_{rr} + \frac{1}{r} T_r - \frac{1}{\alpha} T_t = 0. \tag{24}
\]

Given that the heating power is sinusoidal, the solution for this equation can be written as

\[
T(r, t) = \Theta(r) \exp(i2\omega t). \tag{25}
\]

Introducing (25) into (24), performing differentiation, and dividing by \( \exp(i2\omega t) \), gives

\[
d^2\Theta \over dr^2 + \frac{1}{r} d\Theta \over dr - q^2 \Theta = 0, \tag{26}
\]

where \( q^2 = i2\omega/\alpha \), is the thermal wavenumber. Performing change of variables \( w = qr \), leads to the zero-th order modified Bessel differential equation,

\[
w^2 d^2\Theta \over dw^2 + w d\Theta \over dw - w^2 \Theta = 0, \tag{27}
\]

whose solution can be written as

\[
\Theta(w) = c_1 I_0(w) + c_2 K_0(w), \tag{28}
\]

where \( I_0(w) \) is the zero-th order modified Bessel function of the first kind, and \( K_0(w) \) is the zero-th order modified Bessel function of the second kind. The temperature profile of the system it is supposed to decay as \( r \to \infty \), then it is required to set \( c_1 = 0 \) —Fig. 4—. Then, the second boundary condition can be written in terms of the heat flux at \( r = r_0 \):

\[
\Phi|_{r=r_0} = -k \frac{d\Theta}{dr} \bigg|_{r=r_0} = -c_2 k \frac{dK_0(qr)}{dr} \bigg|_{r=r_0} = c_2 k q K_1(qr_0). \tag{29}
\]

On the other hand, the heat flux from the heater through a cylindrical surface at \( r = r_0 \) is related to the power and the cylinder area \( A_{cyl} \) by

\[
\Phi|_{r=r_0} = \frac{P}{A_{cyl}} = \frac{P_0}{2\pi r_0 h} \exp(i2\omega t). \tag{30}
\]

Equating (29) and (30), yields

\[
c_2 = \frac{P_0}{2\pi klh q r_0 K_1(qr_0)} = \frac{P_0}{2\pi klh}, \tag{31}
\]

since \( wK_1(w) \to 1 \) when \( w \to 0 \). Then,

\[
\Theta = \frac{P_0 K_0(qr)}{2\pi klh}. \tag{32}
\]

Plugging last equation into (25), gives

\[
T_{2\omega}(r, t) = \frac{P_0 K_0(qr)}{2\pi klh} \exp(i2\omega t). \tag{33}
\]

III. Heat diffusion from a line heater inside a cylindrical specimen

By halving the cylinder of Fig. 3 the heater remains at the surface of the specimen. The result for infinite volume can used to express the temperature oscillations for infinite half-volume. Halving the volume means that twice as much of heat flux flows into the remaining volume, assuming no radiation, convection or conduction on the surface. Thus,
The physical specimen may not be a semi-infinite solid, but rather has a finite thickness. Since the thermal waves decay rapidly away from the heater source—following a modified Bessel function of the second kind—it must be ensured that the penetration depth of the thermal wave is much less than the thickness of the specimen—\( \lambda << d \)—where the thermal penetration depth is defined as

\[
\lambda = \frac{1}{|q|} = \sqrt{\frac{\alpha}{2\omega}}.
\]

Since the amplitude of an exponentially decaying function reduces to approximately 1% of its initial magnitude after 5 “length constants”, it is expected that the magnitude of the thermal oscillations will decrease below 1% of its initial amplitude after 5 thermal penetration depths—as the Bessel function decays faster than an exponential function—. Thus, the specimen thickness must exceed 5 times the thermal penetration depth to be considered semi-infinite—\( d >> 5\lambda \)—.

**IV.1. Effects of Finite Width of the Heater**

In order to generalize the 1D line solution to one with a finite-width, one needs to superimpose an infinite number of 1D line sources over the width of the heater\(^\text{(1)}\). This leads to a convolution integral, since the temperature at any arbitrary set of coordinates \((x, y)\) within the specimen depends on its relative position to all the line sources—Fig. 6—. Mathematically this is done by taking a Fourier transform of (34) with respect to \(x\)-coordinate—as the temporal dependence is not of interest at this point—.

\[
T_{2\omega}(r, t) = \frac{p_0 K_0(qr)}{\pi k} \exp(i2\omega t).
\]  \hspace{1cm} (34)

In Fig. 5 it is depicted the normalized real part of \(T_{2\omega} \pi k/p_0\), where \(p_0\) is the power per unit length of the heater.

![Heater inside a cylindrical specimen: \(K_0(qr)\exp(2\omega t)\)](image)

**Fig. 5:** Visualization of the normalized real part of equation (34). The oscillations decay rapidly away from the heater and are even in the time-domain.

Equation (34) becomes

\[
T_{2\omega}(r, t) = \frac{p_0 K_0(qr)}{\pi k} \exp(i2\omega t).
\]  \hspace{1cm} (35)

The finite width can be added into (38) by multiplying it with the Fourier transform of the heat source as a function of the \(x\)-coordinate. Heat enters the specimen evenly over the width of the heater ranging from \(-b\) to \(b\). This behavior can be expressed as a rectangular function with values 1 for \(x < |b|\) and 0 elsewhere. According to the convolution theorem, the multiplication of the Fourier transforms of (38) and the rectangular function equals the Fourier transform of the convolution of the functions in the \(x\)-space:

\[
T_{2\omega}(\eta) = \int_0^\infty T_{2\omega}(x) \cos(\eta x)dx
\]

\[
= \frac{p_0}{\pi k} \int_0^\infty K_0(q\eta) \cos(\eta x)\,d\eta
\]

\[
= \frac{p_0}{\pi k} \frac{1}{\sqrt{q^2 + \eta^2}}.
\]  \hspace{1cm} (39)

Taking the inverse transform gives

\[
T_{2\omega}(x) = \frac{p_0}{\pi k} \int_0^\infty \frac{\sin(\eta b)}{\sqrt{q^2 + \eta^2}} \cos(\eta x)\,d\eta.
\]  \hspace{1cm} (40)

Equation (40) gives the form of temperature oscillations on the surface of the specimen a distance \(x\) away from the center of the heat source that has a finite width \(2b\). Since the thermometer and the heater are the same element the measured temperature is some average temperature over the width of the line. Expression (40) can be averaged by integrating it with respect to \(x\) from 0 to \(b\) and dividing by \(b\) to give the temperature measured by the thermometer as
proposed by Cahill (1):

\[ T_{2\omega} = \frac{1}{b} \int_0^b T_{2\omega}(x)dx = \frac{p_0}{\pi k} \int_0^\infty \frac{\sin^2(\eta b)}{(\eta b)^2 + \eta^4} d\eta. \]  (41)

The asymptotic behavior of the last equation when \(|\eta b| < 1\) — normally termed slope-method for its dependence on \(\ln(\omega)\) — can be written as (8):

\[ T_{2\omega} = -\frac{p_0}{\pi k} \left[ \ln \left( \frac{\alpha}{b^2} \right) - \frac{1}{2} \ln(\Omega) + \zeta \right] - i \frac{p_0}{4k} \Omega. \]  (42)

where \(\zeta\) is a constant. By defining the reduced frequency, \(\Omega = b^2 \omega/\alpha\), equation (41) results (8):

\[ T_{2\omega} = \frac{p_0}{\pi k} \int_0^\infty \frac{\sin^2(\xi)}{\xi^2 \sqrt{\xi^2 + \Omega^2}} d\xi. \]  (43)

With proper substitutions and calculations, the last expression is related to the Meijer G-function by (8):

\[ T_{2\omega} = -\frac{i p_0}{4\pi k \Omega} \mathcal{G}_{2,2}^{1,1} \left( i \Omega \left| \begin{array}{c} 1/2, 1/2 \end{array} \right. \right). \]  (44)

Asymptotic analysis gives two distinct regimes:

\[ T_{2\omega}|_{\Omega \to 0} = \frac{p_0}{\pi k} \left( \frac{1}{2} \ln(\Omega) + \frac{3}{2} - \gamma - \frac{\pi}{4} \right), \]  (45)

\[ T_{2\omega}|_{\Omega \to \infty} = \frac{p_0}{2k \sqrt{2\Omega}} (1 - i), \]  (46)

where \(\gamma = 0.5772\) is the Euler constant.

IV.2. Thin film on a substrate

The effect of the thin film on the substrate can be added as a thermal resistance independent of the driving frequency. In the \(3\omega\) method, the temperature drop across the film is inferred from the difference between the experimental temperature rise of the heater and the calculated temperature rise of the bare substrate sample. The substrate thermal conductivity is determined from the slope method applied to the experimental temperature rise of the heater and usually a one-dimensional heat conduction model is assumed across the film. With these approximations, the experimental temperature rise of the heater on the film plus substrate system can be written as (8):

\[ T_{s+t,2\omega} = T_{s,2\omega} + \frac{p_0 d_t}{2bk_t}. \]  (47)

where subscript “t” denotes film properties —e.g. \(d_t\) is the thickness of the film—and \(T_{s,2\omega}\) is calculated based on Eq. (42). Considering the expression from Eq. (47), the film thermal conductivity as determined from the slope-based \(3\omega\) method may be written as

\[ k_t = \frac{p_0 d_t}{2b} \left( T_{t,2\omega} - T_{s,2\omega} \right)_{avg}, \]  (48)

where \(T_{t,2\omega}\) is calculated from Eq. (11) with the measured voltages and TCR, and the average over the frequency range is performed. In order to determine the thermal conductivity of the film, the calculated temperature drop across the film is averaged over the frequency range. If the system contains additional films, the thickness and thermal properties of these films must be known in order to subtract their contribution from the total experimental temperature rise. Another way to calculate the thermal conductivity of the film may be carried out with the so-called differential \(3\omega\) technique, where the thermal conductivity of the film is calculated using the average temperature rise difference experimentally measured at the same power input by similar heaters deposited on the specimen and a reference sample without the film of interest (8):

\[ k_f = \frac{d_f}{2} \left( \frac{b T_{2\omega}}{p_0} r_f - \frac{b T_{2\omega}}{p_0} r_{avg} \right)^{-1}, \]  (49)

where subscript “r+f” corresponds to the structure that includes the sample film and the subscript “r” refers to the reference structure only. Although the differential technique requires two sets of measurements, the film thermal conductivity determined from Eq. (49) is insensitive to the substrate thermal conductivity, and the contributions from any additional films is nearly eliminated by the measurement on the reference sample. For further details and considerations on the applicability of the slope and differential methods, Borca-Tarsiuc 2001 (8) and Dames 2013(10) are recommended readings.

V. Heat conduction across a 2D multilayer-film on a substrate system

The heat-conduction model developed by Borca-Tarsiuc was employed for the data analysis throughout the present work. Shortly, the model presents a solution based on a two-dimensional heat-conduction model across a multilayer system and a uniform heat flux boundary condition between the heater and the top film. Disregarding the contribution of the thermal mass of the heater, the complex temperature oscillations of a heater is given by (8):

\[ T_{2\omega} = \frac{p_0}{\pi k_{x,1}} \int_0^\infty \frac{1}{A_1(\eta) B_1(\eta)} \frac{\sin^2(\eta b)}{(\eta b)^2} d\eta \]  (50)

where

\[ A_{j-1} = \frac{A_j}{k_{y,j-1} B_j - \tanh(B_{j-1} d_{j-1})} \]  (51a)

\[ B_j = \sqrt{k_{x,j} \eta^2 + i 2\omega \alpha_{x,j}}, \]  (51b)

\[ A_n = -\tanh(B_n d_n)^n. \]  (51d)

In the previous expressions, \(\eta\) is the integration variable, \(i = \sqrt{-1}\), \(n\) is the total number of layers including the substrate, \(j\) corresponds to the \(j\)th layer starting from the top, subscript \(y\) denotes the cross-plane perpendicular to the film/substrate interface, while \(x\) defines the in-plane coordinate, \(b\) and \(l\) are the half-width and length (where the voltage drop is read) of the heater, respectively, \(p\) is the peak electrical power per unit length, \(k\) is the thermal con-
ductivity, $\alpha = k/(\rho c_p)$ the thermal diffusivity (where $\rho$ is the density and $c_p$ is the specific heat capacity of the layer), $\omega$ indicates the angular frequency and $d$ the thickness of the layer. Equation (51d) establishes the substrate boundary condition, where $s$ takes the values 0 for semi-infinite, 1 for an adiabatic condition and -1 for an isothermal boundary when the substrate is finite.

V.1. Matrix formalism

The matrix formalism is similar to that reported elsewhere\(^{(2,8,11,12)}\). Consider a multilayer system in vacuum with the layers numbered from bottom to top, 1 to $n$, where the heater is in contact with the top layer. The $3\omega$ signal is obtained from the ac temperature of the top surface of the top layer. An ac current at $\omega$ flows through the heater strip normal to the plane of page, generating heat at $2\omega$. The ac surface temperature for a multilayer system averaged over the strip, is thus\(^{(11)}\):

$$T_{2\omega} = \frac{p_0}{(2\pi)^{\frac{3}{2}}} \times \int_0^\infty \frac{B^+(\eta) + B^-(\eta)}{A^+(\eta) - A^-(\eta)} \frac{\sin^2(\eta b)}{\lambda_0(\eta b)^2} d\eta$$

(52)

with

$$\lambda_j = k_{y,j} \sqrt{k_{xy,j} \eta^2 + i \frac{2\omega}{\alpha_{y,j}}}$$

(53)

where the subscript $h$ —first layer, $j = n$— refers to the heater metal strip, $A^+(\eta)$, $A^-(\eta)$, $B^+(\eta)$, and $B^-(\eta)$ are parameters determined by a matrix procedure analogous to that given in reference\(^{(11)}\). The recursion relations show symbolically how $B^+(\eta)$ and $B^-(\eta)$ change if we add a layer, considering the thermal resistance of the interfaces\(^{(2)}\). For instance, since the semi-infinite boundary condition —BC— applies at the bottom of the substrate, for a heater on a substrate system we have:

$$\begin{bmatrix} B^+ \cr B^- \end{bmatrix} = \frac{1}{2\lambda_2} \begin{bmatrix} \lambda_2 + \lambda_1 + \lambda_2 \lambda_1 R_1 & \lambda_2 - \lambda_1 - \lambda_2 \lambda_1 R_1 \\ \lambda_2 - \lambda_1 + \lambda_2 \lambda_1 R_1 & \lambda_2 + \lambda_1 - \lambda_2 \lambda_1 R_1 \end{bmatrix} \begin{bmatrix} 0 \\ 1 \end{bmatrix}$$

(54)

As we add layers to the system a recursive product develops as follow:

$$\begin{bmatrix} B^+ \cr B^- \end{bmatrix} = \Lambda_1 \left( \prod_{j=2}^{n-1} U_j \Lambda_j \right) \begin{bmatrix} 0 \\ 1 \end{bmatrix}$$

(55)

with the interface —$\Lambda_j$— and transfer —$U_j$— matrices defined as:

$$\Lambda_j = \frac{1}{2\lambda_{j+1}} \begin{bmatrix} \lambda_{j+1} + \lambda_j + \lambda_{j+1} \lambda_j R_j & \lambda_{j+1} - \lambda_j - \lambda_{j+1} \lambda_j R_j \\ \lambda_{j+1} - \lambda_j + \lambda_{j+1} \lambda_j R_j & \lambda_{j+1} + \lambda_j - \lambda_{j+1} \lambda_j R_j \end{bmatrix}$$

(56)

$$U_j = \begin{bmatrix} \exp(-u_j d_j) & 0 \\ 0 & \exp(u_j d_j) \end{bmatrix}$$

(57)

where $u_j = (\lambda_j/k_{y,j})$ is the transfer wave vector, $d_j$ is the thickness of layer $j$, and the dependence of all other parameters on $\eta$ is implied. Regardless of the number of layers, $A^+(\eta) = 1/2$, and $A^-(\eta) = 1/2$ (i.e., the heater is on the top of a the stack, otherwise see Bauer et al. 2014). When $j = n$, then $B^+(\eta) = 0$, and $B^-(\eta) = 1$ —considering semi-infinite boundary condition—. The $R_j$ parameter it is defined as the thermal boundary resistance at an interface $j$, known as the Kapitza resistance\(^{(2)}\).

Comparing between the Cahill model, Meijer-G function, Borca-Tarsiuc model and the matrix formalism for a heater on a substrate system —Fig. 7—, we can see that the numerical integration solutions to the equation agree each other. As pointed out by Cahill\(^{(1)}\), the integratin is an approximation, which actually we see that largely differs from the Meijer-G solution in the low frequency range, particularly the real part, with an absolute difference up to 0.5 in the normalized scale. The difference for the out of phase part, is narrowed for all solutions. We must use the analytical model whenever experimenting with heater on a substrate, leaving to any of the recursive formalism for multilayer systems. We need to consider these results since the thermal conductivity is obtained from the real part of the temperature rise. For the silicon example, the error becomes negligible as the frequency is over 10 Hz.

For a two layer system, the real part of the temperature rise of Borca-Tarsiuc model matches that of the matrix formalism —Fig. 8—. There is no close solution —the author is aware of— of the integrals involving recurrent multilayer information.

VI. Effect of the metal interface on the system

In order to consider the heat conduction effects inside the heater, its heat capacitance ($\rho_h c_h$) and thickness $d_h$, and the thermal resistance $R_h$ between the heater and the film in contact with the heater should be included into the
model. $\rho_h$ and $c_h$ are the density and the specific heat capacity of the heater, respectively. Under these conditions the complex temperature rise of the heater is given by the following expression:

$$T_{2\omega,h} = \frac{T_{2\omega} + R_h \left( \frac{\mu}{\omega} \right)}{1 + i \frac{\omega}{2} \rho_h c_h \left( R_h + T_{2\omega} \frac{2b}{p} \right)}.$$  (58)

**VII. Effects of black-body radiation and convection**

The power is lost by radiation from the surface of the sample at position $x$ according to: $4\epsilon \sigma T^4 \Delta T(x)$. To evaluate the influence of this radiative term, to Eq. (41), Cahill has proposed a corrected factor to the average temperature rise given by $^{(1,13)}$:

$$T_{2\omega} = \frac{p_0}{\pi} \int_0^\infty \frac{\sin^2(\eta b)}{(\eta b)^2 \left( k + \frac{q^2}{\eta^2} + \frac{2\epsilon \sigma T^3}{\eta^2} \right)^2} d\eta,$$  (59)

where $\epsilon$ is the emissivity, and $\sigma = 5.67 \times 10^{-8}$ W m$^{-2}$ K$^{-4}$ is the Stefan-Boltzmann constant. Fig. 9 shows a numerical analysis of the effect of the temperature on a substrate of 0.1 W m$^{-1}$ K$^{-1}$, with thermal diffusivity $6.8 \times 10^{-8}$ m$^2$ s$^{-1}$, $b = 6.25$ µm and $l = 1$ nm. The effects of radiation on the temperature oscillations are shown for several temperature values using an emissivity of 1. The influence of radiation is small, corresponding to an error in determining thermal conductivity less than 2% $^{(1,13)}$.

Dames explained that the combined effects can be disregarded given some considerations are taken into account for the experimental system $^{(10)}$. Values for the microscopic heater strips as used in 3ω experiments are not readily apparent in the literature but will be subject to two competing effects. The narrower heater width tends to increase the convection heat transfer coefficient $h_{\text{conv}}$, while the surrounding unheated substrate tends to impede air flow and reduce $h_{\text{conv}}$. The relative impact of heat losses is

$$\frac{Q_{\text{rad+conv}}}{Q_{\text{cond}}} \approx \frac{h q_s}{2 k_s},$$  (60)

where $Q_{\text{rad}}, Q_{\text{conv}}$ and $Q_{\text{cond}}$ are the radiation, convective and conduction heat power, respectively, while $q_s$ and $k_s$ are the substrate thermal wavelength and thermal conductivity, respectively, and $h = h_{\text{conv}} + h_{\text{rad}}$ is the total heat transfer coefficient—convective plus radiative—. For a typical experiment with $q_s \approx 100$ µm and $k_s \approx 100$ W m$^{-1}$ K$^{-1}$, the losses are <1% if $h < 20,000$ W m$^{-1}$ K$^{-1}$, which as noted above is very easily satisfied. In contrast, DC measurements on larger samples with characteristic lengths at the centimeter scale would reduce the threshold $h$ to the low hundreds of W m$^{-2}$ K$^{-1}$.
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