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Abstract

Decisions related to differences of the measures of central tendency of population parameters are an important part of clinical research. Choice of the appropriate statistical test is critical to avoiding errors when making those decisions. All statistical tests require that one or more assumptions be met. The t-test is one of the most widely used tools but is not appropriate when assumptions such as normality are not met, especially when small samples, <40, are used. Non-parametric tests, such as the Wilcoxon rank sum and others, offer effective alternatives when there are questions about meeting assumptions. When normality is in question, the Wilcoxon non-parametric tests offer substantially higher levels of power and an reliable alternative to the t-test.
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Some of the most important studies in clinical research and decision-making are those related to differences in measures of central tendency of population parameters i.e. the mean or the median. Choice of the appropriate tool to adequately make those decisions depends on the hypothesis being tested and the assumptions that must be met to effectively use the tool. The t-test is one of the most widely used tools (1) but is sometimes not appropriate for the purpose. In this article we consider the t-test, the assumptions on which it is based, the effects of violations to those assumptions, and an alternative tool.

t-test assumptions and violations

All statistical tests require that one or more assumptions be met. Understanding those assumptions and whether and to what degree those assumptions are violated should be an important step in analysis but one that is often left undone (2). The t-test is known to be “robust” against violation of assumptions but even with a robust tool, if the assumptions are not met, the risk of Type 1 or Type 2 error can increase substantially; a null hypothesis may be rejected in error or not rejected when it should be, respectively.

The t-test tool has three basic applications for testing difference of means: single sample, two sample and matched pair. They differ, but all are designed to test for difference of sample means.

The assumptions on which these tests are based are:

Single sample:

- Data must be continuous
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Data must be normally distributed (normality)

Simple random sample

Two samples:

- Data must be continuous
- Data must be normally distributed (normality)
- Variances of the two populations are equal (homogeneity)
- The two samples are independent
- Both are simple random samples

Matched pair:

- Sample sizes must be identical
- Data are continuous
- Differences for the matched pairs must be normally distributed (normality)
- The sample of pairs is a simple random sample from the population

The assumption of normality

The least checked of these assumptions is that of normality (2). Common across all three applications (although in the matched pair application it is the differences of the matched pairs that must be normal), it is fundamentally important to the t-test. It is important because the sampling distribution of the outcome variable must be estimated (the actual population distribution is unknown); the assumption of normality allows us to make those estimates. If the assumption is correct, the distribution of the outcome variable in the population from which it was drawn is normally distributed, and a simple random sample is drawn, then any size sample will work. This is when the t-test is at its best, samples of size 20 or smaller can be used with relative immunity (although the power to detect clinically meaningful differences may be limited with small sample sizes).

But what if the assumption of normality is not being met? The t-test is often referred to as “robust (4),” meaning that moderate violations of the assumptions will not substantially affect conclusions drawn, but how does one evaluate “moderate”? It is not usually possible to determine normality of distribution for a variable in a population in a sample-based study. It is possible that research done with larger surveys or the accumulation of research findings may provide a clearer answer to the normality question. But researchers usually have to rely on examination of sample data. While statistical tests of normality are available, e.g. chi-square, Shapiro-Wilk, Anderson-Darling normality tests, they are often challenging in their applications, e.g. low power with small sample sizes, negative affect of ties (5).

A histogram presentation of the sample data (Fig. 2) will allow for a visual evaluation of normality, of skewness, the asymmetry of the variable around its mean, and kurtosis, the height and sharpness of the central peak. Comparison of basic parameters, such as mean and median, will also add insight. There are also statistical tests for skewness and kurtosis, e.g. Pearson 2 skewness coefficient or G1, if a visual assessment is not sufficient (7).

A different graphical examination of the sample data, the normal quantile-quantile (q-q) plot, can offer insight into severity of violations. This statistic is readily generated in the SAS univariate procedure. The linearity of the point pattern, such as in Fig. 3a, is an indicator that the measurements are normally distributed (8), non-linearity, Fig. 3b is an indicator of non-normality.

If the data are skewed or have extreme observations, such as in Fig. 3, then estimates of the mean may be severely affected; inferences drawn will likely be incorrect and the null hypothesis may be rejected or fail to be rejected in error (10). Another version of the q-q plot can be used to determine if two data sets come from populations with a common distribution (i.e. to test for homogeneity of variation).

What options are available if the data are severely non-normal?

1. For a two-sample t-test: A larger sample size might show normality. How much of an increase in the sample size depends on how severe the violation of normality is; but a sample size over 60 may be sufficient for moderate violations (10). Test the larger sample for normality after it is drawn.
2. Trim the data of the more extreme cases, ones that fall far from a normal distribution. Trimming must be done at specific percentile points to preserve asymptotic normality. Caution must be used when dropping extreme cases; they can represent legitimate observations (9). An outlier should only be dropped if it is due to erroneously entered or measured data or if dropping it does not change results but brings the data into compliance with assumptions (11).
3. Transform the data. This is applicable if the two samples have a similar non-normal shape. Certain transformations

---

1 An un-equal variance t-test is available and is a suggested alternative to the standard t-test when there is doubt about equal variance (3).
such as a log transformation will convert different distribution shapes to be closer to normality but should be used with caution because of reduction in power, lack of dealing with outiers, and difficulty in interpretation of results (4).

4. Use a non-parametric procedure. Unless it is specifically critical to test for difference of means, non-parametric options to the t-test offer substantial benefits when normality of data is a concern and a small sample size is the only option.

Non-parametric options

A common non-parametric alternative to the t-test applications are the Wilcoxon non-parametric tests. The Wilcoxon tests do not rely on an assumption of normality; they are based on ranks and sum of ranks of observations rather than on actual values, hence they are not affected by outliers or extreme observations. When normality is violated, the Wilcoxon tests are consistently more powerful than independent or dependent samples t tests (12, 13).

The Wilcoxon tests do not use the mean as a measure of central tendency; they are a test of shift in the distribution of responses. The null hypothesis is that median values are equal (14).

---

2There are a variety of non-parametric tests; here we focus on just the Wilcoxon tests that are comparable to t-tests. The Wilcoxon tests are identical to the Mann-Whitney U test.
A significant difference in median values suggests a shift in the overall distribution. A p-value is generated either as an exact or approximated value. Different Wilcoxon tests match the different t-test application. For

- Independent 2 sample studies: the Wilcoxon Rank Sum Test is used.
- Dependent, paired data: the Wilcoxon Sign Rank Test is used.
- Single sample test for location: the Sign Test is used.

There is also a Wilcoxon test for paired, ordinal scale data, the Sign Test, for which there is no comparable t-test.

Three assumptions are common across the four applications:

1. The study variable is, at minimum, ordinal,
2. Independence of samples. For paired, dependent variables (Wilcoxon sign rank test), pairs must be randomly and independently drawn.
3. Equal variance between samples under the null hypothesis.

When the assumption of normality is met (which occurs rarely), the t-test holds a small power advantage over the Wilcoxon non-parametric tests. Estimates of the mean difference and confidence interval provide valuable summary statistics that have no equivalent in non-parametric statistics. But when normality is in question (and it often is) the mean is likely not a reliable indicator of central tendency and the Wilcoxon non-parametric tests offer substantially higher levels of power and a reliable alternative to the t-test (15) for estimating p values. If estimation of effect size is critical, in addition to estimating the p value, then an additional method may be needed for that purpose.

Conclusions

T-tests are commonly mis-applied to non-normally distributed data which can affect the conclusions drawn; the null hypothesis may be rejected or fail to be rejected in error. Check data for all study variables for normality; non-normally distributed data is common. The Wilcoxon non-parametric tests for differences in distribution offer an effective alternative; when normality is violated, the Wilcoxon tests are consistently more powerful than independent or dependent samples t tests. If there is uncertainty about the normality of the data (unless estimates of mean difference and confidence intervals are important in analysis (and then consider carefully how reliable the mean is as an indicator of central tendency)), use the Wilcoxon tests instead. When in doubt, use the Wilcoxon tests.
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