Mirror symmetry, mixed motives and $\zeta(3)$
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Abstract

In this paper, we formulate a natural conjecture on the location of mixed Tate motives in Voevodsky’s triangulated category of motives over $\mathbb{Q}$. This conjecture is almost certainly well-known to practitioners, nevertheless motivation for making it explicit comes from the phenomenon of mirror symmetry in the theory of Calabi-Yau threefolds. Given a one-parameter mirror pair $(M, W)$ of Calabi-Yau threefolds, the prepotential of the complexified Kähler moduli space of $M$ (which has flat coordinate $t$) admits an expansion that has a constant term $-Y_{000}/6$ and a cubic term $-Y_{111} t^3/6$. Here ‘one-parameter’ means that the deformation space of $W$ is one-dimensional. The number $Y_{111}$ is a non-zero integer, while in all examples where $Y_{000}$ has been computed, it is always of the form

$$-3 \chi(M) \zeta(3)/(2 \pi i)^3 + r, \ r \in \mathbb{Q}$$

where $\chi(M)$ is the Euler characteristic of $M$. This paper uses mirror symmetry to deduce that the dual of the limit mixed Hodge structure at the large complex structure limit of $W$ has a direct summand that is an extension of $\mathbb{Q}(0)$ by $\mathbb{Q}(3)$ whose period in $\mathbb{C}/(2\pi i)^3 \mathbb{Q}$ is the coset of $-(2 \pi i)^3 Y_{000}/(3 Y_{111})$. If further the deformation space of $W$ forms part of a one-parameter algebraic family defined over $\mathbb{Q}$, the computations in this paper provide evidence for the motivic conjecture as well as a motivic interpretation of the occurrence of $\zeta(3)$ in mirror symmetry.
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0. Introduction

Over 50 years of research on motives has continuously enriched all areas of number theory and algebraic geometry with unifying themes as well as deep formulas. Nevertheless, Grothendieck’s original vision, supplemented by Beilinson and Deligne [10, 19], whereby an abelian category of motives over $\mathbb{Q}$ is supposed to provide building blocks for arithmetic varieties, has yet to be realised. The best approximation to this idea so far is the construction of a triangulated category $\text{DM}_{\text{gm}}(\mathbb{Q}, \mathbb{Q})$ of motives [48, 49] that has nearly all the properties conjectured for the derived category of the desired abelian category. That is, $\text{DM}_{\text{gm}}(\mathbb{Q}, \mathbb{Q})$ is expected to carry a natural motivic $t$-structure, whose heart should be Grothendieck’s abelian category, however construction of such a motivic $t$-structure appears inaccessible for the time being. As far as an abelian category is concerned, the best constructed is that of mixed Tate motives $\text{TM}_{\mathbb{Q}}$, the one whose semi-simplification consists of only the simplest possible pure motives $\mathbb{Q}(n), n \in \mathbb{Z}$. That is to say, the full triangulated subcategory $\text{DTM}_{\mathbb{Q}}$ of $\text{DM}_{\text{gm}}(\mathbb{Q}, \mathbb{Q})$ generated by $\mathbb{Q}(n), n \in \mathbb{Z}$ does have a motivic $t$-structure whose heart is by definition the abelian category $\text{TM}_{\mathbb{Q}}$. But in fact, even the way in which mixed Tate motives sit inside $\text{DM}_{\text{gm}}(\mathbb{Q}, \mathbb{Q})$ remains rather mysterious.

Here is a natural conjecture in this regard, which could be regarded as a generalised Hodge conjecture concerning the Hodge realisation functor

$$\mathcal{R} : \text{DM}_{\text{gm}}(\mathbb{Q}, \mathbb{Q}) \to D^b(\text{MHS}_{\mathbb{Q}})$$

to the derived category of mixed Hodge structures.

**Conjecture GH** Suppose a mixed Hodge-Tate structure $P$ occurs as a direct summand of $H^q(\mathcal{R}(\mathcal{N})), q \in \mathbb{Z}$, where $\mathcal{N}$ is an object of $\text{DM}_{\text{gm}}(\mathbb{Q}, \mathbb{Q})$. Then

$$P \simeq \mathcal{R}(\mathcal{M})$$

where $\mathcal{M}$ is a mixed Tate motive.

Here a mixed Hodge-Tate structure is a mixed Hodge structure whose semi-simplification is a direct sum of $\mathbb{Q}(n), n \in \mathbb{Z}$. Of course this conjecture is likely to be inaccessible in general using current day technologies, nevertheless we might be concerned with the possibility of testing it numerically in some sense. In this paper, we will focus on the following period-theoretic version:

**Conjecture GHP** Suppose a mixed Hodge-Tate structure $P$ occurs as a direct summand of $H^q(\mathcal{R}(\mathcal{N})), q \in \mathbb{Z}$, where $\mathcal{N}$ is an object of $\text{DM}_{\text{gm}}(\mathbb{Q}, \mathbb{Q})$. Suppose further that it is an extension of $\mathbb{Q}(0)$ by $\mathbb{Q}(n), n \geq 3$, then the class of $P$ in

$$\mathbb{C}/(2 \pi i)^n \mathbb{Q} \simeq \text{Ext}^1_{\text{MHS}}(\mathbb{Q}(0), \mathbb{Q}(n))$$

(1.18) is the coset of a rational multiple of $\zeta(n)$.

3
As we will explain later, Conjecture GHP follows from Conjecture GH and the known computations of periods of mixed Tate motives [20]. The main purpose of this paper is to construct examples of Conjecture GHP from limit mixed motives at large complex structure limit in mirror symmetry, a theory we now briefly review. Roughly speaking, mirror symmetry is a conjecture that there exist mirror pairs \((M, W)\) of Calabi-Yau threefolds such that the complexified Kähler moduli space of \(M\) is isomorphic to an open subset of the complex moduli space of \(W\), which is a neighbourhood of a special boundary point known as the large complex structure limit [17, 33].

The complexified Kähler moduli space of \(M\), denoted by \(\mathcal{M}_K(M)\), is essentially the space whose points represent Kähler structures on \(M\), while the complex moduli space of \(W\), denoted by \(\mathcal{M}_C(W)\), is the space whose points represent the complex structures of \(W\), both of which have natural analytic structures [17, 33]. The isomorphism between \(\mathcal{M}_K(M)\) and the special open subset of \(\mathcal{M}_C(W)\) is called mirror map, which is constructed by identifying certain functions on \(\mathcal{M}_K(M)\) with those on \(\mathcal{M}_C(W)\) [14, 17, 33]. Let’s now give a brief description of \(\mathcal{M}_K(M)\) based on [33]. Recall that the Hodge diamond of a Calabi-Yau threefold is of the form

\[
\begin{array}{cccc}
1 & & & \\
& 0 & 0 & \\
& h^{11} & 0 & \\
& h^{21} & h^{21} & 1 \\
& 0 & h^{11} & 0 & \\
& & & \\
& & & \\
1 & & & 
\end{array}
\]

where \(h^{11} := \dim H^{1,1}\) and \(h^{21} := \dim H^{2,1}\), in particular we have \(H^1 = H^5 = 0\). Define \(H^{1,1}(M, \mathbb{R})\) as

\[
H^{1,1}(M, \mathbb{R}) := H^2(M, \mathbb{R}) \cap H^{1,1}(M, \mathbb{C})
\]

i.e. it consists of elements of \(H^2(M, \mathbb{R})\) that can be represented by real closed forms of type \((1, 1)\). The Kähler cone of \(M\) is defined as,

\[
\mathcal{K}_M := \{\omega \in H^{1,1}(M, \mathbb{R}) \mid \omega \text{ can be represented by a Kähler form of } M\}
\]

which is an open subset of \(H^{1,1}(M, \mathbb{R})\) [33]. The complexified Kähler moduli space of \(M\) is defined as [33],

\[
\mathcal{M}_K(M) := (H^2(M, \mathbb{R}) + i \mathcal{K}_M) / H^2(M, \mathbb{Z})
\]

In this paper we will only consider one-parameter mirror pairs \((M, W)\) of Calabi-Yau threefolds, i.e.

\[
\dim H^{1,1}(M) = \dim H^{2,1}(W) = 1
\]

in which case, the Kähler cone \(\mathcal{K}_M\) is the open ray \(\mathbb{R}_{>0}\), hence \(\mathcal{M}_K(M)\) has a very simple description [33],

\[
\mathcal{M}_K(M) = (\mathbb{R} + i \mathbb{R}_{>0}) / \mathbb{Z} = \mathcal{H} / \mathbb{Z}
\]
where $\mathcal{H}$ is the upper half plane of $\mathbb{C}$. Now let $e$ be a basis of $H^2(M, \mathbb{Z})$ (modulo torsion) that lies in the Kähler cone $\mathcal{K}_M$, then every point of $\mathcal{M}_K(M)$ is represented by $t e, t \in \mathcal{H}$, while $et$ is equivalent to $e(t+1)$. Conventionally $t$ is called the flat coordinate of $\mathcal{M}_K(M)$ by physicists [14, 33]. In mirror symmetry, the prepotential $\mathcal{F}$ on the Kähler side admits an expansion of the form [14, 15]

$$\mathcal{F} = -\frac{1}{6} Y_{111} t^3 - \frac{1}{2} Y_{011} t^2 - \frac{1}{2} Y_{001} t - \frac{1}{6} Y_{000} + \mathcal{F}^{np}$$

(0.6)

where $\mathcal{F}^{np}$ is the non-perturbative instanton correction. The term $\mathcal{F}^{np}$ is invariant under the operation $t \to t + 1$ and is exponentially small when $t \to i \infty$, i.e. it admits a series expansion in $\exp 2\pi i t$ with no constant term [14]. The coefficient $Y_{111}$ is the topological intersection number [14, 15]

$$Y_{111} = \int_M e \wedge e \wedge e$$

(0.7)

which is a nonzero integer. Usually, $e$ is chosen to be the cycle represented by a divisor of $M$, in which case $Y_{111}$ is the intersection number of this divisor intersecting with itself twice. The coefficients $Y_{011}$ and $Y_{001}$ could be shown to be rational numbers by mirror symmetry. The coefficient $Y_{000}$ is certainly the most mysterious one and in all examples of mirror pairs where it has been computed, it is of the form [15]:

$$Y_{000} = -3 \chi(M) \frac{\zeta(3)}{(2 \pi i)^3} + r$$

(0.8)

where $\chi(M)$ is the Euler characteristic of $M$ and $r$ is a rational number. Mathematical physicists speculate that equation 0.8 is valid in general for an arbitrary mirror pair but currently there isn’t a proof available. The occurrence of $\zeta(3)$ in $Y_{000}$ is highly interesting, and one might ask if it has an arithmetic origin when combined with the geometry of the mirror threefold $W$.

When the deformation space of $W$ forms part of a one-parameter algebraic family defined over $\mathbb{Q}$, which will be a standard assumption in this paper, we will establish a direct relation between 0.8 and Conjecture GHP. The objects of interest in this paper are limit mixed motives in the sense of Ayoub [3]. They are supposed to be the motivic lifts of the complexes in $D^b(MHS_{\mathbb{Q}})$ that compute the limit mixed Hodge structures, whose construction precisely follows from those of Steenbrink [59] and Schmid [54]. It is natural that the Hodge realisation of the limit mixed motive should be the complex that computes the limit mixed Hodge structure. Unfortunately, the proof of this statement seems to be quite technical and not available yet in literatures, therefore it is stated as a separate conjecture (Conjecture 3.4).

Assuming mirror symmetry and Conjecture 3.4, the main conclusion of this paper is that the existing computations of $Y_{000}$ 0.8 provide highly interesting examples in favour of Conjecture GHP. The key observation is that mirror symmetry forces the limit mixed Hodge structure at the large complex structure limit (obtained from the third cohomology of $W$)
to split (in the abelian category $\text{MHS}_\mathbb{Q}$) into

$$\mathbb{Q}(-1) \oplus \mathbb{Q}(-2) \oplus M$$

(0.9)

where $M$ is a two-dimensional mixed Hodge structure that is an extension of $\mathbb{Q}(-3)$ by $\mathbb{Q}(0)$ (Theorem 4.10).

**Theorem 0.1.** Assuming mirror symmetry conjecture (which will be made precise in section 4.3), the dual object $M^\vee$ is an extension of $\mathbb{Q}(0)$ by $\mathbb{Q}(3)$ whose image in $\mathbb{C}/(2\pi i)^3\mathbb{Q}$ is the coset of $-(2\pi i)^3 Y_{000}/(3 Y_{111})$.

In all examples of mirror pairs where $Y_{000}$ has been computed, it is of the form [0.8] therefore the coset of $-(2\pi i)^3 Y_{000}/(3 Y_{111})$ in $\mathbb{C}/(2\pi i)^3\mathbb{Q}$ is the coset of a rational multiple of $\zeta(3)$. So combined with Conjecture 3.4, the limit mixed motives constructed at large complex structure limit provide affirmative cases of Conjecture GHP. On the other hand Conjecture GHP also sheds light on the motivic nature of $\zeta(3)$ in $Y_{000}$. That is, from the converse point of view, if we assume conjectures GHP and 3.4 instead, the computations in this paper prove that $Y_{000}$ must be of the form

$$Y_{000} = \frac{r_1}{(2\pi i)^3} \zeta(3) + r_2, \ r_1, r_2 \in \mathbb{Q}$$

(0.10)

Thus what we have observed is an approximate equivalence between Conjecture GHP and formula [0.8] in mirror symmetry.

The structure of this paper is as follows:

Section 1 contains a very brief introduction to Voevodsky’s category of mixed motives and mixed Tate motives.

Section 2 contains a short review of Gauss-Manin connection, canonical extensions and the construction of limit mixed Hodge structure by Steenbrink and Schmid.

Section 3 talks about the construction of limit mixed motive by Ayoub’s motivic nearby cycle functor, after which Conjecture 3.4 will be formulated.

Section 4 contains detailed computations of limit mixed Hodge structures at large complex structure limit, which is shown to split in a highly interesting way.

Section 5 contains explicit computations which show that the image of $M^\vee$ in $\mathbb{C}/(2\pi i)^3\mathbb{Q}$ is the coset of $-(2\pi i)^3 Y_{000}/(3 Y_{111})$, thus connects the last link in our construction.

The appendix contains elementary materials of mixed Hodge structures and pure motives, which are prerequisites for this paper.
1. Mixed Motives

This section contains a brief introduction to Voevodsky’s triangulated category of mixed motives and the abelian category of mixed Tate motives over $\mathbb{Q}$. However it is not meant to be complete, hence necessary references are given for further reading. On the other hand Appendix $\textbf{A}$ contains an introduction to mixed Hodge structures, while Appendix $\textbf{B}$ contains an introduction to pure motives, both of which are prerequisites for this section. Therefore the readers who are not familiar with them are strongly recommended to consult the appendix or other references before read this section.

1.1. Voevodsky’s Mixed Motives

Let $k$ be a field that admits resolution of singularities and $\Lambda$ be a commutative ring with unit, Voevodsky’s category of mixed motives, denoted by $\text{DM}(k, \Lambda)$, is a rigid tensor triangulated category $\left[49, 62\right]$. The ring $\Lambda$ is called the coefficient ring, while in this paper we are mostly interested in the case where it is $\mathbb{Q}$. The category $\text{DM}(k, \mathbb{Q})$ has nearly all the expected properties of the derived category of the conjectured abelian category of mixed motives defined over $k$ $\left[48\right]$. In this section, we will only list some properties of $\text{DM}(k, \Lambda)$ and use them as a blackbox, while leave the construction of $\text{DM}(k, \Lambda)$ and the proofs to these properties to the excellent references $\left[49, 62\right]$. Meanwhile the first section of $\left[2\right]$ is also very helpful.

1. The category $\text{DM}(k, \Lambda)$ is a rigid tensor triangulated category that contains pure Tate motives $\Lambda(n)$, $n \in \mathbb{Z}$. $\Lambda(0)$ is a unit object of it and $\Lambda(-1)$ is the dual of $\Lambda(1)$,

$$\Lambda(-1) = \text{Hom}(\Lambda(1), \Lambda(0))$$

where $\text{Hom}$ is the internal Hom operator. The Tate object $\Lambda(n)$ satisfies

$$\Lambda(n) = \begin{cases} 
\Lambda(1)^{\otimes n} & \text{if } n \geq 0 \\
\Lambda(-1)^{\otimes n} & \text{if } n < 0 
\end{cases}$$

(1.2)

For an object $\mathcal{N}$ of $\text{DM}(k, \Lambda)$, its Tate twist $\mathcal{N}(n)$ is defined as $\mathcal{N} \otimes \Lambda(n)$, while its dual $\mathcal{N}^{\vee}$ is defined as $\text{Hom}(\mathcal{N}, \Lambda(0))$.

2. There exists a contravariant functor from the category of non-singular projective varieties over $k$ to the category $\text{DM}(k, \Lambda)$

$$M_{gm} : \text{SmProj}/k^{op} \rightarrow \text{DM}(k, \Lambda)$$

(1.3)

which sends a non-singular projective variety $X$ to a constructible object of $\text{DM}(k, \Lambda)$ such that fibered product in $\text{SmProj}/k$ is sent to tensor product in $\text{DM}(k, \Lambda)$, i.e.

$$M_{gm}(X \times_k Y) = M_{gm}(X) \otimes M_{gm}(Y)$$

(1.4)
The definition of constructibility could be found in [2], and the full triangulated subcategory of $DM(k, \Lambda)$ consists of constructible objects will be denoted by $DM_{gm}(k, \Lambda)$, which is the smallest full pseudoabelian triangulated subcategory of $DM(k, \Lambda)$ that contains the image of $M_{gm}$ and is also closed under Tate twists.

3. When the field $k$ admits an embedding into $\mathbb{C}$, say $\sigma : k \to \mathbb{C}$, there exists a Hodge realisation functor, $R_{\sigma} : DM_{gm}(k, \mathbb{Q}) \to D^b(MHS_\mathbb{Q})$ (1.5) such that for every non-singular projective variety $X$, $R_{\sigma}(M_{gm}(X))$ is a complex in $D^b(MHS_\mathbb{Q})$ whose cohomology computes the singular cohomology of $X(\mathbb{C})$ with the natural rational MHS [38, 39, 53]. In this paper we are mostly interested in the case where $k = \mathbb{Q}$, since there is only one embedding of $\mathbb{Q}$ into $\mathbb{C}$, let’s denote the Hodge realisation functor by $R$ for simplicity.

4. The composition of $R_{\sigma}$ with the forgetful functor from $D^b(MHS_\mathbb{Q})$ to the derived category of rational vector spaces $D^b(Vec_\mathbb{Q})$ is (up to an equivalence) the Betti realisation functor $R_{Betti}$ [4], $R_{Betti} : DM_{gm}(k, \mathbb{Q}) \to D^b(Vec_\mathbb{Q})$ (1.6)

1.2. Mixed Tate Motives

We now briefly talk about the abelian category of mixed Tate motives $TM_{\mathbb{Q}}$, while the readers are referred to the paper [46] for details. Let $K_i(k)$ be the $i$-th algebraic $K$-group of the field $k$ [27], there exists a family of Adams operators $\{\psi^l\}_{l \geq 1}$ which act on $K_i(k)$ as group homomorphisms [27]. These Adams operators induce linear maps on the rational vector space $K_i(k) \otimes_\mathbb{Z} \mathbb{Q}$, which induce a decomposition

$$K_i(k) \otimes_\mathbb{Z} \mathbb{Q} = \bigoplus_{j \geq 0} K_i(k)^{(j)}$$

(1.7)

where the eigenspace $K_i(k)^{(j)}$ is defined as,

$$K_i(k)^{(j)} := \{x \in K_i(k) \otimes_\mathbb{Z} \mathbb{Q} : \psi^l(x) = l^j x, \forall l \geq 1\}$$

(1.8)

The strong version of Beilinson and Soulé’s vanishing conjecture claims that [46],

**Conjecture BS** $K_{2q-p}(k)^{(q)} = 0$ if $p \leq 0$ and $q > 0$.

When the field $k$ is $\mathbb{Q}$, Conjecture BS has been proved [24]. Let $DTM_{\mathbb{Q}}$ be the full triangulated subcategory of $DM_{gm}(\mathbb{Q}, \mathbb{Q})$ generated by Tate objects $\mathbb{Q}(n), n \in \mathbb{Z}$, from [46] there exists a motivic $t$-structure on $DTM_{\mathbb{Q}}$ whose heart is defined to be the category of mixed Tate motives $TM_{\mathbb{Q}}$. For two objects $A$ and $B$ of $TM_{\mathbb{Q}}$, an extension of $B$ by $A$ is a short exact sequence,

$$0 \longrightarrow A \longrightarrow E \longrightarrow B \longrightarrow 0$$

(1.9)
Morphisms between two extensions are given by commutative diagrams of the form,

\[ \begin{array}{ccc}
0 & \longrightarrow & A \\
\downarrow & & \downarrow \\
0 & \longrightarrow & A' \\
\end{array} \]
\[ \begin{array}{ccc}
& \\ & E \\
& \downarrow \\
& E' \\
\downarrow & & \downarrow \\
& B' \\
\longrightarrow & & \longrightarrow \\
\longrightarrow & & \longrightarrow \\
0 & \longrightarrow & B \\
\end{array} \]  
(1.10)

The extension \([1.9]\) is said to split if it is isomorphic to the trivial extension,

\[ 0 \longrightarrow A \overset{i}{\longrightarrow} A \oplus B \overset{j}{\longrightarrow} B \longrightarrow 0 \]  
(1.11)

where \(i\) is the natural inclusion and \(j\) is the natural projection. The set of isomorphism classes of extensions of \(B\) by \(A\), denoted by \(\text{Ext}_1^{TM}(B, A)\), has a group structure that is induced by Baer summation, whose zero element is the trivial extension \([1.11]\). The extensions of \(\mathbb{Q}(0)\) by \(\mathbb{Q}(n), n \geq 3\) could be described explicitly by Corollary 4.3 of [46].

**Lemma 1.1.** There exists an isomorphism \(\tau_{n,1}\)

\[ \tau_{n,1} : \text{Ext}_1^{TM}(\mathbb{Q}(0), \mathbb{Q}(n)) \rightarrow K_{2n-1}(\mathbb{Q})^{(n)}, n \geq 2 \]  
(1.12)

The rank of the higher algebraic \(K\)-group \(K_{2n-1}(\mathbb{Q})\) is well-known \([29]\),

\[ \text{rank } K_{2n-1}(\mathbb{Q}) = \begin{cases} 
0 & \text{if } n = 2k, k \geq 1 \\
1 & \text{if } n = 2k + 1, k \geq 1 
\end{cases} \]  
(1.13)

which yields,

\[ K_{2n-1}(\mathbb{Q}) \otimes_{\mathbb{Z}} \mathbb{Q} = \begin{cases} 
0 & \text{if } n = 2k, k \geq 1 \\
\mathbb{Q} & \text{if } n = 2k + 1, k \geq 1 
\end{cases} \]  
(1.14)

As \(K_{2n-1}(\mathbb{Q})^{(n)}\) is a linear subspace of \(K_{2n-1}(\mathbb{Q}) \otimes_{\mathbb{Z}} \mathbb{Q}\), this immediately implies that

\[ K_{2n-1}(\mathbb{Q})^{(n)} = 0, \text{ if } n = 2k, k \geq 1 \]  
(1.15)

When \(n = 2k + 1, k \geq 1\), as a linear subspace of \(K_{2n-1}(\mathbb{Q}) \otimes_{\mathbb{Z}} \mathbb{Q}\), \(K_{2n-1}(\mathbb{Q})^{(n)}\) is either 0 or \(\mathbb{Q}\). From \([20, 24, 37]\), there exists a nontrivial extension of \(\mathbb{Q}(0)\) by \(\mathbb{Q}(n)\) when \(n = 2k + 1, k \geq 1\), hence \(\text{Ext}_1^{TM}(\mathbb{Q}(0), \mathbb{Q}(n))\) is nonzero,

\[ \text{Ext}_1^{TM}(\mathbb{Q}(0), \mathbb{Q}(n)) \simeq K_{2n-1}(\mathbb{Q})^{(n)} = \mathbb{Q}, \text{ if } n = 2k + 1, k \geq 1 \]  
(1.16)

The restriction of the Hodge realisation functor \(\mathcal{R}\) to \(TM_{\mathbb{Q}}\) is a functor whose image essentially lies in the full abelian subcategory \(MHT_{\mathbb{Q}}\) that consists of mixed Hodge-Tate structures, i.e. those mixed Hodge structures whose semi-simplifications are direct sums of Tate objects \(\mathbb{Q}(n)\).

\[ \mathcal{R} : TM_{\mathbb{Q}} \rightarrow MHT_{\mathbb{Q}} \]  
(1.17)

From \([24]\), the restriction of \(\mathcal{R}\) to \(TM_{\mathbb{Q}}\) is exact and full-faithful, hence it induces an injective homomorphism from \(\text{Ext}_1^{TM}(\mathbb{Q}(0), \mathbb{Q}(n))\) to \(\text{Ext}_1^{MHT}(\mathbb{Q}(0), \mathbb{Q}(n))\). Since \(MHT_{\mathbb{Q}}\) is a full abelian subcategory of \(MHS_{\mathbb{Q}}\), the isomorphism \([A.13]\) immediately implies,

\[ \text{Ext}_1^{MHT}(\mathbb{Q}(0), \mathbb{Q}(n)) = \text{Ext}_1^{MHS}(\mathbb{Q}(0), \mathbb{Q}(n)) \simeq C/(2 \pi i)^n \mathbb{Q} \]  
(1.18)
Lemma 1.2. When \( n \geq 3 \), the image of \( \text{Ext}^1_{TM_q}(\mathbb{Q}(0), \mathbb{Q}(n)) \) in \( \mathbb{C}/(2 \pi i)^n \mathbb{Q} \) under Hodge realisation is the subgroup of \( \mathbb{C}/(2 \pi i)^n \mathbb{Q} \) consists of elements which are the cosets of rational multiples of \( \zeta(n) \).

Proof. When \( n = 2k, k \geq 2 \), \( \zeta(n) \) is a rational multiple of \( (2 \pi i)^n \), therefore the coset of \( \zeta(n) \) in \( \mathbb{C}/(2 \pi i)^n \mathbb{Q} \) is 0, hence this lemma is a direct result of Lemma 1.1.

When \( n = 2k + 1, k \geq 1 \), from [20, 24, 37], there exists a mixed Tate motive that is a nontrivial extension of \( \mathbb{Q}(0) \) by \( \mathbb{Q}(n) \), whose Hodge realisation in \( \text{Ext}^1_{\text{MHT}_q}(\mathbb{Q}(0), \mathbb{Q}(n)) \) is the coset of a nonzero rational multiple of \( \zeta(n) \). As the coset of \( \zeta(n) \) in \( \mathbb{C}/(2 \pi i)^n \mathbb{Q} \) is nonzero, this lemma is a direct result of Lemma 1.1. \qed

Remark 1.3. Notice that Conjecture GHP follows immediately from Conjecture GH and the computations in this section.

2. Limit Mixed Hodge Structure

In this section, we will review Steenbrink’s and Schmid’s constructions of limit mixed Hodge structures on a singular fiber of an algebraic fibration [54, 59]. Let \( X \) be a quasi-projective variety over \( \mathbb{Q} \) which admits a fibration over a smooth algebraic curve \( S \) over \( \mathbb{Q} \) by a projective morphism \( \pi_\mathbb{Q} \),

\[
\pi_\mathbb{Q} : X \to S
\]  

whose only singular fiber \( Y \) is over a rational point \( 0 \in S \),

\[
Y := \pi_\mathbb{Q}^{-1}(0)
\]

Let’s denote the dimension of the fibers of \( \pi_\mathbb{Q} \) by \( n \). We will assume the singular fiber \( Y \) is reduced with nonsingular components crossing normally (check the semi-stable reduction theorem in Chapter II of [45]). For simplicity now define

\[
X^* := X \setminus Y, \quad S^* := S \setminus \{0\}
\]

By abuse of notation, the restriction of \( \pi_\mathbb{Q} \) to \( X^* \) will also be denoted by \( \pi_\mathbb{Q} \),

\[
\pi_\mathbb{Q} : X^* \to S^*
\]

which is a smooth fibration between smooth varieties. If extend the field to \( \mathbb{C} \), we obtain a smooth fibration \( \pi_\mathbb{C} \) between smooth varieties over \( \mathbb{C} \),

\[
\pi_\mathbb{C} : X^*_\mathbb{C} \to S^*_\mathbb{C}
\]

where \( X^*_\mathbb{C} := X^* \times_{\text{Spec} \mathbb{Q}} \text{Spec} \mathbb{C} \), etc. The analytification of \( \pi_\mathbb{C} \) is a smooth fibration between complex manifolds [61],

\[
\pi^\text{an}_\mathbb{C} : X^*_{\mathbb{C}^\text{an}} \to S^*_{\mathbb{C}^\text{an}}
\]
Since 0 is a smooth point of $S$, the local ring $\mathcal{O}_{S,0}$ is a discrete valuation ring (DVR) \[61\]. Let $\varphi$ be a uniformizer of $\mathcal{O}_{S,0}$, then there exists an open affine neighbourhood $U$ of 0 such that $\varphi$ defines a coordinate on $U^\text{an}_C$. Replace $S$ by $U$ if necessary we will assume $S$ is affine and $\varphi$ defines a coordinate on $S^\text{an}_C$. Now choose a small neighbourhood $\Delta$ of 0 in $S^\text{an}_C$,

$$
\Delta = \{ \varphi \in \mathbb{C} : |\varphi| < \epsilon, \ 0 < \epsilon \leq 1 \}
$$

(2.7)

**Remark 2.1.** In this paper, the choices of a uniformizer $\varphi$, a universal cover $\tilde{\Delta}^* \text{ of } \Delta^*$ and a multi-valued holomorphic function $\log \varphi$ on $\Delta^*$ (which induces a holomorphic function on $\tilde{\Delta}^*$) will be fixed.

The restriction of $\pi^\text{an}_C$ to $\mathcal{X} := (\pi^\text{an}_C)^{-1}(\Delta)$ will be denoted by,

$$
\pi_\Delta : \mathcal{X} \to \Delta
$$

(2.8)

whose only singular fiber $\mathcal{X}_0 := \pi^{-1}_\Delta(0)$ is the analytification of $Y_C$. The restriction of $\pi_\Delta$ to $\mathcal{X}^* := \mathcal{X} \setminus \mathcal{X}_0$ will be denoted by $\pi_{\Delta^*}$,

$$
\pi_{\Delta^*} : \mathcal{X}^* \to \Delta^*
$$

(2.9)

### 2.1. Gauss-Manin Connection

The relative de Rham cohomology sheaf of $\pi^\text{an}_Q$\[2.4\] is defined to be \[1\]

$$
\mathcal{V}_Q := \mathbb{R}^q \pi_{Q,*}(\Omega_{\mathcal{X}^*/S^*})
$$

(2.10)

where $\Omega_{\mathcal{X}^*/S^*}$ is the complex of sheaves of relative differentials \[1,44\]. The complex $\Omega_{\mathcal{X}^*/S^*}$ is naively filtered by the following complexes,

$$
\Omega_{\mathcal{X}^*/S^*}^* : 0 \to \mathcal{O}_{\mathcal{X}^*/S^*} \xrightarrow{d} \Omega_{\mathcal{X}^*/S^*}^1 \xrightarrow{d} \cdots \xrightarrow{d} \Omega_{\mathcal{X}^*/S^*}^n \to 0
$$

(2.11)

Since $\pi_Q$ is a smooth projective fibration between smooth varieties, $\mathcal{V}_Q$ is a locally free sheaf over $S^* \[34,44\]$. The fiber of $\mathcal{V}_Q$ over a closed point $\varphi \in S^*$ is the $q$-th algebraic de Rham cohomology $\mathbb{H}^q(X_{\varphi}, \Omega_{X_{\varphi}}^*)$ of $X_{\varphi}$, where $X_{\varphi}$ is considered as a variety defined over the residue field $\kappa(\varphi) \[44,59\]$. The complex $\Omega_{\mathcal{X}^*/S^*}$ is naively filtered by the following complexes,

$$
F^p \Omega_{\mathcal{X}^*/S^*}^* : 0 \to \cdots \to 0 \to \Omega_{\mathcal{X}^*/S^*}^p \xrightarrow{d} \Omega_{\mathcal{X}^*/S^*}^{p+1} \xrightarrow{d} \cdots \xrightarrow{d} \Omega_{\mathcal{X}^*/S^*}^n \to 0
$$

(2.12)

which induces a locally free subsheaf filtration $\mathcal{F}_Q^p$ of $\mathcal{V}_Q$,

$$
\mathcal{F}_Q^p := \text{Im} \left( \mathbb{R}^q \pi_{Q,*}(F^p \Omega_{\mathcal{X}^*/S^*}) \to \mathbb{R}^q \pi_{Q,*}(\Omega_{\mathcal{X}^*/S^*}) \right)
$$

(2.13)

The complexification of the complex \[2.11\] is,

$$
\Omega_{\mathcal{X}^*/S^C}^* : 0 \to \mathcal{O}_{\mathcal{X}^*/S^C} \xrightarrow{d} \Omega_{\mathcal{X}^*/S^C}^1 \xrightarrow{d} \cdots \xrightarrow{d} \Omega_{\mathcal{X}^*/S^C}^n \to 0
$$

(2.14)
which is naively filtered by the complexification of the complex \(2.12\)
\[
F^p \Omega^*_X/S^*_C : 0 \to \cdots \to 0 \to \Omega^p_{X/S^*_C} \to \Omega^{p+1}_{X/S^*_C} \to \cdots \to \Omega^n_{X/S^*_C} \to 0 \tag{2.15}
\]
The sheaf \(\mathcal{V}_C\) and its subsheaf filtration \(\mathcal{F}^p_C\) are defined to be,
\[
\mathcal{V}_C := \mathbb{R}^q \pi_{C,*} \left( \Omega^*_X/S^*_C \right), \quad \mathcal{F}^p_C := \mathbb{R}^q \pi_{C,*} \left( F^p \Omega^*_X/S^*_C \right)
\]
which are just the complexifications of \(\mathcal{V}_Q\) and \(\mathcal{F}_Q^p\) respectively. The analytification of the complex \(2.14\) is,
\[
\Omega^*_X/\Delta^* : 0 \to \mathcal{O}_{X/\Delta^*/S^*_C} \to \Omega^1_{X/\Delta^*/S^*_C} \to \cdots \to\]
\[
\Omega^n_{X/\Delta^*/S^*_C} \to 0 \tag{2.17}
\]
which has a naive filtration induced by the analytification of the complex \(2.15\)
\[
F^p \Omega^*_X/\Delta^*/S^*_C : 0 \to \cdots \to 0 \to \Omega^p_{X/\Delta^*/S^*_C} \to \Omega^{p+1}_{X/\Delta^*/S^*_C} \to \cdots \to \Omega^n_{X/\Delta^*/S^*_C} \to 0 \tag{2.18}
\]
The sheaf \(\mathcal{V}^\text{an}_C\) and its subsheaf filtration \(\mathcal{F}^p\text{an}_C\) are defined to be,
\[
\mathcal{V}^\text{an}_C := \mathbb{R}^q \pi_{C,*} \left( \Omega^*_X/\Delta^*/S^*_C \right), \quad \mathcal{F}^p\text{an}_C := \mathbb{R}^q \pi_{C,*} \left( F^p \Omega^*_X/\Delta^*/S^*_C \right)
\]
which are just the analytifications of \(\mathcal{V}_C\) and \(\mathcal{F}_C^p\) respectively. We now introduce the Gauss-Manin connection and we will follow the papers \([44, 63]\) closely, the results in which will be cited freely. The Gauss-Manin connection \(\nabla_Q\) of \(\mathcal{V}_Q\) is an integrable algebraic connection,
\[
\nabla_Q : \mathcal{V}_Q \to \Omega^1_{S^*/Q} \otimes_{\mathcal{O}_{S^*}} \mathcal{V}_Q \tag{2.20}
\]
that satisfies Griffiths transversality,
\[
\nabla_Q(\mathcal{F}_Q^p) \subset \Omega^1_{S^*/Q} \otimes_{\mathcal{O}_{S^*}} \mathcal{F}_Q^{p-1} \tag{2.21}
\]
The connection \(\nabla_Q\) could be canonically extended to the Gauss-Manin connection \(\nabla_C\) of \(\mathcal{V}_C\) by complexification and to the Gauss-Manin connection \(\nabla^\text{an}_C\) of \(\mathcal{V}^\text{an}_C\) by analytification. Over the punctured disc \(\Delta^*\), \(\pi_{\Delta^*}\) defines a local system \(\mathcal{F}_Q^p\text{an}\),
\[
V_Z := \mathbb{R}^q \pi_{\Delta^*,*} \mathbb{Z} \tag{2.22}
\]
whose fiber over a point \(\varphi \in \Delta^*\) is the singular cohomology group \(H^q(\mathcal{X}_\varphi, \mathbb{Z})\) (modulo torsions) \([54, 63]\).

**Remark 2.2.** In this paper torsions of singular homology and cohomology groups are irrelevant, and they could be ignored completely.

The dual of \(V_Z\), denoted by \(V_Z^\vee\), is a local system over \(\Delta^*\) whose fiber over \(\varphi \in \Delta^*\) is the singular homology group \(H_q(\mathcal{X}_\varphi, \mathbb{Z})\) (modulo torsions). Similarly let \(V_Q\) (\(V_C\)) be the local system whose fiber at \(\varphi\) is \(H^q(\mathcal{X}_\varphi, \mathbb{Q})\) (\(H^q(\mathcal{X}_\varphi, \mathbb{C})\)),
\[
V_Q := \mathbb{R}^q \pi_{\Delta^*,*} \mathbb{Q}, \quad V_C := \mathbb{R}^q \pi_{\Delta^*,*} \mathbb{C} \tag{2.23}
\]
which are just \[63\],
\[
V_Q = V_Z \otimes \mathbb{Q}, \quad V_C = V_Z \otimes \mathbb{C}
\]  
(2.24)
The local system \(V_Z\) defines a locally free sheaf \(\mathcal{V}\) over \(\Delta^*\),
\[
\mathcal{V} := V_Z \otimes \mathcal{O}_{\Delta^*}
\]  
(2.25)
with dual \(\mathcal{V}^{'}.\) For every \(\varphi \in \Delta^*\), \(\mathcal{X}_\varphi\) is a projective complex manifold, hence \(H^q(\mathcal{X}_\varphi, \mathbb{C})\) has a Hodge decomposition \[54\],
\[
H^q(\mathcal{X}_\varphi, \mathbb{C}) = \bigoplus_{0 \leq k \leq q} H^{k,q-k}(\mathcal{X}_\varphi)
\]  
(2.26)
which induces a Hodge filtration of \(H^q(\mathcal{X}_\varphi, \mathbb{C})\) through,
\[
F^p_\varphi := \bigoplus_{k \geq p} H^{k,q-k}(\mathcal{X}_\varphi)
\]  
(2.27)
The complex vector space \(F^p_\varphi\) varies holomorphically with respect to \(\varphi\), the union of which forms a holomorphic vector bundle over \(\Delta^*\) whose sheaf of sections is a locally free sheaf \(\mathcal{F}^p\) that induces a subsheaf filtration of \(\mathcal{V}\) \[54\]. From the standard comparison isomorphism, there exist the following canonical isomorphisms \[60\],
\[
I_B : \mathcal{V}^{an}_{\Delta^*} \sim \rightarrow \mathcal{V}
\]
\[
I_B : \mathcal{F}^{p,an}_{\Delta^*} \sim \rightarrow \mathcal{F}^p
\]  
(2.28)
On the sheaf \(\mathcal{V}\), the Gauss-Manin connection \(\nabla\) is the unique connection such that the local sections of \(V_C\) are flat \[54\],
\[
\nabla : \mathcal{V} \rightarrow \Omega^1_{\Delta^*} \otimes \mathcal{O}_{\Delta^*}, \mathcal{V}
\]  
(2.29)
and it also satisfies Griffiths transversality \[54, 63\],
\[
\nabla \mathcal{F}^p \subset \Omega^1_{\Delta^*} \otimes \mathcal{O}_{\Delta^*}, \mathcal{F}^{p-1}
\]  
(2.30)
In fact, the comparison isomorphism \(I_B\) \[2.28\] sends the connection \(\nabla^{an}_{\Delta^*}\) (restricted to \(\mathcal{V}^{an}_{\Delta^*}\) to the connection \(\nabla\) \[21, 22, 36, 52\].

### 2.2. Canonical Extension

Let \(\Omega^*_{X/S}(\log Y)\) be the complex of sheaves of relative algebraic forms over \(S\) with at worst logarithmic poles along the normal crossing divisor \(Y\), similarly it has a naive filtration \(\mathcal{F}^p\Omega^*_{X/S}(\log Y)\) defined similarly as before \[2.12, 59\]. On the curve \(S\), the sheaf \(\tilde{\mathcal{V}}_Q\) and its filtration \(\tilde{\mathcal{F}}^p_\tilde{Q}\) are defined to be
\[
\tilde{\mathcal{V}}_Q := \mathbb{R}^q \pi_{Q,*}(\Omega^*_{X/S}(\log Y))
\]
\[
\tilde{\mathcal{F}}^p_\tilde{Q} := \mathbb{R}^q \pi_{Q,*}(F^p \Omega^*_{X/S}(\log Y))
\]  
(2.31)
which are canonical extensions of $\mathcal{V}$ and $\mathcal{F}_Q^p$. The Gauss-Manin connection $\nabla_Q$ of $\mathcal{V}$ could be canonically extended to a connection $\tilde{\nabla}_Q$ of $\tilde{\mathcal{V}}$ which has a logarithmic pole along the rational point 0 with a nilpotent residue, on the other hand this property also determines the extension of $\mathcal{V}$ and $\mathcal{F}_Q^p$ uniquely \[21, 54\]. The extensions of $\mathcal{V}_C$, $\mathcal{V}_an$, $\mathcal{F}_C^p$ and $\mathcal{F}_C^{p,an}$ could be obtained as the complexifications and analytifications of $\tilde{\mathcal{V}}_Q$ and $\tilde{\mathcal{F}}_Q^p$, which will be denoted by $\tilde{\mathcal{V}}_C$, $\tilde{\mathcal{V}}_an$, $\tilde{\mathcal{F}}_C^p$ and $\tilde{\mathcal{F}}_C^{p,an}$ respectively. Over the disc $\Delta$, $\tilde{\mathcal{V}}_C^{an}$ and $\tilde{\mathcal{F}}_C^{p,an}$ could also be described as $\mathcal{V}_an$ and $\mathcal{F}_C^{p}$.

Under the isomorphism 2.28, $\tilde{\mathcal{V}}_C^{an}|_\Delta$ and $\tilde{\mathcal{F}}_C^{p,an}|_\Delta$ induce extensions of $\mathcal{V}$ and $\mathcal{F}_p$ that will be denoted by $\tilde{V}$ and $\tilde{F}_p$ respectively, which could also be constructed explicitly by the method of Deligne’s canonical extension $\mathcal{21, 36, 54}$. The fiber $\tilde{\mathcal{V}}_{Q|0}$ is a rational vector space that could be described as \[59\],

$$
\tilde{\mathcal{V}}_{Q|0} := (\tilde{\mathcal{V}}_{Q})_0 \otimes_{\mathcal{O}_{S,0}} \mathcal{O}_{S,0}/\mathfrak{m}_{S,0} = H^q(Y, \Omega^*_{X/S}(\log Y)|_Y)
$$

(2.33)
i.e. the hypercohomology of the complex of sheaves obtained from the restriction of $\Omega^*_{X/S}(\log Y)$ to $Y$. By Serre’s GAGA, there are canonical isomorphisms,

$$
\tilde{\mathcal{V}}_C^{an}|_{\mathcal{0}} = \tilde{\mathcal{V}}_{C|\mathcal{0}} = \tilde{\mathcal{V}}_{Q|0} \otimes_{\mathcal{Q}} \mathbb{C}
$$

(2.34)
The fiber $\tilde{\mathcal{V}}_C^{an}|_{\mathcal{0}}$ could also be described as \[52, 59\],

$$
\tilde{\mathcal{V}}_C^{an}|_{\mathcal{0}} := \mathbb{H}^q(\mathcal{X}_0, \Omega^*_{X/\Delta}(\log \mathcal{X}_0)|_{\mathcal{X}_0})
$$

(2.35)
For a closed point $\varphi$ of $S^*$, the fiber $\tilde{\mathcal{V}}_{Q|\varphi}$ is a vector space over $\kappa(\varphi)$, which is \[44, 52\],

$$
\tilde{\mathcal{V}}_{Q|\varphi} = \mathbb{H}^q(Y, \Omega^*_{X/S}(\log Y)|_{X_\varphi}) = H^q_{dR}(X_\varphi)
$$

(2.36)
where $X_\varphi$ is considered as a variety defined over the residue field $\kappa(\varphi)$ of $\varphi$. While in the analytic case, for a point $\varphi$ of $\Delta^*$, the fiber $\tilde{\mathcal{V}}_C^{an}|_{\varphi}$ is \[52, 59\],

$$
\tilde{\mathcal{V}}_C^{an}|_{\varphi} = \mathbb{H}^q(X_\varphi, \Omega^*_{X/\Delta}(\log \mathcal{X}_0)|_{X_\varphi}) = H^q_{dR}(X_\varphi^{an}) \simeq H^q(X_\varphi, \mathbb{C})
$$

(2.37)
where we have used comparison isomorphism $I_B$ 2.28 in the last isomorphism.

The local system $V_C$ over $\Delta^*$ is uniquely determined by a representation of the fundamental group $\pi_1(\Delta^*, \varphi_0)$ \[63\],

$$
\Psi : \pi_1(\Delta^*, \varphi_0) \to \text{GL}(H^q(X_{\varphi_0}, \mathbb{C}))
$$

(2.38)
which gives the monodromy of $V_C$ around 0 \[54\]. The fundamental group $\pi_1(\Delta^*, \varphi_0)$ is isomorphic to $\mathbb{Z}$, and let’s choose a generator $T$, then this representation is determined by the action of $T$ on $H^q(X_{\varphi_0}, \mathbb{C})$. The action of $T$ on $H^q(X_{\varphi_0}, \mathbb{C})$ could be extended to
an automorphism of the sheaf $\tilde{\mathcal{V}} (\tilde{\mathcal{V}}^\text{an}_{\Delta})$, which induces an automorphism $T_0$ of the fiber $\tilde{\mathcal{V}}|_0 (\tilde{\mathcal{V}}^\text{an}|_0)$, for details see Proposition 11.2 of [52]. On the other hand, there exists an endomorphism $N_0$ of $\tilde{\mathcal{V}}^\text{an}|_0$ which is defined as follows [59]. Let $\text{Res}_0$ be the residue map from $\Omega^1_S(\log 0)$ to $\mathbb{C}$ defined to be,

$$\text{Res}_0 (g(t) \, dt/t) := g(0) \quad (2.39)$$

Then the following homomorphism from the germ $(\tilde{\mathcal{V}}^\text{an})_0$ to the fiber $\tilde{\mathcal{V}}^\text{an}|_0$ vanishes on the ideal $(\tilde{\mathcal{V}}^\text{an})_0 \otimes_{\mathcal{O}_{S,0}} m_{S,0}$,

$$(\text{Res}_0 \otimes (\otimes_{\mathcal{O}_{S,0}} \mathcal{O}_{S,0}/m_{S,0})) \circ \nabla^\text{an}_C : (\tilde{\mathcal{V}}^\text{an})_0 \to \tilde{\mathcal{V}}^\text{an}|_0 \quad (2.40)$$

hence it induces an endomorphism $N_0$ of $\tilde{\mathcal{V}}^\text{an}|_0$, which is called the residue of $\nabla^\text{an}_C$ at 0. From Theorem II 3.11 of [22] or Corollary 11.17 of [52] we have,

$$T_0 = \exp(-2 \pi i N_0) \quad (2.41)$$

Corollary 11.19 of [52] tells us that all the eigenvalues of $N_0$ are integers, therefore all the eigenvalues of $T_0$ are 1, which immediately implies that $T_0$ is unipotent.

### 2.3. Limit Mixed Hodge Structure

We now briefly talk about Steenbrink’s construction of limit mixed Hodge structures, and the readers are referred to [40, 59] for more complete treatments. After we fix a universal cover of $\Delta^*$, the nearby cycle sheaf $R\Psi_{\pi_{\Delta}}(\Lambda)$, where $\Lambda$ is $\mathbb{Z}$, $\mathbb{Q}$ or $\mathbb{C}$, could be constructed, which is a complex of sheaves over the singular fiber $\mathcal{X}_0$ [40, 59]. Steenbrink constructs the following data in [59],

1. A representative of $R\Psi_{\pi_{\Delta}}\mathbb{Z}$ in the derived category $D^+(\mathcal{X}_0, \mathbb{Z})$.

2. A representative of $(R\Psi_{\pi_{\Delta}}\mathbb{Q}, W_*)$ in the filtered derived category $D^+F(\mathcal{X}_0, \mathbb{Q})$, where $W_*$ is an increasing filtration of $R\Psi_{\pi_{\Delta}}\mathbb{Q}$ and

$$R\Psi_{\pi_{\Delta}}\mathbb{Q} \simeq R\Psi_{\pi_{\Delta}}\mathbb{Z} \otimes \mathbb{Q}, \text{ in } D^+(\mathcal{X}_0, \mathbb{Q}) \quad (2.42)$$

3. A representative of $(R\Psi_{\pi_{\Delta}}\mathbb{C}, W_*, F^*)$ in the bifiltered derived category $D^+F_2(\mathcal{X}_0, \mathbb{C})$ where $W_*$ is an increasing filtration of $R\Psi_{\pi_{\Delta}}\mathbb{C}$ and $F^*$ is a decreasing filtration of $R\Psi_{\pi_{\Delta}}\mathbb{C}$ such that,

$$(R\Psi_{\pi_{\Delta}}\mathbb{C}, W_*) \simeq (R\Psi_{\pi_{\Delta}}\mathbb{Q} \otimes \mathbb{C}, W_*) \text{ in } D^+F(\mathcal{X}_0, \mathbb{C}) \quad (2.43)$$

These constructions depend on the choice of $\varphi$ and $\log \varphi$ on $\Delta^*$ [40, 59], both of which have been fixed in this paper.
Theorem 2.3. The data

\[(R\Psi_{\pi_\Delta}Z, (R\Psi_{\pi_\Delta}Q, W_*), (R\Psi_{\pi_\Delta}C, W_*, F^*))\] (2.44)

forms a cohomological mixed Hodge complex of sheaves in the sense of Deligne [23].

Proof. Chapter 11 of [52].

Let’s denote the triangulated category of $\mathbb{Z}$-mixed Hodge complexes by $D^+_\text{MHS}_\mathbb{Z}$, where $*$ is boundedness condition, e.g. $*$ could be $\emptyset, +, - \text{ or } b$. From Proposition 8.1.7 of [23], the mixed Hodge complex of sheaves (2.44) induces an object of $D^+_\text{MHS}_\mathbb{Z}$,

\[(R\Gamma(R\Psi_{\pi_\Delta}Z), R\Gamma(R\Psi_{\pi_\Delta}Q, W_*), R\Gamma(R\Psi_{\pi_\Delta}C, W_*, F^*))\] (2.45)

From [11], for every $q \in \mathbb{Z}$ there exists a cohomological functor $H^q$ from $D^+_\text{MHS}_\mathbb{Z}$ to the abelian category $\text{MHS}_\mathbb{Z}$,

\[H^q: D^+_\text{MHS}_\mathbb{Z} \to \text{MHS}_\mathbb{Z}\] (2.46)

which sends the mixed Hodge complex (2.45) to the MHS, (2.47)

The MHS (2.47) is also expressed as,

\[(H^q(X_0, R\Psi_{\pi_\Delta}Z), (H^q(X_0, R\Psi_{\pi_\Delta}Q), W_*), (H^q(X_0, R\Psi_{\pi_\Delta}C), W_*, F^*))\] (2.48)

Steenbrink proves the following important proposition in [59],

Proposition 2.4. There exists a quasi-isomorphism between the complex of sheaves $R\Psi_{\pi_\Delta}C$ and $\Omega^*_{X/\Delta}(\log X_0)|_{X_0}$ in the derived category $D^+(\mathcal{X}_0, \mathbb{C})$, which depends on the choice of $\varphi$ and $\log \varphi$.

Proof. Chapter 11 of [52].

Hence we have,

\[\tilde{\mathcal{V}}^\text{an}_{\mathbb{C}}|_0 = H^q(X_0, \Omega^*_{X/\Delta}(\log X_0)|_{X_0}) \simeq H^q(X_0, R\Psi_{\pi_\Delta}(\mathbb{C}))\] (2.49)

therefore the MHS (2.47) is called limit mixed Hodge structure [52]. Steenbrink constructs an endomorphism $\nu_N$ of $R\Psi_{\pi_\Delta}C$ in [59], which induces the endomorphism $N_0$ after taking hypercohomology. The endomorphism $\nu_N$ also induces a morphism

\[\nu_N: R\Psi_{\pi_\Delta}Q \to R\Psi_{\pi_\Delta}Q(-1)\] (2.50)

where $(-1)$ is Tate twist in $D^+(\mathcal{X}_0, \mathbb{Q})$. After taking hypercohomology, the morphism (2.50) induces the following important homomorphism,

\[N_0: \mathbb{H}^n(X_0, R\Psi_{\pi_\Delta}(\mathbb{Q})) \to \mathbb{H}^n(X_0, R\Psi_{\pi_\Delta}(\mathbb{Q}))(-1)\] (2.51)

which actually determines the weight filtration $W_*$ in (2.48) uniquely [40, 59, 60]. From [50, 60], the Hodge filtration $F^*$ in (2.48) is also the filtration on $\tilde{\mathcal{V}}^\text{an}_{\mathbb{C}}|_0$ given by the fiber $\tilde{\mathcal{F}}^p\text{an}_{\mathbb{C}}|_0$,

\[F^p = \tilde{\mathcal{F}}^p\text{an}_{\mathbb{C}}|_0 = \tilde{\mathcal{F}}^p|_0 = \tilde{\mathcal{F}}^p|_0 \otimes \mathbb{Q} \mathbb{C}\] (2.52)
2.4. Limit Mixed Hodge Complex

The \( \mathbb{Z} \)-mixed Hodge complex \( 2.45 \) naturally induces a \( \mathbb{Q} \)-mixed Hodge complex \( Y^\bullet \) by forgetting its integral structure,

\[
Y^\bullet := (R\Gamma(R\Psi_{\pi\Delta} \mathbb{Q}), R\Gamma(R\Psi_{\pi\Delta} \mathbb{Q}, W_*), R\Gamma(R\Psi_{\pi\Delta} \mathbb{C}, W_*), F^\bullet) \tag{2.53}
\]

whose hypercohomology is the underlying rational MHS of \( 2.48 \).

\[
\mathcal{H}^q(Y^\bullet) = \left( \mathcal{H}^q(X_0, R\Psi_{\pi\Delta} \mathbb{Q}), \mathcal{H}^q(X_0, R\Psi_{\pi\Delta} \mathbb{Q}, W_*), \mathcal{H}^q(X_0, R\Psi_{\pi\Delta} \mathbb{C}, W_*), F^\bullet \right) \tag{2.54}
\]

Now we need the following lemma from [35].

**Lemma 2.5.** \( \mathcal{H}^q(X_0, R\Psi_{\pi\Delta} \Lambda) \) is isomorphic to \( H^q(X_\varphi, \Lambda) \) when \( \Lambda \) is \( \mathbb{Z}, \mathbb{Q} \) or \( \mathbb{C} \).

Therefore \( \mathcal{H}^q(X_0, R\Psi_{\pi\Delta} \mathbb{Q}) \) is 0 when \( q < 0 \) or \( q > 2 \dim X_\varphi \), which immediately implies that \( \mathcal{H}^q(Y^\bullet) \) is 0 in this case, thus \( Y^\bullet \) is essentially an object of \( D_{\text{MHS}}^b(\mathbb{Q}) \). From Theorem 3.4 of [11], the natural functor \( D^b(\text{MHS}_{\mathbb{Q}}) \hookrightarrow D^b_{\text{MHS}}(\mathbb{Q}) \) is an equivalence of categories, through which \( Y^\bullet \) determines a complex \( Z^\bullet \) of \( D^b(\text{MHS}_{\mathbb{Q}}) \) such that,

\[
H^q(Z^\bullet) = H^q(Y^\bullet), \quad \forall q \in \mathbb{Z} \tag{2.55}
\]

In next section, we will construct a mixed motive of \( \text{DM}_{\text{gm}}(\mathbb{Q}, \mathbb{Q}) \) whose Hodge realisation is conjectured to be isomorphic to \( Z^\bullet \).

2.5. Schmid’s Construction of Limit MHS

Before talk about Schmid’s construction of limit MHS [54], we need to introduce Deligne’s canonical extension of \( V \) [21, 22, 36, 63]. From assumptions on the fibration \( \pi_\mathbb{Q} 2.1 \), the operator \( \Psi(T) \) is unipotent, now let’s define \( N \) to be \( [33] \),

\[
N := \log \Psi(T) \tag{2.56}
\]

**Remark 2.6.** Some literatures define \( N \) to be \(- \log \Psi(T)/(2 \pi i)\), which is in accordance with [2.41]. However the definition [2.56] will make the computations of limit MHS simpler.

Let \( \varphi_0 \) be an arbitrary point of \( \Delta^* \). Every element \( \xi \) of \( H^q(X_{\varphi_0}, \mathbb{C}) \) could be extended to a multi-valued section \( \xi(\varphi) \) of the local system \( V_\mathbb{C} \), and define the single-valued section \( \widehat{\xi}(\varphi) \) of \( V \) to be [21, 22, 36, 63],

\[
\widehat{\xi}(\varphi) := \exp \left( -\frac{\log \varphi}{2 \pi i} N \right) \xi(\varphi) \tag{2.57}
\]

Suppose \( \{\sigma^a\} \) form a basis of \( H^q(X_{\varphi_0}, \mathbb{C}) \), then the sections \( \{\widehat{\sigma}(\varphi)\} \) will form a frame of \( V \) that induces a trivialisation of it over \( \Delta^* \). This trivialisation naturally induces an extension of \( V \) to a locally free sheaf \( \widehat{V} \) over \( \Delta \) that is called Deligne’s canonical extension, in which the sheaf \( F^p \) is extended to a locally free sheaf \( \widehat{F}^p \) over \( \Delta \) [21, 22, 36, 54, 63].
Proposition 2.7. The isomorphisms in (2.28) could be extended to the following isomorphisms 
\[ I_B : \tilde{\mathcal{V}}_{\mathcal{C}}^{an} \mid_{\Delta} \sim \tilde{\mathcal{V}}, \quad I_B : \tilde{\mathcal{F}}_{\mathcal{C}}^{p,an} \mid_{\Delta} \sim \tilde{\mathcal{F}}^p \] 
which induce isomorphisms between their fibers over 0,
\[ I_B : \tilde{\mathcal{V}}_{\mathcal{C}}^{an} \mid_0 \sim \tilde{\mathcal{V}} \mid_0, \quad I_B : \tilde{\mathcal{F}}_{\mathcal{C}}^{p,an} \mid_0 \sim \tilde{\mathcal{F}}^p \mid_0 \]

Proof. See [21, 22, 55, 59, 60].

In Deligne’s canonical extension, the section \( \tilde{\xi}(\varphi) \) of \( \mathcal{V} \) is extended to a section \( \tilde{\xi}(\varphi) \) of \( \tilde{\mathcal{V}} \), in particular the frame \( \{ \tilde{\sigma}^a(\varphi) \} \) of \( \tilde{\mathcal{V}} \), thus \( \{ \tilde{\sigma}^a(0) \} \) forms a basis of the fiber \( \tilde{\mathcal{V}} \mid_0 \). Therefore in Deligne’s canonical extension we have an isomorphism,
\[ \rho_{\varphi_0} : H^q(\mathcal{X}_{\varphi_0}, \mathbb{C}) \rightarrow \tilde{\mathcal{V}} \mid_0, \quad \rho_{\varphi_0}(\xi) = \tilde{\xi}(0) \]
through which the lattice \( H^q(\mathcal{X}_{\varphi_0}, \mathbb{Z}) \) induces a lattice structure \( \tilde{\mathcal{V}} \mid_0, \mathbb{Z} \) on \( \tilde{\mathcal{V}} \mid_0 \) [21, 36, 54],
\[ \tilde{\mathcal{V}} \mid_0, \mathbb{Z} := \rho_{\varphi_0}(H^q(\mathcal{X}_{\varphi_0}, \mathbb{Z})) \]

Similarly \( H^q(\mathcal{X}_{\varphi_0}, \mathbb{Q}) \) induces a rational structure on \( \tilde{\mathcal{V}} \mid_0 \) which satisfies [36, 52, 54],
\[ \tilde{\mathcal{V}} \mid_0, \mathbb{Q} = \tilde{\mathcal{V}} \mid_0, \mathbb{Z} \otimes \mathbb{Z} \mathbb{Q} \]
The action of \( T \) through the representation (2.38) is unipotent, hence it defines a weight filtration \( W_* \) on \( \tilde{\mathcal{V}} \mid_{0,\mathbb{Q}} \), while the fiber \( \tilde{\mathcal{F}}^p \mid_0 \) defines a Hodge filtration \( F^* \) on \( \tilde{\mathcal{V}} \mid_0 \).

Theorem 2.8. The following data form a MHS,
\[ (\tilde{\mathcal{V}} \mid_0, \mathbb{Z}, (\tilde{\mathcal{V}} \mid_0, \mathbb{Q}, W_*), (\tilde{\mathcal{V}} \mid_0, W_*, F^*)) \]

Proof. See [54].

Steenbrink has proved the compatibility between his construction and Schmid’s construction.

Proposition 2.9. The underlying rational MHS of (2.63)
\[ (\tilde{\mathcal{V}} \mid_0, \mathbb{Q}, (\tilde{\mathcal{V}} \mid_0, W_*), (\tilde{\mathcal{V}} \mid_0, W_*, F^*)) \]
is isomorphic to the limit MHS \( H^q(\mathcal{Y}^*) \) (2.54)

Proof. See [59, 60].
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3. Limit Mixed Motive

This section is devoted to the construction of the limit mixed motive by Ayoub’s motivic nearby cycle functor [3], but first let’s briefly review the construction of the category of étale motivic sheaves, the details of which are left to the paper [9].

3.1. A Naive Construction of Étale Motivic Sheaves

Let Λ be a commutative ring which will be the coefficients ring in the construction of étale motivic sheaves, and in this paper we are mostly interested in the case when Λ is \( \mathbb{Q} \). In order to satisfy some technical assumptions, all schemes in this section are assumed to be separated, Noetherian and of finite Krull dimension. For a base scheme \( U \), the category of étale motivic sheaves with coefficients ring Λ will be denoted by \( D^A(U, \Lambda) \). Here we will follow [9] and give an incorrect naive construction of a category \( D^A(U, \Lambda) \), which nonetheless catches some essences of \( D^A(U, \Lambda) \) and suffices for this paper.

Let \( \text{Sm}/U \) be the category of smooth \( U \)-schemes endowed with étale topology [50] and let \( \text{Sh}_{\text{ét}}(\text{Sm}/U; \Lambda) \) be the abelian category of étale sheaves on \( \text{Sm}/U \) that take values in the abelian category of \( \Lambda \)-modules. A smooth \( U \)-scheme \( Z \) defines a presheaf through

\[
V \in \text{Sm}/U \to \Lambda \otimes \text{Hom}_U(V, Z)
\]

where \( \Lambda \otimes \text{Hom}_U(V, Z) \) is the \( \Lambda \)-module generated by the set \( \text{Hom}_U(V, Z) \), and the sheaf associated to this presheaf will be denoted by \( \Lambda_{\text{ét}}(X) \). In this way we find a Yoneda functor,

\[
\Lambda_{\text{ét}} : \text{Sm}/U \to \text{Sh}_{\text{ét}}(\text{Sm}/U; \Lambda)
\]

which could be considered as the first-step linearisation of the category \( \text{Sm}/S \).

Lemma 3.1. The étale sheaf \( \Lambda_{\text{ét}}(U) \) associated to the identity morphism of \( U \) is the constant étale sheaf on \( \text{Sm}/U \).

Proof. For the smooth \( U \)-scheme \( U \) given by identity morphism, \( \text{Hom}_U(V, U) \) consists of only one element for every scheme \( V \) of \( \text{Sm}/U \), i.e. the structure morphism \( V \to U \). So we have,

\[
\Lambda_{\text{ét}}(U)(V) = \Lambda \otimes \text{Hom}_U(V, U) \simeq \Lambda
\]

It is easy to check that the restriction homomorphism is the identity homomorphism of \( \Lambda \), hence the sheaf \( \Lambda_{\text{ét}}(U) \) is the constant sheaf on \( \text{Sm}/U \). \( \square \)

The next step in the construction of the category of étale motivic sheaves is to take \( \mathbb{A}^1 \)-localisation [9]. Suppose \( D(\text{Sh}_{\text{ét}}(\text{Sm}/U; \Lambda)) \) is the derived category of \( \text{Sh}_{\text{ét}}(\text{Sm}/U; \Lambda) \), and
let $\mathcal{T}_{A^1}$ be the smallest full triangulated subcategory of $D(\text{Sh}_{\text{et}}(\text{Sm}/U; \Lambda))$ that is closed under arbitrary direct sums and also contains all the complexes of the form

$$\cdots \longrightarrow 0 \longrightarrow \Lambda_{\text{et}}(A^1_U \times_U V) \longrightarrow \Lambda_{\text{et}}(V) \longrightarrow 0 \longrightarrow \cdots$$

(3.4)

where $V$ is a smooth $U$-scheme and the morphism from $\Lambda_{\text{et}}(A^1_U \times_U V)$ to $\Lambda_{\text{et}}(V)$ is induced by the projection $A^1_U \times_U V \to V$. Define $\mathbf{D}A^{\text{et,eff}}(U, \Lambda)$ to be the Verdier quotient [9],

$$\mathbf{D}A^{\text{et,eff}}(U, \Lambda) := D(\text{Sh}_{\text{et}}(\text{Sm}/U; \Lambda))/\mathcal{T}_{A^1}$$

(3.5)

whose objects are the same as that of $D(\text{Sh}_{\text{et}}(\text{Sm}/U; \Lambda))$, hence by abuse of notations, the objects of $\mathbf{D}A^{\text{et,eff}}(U, \Lambda)$ will be denoted by the same symbols as that of $D(\text{Sh}_{\text{et}}(\text{Sm}/U; \Lambda))$.

As the name implies, objects of $\mathbf{D}A^{\text{et,eff}}(U, \Lambda)$ will be called effective $U$-motives. The effect of Verdier quotient is that morphisms of $D(\text{Sh}_{\text{et}}(\text{Sm}/U; \Lambda))$ whose cones lie in $\mathcal{T}_{A^1}$ get inverted in $\mathbf{D}A^{\text{et,eff}}(U, \Lambda)$. For example, the cone of the morphism

$$\Lambda_{\text{et}}(A^1_U \times_U V) \to \Lambda_{\text{et}}(V)$$

(3.6)

is in $\mathcal{T}_{A^1}$, hence it becomes an isomorphism in $\mathbf{D}A^{\text{et,eff}}(U, \Lambda)$, i.e. in $\mathbf{D}A^{\text{et,eff}}(U, \Lambda)$, the object $\Lambda_{\text{et}}(A^1_U \times_U V)$ is isomorphic to the object $\Lambda_{\text{et}}(V)$.

**Definition 3.2.** Let $\mathbf{D}A^{\text{et,eff}}_{\text{ct}}(U, \Lambda)$ be the smallest full triangulated subcategory of the category $\mathbf{D}A^{\text{et,eff}}(U, \Lambda)$ that contains all the objects of the form $\Lambda_{\text{et}}(Z)$ with $Z \in \text{Sm}/U$ of finite presentation and is also closed under taking direct summand. Objects of $\mathbf{D}A^{\text{et,eff}}_{\text{ct}}(U, \Lambda)$ will be called constructible $U$-motives.

The last step in the construction is stabilisation, and we will follow Ayoub and only give a naive stabilisation in this paper [9]. The injection $\infty_U \hookrightarrow \mathbb{P}^1_U$ induces a morphism,

$$\Lambda_{\text{et}}(\infty_U) \to \Lambda_{\text{et}}(\mathbb{P}^1_U)$$

(3.7)

whose cokernel in $\text{Sh}_{\text{et}}(\text{Sm}/U; \Lambda)$ will be denoted by $\Lambda_{\text{et}}(\mathbb{P}^1_U, \infty_U)$. The motive in $\mathbf{D}A^{\text{et,eff}}(U, \Lambda)$ defined by $\Lambda_{\text{et}}(\mathbb{P}^1_U, \infty_U)$ will be called Lefschetz motive,

$$L := \Lambda_{\text{et}}(\mathbb{P}^1_U, \infty_U)$$

(3.8)

The naive stabilisation is to invert the Lefschetz motive $L$,

$$\mathbf{D}A^{\text{et,naive}}(U, \Lambda) := \mathbf{D}A^{\text{et,eff}}(U, \Lambda)[L^{-1}]$$

(3.9)

More precisely, objects of $\mathbf{D}A^{\text{et,naive}}(U, \Lambda)$ are formal pairs $(M, m)$ where $M$ is an object of $\mathbf{D}A^{\text{et,eff}}(U, \Lambda)$ and $m$ is an integer. Morphisms between two objects $(M, m)$ and $(N, n)$ are given by

$$\lim_{r \geq -\min(m, n)} \text{Hom}_{\mathbf{D}A^{\text{et,eff}}(U, \Lambda)}(M \otimes L^{r+m}, N \otimes L^{r+n})$$

(3.10)
This naive stabilisation has the merit of being very straightforward, but suffers many technical problems, e.g. $DA_{\text{et,naive}}(U, \Lambda)$ is not even a triangulated category. However it still catches some of the essences of the category of étale motivic sheaves $DA_{\text{et}}(U, \Lambda)$. More precisely, let $DA_{\text{et,naive}}(U, \Lambda)$ be the full subcategory of $DA_{\text{et,naive}}(U, \Lambda)$ that consists of objects $(M, m)$ such that $M$ is an object of $DA_{\text{et,eff}}(U, \Lambda)$. Under some technical assumptions, which are all satisfied when $U$ is a quasiprojective variety over a field of characteristic 0 and $\Lambda$ is $\mathbb{Q}$, the category $DA_{\text{et,naive}}(U, \Lambda)$ is equivalent to the full triangulated subcategory $DA_{\text{et}}(U, \Lambda)$ of $DA_{\text{et}}(U, \Lambda)$ that consists of constructible objects, which is certainly the most important subcategory of $DA_{\text{et}}(U, \Lambda)$ [9]. Since in this paper we will only be concerned with constructible objects of $DA_{\text{et}}(U, \Lambda)$, this naive stabilisation will suffice for this paper. The defect-free construction of $DA_{\text{et}}(U, \Lambda)$ will not be talked here and is left to the paper [9].

**Remark 3.3.** From the construction of $DA_{\text{et}}(U, \Lambda)$, there exists a covariant functor from $Sm/U$ to $DA_{\text{et}}(U, \Lambda)$, so the construction in this section is covariant. However in Section 1.1, the functor which attaches a mixed motive to a variety is contravariant as we are interested in cohomology theory instead of homology theory, while the difference is just a dual operation [47].

The category $DA_{\text{et}}(U, \Lambda)$ satisfies Grothendieck’s six operations formalism [3, 9], but here we will only mention one such operation. Given a morphism $g : U \to V$, there exists a pushforward functor $g_*$,

$$g_* : \text{Sh}_{\text{et}}(Sm/U; \Lambda) \to \text{Sh}_{\text{et}}(Sm/V; \Lambda)$$

(3.11)

which sends an étale sheaf $G$ of $\text{Sh}_{\text{et}}(Sm/U; \Lambda)$ to $g_* G$ of $\text{Sh}_{\text{et}}(Sm/V; \Lambda)$ such that,

$$g_* G(W) := G(W \times_V U), \ W \in Sm/V$$

(3.12)

The functor $g_*$ could be derived and it induces a functor $Rg_* [9]$,

$$Rg_* : DA_{\text{et,eff}}(U, \Lambda) \to DA_{\text{et,eff}}(V, \Lambda)$$

(3.13)

The functor $g_*$ could be extended to the $L$-spectra, which could again be derived and yields a functor $Rg_* [3, 9]$,

$$Rg_* : DA_{\text{et}}(U, \Lambda) \to DA_{\text{et}}(V, \Lambda)$$

(3.14)

From [3], the functor $Rg_*$ sends constructible objects of $DA_{\text{et}}(U, \Lambda)$ to constructible objects of $DA_{\text{et}}(V, \Lambda)$.

### 3.2. Motivic Nearby Cycle Functor

The category $DA_{\text{et}}(U, \Lambda)$ satisfies the nearby cycle formalism, which realises to the classical nearby cycle functors [2, 8]. Since 0 is a smooth point of $S$, the local ring $\mathcal{O}_{S,0}$ is a discrete valuation ring, and the affine scheme Spec $\mathcal{O}_{S,0}$ admits an injection into $S$ [61],

$$\text{Spec } \mathcal{O}_{S,0} \hookrightarrow S$$

(3.15)
Let the henselisation of $\mathcal{O}_{S,0}$ be $\mathcal{O}^h_{S,0}$, then there is an injective local ring homomorphism from $\mathcal{O}_{S,0}$ to $\mathcal{O}^h_{S,0}$ that induces a morphism \[3.16\],

$$
\text{Spec } \mathcal{O}^h_{S,0} \rightarrow \text{Spec } \mathcal{O}_{S,0}
$$

The affine scheme Spec $\mathcal{O}^h_{S,0}$ consists of two points: a generic point $\eta$ and a closed point $s$ with residue field is $\mathbb{Q}$. For simplicity, let’s denote Spec $\mathcal{O}^h_{S,0}$ by $B$, and we have a henselian trait $(B,s,\eta)$, \[3.17\]

$$
\eta \longrightarrow B \longleftarrow s
$$

The composition of \[3.15\] and \[3.16\] is a morphism $i : B \rightarrow S$ and let $f : X_B \rightarrow B$ be the pull-back of $\pi_\mathbb{Q}$ along $i$, \[3.18\]

$$
\begin{array}{ccc}
X_B & \longrightarrow & X \\
\downarrow f & & \downarrow \pi_\mathbb{Q} \\
B & \longrightarrow & S
\end{array}
$$

then the pull-backs of $f$ along $\eta \rightarrow B$ and $s \rightarrow B$ form a commutative diagram, \[3.19\]

$$
\begin{array}{ccc}
X_\eta & \longrightarrow & X_B & \longleftarrow & X_s \\
\downarrow f_\eta & & \downarrow f & & \downarrow f_s \\
\eta & \longrightarrow & B & \longleftarrow & s
\end{array}
$$

where $X_s$ is just $Y$. There exists a motivic nearby cycle functor $R\Psi_f$, \[3.20\]

$$
R\Psi_f : \mathcal{D}A^{\text{ét}}(X_\eta, \mathbb{Q}) \rightarrow \mathcal{D}A^{\text{ét}}(X_s, \mathbb{Q})
$$

whose construction is left to [3, 8]. From Theorem 10.9 of [8], the functor $R\Psi_f$ sends constructible objects of $\mathcal{D}A^{\text{ét}}(X_\eta, \mathbb{Q})$ to constructible objects of $\mathcal{D}A^{\text{ét}}(X_s, \mathbb{Q})$. From Lemma 3.1, the identity morphism of $X_\eta$ induces the constant étale sheaf $\mathbb{Q}_{\text{ét}}(X_\eta)$ on $\text{Sm}/X_\eta$ which defines a constructible motive of $\mathcal{D}A^{\text{ét}}(X_\eta, \Lambda)$ that is also denoted by $\mathbb{Q}_{\text{ét}}(X_\eta)$. Therefore $R\Psi_f(\mathbb{Q}_{\text{ét}}(X_\eta))$ is a constructible motive of $\mathcal{D}A^{\text{ét}}(X_s, \mathbb{Q})$, which is called nearby motivic sheaf by Ayoub. The nearby motivic sheaf $R\Psi_f(\mathbb{Q}_{\text{ét}}(X_\eta))$ realises to the classical nearby cycle sheaves by Théorème 4.9 of [4] in the Betti realisation case and by Théorème 10.11 of [8] in the $\ell$-adic realisation case, also see Section 1.2 of [7]. The structure morphism $f_s$ in \[3.19\] induces a functor $R(f_s)_* \ [3]$

$$
R(f_s)_* : \mathcal{D}A^{\text{ét}}(X_s, \mathbb{Q}) \rightarrow \mathcal{D}A^{\text{ét}}(\mathbb{Q}, \mathbb{Q})
$$

which sends constructible objects of $\mathcal{D}A^{\text{ét}}(X_s, \mathbb{Q})$ to constructible objects of $\mathcal{D}A^{\text{ét}}(\mathbb{Q}, \mathbb{Q})$. Now define the limit mixed motive $\mathcal{Z}$ to be \[3.22\]

$$
\mathcal{Z} := R(f_s)_* \circ R\Psi_f(\mathbb{Q}_{\text{ét}}(X_\eta))
$$

which will be a constructible object of $\mathcal{D}A^{\text{ét}}(\mathbb{Q}, \mathbb{Q})$. From Theorem 4.4 of [9], the category $\mathcal{D}A^{\text{ét}}(\mathbb{Q}, \mathbb{Q})$ is equivalent to $\mathcal{D}M^{\text{ét}}(\mathbb{Q}, \mathbb{Q})$, a fact that is also discussed in Section 4.3 of [9].
From Theorem 14.30 of [49], $\mathrm{DM}^{st}(\mathbb{Q}, \mathbb{Q})$ is equivalent to the dual of $\mathrm{DM}(\mathbb{Q}, \mathbb{Q})$, therefore the dual $\mathcal{Z}^\vee$ of $\mathcal{Z}$ could be considered as a constructible object of $\mathrm{DM}(\mathbb{Q}, \mathbb{Q})$, i.e. an object of $\mathrm{DM}_{gm}(\mathbb{Q}, \mathbb{Q})$. The motive $R\Psi_f(\mathcal{Q}_{et}(X_\eta))$ realises to the classical nearby cycle sheaf for the Betti realisation by Théorème 4.9 of [4] (when $X_B$ is the base change of a finite type $\mathbb{Q}[\varphi]$-scheme) and for the $\ell$-adic realisation by Théorème 10.11 of [8]. Therefore the realisations of $\mathcal{Z}^\vee$ compute the cohomologies of classical nearby cycle sheaves (in Betti case or $\ell$-adic case) and Ayoub conjectures that more is true.

**Conjecture 3.4.** The Hodge realisation of $\mathcal{Z}^\vee$ in 3.22 is isomorphic to the complex $\mathcal{Z}^\bullet$ in 2.52, i.e. the Hodge realisation of $\mathcal{Z}^\vee$ computes the limit MHS in 2.54 (up to an isomorphism).

However currently it is not available in literature and the proof of it, even though could be considered as ‘routine’, can be technically very hard.

### 4. Computation of Limit MHS

In the rest of this paper, we will only consider the fibration $\pi_Q$ such that the analytification of its complexification realises a deformation of the mirror threefold $W$ that comes from a one-parameter mirror pair $(M, W)$. We will also assume that 0 is the large complex structure limit, the meaning of which will be explained later. From now on, let the restriction of $\pi_{\mathbb{C}}$ to $\mathcal{W} := (\pi_{\mathbb{C}})^{-1}(\Delta)$ be,

$$\pi_\Delta : \mathcal{W} \to \Delta$$

whose only singular fiber is $\mathcal{W}_0 := \pi_\Delta^{-1}(0)$, which is the analytification of $Y_{\mathbb{C}}$. Let’s denote the restriction of $\pi_\Delta$ to $\mathcal{W}^* := \mathcal{W} \setminus \mathcal{W}_0$ by $\pi_\Delta^*$,

$$\pi_\Delta^* : \mathcal{W}^* \to \Delta^*$$

A smooth fiber $\mathcal{W}_\varphi$ of this fibration is a Calabi-Yau threefold with Hodge diamond of the form,

$$
\begin{array}{cccc}
1 & & & \\
& 0 & 0 & \\
& 0 & h^{11} & 0 \\
1 & 1 & 1 & 1 \\
& 0 & h^{11} & 0 \\
& & & \\
& & & 1 \\
\end{array}
$$

(4.3)

where $h^{11} = \dim H^{11}(\mathcal{W}_\varphi)$ is a positive integer.

**Definition 4.1.** For a one-parameter mirror pair $(M, W)$ of Calabi-Yau threefolds, the deformation of $W$ is said to be rationally defined if there exists a fibration of the form $\pi_{\mathbb{C}}$ such that the associated fibration $\pi_{\mathbb{C}}$ realises a deformation of $W$. 
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Now let's denote the mixed Hodge complex at large complex structure limit by $Y^\bullet_{\text{MS}}$ and it determines a complex $Z^\bullet_{\text{MS}}$ of $D^b(\text{MHS}_\mathbb{Q})$ through the equivalence $D^b(\text{MHS}_\mathbb{Q}) \cong D^b_{\text{MHS}}$. From last section, there exists a limit mixed motive $Z^\bullet_{\text{MS}}$ constructed at the large complex structure limit, whose Hodge realisation is conjectured to be isomorphic to $Z^\bullet_{\text{MS}}$. Now we will compute the limit MHS at large complex structure limit and the following two easy propositions deal with the cases where $q \neq 3$.

**Proposition 4.2.**

$$H^q(Z^\bullet_{\text{MS}}) = 0, \quad \text{when } q \neq 0, 2, 3, 4, 6 \quad (4.4)$$

**Proof.** The Hodge diamond of a smooth fiber $\mathcal{W}_\varphi$ tells us,

$$H^q(\mathcal{W}_\varphi, \mathbb{Q}) = 0, \quad \text{when } q \neq 0, 2, 3, 4, 6 \quad (4.5)$$

Then this proposition is an immediate result of Lemma 2.5. $\square$

**Proposition 4.3.** $H^q(Z^\bullet_{\text{MS}})$ is a Hodge-Tate object when $q = 0, 2, 4, 6$,

$$H^0(Z^\bullet_{\text{MS}}) = \mathbb{Q}(0), \quad H^2(Z^\bullet_{\text{MS}}) = \mathbb{Q}(-1)^{h^{11}}, \quad H^4(Z^\bullet_{\text{MS}}) = \mathbb{Q}(-2)^{h^{11}}, \quad H^6(Z^\bullet_{\text{MS}}) = \mathbb{Q}(-3) \quad (4.6)$$

**Proof.** When $q = 0$, the Hodge diamond tells us,

$$H^0(\mathcal{W}_\varphi, \mathbb{Q}) = \mathbb{Q} \quad (4.7)$$

which immediately implies that the pure Hodge structure on $H^0(\mathcal{W}_\varphi, \mathbb{Z})$ is isomorphic to $\mathbb{Q}(0)$. Hence the subsheaf filtration $\mathcal{F}^p$ of $\mathcal{V} := R^0 \pi_{\Delta^*}^!, \mathbb{Z} \otimes \mathcal{O}_{\Delta^*}$ becomes,

$$\mathcal{F}^0 = \mathcal{V}, \quad \mathcal{F}^1 = 0 \quad (4.8)$$

which shows the limit Hodge filtration on $\widetilde{\mathcal{V}}|_0$ is,

$$F^0 = \widetilde{\mathcal{V}}|_0, \quad F^1 = 0 \quad (4.9)$$

The limit Hodge filtration imposes very strong restriction on the possible limit MHS and in fact the only possibility is,

$$H^0(Z^\bullet_{\text{MS}}) = \mathbb{Q}(0) \quad (4.10)$$

When $q = 2$, the Hodge diamond tells us,

$$H^{2,0}(\mathcal{W}_\varphi, \mathbb{Q}) = H^{0,2}(\mathcal{W}_\varphi, \mathbb{Q}) = 0 \quad (4.11)$$

thus the pure Hodge structure on $H^2(\mathcal{W}_\varphi, \mathbb{Z})$ is isomorphic to $\mathbb{Q}(-1)^{h^{11}}$. The subsheaf filtration $\mathcal{F}^p$ of $\mathcal{V} := R^2 \pi_{\Delta^*}^!, \mathbb{Z} \otimes \mathcal{O}_{\Delta^*}$ becomes,

$$\mathcal{F}^0 = \mathcal{F}^1 = \mathcal{V}, \quad \mathcal{F}^2 = 0 \quad (4.12)$$
and the limit Hodge filtration on $\tilde{V}|_0$ is,
\[ F^0 = F^1 = \tilde{V}|_0, \quad F^2 = 0 \] (4.13)

This limit Hodge filtration again imposes very strong restriction on the possible limit MHS and the only possibility is,
\[ H^2(\mathbb{Z}_{\text{MS}}^*) = \mathbb{Q}(-1)^{h^{11}} \] (4.14)

Similarly we have,
\[ H^4(\mathbb{Z}_{\text{MS}}^*) = \mathbb{Q}(-2)^{h^{11}}, \quad H^6(\mathbb{Z}_{\text{MS}}^*) = \mathbb{Q}(-3) \] (4.15)

The rest of this section is devoted to the computation of the limit MHS $H^3(\mathbb{Z}_{\text{MS}}^*)$, which depends on the mirror symmetry conjecture. In mirror symmetry, the holomorphic three form $\Omega$ is a non-vanishing section of the bundle $F^3_{\text{an}}$ of the mirror threefold. In this paper we are only interested in the case where the deformation of the mirror threefold is rationally defined, hence we require $\Omega$ is rationally defined, i.e. it is a nonvanishing section of $F^3_{\mathbb{Q}}$. We further assume $\Omega$ has logarithmic poles along the smooth component $s$ of the normal crossing divisor $Y$, so that it could be extended to a global section of $F^3_{\mathbb{Q}}$ whose value at the large complex structure limit is nonzero. Now we will briefly review mirror symmetry.

### 4.1. Integral Periods of $\Omega$

Choose a point $\varphi_0 \in \Delta^*$, Poincaré duality implies the existence of a unimodular skew symmetric pairing on $H_3(\mathcal{W}_{\varphi_0}, \mathbb{Z})$, which allows us to choose a symplectic basis $\{A_0, A_1, B_0, B_1\}$ that satisfies the following pairing relations [14, 15, 33],
\[ A_a \cdot A_b = 0, \quad B_a \cdot B_b = 0, \quad A_a \cdot B_b = \delta_{ab} \] (4.16)

Suppose its dual is $\{\alpha^0, \alpha^1, \beta^0, \beta^1\}$, which forms a basis of $H^3(\mathcal{W}_{\varphi_0}, \mathbb{Z})$. The only nonvanishing pairings are,
\[ \alpha^a(A_b) = \delta_b^a, \quad \beta^a(B_b) = \delta_b^a \] (4.17)

**Remark 4.4.** All our treatments will be modulo torsions of homology or cohomology groups.

For simplicity, we will also denote $B_0, B_1$ by $A_2, A_3$ and $\beta^0, \beta^1$ by $\alpha^2, \alpha^3$ respectively. In a simply connected local neighbourhood of $\varphi_0$, $A^a(\varphi)$ could be extended to a local section $A_3(\varphi)$ of the local system $V_{\mathbb{Z}}^\vee$ and $\alpha^b$ could be extended to a local section $\alpha^b(\varphi)$ of the local system $V_{\mathbb{Z}}$, while the basis $\{\alpha^b(\varphi)\}_{b=0}^3$ of $H^3(\mathcal{W}_{\varphi}, \mathbb{Z})$ is dual to the basis $\{A^a(\varphi)\}_{a=0}^3$ of $H_3(\mathcal{W}_{\varphi}, \mathbb{Z})$ [63]. Since the unimodular skew symmetric pairing is preserved by this extension, $\{A^a(\varphi)\}_{a=0}^3$ is actually a symplectic basis of $H_3(\mathcal{W}_{\varphi}, \mathbb{Z})$. The integral periods of $\Omega(\varphi)$ with respect to the basis $\{A^a(\varphi)\}_{a=0}^3$ are defined to be,
\[ z_a(\varphi) = \int_{A_a(\varphi)} \Omega(\varphi), \quad \mathcal{G}_b(\varphi) = \int_{B_b(\varphi)} \Omega(\varphi) \] (4.18)
which are holomorphic functions \[14, 15, 33\]. Now form the column vector,

\[ \Pi(\varphi) := (\mathcal{G}_0(\varphi), \mathcal{G}_1(\varphi), z_0(\varphi), z_1(\varphi))^t \] (4.19)

where \(^t\) means transpose. Under the comparison isomorphism \(I_B\), \(\Omega(\varphi)\) has an expansion with respect to the basis \(\{\alpha^a(\varphi)\}_{a=0}^3\),

\[ I_B(\Omega(\varphi)) = z_0(\varphi) \alpha^0(\varphi) + z_1(\varphi) \alpha^1(\varphi) + \mathcal{G}_0(\varphi) \beta^0(\varphi) + \mathcal{G}_1(\varphi) \beta^1(\varphi) \] (4.20)

However the extension of \(A_a\) to the punctured disc \(\Delta^*\) is generally multi-valued and this multi-valuedness is called monodromy, which is described by a representation \(\Phi\) of the fundamental group of \(\pi_1(\Delta^*, \varphi_0)\) [63],

\[ \Phi : \pi_1(\Delta^*, \varphi_0) \rightarrow \text{Aut}(H_3(W_{\varphi_0}, \mathbb{Z})) \] (4.21)

The fundamental group \(\pi_1(\Delta^*, \varphi_0)\) is isomorphic to \(\mathbb{Z}\) and let \(T\) be a generator, then the representation \(\Phi\) is uniquely determined by \(\Phi(T)\). Since unimodular pairing is preserved by extension, with respect to the basis \(\{A_a\}_{a=0}^3\), the image of the representation \(\Phi\) lies in \(\text{Sp}(4, \mathbb{Z})\) [14, 15, 17]. The monodromy of the extension of \(\alpha^a\) is described by the dual representation \(\Psi\) of \(\Phi\) [63],

\[ \Psi : \pi_1(\Delta^*, \varphi_0) \rightarrow \text{Aut}(H^3(W_{\varphi_0}, \mathbb{Z})) \] (4.22)

The nilpotent operator \(N\) is defined in 2.56.

**Definition 4.5.** The point 0 is a large complex structure limit if the monodromy around it is maximally unipotent [33], i.e.

\[ N^3 \neq 0, \ N^4 = 0 \] (4.23)

In the rest of this paper, 0 will be assumed to be the large complex structure limit of the complex moduli space of \(W\).

### 4.2. Canonical Periods of \(\Omega\)

From Griffiths transversality, the integral periods \(z_a(\varphi)\) and \(\mathcal{G}_b(\varphi)\) are solutions of Picard-Fuchs equation,

\[ \mathcal{L}\Pi_a = 0 \] (4.24)

where \(\mathcal{L}\) is a Picard-Fuchs operator of the form [15, 17, 33],

\[ \mathcal{L} = R_4(\varphi) \vartheta^4 + R_3(\varphi) \vartheta^3 + R_2(\varphi) \vartheta^2 + R_1(\varphi) \vartheta + R_0(\varphi) , \text{ with } \vartheta = \varphi \frac{d}{d\varphi} \] (4.25)
which has regular singularities at 0. Since the monodromy around 0 is maximally unipotent, the solution space of (4.24) has a distinguished basis consists of four linearly independent solutions of the form, 

\[ \varpi_0 = f_0 \]
\[ \varpi_1 = \frac{1}{2 \pi i} (f_0 \log \varphi + f_1) \]
\[ \varpi_2 = \frac{1}{(2 \pi i)^2} (f_0 \log^2 \varphi + 2 f_1 \log \varphi + f_2) \]
\[ \varpi_3 = \frac{1}{(2 \pi i)^3} (f_0 \log^3 \varphi + 3 f_1 \log^2 \varphi + 3 f_2 \log \varphi + f_3) \]

(4.26)

where the choice of the multi-valued holomorphic function \( \log \varphi \) has been fixed and \( \{f_j\}_{j=0}^3 \) are power series of \( \varphi \) that converge in \( \Delta \). If we impose the following conditions,

\[ f_0(0) = 1, \quad f_1(0) = f_2(0) = f_3(0) = 0 \]

(4.27)

the four solutions (4.26) are uniquely determined and they are called canonical periods of \( \Omega \) conventionally [12]. Now form the column vector \( \varpi \),

\[ \varpi := (\varpi_0, \varpi_1, \varpi_2, \varpi_3)^t \]

(4.28)

The integral periods \( \{\Pi_a\}_{a=0}^3 \) form another basis of the solution space of (4.24) therefore there exists a matrix \( S \) of \( GL(4, \mathbb{C}) \) such that,

\[ \Pi_a = \sum_{b=0}^{3} S_{ab} \varpi_b \]

(4.29)

The expansion (4.20) now becomes,

\[ I_B(\Omega(\varphi)) = \sum_{a=0}^{3} \alpha^a(\varphi) \Pi_a(\varphi) = \sum_{a,b} \alpha^a(\varphi) S_{ab} \varpi_b(\varphi) \]

(4.30)

Define the canonical basis \( \{\gamma^a\}_{a=0}^3 \) of \( H^3(W_{\varphi_0}, \mathbb{C}) \) to be,

\[ \gamma^a = \sum_{b=0}^{3} \alpha^b S_{ba} \]

(4.31)

The expansion (4.30) becomes,

\[ I_B(\Omega(\varphi)) = \sum_{a=0}^{3} \gamma^a(\varphi) \varpi_a(\varphi) \]

(4.32)

where \( \gamma^a(\varphi) \) is the extension of \( \gamma^a \). Let \( \{C_a\}_{a=0}^3 \) be the dual of \( \{\gamma^a\}_{a=0}^3 \), it forms a basis of \( H_3(W_{\varphi_0}, \mathbb{C}) \), and the canonical period \( \varpi_a \) is the integration of \( \Omega(\varphi) \) over \( C_a(\varphi) \),

\[ \varpi_a(\varphi) = \int_{C_a(\varphi)} \Omega(\varphi) \]

(4.33)
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where $C_a(\varphi)$ is the extension of $C_a$. The operator $T$ acts on the basis $\{C_a\}_{a=0}^3$.

$$\Phi(T) C_a = \sum_b (T_{\text{Can}})_{ba} C_b$$  \hspace{1cm} (4.34)

where $(T_{\text{Can}})_{ba}$ is the matrix of $\Phi(T)$ with respect to $\{C_a\}_{a=0}^3$. Through it, $T$ acts on $\varpi_a$ in the way,

$$\varpi_a(\varphi_0) = \int_{C_a} \Omega(\varphi_0) \rightarrow \sum_b (T_{\text{Can}})_{ba} \int_{C_b} \Omega(\varphi_0) = \sum_b (T_{\text{Can}})_{ba} \varpi_b(\varphi_0)$$  \hspace{1cm} (4.35)

which is just the monodromy of $\varpi_a$. The monodromy of $\varpi_a$ is induced by its analytical continuation around 0, i.e. $\log \varphi \rightarrow \log \varphi + 2\pi i$, so $(T_{\text{Can}})$ could be easily found to be,

$$T_{\text{Can}} = \begin{pmatrix} 1 & 1 & 1 & 1 \\ 0 & 1 & 2 & 3 \\ 0 & 0 & 1 & 3 \\ 0 & 0 & 0 & 1 \end{pmatrix}$$  \hspace{1cm} (4.36)

While $T$ acts on $\{\gamma^a\}_{a=0}^3$ through the dual representation $\Psi$,

$$\Psi(T) \gamma^a = \sum_{b=0}^3 (T^\vee_{\text{Can}})_{ba} \gamma^b$$  \hspace{1cm} (4.37)

where $T^\vee_{\text{Can}}$ is the matrix representation of $\Psi(T)$ with respect to the basis $\{\gamma^a\}_{a=0}^3$,

$$T^\vee_{\text{Can}} = ((T_{\text{Can}})^t)^{-1} = \begin{pmatrix} 1 & 0 & 0 & 0 \\ -1 & 1 & 0 & 0 \\ 1 & -2 & 1 & 0 \\ -1 & 3 & -3 & 1 \end{pmatrix}$$  \hspace{1cm} (4.38)

4.3. Mirror Symmetry

The matrix $S$ is very important in this paper, the computation of which needs mirror symmetry, which we now briefly review. From the integral periods $(z_0(\varphi), z_1(\varphi))$ cannot both vanish and locally they form a projective coordinate of $\mathcal{M}_C(W)$, in terms of which $G_a(z)$ is a homogeneous function of degree one. The three-form $\Omega$ could also be expressed as

$$I_B(\Omega(z)) = z_0 \alpha^0(z) + z_1 \alpha^1(z) + G_0(z) \beta^0(z) + G_1(z) \beta^1(z)$$  \hspace{1cm} (4.39)

Griffiths transversality implies,

$$\int_W \Omega(z) \wedge \frac{\partial \Omega(z)}{\partial z_a} = 0$$  \hspace{1cm} (4.40)
which yields the following relation

\[ G_a(z) = \frac{\partial G(z)}{\partial z_a}, \quad \text{where} \quad G(z) := \frac{1}{2} \sum_b z_b G_b(z) \quad (4.41) \]

where \( G \) is called prepotential and it is a homogeneous function of degree two. The Yukawa coupling \( \kappa_{abc} \) satisfies,

\[ \kappa_{abc} = \int_W \Omega(z) \wedge \frac{\partial^3 \Omega(z)}{\partial z_a \partial z_b \partial z_c} = \frac{\partial^3 G(z)}{\partial z_a \partial z_b \partial z_c} \quad (4.42) \]

In all examples of mirror pairs, there exists an integral symplectic basis \((A_0, A_1, B_0, B_1)\) of \( H^3(W_{\phi_0}, \mathbb{Z}) \) such that

\[ z_i(\varphi) = \lambda \varpi_i(\varphi), \quad i = 0, 1 \quad (4.43) \]

where \( \lambda \) is a nonzero constant. Let’s denote the quotient \( \varpi_1/\varpi_0 \) by \( t' \),

\[ t' = \frac{z_1}{z_0} = \frac{\varpi_1}{\varpi_0} = \frac{1}{2\pi i} \log \varphi + \frac{f_1(\varphi)}{f_0(\varphi)} \quad (4.44) \]

which transforms under monodromy in the way,

\[ t' \to t' + 1 \quad (4.45) \]

**Definition 4.6.** The **mirror map** is induced by the identification of the flat coordinate \( t \) of the complexified Kähler moduli space \( \mathcal{M}_K(M) \) with the function \( \varpi_1/\varpi_0 \) on the complex moduli space \( \mathcal{M}_C(W) \), i.e.

\[ t \equiv t' \quad (4.46) \]

On the complex side, the period vector \( \Pi \) is homogeneous of degree 1, and after a rescaling it becomes

\[ \Pi = (G_0/z_0, G_1/z_0, 1, z_1/z_0)^t \quad (4.47) \]

which, in terms of the affine coordinate \( t' \), could be expressed as,

\[ \Pi = (2 G - t' \frac{\partial G}{\partial t'}, \frac{\partial G}{\partial t'}, 1, t')^t \quad (4.48) \]

On the Kähler side, the mirror period vector \( \Pi \) is defined to be \([14, 15] \),

\[ \Pi = (\mathcal{F}_0, \mathcal{F}_1, 1, t)^t, \quad \text{with} \quad \mathcal{F}_0 = 2 \mathcal{F} - t \frac{\partial \mathcal{F}}{\partial t}, \quad \mathcal{F}_1 = \frac{\partial \mathcal{F}}{\partial t} \quad (4.49) \]

Since the prepotential \( \mathcal{F} \) admits an expansion of the form \([14, 15] \), \( \Pi \) could be expressed as,

\[ \Pi = \left( \begin{array}{c} \frac{1}{6} Y_{111} t^3 - \frac{1}{2} Y_{011} t - \frac{1}{2} Y_{001} + 2 \mathcal{F}^{np}(t) - t \frac{d \mathcal{F}^{np}(t)}{dt} \\ -\frac{1}{2} Y_{111} t^2 - Y_{011} t - \frac{1}{2} Y_{001} + \frac{d \mathcal{F}^{np}(t)}{dt} \\ 1 \\ t \end{array} \right) \quad (4.50) \]
The formulation of mirror symmetry conjecture in this paper follows from \([14, 15]\).

**Mirror Symmetry Conjecture** The mirror map induces an isomorphism between \(\mathcal{M}_K(M)\) and a neighbourhood of the large complex structure limit in \(\mathcal{M}_C(W)\), under which the integral period vector \(\Pi\) of \(\mathcal{M}_C(W)\) is identified with the mirror period vector of the mirror map.

**Remark 4.7.** On the complex side, the integral periods \(\varphi\) and the prepotential \(G\) depend on the choice of an integral symplectic basis \(\{A_0, A_1, B_0, B_1\}\) of \(H_3(W,\mathbb{Z})\), while on the Kähler side there is no natural integral symplectic structure. Therefore the identification of \(\varphi\) with \(\Pi\) under mirror map transfers the integral symplectic structure of the complex side to the Kähler side \([15]\). Therefore the values of coefficients \(Y_{011}, Y_{001}\) and \(Y_{000}\) depend on such an integral symplectic structure. For a different choice of integral symplectic basis, it could be shown that the coefficients change in the following way \([14]\),

\[
Y_{011} \rightarrow Y_{011} + n, \quad n \in \mathbb{Z} \\
Y_{001} \rightarrow Y_{001} + k, \quad k \in \mathbb{Z} \\
Y_{000} \rightarrow Y_{000} + r', \quad r' \in \mathbb{Q}
\]  

(4.51)

**Remark 4.8.** We will also want the chosen point \(\varphi_0\) to be close enough to the large complex structure limit such that it lies in this neighbourhood which is isomorphic to \(\mathcal{M}_K(M)\).

Therefore in turn mirror symmetry will also identify the prepotential \(G\) on the complex side with the prepotential \(F\) on the Kähler side. Hence from now on, we will identify \(t'\) with \(t\) and ignore their differences. Now the monodromy of the mirror period \(\Pi_a\) is induced by the operation \(t \rightarrow t + 1\). Let the monodromy matrix of \(\Pi_a\) be \(T_K\), i.e. \(\Pi_a\) transforms in the following way under monodromy,

\[
\Pi_a \rightarrow \sum_{b=0}^{3} (T_K)_{ba} \Pi_b
\]  

(4.52)

Since \(F^{np}(t)\) admits a series expansion in \(\exp 2\pi i t\), hence \(dF^{np}(t)/dt\) is also invariant under \(t \rightarrow t + 1\), the form of \(\Pi_a\) in \([15]\) immediately tells us what is \(T_K\) \([12]\),

\[
T_K = \begin{pmatrix}
1 & 0 & 0 & 0 \\
-1 & 1 & 0 & 0 \\
\frac{1}{6} Y_{111} - Y_{001} & -\frac{1}{2} Y_{111} - Y_{011} & 1 & 1 \\
\frac{1}{2} Y_{111} - Y_{011} & -Y_{111} & 0 & 1
\end{pmatrix}
\]  

(4.53)

The monodromy of the integral periods \(\Pi\) could be found from the action of the generator \(T\) of \(\pi_1(\Delta^*, \varphi_0)\) on the basis \(\{A_a\}_{a=0}^3\) through the representation \(\Phi\) \([42]\),

\[
\Phi(T).A_a = \sum_{b=0}^{3} A_b (T_C)_{ba}
\]  

(4.54)
where \( T_C \) is the matrix representation of \( \Phi(T) \) with respect to the basis \( \{A_a\}_{a=0}^3 \), which is integral symplectic.

\[
\Pi_a(\varphi_0) = \int_{A_a} \Omega(\varphi_0) \rightarrow \sum_b (T_C)_{ba} \int_{A_b} \Omega(\varphi_0) = \sum_b (T_C)_{ba} \Pi_b(\varphi_0)
\]

The identification of \( \Pi \) with \( \bigoplus \) under mirror map shows that the monodromy matrix of \( \Pi \) equals that of \( \bigoplus \) \[12, 14\]

\[
T_C = T_K
\]

Therefore \( T_K \) is also an integral symplectic matrix which immediately yields the following well-known fact in mirror symmetry.

**Corollary 4.9.** The numbers \( 2Y_{011} \) and \( 6Y_{001} \) are both integers, a priori \( Y_{011} \) and \( Y_{001} \) are rational numbers.

To compute the matrix \( S \) \([4.29]\), we need to look at what happens at the large complex structure limit. The condition \([4.27]\) shows \[12\],

\[
t = \frac{1}{2\pi i} \log \varphi + O(\varphi)
\]

therefore the large complex structure limit corresponds to \( t \to i\infty \). Under this limit, the leading parts of \( \Pi \) and \( \varpi \) are,

\[
\Pi \sim \begin{pmatrix}
\frac{1}{6}Y_{111}t^3 - \frac{1}{2}Y_{001}t - \frac{1}{3}Y_{000} \\
-\frac{1}{2}Y_{111}t^2 - Y_{011}t - \frac{1}{2}Y_{001} \\
1 \\
t
\end{pmatrix}, \quad \varpi \sim \begin{pmatrix}
1 \\
t \\
t^2 \\
t^3
\end{pmatrix}
\]

Since \( \Pi \) is identified with \( \bigoplus \), equation \([4.29]\) becomes,

\[
\Pi_a = \sum_{b=0}^3 S_{ab} \varpi_b
\]

Compare the leading parts of \( \Pi \) and \( \varpi \) in \([4.58]\). \( S \) could be easily evaluated \[12\],

\[
S = \lambda \begin{pmatrix}
-\frac{1}{3}Y_{000} & -\frac{1}{2}Y_{001} & 0 & \frac{1}{6}Y_{111} \\
-\frac{1}{2}Y_{001} & -Y_{011} & -\frac{1}{2}Y_{111} & 0 \\
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0
\end{pmatrix}
\]

where \( \lambda \) is the constant in equation \([4.43]\). Finally we are ready to compute \( H^3(Z_{\text{MS}}^*) \) \([2.54]\) by methods in \([33, 36, 54]\).
4.4. Weight Filtration

The monodromy operator $N$ induces a weight filtration on the rational vector space $H^3(W_{\varphi_0}, \mathbb{Q})$, which is mapped to the weight filtration $W_*$ on $\tilde{V}_{0,\mathbb{Q}}$ under the isomorphism $\cong$. To compute the weight filtration on $H^3(W_{\varphi_0}, \mathbb{Q})$ induced by $N$, it is more convenient to choose a new basis \( \{\beta^a\}_{a=0}^3 \) of $H^3(W_{\varphi_0}, \mathbb{Q})$ defined as follows. From section 4.3, $Y_{111}$, $Y_{011}$ and $Y_{001}$ are all rational numbers, and now let $S_1$ be,

\[
S_1 = \begin{pmatrix}
0 & \frac{1}{2} Y_{001} & 0 & -Y_{111} \\
-\frac{1}{2} Y_{001} & Y_{011} & -Y_{111} & 0 \\
1 & 0 & 0 & 0 \\
0 & -1 & 0 & 0
\end{pmatrix}
\]

(4.61)

whose determinant $Y_{111}^2$ is a positive integer, therefore $S_1$ lies in $GL(4, \mathbb{Q})$. Now define the new basis \( \{\beta^a\}_{a=0}^3 \) to be,

\[
\beta^a = \sum_{b=0}^3 (S_1)_{ba} \alpha^b
\]

(4.62)

while we have,

\[
\gamma^a = \sum_{b=0}^3 (S_2)_{ba} \beta^b
\]

(4.63)

where the matrix $S_2$ is,

\[
S_2 = \lambda \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & -1 & 0 & 0 \\
0 & 0 & \frac{1}{2} & 0 \\
Y_{000} & 0 & 0 & -\frac{1}{6}
\end{pmatrix}
\]

(4.64)

Since \( \{\alpha^a\}_{a=0}^3 \) is the dual of \( \{A_a\}_{a=0}^3 \), the matrix of the action of $T$ on \( \{\alpha^a\}_{a=0}^3 \) is \((T_K)^t)^{-1}\), which equals \((T_C)^t)^{-1}\) from mirror symmetry. From equations 2.56 and 4.62, the operator $N$ acts on \( \{\beta^a\}_{a=0}^3 \) in a simple way,

\[
N \beta^0 = \beta^1, N \beta^1 = \beta^2, N \beta^2 = \beta^3, N \beta^3 = 0
\]

(4.65)

The weight filtration on $H^3(W_{\varphi_0}, \mathbb{Q})$ induced by $N$ could be computed inductively. First $W_{-1}$ and $W_6$ are,

\[
W_{-1} H^3(W_{\varphi_0}, \mathbb{Q}) = 0 \\
W_6 H^3(W_{\varphi_0}, \mathbb{Q}) = H^3(W_{\varphi_0}, \mathbb{Q})
\]

(4.66)

Let $W_0$ and $W_5$ be,

\[
W_0 H^3(W_{\varphi_0}, \mathbb{Q}) = \text{im } N^3 = \mathbb{Q} \beta^3 \\
W_5 H^3(W_{\varphi_0}, \mathbb{Q}) = \text{ker } N^3 = \mathbb{Q} \beta^1 + \mathbb{Q} \beta^2 + \mathbb{Q} \beta^3
\]

(4.67)
Now form the quotient space $W_5/W_0$,
\[ W_5 H^3(W_{\varphi_0}, \mathbb{Q})/W_0 H^3(W_{\varphi_0}, \mathbb{Q}) \simeq \mathbb{Q} \beta^1 + \mathbb{Q} \beta^2 \] (4.68)
As $N^2$ induces a zero map on this quotient space, we have
\[ W_1 H^3(W_{\varphi_0}, \mathbb{Q}) = W_0 H^3(W_{\varphi_0}, \mathbb{Q}) \]
\[ W_4 H^3(W_{\varphi_0}, \mathbb{Q}) = W_5 H^3(W_{\varphi_0}, \mathbb{Q}) \] (4.69)
Then form the quotient space $W_4/W_1$,
\[ W_4 H^3(W_{\varphi_0}, \mathbb{Q})/W_1 H^3(W_{\varphi_0}, \mathbb{Q}) \simeq \mathbb{Q} \beta^1 + \mathbb{Q} \beta^2 \] (4.70)
Since $N$ induces a map on this quotient space that sends $\beta^1$ to $\beta^2$ and $\beta^2$ to 0, we have
\[ W_2 H^3(W_{\varphi_0}, \mathbb{Q}) = W_3 H^3(W_{\varphi_0}, \mathbb{Q}) = \mathbb{Q} \beta^2 + \mathbb{Q} \beta^3 \] (4.71)
In this way we have found the weight filtration on $H^3(W_{\varphi_0}, \mathbb{Q})$ induced by $N$. The isomorphism $\rho_{\varphi_0} \text{[2.60]}$ sends the basis $\{\beta^a\}_{a=0}^3$ of $H^3(W_{\varphi_0}, \mathbb{Q})$ to the basis $\{\tilde{\beta}^a(0)\}_{a=0}^3$ of $\tilde{V}|_{0,\mathbb{Q}}$ and we have
\[ \tilde{\beta}^a(0) = \sum_{b=0}^3 (S_1)_{ba} \tilde{\alpha}^b(0) \] (4.72)
\[ \tilde{\gamma}^a(0) = \sum_{b=0}^3 (S_2)_{ba} \tilde{\beta}^b(0) \]
The isomorphism $\rho_{\varphi_0} \text{[2.60]}$ maps the weight filtration $W_4 H^3(W_{\varphi_0}, \mathbb{Q})$ to the weight filtration $W_4(\tilde{V}|_{0,\mathbb{Q}}) \text{[2.63]}$, hence we have
\[ W_4(\tilde{V}|_{0,\mathbb{Q}}) = W_4(\tilde{V}|_{0,\mathbb{Q}}) = \mathbb{Q} \tilde{\beta}^3(0) \]
\[ W_5(\tilde{V}|_{0,\mathbb{Q}}) = W_5(\tilde{V}|_{0,\mathbb{Q}}) = \mathbb{Q} \tilde{\beta}^2(0) + \mathbb{Q} \tilde{\beta}^3(0) \] (4.73)
\[ W_6(\tilde{V}|_{0,\mathbb{Q}}) = \mathbb{Q} \tilde{\beta}^0(0) + \mathbb{Q} \tilde{\beta}^1(0) + \mathbb{Q} \tilde{\beta}^2(0) + \mathbb{Q} \tilde{\beta}^3(0) \]

### 4.5. Limit Hodge Filtration

The fiber $\tilde{\mathcal{F}}^p|_0$ induces a decreasing filtration on $\tilde{V}|_0$, whose complexification is mapped to the limit Hodge filtration on $\tilde{V}|_0$ under comparison isomorphism $\text{[36, 52, 54, 59, 60]}$,
\[ F^p(\tilde{V}|_0) = I_B(F^p(\tilde{\mathcal{V}}|_0)) = I_B(\tilde{\mathcal{F}}^p|_0) \otimes_{\mathbb{Q}} \mathbb{C} \] (4.74)
where we have used the following canonical isomorphisms $\text{[61]}$,
\[ F^p(\tilde{\mathcal{V}}|_0) = F^p(\tilde{\mathcal{V}}|_0) = F^p(\tilde{\mathcal{V}}|_0) \otimes_{\mathbb{Q}} \mathbb{C} = \tilde{\mathcal{F}}^p|_0 \otimes_{\mathbb{Q}} \mathbb{C} \] (4.75)
From the assumption that the three-form $\Omega$ has logarithmic poles along the smooth components of the singular fiber $Y$, it could be extended to a global section of $\tilde{F}_Q^3$, so we find
\[
F^3(\tilde{\mathcal{V}}_Q|_0) \supset \mathcal{Q} \Omega|_0
\] (4.76)

Shrink the curve $S$ to an open subset if necessary, its tangent sheaf has a section of the form,
\[
\vartheta := \varphi \frac{d}{d\varphi}
\] (4.77)

The Gauss-Manin connection $\nabla_Q$ of $V_Q$ could be canonically extended to a connection $\tilde{\nabla}_Q$ of $\tilde{V}_Q$ that has a logarithmic pole along the point $0$. From Griffiths transversality, $\tilde{\nabla}_{Q,0} \Omega$ is a section of $\tilde{F}_Q^2$, hence we find
\[
F^2(\tilde{\mathcal{V}}_Q|_0) \supset \mathcal{Q} \Omega|_0 + \mathcal{Q} (\tilde{\nabla}_{Q,0} \Omega)|_0
\] (4.78)

Similarly $\tilde{\nabla}_{Q,0} \Omega$ is a section of $\tilde{F}_Q^2$ and $\tilde{\nabla}_{Q,0} \Omega$ is a section of $\tilde{F}_Q^0$, which yields
\[
F^1(\tilde{\mathcal{V}}_Q|_0) \supset \mathcal{Q} \Omega|_0 + \mathcal{Q} (\tilde{\nabla}_{Q,0} \Omega)|_0 + \mathcal{Q} (\tilde{\nabla}_{Q,0}^2 \Omega)|_0
\] (4.79)

The restriction of $\Omega$ to $\Delta$ is mapped to a section of $\tilde{V}$ by comparison isomorphism \[2.59\] and we now compute the value of $I_B(\Omega|_{\Delta})$ at $0$. With respect to the regularised frame $\{\tilde{\gamma}^a(\varphi)\}_{a=0}^3$ of $V$, $I_B(\Omega|_{\Delta^*})$ has an expansion,
\[
I_B(\Omega|_{\Delta^*})|_{\varphi} = \sum_{a=0}^3 \gamma^a(\varphi) \varpi_a(\varphi)
\]
\[
= \sum_{a,b,c} \gamma^a(\varphi) \left( \exp\left(\frac{-\log \varphi}{2 \pi i} N\right) \right)_{ab} \left( \exp\left(\frac{\log \varphi}{2 \pi i} N\right) \right)_{bc} \varpi_c(\varphi)
\]
\[
= \sum_{a,b} \tilde{\gamma}^a(\varphi) \left( \exp\left(\frac{\log \varphi}{2 \pi i} N\right) \right)_{ab} \varpi_b(\varphi)
\] (4.80)

where $\left( \exp\left(\frac{-\log \varphi}{2 \pi i} N\right) \right)_{ab}$ is the matrix of the operator $\exp\left(\frac{-\log \varphi}{2 \pi i} N\right)$ with respect to the basis $\{\gamma^a\}_{a=0}^3$. From this expansion we find that,
\[
I_B(\Omega|_{\Delta^*})|_0 = \sum_{a,b} \lim_{\varphi \to 0} \tilde{\gamma}^a(\varphi) \left( \exp\left(\frac{\log \varphi}{2 \pi i} N\right) \right)_{ab} \varpi_b(\varphi) = \tilde{\gamma}^0(0)
\] (4.81)

To compute $I_B(\tilde{\nabla}_{Q,0}^p \Omega|_{\Delta^*})|_0$, $p > 0$, we will need the following equation from \[17\],
\[
I_B(\tilde{\nabla}_{Q,0}^p \Omega|_{\Delta^*}) = \sum_{a=0}^3 \gamma^a(\varphi) \int_{C_a(\varphi)} \nabla_{Q,0}^p \Omega|_{\Delta^*} = \sum_{a=0}^3 \gamma^a(\varphi) \varpi^j_a(\varphi)
\] (4.82)
from which we have,

\[
I_B(\tilde{\nabla}_{\tilde{Q},\varrho}^1 \Omega_{|\Delta})|_0 = \sum_{a,b} \lim_{\varphi \to 0} \tilde{\gamma}^a(\varphi)(\exp(\log(2\pi i) N))_{ab} \varphi_b(\varphi) = \frac{1}{(2\pi i)} \tilde{\gamma}^1(0)
\]

\[
I_B(\tilde{\nabla}_{\tilde{Q},\varrho}^2 \Omega_{|\Delta})|_0 = \sum_{a,b} \lim_{\varphi \to 0} \tilde{\gamma}^a(\varphi)(\exp(\log(2\pi i) N))_{ab} \varphi^2_b(\varphi) = \frac{2}{(2\pi i)^2} \tilde{\gamma}^2(0)
\]

\[
I_B(\tilde{\nabla}_{\tilde{Q},\varrho}^3 \Omega_{|\Delta})|_0 = \sum_{a,b} \lim_{\varphi \to 0} \tilde{\gamma}^a(\varphi)(\exp(\log(2\pi i) N))_{ab} \varphi^3_b(\varphi) = \frac{6}{(2\pi i)^3} \tilde{\gamma}^3(0)
\]

Therefore we find that \(\{I_B(\tilde{\nabla}_{\tilde{Q},\varrho}^p \Omega_{|\Delta})|_0\}_{p=0}^3\) are linearly independent, which immediately shows,

\[
I_B(F^3(\tilde{\gamma}_{\varrho}|_0)) = \tilde{Q} \tilde{\gamma}^0(0)
\]

\[
I_B(F^2(\tilde{\gamma}_{\varrho}|_0)) = \tilde{Q} \tilde{\gamma}^0(0) + \tilde{Q} \frac{1}{2\pi i} \tilde{\gamma}^1(0)
\]

\[
I_B(F^1(\tilde{\gamma}_{\varrho}|_0)) = \tilde{Q} \tilde{\gamma}^0(0) + \tilde{Q} \frac{1}{2\pi i} \tilde{\gamma}^1(0) + \tilde{Q} \frac{1}{(2\pi i)^2} \tilde{\gamma}^2(0)
\]

\[
I_B(F^0(\tilde{\gamma}_{\varrho}|_0)) = \tilde{Q} \tilde{\gamma}^0(0) + \tilde{Q} \frac{1}{2\pi i} \tilde{\gamma}^1(0) + \tilde{Q} \frac{1}{(2\pi i)^2} \tilde{\gamma}^2(0) + \tilde{Q} \frac{1}{(2\pi i)^3} \tilde{\gamma}^3(0)
\]

From 4.74, the limit Hodge filtration on \(\tilde{\mathcal{V}}|_0\) is the complexification of 4.84.

4.6. Splitness of Limit MHS

Let \(\{x^j\}_{j=0}^3\) be a new basis of \(\tilde{\mathcal{V}}|_0\) given by,

\[
x^j := (2\pi i)^{3-j} \tilde{\beta}^j(0), \quad j = 0, 1, 2, 3
\]

with respect to which, \(\{\tilde{\gamma}^a(0)\}_{a=0}^3\) are expressed as,

\[
\tilde{\gamma}^0(0) = \frac{\lambda}{(2\pi i)^3} x^0 + \frac{\lambda Y_{000}}{3 Y_{111}} x^3
\]

\[
\tilde{\gamma}^1(0) = -\frac{\lambda}{(2\pi i)^2} x^1
\]

\[
\tilde{\gamma}^2(0) = \frac{1}{2} \frac{\lambda}{2\pi i} x^2
\]

\[
\tilde{\gamma}^3(0) = -\frac{\lambda}{6} x^3
\]
The rational vector space \( \tilde{\mathcal{V}}|_{0,\mathbb{Q}} \) is spanned by \( \{(2\pi i)^j x^j\}_{j=0}^3 \), and its weight filtration \( W_*(\tilde{\mathcal{V}}|_{0,\mathbb{Q}}) \) now becomes,

\[
\begin{align*}
W_0(\tilde{\mathcal{V}}|_{0,\mathbb{Q}}) &= W_1(\tilde{\mathcal{V}}|_{0,\mathbb{Q}}) = \mathbb{Q} x^3 \\
W_2(\tilde{\mathcal{V}}|_{0,\mathbb{Q}}) &= W_3(\tilde{\mathcal{V}}|_{0,\mathbb{Q}}) = \mathbb{Q} \frac{1}{(2\pi i)} x^2 + \mathbb{Q} x^3 \\
W_4(\tilde{\mathcal{V}}|_{0,\mathbb{Q}}) &= W_5(\tilde{\mathcal{V}}|_{0,\mathbb{Q}}) = \mathbb{Q} \frac{1}{(2\pi i)^2} x^1 + \mathbb{Q} \frac{1}{(2\pi i)} x^2 + \mathbb{Q} x^3 \\
W_6(\tilde{\mathcal{V}}|_{0,\mathbb{Q}}) &= \mathbb{Q} \frac{1}{(2\pi i)^3} x^0 + \mathbb{Q} \frac{1}{(2\pi i)^2} x^1 + \mathbb{Q} \frac{1}{(2\pi i)} x^2 + \mathbb{Q} x^3
\end{align*}
\]

(4.87)

The Hodge filtration \( F^*(\tilde{\mathcal{V}}|_0) \) now becomes,

\[
\begin{align*}
F^3(\tilde{\mathcal{V}}|_0) &= \frac{\lambda}{(2\pi i)^3} \mathbb{Q}\text{span}\{x^0 + \frac{(2\pi i)^3 Y_{000}}{3 Y_{111}} x^3\} \otimes\mathbb{Q} \mathbb{C} \\
F^2(\tilde{\mathcal{V}}|_0) &= \frac{\lambda}{(2\pi i)^3} \mathbb{Q}\text{span}\{x^0 + \frac{(2\pi i)^3 Y_{000}}{3 Y_{111}} x^3, x^1\} \otimes\mathbb{Q} \mathbb{C} \\
F^1(\tilde{\mathcal{V}}|_0) &= \frac{\lambda}{(2\pi i)^3} \mathbb{Q}\text{span}\{x^0 + \frac{(2\pi i)^3 Y_{000}}{3 Y_{111}} x^3, x^1, x^2\} \otimes\mathbb{Q} \mathbb{C} \\
F^0(\tilde{\mathcal{V}}|_0) &= \frac{\lambda}{(2\pi i)^3} \mathbb{Q}\text{span}\{x^0 + \frac{(2\pi i)^3 Y_{000}}{3 Y_{111}} x^3, x^1, x^2, x^3\} \otimes\mathbb{Q} \mathbb{C}
\end{align*}
\]

(4.88)

The key observation is the following theorem.

**Theorem 4.10.** Assuming mirror symmetry conjecture, the rational limit MHS \( H^3(\mathbb{Z}_\text{MS}) \) at large complex structure limit splits into

\[
H^3(\mathbb{Z}_\text{MS}) \simeq \mathbb{Q}(-1) \oplus \mathbb{Q}(-2) \oplus \mathbb{M}
\]

(4.89)

where \( \mathbb{M} \) is a two-dimensional MHS with rational vector space

\[
\mathbb{M}_\mathbb{Q} = \mathbb{Q} \frac{1}{(2\pi i)^3} x^0 + \mathbb{Q} x^3
\]

(4.90)

Its weight filtration \( W_* \mathbb{M} \) is,

\[
\begin{align*}
W_{-1} \mathbb{M} &= W_{-2} \mathbb{M} = \cdots = 0 \\
W_0 \mathbb{M} &= W_1 \mathbb{M} = \cdots = W_5 \mathbb{M} = \mathbb{Q} x^3 \\
W_6 \mathbb{M} &= W_7 \mathbb{M} = \cdots = \mathbb{Q} \frac{1}{(2\pi i)^3} x^0 + \mathbb{Q} x^3
\end{align*}
\]

(4.91)
and its Hodge filtration $F^\ast \mathcal{M}$ is,
\[
\begin{align*}
F^4 \mathcal{M} &= F^5 \mathcal{M} = \cdots = 0 \\
F^3 \mathcal{M} &= F^2 \mathcal{M} = F^1 \mathcal{M} = \lambda \left( \frac{2 \pi i}{3} \right)^3 \mathbb{Q} \left( x^0 + \frac{(2 \pi i)^3 Y_{000}}{3 Y_{111}} x^3 \right) \otimes \mathbb{Q} \mathbb{C} \\
F^0 \mathcal{M} &= \lambda \left( \frac{2 \pi i}{3} \right)^3 \left( \mathbb{Q} \left( x^0 + \frac{(2 \pi i)^3 Y_{000}}{3 Y_{111}} x^3 \right) + \mathbb{Q} x^3 \right) \otimes \mathbb{Q} \mathbb{C} \\
F^{-1} \mathcal{M} &= F^{-2} \mathcal{M} = \cdots = F^0 \mathcal{M}
\end{align*}
\]

(4.92)

**Proof.** This is straightforward from the weight filtration $W^\ast (\tilde{\mathcal{V}}|_0, \mathbb{Q})$ 4.87 and Hodge filtration $F^\ast (\tilde{\mathcal{V}}|_0)$ 4.88.

Since $W_{-1} \mathcal{M}$ is 0, $\text{Gr}_W^0 \mathcal{M}$ equals $W_0 \mathcal{M}$. The Hodge filtration $F^\ast \mathcal{M}$ induces a pure Hodge structure of weight 0 on $W_0 \mathcal{M}$, which is isomorphic to $\mathbb{Q}(0)$. The inclusion $W_0 \mathcal{M} \subset \mathcal{M}$ induces an injective morphism from $\mathbb{Q}(0)$ to $\mathcal{M}$, the quotient of which is the pure Hodge structure $\text{Gr}_W^0 \mathcal{M}$ that is isomorphic to $\mathbb{Q}(-3)$. Therefore we have found a short exact sequence in $\text{MHS}_\mathbb{Q}$,
\[
0 \longrightarrow \mathbb{Q}(0) \longrightarrow \mathcal{M} \longrightarrow \mathbb{Q}(-3) \longrightarrow 0
\]

(4.93)

which shows $\mathcal{M}$ is an extension of $\mathbb{Q}(-3)$ by $\mathbb{Q}(0)$. Therefore we have shown that for every $q \in \mathbb{Z}$, $H^q(\mathcal{Z}_\text{MS}^\ast)$ is a mixed Hodge-Tate object and it is nonzero for only finitely many $q$, hence the equivalence in Proposition C.5 immediately implies that $\mathcal{Z}_\text{MS}^\ast$ is essentially an object of $D^b(\text{MHT}_\mathbb{Q})$.

5. **The Motivic Nature of $\zeta(3)$**

In the abelian category $\text{MHS}_\mathbb{Q}$, the dual of an object $\mathcal{H}$ is defined to be \[16, 52\]
\[
\mathcal{H}^\vee := \text{Hom}_{\text{MHS}_\mathbb{Q}}(\mathcal{H}, \mathbb{Q}(0))
\]

(5.1)

The dual operation is exact \[52\], i.e. it sends a short exact sequence to a short exact sequence, therefore the dual of 4.93 is a short exact sequence
\[
0 \longrightarrow \mathbb{Q}(3) \longrightarrow \mathcal{M}^\vee \longrightarrow \mathbb{Q}(0) \longrightarrow 0
\]

(5.2)

**Theorem 0.1** Assuming mirror symmetry conjecture, the dual object $\mathcal{M}^\vee$ is an extension of $\mathbb{Q}(0)$ by $\mathbb{Q}(3)$ whose image in $\mathbb{C}/(2 \pi i)^3 \mathbb{Q}$ is the coset of $-(2 \pi i)^3 Y_{000}/(3 Y_{111})$.

**Proof.** The short exact sequence 5.2 immediately shows $\mathcal{M}^\vee$ is an extension of $\mathbb{Q}(0)$ by $\mathbb{Q}(3)$. We now compute the object $\mathcal{M}^\vee$ explicitly from Definition A.3. Let $\{x_j\}_{j=0}^3$ be the basis of $(\tilde{\mathcal{V}}|_0) \mathcal{V}$ that is dual to $\{x^j\}_{j=0}^3$
\[
x_j(x^k) = \delta^k_j
\]

(5.3)
The rational vector space of $M^\vee$ is the subspace of $(\tilde{V}_{\{0\},\mathbb{Q}})^\vee$ spanned by $\{(2\pi i)^3 x_0, x_3\}$,

$$(M^\vee)_\mathbb{Q} := \mathbb{Q}(2\pi i)^3 x_0 + \mathbb{Q} x_3$$  \hspace{1cm} (5.4)

The weight filtration $W_\cdot M^\vee$ is,

$W_l M^\vee := \{\phi : \phi(W_r M) \subset W_{r+l} \mathbb{Q}(0)\}$  \hspace{1cm} (5.5)

so we find that,

$W_{-7} M^\vee = W_{-8} M^\vee = \cdots = 0$

$W_{-6} M^\vee = \cdots = W_{-1} M^\vee = \mathbb{Q}(2\pi i)^3 x_0$  \hspace{1cm} (5.6)

$W_0 M^\vee = W_1 M^\vee = \cdots = \mathbb{Q}(2\pi i)^3 x_0 + \mathbb{Q} x_3$

The Hodge filtration $F_\cdot M^\vee$ is,

$F^p M^\vee := \{\phi : \phi(F^r M) \subset F^{r+p} \mathbb{Q}(0)\}$  \hspace{1cm} (5.7)

so we find that,

$F^1 M^\vee = F^2 M^\vee = \cdots = 0$

$F^0 M^\vee = F^{-1} M^\vee = F^{-2} M^\vee = (2\pi i)^3 \mathbb{Q}(-\frac{(2\pi i)^3 Y_{000}}{3 Y_{111}} x_0 + x_3) \otimes \mathbb{Q} \mathbb{C}$  \hspace{1cm} (5.8)

$F^{-3} M^\vee = F^{-4} M^\vee = \cdots = (2\pi i)^3 \left(\mathbb{Q}(-\frac{(2\pi i)^3 Y_{000}}{3 Y_{111}} x_0 + x_3) + \mathbb{Q} x_0\right) \otimes \mathbb{Q} \mathbb{C}$

The results in Appendix [A.2] immediately show that the image of $M^\vee$ in $\mathbb{C}/(2\pi i)^3 \mathbb{Q}$ is the coset of $-(2\pi i)^3 Y_{000}/(3 Y_{111})$.

In all examples of mirror pairs where $Y_{000}$ has been computed, it is always of the form 0.8, hence the image of $M^\vee$ in $\mathbb{C}/(2\pi i)^3 \mathbb{Q}$ is the coset of a rational multiple of $\zeta(3)$.

**Remark 5.1.** This is compatible with Remark [4.7]. For a different choice of an integral symplectic basis of $H_3(W_{x_0}, \mathbb{Z})$, even though $Y_{000}$ is changed to $Y_{000} + r'$, $r' \in \mathbb{Q}$, the coset of $-(2\pi i)^3 Y_{000}/(3 Y_{111})$ in $\mathbb{C}/(2\pi i)^3 \mathbb{Q}$ does not change.

Assuming Conjecture [3.4] and mirror symmetry conjecture, the limit mixed motives $Z_{MS}$ constructed at large complex structure limit of mirror pairs $(M, W)$ such that,

1. The deformation of complex structures of $W$ is rationally defined.
2. The coefficient $Y_{000}$ in the prepotential $F$ of $M$ has been computed.
fulfil compelling examples of Conjecture GHP.

**Remark 5.2.** If we assume mirror symmetry conjecture, conjectures GHP and \([3,4]\) from the beginning, the computations in this paper show that for a one parameter mirror pair \((M,W)\) such that the deformation of \(W\) is rationally defined, \(Y_{000}\) must be of the form

\[
Y_{000} = \frac{r_1}{(2\pi i)^3} \zeta(3) + r_2, \quad r_1, r_2 \in \mathbb{Q} \tag{5.10}
\]

which provides a motivic interpretation of the occurrence of \(\zeta(3)\) in \(Y_{000}\).
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A. Mixed Hodge Structure

In this section we give a very brief introduction to mixed Hodge structure (MHS), while the readers are referred to [16, 52] for more systematic and complete treatments. Throughout this section, the ring $R$ will be either $\mathbb{Z}$ or $\mathbb{Q}$ for simplicity.

A.1. Definition of Mixed Hodge Structure

An (pure) $R$-Hodge structure $H$ of weight $l \in \mathbb{Z}$ consists of the following data [52],

1. An $R$-module $H_R$ of finite rank.

2. A decreasing filtration $F^*H$ of the complex vector space $H_\mathbb{C} := H_R \otimes_R \mathbb{C}$ such that $H_\mathbb{C}$ admits a decomposition,

$$H_\mathbb{C} = \oplus_{p+q=l} H^{p,q}$$  \hspace{1cm} (A.1)

where $H^{p,q} := F^p \cap \overline{F^q}$. Here the complex conjugation is defined with respect to the real structure $H_R = H_R \otimes_R \mathbb{R}$ of $H_\mathbb{C}$. The definition immediately implies that [52],

$$F^k = \oplus_{p \geq k} H^{p,l-p}$$  \hspace{1cm} (A.2)

The simplest example of Hodge structure is Hodge-Tate object $R(n), n \in \mathbb{Z}$ of weight $-2n$,

**Definition A.1.** The Hodge-Tate object $R(n)$ has $R$ module as,

$$(2\pi i)^n R \subset \mathbb{C}$$  \hspace{1cm} (A.3)

and its Hodge filtration is determined by the following decomposition,

$$R(n)^{-n,-n} = (2\pi i)^n R \otimes_R \mathbb{C}$$  \hspace{1cm} (A.4)

An $R$-mixed Hodge structure (MHS) consists of the following data,

1. An $R$-module $H_R$ of finite rank.

2. An increasing weight filtration $W_*$ of $H_Q := H_R \otimes_R \mathbb{Q}$.

3. A decreasing Hodge filtration $F^*$ of $H_C := H_R \otimes_R \mathbb{C}$.

such that the Hodge filtration $F^*$ induces a pure Hodge structure of weight $l$ on every graded piece $G_{l_i}^{W} W$ [52],

$$G_{l_i}^{W} W := W_i / W_{i-1}$$  \hspace{1cm} (A.5)

Morphisms between two $R$-MHS are defined as linear maps that are compatible with both weight filtrations and Hodge filtrations [16, 52].
Definition A.2. For two $R$-MHS $A$ and $B$, a morphism of weight $2m$ from $A$ to $B$ is a homomorphism $\phi$ from $A_R$ to $B_R$ that satisfies,

$$\phi(W_l A) \subset W_{l+2m}B \forall l$$
$$\phi(F^p A) \subset F^{p+m}B, \forall p$$

(A.6)

The category of $R$-MHS will be denoted by $\text{MHS}_R$. Inside the category $\text{MHS}_R$, the internal Hom operation is defined as [16, 52].

Definition A.3. For two $R$-MHS $A$ and $B$, there exists an $R$-MHS $\text{Hom}(A, B)$ whose $R$-module is,

$$\text{Hom}(A, B)_R := \text{Hom}(A_R, B_R)$$

(A.7)

Its weight filtration and Hodge filtration are,

$$W_l(\text{Hom}(A, B)) = \{\phi : \phi(W_r A) \subset W_{r+l}B, \forall r\}$$
$$F^p(\text{Hom}(A, B)) = \{\phi : \phi(F^r A) \subset F^{r+p}B, \forall r\}$$

(A.8)

In fact $\text{MHS}_R$ is a rigid tensor abelian category [52].

A.2. Extensions of MHS

An extension of $B$ by $A$ in $\text{MHS}_R$ is a short exact sequence,

$$0 \longrightarrow A \longrightarrow H \longrightarrow B \longrightarrow 0$$

(A.9)

Morphisms between two extensions are given by commutative diagrams of the form,

$$0 \longrightarrow A \longrightarrow H \longrightarrow B \longrightarrow 0$$
$$\downarrow \quad \downarrow \quad \downarrow$$
$$0 \longrightarrow A' \longrightarrow H' \longrightarrow B' \longrightarrow 0$$

(A.10)

The extension [A.9] is said to split if it is isomorphic to the trivial extension which is defined as [16, 52],

$$0 \longrightarrow A \overset{i}{\longrightarrow} A \oplus B \overset{j}{\longrightarrow} B \longrightarrow 0$$

(A.11)

where $i$ is the natural inclusion and $j$ is the natural projection.

Definition A.4. The abelian category of mixed Hodge-Tate structures $\text{MHT}_R$ is defined as the smallest full abelian subcategory of $\text{MHS}_R$ that contains Hodge-Tate objects $R(n), n \in \mathbb{Z}$ and is also closed under extension.

The set of isomorphism classes of extensions of $B$ by $A$, denoted by $\text{Ext}^1_{\text{MHS}_R}(B, A)$, has a group structure imposed by Baer summation, whose zero object is the trivial extension [A.11].
Two $R$-MHS $A$ and $B$ are said to be separated if the highest weight of $A$ is lower than the lowest weight of $B$, in which case the extension is also said to be separated. When $A$ and $B$ are separated, there is a canonical and functorial description of the group $\text{Ext}^1_{\text{MHS}_R}(B, A)$,

$$\text{Ext}^1_{\text{MHS}_R}(B, A) = \text{Hom}(B, A)_R \otimes_R \mathbb{C}/(F^0 \text{Hom}(B, A) + \text{Hom}(B, A)_R)$$  \hfill (A.12)

In particular, we have,

**Lemma A.5.** When $n \geq 1$, $Q(n)$ and $Q(0)$ are separated and

$$\text{Ext}^1_{\text{MHS}_Q}(Q(0), Q(n)) = \mathbb{C}/(2 \pi i)^n Q$$  \hfill (A.13)

*Proof.* The weight of $Q(n)$ is $-2n$ and the weight of $Q(0)$ is $0$, so they form a separated pair. The rational vector spaces of $Q(0)$ and $Q(n)$ are respectively,

$$Q(0) : Q \subset \mathbb{C}$$

$$Q(n) : (2 \pi i)^n Q \subset \mathbb{C}$$  \hfill (A.14)

From the definition of internal Hom we have,

$$F^0 \text{Hom}(B, A) = 0$$  \hfill (A.15)

Now we choose an isomorphism,

$$\text{Hom}(Q(0), Q(n)) \otimes_Q \mathbb{C} \simeq \mathbb{C}$$  \hfill (A.16)

such that,

$$\text{Hom}(Q(0), Q(n))_Q \simeq (2 \pi i)^n Q$$  \hfill (A.17)

Now immediately implies A.13.

□

When $n \geq 1$, for every element $\bar{s}$ of $\mathbb{C}/(2 \pi i)^n Q$, we want to construct an extension $H$ of $Q(0)$ by $Q(n)$ such that the image of $H$ under $\text{A.13}$ is $\bar{s}$. The complex vector space $\mathbb{C}^2$ has a natural basis $\{e_j\}_{j=1}^2$ where,

$$e_1 = (1, 0), \ e_2 = (0, 1)$$  \hfill (A.18)

Let the rational vector space of $H$ be,

$$H_Q := Q(2 \pi i)^n e_1 + Q e_2 \subset \mathbb{C}^2$$  \hfill (A.19)

Choose its weight filtration to be,

$$W_{-2n-1} H = W_{-2n-2} H = \cdots = 0$$

$$W_{-2n} = \cdots = W_{-1} = Q(2 \pi i)^n e_1$$

$$W_0 H = W_1 H = \cdots = H_Q$$  \hfill (A.20)
Let $s$ be an arbitrary complex number whose coset is $\tilde{s}$, then choose the Hodge filtration of $H_C$ to be,

$$
F^1 = F^2 = \cdots = 0 \\
F^0 = \cdots = F^{-(n-1)} = \mathbb{C} (se_1 + e_2) \\
F^{-n} = F^{-n-1} = \cdots = \mathbb{C}^2
$$

(A.21)

Now it is easy to see that $H$ admits a short exact sequence,

$$
0 \longrightarrow \mathbb{Q}(n) \longrightarrow H \longrightarrow \mathbb{Q}(0) \longrightarrow 0
$$

(A.22)

where the morphism from $\mathbb{Q}(n)$ to $H$ is the natural inclusion. So $H$ is an extension of $\mathbb{Q}(0)$ by $\mathbb{Q}(n)$. From the proof of [A.12] in [16, 52], $H$ is sent to $\tilde{s}$ by the equation [A.13]. The construction of $H$ immediately implies that the isomorphism class of this extension does not depend on the choice of $s$.

## B. Pure Motives

This section contains the construction of pure motives in case the readers need it. However it is not meant to be complete and necessary references will be given for further reading. First, we need to give a brief introduction to algebraic cycles and Weil cohomology theory.

### B.1. Algebraic Cycles

An excellent reference to algebraic cycles is the book [28], which is strongly recommended to the readers. We will follow the notations in [51]. Let $\text{SmProj}/k$ be the category of non-singular projective varieties over a field $k$, it is a symmetric monoidal category with product given by fiber product of varieties and symmetry given by the canonical isomorphism

$$
X \times_k Y \rightarrow Y \times_k X
$$

(B.1)

A prime cycle $Z$ of a non-singular projective variety $X$ is an irreducible algebraic subvariety, whose codimension is defined as $\dim X - \dim Z$. The set of all prime cycles of dimension $r$ (codimension $r$) generates a free abelian group that will be denoted by $C_r(X)$ ($C^r(X)$), and element of $C_r(X)$ ($C^r(X)$) will be called algebraic cycles of dimension $r$ (codimension $r$). Two prime cycles $Z_1$ and $Z_2$ are said to intersect with each other properly if

$$
\text{codim}(Z_1 \cap Z_2) = \text{codim}(Z_1) + \text{codim}(Z_2)
$$

(B.2)

where $Z_1 \cap Z_2$ means the intersection of the underlying point set of $\{Z_i\}_{i=1}^2$.

**Remark B.1.** An irreducible closed subset of $X$ has a natural algebraic variety structure induced from that of $X$ [61]. From now on, we will use this property implicitly.
If two prime cycles $Z_1$ and $Z_2$ intersect with each other properly, the intersection product $Z_1 \cdot Z_2$ is defined as,

$$Z_1 \cdot Z_2 = \sum_T m(T; Z_1 \cdot Z_2) T$$  \hspace{1cm} (B.3)

where the sum is over all irreducible components of $Z_1 \cap Z_2$ and $m(T; Z_1 \cdot Z_2)$ is Serre’s intersection multiplicity formula \[28\]. Extend the definition by linearity, intersection product could be defined for algebraic cycles $Z = \sum_j m_j Z_j$ and $W = \sum_l n_l W_l$ when $Z_j$ and $W_l$ intersect properly for all $j$ and $l$. Therefore there is a partially defined intersection product on algebraic cycles,

$$C^r(X) \times C^s(Y) \rightarrow C^{r+s}(Y)$$

If $f : X \rightarrow Y$ is a morphism between two non-singular projective varieties $X$ and $Y$, the pushforward homomorphism $f_*$ is defined by its action on a prime cycle $Z$ of $X$,

$$f_*(Z) := \begin{cases} 0 & \text{if } \dim f(Z) < \dim Z \\ [k(Z) : k(f(Z))] \cdot f(Z) & \text{if } \dim f(Z) = \dim Z \end{cases}$$  \hspace{1cm} (B.4)

where $k(Z)$ ($k(f(Z))$) is the function field of $Z$ ($f(Z)$) and $[k(Z) : k(f(Z))]$ is the degree of field extension \[61\]. Now we want to define the pullback homomorphism $f^*$. For a prime cycle $W$ of $Y$, the first attempt is to naively try \[28\],

$$f^*(W) := \sum_{T \subset f^{-1}(Z)} \ell_{\mathcal{O}_{X,T}}(\mathcal{O}_{f^{-1}(Z),T}) \cdot T$$  \hspace{1cm} (B.5)

where the sum is over irreducible components of $f^{-1}(Z)$ and $\ell_{\mathcal{O}_{X,T}}(\mathcal{O}_{f^{-1}(Z),T})$ is the length of $\mathcal{O}_{f^{-1}(Z),T}$ in $\mathcal{O}_{X,T}$. However this definition is only partially defined and in general $f^*(W)$ does not make sense \[28\]. The solution to the above problems is to find an equivalence relation $\sim$ on algebraic cycles such that,

1. For two arbitrary cycles $Z_1$ and $Z_2$, there exists a cycle $Z'_1$ in the equivalence class of $Z_1$ such that $Z'_1$ intersects $Z_2$ properly and the equivalence class of $Z'_1 \cdot Z_2$ is independent of the choice of $Z'_1$.

2. For an arbitrary cycle $W$ of $Y$, there exists a cycle $W'$ in the equivalence class of $W$ such that $f^*(W')$ is well defined by equation \[B.5\] and its equivalence class is independent of the choice of $W'$.

Equivalence relation that satisfies these properties will be called adequate equivalence relation. For an adequate equivalence relation $\sim$, let $C_*^r(X)$ be the quotient group $C^r(X)/\sim$, then we have a well defined intersection product,

$$C^r(X)_\sim \times C^s(Y)_\sim \rightarrow C^{r+s}(Y)_\sim$$  \hspace{1cm} (B.6)
and well defined pushforward and pullback homomorphisms,
\[ f_* : C_{r, \sim}(X) \to C_{r, \sim}(Y), \quad f^* : C_{\sim}^r(Y) \to C_{\sim}^r(X) \] (B.7)

The set of adequate equivalence relations could be ordered in a way such that \( \sim_1 \) is said to be finer than \( \sim_2 \) if for every cycle \( Z, Z \sim_1 0 \) implies \( Z \sim_2 0 \). The two most important adequate equivalence relations are rational equivalence and numerical equivalence \[51\]. In fact rational equivalence is the finest adequate equivalence relation and numerical equivalence is the coarsest adequate equivalence relation \[51\].

**B.2. Weil Cohomology Theory**

The note \[18\] is a very good reference to Weil cohomology theory, which our treatment will follow. Let \( \text{Gr}^{\geq 0} \text{Vec}_K \) be the rigid tensor abelian category of finite dimensional graded vector spaces over a field \( K \) of \( \text{char } K = 0 \) \[25\]. Every object \( V \) of \( \text{Gr}^{\geq 0} \text{Vec}_K \) has a decomposition according to the degree of its element,

\[ V = \oplus_{r \geq 0} V_r \] (B.8)

where \( V_r \) consists of elements homogeneous of degree \( r \). Tensor product of \( \text{Gr}^{\geq 0} \text{Vec}_K \) will be denoted by \( \otimes_K \). The category \( \text{Gr}^{\geq 0} \text{Vec}_K \) admits a graded symmetry defined as,

\[ v \otimes_K w \to (-1)^{\deg v \deg w} w \otimes_K v \] (B.9)

when \( v \) and \( w \) are both homogeneous elements. On the other hand, the category \( \text{SmProj}/k \) also admits product and symmetry operation \[B.1\]. A Weil cohomology theory is a symmetric monoidal functor

\[ H^* : \text{SmProj}/k^{\text{op}} \to \text{Gr}^{\geq 0} \text{Vec}_K \] (B.10)

that satisfies a list of axioms \[18\]. We will not give all the axioms here, but instead leave them to \[18\]. Among these axioms is the existence of a cycle map \( \text{cl} \),

\[ \text{cl} : C^*_{\text{rat}}(X)_\mathbb{Q} \to H^*(X) \] (B.11)

which doubles the degree and sends intersection product of cycles to cup product of cohomology classes. Here for an adequate equivalence relation \( \sim \), \( C^*_{\sim}(X)_\mathbb{Q} \) is defined as,

\[ C^*_{\sim}(X)_\mathbb{Q} := C^*_{\sim}(X) \otimes_{\mathbb{Z}} \mathbb{Q} \] (B.12)

A Weil cohomology theory \( H^* \) yields an adequate equivalence relation \( \sim_{H^*} \) defined as \[51\],

\[ Z \sim_{H^*} 0 \iff \text{cl}(Z) = 0 \] (B.13)

However, it is not clear whether \( \sim_{H^*} \) is the same or not for different Weil cohomology theories. We now give three classical examples of Weil cohomology theories. Let \( X \) be a non-singular projective variety of dimension \( n \) over \( k \).
1. If \( \sigma : k \to \mathbb{C} \) is an embedding of \( k \) into \( \mathbb{C} \), the \( \mathbb{C} \)-valued points of \( X_\sigma(\mathbb{C}) \), form a projective complex manifold. The Betti cohomology \( H^*_B,\sigma(X) \) is defined as the singular cohomology of \( X_\sigma(\mathbb{C}) \) with coefficient \( \mathbb{Q} \),

\[
H^*_B,\sigma(X) := H^*(X_\sigma(\mathbb{C}), \mathbb{Q}) \tag{B.14}
\]

Since \( X_\sigma(\mathbb{C}) \) is projective, there exists a Hodge decomposition for every \( m \),

\[
H^m_B,\sigma(X) \otimes \mathbb{Q} \mathbb{C} = \oplus_{p+q=m} H^{p,q}(X_\sigma(\mathbb{C})) \tag{B.15}
\]

which induces a decreasing filtration of \( H^m_B,\sigma(X) \otimes \mathbb{Q} \mathbb{C} \),

\[
F^l(H^m_B,\sigma(X) \otimes \mathbb{Q} \mathbb{C}) := \oplus_{p \geq l} H^{p,m-p}(X_\sigma(\mathbb{C})) \tag{B.16}
\]

2. If \( \text{char} \ k = 0 \), take \( K \) to be \( k \). Let \( \Omega^*_X/k \) be the complex of sheaves of algebraic forms on \( X \),

\[
\Omega^*_X/k : 0 \to \mathcal{O}_{X/k} \to \Omega^1_{X/k} \to \Omega^2_{X/k} \to \cdots \to \Omega^n_{X/k} \to 0 \tag{B.17}
\]

The algebraic de Rham cohomology of \( X \), denoted by \( H^\text{dR}(X) \), is the hypercohomology of the complex \( \Omega^*_X/k \),

\[
H^\text{dR}(X) := \mathbb{H}^*(X, \Omega^*_X/k) \tag{B.18}
\]

which is a vector space over \( k \). The note \cite{58} is a very good reference to the computations of hypercohomology. The complex \( \Omega^*_X/k \) admits a naive filtration \( F^p \Omega^*_X/k \),

\[
F^p \Omega^*_X/k : 0 \to 0 \to 0 \to \cdots \to 0 \to \Omega^p_{X/k} \to \cdots \to \Omega^n_{X/k} \to 0 \tag{B.19}
\]

which induces a decreasing filtration of \( H^\text{dR}(X) \) for each \( m \),

\[
F^p H^m_\text{dR}(X) := \text{Im} \left( \mathbb{H}^m(X, F^p \Omega^*_X/k) \to \mathbb{H}^m(X, \Omega^*_X/k) \right) \tag{B.20}
\]

3. If \( \ell \) is a prime number and \( \ell \neq \text{char} \ k \), let \( K \) be \( \mathbb{Q}_\ell \). The étale cohomology of \( X \) is defined as \cite{50},

\[
H^\text{ét}(X)_{\ell} := \lim_{\to \ell, k} H^\text{ét}(X \times k^\text{sep}, \mathbb{Z}/\ell^n) \otimes_{\mathbb{Z}/\ell} \mathbb{Q}_\ell \tag{B.21}
\]

which is a finite dimensional continuous representation of the Galois group \( \text{Gal}(k^\text{sep}/k) \).

The three classical examples above are not totally independent from each other, more precisely there exist canonical comparison isomorphisms between them,

1. The standard comparison isomorphism between Betti cohomology and de Rham cohomology,

\[
I_\sigma : H^m_B,\sigma(X) \otimes \mathbb{Q} \cong H^m_\text{dR}(X) \otimes_{k,\sigma} \mathbb{C} \tag{B.22}
\]

under which \( F^p(H^m_B,\sigma(X) \otimes \mathbb{Q} \mathbb{C}) \) is sent to \( F^p(H^m_\text{dR}(X)) \otimes_{k,\sigma} \mathbb{C} \)

2. The standard comparison isomorphism between Betti cohomology and étale cohomology,

\[
I_{\ell,\sigma} : H^m_B,\sigma(X) \otimes \mathbb{Q}_\ell \cong H^m_\text{ét}(X)_{\ell} \tag{B.23}
\]

which depends on the choice of an extension of \( \sigma \) to \( \bar{\sigma} : k^\text{sep} \to \mathbb{C} \).
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B.3. Pure Motives

The three examples of classical Weil cohomology theories we give above behave as if they all arise from an algebraically defined cohomology theory over $\mathbb{Q}$, however this is known to be false [51]. Grothendieck’s idea to explain this phenomenon is that there exists a universal cohomology theory in the sense that all Weil cohomology theories are the realisations of it. More precisely there exists a rigid tensor abelian category $\mathbb{M}_{\text{hom}}$ over $\mathbb{Q}$ and a functor $M_{gm}$,

$$M_{gm} : \text{SmProj}/k^{\text{op}} \to \mathbb{M}_{\text{hom}}$$

such that for every Weil cohomology theory $H^*$, there exists a functor $H^*_m$ that makes the following diagram commutes,

$$\text{SmProj}/k^{\text{op}} \xrightarrow{M_{gm}} \mathbb{M}_{\text{hom}} \xrightarrow{H^*} \mathbb{M}_{\text{hom}} \xrightarrow{H^*_m} \text{Gr}^{\geq 0} \text{Vec}_K$$

Now we construct the category of motives $\mathbb{M}_{\sim}$ when $\sim$ is rational equivalence or numerical equivalence [51]. For two non-singular projective varieties $X$ and $Y$, the group of correspondences from $X$ to $Y$ of degree $r$ is defined as,

$$\text{Corr}^r(X, Y) := C^{\dim X + r}(X \times Y)$$

(B.25)

Correspondences could be composed [56],

$$\text{Corr}^r(X, Y) \times \text{Corr}^s(Y, Z) \to \text{Corr}^{r+s}(X, Z)$$

(B.26)

which is defined as,

$$g \times h \to h \circ g := (p_{13})_*( (p_{12})^* g \cdot (p_{23})^* h)$$

(B.27)

where $p_{ij}$ is the corresponding projection morphism. For a morphism $f : Y \to X$, its graph $\Gamma_f$ in $X \times Y$ is an algebraic variety that is isomorphic to $Y$ by projection morphism, therefore $\Gamma_f$ is an element of $\text{Corr}^0(X, Y)$ [61]. On the other hand, a correspondence of $\text{Corr}^0(X, Y)$ could be seen as a multi-valued morphism from $Y$ to $X$. A correspondence $\gamma$ induces a homomorphism from $H^*(X)$ to $H^*(Y)$ by,

$$\gamma_* : x \to p_{2,*} (p_1^* x \cup \text{cl}(\gamma))$$

(B.28)

where $p_1$ ($p_2$) is the projection morphism from $X \times Y$ to $X$ ($Y$). The homomorphism $(\Gamma_f)_*$ induced by $\Gamma_f$ could be seen as the pullback homomorphism $f^*$. The category $\mathbb{M}_{\sim}$ could be constructed by the following three steps [51],
1. Construct a category whose objects are formal symbols,
\[
\{ M_{gm}(X) : X \in \text{SmProj}/k \}
\]  
(B.29)

Let the morphisms between two objects be,
\[
\text{Hom}(M_{gm}(X), M_{gm}(Y)) := \text{Corr}_{\sim}^0(X, Y)_Q
\]  
(B.30)

where
\[
\text{Corr}_{\sim}^r(X, Y) = \text{Corr}^r(X, Y)/\sim, \text{Corr}_{\sim}^r(X, Y)_Q = \text{Corr}_{\sim}^r(X, Y) \otimes \mathbb{Z} \mathbb{Q}
\]  
(B.31)

This category could be seen as the linearisation of \text{SmProj}/k^{op}.

2. Take the pseudo-abelianisation of the category constructed in step 1 and denote this new category by \( M_{\sim}^{\text{eff}} \). The objects of \( M_{\sim}^{\text{eff}} \) are formally,
\[
\{(M_{gm}(X), e) : X \in \text{SmProj}/k \text{ and } e \in \text{Corr}_{\sim}^0(X, X)_Q, e^2 = e \}
\]  
(B.32)

Let the morphisms between two objects be,
\[
\text{Hom}((M_{gm}(X), e), (M_{gm}(Y), f)) := f \circ \text{Corr}_{\sim}^0(X, Y)_Q \circ e
\]  
(B.33)

If denote the graph of the identity morphism of \( \mathbb{P}^1 \) by \( \Delta_{\mathbb{P}^1} \), the object \( (M_{gm}(\mathbb{P}^1), \Delta_{\mathbb{P}^1}) \) has a decomposition \( [51] \),
\[
(M_{gm}(\mathbb{P}^1), \Delta_{\mathbb{P}^1}) = M_{gm}^0(\mathbb{P}^1) \oplus M_{gm}^2(\mathbb{P}^1)
\]  
(B.34)

The component \( M_{gm}^0(\mathbb{P}^1) \) will be called \( \mathbb{Q}(0) \) and the component \( M_{gm}^2(\mathbb{P}^1) \) will be called \( \mathbb{Q}(-1) \).

3. \( M_{\sim} \) is constructed from \( M_{\sim}^{\text{eff}} \) by inverting the object \( \mathbb{Q}(-1) \). The objects of \( M_{\sim} \) are formally,
\[
\{(M_{gm}(X), e, m) : X \in \text{SmProj}/k, e \in \text{Corr}_{\sim}^0(X, X)_Q, e^2 = e, \text{ and } m \in \mathbb{Z} \}
\]  
(B.35)

Let the morphisms between two objects be,
\[
\text{Hom}((M_{gm}(X), e, m), (M_{gm}(Y), f, n)) := f \circ \text{Corr}_{\sim}^{n-m}(X, Y)_Q \circ e
\]  
(B.36)

The category \( M_{\sim}^{\text{eff}} \) is isomorphic to the full subcategory of \( M_{\sim} \) whose objects are of the form \( (M_{gm}(X), e, 0) \).

The Hom set between two objects of \( M_{\sim} \) is a rational vector space whose dimension is finite when \( \sim \) is numerical equivalence. Direct sum in \( M_{\sim} \) is essentially defined by \( [56] \),
\[
(M_{gm}(X), e, m) \oplus (M_{gm}(Y), f, m) := (M_{gm}(X \amalg Y), e \oplus f, m)
\]  
(B.37)
Tensor product in $\text{M}_\sim$ is essentially defined by,

$$(M_{gm}(X), e, m) \otimes (M_{gm}(Y), f, n) := (M_{gm}(X \times Y), e \times f, m + n) \quad (B.38)$$

The object $\mathbb{Q}(0)$ could be shown to be a unit $[51, 56]$. Dual operation in $\text{M}_\sim$ is defined as,

$$(M_{gm}(X), e, m)^\vee := (M_{gm}(X), e^t, \dim X - m) \quad (B.39)$$

where $e^t$ means the transpose of $e$. From the construction of $\text{M}_\sim$, there is a functor,

$$M_{gm} : \text{SmProj}/k^{op} \to \text{M}_\sim \quad (B.40)$$

which sends $X$ to $(M_{gm}(X), \Delta_X, 0)$ and $f : Y \to X$ to $\Gamma f$. It is straightforward to see that every Weil cohomology theory $H^\ast$ automatically factors through $\text{M}_\text{rat}$,

$$\begin{array}{ccc}
\text{SmProj}/k^{op} & \xrightarrow{M_{gm}} & \text{M}_\text{rat} \\
\downarrow^{H^\ast} & & \downarrow^{H^\ast_{\text{rat}}} \\
\text{Gr}^{\geq 0} \text{Vec}_K & \downarrow &
\end{array}$$

however the category $\text{M}_\text{rat}$ is not abelian $[51, 56]$. On the other hand the category $\text{M}_\text{num}$ has been proved to be abelian and semi-simple $[41, 51]$, but it is not known whether an arbitrary Weil cohomology theory $H^\ast$ will factor through it or not. We now explain why. For an algebraic cycle $\gamma$ such that $\gamma \sim_{\text{num}} 0$, it induces a zero morphism in $\text{M}_\text{num}$. In order for $H^\ast$ to factor through $\text{M}_\text{num}$, the induced homomorphism $\gamma_\ast$ $[B.28]$ at cohomology level needs to be zero. This is not known currently, but it is conjectured to be true by Grothendieck,

**Conjecture D** For an algebraic cycle $\gamma$ that is numerically equivalent to 0, its cohomology class $\text{cl}(\gamma)$ is zero for every Weil cohomology theory.

This conjecture also implies that the homological equivalence relation $\sim_{H^\ast}$ defined by Weil cohomology theory $H^\ast$ is the same as numerical equivalence. There are also several other important conjectures about $\text{M}_\text{num}$, together with this one, they are called the standard conjectures $[47]$.  

### B.4. The Conjectured Abelian Category of Mixed Motives

The theory of pure motives could be seen as the universal Weil cohomology theory for non-singular projective varieties over $k$, so one might wonder what is the universal (Bloch-Ogus) cohomology theory for arbitrary varieties over $k$. Beilinson conjectured that there exists a rigid tensor abelian category of mixed motives $\text{MM}_k$ that has similar properties to that of $\text{MHS}_Q$ which forms the universal Bloch-Ogus cohomology theory for arbitrary varieties over $k$ $[48]$. Here we list several expected properties of the conjectured category $\text{MM}_k$. 
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1. $\text{MM}_k$ is a rigid tensor abelian category whose Hom sets are vector spaces over $\mathbb{Q}$. It contains Tate objects $\mathbb{Q}(n), n \in \mathbb{Z}$ that satisfy,

$$\mathbb{Q}(m) \otimes \mathbb{Q}(n) = \mathbb{Q}(m + n)$$

(B.41)

while $\mathbb{Q}(0)$ is a unit object.

2. There exists a contravariant functor $M_{gm}$ from the category of varieties over $k$ to the derived category of $\text{MM}_k$,

$$M_{gm} : \text{Var}/k^{op} \rightarrow D^b(\text{MM}_k)$$

(B.42)

3. The full subcategory of $\text{MM}_k$ consists of semi-simple objects is equivalent to the category of pure motives.

4. For every object $\mathcal{M}$ of $\text{MM}_k$, there exists a finite weight filtration $W_*(\mathcal{M})$ such that all the graded pieces $\text{Gr}_W^i(\mathcal{M})$ are pure motives.

5. If $\sigma : k \rightarrow \mathbb{C}$ is an embedding, there exists a Hodge realisation functor,

$$\mathcal{R}_\sigma : \text{MM}_k \rightarrow \text{MHS}_\mathbb{Q}$$

(B.43)

which is compatible with all the structures of $\text{MM}_k$ and $\text{MHS}_\mathbb{Q}$. For every variety $X$ over $k$, $\mathcal{R}_\sigma(H^q(M_{gm}(X)))$ is the $q$-th Betti cohomology $H^q_B(X)$ together with the (natural) rational MHS on it [23].

6. The abelian category of mixed Tate motives $\text{TM}_k$ is the smallest full abelian subcategory of $\text{MM}_k$ that contains Tate objects $\mathbb{Q}(n), n \in \mathbb{Z}$ and is also closed under extension.

The construction of an abelian category $\text{MM}_k$ that possesses all the expected properties is still beyond reach. However, now there are several constructions of triangulated tensor categories that satisfy nearly all the expected properties of the derived category of $\text{MM}_k$, except those properties that need these triangulated categories to be realised as the derived category of an abelian category, like $t$-structure. One notable example is Voevodsky’s construction of $\text{DM}(k, \mathbb{Q})$ [49, 62].

C. Mixed Hodge Complex

In this section, we talk about a well-known result C.5. As we could not find a precise reference, we will give a routine proof based on the paper [11]. Let $D^b_{\text{MHS}_\mathbb{Q}}$ be the bounded derived category of rational mixed Hodge complexes, whose construction is left to the paper [11].
Definition C.1. Let $D^b_{\text{MHT}_Q}$ be the full subcategory of $D^b_{\text{MHS}_Q}$ that consists of $\mathbb{Q}$-mixed Hodge complexes whose cohomologies are mixed Hodge-Tate objects,

$$D^b_{\text{MHT}_Q} := \{ F^\bullet \in D^b_{\text{MHS}_Q} : H^q(F^\bullet) \in \text{MHT}_Q, \forall q \in \mathbb{Z} \} \quad (C.1)$$

The restriction of the functor $H^*$ to $D^b_{\text{MHT}_Q}$ is

$$H^* : D^b_{\text{MHT}_Q} \to \text{MHT}_Q \quad (C.2)$$

Now we want to prove that $D^b_{\text{MHT}_Q}$ is actually a full triangulated subcategory of $D^b_{\text{MHS}_Q}$, but first we need the following lemma.

Lemma C.2. The category $\text{MHT}_Q$ of mixed Hodge-Tate objects is closed under taking subquotient object.

Proof. Suppose $B$ is an object of $\text{MHT}_Q$ and $A$ is a subobject of $B$ in the bigger category $\text{MHS}_Q$, i.e.

$$A \subset B \quad (C.3)$$

we want to prove that $A$ is also an object of $\text{MHT}_Q$. As $B$ is a mixed Hodge-Tate object, it has a finite filtration by objects $\{B_i\}_{i=0}^N$ of $\text{MHT}_Q$,

$$0 = B_0 \subset B_1 \subset \cdots \subset B_N = B \quad (C.4)$$

such that the quotients are pure Hodge-Tate objects,

$$B_i/B_{i+1} \simeq \mathbb{Q}(n_i), \ n_i \in \mathbb{Z} \quad (C.5)$$

Let $j$ be the integer such that $A \subset B_j$, but $A \not\subset B_{j-1}$, then there exists a nonzero surjective morphism $f_j$ from $A$ to $B_j/B_{j-1} \simeq \mathbb{Q}(n_j)$ which induces a short exact sequence in $\text{MHS}_Q$,

$$0 \longrightarrow \ker f_j \longrightarrow A \overset{f_j}{\longrightarrow} \mathbb{Q}(n_j) \longrightarrow 0 \quad (C.6)$$

To show $A$ is an object of $\text{MHT}_Q$, we only need to show $\ker f_j$ is an object of $\text{MHT}_Q$, which is done by an easy induction on the dimension of $A$. The subquotient case follows easily from the above proof and the fact that $\text{MHT}_Q$ is an abelian category. \qed

Proposition C.3. $D^b_{\text{MHT}_Q}$ is a triangulated subcategory of $D^b_{\text{MHS}_Q}$.

Proof. For a morphism $f : A^\bullet \to B^\bullet$ in $D^b_{\text{MHS}_Q}$, its distinguished triangle is of the form [11],

$$A^\bullet \to B^\bullet \to \text{Cone} f \to A^\bullet[1] \quad (C.7)$$

which gives a long exact sequence in $\text{MHS}_Q$,

$$\cdots \to H^q(A^\bullet) \to H^q(B^\bullet) \to H^q(\text{Cone} f) \to H^{q+1}(A^\bullet) \to \cdots \quad (C.8)$$
If both $A\bullet$ and $B\bullet$ are objects of $D^b_{\text{MHT}_Q}$, then for every $q \in \mathbb{Z}$ we have,
\[
\mathcal{H}^q(B\bullet) \in \text{MHT}_Q, \quad \mathcal{H}^{q+1}(A\bullet) \in \text{MHT}_Q \tag{C.9}
\]
Lemma [C.2] immediately implies that $\mathcal{H}^q(\text{Cone } f)$ is an object of $\text{MHT}_Q$, hence $\text{Cone } f$ is an object of $D^b_{\text{MHT}_Q}$. Therefore the category $D^b_{\text{MHT}_Q}$ is a full triangulated subcategory of $D^b_{\text{MHS}_Q}$.

\[\square\]

For an object $A\bullet$ of $D^b_{\text{MHT}_Q}$, the truncated complex $\tau_{\leq i}(A\bullet)$ is also an object of $D^b_{\text{MHT}_Q}$. From Lemma 3.5 of [11] we have,

**Proposition C.4.** The functor $H^\bullet$ in [C.2] is the cohomological functor of a non-degenerated $t$-structure on $D^b_{\text{MHT}_Q}$, which is essentially the restriction of the $t$-structure of $D^b_{\text{MHS}_Q}$. The inclusion $\text{MHT}_Q \hookrightarrow D^b_{\text{MHT}_Q}$ is an equivalence between $\text{MHT}_Q$ and the heart of this $t$-structure on $D^b_{\text{MHT}_Q}$.

In section 3 of [11], Beilinson proves that for $A\bullet, B\bullet \in \text{MHS}_Q$,
\[
\text{Hom}^i_{D^b(\text{MHS}_Q)}(A\bullet, B\bullet) = \text{Hom}^i_{D^b_{\text{MHS}_Q}}(A\bullet, B\bullet) \tag{C.10}
\]
from which he concludes that the natural functor $D^b(\text{MHS}_Q) \rightarrow D^b_{\text{MHS}_Q}$ is an equivalence of categories. Since $\text{MHT}_Q$ is a full subcategory of $\text{MHS}_Q$, for $A\bullet, B\bullet \in \text{MHT}_Q$ we immediately have,
\[
\text{Hom}^i_{D^b(\text{MHT}_Q)}(A\bullet, B\bullet) = \text{Hom}^i_{D^b_{\text{MHT}_Q}}(A\bullet, B\bullet) \tag{C.11}
\]
The same proof as in [11] shows,

**Proposition C.5.** The functor $D^b(\text{MHT}_Q) \rightarrow D^b_{\text{MHT}_Q}$ is an equivalence of categories.

**Remark C.6.** This result is certainly well known, but we could not find a precise reference, therefore we provide a routine proof here. This equivalence is compatible with the equivalence $D^b(\text{MHS}_Q) \rightarrow D^b_{\text{MHS}_Q}$ and is essentially induced by the latter one.
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