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Abstract—This paper considers the use of an intelligent reconfigurable surface (IRS) to aid wireless communication systems. The main goal is to compare this emerging technology with conventional decode-and-forward (DF) relaying. Unlike prior comparisons, we assume that electromagnetic interference (EMI), consisting of incoming waves from external sources, is present at the location where the IRS or DF relay are placed. The analysis, in terms of minimizing the total transmit power, shows that EMI has a strong impact on DF relay-assisted communications, even when the relaying protocol is optimized against EMI. It turns out that IRS-aided communications is more resilient to EMI. To beat an IRS, we show that the DF relay must use multiple antennas and actively suppress the EMI by beamforming.

I. INTRODUCTION

Intelligent Reflecting Surface (IRS)-aided communication is an emerging topic that is receiving a lot of attention [1, 2]. An IRS is a planar array of many reflecting elements with sub-wavelength spacing. Each element can be configured by adjusting its impedance to induce a controllable phase-shift on the incident wave before it is reflected. By optimizing the phase-shift pattern across the IRS, the reflected wavefront can be shaped as a beam towards the intended receiver [3]. This use case makes the IRS a direct competitor to classical technologies such as amplify-and-forward (AF) [4] and decode-and-forward (DF) relays [5]. A detailed comparison between IRS-aided communications and repetition-coded DF relaying was provided in [5]. The main conclusion in [5] is that high rates and/or large surfaces are needed to beat DF relaying.

The analysis in [5] considered only the signal generated by the source and neglected the electromagnetic interference (EMI) or “extrinsic noise” (cf. [6]). The EMI may arise from a variety of causes, e.g., other (single or multiple) transmitting devices and/or natural background radiation. In the former case, its strength may typically be from a variety of causes, e.g., other (single or multiple) transmitting (EMI) or “extrinsic noise” (cf. [6]). The EMI may arise from phase-shift pattern across the IRS, the reflected wavefront can even be smaller than the thermal noise power. Despite its weaker than the source signal, while, in the latter case, it can even be smaller than the thermal noise power. Despite its strength being highly dependent on the considered wireless environment, we can reasonably assume that (weak or strong) EMI will always be present, unless the communication takes place in an anechoic chamber designed to completely absorb reflections of uncontrollable electromagnetic waves. In [7], a physically meaningful model for EMI was provided and used to show that, in a random scattering environment, the EMI may severely impact IRS-aided communications, especially when the IRS is large. When a non-negligible direct link is present, the IRS might even reduce the communication rate.

Motivated by these observations, in this paper we return to the comparison in [5] and assume that EMI is present at the location where the IRS and DF relay are deployed. For a fair comparison, we start assuming that both technologies use a single radio-frequency chain (the IRS needs it for control purposes [3]). The comparison is carried out assuming that both technologies are either optimized or not against EMI. It turns out that the IRS outperforms the DF relay, thanks to its spatially filtering capabilities, which increase as the number of IRS elements grows large. We show that the performance gap can only be reduced if multiple antennas are used at the DF relay together with interference-suppressing signal processing.

II. IRS-ASSISTED COMMUNICATIONS WITH EMI

Consider the system depicted in Fig. 1 in which a single-antenna BS communicates with a single-antenna receiver. We assume the direct link is blocked and, thus, the transmission is assisted by an IRS equipped with \( N \) reconfigurable elements that are deployed edge-to-edge on a two-dimensional square grid. The elements have an area \( \lambda^2 \) and are indexed row-by-row by \( n = 1, \ldots, N \). We use \( \mathbf{u}_n \) to indicate the location of the \( n \)th element. The IRS configuration is determined by the diagonal matrix \( \mathbf{Φ} = \text{diag}(e^{jϕ_1}, \ldots, e^{jϕ_N}) \) where \( ϕ_1, \ldots, ϕ_N \in [0, 2π) \) are the controllable phase-shift variables. The channel vector between the BS and IRS is \( \mathbf{h}_b \in \mathbb{C}^N \) and the channel vector between the IRS and receiver is \( \mathbf{h}_{rd} \in \mathbb{C}^N \). We assume deterministic propagation conditions with the source and destination being in the far-field of the IRS and a single line-of-sight (LoS) path. We call \( \{ϕ_{sr}, θ_{sr}\} \) and \( \{ϕ_{rd}, θ_{rd}\} \) the azimuth and elevation angles of the single path for the two links. In this case, we have that \( |h_{sr,n}| = \sqrt{\beta_{sr} e^{j(ϕ_{sr}, θ_{sr})}} |\mathbf{u}_n| \) and \( |h_{rd,n}| = \sqrt{\beta_{rd} e^{j(ϕ_{rd}, θ_{rd})}} |\mathbf{u}_n| \) where \( β_{sr} = |h_{sr,n}|^2 \) and \( β_{rd} = |h_{rd,n}|^2 \) are the channel gains.

![Fig. 1. The BS is linked to the UE only through a one-hop IRS/DF assisted link. The direct link is blocked.](image-url)
A. Signal model

Unlike most of the existing literature, we assume that EMI is present (at the location where the IRS is placed), generated by source-independent emitters. Following [7], the EMI vector $\mathbf{n} \in \mathbb{C}^N$ at the IRS is modelled as $\mathbf{n} \sim \mathcal{N}_C(0, \sigma_{\text{emi}}^2 \mathbf{R})$ where

$$[\mathbf{R}]_{n,m} = \int_0^\pi \int_{-\pi}^\pi e^{j\mathbf{k}(\varphi, \theta)^T (\mathbf{u}_n - \mathbf{u}_m)} f(\varphi, \theta) \, d\varphi \, d\theta.$$  

Here, $\sigma_{\text{emi}}^2 f(\varphi, \theta)$ denotes the EMI’s power angular density, $\varphi$ is the azimuth angle, $\theta$ is the elevation angle and $\mathbf{k}(\varphi, \theta) = \frac{2\pi}{\lambda} [\cos(\theta) \cos(\varphi), \cos(\theta) \sin(\varphi), \sin(\theta)]^T$ is the wave vector. The above model is valid for any arbitrary $f(\varphi, \theta)$. In the presence of isotropic EMI, $\bar{\mathbf{R}}$ reduces to [8] Prop. 1

$$[\bar{\mathbf{R}}]_{n,m} = \text{Sinc} \left( \frac{2\|\mathbf{u}_n - \mathbf{u}_m\|}{\lambda} \right)$$

where $\|\cdot\|$ denotes the Euclidean norm. With EMI, the signal received at the destination is [7] Eq. (3)

$$y_d = \mathbf{h}^T_{\text{rd}} \Phi (\mathbf{h}_{\text{sr}} \sqrt{\beta s} + \mathbf{n}) + w$$  

where $p$ denotes the transmit power at the source and $w \sim \mathcal{N}_C(0, \sigma^2)$ is the thermal noise at the destination.

B. Performance analysis

Under the assumption of deterministic channels, the information rate (bit/s/Hz) of the end-to-end channel is

$$R_{\text{IRS}} = \log_2 \left( 1 + \frac{p |\mathbf{h}^T_{\text{rd}} \Phi \mathbf{h}_{\text{sr}}|^2}{\sigma_{\text{emi}}^2 |\mathbf{h}^T_{\text{rd}} \mathbf{R}^{1/2} + \sigma^2} \right).$$

The optimal phase-configuration in the presence of only thermal noise is $\phi_n = -\arg([\mathbf{h}_{\text{sr}}]_n [\mathbf{h}_{\text{rd}}]_n)$, which maximizes the numerator. In the presence of EMI, better performance can be achieved by tuning the IRS to the EMI statistics, i.e., knowledge of $\mathbf{R}$. In [7] Sec. IV, a heuristic algorithm is designed based on the projected gradient descent to compute a suboptimal $\Phi$ that achieves higher rate.

If a particular rate $\bar{R}$ is required at the destination, the rate expression in (4) can be used to compute the transmit power that is required with and without the optimization against EMI.

**Lemma 1.** To achieve a particular rate $\bar{R}$ in the presence of EMI, the IRS-aided communications require the power

$$p = \left( 2^{\bar{R}} - 1 \right) \frac{\sigma_{\text{emi}}^2 |\mathbf{h}^T_{\text{rd}} \Phi \mathbf{R}^{1/2}|^2 + \sigma^2}{|\mathbf{h}^T_{\text{rd}} \Phi \mathbf{h}_{\text{sr}}|^2}.$$

This lemma assumes a fixed $\Phi$. The phase-shift variables could be selected as $\phi_n = -\arg([\mathbf{h}_{\text{sr}}]_n [\mathbf{h}_{\text{rd}}]_n)$ if $\Phi$ is optimized against thermal noise only or obtained by the iterative algorithm in [7] if it is tuned based on EMI statistics.

III. RELAY-ASSISTED COMMUNICATIONS WITH EMI

In this section, we still consider the system in Fig. 1 but assume now that the communication is assisted by a half-duplex relay that is deployed exactly in the same position as the IRS. We consider a DF relaying protocol where the transmission is divided into two subsequent phases. We call 0 < $\tau_1$, $\tau_2$ < 1 the fraction of channel uses assigned to the two phases, with $\tau_1 + \tau_2 = 1$. The average transmit power is

$$p = \tau_1 p_1 + \tau_2 p_2 = \tau_1 p_1 + (1 - \tau_1) p_2$$

where $p_1$ and $p_2$ are the transmit powers in the first and second phase, respectively. For a given rate requirement, we can select $\tau_1, \tau_2, p_1, p_2$ to minimize $p$. As for the IRS, we assume that the DF is equipped with a single radio-frequency chain, i.e., a single-antenna. This makes the two technologies comparable in terms of complexity. The benefit of having multiple radio-frequency chains at the DF will be investigated in Section V.

A. Signal model

Following [5], the signal received at the DF with EMI is

$$y_1 = h_{\text{sr}} \sqrt{\beta s} + n + w_1$$

where $n \sim \mathcal{N}_C(0, \sigma^2)$ is the thermal noise at the DF relay and $n \sim \mathcal{N}_C(0, \sigma_{\text{emi}}^2)$ is the EMI with the same variance as earlier. In the second phase, the signal received at the destination is

$$y_2 = h_{\text{rd}} \sqrt{\beta s} + w_2$$

where $w_2 \sim \mathcal{N}_C(0, \sigma^2)$ is the thermal noise at the destination. The achievable rate is

$$R_{\text{DF}} = \min \{ \tau_1 \log_2 (1 + p_1 \alpha_1), \tau_2 \log_2 (1 + p_2 \alpha_2) \}$$

where $\alpha_1 = \frac{\beta_{\text{sr}}}{\sigma_{\text{emi}}^2 + \sigma^2}$ and $\alpha_2 = \frac{\beta_{\text{sr}}}{\sigma_{\text{emi}}^2 + \sigma^2}$ are the effective channel gains in the first and second phase, respectively.

B. Performance analysis

In the simplest case of repetition-coded relaying (i.e., $\tau_1 = \tau_2 = 1/2$), the maximum achievable rate is [5] Eq. (14)

$$R_{\text{DF}} = \frac{1}{2} \log_2 \left( 1 + \frac{2p_1 \beta_{\text{sr}} \alpha_1}{\beta_{\text{sr}} \sigma^2 + \beta_{\text{rd}} (\sigma_{\text{emi}}^2 + \sigma^2)} \right)$$

and is obtained by setting $p_1 \alpha_1 = p_2 \alpha_2$ under the constraint $p = \frac{p_1 + p_2}{2}$, which follows from [9] for $\tau_1 = \tau_2 = 1/2$.

**Corollary 1** ([5]). To achieve a particular rate $\bar{R}$ in the presence of EMI, the repetition-coded DF relaying requires the power

$$p = \left( 2^{2\bar{R}} - 1 \right) \frac{\beta_{\text{sr}} \sigma^2 + \beta_{\text{rd}} (\sigma_{\text{emi}}^2 + \sigma^2)}{2\beta_{\text{sr}} \beta_{\text{rd}} \beta_{\text{sr}}}.$$  

A lower transmit power can be achieved by tuning $\tau_1$ (or, equivalently, $\tau_2$ since $\tau_2 + \tau_1 = 1$) and $\{p_1, p_2\}$ according to the propagation conditions. From [6], this requires to solve the following optimization problem:

$$\min_{\tau_1, p_1, p_2} \{ \tau_1 \log_2 (1 + p_1 \alpha_1), \tau_2 \log_2 (1 + p_2 \alpha_2) \} \quad \text{s.t.} \quad R_{\text{DF}} \geq \bar{R}. \tag{12}$$

The solution to (12) is obtained by Algorithm 1. The outer while-loop performs a bisection search for the minimum power $p$. At each iteration $n$, the inner stage performs an exhaustive search to solve

$$\max_{\tau_1, p_1, p_2} \{ \tau_1 \log_2 (1 + p_1 \alpha_1), \tau_2 \log_2 (1 + p_2 \alpha_2) \} \quad \text{s.t.} \quad \tau_1 p_1 + (1 - \tau_1)p_2 \leq p[n]$$

which returns the maximum achievable rate $R_{\text{DF}}^\ast(p[n])$ for a total budget power given by $p[n]$.
We consider the setup depicted in Fig. 2 where the frequency is set at $f = 3$ GHz, corresponding to $\lambda = 0.1$ m. The shadow fading is neglected to obtain a reproducible deterministic channel. The bandwidth is $B = 10$ MHz while the noise power is $\sigma^2 = -94$ dBm. The antenna gains are set at 5 dBi for what concerns the IRS/DF side, while the source and destination have isotropic antennas with gain 0 dBi.

Comparisons are made in terms of transmit power required to achieve an information rate of $R = 6$ bit/s/Hz. The analysis focuses on two cases: without and with optimization against EMI. In former case, the transmit power with the IRS is obtained from (5) with $\phi_n = -\arg([h_{df}]_n, [h_{is}])_n$, while it is computed according to (11) with DF. In the latter case, the IRS is optimized according to the iterative algorithm in [7] and then used to compute (5), while Algorithm 1 is used for the optimization of the DF relay. To proceed further, we define

$$\rho = \frac{\sigma^2_{emi}}{\sigma^2}$$

as the ratio between the variances of EMI and thermal noise.

**Algorithm 1:** Bisection algorithm for solving (13).

**Input:** $R$, $\alpha_1$, $\alpha_2$, $\epsilon$

**Output:** $\bar{R}, p_1, p_2$

/* Initialization */
$p^{lower} \leftarrow 0$, $p^{upper} \leftarrow 10^5$, $\epsilon \leftarrow 10^{-6}$

Solve (12) to obtain $R^*_{DF}(p^{lower})$ and $R^*_{DF}(p^{upper})$

/* Bisection method */
do

$p_{[n]} \leftarrow \frac{\rho^{lower} + p^{upper}}{2}$

Compute $R^*_{DF}(p_{[n]})$ by solving (12)

if $(R^*_{DF}(p_{[n]}) - \bar{R})(R^*_{DF}(p^{upper}) - \bar{R}) \leq 0$ then

$p^{lower} \leftarrow p_{[n]}$

Compute $R^*_{DF}(p^{lower})$ by solving (12)

else

$p^{upper} \leftarrow p_{[n]}$

Compute $R^*_{DF}(p^{upper})$ by solving (12)

while $(R^*_{DF}(p_{[n]}) - \bar{R})/\bar{R} \geq \epsilon$

Fig. 2. System setup with the source, destination and IRS/DF placed in the $xy$-plane.

IV. NUMERICAL COMPARISONS

We will now compare two different technologies numerically. We consider the setup depicted in Fig. 2 where the coordinates of the elements are: Source = [0, 0, 0] m; IRS/DF = [60, 10, 0] m and Destination = [d, 0, 0] m.

We model the channel gain according to the 3GPP Urban Micro (UMi) from [9] Table B.1.2.1-1 and the carrier frequency is set at 3 GHz, corresponding to $\lambda = 0.1$ m. The shadow fading is neglected to obtain a reproducible deterministic channel. The bandwidth is $B = 10$ MHz while the noise power is $\sigma^2 = -94$ dBm. The antenna gains are set at 5 dBi for what concerns the IRS/DF side, while the source and destination have isotropic antennas with gain 0 dBi.

Comparisons are made in terms of transmit power required to achieve an information rate of $R = 6$ bit/s/Hz. The analysis focuses on two cases: without and with optimization against EMI. In former case, the transmit power with the IRS is obtained from (5) with $\phi_n = -\arg([h_{df}]_n, [h_{is}])_n$, while it is computed according to (11) with DF. In the latter case, the IRS is optimized according to the iterative algorithm in [7] and then used to compute (5), while Algorithm 1 is used for the optimization of the DF relay. To proceed further, we define

$$\rho = \frac{\sigma^2_{emi}}{\sigma^2}$$

as the ratio between the variances of EMI and thermal noise.

Fig. 4 plots the required transmit power (in dBm) as a function of the distance $d$. We assume isotropic EMI (i.e., $\mathbf{R} = \mathbf{R}^{iso}$) with $\rho = \sigma^2_{emi}/\sigma^2 = 25$ dB. The IRS is equipped with $N \in \{50, 75, 100\}$. The case without EMI (i.e., solid lines) is reported for comparisons.

A. Without Optimization Against EMI

Fig. 4 reports the required transmit power when $\rho = \sigma^2_{emi}/\sigma^2$ varies and $d = 60$ m. The EMI is again modelled as isotropic. In line with [5], DF performs better than an IRS with $N = 75$ in the presence of weak EMI, i.e., for values of $\rho \leq -3$ dB. However, the performance deteriorates quickly for $\rho \geq -3$ dB. On the other hand, an impact on IRS-assisted communications is observed only when $\rho \geq 20$ dB.

To quantify the impact of the EMI’s spatial correlation properties, we now assume $f(\varphi, \theta)$ in (1) is of the form in [7], Eq. (18), which represents a concentration of interfering plane

![Fig. 3. Transmit power required to obtain $R = 6$ bit/s/Hz with isotropic EMI, i.e., $\mathbf{R} = \mathbf{R}^{iso}$. We assume that $\rho = \sigma^2_{emi}/\sigma^2 = 25$ dB. The IRS is equipped with $N \in \{50, 75, 100\}$. The case without EMI (i.e., solid lines) is reported for comparisons.](image-url)
waves arriving from the nominal angle pair \((\bar{\theta}, \bar{\varphi})\) with a Gaussian angular distribution. We will compare two cases:

Case 1) The nominal angles \((\bar{\theta}, \bar{\varphi})\) are the same of the source signal, i.e., \(\bar{\varphi} = \varphi_{sr}\) and \(\bar{\theta} = \theta_{sr}\).

Case 2) The nominal angles \((\bar{\theta}, \bar{\varphi})\) are the same of the destination, i.e., \(\bar{\varphi} = \varphi_{rd}\) and \(\bar{\theta} = \theta_{rd}\).

In both cases, we assume that \(\bar{\sigma}_\theta = \sigma_\varphi = 10^\circ\). Fig. 5 plots the required transmit power with an IRS in the same setup as in Fig. 3 but for two cases above. The results show that the EMI is particularly severe when it impinges from the same angular direction as the source signal (Case 1). In Case 2, the IRS configuration will reflect the EMI in another direction than towards the destination. This demonstrates how the IRS is spatially filtering the EMI and mainly the part that resembles the desired signal will affect the destination.

B. With Optimization Against EMI

We now consider the case where both the IRS and DF relay are optimized against EMI. Fig. 6 plots the transmit power in the same setup as in Fig. 3. Compared to the previous results, we see that the IRS does not benefit much from the optimization. This is in line with the observations in Fig. 4 where substantial gains are observed only when a much larger number of elements is used. The optimization of the DF relay provides more substantial benefits, but the it anyway loses its benefits compared to the IRS in the presence of EMI. This is confirmed by the results in Fig. 7 obtained in the same setting as in Fig. 3 but with EMI-aware optimization. We see that the DF relay is now better than the IRS for \(\rho \leq 5\) dB (not only for \(\rho \leq -3\) dB). However, its performance continues to degrade fast for larger values of \(\rho\).

V. HOW MANY ANTENNAS ARE NEEDED AT THE DF RELAY TO BEAT AN IRS UNDER EMI?

So far, we have considered a single-antenna relay, to match with the single RF chain that an IRS needs to select the optimal configuration [3]. Next, we consider a relay with \(M\) antennas and aim to determine how large \(M\) must be to outperform an IRS in the presence of EMI. With a slight abuse of notation, we call \(h_{sr} \in \mathbb{C}^M\) the channel vector between the BS and DF, and \(h_{rd} \in \mathbb{C}^M\) the channel vector between the DF and destination. We still assume deterministic channels. In the first phase, after applying the combining vector \(g \in \mathbb{C}^M\), the received signal at the multi-antenna DF is

\[
g^H(h_{sr}\sqrt{p_1}s + n + w_1) = g^H h_{sr} \sqrt{p_1}s + z\]

(15)

where \(z = n + w_1 \in \mathbb{C}^M \sim \mathcal{N}_c(0_M, C)\) with \(C = (\sigma^2_{emi}R + \sigma^2I_M)\). The SNR in the first phase is, thus, given by

\[
\text{SNR}_1 = p_1 \frac{|g^H h_{sr}|^2}{g^HCg} = p_1 \alpha_1
\]

(16)

where the effective channel gain in the first phase is now \(\alpha_1 = \frac{|g^H h_{sr}|^2}{g^HCg}\). The combiner \(g\) must be determined based on the available channel knowledge at the relay. If it knows only the channel \(h_{sr}\), then the optimal strategy is maximum ratio (MR) combining, which corresponds to \(g = h_{sr}\). As with the IRS, better performance can be achieved if the relay knows also the EMI statistics, i.e., knowledge of \(\sigma^2_{emi}R\). In this case, we notice that the SNR in (15) is in the form of a generalized Rayleigh quotient and thus its maximum is achieved by the minimum mean-square-error (MMSE) combiner \(g = C^{-1}h_{sr}\), which is obtained by whitening followed by MR combining.

In the second phase, the received signal is

\[
y_2 = h_{rd}^H v \sqrt{p_2}s + w_2
\]

(17)
with \( \alpha \) thermal noise. The SNR in the second phase is \( N \) bit/s/Hz in the setting of Fig. 3 with \( 6 \). By plugging the effective channel gains \( \alpha \) and \( \theta \), respectively. Once obtained, it can be used to run Algorithm 1 for optimization of the relaying parameters.

Fig. 8 plots the transmit power required by the DF relay as a function of \( M \) with MR and MMSE combining. In Fig. 8a, we consider the case of isotropic EMI while in Fig. 8b, we consider the propagation conditions of Case 2). Fig. 8a shows that MR and MMSE combining basically require the same power, which decreases as \( M \) increases. Hence, having knowledge of \( \alpha^2 \) does not provide much gain in the presence of isotropic EMI. In both cases, the DF relay needs at least \( M = 54 \) antennas to match the performance of an IRS. The performance gap is large compared to the case without EMI. From Fig. 8a, we see that the EMI is non-isotropic but impinges on the IRS from a spatial direction that is sufficiently different from that of the source (Case 2), the DF relay can effectively suppress it by MMSE combining, and thus outperform the IRS. Particularly, we see that an extra \( M = 5 \) antennas (i.e., RF chains) are sufficient with MMSE combining to beat IRS. This number increases to \( M = 20 \) with MR. In contrast to Fig. 8a, the large gap performance gap between MR and MMSE shows that, in the presence of spatially correlated EMI, having knowledge of its correlation matrix is highly valuable. We see that with \( M \geq 20 \), MMSE combining performs relatively close to the case without EMI.

VI. CONCLUSIONS

We provided a new comparison between IRS- and DF-assisted communications when EMI is present. Although the IRS aperture can capture much EMI, the many reflecting elements allow to partially mitigate its effect by means of spatial filtering; mainly the EMI impinging from the same direction as the desired signal will be reflected to the destination. On the contrary, the single-antenna DF relay is very sensitive to EMI, even if the optimal splitting of the two communication phases is considered. The analysis showed that IRS requires a much lower power to achieve a target rate. Multiple antennas (i.e., radio-frequency chains) are needed at the DF relay to be competitive against EMI. If the EMI is spatially correlated, MMSE combining can be used to effectively suppress it.
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