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1. Introduction. Let $F(X_1, \ldots, X_N)$ be a quadratic form in $N \geq 2$ variables with rational coefficients, and suppose that $F$ is isotropic over $\mathbb{Q}$. In his celebrated 1955 paper \cite{1}, J. W. S. Cassels proved that in this case there must exist a non-trivial rational zero of $F$ of small height, where the explicit bound on the height is $\ll_N H(F)^{(N-1)/2}$; here $H(F)$ stands for the height of the quadratic form $F$, to be defined below. In an addendum to the same paper Cassels demonstrated an example due to M. Kneser which shows that the exponent $(N - 1)/2$ on $H(F)$ cannot be improved. Cassels’ result has since been generalized and extended by a variety of authors to many different contexts. Notably, S. Raghavan \cite{12} has proved a similar result for quadratic and hermitian forms with coefficients over a number field, A. Prestel \cite{11} extended Cassels’ theorem to rational function fields, and A. Pfister \cite{9} proved it over algebraic function fields (see for instance \cite{5} for additional more recent bibliography).

It appears, however, that the case of hermitian forms has not been studied further since Raghavan’s paper. In this note we consider the situation of an isotropic hermitian form on a vector space over a positive-definite quaternion algebra, defined over a totally real number field, and prove that there exists a basis for this space consisting entirely of small-height zeros of our hermitian form. More precisely, our main result is as follows; height functions $h$, $H_{\text{inf}}$, and $H^{O}$, the height on $D$ with respect to an order $O$, are to be defined in Section 2 below.

Theorem 1.1. Let $D = (\alpha, \beta)_K$ be a positive-definite quaternion algebra over a totally real number field $K$, where $\alpha, \beta$ are totally negative algebraic integers in $K$. Let $O$ be an order in $D$. Let $N \geq 2$ be an integer, and let $Z \subseteq D^N$ be an $L$-dimensional right $D$-subspace, $1 \leq L \leq N$. Let $F(X, Y) \in \mathbb{Q}[X, Y]$ be a quadratic form over $L^N$. Then there exists a non-zero vector $v \in Z$ such that $F(v) = 0$ and $h(v) \leq c L^n$ for some absolute constant $c$.
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$D[X, Y]$ be a hermitian form in $2N$ variables, and assume that $F$ is isotropic on $Z$. Then there exists a basis $y_1, \ldots, y_L$ for $Z$ over $D$ such that $F(y_n) := F(y_n, y_n) = 0$ for all $1 \leq n \leq L$ and

\begin{align*}
(1) & \quad h(y_1) \leq A_K(N, L, \alpha, \beta)H_{\text{inf}}(F)^{(4L-1)/2}H^O(Z)^4,
(2) & \quad h(y_1)h(y_n) \leq A_K(N, L, \alpha, \beta)^2H_{\text{inf}}(F)^{4L-1}H^O(Z)^8,
\end{align*}

where the constant $A_K(N, L, \alpha, \beta)$ is defined in (36) below.

All notation used in Theorem 1.1 is defined in Section 2. The investigation of small-height linearly independent zeros of quadratic forms goes back to the works of H. Davenport [3], J. H. H. Chalk [2], R. Schulze-Pillot [17], H. P. Schlickewei [14], H. P. Schlickewei and W. M. Schmidt [15], and J. D. Vaaler [18], [19], among others. Our Theorem 1.1 is essentially a non-commutative analogue of a similar result by J. D. Vaaler in [19] over a number field. We use Vaaler’s result as one of the main tools in our argument. We use the height function machinery over quaternion algebras as defined by C. Liebendörfer in [6].

In Section 2 we define our notation, introduce the necessary quadratic and hermitian forms, and develop heights in both commutative and non-commutative settings. The proof of our main result, which we present in Section 4, uses comparison inequalities between heights over a quaternion algebra and heights over its ground number field, which we prove in Section 3. We believe that these comparison lemmas will be useful for future work in non-commutative Diophantine analysis with height functions. We discuss the optimality of our bounds in Remark 4.3 at the end of Section 4.

2. Heights and quadratic forms. We start with some notation. Let $K$ be a number field of degree $d$ over $\mathbb{Q}$, $O_K$ its ring of integers, $M(K)$ its set of places, $\Delta_K$ its discriminant, and let us write $\mathbb{N}$ for the norm from $K$ to $\mathbb{Q}$. For each place $v \in M(K)$ we write $K_v$ for the completion of $K$ at $v$ and let $d_v = [K_v : \mathbb{Q}_v]$ be the local degree of $K$ at $v$, so that for each $u \in M(\mathbb{Q})$,

\begin{equation}
\sum_{v \in M(K), v|u} d_v = d.
\end{equation}

For each place $v \in M(K)$ we define the absolute value $| \cdot |_v$ to be the unique absolute value on $K_v$ that extends either the usual absolute value on $\mathbb{R}$ or $\mathbb{C}$ if $v \mid \infty$, or the usual $p$-adic absolute value on $\mathbb{Q}_p$ if $v \mid p$, where $p$ is a rational prime. Then for each non-zero $a \in K$ the product formula reads

\begin{equation}
\prod_{v \in M(K)} |a|_v^{d_v} = 1.
\end{equation}
We extend absolute values to vectors by defining the local heights. Let $N \geq 1$, and for each $v \in M(K)$ define a local height $H_v$ on $K_N^v$ by

$$H_v(x) = \max_{1 \leq i \leq N} |x_i|_v,$$

and for each $v | \infty$ define another local height $\mathcal{H}_v$ on $K_N^v$ by

$$\mathcal{H}_v(x) = \left(\sum_{i=1}^{N} |x_i|_v^2\right)^{1/2}$$

for each $x \in K_N^v$. Then we define two global height functions on $K^N$:

$$(5) \quad H(x) = \prod_{v \in M(K)} H_v(x)^{d_v/d}, \quad \mathcal{H}(x) = \prod_{v | \infty} H_v(x)^{d_v/d} \times \prod_{v | \infty} \mathcal{H}_v(x)^{d_v/d}$$

for each $x \in K^N$. Notice that due to the normalizing exponent $1/d$, our global height functions are absolute, i.e. for points over $\mathbb{Q}$ their values do not depend on the field of definition. This means that if $x \in \mathbb{Q}^N$ then $H(x)$ and $\mathcal{H}(x)$ can be evaluated over any number field containing the coordinates of $x$.

We also define an inhomogeneous height function on vectors by

$$(6) \quad h(x) = H(1, x),$$

hence $h(x) \geq H(x)$ for each $x \in \mathbb{Q}^N$. In fact, the values of $H$ and $h$ are also related in the following sense: for each $x \in K^N$, there exists $a \in K$ such that $ax \in O_K^N$ and

$$(7) \quad H(x) = h(ax).$$

We will also define two different height functions on matrices. First, let $B$ be an $N \times N$ matrix with entries in $K$; then we can view $B$ as a vector in $K^{N^2}$ and write $H(B)$ to denote the height of this vector. In particular, if $B$ is a symmetric matrix, then

$$Q(X, Y) = X^tBY$$

is a symmetric bilinear form in $2N$ variables over $K$, and

$$Q(X) := Q(X, X) = X^tBX$$

is the associated quadratic form in $N$ variables. We define $H(Q)$, the height of such quadratic and bilinear forms, to be $H(B)$.

The second height we define on matrices is the same as height function on subspaces of $K^N$. Let $X = (x_1 \ldots x_L)$ be an $N \times L$ matrix of rank $L$ over $K$, $1 \leq L \leq N$. Define

$$(8) \quad \mathcal{H}(X) = \mathcal{H}(x_1 \wedge \cdots \wedge x_L).$$

For each $v | \infty$, the Cauchy–Binet formula guarantees that

$$(9) \quad \mathcal{H}_v(X) = |\det(X^*X)|_v^{1/2},$$
where $X^*$ is the complex conjugate transpose of $X$. On the other hand, $x_1 \land \cdots \land x_L$ can be identified with the vector $\Gr(X)$ of Grassmann coordinates of $X$ under the canonical embedding into $K^\binom{N}{L}$. Namely, let $\mathcal{I}$ be the collection of all subsets $I$ of $\{1, \ldots, N\}$ of cardinality $L$; then $|\mathcal{I}| = \binom{N}{L}$. For each $I \in \mathcal{I}$, write $X_I$ for the $L \times L$ submatrix of $X$ consisting of all those rows of $X$ which are indexed by $I$. Define

$$\Gr(X) = (\det(X_I))_{I \in \mathcal{I}} \in K^\binom{N}{L}.\tag{10}$$

By our remark above, $H(X) = H(\Gr(X))$. Now let $V \subseteq K^N$ be an $L$-dimensional subspace, $1 \leq L \leq N$. Choose a basis $x_1, \ldots, x_L$ for $V$ over $K$, and let $X = (x_1 \ldots x_L)$ be the corresponding $N \times L$ basis matrix. Define the height of $V$ to be

$$H(V) := H(X).$$

This height is well defined, since it does not depend on the choice of the basis for $V$: let $y_1, \ldots, y_L$ be another basis for $V$ over $K$ and $Y = (y_1 \ldots y_L)$ the corresponding $N \times L$ basis matrix; then there exists $C \in \GL_L(K)$ such that $Y = CX$, and so

$$y_1 \land \cdots \land y_L = (\det C)x_1 \land \cdots \land x_L,$$

hence, by the product formula, $H(y_1 \land \cdots \land y_L) = H(x_1 \land \cdots \land x_L)$.

It will be convenient for us to define certain field constants that we use in our inequalities. Following [18], first define, for every $v \in M(K)$,

$$r_v(L) = \begin{cases} 
\pi^{-1/2}\Gamma(L/2 + 1)^{1/L} & \text{if } v \text{ is real}, \\
(2\pi)^{-1/2}\Gamma(L + 1)^{1/2L} & \text{if } v \text{ is complex}, \\
1 & \text{if } v \nmid \infty,
\end{cases}\tag{11}$$

and let

$$C_K(L) = 2|\Delta_K|^{1/2d} \prod_{v \in M(K)} r_v(L)^{d_v/d},\tag{12}$$

for each $L \geq 1$. Finally let

$$B_K(L) = 2^{L+1}C_K(1)^2C_K(L-1)^2(L-1).\tag{13}$$

We can also extend the height machinery to the context of quaternion algebras, using the approach of [6]. Let $K$ as above be a totally real number field; then $K$ has precisely $d$ archimedean places $v_1, \ldots, v_d$, corresponding to the embeddings

$$\sigma_n : K \to K_{v_n} \cong \mathbb{R}\tag{14}$$

for all $1 \leq n \leq d$. Then for each $a \in K$, $|a|_{v_n} = |\sigma_n(a)|$, where $| \cdot |$ stands for the usual absolute value on $\mathbb{R}$. We will also write $a^{(n)}$ for the algebraic conjugate $\sigma_n(a)$ of $a \in K$ under $\sigma_n$. Let $\alpha, \beta \in O_K$ be totally negative, meaning that $\alpha^{(n)} := \sigma_n(\alpha) < 0$ and $\beta^{(n)} := \sigma_n(\beta) < 0$ for all $1 \leq n \leq d$. 

Let $D = (\alpha, \beta)_K$ be a positive-definite quaternion algebra over $K$, generated by the elements $i, j, k$ which satisfy the following relations:

\begin{align}
  i^2 &= \alpha, \quad j^2 = \beta, \quad ij = -ji = k, \quad k^2 = -\alpha \beta.
\end{align}

As a vector space, $D$ has dimension four over $K$, and $1, i, j, k$ is a basis. From now on we will fix this basis, and thus will always write each element $x \in D$ as

$$x = x(0) + x(1)i + x(2)j + x(3)k,$$

where $x(0), x(1), x(2), x(3) \in K$ are respective components of $x$, and the standard involution on $D$ is conjugation:

$$\overline{x} = x(0) - x(1)i - x(2)j - x(3)k.$$

We define trace and norm on $D$ by

$$\text{Tr}(x) = x + \overline{x} = 2x(0), \quad N(x) = x\overline{x} = x(0)^2 - \alpha x(1)^2 - \beta x(2)^2 + \alpha \beta x(3)^2.$$

The algebra $D$ is said to be positive-definite because the norm $N(x)$ is given by a positive-definite quadratic form. In fact, since the norm form $N(x)$ is positive-definite, $D_{v_n} := D \otimes_K K_{v_n}$ is isomorphic to the real quaternion $\mathbb{H} = \mathbb{R} + \mathbb{R}i + \mathbb{R}j + \mathbb{R}k$ for each $1 \leq n \leq d$. Hence each embedding $\sigma_n$ of $K$, $1 \leq n \leq d$, induces an embedding $\sigma_n : D \rightarrow D_{v_n}$, given by

$$\sigma_n(x) = x(0)^{(n)} + x(1)^{(n)}i + x(2)^{(n)}j + x(3)^{(n)}k.$$

From now on we will write $x^{(n)}$ for $\sigma_n(x)$. Then the local norm at each archimedean place is also a positive-definite quadratic form over the respective real completion $K_{v_n}$:

$$N^{(n)}(x) = x^{(n)}\overline{x}^{(n)}$$

$$= (x(0)^{(n)})^2 - \alpha^{(n)}(x(1)^{(n)})^2 - \beta^{(n)}(x(2)^{(n)})^2 + \alpha^{(n)}\beta^{(n)}(x(3)^{(n)})^2$$

for each $1 \leq n \leq d$. We now have archimedean absolute values on $D$, corresponding to the infinite places $v_1, \ldots, v_d$ of $K$: for each $x \in D$, define

$$|x|_{v_n} = \sqrt{N^{(n)}(x)}$$

for every $1 \leq n \leq d$. It will be convenient to define

\begin{align}
  s_{v_n}(\alpha, \beta) &= \max\{1, |\alpha|_{v_n}, |\beta|_{v_n}, |\alpha \beta|_{v_n}\}^{1/2}, \\
  t_{v_n}(\alpha, \beta) &= \min\{1, |\alpha|_{v_n}, |\beta|_{v_n}, |\alpha \beta|_{v_n}\}^{1/2}
\end{align}

for each $1 \leq n \leq d$, and also let

\begin{align}
  s(\alpha, \beta) &= \prod_{n=1}^{d} s_{v_n}(\alpha, \beta), \quad t(\alpha, \beta) = \prod_{n=1}^{d} t_{v_n}(\alpha, \beta).
\end{align}
Since local norm forms are positive-definite, we immediately have the following inequalities:

\[(18) \quad t_v(\alpha, \beta) \max_{0 \leq m \leq 3} |x(m)|_{v_n} \leq |x|_{v_n} \leq 2s_v(\alpha, \beta) \max_{0 \leq m \leq 3} |x(m)|_{v_n}.\]

Now, generalizing notation of [6], we can define an infinite homogeneous height on $D^N$ by

\[(19) \quad H_{\text{inf}}(x) = \left( \prod_{n=1}^{d} \max_{1 \leq l \leq N} |x_l|_{v_n} \right)^{1/d},\]

and define an infinite inhomogeneous height on $D^N$ by

\[(20) \quad h_{\text{inf}}(x) = H_{\text{inf}}(1, x)\]

for every $x \in D^N$. Clearly, $H_{\text{inf}}(x) \leq h_{\text{inf}}(x)$. The infinite height takes into account the contributions at the archimedean places. As in [6], we also define its counterpart, the finite height. Let us once and for all fix an order $O$ in $D$; our definition will be with respect to the order $O$, and this height will be denoted by $H_{\text{fin}}^O$. Specifically, for each $x \in O^N$, let

\[(21) \quad H_{\text{fin}}^O(x) = [O : Ox_1 + \cdots + Ox_N]^{-1/4d}.\]

This is well defined, since $Ox_1 + \cdots + Ox_N$ is a left submodule of $O$. Now we can define the global homogeneous height on $O^N$ by

\[(22) \quad H^O(x) = H_{\text{inf}}(x)H_{\text{fin}}^O(x),\]

and the global inhomogeneous height by

\[(23) \quad h(x) := H_{\text{inf}}(1, x)H_{\text{fin}}^O(1, x) = h_{\text{inf}}(x) \geq H^O(x),\]

since $O + Ox_1 + \cdots + Ox_N = O$. To extend this definition to $D^N$, notice that for each $x \in D^N$ there exists $a \in O_K$ such that $ax \in O^N$, and define $H^O(x)$ to be $H^O(ax)$ for any such $a$. This is well defined by the product formula, and $H^O(xt) = H^O(x)$ for all $t \in D^\times$.

We will now define height on the set of proper right $D$-subspaces of $D^N$, again following [6]. Recall that $D$ splits over $E = K(\sqrt{\alpha})$, meaning that there exists a $K$-algebra homomorphism $\rho : D \to \text{Mat}_{22}(E)$, given by

\[(24) \quad \rho(x(0) + x(1)i + x(2)j + x(3)k) = \begin{pmatrix} x(0) + x(1)\sqrt{\alpha} & x(2) + x(3)\sqrt{\alpha} \\ \beta(x(2) - x(3)\sqrt{\alpha}) & x(0) - x(1)\sqrt{\alpha} \end{pmatrix},\]

so that $\rho(D)$ spans $\text{Mat}_{22}(E)$ as an $E$-vector space (see Proposition 13.2a (p. 238) and Exercise 1 (p. 240) of [10]). This map extends naturally to matrices over $D$. Let $Z \subseteq D^N$ be an $L$-dimensional right vector subspace of $D^N$, $1 \leq L < N$. Then there exists an $(N - L) \times N$ matrix $C$ over $D$ with
left row rank $N - L$ such that $Z$ is the solution space of the linear system $CX = 0$. Define

$$H_{\text{inf}}(C) = \left( \prod_{n=1}^{d} |\det(\rho(CC^*))|_{v_n} \right)^{1/4d},$$

where $C^*$ is the conjugate transpose of $C$. The analogue of Cauchy–Binet formula works here as well (see (2.7) and (2.8) of [6], together with Corollary 1 of [7]), and so we have an alternative formula:

$$H_{\text{inf}}(C) = \left( \prod_{n=1}^{d} \sum_{C_0} |\det(\rho(C_0))|_{v_n}^2 \right)^{1/2d},$$

where the sum is taken over all $(N - L) \times (N - L)$ minors $C_0$ of $C$. Also define

$$H_{\text{fin}}^O(C) = [\mathcal{O}^{N-L} : C(\mathcal{O}^N)]^{-1/4d},$$

where $C$ is viewed as a linear map $\mathcal{O}^N \rightarrow \mathcal{O}^{N-L}$. Then we can define

$$H^O(Z) = H^O(C) := H_{\text{inf}}(C) H_{\text{fin}}^O(C).$$

This definition does not depend on the specific choice of such matrix $C$. By the duality principle proved in [8],

$$H^O(Z) = H^O(Z^\perp),$$

where $Z^\perp = \{ y \in D^N : x^*y = 0 \ \forall x \in Z \}$. This means that if $x_1, \ldots, x_L$ is a basis for $Z$ over $D$ and $X = (x_1 \ldots x_L)$ is the corresponding basis matrix, then

$$H^O(Z) = H^O(X) := \left( [\mathcal{O}^L : X^t(\mathcal{O}^N)]^{-1} \prod_{n=1}^{d} |\det(\rho(X^tX))|_{v_n} \right)^{1/4d},$$

which is completely analogous to the definition of the height $H^O(C)$ in (28); here $X^t$ is viewed as a linear map $\mathcal{O}^N \rightarrow \mathcal{O}^{N-L}$.

It will also be convenient to define a map $[ ] : D \rightarrow K^4$, given by $[x] = (x(0), x(1), x(2), x(3))$ for each $x = x(0) + x(1)i + x(2)j + x(3)k \in D$. This map obviously extends to $[ ] : D^N \rightarrow K^{4N}$, given by $[x] = ([x_1], \ldots, [x_N])$ for each $x = (x_1, \ldots, x_N) \in D^N$. Clearly, this is a bijection; in fact, it is an isomorphism of $K$-vector spaces, and we will write $[ ]^{-1}$ for its inverse.

By analogy with heights over $D$, we will also write

$$H_{\text{inf}}(x) = \prod_{v|\infty} H_v(x)^{d_v/d}, \quad H_{\text{fin}}(x) = \prod_{v|\infty} H_v(x)^{d_v/d}$$
for every $x \in K^N$. Then by Lemma 2.1 of [6], for every $x \in O_K^N$ we have
\begin{equation}
H_{\text{fin}}(x) = [O_K : O_K x_1 + \cdots + O_K x_N]^{-1/d}.
\end{equation}
Also, if $V$ is an $L$-dimensional subspace of $K^N$ and $C$ is any $(N - L) \times N$
matrix over $O_K$ of rank $1 \leq L < N$, viewed as a linear map $O_K^N \to O_K^{N-L}$,
such that $V = \{x \in K^N : Cx = 0\}$, let us write
\begin{equation}
H_{\text{inf}}(C) = \prod_{v \mid \infty} \mathcal{H}_v(C)^{d_v/d}, \quad H_{\text{fin}}(C) = \prod_{v \mid \infty} H_v(C)^{d_v/d},
\end{equation}
and then by Lemma 2.1 and Proposition 2.4 of [6], we have
\begin{equation}
H_{\text{fin}}(C) = [O_K^{N-L} : C(O_K^N)]^{-1/d}.
\end{equation}
This means that the definitions over $K$ and over $D$ are really analogous.

Now let $F(X, Y) \in D[X, Y]$ be a hermitian form in $2N$ variables with
coefficients in $D$, so that $F(ax, y) = a F(x, y)$ and $F(y, x) = \bar{F}(x, y)$
for each $a \in D$ and $x, y \in D^N$. We also write $F(X)$ for $F(X, X)$; then $F(x)$
$\in K$ for any $x \in D^N$. Let us also write $F = (f_{ml})$ for the $N \times N$ coefficient
matrix of $F$; then $f_{ml} = \bar{f}_{lm}$ for any $1 \leq l, m \leq N$, and $F(X, Y) = X^T Y$. Just as for
quadratic and bilinear forms over $K$, we will talk about the height
of the hermitian form $F$ over $D$, where by $H^O(F)$ (respectively, $H_{\text{inf}}(F)$,
$H_{\text{fin}}(F)$) we will always mean $H^O(\mathbb{F})$ (respectively, $H_{\text{inf}}(\mathbb{F})$, $H_{\text{fin}}(\mathbb{F})$),
viewing $\mathbb{F}$ as a vector in $D^{N^2}$. We define the corresponding bilinear form $B$
over $K$ by taking the trace of $F$, i.e. $B([X], [Y]) = \text{Tr}(F(X, Y))$; then the
associated quadratic form
\begin{equation}
Q([X]) := B([X], [X])
\end{equation}
in $4N$ variables over $K$ is equal to $2F(X)$. Therefore $F(x) = 0$ for some
$x \in D^N$ if and only if $Q([x]) = 0$. Write $\mathbb{B}$ for the $4N \times 4N$ symmetric
matrix of $B$ over $K$; then each entry of $\mathbb{F}$ corresponds to a $4 \times 4$ block in $\mathbb{B}$.
Specifically, if $f_{ml} = f_{ml}(0) + f_{ml}(1)i + f_{ml}(2)j + f_{ml}(3)k \in D$, then the
corresponding block in $\mathbb{B}$ is of the form
\begin{equation}
\mathbb{B}(f_{ml}) := \begin{pmatrix}
2f_{ml}(0) & 2\alpha f_{ml}(1) & 2\beta f_{ml}(2) & -2\alpha \beta f_{ml}(3) \\
-2\alpha f_{ml}(1) & -2\alpha f_{ml}(0) & -2\alpha \beta f_{ml}(3) & 2\alpha \beta f_{ml}(2) \\
-2\beta f_{ml}(2) & 2\alpha \beta f_{ml}(3) & -2\beta f_{ml}(0) & -2\alpha \beta f_{ml}(1) \\
2\alpha \beta f_{ml}(3) & -2\alpha \beta f_{ml}(2) & 2\alpha \beta f_{ml}(1) & 2\alpha \beta f_{ml}(0)
\end{pmatrix},
\end{equation}
so $\mathbb{B} = (\mathbb{B}(f_{ml}))_{1 \leq m, l \leq N}$, and $Q(z) = z^T \mathbb{B} z$ for each $z \in K^{4N}$. As defined
before, we will write $H(Q)$ (respectively, $H_{\text{inf}}(Q)$, $H_{\text{fin}}(Q)$) for $H(\mathbb{B})$
(respectively, $H_{\text{inf}}(\mathbb{B})$, $H_{\text{fin}}(\mathbb{B})$), viewed as a vector in $K^{16N^2}$.

Finally, we define the constant that appears in the upper bounds of our
main result, Theorem 1.1 Let $\Delta_O$ be the discriminant of the order $O$, which
is the ideal in $O_K$ generated by all the elements of the form
\[ \det(\text{Tr}(\omega_h\omega_n))_{0 \leq h, n \leq 3} \in O_K, \]
where $\omega_0, \ldots, \omega_3$ are in $O$, and let
\[ M(O) := \max \left\{ \frac{\mathbb{N}(\Delta)}{\mathbb{N}(4\alpha\beta)}, \frac{\mathbb{N}(4\alpha\beta)}{\mathbb{N}(\Delta)} \right\}, \]
where $\mathbb{N}$ stands for the norm from $K$ to $\mathbb{Q}$. Then define
\[ A_K(N, L, \alpha, \beta) = 2^{(20L-3)/2}N^{4L-1}\sqrt{B_K(4L)M(O)^{4(N-L)}} \left( \frac{s(\alpha, \beta)^{4L}}{t(\alpha, \beta)^{(4L-1)/2}} \right), \]
where the field constant $B_K(L)$ is defined in (13), $M(O)$ is as in (35), and $s(\alpha, \beta), t(\alpha, \beta)$ are defined in (17). We are now ready to proceed.

3. Height comparison lemmas. In this section we will derive some inequalities between heights over $K$ and over $D$, which we later use to prove our main result. We start with the following simple lemma.

**Lemma 3.1.** For each $x \in O_N$,
\[ t(\alpha, \beta)H(x) \leq h_{\inf}(x) = h(x) \leq 2s(\alpha, \beta)h(x). \]

**Proof.** For each $v | \infty$, (18) implies that
\[ t_v(\alpha, \beta)H_v(x) \leq \max_{1 \leq l \leq N} |x_l|_v \leq 2s_v(\alpha, \beta)H_v(x), \]
and $h_{\inf}(x) = h(x)$ by (23). \qed

Similarly, we can obtain inequalities between height of a hermitian form over $D$ and its associated trace form.

**Lemma 3.2.** Let $F$ be a hermitian form over $D$ and let $Q$ be its associated trace form over $K$, as in (33). Then
\[ \frac{t(\alpha, \beta)}{2s(\alpha, \beta)^2}H(Q) \leq H_{\inf}(F), \]
\[ H^O(F) \leq 2^{(d+1)/d}s(\alpha, \beta)\mathbb{N}(\alpha\beta)^{1/d}M(O)H(Q), \]
where $\mathbb{N}$ stands for the norm on $K$, and
\[ \mathcal{N}(O) = \min\{|\mathbb{N}(\gamma)|^{1/d} : \gamma \in O_K \text{ is such that } \gamma i, \gamma j, \gamma k \in O\}. \]

**Proof.** As in Section 2 above, let $F = (f_{ml})$ be the $N \times N$ coefficient matrix of $F$. There exists $a \in O_K$ such that simultaneously all the entries of the matrix $aF$ are in $O$ and all the entries of the matrix $aB$ of the corresponding bilinear trace form of $aF$ as defined in Section 2 are in $O_K$. Notice that $H^O(aF) = H^O(F)$ and $H(aB) = H(B)$ by the product formula. Hence we may assume without loss of generality that all entries of $F$ are in $O$ and
all entries of $\mathbb{B}$ are in $O_K$. Now for any $1 \leq m, l \leq N$ and $v \in M(K)$ such that $v \mid \infty$,
\[
H_v(\mathbb{B}(f_{ml})) \leq 2s_v(\alpha, \beta)^2 \max_{0 \leq k \leq 3} |f_{ml}(k)|_v
\]
\[
\leq \frac{2s_v(\alpha, \beta)^2}{t_v(\alpha, \beta)} |f_{ml}|_v \leq \frac{4s_v(\alpha, \beta)^3}{t_v(\alpha, \beta)} H_v(\mathbb{B}(f_{ml})),
\]
by (18), and so
\[
\frac{t_v(\alpha, \beta)}{2s_v(\alpha, \beta)^2} H_v(\mathbb{B}) \leq \max_{1 \leq m, l \leq N} |f_{ml}|_v \leq 2s_v(\alpha, \beta)H_v(\mathbb{B}),
\]
meaning that
\[
(40) \quad \frac{t(\alpha, \beta)}{2s(\alpha, \beta)^2} H_{\text{inf}}(Q) \leq H_{\text{inf}}(F) \leq 2s(\alpha, \beta)H_{\text{inf}}(Q).
\]
There exists $\gamma \in O_K$ such that $\gamma_i, \gamma_j, \gamma_k \in \mathcal{O}$. Out of all such elements $\gamma$ let us pick the one with the minimal norm $|\mathcal{N}(\gamma)|$. Notice that
\[
H_{\text{inf}}(\gamma F) = |\mathcal{N}(\gamma)|^{1/d} H_{\text{inf}}(F) = \mathcal{M}(\mathcal{O}) H_{\text{fin}}(F),
\]
where $\mathcal{M}(\mathcal{O})$ is as in (39), and so (40) becomes
\[
(41) \quad \frac{t(\alpha, \beta)}{2s(\alpha, \beta)^2} H_{\text{inf}}(Q) \leq H_{\text{inf}}(F) = \mathcal{M}(\mathcal{O})^{-1} H_{\text{inf}}(\gamma F) \leq 2s(\alpha, \beta)H_{\text{inf}}(Q).
\]
Now we need to obtain a similar inequality for the finite heights. For each $1 \leq m, l \leq N$, write $\mathbb{B}(f_{ml})_{n,h}$ for the $nh$-th entry of the $4 \times 4$ matrix $\mathbb{B}(f_{ml})$, $0 \leq n, h \leq 3$. Then, by (31) we have
\[
(42) \quad H_{\text{fin}}(\mathbb{B}) = \left[ O_K : \sum_{m,l=1}^N \sum_{n,h=0}^3 O_K \mathbb{B}(f_{ml})_{n,h} \right]^{-1/d} \leq 1.
\]
On the other hand, define $\mathcal{O}\gamma(F)_{m,l} := \mathcal{O}\gamma f_{ml}(0) + \mathcal{O}\gamma f_{ml}(1) + \mathcal{O}\gamma f_{ml}(2) + \mathcal{O}\gamma f_{ml}(3)$ for each $1 \leq m, l \leq N$, then we obtain
\[
(43) \quad H_{\text{fin}}^\mathcal{O}(\gamma F)
\]
\[
= \left[ \mathcal{O} : \sum_{m,l=1}^N \mathcal{O}\gamma f_{ml} \right]^{-1/4d} \leq \left[ \mathcal{O} : \sum_{m,l=1}^N \mathcal{O}\gamma(F)_{m,l} \right]^{-1/4d}
\]
\[
\leq \left[ \mathcal{O} : \sum_{m,l=1}^N \sum_{h=0}^3 \mathcal{O} f_{ml}(h) \right]^{-1/4d} = \left[ O_K : \sum_{m,l=1}^N \sum_{h=0}^3 O_K f_{ml}(h) \right]^{-1/d}
\]
\[
\leq (2\mathcal{N}(\alpha, \beta))^{1/d} \left[ O_K : \sum_{m,l=1}^N \sum_{n,h=0}^3 O_K \mathbb{B}(f_{ml})_{n,h} \right]^{-1/d}
\]
\[
= (2\mathcal{N}(\alpha, \beta))^{1/d} H_{\text{fin}}(\mathbb{B}),
\]
where the identity in the third line of (43) follows by (2.23) of [6]. Now observe that $H^O(F) = H^O(\gamma F)$ by the product formula, and so (38) follows by combining (41), (42), and (43).

**Remark 3.1.** Notice that (42) cannot be replaced with an inequality of the form $H_{\text{fin}}(B) \ll H_{\text{fin}}^O(F)$, which means that $H_{\text{inf}}^O(F)$ in the upper bound of the first inequality of (38) cannot be replaced with $H^O(F)$. Consider the following example. Let $D = (\mathbb{Q}^{1,1})$, and let $O$ be the order spanned by $(1 + i + j + k)/2, i, j, k$ over $\mathbb{Z}$. Let $n \in \mathbb{Z}$, and let $F$ be the hermitian form over $D$ given by the matrix

$$\begin{pmatrix}
0 & i + nj \\
-\overline{i - nj} & 0
\end{pmatrix}.$$

Then

$$H_{\text{fin}}^O(F) = [O : O(i + nj)]^{-1/4} = (N(i + nj)^2)^{-1/4} = (1 + n^2)^{-1/2}.$$

On the other hand, $B(f_{11})$ is the $4 \times 4$ zero matrix, while

$$B(f_{12}) = \begin{pmatrix}
0 & -2 & -2n & 0 \\
2 & 0 & 0 & 2n \\
2n & 0 & 0 & -2 \\
0 & -2n & 2 & 0
\end{pmatrix},$$

and so

$$H_{\text{fin}}(B) = [\mathbb{Z} : 2\mathbb{Z} + 2n\mathbb{Z}]^{-1} = 1/2.$$

Since the integer $n$ can be arbitrarily large, it is clear that we cannot have $H_{\text{fin}}(B) \ll H_{\text{fin}}^O(F)$ in this case.

In the next lemma we will compare the heights of a $D$-subspace of $D^N$ with respect to two different orders, $O_1$ and $O_2$ in $D$.

**Lemma 3.3.** Let $O_1$ and $O_2$ be two orders in $D$, and let $Z \subseteq D^N$ be an $L$-dimensional right vector $D$-subspace of $D^N$, $1 \leq L \leq N$. Then

$$M^{-(N-L)}H^{O_1}(Z) \leq H^{O_2}(Z) \leq M^{N-L}H^{O_1}(Z),$$

where

$$M = M(O_1, O_2) := \max\{N(\Delta_{O_1} \Delta_{O_2}^{-1})^{1/2}, N(\Delta_{O_2} \Delta_{O_1}^{-1})^{1/2}\}.$$

**Proof.** Let $C$ be an $(N - L) \times N$ matrix over $D$ with left row rank $N - L$ such that $Z$ is the solution space of the linear system $CX = 0$; then we can view $C$ as a linear map $D^N \to D^{N-L}$ and

$$H_{\text{fin}}^{O_1}(C) = [O_1^{N-L} : C(O_1^N)]^{-1/4d}, \quad H_{\text{fin}}^{O_2}(C) = [O_2^{N-L} : C(O_2^N)]^{-1/4d}.$$

Let $\mathfrak{U}_1$ be the order ideal of the pair $O_1, O_2$, which is the product of the invariant factors of $O_2$ in $O_1$ (see for instance p. 49 of [13]). Then $\mathfrak{U}_1$ is
a fractional ideal of \( O_K \) generated by all the elements of the form \( \det(\phi) \) as \( \phi \) runs through all \( K \)-linear maps sending \( O_1 \) into \( O_2 \). In an analogous manner, let \( \mathfrak{U}_2 \) be the order ideal of the pair \( O_2, O_1 \). Then (46) implies that

\[
H_{\text{fin}}^{O_1}(C) \leq N(\mathfrak{U}_1)^{N-L} H_{\text{fin}}^{O_2}(C), \quad H_{\text{fin}}^{O_2}(C) \leq N(\mathfrak{U}_2)^{N-L} H_{\text{fin}}^{O_1}(C).
\]

By definition of \( \mathfrak{U}_1 \) and \( \mathfrak{U}_2 \), it is easy to see that

\[
\Delta_{O_2} = \mathfrak{U}_2^2 \Delta_{O_1}, \quad \Delta_{O_1} = \mathfrak{U}_1^2 \Delta_{O_2},
\]

and so

\[
N(\mathfrak{U}_1) = N(\Delta_{O_2} \Delta_{O_1}^{-1})^{1/2}, \quad N(\mathfrak{U}_2) = N(\Delta_{O_1} \Delta_{O_2}^{-1})^{1/2}.
\]

Combining (47) with (48) finishes the proof. ■

Remark 3.2. Notice that if \( O_1 = O_2 \), then \( \mathcal{M} = 1 \), and so there is equality throughout in (44). In fact, given any two orders \( O_1 \) and \( O_2 \) in \( D \), the existence of constants \( C_1, C_2 \) depending on \( O_1, O_2, N, L \) such that

\[
C_1 H^{O_1}(Z) \leq H^{O_2}(Z) \leq C_2 H^{O_1}(Z)
\]

for an \( L \)-dimensional right vector \( D \)-subspace \( Z \) of \( D^N \) was observed by Daniel Bertrand, and is discussed on p. 116 of [6].

We will apply Lemma 3.3 in the particular situation when \( O_1 \) is the order \( O \) we picked in Section 2 and \( O_2 \) is the order \( O_D \) defined by

\[
O_D = \sum_{n=0}^{3} O_K \eta_n, \quad \text{where } \eta_0 = 1, \eta_1 = i, \eta_2 = j, \eta_3 = k.
\]

Lemma 3.4. Let \( Z \subseteq D^N \) be an \( L \)-dimensional right vector \( D \)-subspace of \( D^N \), \( 1 \leq L \leq N \). Then

\[
\mathcal{M}(O)^{-(N-L)} H^O(Z) \leq H^{O_D}(Z) \leq \mathcal{M}(O)^{N-L} H^O(Z),
\]

where \( \mathcal{M}(O) \) is defined in (35).

Proof. A simple computation shows that \( \Delta_{O_D} \) is generated by

\[
\det (\text{Tr}(\eta_h \eta_n))_{0 \leq h, n \leq 3} = -16\alpha^2 \beta^2,
\]

and the lemma now follows from Lemma 3.3 ■

Next we compare the height of a \( D \)-subspace of \( D^N \) with respect to \( O_D \) with the height of its image under \( \cdot \).

Lemma 3.5. Let \( Z \subseteq D^N \) be an \( L \)-dimensional right vector \( D \)-subspace of \( D^N \), \( 1 \leq L \leq N \); then \( V_Z := [Z] \subseteq K^{4N} \) is a \( 4L \)-dimensional \( K \)-subspace of \( K^{4N} \), and

\[
H(V_Z) = H^{O_D}(Z)^4,
\]

where \( O_D \) is as in (49).
Proof. Let $\sigma_1, \ldots, \sigma_d$ be the $d$ real embeddings of $K$ as in (14), and define
\begin{equation}
\Sigma = (\sigma_1, \ldots, \sigma_d) : K \to \prod_{n=1}^{d} K_{v_n} \cong \mathbb{R}^d,
\end{equation}
which extends naturally to a map from $K^N$ to $\mathbb{R}^{Nd}$. Then the composition of $\lfloor \lfloor$ with $\Sigma$ is an embedding of $D^N$ into $\mathbb{R}^{4Nd}$, and
\begin{equation}
\Lambda_Z := \Sigma([Z \cap O_D^N]) = \Sigma(V_Z \cap \mathcal{O}_K^4)
\end{equation}
is a lattice of rank $4ld$ in $\mathbb{R}^{4Nd}$, since $[O_D^N] = \mathcal{O}_K^4$. By a well-known theorem of W. M. Schmidt (see Theorem 1 on p. 435 of [16]), we can relate the determinant of $\Lambda_Z$ to the height of $V_Z$. Specifically, as was worked out in (17) of [4],
\begin{equation}
\det(\Lambda_Z) = |\Delta_K|^{L/2}H(V_Z)^d.
\end{equation}
On the other hand, C. Liebendörfer in [6] relates the determinant of $\Lambda_Z$ to the height of $Z$. Lemma 3.2 of [6] implies that
\begin{equation}
\det(\Lambda_Z) = \det(\Sigma[O_D])^L H(Z)^{4d},
\end{equation}
where a straightforward extension of Lemma 3.1 of [6] gives
\begin{equation}
\det(\Sigma[O_D]) = \sqrt{|\Delta_K|},
\end{equation}
and so
\begin{equation}
\det(\Lambda_Z) = |\Delta_K|^{L/2}H(Z)^{4d}.
\end{equation}
It should be remarked that Lemmas 3.1 and 3.2 in [6] are proved for the case when the number field $K$ is just $\mathbb{Q}$, however the extensions of these lemmas to the case when $K$ is a totally real number field are essentially word for word: we are simply viewing $O_D$ as an $O_K$-module, which itself is a $\mathbb{Z}$-module. The exponent $d$ appearing on heights in our identities (53) and (54) is just a normalization due to the fact that our heights are absolute. Now combining (53) with (54) produces (51). \hfill \blacksquare

4. Main result. We are now ready to prove Theorem 1.1.

Proof of Theorem 1.1. Let $Z \subseteq D^N$ be an $L$-dimensional right vector $D$-subspace of $D^N$, $1 \leq L \leq N$, and let $F$ be a hermitian form in $N$ variables over $D$ which is non-singular on $Z$. Then $V_Z = [Z] \subseteq K^4N$ is a $4L$-dimensional $K$-subspace of $K^4N$, and the corresponding quadratic form $Q$ is non-singular on $V_Z$.

Notice that zeros of the hermitian form $F$ in $Z$ are in bijective correspondence with zeros of the quadratic form $Q$ in $V_Z$, i.e. $F(\bm{x}) = 0$ for some $\bm{x} \in Z$ if and only if $Q([\bm{x}]) = 0$. By formula (1.4) of [19] (which is a corollary of Theorem 1 of [19]) combined with our formula (7), there exists a
basis $x_1, \ldots, x_{4L} \in O_K^{4N}$ for $V_Z$ such that $Q(x_l) = 0$ for all $1 \leq l \leq 4L$, $h(x_1) \leq h(x_l)$ and
\begin{equation}
(55) \quad h(x_1) h(x_l) \leq B_K(4L)(16N^2H(Q))^{4L-1}H(V_Z)^2
\end{equation}
for $1 \leq l \leq L$, where $B_K(L)$ is as in (13). In particular,
\begin{equation}
(56) \quad h(x_1) \leq \sqrt{B_K(4L)(16N^2H(Q))^{(4L-1)/2}}H(V_Z),
\end{equation}
which is the analogue of Cassels’ bound, and is sharp at least with respect to the exponent on $H(Q)$.

Remark 4.1. The height of the quadratic form $Q$ used by Vaaler in [19] is slightly different from ours: he uses $L_2$-norms at the archimedean places instead of the sup-norms that we use for our height $H(Q)$. To compensate for this difference, we introduce the additional constant $16N^2$ in front of $H(Q)$ in (55) and (56). Our choice of the sup-norms at the archimedean places makes comparison inequalities of Section 3 (especially Lemma 3.2) more natural and easier to work out.

To proceed with the proof, notice that $F([x_l]^{-1}) = 0$ for each $1 \leq l \leq 4L$, and there exist
\begin{equation}
1 = l_1 < l_2 < \cdots < l_L < 4L
\end{equation}
such that $[x_{l_1}]^{-1}, \ldots, [x_{l_L}]^{-1}$ is a basis for $Z$ as a right $D$-vector space; we will write $y_n = [x_{l_n}]^{-1}$ for each $1 \leq n \leq L$. Notice that in fact $y_1, \ldots, y_L \in O_D^N$. Now we need to estimate the heights of these basis vectors, for which purpose we use the height comparison lemmas from Section 3. Specifically, inequalities (1) and (2) follow from inequalities (56) and (55), respectively, after an application of the height comparison inequalities presented in Lemmas 3.1–3.5 as follows: Lemma 3.1 produces an upper bound for each $h(y_n)$ in terms of $h(x_{l_n})$; Lemma 3.2 is then used to bound $H(Q)$ from above in terms of $H_{\operatorname{inf}}(F)$; finally, using Lemma 3.5 we can express $H(V_Z)$ in terms of $H^O(Z)$, and then use Lemma 3.3 to bound $H^O(Z)$ in terms of $H^O(Z)$ for an arbitrary order $O$. Hence combining (55) and (56) with Lemmas 3.1–3.5 we obtain inequalities (1) and (2). This completes the proof.

Remark 4.2. Notice that the basis $y_1, \ldots, y_L$ for $Z$ over $D$ we constructed consists of vectors with all of their coordinates in the order $O_D$. Moreover, for any order $O'$ in $D$ there exists $b(O') \in K$ such that the new basis vectors $b(O')y_1, \ldots, b(O')y_L$ for $Z$ have all their coordinates in $O'$ while their projective heights $H^O$ stay the same as those of $y_1, \ldots, y_L$, respectively.

Remark 4.3. It is not clear to us whether the upper bounds in Theorem 1.1 are optimal or not. We should remark, however, that starting from the bounds of Theorem 1.1 and applying our height comparison lemmas,
one does retrieve a Cassels-type bound with correct exponents for the corresponding quadratic trace form over $K$ in $4N$ variables. More precisely, assume for instance that the hermitian form $F$ has all of its coefficients in $O_D$, and at least one of these coefficients is equal to 1, so $H^{O_D}_\inf(F) = 1$ and thus $H_\inf(F) = H^{O_D}_\inf(F)$. Let $y_1 \in Z$ be a non-trivial zero of $F$ guaranteed by (I); let $x_1 = [y_1] \in V_Z$ be the corresponding zero of $Q$. Then combining (I) with Lemmas 3.1–3.5, we obtain

$$H(x) \ll_{K,L,\alpha,\beta} H(Q)^{(4L-1)/2} H(V_Z).$$

If we take $Z = D^N$, and so $V_Z = K^{4N}$, then $L = N$, $H(V_Z) = 1$, and (57) becomes precisely a classical Cassels-type bound for $Q$ over $K$. Moreover, our exponent on $H_\inf(F)$ in (I) is completely analogous to the bound obtained by Raghavan for hermitian forms over number fields (see Theorem 2 and Remarks at the bottom of page 114 in [12]).
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