Quantitative Analysis of the Chromatin Proteome in Disease Reveals Remodeling Principles and Identifies High Mobility Group Protein B2 as a Regulator of Hypertrophic Growth*
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A fundamental question in biology is how genome-wide changes in gene expression are enacted in response to a finite stimulus. Recent studies have mapped changes in nucleosome localization, determined the binding preferences for individual transcription factors, and shown that the genome adopts a nonrandom structure in vivo. What remains unclear is how global changes in the proteins bound to DNA alter chromatin structure and gene expression. We have addressed this question in the mouse heart, a system in which global gene expression and massive phenotypic changes occur without cardiac cell division, making the mechanisms of chromatin remodeling centrally important. To determine factors controlling genomic plasticity, we used mass spectrometry to measure chromatin-associated proteins. We have characterized the abundance of 305 chromatin-associated proteins in normal cells and measured changes in 108 proteins that accompany the progression of heart disease. These studies were conducted on a high mass accuracy instrument and confirmed in multiple biological replicates, facilitating statistical analysis and allowing us to interrogate the data bioinformatically for modules of proteins involved in similar processes. Our studies reveal general principles for global shifts in chromatin accessibility: altered linker to core histone ratio; differing abundance of chromatin structural proteins; and reprogrammed histone post-translational modifications. Using small interfering RNA-mediated loss-of-function in isolated cells, we demonstrate that the non-histone chromatin structural protein HMGB2 (but not HMGB1) suppresses pathologic cell growth in vivo and controls a gene expression program responsible for hypertrophic cell growth. Our findings reveal the basis for alterations in chromatin structure necessary for genome-wide changes in gene expression. These studies have fundamental implications for understanding how global chromatin remodeling occurs with specificity and accuracy, demonstrating that isoform-specific alterations in chromatin structural proteins can impart these features. Molecular & Cellular Proteomics 11: 10.1074/mcp.M111.014258, 1–12, 2012.

Transcriptional regulation must be preceded by nonrandom structural reorganization of the genome, such that stimulus-specific transcriptional regulators are recruited to the correct genomic regions and excluded from the wrong ones. During mitosis, eukaryotic chromosomes adapt an ordered and stunningly reproducible three-dimensional structure. During interphase, however, and in cells that do not divide (such as adult cardiomyocytes and neurons), the structure of the genome is much less clear. Chromosome territories have been described (1) that are thought to facilitate co-localization of similarly regulated genes within the nucleus, and recent advances in chromosomal conformation capture techniques have provided exciting new insights into the global structure of the interphase genome suggesting that the structure resembles a fractal globule (2). However, changes in this structure following stimulation, and the specific proteins responsible for dynamics of genomic structure, are less well understood.

From a structural standpoint, DNA (~146–147 base pairs) is packaged around the nucleosome octamer (3), itself composed of two copies each of four core histones (H2A, H2B, H3, and H4). Previous work has described a 30-nm fiber level feature (4), and it has been shown that chromatin structural molecules such as histone H1 (5–7) and high mobility group proteins (8, 9) contribute to higher order structure and that core nucleosome histone variants (10) may alter DNA packaging. The ability of histone-modifying enzymes to alter gene expression, presumably by altering chromatin compaction, has been well studied in various cell types and disease states (11–13). These chromatin remodelers, however, are insuffi-
cient to explain global coordination of gene expression that occurs simultaneously and across distinct loci in the genome. Toward this end, several recent investigations have employed proteomic/genomic approaches to characterize large scale changes in chromatin structure in eukaryotes (14–18). Global principles for how the entire genome is structurally remodeled for gene expression changes are lacking. We reasoned that modulation of the abundance and stoichiometry of the chromatin backbone itself could be a mechanism by which the cell rapidly alters gene expression across the genome in a coordinated manner. To test this hypothesis and address the general paucity of knowledge about chromatin-bound proteins in the heart, we have carried out a fundamentally new type of analysis of chromatin remodeling, one that quantifies the constituents of the genome protein backbone at different stages of global transcriptional activation. Our mass spectrometry data reveal the itineraries of chromatin modifiers and chromatin structural proteins during the development of disease and provide a novel blueprint for chromatin-associated proteins in the heart.

EXPERIMENTAL PROCEDURES

Mouse Model of Cardiac Hypertrophy and Failure—Adult male BALB/c mice aged 8–12 weeks (Charles River Laboratories) were used for this study. All of the protocols involving animals conform to the National Institutes of Health Guide for the Care and Use of Laboratory Animals and were approved by the UCLA Animal Research Committee. The murine model of transverse aortic banding-induced cardiac hypertrophy was performed as described previously (19–21). Animals were anesthetized with 1.5–2.0% isoflurane, intubated, and ventilated with 1.5–2.0% isoflurane in 95% O2, 5% CO2. After shaving the hair from the animal, the chest was entered from the left side via the third intercostal space; the aorta was identified at the T8 region; and a venous vascular clamp (Fine Science Tools), outfitted with a band of silastic tubing at the distal edge of one of the clamps, was placed around the vessel. The internal diameter of the resulting modified clamp was that of a 27.5-gauge needle, a common diameter for aortic banding in the mouse; the clamp is of a size that does not impede pulmonary function. Once the aorta was clamped, distal blood flow was measured and quantified using a flow probe (Transonic Instruments). The chest was then closed using 6–0 prolene suture, during which negative pressure in the thorax was reestablished by removing air with a PE-50 chest tube attached to a syringe. SHAM operated mice underwent the same procedure without placement of aortic clamp.

Echocardiography—ECHO was used to determine cardiac parameters in live mice as described (20, 21), including the following indices: left ventricular size (end diastolic and end systolic dimension), wall thickness (intraventricular septum and posterior wall thickness), ventricular mass, ventricular function (ejection fraction), and blood flow. ECHO was performed on mice sedated with isoflurane vaporized (2.5% for induction, 1.0% for maintenance) in oxygen. The animal’s chest was shaved and positioned in the left lateral decubitus position for ultrasonic imaging with a Vevo 770 high resolution ECHO system equipped with a 35 MHz transducer. The short axis view (M-mode) and the long axis view (Doppler) measurements were performed, and data were stored for off-line analysis. LV chamber dimensions, VST, PWT, and LV mass index (the ratio of LV mass to body weight) were obtained from M-mode images; LV systolic function is also assessed from these measurements by calculating EF. All of the mice underwent ECHO analyses once before TAC or SHAM surgery, once a day after and then once every 5 days for the duration of the study. The animals were considered “hypertrophic” when their LV mass was greater than the mean of the control animal with no depression of LV function as measured by EF; animals were considered in “failure” when the EF was significantly decreased below the mean of the control animal. These phenotypes corresponded to roughly 2 and 4 weeks after TAC surgery in most animals. Data from mice appear in Figs. 1–3 and supplemental Figs. 1–4 and 6.

Nuclear Isolation and Fractionation—All of the buffers used for cell isolation or fractionation in this study contained the following protease, phosphatase, and deacetylase inhibitors, respectively: 0.1 mM phenylmethylsulfonyl fluoride, protease inhibitor mixture pellet (Roche Applied Science), 0.2 mM sodium orthovanadate, 0.1 mM sodium fluoride, and 10 mM sodium butyrate.

Cardiac nuclei were isolated as previously described (22). Briefly, hearts were excised, washed in PBS, minced with scissors, and processed in a glass Dounce homogenizer in buffer containing 10 mM Tris (pH 7.4), 250 mM sucrose, 1 mM EDTA, 0.15% Nonidet P-40. After homogenization the suspension was passed through a 100-μm nylon strainer (BD Falcon, number 352360) to remove any large insoluble material. Subcellular fractionation was carried out by centrifuging at 1,000 × g to pellet crude nuclear fraction. The crude nuclear pellet was resuspended in homogenization buffer, layered on a 2 M sucrose pad, and centrifuged at 7,500 × g for 5 min to isolate the enriched nuclear fraction. All of the steps were carried out at 4 °C. The initial relative purity of the nuclei fraction was evaluated via Western blotting for compartment specific proteins and compared with unfractionated cells from the heart (whole heart lysate) using antibodies to histone H3 and GAPDH. Whole heart lysate (whole heart lysate) was made by homogenizing the entire heart in 20 mM Tris (pH 7.4), 150 mM NaCl, 1 mM EDTA, 1 mM EGTA, 1% Triton X-100, 2.5 mM sodium pyrophosphate, 1 mM β-glycerophosphate, followed by sonication and centrifugation at 13,000 rpm to remove insoluble material. We consistently achieve ≥80% enrichment of nuclei with this method as observed by electron microscopy and Western blotting analysis (22).

Purification of Cardiac Chromatin and Nucleoplasm and Acid Extraction of Nuclear Proteins—Following isolation of nuclei, further fractionation was carried out to separate nucleoplasm from chromatin as previously described (22). Briefly, isolated nuclei were resuspended in buffer (20 mM HEPES, pH 7.6, 7.5 mM MgCl2, 30 mM NaCl, 1 mM urea, 1% Nonidet P-40) to solubilize the nuclear membrane and extract soluble proteins in the nucleoplasm. After solubilization, the samples were centrifuged at 13,000 × g for 10 min to pellet the insoluble chromatin and remove the nucleoplasm fraction. The chromatin pellet was washed with PBS; solubilized in 50 mM Tris (pH 8), 10 mM EDTA, 1% SDS; sonicated to shear the DNA; and centrifuged at 13,000 × g to extract proteins (referred to as chromatin fraction). For acid extraction, isolated chromatin was treated with 400 μl of 0.4 N H2SO4 and placed on a rotator at 4 °C overnight. The samples were centrifuged at 16,000 × g to pellet acid-insoluble material. The supernatant was treated with 132 μl of TCA in a dropwise manner, inverting the tube between drops, and placed on ice for 30 min to precipitate the acid-extracted proteins. Precipitated proteins were collected by centrifuging at 16,000 × g for 15 min (4 °C). The pellet was washed twice with ice-cold acetone without disturbing the pellet and allowed to air dry. The pellet was resuspended in buffer containing 1% SDS, 50 mM Tris (pH 8), and 10 mM EDTA. Proteins extracted in this manner were examined in Figs. 1–3 and supplemental Figs. 2–4 and 6.

Isolated Myocytes—Neonatal rat ventricular myocytes (NRVMs; used in Fig. 4 and for the microarray studies in Fig. 5 and supple-
mental Fig. 5) were obtained by enzymatic dissociation from 1-day-old litters and plated in Dulbecco’s modified Eagle’s medium (Invitrogen, number 11965) containing 1% penicillin, 1% streptomycin, 1% insulin-transferrin-sodium selenite supplement, and 10% fetal bovine serum for the first 24 h, after which the cells are cultured in serum-and antibiotic-free media. NRVMs were treated with 50 nm small interfering RNA targeted to HMG1B (25 nm each Si00304696 and Si03111626; Qialegen) or HMG2B (25 nm each Si02877252 and Si02877266; Qialegen) for 72 h. Control cells were treated with 50 nm scrambled small interfering RNA (catalog number 1027280; Qialegen). Transfections were performed with Lipofectamine RNAiMax transfection reagent (Invitrogen). For cell size analysis NRVMs were fixed with 4% paraformaldehyde, incubated with rhodamine-conjugated phal-loidin (Invitrogen) to stain the actin filaments, and imaged on a Nikon Eclipse TE2000-U. The average size of treated and untreated NRVMs was quantified by measuring the area of actin staining in Photoshop (Adobe). For each condition at least 50 cells were quantified in three separate experiments. To induce hypertrophy in isolated NRVMs, the cells were treated with one of the following three hypertrophic agonists: isoproterenol (1 μM), phenylephrine (10 μM), or endothelin-1 (1 nm) for 48 h.

**Electrophoresis and Western Blotting**—The proteins were separated by standard SDS-PAGE using Laemmli buffer. The gels (12%) were stained with Oriole (Bio-Rad). For Western blotting, the proteins were transferred to nitrocellulose, membranes were blocked with milk, and protein signals were detected by enzyme-linked chemiluminescence (GE Biosciences). Ponceau staining of membranes was used to confirm transfer and protein loading. Antibodies used in this study were as follows, including sources: histone H3 (Abcam, ab1791, 1:10,000 dilution); histone H4 (Abcam, ab10158, 1:1000 dilution); SNRP70 (Abcam, ab51266, 1:400 dilution); HMG1B (Abcam, ab18256, 1:1000 dilution); HMG2B (Abcam, ab67282, 1:1000 dilution); GAPDH (Santa Cruz, sc-20357, 1:1000 dilution); histone H3-trimethylated-K9 (Abcam, ab8898, 1:500 dilution); histone H3-mono/ di/tri-methylated-K4 (Millipore, 04-791, 1:1000 dilution); histone H1.0 (Abcam, ab11079, 1:1000 dilution); histone H3-trimethylated-K4 (Abcam, ab71998, 1:500 dilution); Ruvb-like 1 (Proteintech, 10210-2-AP, 1:1000 dilution). Nuclear lysate control was made by solubilizing intact nuclei in buffer containing 1% SDS, 50 mM Tris (pH 8), and 10 mM EDTA followed by centrifugation at 13,000 rpm to remove insoluble material. HeLa lysate control was made by solubilizing HeLa cells, isolated by scraping cells from culture dishes, in 20 mM Tris (pH 7.4), 150 mM NaCl, 1 mM EDTA, 1 mM EGTA, 1% Triton X-100, 2.5 mM sodium pyrophosphate, 1 mM β-glycerophosphate. The homogenate was then sonicated three times for 5 s each followed by centrifugation at 13,000 rpm to remove insoluble material.

**Enzyme Digestion**—Proteins isolated from acid extraction of chromatin were separated by SDS-PAGE. Each gel lane was cut into 25 slices (~2 mm each, labeled A–Y in supplemental Fig. 2) for protein identification by mass spectrometry. Gel plugs were dehydrated in acetonitrile and dried in a SpeedVac. The samples were reduced and alkylated with 10 μl dithiothreitol and 10 μl TCEP solution in 50 mM NH₄HCO₃ (30 min at 56 °C) and 100 mM iodoacetamide (45 min in dark), respectively. The gels were washed with 50 mM NH₄HCO₃, dehydrated with acetonitrile, and dried down in a SpeedVac. The gel pieces were then swollen in digestion buffer containing 50 mM NH₄HCO₃ and 20.0 ng/μl of trypsin (37 °C, overnight). The peptides were extracted with 0.1% TFA in 50% acetonitrile solution, dried down, and resuspended in 0.1% formic acid. For each condition (basal, hypertrophy, and failure) three biological (de novo preparation of samples from different animals) and two technical (multiple LC-MS/MS experiments on the same preparation) replicates were analyzed by mass spectrometry.

**Mass Spectrometry Analyses and Database Searching via SEQUEST**—Extracted peptides were analyzed by nano-flow LC-MS/MS on a Thermo Orbitrap with a dedicated Eksigent nanopump using a reversed phase column (75-μm inner diameter 10-cm, BioBasic C18 5-μm particle size; New Objective) and a flow rate of 200 nl/min. For peptide separation, a linear gradient was utilized from 95% Buffer A (0.1% formic acid, 2% acetonitrile) and 5% Buffer B (0.1% formic acid, 20% water in acetonitrile) to 50% Buffer A and 50% Buffer B over 60 min. The spectra were acquired in data-dependent mode with dynamic exclusion where the instrument selects the top six most abundant ions in the parent spectra for fragmentation. The data were searched against the mouse International Protein Index database (version 3.76; 57, 605 entries) using the SEQUEST algorithm (23) in the BioWorks software program version 3.3.1 SP1. The false discovery rate, which was calculated on several independent data sets within this study by reverse database searching, ranged from 1.4 to 1.7%. All of the spectra used for identification had deltaCN>0.1, consensus score ≥20 and met the following Xcorr criteria: ≥3 (+2, +3), ≥4 (+3, +4), and ≥5 (+4). Peptides with +1 charge were not used for identification of protein; however, some +1 peptides were included in quantitative measurements (following manual inspection) only in the case of histone variants (see Fig. 2 and supplemental Table 7). Searches required full tryptic cleavage, ≤3 missed cleavages and were performed with the differential modifications of carboxyamidomethylation on cysteine and methionine oxidation. Mass tolerance was 2 Da for precursor and 1 Da for product ions. All of the proteins were identified on the basis of two or more unique peptides.

**Bioinformatics and Protein Annotation**—The molecular weight, pl, and the grand average of hydropathy score were calculated by ProtParam tool provided in the SeqUllits package of Biopython (v1.50; supplemental Fig. 3F). Protein expression plots were generated as described (24). Redundancy in proteins was eliminated at the primary sequence level by manual inspection using CLUSTAL to compare the sequences in UniProt. Genome annotation (i.e. for determining from where in the genome mRNAs for the detected proteins were transcribed) was performed from the NCBI genome browser following conversion of International Protein Index to ref-seq accession numbers (supplemental Figs. 3E and 4D). Gene Ontology annotation enrichment analysis was performed using the DAVID Bioinformatics Resource (v6.7) developed by the NIAID, National Institutes of Health (Figs. 3B and 5A and supplemental Fig. 4A) (25). The Interpro and Kyoto Encyclopedia of Genes and Genomes analysis functions of DAVID were utilized to determine enrichment in protein domains and functional pathways (supplemental Figs. 4, B and C, and 5, A and B).

Mass spectrometry raw data were searched two ways in this study; by “conventional” SEQUEST searching (which generated comprehensive protein lists, reported in supplemental Tables 1 and 2, and which were used to generate Fig. 2 and supplemental Table 7) and via a quantitative analysis using the Rosetta Elucidator software (from Microsoft, which led to Figs. 1 and 3 and supplemental Figs. 3, A–D, and 4D) (26, 27). The reason for this approach was that a main component of chromatin—histones—are small molecular weight proteins that yield few peptides following enzymatic digestion and that often differ by only a few amino acids. To accurately quantify them, we sought to confirm all peptide identifications manually, which is more easily done after conventional SEQUEST search. For Elucidator analyses, peptides across the entire chromatographic run for each sample were aligned between mass spectrometry runs and between conditions (basal, hypertrophy, and failure). The peak intensity for each eluting peptide was calculated as the area under the curve. To determine protein abundance, intensity data for all peptides mapping to a protein were combined, and data from three biological and two technical (multiple LC-MS/MS experiments on the same preparation) replicates were analyzed by mass spectrometry.
technical replicates was averaged for each of the three conditions. Proteins whose intensity changed ≥2-fold between conditions with a p value ≤ 0.01 were considered to be statistically significant. To identify modules of proteins with similar expression behavior (Fig. 3), intensity values were converted to z-scores. Proteins were then clustered using a self-organizing map with x and y nodes of 3,3 and cosine correlation. Intensity data were coupled to peptide identification, which was determined using the SEQUEST algorithm using the same criteria described above. Mass tolerance was 0.5 Da for precursor and 1 Da for product ions, and all identifications were based on at least two peptides.

Quantitative Real Time PCR Analysis—Total RNA was isolated from the left ventricle of the heart (supplemental Fig. 1C) or from cultured NRVMs (Fig. 4C) using TRIzol (Invitrogen) according to the manufacturer’s protocol. Total RNA was transcribed using SuperScript first strand synthesis system for RT-PCR (Invitrogen) according to the manufacturer’s protocol to produce cDNA. cDNA transcripts were amplified on the iCycler IQ real time PCR detection system with iQ SYBR Green Supermix (Bio-Rad). Expression levels were analyzed using the iQ Optical Systems software v2.0 and normalized against GAPDH by subtracting the mean cycle number for each experimental group from the mean cycle number for GAPDH from the same group. The normalized means were then applied to the formula \((2^{(-\Delta \Delta Ct)})\) to calculate fold change. Primers used in this study are as follows: GAPDH, forward 5’-GCCATACATGTTAAGGAGG-3’ and reverse 5’-CCCTCCACATGCTCAAG-3’; HMGB2, forward 5’-AAGCGCGG-GGGCAAGATGTC-3’ and reverse 5’-TGCCCTGGAAGCTGACATGCA-3’; ANF, forward 5’-CTGATGATTTCAAGACCTGG-3’ and reverse 5’-CTCTGGGTCTTCTCACTCTGC-3’; SERCA2a, forward 5’-CTTCTC-TACAGCTAGTACATT-3’ and reverse 5’-CAAGTGAGCCGCCACG-AACCA-3’; α-MHC, forward 5’-AAAGGCTGGGAAGGAGG-3’ and reverse 5’-GCTCTGAGGCTATCTCTGAG-3’; and β-MHC, forward 5’-CTAACAGGGAGGAGCATCCA-3’ and reverse 5’-CTCTC-GACAACACTGAGAGG-3’.

Microarrays—Total RNA was isolated from cultured NRVMs after treatment with HMGB2 or scrambled small interfering RNA using TRIzol (Invitrogen) according to the manufacturer’s protocol (Figs. 4D and 5A and supplemental Table 6). RNA was analyzed for genome-wide expression analysis using an Illumina rat bead chip (National Institute of Health Ref12_V1.0_R2.11222119_A). The RatRef BeadChip contains 22,523 probes that map to 21,791 genes in the rat genome. 200 ng of each sample was processed using the Illumina specific version of the Ambion TotalPrep 96 kit (catalog number 4393543). 750 ng of biotinylated cRNA product was added to each array hybridized according to standard Illumina protocols. Washing and signal development were performed with the aid of a SciGene model 650c microarray processor (LittleDipper). Chips were scanned on an Illumina iScan confocal scanner under standard parameters. The samples were analyzed in triplicate for each treatment group, and data for each gene were averaged between the three samples. The data were subjected to background subtraction and quantile normalization. For data analyses and figure generation, the coordinates of each probe on the microarray was extracted from the annotation file provided by Illumina. The rat genome (Baylor 3.4/rn4) was used to generate Fig. 4D, with each chromosome divided into bins of 1 megabase. Only transcripts meeting a p value cutoff of 0.001 were examined and are reported.

RESULTS

Mass Spectrometric Measurements of the Chromatin Proteome—To investigate changes in chromatin-bound proteins commensurate with global changes in gene expression, adult mice were subjected to cardiac pressure overload by transverse aortic constriction (19), a model that recapitulates the human disease of heart failure (supplemental Fig. 1), which affects millions of people worldwide (28). This disease is associated with a global shift in gene expression (supplemental Fig. 1C (29)), which drives a progressive increase in cardiac mass at the cell and organ level accompanied by deterioration of cardiac function (supplemental Fig. 1B). Hearts from mice in stages of cardiac hypertrophy, failure, or basal state were excised. Chromatin was fractionated (Fig. 1A and supplemental Fig. 2) from mouse cardiac nuclei, and DNA-bound proteins were acid-extracted. As with any fractionation study of a complex tissue like the heart, complete purification of individual fractions is not possible when using a nonbiased technique like mass spectrometry for detection. Our previous work demonstrates that this method significantly enriches for histone and other chromatin-bound proteins (22), although additional studies will be required to determine what role each individual protein has in the chromatin fraction (i.e., to discriminate between true residents and contaminants). Proteins were separated by SDS-PAGE, in-gel trypsin-digested, and analyzed by quantitative mass spectrometry on an Orbi-trap instrument, and peptide spectra were examined by a combination of traditional database searching (SEQUENT), label-free quantitative analysis using the Elucidator software package (26, 27), and manual inspection (please see “Experimental Procedures” and supplemental Fig. 3).

This study includes the analysis of three biological replicates (i.e., three different animals), two technical replicates each, in the basal, hypertrophy (moderate disease), and failing heart (severe disease) conditions, resulting in the acquisition of ~5.14 million spectra from 450 LC-MS/MS runs. Aligning the multiple features of retention time, parent ion intensity, and MS/MS-confirmed sequence, this quantitative analysis allows for trends of protein abundance to be extracted from highly reproducible LC-MS/MS runs. Using this approach, combined with manual validation, we measured the association of >300 proteins with chromatin during distinct stages of heart failure in the mouse (supplemental Tables 1–4; note that only proteins detected by mass spectrometry are reported in this study). All of the peptides used for identification are listed in supplemental Table 8. The examples of histone 1.0 and histone 1.4 represent a protein with altered abundance during the development of disease contrasted with one whose abundance is stable, respectively (Fig. 1B). Progression of disease was associated with global shifts in the abundance of chromatin-associated proteins (Fig. 1, C and D). Principle component analysis of all peptide intensities from all 18 data sets after analysis of variance indicates good separation between the three experimental groups (and good agreement within them) (Fig. 1E), supports the quantitative analysis of protein abundance, and demonstrates strong reproducibility of the experimental workflow. Genes for proteins undergoing altered expression localize without bias throughout the genome (supplemental Fig. 3), suggesting genome-wide rearrangements are a prerequisite for disease. Furthermore, annotation of
these proteins reveals extensive reprogramming at the level of chromatin structure and regulation, including proteins harboring a panel of domains known to regulate transcription and to bind DNA (supplemental Fig. 4).

Alteration in Linker to Core Histone Ratio as a Mechanism for Chromatin Remodeling—The protein building block of chromatin is the histone molecule. The murine genome has 80 histone genes for which mass spectrometric evidence has been observed for at least 25, based on unequivocal peptide hits, and 54, based on combinatorial induction, highlighting the complexity of functional units available for DNA packaging and genomic structure in the heart (22). In this study, disease progression is associated with isoform-specific (i.e., different gene products) reprogramming of histone variants (Fig. 2).

Fig. 1. Proteomic measurement of chromatin-bound proteins. A, chromatin-associated proteins were isolated by acid extraction from mouse cardiac nuclei. The proteins were electrophoretically separated, digested, and analyzed by semi-quantitative label-free mass spectrometry. All of the procedures are described in greater detail under “Experimental Procedures.” B, individual peptide peaks were quantified and linked with sequence information by database searching; shown are examples of histone H1.0 (top panels; peptide YSDM(147.0355)IVAAIQAEK), which was altered with disease compared with histone H1.4 (bottom panels; peptide TSGPPVSELITK), which was unchanged (see supplemental Fig. 3 for expanded version of this data). In the left panels, the monoisotopic peptide peak from each biological and technical replicate was aligned and quantified as the area under the curve. Dotted gold lines indicate the area of integration used for intensity calculations. Intensity data from all six replicates were averaged for each condition (right panels, top and bottom). All of the peaks in the isotopic window were used for intensity calculations (see supplemental Fig. 3, A and B). Note the reproducibility in alignment and quantitation between runs. C, pair-wise analyses between basal and hypertrophy reveals remodeling of the chromatin protein backbone during disease (see supplemental Tables 1–4 for complete details and protein identity of chromatin changes during disease, including relative quantitation data; supplemental Fig. 3C shows comparison of proteins and peptides among healthy and early and late stage disease samples). The red lines indicate 2-fold change; similar trends exist at the peptide (left panel) and protein (right panel) levels. Up- and down-regulated proteins/peptides indicated in green and red, respectively, had p < 0.01. D, same as C except only peptides for the indicated proteins are shown, demonstrating good agreement between the peptides used for identification and quantification of a given protein. E, principal component analysis of all measured peptide intensities after analysis of variance reveals groupings of technical (n = 2) and biological replicates (n = 3) within basal (blue), hypertrophy (red), or failure (green) chromatin, concomitant with excellent reproducibility of expression variation between these three groups. The axes plot peptide intensities.
A histone ratio was associated with a global shift from heterochromatin (i.e., from silenced to more transcriptionally active chromatin (30, 31)), as evinced by the increase in histone mark H3K4me3 and the decrease in H3K9me3 (Fig. 2C). Although this change in linker to core histone ratio is modest (~15%; Fig. 2B), the functional impact could be profound, because it may be sufficient to affect ~15% of the coding and noncoding genome. This finding supports the concept that linker histones facilitate packaging of chromatin into higher order structures (7, 32), the local scale effects of which are represented diagrammatically in Fig. 2D.

Because these analyses are unbiased and quantitative, the opportunity exists to discover emergent properties within the data. Trend analyses reveal self-organizing modules of chromatin-bound proteins with similar behavior during disease progression (Fig. 3; see supplemental Tables 1–5, including quantitative changes during the different disease states). Unsupervised clustering of z-score transformed data (which allows for analysis across ranges of absolute abundance) in this manner allows for determination of groups of molecules (26, 27) with nonintuitive relationships that could not be revealed by annotation and would otherwise not be examined in a traditional gain/loss of function experiment (fold changes in abundance of individual proteins are reported in the supplemental Table 4). It remains unknown at what level(s) the abundance of these proteins are principally controlled (e.g., transcription, nuclear translocation, degradation, and so forth).

**Fig. 2.** Mechanisms for genome-wide chromatin remodeling: changing the core to linker histone ratio. A, global changes in gene expression with disease are associated with quantitative changes in histone families H2A, H2B, and H1 as measured by mass spectrometry. Histone H3 is absent because of extensive post-translational modification, in agreement with previous reports from other cell types (50); histone H4 has essentially only one known coding sequence. Findings were determined by spectral counting from manually validated SEQUEST results. B, ratio of linker (histone H1) to core (here, histone H4 is used based on the aforementioned rationale) histone variants exhibits significant global decrease during hypertrophy, returning to baseline during failure (left panel; data confirmed by Western blotting, see supplemental Fig. 3G). The ratio among core histones is unchanged (middle and right panels). C, the histone modifications H3K4me3 (an established activating mark (51)) and H3K9me3 (an established silencing mark (30)) were increased and decreased, respectively, serving as a readout for a global shift from hetero- to euchromatin. D, model for effects of alterations in core to linker histone ratio on local chromatin structure. A red circle indicates a chromatin structural protein, such as linker histone H1. “Loose” and “packed” local features would tend to favor global eu- or heterochromatin, respectively. IB, immunoblot.
**HMGB2 Is a Novel Regulator of Pathologic Cardiac Cell Growth**—To explore the isoform-specific roles of individual chromatin structural proteins from within modules identified in Fig. 3, small interfering RNA was used to knock down expression of two high mobility group proteins identified in our study (HMGB1 and 2) and previously implicated in chromatin structure (8, 33). Loss of HMGB2 (but not HMGB1; Fig. 4A) induced genomic structural remodeling conducive to cell growth, as measured by cell size (Fig. 4B) and some aspects of genomic reprogramming associated (20, 29) with a fetal phenotype (Fig. 4C). Although previous investigations had linked this family to cancer signaling (34, 35), this is to our knowledge the first demonstration of a functional role for HMGBs in cardiac phenotype. Microarray gene expression analyses following HMGB2 knockdown indicate that the resulting growth phenotype is the product of specific cardiac growth pathways, including hypertrophic gene up-regulation and MAPK pathway activation, among others (Fig. 5A and supplemental Fig. 5). HMGB2 appears to be important for structural inhibition of a genome-wide growth expression program, in that genes whose expression is influenced by HMGB2 knockdown are distributed with apparent randomness across the genome (Fig. 4D). Interestingly, the role these proteins play in regulating chromatin structure is very stimulus-specific, in that hypertrophic growth induced by isoproterenol and phenylephrine induces an increase in HMGB1 and a decrease in HMGB2, whereas stimulation with endothelin-1 has the antithetic effect (Fig. 5B). Biochemical evidence was observed to support distinct populations of HMGB-associated chromatin, in that different amounts of each isoform were recovered depending on the use of either detergent or low pH in the chromatin isolation buffer (supplemental Fig. 6). Lastly, de-
increased HMGB2-dependent chromatin regulation was accompanied by a shift from hetero- to euchromatin, as shown by H3K4me3, H3K9me3, and heterochromatin binding protein-1α abundance (Fig. 5C). These findings support the concept that chromatin remodeling for transcription occurs in a context-specific manner (36, 37), with different histone variants, structural proteins, and modifications specifying control of different genomic regions (38–40) (Fig. 5D).

**DISCUSSION**

Together these studies support a model in which a balance of local and global chromatin remodeling events is necessary to structurally poise all chromosomes for genome-wide changes in transcription. Evidence in support of this conjecture is the stimulus specificity of chromatin structural protein expression, the distinct localization of HMGB target genes across all chromosomes, and the alterations in HMGB protein...
expression and histone linker to core ratio in the setting of massive gene expression changes in disease. Decreased abundance (or knockdown, in the experimental setting) of chromatin structural proteins including linker histones and HMGs would tend to shift the equilibrium toward relaxed chromatin (or to the left in Fig. 2D). This hypothesis solves the problem of how an active transcription factor “finds” the right regions of the genome to bind: commensurate with transcription factor activation, global chromatin remodeling through altered linker histone/HMG abundance (Fig. 5D) shifts the equilibrium toward a more relaxed state.

**Fig. 5.** Functional impact of HMGB knockdown on gene expression and chromatin structure. A, pie charts demonstrate the processes enriched in the up- or down-regulated genes detected by microarray following HMGB2 knockdown (see supplemental Table 6 for list of genes with altered expression following HMGB2 knockdown). Additional bioinformatic analyses (supplemental Fig. 5) demonstrate enrichment of nucleotide-binding domains and many pathways implicated in cell growth and cardiac function/dysfunction in the genes under control of HMGB2. B, changes in HMGB1/2 expression at distinct times following different hypertrophic agonists in neonatal rat ventricular myocytes (these stimuli are sufficient to induce hypertrophic cell growth). C, HMGB2 knockdown induces a shift from hetero- to euchromatin, as documented by increased histone H3 K4 methylation, decreased K9 methylation, and increased abundance of heterochromatin binding protein 1α. D, representation of the local chromatin remodeling events that can orchestrate global shifts in DNA accessibility. In this model, linker histones or non-histone chromatin structural proteins (like HMGs; indicated by the red and purple circles) induce specific genomic regions (indicated with the green or blue nucleosomes) to assume a more compact structure (Fig. 2D); regions not under structural regulation by the given proteins remain unaffected (gray nucleosomes). For simplicity, only nucleosomes and chromatin structural proteins are shown; *in vivo*, nucleosome positioning (through DNA sequence, proteins interactions, and post-translational modifications) and other position-specific chromatin modifiers likely are contributory to specifying these hypothetical populations of chromatin. This model suggests that these distinct local principles are applied globally based on different expression profiles and genomic localization of linker histones and non-histone chromatin structural proteins. *IB*, immunoblot; *ET-1*, endothelin-1; *ISO*, isoproterenol; *PHE*, phenylephrine.
presentation of the interphase genome to a conformation permissive for binding of transcription factors to the appropriate regions of the genome, while simultaneously masking those regions not targeted for immediate expression. Future work will be required to demonstrate whether these principles are operative in noncardiac cell types. Likewise, additional studies will be required to test the hypothesis that three-dimensional reorganization of the cardiac genome occurs reproducibly in real time, using methods (likely microscopy-based) that capture the movements of chromosomes in the anatomical context of the cell (41). It is likely that the function of chromatin structural proteins peripheral to the nucleosome is determined by local DNA sequence and chromatin-associated proteins (and their post-translational modifications) rather than being universally activating or inhibiting of transcription across the genome.

The unsupervised clustering of chromatin protein abundance provides novel insights into the global processes that control gene expression. Whether and if so, how the proteins in the modules identified in Fig. 3 are functionally connected in the cell is an exciting area of future work. Our bioinformatic analyses by gene ontology, however, yield interesting leads: modules involved in muscle development, stress response, transcription, differentiation, development, and metabolism all suggest that chromatin-bound proteins participate in various aspects of cellular homeostasis and that many of these processes are targeted in distinct ways during disease.

In addition to controlling some genes previously associated with hypertrophic growth (ANF and SERCA; Fig. 4C), our microarray studies following knockdown indicate a role for HMGB2 in the packing and regulation of other interesting cardiac-related genes (supplemental Table 6). Among genes up-regulated when HMGB2 is knocked down (suggesting that the protein normally contributes to their silencing) are Wnt5a, a well studied morphogen with roles in cardiac development and disease (42), and Ras, a GTPase known to induce hypertrophic growth through sarcoplasmic reticulum disruption (43). Down-regulated genes following knockdown included HDACs, whose activity is inversely correlated with gene activation in the heart (44), supporting observations in the current study about a shift to more euchromatic phenotype in hypertrophy (Fig. 2C) or during HMGB2 knockdown (Fig. 5C), and the chromatin remodeling complex member PARP that, along with Brg1, contributes to reprogramming gene expression in hypertrophic cardiomyopathy (45). How these and many other interesting genomic candidates (supplemental Table 6) coordinate regulate the hypertrophic response to pressure overload and/or loss of HMGB2 will be interesting to explore in future work.

Chromatin remodeling is pervasive in cardiovascular development and disease (46, 47), although the mechanisms for genome-wide control of genomic structure remain unknown. Previous investigations have revealed key roles for histone-modifying enzymes in controlling transcriptional states (48), including in the regulation of cardiac development and disease (12, 49). Other investigators have used mass spectrometry to examine chromatin-associated proteins (14, 15, 17, 18); however the present studies provide the first quantitative blueprint of chromatin binding proteins from an endogenous source combined with unbiased analysis of the changes in chromatin structural proteins during the development of disease. Our data demonstrate global shifts in the hetero- to euchromatin balance during disease progression and implicate specific roles for individual histone and other chromatin structural proteins, including HMGB2. These findings have fundamental implications for the field of chromatin biology as well as for cardiovascular and other diseases, suggesting that future therapeutic strategies may be engineered to target entire functional regions of the genome via specific chromatin structural proteins.
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