Local dynamical heterogeneity in simple glass formers
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We study the local dynamical fluctuations in glass-forming models of particles embedded in d-dimensional space, in the mean-field limit of \(d \to \infty\). Our analytical calculation reveals that single-particle observables, such as squared particle displacements, display divergent fluctuations around the dynamical (or mode-coupling) transition, due to the emergence of nontrivial correlations between displacements along different directions. This effect notably gives rise to a divergent non-Gaussian parameter, \(\alpha_2\). The \(d \to \infty\) local dynamics therefore becomes quite rich upon approaching the glass transition. The finite-\(d\) remnant of this phenomenon further provides a long sought-after, first-principle explanation for the growth of \(\alpha_2\) around the glass transition that is not based on multi-particle correlations.

Introduction – Assessing the role of local order and of more extended static correlations on the dynamics of deeply supercooled liquids is one of the foremost open problems in the physics of glasses. First-principle descriptions give little weight to either. The mode-coupling theory of glasses (MCT) proposes that a self-consistent freezing of density fluctuations leads to particle caging [1], and hence that neither local order nor high-order correlations play a role in glass formation. Similarly, the mean-field theory of glasses, which is exactly realized for \(d\)-dimensional particles in the limit \(d \to \infty\) [2], reduces the problem to a self-consistent description of binary collisions between particle pairs [3–5]. By contrast, numerical simulations and colloidal experiments have identified a relatively strong correlation between (local) structure and dynamical fluctuations (see e.g. [6–8]). The investigation of these dynamical correlations between particles has further uncovered a strong dynamical heterogeneity [9–11], as manifested by a strong spatial correlation between particle displacements over a dynamical length scale \(\xi_4\) associated to four-point spatio-temporal correlations. Standard MCT [12] and \(d \to \infty\) theories [13–17] find these correlations to be associated with collective excitations, leading to a divergent \(\xi_4\), and thus to a diverging dynamical susceptibility \(\chi_4\) (from integrating the correlations over \(\xi_4\)) at the glass transition [18].

The extent to which the complex glassy dynamics observed in bulk correlation functions is due to the superposition of many simple yet heterogeneous local relaxations, or to an inherently complex particle-level dynamics nevertheless remains debated [10]. The riddle is vividly illustrated by the strong growth around the glass transition of a simple single-particle observable that quantifies the non-Gaussian character of displacement fluctuations, the long-studied non-Gaussian parameter \(\alpha_2(t)\) [19]. A possible explanation for this growth is that in the supercooled regime, at intermediate times different populations of particles—fast and slow [19]—emerge; both display normal diffusion but their superposed behavior leads to an apparent non-Gaussianity [20]. Yet the remarkable similarity between both the time evolution and the temperature dependence of \(\alpha_2\) and those of \(\chi_4\) suggest that growing particle-level fluctuations might then also play a role. Unlike \(\chi_4\), however, \(\alpha_2\) cannot capture spatial correlations between displacements of distinct particles. In fact, generally speaking, single-particle observables cannot account for divergent spatial correlations around phase transitions, which are collective in nature. The long-puzzling question is thus: why does the dynamics of a single particle display growing fluctuations around the glass transition? Are these fluctuations a signature of a complex local dynamics? Or can this phenomenology be explained in terms of collective dynamical heterogeneity? An early MCT study of \(\alpha_2(t)\) supports the former interpretation [21], but the poor quantitative performance and the approximate nature of the treatment left the matter unsettled.

Recently, it was shown that the single-particle random Lorentz gas (RLG) model—a point tracer navigating within Poisson distributed spherical obstacles—shares key mean-field physics with structural glasses. Although the tracer dynamics is known to follow the percolation physics in \(d = 2, 3\) [22–24], it presents the same caging physics as a many-body hard sphere (HS) liquid in the limit \(d \to \infty\). Finite-\(d\) corrections evaluated from numerical simulations were further found to seemingly diverge around the (avoided) dynamical transition [25, 26]. Because standard explanations in terms of collective effects cannot be invoked—given that these effects are by construction absent from the RLG—these observations are particularly confounding. Teasing out the underlying microscopic mechanisms could thus illuminate some of the key conundrums of glass physics.

In this Letter, we investigate analytically and numerically the finite-\(d\) perturbative fluctuations around the \(d \to \infty\) solution of both HS liquids and the RLG. We define the appropriate dynamical susceptibility that probes fluctuations of the local dynamics, \(\chi_4^S\), and show that this single-particle susceptibility diverges upon approaching the dynamical (or mode-coupling) transition. Our ana-
lytical expressions for the components of $\chi^S_{d}$ also robustly and quantitatively match numerical results obtained up to $d = 20$. The physical origin of these divergent fluctuations is traced back to the emergence of nontrivial correlations between single-particle displacements along distinct spatial directions. (In the limit $d \to \infty$, a sufficient number of distinct spatial directions exist for $\chi^S_{d}$ to diverge.) Because $\chi^S_{d}$ is directly proportional to the non-Gaussian parameter $\alpha_2$, the latter then also diverges.

We further show numerically that the behavior of $\alpha_2$ in the diffusive phase of the RLG is qualitatively similar to that of three-dimensional glass-forming liquids. Our results thus reveal that in large dimension the dynamics of supercooled liquids becomes inherently complex even at the local level, and that the $\chi_4$-like behavior of $\alpha_2$ is a signature of this phenomenon. The growth of $\alpha_2$ in three-dimensional supercooled liquids can then be naturally explained as a remnant of the avoided criticality of the dynamical transition.

Measures of dynamical fluctuations – For simplicity, we henceforth mostly focus on the RLG, but our results can be straightforwardly generalized to standard HS and other simple glass formers (in the sense of Ref. [4]), which behave similarly locally in the limit $d \to \infty$. Their descriptions are then indeed equivalent after trivially rescaling the scaled packing fraction (of obstacles), $\hat{\varphi} = 4d \varphi/d$, where $\varphi$ is the standard packing fraction (see Ref. [26] for details). Advantageously, numerical simulations of the RLG can make use of “quiet planting” [27–29], with each system realization having a tracer at the origin at time $t = 0$ and obstacles drawn at random uniformly yet compatibly with the tracer position [25]. Newtonian dynamics can then be used to follow the tracer displacement, $\vec{r}(t) = \{r_1(t), \ldots, r_d(t)\}$, with the initial velocity being chosen uniformly at random with unit modulus.

The standard non-Gaussian parameter can be generalized to $d$ spatial dimensions as [30]

$$\alpha_2(t) = \frac{d}{d + 2} \frac{\langle [r^4(t)] \rangle}{\langle [r^2(t)]^2 \rangle} - 1,$$

where $\langle \cdots \rangle$ denotes dynamical (thermal) averaging of observables for a given set of obstacles, and $[\cdots]$ denotes averaging over different obstacle positions (quenched disorder). (This double averaging is equivalent to averaging simultaneously over dynamical trajectories and particles in supercooled liquids [19].) We then introduce the relative variance (or kurtosis) and covariance of the spatial displacements of the tracer associated to different spatial directions of the orthonormal frame,

$$K(t) = \frac{\langle [r^4(t)] \rangle}{\langle [r^2(t)]^2 \rangle}, \quad C(t) = \frac{\langle [r^2(t) r^2_j(t)] \rangle}{\langle [r^2(t)]^2 \rangle} - 1 = \frac{\hat{C}(t)}{d}.$$

By isotropy of space, $K(t)$ and $C(t)$ do not depend on the choice of indices (for $i \neq j$). We can therefore write

$$\langle [r^4(t)] \rangle = \langle [r^2(t)]^2 \rangle \{d K(t) + d(d - 1)(1 + C(t))\}.$$

If the components $r_i(t)$ are independent and Gaussian distributed, then $K(t) = 3$ and $C(t) = 0$, and hence $\alpha_2(t) = 0$. A non-zero $\alpha_2(t)$ thus indicates either a non-Gaussian distribution of $r_i(t)$, or a non-zero correlation between $r_i(t)$ and $r_j(t)$ with $i \neq j$.

In the large $d$ limit, components of the displacement are known to scale as $r_i \sim 1/d$ [4]. The mean squared displacement (MSD), which sums over these (squared) components, is therefore also of order $1/d$. It is then convenient to define a scaled MSD [4],

$$\hat{\Delta}(t) = d \Delta(t) = d \langle [r^2(t)]^2 \rangle,$$

which remains finite as $d \to \infty$. Similarly, according to the central limit theorem (assuming that displacement along different directions are not too strongly correlated), its variance should scale as $\text{Var}(\hat{\Delta}) \sim 1/d$. From these quantities, we introduce local analogs to the standard $\chi_4$ for supercooled liquids [11, 16, 17] (Fig. 1). The single-particle heterogeneous susceptibility is the variance of the thermally-averaged squared displacement over different cages,

$$\chi^S_{\text{het}}(t) = \langle [r^2(t)]^2 \rangle - \langle [r^2(t)] \rangle^2,$$

whereas the single-particle thermal susceptibility is the variance of thermal fluctuations evaluated for each cage and then averaged over all cages,

$$\chi^S_{\text{th}}(t) = \langle [r^2(t)] - \langle r^2(t) \rangle \rangle^2.$$

The total single-particle susceptibility then reads $\chi^S_{d} = \chi^S_{\text{het}} + \chi^S_{\text{th}}$. (Because these susceptibilities are all related to $\text{Var}(\hat{\Delta}) \sim \text{Var}(\hat{\Delta})/d^3 \sim 1/d^3$, we define $\chi^S_x = \chi^S_{d} d^3$, which remain finite as $d \to \infty$.) The total susceptibility is further related to the non-Gaussian parameter as

$$\chi^S_{d} = \frac{\langle [r^4(t)] \rangle}{\langle [r^2(t)]^2 \rangle} - 1 = \frac{d + 2}{d} \alpha_2(t) + \frac{2}{d}.$$

For $d \to \infty$, $\alpha_2(t) = d \alpha_2(t)$ is thus given by the relative fluctuations of the caging order parameter. In other words, a growing $\alpha_2$ indicates anomalously large dynamical fluctuations relative to those of simple (low-density) systems.

FIG. 1. Schematic representation of the two components of $\chi^S_{d}$: (a) thermal displacement fluctuations within a given cage $\chi^S_{\text{th}}$; and (b) heterogeneous displacement fluctuations between different cages $\chi^S_{\text{het}}$. 

(4)
large correlations of distinct spatial components of the susceptibility is thus necessarily related to anomalously component of the probability distribution of a properly scaled single developed in Ref. [5], which suggests that all moments physically expected that $K(\hat{\phi})$ is finite far from the dynamical transition, and diverge as $(\hat{\phi} - \hat{\phi}_d)^{-1/2}$ and $(\hat{\phi} - \hat{\phi}_d)^{-1}$, respectively, upon approaching that transition from the glass phase. Numerical results for $d \leq 20$, obtained as in Refs. [25, 26], are consistent with these findings. Figure 2a shows the saturation of the different susceptibilities at long times, whereas Fig. 2b displays the distribution of MSD over different cages. The finite-dimensional results for both $\hat{\chi}_{th}^S$ and $\hat{\chi}_{het}^S$ converge to the mean-field predictions upon increasing $d$ (Fig. 2c, d), and increase dramatically upon approaching $\hat{\phi}_d$ (or increasing $\Delta$). This growth explains the diverging dimensional correction prefactor to the cage sizes reported in Ref. 26.

Finite-$d$ corrections to these susceptibilities provide additional physical insights. For $\hat{\chi}_{th}^S$ in particular, numerical results clearly hint at a perturbative $1/d$ correction to the mean-field calculation, related to an even higher-order susceptibility that also diverges at $\hat{\phi}_d$. However, in the vicinity of the dynamical transition both $\hat{\chi}_{th}^S$ and $\hat{\chi}_{het}^S$ deviate more strongly from the analytical prediction. This behavior is akin to the anomalous scaling of the mean cage size, understood in Ref. 26 to arise from rare large cages and other fluctuations [32] that are neglected by the perturbative calculation. To screen out these contributions, we proposed in Ref. 26 to consider the modal instead of the mean cage size. We can here similarly fit the cage size distribution around its mode with a log-normal form, and obtain from its variance an alternative estimate, $\hat{\chi}_{het}^S$ (Fig. 2b). The resulting anomalies close to $\hat{\phi}_d$ are then somewhat reduced (Fig. 2d), and the $1/d$ correction is then recovered as well, albeit with a relatively large prefactor at small $\Delta$.

To validate the physical interpretation of the diver-
gence of the single-particles susceptibilities, we explicitly consider correlations between displacements along distinct spatial directions. The covariance $C(t)$ indeed plateaus at long times in the glass phase (Fig. 3a), and that plateau, $C = C(t \to \infty)$, scales as $1/d$ (Fig. 3b). Its rescaled counterpart $\hat{C} = dC$ is found to be almost constant at large $\hat{d} \gtrsim 15$, but increases significantly upon approaching $\hat{d}_d$ (Fig. 3c), similarly to $\chi_4$. The local dynamics then does become strongly correlated along distinct spatial directions, which suggests that cage shapes are increasingly complex. As a result, large coordinate displacements in correlated directions are required for the exploration.

We complement this analysis with a consideration of $\alpha_2(t)$ at low packing fractions, for which only numerical simulations results are available. Developing an analytical approach would require combining the numerical solution of dynamical mean-field theory [33] with the methods of Refs. [16, 17]—a very challenging task. We focus on large-dimensional systems (Fig. 4), since we have established in Refs. [25, 26] that for $d \gtrsim 8$ the dynamical arrest of the RLG takes place at $\hat{d} > \hat{d}_d$ [34]. (While for $d \lesssim 8$ percolation physics controls the low-density behavior of this particular model, because the percolation threshold $\hat{d}_p < \hat{d}_d$, the tracer is already localized within percolation cage as $\hat{d}$ approach $\hat{d}_d$ from below and follows the percolation criticality [35].) At low density, $\alpha_2(t)$ peaks at intermediate times and then fully decays at long times, as a result of the tracer diffusing. Upon increasing density, the peak grows as does its associated timescale in a fashion strongly reminiscent of three-dimensional supercooled liquids [19]. At high densities—beyond the dynamical glass transition— $\alpha_2(t \to \infty)$ instead plateaus because caging persists at long times (as analyzed in Fig. 2). The divergence of the plateau height for $\hat{d} \to \hat{d}_d$ from above is thus consistent with a divergence of the peak height for $\hat{d} \to \hat{d}_d$ from below. They are two facets of the same phenomenon. The local glassy dynamics thus becomes increasingly complex and correlated in the vicinity of the dynamical transition.

Conclusions – We have here specifically explored the perturbative finite-$d$ corrections to the random Lorentz gas by computing analytically and numerically the fluctuations of the caging order parameter in the dynamically arrested phase. In this single-particle model, when $d$ is large enough, dynamical heterogeneity of a peculiar kind gives rise to a divergent single particle susceptibility, $\chi^S_d$, as $d \to \infty$. Even in the absence of any many-body effect, spatial components of the tracer displacement are then sufficiently numerous for their dynamical correlations to diverge. Correspondingly, the single-particle non-Gaussian parameter $\alpha_2$ then also displays a divergent peak, both at long times, upon approaching the transition from the glass phase, and at intermediate times, upon approaching the transition from the liquid phase. Because when $d \to \infty$ the RLG model is completely equivalent to HS and other simple glass formers, our results also apply to these systems. (For $d = 3$ liquids, however, activated processes might obfuscate this prediction, especially in the close vicinity of $\hat{d}_d$.)

Although the local dynamical fluctuations analyzed in this work only diverge in the infinite-dimensional limit, their finite-dimensional echo putatively explains the increase of $\alpha_2(t)$, and its similarity with $\chi_4$, in three-dimensional glass formers. A similar phenomenon is also expected in the vicinity of other phase transitions, such as the Gardner transition [4, 36]. Our results thus offer a first-principle resolution to the puzzling observation that supercooled liquids display significant complex and correlated dynamics at the single-particle level. The associated non-monotonicity prediction should be directly testable by numerical simulations of polydisperse HS, which can be studied across a wide range of time scales and spatial dimensions [37]. Because both contributions to $\chi^S_d$ encode geometrical information, this prediction also offers a first-principle explanation for at least part of the role played by cage structure on single-particle dynamics [7].

A natural next step would be to consider non-perturbative fluctuations via instantonic dynamical calculations [38]. Such corrections are ultimately responsible for the dynamical transition being avoided in finite $d$, which in the RLG happens via single-particle hopping [25, 29] and in glass formers via both single-particle hopping and many-body collective effects such as facilitation and nucleation [39–41]. The RLG could thus prove particularly useful for examining single-particle non-perturbative contributions, as a first leap towards understanding more complicated collective effects.
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