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Abstract—Learning causal structure from observational data is a fundamental challenge in machine learning. However, the majority of commonly used differentiable causal discovery methods are non-identifiable, turning this problem into a continuous optimization task prone to data biases. In many real-life situations, data is collected from different environments, in which the functional relations remain consistent across environments, while the distribution of additive noises may vary. This paper proposes Differentiable Invariant Causal Discovery (DICD), utilizing the multi-environment information based on a differentiable framework to avoid learning spurious edges and wrong causal directions. Specifically, DICD aims to discover the environment-invariant causation while removing the environment-dependent correlation. We further formulate the constraint that enforces the target structure equation model to maintain optimal across the environments. Theoretical guarantees for the identifiability of proposed DICD are provided under mild conditions with enough environments. Extensive experiments on synthetic and real-world datasets verify that DICD outperforms state-of-the-art causal discovery methods up to 36% in SHD. Our code will be open-sourced.
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1 INTRODUCTION

Causal discovery (CD) is a fundamental problem in a variety of tasks, such as understanding the generation process of data [1], and probing explainability of models [2], [3]. It has tremendous impacts on various domains, like biology [4], [5], and finance [6]. CD aims to learn the causal structure among a set of variables from the observational data and represent the structure as a directed acyclic graph (DAG). The acyclicity constraint frames CD as the combinatorial optimization of discrete edges, which however, is NP-hard. Recently, leading CD solutions [1], [7], [8], [9] gracefully convert the DAG learning into the continuous optimization task. Specifically, the idea stemming from NOTEARS [1] is to build a scoring function upon the adjacency matrix over the variables and find an equivalent continuous constraint on acyclicity.

NOTEARS [1] inspired the development of numerous differentiable causal discovery algorithms that use gradient descent to find the optimal causal graph [10], [11], [12]. When compared to traditional constraint-based causal discovery, these methods have demonstrated superior performance and efficiency in uncovering the true graph with a large amount of data. However, most of them follow the paradigm of empirical risk minimization (ERM) [13] — first imposing the scored DAG on the observations to reconstruct, and then minimizing the empirical risks between the observational and reconstructed data, so as to optimize the DAG. Despite the promising performance, we argue that ERM is prone to capture data biases or shortcut [14], [15], [16], thus derailing the structure learning of DAG. Specifically, the observations of variables are often marred by some spurious correlations, such as the annotator or selection biases in the data acquisition pipeline [14], thus posing undesired entanglements of variables. ERM easily latches on these correlations [14], [15], [17] to refine the DAG structure, as the following example illustrates.

Consider the ground-truth DAG in Table 1 as the target being reconstructed by the CD solutions, where each edge denotes a causal relationship between two variable nodes. X consists of three variables, which have different relationships with Y: A determines Y, B is influenced by Y, and C is irrelevant to Y. While the CD solutions are designed to identify the causation edges, ERM does not need to learn the correct DAG to reach a low reconstruct loss for fitting the observations. For example, instead of looking at the true causation $B \rightarrow Y$, it is easy to capture the statistical shortcut edge $B \rightarrow Y$, since $B$ is strongly correlated with $Y$ and the reconstructed DAGs achieve even lower losses as compared to the ground-truth DAG. This common problem is consistent with over-reconstruction [18] but remains largely unexplored.

In this study, we aim to design a paradigm that distinguishes the causation edges from spuriously-correlated edges and obtains the faithful DAG. Although learning causal structure from observational data is challenging, we draw inspiration from invariant learning [14], [15], [17] and approximate the task by searching the edges with invariant structural equations in multi-environment settings. Across different environments, only factual causation edges remain invariant, while edges with wrong causal directions hardly remain stable, according to the assumptions in invariant learning [14]. Though reminiscent of past ideas - e.g., causal structure learning in multi-domain, from heterogeneous/nonstationary data [19], [20], [21], [22], [23], [24], [25] - these methods are only applicable in a linear system or restricted to conditional independence tests, which suffer from high computation complexity as the number of variables increases. To achieve effective differentiable causal discovery in both linear and nonlinear scenarios, we reconsider Table [1] and additionally exhibit the multi-
Examples that NOTEARS would find the wrong causal graph while multi-environment settings can help identify the true graph. We present the DAGs derived from minimal reconstruction loss in different environments. The graph on the left denotes the ground truth. The edges in red are wrong or spurious, while the dash one represents the corresponding coefficient is zero. We list the reconstruction loss value following with the triplets in brackets representing coefficients of $Y$ with $A$, $B$ and $C$. The loss values and parameters of the potential sub-optimal causal structures learned by NOTEARS in a single environment are highlighted in red. Detailed data generating processes are as follows. $X \sim \mathcal{N}(0, 1)$, $A = X + \epsilon_A(\sim \mathcal{N}(0, 1))$, $B = X + Y/2 + \epsilon_B^1(\sim \mathcal{N}(0, (\sigma^2_B)^2))$, $C = X/2 + \epsilon_C^2(\sim \mathcal{N}(0, (\sigma^2_C)^2))$, $Y = A/4 + \epsilon_Y(\sim \mathcal{N}(0, 1))$. $\sigma^2_B$ and $\sigma^2_C$ varies across three environments, $\epsilon_1$, $\epsilon_2$ and $\epsilon_3$, with $(\sigma^2_B)^2 = (\sigma^2_C)^2 = 1, 2, 4$, respectively.

### Table 1

| Environment | $\epsilon_1$ | $\epsilon_2$ | $\epsilon_3$ |
|-------------|--------------|--------------|--------------|
| A           | 4.57 (0.24, 1.14, -1.32) | 5.07 (0.24, 0.32, 0.00) | 5.07 (0.24, 0.50, 0.00) |
| B           | 6.59 (0.24, 1.09, -1.19) | 7.14 (0.24, 0.23, 0.00) | 7.07 (0.24, 0.50, 0.00) |
| C           | 10.60 (0.24, 1.07, -1.12) | 11.21 (0.24, 0.15, 0.00) | 11.07 (0.24, 0.50, 0.00) |

environment information, which impacts the distributions of additive noises. Applying ERM on these environments separately results in different functions when there exist spurious correlations in the causal graph. This inspires us to exclude such unstable edges towards a robust DAG across environments.

Towards this end, we propose **differentiable invariant causal discovery** (DICD), a novel scheme of DAG structure learning that incorporates the idea of invariant learning — that is, learning an invariant DAG with the piece of environment information. Specifically, a DAG generator module learns to generate the environment-aware DAGs from individual environments. For each DAG, the structure equation model (SEM) [25] describes the functions of learned causal edges. We then exploit invariant risk minimization (IRM) [14] to encourage the SEMs to be optimal across all environments, obtaining DAGs regardless of environment changes. On synthetic and real-world datasets, extensive experiments demonstrate the effectiveness of DICD to surpass current state-of-the-art CD solutions.

Our main contributions are:

- To the best of our knowledge, we are among the first class to adopt the environment information into the differentiable causal discovery framework.
- We propose a novel causal discovery solution, DICD, to incorporate invariant learning in both linear and nonlinear settings. Experimental results on synthetic and real-world datasets demonstrate that DICD could significantly better reveal true correlations and eliminate the spurious ones compared to prevalent methods.
- We provide theoretical guarantees for the identifiability of proposed DICD in linear systems under mild conditions, given certain assumptions about the environments.

### 2 Preliminary

We first make some necessary and reasonable assumptions. Then, we give the task formulation of causal discovery (CD). After that, we introduce the continuous optimization paradigm via empirical risk minimization (ERM), as well as the linear and nonlinear solutions. We list the notations mentioned in our paper in Appendix A.

**Assumptions.** (i) The structural equations are invariant across different environments; (ii) The system is causally sufficient; (iii) Observational data is generated from a structural equation model with independent additive noise; (iv) The distribution shift of additive noise appears in different environments.

The assumptions (i) - (iii) are crucial to our method and provide key insights on how causal structure can be identified from observational data. Assumption (i) states that the invariance principle is held across environments. Assumption (ii) ensures that no hidden confounders exist in the system. In other words, there is no systematic bias induced by hidden confounders. Assumption (iii) implies that only independent additive noise is considered in our paper, which is commonly used in causal discovery. Assumption (iv) defines the multiple environments, which is consistent with the definition of environment assumed in [20], [22] with heterogeneous data [21] or interventional data [19]. A formal definition of different environments is given in Definition 3.1. Technically speaking, assumption (iv) presents both challenges and opportunities for causal discovery and provides a sufficient condition that the causal structure becomes identifiable. A more formal Theorem 4.1 on this argument will be presented later in Section 4.

**Task Formulation of CD.** Let $X = [x_1|\cdots|x_n]^T \in \mathbb{R}^{n \times d}$ denote the $n$ observational data of $d$ variables, which are generated from a target directed acyclic graph (DAG). The target DAG is $(\mathcal{V}, \mathcal{D})$, where $\mathcal{V}$ represents the set of node...
variables, denoted as \( \{X_1, \ldots, X_d\} \). And \( \mathcal{D} \) is the set of cause-effect edges between variables. The observational data is assumed to be generated from the following SEM:

\[
X_j = F_j(Pa(X_j)) + z_j, j \in \{1, \ldots, d\},
\]

where \( X_j \) is the \( j \)-th node variable, \( F_j \) is the causal structure function, \( Pa(X_j) \) is the set of the parents of \( X_j \), and \( z_j \) refers to the additive noise with variance \( \sigma_z^2 \). Without loss of generality, we assume that the noises are zero-mean. In real-life settings, since the dataset may be obtained from various environments, the distribution of additive noises \( z_j \) may differ across different environments. The causal structure functions \( F_j \), on the other hand, are generally invariant. The goal of CD is to learn a DAG to reconstruct the observations \( X \). The acyclicity restriction of DAG is the fundamental obstacle, because it frames DAG learning as a NP-hard combinatorial optimization task.

**Common Paradigm of ERM.** Popular differentiable CD solutions, e.g., NOTEARS [1] and its follow-up studies [10], convert DAG learning into a continuous optimization process to overcome the obstacle of the combinatorial optimization problem. The primary idea is to build a scoring function upon the adjacency matrix of variables and discover an equivalent continuous constraint on acyclicity. To optimize the scoring function, they mostly adopt the paradigm of ERM to minimize the empirical risks between the observational and reconstructed data as:

\[
\min_f \mathcal{L}(f) = \frac{1}{n} \sum_{i=1}^{n} l(x_i, f(x_i)) \text{ s.t. } \mathcal{G}(f) \in \text{DAG},
\]

where \( x_i \) is the \( i \)-th sample in the dataset. \( l(\cdot, \cdot) \) is the reconstruction loss function, i.e., squared loss or negative log-likelihood. \( f = (f_1, \ldots, f_d) \) formulates the estimated structure function [26] of variables, where \( f_i : \mathbb{R}^d \to \mathbb{R} \) is the estimated structure function of node variable \( X_i \), and thus \( f : \mathbb{R}^d \to \mathbb{R}^d \) is the structure function for all nodes. \( f_i(X_1, \ldots, X_d) \) is dependent on \( X_j \), if \( X_j \in Pa(X_i) \). The score-based solutions seek to learn \( f \) conditioning on the DAG constraint: \( \mathcal{G}(f) \in \text{DAG} \), where \( \mathcal{G}(f) \) refers to the graph corresponding to \( f \).

Following prior studies [1], [10], we use the matrix \( W \in \mathbb{R}^{d \times d} \) to encode the graph \( \mathcal{G}(f) \), where each element \( [W]_{ij} \neq 0 \) indicates the existence of edge \( X_i \to X_j \). Then we define the matrix \( W \) as:

\[
[W(f)]_{ij} := |\partial_i f_j|,
\]

where \( \partial_i f_j = \frac{\partial f_j}{\partial X_i} \) is \( f_j \)'s partial derivative w.r.t. \( X_i \). Thus, \( f_j \) does not depend on \( X_i \) if and only if \( |\partial_i f_j| = 0 \). With Equation (2), we can exploit linear and nonlinear functions \( f \) to characterize acyclicity in linear and nonlinear SEMs, respectively.

**Linear SEM.** In the case of linear SEM [1], we formulate \( f(X) \) as a linear matrix multiplication: \( f(X) = AX \) (with each instance \( f(X_i) = A^i X_i, i \in \{1, \ldots, n\} \)), where \( A \in \mathbb{R}^{d \times d} \) denotes the coefficient matrix. This formulation frames the acyclicity in Equation (2) as:

\[
[W(f)]_{ij} = |A_{ij}|.
\]

**Nonlinear SEM.** In the case of nonlinear SEM [10], we define \( f_i(X) \) as a multilayer perceptron (MLP) with \( h \) hidden layers and an activation function \( \sigma \) as:

\[
f_i(X) = \text{MLP}(X; A^{(1)}_i, \ldots, A^{(h)}_i) = \sigma(\ldots \sigma(XA^{(1)}_i \cdots) \cdots),
\]

where \( A^{(l)}_i \in \mathbb{R}^{m_{l-1} \times m_0} \) is the learnable weight matrix of the \( l \)-th hidden layer for the \( i \)-th node, \( m_l \) is the number of hidden units in the \( l \)-th layer, and \( m_0 = d \). According to [10], we could define \( W(f) \) as

\[
[W(f)]_{ij} = \left\| i \text{-th column}(A^{(1)}_j) \right\|_2^2.
\]

Then the acyclicity constraint could be latched on \( W(f) \), which serves as the replacement of the intractable \( W(f) \) for nonlinear setting.

### 3 Methodology

In this section, we first present differentiable invariant causal discovery (DICD) to conduct causal structural learning over multiple environments. Then, we give detailed formulations in both linear and nonlinear settings.

#### 3.1 Differentiable Invariant Causal Discovery (DICD)

Despite the great success, the ERM paradigm easily captures spuriously correlations between variables by over-reconstructing the observations [18]. See the toy example in Table 1. It is essential to distinguish the causation edges from the spuriously-correlated edges. Towards this end, we get access to the multi-environment information and incorporate the idea of invariant learning, so as to frame the causal discovery task as identifying environment-invariant causation edges and discarding environment-dependent correlations.

First, we argue that the multi-environment, in various forms like explicit or implicit metadata, is common in many real-world datasets and can partition the data into different groups or domains. The environments in LFW dataset [27], for instance, can divide the data into black-and-white and colorful photographs. In ImageNet dataset [26], the data can be grouped by different sources and years of images. Moreover, several benchmarks for the domain-shifts problems have been provided by WILDS [29]. Among them, Camelyon17 [30] includes the images collected from five hospitals that serve as different environments, while Amazon [31] provides review texts from different reviewers that can work as environments. Towards the end, the formal definition of the different environments in our paper is given as follow:

**Definition 3.1.** For two datasets generated from the same structure equation model as shown in Equation (1), if there exists \( i \in \{1, \ldots, d\} \) such that the distribution of \( z_i \) is different across these datasets and \( X_i \) is not the source node (see Definition 3.2) in the corresponding graph. Then we say these two datasets are drawn from different environments.

**Definition 3.2.** We define the node in the graph with no parents as the **Source Node**.

With the environment information, we utilize the invariant learning to conduct multi-environment causal discovery — the function parameters of SEM from the target DAG
should remain optimal across all the environments. Guided by this idea, our DICD consists of two modules: (1) Invariant structural model \( S \), which presents the structure of DAG, i.e., a binary adjacency matrix. By “invariant”, we mean that \( S \) should be consistent across environments; and (2) Optimal causal function \( f \), which depicts the causal relation of variables. By “optimal”, we mean that \( f \) should be optimal over all the environments once the structural model \( S \) is given. Considering the example in Table 2, again, \( S \) is the DAG structure, while \( f \) refers to the coefficients of edges. For an invariant DAG structure, completely variant optimal coefficients will be learned in different environments. As a result, by utilizing the environment information, incorrect DAGs with smaller reconstruction losses can be excluded based on \( S \) and \( f \).

Having environment-aware groups of observations, we define the empirical risk within the environment \( e \in \mathcal{E} \) as:

\[
L^e(S \circ f) = \frac{1}{n_e} \sum_{i=1}^{n_e} l(X^e_i, (S \circ f)(X^e_i)),
\]

where \( \circ \) refers to the composition of the two functions, and \( n_e \) is the number of samples in environment \( e \). We then build two constraints on \( S \) and \( f \) across all environments, and establish the model of DICD:

\[
\begin{align*}
\min_{S \circ f} & \sum_{e \in \mathcal{E}} L^e(S \circ f), \\
\text{s.t.} & \mathcal{G}(S) = \mathcal{G}(f) \in \text{DAG}, \\
& f = \arg \min \sum_{e \in \mathcal{E}} L^e(S \circ f), \quad \forall e \in \mathcal{E}.
\end{align*}
\]

Equation (7) states the DAG constraint, where the DAGs represented by \( S \) and \( f \) are equivalent. In other words, \( f \) latches on \( S \)'s DAG structure. Equation (8) claims that \( f \) refers to the optimal causal model fitting Equation (6) across all environments. Following NOTEARS \cite{Sohn2021}, the DAG constraints can rewrite as hard DAG equation constraints:

\[
\mathcal{G}(S) = \mathcal{G}(f), \quad h(W(f)) = 0,
\]

where \( W(f) \) is defined as Equation (2) in the linear setting and should be replaced with \( W(f) \) in Equation (5) for the nonlinear setting. Besides \( h(W) = \text{tr}(e^{W}W) - d \). Here, \( \circ \) refers to the Hadamard product (aka. the element-wise product), and \( \text{tr}(e^{W}W) \) is the trace of \( e^{W}W \).

### 3.2 Linear SEM

When \( f \) characterizes acyclicity in the linear SEM, we have \( f(X) = XA \) and \( \partial_i f_j(X) = A_{ij} \) (cf. Equation (3)). With the invariant structure model \( S \) as the binary matrix, we can convert \( S \circ f \) as \( S \circ A \), which is the Hadamard product of \( S \) and \( A \). However, the bilevel optimization formulation of the DICD model is difficult to solve and is susceptible to failure due to over-parametrization in our setting. We further simplify the learning of these two matrices as the optimization of a new matrix \( A_S = S \circ A \in \mathbb{R}^{d \times d} \). As such, we restrict the loss function in Equation (6) with the DAG constraint in Equation (7) as:

\[
\begin{align*}
\min_{A_S} & \sum_{e \in \mathcal{E}} L^e(A_S), \\
\text{s.t.} & h(A_S) = 0.
\end{align*}
\]

This relaxed version only focuses on optimizing over \( A_S \) during training. After learning \( A_S \), we can simply reset coefficient matrix \( A = A_S \) and let \( S \) be the binary indicator on \( A_S \)'s elements.

We then explore the tractable formulation for the optimality constraint across environments in Equation (6) with the following theorem:

**Theorem 3.1.** In the linear setting, we define a matrix variable as \( B \in \mathbb{R}^{d \times d} \). After replacing \( S \circ A \) with \( A_S \), the constraint Equation (7-8) satisfy the following necessary condition:

\[
\left\| \frac{\partial L^e(A_S \circ B)}{\partial B} \right\|_{\infty} = 0, \quad \forall e \in \mathcal{E},
\]

where \( I \) is the all-one matrix.

**Proof.** The basic optimality constraint across environments for Equation (7-8) can be described as:

\[
A^* = \arg \min_A L^e(S \circ A), \quad \forall e \in \mathcal{E},
\]

\[
\text{s.t. } \mathcal{G}(S) = \mathcal{G}(A) \in \text{DAG}.
\]

Then we introduce a new matrix variable \( B \) and insert it into Equation (11). The optimal of \( B \) can be defined as:

\[
B^* = \arg \min_B L^e(S \circ A^* \circ B), \quad \forall e \in \mathcal{E}.
\]

We assert \( B^* \) could be the all-one matrix \( I \), which indicates:

\[
L^e(S \circ A^* \circ I) \leq L^e(S \circ A^* \circ B), \quad \forall B \in \mathbb{R}^{d \times d}, \forall e \in \mathcal{E}.
\]

Assuming there exists \( B' \) that satisfies \( L^e(S \circ A^* \circ B') < L^e(S \circ A^* \circ I) \), then replacing \( A^* \circ B' \) with \( A' \), we could have \( L^e(S \circ A') < L^e(S \circ A^*) \). This result obviously contradicts with Equation (11). As such, Equation (13) holds.

We replace \( S \circ A \) with \( A_S \). Now if \( A \) is the optimal parameter of Equation (11) (i.e., \( A^* \)), then \( A_S \) becomes \( A_S^* \), which yield the following equation:

\[
1 = \arg \min_B L^e(A_S^* \circ B), \quad \forall e \in \mathcal{E}.
\]

According to the first-order optimality condition, we have:

\[
\left. \frac{\partial L^e(A_S^* \circ A)}{\partial B} \right|_{B=I} = 0.
\]

This concludes the proof.

Based on Theorem 3.1, we could find that the intractable optimality constraint across environments is now differentiable with the objective Equation (10).

We establish the DICD model in linear cases as follows:

\[
\begin{align*}
\min_{A_S} & \sum_{e \in \mathcal{E}} L^e(A_S) + \lambda \sum_{e \in \mathcal{E}} \left\| \frac{\partial L^e(A_S \circ B)}{\partial B} \right\|_{\infty}, \\
\text{s.t.} & h(A_S) = 0.
\end{align*}
\]

(14)
3.3 Nonlinear SEM

In nonlinear settings, we shall continue to concentrate on the scenario with scalar-valued variables (*i.e.*, *X* \(\in \mathbb{R}^{n \times d}\)) for simplicity. However, the vector-valued variables (*i.e.*, *X* \(\in \mathbb{R}^{n \times \times d'}\)) could be simply incorporated into DICD.

NOTEARS-MLP \([10]\) deploys the continuous DAG constraint for nonlinear SEM to the first layer of all the MLPs, as shown in Equation (5). Inspired by this, we establish the relationship between the structure matrix *S* and the first layer of the MLPs. In other words, ensuring the parameters of MLP latch on the structure *S* in order to satisfy \(G(S) = G(f)\) constraint. The precise solution to the equation \(G(S) = G(f)\) is to maintain the following restriction throughout the optimization process:

\[
\forall i, j, \quad S_{ji} = 0 \implies \|j\text{-th column of }A_i^{(1)}\|_2 = 0, \tag{15}
\]

where \(A_i^{(1)}\) is the matrix parameter of the first layer in the *i*-th MLP. The intuition behind the above equation is that setting \(j\)-th column of \(A_i^{(1)}\) to zero would block the correlation from \(j\) to \(i\), corresponding to \(S_{ji} = 0\).

Though the first term in constraint Equation (9) could be formulated in Equation (15). The optimization of Equation (15) is still intractable. We need to construct a differentiable term to replace the constraint Equation (15). To address this problem, we propose to simplify the optimization of *S* and *f* to optimizing a new function \(f_S = (f_{s1}, \ldots, f_{sd})\), where \(f_{si} = S \circ f_i\). The exact correlation is described in the following equation:

\[
f_{si} = S \circ f_i = \text{MLP}(Re([S]_i, m_1)\top \circ A_i^{(1)}, A_i^{(2)}, \cdots, A_{si}^{(h)}),
\]

where \(m_1\) comes from \(A_i^{(1)} \in \mathbb{R}^{m_0 \times m_1}\), and \(Re([S]_i, m_1)\top\) refers to \([S]_i, \cdots, [S]_i\top\), with \([S]_i\) being the *i*-th column of \(S\). We denote \(Re([S]_i, m_1)\) as \(A_i^{(1)}\). Similar to the linear setting, once \(f_S\) is learned, we can simply set \(f = f_S\) and \(S\) as the adjacency matrix of \(G(f)\). Then \(f\) and \(S\) will share the same graph structure. Now we propose the following theorem for nonlinear setting:

**Theorem 3.2.** In nonlinear system, we denote \(A_i^{(1)}, l \in \{1, \cdots, d\}\) as the parameter of the *l*-th layer of MLP \(f_i\), and \(A_{si}\) is the parameter of the 1st layer of MLP \(f_{si}\), \(i \in \{1, \cdots, d\}\). Then after replacing \(Re([S]_i, m_1)\) with \(A_i^{(1)}\), we define a new matrix variable as \(B \in \mathbb{R}^{m_1 \times d}\) with \(A_i^{(1)}\), we define a matrix variable as \(B \in \mathbb{R}^{m_1 \times d}\) with \(A_i^{(1)}\), we define a matrix variable as \(B \in \mathbb{R}^{m_1 \times d}\), except for the DAG part satisfy the following necessary condition:

\[
\sum_{i=1}^{d} \left| \frac{\partial L^c(\text{MLP}(A_{si}^{(1)} \circ B, A_{i}^{(2)}, \cdots, A_{i}^{(n)}))}{\partial B} \right|_{B=I}^2 = 0,
\]

\(\forall e \in \mathcal{E}\). \tag{16}

**Proof.** The basic optimal condition described in Equation (7) without the DAG constraint could be written as:

\[
A_i^{(1)*} = \arg \min_{A_i^{(1)}} L^c(\text{MLP}(Re([S]_i, m_1) \circ A_i^{(1)}, \cdots, A_{i}^{(n)})),
\]

\(\forall e \in \mathcal{E}\), s.t. \(G(S) = G(f)\). \tag{17}

where \(Re([S]_i, m_1)\) means \([S]_i, \cdots, [S]_i\top\), with \([S]_i\) being the *i*-th column of \(S\). Note that the following equations with \(e\) in this proof indicate all the environments, we omit the condition \(\forall e \in \mathcal{E}\) in the following to simplify the proof.

Similar to the proof of Proposition 3.1, we define a new matrix \(B \in \mathbb{R}^{m_1 \times d}\), and insert this term into the above equation, then we can have:

\[
B^* = \arg \min_B L^c(\text{MLP}(Re([S]_i, m_1) \circ A_i^{(1)*} \circ B, \cdots, A_{i}^{(n)})).
\]

We argue that \(B^*\) could be 1, a matrix of dimensions \(m_1 \times d\) filled with ones. This is expressed as:

\[
1 = \arg \min_B L^c(\text{MLP}(A_{si}^* \circ B, A_{i}^{(2)}, \cdots, A_{i}^{(n)})).
\]

Then replacing \(Re([S]_i, m_1) \circ A_i^{(1)*}\) with \(A_{si}^*\) would yield:

\[
1 = \arg \min_B L^c(\text{MLP}(A_{si}^* \circ B, A_{i}^{(2)}, \cdots, A_{i}^{(n)})).
\]

Again, by the first-order optimality condition, we have Equation (16). \(\square\)

With Theorem 3.2, we could transform the intractable constraint in Equation (6) into the differentiable term subject to the first layer of MLP. The detailed formulation in the nonlinear setting can be expressed as:

\[
\begin{align*}
\min_{f_S} & \sum_{e \in \mathcal{E}} L^c(f_S) \\
+ & \lambda \sum_{e \in \mathcal{E}} \sum_{i=1}^{d} \left\| \frac{\partial L^c(\text{MLP}(A_{si}^* \circ B, A_{i}^{(2)}, \cdots, A_{i}^{(n)}))}{\partial B} \right\|_{B=I}^2 \\
\text{s.t.} & \ h(W_\theta(f_S)) = 0.
\end{align*}
\]

This objective function also potentially uses \(f_S\) to both incorporate \(f\) and the invariant structure matrix \(S\).

4 Theoretical Analysis

In this section, we aim to provide the sufficient conditions for identifiability of DICD in the linear SEM systems. We will leave the discussion about which assumptions can or cannot be further relaxed in future work.

**Theorem 4.1.** For linear SEMs systems with Gaussian additive noises as in Equation (1), if for any \(X_i \in \mathcal{V}\) that is not the source node, there exist two environments \(e_1, e_2 \in \mathcal{E}\), such that:

\[
\begin{align*}
\text{Var}(z^{e_1}) & \neq \text{Var}(z^{e_2}), \\
\forall X_j \in \mathcal{V} \setminus \{X_i\}, \text{Var}(z^{e_j}) & = \text{Var}(z^{e_2}),
\end{align*}
\]

where \(\text{Var}(\cdot)\) represents the variance, \(z^{e_1}\) and \(z^{e_2}\) are the additive noise from \(Pa(X_j)\) to \(X_j\) in \(e_1\) and \(e_2\), respectively. Then the causal structure is identifiable.

Here we emphasize that the graph and the coefficients that satisfy the following sufficient conditions and Equation (8) will be exactly the true causal graph and the true coefficients, corresponding to the identifiable graph.

Theorem 4.1 indicates that our DICD is guaranteed to retrieve the true causal graph in linear systems, when the diversity of environments is adequate.

The assumptions in Theorem 4.1 are restrictive mainly because Equation (21) requires that the variances of the
nodes other than $X_1$ to be the same across environments $e_1$ and $e_2$. In our proof, Equation (21) is only used for proving Lemma 4.2. However, we will show that, even if we don’t assume Equation (21), we may still obtain Equation (32) in the proof of Lemma 4.2 below, which leads to the proof of Lemma 4.2.

With Equation (31), we know the sufficient and necessary condition of $\hat{w}^e_{j0} = \hat{w}^{e_0}_{j0}$ is:

$$\mathbb{E}_{e_1}[X_iX_{j0}] - \sum_{k \in Pa_i}\mathbb{E}_{e_1}[X_kX_{j0}] = \mathbb{E}_{e_2}[X_iX_{j0}] - \sum_{k \in Pa_i}\mathbb{E}_{e_2}[X_kX_{j0}].$$

Since we do not have Equation (21), every single term in the above equation is not necessarily equivalent. The probability of the combinations of all these non-equivalent terms being equivalent is very small. Thus during the implementation, Lemma 4.2 is easy to be true. Then the other parts of the proof of Theorem 4.1 will remain the same. Next, we provide the proof skeleton of Theorem 4.1 and leave the full proof in Appendix A.

There are three main steps in our proof. First, we prove that if the causal structure is correct, then the optimal coefficients are the ground truth coefficients (Lemma 4.1). Second, we show that the stable graph (see definition 4.1) with the optimal parameters for the coefficients in environment $e$ is exactly the true graph (Theorem 4.2). In the end, we can prove that our algorithm could yield the ground truth graph and coefficients with adequate environments.

To begin with, we give the following lemma to show that our DICD could yield the true coefficient in the linear SEM under the true causal structure.

**Lemma 4.1.** Given the true graph $G_0$, the corresponding structure $S_0$ is the adjacency matrix of $G_0$. For $e \in E$, we denote the optimal parameters for the coefficients in environment $e$ as:

$$\hat{W} = \arg \min_{W} \mathcal{L}^e(S_0 \circ W), \quad \text{s.t. } G(S_0) = G(\hat{W}).$$

Then we have $\hat{W} = W_0, \forall e \in E$, where $W_0$ is the ground truth coefficients.

The following definitions are necessary for the rest of this section.

**Definition 4.1.** For a given graph $G$, if there exist $S, W$ such that:

$$G(S) = G(W) = G, \quad W = \arg \min_{W} \mathcal{L}^e(S \circ W), \quad \forall e \in E,$n
then we call $G$ a stable graph.

**Definition 4.2.** For two nodes $X_1$ and $X_2$ in a DAG, if $X_2$ is reachable from $X_1$, then $X_1$ is a predecessor of $X_2$. We denote all the predecessors of $X_2$ in graph $G_0$ as $Pre_0(X_2)$.

With Definition 4.1, we further denote the parents of the variable $X_i$ in $G_0$ as $Pa_0(X_i)$ and the corresponding indexes as $Pa_0(i)$. We propose the following Lemma 4.2 to demonstrate that the causal directions between any two variables cannot violate each other in any stable graph and the true causal graph, which could serve as the pre-conditions in Theorem 4.2 to prove it.

**Lemma 4.2.** For any given stable graph $G_s$, if we assume the conditions in Theorem 4.1 hold, then $\forall X_i \in V$ which is not a source node, we have $X_i \notin Pre_0(X_j)$ for any $X_j \in Pa_0(X_i)$.

Finally, Theorem 4.1 can be implied by the following theorem:

**Theorem 4.2.** For any given stable graph $G_s$ and the ground truth graph $G_0$, we denote their corresponding structures as $S_0$ and $S_s$, respectively. We further denote their corresponding consistent optimal parameters as $W_s$ and $W_0$, respectively. Then we have:

$$\sum_{e \in E} \mathcal{L}^e(S_0 \circ W_0) \leq \sum_{e \in E} \mathcal{L}^e(S_s \circ W_e),$$

and the equation holds only for $W_0 = W_s$.

The proof of Theorem 4.2 is given in Appendix A. Theorem 4.2 implies that, with the conditions in Equation (24) and Equation (6), the ground truth graph will be yielded by Equation (6).

5 Experiments

In this section, we study the empirical performance of our proposed method. We aim to answer the following research questions:

- **RQ1**: How does DICD perform compared to the previous methods in both linear and nonlinear settings?
- **RQ2**: How do DICD and other baselines perform with various factors (i.e., the number of environments, density of graph).
- **RQ3**: How does DICD perform on real-world datasets compared with other applicable baselines?

5.1 Experimental Settings

We now provide the detailed settings for our experiments. The descriptions for the synthetic datasets and the real-world dataset are in Section 5.1.4 and Section 5.1.5 respectively. For all the experiments in this paper, we all generate 10 datasets for each graph setting and report the mean and standard deviation.

5.1.1 Baselines

We select four state-of-the-art causal discovery methods for comparison:

- **CD-NOD** [21] is a constrained-based causal discovery method designed for heterogeneous datasets, i.e., datasets from different environments. CD-NOD utilizes the independent changes across environments to determine the causal orientations, and proposes constrained-based and kernel-based methods to find the causal structure.
- **NOTEARS** [1] is specifically designed for linear setting, and is also the backbone of DICD in linear cases. NOTEARS estimates the true causal graph by minimizing the reconstruction loss with the continuous acyclicity constraint. We re-implement NOTEARS with replacing the L-BFGS-B iteration with Adam gradient descent, which
could yield compatible performance and more importantly, could be deployed on GPU.

- NOTEARS-MLP [10] is specifically designed for nonlinear setting, which also serves as the foundation of DICD in nonlinear situations. NOTEARS-MLP approximates the generative SEM model by MLP while only constraining the first layer of the MLP with the continuous acyclicity constraint.

- DAGGNN [7] formulates causal discovery with variational autoencoder, where the encoder and decoder are all graph neural networks. Choosing the evidence lower bound as the loss function and slightly modifying the acyclicity constraint, DAGGNN could manage to recover the weighted adjacency matrix.

- NOCURL [12] utilizes a two-step procedure: first find an initial cyclic solution, then employ Hodge decomposition of graphs and learn an acyclic graph by projecting the cyclic graph to the gradient of a potential function.

- DARING [18] imposes explicit residual independence constraint with an adversarial strategy. We choose the backbone as NOTEARS-MLP to conform with the settings above.

5.1.2 Hyperparameter Settings
For linear settings, there are two hyper-parameters in total: \( \lambda_1 \) for the \( l_1 \)-norm regularization term; \( \lambda_D \) for the DICD penalty term. We tune \( \lambda_1 \) in \{0.01, 0.1\} for NOTEARS and DICD. Besides, we tune \( \lambda_D \) in \{0.1\} for DICD. Then for nonlinear settings, there are three hyper-parameters in total: \( \lambda_1, \lambda_2, \lambda_D \), among which \( \lambda_1 \) and \( \lambda_2 \) are for the \( l_1 \)-norm and \( l_2 \)-norm regularization terms, respectively. We tune \( \lambda_1, \lambda_2 \) both in \{0.01, 0.1\} and \( \lambda_D \) in \{0.1, 1\}. The scheduler for \( \lambda \) in Equation (14) and Equation (19) is shown as follows:

\[
\lambda = \begin{cases} 
\frac{k}{K/3} \circ \lambda_D & k \leq K/3 \\
\lambda_D & K/3 \leq k \leq 2K/3 \\
\frac{K-k}{K/3} \circ \lambda_D & k \geq 2K/3
\end{cases}
\]

where \( K \) is the estimated total step, and \( k \) is the current iteration. The intuition behind this scheduler is that we need to let the model fit the data at the beginning, then as the training process goes, we need to enforce our penalty to help find the true causal graph. Then for the last stage, the graph structure has almost been inferred. We need to gradually remove our penalty to let the structural causal function with the given structure fit the data.

5.1.3 Evaluation Protocols
We use the three most popular metrics in causal discover: false discovery rate (FDR), true positive rate (TPR) and structural Hamming distance (SHD). Higher TPR stand for better performances, while FDR and SHD should be lower to represent the better strategies.

5.1.4 Synthetic Datasets
We conduct experiments on two synthetic datasets for linear and nonlinear settings. Besides, we apply our method DICD on Colored MNIST [32] dataset to explore its effectiveness on real-world datasets. As for the synthetic data, the ground truth DAG is generated from two random graph models: Erdos-Renyi (ER) and scale-free (SF), following [10]. For the overall experimental comparison, we set the node degree as four. For the linear and nonlinear setting, we construct the environment variable \( E \) to simulate the effects of the environments on the additive noises. For the linear setting, after generating the graph, we randomly select \{0.3 * d\} nodes in this graph, and then build \{0.3 * d\} new nodes. We call these new variables as the environment variables and denote them as \( E \), and they satisfy the same distributions and are all independent from each other. Then we create \{0.3 * d\} edges from each environment node to the each selected node. In this way, we could simulate different environments with varying the distribution of the environment variables \( E \).

Then given this new graph with \( d + \{0.3 * d\} \) nodes, we simulate random edge weights to obtain a new matrix \( W \in \mathbb{R}^{(d+[0.3*d]) \times (d+[0.3*d])} \). With \( W \), we sample \( X = W^T X + z \in \mathbb{R}^{d+[0.3*d]} \) with \( z \) from Gaussian noise model to generate 10 random datasets \( X_c \in \mathbb{R}^{n \times (d+[0.3*d])} \). Then we remove the column corresponding to the additional \{0.3 * d\} environment variables \( E \) to generate the final datasets \( X \in \mathbb{R}^{n \times d} \). We change the variances of the noises of the environment variables \( E \) to simulate different environments. In the nonlinear setting, after generating the graph, we randomly select \{0.5 * d\} nodes in the graph, and then create \{0.5 * d\} environment nodes and also \{0.5 * d\} edges from each environment node to the selected node. Then given this new graph, we simulate the SEM \( X_j = F_j(X_{pa(j)}) + z_j \) for all \( j \in \{1 \cdots , d + \{0.5 * d\}\} \) in topological order. For the environment variables, we vary the distributions of the noises in different environments. Then for the other nodes, we set the distribution of the noises as \( \mathcal{N}(0, 1) \). We choose \( f_j \) to be Additive Noise Models with two-layer MLPs. We will also remove the column corresponding to the variable \( E \) to generate the datasets \( X \in \mathbb{R}^{n \times d} \).

5.1.5 Real-world Dataset
For the real-world dataset, We sample 10000 images in total, and 2000 images for each environment. We classify MNIST digits from 2 classes, where classes 0 and 1 indicate original digits (0,1,2,3,4) and (5,6,7,8,9). Then for each environment, we select the ratio of class 0 being green, which is shown in the “Ratio” column in Table 5. Then the noise variances(i.e. noise scale) for each environment are provided in the “Noise Scale” column in Table 5.

5.2 Overall Performances (RQ1)
We present the overall performances of DICD and the baselines for fair comparison. In the baselines, NOTEARS, DAGGNN, NOCURL, DARING are run on the concatenated datasets from all the environments. CD-NOD is run with the environment-id corresponding to each sample.

5.2.1 Linear Synthetic Data
In this experiment, we explore the improvements when introducing different groups by comparing the DAG estimations against the ground truth structure. We simulate \{ER4, SF4\} graphs with \( d = \{10, 20, 50, 100\} \) nodes. For
each environment, we generate 200 samples. We evaluate our methods with datasets from 5 environments, and the variances of Gaussian noise for the environment variable $E$ in each environment are $\{0.2, 0.4, 0.6, 0.8, 1.0\}$. Table 2 and Table 3 summarizes the results when the number of nodes equals to $\{10, 20, 50, 100\}$. From these tables, we could have the following key observations: (1) DICD has outperformed all other baselines across various settings. More precisely, DICD achieves significant improvements over the strongest baselines by up to 36% in SHD (10 nodes, ER graph). (2) Generally, DICD has the lower FDR and higher TPR, which also coincides with the intuition that DICD could eliminate spurious correlations and reveal the true ones.

5.2.2 Nonlinear Synthetic Data

We also conduct enormous experiments to demonstrate the effectiveness of DICD in the nonlinear setting. Similarly to the linear setting, we simulate $\{ER4, SF4\}$ graphs with $d = \{10, 20, 50, 100\}$ nodes. For each graph, we generate data from two environments, 1000 samples for each environment. The Gaussian noises for the environment variable $E$ in these two groups are $\{0.2, 0.4\}$. The results with $d = \{10, 20, 50\}$ are provided in Table 4 and results with $d = 100$ are shown in Table 5. From these tables, we could find: (1) DICD consistently outperforms other baselines in all eight settings upon the most crucial metric SHD. The improvements on SHD over the best baseline are up to 29% (50 nodes, ER graph). (2) DICD achieves compatible FDR with NOTEARS but far higher TPR. This shows that in the nonlinear setting, DICD is better at revealing the true causal correlations that might have been missed by NOTEARS. (3) The over-reconstruction problem still exists in other methods, while DICD has the potential to mitigate it, which could be the reason for the performance improvements. (4) CD-NOD performs fairly well in nonlinear cases, which means the multi-environment setting might be more helpful when the correlations between variables are more complicated. However, CD-NOD consumes in average more than 9 hours in the simplest setting (10 nodes), and more than 300 hours in the case of 50 nodes, which is far more expensive than our algorithm. As shown in Table 5, we only record the running time of CD-NOD in nonlinear settings, since its running time is almost unacceptable in these cases. Then we report the averaged running time for different seeds and different graph types (ER or SF). From the table, we can observe that CD-NOD is very expensive for nonlinear cases, while the running time of DICD almost remain constant when the number of nodes get larger.

5.3 Study of Various Factors (RQ2)

In this section, we discuss various factors that may affect the performances of DICD and other methods. Due to limit of space, we discuss the effect of environmental imbalance in Appendix 5.3.2.

5.3.1 The Effect of Environment Number

To explore how the number of environments affects the performances, we conduct experiments on both linear and nonlinear settings. The total number of the examples is set to 1000. We choose $d = 10$ and $s_0 = 40$ with ER graph for this case study. If the number of the environments is $N$, then the number of samples for each environment is $\lceil 1000/N \rceil$. The noises for different environments are sliced from the head of the array $\{0.2, 0.4, 0.6, 0.8, 1.0, 0.1, 0.3, 0.5, 0.7, 0.9\}$. For example, the noises are $\{0.2, 0.4\}$ when the number of environments is 2. In Figure 1 we can observe: (1) When the number of environments is greater than 4 in the linear setup, more environments will not yield to better results, which means for simple structure equation models, four environments may have already ruled out the possibility of incorrect graphs. (2) In the nonlinear setting, it is amazing to

### Table 2

| Environment Type | Linear Setting, for ER and SF graphs of 10, 20, 50 nodes |
|------------------|----------------------------------------------------------|
|                  | 10 nodes                                                   |
| CD-NOD           | FDR 0.48±0.06, TPR 0.17±0.02, SHD 33.5±0.9               |
| NOTEARS          | FDR 0.07±0.01, TPR 0.78±0.02, SHD 10.1±0.8               |
| DAGGNN           | FDR 0.08±0.01, TPR 0.86±0.02, SHD 7.6±0.9               |
| NOCURL           | FDR 0.14±0.01, TPR 0.81±0.01, SHD 9.8±0.4               |
| DARING           | FDR 0.08±0.01, TPR 0.81±0.03, SHD 9.3±1.3               |
| DICD             | FDR 0.03±0.01, TPR 0.88±0.02, SHD 4.9±1.0               |

### Table 3

| Environment Type | Linear Setting, for Colored MNIST. |
|------------------|-------------------------------------|
|                  | 10 nodes                                                   |
| CD-NOD           | FDR 0.36±0.10, TPR 0.19±0.02, SHD 25.0±1.4         |
| NOTEARS          | FDR 0.04±0.04, TPR 0.81±0.02, SHD 6.1±1.1          |
| DAGGNN           | FDR 0.07±0.03, TPR 0.98±0.02, SHD 2.9±1.5          |
| NOCURL           | FDR 0.06±0.02, TPR 0.86±0.02, SHD 4.8±1.1          |
| DARING           | FDR 0.17±0.04, TPR 0.86±0.07, SHD 9.0±2.7          |
| DICD             | FDR 0.05±0.04, TPR 0.98±0.02, SHD 2.3±1.7          |

### Table 4

| Environment Type | Linear Setting, for Colored MNIST. |
|------------------|-------------------------------------|
|                  | 20 nodes                                                   |
| CD-NOD           | FDR 0.34±0.05, TPR 0.18±0.01, SHD 59.3±0.9         |
| NOTEARS          | FDR 0.19±0.01, TPR 0.77±0.02, SHD 27.1±1.5          |
| DAGGNN           | FDR 0.27±0.03, TPR 0.84±0.02, SHD 31.6±2.6          |
| NOCURL           | FDR 0.25±0.01, TPR 0.86±0.01, SHD 28.2±1.3          |
| DARING           | FDR 0.26±0.02, TPR 0.80±0.01, SHD 32.6±1.8          |
| DICD             | FDR 0.16±0.05, TPR 0.81±0.09, SHD 22.1±8.4          |

### Table 5

| Environment Type | Linear Setting, for Colored MNIST. |
|------------------|-------------------------------------|
|                  | 50 nodes                                                   |
| CD-NOD           | FDR 0.38±0.04, TPR 0.15±0.01, SHD 168.3±1.7       |
| NOTEARS          | FDR 0.17±0.01, TPR 0.83±0.01, SHD 60.7±2.5         |
| DAGGNN           | FDR 0.26±0.02, TPR 0.88±0.01, SHD 80.6±8.3         |
| NOCURL           | FDR 0.26±0.08, TPR 0.93±0.05, SHD 71.8±10.6        |
| DARING           | FDR 0.28±0.02, TPR 0.87±0.01, SHD 87.3±5.9         |
| DICD             | FDR 0.18±0.03, TPR 0.91±0.01, SHD 53.7±8.7         |
Since the imbalance of data is the major problem in machine learning, we aim to explore how the imbalance of data size between different environments would affect the performances of our method and other baselines. The total number of samples in this dataset is 1000 for linear settings and 2000 for nonlinear settings. We choose ER graphs with \( d = 20 \) and \( s_0 = 4d = 80 \) for this case study. The noises for the variable \( E \) in two environments are set to be \{0.2, 0.4\}. Then the ratio in Figure 2 means the percentage of the samples from the first environment. From this figure, we could have the following observations: (1) In most of the settings, DICD outperforms other methods consistently, except when the data is higher imbalanced in linear setting, where there is almost only one environment. (2) In both linear and nonlinear settings, the balanced situation is the best for DICD, which means we have enough information from every environment. (3) Even there is only one group, DICD could make significant improvements against NOTEARS, which coincides with the discovery in Section 5.3.1.

### 5.3.3 The Effect of Density of Graph

We aim to discover how much the node degree (i.e., density) will affect our algorithm compared to the other baselines. We choose SF graph with \( d = 20 \) for this case study. In the linear setting, we generate samples from five environments, 200 samples for each. And for nonlinear settings, we draw samples from two environments, 1000 samples for each. The x-axis represents the mean degree of the nodes in the generated graph. For instance, Node degree = 10 means there are 200 edges in total when generating the SF graph. From Figure 4, we could observe: (1) DICD almost

### 5.3.2 The Effect of the Imbalance between Different Environments

Since the imbalance of data is the major problem in machine learning, we aim to explore how the imbalance of data size between different environments would affect the
consistently outperforms the other methods, except for few cases. (2) As the node degree (i.e., the density) increases, especially in nonlinear settings, the improvements of DICD over baselines get larger, which means DICD could better adapt to the denser settings.

5.4 Real Data (RQ3)

Finally, we evaluate our method on the real-world data: ColoredMNIST. Our method, as well as NOTEARS-MLP, could be simply extended to the setting of vector-valued variable. DAG-GNN is already designed to work in this situation. However, DARING do not discuss this situation in the paper. Though it seems that DARING could also be generalized to vector-valued, efforts need to be taken. Thus we omit it as comparison in this section. As stated earlier in Section 5.1.5, we sample 10000 images from the MNIST dataset and generate the colored version of MNIST. In the pictures, we have kept the digits to be black, while the background has the color red or green. The images are resized to 8x8, and then flattened to yield a 64-dim vector. The label vector and color vector are set to be all zeros or all ones (according to the original label) with dimension as 64. Then during searching (or training) we only consider the possible correlations among the white backgrounds, colors, noises, and digits. Thus we have four variables in the designed task. As shown in Figure 3, we could find NOTEARS, DAGGNN and NoCurl all make mistakes, while DICD gives reasonable predictions.

6 Related Work

Causal Discovery has caught enormous attention recently. We will mainly discuss the differentiable score-based algorithms and the works considering multi-environments.

Differentiable Score-based algorithms. Score-based causal discovery methods aim to find the causal structure by optimizing a carefully defined score function via various modelling methods. Though there are conventional methods [33], [34], [35], [36], [37] applying various techniques such as hill-climbing [38] and integer programming [39], the differentiable methods using gradient descent show stronger power. NOTEARS [1] reformulate the causal discovery problem with acyclicity constraint as a continuous program. DAG-GNN [7] proposes a variant of the acyclicity constraint and solves the generalized linear SEM in a graph autoencoder structure. NOTEARS-MLP [10] and GRANDAG [9] extend the continuous acyclicity regularization into a neural network and achieve better results in the nonlinear settings. RL-BIC [8] introduces RL to find the DAG with the best BIC score. DARING [18] proposes to constrain the independence between the residuals and adopts an adversarial training strategy. DAG-GAN [40] formulates the problem of DAG structure learning from the perspective of distributional optimization. [41] shows that applying soft sparsity and DAG constraints would be enough. There are also other works that apply some alternatives of the continuous acyclicity regularization. DAG-NOFEAR [42] propose the constraint term that only depends on the absolute value of the adjacency matrix \( W \), instead of \( W \odot W \) in \( h(W) \) in Equation (9), which is correlated to \( l_1 \) penalty and sparsity. NOCURL [12] aims at eliminating the DAG constraint entirely, by showing that the set of weighted adjacency matrices of DAGs are equivalent to the set of weighted gradients of graph potential functions. NODAG [13] proposes to solve an \( l_1 \)-penalized optimization, while ENCO [44] provides convergence guarantees without constraining the score function with respect to acyclicity. These methods all have their own strategies to control the acyclicity.

Previous work considering multi-environments. Most work with multi-environment settings are built on constraint-based methods [21], [25], [30], [36], [37], [45]. Although they achieved lots of improvements, there are some major limitations: 1) may have overly strict domain definition [19]; 2) limited to linear cases only [20], [22], [23]; 3) designed to solve much simpler problems than CD such as causal direction identification [23], [24]; 4) may involve a large number of independence tests and be very time-consuming [20], [21], which is also the general problem of constrain-based methods. However, We define the environments following [14], [20], [22], and our method is capable of solving the general causal discovery problems in both linear and nonlinear cases. There is another interesting and more general task called Federated Causal Discovery [49], [50], [51], [52], [53], which aims to solve the problem about decentralized datasets. Though our targets are different, the algorithms are somewhat similar.

7 Conclusion and Future Work

Despite the great success in causal structure learning, today’s differentiable causal discovery methods are still suffering from non-identifiability issue and over-reconstruction problem from observation data. Utilizing the inherent heterogeneity when environment partition is provided in advanced is not yet discussed in the differentiable causal discovery task. In this paper, we proposed a simple yet effective Differentiable Invariant Causal Discovery (DICD) method to tackle the challenge by incorporating the multi-environment information. Our main idea is that, given the true causal graph, the parameters of SEM learned from different environments should remain consistent. Theoretical guarantees for the identifiability of proposed DICD are provided under certain assumptions about the environments. The extensive experimental results demonstrate the effectiveness of DICD.

One limitation of DICD is the requirement of prior knowledge of the environment. In the future study, we will
explore the end-to-end causal discovery technique with environment inference, i.e., directly infer partitions of training data without access to environment label. We believe that the idea of this work, i.e., invariant learning inspired causal discovery, provides a potential research direction and will inspire more valuable works for learning identifiable DAG from observation data.
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APPENDIX

Basic Structure Example

In this section, we provide another example shown in Table 8 to demonstrate our motivation introduced in Section 1. In this table, the blue graphs denote the ground truth, while graphs with red edges are the wrong edges in the wrong structures. Below the structures, the first number in front of the parenthesis refers to the least reconstruction loss (\(\|XW - X\|_2\)) given the structure in the same column of Table 8. Given the structure, we can use the structure to constrain which of the elements in \(W\) should be non-zero elements and others are not. Then we can learn the optimal parameters for these non-zero elements. As shown in the Table, the numbers in the parenthesis refer to the optimal parameters for the edges between A-B, B-C, A-C, respectively. From this table, we can find that with wrong causal structures which have the potential to obtain lower reconstruction loss (i.e., over-reconstruction), the parameters learned given these structures are not consistent across different environments. Thus with the condition given by DICD, we can rule out wrong graphs.

Notations

We provide the meanings of all the notations used in this paper in Table 9.

Proof of Theorem 4.1

To begin with, we provide the notations used in this proof. We denote the set of all variables as \(\{X_1, \cdots, X_d\}\), and the vector variable \(X = [X_1, \cdots, X_d]^\top\) is denoted as \(X\) in this section. The set of parent nodes of \(X_i\) is denoted as \(Pa(X_i)\), while the index set of \(Pa(X_i)\) is denoted as \(Pa(i)\).

First of all, we prove Lemma 4.1 to show that our DICD could yield the true coefficient in linear systems under the true causal structure.

Proof. We consider the linear regression coefficient \(W^*\) for every environment \(e\). The regression process in Equation (22) is equivalent to performing the regression for every node \(X_m\), \(m \in \{1, \cdots, d\}\) from its parents \(Pa(X_m)\).

We incorporate the environment information into the expectation operator \(E_e\). The coefficients of the node \(X_m\) is denoted as:

\[
[W^*_e]_m = \arg \min_W \mathbb{E}_e \|X_m - \left( W \circ [S_0]_m \right)^\top X \| ,
\]

where \([W^*_e]_m\) represents the \(m\)-th column of \([W^*_e]\) and \([S_0]_m\) is the \(m\)-th column of \([S_0]\). Then we can further express \([W^*_e]_m\) in Equation (25) as:

\[
[W^*_e]_m = \mathbb{E}_e [X_m \left( [[S_0]_m \circ X][S_0]_m \circ X \right)^\top]^{-1} [S_0]_m \circ X .
\]

For simplicity, we denote \([S_0]_m \circ X\) as \(X_{S_0,m}\).

We extract the \(m\)-th column of \(W_0\) as \([W_0]_m\), and the true generation process for \(X_m\) could be expressed as:

\[
X_m = [W_0]_m^\top X + z_m ,
\]

where \(z_m \sim \mathcal{N}(0, \sigma^2_m)\). Then as \([W_0]\) is the ground truth coefficients, \([W_0]\) should be consistent with the graph \(G_0\), as well as the structure \(S_0\). Thus we have: \(W_0 = S_0 \circ W_0\), which indicates \([W_0]_m^\top X = [S_0]_m \circ [W_0]_m^\top X = [W_0]_m^\top X_{S_0,m}\). Thus the generation process in Equation (26) could be rewritten as:

\[
X_m = [W_0]_m^\top X_{S_0,m} + z_m .
\]

Then we can substitute Equation (27) into Equation (25) to obtain:

\[
[W^*_e]_m = \mathbb{E}_e [[W_0]_m^\top X_{S_0,m} + z_m] (X_{S_0,m} (X_{S_0,m})^\top)^{-1} X_{S_0,m} .
\]

Since \(z_m\) is an independent additive noise, we can remove \(z_m\) in the above equation and yield:

\[
[W^*_e]_m = \mathbb{E}_e [[W_0]_m^\top X_{S_0,m} (X_{S_0,m} (X_{S_0,m})^\top)^{-1} X_{S_0,m}]
\]

\[
= \mathbb{E}_e ([X_{S_0,m} (X_{S_0,m})^\top)^{-1} X_{S_0,m} X_{S_0,m}^\top [W_0]_m^\top] = [W_0]_m^\top .
\]

Note that \([W_0]_m^\top X_{S_0,m}\) is a scalar. We adopt the rule \((\mathbf{a} \cdot \mathbf{b}) \cdot \mathbf{c} = (\mathbf{c} \cdot \mathbf{b}^\top) \cdot \mathbf{a}\), where \(\mathbf{a}, \mathbf{b}, \mathbf{c}\) are vectors of the same dimension in the second line. Moreover, since \([W_0]_m\) is independent of the environment \(e\) and the variable vector \(X\), it can be moved out of the expectation operation.

Based on Equation (25), the obtained coefficients in environment \(e\), \([W^*_e]_m\), is exactly the true causal coefficients \([W_0]_m^\top\). Since \(m\) is any number in \(\{1, \cdots, d\}\), we have \(W^* = W_0\). The lemma is proved.

With Definition 4.1, we further denote the parents of the variable \(X_i\) in \(G_0\) as \(Pa_0(X_i)\) and the corresponding indexes as \(Pa_0(i)\).

Lemma 4.2 demonstrates that the causal directions between any two variables cannot violate each other in any stable graph and the true causal graph. And we give the proof as following:

Proof. To prove the lemma, we only need to show that given any \(X_i \in \{X_1, \cdots, X_d\}\) without being the source node, if \(\exists X_j\) such that:

\[
X_j \in Pa_0(X_i), \quad X_i \in Pre_0(X_j) .
\]

Then \(G_s\) cannot be a stable graph.

To achieve this, we need to incorporate the information of the environment \(e\). Given \(j\) satisfying Equation (29), we aim to find \(j_0\) such that:

\[
X_{j_0} \in Pa_0(X_i), \quad z_{j_0} \perp Pa_0(X_i) \setminus X_{j_0} .
\]

Suppose there exists \(j\) satisfying Equation (29), we will find \(j_0\) with the following process:

1. Set \(j_0\) to be \(j\).
2. If \(\exists X_k \in Pa_0(X_i)\) such that there exists the path from \(X_{j_0}\) to \(X_k\), then we set \(j_0\) to be \(k\). In this step, the condition \(X_i \in Pre_0(X_{j_0})\) still holds. If there is no such \(X_k \in Pa_0(X_i)\) satisfying the above condition, we will exit the iteration.

In this iteration, we always have \(X_i \in Pre_0(X_{j_0})\). Also, with the above process, we know that \(\forall X_k \in Pa_0(X_i) \setminus \{X_{j_0}\}, X_{j_0} \notin Pre_0(X_k)\), which means:

\[
z_{j_0}^e \perp X_k \forall k \in Pa_0(i) \setminus \{j_0\} .
\]
The specific confounder case in which NOTEARS [1] might make mistakes. Detailed data generation processes are as follows. Environment 1: 

\[ A = z_A(\sim \mathcal{N}(0, 4)), B = A/2 + z_B(\sim \mathcal{N}(0, 1)), C = A + B/2 + z_C(\sim \mathcal{N}(0, 4)) \]

Environment 2: 

\[ A = z_A(\sim \mathcal{N}(0, 4)), B = A/2 + z_B(\sim \mathcal{N}(0, 1)), C = A + B/2 + z_C(\sim \mathcal{N}(0, 1)) \]

Note that only the variance of \( z_B \) is different in two environments.

| \( \epsilon_1 \) | \( \epsilon_2 \) | \( e_1 \) | \( e_2 \) |
|--------------|--------------|----------|----------|
| (0,0)        | (0,0)        | (0,0)    | (0,0)    |
| (1,0, 0.50, 0.50) | (1,0, 0.50, 0.50) | (1,0, 0.50, 0.50) | (1,0, 0.50, 0.50) |

### TABLE 8

| Notations | Meanings |
|-----------|----------|
| \( n \) | number of the data samples |
| \( d \) | number of the variables (or nodes) |
| \( X \) | \( \mathbb{R}^{n \times d} \), observational data |
| \( X_j \) | \( \mathbb{R}^d \), observational data corresponding to the \( j \)-th variable |
| \( \mathcal{F} \) | \( \mathcal{F} \) ground truth structure function |
| \( \mathcal{F}_j \) | \( \mathcal{F}_j \) ground truth structure function corresponding to \( X_j \) |
| \( \Gamma \) | \( \Gamma \) estimated structure function |
| \( \Gamma_j \) | \( \Gamma_j \) estimated structure function corresponding to \( X_j \) |
| Pa(\( X_i \)) | parent set of \( X_i \) |
| Pa(\( \theta \)) | the index set of the parents of \( X_j \) |
| \( \sigma_i^2 \) | variance of \( X_i \) |
| \( \hat{\theta}_j \) | \( \hat{\theta}_j \) corresponding graph of \( \hat{\theta}(\mathcal{F}) \) |
| \( m_l \) | the number of hidden units in the \( l \)-th layer in MLP |
| \( S \) | \( S \) \((0, 1)^{d \times d} \) invariant structure model |

Now since the result of the regression from \( Pa(X_j) \) to \( X_i \) is exactly the \( m \)-th column of \( \mathbb{W}_j \), we denote the result of the regression based on Equation (23) as:

\[
[\mathbb{W}_j]^m = \arg\min_{w_{j_0}, \ldots, w_{j_d}} \mathbb{E}_x \left[ || w_{j_0}X_{j_0} + \sum_{k \in Pa_j(m) \setminus \{j\}} w_kX_k - X_j ||^2_2 \right], \\
\text{s.t. } w_j = 0, \quad j \in \{1, \ldots, d\} \setminus Pa_j(m) 
\]

Then the optimal value for \( w_{j_0} \) is:

\[
\hat{w}_{j_0}^* = \frac{\mathbb{E}_x [X_iX_{j_0} | Pa_j] - \sum_{k \in Pa_j(m) \setminus \{j_0\}} \hat{w}_k^* \mathbb{E}_x [X_kX_{j_0}]}{\mathbb{E}_x [X_{j_0}^2]}. \tag{31}
\]

According to the conditions of theorem [1], there exist two distinct environments \( e_1, e_2 \in \mathcal{E} \) such that \( \text{Var}(z_{j_0}^{e_1}) \neq \text{Var}(z_{j_0}^{e_2}) \) and for any other node \( X_k \) i.e., \( i \neq j_0 \), we have \( \text{Var}(z_{j_0}^{e_1}) = \text{Var}(z_{j_0}^{e_2}) \).

Hence in the right term in Equation (31), with \( X_i \perp z_{j_0} \) (according to the condition \( X_i \in \text{Pre}_0(X_{j_0}) \)) and \( \forall k \in Pa_j(i) \setminus \{j_0\} \), \( z_{j_0} \) \perp X_k in Equation (30), we could have:

\[
\mathbb{E}_{e_1} [X_iX_{j_0}] = \mathbb{E}_{e_2} [X_iX_{j_0}], \\
\forall k \in Pa_j(i) \setminus \{j_0\}, \mathbb{E}_{e_1} [X_kX_{j_0}] = \mathbb{E}_{e_2} [X_kX_{j_0}].
\]

If there exists \( k \in Pa_j(i) \setminus \{j_0\} \) such that \( \hat{w}_k^{e_1} = \hat{w}_k^{e_2} \), \( \forall k \in Pa_j(i) \setminus \{j_0\} \), then since \( \mathbb{E}_{e_1} [X_k^2] = \mathbb{E}_{e_2} [X_k^2] \), we will have:

\[
\hat{w}_{j_0}^{e_1} = \hat{w}_{j_0}^{e_2}, \tag{32}
\]

indicating \( G_s \) is not a stable graph. The contradiction still exists.

Thus we can have the conclusion: If \( G_s \) is a stable graph, then \( \forall X_j \in Pa_s(X_i) \), we have \( X_i \notin \text{Pre}_0(X_j) \). The lemma is proved.

Now we give the proof of Theorem 4.1. Since it’s written from Theorem 4.1 with Definition 4.1, then Theorem 4.1 will also be proved.

**Proof.** Note that in this case \( W_0 \) is the optimal parameters for \( G_0 \), and thus it is also the true coefficients for data generation. (as shown in Lemma [4,1])

To prove Theorem 4.1, we will split the regression loss in Equation (22) to the specific loss value in every environment and every node except source nodes. In other words, we illustrate that for any environment \( e \in \mathcal{E} \), \( \mathcal{L}^e(S_0 \circ W_0) \leq \mathcal{L}^e(S_0 \circ W_e) \), which could directly lead to Equation (24).

Hence, in the following part, with a slight abuse of notation, we will omit the subscript \( e \). We will show that \( \forall X_i \in \mathcal{V} \), \( \mathcal{V} \) is the node set, the regression loss from \( Pa(X_i) \) to \( X_i \) in \( G_s \) is larger or equal than in \( G_0 \), with the equaling condition holds when:

\[
\text{i-th column}(W_0) = \text{i-th column}(W_s). \tag{33}
\]

Given any \( X_i \in \mathcal{V}, i \in \{1, \ldots, d\} \), we denote all the parents of \( X_i \) in \( G_s,G_0 \) as \( Pa_s(X_i), Pa_0(X_i) \) and the corresponding indexes of its parents as \( Pa_s(i), Pa_0(i) \), respectively. Then the true generation process for the variable \( X_i \) could be denoted as:

\[
X_i = \sum_{k \in Pa_0(i)} [W_0]_{ki}X_k + z_i; \quad z_i \sim \mathcal{N}(0, \sigma_i^2). \tag{34}
\]

When performing regression from \( Pa_s(X_i) \) to \( X_i \), we need to constrain \( G(W_s) = G_s \), which means:

\[
[W_s]_{ki} = 0 \forall k \in \{1, \ldots, d\} \setminus Pa_s(i). \tag{35}
\]

We denote the minimal loss and the optimal elements as:

\[
L_s^* = \min_{\{w_k|k \in Pa_s(i)\}} \mathbb{E} \left[ || X_i - \sum_{k \in Pa_s(i)} w_kX_k ||^2_2 \right], \\
\{w_k^*|k \in Pa_s(i)\} = \arg \min_{\{w_k|k \in Pa_s(i)\}} \mathbb{E} \left[ || X_i - \sum_{k \in Pa_s(i)} w_kX_k ||^2_2 \right],
\]

where \( \{w_k^*|k \in Pa_s(i)\} \) is a set and its elements are exactly the corresponding elements of \( [W_s] \), i.e., the non-zero elements of i-th column of \( W_s \).
Then we define three sets of indexes as follows:

\[ I_u = P_{a_0}(i) \cap P_{a_3}(i), \]
\[ I_v = P_{a_0}(i) \setminus P_{a_3}(i), \]
\[ I_k = P_{a_3}(i) \setminus P_{a_0}(i). \]

Then after substituting Equation (34) into Equation (35), we have:

\[
L_i^* = \min_{\{u_k|k \in P_{a_0}(i)\}} \mathbb{E} \left\| \sum_{u \in I_u} (W_0)_{ui} - \mu_u \right\| X_u \\
+ \sum_{v \in I_v} |W_0|_{vi} X_v + \sum_{k \in I_k} \bar{\mu}_k X_k + z_i \| z_i \|^2.
\]

According to Lemma 4.1, \( X_j \in P_{a_3}(X_i) \), we have \( X_i \notin \mathcal{P}_{\mathcal{R}_0}(X_j) \), which means \( X_j \perp z_i \). Thus we have \( z_i \perp P_{a_3}(X_i) \). By definition, we have \( z_i \perp P_{a_3}(X_i) \), which yield \( z_i \perp \{ P_{a_3}(X_i) \} \). Then we can rewrite the above equation as:

\[
L_i^* = \min_{\{u_k|k \in P_{a_0}(i)\}} \mathbb{E} \left\| \sum_{u \in I_u} (W_0)_{ui} - \mu_u \right\| X_u \\
+ \sum_{v \in I_v} |W_0|_{vi} X_v + \sum_{k \in I_k} \bar{\mu}_k X_k \| z_i \|^2 + \sigma_i^2.
\]

Since the reconstruction loss for \( X_i \) in the true graph \( G_0 \), denoted as \( L_i^0 \), is exactly the variance of the additive noise added on \( X_i \), i.e., \( \sigma_i^2 \). Thus we can directly have \( L_i^0 \geq \sigma_i^2 \). In the following part, We will explore the conditions that make the equation hold exactly.

Note that \( \forall j \in P_{a_0}(i) \), we have \( |W_0|_{ji} \neq 0 \). Then for all the nodes in \( I_u \cup I_v \cup I_k \), there must exist a node denoted as \( X_{end} \in I_u \cup I_v \cup I_k \) that has no successors in \( I_u \cup I_v \cup I_k \) according to \( G_0 \). This means the noises corresponding to \( X_{end} \) will be independent from all the other nodes in \( I_u \cup I_v \cup I_k \). Then we discuss three situations for \( X_{end} \) to be in \( I_u, I_v, \) or \( I_k \), respectively:

- If \( X_{end} \in I_u \), we denote the index for \( X_{end} \) as \( u_1 \). Then we have:
  \[
  L_i^* - L_i^0 \geq \min_{\{u_k|k \in P_{a_0}(i)\}} \mathbb{E} \left\| \sum_{u \in I_u \setminus \{ u_1 \}} (W_0)_{ui} - \mu_u \right\| X_u \\
  + \sum_{v \in I_v} |W_0|_{vi} X_v + \sum_{k \in I_k} \bar{\mu}_k X_k \| z_i \|^2 + |W_0|_{u_1i} \| \mu_{u_1} \|^2 + \sigma_{u_1}^2.
  \]

Then the minimum operation \( \min_{\{u_k|k \in P_{a_0}(i)\}} \) will directly set the optimal value of \( \mu_{u_1} \), i.e., \( \mu_{u_1}^* \) to be \( |W_0|_{u_1i} \).

- If \( X_{end} \in I_v \), we denote the index for \( X_{end} \) as \( v_1 \). Then we have:
  \[
  L_i^* - L_i^0 \geq \min_{\{u_k|k \in P_{a_0}(i)\}} \mathbb{E} \left\| \sum_{u \in I_u} (W_0)_{ui} - \mu_u \right\| X_u \\
  + \sum_{v \in I_v \setminus \{ v_1 \}} |W_0|_{vi} X_v + \sum_{k \in I_k} \bar{\mu}_k X_k \| z_i \|^2 + |W_0|_{v_1i} \| z_i \|^2 + \sigma_{v_1}^2.
  \]

In this case, we will have the strict inequality \( L_i^* > L_i^0 \), which means the reconstruction loss for \( G_0 \) will be strictly larger than \( G_0 \).