Forward Modeling of Simulated Transverse Oscillations in Coronal Loops and the Influence of Background Emission
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Abstract

We simulate transverse oscillations in radiatively cooling coronal loops and forward-model their spectroscopic and imaging signatures, paying attention to the influence of background emission. The transverse oscillations are driven at one footpoint by a periodic velocity driver. A standing kink wave is subsequently formed and the loop cross-section is deformed due to the Kelvin–Helmholtz instability, resulting in energy dissipation and heating at small scales. Besides the transverse motions, a long-period longitudinal flow is also generated due to the ponderomotive force induced slow wave. We then transform the simulated straight loop to a semi-torus loop and forward-model their spectrometer and imaging emissions, mimicking observations of Hinode/EIS and SDO/AIA. We find that the oscillation amplitudes of the density are different at different slit positions, but are roughly the same in different spectral lines or channels. X-t diagrams of both the Doppler velocity and the Doppler width show periodic signals. We also find that the background emission dramatically decreases the Doppler velocity, making the estimated kinetic energy two orders of magnitude smaller than the real value. Our results show that background subtraction can help recover the real oscillation velocity. These results are helpful for further understanding transverse oscillations in coronal loops and their observational signatures. However, they cast doubt on the spectroscopically estimated energy content of transverse waves using the Doppler velocity.
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1. Introduction

Since their first imaging detections by the Transition Region and Coronal Explorer (TRACE; Aschwanden et al. 1999; Nakariakov et al. 1999), transverse oscillations have been abundantly observed in coronal loops (e.g., Zimovets & Nakariakov 2015; Goddard et al. 2016). This kind of transverse oscillation, with large amplitude but strong damping, are usually associated with solar flares or coronal mass ejections (Aschwanden et al. 2002). Recent observations also see another kind of small-amplitude transverse oscillations showing weak or no decay (Tian et al. 2012; Wang et al. 2012). These decayless oscillations are not related to solar eruptive events and are also frequently observed in coronal loops (e.g., Anfinogentov et al. 2013, 2015; Nistico et al. 2013). The generation mechanism of decayless oscillations is still under debate. Antolin et al. (2016) showed that the decayless oscillations can be a result of the combined effects of periodic brightenings and the coherent motions of the Kelvin–Helmholtz instability (KHI) vortices. Nakariakov et al. (2016) proposed that decayless oscillations can be generated by a self-oscillatory process, which was recently achieved in simulations by Karampelas & Van Doorsselaere (2020, 2021). Decayless oscillations were also produced in recent simulations by implementing velocity drivers at the loop footpoint (Karampelas et al. 2017; Guo et al. 2019a; Afanasiev et al. 2020).

Transverse oscillations in coronal loops are often attributed to kink waves supported by the structured solar corona (Edwin & Roberts 1983). Energy carried by kink waves can convert or dissipate through resonant absorption (Hollweg & Yang 1988; Goossens et al. 2002; Ruderman & Roberts 2002; Pascoe et al. 2012), phase mixing (Heyvaerts & Priest 1983; Pagano & De Moortel 2017), or KHI (Browning & Priest 1984; Terradas et al. 2008; Antolin et al. 2015), and thus could have potential heating effects on the solar corona. A number of three-dimensional (3D) simulations have shown the heating effects of footpoint-driven kink waves (Karampelas et al. 2017, 2019a; Guo et al. 2019a, 2019b; Afanasiev et al. 2019). Recent simulations by Shi et al. (2021) showed that the energy dissipation of kink waves is a promising mechanism for balancing the radiative losses of coronal loops.

Radiative cooling directly decreases the plasma temperature and thus influences the extreme-ultraviolet (EUV) emissions. Aschwanden & Terradas (2008) concluded that in order to avoid contamination from other loops, the oscillation of a single loop cannot be detected for longer than 10–20 minutes in one passband. Radiative cooling of coronal loops can also influence the kink wave properties and the period ratio between the fundamental and first harmonic kink waves (Morton & Erdélyi 2009). Ruderman (2011a, 2011b) showed that cooling can cause amplification of kink waves but this amplification is inefficient compared with resonant damping. This ineffective amplification caused by radiative cooling was later shown in simulations by Magyar et al. (2015).

Forward modeling is an approach that synthesizes plasma emissions and converts numerical models to observables. A variety of forward-modeling analyses were conducted exploring the synthetic emissions modulated by magnetohydrodynamic (MHD) waves in coronal loops, such as slow waves (Yuan et al. 2015; Mandal et al. 2016), kink waves (Yuan &
Van Doorsselaere (2016), and sausage waves (Antolin & Van Doorsselaere 2013; Shi et al. 2019). Antolin et al. (2014, 2017) investigated the observational signatures of fine structures and dynamic instabilities induced by transverse oscillations.

The Doppler velocity is one of the key parameters to estimate wave energy from real observations. Tomczyk et al. (2007) found the observed wave energy in the line of sight (LOS) is not enough to heat the corona. However, some energy could be hidden from the Doppler velocity as a consequence of the LOS superposition (McIntosh & De Pontieu 2012; Pant et al. 2019; Pant & Van Doorsselaere 2020). De Moortel & Pascoe (2012) showed that in the case of a multistrand loop the observed kinetic energy using the Doppler velocity could underestimate the actual energy by one or two orders of magnitude. But in that paper, they simply integrated the velocity component along an LOS to estimate the kinetic energy, which could be very different from the Doppler velocity obtained through forward modeling. Antolin et al. (2017) forward-modeled transverse MHD waves excited impulsively and studied the effect from dynamic instabilities associated with these waves. They found that the effect of resonant absorption and KHI reduces the available kinetic energy by 90%. A doubling of the periodicity in the line width was also found. Furthermore, they observed a clear increase of the nonthermal line widths, but it did not compensate for the apparent loss of kinetic energy from the Doppler velocities.

In this work, we simulate transverse oscillations in coronal loops using 3D MHD simulations and forward-model the synthetic observations targeting at the EUV Imaging Spectrometer (EIS) on board Hinode and the Atmospheric Imaging Assembly (AIA) on board Solar Dynamics Observatory (SDO). While Yuan & Van Doorsselaere (2016) forward-modeled the kink wave model in a semi-torus loop, the difference of our work is that we use real simulation data with the radiative cooling explicitly included. We also study the influence of background emission by changing the integration column depth. Section 2 is the simulation setup. Sections 3 and 4 show the results of simulation and forward modeling. Section 5 is the summary and conclusion.

2. Numerical Model

In our model, we set the coronal loop as a straight, density-enhanced magnetic flux tube along the Cartesian $z$ direction. Gravity is ignored. The initial loop parameters depend only on the transverse position $x$ and $y$. The density is given by

$$\rho = \rho_e + (\rho_i - \rho_e) \zeta(x, y),$$

$$\zeta(x, y) = \frac{1}{2} \left(1 - \tanh(b(\sqrt{x^2 + y^2}/R - 1))\right),$$

where $[\rho_i, \rho_e] = [2 \times 10^8, 10^9]$ $m_3$ cm$^{-3}$ are the densities in the interior and exterior of the loop and $m_p$ is the proton mass. $R = 1$ Mm is the loop radius. The density changes smoothly from $\rho_i$ to $\rho_e$ within a transition layer $l$ determined by $b$. We choose $b = 20$, resulting in an $l$ of 0.3R. The initial temperature is $T = 1$ MK across the whole domain. The magnetic field is along the $z$ direction, with its strength inside the loop being $B_z = 20$ G. The other initial parameters are used to maintain total pressure balance.

Similar to our previous work (Shi et al. 2021), we generate kink waves by implementing a dipole-like transverse velocity driver at one footpoint (Pascoe et al. 2010). Inside the loop the velocity is given by

$$[v_x, v_y] = \left[ v_0 \cos\left(\frac{2\pi}{P_k}\right), 0 \right].$$

Outside the loop the velocity is

$$[v_x, v_y] = v_0 \cos\left(\frac{2\pi}{P_k}\right) \frac{R^2}{x^2 + y^2}\left(\frac{x^2 - y^2}{(x^2 + y^2)^2}, \frac{2xy}{(x^2 + y^2)^2}\right).$$

$P_k$ is the period of the fundamental kink mode. In our model the loop length $L = 200$ Mm, so that $P_k = 2L/c_k = 112$ s, where $c_k = 3562$ km s$^{-1}$ is the kink speed. $v_0 = 8$ km s$^{-1}$ is the amplitude of the velocity driver.

The simulations are performed using the PLUTO code (Mignone et al. 2007) with radiative cooling taken into account. The radiative loss function is from the CHIANTI database (Dere et al. 2019). Physical dissipation and thermal conduction are not included in our model. The simulation domain is $[-10, 10]$ Mm, from $[-10, 10]$ Mm, and $[0, 200]$ Mm in the $x$, $y$, and $z$ directions. There are 800 uniform grid points in both the $x$ and $y$ directions, and 100 uniform grid points in the $z$ direction, corresponding to a spatial resolution of 25 km in the $x$ or $y$ direction. We use outflow boundary conditions for all quantities at the side boundaries. The transverse velocities at the bottom boundary ($z = 0$) are given by the driver, and at the top boundary are fixed to be zero. At both the top and bottom boundaries, the $z$ component of velocity is antisymmetric.

3. Simulation Results

The velocity driver implemented at one footpoint generates a kink wave that propagates along the loop and reflects at the other footpoint. Because the driver period is the same as that of the fundamental kink wave, a standing kink wave forms after several periods, and at the same time the KHI develops due to the velocity shear. Figure 1 shows the density and temperature distributions in five different cross sections at $t = 1080$ s ($\approx 9.6P_k$). The profiles at $z = 0.1L$ and $0.9L$ (also at $z = 0.3L$ and $0.7L$) are almost identical to each other, in line with the fundamental standing kink wave. From the associated animation, we see that KHI develops after $2P_k$ and later deforms the loop cross sections to turbulent structures, with both the KHI and loop deformation strongest at the apex ($z = 0.5L$). The radiative cooling is proportional to density squared and thus has the most effect on high-density regions. This is shown in Figure 1 near the footpoint, and one sees that the temperature in the high-density interior is lower than in the loop exterior. As small-scale structures are generated at a later stage, numerical dissipation will occur and heat the plasma. The estimated numerical resistivity and viscosity are $1.7 \times 10^{-5}$ and $8.6 \times 10^{-3}$ (g cm s$^{-1}$), respectively, by taking into account energy conservations (Shi et al. 2021). The corresponding (magnetic) Reynolds number is on the order of $10^8$. We see that the temperature distributions around the footpoint and at the apex are a bit different. Around the footpoint, we see a cooler core region surrounded by a hotter ring. This is a combined effect from both heating and cooling, as dissipation and heating are stronger around the loop edges, and radiative cooling is stronger in the loop core. At the apex, where the loop is more turbulent, temperatures at this cross section are effectively equilibrated.

The oscillation amplitude and velocity of kink wave are shown in Figure 2. The top panel of Figure 2 is the time-
distance map of density at the apex. The oscillation amplitude grows first and then saturates after several periods. Despite the deformation of the loop cross section and the generation of small-scale structures, the loop oscillation is still clearly recognized with no obvious decay, which is similar to the observed decayless oscillations as reported by Karampelis et al. (2019b). The oscillation amplitude and velocity shown in the middle and bottom panels of Figure 2 are calculated by tracking the centroid of the loop interior regions (\(\rho > 1.1 \rho_{e}\)) from 0.1 to 0.9 at the apex. From Figure 2, we find that the oscillation amplitudes look larger than typical values of decayless oscillation observed in coronal loops (Anfinogentov et al. 2013; Nisticò et al. 2013), also the oscillation velocities are larger than those of kink waves observed from a spectrometer (Van Doorsselaere et al. 2008). However, it is inappropriate to directly compare our model with the observed ones, because both the observed oscillation amplitudes and velocities strongly depend on the angle between the LOS and the oscillation axis. The observed Doppler velocities, which are derived from the emission integral along an LOS, are often smaller than the real

Figure 1. Density \(\rho\) and temperature \(T\) profiles at the loop cross section of five \(z\) locations (from 0.1L to 0.9L) at \(t = 1080\) s \((\approx 9.6\) \(P_{c}\)). An animated version of this figure is available that has the same layout as the static figure, and runs from 0–2400 s. (An animation of this figure is available.)

Figure 2. Top: time–distance map of density at the midplane (a slice at \(y = 0\)) of the loop apex (\(z = 0.5L\)). Middle: oscillation amplitude from calculating the centroid of the loop interior (\(\rho > 1.1 \rho_{e}\)) at the apex. Bottom: oscillation velocity calculated from the middle panel.
oscillation velocities, as shown by Antolin et al. (2017). Also, the low spatial and spectral resolutions can decrease the observed velocities.

In addition to the transverse oscillations, we also see a long-period longitudinal flow in the z direction. The top panel of Figure 3 shows the evolution of the longitudinal velocity $v_z$ averaged in the $x - y$ plane ($|x|, |y| \leq 5 \text{ Mm}$). Clearly we see a periodic profile, which was also found in previous simulations (Magyar & Van Doorsselaere 2016; Karampelas et al. 2017; Guo et al. 2019). This longitudinal flow is caused by the slow magnetoacoustic wave driven by the ponderomotive force of a large-amplitude standing wave, which was previously discussed by Rankin et al. (1994) and Terradas & Ofman (2004). The analytical results from Rankin et al. (1994) show that the frequency of this slow wave is $\Omega = 2k_zc_s$, where $k_z$ is wavevector and $c_s$ is sound speed. In our model, $k_z = \pi/L$ for a fundamental wave, $c_s = 166$ km s$^{-1}$ for 1 MK plasma, so that the period is $2\pi/\Omega = L/c_s = 1205$ s, which shows good agreement with the period of $v_z$ in Figure 3. The longitudinal flow becomes weaker at the later stage ($\approx 2200$ s), probably due to the development of turbulent structures. The consequence of this longitudinal flow is the mass enhancement at the apex, shown in the bottom panel of Figure 3. Terradas & Ofman (2004) proposed that this mechanism could explain the observed emission enhancement at the apex of some oscillating loops, though other physical processes, such as gravity, need to be considered.

Solid lines of Figure 4 show the averaged temperature of the loop interior ($\rho \geq 1.1\rho_i$) at five cross sections. On the whole we find a decreasing trend of the averaged temperature, meaning that radiative cooling plays a dominant role. The long-period modulation of the temperature profiles, obviously seen at the apex ($z = 0.5L$) and around the footpoints ($z = 0.1L, 0.9L$), are due to the ponderomotive force induced slow wave. A similar temperature profile was also shown by Karampelas et al. (2017). Looking at Figure 4, we see that at the initial stage ($t < 200$ s) all curves are overlapped, but at the later stage temperatures at different cross sections are different, with the temperature at the apex being higher than that around the footpoint. This is because around the footpoint the cross section is less turbulent, and thus the radiative cooling is stronger there than at the apex. Numerical dissipation will also play a role in heating the plasma, and consequently counteract the radiative losses, leading to longer cooling times. Numerical dissipation is widely used in 3D simulations, as the realistic (magnetic) Reynolds number in the solar corona cannot be achieved. To get a sense of how numerical dissipation changes at different spatial resolutions, we run an additional simulation case with the resolution 2 times coarser, i.e., 400 grids in both the $x$ and $y$ directions. The dotted lines in Figure 4 show the temperatures in this case. We find that the temperature is higher in the case of coarser resolution, indicating a higher numerical dissipation.

4. Forward Modeling

In this section we forward-model the synthetic emissions of a semi-torus loop illustrated in Figure 5. This semi-torus loop, with zero inclination between the loop plane and the vertical to the solar surface, is obtained by simply bending the simulated straight loop. Following Yuan & Van Doorsselaere (2016), the coordinate transformation from the straight loop $(x, y, z)$ to the semi-torus loop $(x_1, y_1, z_1)$ is given by

$$x_1 = x, \quad y_1 = (R + y)\sin \zeta, \quad z_1 = -(R + y)\cos \zeta,$$

where $\zeta = z/R$ and $R = L/\pi$. The velocities are transformed by

$$v_{x1} = v_x, \quad v_{y1} = v_y \sin \zeta + v_z \cos \zeta, \quad v_{z1} = -v_y \cos \zeta + v_z \sin \zeta.$$  (5)

In the new coordinates, the kink wave is horizontally polarized and oscillates perpendicularly to the $y_1 - z_1$ plane.

We forward-model the synthetic emissions using the FoMo code. FoMo can generate both spectrometer and imaging observations. For spectrometer observations like Hinode/EIS, FoMo calculates the monochromatic emissivity based on the contribution function of the corresponding spectral line and the LOS velocity. For imaging observations like SDO/AIA, FoMo also takes into account the response function of the corresponding channel. The comprehensive description of FoMo was provided by Van Doorsselaere et al. (2016).

We select an oblique LOS (shown in Figure 5) for the forward-modeling analysis. For a given LOS, FoMo rotates to a new coordinate system determined by the LOS ($z'$) and the plane of sky (POS; i.e., $x_{pos}, y_{pos}$), calculates the emissivity at each pixel in the new coordinates, and integrates them along the LOS ($z'$). For those pixels outside the simulation domain, we specify a constant emissivity value that equals the values at the loop exterior of the initial state. By doing this, we assume that the emissions outside the simulation domain are constant and not evolving. Furthermore, we make sure that all the rays of this LOS have the same column depth of 118 Mm, i.e., the maximum range of $z'$.

Forward modeling is conducted with a pixel size of 0′′1 and, for the spectroscopic mode, a wavelength spacing of 3.3 km s$^{-1}$. For spectrometer observations, we degrade the spatial resolution to 3′′ and the spectral resolution to 36 km s$^{-1}$, similar to EIS (Culhane et al. 2007). For imaging observations,  

\begin{align*}
\frac{\partial}{\partial t}(\rho u_i) &= \frac{1}{\rho} \nabla \cdot (\rho u_i u_i) + \nabla \cdot \Gamma \frac{1}{\rho} \nabla \varphi + \mathbf{f}_i, \\
\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho u_i) &= 0, \\
\frac{\partial \varphi}{\partial t} + \nabla \cdot (u_i \varphi) &= 0, \\
\frac{\partial \mathbf{f}_i}{\partial t} + \nabla \cdot (u_i \mathbf{f}_i) &= 0.
\end{align*}
we degrade the spatial resolution to 1′′5, similar to AIA (Lemen et al. 2012). The temporal cadence is 12 s for both the spectrometer and imaging analysis. A comprehensive analysis of the influence of different resolutions was given by Antolin et al. (2017).

4.1. Spectrometer Observations

For spectrometer observations, we forward-model two emission lines, i.e., Fe XII 195.119 Å and Fe VIII 185.213 Å. We select these two lines because both are strong emission lines observed by EIS (Young et al. 2007) and are often used in real observations. The formation temperatures of the two lines are log(T) = 6.2 and 5.7, respectively, corresponding to higher and lower temperatures compared with the initial temperature of 1 MK.

4.1.1. Plane-of-sky Images

At each pixel in the plane of sky, we fit the spectral profile with a Gaussian and get the intensity, Doppler velocity, and Doppler width. Figure 6 shows the results at one snapshot. The intensity is normalized by the background value in the plane of sky. Here the background means the region where LOS rays do not pass through the simulation domain. From the intensity images in Figure 6, we can recognize the unchanging background and the region where LOS rays pass through the simulation domain. The loop interior is also clearly seen. In the simulation domain, the intensity decreases for Fe XII 195 Å but increases for Fe VIII 185 Å because of their different formation temperatures. The Doppler velocity is stronger at the loop interior. The Doppler width is larger at the locations with larger velocity, indicating the line broadening is dominated by the flow velocity.

4.1.2. X-t Images

Two slits marked at the top left panel of Figure 6 are selected in order to show the slit-cut results. The center of slit 1 corresponds to the LOS ray passing through [x, y, z] = [0, 0, 100] Mm (apex center) of the straight loop, while the center of slit 2 corresponds to the ray passing through [x, y, z] = [0, 0, 65] Mm. The lengths of both slits are around 11′′. Slit-cut values are obtained by interpolating the plane-of-sky images and maintaining the pixel size. Figures 7 and 8 show the x-t images at both slits for Fe XII 195 Å and Fe VIII 185 Å, respectively. At slit 1 the intensity oscillations are obvious for both lines. But at slit 2 the oscillation amplitudes are small and not that obvious. Despite the opposite trends of the intensity variations for Fe XII 195 Å and Fe VIII 185 Å, we find that during our simulation time the oscillation amplitudes are roughly the same in the same slit. At both slits, the Doppler velocity shows periodic blueshifts and redshifts as the results of the kink oscillations. The Doppler width also shows periodic enhancement, with its period being only half of that of the Doppler velocity. This is a similar result as Antolin et al. (2017).

4.1.3. Influence of the Background Emission

In real observations, the emission column depth is an important value to derive some physical parameters such as the filling factor of a loop. However, the column depth can change as the loop’s inclination or orientation changes (e.g., Cooper et al. 2003; Verwichte et al. 2010; White & Verwichte 2012). For the loops possessing a low density contrast, like the one in our model, the emission contribution from the background is not negligible. Similarly, the column depth of the background could also change at a different LOS angle. Furthermore, when observing a loop located at different locations, e.g., the disk or the limb, the background column depth would also be different. Thus, it is interesting to study the influence of different column depths of the background emission. The background emission can influence the LOS integrated spectral profile and thus the Gaussian fitting (Pelouze et al. 2020). We briefly discuss how the background emission influences our results by changing the column depth of the forward-modeling analysis. Besides the 118 Mm column depth used in the previous sections, in this section we also adopt shorter column depths. For each LOS ray, a shorter column depth is obtained by reducing the number of pixels outside the simulation domain, and thus reducing the emission contribution from the unchanging background.

We find that even though the intensity changes for a different column depth, the oscillation amplitude (white lines in Figures 7 and 8) and velocity in the POS remain the same. Thus the more important influence of the background emission...
is on the Doppler velocity and Doppler width. Figures 9 and 10 show the Doppler velocity and Doppler width at the centers of both slits for the Fe XII 195 Å line and the Fe VIII 185 Å line, respectively. We see that in the case of a small column depth, both the Doppler velocity and Doppler width are obviously larger than in the case of a large column depth. The oscillation amplitude of the Doppler velocity increases first due to the development of kink oscillations. At the later stage, the Doppler velocity decreases due to the development of small-scale structures that result in less coherent motions than at the earlier stage. The rapid variations of the Doppler width are caused by periodic fluid motions of the kink oscillations.

**Figure 6.** Plane-of-sky images of normalized intensity \(I/I_b\), Doppler velocity \(V\), and Doppler width \(W\) for (left) Fe XII 195 Å and (right) Fe VIII 185 Å lines at \(t = 528\) s. The black lines in the top left panel mark the positions of two slits. An animated version of this figure is available that has the same layout as the static figure, and runs from 0–2400 s. (An animation of this figure is available.)

**Figure 7.** Slit-time images of normalized intensity \(I/I_b\), Doppler velocity \(V\), and Doppler width \(W\) at slit 1 (left) and slit 2 (right) for the Fe XII 195 Å line. The white lines in the top panels are obtained by tracing the positions of peak intensity.
Besides the rapid variations, the Doppler width has a trend of first increasing and later on decreasing. The increasing trend is caused by resonant absorption and the development of KHI, and the decreasing trend is due to the radiative cooling and the development of small-scale structures.

The LOS Doppler velocity is of significance for estimating the kinetic energy of transverse waves in real observations. However, our results show that the Doppler velocity varies obviously for different column depths. What is more, the unchanging background in our model significantly decreases the Doppler velocity. Figure 11 shows the maximum amplitude...
of Doppler velocity at the center of slit 1 and the corresponding kinetic energy ratio for different column depths. In Figure 11 we also show the background-subtracted Doppler velocity, which is obtained by fitting the subtracted monochromatic emissivity at the center of slit 1 with that at the edge of slit 1. We see that the Doppler velocity is obviously smaller for a larger column depth, while the background-subtracted Doppler velocity is roughly the same at different column depths. More importantly, in our model, the Doppler velocity is one order of magnitude smaller than both the background-subtracted value
and the real velocity in Figure 2, similar to Antolin et al. (2017). In the right panel of Figure 11, we estimate the ratio of kinetic energy from Doppler velocity with respect to the real kinetic energy. We assume a constant density and thus we simply calculate the ratio of velocity squared with respect to the real one shown in the bottom panel of Figure 2. Our results show that the kinetic energy is two orders of magnitude smaller than the real value, while from the background-subtracted Doppler velocity, the kinetic energy is around 50% of the real kinetic energy. The underestimation of the Doppler velocity and the associated kinetic energy was also found by De Moortel & Pascoe (2012) because of the integration through different strands. The difference of our work is that we have only one single loop and the Doppler velocity is reduced because of the background emission. Thus, it is safe to speculate that the corona has both effects, and consequently, the observed energy is much smaller than the real one.

We also estimate the kinetic energy using the POS velocity derived from the white lines in Figures 7 and 8. We find that the POS velocity is not influenced by the background emission, and for this particular LOS, the kinetic energy in the POS is around 40% to 50% of the real value. These results could increase the difficulty for reconstruction of 3D motions from POS and LOS motions proposed by Sharma et al. (2017). Indeed, in that work, the LOS velocity was taken for granted, without taking into account the potential contribution of the background emission. Our results indicate that the observed velocity could be a severe underestimate of the real value. Thus, elliptical motions that were found in that paper may have the wrong ellipticity or even orientation. However, we cannot reach a general conclusion on how much smaller the observed Doppler velocity is, since besides the column depth, the result would also depend on the physical parameters inside and outside the loop (e.g., the density contrast, the temperature difference), and could vary from case to case.

4.2. Imaging Observations

For imaging observations we perform forward modeling of the AIA 193 and AIA 171 channels, in order to obtain the imaging observations in both hotter and cooler passbands. Figure 12 shows the normalized intensity in the plane of sky for AIA 193 (top) and AIA 171 (bottom) at \( t = 528 \) s. The black lines in the top panel mark the positions of two slits. An animated version of this figure is available that has the same layout as the static figure, and runs from 0–2400 s. (An animation of this figure is available.)

(An animation of this figure is available.)
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similar to those of spectrometer observations, and both of them are smaller than the kink amplitude and velocity shown in Figure 2.

5. Summary and Conclusion

In this work, we simulate the transverse oscillations in a radiatively cooling coronal loop that is being heated by transverse waves and forward-model their EUV synthetic emissions. The coronal loop is modeled as a straight, three-dimensional density-enhanced magnetic cylinder, with gravity being ignored. We drive the transverse oscillations using a dipole-like periodic footpoint velocity driver. A standing kink wave is formed and the Kelvin–Helmholtz instability develops and deforms the loop cross section to a turbulent state, resulting in localized energy dissipation and heating. We also see a ponderomotive force induced long-period longitudinal flow that causes mass enhancement at the apex.

We then bend the simulated straight loop to a semi-torus loop and forward-model the spectrometer and imaging observations at an oblique line of sight (Figure 5). For spectrometer observations, we forward-model emissions of the Fe XII 195 Å and Fe VIII 185 Å lines, and degrade the resolution to that of EIS. For imaging observations, we forward-model observations of the AIA 193 and AIA 171 channels. Our results show that the oscillation amplitudes of intensity are different at different slits, but are roughly the same for different spectral lines or channels. The Doppler velocity shows periodic blueshifts and redshifts in x-t images. The Doppler width also shows periodic enhancement, with period being half of the kink oscillations, matching the results for the impulsive kink mode investigated in Antolin et al. (2017). More importantly, we find that both the Doppler velocity and Doppler width depends on the integration column depth. The estimated kinetic energy from the LOS velocity is two orders of magnitude smaller than the real kinetic energy, while from the POS velocity, the estimated energy is around 40% to 50% of the real value. These results are helpful for understanding transverse oscillations in coronal loops and their observational signatures, as well as for estimating the wave energy in real observations.

In our model, background subtraction can help recover the real oscillation velocities. This result highlights the necessity of background subtraction in observations (e.g., Del Zanna & Mason 2003; Xie et al. 2017) to get a more reliable velocity.

In our idealized model, the POS oscillation and velocity are not influenced by the background emission. However, the results could be different for real observations where noise plays an additional role. The noise effects are not studied in this work.

It is also worth noting that the low-amplitude oscillations (slit 2 in our model) are not well measured due to the limitation of spatial resolution. The upcoming Multi-slit Solar Explorer (MUSE; De Pontieu et al. 2020) mission, with both higher spatial resolution and temporal cadence, could perform better observations of these low-amplitude oscillations. Moreover, we have shown that the background emission plays a major role in determining the observed Doppler velocity. Even with significant driving amplitudes, our Doppler velocities only go...
up to 1 km s$^{-1}$ for deep LOSs, which puts it at the detectability limit of the proposed spectral resolution of MUSE.

In our analysis, a single-Gaussian fit is used to derive the Doppler velocity and Doppler width. Even though the single-Gaussian fit is a common practice, in some observations, double or multiple Gaussians are used (e.g., Tian et al. 2012; Huang et al. 2015; Pant et al. 2015). A double- or multiple-Gaussian profile is usually formed due to the blending of different spectral lines or the flows that have a significant contribution to the emission profile. However, in our model, we find that it is justifiable to carry out the single-Gaussian fit. Figure 14 shows the degraded monochromatic intensity at the center of slit 1 and the corresponding single-Gaussian best fit (dashed lines) at two snapshots in the case of 42 Mm column depth. Due to the low spectral resolution of EIS ($\approx 36$ km s$^{-1}$), the degraded spectral profile does not show enough information or clear evidence that double or multiple Gaussians should be carried out for the fitting. Thus, the single-Gaussian fit is reasonable in our model.

Our current model has a number of inherent limitations, and the scenario in real observations is much more complex than in our model. Our model is still a very simplified one, as we do not include some physical processes such as gravity and thermal conduction. The curved loop is achieved by simply bending the simulated straight loop. A more realistic model, including, e.g., density stratification, curved loop, and thermal conduction is planned in the future, in order to have a direct comparison with the real observations.
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