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Abstract—Recently, more and more images are compressed and sent to the back-end devices for machine analysis tasks (e.g., object detection) instead of being purely watched by humans. However, most traditional or learned image codecs are designed to minimize the distortion of the human visual system without considering the increased demand from machine vision systems. In this work, we propose a preprocessing enhanced image compression method for machine vision tasks to address this challenge. Instead of relying on the learned image codecs for end-to-end optimization, our framework is built upon the traditional non-differential codecs, which means it is standard compatible and can be easily deployed in practical applications. Specifically, we propose a neural preprocessing module before the encoder to maintain the useful semantic information for the downstream tasks and suppress the irrelevant information for bitrate saving. Furthermore, our neural preprocessing module is quantization adaptive and can be used in different compression ratios. More importantly, to jointly optimize the preprocessing module with the downstream machine vision tasks, we introduce the proxy network for the traditional non-differential codecs in the back-propagation stage. We provide extensive experiments by evaluating our compression method for several representative downstream tasks with different backbone networks. Experimental results show our method achieves a better trade-off between the coding bitrate and the performance of the downstream machine vision tasks by saving about 20% bitrate.
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I. INTRODUCTION

WITH the successful applications of deep neural networks, the machine vision tasks such as detection and classification have made a lot of progress in recent years [1], [2], [3], [4], [5], [6], [7]. Therefore, more and more images are captured by the front-end devices (e.g., cameras) and sent to the back-end (e.g., cloud servers) for machine analysis.
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According to the report from Cisco [8] and Sandvine [9], the percentage of the connections from this machine-to-machine scenario will be up to 50% in the future, and the complexity of downstream application scenarios is also increasing. Therefore, how to reduce the transmission bitrate while maintaining performance for the downstream vision tasks has become a challenge for the image compression field.

Unfortunately, although several traditional image compression standards, such as JPEG [10] and BPG [11], have been proposed in the past decades, they are designed to minimize the compression distortion for the human visual system (e.g., PSNR) instead of the machine vision tasks (see Fig. 1(a)). More importantly, most compression standards are non-differential, which cannot be jointly optimized with the neural network based machine analysis methods. Therefore, the existing compression-then-analysis pipeline with the traditional codecs may not be optimal when we mainly focus on the performance of the downstream machine analysis. Recently, learned image compression methods [12], [13], [14] start to gain a lot of attention. Several approaches [15], [16], [17], [18], [19] also try to jointly optimize the learned compression methods with the downstream analysis tasks. For instance, Sun et al. [18] proposed a learning-based semantically structured image compression method, which divided the bitstream into different semantic parts to support different machine vision tasks, such as image classification. Wang et al. [19] pro-

Fig. 1. (a) Image compression method for human visual system. (b) Our proposed preprocessing enhanced image compression for machine vision tasks. (c) Image classification results for the image from the BPG codec and ours(NPP+BPG).
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posed an joint compression and analysis framework, achieving variable bitrate coding and rate-accuracy optimization for detection and segmentation tasks. Kim et al. [20] proposed an end-to-end learnable multi-scale feature compression method, optimizing machine vision performance with a novel fusion and encoding process. However, the computational complexity for the learned image codec is usually high, and the standardization is not finalized; therefore, the massive deployment of learned compression approaches is unlikely to happen soon, which means these approaches [15], [16], [17], [18] may not be feasible in practical applications.

To address these challenges, we propose a preprocessing enhanced image compression framework for machine vision as shown in Fig. 1(b). Our framework builds upon the traditional standard compatible image codecs and can be easily applied to the practical compression-then-analysis systems. Specifically, we propose a neural preprocessing (NPP) module before the traditional codec and the input image will be filtered before encoding. After that, the decoded image is used for the downstream tasks, like detection or classification. To enable the end-to-end optimization, we further introduce the proxy network for the traditional non-differential image codecs (e.g., BPG) in the training stage, where the gradients of the proxy network are propagated to the neural preprocessing module. Therefore, the proposed preprocessing module will be optimized to maintain the meaningful semantic information and reduce the irrelevant information for machine vision tasks, which leads to a better trade-off between the coding bitrate and machine analysis performances (see Fig. 1(c)).

Furthermore, the proposed neural preprocessing module is quantization adaptive and can be integrated into traditional codecs with different compression ratios. To demonstrate the superiority of our preprocessing enhanced image compression method, we perform extensive experiments on several representative machine vision tasks (e.g., object detection and image classification) with different downstream backbone networks. Experiments show that compared with the existing traditional codecs like BPG [11], the proposed approach can save about 20% bitrate for the downstream tasks with the same accuracy.

The main contributions of our work are summarized as follows,

- Building upon the traditional codec, we propose a neural preprocessing module to generate the filtered images, which can be effectively compressed by the traditional codecs with high machine perception performance.
- To enable an end-to-end optimization for a better trade-off between coding bitrate and machine perception performance, we introduce the learned proxy network to approximate the traditional codecs for the back-propagation in the training stage.
- Experimental results show our approach is general and the optimized NPP model for one specific scenario can be used for other codecs, downstream backbones, or even other tasks.

II. RELATED WORKS

A. Image Compression

Many traditional image compression algorithms [10], [11], [21], [22], [23] have been proposed in the past decades. These methods are based on hand-craft techniques (e.g., Discrete Cosine Transform) to reduce spatial redundancy. Recently, the learned image compression methods [12], [13], [14], [24], [25], [26], [27], [28], [29] have become popular. The mainstream methods [12], [13], [14], [26] adopt an auto-encoder style network to convert the images to the latent representations, which are further encoded by entropy coding. For example, Ballé et al. [12] proposed using a convolutional neural network (CNN) to learn non-linear transformations and additionally introduced a hyper-prior network to model the probability distribution of the latent representations [13]. Minnen et al. [14] introduce an autoregressive module for a more accurate entropy model. Latest works [26], [27], [28], [29], [30], [31], [32] also propose to use more powerful transform networks, such as residual blocks [27], nonlocal layers [28], invertible layers [29] and transformer [26]. However, although these learning-based compression methods have achieved better compression performance, there is no unified coding standard for them, which makes large-scale deployment of practical applications more difficult.

B. Image Compression for Machine Vision

Most existing image compression methods [10], [11], [12], [13] aim to reduce reconstruction distortion in terms of the human visual system and are optimized based on pixel field metrics such as PSNR. With the development of deep learning, some studies began to explore connections between compression and downstream tasks [18], [33], [34], [35], some studies [15], [16], [17], [20], [36], [37], [38], [39], [40], [41] also focus on joint optimization of the image compression and the downstream machine vision tasks. These innovations can be broadly categorized into following distinct approaches.

Firstly, several studies emphasize using compressed features to directly support vision tasks. For instance, Torfason et al. [15] proposed to utilize the compressed representations produced by learning-based image codec to perform image understanding tasks, such as classification and segmentation. Following this, Choi and Bajić [40] introduced a unified scalable image coding framework for both humans and machines, which divides the coding bitstream into different layers and takes advantage of feature space scalability to achieve obviously superior compression efficiency for tasks like object detection and segmentation. Recently, a self-supervised learning scheme [42] is proposed to constrain the intermediate-layer features to be semantics-complete and achieved high performances in different downstream vision tasks.

Besides, there are efforts concentrating on using the decoded images to assist in various vision tasks. For example, Fischer et al. [39] introduced the feature loss and latent space masking to optimize the image compression network, enhancing the balance between bitrate cost and analysis accuracy. Wang et al. [19] proposed an integrated compression and machine analysis optimization framework, utilizing variable bitrate coding and rate-accuracy optimization for better object detection and segmentation in machine vision systems. Liu et al. [43] proposed a partitioning and aggregation method for learning base image codecs and optimized the partitioned bitstreams for machine vision tasks such as...
object detection and image classification, etc. Additionally, there’re also some task-specific optimizations proposed to address unique challenges in different domains. This includes works [44], [45], [46] learning analysis-friendly representation for face compression, and prior-guided contrastive image compression specifically designed for underwater machine vision by Fang et al. [47].

Despite the innovations, most existing works have to rely on the learning based codecs to enable the end-to-end optimization, which may not be feasible in the practical application considering the mainstream codecs are traditional ones. In contrast, our framework is built upon the traditional codecs and can also be end-to-end optimized through the proxy network.

C. Preprocessing

In the past decades, several methods [48], [49], [50] have been proposed to use the preprocessing technique to improve the performance of the image and video compression algorithms. Most of these methods are based on the Just Noticeable Distortion (JND) technique [51] and try to improve the perceptual quality of reconstructed frames. For example, Xiang et al. [48] proposed adaptive perceptual preprocessing by removing information that is not perceptible to the human visual system. Vidal et al. [49] combined several adaptive filters to denoise the image for bitrate saving.

In recent years, several learning-based preprocessing methods have been proposed [52], [53], [54], [55]. Chadha and Andreopoulos [52] proposed a rate-aware perceptual pre-processing module for video coding. Guleryuz et al. [53] proposed neural network based preprocessing and postprocessing modules to improve the compression performance of the traditional codecs. Talebi et al. [54] designed a pre-editing neural network on the JPEG method to improve the visual quality of reconstructed images. Klopp et al. [56] proposed to borrow the rate estimator of learning-based codec to boost the perceptual quality of traditional codecs such as JPEG. We propose using the neural network based preprocessing method to improve the compression performance in machine vision instead of the human visual system.

III. PROPOSED METHOD

A. Overview

The overall architecture of our preprocessing enhanced image compression framework for machine vision is shown in Fig. 2. The whole system aims to achieve a better trade-off between coding bitrate and the performance of the machine analysis task. Specifically, we first feed the input image $X$ to the neural preprocessing module (NPP) for non-linear transform and generate the filtered image $\bar{X}$, which is expected to maintain the critical semantic information. Then, $\bar{X}$ is encoded and reconstructed by a traditional codec, like BPG [11]. Finally, the decoded $\hat{X}$ is input to machine analysis networks, such as FCOS [1].

Since the traditional codecs may not be differential, the proposed preprocessing module cannot enjoy the benefits of the joint end-to-end optimization with the downstream machine analysis tasks. To solve this problem, we additionally introduce a learned image compression network as the proxy network for the traditional codec in the training stage and the gradients of the proxy network are propagated to the preprocessing module (see Section III-C for more details). Here, we use BPG [11] as the traditional codec in our implementation.

Then the framework is optimized by using the following loss function,

$$
\mathcal{L} = R_t + \lambda D_m + \beta D_{\text{pre}}
$$

where $D_m$ and $R_t$ represent the loss of the downstream machine vision task based on reconstructed image $\hat{X}$ and coding bitrate from the traditional codec, respectively. $\lambda$ is a hyper-parameter used to control the trade-off. In addition, to stabilize the training process, we also consider the distortion between the input image $X$ and the enhanced image $\bar{X}$, which is denoted as $D_{\text{pre}}$. $\beta$ is the constant weight parameter.

B. Neural Preprocessing Network

As shown in Fig. 3, we provide the network architecture of our neural preprocessing module. Specifically, the original image $X$ is input into two parallel branches, where the first branch uses $1 \times 1$ convolutional layers to learn non-linear pixel-level transforms, and the second branch uses a U-Net [57] style network to extract the semantic information. The outputs of two branches are added together as the final filtered image $\bar{X}$, which preserves the useful texture and semantical information through both shallow and deep transforms.

Furthermore, considering the traditional codecs have different compression ratios (i.e., quantization parameter), the neural preprocessing module is required to generate the optimal filtered image $\bar{X}$ for each compression ratio. Here, we propose
a quantization adaptation layer for the neural preprocessing module, which leads to an adaptive preprocessing based on the quantization parameters in the codec. As shown in Fig. 3, we integrate the quantization adaptive layer into the NPP module and scale the intermediate features for adaptive filtering. Specifically, based on the given quantization parameter (QP) in the traditional codec, we use a 2-layer MLP network to generate the scale vector $s$ and the output feature $f'$ is the channel-wise multiplication product between input feature $f$ and the generated scale vector $s$, i.e., $f' = f \odot s$. Based on this strategy, the intermediate features in the preprocessing module will be modulated based on the quantization parameter; therefore, our module will generate the optimal filtered image $\bar{X}$ for the given QP in the BPG codec and achieve a better rate-accuracy trade-off.

Here we give an example in Fig. 4 to show the effectiveness of our preprocessing module. Fig. 4(a) and (b) represent the original image and output from the NPP module, respectively. Moreover, the corresponding compressed file sizes using the BPG [11] ($QP = 37$) codec are 63.7kb and 47.0kb. At the same time, Fig. 4(c) shows that the information discarded by the preprocessing module is mainly distributed in the background region. In contrast, based on the GradCAM method [58], the classification network [5] focuses on the foreground Dingo in the image as shown in Fig. 4(d,e). Simultaneously, Fig. (d) and Fig. (e) reveal that the classification model focuses more extensively on the expected region of the Dingo in the preprocessed image, potentially leading to a more accurate classification outcome. These results prove that the preprocessing module can preserve more critical semantic information for the downstream analysis tasks and reduce the irrelevant information for bitrate saving. We’ll present more illustrations in the section of experimental results.

## Table I

| The QP-$\lambda_p$ Pairs Used in Our Framework |
|---|---|---|---|---|---|---|
| QP  | 44 | 41 | 37 | 34 | 31 | 28 |
| $\lambda_p$ | 128 | 256 | 512 | 1024 | 2048 | 4096 |

## C. Proxy Network

In our framework, to enable an end-to-end optimization for the whole system, a learned image compression network is introduced as the proxy network to replace the traditional codec during the backward propagation stage. Here, we use Minnen’s approach [14] as our proxy network.

To make sure that the proxy network can well approximate the traditional codec, the reconstruction quality of the BPG and Minnen’s approach should be similar. The learned image compression approach [14] is optimized based on Rate-Distortion (R-D) loss $R + \lambda_p D$ and the quality of the reconstructed image depends on the hyper-parameter $\lambda_p$. We start by selecting a pre-trained image compression model, which, after being optimized with the R-D distortion loss and a suitable $\lambda_p$ parameter, has a performance comparable to the BPG. The paired hyper-parameter $\lambda_p$ and $QP$ are provided in Table I. To make it even more aligned with BPG, we then fine-tune the proxy network using the following approach,

$$L_p = R_p + \lambda_p D_p = R_p + \lambda_p d(\hat{X}, \hat{Y})$$

(2)
where \( d(\hat{X}, \hat{Y}) \) denotes the distortion between the reconstructed image \( \hat{X} \) from the BPG codec and the reconstructed image \( \hat{Y} \) from the proxy network (see Fig. 2). \( R_p \) represents the corresponding bitrate from the proxy network. After that, we obtain an optimized proxy codec to mimic the BPG codec.

**Algorithm 1 Training Procedure**

Require: training dataset \( D = \{(X_k)_k\}_{k=1}^m \), trade-off parameter \( \lambda, \beta = 0.5 \), learning rate \( \eta \)

\[ 1: \text{for all } (X) \in D \text{ do} \]
\[ 2: \hat{X} \leftarrow \text{Preprocessor}(X|\theta_{\text{pre}}) \quad \triangleright \text{\( \theta_{\text{pre}} \) represents the parameters of preprocessing module} \]
\[ 3: \hat{X}, R_t \leftarrow \text{BPG}(\hat{X}) \]
\[ 4: \hat{Y}, R_p \leftarrow \text{Proxy Network}(\hat{X}) \]
\[ 5: \hat{Y}.\text{data} \leftarrow \hat{X}.\text{data} \]
\[ 6: R_p.\text{data} \leftarrow R_t.\text{data} \]
\[ 7: \hat{O} \leftarrow \text{detector}(\hat{Y}) \]
\[ 8: L \leftarrow R_p + \lambda \cdot \text{loss}(\hat{O}) + \beta \cdot \text{mse}(X, \hat{X}) \quad \triangleright \text{calculate loss} \]
\[ 9: g_{\text{task}} \leftarrow \frac{\partial L}{\partial \hat{O}} \cdot \frac{\partial \hat{O}}{\partial \hat{Y}} \quad \triangleright \text{calculate gradients of detector} \]
\[ 10: g_p \leftarrow g_{\text{task}} \cdot \frac{\partial \hat{Y}}{\partial X} + \frac{\partial L}{\partial R_p} \cdot \frac{\partial R_p}{\partial X} \quad \triangleright \text{calculate gradients of Proxy Network} \]
\[ 11: g_{\text{pre}} \leftarrow g_p \cdot \frac{\partial \hat{Y}}{\partial X} + \frac{\partial \beta \cdot \text{mse}(X, \hat{X})}{\partial X} \cdot \frac{\partial \hat{X}}{\partial X} \quad \triangleright \text{calculate gradients of Preprocessor} \]
\[ 12: \theta_{\text{pre}} \leftarrow \theta_{\text{pre}} - \eta \cdot g_{\text{pre}} \quad \triangleright \text{optimize parameters of Preprocessor} \]
\[ 13: \text{end for} \]

We provide more implementation details of the end-to-end training procedure in Algorithm 1. In forward propagation, we can get the processed image \( \hat{X} \) based on the input image \( X \), where \( \theta_{\text{pre}} \) represents the parameters of preprocessing module. Then the processed image is compressed by BPG codec and BPG will calculate the bitrate \( R_t \) and produce the reconstructed image \( \hat{X} \). At the same time, we also generate the corresponding reconstructed image \( \hat{Y} \) and bitrate \( R_p \) based on the proxy network. Here, the values of \( \hat{Y} \) and \( R_p \) will be reassigned to \( \hat{X} \) and \( R_t \) from the BPG codec as shown in Line 5 and 6 in Algorithm 1. Then the reassigned \( \hat{Y} \) is input to the analysis models (e.g., an object detection module) and used to calculate the machine perception loss \( P_m \). After that, we can calculate the loss function as shown in Line 8. Based on this operation, we can use the bitrate and reconstructed image from the BPG codec in forward propagation and calculate the value of loss function while using the gradients of the proxy network in backward propagation. Finally, we perform the backward propagation, and optimize the weights of the neural preprocessing module, as shown in Line 9-12 in Algorithm 1. In the backward propagation, the gradients of the machine vision task model, proxy network, and preprocessing module, denoted as \( g_{\text{task}}, g_p, \) and \( g_{\text{pre}} \), will be calculated sequentially. And the weight of preprocessing module will be optimized while the weights of other modules are fixed.

**IV. EXPERIMENTS**

**A. Experimental Setup**

1) Datasets, Backbone Models and Evaluation Metrics:

For the proxy network, we adopted the Flicker [59] Dataset for training. We randomly cropped the images from Flicker dataset into size of 256 \( \times \) 256 and obtained a total of about 800k images, which constitute our training set.

For the object detection task, our framework is trained on the COCO 2017 training dataset [60]. The mean average precision (mAP) results are reported by evaluating the proposed framework on the COCO 2017 validation set which contains 5k images. Our empirical analysis incorporates three object detection baselines: FCOS [1], Faster RCNN [2], and RetinaNet [3] for comprehensive evaluation.

In the context of image classification, we utilize the ImageNet dataset [61], encompassing 1.28 million training images and 50,000 validation images across 1,000 classes. Here, Top-1 accuracy metric is employed to gauge performance. To validate the efficacy of our method, we also use three classification models: ResNet [5], Swin Transformer [62] and Vision Transformer [63] for evaluation.

To showcase the inter-task generalization ability of our proposed NPP module, we also evaluate our approach for the semantic segmentation task and pose estimation tasks and the corresponding backbone networks are DeepLabv3 [64] and Deeppose [65]. To further demonstrate its generalization capability across different codecs, we extend our evaluation to traditional codecs, including JPEG via the libjpeg-turbo [66] and Versatile Video Coding (VVC) via the VVC codec [67].

Additionally, we assess the compression performance relative to the human visual system by employing perceptual metrics like LPIPS [68] on the Kodak dataset [25]. Throughout all experiments, bits-per-pixel (bpp) is the standard metric for quantifying coding costs associated with the compression processes.

2) Implementation Details: Our whole framework is implemented on PyTorch [69] with CUDA support and trained on one RTX 3090 GPU card. We use BPG [11] as the default traditional codec with different \( Q P \) values (\( QP = \{28, 31, 34, 37, 41\} \)) and the corresponding \( \lambda \)s in Eq. 1 are set as \{0.5, 1, 2, 4, 8\}. The trade-off parameter \( \beta \) is set as 0.5. The weights of the downstream networks, like FCOS [1], remain fixed throughout the entire training process unless stated otherwise.

The whole training process has the following stages: First, based on the finetuning procedure in Section III-C, we can obtain several proxy networks that mimic the BPG codec with different quantization parameters. Then we end-to-end optimize the neural preprocessing module without the quantization adaptive layers according to the loss function in Eq. 1 and set the \( QP \) of the BPG codec to a fixed value, such as \( QP = 34 \). Finally, we add the quantization adaptive layers into the preprocessing module and further train the preprocessing module by randomly sampling \( QP \) values. Specifically, we use the Adam optimizer [70] and the initial learning rate is set as 1e \(-4\). The framework is optimized for 400k, 120k and 100k steps during the three training stages. And the learning rate is
Fig. 5. (a) Rate-accuracy (mAP) results of different compression methods on the object detection task. (b) Rate-accuracy (Top-1 accuracy) results of different compression methods on the image classification task.

### TABLE II

| Anchor    | FCOS BDBR (%) | Faster RCNN BDBR (%) | RetinaNet BDBR (%) |
|-----------|---------------|----------------------|--------------------|
| BPG       | -20.2         | -18.2                | -17.3              |
| Minnen    | -19.5         | -20.5                | -19.0              |

### TABLE III

| Anchor    | ResNet50 BDBR (%) | Swin Transformer BDBR (%) | Vision Transformer BDBR (%) |
|-----------|-------------------|---------------------------|-----------------------------|
| BPG       | -22.5             | -19.6                     | -16.2                       |
| Minnen    | -21.2             | -18.4                     | -18.6                       |

B. Main Results

We compare our preprocessing enhanced image compression method with existing traditional codec BPG [11] and neural network based compression model [14]. BDBR [71] is used to measure compression performance in terms of the accuracy of the downstream tasks and the negative value represents the bitrate saving at the same accuracy. We use FCOS [1] and ResNet50 [5] as the default backbone networks for object detection and image classification and train the corresponding NPP modules, respectively.

1) Object Detection: Fig. 5(a) shows the rate-accuracy curve from the different backbone networks and compression approaches on the COCO dataset. It is obvious that our preprocessing enhanced image compression method shows a much better rate-accuracy trade-off than the baseline approaches on the downstream object detection task. Specifically, compared with the existing BPG codec and learned compression model, our neural preprocessing enhanced codec saves 20.3% and 19.5% bitrate at the same mAP value when evaluated on FCOS, respectively. We further provide the visualization results in the following sections.

2) Image Classification: We also compare our method with the traditional and learning based codecs on the image classification task. Fig. 5(b) shows the rate-accuracy (Top-1) curves from different compression methods on the ImageNet dataset [61]. It is noted that our approach still achieves better rate-accuracy performance and saves about 22.5% bitrate when compared with traditional codec BPG [11] by evaluating it on the ResNet50 [5] model.

C. Generalization Ability

To illustrate the generalization capacity of the optimized neural preprocessing (NPP) module, we employed the pre-trained module across various downstream backbone networks, tasks, and traditional codecs. It is observed that our NPP module shows strong generalization ability.

1) Different Backbones Networks: For the object detection task, we extend previous experiments by applying the...
Fig. 6. (a) Rate-accuracy (mAP) results of fine-tuning FCOS using compressed images for the object detection task. (b) Rate-accuracy (Top-1 accuracy) results of fine-tuning ResNet50 using compressed images for the image classification task.

TABLE IV

| Anchor Task (Backbone) | Detection (FCOS) | Classification (ResNet50) | Segmentation (DeepLabV3) | Pose estimation (DeepPose) |
|------------------------|------------------|---------------------------|--------------------------|---------------------------|
| Detection (FCOS)       |                  | -21.7                     | -12.3                    | -25.6                     |
| Classification (ResNet50) | -13.9           | -12.6                     | -14.4                    |                           |

FCOS-optimized NPP module to various backbone networks, including RetinaNet. Fig. 5(a) demonstrates that our compression method significantly surpasses baseline techniques, yielding bitrate reductions of 19.5% and 18.8% compared with BPG for the downstream Faster RCNN and RetinaNet models, respectively. Analogous outcomes are evident in Fig. 5(b) where the NPP module, initially trained on ResNet50, is adapted to alternative architectures such as Swin Transformer and Vision Transformer. Detailed BD-Rate metrics for these adaptations are presented in Tables II and III.

2) Different Tasks: Furthermore, we adapted the pre-trained Neural Processing Pipeline (NPP) module, initially optimized for a single specific task, to three additional vision tasks without the need for fine-tuning. The outcomes, denoted as “Ours(Trans.)” curves, are depicted in Figures 7(d)-(i). It was observed that our method maintains efficacy and realizes substantial bitrate savings across diverse tasks. The corresponding BD-RATE metrics are documented in Table IV. For instance, applying the detection-optimized NPP module to the pose estimation task resulted in a 24.6% bitrate reduction.

3) Different Codecs: To ascertain the generalizability of our approach across various codecs, we deployed the NPP module, originally optimized for the BPG codec, to JPEG and VVC codecs without necessitating any fine-tuning. Experimental findings presented in Fig. 7(b) demonstrate that our enhanced JPEG preprocessing achieves bitrate reductions exceeding 8.5% and 10.0% over the standard JPEG codec when applied to FCOS and Faster RCNN backbone networks, respectively. Similarly, as depicted in Fig. 7(c), our enhanced VVC preprocessing facilitates more than 15.6% and 12.9% bitrate reductions compared to the conventional VVC codec, when assessed on ResNet and ResNeSt networks, respectively.

D. Ablation Study and Model Analysis

1) Analysis of the Generalization Ability: Tasks like detection and classification often focus on similar regions of interest within images, typically including salient features of objects—such as textures or distinctive shapes that are crucial for identifying and classifying objects. Our NPP module is designed to enhance and preserve the information from these critical areas. By doing so, it ensures that key visual cues are retained, which are pivotal for the success of downstream tasks. This design philosophy supports the notion that, despite variations in specific task objectives, the underlying visual processing requirements share significant overlap.

To empirically validate the adaptability of our NPP module across different vision tasks, we employed GradCAM to visualize focus areas across different models. As shown in Fig. 10, an image from the COCO dataset (ID: 00000001323), underwent object detection using Faster RCNN, targeting the detection of a “cat”. The detected bounding box area and its corresponding heatmap are illustrated in Fig. 10 Left and Middle, respectively. Subsequently, this cropped image was processed through ResNet, which also produced a heatmap for the specified area, shown in Fig. 10 Right. The heatmaps vividly illustrate that both models, despite their distinct task-specific objectives, concentrate on largely overlapping regions within the images. Although our NPP module is optimized for
one of the tasks, the overlap in focus areas underscores our NPP module’s ability to generalize across tasks, reinforcing its utility and effectiveness in a multi-task environment. The consistent heatmap patterns across tasks not only demonstrate the network’s robustness but also affirm its potential to facilitate various machine vision applications without the need for task-specific tuning.

2) Analysis of End-to-end Optimization: In the proposed method, BPG is employed to generate reconstructed images during forward propagation, while backward propagation utilizes the gradients of the proxy network to update the preprocessing module’s parameters. We additionally present results from exclusively using the proxy network for both forward and backward propagation; nonetheless, BPG codec continues to be employed during the inference phase.

Experimental findings indicate that this alternative approach (NPP+Minnen) effectively optimizes the preprocessing module and enhances rate-accuracy performance. As illustrated in Fig. 7(a), this approach yields approximately a 14.6% bitrate reduction compared to the original BPG codec at an equivalent mAP value; however, our original training strategy proves more effective, achieving a 20.3% bitrate reduction.
This superiority is attributed to our method’s use of BPG in the forward pass, aligning closely with the real inference scenario.

3) Analysis of Quantization Adaptation Strategy: Our proposed NPP module is quantization-adaptive and compatible with varying QPs for the BPG codec. We also explore an alternate methodology, namely Ours(Multiple), wherein the quantization adaptive layers are omitted, and distinct NPP modules are developed for various QPs within BPG. Experimental results indicate that while this approach yields slight enhancements in high bitrate scenarios (refer to Fig. 7(a)), the overall performance is largely equivalent to the quantization adaptive implementation. However, this method necessitates the training and maintenance of multiple NPP models, thereby increasing the storage requirements on the encoder side.

4) Analysis of the NPP module’s impact on bitrate: Under identical Quantization Parameter (QP) settings, it is observed that our NPP module significantly reduces the bitrates required for encoding pre-processed images. Using the QP settings 31, 34, 37, 41 as examples, we compare the bitrates for encoding both original and NPP pre-processed images from the COCO dataset, as detailed in Table V. For instance, at a QP of 34, the NPP module decreased the bpp from 0.2735 to 0.1760.

5) Experimental Results for Fine-tuned Downstream Networks: In the scenarios outlined above, our focus is predominantly on the image compression component. We’ve

---

**TABLE V**

| QP | 41 | 37 | 34 | 31 |
|----|----|----|----|----|
| BPG | 0.1116 | 0.1851 | 0.2735 | 0.3859 |
| Ours | 0.0851 | 0.1247 | 0.1760 | 0.2494 |
operated under the assumption that the downstream visual task model remains static, without any fine-tuning or optimization for images that have undergone lossy compression. On the other hand, in some scenarios, the downstream task models can also be fine-tuned to further boost the performance for compressed images. To verify the effectiveness of our method in this case, we fine-tuned the target detection and classification network using BPG decoded images and trained our method for these new fine-tuned backbones. The experimental results in Fig. 6(a)(b) show our method still achieves 17.31% and 21.27% bitrate savings.

6) Quantization parameter settings for different codecs: Given the variation in Quantization Parameter (QP) ranges across different codecs, we selected QP settings that yield approximately equivalent reconstruction quality, measured by PSNR. For instance, a QP of 44 for the BPG codec results in a PSNR of approximately 27.63 on the Kodak dataset. Correspondingly, a QP of 43 for VVC yields a PSNR of approximately 27.38 on the same dataset. The detailed correspondence relationship is shown in Tab. VI. The experimental results in Fig. 7(b) and (c) demonstrate that this approach can achieve a significant improvement in the “Bpp-mAP” and “Bpp-Top1” performance trade-offs.

7) Compression Performance in terms of Human Visual System: We also analyze the compression performance of our preprocessing enhanced image compression approach in terms of the human visual system. Since our compression framework is optimized for machine vision tasks, the compression performance in terms of PSNR drops, which is no surprise. However, when we use more perceptual related metrics like LPIPS [68], MS-SSIM [72] and FSIM [73], we found the gap is narrowing and our approach consumes an additional 8.5%, 8.8% and 7.3% bitrate when compared with the traditional baseline codec BPG.

8) Effectiveness of the Proxy Network: To demonstrate the approximate ability of the proposed proxy network, we compare the rate-distortion performance between the BPG codec and the corresponding proxy network. The experimental results show that the proxy network exhibits similar performance to BPG (a -1.4% BDBR gap), indicating the feasibility of substituting the BPG codec with the proxy network during the training stage.

9) Visualization of Downstream Results: We provide the visualization results in Fig. 8 and it is evident that our neural preprocessing module is beneficial for the downstream tasks. For example, the reconstructed images produced by our method in the first and second row can be correctly classified while the corresponding result from BPG is wrong. At the same time, the proposed method also consumes less bitrate compared with BPG (0.42 vs. 0.49). We have a similar observation for the object detection task in the third and fourth row. The small objects can be recognized in our compressed results with less bitrate while they’re missed in the results of BPG compressed images.
10) Analyzing the effectiveness of NPP module using Grad-CAM: We provide additional figures and employ Grad-CAM to evaluate the efficacy of the NPP module as shown in Fig. 9. In the first row, the classification model’s attention is more expansive over the animal in the filtered image, evidenced by a pronounced red region in the heatmap, which may potentially benefit the model in making correct prediction. Consequently, after compression by BPG, the ResNet50 model accurately identifies the compressed filtered image as “Koala”, whereas it misclassifies the compressed original image as “Monkey” at a comparable bpp of 1.03. A similar observation is noted in the second row. The ResNet50 classifier correctly identifies the compressed filtered image as “Mongoose” at bpp 0.30, but misclassifies the compressed original image as “Banded Gecko” at a slightly higher bpp of 0.37.

11) Running Time and Complexity: The number of parameters of our NPP module is 9.42M. For the input image with a size of 224 × 224, the inference time of our NPP module is only 4.23ms on a single RTX3090 GPU, suggesting that it brings little computational complexity to the existing pipeline.

V. CONCLUSION

In this work, based on traditional image compression algorithms, we propose a preprocessing enhanced image compression framework for downstream machine vision tasks. We introduce the neural preprocessing module to achieve a better trade-off between coding bitrate and the performance of machine vision tasks. Furthermore, we propose to use the proxy network to deal with the non-differentiable problem of the traditional codecs, which ensures that the gradients can be back-propagated to the neural preprocessing module and achieves the end-to-end optimization. Experiments show that our framework outperforms existing image codecs in several downstream tasks. More importantly, our approach shows strong generalization ability for different codecs, backbones, and tasks.
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