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Abstract
Acoustic simulation has always played an important role in the development of new ultrasound imaging techniques. In nonlinear ultrasound imaging particularly, the simulators are accurate but time-consuming, because of the high derivative order of the propagation equation and to the classic solution based on finite difference schemes. This article presents a fast 3D + t nonlinear ultrasound simulator, based on a generalized angular spectrum method, particularly fit for the graphics processing unit (GPU). Indeed, the Fourier domain approach decreases the derivative order of the propagation, thus significantly speeding up the simulation time. The simulator was implemented and optimized on a central processing unit (CPU) and a GPU, respectively. The processing times measured on two different graphic cards show that, compared to the CPU, GPU-based implementation is 3.5-13.6 times faster.

1. Introduction
The use of harmonic imaging in ultrasound has become popular because of the improvement it offers in terms of axial and lateral resolution with respect to standard B-mode imaging [1]. The new modality exploits the nonlinear propagation of ultrasound waves in human tissues, yielding the presence of significant harmonics in the ultrasound echoes, which can be selected on the receiver. The great interest in nonlinear propagation and its applications has stimulated the development of simulation programs, capable of predicting the behavior of a large class of ultrasound waves in different tissues. The main strategies to simulate the distortion of a propagating wave are based on the finite difference approach [2] and the angular spectrum method (ASM) [3]. The former is more accurate, but requires a very long time to converge. On the other hand, the angular approach is faster because it solves the propagation equation in the Fourier domain, thus decreasing the derivative terms of the propagation equation. Furthermore, by considering the fundamental and the second harmonic distortion separately, simpler and faster solutions [4-7] can be obtained. In the recent article by Wojcik et al. [8], the simulation time for a 4D (3D + time) ultrasound wave propagation was between 3 and 12 h. Although an ASM-based simulator decreases the computation time, for a 3D + t volume, it still takes about 2 h [9]. Work is required to optimize the ASM approach and to develop a fast simulation tool.

In the last few years, the increased performance of graphics processor units (GPUs) has made them excellent candidates not only for display but also for intensive calculus, and different applications have been transferred from central processing units (CPUs) to GPUs. The increasing number of cores on a GPU can be exploited for high-level parallelism and intensive simulations. Recent works in ultrasound demonstrate the potential of the GPU in several applications such as, e.g., Doppler imaging [10], block-matching [11], synthetic aperture technique [12], or volume rendering [13,14]. In terms of ultrasound image simulations, Kutter et al. [15] proposed a CT-image-based method using a linear convolution model. The resulting images are realistic, taking into account both the acoustic impedance variations and the shadow effects thanks to the CT images, but did not correctly consider the beamforming issue in transmission and reception. The simulation of a complete beamforming strategies is time-
consuming, and Shams et al. [16] tried to solve this issue by computing the spatial impulse response of the transducer on a GPU. In terms of nonlinear propagation, Pinton et al. [17] proposed a complete finite difference scheme to compute the nonlinear propagation and to consider possible inhomogeneity in the density or speed of sound. Karamalis et al. [18] proposed to solve the Westervelt equation on a GPU through a finite difference calculation. This approach computes the 2D + t wave propagation, while the image reconstruction is performed on a CPU.

In this article, a GPU implementation of the generalized ASM (GASM) in a 3D + t configuration is presented. The mathematical and the acoustic background of the GASM have already been presented in [19] and the resulting fields are in good accordance both with the experimental one. The GASM differs from the classic ASM approach since it also considers an inhomogeneous nonlinear parameter in the simulated medium. Currently, no simulation tools based on the ASM have been implemented on a GPU, whereas ASM is the more potential method to access to the fastest nonlinear propagation; thanks to the mathematical background which naturally decrease the computation time compare to finite difference methods. It is shown here that the GPU implementation perfectly fits in the mathematical features of the GASM, yielding a significantly decreased computation time.

The next section reviews the GASM, which can compute the fundamental and second harmonic evolution separately. The second part is dedicated to the GPU implementation of the method, and the different choices made to increase its performance are discussed. The results obtained with this implementation are presented in Section 4, where they are also compared to the results of a classic CPU implementation.

2. Angular spectrum method

In a lossless medium, the evolution of the ultrasound pressure in 4D (3D + t) can be decomposed into its fundamental \( p_1 \) and second harmonic \( p_2 \) components and their time and spatial evolution can be expressed as [6,7,20]

\[
\left( \Delta - \frac{1}{c_0^2} \frac{\partial^2}{\partial t^2} \right) p_1(z,x,y,t) = 0
\]

\[
\left( \Delta - \frac{1}{c_0^2} \frac{\partial^2}{\partial t^2} \right) p_2(z,x,y,t) = -\frac{\beta}{\rho_0 c_0^3} \frac{\partial^2 p_1^2}{\partial t^2} (z,x,y,t)
\]

respectively, with \( c_0 \) the speed of sound, \( \rho_0 \) the density, \( \beta \) the nonlinear parameter, and \( \Delta \) the Laplacian, which takes into account the diffraction phenomenon of the ultrasound probe.

\[
\Delta \Delta = \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} + \frac{\partial^2}{\partial z^2}
\]

In order to decrease the derivative order of (1) and (2), the Fourier transform (FT) of each equation must be computed. The FT (F) and the inverse FT (IFT, \( F^{-1} \)) are, respectively, defined as

\[
F(p_1) = \int \int \int p_1(z, x, y, t) e^{-i2\pi((x+\beta z-\beta t))} dz dy dt
\]

\[
F^{-1}(p_1) = \int \int \int p_1(z, x, y, t) e^{i2\pi((x+\beta z-\beta t))} dz dy dt
\]

with \( j \) equal to 1 or 2 if the computed pressure is related to the fundamental or to the second harmonic component, respectively, \( f_2 \) and \( f_3 \) are the spatial frequencies in the \( x \) and \( y \) directions, and \( f_t \) the temporal frequency. Considering the well-known properties of the FT

\[
\tilde{F} \left( \frac{\partial^n p}{\partial t^n} \right) = (-2i\pi f)^n F(p)
\]

\[
\tilde{F} \left( \frac{\partial^n p}{\partial x^n} \right) = (2i\pi f)^n F(p)
\]

where \( v \) corresponds to \( x \) or \( y \), and applying the FT to (1) and (2), the following equations are obtained

\[
\frac{d^2 p_1}{dz^2} + K^2 p_1 = 0
\]

\[
\frac{\partial^2 p_2}{\partial z^2} + K^2 p_2 = \frac{k_j^2}{\rho_0 c_0^3} F(\beta p_1^2)
\]

\[
K(k_x, k_y, k_z) = \sqrt{k_x^2 + k_y^2 - k_z^2}
\]

where \( k_j \) is the wave number in the \( j \) direction and \( K \) the complex 3D wave number vector, which depends on the different sampling frequencies and is expressed in m

In the computation, only the real part of the \( K \) vector is considered, because the imaginary part corresponds to a negligible evanescent wave [21]. Equations 8 and 9 can be solved in the Fourier domain, so that the spatiotemporal solutions are then obtained by an IFT. Thus, the final expressions for \( p_1 \) and \( p_2 \) are

\[
p_1(z,x,y,t) = F^{-1} \left( 0 (z_0, k_x, k_y, k_z) e^{-ik(z-z_0)} \right)
\]

\[
p_2(z,x,y,t) = F^{-1} \left( -\frac{if_1^2}{2\rho_0 c_0^3 K} \int_{z_0}^{z} F(\beta p_1^2) e^{iku} du \right) e^{-ikz}
\]

with \( P_0 \) the FT of the source wave \( p_0 \) at depth \( z_0 \). It has to be noted that since the nonlinear coefficient \( \beta \)
could depend on the \( x, y, \) and \( z \) directions it must be kept inside the FT computation. This consideration allows simulating inhomogeneous nonlinear media. If \( \beta \) is considered constant and then get out of the FT, the obtained formulation would be similar to the one proposed in the literature [9].

3. CPU/GPU implementation of the GASM

The solution of Equations 11 and 12 is particularly well suited to GPU programming. Indeed, the different calculations are separately performed in the \( x, y, \) and \( t \) dimensions. The different pressures can be seen as pressure images or matrices in 3D \((x, y, \) and \( t)\). Each product and sum in these 3D images involves one voxel at a given position in the image. This type of calculation is very efficient on a GPU because only the current position is used in the different input and output images.

To compute the Fourier transform, which is time-consuming, an external library is used. The GASM is implemented on a CPU and a GPU to compare their performance. The reference CPU programming was done in C++ and the GPU programming was done in Compute Unified Device Architecture, which is an extension of the standard C language developed by nVIDIA. This is an application programming interface that allows simulating inhomogeneous nonlinear media. If \( \beta \) is considered constant and then get out of the FT, the obtained formulation would be similar to the one proposed in the literature [22]. Otherwise, for the GPU implementation, nVIDIA proposed a dedicated library, cuFFT, which is an extension of the FFTW library. Defining \( P_1 \) and \( P_2 \) as 3D real images and \( P_1 \) and \( P_2 \) as complex means the dimension of the complex image can be halved and also the computation time in both the FT and IFT decreased.

3.4 Kernel description

The kernels used in the GPU implementation are described below. The different kernels are particularly suitable for the GPU because the mathematical operations used in the GASM only involved the voxels at a given position in the 3D images. No access to other specific memory areas is needed to compute the output images, which is very efficient in GPU programming.

3.4.1. Rotation kernel

To compute the fundamental and the second harmonic, a rotation kernel is needed. According to the Euler formula, the complex exponential is considered in its Cartesian form, and then a classic multiplication is computed to obtain the new complex number.

3.4.2 Kernel to compute \( \beta p_1^2 \)

Usually, in a biological medium, the nonlinear parameter \( \beta \) is inhomogeneous in all the directions. The related 3D map is saved in the texture memory in order to easily access its values. With this initial setup, the \((x, y, z)\) sampling has no impact on the computation of the product \( \beta(x,y,z)p_1^2(x,y,z,t) \).

To compute the integral at the \( z \) position, two previous computed values have to be saved, i.e., the previous value of the integral \( I(z) \) and the image \( M(z) \), which take into account the value of the fundamental pressure at a distance \( z \). In the kernel, the sums and multiplications have to be computed for the \( z + dz \) position and then are saved for the calculation of the next
position. The different constants are also summed in this kernel.

3.5 Final algorithm
The final algorithm is described in Table 1. For each z position, the fundamental and then the second harmonic components are computed.

4. Results
4.1 Speed increment
Two different CPUs and GPUs were used to estimate the algorithm’s performance and are described in Table 2. To obtain the best performance with the FT library, every dimension of the 3D images must be a power of 2. The estimation of the algorithm has been made through the calculation of four working 2D + t volumes (x, y, t): 64 × 64 × 128, 64 × 64 × 256, 128 × 64 × 256, and 128 × 128 × 256. The computation time measured takes into account the complete execution of the algorithm: memory allocation, memory transfer, execution, and memory flush.

The resulting calculation times are reduced by a factor of 3.5 ± 0.2 on the Quadro NVS 160 M and 13.6 ± 2.1 on the GTX 285. The difference in these ratios is explained by the higher performance of the GTX GPU, which is composed of more cores and larger memory (see Table 2). The evolution of the computation time for the four volumes can be observed in Figure 1. It can be noted that the GPU computation time on machine 1 is also faster than the CPU on machine 2.

Regarding the computation time, it can be noted that an increase of a factor 30 in the number of GPU cores leads to a relatively weak performance gain. However, the processing times on the Quadro NVS and on the GTX GPU are 360 and 47 ms, respectively, for a working 2D + t volume of dimension 128 × 64 × 256. Those times also consider the memory transfer time since it is not possible to allocate directly on the GPU the whole 3D + t volume. Indeed, the working volume is composed approximately of two million voxels. Adding a dimension in the z-direction, for example 50 points, leads to a 3D + t volume containing more than 100 million voxels. This amount of data has to be considered both for the fundamental and the second-harmonic components. Then, after each z step, the computed working 2D + t volume has to be saved on the CPU memory. These memory transfers are time consuming and limit the performance of the proposed method. On both the GPUs, the total memory transfers take around 27 ms, meaning that the performance of the GTX GPU, considering only the execution time is 16.5 better than the Quadro NVS board.

4.2 Resulting fields
One possible application of the GASM is to calculate the pressure evolution in a medium with an inhomogeneous nonlinear coefficient. In such cases, the second harmonic pressure is expected to sharply increase according to the nonlinear parameter. For example, Figure 2 shows the ultrasound fundamental and second harmonic fields computed in a plane in which the nonlinear parameter, β, abruptly changed from 3.5 to 35. The peak pressures estimated in two different planes (x = 0 and y = 0) are shown according to a color bar. As

| Table 1 Illustration of the different steps of the GASM |
|---------------------------------------------------------|
| $p_0 \rightarrow p_0 \rightarrow [FT]$ |
| For each z point: |
| $p_0 \rightarrow p_1 \rightarrow$ [rotation kernel] |
| $p_1 \rightarrow p_1 (2) \rightarrow [FT]$ |
| Compute $p_\beta (1)^2 \rightarrow [p_\beta (1)^2$ kernel] |
| $p_\beta (1)^2 \rightarrow F (p_\beta (1)^2) \rightarrow [FT]$ |
| Rotate $F (p_\beta (1)^2) \rightarrow$ [rotation kernel] |
| Compute integral $/ \rightarrow$ [integral kernel] |
| $l \rightarrow p_2 \rightarrow$ [rotation kernel] |
| $p_2 \rightarrow p_2 (2) \rightarrow [FT]$ |

The different FTs, IFTs, and kernels are represented in square brackets.
expected, the nonlinear parameter has no impact on the fundamental image (Figure 2a), but the pressure of the second harmonic field significantly increases in the region where $\beta$ is higher (Figure 2b).

5. Discussion and conclusions
Currently available ultrasound simulators, such as FieldII [23], present two weak points: they consider linear propagation only and they need a long time to conduct the simulation. The GPU implementation of the GASM aims at solving both problems. The implementation of the GASM on a GPU significantly decreases the computation time for the fundamental and second harmonic components of an ultrasound field. The GPU is particularly suitable for the GASM because it uses the FFT library designed for parallel computation as well as the kernel that makes calculations voxel by voxel in a 3D image. The final increase in speed measured on a laptop graphics card (Quadro NVS 160 M) is 3.5. On a more recent and efficient GPU, the speed is 13.6 times faster. The algorithm proposed here could also be extended to higher-order harmonics (third, fourth, etc.) as only one kernel is needed to compute the propagation of each harmonic [24]. However, it has been highlighted that the time devoted to the memory transfers from the GPU to the CPU is not negligible and that increasing the GPU computational power is not sufficient to further decrease the computation time. The number of memory transfers could be decreased using GPUs with larger memory, as now featured even in some notebooks.

The use of GPUs for fast ultrasound simulation is indeed promising and paves the way for the investigation of new applications. For example, the so far
prohibitively long parameter sweep that is needed for optimization purposes becomes possible. Pasovic et al. [25] have recently discussed the advantages of limiting the level of second harmonics created during nonlinear propagation. In this technique, an optimal limitation can be achieved through a specific probe excitation, provided the amount of second harmonic that must be compensated is previously quantified. A fast calculation of the second harmonic component, as is possible with the GPUs, reveals the possibility of adapting the second harmonic reduction during clinical exams. Indeed, in these cases, the probe or the medium movements decrease the resulting reduction. If quick simulations are possible, the optimization of the second harmonic reduction can be conducted concurrently with the exam in order to adapt the reduction in real time.

One known limitation of the GASM concerns the simulation bandwidth. For example, it is surely not adequate for the needs of cMUT transducers [26], a new ultrasound transducer technology that works with high-wideband signals. One possibility would be dividing the initial frequency band into multiple sub-bands and running the GASM over each of them. Of course, one should check whether the total simulation time becomes comparable to that of finite difference methods.

The GPU programming of the GASM shows a very promising opportunity in time reduction simulation in ultrasound. The GASM is the first method in ultrasound that has been tested on a GPU and the results obtained show several opportunities for future simulation tools and applications.
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