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Abstract

In this paper, we propose a finite Toda lattice of CKP type (C-Toda) together with a Lax pair. Our motivation is based on the fact that the Camassa–Holm (CH) peakon dynamical system and the finite Toda lattice may be regarded as opposite flows in some sense. As an intriguing analogue to the CH equation, the Degasperis–Procesi (DP) equation also supports the presence of peakon solutions. Noticing that the peakon solution to the DP equation is expressed in terms of bimoment determinants related to the Cauchy kernel, we impose opposite time evolution on the moments and derive the corresponding bilinear equation. The corresponding quartic representation is shown to be a continuum limit of a reduced discrete CKP equation, due to which we call the obtained equation a finite Toda lattice of CKP type. Then, a nonlinear version of the C-Toda lattice together with a Lax pair is derived. As a result, it is shown that the DP peakon lattice and the finite C-Toda lattice form opposite flows under a certain transformation.
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1. Introduction

The celebrated Toda lattice and the Camassa–Holm (CH) equation have both attracted great attention in the course of the development on integrable systems. The Toda lattice was originally introduced by Toda [57] as a simple model for describing a chain of particles with
nearest neighbour exponential interaction, and later frequently studied under the Flaschka form \([21, 24, 28, 51]\). The CH equation, named after Camassa and Holm \([9]\), arises as a shallow water wave model and has many interesting properties \([2, 16, 19, 33, 41]\). One of the most attractive characteristics is that it admits a kind of soliton solution with peaks (called peakons), whose dynamics can be described by a system of ODEs. These special solutions seem to capture the main attributes of the solutions of the CH equation: the breakdown of regularity which can be interpreted as collisions of peakons, and the nature of long time asymptotics which can be loosely described as peakons becoming free particles in the asymptotic region \([2]\). Interestingly, there exists a certain intimate connection between the CH peakon lattice (i.e. the ODE system describing the CH peakons) and the finite Toda lattice \([3, 53]\).

The finite Toda lattice, i.e. the case of a chain of finitely many particles \((x_0 = -\infty, x_{n+1} = \infty)\), was investigated by Moser \([51]\), who employed an inverse spectral method to analyse the spectral and inverse spectral problems related to the Jacobi matrix. It was shown by Beals, Sattinger and Szmigielski \([2]\) that the spectral problem of the CH peakon lattice is related to a finite discrete string problem, which can also be solved by use of an inverse spectral method. The explicit formulae of the solutions can both be expressed in terms of Hankel determinants with moments of discrete measures. In a follow-up work \([3]\), Beals, Sattinger and Szmigielski indicated that there exists a bijective map from a discrete string problem with positive weights to the Jacobi matrices, which allows the pure peakon flow of the CH equation to be realised as an isospectral Jacobi flow as well. This gives a unified picture for the Toda and the CH peakon flows. Indeed, it also implies that the CH peakon and Toda lattices can be viewed as opposite flows. Please refer to appendix A for some details.

Peakons have received much attention in the last two decades. In addition to the CH equation, there subsequently appear many integrable systems with the presence of peakon solutions, among which the Degasperis–Procesi (DP) equation \([23]\) and the Novikov equation \([36, 52]\) are two of the most widely studied equations. The dynamics of DP and Novikov peakons are also governed by the respective ODE systems, which can be explicitly solved by employing the inverse spectral method as well \([35, 48]\). In the search for solutions, a discrete cubic string problem and its dual problem are involved respectively. Eventually, the solutions can be expressed in terms of some bimoment determinants related to Cauchy biorthogonal polynomials. A natural question is whether there exist corresponding opposite flows to DP and Novikov peakon lattices or not.

The answer is positive. In \([12]\), the result for the Novikov peakon case is reported. It is shown that the Novikov peakon dynamical system is connected with the finite Toda lattice of a BKP type (B-Toda lattice) and their solutions are related to the partition function of the Bures ensemble with a discrete measure (the readers are invited to see appendix B for a short summary). This paper is mainly devoted to dealing with the DP peakon case. It turns out that a Toda lattice of CKP type is an opposite flow to the DP peakon lattice. The Toda lattice of CKP type is shown to be Lax integrable and it seems novel to our knowledge. In fact, this equation is of interest in the study of classic integrable systems since it can be regarded as a continuum limit of the discrete CKP equation by Bobenko and Schief \([7, 8, 54]\).

According to different types of infinite dimensional Lie groups and the corresponding Lie algebras, classical integrable systems may be classified into AKP, BKP and CKP types\(^3\), etc, whose transformation groups are \(GL(\infty)\), \(O(\infty)\) and \(Sp(\infty)\) etc, respectively \([20, 38]\). In fact, the CH equation has a hodograph link to the first negative flow in the hierarchy of the Korteweg–de Vries (KdV) equation \([30]\), which belongs to the AKP type \([31, 38]\). From the view of the tau-function, solutions of the AKP type admit the closed forms in terms of

\(^3\) Modifications of the Kadomtsev–Petviashvili hierarchy corresponding to Lie algebras of type A, B, C.
determinants. It makes sense that determinants appear in the CH peakons. Besides, there is a hodograph link between the Novikov equation and a negative flow in the Sawada–Kotera (SK) hierarchy (BKP type) [36], and the solutions of BKP type equations are usually expressed not as determinants but as Pfaffians [31]. Furthermore, the DP equation corresponds to a negative flow in the Kaup–Kupershmidt (KK) hierarchy [22] belonging to the CKP type. Due to their respectively intrinsic structures, the challenges we encounter become completely different. The objects we deal with for the DP case here are the complicated Cauchy bimoment determinants, which admit multiple integral representations as a partition function of the Cauchy two-matrix model [4, 6].

The paper is arranged as follows. In section 2, we give more background on the DP equation and its peakon solutions. In addition, we provide a direct confirmation for the DP peakons by the determinant technique so that the DP peakon lattice may be viewed as an isospectral flow on a manifold cut out by the determinant identities. Section 3 is mainly used to search for the opposite flow of the DP peakon lattice. We achieve the goal by use of a determinant technique and a novel lattice of the Toda type (3.17) is constructed. Theorem 3.8 summarises the connection between them. In section 4, we explain why the obtained lattice is of a CKP type by uncovering its connection with a discrete CKP equation studied by Bobenko and Schief [7, 8, 54]. Last of all, the concluding remark is given in section 5, where a unified picture is presented for the CH peakon and Toda, the Novikov peakon and B-Toda, and the DP peakon and C-Toda lattices (see table 1).

2. DP peakons

In this section, we give more background on the DP equation and its multi-peakon solutions, and then reformulate the multi-peakons in our own way.

2.1. On the DP equation

The Degasperis–Procesi (DP) equation

\[ m_t + (um)_x + 2u_x m = 0, \quad m = u - u_{xx} \]  

(2.1)

was found by Degasperis and Procesi [23] to pass the necessary (but not sufficient) test of asymptotic integrability, and later shown by Degasperis, Holm and Hone [22] to be integrable indeed in the sense of a Lax pair, bi-Hamiltonian structure, infinitely many conservation laws, etc.

As a modification of the CH equation

\[ m_t + (um)_x + u_x m = 0, \quad m = u - u_{xx}, \]

the DP equation may also be regarded as a model for the propagation of shallow water waves, and a rigorous explanation was given in [18]; it also admits peakon solutions [47, 48]. In [44, 45], the authors present important results regarding the stability of DP peakons, and [55, 56] deal with the collisions of DP peakons. Furthermore, a study of the DP peakon problem induces new questions regarding the Nikishin systems [5] studied in approximation theory, and random two-matrix models [4, 6]. Despite its superficial similarity to the CH equation, in addition the DP equation has shock solutions [14, 15, 46] (see [46] for the onset of shocks in the form of shockpeakons). Indeed, there has been considerable interest in the DP equation. For other references, see e.g. [17, 23–27, 42, 49] etc. (It was not our purpose to try and be exhaustive. Thus, we beg indulgence for the numerous omissions it certainly contains.)
In the following, we will focus on the explicit construction of DP multipeakons in [48], where the pure multipeakon case was rigorously analysed by use of the inverse spectral technique.

2.2. Review of the work by Lundmark and Szmigielski

When the multipeakon ansatz
\[ u(x, t) = \sum_{j=1}^{n} m_j(t) e^{-|x-x_j(t)|} \]  
\[ (2.2) \]
is taken into account, it follows from (2.1) that \( m \) can be regarded as a discrete measure
\[ m(x, t) = 2 \sum_{k=1}^{n} m_k(t) \delta(x - x_k(t)). \]

By using distributional calculus, it is known that the first equation of (2.1) is satisfied in a weak sense if the positions \((x_1, \ldots, x_n)\) and momenta \((m_1, \ldots, m_n)\) of the peakons obey the following system of 2n ODEs [22, 48]:
\[ \dot{x}_k = u(x_k) = \sum_{j=1}^{n} m_k(t) e^{-|x_j-x_k|}, \]
\[ \dot{m}_k = -2(u(x_k)) \sum_{j=1}^{n} \text{sgn}(x_k - x_j) m_j e^{-|x_j-x_k|}, \]
\[ (2.3) \]
where \( \langle \cdot \rangle(x_j) \) denotes the arithmetic average of the left and right limits at the point \( x_j \). Recall that the DP equation admits the Lax pair
\[ ( \partial_x - \partial^3_x ) \psi = zm \psi, \]
\[ \psi_t = [z^{-1}(1 - \partial^2_x) + u_x - u \partial_x] \psi. \]
\[ (2.4a) \]
\[ (2.4b) \]
Due to Lax integrability in the peakon sector, Lundmark and Szmigielski [47, 48] employed the inverse spectral method to give an explicit construction of DP multipeakons. Now let us sketch their idea below.

Firstly, for the initial data \( \{x_k(0), m_k(0)\}_{k=1}^{n} \) satisfying
\[ x_1(0) < x_2(0) < \cdots < x_n(0), \quad m_k(0) > 0, \]
they considered a discrete cubic string problem in a finite interval \([-1, 1]\) related to the linear spectral problem (2.4a) by a Liouville transformation [48, theorem 3.1],
\[ \phi_{yy}(y) = zg(y) \phi(y), \quad y \in (-1, 1) \]
\[ \phi(1) = \phi_y(1) = 0, \quad \phi(1) = 0, \]
where
\[ g(y) = \sum_{k=1}^{n} g_k \delta(y - y_k), \]
with
\[ g_k = 8m_k \cosh^4 \frac{x_k}{2} > 0, \quad y_k = \tanh \frac{x_k}{2}. \]
\[ (2.5) \]
It was shown in [48, theorem 3.3] that the discrete cubic string has \( n \) distinct positive eigenvalues \( \{\zeta_k\}_{k=1}^{n} \). By introducing a pair of Weyl functions, the extended spectral data \( \{\zeta_k, a_k\}_{k=1}^{n} \)
were found (see [48, theorem 3.5], and note that we omit the data $c_j$ originally appearing in their paper, since $c_j$ can be explicitly expressed in terms of $\zeta_j$ and $a_j$, which is described in [48, corollary 3.6]).

Then, it turns out that there is a bijection between the discrete cubic strings with $\{g_k, y_k\}_{k=1}^n$ restricted by

$$g_k > 0, \quad -1 = y_0 < y_1 < y_2 < \cdots < y_n < y_{n+1} = 1$$

and the spectra data $\{\zeta_k, a_k\}_{k=1}^n$ satisfying

$$a_k > 0, \quad 0 < \zeta_1 < \zeta_2 < \cdots < \zeta_n.$$ 

In fact, the inverse spectral mapping [48, theorem 4.16] can be formulated explicitly by

$$g_k' = \frac{(U_k + V_{k-1})^4}{2W_{k-1}W_k}, \quad y_k' = \frac{U_k - V_{k-1}}{U_k + V_{k-1}},$$

with the index abbreviations $k' = n + 1 - k$, $k = 1, 2, \ldots, n$. Here, $U_k, V_k, W_k$ are defined as

$$U_k = \sum_{I \in \binom{[1,n]}{k}} \Delta^2 a_I, \quad V_k = \sum_{I \in \binom{[1,n]}{k}} \Gamma^2 \zeta a_I, \quad W_k = V_kU_k - V_{k-1}U_{k+1}$$

with the notations

$$a_I = \prod_{j \in I} a_j, \quad \zeta_I = \prod_{j \in I} \zeta_j, \quad \Delta_I = \prod_{ij \in I, i < j} (\zeta_j - \zeta_i), \quad \Gamma_I = \prod_{ij \in I, i < j} (\zeta_i + \zeta_j)$$

and

$$\binom{[1,K]}{k} = \{J = \{j_1, \ldots, j_k\} : 1 \leq j_1 < \cdots < j_k \leq K\}$$

denoting the set of $k$-element subsets $J = \{j_1 < \cdots < j_k\}$ of the integer interval $[1,K] = \{1, \ldots, K\}$. It is noted that we have a convention in which $U_0 = V_0 = W_0 = 1$ and $U_k = V_k = W_k = 0$ for $k < 0$ and $k > n$. Furthermore, it is obvious that $U_k > 0$, $V_k > 0$ for $1 \leq k \leq n$. The positivity of $W_k$ for $1 \leq k \leq n$ is claimed in [48, lemma 2.20].

Moreover, the $t$ part of the Lax pair (2.4b) implies that the spectral data evolve linearly [48, theorem 2.15]; that is,

$$\dot{\zeta_k} = 0, \quad \dot{a_k} = \frac{a_k}{\zeta_k},$$

so that $\zeta_k$ are positive constants and $a_k(t) = a_k(0)e^{\frac{t}{\zeta_k}} > 0$.

To sum up, it is not hard to conclude that:

**Theorem 2.1 (Lundmark and Szmigielski [48, theorem 2.23]).** The DP equation admits the (at least local) $n$-peakon solution of the form

$$u = \sum_{k=1}^n m_k(t)e^{-|x-x_k(t)|},$$

where

$$x_k' = \log \frac{U_k}{V_{k-1}}, \quad m_k' = \frac{(U_k)^2(V_{k-1})^2}{W_kW_{k-1}}.$$  \((2.8)\)
for the index $k' = n + 1 - k$, $k = 1, 2, \ldots, n$. Here

$$U_k = \sum_{I \in \binom{[n]}{k}} \Delta^2_{I I} a_I, \quad V_k = \sum_{I \in \binom{[n]}{k}} \Delta^2_{I I} \zeta_I, \quad W_k = V_k U_k - V_{k-1} U_{k+1}$$

with the constants $\zeta$ and $a_j(t)$ satisfying

$$0 < \zeta_1 < \zeta_2 < \cdots < \zeta_n, \quad \dot{a}_j(t) = \frac{a_j(t)}{\zeta_j} > 0. \quad (2.9)$$

**Remark 2.2.** Let

$$\mathcal{P} = \{(x_j, m_j) \mid x_1 < x_2 < \cdots < x_n, \quad m_j > 0, \quad j = 1, 2, \ldots, n\}.$$ 

It was shown that if the initial data are in the space $\mathcal{P}$, then $x_j(t), m_j(t)$ will exist and remain in the space $\mathcal{P}$ for all the time $t \in \mathbb{R}$ under the peakon flow (2.3). In other words, theorem 2.1 describes a global n-peakon solution.

**Remark 2.3.** Since all the momenta $m_j$ are positive, theorem 2.1 gives the pure n-peakon solution. It is not hard to formulate the result for the negative momenta by using a trivial transformation, which corresponds to the pure antipeakon case.

### 2.3. Determinant formulae

The explicit construction of the inverse mapping (2.6) in [48] is not trivial and somewhat intricate. Its solution involves the idea of solving a Hermite–Padé type approximation problem, which has a unique solution and can be expressed in terms of certain bimoment determinants with respect to the Cauchy kernel. Then, evaluations of the bimoment determinants lead to the explicit formulae (2.6). In this subsection, the bimoment determinants in terms of the Cauchy kernel are introduced and some formulae are derived, which are helpful for us to deduce the DP peakon lattice and the C-Toda lattice and their connection. It is noted that some of the formulae have appeared in [48], while most of them are new. Also note that the time dependence is not involved in this subsection.

Introduce the bimoments involving the Cauchy kernel

$$I_{ij} = I_{ij} = \int_{\mathbb{R}^+} \frac{x^i y^j}{x + y} d\mu(x) d\mu(y)$$

and the single moments

$$\alpha_i = \int_{\mathbb{R}^+} x^i d\mu(x), \quad (2.10)$$

where $\mu$ is a discrete measure on $\mathbb{R}_+$

$$\mu = \sum_{p=1}^n a_p \delta_{\zeta_p}, \quad \text{with} \quad 0 < \zeta_1 < \zeta_2 < \cdots < \zeta_n, \quad a_p > 0.$$ 

Obviously, the bimoments $I_{ij}$ and the single moments $\alpha_i$ admit the explicit expressions as
Let us consider the following determinants \( F^{(i,j)}_k, G^{(i,j)}_k, E^{(i,j)}_k \) with the bimoments \( I_{ij} \) and the single moments \( \alpha_i \) as elements:

**Definition 2.4.** For \( k \geq 1 \), let \( F^{(i,j)}_k \) denote the determinant of the \( k \times k \) bimoment matrix, which starts with \( I_{ij} \) in the upper left corner:

\[
F^{(i,j)}_k = \begin{vmatrix} I_{ij} & I_{i,j+1} & \cdots & I_{i,j+k-1} \\ I_{i+1,j} & I_{i+1,j+1} & \cdots & I_{i+1,j+k-1} \\ \vdots & \vdots & & \vdots \\ I_{i+k-1,j} & I_{i+k-1,j+1} & \cdots & I_{i+k-1,j+k-1} \end{vmatrix} = F^{(i,j)}_k. \tag{2.11}
\]

Let \( F^{(i,j)}_0 = 1 \) and \( F^{(i,j)}_k = 0 \) for \( k < 0 \).

For \( k \geq 2 \), let \( G^{(i,j)}_k \) denote the \( k \times k \) determinant

\[
G^{(i,j)}_k = \begin{vmatrix} \alpha_{i-1} & I_{ij} & I_{i,j+1} & \cdots & I_{i,j+k-2} \\ \alpha_i & I_{i+1,j} & I_{i+1,j+1} & \cdots & I_{i+1,j+k-2} \\ \vdots & \vdots & & \vdots & \vdots \\ \alpha_{i+k-2} & I_{i+k-1,j} & I_{i+k-1,j+1} & \cdots & I_{i+k-1,j+k-2} \end{vmatrix}. \tag{2.12}
\]

Let \( G^{(i,j)}_1 = \alpha_{i-1} \) and \( G^{(i,j)}_k = 0 \) for \( k < 1 \).

For \( k \geq 2 \), let \( E^{(i,j)}_k \) denote the \( k \times k \) determinant

\[
E^{(i,j)}_k = \begin{vmatrix} 0 & \alpha_{j-1} & \alpha_j & \cdots & \alpha_{j+k-3} \\ \alpha_{i-1} & I_{ij} & I_{i,j+1} & \cdots & I_{i,j+k-2} \\ \alpha_i & I_{i+1,j} & I_{i+1,j+1} & \cdots & I_{i+1,j+k-2} \\ \vdots & \vdots & & \vdots & \vdots \\ \alpha_{i+k-3} & I_{i+k-2,j} & I_{i+k-2,j+1} & \cdots & I_{i+k-2,j+k-2} \end{vmatrix} = E^{(i,j)}_k. \tag{2.13}
\]

Let \( E^{(i,j)}_k = 0 \) for \( k < 2 \).

**Remark 2.5.** The determinants \( F^{(i,j)}_k \) have multiple integral representations

\[
F^{(i,j)}_k = \iint_{\substack{x_1 < x_2 < \cdots < x_n \\ y_1 < y_2 < \cdots < y_n}} \prod_{1 \leq p < q \leq n} (x_p - x_q)^2(y_p - y_q)^2 \prod_{p=1}^n (x_p)^n \prod_{q=1}^n (y_q)^n \mathrm{d}x_1 \cdots \mathrm{d}x_n \mathrm{d}y_1 \cdots \mathrm{d}y_n,
\]

which are closely related to the partition function of the Cauchy two-matrix model \([4, 6]\).

**Remark 2.6.** Note that in contrast to the determinants in section 3.1, there is an offset of the index of the moments (\( \alpha_{i-1} \) etc) here.

As shown in \([35, 48]\), for some specific \((i, j)\), \( F^{(i,j)}_k, G^{(i,j)}_k \) can be explicitly evaluated in terms of \( U_k, V_k, W_k \) in \((2.7)\). These relations are useful for us so that the expressions in theorem 2.1 can be rewritten in terms of \( F^{(i,j)}_k, G^{(i,j)}_k \). For our convenience, the objects we will deal with are these bimoment determinants instead of \( U_k, V_k, W_k \).
Lemma 2.7. For \( 1 \leq k \leq n \), there hold
\[
F_k^{(1,0)} = F_k^{(0,1)} = \frac{(U_k)^2}{2^k} > 0, \quad F_k^{(1,1)} = \frac{W_k}{2^k} > 0, \quad F_k^{(2,1)} = \frac{V_k^2}{2^k} > 0,
\]
\[
G_k^{(1,0)} = \frac{U_k U_{k-1}}{2^{k-1}} > 0, \quad G_k^{(1,1)} = \frac{U_k V_{k-1}}{2^{k-1}} > 0, \quad G_k^{(2,1)} = \frac{V_k V_{k-1}}{2^{k-1}} > 0.
\]

Proof. All the formulae can be found in [35, 48] except the last one for \( G^{(2,0)}_k \). It immediately follows from the identity (2.23) with \( i = 1, j = 0 \) presented in lemma 2.11 and the previously known formulae. Furthermore, the positivity follows from the definition of \( U_k, V_k \) or the integral representation of \( F_k^{(i)} \) in remark 2.5.

From this lemma, the following corollary immediately follows:

Corollary 2.8. For any \( k \in \mathbb{Z} \), there hold
\[
(G_k^{(1,0)})^2 = 2F_k^{(1,0)}F_{k-1}^{(1,0)}, \quad (G_k^{(1,1)})^2 = 2F_k^{(1,0)}F_{k-1}^{(2,1)}.
\]

Remark 2.9. By using lemma 2.7 and corollary 2.8, the explicit formulae of the peakon solution (2.8) of the DP equation can be rewritten in terms of \( F_k^{(i)}, G_k^{(i)} \), which will be presented in the next subsection (see (2.27)) for convenience.

An interesting observation is that the bimoment determinants \( F_k^{(i)}, G_k^{(i)}, E_k^{(i)} \) of high order are null. This is not surprising because the measure \( \mu \) has finite support. In particular, \( F_k^{(i)} = 0 \) for \( k > n \) follows immediately from the integral representation in remark 2.5. Such a phenomenon appears in the Hankel determinants with finite measures for CH peakon problems [2, 10, 13], and actually in the corresponding result some specific \( F_k^{(i)}, G_k^{(i)} \) was obtained in [35, 48]. In the following, we present a generic result with a proof based on the matrix factorisations, which are motivated by those for the Hankel determinants [10, 13] but are much more complicated.

Lemma 2.10. For \( k > n \), there hold
\[
F_k^{(i)} = G_k^{(i)} = E_k^{(i)} = 0.
\]

Proof. By employing the expressions of \( I_{ij} \) and \( \alpha_i \) in terms of \( \zeta_p, \alpha_p \), it is not hard to see

\[
\begin{pmatrix}
I_{ij} & I_{ij+1} & \cdots & I_{ij+k-1} \\
I_{i+1,j} & I_{i+1,j+1} & \cdots & I_{i+1,j+k-1} \\
I_{j+k-1,j} & I_{j+k-1,j+1} & \cdots & I_{j+k-1,j+k-1}
\end{pmatrix}
= \begin{pmatrix}
\zeta_1^i & \zeta_1^{i+1} & \cdots & \zeta_1^{i+k-1} \\
\zeta_2^i & \zeta_2^{i+1} & \cdots & \zeta_2^{i+k-1} \\
\vdots & \vdots & \ddots & \vdots \\
\zeta_n^i & \zeta_n^{i+1} & \cdots & \zeta_n^{i+k-1}
\end{pmatrix}_{k \times n}
\end{pmatrix}
\]

\[
\begin{pmatrix}
\alpha_1 \alpha_2 \cdots \alpha_n \\
\alpha_1 \alpha_2 \cdots \alpha_n \\
\alpha_1 \alpha_2 \cdots \alpha_n \\
\vdots \\
\alpha_1 \alpha_2 \cdots \alpha_n
\end{pmatrix}_{n \times n}
\]

\[
\begin{pmatrix}
\zeta_1^j & \zeta_1^{j+1} & \cdots & \zeta_1^{j+k-1} \\
\zeta_2^j & \zeta_2^{j+1} & \cdots & \zeta_2^{j+k-1} \\
\vdots & \vdots & \ddots & \vdots \\
\zeta_n^j & \zeta_n^{j+1} & \cdots & \zeta_n^{j+k-1}
\end{pmatrix}_{k \times n}
\end{pmatrix}
\]

\[
\begin{pmatrix}
\alpha_1 \alpha_2 \cdots \alpha_n \\
\alpha_1 \alpha_2 \cdots \alpha_n \\
\alpha_1 \alpha_2 \cdots \alpha_n \\
\vdots \\
\alpha_1 \alpha_2 \cdots \alpha_n
\end{pmatrix}_{n \times k}
\]
which imply that the rank of the matrix on the left-hand side is not more than \( n \). Thus we have \( F^{(ij)}_k = 0 \) for \( k > n \).

On the other hand, since there hold the following matrix factorisations:

\[
\begin{pmatrix}
\alpha_{i-1} & I_{i,j} & I_{i,j+1} & \cdots & I_{i,j+k-2} \\
\alpha_i & I_{i+j,1} & I_{i+j+1} & \cdots & I_{i+j+k-2} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\alpha_{i+k-2} & I_{i+k-1,j} & I_{i+k-1,j+1} & \cdots & I_{i+k-1,j+k-2}
\end{pmatrix}
= \begin{pmatrix}
0 & \zeta^i_1 & \cdots & \zeta^i_n \\
0 & \zeta^{i+1}_1 & \cdots & \zeta^{i+1}_n \\
\vdots & \vdots & \ddots & \vdots \\
0 & \zeta^{i+k-1}_1 & \cdots & \zeta^{i+k-1}_n
\end{pmatrix}_{k \times (n+1)}
\]

\[
\begin{pmatrix}
0 & 0 & \cdots & 0 \\
0 & \alpha_{i-1} & \alpha_i & \cdots & \alpha_{i+k-3} \\
0 & \alpha_i & I_{i,j} & I_{i,j+1} & \cdots & I_{i,j+k-2} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & \alpha_{i+k-3} & I_{i+k-2,j} & I_{i+k-2,j+1} & \cdots & I_{i+k-2,j+k-2}
\end{pmatrix}
= \begin{pmatrix}
1 & 0 & \cdots & 0 \\
0 & \zeta^i_1 & \cdots & \zeta^i_n \\
0 & \zeta^{i+1}_1 & \cdots & \zeta^{i+1}_n \\
\vdots & \vdots & \ddots & \vdots \\
0 & \zeta^{i+k-2}_1 & \cdots & \zeta^{i+k-2}_n
\end{pmatrix}_{(n+1) \times k}
\]

it follows that the rank of the matrix on the left-hand side is not more than \( n + 1 \), which gives \( G^{(ij)}_k = E^{(ij)}_k = 0 \) for \( k > n + 1 \). Furthermore, for \( G^{(ij)}_{n+1} = 0 \), since all matrices are \( (n + 1) \times (n + 1) \) in this case, we can just take the determinants of each factor on the right-hand side and use the fact that the middle determinant is obviously zero. Thus, the proof is completed.

There exist rich relations among \( F^{(ij)}_k, G^{(ij)}_k, E^{(ij)}_k \). In the following, we derive some bilinear identities, which play important roles in the subsequent content. They are all consequences of employing the well-known Jacobi determinant identity [1], which reads

\[
\begin{vmatrix}
D \begin{pmatrix} i_1 & i_2 \\
j_1 & j_2 \end{pmatrix} = D \begin{pmatrix} i_1 \\
j_1 \end{pmatrix} D \begin{pmatrix} i_2 \\
j_2 \end{pmatrix} - D \begin{pmatrix} i_1 & i_2 \cdots & i_k \\
j_1 & j_2 & \cdots & j_k \end{pmatrix}
\end{vmatrix}
\]

(2.16)

Here, \( D \) is an indeterminate determinant. \( D \begin{pmatrix} i_1 & i_2 & \cdots & i_k \\
j_1 & j_2 & \cdots & j_k \end{pmatrix} \) with \( i_1 < i_2 < \cdots < i_k, j_1 < j_2 < \cdots < j_k \) denotes the determinant of the matrix obtained from \( D \) by removing the rows with indices \( i_1, i_2, \ldots, i_k \) and the columns with indices \( j_1, j_2, \ldots, j_k \).
Lemma 2.11. For any $i,j \in \mathbb{Z}$, $k \in \mathbb{N}_+$, there hold
\begin{equation}
F_{k+1}^{(i;j)} F_{k-1}^{(i+1;j+1)} = F_k^{(i)} F_k^{(i+1;j+1)} - F_k^{(i;j)} F_k^{(i+1)},
\end{equation}
\begin{equation}
G_{k+1}^{(i;j)} F_{k-1}^{(i+1;j+1)} = G_k^{(i;j)} F_k^{(i+1)} - G_k^{(i+1;j+1)} F_k^{(i)},
\end{equation}
\begin{equation}
G_k^{(i;j)} F_{k-1}^{(i+1)} = G_k^{(i)} F_{k-1}^{(i+1;j+1)} - G_k^{(i+1;j+1)} F_k^{(i)},
\end{equation}
\begin{equation}
E_{k+1}^{(i;j)} F_{k-1}^{(i+1;j+1)} = E_k^{(i)} F_{k-1}^{(i+1;j+1)} - G_k^{(i+1;j+1)} G_k^{(i;j)},
\end{equation}
\begin{equation}
G_k^{(i;j)} G_{k-1}^{(i+1;j+1)} = G_k^{(i;j)} G_k^{(i+1;j+1)} - G_k^{(i+1;j+1)} G_k^{(i;j)}.
\end{equation}

Proof. We shall give the detailed proof for $k > 1$ since the case for $k = 1$ is trivial. Take
\begin{equation}
D_1 = F_k^{(i;j)}, \quad D_2 = G_k^{(i;j)},
\end{equation}
\begin{equation}
D_3 = \begin{bmatrix}
0 & 1 & 0 & \cdots & 0 \\
\alpha_{i-1} & I_{ij} & I_{i,j+1} & \cdots & I_{i,j+k-1} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\alpha_{i+k-2} & I_{i+k-1,j} & I_{i+k-1,j+1} & \cdots & I_{i+k-1,j+k-1}
\end{bmatrix},
\end{equation}
i_1 = j_1 = 1, \quad i_2 = j_2 = k + 1.

Applying the Jacobi identity (2.16) to $D_1$, $D_2$ and $D_3$, respectively, one obtains (2.17)–(2.19).

The Jacobi identity (2.16) with the setting
\begin{equation}
D_4 = E_k^{(i;j-1)}, \quad i_1 = j_1 = 1, \quad i_2 = j_2 = 2
\end{equation}
can yield (2.20).

If one considers
\begin{equation}
D_5 = D_3, \quad i_1 = j_1 = 1, \quad i_2 = j_2 = k + 1,
\end{equation}
\begin{equation}
D_6 = \begin{bmatrix}
0 & 1 & 0 & \cdots & 0 \\
\alpha_{i-1} & \alpha_j & \alpha_j & \cdots & \alpha_{j+k-2} \\
\alpha_{i-1} & I_{ij} & I_{i,j+1} & \cdots & I_{i,j+k-1} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\alpha_{i+k-3} & I_{i+k-2,j} & I_{i+k-2,j+1} & \cdots & I_{i+k-2,j+k-1}
\end{bmatrix},
\end{equation}
then (2.21) and (2.22) can be derived by use of the Jacobi identity (2.16).
The last formula (2.23) is a consequence of applying the Jacobi identity (2.16) with
\[ D_1 = D_2, \quad i_1 = 1, \quad j_1 = 2, \quad i_2 = j_2 = k + 1. \]

By using these bilinear identities, one is led to the following nonlinear relations.

Corollary 2.12. For any \(i, j \in \mathbb{Z}\) and integer \(k\) satisfying \(1 \leq k \leq n\), there hold
\[
\sum_{l=1}^{n} G^{(i,j)}_{l} \frac{F^{(i-1,j)}_{l} F^{(i,j)}_{l-1}}{F^{(i,j)}_{l} F^{(i-1,j)}_{l-1}} = G^{(i-1,j)}_{k} \frac{F^{(i,j)}_{k} F^{(i-1,j)}_{k-1}}{F^{(i,j)}_{k-1} F^{(i-1,j)}_{k-1}},
\]
(2.24)
\[
\sum_{l=1}^{k} G^{(i,j)}_{l} \frac{F^{(i,j+1)}_{l} F^{(i,j)}_{l-1}}{F^{(i,j)}_{l} F^{(i,j+1)}_{l-1}} = G^{(i,j+1)}_{k} \frac{F^{(i,j)}_{k} F^{(i,j+1)}_{k-1}}{F^{(i,j)}_{k-1} F^{(i,j+1)}_{k-1}}.
\]
(2.25)

Proof. By using the bilinear identity (2.18) in lemma 2.11, we have
\[
\sum_{l=1}^{n} G^{(i,j)}_{l} \frac{F^{(i-1,j)}_{l} F^{(i,j)}_{l-1}}{F^{(i,j)}_{l} F^{(i-1,j)}_{l-1}} = \sum_{l=1}^{n} \left( \frac{G^{(i-1,j)}_{l} F^{(i,j)}_{l} - G^{(i,j)}_{l+1} F^{(i-1,j)}_{l}}{F^{(i,j)}_{l} F^{(i-1,j)}_{l-1}} \right) = G^{(i-1,j)}_{k} \frac{F^{(i,j)}_{k} F^{(i-1,j)}_{k-1}}{F^{(i,j)}_{k-1} F^{(i-1,j)}_{k-1}},
\]
where the facts \(G^{(i,j)}_{k+1} = 0\) are used.

Based on the identity (2.19) in lemma 2.11 and the facts \(G^{(i,j)}_{0} = 0\), we also have
\[
\sum_{l=1}^{k} G^{(i,j)}_{l} \frac{F^{(i,j+1)}_{l} F^{(i,j)}_{l-1}}{F^{(i,j)}_{l} F^{(i,j+1)}_{l-1}} = \sum_{l=1}^{k} \left( \frac{G^{(i,j+1)}_{l} F^{(i,j)}_{l} - G^{(i,j)}_{l+1} F^{(i,j+1)}_{l}}{F^{(i,j)}_{l} F^{(i,j+1)}_{l-1}} \right) = G^{(i,j+1)}_{k} \frac{F^{(i,j)}_{k} F^{(i,j+1)}_{k-1}}{F^{(i,j)}_{k-1} F^{(i,j+1)}_{k-1}}.
\]

Thus the proof is completed.

2.4. A direct confirmation for theorem 2.1

In this subsection, we will give a direct confirmation for theorem 2.1 by using the determinant technique based on the results in the above subsection. For convenience, let us first give the following lemma, which expresses the evolution of the determinant \(F^{(i,j)}_{k}\) in terms of \(E^{(i,j)}_{k}\).

Lemma 2.13. If
\[
\dot{\eta}_p = 0, \quad \dot{a}_p = \frac{a_p}{\eta_p},
\]
then we have
\[
\dot{F}^{(i,j)}_{k} = -E^{(i,j)}_{k+1}.
\]
(2.26)

Proof. It is not hard to see
\[
\dot{I}_{ij} = \sum_{p=1}^{n} \sum_{q=1}^{n} \frac{\eta_p \eta_q}{\eta_p + \eta_q} a_p a_q \left( \frac{1}{\eta_p} + \frac{1}{\eta_q} \right) = \sum_{p=1}^{n} \sum_{q=1}^{n} \frac{\eta^{(-1)}_{p} \eta^{(-1)}_{q}}{\eta_{p} + \eta_{q}} a_p a_q = \alpha_{i-1} \alpha_{j-1}.
\]

According to the rule of differentiating a determinant and expansion along one column, we have
By use of (2.27), we can see that it is sufficient to prove which will be used in our setup. What we need to confirm is that the last of which is nothing but the expansion formula of the determinant $-E_{k+1}^{(ij)}$ along the first row and the first column. Thus we complete the proof.

Now we are ready to confirm the validity of theorem 2.1 by using the determinant technique.

**An alternative proof to theorem 2.1.** By using lemma 2.7 and corollary 2.8, it is not hard to see that the solution (2.8) of the DP peakon system admits equivalent expressions as:

$$
x' = \frac{2F_{k+1}^{(1,0)}}{G_k^{(1,1)}} = \frac{\log G_k^{(1,1)}}{F_k^{(2,1)}}, \quad m' = \frac{(G_k^{(1,1)})^2}{2F_k^{(1,1)}F_k^{(1,1)}}, \quad m' = \frac{F_k^{(1,0)}F_k^{(2,1)}}{F_k^{(1,1)}F_k^{(1,1)}},
$$

which will be used in our setup. What we need to confirm is that $\{x_k, m_k\}_{k=1}^n$ given by (2.27) with the time dependence (2.9) satisfies the ODE system (2.3).

Recall that the DP peakon ODE system (2.3) reads

$$
\dot{x}_k = u(x_k) = \sum_{j=1}^{k-1} m_j \exp(x_j - x_k) + \sum_{j=k}^{n} m_j \exp(x_j - x_k),
$$

$$
\dot{m}_k = -2m_k \langle u_k(x_k) \rangle = 2m_k \left( \sum_{j=k+1}^{n} m_j \exp(x_j - x_k) - \sum_{j=1}^{k-1} m_j \exp(x_j - x_k) \right).
$$

By use of (2.27), we can see that it is sufficient to prove

$$
\left( \frac{1}{2} \log \frac{2F_{k+1}^{(1,0)}}{F_{k+1}^{(2,1)}} \right)_t = \frac{G_k^{(1,1)}}{2F_k^{(2,1)}} \sum_{j=1}^{k-1} \frac{G_j^{(1,1)}F_{j-1}^{(2,1)}}{F_j^{(1,1)}F_j^{(1,1)}} + \frac{G_k^{(1,1)}}{2F_k^{(2,1)}} \sum_{j=k}^{n} \frac{F_j^{(1,1)}G_{j-1}^{(1,1)}}{F_j^{(1,1)}F_{j-1}^{(1,1)}},
$$

$$
\left( \frac{1}{2} \log \frac{2F_{k+1}^{(1,0)}F_k^{(2,1)}}{F_k^{(1,1)}F_k^{(1,1)}} \right)_t = \frac{G_k^{(1,1)}}{2F_k^{(1,1)}} \sum_{j=k+1}^{n} \frac{F_j^{(1,0)}G_{j-1}^{(1,1)}}{F_j^{(1,1)}F_{j-1}^{(1,1)}} - \frac{G_k^{(1,1)}}{2F_k^{(1,1)}} \sum_{j=1}^{k-1} \frac{G_j^{(1,1)}F_{j-1}^{(2,1)}}{F_j^{(1,1)}F_{j-1}^{(1,1)}},
$$

which yields

$$
- \frac{E_{k+1}^{(1,0)}}{2F_{k+1}^{(1,0)}} + \frac{E_{k+1}^{(2,1)}}{2F_{k+1}^{(2,1)}} = \frac{G_k^{(1,1)}}{2F_k^{(2,1)}} \frac{G_k^{(1,1)}}{2F_k^{(1,1)}} + \frac{G_k^{(1,1)}}{2F_k^{(2,1)}} \frac{G_k^{(1,1)}}{2F_k^{(1,1)}},
$$

$$
- \frac{E_{k+1}^{(1,0)}}{2F_{k}^{(1,0)}} + \frac{E_{k+1}^{(2,1)}}{2F_{k}^{(2,1)}} = \frac{G_k^{(1,1)}}{2F_k^{(2,1)}} \frac{G_k^{(1,1)}}{2F_k^{(1,1)}} + \frac{G_k^{(1,1)}}{2F_k^{(2,1)}} \frac{G_k^{(1,1)}}{2F_k^{(1,1)}},
$$
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by employing lemma 2.13 and corollary 2.12. A further simplification leads to

\[
\frac{F_k(1,1)}{F_k(1,0)} \left( \frac{E_{k+1}(1,0) F_k(2,1)}{F_k(1,1)} + E_k(2,1) F_k(1,0) \right) = \frac{G_k(1,1)}{G_k(1,0)} \left( \frac{G_{k+1}(1,2) F_k(1,0)}{F_k(1,1)} + F_{k-1} G_k(0,1) \right),
\]
\[
\frac{E_{k+1}(1,0) F_k(1,1) - E_k(1,0) F_k(1,1)}{F_k(1,0) F_k(1,1)} = \frac{G_k(1,1) G_{k+1}(0,1)}{F_k(1,0) F_k(1,1)} - \frac{G_k(1,1) G_{k+1}(1,2)}{F_k(2,1) F_k(1,1)}.
\]

It is not difficult to see that they are valid by observing the identities (2.20), (2.21) and (2.22) in lemma 2.11. Therefore, we complete the proof.

Clearly, our proof implies that the DP peakon lattice can be seen as an isospectral flow on a manifold cut out by determinant identities [10], while the Novikov peakon lattice corresponds to a manifold cut out by Pfaffian identities [12]. The difference arises from the different structures of the cut-out corresponding tau functions belonging to different Lie algebra of A,B,C types.

3. DP peakon and C-Toda lattices

Recall that the CH peakon lattice is intimately linked to the finite A-Toda lattice \(^4\) [3], while the Novikov peakon lattice is related to the finite B-Toda lattice [12]. This section is devoted to deriving a similar relevance for the DP peakon lattice and the associated C-Toda lattice.

As indicated in the above section, the DP peakon ODE system (2.3) can be linearised by use of the inverse spectral method into

\[
\dot{\xi}_p(t) = 0, \quad \dot{a}_p(t) = \frac{a_p(t)}{\xi_p}.
\]

Consequently, the moments

\[
\alpha_i(t) = \sum_{p=1}^{n} \xi_p a_p(t), \quad I_{ij}(t) = \sum_{p=1}^{n} \sum_{q=1}^{n} \frac{\xi_p \xi_q}{\xi_p + \xi_q} \xi_p a_p(t) a_q(t),
\]

evolve according to

\[
\dot{\alpha}_i = \alpha_{i-1}, \quad \dot{I}_{ij} = \alpha_{i-1} \alpha_{j-1}.
\]

In some sense, this can be viewed as a negative flow.

Now we plan to start from a linearised flow in the positive direction

\[
\begin{align*}
\dot{\xi}_p(t) &= 0, & 0 < \xi_1 < \cdots < \xi_n, \\
\dot{a}_p(t) &= \xi_p c_p(t), & c_p(0) > 0,
\end{align*}
\]

to seek a nonlinear ODE system.

3.1. Determinant formulae

Introduce the moments

\[
\beta_i(t) = \sum_{p=1}^{n} \xi_p c_p(t), \quad J_{ij}(t) = J_{j,i}(t) = \sum_{p=1}^{n} \sum_{q=1}^{n} \frac{\xi_p \xi_q}{\xi_p + \xi_q} \xi_p(t) c_p(t) c_q(t),
\]

The A-Toda lattice denotes the ordinary Toda lattice. Due to the AKP type, this makes sense and forms a contrast to the B,C-Toda lattices.
and consider the bimoment determinants $\tau_k^{(ij)}$, $\sigma_k^{(ij)}$, $\rho_k^{(ij)}$, $\omega_k^{(ij)}$, $\nu_k^{(ij)}$ of size $k \times k$ respectively defined by

$$
\tau_k^{(ij)} = \begin{vmatrix}
J_{ij} & J_{i,j+1} & \cdots & J_{i,j+k-1} \\
J_{i+1,j} & J_{i+1,j+1} & \cdots & J_{i+1,j+k-1} \\
\vdots & \vdots & \ddots & \vdots \\
J_{i+k-1,j} & J_{i+k-1,j+1} & \cdots & J_{i+k-1,j+k-1}
\end{vmatrix} = \tau_k^{(ij)} \tag{3.2}
$$

with the convention $\tau_0^{(ij)} = 1$ and $\tau_k^{(ij)} = 0$ for $k < 0$, and

$$
\sigma_k^{(ij)} = \begin{vmatrix}
\beta_i & J_{i,j} & J_{i,j+1} & \cdots & J_{i,j+k-2} \\
\beta_{i+1} & J_{i+1,j} & J_{i+1,j+1} & \cdots & J_{i+1,j+k-2} \\
\vdots & \vdots & \ddots & \vdots \\
\beta_{i+k-1} & J_{i+k-1,j} & J_{i+k-1,j+1} & \cdots & J_{i+k-1,j+k-2}
\end{vmatrix} = \sigma_k^{(ij)} \tag{3.3}
$$

with the convention $\sigma_1^{(ij)} = \beta_i$ and $\sigma_k^{(ij)} = 0$ for $k < 1$, and

$$
\rho_k^{(ij)} = \begin{vmatrix}
0 & \beta_j & \beta_{j+1} & \cdots & \beta_{j+k-2} \\
\beta_i & J_{i,j} & J_{i,j+1} & \cdots & J_{i,j+k-2} \\
\beta_{i+1} & J_{i+1,j} & J_{i+1,j+1} & \cdots & J_{i+1,j+k-2} \\
\vdots & \vdots & \ddots & \vdots \\
\beta_{i+k-2} & J_{i+k-2,j} & J_{i+k-2,j+1} & \cdots & J_{i+k-2,j+k-2}
\end{vmatrix} = \rho_k^{(ij)} \tag{3.4}
$$

with the convention $\rho_k^{(ij)} = 0$ for $k < 2$, and

$$
\omega_k^{(ij)} = \begin{vmatrix}
J_{ij} & J_{i,j+1} & \cdots & J_{i,j+k-2} & J_{i,j+k} \\
J_{i+1,j} & J_{i+1,j+1} & \cdots & J_{i+1,j+k-2} & J_{i+1,j+k} \\
\vdots & \vdots & \ddots & \vdots \\
J_{i+k-1,j} & J_{i+k-1,j+1} & \cdots & J_{i+k-1,j+k-2} & J_{i+k-1,j+k}
\end{vmatrix} = \omega_k^{(ij)} \tag{3.5}
$$

with the convention $\omega_1^{(ij)} = J_{ij+1}$ and $\omega_k^{(ij)} = 0$ for $k < 1$, and

$$
\nu_k^{(ij)} = \begin{vmatrix}
0 & \beta_j & \beta_{j+1} & \cdots & \beta_{j+k-3} & \beta_{j+k-1} \\
\beta_i & J_{i,j} & J_{i,j+1} & \cdots & J_{i,j+k-3} & J_{i,j+k-1} \\
\beta_{i+1} & J_{i+1,j} & J_{i+1,j+1} & \cdots & J_{i+1,j+k-3} & J_{i+1,j+k-1} \\
\vdots & \vdots & \ddots & \vdots \\
\beta_{i+k-2} & J_{i+k-2,j} & J_{i+k-2,j+1} & \cdots & J_{i+k-2,j+k-3} & J_{i+k-2,j+k-1}
\end{vmatrix} = \nu_k^{(ij)} \tag{3.6}
$$

with the convention $\nu_k^{(ij)} = 0$ for $k < 2$. Note that for the determinant formulae of $\omega_k^{(ij)}$ and $\nu_k^{(ij)}$, the index jumps an extra step between the last two columns, which differ from those for $\tau_k^{(ij)}$ and $\rho_k^{(ij)}$ respectively.

By using the Jacobi identity (2.16), it is not hard to see that the following bilinear identities hold.

**Lemma 3.1.** For any $i, j \in \mathbb{Z}$, $k \in \mathbb{N}_+$, there hold

$$
\rho_{k+1}^{(ij)} \tau_{k-1}^{(ij)} = \tau_k^{(ij)} \rho_k^{(ij)} - \sigma_k^{(ij)} \sigma_k^{(ij), (ij)} \tag{3.7}
$$
\[ \sigma_k^{(ij)} \sigma_{k-1}^{(ji)} = \nu_k^{(ij)} \tau_{k-1}^{(ij)} - \rho_k^{(ij)} \omega_{k-1}^{(ij)}. \] (3.8)

**Proof.** Taking
\[ D_1 = \rho_{k+1}^{(ij)}, \quad i_1 = j_1 = 1, \quad i_2 = j_2 = k + 1, \]
we can obtain (3.7) by use of the Jacobi identity (2.16).

If we consider
\[ D_2 = \begin{pmatrix}
1 & 0 & 0 & \cdots & 0 \\
0 & \beta_j & \beta_{j+1} & \cdots & \beta_{j+k-1} \\
\beta_{i_1} & J_{i_1} & J_{i_1+1} & \cdots & J_{i_1+k-1} \\
\beta_{i_2} & J_{i_2} & J_{i_2+1} & \cdots & J_{i_2+k-1} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\beta_{i_2+k-2} & J_{i_2+k-2} & J_{i_2+k-2+1} & \cdots & J_{i_2+k-2+k-1} \\
i_1 & 1, & j_1 & = k, & i_2 & = 2, & j_2 & = k + 1, \end{pmatrix} \]
then (3.8) will be derived.

3.2. C-Toda lattice and its Lax pair

If
\[ \dot{\xi}_p = 0, \quad \dot{\xi}_p = \xi_p \varphi_p, \] (3.9)
then \( \beta_i, J_{ij} \) evolve according to
\[ \dot{\beta}_i = \beta_{i+1}, \quad \dot{J}_{ij} = \beta_i \beta_j = J_{i+1,j} + J_{i,j+1}. \] (3.10)
Moreover, the evolution of the determinants \( \tau_k^{(ij)} \) can be expressed in terms of certain closed forms.

**Lemma 3.2.** Under the condition (3.9), the determinants \( \tau_k^{(ij)} \) admit the evolution:
\[ \dot{\tau}_k^{(ij)} = -\rho_k^{(ij)}. \] (3.11)

**Besides, there also hold**
\[ \dot{\tau}_k^{(ij)} = \omega_k^{(ij)} + \omega_k^{(ij)}, \] (3.12)
\[ \dot{\tau}_k^{(ij)} = -\nu_k^{(ij)} - \nu_k^{(ij)} . \] (3.13)

**Proof.** First we make use of the evolution relation
\[ \dot{J}_{ij} = \beta_i \beta_j. \]
According to the rule of differentiating a determinant and expansion along one column, we have
\[ z_k^{(ij)} = \sum_{p=0}^{k-1} \begin{bmatrix} J_{ij} & \cdots & J_{ij+p-1} & \beta_i \beta_j + p & J_{ij+p+1} & \cdots & J_{ij+k-1} \\ J_{i+1,j} & \cdots & J_{i+1,j+p-1} & \beta_{i+1} \beta_j + p & J_{i+1,j+p+1} & \cdots & J_{i+1,j+k-1} \\ \vdots & \ddots & \vdots & \ddots & \vdots & \ddots & \vdots \\ J_{i+k-1,j} & \cdots & J_{i+k-1,j+p-1} & \beta_{i+k-1} \beta_j + p & J_{i+k-1,j+p+1} & \cdots & J_{i+k-1,j+k-1} \end{bmatrix} \]

\[ = \sum_{p=0}^{k-1} \sum_{q=0}^{k-1} \frac{(-1)^{p+q} \beta_i \beta_j + q z_k^{(ij)} (q + 1)}{p + 1} \]

A closer check gives that the formula in the last row is no other than the expansion formula of the determinant \(-\rho_{k+1}^{(ij)}\) along the first row and the first column, which leads to (3.11).

In order to confirm (3.12), we shall employ the evolution \(J_{ij} = J_{i+1,j} + J_{i,j+1}\).

A direct calculation gives

\[ z_k^{(ij)} = \sum_{p=0}^{k-1} \begin{bmatrix} J_{ij} & \cdots & J_{ij+p-1} & J_{i+1,j+p} & J_{i,j+p+1} & \cdots & J_{i,j+k-1} \\ J_{i+1,j} & \cdots & J_{i+1,j+p-1} & J_{i+1,j+1,p} & J_{i+1,j+p+1} & \cdots & J_{i+1,j+k-1} \\ \vdots & \ddots & \vdots & \ddots & \vdots & \ddots & \vdots \\ J_{i+k-1,j} & \cdots & J_{i+k-1,j+p-1} & J_{i+k-1,j+1,p} & J_{i+k-1,j+p+1} & \cdots & J_{i+k-1,j+k-1} \end{bmatrix} \]

\[ + \sum_{p=0}^{k-1} \begin{bmatrix} J_{ij} & \cdots & J_{ij+p-1} & J_{i+1,j+p+1} & J_{i,j+p+2} & \cdots & J_{i,j+k-1} \\ J_{i+1,j} & \cdots & J_{i+1,j+p-1} & J_{i+1,j+1,p+1} & J_{i+1,j+p+2} & \cdots & J_{i+1,j+k-1} \\ \vdots & \ddots & \vdots & \ddots & \vdots & \ddots & \vdots \\ J_{i+k-1,j} & \cdots & J_{i+k-1,j+p-1} & J_{i+k-1,j+1,p+1} & J_{i+k-1,j+p+2} & \cdots & J_{i+k-1,j+k-1} \end{bmatrix} \]

\[ = A_1 + A_2. \]

Regarding the first summation, we have

\[
A_1 = \sum_{p=0}^{k-1} \sum_{q=0}^{k-1} \frac{(-1)^{p+q} J_{i+1,j+p+1} J_k^{(ij)} (q + 1)}{p + 1} = \sum_{q=0}^{k-1} \sum_{p=0}^{k-1} \frac{(-1)^{p+q} J_{i+1,j+p+1} J_k^{(ij)} (q + 1)}{p + 1} = \sum_{q=0}^{k-1} \sum_{p=0}^{k-1} \frac{(-1)^{p+q} J_{i+1,j+p+1} J_k^{(ij)} (q + 1)}{p + 1}.
\]

It follows from the Laplace expansion that

\[ \sum_{p=0}^{k-1} \frac{(-1)^{p+q} J_{i+1,j+p+1} J_k^{(ij)} (q + 1)}{p + 1} \]

vanishes for fixed \(0 \leq q < k - 2\) and subsequently

\[ \sum_{p=0}^{k-1} \frac{(-1)^{p+q} J_{i+1,j+p+1} J_k^{(ij)} (k)}{p + 1} = \omega_k^{(ij)} = A_1. \]
As for the second summation, it is not hard to see that only the term for \( p = k - 1 \) contributes, and one is led to
\[
A_2 = \omega_k^{(ij)}.
\]

Thus we get
\[
\hat{z}_k^{(ij)} = A_1 + A_2 = \omega_k^{(ji)} + \omega_k^{(ij)}.
\]

Finally, let us turn to the proof of (3.13). It is sufficient to prove
\[
\omega_k^{(ij)} = -\nu_k^{(ij)}.
\]

This can be similarly derived by using
\[
\hat{J}_{ij} = \beta_j \beta_i
\]
as the process for the proof to (3.11). We omit the detail here. \(\square\)

**Corollary 3.3.** For any \( j \in \mathbb{Z}, k \in \mathbb{N}_+, \) there hold
\[
\begin{align*}
\tau_k^{(ij)} - \tau_k^{(ji)} &= \left( \sigma_k^{(ij)} \right)^2, \\
\tau_k^{(ij)} - \tau_k^{(ji)} &= -2\sigma_k^{(ij)} \sigma_k^{(ji)}. 
\end{align*}
\]  
\[(3.14)\]

Eliminating the variables \( \sigma_k^{(ij)} \) in (3.14) leads to a quartic lattice
\[
\left( \tau_k^{(ij)} - \tau_k^{(ji)} \right)^2 = 4 \left( \tau_k^{(ij)} - \tau_k^{(ji)} \right) \left( \tau_k^{(ij)} - \tau_k^{(ji)} \right) 
\]  
\[(3.15)\]
as we will show in section 4, which is indeed related to the fully discrete CKP lattice proposed by Schief [7, 8, 54]. If we introduce the variables
\[
u_k = \frac{\tau_{k+1}^{(ij)} - \tau_k^{(ji)}}{\left( \tau_k^{(ij)} \right)^2}, \quad b_k = \left( \log \frac{\tau_k^{(ij)}}{\tau_{k+1}^{(ij)}} \right) = \frac{\left( \sigma_{k+1}^{(ij)} \right)^2}{\left( \tau_{k+1}^{(ij)} \right)^2},
\]
then it is not hard to obtain \( \{u_k, b_k\} \) satisfying a nonlinear ODE system:
\[
\begin{align*}
\dot{u}_k &= u_k (b_k - b_{k-1}), & k = 1, \ldots, n - 1, \\
\dot{b}_k &= 2 \left( \sqrt{u_kb_{k-1}} - \sqrt{u_{k+1}b_{k+1}} \right), & k = 0, \ldots, n - 1,
\end{align*}
\]  
\[(3.16)\]
with \( u_0 = a_n = 0. \) This is nothing but the nonlinear flow, which we are searching for from the positive linear flow (3.9). We shall call this ODE system a ‘finite Toda lattice of CKP type’ (finite C-Toda lattice) due to it having a similar form to the A-Toda lattice and the tau function structure of the CKP type (see table 1), and also because of the intimate relation with the fully discrete CKP lattice in [7, 8, 54].

Based on the above derivation, we can conclude that:
The finite C-Toda lattice

\[ \dot{u}_k = u_k(b_k - b_{k-1}), \quad k = 1, \ldots, n - 1, \]  
\[ \dot{b}_k = 2(\sqrt{u_kb_k}b_{k-1} - \sqrt{u_{k+1}b_{k+1}b_k}), \quad k = 0, \ldots, n - 1, \]

admits a solution

\[ u_k = \frac{\tau_{(j,j)}^{(1,1)}}{\tau_{k+1}^{(1,1)}\tau_k^{(1,1)}}, \quad b_k = \frac{(\sigma_{k+1}^{(j,j)})^2}{\tau_{k+1}^{(j,j)}\tau_k^{(j,j)}}, \]

where \( \tau_{k}^{(j,j)} \) defined as (3.2) with

\[ J_{ij}(t) = J_{ij}(t) = \sum_{p=1}^{n} \sum_{q=1}^{n} \xi_p \xi_q c_p(t)c_q(t), \quad 0 < \xi_1 < \cdots < \xi_n, \quad c_p(t) = e^{\xi_p t} \geq 0. \]

Remark 3.5. The readers might have observed that there is some freedom in the solutions. But, notice that for any fixed \( j \), \( \tau_{k}^{(j,j)} \) defined on a set of \( \{\xi_p, c_p\}_{p=1}^{n} \) may be regarded as a new determinant \( \tau_{k}^{(1,1)} \) defined on a modified set of \( \{\xi_p, c_p^{-1}c_p\}_{p=1}^{n} \). This suggests that it is sufficient to consider the solution

\[ u_k = \frac{\tau_{(1,1)}^{(1,1)}}{\tau_{k+1}^{(1,1)}\tau_k^{(1,1)}}, \quad b_k = \frac{(\sigma_{k+1}^{(1,1)})^2}{\tau_{k+1}^{(1,1)}\tau_k^{(1,1)}}, \]

to the finite C-Toda lattice (3.17) without loss of generality. In fact, for some initial value problem of (3.17), we guess one can determine uniquely the set \( \{\xi_p, c_p\}_{p=1}^{n} \), which will be addressed in a future publication.

The \( \tau_{k}^{(1,1)} \) can be viewed as the tau function of the finite C-Toda lattice. Due to its structure, it is reasonable to inquire whether the finite C-Toda lattice can be regarded as an isospectral deformation of Cauchy biorthogonal polynomials (CBOPs) or not. The answer is affirmative. In fact, let us consider the \( t \)-dependent monic CBOPs \( \Phi(x; t) = (\Phi_0(x; t), \cdots, \Phi_{n-1}(x; t))^T \) satisfying the biorthogonality

\[ \int_{\mathbb{R}^2} \frac{\Phi_k(x; t)\Phi(y; t)}{x+y} \mu(x; t)\mu(y; t) \, dx \, dy = h_k(t)\delta_{k,j}, \]

where

\[ \mu(x; t) \, dx = e^{\xi t} \sum_{p=1}^{n} c_p(t)\xi_p^j \delta(x - \xi_p) \, dx. \]

In this case, it is clear that the \( t \)-dependent bimoments

\[ J_{ij}(t) = \int_{\mathbb{R}^2} \frac{x^iy^j}{x+y} \mu(x; t)\mu(y; t) \, dx \, dy \]

admit the evolution relation:

\[ \dot{J}_{ij}(t) = J_{i+1,j} + J_{i,j+1}. \]
As is shown, the CBOPs satisfy a four-term recurrence [5, 50]:

\[xL_1 \Phi(x; t) = L_2 \Phi(x; t)\]  
(3.18)

and one may obtain the evolution relation [43]:

\[L_1 \dot{\Phi}(x; t) = B_2 \Phi(x; t),\]  
(3.19)

where

\[
L_1 = \begin{pmatrix}
1 & A_1 & 1 & \cdots & 1 \\
A_2 & 1 & \cdots & \cdots & \cdots \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
A_{n-1} & \cdots & \cdots & 1 & 1
\end{pmatrix}, \quad
L_2 = \begin{pmatrix}
B_0 & 1 & \cdots & \cdots & 1 \\
C_1 & B_1 & \cdots & \cdots & \cdots \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
D_{n-2} & C_{n-2} & \cdots & 1 & 1 \\
D_{n-1} & C_{n-1} & \cdots & 1 & B_{n-1}
\end{pmatrix},
\]

\[
B_2 = \begin{pmatrix}
0 & 2(B_0 - A_0)A_1 & 0 & \cdots & 0 \\
2(B_0 - A_0) & 0 & \cdots & \cdots & \cdots \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
2(B_{n-2} - A_{n-2}) & 2(B_{n-2} - A_{n-2})A_{n-1} & 0 & \cdots & 0
\end{pmatrix},
\]

with

\[
A_k = \sqrt{b_k u_k}, \quad B_k = \frac{1}{2} b_k + \sqrt{b_k u_k b_k^{-1}}, \quad C_k = -u_k - \frac{1}{2} \sqrt{b_k u_k b_k^{-1}}, \quad D_k = -u_k^{-1} \sqrt{b_k u_k b_k^{-1}}.
\]

(3.18) and (3.19) constitute the Lax pair of the finite C-Toda lattice (3.17); in other words, the finite C-Toda lattice admits the Lax representation:

\[\dot{L} = [B, L],\]

where

\[L = L_1^{-1} L_2, \quad B = L_1^{-1} B_2.\]

Remark 3.6. The appearance of the evolution relation (3.19) is slightly different from that in [43]. The formulae here are neat and helpful to calculate the compatibility condition. By a direct computation, one can see that the above Lax formula is exactly the finite C-Toda lattice (3.17).

Remark 3.7. A semi-infinite C-Toda lattice can easily be constructed together with its infinite matrix Lax formulation. One investigation can be found in [43].

3.3. A correspondence between DP peakon and finite C-Toda lattices

We have derived the nonlinear finite C-Toda lattice (3.17) from a linearised flow in the positive direction step by step. Recall that the DP peakon ODEs (2.3) can be linearised to a flow in the negative direction by an inverse spectral method. In appendices A and B, the relevance of the nonlinear systems between the CH peakon and the finite A-Toda lattices, and the Novikov peakon and the finite B-Toda lattices are summarised, respectively. Similar to those in appendices A and B, we shall give an interpretation of the relation between the nonlinear variables
of the DP peakon ODEs and the finite C-Toda lattice, which is summarised as the following theorem.

**Theorem 3.8.** Given

$$\beta_j(0) = \sum_{p=1}^{n} \xi_p(0)^{j}c_p(0)$$

$$J_{ij}(0) = J_{ij}(0) = \sum_{p=1}^{n} \frac{\xi_p(0)^{j}c_p(0)}{\xi_p(0) + \xi_0(0)^{j}c_p(0)}c_q(0).$$

with

$$0 < \xi_1(0) < \xi_2(0) < \cdots < \xi_n(0), \quad c_p(0) > 0,$$

let \(\tau_k^{(ij)}(0)\) and \(\sigma_k^{(ij)}(0)\) be defined as\(^5\)

$$\tau_k^{(ij)}(0) = \begin{vmatrix}
J_{ij}(0) & J_{ij+1}(0) & \cdots & J_{ij+k-1}(0) \\
J_{i+1,j}(0) & J_{i+1,j+1}(0) & \cdots & J_{i+1,j+k-1}(0) \\
\vdots & \vdots & \ddots & \vdots \\
J_{i+k-1,j}(0) & J_{i+k-1,j+1}(0) & \cdots & J_{i+k-1,j+k-1}(0)
\end{vmatrix} = \tau_k^{(ij)}(0)$$

for any non-negative integer \(k\), and \(\tau_0^{(ij)}(0) = 1, \tau_k^{(ij)}(0) = 0\) for \(k < 0\), and

$$\sigma_k^{(ij)}(0) = \begin{vmatrix}
\beta_{i+1}(0) & J_{i+1,j}(0) & \cdots & J_{i+1,j+k-1}(0) \\
\beta_{i+2}(0) & J_{i+2,j+1}(0) & \cdots & J_{i+2,j+k-1}(0) \\
\vdots & \vdots & \ddots & \vdots \\
\beta_{i+k}(0) & J_{i+k,j+k-1}(0) & \cdots & J_{i+k,j+k-1}(0)
\end{vmatrix} = \sigma_k^{(ij)}(0)$$

with the convention \(\sigma_0^{(ij)}(0) = \beta_i(0)\) and \(\sigma_k^{(ij)}(0) = 0\) for \(k < 1\).

1. Introduce the variables \(\{x_k(0), m_k(0)\}_{k=1}^{n}\) defined by

$$x_k'(0) = \frac{1}{2} \log \frac{2\tau_k^{(0,1)}(0)}{\tau_k^{(1,1)}(0)}, \quad m_k'(0) = \frac{\tau_k^{(0,1)}(0)\tau_k^{(1,2)}(0)}{\tau_k^{(1,1)}(0)\tau_k^{(1,1)}(0)},$$

where \(k' = n + 1 - k\). If \(\{\xi_p(t), c_p(t)\}_{p=1}^{n}\) evolve as

$$\dot{\xi}_p = 0, \quad \dot{c}_p = \frac{c_p}{\xi_p},$$

then \(\{x_k(t), m_k(t)\}_{k=1}^{n}\) satisfy the DP peakon ODEs (2.3).

2. Introduce the variables \(\{u_k(0)\}_{k=1}^{n-1}, \{b_k(0)\}_{k=0}^{n-1}\) defined by

$$u_k(0) = \frac{\tau_k^{(1,1)}(0)\tau_{k+1}^{(1,1)}(0)}{\tau_k^{(1,1)}(0)^2}, \quad b_k = \frac{(\sigma_k^{(1,1)}(0))^2}{\tau_k^{(1,1)}(0)\tau_{k+1}^{(1,1)}(0)}.$$ 

If \(\{\xi_p(t), c_p(t)\}_{p=1}^{n}\) evolve as

$$\dot{\xi}_p = 0, \quad \dot{c}_p = \xi_p c_p,$$

\(^5\)The positivity of such determinants for \(1 \leq k \leq n\) is guaranteed (see e.g. [5, 48]).
then \( \{u_k(0)\}_{k=1}^{n-1}, \{b_k(0)\}_{k=1}^{n-1} \) satisfy the finite C-Toda lattice (3.17) with \( u_0 = u_n = 0 \).

(3) There exists a mapping from \( \{x_k(0), m_k(0)\}_{k=1}^{n} \) to \( \{u_k(0)\}_{k=1}^{n-1}, \{b_k(0)\}_{k=1}^{n-1} \) according to

\[
\begin{align*}
u_k(0) &= e^{2\omega_{r-1}(0) - 2\omega_r(0)} \frac{m_{r-1}(0)m_{r}(0)}{m_{r-1}(0)(1 - e^{2\omega_{r-1}(0) - \omega_r(0)})^2}, \\
b_k(0) &= \frac{2(e^{\omega_r(0) - \omega_{r-1}(0)} - e^{\omega_r(0) - \omega_{r-1}(0)} - 1)^2 - 2}{m_{r-1}(0)(1 - e^{2\omega_{r-1}(0) - \omega_r(0)})^2(e^{\omega_r(0) - \omega_{r-1}(0)} - 1)^2}
\end{align*}
\]

with the convention

\[
x_0(0) = -\infty, \quad x_{n+1}(0) = +\infty.
\]

Actually, this item partially reveals the relevance of the corresponding spectral problems of the DP peakon and C-Toda lattices.

**Proof.** The first two results immediately follow as they are the subjects of theorems 2.1 and 3.4.

For the third one, we need two observations, one of which is

\[
\tau_k^{(1,1)}(0) = \sqrt{\tau_k^{(1,1)}(0)\tau_k^{(1,2)}(0)} - \sqrt{\tau_k^{(1,1)}(0)\tau_k^{(1,2)}(0)}
\]

obtained from the corresponding formulae for \( \tau_k^{(ij)}(0), \sigma_k^{(ij)}(0) \) in terms of \( U_k, V_k \) formally in lemma 2.7. The other is

\[
\sigma_k^{(1,1)}(0) = \sqrt{\tau_k^{(1,1)}(0)\tau_k^{(1,2)}(0)} - \sqrt{\tau_k^{(1,1)}(0)\tau_k^{(1,2)}(0)},
\]

which can be derived by noticing

\[
\sigma_k^{(1,1)}(0) = (-1)^{k-1}\begin{vmatrix}
\beta_1(0) & J_{2,0}(0) & J_{2,1}(0) & \cdots & J_{2,k-2}(0) \\
\beta_2(0) & J_{3,0}(0) & J_{3,1}(0) & \cdots & J_{3,k-2}(0) \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\beta_{k-1}(0) & J_{k+1,0}(0) & J_{k+1,1}(0) & \cdots & J_{k+1,k-2}(0)
\end{vmatrix},
\]

and the corresponding formulae in lemma 2.7. Here (3.21) is a consequence of the row and column operations by using the fact that

\[
J_{i+1,j} + J_{i,j+1} = \beta_i\beta_j.
\]

Then the proof for the third one can be completed by direct calculations. \( \square \)

**4. The relation between the C-Toda lattice and the discrete CKP equation**

In this section, we explain how to connect the C-Toda lattice with the discrete CKP equation [7, 8, 29, 54]. This provides a reasonable argument for the origin of ‘the Toda lattice of CKP type’.
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The discrete CKP equation

\[
(\tilde{\tau}_{i,j+l,j,j+1,j+1} + \tilde{\tau}_{i,j} - \tilde{\tau}_{i,j+1,j+1,j+1,1})^2
\]

was derived by Schief as an integrable system from a geometric constraint of the discrete Darboux system associated with a theorem due to Carnot [54]. It was also obtained by Kashaev [39] in the context of star triangle moves in the Ising model. It can also be regarded as a reduction of the hexahedron recurrence in connection with cluster algebras and dimer configurations [40]. Furthermore, it is shown that the discrete CKP equation admits a tau-function generated by a symmetric $M$-system, and can be interpreted as a local relation between the principal minors of the $M$-system [7, 8, 34]. All these facts show that the discrete CKP equation possesses interesting algebraic and geometric properties.

Under the coordinate transformation

\[
\tilde{\tau}_{i,j,l} = \tilde{\tau}_{j,m,n}, \quad k = i - j, \quad m = l, \quad n = j,
\]

the discrete CKP equation (4.1) can be rewritten as

\[
(\tilde{\tau}_{k,m,n} \tilde{\tau}_{k,m+1,n+1} + \tilde{\tau}_{k+1,m,n} \tilde{\tau}_{k-1,m+1,n+1} - \tilde{\tau}_{k+1,m,n} \tilde{\tau}_{k-1,m,n+1} - \tilde{\tau}_{k,m,n+1} \tilde{\tau}_{k,m+1,n})^2
\]

\[
= 4 \left( \tilde{\tau}_{k+1,m,n} \tilde{\tau}_{k,m+1,n} - \tilde{\tau}_{k+1,m,n} \tilde{\tau}_{k,m+1,n+1} \right) \left( \tilde{\tau}_{k,m+1,n} \tilde{\tau}_{k-1,m,n+1} - \tilde{\tau}_{k,m,n+1} \tilde{\tau}_{k-1,m+1,n} \right).
\]

Then applying a 1+1 dimensional reduction with the index constraint $\tilde{\tau}_{k,m,n} \mapsto \tilde{\tau}_{k,m+n}$, we have

\[
(\tilde{\tau}_{k,m} \tilde{\tau}_{k,m+2} + \tilde{\tau}_{k+1,m} \tilde{\tau}_{k-1,m+2} - \tilde{\tau}_{k+1,m+1} \tilde{\tau}_{k-1,m+1} - \tilde{\tau}_{k,m+1} \tilde{\tau}_{k,m+1,n+1})^2
\]

\[
= 4 \left( \tilde{\tau}_{k+1,m,n} \tilde{\tau}_{k,m+1,n} - \tilde{\tau}_{k+1,m,n} \tilde{\tau}_{k,m+2,n} \right) \left( \tilde{\tau}_{k,m+1,n} \tilde{\tau}_{k-1,m,n+1} - \tilde{\tau}_{k,m,n+1} \tilde{\tau}_{k-2,m+1,n} \right)
\] \quad (4.3)

which we refer to as a 1+1 dimensional reduction of the discrete CKP equation.

Now we are ready to state the relation between the C-Toda lattice and the discrete CKP equation, which is summarised in the following theorem.

**Theorem 4.1.** As for the 1+1 dimensional reduction of the discrete CKP equation (4.3), under the change of variables

\[
\tau_k(t) = e^{-\epsilon t} \tilde{\tau}_{k,m}, \quad t = me,
\]

one can arrive at the C-Toda lattice of quartic form (3.15) as $m \to \infty, \epsilon \to 0$.

**Proof.** Under the variable transformation, we have

\[
\tilde{\tau}_{k,m+1} = e^{\epsilon^2} \tau_k(t + \epsilon), \quad \tilde{\tau}_{k,m-1} = e^{\epsilon^2} \tau_k(t - \epsilon), \quad \tilde{\tau}_{k,m+2} = e^{\epsilon^2} \tau_k(t + 2\epsilon).
\]

Substituting Taylor’s expansion

\[
\tilde{\tau}_{k,m+1} = \epsilon^2 \left( \tau_k(t) + \epsilon \dot{\tau}_k(t) + \frac{1}{2} \epsilon^2 \ddot{\tau}_k(t) + \cdots \right),
\]

\[
\tilde{\tau}_{k,m-1} = \epsilon^2 \left( \tau_k(t) - \epsilon \dot{\tau}_k(t) + \frac{1}{2} \epsilon^2 \ddot{\tau}_k(t) + \cdots \right),
\]

\[
\tilde{\tau}_{k,m+2} = \epsilon^2 \left( \tau_k(t) + 2\epsilon \dot{\tau}_k(t) + 2\epsilon^2 \ddot{\tau}_k(t) + \cdots \right)
\]

into (4.3) and taking the limit $\epsilon \to 0$, one can obtain the C-Toda lattice of quartic form (3.15).\[\Box\]
Remark 4.2. We have already expressed the tau function of the finite C-Toda lattice in terms of the Cauchy bimoment determinants in section 3, and associated it with the Cauchy biorthogonal polynomials. Actually, we can also obtain some parallel results for the fully discrete CKP equation (4.2) and the 1 + 1 dimensional reduction (4.3). However, this will be the subject of a future publication.

5. Conclusion and discussion

In this paper, we derived a finite C-Toda lattice together with the Lax representation and showed that it can be regarded as a nonlinear opposite flow to the DP peakon lattice. So far, it has turned out that the CH, Novikov, DP peakon lattices are related to the A,B,C-Toda lattices, respectively.

It is known that the CH, Novikov and DP equations can, via hodograph transformations, be connected with the first negative flows of KdV, SK and KK hierarchies, respectively [22, 30, 36]. In addition, the KdV, SK and KK hierarchies are in the frame of AKP, BKP, CKP hierarchies, which are classified according to the associated Lie algebra of the respective tau function structures [38]. The CH peakon and A-Toda, Novikov peakon and B-Toda, DP peakon and C-Toda lattices share the same tau function structures, and form opposite nonlinear flows, respectively. To summarise, the relations may be characterised by the following table.

| Hierarchy | τ-structure | Moments $c_{ij}$ | $t$-deformation flow $\mu(x;t) = e^{t\mu(x;0)}$ |
|-----------|-------------|-----------------|------------------------------------------------|
| KP        | KdV | $\det((c_{ij}))$ | $\int x^{i+j}\mu(x)dx$ | A-Toda |
| BKP       | SK  | $Pf((c_{ij}))$ | $\int_{x<y} x^{i+j}y^{i+j}\mu(x)\mu(y)dxdy$ | B-Toda |
| CKP       | KK  | $\det((c_{ij}))$ | $\int_{x<y} \frac{\partial}{\partial y}\mu(x)\mu(y)dxdy$ | C-Toda |

It can be equivalently written as the Lax equation

Table 1. A comparison of CH, Novikov, DP peakon and A,B,C-Toda lattices.

![Table 1](image)

It is well known that the A-Toda lattice has been extensively studied in the literature. The B-Toda lattice, especially the bilinear form, has also been discussed in some papers, e.g. [11, 32, 37]. The C-Toda lattice derived in the present paper looks novel and concise and further investigation remains.
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Appendix A. CH peakon and finite A-Toda lattices

The finite A-Toda lattice reads

\[ \dot{u}_k = u_k (b_k - b_{k-1}), \quad k = 1, \ldots, n - 1, \quad (A.1a) \]

\[ \dot{b}_k = u_{k+1} - u_k, \quad k = 0, \ldots, n - 1, \quad (A.1b) \]

with the boundary condition $u_0 = u_n = 0$. It can be equivalently written as the Lax equation
$$\dot{L} = [L, B]$$

with

\[
L = \begin{pmatrix}
    b_0 & 1 & & & \\
    u_1 & b_1 & 1 & & \\
    & \ddots & \ddots & \ddots & \\
    & & u_{n-2} & b_{n-2} & 1 \\
    & & & u_{n-1} & b_{n-1}
\end{pmatrix}, \quad B = \begin{pmatrix}
    0 & 0 & & & \\
    u_1 & 0 & 0 & & \\
    & \ddots & \ddots & \ddots & \\
    & & u_{n-2} & 0 & 0 \\
    & & & u_{n-1} & 0
\end{pmatrix}.
\]

It is not hard to see that the ordinary orthogonal polynomials appear as wave functions of the Lax pair of the finite A-Toda lattice. Indeed, the finite A-Toda lattice can arise as a one-parameter deformation of the measure of the ordinary orthogonal polynomials.

The relation between the CH peakon and the finite A-Toda lattices was revealed in [3], where mapping is established via the corresponding spectral problems. In this appendix, in order to put it in a unified frame, we give a slightly different connection from that in [3].

**Theorem A.1.** Given

\[
A_i(0) = \sum_{p=1}^{n} \xi_p(0)c_p(0), \quad \text{with} \quad 0 < \xi_1(0) < \xi_2(0) < \cdots < \xi_n(0), \quad c_p(0) > 0,
\]

let \(\tau_k^{(l)}(0)\) be defined as Hankel determinants\(^6\)

\[
\tau_k^{(l)}(0) = \begin{vmatrix}
    A_i(0) & A_{i+1}(0) & \cdots & A_{i+k-1}(0) \\
    A_{i+1}(0) & A_{i+2}(0) & \cdots & A_{i+k}(0) \\
    \vdots & \vdots & \ddots & \vdots \\
    A_{i+k-1}(0) & A_{i+k}(0) & \cdots & A_{i+2k-2}(0)
\end{vmatrix}
\]

for any non-negative integer \(k\), and \(\tau_k^{(0)}(0) = 1, \tau_k^{(l)}(0) = 0\) for \(k < 0\).

1. Introduce the variables \(\{x_k(0), m_k(0)\}_{k=1}^{n}\) defined by

\[
x_k(0) = \ln \left( \frac{\tau_k^{(l)}(0)}{\tau_k^{(2)}(0)} \right), \quad m_k(0) = \frac{\tau_k^{(0)}(0)\tau_k^{(2)}(0)}{\tau_k^{(1)}(0)\tau_k^{(1)}(0)}.
\]

where \(k' = n + 1 - k\). If \(\{\xi_p(t), c_p(t)\}_{p=1}^{n}\) evolve as

\[
\dot{\xi}_p = 0, \quad \dot{c}_p = \frac{c_p}{\xi_p},
\]

then \(\{x_k(t), m_k(t)\}_{k=1}^{n}\) satisfy the CH peakon ODEs:

\[
\dot{x}_k = \sum_{j=1}^{n} m_j e^{-|x_j - x_k|}, \quad \dot{m}_k = \sum_{j=1}^{n} \text{sgn}(x_k - x_j)m_j e^{-|x_j - x_k|}.
\]

2. Introduce the variables \(\{u_k(0)\}_{k=1}^{n-1}, \{b_k(0)\}_{k=0}^{n-1}\) defined by

\(^6\)The positivity for such determinants with \(1 \leq k \leq n\) is guaranteed (see e.g. [2, 10]).
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\[ u_k(0) = \frac{\tau_k^{(1)}(0)\tau_k^{(1)}(0)}{(\tau_k^{(1)}(0))^2}, \quad b_k = \frac{\tau_k^{(1)}(0)\tau_k^{(2)}(0)}{\tau_k^{(2)}(0)\tau_k^{(1)}(0)} + \frac{\tau_k^{(2)}(0)\tau_k^{(1)}(0)}{\tau_k^{(2)}(0)\tau_k^{(1)}(0)}. \]

If \( \{\xi_p(t), c_p(t)\}_{p=1}^n \) evolve as
\[ \dot{\xi}_p = 0, \quad \dot{c}_p = \xi_p c_p, \]
then \( \{u_k(0)\}_{k=1}^{n-1}, \{b_k(0)\}_{k=0}^{n-1} \) satisfy the finite A-Toda lattice (A.1a) with \( u_0 = u_n = 0. \)

(3) There exists a mapping from \( \{x_k(0), m_k(0)\}_{k=1}^{n-1} \) to \( \{u_k(0)\}_{k=1}^{n-1}, \{b_k(0)\}_{k=0}^{n-1} \) according to
\[ u_k(0) = \frac{e^{\nu_{n-1}(0) - \nu_k(0)}}{m_{n-1}(0)m_k(0)(1 - e^{\nu_{n-1}(0) - \nu_k(0)})^2}, \]
\[ b_k(0) = \frac{1}{m_{n-1}(0)(1 + e^{-\nu_{n-1}(0)})} \left( \frac{1 + e^{-\nu_k(0)}}{1 - e^{\nu_{n-1}(0) - \nu_k(0)}} + \frac{1 + e^{-\nu_k(0)}}{1 - e^{\nu_{n-1}(0) - \nu_k(0)}} + \frac{1 + e^{-\nu_k(0)}}{1 - e^{\nu_{n-1}(0) - \nu_k(0)}} \right) \]

with the convention
\[ x_0(0) = -\infty, \quad x_{n+1}(0) = +\infty. \]

Actually, this item partially reveals the relevance of the corresponding spectral problems of the CH peakon and A-Toda lattices.

**Proof.** The first item is the main content of the explicit construction of CH peakon ODEs in [2] with certain scaling. The second one is on the explicit formulae of the finite A-Toda lattice [3]. The third one can be directly confirmed by using an equality
\[ \tau_k^{(0)}(0)\tau_k^{(2)}(0) = \tau_k^{(0)}(0) - \left( \tau_k^{(1)}(0) \right)^2 \]
obtained by the Jacobi identity (2.16).

It follows from the above theorem that A-Toda and CH peakon lattices can be seen as opposite nonlinear flows to each other.

**Appendix B. Novikov peakon and finite B-Toda lattices**

The correspondence of the Novikov peakon and finite B-Toda lattices was investigated in a recent work [12]. This appendix is devoted to listing the main bridge between them with a slight modification.

The finite B-Toda lattice reads
\[ \dot{u}_k = u_k(b_k - b_{k-1}), \quad k = 1, \ldots, n - 1, \quad (B.1a) \]
\[ \dot{b}_k = u_{k+1}(b_k + b_{k+1}) - u_k(b_k + b_{k-1}), \quad k = 0, \ldots, n - 1, \quad (B.1b) \]

with the boundary condition \( u_0 = u_n = 0. \) The Lax representation of the finite B-Toda lattice was constructed in [11]. In fact, an appropriate deformation of the so-called partial-skew orthogonal polynomials (PSOPs) may lead to the finite B-Toda lattice, that is, the finite B-Toda lattice can be equivalently written as
\[
\dot{L} = [B, L],
\]

where

\[
L = L_1^{-1} L_2, \quad B = L_1^{-1} B_2,
\]

\[
L_1 = \begin{pmatrix}
1 & u_1 & \cdots & \cdots & u_{n-1} & 1 \\
& 1 & \cdots & \cdots & \cdots & \cdots \\
& & \ddots & \cdots & \cdots & \cdots \\
& & & \ddots & \cdots & \cdots \\
& & & & \ddots & \cdots \\
& & & & & \ddots \\
& & & & & & 1
\end{pmatrix}, \quad
B_2 = \begin{pmatrix}
0 & A_1 & \cdots & \cdots & \cdots & \cdots & \cdots
\end{pmatrix},
\]

\[
L_2 = \begin{pmatrix}
B_0 & 1 \\
\bar{C}_1 & B_1 & 1 \\
\bar{D}_2 & \bar{C}_2 & B_2 & 1 \\
& \ddots & \ddots & \ddots & \ddots & \ddots & \ddots \\
& & \ddots & \ddots & \ddots & \ddots & \ddots \\
& & & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots \\
& & & & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots \\
& & & & & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots \\
& & & & & & \ddots & \ddots & \ddots & \ddots & \ddots \\
& & & & & & & \ddots & \ddots & \ddots & \ddots & \ddots \\
& & & & & & & & \ddots & \ddots & \ddots & \ddots & \ddots \\
& & & & & & & & & \ddots & \ddots & \ddots & \ddots & \ddots \\
& & & & & & & & & & \ddots & \ddots & \ddots & \ddots & \ddots \\
& & & & & & & & & & & \ddots & \ddots & \ddots & \ddots & \ddots \\
& & & & & & & & & & & & \ddots & \ddots & \ddots & \ddots & \ddots \\
& & & & & & & & & & & & & \ddots & \ddots & \ddots & \ddots & \ddots \\
& & & & & & & & & & & & & & \ddots & \ddots & \ddots & \ddots & \ddots \\
& & & & & & & & & & & & & & & \ddots & \ddots & \ddots & \ddots & \ddots \\
& & & & & & & & & & & & & & & & \ddots & \ddots & \ddots & \ddots & \ddots \\
& & & & & & & & & & & & & & & & & \ddots & \ddots & \ddots & \ddots & \ddots \\
& & & & & & & & & & & & & & & & & & \ddots & \ddots & \ddots & \ddots & \ddots \\
& & & & & & & & & & & & & & & & & & & \ddots & \ddots & \ddots & \ddots & \ddots \\
& & & & & & & & & & & & & & & & & & & & \ddots & \ddots & \ddots & \ddots & \ddots \\
& & & & & & & & & & & & & & & & & & & & & \ddots & \ddots & \ddots & \ddots & \ddots \\
& & & & & & & & & & & & & & & & & & & & & & \ddots & \ddots & \ddots & \ddots & \ddots \\
& & & & & & & & & & & & & & & & & & & & & & & \ddots & \ddots & \ddots & \ddots & \ddots \\
& & & & & & & & & & & & & & & & & & & & & & & & \ddots & \ddots & \ddots & \ddots & \ddots \\
& & & & & & & & & & & & & & & & & & & & & & & & & \ddots & \ddots & \ddots & \ddots & \ddots \\
& & & & & & & & & & & & & & & & & & & & & & & & & & \ddots & \ddots & \ddots & \ddots & \ddots \\
& & & & & & & & & & & & & & & & & & & & & & & & & & & \ddots & \ddots & \ddots & \ddots & \ddots \\
& & & & & & & & & & & & & & & & & & & & & & & & & & & & \ddots & \ddots & \ddots & \ddots & \ddots \\
\end{pmatrix}
\]

with

\[
A_k = u_k (b_k + b_{k-1}), \quad B_k = u_k + b_k, \quad C_k = -u_k (b_k + u_{k+1}), \quad D_k = -(u_k)^2 u_{k-1}.
\]

The following conclusion is the consequence of combining theorems 3.7, 3.9 and 3.10 in [12], which implies that it is reasonable to view the B-Toda lattice and Novikov peakon lattice as opposite flows. Just note that here we establish a straightforward connection between the B-Toda lattice (instead of the modified B-Toda lattice) and Novikov peakon lattice. Actually, it is not hard to confirm that there exists a Miura transformation from the modified B-Toda lattice to the B-Toda lattice. In order to give a unified picture in the present paper, it is convenient and sufficient for us to make use of the B-Toda lattice.

**Theorem 1.** Given Pfaffian entries

\[
Pf(i, j)|_{t=0} = \sum_{p=1}^{n} \sum_{q=1}^{n} \left( \zeta_p(0) - \zeta_q(0) \right) \left( \zeta_p(0) \right)^t c_p(0) c_q(0), \quad Pf(l, i)|_{t=0} = \sum_{p=1}^{n} c_p(0) \left( \zeta_p(0) \right)^t
\]

with

\[
0 < \zeta_1(0) < \zeta_2(0) < \cdots < \zeta_n(0), \quad c_p(0) > 0,
\]

let \( \tau^{(l)}(0) \) be defined as Pfaffians\(^7\)

\[
\tau^{(l)}(0) = Pf(l, l+1, \cdots, l+2k-1)|_{t=0}, \quad \tau^{(l)}(0) = Pf(l, l+1, \cdots, l+2k-2)|_{t=0}
\]

for any non-negative integers \( k \), and \( \tau^{(0)}(0) = 1 \), \( \tau^{(0)}(0) = 0 \) for \( k < 0 \). Define

\[
W^{(l)}(0) = \tau^{(l+1)}(0) \tau^{(l)}(0) - \tau^{(l+1)}(0) \tau^{(l)}(0)
\]

(1) Introduce the variables \( \{x_k(0), m_k(0)\}_{k=1}^{n} \) defined by

\(^7\)The positivity of \( \tau^{(l)} \) and \( W^{(l)} \) for \( 1 \leq k \leq n \) is ensured (see e.g. [12, 35]).
\( x_k'(0) = \frac{1}{2} \ln \frac{W_k^{(0)}(0)}{W_{k-1}^{(0)}(0)}, \quad m_k'(0) = \sqrt{\frac{W_k^{(0)}(0)}{W_{k-1}^{(0)}(0)}} \frac{\tau_k^{(0)}(0) - \tau_{k-1}^{(0)}(0)}{\tau_k^{(0)}(0)} \),

where \( k' = n + 1 - k \). If \( \{\zeta_p(t), c_p(t)\}_{j=1}^n \) evolve as
\[
\zeta_p' = 0, \quad c_p' = \frac{\zeta_p}{c_p},
\]
then \( \{x_k(t), m_k(t)\}_{j=1}^n \) satisfy the Novikov peakon ODEs:
\[
\begin{align*}
\dot{x}_k &= \left( \sum_{j=1}^n m_j e^{-|x_j-x_k|} \right)^2, \\
\dot{m}_k &= \left( \sum_{j=1}^n m_j e^{-|x_j-x_k|} \right) \left( \sum_{j=1}^n \text{sgn}(x_k-x_j)m_j e^{-|x_j-x_k|} \right).
\end{align*}
\]

(2) Introduce the variables \( \{u_k(0)\}_{k=1}^{n-1}, \{b_k(0)\}_{k=0}^{n-1} \) defined by
\[
u_k(0) = \left( \begin{array}{c} \frac{\tau_k^{(0)}(0)}{\tau_{k-1}^{(0)}(0)} \end{array} \right),
\]
\[
\begin{align*}
b_k(0) &= \frac{\tau_k^{(0)}(0) - \tau_{k+1}^{(0)}(0)}{\tau_k^{(0)}(0)^2} + \frac{\tau_{k+1}^{(0)}(0) - \tau_{k+2}^{(0)}(0)}{\tau_{k+1}^{(0)}(0)^2} + \left( \frac{\tau_k^{(0)}(0)}{\tau_{k+1}^{(0)}(0)} \right)^2 \frac{W_{k-1}^{(0)}(0)}{W_k^{(0)}(0)} + \left( \frac{\tau_k^{(0)}(0)}{\tau_{k+1}^{(0)}(0)} \right)^2 \frac{W_k^{(0)}(0)}{W_{k+1}^{(0)}(0)}.
\end{align*}
\]

If \( \{\zeta_p(t), c_p(t)\}_{j=1}^n \) evolve as
\[
\zeta_p' = 0, \quad c_p' = \zeta_p c_p,
\]
then \( \{u_k(0)\}_{k=1}^{n-1}, \{b_k(0)\}_{k=0}^{n-1} \) satisfy the finite B-Toda lattice (B.1a) with \( u_0 = u_n = 0 \).

(3) There exists a mapping from \( \{x_k(0), m_k(0)\}_{k=1}^n \) to \( \{u_k(0)\}_{k=1}^{n-1}, \{b_k(0)\}_{k=0}^{n-1} \) according to
\[
u_k(0) = \frac{1}{2 m_k(0) m_{k-1}(0)} \cosh x_k(0) \cosh x_{k-1}(0)[\tanh x_k(0) - \tanh x_{k-1}(0)]
\]
\[
b_k(0) = u_k(0) \left( 1 + \frac{m_{k-1}(0)}{m_{k-2}(0)} e^{u_{k-1}(0) - u_k}(0) \right) + u_{k+1}(0) \left( 1 + \frac{m_{k-2}(0)}{m_{k-1}(0)} e^{u_{k-1}(0) - u_{k-2}}(0) \right)
\]

with the convention \( x_0(0) = -\infty, \quad x_{n+1}(0) = +\infty \).

Actually, this item partially reveals the relevance of the corresponding spectral problems of the Novikov peakon and B-Toda lattices.

**Proof.** The first item is the subject of the multipeakon formulae of the Novikov equation in [35]. The second one can be proved by noticing that in the B-Toda lattice, \( b_k \) admits a solution of the form
\[ b_k = \frac{d}{dt} \log \tau_{k+1}^{(0)} - \frac{d}{dt} \log \tau_k^{(0)}, \]

which can yield the required formulae by using the modified B-Toda lattice together with its solution in [12]. For the third one, it works by a direct calculation.

\[\Box\]

**ORCID iDs**

Shi-Hao Li  
[https://orcid.org/0000-0003-2510-4079](https://orcid.org/0000-0003-2510-4079)

**References**

[1] Aitken A 1959 *Determinants and Matrices* (Edinburgh: Oliver and Boyd)
[2] Beals R, Sattinger D H and Szmigielski J 2000 Multipeakons and the classical moment problem *Adv. Math.* **154** 229–57
[3] Beals R, Sattinger D H and Szmigielski J 2001 Peakons, strings, and the finite Toda lattice *Commun. Pure Appl. Math.* **54** 91–106
[4] Bertola M, Gekhtman M and Szmigielski J 2009 The Cauchy two-matrix model *Commun. Math. Phys.* **287** 983–1014
[5] Bertola M, Gekhtman M and Szmigielski J 2010 Cauchy biorthogonal polynomials *J. Approx. Theory* **162** 832–67
[6] Bertola M, Gekhtman M and Szmigielski J 2014 Cauchy–Laguerre two-matrix model and the Meijer-G random point field *Commun. Math. Phys.* **326** 111–44
[7] Bobenko A and Schief W 2015 Discrete line complexes and integrable evolution of minors *Proc. R. Soc. A* **471** 20140819
[8] Bobenko A and Schief W 2017 Circle complexes and the discrete CKP equation *Int. Math. Res. Not.* **2017** 1504–61
[9] Camassa R and Holm D 1993 An integrable shallow water equation with peaked solitons *Phys. Rev. Lett.* **71** 1661–4
[10] Chang X, Chen X and Hu X 2014 A generalized nonisospectral Camassa–Holm equation and its multi-peakon solutions *Adv. Math.* **263** 154–77
[11] Chang X, He Y, Hu X and Li S 2017 Partial-skew-orthogonal polynomials and related integrable lattices with Pfaffian tau-functions *Comm. Math. Phys.* accepted
[12] Chang X, Hu X, Li S and Zhao J 2017 Application of Pfaffian in multi-peakons of the Novikov equation and the finite Toda lattice of BKP type (arXiv:1712.00965 [nlin.SI])
[13] Chang X, Hu X and Szmigielski J 2016 Multi-peakons of a two-component modified Camassa–Holm equation and the relation with the finite Kac–van Moerbeke lattice *Adv. Math.* **299** 1–35
[14] Coclite G M and Karlsen K H 2006 On the well-posedness of the Degasperis–Procesi equation *J. Funct. Anal.* **233** 60–91
[15] Coclite G M and Karlsen K H 2007 On the uniqueness of discontinuous solutions to the Degasperis–Procesi equation *J. Differ. Equ.* **234** 142–60
[16] Constantin A and Escher J 1998 Wave breaking for nonlinear nonlocal shallow water equations *Acta Math.* **181** 229–43
[17] Constantin A, Ivanov R I and Lennells J 2010 Inverse scattering transform for the Degasperis–Procesi equation *Nonlinearity* **23** 2559–75
[18] Constantin A and Lannes D 2009 The hydrodynamical relevance of the Camassa–Holm and Degasperis–Procesi equations *Arch. Ration. Mech. Anal.* **192** 165–86
[19] Constantin A and Strauss W A 2000 Stability of peakons *Commun. Pure Appl. Math.* **53** 603–10
[20] Date E, Jimbo M, Kashiwara M and Miwa T 1981 KP hierarchies of orthogonal and symplectic type--transformation groups for soliton equations VI *J. Phys. Soc. Japan* **50** 3813–8
[21] Date E and Tanaka S 1976 Analogue of inverse scattering theory for the discrete Hill’s equation and exact solutions for the periodic Toda lattice *Prog. Theor. Phys.* **55** 457–65
[22] Degasperis A, Holm D and Hone A 2002 A new integrable equation with peakon solutions Theor. Math. Phys. 133 1463–74
[23] Degasperis A and Procesi M 1999 Asymptotic integrability Symmetry and Perturbation Theory (Rome, 1998) ed A Degasperis and G Gaeta (Singapore: World Scientific) pp 23–37
[24] Dubrovin B A, Matveev V B and Novikov S P 1976 Nonlinear equations of Korteweg–de Vries type, finite-zone linear operators, and Abelian varieties Russ. Math. Surv. 31 59
[25] Escher J, Liu Y and Yin Z 2006 Global weak solutions and blow-up structure for the Degasperis–Procesi equation J. Funct. Anal. 241 457–85
[26] Feng B, Maruno K and Ohta Y 2013 On the $\tau$-functions of the Degasperis–Procesi equation J. Phys. A: Math. Theor. 46 045205
[27] Feng B, Maruno K and Ohta Y 2017 An integrable semi-discrete Degasperis–Procesi equation Nonlinearity 30 2246–67
[28] Flaschka H 1974 The Toda lattice. I. Existence of integrals Phys. Rev. B 9 1924
[29] Fu W and Nijhoff F 2017 Direct linearizing transform for three-dimensional discrete integrable systems: the lattice AKP, BKp and CKP equations Proc. R. Soc. A 473 20160915
[30] Fuchssteiner B 1996 Some tricks from the symmetry-toolbox for nonlinear equations: generalizations of the Camassa–Holm equation Physica D: Nonlinear Phenom. 95 229–43
[31] Hirota R 2004 The Direct Method in Soliton Theory (Cambridge: Cambridge University Press) (translated by A Nagai, I Nimmo and C Gilson)
[32] Hirota R, Iwao M and Tsujimoto S 2001 Soliton equations exhibiting Pfaffian solutions J. Phys. Soc. Jpn. 70 33–41
[33] Holden H and Raynaud X 2008 Global dissipative multipeakon solutions of the Camassa–Holm equation Commun. PDE 33 2040–63
[34] Holtz O and Sturmfels B 2007 Hyperdeterminantal relations among symmetric principal minors J. Algebra 316 634–48
[35] Hone A, Lundmark H and Szmigielski J 2009 Explicit multipeakon solutions of Novikov’s cubically nonlinear integrable Camassa–Holm type equation Dyn. PDE 6 253–89
[36] Hone A and Wang J 2008 Integrable peakon equations with cubic nonlinearity J. Phys. A: Math. Theor. 41 372002
[37] Hu X and Li S 2017 The partition function of Bures ensemble as the $\tau$-function of BKP and DKP hierarchies: continuous and discrete J. Phys. A: Math. Theor. 50 285201
[38] Jimbo M and Miwa T 1983 Solitons and infinite dimensional Lie algebras Publ. RIMS 19 943–1001
[39] Kashaev R M 1996 On discrete three-dimensional equations associated with the local Yang–Baxter relation Lett. Math. Phys. 33 389–97
[40] Kenyon R and Pemantle R 2016 Double-dimers, the Ising model and the hexahedron recurrence J. Comb. Theory A 137 27–63
[41] Lenells J 2004 Stability of periodic peakons Int. Math. Res. Not. 2004 485–99
[42] Lenells J 2005 Traveling wave solutions of the Degasperis–Procesi equation J. Math. Anal. Appl. 306 72–82
[43] Li C and Li S 2018 The Cauchy two-matrix model, C-Toda lattice and CKP hierarchy J. Nonlinear Sci. (https://doi.org/10.1007/s00332-018-9474-x)
[44] Lin Z and Liu Y 2009 Stability of peakons for the Degasperis–Procesi equation Commun. Pure Appl. Math. 62 125–46
[45] Liu Y 2010 Wave breaking phenomena and stability of peakons for the Degasperis–Procesi equation Trends in Partial Differential Equations (Advanced Lectures in Mathematics vol 10) (Somerville, MA: International Press) pp 265–93
[46] Lundmark H 2007 Formation and dynamics of shock waves in the Degasperis–Procesi equation J. Nonlinear Sci. 17 169–98
[47] Lundmark H and Szmigielski J 2003 Multi-peakon solutions of the Degasperis–Procesi equation Inverse Problems 19 1241–5
[48] Lundmark H and Szmigielski J 2005 Degasperis–Procesi peakons and the discrete cubic string Int. Math. Res. Pap. 2005 53–116
[49] Matsuno Y 2005 The N-soliton solution of the Degasperis–Procesi equation Inverse Problems 21 2085
[50] Miki H and Tsujimoto S 2011 Cauchy biorthogonal polynomials and discrete integrable systems J. Nonlinear-Sys. App. 2 195–9
[51] Moser J 1975 Finitely many mass points on the line under the influence of an exponential potential—an integrable system Dynamical Systems, Theory and Applications (Lecture Notes in Physics vol 38) ed J Moser (Berlin: Springer) pp 467–97
[52] Novikov V 2009 Generalisations of the Camassa–Holm equation J. Phys. A: Math. Theor. 42 342002
[53] Ragnisco O and Bruschi M M 1996 Peakons, r-matrix and Toda lattice Physica A 228 150–9
[54] Schief W 2003 Lattice geometry of the discrete Darboux, KP, BKP and CKP equations. Menelaus’ and Carnot’s theorems J. Nonlinear Math. Phys. 10 194–208
[55] Szmigielski J and Zhou L 2013 Colliding peakons and the formation of shocks in the Degasperis–Procesi equation Proc. R. Soc. A. 469 20130379
[56] Szmigielski J and Zhou L 2013 Peakon-antipeakon interaction in the Degasperis–Procesi equation Contemp. Math. 593 83–107
[57] Toda M 1967 Vibration of a chain with nonlinear interaction J. Phys. Soc. Japan 22 431–6