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We address the question of how a non-equilibrium steady state (NESS) is reached in the Lindbladian dynamics of an open quantum system. We develop an expansion of the density matrix in terms of the NESS-excitations, each of which has its own (exponential) decay rate. However, when the decay rates tend to zero for many NESS-excitations (the spectral gap of the Liouvillian is closed in the thermodynamic limit), the long-time dynamics of the system can exhibit a power-law behaviour. This relaxation to NESS expectation values is determined by the density of states close to zero spectral gap and the value of the operator in these states. We illustrate this main idea on the example of the lattice of non-interacting fermions coupled to Markovian leads at infinite bias voltage. The current comes towards its NESS value starting from a typical initial state as $\tau^{-3/2}$. This behaviour is universal and independent of the space dimension.

I. INTRODUCTION

A. Overview

Recently, the structure of the non-equilibrium steady states (NESS) in various open quantum systems has attracted a lot of attention. The non-equilibrium steady state in open systems can exhibit properties fundamentally different than in closed systems. For example, depending on the coupling, different order parameters can condense in the system. The system can experience the localization-delocalization transition driven by the coupling to the bath. A separate direction of research is focused on the construction of states via dissipation.

An important question arises: how quickly is the NESS reached? In the area of molecular junctions this question has already been addressed by solving the evolution equation. There, both the system and the reservoirs are fermionic in nature. Interesting phenomena such as bistability due to the coupling with phonons were investigated. A precise treatment is possible here, as a molecular junction itself is a small system. Another small system where the relaxation has been studied in detail is the spin in the spin-boson model. There the phase diagram for coherent and incoherent relaxation regimes has been obtained by combining real-time renormalization group and functional renormalization group, as well as analytical considerations close to non-interacting resonant level model. Different regimes of equilibration can be visualized as the positions of poles of the propagator in the complex energy plane. It is interesting to consider how fast the equilibration happens in extended systems.

In open quantum systems in the thermodynamic limit it is not yet well understood how the relaxation happens. For small systems it is possible to solve the system plus reservoirs by some means as mentioned above. For extended systems it is more complicated to use such methods as one would need to treat many more degrees of freedom. Therefore, some approximations have to be made. We assume that the dynamics of the reservoirs is much faster than the dynamics of the system. Then the relaxation dynamics is described by the Lindblad equation, which is a linear differential equation for the density matrix. Finite systems will always have a discrete complex spectrum of the evolution operator with at least one exactly zero eigenvalue. The discreteness of the spectrum assures that the smallest decay rate is finite, or in other words that the Liouvillian has a spectral gap. Therefore, the relaxation is exponential beyond the time-scale determined by the gap. For large systems, the spectral gap can go to zero in the thermodynamic limit (the system size goes to infinity). The time dynamics in such systems can show power-law scaling for correlation functions. Recently, for example, a numerical study has been performed using time-dependent density matrix renormalization group (t-DMRG) and a power-law relaxation to a NESS has been observed. The system studied is a spin chain coupled to the reservoirs at every site. The Lindblad-type dissipation is expected to lead to a well-defined steady state, which is an attractor of the time-evolution. The authors connect the power-law decay approach to a NESS to the closing of the spectral gap. Slower-than-exponential dynamics has also been observed in a number of works on relaxation in bosonic systems: algebraic relaxation has been reported in Ref. and stretched exponential in Refs. In a fermionic system a stretched exponential coming towards a NESS has been also observed.

In this paper we provide an analytic consideration to investigate why and when the observables have a power-law relaxation in the case when the spectral gap closes in the thermodynamic limit. We point out that not only the closing of the spectral gap is important to characterize the approach to equilibrium, but also the density of the decay rates close to zero and the values of the matrix elements of the observables for different decay states. We perform our analysis on the example of non-interacting fermions coupled to the leads via Lindblad operators in order to get analytical insights in the thermodynamic limit. This is important because for any finite system the approach to the NESS eventually becomes exponential. The NESS properties for such a system have been considered before in Refs. while in this paper we
are interested in the approach to the NESS.

Normally the relaxation in dissipative systems is studied by numerical methods. While many specific examples can be studied numerically, it remains difficult to make general statements for a broad class of systems. Also, it can be a challenge to control the errors and obtain an accurate description. Here we present an analytical approach. It provides the knowledge on the structure of the density matrix during the time-evolution and therefore applies to all observables. Our technique is independent of the spatial dimension of the system.

B. Main idea

We consider an evolution of a system coupled to an environment by the Lindblad operators, \( L_\mu \):

\[
i \frac{\partial \rho}{\partial \tau} = \mathcal{L} \rho, \quad (1)
\]

\[
\mathcal{L} \rho = [H, \rho] + i \sum_\mu (2L_\mu \rho L_\mu^\dagger - \{ L_\mu L_\mu^\dagger, \rho \}), \quad (2)
\]

where \( H \) is a Hamiltonian of the system and \( \tau \) is time.

It is a linear differential equation for the density matrix, unlike the Schrödinger equation which is written for the density matrix states as \( \rho \).

\[
\text{The main question we are going to address is how does the relaxation to the NESS happen. We consider a case when both the Hamiltonian and the couplings to the baths are time-independent. The system is prepared in an arbitrary (different from the NESS) and the evolution is driven by the Lindblad equation (1), (2).}
\]

Assuming that \( \mathcal{L} \) is a time-independent operator, the solution of the Eq. (1) can be represented as

\[
\rho(\tau) = \rho_{\text{NESS}} + \sum_j C_j v_j \exp(i \Omega_j \tau), \quad (3)
\]

where \( \rho_{\text{NESS}} \) is the kernel of the operator \( \mathcal{L} \), the NESS density matrix has unit trace \( \text{tr}(\rho_{\text{NESS}}) = 1 \) and \( \Omega_j = \omega_j + i \gamma_j \) and \( v_j \) are (complex) eigenvalues and eigenvectors of \( \mathcal{L} \). The coefficients \( C_j \) depend on the initial density matrix \( \rho(0) \).

The structure of the dissipative term in the Lindblad equation (1), (2) preserves the hermiticity of the density matrix and its trace\(^{29}\) hence the solution (3) of Eq. (1) can be rewritten as

\[
\rho(\tau) = \rho_{\text{NESS}} + \sum_{\gamma_j} A_j \rho_j(\tau) \exp(-\gamma_j \tau), \quad (4a)
\]

\[
\rho_j(\tau) = \rho^j_j(\tau), \text{tr}\rho_j(\tau) = 0, \quad (4b)
\]

where we combine the terms \( v_j \exp(i \Omega_j \tau) \) with the same decay rates \( \gamma_j \) into a single expression \( \rho_j(\tau) \exp(-\gamma_j \tau) \) which has a certain decay rate \( \gamma_j \) (the dependence on \( \tau \) in \( \rho_j(\tau) \) comes from the oscillating part \( \exp(i \omega_j \tau) \)). Expression (1) is valid for any dissipative system described by the Lindblad equation with time-independent Liouvillian as it is derived from the conservation of the trace and the hermiticity of the density matrix during the time evolution, and these requirements are always satisfied by Lindblad-driven dynamics. The expansion (3) is made around the NESS, therefore we call \( \rho_j(\tau) \) excited states above the NESS or NESS-excitations. It is in analogy with the term "excitation" used for the eigenstates above the ground state of the Schrödinger equation. For the Liouvillian the special state is NESS which is characterized by the zero eigenvalue. The NESS-excitations are the eigenstates of the Liouvillian with a certain non-zero decay rate \( \gamma_j \). The requirements \( \rho_j(\tau) = \rho^j_j(\tau), \text{tr}\rho_j(\tau) = 0 \) make it possible to expand the initial density matrix in the NESS-excitations. We cannot call \( \rho_j(\tau) \) excited density matrix states as \( \rho_j(\tau) \) are traceless, so they are not density matrices.

Let us make a very simple estimate for how fast the relaxation to the NESS of some operator happens. We will show later in Secs. ?? that the assumptions involved are valid. We assume the decay rates \( \gamma_j \) to follow a power-law: \( \gamma_j = a_j j^\beta, \ j = 1, 2, 3, \ldots; \) the coefficients \( C_j \) are arbitrary and all of similar magnitude; for now let us put all of them equal to some constant \( C \). For simplicity we assume that only pure imaginary eigenvalues \( \Omega_j \) play a role in the equilibration (a complex \( \Omega_j \) will lead to oscillations, and averaging over them reduces the exponent of the power-law behaviour by one, see expressions below). For computing the expectation value of some observable, we take into account its expectation value for each NESS-excitation \( \rho_j(\tau) \). Let us assume these expectation values are proportional to \( j^\alpha \). Then the approach to the NESS-value of the observable at hand is estimated as

\[
\langle \hat{O}(t) - O_{\text{NESS}} \rangle \propto \sum_j j^\alpha \exp(-j^\beta \tau) \quad (5a)
\]

\[
\propto \tau^{-(\alpha+1)/\beta}, \beta - \alpha > 1. \quad (5b)
\]

The power-law approach appears as a natural consequence of the assumptions made above.

The above sketchy derivation can be reformulated in terms of the density of the decaying states. Expectation value of an observable \( \hat{O} \) is \( \langle \hat{O} \rangle = \text{tr}(\rho \hat{O}) \). It is often convenient to represent the density matrix in the energy basis (for example, for the system in the thermodynamic equilibrium with environment). In this case the expectation value can be rewritten using the density of states
\( \nu(\omega) = \int d\omega \nu(\omega)O(\omega) \). For the non-equilibrium situation the energy is complex, which we denote by \( \omega + i\gamma \). The decay rate of the operator approaching the steady state value can be represented as an integral over the density of the decay states \( d\nu(\gamma) \):

\[
\langle \hat{O}(t) - O_{N\text{ESS}} \rangle = \int d\gamma \nu(\gamma)O(\gamma) \exp(-\gamma t).
\]

As in the previous derivation we have neglected the oscillations in time as they lead to a faster decay rate. In terms of the previously introduced exponents \( \alpha \) and \( \beta \) the density of states at \( \gamma \rightarrow 0 \) is \( \nu(\gamma) \propto \gamma^{1/\alpha-1} \), and \( O(\gamma) \propto \gamma^{\beta/\alpha} \).

The main goal of our paper is to derive in a more precise way the expressions \((4,5)\) sketched above for the dissipative tight-binding model. The chain of fermions is coupled to the source and the drain at infinite bias voltage \( \nu \). It is a good agreement with an assumption of equal dissipation rates \( \Gamma \) in the units of hopping matrix element \( t \) from the lattice to the reserviors. In further considerations we have neglected the oscillations in time as they lead to a faster decay rate. In the absence of the coupling to the environment they are connected directly.

\( \langle a_i \rangle = \frac{1}{Z} \sum \rho \langle a_i \rangle \), where by \( \rho \) we have denoted the density matrix in the \( f \)-basis.

The expectation value of an observable \( \hat{O} \) in the super-fermionic formalism and \( C^X \) are connected to the matrix of the eigenvalues \( P \) of the matrix \( M \) (see Ref. \[37\]). The details about the transformation from the \( \{a\} \)-basis to the \( \{f\} \)-basis are summarized in Appendix A. The NESS vacuum state, therefore observables in the NESS can be computed directly.

What are the \( \lambda \)'s which enter the diagonalized form of the Lindblad in Eq. \((8)\)? In the absence of the coupling to the environment they are \( \lambda^{(0)} = 2 \cos \frac{\pi \nu}{\nu_f} \). It is a dispersion relation of the tight-binding model with Hamiltonian \((7)\), \( U_i = 0, t = \text{const.} \rightarrow 1 \). Upon turning the coupling to the environment, \( \lambda_j \) gains an imaginary part. It indicates the decay rate of one-particle modes towards the NESS. The real part of \( \lambda_j \) can still be viewed as a determining the dispersion relation in the dissipative tight-binding model.

### II. FORMALISM

#### A. Diagonalization of the Liouvillian

Here we consider a chain of non-interacting fermions of length \( N \) described by the tight-binding Hamiltonian:

\[
\hat{H} = \sum_i t (a_i^\dagger a_{i+1} + h.c) + \sum_i \mu_i a_i^\dagger a_i,
\]

where \( t \) is the hopping matrix element between the nearest neighbours and \( \mu_i \) is an site potential. Evolution of a system coupled to the memoryless bath is described by the Lindblad equation \((1)\). The chain of fermions is coupled to the source and the drain at infinite bias voltage \( \nu \) at the ends of the chain: \( \hat{L}_1^{(i)} = \sqrt{\Gamma_1^{(i)}} a_i^{\dagger}, \hat{L}_N^{(o)} = \sqrt{\Gamma_N^{(o)}} a_N \), where the superscript \( (i) \) stands for the incoming electrons, and the superscript \( (o) \) for the outgoing electrons from the lattice to the reservoirs. In further equations we measure the dissipation rates \( \Gamma \) in the units of hopping matrix element \( t \), and thus put \( t = 1 \).

The solution of the Lindblad equations for non-interacting fermions is notably simplified in the super-fermionic representation (for more details see Refs. \[32,37\]). In this method two types of operators are introduced, acting on the density matrix from the left and from the right \( \{a, a^\dagger\} \). Those acting from the left are "ordinary" operators and those acting from the right are denoted by a tilde. In this representation, instead of solving a differential equation for the evolution of the \( 2^N \times 2^N \) density matrix, the calculations are done with the \( 2^N \times 2^N \) matrices.

The Liouvillian for non-interacting fermions in the super-fermionic representation becomes quadratic after performing the particle-hole transformation \([32,37]\). The Liouvillian becomes diagonal in the transformed basis, which we denote as \( \{f, f^\dagger, \tilde{f}, \tilde{f}^\dagger\} \):

\[
\mathcal{L}_f = \sum_i \lambda_i f_i^\dagger f_i - \sum_i \lambda_i^* \tilde{f}_i^\dagger \tilde{f}_i,
\]

where \( f \) and \( \tilde{f} \) act on the vectors from the new state space and \( f^\dagger \) and \( \tilde{f}^\dagger \) act on the vectors from the corresponding dual space. Let us note that the operators \( f f^\dagger \) and \( \tilde{f} \tilde{f}^\dagger \) are not Hermitian conjugate, but only dual to each other (they obey the fermionic anticommutation rules). That is why we use the symbol \( \tilde{f} \) instead of ordinary \( f \) for the dual operators. The values \( \lambda_i \) are computed as the eigenvalues of the matrix \( N \) that we introduced in Ref. \[37\] (for a fast recapitulation see Appendix A). The operators \( \{f, f^\dagger, \tilde{f}, \tilde{f}^\dagger\} \) are linear combinations of the operators \( \{a, a^\dagger, \tilde{a}, \tilde{a}^\dagger\} \):

\[
a_i^\dagger = \sum_{k_1} C_{mk_1}^{(1)} f_{k_1}^\dagger + C_{mk_1}^{(2)} \tilde{f}_{k_1}^\dagger, \quad a_m = \sum_{k_1} A_{mk_1}^{(1)} f_{k_1} + A_{mk_1}^{(2)} \tilde{f}_{k_1}.
\]

The coefficient matrices \( C^{(1,2)} \) and \( A^{(1,2)} \) are connected to the matrix of the eigenvalues \( P \) of the matrix \( M \) (see Ref. \[37\]). The details about the transformation from the \( \{a\} \)-basis to the \( \{f\} \)-basis are summarized in Appendix A. In the \( \{f\} \)-basis NESS is the vacuum state, therefore observables in the NESS can be computed directly.

#### B. Time evolution

We are interested in the time evolution of the density matrix and the expectation values of the observables. The expectation value of an observable \( \hat{O} \) in the super-fermionic formalism is

\[
\text{tr}(\rho(\tau)\hat{O}) = \langle f_\uparrow f_\uparrow | \hat{O}_f \rho_f(\tau) | f_\dagger f_\dagger \rangle,
\]

where by \( \rho_f(\tau) \) we have denoted the density matrix in the \( f \)-basis. It can be viewed as a linear combination of
the NESS and the NESS-excitations. The density matrix of the NESS is \( \rho_{\text{NESS}} = \rho_0 |0\rangle \langle 0 |_f \), the vacuum in the \( \{ f \} \)-basis. The general density matrix can be expressed as a polynomial \( \mathcal{P} \) in the operators \( f^\dagger, f^\dagger \) acting on \( \rho_{\text{NESS}}: \mathcal{P}(f^\dagger, f^\dagger)\rho_{\text{NESS}} \). The polynomial \( \mathcal{P} \) should have the structure assuring that the resulting density matrix is Hermitian, positive definite and has unit trace. The unit trace condition is trivially satisfied as the vacuum expectation value of the creation operators is zero, only \( \rho_{\text{NESS}} \) contributes to the trace of the whole density matrix, for which the trace is one from the normalization of the vacuum. We construct the terms of \( \mathcal{P} \) in such a way that their time evolution has the same form as the time evolution of \( \rho_j \) in \( \{ f \} \). The coefficients in front of the terms with the same decay rates \( \gamma_j \) are determined by requiring the hermicitity of the resulting sum with a certain decay rate.

The expression for the \( \lambda_j \) in the thermodynamic limit \( N \to \infty \) in the first order in \( 1/N^2 \) is:

\[
\lambda_j = \lambda_j^{(0)} + \delta \lambda_j + O(1/N^2),
\]

\[
\delta \lambda_j = -\frac{2 \sin^2 \psi_j}{N} \left( \frac{\Gamma_1^{(i)}}{1 + \Gamma_2^{(i)}} + \frac{\Gamma_N^{(o)}}{1 + \Gamma_2^{(o)}} \right) - \frac{2 \sin^2 \psi_j}{N} \left( \frac{\Gamma_1^{(o)}}{1 + \Gamma_2^{(o)}} + \frac{\Gamma_N^{(o)}}{1 + \Gamma_2^{(o)}} \right), \quad 1 \ll N
\]

with \( \psi_j = \frac{\pi j}{N+1} \). The correction \( \delta \lambda_j \) is obtained directly from the characteristic polynomial of \( N' \), see Appendix D1. The decay is the slowest for the modes with the lowest energies and with the highest energies, Fig. 1. If there is a coupling to the environment such as phonons in a condensed matter system or decay of the excited states of atoms in optical lattices, then the high-energy modes can be damped by these processes. We do not include this effect in our model.

C. Time evolution of the current

Let us consider the time evolution of a quadratic observable. An observable which is quadratic in \( \{ a \} \)-basis remains "quadratic" also in the \( \{ f \} \)-basis. By "quadratic" we mean any contributions of exactly two operators, for example \( f \dagger f \dagger \) is also "quadratic" as it contains only two operators.

Only the NESS-excitations involving two operators \( f_j \dagger, \tilde{f}_k \dagger \) contribute to the expectation value of a "quadratic" operator, as follows from the expression for the expectation value, Eq. (10). There are three types of such NESS-excitations, Table 1. We enumerate the NESS-excitations as \( \rho_m^{(h)} \langle k_1...k_h \rangle \), where the superscript \( (h) \) stands for the order of the polynomial in \( f \dagger, \tilde{f} \dagger \), the set \( \{ k_1...k_h \} \) denotes the operators which enter in the polynomial and the decay rate for each excitation determined by the operators with indices \( \{ k_1...k_h \} \) is \( \sum_{k \in \{ k_1...k_h \}} \text{Im} \lambda_k \). If several different polynomial in \( f_j \dagger, \tilde{f}_k \dagger \) correspond the same decay rate, then we distinguish the polynomials by the index \( m \). Such NESS-excitations are different physically, as they have different oscillation frequencies.
The long-time behaviour is determined by the $\lambda_k$’s with the smallest imaginary part. In the thermodynamic limit they scale as $k^2/N^3$, $k = 1, 2, \ldots, k_c$, with $k_c \ll N$ according to Eq. (13). It is the result which was announced in the Introduction.

Consider now a specific quadratic operator – the current operator between the sites $k$ and $k + 1$:

$$ \hat{J}_k = -i(a_{k+1}^\dagger a_k - a_k^\dagger a_{k+1}). $$ (14)

The evolution of the operators in the \{f\}–basis is simple as the evolution operator, $\mathcal{L}$, is diagonal, Eq. (8):

$$ f_j(\tau) = e^{-i\lambda_j \tau} f_j, \quad f_j^\dagger(\tau) = e^{i\lambda_j \tau} f_j^\dagger, $$ (15)

$$ \tilde{f}_j(\tau) = e^{i\lambda_j \tau} \tilde{f}_j, \quad \tilde{f}_j^\dagger(\tau) = e^{-i\lambda_j \tau} \tilde{f}_j^\dagger. $$ (16)

The time-dependent expectation value of the current is expressed in the basis \{f\} taking into account the linear relation between the basis \{f\} and \{a\} and time evolution of the \{f\}–basis:

$$ \langle a_m^\dagger a_n(\tau) \rangle = f(0) \langle \sum_{k_1} C^{(1)}_{m,k_1} f_{k_1}^\dagger + C^{(2)}_{m,k_1} \tilde{f}_{k_1} \rangle (\sum_{k_2} A^{(1)}_{n,k_2} f_{k_2} + A^{(2)}_{n,k_2} \tilde{f}_{k_2}) \rho_f(\tau) |0\rangle_f $$ (17)

and consequently decreasing the current.

Now we can estimate the time-dependence of the approach to the NESS by summing over different NESS-excitations, Eq. (4), Table I. The contribution coming from $\rho^{(2)}_j$ is

$$ \sum_k \delta \hat{J}_m [\rho^{(2)}_j] e^{-2i\lambda_j \tau} \propto \left( \frac{N + 1}{\tau} \right)^{3/2}, $$ (19)

and the contribution from $\rho^{(2)}_{2,jk}$ after averaging over fast oscillations is

$$ \sum_{l,k} \delta \hat{J}_m [\rho^{(2)}_{2,jk}] e^{-i(\lambda_j + \lambda_k) \tau} \propto \left( \frac{N + 1}{\tau} \right)^3. $$ (20)

Therefore, the main contribution to the decay comes from the non-oscillating NESS-excitations. We have approximated the sum by an integral and taken the upper limit to infinity, as the tail of the function contributes less then the part close to zero.

It is possible to investigate the evolution of any operator in a similar way as we have discussed for the current. First, one represents the operator in the \{f\}–basis, as in Eq. (17). Second, one figures out what kind of NESS-excitations play a role, depending on the representation of the operator in the \{f\}–basis. Generically we can tell

| Decay rate | Decay in time | Excited state |
|------------|--------------|---------------|
| $2\text{Im}\lambda_j$ | $\exp(-2\text{Im}\lambda_j \tau)$ | $\rho^{(2)}_j = pf_j \tilde{f}_j^\dagger$ |
| $\text{Im}\lambda_j + \text{Im}\lambda_k$ | $\exp(-(\text{Im}\lambda_j + \text{Im}\lambda_k) \tau)$ | $\rho^{(2)}_{1,jk} = s_{1,j,k} e^{i(\text{Re}\lambda_j - \text{Re}\lambda_k) \tau} f_j f_k^\dagger + s_{2,j,k} e^{-i(\text{Re}\lambda_j - \text{Re}\lambda_k) \tau} f_k f_j^\dagger$ |
| $\text{Im}\lambda_j + \text{Im}\lambda_k$ | $\exp(-(\text{Im}\lambda_j + \text{Im}\lambda_k) \tau)$ | $\rho^{(2)}_{2,jk} = q_{1,j,k} e^{i(\text{Re}\lambda_j - \text{Re}\lambda_k) \tau} f_j f_k^\dagger + q_{2,j,k} e^{-i(\text{Re}\lambda_j - \text{Re}\lambda_k) \tau} f_k f_j^\dagger$ |

TABLE I: Three types of quadratic NESS-excitations. $p, s, q$ are pre-factors which make sure that the excited density matrix is Hermitian.
that the number of the operators in the NESS-excitation is not larger then the number of the operators in the observable. Knowing the type of NESS-excitations involved, we see which coefficients from the matrices $A^{(1,2)}$ and $C^{(1,2)}$ contribute and perform the summation over the repeating indices taking into account time dependence. Therefore, the long-time behaviour of the observable can differ depending on the density of the decay rates $\nu(\gamma)$ and the expectation value $O(\gamma)$ on the corresponding NESS-excitations, see Eq. (6).

D. Influence of interactions

Let us consider an interacting one-dimensional model with nearest-neighbor interaction of the form $Ua_i^\dagger a_i a_{i+1}^\dagger a_{i+1}$ and remove the interacting part perturbatively by applying a unitary transformation to the Hamiltonian. The weak interactions in the lattice model lead to a renormalization of the quasiparticle dispersion. The Lindblad operators in the initial, non-renormalized problem, are connected to creation/annihilation operators. They change under the applied unitary transformation to the sum of initial creation/annihilation operators $\{a, \bar{a}, a^\dagger, \bar{a}^\dagger\}$ with prefactors proportional to the interaction strength. The couplings to the bath (Lindblad operators) are thus modified. The structure of the decay rates is analogous to (13). But the decay rates are now proportional to the sum of $\gamma^2 N \left( \frac{1}{\Gamma_1} + \frac{1}{\Gamma_{\infty}} \right)$ and $\frac{\gamma^2 N}{\Gamma_0^2}$ (the second term comes from the renormalization of the Lindblad operators, which now become non-local). Therefore, the time-scale when the power-law decay finishes is determined by the maximum of these two contributions. The value of the current on the NESS-excitations has the same decay rate as previously. Therefore, weak interaction $U$ in the system does not change the power-law decay, but might only influence the time-scale on which the power-law decay to the NESS happens.

E. Different dimensions

One can perform a similar analysis of the decay rates of the NESS-excitations and the value of the operator on these NESS-excitations for uniform stripes in any dimension $d$ connected uniformly to the source and the drain at the ends via the surfaces of the dimension $d-1$, Fig. 2 and obtain the same power-law decay rate as in one dimension. We do not provide an analytical calculation here but give a numerical support of this statement for two-dimensional geometry in the next section.

III. NUMERICAL SIMULATION

In the previous section we have seen that the decay of the initial state towards the NESS can be estimated by summing over the NESS-excitations $\rho_k^{(2)}$. We have assumed the coefficients in front of these states are approximately equal when performing the summation. This is only true for some initial states and one even can argue that it is possible to create a state which will decay much faster or much slower. That is why we check how valid the above treatment is for the initial states given in the $\{a\}$-basis. The transformation between the bases, although linear, produces dense state operators in the $\{f\}$-basis from the sparse density matrices in the $\{a\}$-basis and vice versa. Here we demonstrate the statements from the previous section on the example of the sparse initial density matrices in the $\{a\}$-basis (no matter whether pure or mixed), and show that the power-law of the decay towards the NESS is indeed the same as predicted above.

A. Evolution via diagonalization

To conduct the evolution numerically we represent the initial density matrix in the $\{a\}$-basis using the creation operators $a^\dagger$ and $\bar{a}^\dagger$, then transform the state to the diagonal basis of the Liouvillian, the basis $\{f\}$, perform the evolution on this basis, Eqs. (15), and make an inverse transformation to the basis $\{a\}$.

The initial density matrix is represented as the sum over the states of the chain of operators $a$ and $\bar{a}$:

$$\rho = \rho_{\text{diag}} + \rho_{\text{non-diag}}.$$  

(21)
The diagonal part of the density matrix correspond to the operator expressions

\[ \rho_{\text{diag}} = \sum_{k=0}^{N} \sum_{\{i_1 i_2 \ldots i_k\}} \gamma_{\{i_1 i_2 \ldots i_k\}} a_{i_1}^\dagger a_{i_2}^\dagger \ldots a_{i_k}^\dagger \tilde{a}_{i_1}^\dagger \tilde{a}_{i_2}^\dagger \ldots \tilde{a}_{i_k}^\dagger \langle 0 \ldots 0 \ldots 0 \rangle_{\{a,\tilde{a}\}}, \]  

(22)

where the summation is performed over all distinct sets of \( k \) non-repeating indices \( \{i_1 i_2 \ldots i_k\} \), \( 0 \leq k \leq N \), \( i_j \in \{0, \ldots, N\} \), \( j \in \{1, \ldots, k\} \), the state \( \langle 0 \ldots 0 \ldots 0 \rangle \) (or, without using the tilde notation \( \langle 0 \ldots 0 \rangle \langle 0 \ldots 0 \rangle \)) is the vacuum for the operators \( \{a, \tilde{a}\} \). In this way many-particle states are taken into account as we are interested in an open quantum system, where the number of particles is not conserved. The non-diagonal density matrices are represented as the superposition of two states:

\[ \rho_{\text{non–diag}} = \sum_{k,m} \sum_{\{i_1 i_2 \ldots i_k\}, \{j_1 j_2 \ldots j_m\}, \{i_1 i_2 \ldots i_k\} \neq \{j_1 j_2 \ldots j_m\}} \left[ a_{\{i_1 i_2 \ldots i_k\}, \{j_1 j_2 \ldots j_m\}} a_{i_1}^\dagger a_{i_2}^\dagger \ldots a_{i_k}^\dagger \tilde{a}_{j_1}^\dagger \tilde{a}_{j_2}^\dagger \ldots \tilde{a}_{j_m}^\dagger \langle 0 \ldots 0 \ldots 0 \rangle_{\{a,\tilde{a}\}} + \right. \\
\left. \beta_{\{i_1 i_2 \ldots i_k\}, \{j_1 j_2 \ldots j_m\}} a_{j_1}^\dagger a_{j_2}^\dagger \ldots a_{j_m}^\dagger \tilde{a}_{i_1}^\dagger \tilde{a}_{i_2}^\dagger \ldots \tilde{a}_{i_k}^\dagger \langle 0 \ldots 0 \ldots 0 \rangle_{\{a,\tilde{a}\}} \right], \]  

(23)

where \( \alpha \) and \( \beta \) stand here to ensure the hermiticity of the resulting density matrix. Both types of the density matrices, diagonal and non-diagonal, are schematically represented in Fig. 3. Therefore, to evolve the whole density matrix one needs to determine \( 2^N \) diagonal coefficients \( \gamma_{\{i_1 i_2 \ldots i_k\}} \) and \( 2^{N-1} (2^N - 1) \) the off-diagonal coefficients \( \alpha_{\{i_1 i_2 \ldots i_k\}, \{j_1 j_2 \ldots j_m\}} \). The number of initial coefficients is significantly decreased when one takes into account an operator under considerations. For a quadratic operator one needs to take into account only diagonal elements, and those off-diagonal elements, for which the sets of the indices \( \{i_1 i_2 \ldots i_k\} \) and \( \{j_1 j_2 \ldots j_m\} \) differ only in two positions.

Using the representation of the initial density matrix as sum over states of the chains, Fig. 3, we can perform the evolution by transforming to the diagonal basis \( \{f\} \), evolving following Eqs. (15) and transforming back to the basis \( \{a\} \).

The transformation between the bases \( \{a\} \) and \( \{f\} \) is highly non-local, Eqs. (9). Therefore, to obtain generic coefficients in the evolution of the density matrix in the \( \{f\} \)-basis it is sufficient to investigate the initial states containing only a small number of diagonal and non-diagonal elements (some fluctuation in the \( \{a\} \)-basis. To get a physical understanding of the processes in the system we also consider the initial density matrices for completely empty chain (for example, if at the initial moment the chain was connected only to the drain) and for completely filled (initially the chain was connected only to the source). The case of the density matrices containing only a small number of diagonal and non-diagonal elements corresponds to an empty chain with some fluctuation.

The positive definiteness of the initial density matrix for the arbitrary density matrices is checked explicitly via diagonalization, as we choose a sparse density matrix.

There are fast-oscillating contributions coming from the matrices \( \rho_{jk}^{(2)} \) in the \( \{f\} \)-basis when we consider an evolution of a quadratic operator. Therefore, while performing the time evolution numerically we need to have a time resolution of these fast oscillations. Having such a time-resolution we average over them. The fits are performed after averaging over the fast oscillations.

### B. Results

The resulting equilibration can be separated into three stages: the initial current-building plateau, with the duration proportional to the length of the system, the intermediate fast decay, whose duration is also proportional to the length of the system, and the long time power-law tail, which is followed by an exponential decay related to the finite length of the system. The power-law decay starts when both the decay rates and the value of the current on the NESS-excitations can be approximated by the power-law behaviour:

\[ \tau_{\text{pow}} \approx N \left( \frac{\Gamma_{o}^{(i)}}{1+\Gamma_{N}^{(i)}} + \frac{\Gamma_{o}^{(s)}}{1+\Gamma_{N}^{(s)}} \right)^{-1}, \]

\( N \gg 1 \). The beginning of the exponential decay is estimated from the smallest imaginary part of \( \Lambda_{j} \), leading to the start of the exponential decay at \( \tau_{\text{exp}} \approx N^{3} \left( \frac{\Gamma_{o}^{(i)}}{1+\Gamma_{N}^{(i)}} + \frac{\Gamma_{o}^{(s)}}{1+\Gamma_{N}^{(s)}} \right)^{-1}, N \gg 1 \).
The initial equilibration plateau is seen clearly at Fig. 5A where the time dependence of the current is shown for different system lengths. Such behaviour is connected to the finite speed of propagation of excitations in the system. It is best illustrated by analysing the time-dependence of the current through the first and the last site for the completely filled or completely empty chain, Fig. 5B,C. For a chain which is initially completely empty, we expect no current through the end of the chain coupled to the drain. The current through this end of the chain starts to flow only when the fastest excitation coming from the source reaches it. The dispersion relation of the excitations in zeroth order in $1/N$ is $\lambda(k) = 2t \cos k$, where $k = \frac{\pi j}{N+1}$, in accordance with Eqs. (11), (13). The phase velocity of the excitation is $v(k) = \frac{\pi}{\sqrt{2}t}$. Therefore, the fastest excitation has the speed $2t$. (In the expressions of this section we have restored the energy scale $t$, which is the hopping matrix element of the tight-binding chain.) It travels through the whole system during the time $N/2t$, which is in correspondence with Fig. 5B, red dashed line. Then the system starts to leak to the drain. This information again propagates to the opposite end (to the end connected to the source), end during the time $N/2t$. Hence, after the time $N/t$ the equilibration at the source end starts, Fig. 5B, blue dash-dotted line. Therefore, the initial plateau is connected to the build-up of correlations in the system.

Similar considerations are applicable for the completely empty chain. In this case the current through the source end is initially zero, as there is no place in the chain for new particles. The first information about the emptying the chain through a connection to the drain reaches the source end in the time $N/2t$, the equilibration of the current through the first chain site starts at this time, Fig. 5C, blue dash-dotted line. The correlations through the system start to build up and reach the drain at time $N/t$. The equilibration towards the NESS value of the current also starts at this time, through the other (drain) end of the chain. Let us note that for the case of equal couplings to the source and the drain, the current through the first site of the empty chain is equal to the current through the last site of the full chain and vice versa.

The current-buildup plateau is generic for the initial states which did not have a uniform current passing through the system. The intermediate regime between the current-building plateau and the power-law relaxation regime is clearly seen in the log-linear plot, Fig. 6. Its duration is determined by the $\delta \lambda$ which still do not follow a quadratic behaviour. Around time $\tau \sim \gamma_{\text{pow}}$, the relaxation to the equilibrium slows down, Fig. 6. It is described by the power-law derived in the previous section, Eq. (19). Indeed, the fit of the data averaged over the fast oscillations gives approximately $\tau^{-3/2}$ decay rate towards the NESS-value of the current. (The power-law exponent is determined from a numerical fit and depends slightly on the time interval in which we do the fit. We include this uncertainty in the errors bars as well.)

In the long-time limit only the modes with $k$ close 0 and close to $\pi$ survive, Fig. 1, Eq. (13). The NESS-excitations $\rho_{jm}^{(2)}$ in $\{f\}$-basis "connect" these two modes. They have an oscillating behaviour with the period of order $2t$, Fig. 7. The NESS is unique in our problem. The other name of NESS, as the state which does not evolve with time, is dark state. The NESS-excitations corresponding to the $k$ values close 0 and close to $\pi$ can be named non-equilibrium dark states. In the steady state (NESS) they die out, but while approaching NESS they
FIG. 5: A: Equilibration of the current at early times for different lengths of the system \(N = 100, 200, 400\) with an arbitrary initial density matrix. The time of the initial equilibration is proportional to the length of the system. B: The equilibration for the initially empty, C: for the initially filled. The blue dash-dotted line is a current through the first site of the chain, coupled to drain, the red dashed line represents the current through the last site of the chain, coupled to the source.

live very long. When the system has several dark states, any linear combination of them is a dark state as well. For non-equilibrium dark states it is also true that their linear combination is a solution as well (though here it cannot be an arbitrary linear combination, as the overall density matrix should be positive definite, which limits the coefficients in the linear combination). But non-equilibrium dark states can as well be connected by the oscillating terms, which are the NESS-excitations \(\rho^{(2)}_{jk}\).

One could argue that the modes with high momentum are not physically relevant in real-world systems. They can be coupled to some other degrees of freedom, for example to phonons in condensed mater systems and dissipate via phonons, or just decay in optical lattices. This coupling would lead to damping. We can introduce the damping in the model "artificially", adding an imaginary part to \(\lambda_i\), representing this additional damping for the modes with large momentum, Fig. 8. The oscillations in the long-time limit are decreased comparing to the case without oscillations. One expects it as the oscillation are connected to the density matrices \(\rho^{(2)}_{jk}\) which become damped.

2. Two-dimensional lattice

Here we give a relaxation of the current through a two-dimensional strip: we take a rectangular strip coupled where each site at two opposite sides is coupled to the source and to the drain with the same coupling strengths. The simulation is done in a similar way as for the one-dimensional system, Fig. 9. We obtain the same power-law decay towards the equilibrium as in one-dimensional case.

We have expected the same power-law in the current relaxation also from analytical considerations. The con-
any dimension and lead to a independent of dimension power-law relaxation rate in long-time dynamics of equilibration.

IV. CONCLUSIONS

In this paper we consider the equilibration in open quantum systems by representing a time-dependent density matrix as an expansion around the NESS density matrix. This expansion consists of NESS-excitations, each of which has a fixed decay rate. In closed quantum systems, each excitation can be a state of the system. NESS-excitations themselves cannot represent a state of the system, as they are traceless matrices. They are meaningful only when they are added to the NESS-density matrix, which by definition has unit trace.

The expansion in NESS-excitations gives us a general structure of the time-dependent density matrix. This provides a way of understanding the time-dependence of observables. The decay of any state to the NESS is given by the sum over the values of the observables on the NESS-excitations and the density of states of the decay rates of the NESS-excitations.

We illustrate our viewpoint on equilibration on the example of a chain of non-interacting fermions linearly coupled to memoryless reservoirs. For this system the calculation of the NESS-excitations and their decay rates can be performed analytically. We identify three time scales in the time evolution of the current: i) plateau of buildup for times proportional to the length of the system; ii) faster-than-power-law decay of the modes in the middle of the spectrum; iii) algebraic decay towards the NESS-value of the current, which turns into the exponential at times proportional to the third power of the system length for non-interacting systems due to the finite system size. The exponent of the power-law decay for non-interacting fermions in the rectangular geometry does not depend on the dimension and has \( \tau^{-3/2} \) dependence.

The observables also experience universal oscillations with the period \( \tau_m \) super-imposed on the power-law decay due to the contribution of NESS-excitations which have an oscillating behaviour, as for example \( \rho_{1/2,j,k}^{(2)} \), and where \( m \) is the order of the contributing NESS-excitation.

In the case of interacting fermions the exact form of NESS-excitations is more complicated as it is impossible to bring into the Liouvillian into the diagonal form. The one-particle decay rate in the \( \{ f \} \)-basis will be modified by both the coupling to the reservoirs and the interaction between the particles. At low interaction strength the system has effective quasiparticles. Then the NESS-excitations can be constructed starting from the effective quasiparticles. The power-law decay towards the NESS is still present, but the time-scale when it finishes is limited by the interaction strength.

An interesting question which we have not touched upon here is the influence of the geometry on the cur-

FIG. 8: Difference \( j(\tau) - J_{NESS} \) starting from some arbitrary density matrix with three diagonal and one non-diagonal element. Light gray line is the current taking into account the phenomenological decay rate of the high-energy modes, while dark gray is the evolution without it. Blue and green lines represent the current averaged over the fast oscillations without and with phenomenological decay rate. Dashed and dotted lines are the fits: \( x^{-1.49 \pm 0.02} \) and \( x^{-1.51 \pm 0.05} \).

FIG. 9: Current through a chain two-dimensional lattice of the size \( N \) by \( N \) coupled at two ends to the memoryless reservoirs with \( \Gamma_{1,raw}^{(1)} = 0.3 \) and \( \Gamma_{N,raw}^{(0)} = 0.6 \), \( N = 29 \). The current at the edges of the strip is almost the same as in the middle (blue and red lines). A: initially empty chain, B: an initial density matrix has three arbitrary non-zero diagonal elements. The fit gives exponent of the power-law decay A: \( x^{-1.91 \pm 0.02} \), B: \( x^{-4.92 \pm 0.06} \).

Conclusion is that the analytical considerations used in the previous section are valid for non-interacting fermions in
rent relaxation. For example, would the exponent of the power-law relaxation change for the non-rectangular strips? For example, a current through a point junction connecting two non-interacting fermionic reservoirs has been studied recently and the power law which determines the relaxation is $\tau^{-2}$ at high temperatures and $\tau^{-1}$ at low temperatures in the reservoirs which is different from our $\tau^{-3/2}$ approach to the NESS.

The power-law equilibration can be observed in the transport experiments in cold-atom systems which have recently been carried out. The difference with respect to existing setups is that for testing of our-predictions one should make a lattice of fermions in the transport region.
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**Appendix A: Transformation of the Liouvillian to the diagonal basis**

We consider a lattice of non-interacting fermions described by the tight-binding Hamiltonian:

$$H = \sum_{\langle i,j \rangle} t \left( a_i^\dagger a_{i+1} + h.c. \right) + \sum_i U_i a_i^\dagger a_i,$$

where $t$ is the hopping matrix element between the neighbouring sites, $U_i$ is an on-site potential and $\langle i,j \rangle$ stands for the connectivity of the lattice. Evolution of a system coupled to the memoryless bath is described by the Lindblad equation:

$$i \frac{d\rho}{dt} = [H, \rho] + i \sum_{\mu, i/o} \left( 2L^{(i/o)}_\mu \rho L^{(i/o)}_\mu \right) - \{L^{(i/o)} \rho, \rho\},$$

where $L_\mu$ are the Lindblad operators responsible for the coupling to the bath. The lattice of fermions is coupled to the source and the drain at infinite bias voltage at the ends of the chain: $L^{(i)}_{\{in\}} = \sqrt{\Gamma^{(i)}_{1}} a_{\{in\}}$, $L^{(o)}_{\{out\}} = \sqrt{\Gamma^{(o)}_{N}} a_{\{in\}}$.

The solution of the Lindblad equations for non-interacting fermions is notably simplified in the super-fermionic representation, operators acting from the right on the density matrix are introduced. They are denoted by "tilde". Then the Liouvillian can be written after the particle-hole transformation $\tilde{a} = b^\dagger, \tilde{a}^\dagger = b$ in the quadratic form:

$$\mathcal{L} = (a^\dagger b^\dagger) \mathcal{M} \begin{pmatrix} a \\ b \end{pmatrix} - i \sum_{\mu} \Gamma^{(out)}_{\mu} + \frac{1}{2} \sum_{\mu} \Gamma^{(in)}_{\mu}.$$

For the one-dimensional chain with $L^{(i)}_1 = \sqrt{\Gamma^{(i)}_1} a_{1}^\dagger, L^{(o)}_N = \sqrt{\Gamma^{(o)}_N} a_N$ the matrix $\mathcal{M}$ has a structure:

$$\mathcal{M} = \begin{pmatrix} -i\Gamma^{(in)}_1 + U & t & 0 & \ldots & 0 & 0 & \ldots & \ldots & \ldots & 0 \\ t & U & t & \ddots & \vdots & 0 & \ldots & \ldots & \ldots & 0 \\ 0 & \ddots & \ddots & \ddots & \vdots & 0 & \ldots & \ldots & \ldots & 0 \\ \vdots & \ldots & \ldots & U & t & 0 & \ldots & \ldots & \ldots & 0 \\ 0 & \ldots & 0 & t & i\Gamma^{(out)}_2 + U & 0 & \ldots & \ldots & \ldots & 0 \\ -2\Gamma^{(in)}_1 & 0 & \ldots & \ldots & 0 & \Gamma^{(out)}_1 + U & t & 0 & \ldots & 0 \\ 0 & \ldots & \ldots & \ldots & 0 & t & U & t & \ddots & \vdots \\ 0 & \ldots & \ldots & \ldots & 0 & 0 & \ddots & \ddots & \ddots & \vdots \\ 0 & \ldots & \ldots & \ldots & 0 & \vdots & \ddots & \ddots & \ddots & \vdots \\ 0 & \ldots & \ldots & \ldots & 0 & 0 & \ldots & 0 & t & -i\Gamma^{(out)}_2 + U \\ \end{pmatrix}$$

Due to this specific structure of $\mathcal{M}$ the constant terms in the expression [A1] vanish after introducing a new set of the operators $\{f, f^\dagger, \tilde{f}, \tilde{f}^\dagger\}$ and even more in this basis the Liouvillian becomes diagonal:

$$\mathcal{L}_f = \sum_i \lambda_i f_i^\dagger f_i - \sum_i \lambda_i f_i^\dagger \tilde{f}_i.$$
The operators \( \{ f^\dagger, f^\dagger \} \) are dual to the operators \( \{ f, \tilde{f} \} \), but not Hermitian conjugated, though the operators obey anti-commutation relations. The operators \( \{ f, f^\dagger, \tilde{f}, \tilde{f}^\dagger \} \) are linear combinations of the operators \( \{ a, a^\dagger, \tilde{a}, \tilde{a}^\dagger \} \):

\[
\begin{align*}
a_m^\dagger &= \sum_{k_1} C_{m k_1}^{(1)} f_{k_1}^\dagger + C_{m k_1}^{(2)} \tilde{f}_{k_1}^\dagger, \\
a_m &= \sum_{k_1} A_{m k_1}^{(1)} f_{k_1} + A_{m k_1}^{(2)} \tilde{f}_{k_1}.
\end{align*}
\]

The coefficient matrices \( C \) and \( A \) are connected to the matrix of the eigenvectors \( P \) of the matrix \( \mathcal{M} \) (See Ref. [37]):

\[
P = \begin{pmatrix} A^{(1)} & A^{(2)} \\ A^{(3)} & A^{(4)} \end{pmatrix}, (P^{-1})^T = \begin{pmatrix} C^{(1)} & C^{(2)} \\ C^{(3)} & C^{(4)} \end{pmatrix}.
\]

(A3)

In \( P \) the eigenvectors are ordered in the following way: first \( N \) of eigenvectors correspond to eigenvalues with a negative imaginary part, while the the second half have a positive imaginary part and are complex conjugated to the first set. All matrices \( A^{(i)} \) and \( C^{(i)}, i = 1, \ldots, 4 \) have dimension \( N \times N \).

In this formalism, instead of solving a differential equation for the evolution of the \( 2^N \times 2^N \) density matrix, the calculations are done with the \( 2N \times 2N \) matrices.

The values \( \lambda_i \) are the eigenvalues of the matrix \( A^{[7]} \) (we put \( U_i = 0 \)):

\[
\mathcal{N} = \begin{pmatrix}
-\Gamma^{(1)}_1 & t & 0 & \cdots & 0 \\
t & 0 & t & \cdots & \vdots \\
0 & \ddots & \ddots & \ddots & \vdots \\
\vdots & \ddots & \ddots & \ddots & t \\
0 & \cdots & \ddots & 0 & t \\
0 & \cdots & 0 & -\Gamma^{(o)}_N
\end{pmatrix}.
\]

(A4)

The density matrix of NESS is the vacuum for the operators \( f \) and \( \tilde{f} \): \( \rho_{\text{NESS}} = |00\rangle f \tilde{f} \). Therefore, the observables in NESS can be computed directly by transforming an operator from the \{a\}-basis to the \{f\}-basis.

**Appendix B: NESS-excitations for the two-site problem**

Here we write down explicitly the NESS-excitations and their decay rates first in terms of the creation operators in the \{f\}-basis, Table II, and second we represent the NESS-excitations in \{a\}-basis, Eqs. (B1)-(B13). It can be done in two ways. The first way involves as the first step the calculation of the NESS density matrix in the \{a\}-basis and then acting on it with creation operators in the \{f\}-basis which are represented as operators in the \{a\}-basis. The second way is to work explicitly with the Liouvillian of the problem which is a 16 by 16 matrix, finding its eigenvalues and constructing the combinations from its eigenvectors which would have the same decay rate and obey properties of NESS-excitations. In this Appendix we measure energy in the units of \( t \), thus \( t = 1 \).

\[
\rho_0 = \frac{\Gamma_1 \Gamma_2}{\Gamma_1 + \Gamma_2}(1 + \Gamma_1 \Gamma_2) \begin{pmatrix}
\frac{\Gamma_1}{\Gamma_1 + \Gamma_2} & 0 & 0 & 0 \\
0 & \frac{1 + (\Gamma_1 + \Gamma_2)^2}{(\Gamma_1 + \Gamma_2)^2} & i & 0 \\
0 & -i & \frac{1}{(\Gamma_1 + \Gamma_2)^2} & 0 \\
0 & 0 & 0 & \frac{\Gamma_1}{(\Gamma_1 + \Gamma_2)^2}
\end{pmatrix}
\]

(B1)

\[
\rho_{1,1}(\tau) = \exp(-(\Gamma_1 + \Gamma_2)\tau/2) \left( e^{-i\omega_1 \tau} R_{1,1} + e^{i\omega_1 \tau} R_{1,1}^\dagger \right)
\]

(B2)

\[
R_{1,1} = \begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & X_3 & X_4 & 0
\end{pmatrix};
\]

\[
X_1 = \Gamma_2(-2 - \Gamma_1^2 + \Gamma_2^2 - i\delta \Gamma_2(\Gamma_1 + \Gamma_2), X_2 = -\delta \Gamma_2 + i\Gamma_2(\Gamma_1 - \Gamma_2), X_3 = \Gamma_1(-\delta - i(\Gamma_1 + 3\Gamma_2)), X_4 = 2\Gamma_1.
\]
TABLE II: NESS-excitations in \( \{f\} \)-basis and their decay rates for a two-site chain.

| \( N \) | decay rate | NESS-excitation \( \tilde{F} \) in the \( \{f\} \)-basis | Notation for \( \rho \) |
|-------|------------|---------------------------------|-----------------|
| 0     | 0          | \( \frac{1}{\rho_0} \)          | \( \rho_0 \)    |
| 1     | \(-\frac{1}{2}(\Gamma_1 + \Gamma_2) \pm \frac{i}{2} \sqrt{(\Gamma_1 - \Gamma_2)^2 + 4iU} \) | \( i(\epsilon_{\omega_1} f_1^\dagger + e^{-i\omega_1 \gamma f_1^\dagger}) \), \( \omega_1 = \delta/2 + U \) | \( \rho_{1,1} \) |
| 1     | \(-\frac{1}{2}(\Gamma_1 + \Gamma_2) \mp \frac{i}{2} \sqrt{(\Gamma_1 - \Gamma_2)^2 + 4iU} \) | \( i(\epsilon_{\omega_2} f_2^\dagger + e^{-i\omega_2 \gamma f_2^\dagger}) \), \( \omega_2 = -\delta/2 + U \) | \( \rho_{1,2} \) |
| 2     | \(-\Gamma_1 + \Gamma_2 \) twice | \( e^{i\phi} f_1^\dagger f_1^\dagger + e^{-i\phi} f_2^\dagger f_2^\dagger \), \( \phi = \arctan(\frac{\Gamma_1 + \Gamma_2}{\delta}) \) | \( \rho_{2,1,2} \) |
| 2     | \(-\Gamma_1 + \Gamma_2 \) \pm 2iU | \( e^{i\omega_3} f_1^\dagger f_2^\dagger + e^{-i\omega_3 \gamma} f_1^\dagger f_2^\dagger \), \( \omega_3 = 2U \) | \( \rho_{2,2,3} \) |
| 3     | \(-\frac{3}{2}(\Gamma_1 + \Gamma_2) \pm \frac{i}{2} \sqrt{(\Gamma_1 - \Gamma_2)^2 + 4iU} \) | \( f_1^\dagger f_1^\dagger (\epsilon_{\omega_1} f_1^\dagger + e^{-i\omega_1 \gamma f_1^\dagger}) \) | \( \rho_{3,1} \) |
| 4     | \(-2(\Gamma_1 + \Gamma_2) \) | \( f_1^\dagger f_1^\dagger + f_2^\dagger f_2^\dagger \) | \( \rho_4 \) |

\[
\rho_{1,2}(\tau) = \exp(-\Gamma_1 + \Gamma_2) \frac{\tau}{2}) \left( e^{-i\omega_2 \gamma} R_{1,2} + e^{i\omega_2 \gamma} R_{1,2}^\dagger \right) \tag{B3}
\]

\[
R_{1,2} = \begin{pmatrix}
0 & 0 & 0 & 0 \\
X_1^* & 0 & 0 & 0 \\
-X_2^* & 0 & 0 & 0 \\
0 & -X_3^* & X_4 & 0
\end{pmatrix}.
\]

\[
\rho_{2,1}(\tau) = \exp(-\Gamma_1 + \Gamma_2) \tau) \begin{pmatrix}
0 & 0 & 0 & 0 \\
\frac{1}{2} (-1 + \frac{\Gamma_1}{\Gamma_2}) & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
\frac{1}{2} (-1 + \frac{\Gamma_1}{\Gamma_2}) & 0 & 0 & 0
\end{pmatrix} \tag{B4}
\]

\[
\rho_{2,2}(\tau) = \exp(-\Gamma_1 + \Gamma_2) \tau) \begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
\frac{1}{2} (-1 + \frac{\Gamma_1}{\Gamma_2}) & 0 & 0 & 0 \\
\frac{1}{2} (-1 + \frac{\Gamma_1}{\Gamma_2}) & 0 & 0 & 0
\end{pmatrix} \tag{B5}
\]

\[
\rho_{2,3}(\tau) = \exp(-\Gamma_1 + \Gamma_2) \tau) \begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{pmatrix} \tag{B6}
\]

\[
\rho_{2,4}(\tau) = \exp(-\Gamma_1 + \Gamma_2) \tau) \begin{pmatrix}
Y_1 & 0 & 0 & 0 \\
0 & Y_2 & Y_3 & 0 \\
0 & Y_5 & Y_3 & 0 \\
1 & 0 & 0 & Y_4
\end{pmatrix} + e^{-i\omega_4 \gamma} \begin{pmatrix}
Y_1^* & 0 & 0 & 0 \\
0 & Y_2^* & -Y_3^* & 0 \\
0 & -Y_5 & Y_3^* & 0 \\
0 & 0 & 0 & Y_4^*
\end{pmatrix} \tag{B7}
\]

\[
Y_1 = -\Gamma_2 (-2 + (\Gamma_1 - \Gamma_2) (\Gamma_1 - \Gamma_2 - i\delta)), \tag{B8}
\]

\[
Y_2 = -\Gamma_1 - 3\Gamma_2 + \Gamma_1^2 \Gamma_2 - 2\Gamma_1 \Gamma_2^2 + \Gamma_2^2 - i\delta (1 + \Gamma_2 (\Gamma_1 + \Gamma_2)), \tag{B9}
\]

\[
Y_3 = -\Gamma_1 + \Gamma_2 + i\delta, \quad Y_4 = 2\Gamma_1, \quad Y_5 = \delta \Gamma_2 - i(2 + \Gamma_1 \Gamma_2 - \Gamma_2^2). \tag{B10}
\]
Appendix B: What is the order of different density matrix excited states for a long chain system?

Afterwards come the states of type 3 from the table in Appendix B with the index \( m \) itself have the form (C2), the overall number of these states is \( 3N \). Therefore, the first, second and third states correspond to the NESS-excitations (C2) with the operators \( f_{m_1} \) and \( f_{m_2} \).

For one-dimensional system \( 3N \) excited density matrices. The further density matrices can be constructed in a similar combinatorial way.

Appendix C: Hierarchy of excited density matrices

Let us discuss the order of the excited density matrices. We have considered the example of the two-site system in Appendix B. What is the order of different density matrix excited states for a long chain system?

For the setup we consider – a tight-binding chain coupled to the reservoirs at infinite bias voltages – the frequencies \( \lambda_j \) in the diagonal form of the Liouvillian \( \mathbf{L} \) come in pairs \( \lambda = \pm a + ib \).

Let us assume the following order of the eigenvalues:

\[
\text{Im} \lambda_{m_1} = \text{Im} \lambda_{m_2} < \text{Im} \lambda_{m_3} = \text{Im} \lambda_{m_4} < \ldots < \text{Im} \lambda_{m_N}. \tag{C1}
\]

There are two NESS-excitations which correspond to the smallest decay rate \( \text{Im} \lambda_{m_1} \):

\[
\alpha_1 f_{m_1}^\dagger f_{m_1} |00\rangle_f, \alpha_2 f_{m_2}^\dagger f_{m_2} |00\rangle_f, \tag{C2}
\]

where the coefficients \( \alpha_i \) and \( \beta_i \) restore the hermiticity in the \( \{a\} \)-basis.

The next NESS-excitation corresponds to either the quadratic expression in \( f_{m_1} \) and \( f_{m_2} \) (see the NESS-excitations 2 from the table in Appendix B), or to the NESS-excitations of the type (C2) with the operators \( f_{m_3} \) and \( f_{m_4} \).

For one-dimensional system \( 3N \) excited density matrices. In the thermodynamic limit \( N \to \infty \) there is even a degeneracy \( 4 \text{Im} \lambda_{m_1} \leq \text{Im} \lambda_{m_3} \), see Eq. (D8). Therefore, the first, second and third states correspond to the NESS-excitations 1, 2, 3 of the table in Appendix B. The next NESS-excitation is of the type (C2) with the operators with numbers \( m_3 \) and \( m_4 \). Then follow the states

\[
e^{i\omega_1 \tau} f_{m_3}^\star f_{m_3}^\dagger + e^{-i\omega_1 \tau} |\gamma|^2 f_{m_1/2}^\dagger f_{m_3/4}^\dagger + e^{i\omega_3 \tau} f_{m_1/2}^\dagger f_{m_3/4}^\dagger + e^{-i\omega_3 \tau} f_{m_1/2}^\dagger f_{m_3/4}^\dagger.
\]

Afterwards come the states of type 3 from the table in Appendix B with the index \( m_1 \) or \( m_2 \) for the operators which enter twice with the same index and with index \( m_3 \) or \( m_4 \) for the other. All excited density matrices can be constructed by similar induction arguments.

The spectrum of the initial Liouvillian \( \mathbf{L} \) consists of the combinations of sets of different \( \lambda_j \). The states corresponding to \( \lambda_j \) itself have the form (C2), the overall number of these states is \( N \). The states corresponding to the sets of two \( \lambda_k \) have the structure of the states 2 from the table in Appendix B there are \( N^2 \) of those. For the sets consisting of three \( \lambda \) values there are \( C_3^N \) variants with all three \( \lambda \) values different, \( 3C_3^N \) variants with all three \( \lambda \) different and one of the operators taken as tilde, and \( 2C_3^N \) variants with only two different \( \lambda \) values, which gives in total \( (N-1)N(2N-1)/3 \) excited density matrices. The further density matrices can be constructed in a similar combinatorial way.
Appendix D: Eigenvalues and eigenvectors of the matrix \( \mathcal{M} \)

1. Eigenvalues

The eigenvalues of the matrix \( \mathcal{N} \) can be computed perturbatively in the thermodynamic limit, \( N \to \infty \). Indeed, for \( \Gamma_1^{(i)} = 0 \) and \( \Gamma_N^{(o)} = 0 \), the eigenvalues and the eigenvectors of the matrix \( \mathcal{N} \) are known:

\[
\lambda_j^{(0)} = 2 \cos \frac{\pi j}{N+1}, \quad \phi_j^{(0)} = \sqrt{\frac{2}{N+1}} \sin \frac{\pi j k}{N+1},
\]

where each of the eigenvectors \( \phi_j \) is normalized to one. (In this Appendix the energy unit is \( t \), thus \( t = 1 \).)

The correction is small in the thermodynamic limit \( N \to \infty \). Unfortunately, the perturbation theory gives the correct result only for small values of \( \Gamma_1^{(i)} \) and \( \Gamma_N^{(o)} \), as the \( l \)-th order corrections in the perturbation theory with respect to \( \Gamma_1^{(i)} \) and \( \Gamma_N^{(o)} \) give corrections in the leading order with respect to \( 1/N \) proportional to \( (\Gamma_1^{(i)} + \Gamma_N^{(o)})/N \). Fortunately, however, for an open system of non-interacting fermions we can write explicitly the characteristic polynomial of the matrix \( \mathcal{N} \):

\[
C(\Lambda) = -y^N z^2 (z - 2 i (\Gamma_1^{(i)} - \Lambda)) (2 i + y (\Gamma_N^{(o)} - \Lambda)) + y^2 z^N (y - 2 i (\Gamma_1^{(i)} - \Lambda)) (2 i + z (\Gamma_N^{(o)} - \Lambda)),
\]

\[
y = -i \Lambda - \sqrt{-4 - \Lambda^2}, \quad z = -i \Lambda + \sqrt{-4 - \Lambda^2}, \quad \Lambda = i \lambda.
\]

(here \( t = 1 \)). \( C(\Lambda) \) has its zeros at \( \lambda_j = i \lambda_j^{(0)} \) for \( \Gamma_1^{(i)} = 0 \) and \( \Gamma_N^{(o)} = 0 \). The Taylor expansion gives the value of the correction of \( \Lambda \):

\[
C(i \lambda_j^{(0)} + \delta \lambda, \Gamma_1^{(i)}, \Gamma_N^{(o)}) = 0,
\]

\[
0 = C(i \lambda_j^{(0)}, \Gamma_1^{(i)}, \Gamma_N^{(o)}) + \delta \lambda C_A'(i \lambda_j^{(0)}, \Gamma_1^{(i)}, \Gamma_N^{(o)}).
\]

The straightforward calculation, which takes into account the functional form of \( \lambda_j^{(0)} \) and the expansion for \( \psi_j = \frac{\pi j}{N+1} \ll 1 \), leads us to

\[
\delta \lambda_j = -2 \sin^2 \psi_j \left( \frac{\Gamma_1^{(i)}}{1 + \Gamma_1^{(i)}} + \frac{\Gamma_N^{(o)}}{1 + \Gamma_N^{(o)}} \right) - 2 \sin^2 \psi_j \left( \frac{\Gamma_1^{(i)}}{1 + \Gamma_1^{(i)}} + \frac{\Gamma_N^{(o)}}{1 + \Gamma_N^{(o)}} \right), 1 \ll N.
\]

In first order in \( \Gamma_1^{(i)}, \Gamma_N^{(o)} \) the expansion of the imaginary part of \( \text{(D7)} \) coincides with the previously derived expression \( \text{(D2)} \) for \( \psi_j \ll 1 \). The real part of the correction has not been explicitly derived above, as it is only of the second-order in \( \Gamma_1^{(i)}, \Gamma_N^{(o)} \), so it was not derived in the first-order perturbation theory discussed above. Of course it coincides with the result of the second order perturbation theory. The first order correction with respect to \( \Gamma_1^{(i)}, \Gamma_N^{(o)} \) and \( 1/N \) for \( \Lambda \)'s for the XX-chain was derived in Ref.\(^\text{36}\). Comparing the obtained correction with the perturbation theory expansion we can rewrite \( \text{(D7)} \) as

\[
\delta \lambda_j = -2 \sin^2 \psi_j \left( \frac{\Gamma_1^{(i)}}{1 + \Gamma_1^{(i)}} + \frac{\Gamma_N^{(o)}}{1 + \Gamma_N^{(o)}} \right) - 2 \sin^2 \psi_j \left( \frac{\Gamma_1^{(i)}}{1 + \Gamma_1^{(i)}} + \frac{\Gamma_N^{(o)}}{1 + \Gamma_N^{(o)}} \right), 1 \ll N
\]

as the all terms of order \( 1/N \) come in perturbation theory with the the prefactor \( \sin^2 \psi_j \).

2. Eigenvectors

We will also need the corrections to the eigenvectors. The eigenvectors of the matrix \( \mathcal{M} \) which determines the transformation between the basis \( \{ a \} \) and \( \{ f \} \) should be determined from the secular equation\(^\text{15}\) in the perturbation
theory as at the absence of a coupling to an environment the eigenvalues are two-fold degenerate. Turning on couplings to reservoirs lifts this degeneracy and the eigenvectors for the eigenvalues with a negative imaginary part are \( \left\{ \phi_j^{(0)} \right\} \) and for the eigenvalues with a positive imaginary part are \( \left\{ \frac{i}{\alpha} \phi_j^{(0)} \right\} \), \( \alpha = \sqrt{1 + \left( \frac{\Gamma_j^{(0)}}{\Gamma_j^{(1)}} \right)^2} \), for the infinitesimally small \( \Gamma_1^{(i)} \) and \( \Gamma_2^{(o)} \).

It is possible to notice that for the eigenvectors corresponding to the eigenvalues with a negative imaginary part the \( \left\{ \frac{1}{\sqrt{2}} \phi_j \right\} \) holds for any coupling to the reservoirs. Therefore, the first order correction to these eigenvectors can be described by the expression similar to (D11), Fig. 10C,D:

\[
\delta \phi_{k,j} = \frac{i}{N + 1} \sum_{m,m \neq k} \frac{(\Gamma_1^{(i)} + (-1)^{m+k} \Gamma_{j,m}^{(o)}) \sin \frac{\pi m}{N+1} \sin \frac{\pi k}{N+1} \phi_{m,j}}{(\cos \frac{\pi m}{N+1} - \cos \frac{\pi k}{N+1})}. \tag{D8}
\]

In the limit of large \( N \), \( 1 \ll N \), the summation over \( m \) is performed according to:

\[
\sum_{m,m \neq k} \frac{\sin \frac{\pi m}{N+1} \sin \frac{\pi m}{N+1}}{(\cos \frac{\pi m}{N+1} - \cos \frac{\pi m}{N+1})} = -(N + 1) \left( 1 - \frac{j}{N + 1} \right) \cos \frac{\pi j}{N + 1} + \cot \frac{\pi k}{N + 1} \sin \frac{\pi j}{N + 1}, \tag{D9}
\]

\[
\sum_{m,m \neq k} (-1)^m \frac{\sin \frac{\pi m}{N+1} \sin \frac{\pi m}{N+1}}{(\cos \frac{\pi m}{N+1} - \cos \frac{\pi m}{N+1})} \approx (-1)^k \left[ j \cos \frac{\pi j}{N + 1} + \cot \frac{\pi k}{N + 1} \sin \frac{\pi j}{N + 1} \right]. \tag{D10}
\]

This leads for the correction to the eigenvector of \( N \):

\[
\delta \phi_{k,j}^{(m \lambda > 0)} = -\sqrt{2}i (N + 1) \sin \frac{\pi k}{N + 1} \cos \frac{\pi k}{N + 1} \left[ \Gamma_1^{(i)} \left( 1 - \frac{j}{N + 1} \right) - \Gamma_{N}^{(o)} \frac{j}{N + 1} \right]. \tag{D11}
\]

The result (D11) with the substitution \( \Gamma_{1,N}^{(i,o)} \rightarrow \Gamma_{1,N}^{(i,o)} + \frac{\Gamma_{1,N}^{(i,o)}}{1 + \Gamma_{1,N}^{(i,o)}} \) describes the eigenvectors with good precision, Fig. 10A,B.

It is also possible to do the calculation of the correction to these eigenvectors using the degenerate perturbation theory. For the problem at hand, the first order of the degenerate perturbation theory does not preserve the symmetry \( \left\{ \frac{1}{\sqrt{2}} \phi_j \right\}, \left\{ -\frac{1}{\sqrt{2}} \phi_j \right\} \). Apparently the summation should be done to higher orders of the perturbation theory to restore the exact symmetry of the eigenvectors.

For the eigenvectors which correspond to the eigenvalues with positive imaginary part, we could not find a matrix of the smaller size, for which the eigenvectors could be found by the first-order perturbation theory. Therefore, we can perform only the degenerate perturbation theory for these eigenvectors. Taking into account the comparison between the degenerate perturbation theory and the answer which describes the eigenvectors well, we have thrown away one term from the degenerate perturbation theory (which describes the correction due to the paired-degenerate level), and concluded that the correction to these eigenvectors can be described by the expression similar to (D11), Fig. 10C,D:

\[
\delta \phi_{k,j}^{(m \lambda > 0)}(f_1, f_2) = \frac{i \sqrt{2}}{N^{1/2}} \sin \frac{\pi k}{N + 1} \cos \frac{\pi k}{N + 1} \left[ f_1 \Gamma_1^{(i)} \Gamma_{N}^{(o)} \left( 1 - \frac{j}{N + 1} \right) - f_2 \Gamma_{N}^{(i)} \Gamma_{N}^{(o)} \frac{j}{N + 1} \right]. \tag{D12}
\]

The coefficients \( f_1, f_2 \) in this expression can not be found precisely from the first order degenerate perturbation theory. We would like to argue that they are linear in \( \Gamma_1^{(i,o)} = \Gamma_{1,N}^{(i,o)} \).

Coefficients \( f_1 \) and \( f_2 \) in the expression (D12) can be found from the direct substitution into the matrix equation and requiring that the precision of the found eigenvectors is \( O(1/N^{3/2}) \) in the limit \( N \rightarrow \infty \):

\[
(\mathcal{M} - \lambda_j I_{2N}) \left\{ \frac{1}{\alpha} \phi_j^{(0)} + \delta \phi_j (b_1, b_2) \right\} \left\{ \frac{1}{\alpha} \phi_j^{(0)} + \delta \phi_j (a_1, a_2) \right\} = O(1/N^{3/2}). \tag{D13}
\]
The requirements of the $O(1/N^{3/2})$ precision of the eigenvectors leads to:

\[
\begin{align*}
\mathbf{b}_1 &= \frac{\Gamma_1^{(i)} - i \Gamma_N^{(i)} \cos \frac{\pi k}{N + 1}}{1 + \Gamma_N^{(i)} \cos^2 \frac{\pi k}{N + 1}}, \\
\mathbf{b}_2 &= -\frac{2 \Gamma_1^{(i)} \cdot (-1)^{k+1} + \Gamma_N^{(o)} + i \Gamma_N^{(o)} \cos \frac{\pi k}{N + 1}}{1 + \Gamma_N^{(o)} \cos^2 \frac{\pi k}{N + 1}}, \\
\mathbf{a}_1 &= \frac{\Gamma_1^{(o)} - i \Gamma_N^{(o)} \cos \frac{\pi k}{N + 1}}{1 + \Gamma_N^{(o)} \cos^2 \frac{\pi k}{N + 1}}, \\
\mathbf{a}_2 &= -\frac{2 \Gamma_1^{(i)} + 4 \cdot (-1)^{k+1} \cdot \Gamma_N^{(o)} + i \Gamma_N^{(i)} \cos \frac{\pi k}{N + 1}}{2 + \Gamma_N^{(i)} (1 + \cos \frac{2\pi k}{N + 1})}.
\end{align*}
\]

Let us notice that all the coefficients multiplied by the $k$ dependent term $\cos \frac{\pi k}{N + 1}$ are of the second order in $\Gamma$. Therefore, for small values of $\Gamma$ we can neglect $k$-dependence of these coefficients.

We have also checked the validity of the procedure of the substitution of the form of the eigenvectors and finding the relevant coefficients for the case of the eigenvectors corresponding to the eigenvalues with negative imaginary part and have found that the coefficients $b_1$ is the same as Eq. (D14) and $b_2$ is opposite in sign to Eq. (D16) (the coefficient for the lower part are found from the symmetry requirement of the structure of the eigenvectors). It is consistent with the first order calculation and an insight that the couplings $\Gamma_1^{(i)}$ and $\Gamma_2^{(o)}$ should enter in the similar combination as in the correction $\delta \lambda$, Eq. (D8).

There is one case where we can recover the symmetry of the eigenvectors corresponding to eigenvalues with a positive imaginary part. It is $\Gamma_1^{(o)} = \Gamma_N^{(o)} = \Gamma$. Then the eigenvectors have the symmetry \((\frac{1}{\sqrt{2}} \{ \phi_{2p} \}, \frac{i}{\sqrt{2}} \{ \phi_{2p} \}^T)\) or \((\frac{1}{\sqrt{2}} \{ \phi_{2p+1} \}, -i \frac{1}{\sqrt{2}} \{ \phi_{2p+1} \}^T)\). Therefore, they can be found as eigenvectors corresponding to eigenvalues with positive imaginary part of the matrices, correspondingly:

\[
\mathbf{N}' = \begin{pmatrix}
-\Gamma & 0 & \cdots & 0 \\
0 & \ddots & \cdots & \vdots \\
\vdots & \cdots & 0 & \Gamma \\
2\Gamma & \cdots & 0 & -\Gamma
\end{pmatrix}, \quad \mathbf{N}'' = \begin{pmatrix}
-\Gamma & 0 & \cdots & 0 \\
0 & \ddots & \cdots & \vdots \\
\vdots & \cdots & 0 & \Gamma \\
-2\Gamma & \cdots & 0 & -\Gamma
\end{pmatrix}.
\]

The eigenvectors after the first order calculation look similar to Eq. (D8):

\[
\delta \phi_{k,j} = -i \frac{\sqrt{2} \Gamma}{(N + 1)^{1/2}} \sum_{m,m \neq k} (1 + 3 \cdot (-1)^{m+k}) \sin \frac{\pi m}{N + 1} \sin \frac{\pi k}{N + 1} \phi_{m,j}^{(0)}.
\]

The summation leads to Eq. (D11), with coefficients consistent with expressions Eqs. (D14)–(D17). The answer for larger $\Gamma$ is obtained by substitution $\Gamma \rightarrow \frac{\Gamma}{1 + \Gamma^2}$, Fig. 10E,G.

3. Inverting the matrix of the eigenvectors

The matrix of the eigenvectors can be written in the form:

\[
P = \begin{pmatrix}
\frac{1}{\sqrt{2}} \phi + \delta \phi_1 \\
-\frac{1}{\sqrt{2}} \phi + \delta \phi_2 \\
\frac{1}{\sqrt{2}} \phi + \delta \phi_3
\end{pmatrix},
\]

where all corrections are of the order $\frac{1}{\sqrt{N}} \frac{1}{1 + \Gamma_1^{(o)} / \Gamma_N^{(o)}} \delta \phi_1$ is (D11), all of the corrections $\delta \phi_{1,2,3}$ have the form (D12). The inverse of matrix (D20) has structure:

\[
T = \begin{pmatrix}
\frac{\sqrt{2} \Gamma_N^{(o)}}{1 + \Gamma_1^{(o)} / \Gamma_N^{(o)}} \delta \phi + l_1(\delta \phi) \\
\frac{\sqrt{2} \Gamma_N^{(o)}}{1 + \Gamma_1^{(o)} / \Gamma_N^{(o)}} \phi + l_2(\delta \phi) \\
\frac{\Gamma_N^{(o)}}{1 + \Gamma_1^{(o)} / \Gamma_N^{(o)}} \phi + l_3(\delta \phi)
\end{pmatrix},
\]

(21)
where \( l_i(\delta \phi) \) are the transformations of the linear combinations of the corrections \( \delta \phi_{1,2,3} \). This transformation is determined using a standard expression for the inverse of the block matrix. Taking into account that for the matrix of the unperturbed eigenvalues \( \{\phi\} = \{\phi\}^{-1} \) neglecting the \( k \)-dependence of the coefficients \( a_1, a_2, b_1, b_2 \), Eqs.\( (D14)-(D17) \), and assuming that the correction to the matrix of unperturbed eigenvectors is small (they are small for \( N/j \ll 1 \)), we get the correction for matrix \( T \) in the form:

\[
\lim_{N \to \infty} l_s(\delta \phi)_{km} = \frac{1}{(N+1)^{3/2}} \sum_{i=1,j=1}^{i=N,j=N} \sin \frac{\pi i m}{N+1} \cos \frac{\pi i j}{N+1} \sin \frac{\pi i}{N+1} \left( \gamma_1 + \gamma_2 \frac{j}{N+1} \right) \sin \frac{\pi j k}{N+1},
\]

(D22)

where the coefficients \( \gamma_1 \) and \( \gamma_2 \) stand for the coefficients \( f_1 \) and \( f_2 \) in the expression of the form Eq. (D12).

Let us perform the summation over index \( i \) first:

\[
\sum_{i=1}^{N} \sin \frac{\pi i m}{N+1} \cos \frac{\pi i j}{N+1} \sin \frac{\pi i}{N+1} = \frac{N+1}{4} (\delta_{m,j-1} + \delta_{m,j+1}).
\]

(D23)

Now the summation over index \( j \) is trivial and gives:

\[
\lim_{N \to \infty} l_s(\delta \phi)_{km} = -\frac{1}{2(N+1)^{1/2}} \left[ \left( \gamma_1 + \gamma_2 \frac{m}{N+1} \right) \cos \frac{\pi km}{N+1} \sin \frac{\pi k}{N+1} + \gamma_2 \cos \frac{\pi k}{N+1} \sin \frac{\pi km}{N+1} \right].
\]

(D24)

The expression above has the same function form as corrections to the eigenvalues, Eq. (D12), neglecting the term proportional to \( \frac{N}{N+1} \), which is small in the limit of large \( N \).

We are interested in the transpose of the matrix \( T \) to determine the coefficients \( C_{mk}^{(1)} \). They are given by \( l_s(\delta \phi)_{mk} \).

The current is given by \( C_{m_1j}^{(1)} A_{n_2}^{(2)} \) and \( C_{m_1k}^{(1)} A_{n_2}^{(2)} \). These are \( (18a) \) and \( (18b) \) from the main text close to the ends of the chain and for small \( k \) \( \left( \frac{km \pi}{N+1} \ll 1 \right) \) in the thermodynamic limit.

Far from the ends of the chain we are not allowed to expand the trigonometric functions of \( \frac{km \pi}{N+1} \) in the Taylor series. It suggests the possible deviation of the corrections Eqs. \( (18a), (18b) \) far from the ends of the chain. We do not discuss these deviations in this work and leave it for further investigation.
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