The dynamically screened ladder approximation: Simultaneous treatment of strong electronic correlations and dynamical screening out of equilibrium
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Dynamical screening is a key property of charged many-particle systems. Its theoretical description is based on the GW approximation that is extensively applied for ground-state and equilibrium situations but also for systems driven out of equilibrium. The main limitation of the GW approximation is the neglect of strong electronic correlation effects that are important in many materials as well as in dense plasmas. Here we derive the dynamically screened ladder (DSL) approximation that selfconsistently includes, in addition to the GW diagrams, also particle–particle and particle–hole T-matrix diagrams. The derivation is based on reduced-density-operator theory and the result is equivalent to the recently presented G1–G2 scheme [Schlünzen et al., Phys. Rev. Lett. 124, 076601 (2020); Joost et al., Phys. Rev. B 101, 245101 (2020)]. We perform extensive time-dependent DSL simulations for finite Hubbard clusters and present tests against exact results that confirm excellent accuracy as well as total energy conservation of the approximation. At strong coupling and for long simulation durations, instabilities are observed. These problems are solved by enforcing contraction consistency and applying a purification approach.

I. INTRODUCTION

The ultrafast dynamics of many-particle systems following a rapid excitation are of high interest in many fields, including dense plasmas, correlated electrons in solids, femtosecond laser pulse excited atoms and molecules, or fermionic atoms in optical lattices. Among the key properties of these systems—most importantly, in case of long range Coulomb interaction between the particles—are dynamical screening, plasmonic and excitonic effects. A theoretical treatment of these effects is possible within the GW approximation [1] that has allowed one to achieve excellent ground-state and equilibrium results for model systems and real materials, e.g. Refs. [2, 3]. In situations where the system is out of equilibrium, GW simulations are much more challenging. Early approaches have been derived in kinetic theory of plasmas by Balescu [4], Lenard [5] and others who replaced, in the collision integral, the pair potential, \( V(q) \) by a dynamically screened interaction \( V(q)/\epsilon(q,\omega) \), where the dielectric function \( \epsilon \) takes into account the screening behavior of the surrounding charged particles. These results were extended to optically excited semiconductors by Binder et al. [6]. However, the Balescu–Lenard collision integral does not conserve total energy and neglects the formation of the plasmon spectrum.

These problems can be solved within nonequilibrium Green functions (NEGF) theory with the GW selfenergy, and first selfconsistent time-dependent GW simulations were reported by Banyai et al. [7] who applied, in addition, the generalized Kadanoff–Baym ansatz (GKBA) [8], see below. These results were extended to plasmas in strong laser fields in Ref. [9]. However, NEGF simulations with the GW approximation exhibit a unfavorable cubic scaling of the computation time with the number of time steps \( N_t \), both, for two-time and for GKBA simulations which restricts the simulations to very short times. The situation radically changed with the introduction of the G1–G2 scheme by Schlünzen et al. [10] which solves coupled time-local equations for the one-particle and two-particle Green functions. This scheme eliminates all memory integrals and, therefore, scales linearly with \( N_t \). Interestingly, this favorable scaling is achieved already after a small number of time steps and for all common selfenergies, including the second-order Born approximation, the T-matrix approximation and GW, as was demonstrated by Joost et al. [11]. The G1–G2 scheme was recently applied to the photoionization of organic molecules [12] and ultrafast electron–boson dynamics [13]. In particular, G1–G2 simulations with the GW selfenergy were reported for the simulation of ultrafast carrier and exciton dynamics in 2D materials by Perfetto et al. [14].

However, GW simulations apply only to weakly and moderately coupled many-particle systems. The reason is that the selfenergy is only of first order in the screened potential and, therefore, neglects multiple scattering effects that become increasingly important in strongly correlated materials, a modern example being transition-metal dichalcogenides (TMDCs) or twisted bilayers of graphene or TMDCs, e.g. [15–18]. On the other hand, strong-coupling effects are well captured with the particle–particle and particle–hole T-matrix selfenergies, e.g. [19]. But these approximations are available only in combination with a static pair potential. Therefore, a selfcon-
sistent combination of strong coupling and dynamical screening effects remains a major open problem which is in the focus of the present paper.

There have been various approximate methods to combine strong coupling and dynamical screening. These include the fluctuating-exchange approximation (FLEX), e.g. [19, 20] and the Gould–DeWitt approximation [21, 22]. A perturbation theory approach is the third-order approximation (TOA) [23] which we discuss below. We note that, more systematically, dynamical screening effects have been analyzed in detail for electron–hole plasmas and excitons in equilibrium within the Bethe–Salpeter equation by Zimmermann et al. [24, 25] where also the dynamically screened ladder approximation (DSL) was introduced, for a text book discussion see Ref. [26]. Especially the plasma effects on excitonic and atomic bound states as well as exciton–plasmon coupling remain a topic of high current interest for semiconductors, TMDs, and dense plasmas, see e.g. [26–31] and references therein.

However, until now a selfconsistent treatment of dynamical screening and strong correlations under general nonequilibrium conditions has not been reported within nonequilibrium Green functions theory. DSL-type equations for the pair-correlation operator have been presented within a reduced-density-operator approach in Refs. [32] and were analyzed in Ref. [11]. However, the resulting equations did not include all exchange contributions, and the relation to NEGF remained unclear. Here we reanalyze the G1–G2 scheme on the DSL level, starting from a density operator approach [32].

In fact, the theory of single-time reduced density operators (RDO, BBGKY-hierarchy) has emerged independently of the NEGF approach in a variety of fields including quantum gases [33], nuclear matter [34–36], dense plasmas [37], semiconductor optics (semiconductor Bloch equations) and transport [38–41]. The DSL approximation emerges naturally in this approach when three-particle correlations are neglected. Extensive developments for the ground state of correlated electrons have also occurred in atomic and molecular physics [42–44] where the approach is known under the name two-particle reduced density matrix (2RDM) method. Recently, extensions to time-dependent electron dynamics have lead to the time-dependent 2RDM (TD2RDM) method [44, 45] which is conceptionally equivalent to the BBGKY-hierarchy for the reduced density operators. A particular problem, when applied to finite systems such as atoms, is that the solution of the RDO (2RDM) equations may become unstable during the time propagation. A solution was introduced by Lackner et al. [44, 45] by enforcing contraction consistency, e.g. [46, 47] and applying a purification scheme.

In this paper present a detailed derivation of the DSL–G1–G2 equation within RDO (2RDM) theory paying particular attention to a complete account of the exchange contributions. The resulting DSL-G1–G2 equations are then compared to the results following from known selfenergy approximations of NEGF theory. Furthermore, we present numerical DSL results for the ultrafast electron dynamics in finite Hubbard clusters and demonstrate excellent agreement with exact results. We verify time-linear scaling and demonstrate that long propagation times can be achieved by enforcing contraction consistency and applying an improved purification scheme for the two-particle Green function.

The structure of this paper and its main goals are as follows:

1. In section II we recall the second quantization scheme and introduce the NEGF approach.
2. In Sec. III we introduce the selfenergy approximations that are of interest for our analysis and for comparison with the DSL approximation.
3. Section IV is devoted to the G1–G2 scheme that was introduced in Refs. [10, 11]. We present the explicit form of the G2 equations for the selfenergies of Sec. III and pay special attention to the correct treatment of the exchange diagrams in the $T$-matrix and $GW$ approximations.
4. In Sec. V we introduce the alternative approach to many-particle dynamics that is based on reduced density operators. There we derive the DSL approximation and present a detailed term by term comparison to the G1–G2 equations that were derived from nonequilibrium Green functions above, which is summarized in Table I.
5. In Sec. VI we apply the G1–G2 scheme to the ultrafast dynamics of finite Hubbard clusters. There we also discuss the issues of contraction consistency and discuss how to deal with intrinsic instabilities of the dynamical equations via a purification scheme.
6. Numerical benchmarks of the DSL-G1–G2 approximation for finite Hubbard clusters against exact results are presented in Sec. VII.

II. THEORETICAL FRAMEWORK

The goal of this section is to provide the basis to link the NEGF formalism to the G1–G2 scheme. The equations of motion for the NEGF are the Keldysh–Kadanoff–Baym equations that contain a single input quantity—the selfenergy $\Sigma$. For each approximation to $\Sigma$ we will identify a set of equations that are of interest for our analysis and for comparison with the DSL approximation.

5. In Sec. VI we apply the G1–G2 scheme to the ultrafast dynamics of finite Hubbard clusters. There we also discuss the issues of contraction consistency and discuss how to deal with intrinsic instabilities of the dynamical equations via a purification scheme.

A. Keldysh–Kadanoff–Baym Equations

Even though we will present numerical results for a Hubbard system below, it is instructive to start from a formulation of the nonequilibrium many-body problem
with the general Hamiltonian in second quantization

$$\hat{H}(t) = \sum_{ij} h_{ij}^{(0)}(t) \hat{c}_i^\dagger \hat{c}_j + \frac{1}{2} \sum_{ijkl} w_{ijkl}(t) \hat{c}_i^\dagger \hat{c}_j^\dagger \hat{c}_l \hat{c}_k.$$  \hspace{3cm} (1)

Here, $h^{(0)}$ is the single-particle contribution and $w$ the pair interaction. Note the two-fold time dependencies of the Hamiltonian. The time dependence of the single-particle contribution $h^{(0)}$ accounts for the interaction of the particles with external electromagnetic fields, e.g., [48, 49], charged particle impact (stopping) [50–52], or the rapid variation (quench) of system parameters such as the confinement potential [23, 53, 54]. Similarly, quenches of the pair interaction $w$ have been studied [55–57]. There is a second type of time dependence in $w$ that is not related to the coupling to an external excitation but that results from the numerical preparation of a correlated initial state. In many cases an efficient procedure is to start from an uncorrelated initial state and to build up correlations dynamically via “adiabatic switching”, e.g. [19]. This approach will also be used in some of our simulation results below. Therefore, in the derivations, we will retain the full time dependence of $w(t)$ throughout this paper.

The matrix indices and summations in the Hamiltonian of Eq. (1) refer to an arbitrary complete orthonormal system of single-particle orbitals $|i\rangle$ for which we define creation $\hat{c}_i^\dagger$ and annihilation $\hat{c}_i$ operators that obey Bose or Fermi statistics. Using the standard Heisenberg procedure, these operators are made time dependent and are used to define the one-body nonequilibrium Green function where all time arguments $z, z'$ are defined on the Keldysh contour $C$ [19] (see Fig. 1),

$$G_{ij}(z, z') = \frac{1}{i\hbar} \left\langle T_C \left\{ \hat{c}_i(z) \hat{c}_j^\dagger(z') \right\} \right\rangle,$$

where $T_C$ is the time-ordering operator on the contour,

$$\begin{align*}
\sum_k \left[ i\hbar \frac{d}{d\bar{z}} \delta_{ik} - h_{ik}^{(0)}(z) \right] G_{kj}(z, z') - \delta_{ij} \delta(z, z') \hspace{1cm} (2) \\
= \pm i\hbar \sum_{klp} \int \! d\bar{z} \ w_{iklp}(z, \bar{z}) G_{kj}^{(2)}(z, \bar{z}, z', \bar{z}^+) \\
= \sum_k \int \! d\bar{z} \ \Sigma_{ik}(z, \bar{z}) G_{kj}(\bar{z}, z') \hspace{1cm} (3) \\
\sum_k G_{ik}(z, z') \left[ -i\hbar \frac{d}{d\bar{z}} \delta_{kj} - h_{kj}^{(0)}(z') \right] - \delta_{ij} \delta(z, z') \hspace{1cm} (4) \\
= \pm i\hbar \sum_{klp} \int \! d\bar{z} \ G_{iklp}^{(2)}(z, \bar{z}^-, z', \bar{z}) w_{lpjk}(\bar{z}, z') \\
= \sum_k \int \! d\bar{z} \ G_{ik}(z, \bar{z}) \Sigma_{kj}(\bar{z}, z') \hspace{1cm} (5)
\end{align*}$$

where $z \pm := z \pm \epsilon$ with $\epsilon \to +0$, and we introduced a two-time version of the interaction potential using the delta function on the Keldysh contour, $w_{ijkl}(z, z') = \delta_C(z, z') w_{ijkl}(z, \bar{z})$, see, e.g., Refs. [19, 58, 64].

Note that we have presented two forms of the r.h.s. of the KBE. The first lines contain the two-particle Green function $G^{(2)}$, Eq. (17), that will be discussed in detail below. The second form of the r.h.s. contains the selfenergy $\Sigma$ which is introduced in NEGF theory to eliminate the two-particle Green function. Below, in Sec. III, we will consider several approximations for $\Sigma$. Here we already notice that the dependence of the single-particle Green function on two time arguments, combined with the time integral on the r.h.s. of Eqs. (3) and (5), gives rise to a cubic scaling, $N_1^3$, of the computing time with the number of time steps $N_1$. It is the main achievement of the G1–G2 scheme that this scaling can be reduced to $N_1$, regardless of the choice of the selfenergy [10, 11]. In this scheme, the two-particle Green function is restored and propagated. This will be introduced in Sec. IV. But first, we introduce and briefly discuss the relevant approximations for the selfenergy.

### III. SELFENERGY APPROXIMATIONS

A graphical overview of the most important selfenergy approximations in terms of Feynman diagrams is presented in Figs. (2) and (3). A main selection criterion is that each of the approximations is conserving, i.e. conserves particle number, momentum and total energy. To shorten the presentation we only provide the results for the greater and less component, $\Sigma_<(t, t')$ which follows from $\Sigma_>(z, z')$ by taking the time arguments on different branches of the contour in Fig. 1, for details see Refs. [19, 58].
A. Single-particle Green functions

Equations (2) and (4) for the one-particle NEGF are formulated on the Keldysh contour, cf. Fig. 1 and are equivalent to equations for Keldysh Green function matrices of real-time arguments, where the matrix components differ by the location of the time arguments on the contour \([60, 63]\). This gives rise to the correlation functions, \(G^\pm(t, t')\), and the retarded and advanced functions, \(G^{R/A}(t, t')\),

\[
G^c(t, t') = \frac{1}{\hbar} \left\langle \hat{c}_i(t)\hat{c}^\dagger_i(t') \right\rangle ,
\]

\[
G^\pm(t, t') = \frac{1}{\hbar} \left\langle \hat{c}_i(t)\hat{c}^\dagger_i(t') \right\rangle ,
\]

\[
G^{R/A}(t, t') = \pm \Theta[\pm(t - t')] \{ G^c(t, t') - G^\pm(t, t') \} \tag{6}
\]

for details see the text books \([58, 59]\). Let us summarize a few important properties of the correlation functions. First, on the time diagonal the less component of the NEGF can be written as

\[
G^c(t, t) \equiv G_i^c(t) = G_i^c(t) - \frac{1}{\hbar} \delta_{ij} = \pm \frac{1}{\hbar} n_{ij}(t) , \tag{7}
\]

where \(n_{ij}\) is the single-particle density matrix. Thus, \(G^c\) have a clear physical meaning and are directly related to observables. We, therefore, provide the selfenergy approximations in terms of these functions.

B. Hartree–Fock selfenergy

The first-order terms of the selfenergy describe particle interaction on the mean-field level. They are combined in the so-called Hartree–Fock (HF) selfenergy, which for a time-diagonal interaction tensor only has a single-time-dependent (delta) component for the real time \(t\),

\[
\Sigma^{\text{HF}, \delta}(t) = \pm \hbar \sum_{kl} w_{ikjl}^\pm(t) G^{c}_{ik}(t, t) . \tag{8}
\]

For this reason, the first-order terms are easily accounted for by including \(\Sigma^{\text{HF}, \delta}\) into an effective single-particle Hamiltonian of the form

\[
h_{ij}^{\text{HF}}(t) = h_{ij}^{(0)}(t) \pm \hbar \sum_{kl} w_{ikjl}^\pm(t) G^{\pm}_{ik}(t, t) . \tag{9}
\]

In Eqs. (8) and (9) we introduced the (anti-)symmetrized matrix element of the pair potential,

\[
w_{ikjl}^\pm(t) := w_{ijkl}(t) \pm w_{ijkl}(t) ,
\]

\[
= w_{ijkl}(t) \pm w_{ijkl}(t) ,
\]

which has the symmetries

\[
w_{ijkl}^\pm(t) = \pm w_{ijlk}^\mp(t) = \mp w_{ikjl}^\pm(t) . \tag{10}
\]

and, for fermions, in particular, \(w_{ikkk}^\pm(t) = w_{iiik}(t) = 0\).

Figure 2. Selfenergy diagrams for the perturbative (with respect to powers of the interaction) approach up to order three. Hartree–Fock (HF) contains contributions of first order in \(w\), the second-order selfenergy (SOA) contains second-order diagrams (together with the first order), whereas the third-order approximation (TOA) contains all diagrams up to order \(w^3\). Note that the second diagrams of order \(w^3\) and \(w^3\) describe exchange processes, respectively. For order \(w^3\), exchange processes are included in the latter six diagrams.

C. Second-order Born selfenergy (SOA)

The simplest selfenergy that includes correlations and, thus, allows to describe dissipation and relaxation effects (selfenergy beyond Hartree–Fock) is given by the second-order Born approximation \([64]\),

\[
\Sigma_{ij}^\pm(t, t') = \pm (\hbar)^2 \sum_{klpqrs} w_{iklp}(t) w_{qrjs}(t') \times G_{ilq}^c (t, t') G_{pr}^c(t, t') G_{sk}^c(t', t) . \tag{11}
\]

We will use the notation “SOA” for the selfenergy that includes all terms up to second order (including HF). SOA provides the starting point for all following approximations. Note that the potential \(w^\pm\) gives rise to two contributions—the direct SOA and the associated exchange diagram which are shown in Fig. 2.

D. Third-order approximation (TOA)

The third-order approximation for the selfenergy allows to significantly improve the accuracy of simulations, compared to SOA. It contains all diagrams that include up to three interaction lines, cf. Fig. 2. There exist 10 skeletonic diagrams that are of order \(w^3\) and which are also part of the GW, TPP and TPH approximations, cf. Fig. 3. Thus, TOA contains the starting terms of the ladder and bubble sums. TOA was first introduced and tested in Ref. \([23]\] and was found to be very accurate for weak and moderate coupling, independently of the filling (density) \([19]\).
We will see in Sec. IV A that $G^\mathrm{GW}$ is used as an input.

E. Infinite series summations. Dynamical screening and strong coupling

After considering perturbation theory results for the selfenergy we now turn to another class of approximations that result from summation of an infinite series of diagrams. The first example is the polarization approximation (summation of bubble diagrams, GW approximation) that allows to include dynamical screening effects which is important, in particular, for charged particles in plasmas, condensed matter or in macromolecules. GW is a weak coupling approximation, but includes a self-consistently screened pair potential $W$. To account for strong coupling effects, the second example is the particle–particle $T$ matrix that results from summing up the entire Born series. Finally, we will consider the second flavor of strong coupling effects, the second example is the particle–particle $T$ matrix, $T_{ijkl}^{\mathrm{pp}}$.

A compact notation is achieved by introducing the following products of single-particle Green functions

\[
\begin{align*}
G^\mathrm{H}}_{ijkl}(t, t') &:= G^\mathrm{H}}_{ik}(t, t')G^\mathrm{H}}_{jl}(t, t'), \\
G^\mathrm{F}}_{ijkl}(t, t') &:= G^\mathrm{F}}_{il}(t, t')G^\mathrm{F}}_{jk}(t, t').
\end{align*}
\]

We will see in Sec. IV A that $G^\mathrm{H}}_{ijkl}$ is just the Hartree part of the two-particle Green function whereas $G^\mathrm{F}}_{ijkl}$ is the Fock part.

F. Dynamical screening. GW selfenergy

The selfenergy in GW approximation (GWA) is defined in terms of the dynamically screened potential $W$

\[
\Sigma_{ij}^{\mathrm{GW}}(t, t') = i\hbar \sum_{kl} W^\mathrm{GW}_{ijkl}(t, t') G^\mathrm{GW}_{kl}(t, t'), \tag{14}
\]

that obeys the following integral equation (Dyson equation)

\[
W^\mathrm{GW}_{ijkl}(t, t') = \\
\pm i\hbar \sum_{pqrs} w_{ip} w_{jq} G^\mathrm{F}}_{pqrs}(t, t') + i\hbar \sum_{pqrs} w_{ip} w_{jq} \times \\
\left\{ \int_{t_0}^{t} d\bar{\tau} \left[ G^\mathrm{F}}_{pqrs}(t, \bar{\tau}) - G^\mathrm{F}}_{pqrs}(t, \bar{\tau}) \right] W^\mathrm{GW}_{rjsl}(\bar{\tau}, t') + \int_{t_0}^{t'} d\bar{\tau} G^\mathrm{F}}_{pqrs}(t, \bar{\tau}) \left[ W^\mathrm{GW}_{rjsl}(\bar{\tau}, t') - W^\mathrm{GW}_{rjsl}(\bar{\tau}, t') \right] \right\}.
\]

Here, the first term on the right coincides with the second order direct Born diagram (SOA) whereas the integral term gives rise to an infinite sum of additional diagrams that follow iteratively, starting by inserting the second-order terms for $W$, under the integral. The first diagrams are sketched in Fig. 3. Note that here we did not use the (anti-)symmetrized potential $w^\pm$. Finally, the dependence of $W$ on two times and the time integral on the r.h.s. imply that the computational effort for evaluating the GW selfenergy scales cubically with the simulation duration.

G. Strong coupling. Particle–particle $T$-matrix selfenergy (TPP)

The definition of the TPP selfenergy has a similar structure as GW, but the screened potential is replaced by the particle–particle $T$ matrix,

\[
\Sigma_{ij}^{\mathrm{TPP}}(t, t') = i\hbar \sum_{kl} T_{ijkl}^{\mathrm{pp}}(t, t') G^\mathrm{pp}_{kl}(t', t), \tag{15}
\]

which obeys a slightly different integral equation,

\[
T_{ijkl}^{\mathrm{pp}}(t, t') = \\
\pm i\hbar \sum_{pqrs} w_{ijpq} G^\mathrm{H}}_{pqrs}(t, t') w_{rskl}(t') + i\hbar \sum_{pqrs} w_{ijpq} \times \\
\left\{ \int_{t_0}^{t} d\bar{\tau} \left[ G^\mathrm{H}}_{pqrs}(t, \bar{\tau}) - G^\mathrm{H}}_{pqrs}(t, \bar{\tau}) \right] T^{\mathrm{pp}}_{rskl}(\bar{\tau}, t') + \int_{t_0}^{t'} d\bar{\tau} G^\mathrm{H}}_{pqrs}(t, \bar{\tau}) \left[ T^{\mathrm{pp}}_{rskl}(\bar{\tau}, t') - T^{\mathrm{pp}}_{rskl}(\bar{\tau}, t') \right] \right\}.
\]

The main difference to the Dyson equation for the screened potential $W$ is the replacement of the Fock Green function by the Hartree Green function, $G^\mathrm{F}}_{ijkl} \rightarrow G^\mathrm{H}}_{ijkl}$. Furthermore, the first term (which again reproduces the SOA...
diagram) here contains the potential \( w^{\pm} \), thus it includes the exchange diagram. As a consequence, each diagram of the iteration series is complemented by an exchange diagram, cf. Fig. 3, second and third line, respectively.

H. Particle–hole T-matrix selfenergy

The particle–hole \( T \) matrix is defined analogously to the particle–particle \( T \) matrix,

\[
\Sigma^{\text{TPH}}_{ij}(t,t') = i \hbar \sum_{kl} T^{\text{ph}}_{ijkl}(t,t') G_{lk}(t,t'),
\]

(16)

with the main difference given by the appearance of \( G^{F, \Xi} \) in the Lippmann–Schwinger equation,

\[
T^{\text{ph}}_{ijkl}(t,t') =
\]

\[
\pm i \hbar \sum_{pqrs} w_{ijkl}(t) G^{F, \Xi}_{pqrs}(t,t') w_{rsjk}(t')
\]

\[
+ \sum_{pqrs} w_{ijkl}(t) \times \left\{ \int_{t_0}^{t} dt' \left[ G^{F, \Xi}_{pqrs}(t,t') - G^{F, \Xi}_{pqrs}(t,t') \right] T^{\text{ph}, \Xi}_{rsjk}(t,t') \right. 
\]

\[
+ \left. \int_{t_0}^{t} dt' G^{F, \Xi}_{pqrs}(t,t') \left[ T^{\text{ph}, \Xi}_{rsjk}(t,t') - T^{\text{ph}, \Xi}_{rsjk}(t,t') \right] \right\}.
\]

Note that, in contrast to the particle–particle \( T \) matrix, in this definition no exchange contributions are included. While it is possible to sum up an additional diagram series by using the (anti-)symmetrized \( w^{\pm} \), instead of \( w \), this would lead to a violation of physical conservation laws [65].

I. Combining strong coupling and dynamical screening

An important task of many-body theory, in particular for systems with long-range Coulomb interaction, is to combine strong coupling and dynamical screening effects. There exist several approximate solutions. One is the third-order approximation (TOA) that was discussed above in Sec. III D which contains diagrams from both approximations, up to the third order. Another approximate solution is provided by the FLEX (fluctuating exchange) scheme, e.g. [19, 20]. A combination of strong coupling and dynamical screening (the dynamically screened ladder approximation, DSL) for the case of excitons in thermal equilibrium has been formulated in terms of a Bethe-Salpeter equation [24, 25]. However, a fully selfconsistent nonequilibrium expression for the DSL selfenergy is still missing. At the same time, as we will show in Sec. V, a G1–G2 scheme on the level of the nonequilibrium DSL approximation is straightforwardly derived using reduced density operator theory. This also allows to incorporate exchange diagrams into the particle–hole \( T \)-matrix and \( GW \) approximation in a conserving manner.

IV. THE G1–G2 SCHEME

Instead of solving the full two-time equations (3, 5), from now on we will concentrate on an approximation scheme that considers the solution along the time diagonal only. This is based on the generalized Kadanoff–Baym ansatz (GKBA), that will be introduced in Sec IV C, and its reformulation in terms of coupled time local equations for the single-particle and two-particle Green functions, leading to the G1–G2 scheme, cf. Secs. IV D and IV E. But first we introduce two-particle Green functions on the real time axis which we will need, in addition to the the single-particle Green functions, \( G^{\Xi} \), that we discussed in Sec. III A.

A. The two-particle Green function

We start with formulating the two-particle NEG on the Keldysh contour,

\[
G^{(2)}_{ijkl}(z_1, z_2, z_3, z_4)
\]

\[
= \frac{1}{(i \hbar)^2} \left\langle T_C \left\{ \hat{c}_i(z_1) \hat{c}_j(z_2) \hat{c}_k^\dagger(z_4) \hat{c}_l^\dagger(z_3) \right\} \rightangle,
\]

which—similar to the selfenergy—can be divided into a mean-field [Hartree (H) plus Fock (F)] and a correlation contribution,

\[
G^{(2)}_{ijkl}(z_1, z_2, z_3, z_4) = G^{(2), \text{H}}_{ijkl}(z_1, z_2, z_3, z_4) \pm G^{(2), \text{F}}_{ijkl}(z_1, z_2, z_3, z_4) + G^{(2), \text{corr}}_{ijkl}(z_1, z_2, z_3, z_4).
\]

Our G1–G2 scheme involves the special case of two-particle functions that depend either on one or two times and their real-time components, that we define as follows

\[
G^{(2), \text{H}}_{ijkl}(z, z') := G^{(2), \text{H}}_{ijkl}(z, z', z', z') = G_{ijk}(z, z') G_{jl}(z, z'),
\]

\[
G^{(2), \text{F}}_{ijkl}(z, z') := G^{(2), \text{F}}_{ijkl}(z, z', z', z') = G_{ij}(z, z') G_{jk}(z', z),
\]

\[
G^{(2), \text{corr}}_{ijkl}(z, z') := G^{(2), \text{corr}}_{ijkl}(z, z', z', z^+).
\]

For the derivation of the G1–G2 scheme it will be sufficient to consider the greater/less components of the Hartree, Fock and correlated parts of \( G^{(2)} \) on the real time diagonal,

\[
G^{(2), \Xi}_{ijkl}(t, t) := G^{(2), \Xi}_{ijkl}(t, t),
\]

\[
G^{(2), \Xi}_{ijkl}(t, t) := G^{(2), \Xi}_{ijkl}(t, t),
\]

\[
G^{(2), \text{corr}}_{ijkl}(t, t) := G^{(2), \text{corr}}_{ijkl}(t, t).
\]

(18)

where \( G^{(2), \Xi}_{ijkl}(t, t) \) and \( G^{(2), \Xi}_{ijkl}(t, t) \) were defined in Eqs. (12) and (13).

The time-diagonal correlated two-particle Green function, \( G(t) \), defined by Eq. (18), is the central quantity of
where, the first line follows directly from the r.h.s. of

\[ G_{ij}(t) = G_{ji}(t), \]

\[ G_{ij}(t) = [g_{kij}(t)]^*, \]

\[ G_{ij}(t) = \pm G_{ji}(t) = \pm G_{ijk}(t), \]

which exactly agree with the symmetries of the (anti-
non-singular functions. This means, the collision integral
in this paper, the correlation selfenergies \( \Sigma \)
has been eliminated by introducing the correlation selfenergy
in Eqs. (2) and (4), (the time integral has been taken with
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cannot be recovered from the off-diagonal components, $G^<(t \neq t')$. Finally, restricting the time propagation to the diagonal reduces the computational effort to $N^2$, because the memory integration in the collision integral (21) has still to be carried out at each time step.

In the following we demonstrate how this memory integration can be eliminated which leads to the G1–G2 scheme that scales as $N^4$.

D. G1–G2 scheme for the Second-order Born selfenergy

We start by considering the simplest selfenergy beyond Hartree–Fock—the second-order Born approximation (SOA), cf. Sec. III C. Then, the collision integral of the time-diagonal equation (20) transforms into:

$$S^{SOA}_{ij}(t) = \pm (i\hbar)^2 \sum_{klpqrs} w_{iklp} (t) \int_{t_0}^{t} dt' w_{qr'su} (t') \times$$

$$\left[ G^R_{ij}(t, t') G^R_{pq}(t', t) G^<_{uk}(t, t') G^<_{sj}(t, t) \right. - G^R_{ij}(t, t') G^<_{lk}(t, t') G^<_{sj}(t, t) \left. G^<_{jk}(t, t) \right]$$

$$= \pm (i\hbar)^2 \sum_{klpqrs} w_{iklp} (t) \int_{t_0}^{t} dt' w_{qr'su} (t') \times$$

$$\left[ G^H_{ijpq}(t, t') G^H_{rsjk}(t, t') - G^H_{ijpq}(t, t') G^H_{rsjk}(t, t') \right]$$

$$= \pm (i\hbar)^2 \sum_{klpqrs} w_{iklp} (t) \int_{t_0}^{t} dt' w_{qr'su} (t') \times$$

$$\left[ G^F_{ijpq}(t, t') G^F_{rsjk}(t, t') - G^F_{ijpq}(t, t') G^F_{rsjk}(t, t') \right],$$

where we introduced the short notations for the two-particle evolution operators $U^{(2)}$ and the occupation factors $\Psi^\pm$, for which we give two equivalent expressions,

$$U^{(2)}_{ijkl}(t, t') = U_{ik}(t, t') U_{jl}(t, t') = U^{(2)}_{ijkl}(t, t'),$$

$$\Psi^\pm_{ijkl}(t) = (i\hbar)^2 \sum_{pqrs} w^{\pm}_{pqrs}(t) \left\{ G^H_{ijpq} G^H_{rsjk} - (<\leftrightarrow>) \right\}_t,$$

$$= (i\hbar)^2 \sum_{pqrs} w^{\pm}_{pqrs}(t) \left\{ G^F_{ijpq} G^F_{rsjk} - (<\leftrightarrow>) \right\}_t.$$

The superscript “±” indicates that exchange effects are included which enter via the (anti-)symmetrized potential $w^{\pm}$. The function $\Psi^\pm(t)$ has the meaning of pair correlations produced in the system at time $t$ via two-particle scattering per unit time. These correlations are time evolved from $t_0$ to $t$ by the evolution operators $U^{(2)}$, cf. expression (27). The appearance of two propagators indicates that $S^{SOA}_{ijkl}(t)$ does not obey a Schrödinger-type equation but a commutator (Heisenberg–von Neumann) equation, that we present in the following.

Indeed, a straightforward calculation reveals [10, 11, 32] that the time-diagonal two-particle Green function (27) in SOA obeys the following ordinary differential equation

$$i\hbar \frac{d}{dt} S^{SOA}_{ijkl}(t) = \left[ \hat{h}^{(2),HF}(t), G^{SOA}(t) \right]_{ijkl} = \Psi^\pm_{ijkl}(t).$$

Equations (29) and (19) constitute a closed system of time-local differential equations, for which the computational effort of a numerical implementation scales linearly with time. The present result is obtained for a general single-particle basis. Special cases, such as the Hubbard basis or a momentum basis were discussed in detail in Ref. [11].

In similar manner as for the SOA selfenergy, a time-local equation for $\hat{G}$ corresponding to more advanced selfenergies can be derived for which the speedup of the G1–G2 scheme is even larger. This is discussed in the next section.

E. G1–G2 equations for selfenergies beyond the second-order Born approximation

Starting from improved correlation selfenergies beyond SOA, as were presented in Sec. III, the derivation of the G1–G2 scheme can be repeated. This was done in great detail in Ref. [11], so here we summarize the results for the particle–particle $T$ matrix (including exchange diagrams), the particle–hole $T$ matrix and for the GW approximation. For the latter two no conserving exchange selfenergies are available. At the same time, this problem can be solved within the alternative reduced density operator formalism, as will be demonstrated in Sec. V.
1. Particle–particle T-matrix selfenergy

Starting from the T-matrix approximation for the selfenergy, Eq. (15), the equation for the time-diagonal two-particle Green function becomes (we suppress the time dependencies) [11]

\[ i\hbar \frac{d}{dt} \mathcal{G}^{\text{TPP}}_{ijkl} - \left[ h^{(2),\text{HF}}, \mathcal{G}^{\text{TPP}} \right]_{ijkl} = \Psi^\pm_{ijkl} + L_{ijkl} \quad (30) \]

where the ladder term contains the inhomogeneity \( \Psi \) without (anti-)symmetrization (as in the case of TPH), which is a consequence of the starting diagrams in Fig. 3. It is interesting to note that Eqs. (34) and (35) can be reformulated by transforming the difference of Fock Green functions:

\[ \pm (i\hbar)^2 \left( G^{\text{FH}}_{ijrs} - G^{\text{FH}}_{ijrs} \right) = \left( \delta_{ir} \pm n_{ir} \right) \left( \delta_{js} \pm n_{js} \right) \]

\[ = \delta_{ir} \delta_{js} \pm \delta_{js} n_{ir} \pm \delta_{ir} n_{js} := N_{ijrs} \quad (31) \]

with the result for the ladder term

\[ L_{ijkl} = \sum_{r,s} \sum_{pq} \left\{ N_{ijrs} w_{rspq} \mathcal{G}_{pqkl} - \mathcal{G}_{ijpq} w_{pqrs} N_{rskl} \right\} \quad (32) \]

Note that, while the inhomogeneity, \( \Psi^\pm \), involves the (anti-)symmetric potential, \( w^\pm \), the ladder term contains the bare interaction potential \( w \).

2. Particle–hole T-matrix selfenergy

Starting from the particle–hole T-matrix approximation for the selfenergy, Eq. (16), the equation for the time-diagonal two-particle Green function becomes [11]

\[ i\hbar \frac{d}{dt} \mathcal{G}^{\text{TPH}}_{ijkl} - \left[ h^{(2),\text{HF}}, \mathcal{G}^{\text{TPH}} \right]_{ijkl} = \Psi^\pm_{ijkl} + \Lambda_{ijkl} \quad (33) \]

\[ \Lambda_{ijkl} := \sum_{pq} \left\{ h_{ipq}^{\text{TPH}} \mathcal{G}^{\text{IPH}}_{pqkl} - \mathcal{G}_{ijpq}^{\text{TPH}} \left[ h_{kpqj}^{\text{IPH}} \right]^* \right\} \quad (34) \]

\[ b_{ijkl}^{\pi} := (i\hbar)^2 \sum_{pq} \left[ G_{ijlp}^{\pi} - G_{ijlp}^\pi \right] w_{pjqk} \quad (35) \]

where \( \Pi \) denotes the polarization terms (ring diagrams). Note that, in contrast to the SOA case, this equation contains the inhomogeneity \( \Psi \) without (anti-)symmetrization which is a consequence of the starting diagrams in Fig. 3. It is interesting to note that Eqs. (34) and (35) can be reformulated by transforming the difference of Fock Green functions:

\[ \pm (i\hbar)^2 \left( G^{\pi}_{jqpl} - G^{\pi}_{jqpl} \right) = \left( \delta_{jq} \pm n_{jq} \right) n_{pl} - n_{jq} \delta_{pl} \pm n_{pl} \]

\[ = \delta_{jq} n_{pl} - \delta_{pl} n_{jq} := M_{jqpl} \quad (36) \]

Using Eq. (36) the effective Hamiltonian, Eq. (35), and the polarization term, Eq. (34), become

\[ b_{ijkl}^{\pi} = \sum_{pq} \left( w_{iqkp} M_{jqpl} \right) \quad (37) \]

4. Combining GW and T-matrix selfenergy contributions

An important task in many-body physics is to combine strong coupling (T-matrix contributions) and dynamical screening (GW with exchange) which corresponds to the dynamically screened ladder approximation (DSL), as we discussed in Sec. IIII. Within nonequilibrium Green functions this would require to combine the respective selfenergies. For this problem, a perturbative solution has been reported: the third-order approximation (TOA) that includes ladder and polarization diagrams up to third order in the interaction, as was discussed in Sec. III D. However, beyond this perturbative result, at the moment no closed selfenergy approximation that corresponds to DSL and includes diagrams of all orders, is known. Furthermore, there is significant asymmetry in the approximations: while for the particle–particle T matrix exchange diagrams are known, no such terms are available for the particle–hole and GW selfenergies.

We, therefore, will proceed differently and approach this problem from the side of the reduced density operator theory which provides an independent approach to the G1–G2 scheme. As we will see this approach provides answers to the questions above.
V. COMPARISON OF THE G1–G2 SCHEME TO REDUCED DENSITY OPERATOR THEORY

In this section we recall the basic ingredients of nonequilibrium reduced density operator (density matrix, TD2RDM) theory [32]. Thereby we will retain the compact operator notation as it allows one to more easily understand the physical meaning of the individual terms in the equations of motion. We start by introducing the N-particle nonequilibrium density operator, \( \hat{\rho}_N \), and by defining the reduced density operators, \( \hat{F}_1, \hat{F}_2, \hat{F}_{123} \) etc., in Sec. V A. There we summarize the equations of motion of the latter—the BBGKY-hierarchy. After this, in Sec. V B we introduce the cluster (or cumulant) expansion of the density operators and the binary (ternary) correlation operators \( \hat{g}_{12} \) and \( \hat{g}_{123} \), and we present the equation of motion of \( \hat{g}_{12} \). The resulting equation allows us to directly identify the terms that correspond to the self-energy approximations of NEGF theory that were introduced in Sec. III, including the \( T \)-matrix and GW approximations. Finally, we perform the \( \alpha \)-symmetrization of the reduced density and correlation operators and of their equations of motion, cf. Sec. V E. In the concluding Sec. V F we establish the correspondence between the quantities of reduced density matrix theory and of NEGF and compare their equations of motion.

A. Definitions of reduced density operators. The case of spinless particles

We consider a generic quantum many-particle system with the Hamiltonian \( \hat{H}_N \) that is subject to external baths and, thus requires a mixed state description. This is done with the N-particle density operator that is composed from solutions of the N-particle Schrödinger equation

\[
\frac{i\hbar}{\partial t} |\psi^{(a)}_N\rangle = \hat{H}_N |\psi^{(a)}_N\rangle, \quad \hat{H}_N = \sum_{i=1}^N \hat{H}_i + \frac{1}{2} \sum_{i \neq j} V_{ij},
\]

\[
\hat{\rho}_N = \sum_a p_a |\psi^{(a)}_N(t)\rangle \langle \psi^{(a)}_N(t)|, \quad \text{Tr}_{1..N} \hat{\rho}_N = 1,
\]

\[
0 \leq p_a \leq 1, \quad \sum_a p_a = 1,
\]

where \( p_a \) are real non-negative probabilities. From the N-particle density operator one computes s-particle reduced density operators \( (s = 1, 2, \ldots, N-1) \)

\[
\hat{F}_{1..s} = \frac{N!}{(N-s)!} \text{Tr}_{s+1..N} \hat{\rho}_N, \quad \text{Tr}_{1..s} \hat{F}_{1..s} = \frac{N!}{(N-s)!},
\]

(38)

where, in the following, we will skip the “hat” of the operators. From the equation of motion for \( \hat{\rho}_N \)—the von Neumann equation, with the initial condition \( \rho_0^0 \),

\[
\frac{i\hbar}{\partial t} \rho_N - [\hat{H}_N, \rho_N] = 0,
\]

\[
\rho_N(t_0) = \rho_0^0 \equiv \sum_k p_a |\psi^{(a)}(t_0)\rangle \langle \psi^{(a)}(t_0)|,
\]

one readily derives the equations for the reduced density operators—the quantum BBGKY-hierarchy [32],

\[
\frac{i\hbar}{\partial t} F_{1..s} - [\hat{H}_{1..s}, F_{1..s}] = \text{Tr}_{s+1} [V^{(1..s),s+1}, F_{1..s+1}],
\]

(39)

\[
V^{(1..s),s+1} = \sum_{\alpha=1}^s V^{\alpha,s+1},
\]

\[
F_{1..s}(t_0) = F_{1..s}^0 = \frac{N!}{(N-s)!} \text{Tr}_{s+1..N} \rho_0^0.
\]

Here, \( H_{1..s} \) is the s-particle Hamilton operator which follows from \( H_{1..N} \) by substituting \( N \rightarrow s \). The equations of the hierarchy differ from the von Neumann equation due to the terms on the r.h.s, which contain the coupling of the s particles to the remainder of the system via all possible binary interactions. The complete hierarchy is, obviously, equivalent to the von Neumann equation and, therefore, has the same properties. In particular, the system (39) is time reversible and conserves the total energy.

B. Cluster expansion. Correlation operators.

To derive approximations and decouple the hierarchy, it is useful to introduce correlation operators that are defined via the cluster expansion,

\[
F_{12} = F_1 F_2 + g_{12},
\]

\[
F_{123} = F_1 F_2 F_3 + g_{23} F_1 + g_{13} F_2 + g_{12} F_3 + \cdots + g_{123},
\]

\[
\ldots
\]

(40)

In Eq. (40) we have introduced the pair correlation operator, \( g_{12} \), which is the deviation of the two-particle density operator from its uncorrelated (Hartree) part, \( F_1 F_2 \). Note that exchange corrections will be recovered from an (anti-)symmetrization procedure in Sec. V E. Similarly, \( g_{123} \) is the three-particle correlation operator.

We now rewrite the equation of motion for \( F_1 \) in terms of \( g_{12} \) and also derive the equation of motion for \( g_{12}(t) \), starting from the BBGKY-hierarchy—Eq. (39) for \( s = 2 \)—and subtracting the first equation for \( F_1 F_2 \) [32],

\[
\frac{i\hbar}{\partial t} F_1 - [\hat{H}_1, F_1] = I^0_{1,\text{DO}},
\]

(41)

\[
\frac{i\hbar}{\partial t} g_{12} - [\hat{H}_{12}, g_{12}] = \Psi^0_{12,\text{DO}} + \frac{\Pi^0_{12,\text{DO}} + \text{Tr}_3 [V^{(12)}, g_{123}]}{2}
\]

(42)
Here we have introduced the one-particle and two-particle mean-field Hamilton operators, $\hat{H}_1$ and $\hat{H}_2^0$, and the operator of the Hartree mean-field energy $U_1^H$, 

$$\hat{H}_1 = H_1 + U_1^H,$$

$$U_1^H = \text{Tr}_2 V_{12} F_2,$$

$$\hat{H}_2 = \hat{H}_2^0 + V_{12},$$

$$\hat{H}_2^0 = \hat{H}_1 + H_2.$$ 

The other notations are as follows:

- $L_{1,\text{DO}}^0 = \text{Tr}_2 [V_{12}, g_{12}]$, \hspace{1cm} (43)
- $\Psi_{12,\text{DO}}^0 = [V_{12}, F_1 F_2]$, \hspace{1cm} (44)
- $L_{12,\text{DO}}^0 = [V_{12}, g_{12}]$, \hspace{1cm} (45)
- $\Pi_{12,\text{DO}}^0 = \Pi_{12,\text{DO}}^{0(1)} + \Pi_{12,\text{DO}}^{0(2)}$, \hspace{1cm} (46)
- $\Pi_{12,\text{DO}}^{0(1)} = \text{Tr}_3 [V_{13}, F_{123}]$, \hspace{1cm} (47)

where $\Pi_{12,\text{DO}}^{0(2)}$ follows from $\Pi_{12,\text{DO}}^{0(1)}$ by exchanging (1 $\leftrightarrow$ 2). Furthermore, $L_{\text{DO}}^0$ denotes the operator form of the collision integral, $\Psi_{\text{DO}}^0$ is the inhomogeneity in the $g_{12}$-equation, $L_{\text{DO}}^0$ denotes the ladder terms, and $\Pi_{\text{DO}}^0$ the polarization terms. A detailed discussion of the physics behind each of these terms can be found in Ref. [32].

In expressions (43), (44), (45), and (46) we deliberately chose notations resembling those of the G1–G2 scheme. The subscript “DO” stands for density operator approach and superscript “0” for the spinless limit.

### C. Many-body approximations

Equations (41) and (42) have a one to one correspondence to the G1–G2 equations that were derived within NEGF theory for given selfenergy approximations, if three-particle correlations are neglected, in the limit of spinless particles. In particular,

i.). $L_{\text{DO}}^0 \to 0$ recovers the time-dependent Hartree approximation;

ii.). $L_{1,\text{DO}}^0 = \Pi_{1,\text{DO}}^0 \to 0$ is equivalent to the second-order approximation, Eq. (29);

iii.). $\Pi_{12,\text{DO}}^0 \to 0$ and $L_{12,\text{DO}}^0 \neq 0$ is equivalent to the particle–particle $T$-matrix approximation, Eq. (30).

iv.). $L_{12,\text{DO}}^0 \to 0$ and $\Pi_{12,\text{DO}}^0 \neq 0$ is equivalent to the GW approximation, Eq. (33).

v.). $L_{12,\text{DO}}^0 \neq 0$ and $\Pi_{12,\text{DO}}^0 \neq 0$ is equivalent to the DSL approximation.

Note that, without (anti-)symmetrization, density operator theory does not yield the particle–hole $T$-matrix terms of NEGF theory. On the other hand, including both the ladder and polarization terms, i.e. $\Pi_{12,\text{DO}}^0 \neq 0$ and $L_{12,\text{DO}}^0 \neq 0$ simultaneously, yields the DSL approximation (so far, without exchange terms) for which no NEGF correspondence exists. These issues will be discussed in detail for the (anti-)symmetrized RDO equations. There we also will establish an exact correspondence between the respective terms of the two approaches.

### D. Energy conservation and trace consistency

The exact solution of the BBGKY–hierarchy Eq. (39) conserves density, momentum and total energy. Approximate solutions to the hierarchy should, therefore, also satisfy these constraints, so we briefly discuss this issue in the following. The approximations that were discussed in Sec. V C correspond to the Hartree, second order Born, $T$-matrix and GW approximation of NEGF theory (this correspondence will be shown explicitly in Sec. V F) which are all known to be conserving, e.g. [71]. Upon reducing the two-time equations of NEGF theory to single-time equations via the Hartree-Fock GKBAs these conservation properties are maintained, as was shown by Hermanns et al. [70]. Therefore, the independent reduced density operator approach, within approximations i)–iv) of Sec. V C should also be conserving. Indeed, this is straightforward to show [32], and we reproduce the criterion for a conserving approximations in Appendix B. This criterion consists in the permutation symmetry of the three-particle reduced density operator, 

$$F_{123}(t) = F_{132}(t) = \ldots \text{ for all times.} \quad (48)$$

From this it is easy to see that also approximation v.)—the dynamically screened ladder approximation—is conserving as well, because it is equivalent to neglecting three-particle correlations, $g_{123} \to 0$ which obey the symmetry Eq. (48).

Another important property of the above approximations is that they preserve time reversal invariance of the exact BBGKY–hierarchy [72] and of the underlying hierarchy of the nonequilibrium Green functions [73]. Reversibility is lost only if the Markov limit is enforced (Fermi’s golden rule). For more details and a discussion of the relevant time scales, we refer to refs. [32, 72, 74].

Aside from conservation properties there exist additional constraints on the solution of the many-body problem. If this solution is expressed via the reduced density operators $F_1$, $F_{12}$, $F_{123}$ and so on there exist consistency constraints between them. The reason is that they are all derived from the same $N$–particle density operator $\rho_N$ obey the BBGKY–hierarchy Eq. (39) that is equivalent to the von Neumann equation for $\rho_N$. From the definition of the reduced density operators, Eq. (38) immediately follow relations between any pair of RDO, in particular 

$$F_1 = \frac{1}{N - 1} \text{Tr}_2 F_{12},$$

$$F_{12} = \frac{1}{N - 2} \text{Tr}_3 F_{123}. \quad (50)$$
The related issues of contraction consistency and N-representability have been studied in detail in Refs. [46, 47, 75, 76]. One readily verifies that relation Eq. (49) is a consequence of Eq. (50), if, in addition, the three-particle density operator obeys permutation symmetry, i.e., Eq. (48) is fulfilled.

It is straightforward to show that approximations i)–v) are not trace consistent. Consider, as an example, the collision integral and of the Hartree mean field, i.e. the Hartree–Fock potential energy operator,

$$U_1^H \rightarrow U_1^{HF} = \text{Tr}_2 V_{12}^+ F_2, \quad (52)$$

$$V_{12} \rightarrow V_{12}^\pm = V_{12} \lambda_{12}^\pm. \quad (53)$$

As we will see below, the operator (52) is directly related to the Hartree–Fock selfenergy whereas the (anti-)symmetrized pair potential (53) coincides with the previously introduced $w^\pm$.

Let us now turn to the (anti-)symmetrization of the equation of motion for the pair correlation operator $g_{12}^\pm$. We start by introducing the following definitions

$$\tilde{H}_1^0 = H_1 + H_2 + U_1^{HF} + U_2^{HF}, \quad (54)$$

$$\tilde{V}_{12} = N_{12} V_{12}, \quad (55)$$

$$\tilde{V}_{12}^\pm = N_{12} V_{12}^\pm,$$

$$N_{12} = 1 + \epsilon F_1 + \epsilon F_2. \quad (55)$$

$\tilde{H}_1^0$ is the (anti-)symmetrized generalization of the previous definition, and $N_{12}$ is the familiar two-particle Pauli blocking (Bose enhancement) factor. Note that, while the operators $\tilde{V}_{12}, F_1, F_{12}, g_{12}$ and so on are hermitian, the potential $\tilde{V}_{12}$ is not: $\tilde{V}_{12}^\dagger = V_{12}^\dagger N_{12}$.

To derive the equation of motion for $g_{12}^\pm$ we start from the (anti-)symmetrized version of the second hierarchy equation where we introduced the cluster expansions of $F_{12}$ and $F_{123}$ and factorized the operator $\lambda_{123}^\pm$:

$$\frac{\text{i} \hbar}{d t} \left( F_{12}^\pm \lambda_{12}^\pm + g_{12}^\pm \right) - [\tilde{H}_1^0 + \tilde{V}_{12}, F_{12}^\pm \lambda_{12}^\pm + g_{12}^\pm]$$

$$= \text{Tr}_3 \left( [V_{13} + V_{23}, F_1 F_2 F_3] + [V_{13} + V_{23}, F_{12} g_{12}] + [V_{13} + V_{23}, F_{23} g_{12}] + [V_{13} + V_{23}, g_{23}] \right) \left( 1 + \epsilon P_{13} + \epsilon P_{23} \right) \lambda_{12}^\pm. \quad (56)$$

The transformation of Eq. (56) was performed in Refs. [32, 77] where it was observed that each term contains a factor $\lambda_{12}^\pm$ that was cancelled. However, this is incorrect, as it neglects important terms. Here, we restore this factor and present the complete derivation.

From Eq. (56) we subtract the equation of motion for $F_{12}^\pm \lambda_{12}^\pm$, using the first hierarchy equation (51), with the result (the main steps involved in the derivation of Eq. (57) are provided in appendix A.)

$$\frac{\text{i} \hbar}{d t} g_{12}^\pm - [\tilde{H}_1^0, g_{12}^\pm] = \Psi_{12,DO}^\pm + L_{12,DO}, \quad (57)$$

$$+ P_{12,DO} \text{Tr}_3 [V_{12}^{(1)}, g_{12}^{(3)}],$$

$$\Psi_{12,DO}^\pm = \tilde{V}_{12}^\pm F_{12} - F_{12} \tilde{V}_{12}^\pm, \quad (58)$$

$$L_{12,DO} = \tilde{V}_{12} g_{12}^\pm + \tilde{g}_{12} F_{12}^\pm, \quad (59)$$

$$P_{12,DO} \pm = (\Pi_{12,DO}^{(1)} + \Pi_{12,DO}^{(2)}) \lambda_{12}^\pm, \quad (60)$$

$$\Pi_{12,DO}^{(1)} = \text{Tr}_3 [V_{13}^{(1)} F_{123}], \quad (61)$$

where $\Pi_{12,DO}^{(2)}$ follows from $\Pi_{12,DO}^{(1)}$ by exchanging (1 $\leftrightarrow$ 2).
Let us discuss the terms in this equation. The operators \( \Psi_{12,DO}^{\dagger} \) and \( L_{12,DO} \) are generalizations of the spinless results for the inhomogeneity (\( \Psi_{12,DO} \)) and the ladder terms (\( L_{12,DO}^{(1)} \)), respectively. Instead of the bare potential, \( V_{12} \), of the spinless case, they now involve the pair potential (54, 55), which is modified by Pauli blocking effects of the surrounding medium. Furthermore, \( \Pi_{12,DO}^{\pm(1)} \), Eq. (61), is the polarization contribution that generalizes the previous spinless result, \( \Pi_{12,DO}^{(1)} \), Eq. (47). This generalization is two-fold: first, the pair correlation operator \( g_{23} \) is replaced by its (anti-)symmetrized generalization, \( G_{g_{23}}^{\pm} \). Second, the pair potential \( V_{12} \) is replaced by the (anti-)symmetrized potential, \( V_{12}^{\pm} \), where the additional contribution involving \( \hat{P}_{12} \) gives rise to exchange corrections to the polarization terms which have no classical counterpart. Finally, note that the full polarization term, Eq. (60), contains an additional factor \( \lambda_{12}^{g} = 1 + \epsilon \hat{P}_{12} \). While the contribution of the \( \hat{1} \) directly yields Eq. (61) which has the same form as in the spinless case, as discussed above, the additional contributions \( \Pi_{12,DO}^{\pm(1)} \) and \( \Pi_{12,DO}^{(2)} \) are new, without a counterpart in the BBGKY-hierarchy of classical or spinless quantum systems.

The physical nature of these new terms will become clear from a comparison to the G1–G2 scheme, in Sec. V F: taking advantage of the connection of all terms in the G1–G2 scheme to selfenergy diagrams of NEGF theory we will establish that these additional terms correspond to particle–hole ladder diagrams.

The conserving many-body approximations that can be used to decouple the (anti-)symmetrized BBGKY-hierarchy are the same as discussed in Sec. VC where only now the properly (anti-)symmetrized terms have to be used:

i.): \( I_{DO} \rightarrow 0 \) recovers the time-dependent Hartree–Fock approximation;

ii.): \( L_{12,DO} = P_{12,DO}^{\pm} \rightarrow 0 \) is equivalent to the second-order approximation with exchange, Eq. (29);

iii.): \( P_{12,DO}^{\pm} \rightarrow 0 \) and \( L_{12,DO} \neq 0 \) is equivalent to the particle–particle \( T \)-matrix approximation with exchange, Eq. (30);

iv.): \( L_{12,DO} \rightarrow 0 \) and \( P_{12,DO}^{\pm} \neq 0 \) corresponds to a combination of the \( GW \) approximation with exchange and the particle–hole \( T \)-matrix with exchange that also includes the respective cross-coupling terms.

v.): \( L_{12,DO} \neq 0 \) and \( P_{12,DO}^{\pm} \neq 0 \) is equivalent to the DSL approximation with exchange contributions.

F. Comparison of the density operator results to the G1–G2 scheme

Let us start the comparison of the two approaches by relating the definitions of the one-particle reduced density operator, \( F_{1} \), and the (anti-)symmetrized pair correlation operator, \( g_{12}^{\pm} \), to the Green functions (correlation functions) on the time diagonal. Since the Green functions are given in a matrix representation, we also transform the reduced density operators into matrix form with respect to a complete orthonormal set of single-particle orbitals, \( \{|i\} \). For two-particle states we use a product form, \( \{|i\} = \{|i\}|j\} \).

The relevant relations between the quantities in reduced density operator theory and nonequilibrium Green functions on the time diagonal are

\[
(F_{1\pm})_{ij} = F_{ij} = F^*_{ji} = n_{ij} = \pm i\hbar G^{\leq}_{ij},
\]

\[
(g_{12\pm})_{ijkl} = (i\hbar)^2 G_{ijkl},
\]

\[
(V_{12\pm})_{ijkl} = w_{ijkl} = w_{jilk} = w_{klij} = \pm w_{ijlk},
\]

\[
(V_{12\pm}^{(e)})_{ijkl} = (V_{12\pm}^{(e)})_{ijkl} = w_{ijkl} + \epsilon w_{ijkl},
\]

\[
(G_{ijkl}^{(e)})_{ijkl} = \pm G_{jilk} = \pm G_{klij} = \pm G_{jikl}.
\]

Thus, the matrix of the single-particle density operator, Eq. (62), coincides with the one-particle density matrix, \( n_{ij} \), and up to the factor \( \pm i\hbar \), with the single-particle Green function. Similarly, the matrix of the correlation operator, Eq. (63) coincides, up to the factor \( (i\hbar)^2 \) with the time-diagonal correlated part of the two-particle Green function.

Note that the (anti-)symmetrized pair potential and, with it also the two-particle functions \( G \) and \( g_{12}^{\pm} \), obey a number of additional symmetries, compared to the original pair potential \( V_{12} \) and the non-symmetrized operator \( g_{12} \), that are listed in Eqs. (65) and (66).

In the following we compare, term by term, the first and second equations of the (anti-)symmetrized BBGKY hierarchy to the equations of the G1–G2 scheme.

1. First equation

Comparison of Eqs. (51) and (19) reveals that both are identical, up to a factor \( \pm i\hbar \) that follows from relation Eq. (62). This follows from the equivalence of the mean field terms and collision integrals, in Eqs. (51) and (21),

\[
(U_{1}^{HF})_{ij} = \sum_{kl} V_{ijkl}^{\pm} F_{lk} = \pm i\hbar \Sigma_{ij}^{HF},
\]

\[
(U_{1}^{HF})_{ij} = \hbar^{HF},
\]

\[
(I_{1,DO})_{ij} = \pm (i\hbar)(I + I^\dagger)_{ij}.
\]

We now turn to a comparison of the second hierarchy equation, Eq. (57), and the equations for the two-particle Green function that were derived, separately, for the SOA, TPP, TPH, and GW selfenergies. Due to the relation Eq. (63) both versions of the equations differ by an overall factor \( i\hbar \).
2. Inhomogeneity $\Psi^\pm$ in the second equation

We start from the comparison of the two inhomogeneities, $\Psi_{1,2,DO}^\pm$, Eq. (58), in the equation for the pair correlation operator to $\Psi_{ijkl}^\pm$, in the equation of $\mathcal{G}$, for SOA and TPP selfenergies. Straightforward transformations confirm that both are identical,

$$
(\Psi_{1,2,DO}^\pm)_{ijkl} = \left\{ \hat{V}_{12}^2 F_1 F_2 - F_1^2 F_2 \hat{V}_{12}^\pm \right\}_{ijkl} = \left\{ (1 \pm F_1)(1 \pm F_2) V_{12}^2 F_1 F_2 - F_1^2 F_2 V_{12}^\pm (1 \pm F_1)(1 \pm F_2) \right\}_{ijkl} = (i\hbar)^2 \Psi_{ijkl}^\pm
$$

3. Particle–particle ladder term $L$

Let us consider now the particle–particle ladder contributions, $L_{1,2,DO}$, Eq. (59), and $L_{ijkl}$, Eq. (32). With this we can transform the ladder term of the G1–G2 scheme

$$
L_{ijkl} = \sum_{rs} \sum_{pq} \left\{ N_{ijrs} w_{rsqp} \mathcal{G}_{pqkl} - \mathcal{G}_{ijpq} w_{pqrs} N_{rskl} \right\}.
$$

Using the relation between the two-particle Pauli blocking factors, in the G1–G2 scheme, Eq. (31), and, in the density operator equations, Eq. (55), $(N_{12})_{ijkl} = N_{ijkl}$, and the relation of the two bare interaction potentials, Eq. (64), the matrix summations can be performed giving rise to products of operators,

$$
L_{ijkl} = \sum_{pq} \left\{ \hat{V}_{ijpq} \mathcal{G}_{pqkl} - \mathcal{G}_{ijpq} \hat{V}_{pqkl}^\dagger \right\} = \frac{1}{(i\hbar)^2} \left\{ \hat{V}_{12} g_{ij}^\pm - g_{ij}^\dagger \hat{V}_{12}^\pm \right\}_{ijkl} = \frac{1}{(i\hbar)^2} (L_{12,DO})_{ijkl}.
$$

Furthermore, we identify the effective ladder Hamiltonian with the screened potential,

$$
\mathbf{h}_{12}^\pm = \hat{V}_{12}.
$$

In both cases, the screened potential $\hat{V}$ appears, without exchange corrections.

4. Polarization terms. GW and exchange corrections

Let us now transform the polarization term, $\Pi^\pm$. It is convenient to start from Eq. (37) where we replace $w \to w^\pm$ and perform the summations

$$
\Pi^\pm_{ijkl} = \sum_{pq} \left\{ \left[ w_{ijpq} n_{rl} - n_{jr} w_{lpqk}^\pm \right] \mathcal{G}_{pqkl} - \mathcal{G}_{ijpq} \left[ n_{ir} w_{lpqk}^\pm - w_{ijpq} n_{rl} \right] \right\} = \sum_{pq} \left\{ \left[ w_{ijpq}^\pm n_{rl} - n_{jr} w_{lpqk}^\pm \right] \mathcal{G}_{pqkl} + \left[ w_{ijpq}^\dagger n_{rl} \right] \mathcal{G}_{pqkl} \right\} = (i\hbar)^{-2} \text{Tr} \left\{ \left[ V_{13}, F_1 \right] g_{ij}^{23} + \left[ V_{23}, F_{ij} \right] g_{ij}^{13} \right\}_{ijkl},
$$

Thus, we have demonstrated agreement with the density operator result, Eq. (60) if exchange diagrams are taken into account in the GW selfenergy, i.e. $\Pi \to \Pi^\pm$. This means, also the Green functions result can be brought into a compact, basis-independent operator notation. Finally, we note another useful connection of the two approaches. The effective polarization Hamiltonian, Eq. (35), can be rewritten using the definition, Eq. (36), in the following way, again including exchange diagrams,

$$
\mathbf{h}_{ijkl}^{\pm} = \sum_{pq} \left\{ w_{ijqp} n_{pl} - n_{jq} w_{ipkl}^\pm \right\} = \sum_{pq} \left\{ w_{ijqp} n_{pl} - n_{jq} w_{ipkl}^\pm \right\} = \left[ V_{12}^\pm, F_{ij} \right]_{ijkl},
$$

where, in the last line, we again introduced the density operator theory notation.

5. Particle–hole ladder terms with exchange

What is left is to analyze the correspondence between the particle–hole $T$-matrix contributions and the density operator result. We consider the effective particle–hole $T$-matrix Hamiltonian, and again include exchange terms via the replacement $w \to w^\pm$. This leads to the replacement $\mathbf{h}^\Lambda \to \mathbf{h}^\Lambda_{\pm}$, which are related to the polarization Hamiltonian with exchange, $\mathbf{h}^\Pi_{\pm}$, by an exchange of the first two matrix indices.

We rewrite this relation in terms of a permutation operator acting either on the left or right pair of matrix indices,

$$
\lambda_{ijkl}^{\pm} = \pm (\Pi_{ijkl}^{12}) = \pm (\Pi_{ijkl}^{12})^\dagger = \pm (\Pi_{ijkl}^{12})_{ijkl} = \pm (\Pi_{ijkl}^{12})_{ijkl} = \pm (\Pi_{ijkl}^{12})_{ijkl} = \pm (\Pi_{ijkl}^{12})_{ijkl},
$$

On the other hand, consider the term, Eq. (60), in the density operator equation (57). It contains a factor $\lambda_{12}^\pm = \hat{1} + \epsilon \hat{P}_{12}$. The term with the $\hat{1}$ is just the polarization term (with exchange) for which we established agreement with the G1–G2 scheme in Sec. V F 4. Thus, the remaining
terms for which we have not yet established a counterpart in the G1–G2 scheme are
\[
\left( \Pi_{12,DO}^{\pm(1)} + \Pi_{12,DO}^{\pm(2)} \right)_{ijkl} \epsilon P_{12}.
\]
Since the term in the parantheses was shown to be equal to \((\hbar)^2 \Pi_{ijkl}^{\pm}\), we immediately conclude that
\[
\left( \Pi_{12,DO}^{\pm(1)} + \Pi_{12,DO}^{\pm(2)} \right)_{ijkl} \epsilon P_{12} = (\hbar)^2 \Lambda_{ijkl}^{PH \pm}.
\]
Thus, we have identified these remaining terms in the density operator equation with the terms derived from the particle–hole ladder selfenergy including exchange, in the G1–G2 scheme.

6. Dynamically screened ladder approximation. Neglect of three-particle correlations

So far we have obtained perfect agreement between the G1–G2 scheme for two of the considered selfenergy approximations—SOA with exchange and TPP with exchange—with the corresponding density operator results. We further have identified the particle–hole T-matrix terms with exchange and GW terms with exchange which appear in the density operator equations only simultaneously.

On the other hand, the density operator result confirms that all these terms can also be included at the same time, as follows from equation, Eq. (57) which, therefore, selfconsistently contains strong coupling (TPP) and dynamical screening (polarization and TPH) effects, including the proper exchange diagrams. The corresponding many-body approximation, thus, corresponds to the nonequilibrium dynamically screened ladder approximation (DSL).

Finally Eq. (57) contains an additional term involving \(g_{123}^\pm\). Via this term, the second hierarchy equation couples to the rest of the hierarchy and, with its full inclusion, the equation would be exact. In this paper we will only consider the case \(g_{123}^\pm \to 0\) focusing on extensive numerical tests of the DSL approximation, cf. Sec. VII.

G. Summary of conserving many-body approximations in the G1–G2 scheme

Let us summarize the many-body approximations that are available in the G1–G2 scheme. The first group of approximations is derived from conserving (\(\Phi\)-derivable) approximations of Green functions theory, i.e. from common selfenergy approximations that were introduced in Sec. III, to which subsequently the Hartree–Fock GKBA is applied, and which coincide with standard approximations of reduced density operator theory:

i.): The Hartree–Fock selfenergy, \(\Sigma = \Sigma^{\mathrm{HF}}\), Eq. (8), is equivalent to setting \(I_{DO} \to 0\) in the RDO approach;

ii.): The second-order selfenergy with exchange (SOA), i.e. \(\Sigma = \Sigma^{\mathrm{SOA}} + \Sigma^{\mathrm{SOA}}\), Eq. (11), is equivalent to setting \(L_{12,DO}^\pm = P_{12,DO}^\pm \to 0\), in the RDO approach;

iii.): The particle–particle \(T\)-matrix selfenergy with exchange, \(\Sigma = \Sigma^{\mathrm{TPP}}\), Eq. (15), is equivalent to setting \(P_{12,DO}^\pm \to 0\) and \(L_{12,DO} \neq 0\), in the RDO approach;

In addition, there are a number of conserving many-body approximations which straightforwardly follow from one of the two approaches whereas their correspondence in the other approach is not known or not straightforward:

iv.): Setting \(L_{12,DO} \to 0\) and \(P_{12,DO}^\pm \neq 0\) in the RDO approach leads to a consistent combination of all particle–hole ladder contributions [Eq. (16)] and dynamical-screening terms [Eq. (14)] from Green functions theory that also includes mixed terms going beyond the direct sum.

v.): Setting \(L_{12,DO} \neq 0\) and \(P_{12,DO}^\pm \neq 0\), in the RDO approach is equivalent to the DSL-approximation with exchange contributions. At the same time, this approximation cannot be derived from a direct combination of \(\Sigma^{\mathrm{GW}}\), \(\Sigma^{\mathrm{TPP}}\) and \(\Sigma^{\mathrm{TPH}}\), as one could have expected. At the moment, no nonequilibrium DSL selfenergy that includes all orders in the selfenergy is known.

vi.): The third-order selfenergy, \(\Sigma = \Sigma^{\mathrm{TOA}}\), Fig. (2), corresponds to an iteration of the DSL selfenergy that includes all diagrams up to third order in the interaction In the RDO approach this approximation is not straightforward. It can be recovered by treating the ladder and selfenergy terms iteratively, by using \(g^\pm \to \tilde{g}^{\mathrm{SOA}}\) [65].

vii.): Neglecting exchange diagrams in common \(\Phi\)-derivable selfenergies also gives rise to conserving approximations. In the RDO approach this amounts to replacing the anti-symmetrized terms by the spinless versions, e.g. \(\Psi^\pm \to \Psi_0^\pm\), and, similarly, for the other terms, for details see Tab. I.

The correspondence between NEGF selfenergies and the RDO approximations is summarized in Tab. I.

Our main result is the dynamically screened ladder approximation (DSL) because it selfconsistently combines dynamical screening and strong coupling effects. It arises naturally in the RDO approach by simultaneously including particle–particle ladder, polarization and particle–hole ladder terms. This means, it contains all two-particle correlation contributions and neglects only three-particle correlations, \(g_{123}^\pm \to 0\).

This approximation was also studied in detail for nuclear matter by Wang and Cassing [34]. It has also been derived by Valdemoro et al. [42] without introducing correlation operators, by exploiting symmetries between the two-particle and two-hole reduced density matrix. The present RDO approach that uses the cluster expansion including the pair correlation operators has the advantage.
that it allows one to separate ladder and polarization terms that describe very different physical effects which are important in different situations. Note that all these approximations conserve total energy, as was discussed in Sec. V D.

VI. SOLVING THE G1–G2 EQUATIONS FOR HUBBARD SYSTEMS. CONTRACTION AND PURIFICATION

A. G1–G2 equation in the Hubbard basis

The numerical tests of the time-linear DSL approximation in Sec. VII. This model is well established in condensed-matter physics, as it allows for semi-quantitative analysis of strong electronic correlations and phase transitions in solids. Besides, it has been used extensively in experiments with ultracold fermionic and bosonic atoms in optical lattices [79] in particular, to study time-dependent correlation phenomena, see, e.g., Refs. [53, 70, 80, 81]. For the Fermi–Hubbard model, the general pair-interaction matrix element becomes \( \delta_{\alpha \beta} := 1 - \delta_{\alpha \beta} \) with the on-site interaction \( U \) and the spin projection labeled by Greek indices. Recall that we allow for a time dependence of the interaction to capture the adiabatic-switching protocol of initial correlations, see Sec. IV B, as well as nonequilibrium processes such as an interaction quench, cf. the discussion of Eq. (1) above. The kinetic energy matrix is replaced by a hopping Hamiltonian,

\[
\hat{H}(t) = -J \sum_{\langle i,j \rangle} \sum_{\alpha} c_{i \alpha}^{\dagger} \hat{c}_{j \alpha} + U(t) \sum_i \hat{n}_i^+ \hat{n}_i^+ + \hat{F}(t) \tag{67}
\]

with a general single-particle excitation \( \hat{F}(t) \). Extensions to more complicated models, going beyond the nearest-neighbor single-band case are straightforward, see e.g. Ref. [82], but will not be considered here.

In this work we are assuming spin symmetry of the system. In that case a single spin-component of the single- and correlated two-particle Green functions is sufficient to completely describe the dynamics of the system: \( G^{<\uparrow \downarrow} \) and \( G^{\uparrow \downarrow \downarrow \uparrow} \), respectively. All other components can be expressed via these functions. The time-diagonal EOM for the single-particle Green function, Eq. (19), takes the following form

\[
\frac{\text{d}}{\text{d}t} G_{ij}^{\uparrow \downarrow}(t) = \left[ \hat{H}^{\text{HF}}, G^{<\uparrow \downarrow} \right]_{ij}(t) + \left[ I + \Pi \right]_{ij}(t), \tag{68}
\]

the Hartree–Fock Hamiltonian in Eq. (68) becomes, in the Hubbard basis, [cf. Eq. (9)]:

\[
h_{ij}^{\text{HF}, \uparrow \downarrow}(t) = h_{ij}^{(0)} - \text{i} \delta_{ij} U(t) G_{ii}^{< \downarrow \uparrow}(t),
\]

with \( G^{< \downarrow \uparrow} = G^{< \uparrow \downarrow} \), due to spin symmetry. The equation for the time-diagonal two-particle Green function, Eq. (57), now reads

\[
\text{i} \hbar \frac{\text{d}}{\text{d}t} G_{ijkl}^{\uparrow \downarrow \downarrow \uparrow}(t) &= \left[ \hat{H}^{(2), \text{HF}}, G^{\uparrow \downarrow \downarrow \uparrow} \right]_{ijkl}(t) - \left[ h_{ij}^{(2), \text{HF}}, G^{\uparrow \downarrow \downarrow \uparrow} \right]_{ijkl}(t) \\
&+ L_{ijkl}^{\uparrow \downarrow \downarrow \uparrow}(t) + \Pi_{ijkl}^{\uparrow \downarrow \downarrow \uparrow}(t) + \Lambda_{ijkl}^{\text{ph}, \uparrow \downarrow \downarrow \uparrow}(t),
\]

the inhomogeneity

\[
\Psi_{ijkl}^{\uparrow \downarrow \downarrow \uparrow}(t) := \langle \text{i} \hbar \rangle^2 U(t) \sum_p \left[ G_{ip}^{\uparrow \downarrow}(t) G_{jp}^{\uparrow \downarrow}(t) G_{pk}^{\downarrow \uparrow}(t) G_{pl}^{\downarrow \uparrow}(t) \\
- G_{ip}^{< \downarrow \uparrow}(t) G_{jp}^{< \downarrow \uparrow}(t) G_{pk}^{< \uparrow \downarrow}(t) G_{pl}^{< \uparrow \downarrow}(t) \right] G_{ppkl}^{\uparrow \downarrow \downarrow \uparrow}(t),
\]

the particle–particle T-matrix (ladder) term

\[
L_{ijkl}^{\uparrow \downarrow \downarrow \uparrow}(t) = \langle \text{i} \hbar \rangle^2 U(t) \times \sum_p \left[ G_{ip}^{\uparrow \downarrow}(t) G_{jp}^{\uparrow \downarrow}(t) - G_{ip}^{< \downarrow \uparrow}(t) G_{jp}^{< \downarrow \uparrow}(t) \right] G_{ppkl}^{\uparrow \downarrow \downarrow \uparrow}(t),
\]

the particle–hole T-matrix (ladder) term

\[
\Lambda_{ijkl}^{\text{ph}, \uparrow \downarrow \downarrow \uparrow}(t) = \langle \text{i} \hbar \rangle^2 U(t) \times \sum_p \left[ G_{ip}^{\uparrow \downarrow}(t) G_{pl}^{\downarrow \uparrow}(t) - G_{ip}^{< \downarrow \updownarrow}(t) G_{pl}^{< \downarrow \updownarrow}(t) \right] G_{ppkl}^{\uparrow \downarrow \downarrow \uparrow}(t),
\]

and the GW contribution

\[
\Pi_{ijkl}^{\uparrow \downarrow \downarrow \uparrow}(t) = -\langle \text{i} \hbar \rangle^2 U(t) \times \sum_p \left[ G_{jp}^{\uparrow \downarrow}(t) G_{pl}^{\downarrow \uparrow}(t) - G_{jp}^{< \downarrow \updownarrow}(t) G_{pl}^{< \downarrow \updownarrow}(t) \right] G_{ppkl}^{\uparrow \downarrow \updownarrow \downarrow}(t),
\]

Table I. Correspondence of many-body approximations of Green functions (correlation selfenergies) and reduced density operators (terms in \( G_2 \)-equation) and their defining equations.
where \( G^{↑↑↑↑}_{ijkl} = G^{↑↑↓↑}_{ijkl} - G^{↑↓↑↓}_{ijkl} \), due to spin symmetry. We emphasize that conservation of particles and energy that is inherent to the two-time selfenergy approximations listed in Sec. III, including the DSL approximation, also holds for the HF-GKBA \([32, 70]\) and the respective time-linear versions, for an analysis see Sec. V D.

However, despite fulfilling these important conservation laws and advantageous scaling behavior which allows for long propagation times, in many cases, the G1–G2 scheme exhibits unstable dynamics. A typical example is shown in Fig. 4. There the time evolution of various observables in a moderately coupled 6-site Hubbard chain with \( U/J = 4 \), following a confinement quench, is presented. We compare solutions of the G1–G2 equations for the TOA (green) and the DSL (brown) approximation to the exact dynamics (black). While the latter shows a stable dynamics, the G1–G2 solutions become unstable already after a short time interval of about 6 (4) time units for DSL (TOA). Note that this is not a consequence of the numerical scheme (such as a too large time step).

The reason for this behavior is the violation of contraction consistency and N-representability \([46, 47, 75]\), see our discussion in Sec. V D. It has been shown, however, that contraction consistency can be enforced \( a \ posteriori \) upon any reconstruction functional of the three-particle RDO \([44, 75]\), and (ensemble) N-representability can be partially restored \([44, 45, 75]\). We present, in the following, both concepts for the two-particle Green function.

For this purpose it is convenient to introduce the full two- and three-particle Green functions which include the Hartree–Fock contribution alongside the correlation part. Due to spin symmetry, again, only a single spin component has to be considered for each quantity:

\[
G^{(2),↑↑↓↓}_{ijkl} = G^{(2),↑↓↓↓}_{ijkl} + G^{(2),↑↑↓↓}_{ijkl}
\]

and

\[
G^{(3),↑↑↓↓↓↓}_{ijklpq} = G^{(3),↑↓↓↓↓}_{ijklpq} - G^{(3),↑↓↓↓↓}_{ijklpq} + G^{(3),↑↓↓↓↓}_{ijklpq} - G^{(3),↑↓↓↓↓}_{ijklpq} + G^{(3),↑↓↓↓↓}_{ijklpq} - G^{(3),↑↓↓↓↓}_{ijklpq} + G^{(3),↑↓↓↓↓}_{ijklpq} - G^{(3),↑↓↓↓↓}_{ijklpq}.
\]

Applying above-mentioned methods to guarantee contraction consistency and partially restore (ensemble) N-representability to DSL leads to a stable variant which we call DSL*, which is also included in Fig. 4 and shows much better agreement with the exact solution. Details of this approach are outlined in Sec. VI B, and further numerical results will be presented in Sec. VII.

B. Enforcing contraction consistency

The general definition of the reduced \( s \)-particle density operators in terms of the full \( N \)-particle density operator, Eq. (38), implies trace relations between the reduced density operators of different orders. Consequently, similar consistency relations have to be fulfilled by the time-diagonal Green functions. In particular, the two- and three-particle Green functions have to satisfy

\[
G^{(2),↑↑↓↓}_{ij} = -i\hbar \sum_p G^{(2),↑↑↓↓}_{ipjp},
\]

and

\[
\left( \frac{N}{2} - 1 \right) G^{(3),↑↑↓↓↓↓}_{ijkl} = -i\hbar \sum_p G^{(3),↑↑↓↓↓↓}_{ipjkpl}.
\]

respectively. Despite the clear physical nature of the DSL approximation, which was established in Sec. V F 6, it is known to violate the trace consistency relations between the three- and the two-particle Green function since the
neglected three-particle correlation part is not trace free, i.e. $\text{Tr} \, G^{(3)} \neq 0$, see the discussion in Sec. VD.

A method to restore contraction consistency of the approximate three-particle reduced density matrix that is independent of the applied reconstruction functional was presented by Lackner et al. [44]. The general idea is to construct an additional correction term for the two-particle EOM in such a way that it restores the trace of the neglected three-particle correlation part $G^{(3)}$. This scheme is based on the unitary decomposition, cf. Ref. [47], which will be illustrated with the following simple example for a two-particle quantity. Let $Y_{ijkl}$ be a two-particle quantity with two contraction relations to the single-particle level, $X_{ij} = \sum_k Y_{ik} Y_{kj}$ and $X_{ij} = \sum_k Y_{ik} Y_{jk}$. Now one can construct a second two-particle quantity $Y^{CC}$, which possesses the same trace relations as $Y$, without knowledge of the latter. This is done by expanding the single-particle property $X$ using Kronecker deltas to obtain

$$Y_{ijkl}^{CC} = \frac{1}{N} \delta_{ik} X_{jl} + \frac{1}{N} \delta_{jl} X_{ik} - \frac{1}{N} \delta_{ik} \delta_{jl} \sum_p X_{pp} ,$$

where $N$ is the basis size. The first (second) term on the right-hand side directly reproduces the first (second) trace relation while the third term negates the respective redundant contribution for each case.

In the G1–G2 scheme contraction consistency is enforced by adding a similar correction term to the EOM of the two-particle correlation Green function

$$i \hbar \frac{d}{dt} G_{ijkl}^{1\downarrow 1\uparrow} (t) - \left[ \hat{h}_{HF}^{(2)}, G_{ijkl}^{1\downarrow 1\uparrow} (t) \right]_{ijkl} = \Psi_{ijkl}^{1\downarrow 1\uparrow} (t) + L_{ijkl}^{1\downarrow 1\uparrow} (t) + \Pi_{ijkl}^{1\downarrow 1\uparrow} (t) + A_{ijkl}^{ph,1\downarrow 1\uparrow} (t) + C_{ijkl}^{CC} (t) ,$$

with the symmetrized correction

$$C_{ijkl}^{CC} (t) = C_{ijkl} (t) + C_{jilk} (t) + C_{klji} (t) + C_{ikjl} (t) ,$$

where in the Hubbard model the correction part is given by

$$C_{ijkl} (t) = \pm i \hbar U \left( G_{ijkl}^{(3),CC} (t) + G_{ijkl}^{(3),CC} (t) \right) .$$

In the case of a general basis, Eq. (57), it has the form

$$C_{ijkl} (t) = \pm i \hbar \sum_{pqr} w_{ipqr} G_{ijkl}^{(3),CC} (t) .$$

Following Lackner et al. [44] the contraction consistent correction to the three-particle Green function (with arbitrary symmetry) $G^{(3),CC}$ can be constructed as

$$G_{ijkl}^{(3),CC} = \sum_{k=1}^{6} \sum_{\tau \in S_3} a^k_{\tau} \delta_{\tau (1)} \delta_{\tau (2)} \delta_{\tau (3)} \, k^M (0) + \sum_{k=1}^{18} \sum_{(1)<\sigma(2)} b^k_{\sigma \tau} \delta_{\tau (1)} \delta_{\tau (2)} \, k^M (1) + \sum_{k=1}^{9} \sum_{\sigma, \tau \in S_3} c^k_{\sigma \tau} \delta_{\tau (1)} \delta_{\tau (2)} \, k^M (2) ,$$

where $S_3$ denotes the permutation group of three elements. The general structure of this reconstruction follows the above example for $Y^{CC}$ with the terms in the last line mainly ensuring the correct trace relations and the terms in the first two lines negating abundant contributions. The main contribution to the correction are the zero-, one- and two-particle quantities $M^{(0)}$, $M^{(1)}$ and $M^{(2)}$, respectively, which are expanded to three-particle quantities using Kronecker deltas. They are constructed by (partial) traces over $M^{(3)} = G^{(3)} = G^{(3),CC} - G^{(3),DSL}$ which are known functions of $G^{(2)}$, to guarantee that trace consistency is restored. Their specific form and more details on the coefficients $a$, $b$ and $c$ are given in Appendix C.

C. Purification

Beyond contraction consistency the general trace relation, Eq. (38), leads to the issue of $N$-representability [46, 47]. Since the $N$-particle density matrix is directly connected to an $N$-particle wave function, the reduced density matrices have to obey certain positivity conditions demanding positive semidefiniteness of the respective density matrices [47]. For the Green functions the according conditions on the single-particle level become

$$\pm i \hbar G^{<}_{ij} = \pm i \hbar G^{\downarrow}_{ij} = (\Psi | c_i c_j \Psi ) \geq 0$$

$$\pm i \hbar G^{\downarrow}_{ij} = (\Psi | c_i c_j \Psi ) \geq 0 .$$

On the two-particle level there are three necessary but not sufficient conditions that have to be fulfilled by the two-particle, two-hole and particle–hole Green function, respectively

$$(\hbar)^2 G^{(2)}_{ijkl} = (\hbar)^2 G^{PP}_{ijkl} = (\Psi | c_i c_j c_k c_l \Psi ) \geq 0$$

$$(\hbar)^2 G^{hh}_{ijkl} = (\Psi | c_i c_j c_k c_l \Psi ) \geq 0$$

$$(\hbar)^2 G^{ph}_{ijkl} = (\Psi | c_i c_j c_k \Psi ) \geq 0 .$$

A similar issue is known for two-time Green functions where the self-energy has to be positive semidefinite to guarantee a positive spectral function and a stable numerical propagation [83, 84]. Note that without the factor of $(\hbar)^2$ all two-(quasi-)particle Green functions have to be negative semidefinite. In Fig. 4(d) the instability of TOA and DSL is accompanied by an
VII. NUMERICAL RESULTS

In our recent benchmark study [23] against DMRG results we could verify that HF-GKBA simulations with rather sophisticated selfenergies, including TPP and TOA, are a powerful numerical method: these results are very close to the “exact” DMRG calculations, even for moderate to strong interactions ($U \sim 4J$). Moreover, NEGF simulations are not restricted to one-dimensional systems like DMRG but are easily extended to higher dimensions. Despite this remarkable potential, in practice the method turned out to be restricted to rather short time scales because of both, its cubic scaling with the propagation time and its inherent (not numerical) instability observed for long propagations. The G1–G2 scheme, being an exact reformulation of the HF-GKBA inherits all positive properties observed in our previous paper. On top of that it provides, in principle, access to much longer time scales due to its reduced numerical complexity (linear time scaling). To achieve these long times, we have to remove intrinsic instabilities by enforcing contraction consistency and performing a purification. In this paper we apply this procedure to our most advanced approximation—DSL. These results will be called DSL$^*$ below. We also present comparisons with TOA results because its validity range is independent of the particle density (filling factor) [19].

The numerical results presented below confirm both statements: The results of the G1–G2–DSL$^*$ simulations are, for short times, qualitatively comparable with the best results we could achieve previously using TPP and TOA with the standard HF-GKBA, e.g. in Ref. [23]. Here we present new numerical tests for small to medium size 1D Hubbard clusters (because here exact and DMRG benchmarks are available), for small to moderate coupling strength. Moreover, we study different excitation conditions by varying how far the system is driven out of equilibrium.

A. Influence of deviation from equilibrium

For the detailed characterization of the time-dependent dynamics in excited lattice systems, we use the total energy and its individual contributions,

$$E(t) = E_{\text{kin}}(t) + E_{\text{int}}(t), \quad \text{with}$$
$$E_{\text{int}}(t) = E_{\text{HF}}(t) + E_{\text{corr}}(t).$$  \hspace{1cm} (72)

Here, the kinetic part, the HF energy, and the correlation energy are explicitly given as

$$E_{\text{kin}}(t) = -J \sum_{ij} \delta_{(i,j)} n_{ij}(t),$$  \hspace{1cm} (73)
$$E_{\text{HF}}(t) = U(t) \sum_i n_{ii}^\uparrow(t)n_{ii}^\downarrow(t),$$  \hspace{1cm} (74)
$$E_{\text{corr}}(t) = (\hbar)^2 U(t) \sum_i G_{iiii}^{\uparrow\downarrow\uparrow\downarrow}(t).$$  \hspace{1cm} (75)

As a first test setup we consider a finite six-site Hubbard chain that is excited by an instantaneous interaction quench. This type of excitation retains spatial homogeneity and keeps the system close to equilibrium. A
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Figure 5. Evolution of the interaction energy following an interaction quench. The ideal groundstate is prepared for a six-site Hubbard chain after which the interaction is instantaneously switched from $U = 0$ to $U = J$ at $t = 0$. Panel (a) corresponds to a filling of $n = 1/6$ and (b) to $n = 1/3$. Exact results are shown in black. The green (orange) curves correspond to the TOA (DSL$^*$) results.

particularly interesting observable for this setup is the time-dependent interaction energy, $E_{\text{int}}$, of the system ([cf. Eq. (72)]), which is shown in Fig. 5 for two different electronic filling ratios [Fig. 5(a): $n = 1/6$, Fig. 5(b): $n = 1/3$]. The exact benchmark results (black) reveal a sudden jump to an energy maximum at $t = 0$, followed by unsteady, intermittent oscillations. This behavior results from the energy transfer between $E_{\text{int}}$ and the kinetic
energy, overlayed by finite-size effects. Previous simulations with the TOA selfenergy (green) capture the general trends of the dynamics, but fail to predict the correct oscillation amplitudes, eventually leading to unreasonably pronounced energy peaks (cf. $15 \leq tJ/\hbar \leq 20$ for both fillings). With our new DSL* scheme (orange), we find a close agreement with the exact benchmark data with only slight derivations towards the end of the propagation. The approach produces consistently accurate results for both considered filling ratios.

Next, in Fig. 6 we consider a setup with a stronger spatial perturbation. Here, the finite Hubbard cluster is propagated from the half-filled interacting groundstate and excited by a sudden increase of the on-site potential at the first site according to [cf. Eq. (67)]

$$\hat{F}(t) = w_0 \Theta(t) \left( \hat{n}_{1\uparrow} + \hat{n}_{1\downarrow} \right),$$

with $w_0 = J$. This procedure induces density oscillations throughout the finite system. The density on the first (excited) site is shown for $U = 1J$ [Fig. 6(a)] and $U = 2J$ [Fig. 6(b)]. Clearly, the DSL* results (orange) again exhibit a far superior accuracy in comparison to the exact benchmark data (black) than the TOA calculations (green). For $U = 2J$ however, we observe growing deviations that indicate that the omitted many-body correlations gain importance in the intermediate- to strong-coupling regime. It should be noted that the TOA calculation for this case becomes unstable and reaches unphysical values, which is successfully overcome by the DSL* approach.

We now analyze the performance of our approach under the influence of strong nonequilibrium conditions. To this end, we return to the confinement setup discussed in Fig. 4. We again consider a six-site Hubbard chain with all particles initially confined in the left half of the system, but now for different choices of the interaction strength. Interesting methodological insights can be gained from the individual energy contributions [cf. Eqs. (73) – (75)] which are shown in Fig. 7. For the correlation energy
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Figure 6. Density dynamics on the first site of a six-site Hubbard system following a sudden switch on of an external potential, for (a) $U = 1$ and (b) $U = 2$. The dynamics start from the interacting groundstate (generated by the adiabatic-switching and, at $t = 0$, a constant local potential of $w_0 = J$ is applied to the first site. Exact results are shown black. The green (orange) curves correspond to the TOA (DSL*) results.
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Figure 7. Same setup as in Fig. 4 but for various interactions from $U = J$ to $U = 4J$. (a) and (b): correlation and kinetic energy of the system, respectively. Each curve beyond $U = J$ is shifted vertically by $2J$ with respect to the previous one. The TOA results (dashed green line) become increasingly unstable (diverge earlier) for increasing interaction strength.

[Fig. 7(a)] the exact calculations (black) show an initial energy increase followed by broad oscillations that become more pronounced, but significantly slower for larger values of $U$. While the TOA calculations (green) exhibit severe instability problems especially for strong coupling, the DSL* results (orange) show the correct trends of the dynamics. However, our approach seems to consistently overestimate the oscillation frequencies. At the same time, the exact kinetic energy [Fig. 7(b)] exhibits high-frequency oscillations around a characteristic constant base level. While our DSL* calculations capture the oscillations, they show an unreasonable drift towards increasing base levels. Both effects are possibly caused by the applied contraction-consistency and purification procedures. For the description of such complex states featuring an intricate interplay between strong nonequilibrium effects and higher-order many-body correlations these small gradual corrections inevitably start to alter the intrinsic consistency of the propagations. On the other hand, these side effects appear on a tolerable scale, especially in comparison with the numerically unstable TOA results.

As a final example, we study the relaxation of a sys-
system being initially in a charge-density wave (CDW) state. In this extreme nonequilibrium setup the electrons are initially confined in an alternating chain of empty and fully occupied lattice sites. To establish the properties of such a state in a Hubbard system, we use a larger chain of $L = 20$ lattice sites. At this scale, benchmark data by exact-diagonalization methods are no longer available. For this reason, we use quasi-exact DMRG results for comparison (see Ref. [23] for details of the approach). In Fig. 8 we show results for the interaction energy for three different coupling strengths. The overall behavior features a sudden decrease of $E_{\text{int}}$ as part of the energy is transferred to particle motion, i.e. $E_{\text{kin}}$, after which small oscillations appear, decaying into a prethermalized steady energy level. Again, we find increasing deviations between the DMRG data (black) and the DSL* scheme (orange) with larger interaction strengths due to the higher complexity of the dynamical many-body state. Surprisingly, we observe that the TOA approach (green) exhibits a better agreement with the DMRG results. At the moment no strict explanation for this behavior is known. A possible reason could be the high symmetry between the dynamics of the electrons and holes in the system. Due to cancellation effects of higher-order scattering diagrams the TOA scheme might already be quite accurate while the DSL* approximation involves partial resummations of the respective higher-order terms.

We conclude that, overall, the DSL* scheme provides excellent results in the regime of weak to moderate coupling and significantly improves the reach of the NEGF method in comparison to previous approaches. Under strong nonequilibrium conditions (such as a CDW state) we find a slightly decreased accuracy which we hypothesize, is due to the increased complexity of the corresponding nonequilibrium many-body states.

VIII. DISCUSSION AND OUTLOOK

In this paper we discussed the nonequilibrium dynamically screened ladder approximation (DSL) which fully selfconsistently combines particle–particle, particle–hole ladder ($T$-matrix) diagrams and polarization (bubble) diagrams. This allows to take dynamical screening and strong-coupling effects into account simultaneously. This extends earlier ground-state and equilibrium results that have been obtained in the frame of the Bethe–Salpeter equation by Zimmermann et al. [24], Kremp et al. [26] and others to systems driven out of equilibrium by an external excitation to ultrafast processes and strong fields [9]. The most important application are correlated electrons and excitons in graphene and TMDC monolayers and bilayers exposed to laser fields.

A direct extension of the Bethe–Salpeter approach of Green functions theory turned out to be unsuccessful so far; the question of a nonequilibrium DSL selfenergy is still open. However, the independent approach of reduced density operators (RDO) or, equivalently, density matrices (TD2RDM) provided a direct solution for DSL. Performing a cluster expansion of the RDO and neglecting three-particle correlations, $g_{33} \rightarrow 0$, we obtained the equation of motion for the pair-correlation operator and, correspondingly, for the two-particle Green function, $G_{32}$. The result are the equations of the G1–G2 scheme on the DSL level [10, 11]. In contrast to earlier versions of the equations, the present result fully includes exchange effects, also in the particle–hole $T$-matrix and GW diagrams.

Our DSL-G1–G2 simulations for finite Hubbard systems confirmed the previously reported linear scaling with the simulation duration [10] paving the way to long simulations that are needed to simulate pump–probe experiments and to produce accurate energy spectra. However, when the coupling strength was increased the simulations were found to become unstable even though all conservation laws are accurately satisfied. The reason turned out to be the missing contraction consistency between the two-particle and three-particle reduced density operator. Enforcing contraction consistency by including additional contributions from the three-particle correlations improved the behavior of the solution. However, for a stabilization of the simulations it was necessary to apply, in addition, a purification scheme that eliminates positive eigenvalues of the two-particle Green function, thereby partially restoring N-representability. Our solution improves previous purification schemes [44, 45] by maintaining total-energy conservation.

The resulting DSL* simulations were tested against exact benchmark results (CI and DMRG) and showed very good accuracy. Best performance was observed in weak to intermediate nonequilibrium situations, whereas for extreme nonequilibrium conditions, such as a charge-density-wave initial state, the accuracy was slightly worse.

For future developments of NEGF theory it will be very interesting to derive a selfenergy that is equivalent...
to the DSL-G1–G2 approximation. Furthermore, for the improvement of the G1–G2 scheme it will be important to test more advanced approximations of reduced-density-operator theory that go beyond DSL and partially include three-particle correlation effects, i.e., contributions to \( g_{123} \), such as the the Nakatsuji–Yasuda approximation \([86, 87]\), approximations by Maziotti \([88, 89]\), the selfconsistent RPA \([36]\), or the Fadeev approximation \([12]\).
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**Appendix A: Derivation of the (anti-)symmetrized equation for the pair correlation operator**

In this appendix we provide the main steps that lead to equation (57). We start by summarizing the main properties of the permutation operators, \( \hat{P}_{ij} \) and (anti-)symmetrization operators \( \lambda^{\pm} \) that will be needed for the derivations below.

1. The permutation operator obeys,

\[
\hat{P}_{ij}^2 = \hat{1},
\]

\[
\text{Tr}_{ij} \hat{P}_{ij} = \text{Tr}_{ij} \hat{1} = \hat{1}, \tag{A1}
\]

\[
\hat{P}_{ij} A_{ij} = A_{ji} \hat{P}_{ij}, \tag{A2}
\]

where \( A_{ij} \) is an arbitrary two-particle operator.

2. Pair permutations of different particles don’t commute, i.e., \( \hat{P}_{ij} \hat{P}_{jk} \neq \hat{P}_{jk} \hat{P}_{ij} \). For the case of three-particle states, the three different permutations, labeled by \( \alpha, \beta, \gamma \) (denoting 12, 13 and 23), have the properties

\[
\hat{P}_{ij} \hat{P}_{kl} = \hat{P}_{kl} \hat{P}_{ij}, \\
\hat{P}_{ij} \hat{P}_{kl} = \hat{P}_{kl} \hat{P}_{ij}.
\]

3. Important properties of \( \lambda^{\pm} \) are

\[
(\hat{1} - \epsilon \hat{P}_{ij}) \lambda^{\pm}_{12} = 0, \quad \epsilon \neq 0,
\]

\[
\lambda^{\pm}_{12}(\hat{1} + \epsilon \hat{P}_{12} + \epsilon \hat{P}_{13}) = (1 + \epsilon \hat{P}_{12} + \epsilon \hat{P}_{13}) \lambda^{\pm}_{12}
\]

\[
\hat{P}_{23} \lambda^{\pm}_{13} = \lambda^{\pm}_{12} \hat{P}_{23}
\]

\[
(\lambda^{\pm}_{12})^2 = s! \lambda^{\pm}_{12s},
\]

All these relations are easily proven by direct calculation.

Now we turn to hierarchy equations. Recall the (anti-)symmetrized first hierarchy equation, Eq. (51) of the main text:

\[
\imath \hbar \frac{d}{dt} F_1 - [H_1 + U_1^{\text{HF}}, F_1] = \text{Tr}_2 [V_{12}, g_{12}^{\pm}] = I_{1,DO}. \tag{A3}
\]

with the (anti-)symmetrized version of the collision integral and the Hartree–Fock potential energy operator,

\[
U_1^{\text{HF}} = \text{Tr}_2 V_{12}^{\pm} F_2,
\]

\[
V_{12}^{\pm} = V_{12} \lambda^{\pm}_{12}.
\]

For the derivation of the equation for \( g_{12}^{\pm} \) we start from the second hierarchy equation, Eq. (39), where for all density operators we use their (anti-)symmetrized versions and insert the cluster expansion, Eq. (40), for \( F_{12} \) and \( F_{123} \),

\[
\imath \hbar \frac{d}{dt} \begin{pmatrix} F_1 F_2 \lambda^{\pm}_{12} + g_{12}^{\pm} \\
\end{pmatrix} - [H_1^{Q} + V_{12}, F_1 F_2 \lambda^{\pm}_{12} + g_{12}^{\pm}]
\]

\[
= \text{Tr}_3 \left[ [V_{13} + V_{23}, F_1 F_2 F_3] + [V_{13} + V_{23}, F_1 g_{23}] \\
+ [V_{13} + V_{23}, F_2 g_{13}] + [V_{13} + V_{23}, F_3 g_{12}] \\
+ [V_{13} + V_{23}, g_{123}] \right] (1 + \epsilon \hat{P}_{13} + \epsilon \hat{P}_{23}) \lambda^{\pm}_{12}.
\]

From this we subtract the equation of motion of \( F_1 F_2 \lambda^{\pm}_{12} \) that directly follows from Eq. (A3) by multiplying with \( F_2 \lambda^{\pm}_{12} \). Now we group terms and perform the following transformations:

1. The commutator \([V_{12}, F_1 F_2 \lambda^{\pm}_{12}]\), in the second term on the left of Eq. (56), is not cancelled by subtracting the equation of motion for \( F_1 F_2 \lambda^{\pm}_{12} \). It contributes to the inhomogeneity, \( \Psi_{12,DO}^{\pm} \), Eq. (58).

The remaining Pauli blocking terms in \( \Psi_{12,DO}^{\pm} \) arise from the terms involving the product \( F_1 F_2 F_3 \), on the r.h.s. of Eq. (56). Consider the transformation for a typical term:

\[
\text{Tr}_3 V_{13} F_1 F_2 F_3 \lambda^{\pm}_{23} = F_2 \text{Tr}_3 V_{13} F_1 F_3 \lambda^{\pm}_{23}
\]

\[
F_2 \text{Tr}_3 \hat{P}_{23} V_{13} F_1 F_2 \lambda^{\pm}_{12} = F_2 \text{Tr}_3 F_2 V_{23} \lambda^{\pm}_{12} F_1 F_2 = F_2 V^{\pm}_{12} F_1 F_2,
\]

where, in the last step, we used property (A1). There is a analogous term following from interchanging 1 ↔ 2. Collecting all terms, and also the first part of the commutator, \([V_{12}, F_1 F_2 \lambda^{\pm}_{12}]\), we obtain

\[
V_{12} F_1 F_2 \lambda^{\pm}_{12} + \\
\text{Tr}_3 (V_{13} + V_{23}) F_1 F_2 \lambda^{\pm}_{12} F_3 (1 + \epsilon \hat{P}_{13} + \epsilon \hat{P}_{23}) = (H_1^{\text{HF}} + H_2^{\text{HF}}) F_1 F_2 \lambda^{\pm}_{12} + \tilde{V} F_1 F_2,
\]

where \( \tilde{V} \) was defined in Eq. (54). Similarly, the second part of the commutators is transformed into

\[
F_1 F_2 \lambda^{\pm}_{12} V_{12} + \\
\text{Tr}_3 F_1 F_2 F_3 \lambda^{\pm}_{12} (1 + \epsilon P_{13} + \epsilon P_{23}) (V_{13} + V_{23}) = F_1 F_2 \lambda^{\pm}_{12} (H_1^{\text{HF}} + H_2^{\text{HF}}) + F_1 F_2 \tilde{V}^{\pm}_{12},
\]
where the Hartree–Fock terms are cancelled when the equation for $F_1 F_2 \lambda_{12}^\pm$ is subtracted.

2. We now consider the ladder term, Eq. (59). In addition to the spinless contribution, $L_{DO}^0$, it also involves Pauli blocking terms that arise from terms on the r.h.s. of Eq. (56) of the following form

$$\text{Tr}_3 V_{13} F_2 g_{13} \hat{P}_{123} \lambda_{12}^\pm = F_2 \text{Tr}_3 \hat{P}_{123} V_{12} g_{12} \lambda_{12}^\pm = F_2 V_{12} g_{12},$$

where we used relations (A2) and (A1). Collecting all terms that contribute to the first parts of the commutators, we obtain

$$V_{12} g_{12}^\pm + \epsilon \text{Tr}_3 \left[ V_{13} F_2 g_{13} \hat{P}_{123} + V_{23} F_1 g_{23} \hat{P}_{13} \right] \lambda_{12}^\pm = \hat{V}_{12} g_{12}^\pm .$$

Similarly, the second parts of the commutators lead to

$$g_{12}^\pm V_{12} + \epsilon \text{Tr}_3 \left[ F_2 g_{13} V_{13} \hat{P}_{23} + F_1 g_{23} V_{23} \hat{P}_{13} \right] \lambda_{12}^\pm = g_{12}^\pm \hat{V}_{12}^\dagger,$$

which gives the complete ladder term, Eq. (59).

3. The three-particle correlation term on the r.h.s. of Eq. (57) follows by applying the three-particle (anti-)symmetrization operator directly to $g_{123}$ which yields $g_{123}^\pm$ instead of $g_{123}^\pm$. But otherwise this term has the same form as for the spinless case, cf. Eq. (42).

4. We now consider all the remaining terms that contain products of one-particle and two-particle density operators,

$$\text{Tr}_3 V_{13} F_3 g_{12} (\epsilon \hat{P}_{13} + \epsilon \hat{P}_{23}) \lambda_{12}^\pm \quad \text{(A4)}$$
$$\text{Tr}_3 V_{23} F_2 g_{13} (1 + \epsilon \hat{P}_{13} + \epsilon \hat{P}_{12} + \hat{P}_{13} \hat{P}_{12}) + 1 \leftrightarrow 2,$$

and, similar for the second parts of the commutators. The one in the second parentheses leads to the classical polarization term, Eq. (47). When, in addition, the term $\hat{P}_{13}$ is included, we obtain

$$\text{Tr}_3 V_{23} F_2 g_{13} (1 + \epsilon \hat{P}_{13}) = \text{Tr}_3 V_{23} F_2 g_{13}^\pm - \text{the classical result with } g \text{ replaced by } g^\pm.$$

Let us now analyze the remaining six terms in the expression (A4). We start by transforming the first two contributions from the first term (of the total of four terms):

$$\text{Tr}_3 V_{13} F_3 g_{12} \hat{P}_{13} = \text{Tr}_3 V_{13} \hat{P}_{13} F_1 g_{23},$$
$$\text{Tr}_3 V_{13} F_3 g_{12} \epsilon \hat{P}_{12} = \text{Tr}_3 V_{13} \epsilon \hat{P}_{13} F_1 g_{23} \hat{P}_{23},$$

where, in the second expression, we used $F_{23} \hat{P}_{12} = \hat{P}_{13} \hat{P}_{23}$. Adding these two expressions and the classical polarization term discussed above (where we exchange $1 \leftrightarrow 2$) yields

$$\Pi_{12, DO}^{(1)} = \text{Tr}_3 \left[ V_{13}^\pm, F_1 \right] g_{23}^\pm, \quad \text{(A5)}$$

thus the previous result was “upgraded” once more, by replacing $V_{12} \rightarrow V_{12}^\pm$. This is the result that was derived in Refs. [77] and [32] and describes polarization effects including exchange effects (in the Green functions language this corresponding to $GW$ with exchange).

There are four terms left from Eq. (A4) which we transform such that an (anti-)symmetric pair correlation operator is produced (note that we have to retain the index change $1 \leftrightarrow 2$ in the second term),

$$R^{(1)x} = \text{Tr}_3 V_{13} F_3 g_{12} (\hat{P}_{13} \hat{P}_{12} + \epsilon \hat{P}_{23}) +$$
$$+ \text{Tr}_3 V_{13} F_1 g_{23} (\hat{P}_{23} \hat{P}_{12} + \epsilon \hat{P}_{12}). \quad \text{(A6)}$$

We now transform the two parantheses,

$$\hat{P}_{13} \hat{P}_{12} + \epsilon \hat{P}_{23} = \epsilon \hat{P}_{13} \hat{P}_{12} + \epsilon^2 \hat{P}_{13} \hat{P}_{23} =$$
$$= (\epsilon \hat{P}_{13} + \epsilon^2 \hat{P}_{13} \hat{P}_{23}) \hat{P}_{12} = \epsilon \hat{P}_{13} \lambda_{23}^\pm \cdot \epsilon \hat{P}_{12},$$
$$\hat{P}_{23} \hat{P}_{12} + \epsilon \hat{P}_{12} = \lambda_{23}^\pm \cdot \epsilon \hat{P}_{12},$$

and insert these results into Eq. (A6). Using Eq. (A2), an overall factor $\epsilon \hat{P}_{12}$ can be taken out to the right, with the result

$$R^{(1)x} = \left\{ \Pi_{12, DO}^{(1)} + \Pi_{12, DO}^{(2)} \right\} \lambda_{12}^\pm.$$
Appendix B: Energy conservation of the G1–G2 scheme

Here we discuss the question of total-energy conservation of the G1–G2 equations that were shown, in the main text, to coincide with the related reduced-density-operator results. We consider two cases. The first is the system of two equations for the one-particle and two-particle density operators, \( F_1 \) and \( F_{12} \), that follows from the BBGKY hierarchy, Eq. (39), and the second is the case that contraction consistency between the one-particle and two-particle density operators is imposed first.

1. Total-energy conservation of the Reduced-density-operator approach

The energy per particle of a pair is given by

\[ \hat{H}_{12} = \frac{\hat{H}_1 + \hat{H}_2}{2} + \frac{1}{2} \hat{V}_{12}, \]

which yields the expectation value of the total energy of the \( N \)-particle system

\[ \langle \hat{H} \rangle = \text{Tr}_1 \hat{H}_1 F_1 + \frac{1}{2} \text{Tr}_{12} \hat{V}_{12} F_{12}, \quad (B1) \]

being completely determined by the single-particle and two-particle reduced density operators, as introduced in Sec. V.A. Energy conservation is readily derived from Eq. (B1) by time differentiation [32] and using the equations of motion Eq. (39) of \( F_1 \) and \( F_{12} \):

\[ \frac{i\hbar}{\text{d}t} \text{Tr}_1 \hat{H}_1 F_1 = \text{Tr}_1 \hat{H}_1 [\hat{H}_1, F_1] + \text{Tr}_{12} \hat{V}_{12} F_{12} = \]

\[ = \text{Tr}_{12} \hat{H}_1 [\hat{V}_{12}, F_{12}], \quad (B2) \]

\[ \frac{i\hbar}{\text{d}t} \frac{1}{2} \text{Tr}_{12} \hat{V}_{12} F_{12} = \frac{1}{2} \text{Tr}_{12} \hat{V}_{12} [2\hat{H}_1, F_{12}] + \]

\[ + \frac{1}{2} \text{Tr}_{12} \hat{V}_{12} [\hat{V}_{12}, F_{12}] + \]

\[ + \frac{1}{2} \text{Tr}_{12} \hat{V}_{12} [\hat{V}_{12} + \hat{V}_{23}, F_{123}] = \]

\[ = -\text{Tr}_{12} \hat{H}_1 [\hat{V}_{12}, F_{12}] + \frac{1}{2} \text{Tr}_{123} \hat{V}_{12} [\hat{V}_{13} + \hat{V}_{23}, F_{123}], \quad (B3) \]

where the cyclic invariance of the trace has been used. As a result we obtain, by adding Eqs. (B2) and (B3),

\[ \frac{i\hbar}{\text{d}t} \langle \hat{H} \rangle = \frac{1}{2} \text{Tr}_{123} \hat{V}_{12} [\hat{V}_{13} + \hat{V}_{23}, F_{123}]. \quad (B4) \]

Thus total energy is conserved if three-particle density operator is symmetric in the particle indices, cf. Eq. (48) and Refs. [32, 76, 77]. This is fulfilled, of course, for the exact solution whereas for approximations it imposes a (rather weak) symmetry constraint.

2. Total-energy conservation in case of contraction consistency between \( F_{12} \) and \( F_1 \)

The difference compared to the former case is that the single-particle density operator is now not an independent quantity but depends on the two-particle density operator via the trace consistency condition

\[ F_1 = \frac{1}{N-1} \text{Tr}_2 F_{12}. \]

Therefore, the total energy Eq. (B1) is now expressed via \( F_{12} \) alone

\[ \langle \hat{H} \rangle^c = \frac{1}{2} \text{Tr}_{12} \hat{H}_{12} F_{12}, \]

\[ \hat{H}_{12} = \hat{H}_1 + H_2 + \hat{V}_{12}. \]

Now, for the time derivative follows

\[ i\hbar \frac{\text{d}}{\text{d}t} \langle \hat{H} \rangle^c = \text{Tr}_{12} \frac{2}{N-1} \hat{H}_1 [\hat{H}_1, F_{12}] + \text{Tr}_{12} \hat{V}_{12} [\hat{V}_{12}, F_{12}] + \]

\[ + \text{Tr}_{12} \frac{H_1}{N-1} [\hat{V}_{12} + \hat{V}_{23}, F_{123}] + \frac{1}{2} \text{Tr}_{123} \hat{V}_{12} [\hat{V}_{13} + \hat{V}_{23}, F_{123}], \quad (B5) \]

where in the last line we can identify the contribution of Eq. (B4) again. Assuming the aforementioned symmetry of \( F_{123} \) and using the cyclic property of the trace we simplify Eq. (B5) to

\[ i\hbar \frac{\text{d}}{\text{d}t} \langle \hat{H} \rangle^c = \text{Tr}_{12} \frac{N-2}{N-1} [\hat{V}_{12}, \hat{H}_1] F_{12} + \]

\[ + \text{Tr}_{123} \frac{\hat{H}_1}{N-1} [\hat{V}_{12} + \hat{V}_{23}, F_{123}]. \quad (B6) \]

By using Eq. (48) for the second line of Eq. (B6), we end up with the following expression,

\[ i\hbar \frac{\text{d}}{\text{d}t} \langle \hat{H} \rangle^c = \frac{1}{N-1} \text{Tr}_{12} \left\{ [\hat{V}_{12}, \hat{H}_1] \times \right. \]

\[ \left. \times \left[ (N-2) F_{12} - \text{Tr}_3 F_{123} \right] \right\}. \]

This implies that total-energy conservation in the case of contraction consistency between \( F_{12} \) and \( F_1 \) requires fulfilling the additional condition of contraction consistency between \( F_{123} \) and \( F_{12} \), i.e. [cf. Eq. (50)],

\[ \text{Tr}_3 F_{123} = (N-2) F_{12}. \]

This result is in line with previous findings, cf. Refs. [44, 75].
Appendix C: Enforcing Contraction Consistency between $G^{(3)}$ and $G^{(2)}$

In the following we outline the derivation of contraction consistency and unitary decomposition of three-particle matrices and reproduce the procedure presented in detail in Refs. [44, 75]. We point out, that slight deviations of Tabs. II, IV, V and Eq. (C1) to Ref. [75] are due to typos in Ref. [75]. The zero-, one- and two-particle quantities $M^{(0)}$, $M^{(1)}$ and $M^{(2)}$ are crucial for the construction of the three-particle Green function correction, Eq. (70). They are defined as (partial) traces over the three-particle quantity $M^{(3)}$ which is defined as the difference between the correct $G^{(3)}$ and the used approximation

$$M^{(3)} = G^{(3)} - G^{(3),\text{DSL}} (= G^{(3)}).$$

The notation $\text{Tr}(1_{3,6})$ used in the following relations denotes that contractions are performed over indices in the same line. For the sake of readability the indices of the $M$ quantities are neglected.

$$\begin{align*}
1M^{(2)} &= \text{Tr}(3_{6})M^{(3)} \\
2M^{(2)} &= \text{Tr}(2_{6})M^{(3)} \\
3M^{(2)} &= \text{Tr}(1_{6})M^{(3)} \\
4M^{(2)} &= \text{Tr}(3_{5})M^{(3)} \\
5M^{(2)} &= \text{Tr}(2_{5})M^{(3)} \\
6M^{(2)} &= \text{Tr}(1_{5})M^{(3)} \\
7M^{(2)} &= \text{Tr}(3_{4})M^{(3)} \\
8M^{(2)} &= \text{Tr}(2_{4})M^{(3)} \\
9M^{(2)} &= \text{Tr}(1_{4})M^{(3)} \\
10M^{(2)} &= \text{Tr}(3_{3})M^{(3)} \\
11M^{(2)} &= \text{Tr}(2_{3})M^{(3)} \\
12M^{(2)} &= \text{Tr}(1_{3})M^{(3)} \\
13M^{(2)} &= \text{Tr}(3_{2})M^{(3)} \\
14M^{(2)} &= \text{Tr}(2_{2})M^{(3)} \\
15M^{(2)} &= \text{Tr}(1_{2})M^{(3)} \\
16M^{(2)} &= \text{Tr}(3_{1})M^{(3)} \\
17M^{(2)} &= \text{Tr}(2_{1})M^{(3)} \\
18M^{(2)} &= \text{Tr}(1_{1})M^{(3)} \\
1M^{(1)} &= \text{Tr}(2_{5})M^{(3)} \\
2M^{(1)} &= \text{Tr}(1_{5})M^{(3)} \\
3M^{(1)} &= \text{Tr}(2_{4})M^{(3)} \\
4M^{(1)} &= \text{Tr}(1_{4})M^{(3)} \\
5M^{(1)} &= \text{Tr}(2_{3})M^{(3)} \\
6M^{(1)} &= \text{Tr}(1_{3})M^{(3)} \\
7M^{(1)} &= \text{Tr}(2_{2})M^{(3)} \\
8M^{(1)} &= \text{Tr}(1_{2})M^{(3)} \\
9M^{(1)} &= \text{Tr}(2_{1})M^{(3)} \\
10M^{(1)} &= \text{Tr}(1_{1})M^{(3)} \\
11M^{(1)} &= \text{Tr}(2_{5})M^{(3)} \\
12M^{(1)} &= \text{Tr}(1_{5})M^{(3)} \\
13M^{(1)} &= \text{Tr}(2_{4})M^{(3)} \\
14M^{(1)} &= \text{Tr}(1_{4})M^{(3)} \\
15M^{(1)} &= \text{Tr}(2_{3})M^{(3)} \\
16M^{(1)} &= \text{Tr}(1_{3})M^{(3)} \\
17M^{(1)} &= \text{Tr}(2_{2})M^{(3)} \\
18M^{(1)} &= \text{Tr}(1_{2})M^{(3)} \\
1M^{(0)} &= \text{Tr}(1_{4})M^{(3)} \\
2M^{(0)} &= \text{Tr}(2_{4})M^{(3)} \\
3M^{(0)} &= \text{Tr}(3_{4})M^{(3)} \\
4M^{(0)} &= \text{Tr}(1_{4})M^{(3)} \\
5M^{(0)} &= \text{Tr}(2_{4})M^{(3)} \\
6M^{(0)} &= \text{Tr}(3_{4})M^{(3)}
\end{align*}$$

In practice the traces over $M^{(3)}$ are taken separately for its constituents $G^{(3)}$ and $G^{(3),\text{DSL}}$. For the former this can be done analytically using the relations Eq. (69), for the latter the traces are performed numerically over

$$G^{(3),\uparrow\downarrow\downarrow\downarrow\downarrow}_{ijklpq} = G^{<\uparrow}_{ilj}G^{<\downarrow}_{kpq} - G^{<\uparrow}_{ip}G^{<\downarrow}_{kjq}$$

$$+ G^{<\downarrow}_{jp}G^{<\downarrow}_{kliq} - G^{<\downarrow}_{jl}G^{<\downarrow}_{ikpq}$$

The weight parameters $a^k_{\tau,\sigma}$, $b^k_{\tau,\sigma}$ and $c^k_{\tau,\sigma}$ of Eq. (70) can be expressed by a reduced amount of auxiliary parameters $\alpha$, $\beta$ and $\gamma$ as listed in Tables III, IV and V, respectively. For the index permutation the following shortened notation is used:

$$\begin{align*}
1 &= (1,2,3) \\
2 &= (1,3,2) \\
3 &= (2,1,3) \\
4 &= (2,3,1) \\
5 &= (3,1,2) \\
6 &= (3,2,1)
\end{align*}$$

For each $\alpha$, $\beta$ and $\gamma$ the respective parameter value can be calculated utilizing Table II and Eq. (C1). Note that Eq. (C1) differs from the one given in Ref. [75] by a factor of $1/36$.

$$X = \frac{1}{36} \left( \frac{A_1}{N_b - 4} + \frac{A_2}{N_b + 4} + \frac{B_1}{N_b - 3} + \frac{B_2}{N_b + 3} + \frac{C_1}{N_b - 2} + \frac{C_2}{N_b + 2} + \frac{D_1}{N_b - 1} + \frac{D_2}{N_b + 1} + \frac{E_1}{N_b} + \frac{E_2}{N_b} \right) \quad \text{(C1)}$$

Appendix D: Purification

The following purification scheme is based on the one presented in Ref. [44]. Consequently, of the three positivity conditions on the two-particle level, cf. Eq. (71), only the two-particle and two-hole condition will be considered. In a first step the full two-particle and two-hole Green
Table II. List of parameters A–E to calculate the values of $\alpha$, $\beta$ and $\gamma$ for Tables III–V using Eq. (C1). Note that the table differs from the one given in Ref. [75].

| $a^b_i$ | 1 | 2 | 3 | 4 | 5 | 6 |
|---|---|---|---|---|---|---|
| $\alpha$ | $\alpha_1$ | $\alpha_2$ | $\alpha_3$ | $\beta_1$ | $\beta_2$ | $\beta_3$ |
| $\beta$ | $\beta_4$ | $\beta_5$ | $\beta_6$ | $\gamma_1$ | $\gamma_2$ | $\gamma_3$ |
| $\gamma$ | $\gamma_4$ | $\gamma_5$ | $\gamma_6$ | $\gamma_7$ | $\gamma_8$ | $\gamma_{10}$ |

Table III. Parameters $a^b_i$ which enter Eq. (70). The values of $\alpha$ can be determined using Eq. (C1) and Table II.

| $b^c_{ij}$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 |
|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|
| $\delta$ | $\delta_1$ | $\delta_2$ | $\delta_3$ | $\delta_4$ | $\delta_5$ | $\delta_6$ | $\delta_7$ | $\delta_8$ | $\delta_9$ | $\delta_{10}$ | $\delta_{11}$ | $\delta_{12}$ | $\delta_{13}$ | $\delta_{14}$ | $\delta_{15}$ | $\delta_{16}$ | $\delta_{17}$ | $\delta_{18}$ |

The following steps are outlined for the two-particle Green function only but have to be performed for the two-hole Green function in the same way. To purify its eigenvalues the two-particle Green function can be mapped to a $N_b^2 \times N_b^2$ matrix, $G^{(2)}_{ijkl} \rightarrow G^{(2)}_{x,y}$, in order to perform the eigendecomposition

$$G^{(2)} = V \lambda V^\dagger,$$

where the bold quantities $\lambda$ and $V$ are matrices containing the eigenvalues (on the diagonal) and the eigenvectors of $G^{(2)}$, respectively. Next, $G^{(2)}_{\text{pos}}$, the unphysical (positive) part of the two-particle Green function containing only the positive eigenvalues, is constructed via

$$G^{(2)}_{\text{pos}} = V \lambda_{\text{pos}} V^\dagger.$$

In principle, subtracting this quantity from the full two-particle Green function would be sufficient to purify its eigenvalues. However, doing so would violate contraction consistency, as well as conservation of energy. Contraction consistency between the two-particle and the one-particle level can be ensured by calculating the contraction-free component of $G^{(2)}_{\text{pos}}$. Starting with the symmetrized and antisymmetrized auxiliary quantities

$$A^{(1)}_{ij} = \frac{1}{2} \sum_p \left( G^{(2), \text{pos}}_{ipjp} - G^{(2), \text{pos}}_{ippj} \right), \quad A^{(0)} = \text{Tr} A^{(1)}$$

$$S^{(1)}_{ij} = \frac{1}{2} \sum_p \left( G^{(2), \text{pos}}_{ipjp} + G^{(2), \text{pos}}_{ippj} \right), \quad S^{(0)} = \text{Tr} S^{(1)}$$

and

$$A^{(2)}_{ijkl} = \delta_{ik} \frac{A^{(1)}_{jl}}{N_b - 2} + \delta_{ij} \frac{A^{(1)}_{lk}}{N_b - 2} - \delta_{jk} \frac{A^{(1)}_{il}}{N_b - 2} - \delta_{il} \frac{A^{(1)}_{kj}}{N_b - 2}$$

for

$$A^{(0)} = \text{Tr} A^{(1)}$$

and

$$S^{(2)}_{ijkl} = \delta_{ik} \frac{S^{(1)}_{jl}}{N_b + 2} + \delta_{ij} \frac{S^{(1)}_{lk}}{N_b + 2} + \delta_{jk} \frac{S^{(1)}_{il}}{N_b + 2} + \delta_{il} \frac{S^{(1)}_{kj}}{N_b + 2}$$

for

$$S^{(0)} = \text{Tr} S^{(1)}$$

part and the single-particle Green function,

$$G^{(2), \uparrow \downarrow \uparrow \downarrow}_{ijkl} = \delta_{ik} G^{(2)}_{jk} + \delta_{ik} G^{(2)}_{kl} + \frac{1}{(\hbar)^2} \delta_{ij} \delta_{kl} + \frac{1}{\hbar} \delta_{ik} G^{(2)}_{jl} + \frac{1}{\hbar} \delta_{ij} G^{(2)}_{kl}.$$
$c^1_{kl}$
\begin{tabular}{|c|cccccccccc|}
\hline
$\gamma$ & 1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 \\
\hline
T.1 & 77 & 71 & 76 & 71 & 78 & 73 & 76 & 73 & 710 \\
1.2 & 71 & 77 & 72 & 78 & 71 & 75 & 73 & 76 & 74 \\
1.3 & 71 & 76 & 71 & 78 & 73 & 78 & 73 & 710 & 73 \\
1.4 & 77 & 72 & 77 & 71 & 75 & 71 & 77 & 73 \\
1.5 & 76 & 71 & 77 & 73 & 78 & 71 & 710 & 73 \\
1.6 & 72 & 77 & 71 & 75 & 71 & 78 & 74 & 76 & 73 \\
2.1 & 71 & 78 & 73 & 77 & 71 & 76 & 72 & 75 & 74 \\
2.2 & 78 & 71 & 75 & 77 & 72 & 75 & 72 & 79 \\
2.3 & 78 & 73 & 78 & 71 & 76 & 71 & 75 & 74 & 75 \\
2.4 & 71 & 75 & 71 & 77 & 72 & 77 & 72 & 79 & 72 \\
2.5 & 73 & 78 & 71 & 76 & 71 & 77 & 74 & 75 & 72 \\
2.6 & 76 & 71 & 78 & 72 & 77 & 71 & 79 & 72 & 75 \\
3.1 & 71 & 78 & 73 & 76 & 73 & 710 & 73 \\
3.2 & 78 & 71 & 75 & 76 & 74 & 78 & 71 & 75 \\
3.3 & 78 & 73 & 78 & 71 & 76 & 73 & 78 & 73 & 78 \\
3.4 & 71 & 75 & 71 & 76 & 74 & 76 & 71 & 75 \\
3.5 & 73 & 78 & 71 & 76 & 73 & 76 & 73 & 78 & 71 \\
3.6 & 76 & 71 & 78 & 74 & 76 & 73 & 76 & 73 & 78 \\
4.1 & 77 & 71 & 76 & 72 & 75 & 74 & 77 & 71 & 76 \\
4.2 & 72 & 77 & 72 & 75 & 72 & 77 & 71 & 77 & 72 \\
4.3 & 76 & 71 & 77 & 75 & 74 & 77 & 71 & 76 & 71 \\
4.4 & 77 & 72 & 77 & 72 & 79 & 72 & 77 & 72 & 77 \\
4.5 & 76 & 71 & 77 & 74 & 75 & 72 & 76 & 71 & 77 \\
4.6 & 72 & 77 & 71 & 79 & 72 & 75 & 72 & 77 & 77 \\
5.1 & 76 & 73 & 70 & 71 & 78 & 76 & 77 & 71 & 76 \\
5.2 & 73 & 76 & 74 & 76 & 71 & 77 & 72 \\
5.3 & 78 & 710 & 73 & 78 & 73 & 76 & 71 & 76 & 71 \\
5.4 & 76 & 74 & 76 & 71 & 75 & 77 & 72 \\
5.5 & 710 & 73 & 76 & 73 & 78 & 72 & 77 & 71 \\
5.6 & 74 & 76 & 73 & 76 & 71 & 78 & 77 & 71 \\
6.1 & 72 & 75 & 74 & 77 & 71 & 76 & 71 & 78 & 73 \\
6.2 & 75 & 72 & 79 & 71 & 77 & 72 & 78 & 71 & 75 \\
6.3 & 76 & 74 & 75 & 76 & 71 & 78 & 73 & 78 \\
6.4 & 72 & 79 & 72 & 77 & 72 & 77 & 71 & 75 \\
6.5 & 74 & 75 & 76 & 71 & 77 & 78 & 71 \\
6.6 & 79 & 72 & 75 & 77 & 71 & 77 & 71 & 78 \\
\hline
\end{tabular}

Table V. Parameters $c^k_{kl}$ which enter Eq. (70). The values of $\gamma$ can be determined using Eq. (C1) and Table II. Note that the table differs from the one given in Ref. [75].

Ensuring contraction consistency from the two-particle to the single-particle level also guarantees conservation of all single-particle observables. Therefore, violations to the conservation of energy can only originate from the correlation energy, which for a general diagonal basis is given by

$$E_{\text{corr}} = (\hbar)^2 \sum_{pq} V_{pq} \left( 2 G_{pqpq}^\uparrow \downarrow - G_{pqpp}^\uparrow \uparrow \right).$$

Note, that in the Hubbard basis this reduces to Eq. (75). Thus, conservation of total energy can be ensured by setting

$$G_{ijkl}^{(2),\text{pos}} = 0 \quad \text{for } (i = k \text{ and } j = l) \text{ or } (i = l \text{ and } j = k)$$

before calculating $G_{ijkl}^{(2)}$ so that the parts of $G^{(2)}$ that enter the correlation energy ($\sim N_D^i$ of the $N_D^i$ entries) are not modified by the purification procedure. After repeating the above procedure for the two-hole Green function the purified two-particle Green function can be constructed as

$$G_{ijkl}^{(2)} = G_{ijkl}^{(2),\text{pos}} - Q_{ijkl}^{(2),\text{pos}}.$$

Due to the modifications done to $G_{ijkl}^{(2),\text{pos}}$ and $Q_{ijkl}^{(2),\text{pos}}$ the above step in general does not eliminate all positive eigenvalues of the two-particle Green function completely. While the presented purification scheme can be repeated iteratively to further converge the result, in practice it was found that one iteration is enough to ensure a stable propagation in all considered cases. In a final step the correlation part of the purified two-particle Green function is reconstructed by

$$G_{ijkl}^{(2),\text{pur}} = G_{ijkl}^{(2),\text{pos}} - G_{ik}^{\uparrow \downarrow} G_{jl}^{\downarrow \uparrow}.$$
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