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Abstract

In this paper, we study several GAN related topics mathematically, including Inception score, label smoothing, gradient vanishing and the $-\log(D_r(x))$ alternative. We show that Inception score is actually equivalent to Mode score, both consisting of two entropy terms, which has the drawback of ignoring the prior distribution of the labels. We thus propose AM score as an alternative that leverages cross-entropy and takes the reference distribution into account. Empirical results indicate that AM score outperforms Inception score. We study label smoothing, gradient vanishing and $-\log(D_r(x))$ alternative from the perspective of class-aware gradient, with which we show the exact problems when applying label smoothing to fake samples along with the $\log(1-D_r(x))$ generator loss, which is previously unclear, and more importantly show that the problem does not exist when using the $-\log(D_r(x))$ generator loss.

1 Introduction

Generative adversarial nets (GANs) [9] as a new way of generating samples has recently drawn much attention. Generally, GAN consists of two distinct neural networks competing with each other: the generator network aims to generate samples in order to approximate the underlying data distribution, whereas the discriminator network aims to distinguish a sample as to whether it is real or generated from the generator.

Since its emergence in 2014, variants of GAN techniques have been proposed. Denton et al. [7] used cascade Laplacian Pyramid to generate images in a coarse-to-fine fashion. Radford et al. [25] proposed a class of deep convolution network structure which makes GAN training more stable. Larsen et al. [15] combined variational autoencoder [14] and GAN to provide better training. Che et al. [5] added mode regularizer and trained GAN in a manifold-diffusion fashion. Metz et al. [20] defined an alternative generator objective w.r.t. an unrolled optimization of the discriminator, trying to solve the minimax conflict and avoid mode collapse. Besides, variant alternative objectives are proposed, such as: Integral Probability Metrics [2, 10, 1, 21], Energy-Based Model [31, 6, 13], Least-Square GAN [19], f-GAN [24], BEGAN [3], Geometric GAN [18]. And GAN has been applied in various applications [23, 29, 30, 11, 16, 4, 12] and achieves great success.

However, we found several basic GAN concepts are not clearly stated in the previous literature, which results into common inaccurate understandings. In the paper, we study a portion of these topics mathematically to correct some potential misunderstandings or mistakes, including Inception score, label smoothing, gradient vanishing and the $-\log(D_r(x))$ alternative.

2 Inception Score and Reference Distribution

One of the difficult problems in generative models is how to evaluate them [28]. With the hypothesize that: in multiple exclusive classes setting, a good sample from $G$ should be classified to one class by
\( D \) with a high confidence, i.e., with a sharp probability distribution over classes rather than a flat one or a weighted one, evaluation metric like Inception score [26] was proposed.

In this section, we first present two related existing metrics, i.e., the Inception score [26] and the MODE score [5], and point out their drawbacks when the training (reference) data class is not evenly distributed. Then we present the new AM score which solves such a problem, and we suggest using an accordingly pre-trained classifier for each dataset.

2.1 Inception Score

As a recently proposed metric for evaluating the performance of a generator, the Inception score is found to be well correlated with human evaluation [26], where a pre-trained publicly-available Inception model \( C \) is introduced. By applying the Inception model to each generated image \( x \) and getting the corresponding class probability distribution judged by \( C \), i.e. \( C(x) \), the Inception score is calculated via:

\[
\text{Inception score} = \exp \left( \mathbb{E}_x \left[ \text{KL}(C(x) \parallel \bar{C}^G) \right] \right), \tag{1}
\]

where \( \mathbb{E}_x \) is the short of \( \mathbb{E}_{x \sim G} \) and \( \bar{C}^G = \mathbb{E}_x[C(x)] \) is the overall class probability distribution of the generated samples judged by \( C \), and KL denotes the Kullback-Leibler divergence and is defined as:

\[
\text{KL}(p \parallel q) = \sum_i p_i \log \frac{p_i}{q_i} = \sum_i p_i \log p_i - \sum_i p_i \log q_i = -H(p) + H(p, q).
\]

A particular drawback of the Inception score is it does not take into account the prior distribution of the labels. An extended measure, the MODE score, is proposed in [5], which is calculated via:

\[
\text{MODE score} = \exp \left( \mathbb{E}_x \left[ \text{KL}(C(x) \parallel \bar{C}^{\text{train}}) \right] - \text{KL}(\bar{C}^G \parallel \bar{C}^{\text{train}}) \right), \tag{2}
\]

where the overall class probability distribution \( \bar{C}^{\text{train}} \) from the training data has been added as a reference point. However, the MODE score and the Inception score are, in fact, equivalent. To see it, we introduce the following lemma.

\textbf{Lemma 1.} Let \( p(x) \) be the class probability distribution of the sample \( x \) that from a certain data distribution, and \( \bar{p} \) denote the reference probability distribution, then

\[
\mathbb{E}_x \left[ H \left( p(x), \bar{p} \right) \right] = H \left( \mathbb{E}_x \left[ p(x) \right], \bar{p} \right). \tag{3}
\]

\textbf{Proof.}

\[
\mathbb{E}_x \left[ H \left( p(x), \bar{p} \right) \right] = \mathbb{E}_x \left[ -\sum_i p_i(x) \log \bar{p}_i \right]
= -\sum_i \mathbb{E}_x \left[ p_i(x) \right] \log \bar{p}_i
= -\sum_i \left( \mathbb{E}_x \left[ p(x) \right] \right) \log \bar{p}_i
= H \left( \mathbb{E}_x \left[ p(x) \right], \bar{p} \right). \tag{4}
\]

With Lemma 1, we have

\[
\log(\text{Inception score}) = \mathbb{E}_x \left[ \text{KL}(C(x) \parallel \bar{C}^G) \right]
= H(C(x), \bar{C}^G) - \mathbb{E}_x \left[ H(C(x)) \right]
= H \left( \mathbb{E}_x \left[ C(x) \right], \bar{C}^G \right) - \mathbb{E}_x \left[ H(C(x)) \right]
= H(\bar{C}^G) + (-\mathbb{E}_x \left[ H(C(x)) \right]),
\]

\[
\log(\text{MODE score}) = \mathbb{E}_x \left[ \text{KL}(C(x) \parallel \bar{C}^{\text{train}}) \right] - \text{KL}(\bar{C}^G \parallel \bar{C}^{\text{train}})
= \mathbb{E}_x \left[ H(C(x), \bar{C}^{\text{train}}) \right] - \mathbb{E}_x \left[ H(C(x)) \right]
= H(\bar{C}^G, \bar{C}^{\text{train}}) + H(\bar{C}^{\text{train}})
= H(\bar{C}^G) + (-\mathbb{E}_x \left[ H(C(x)) \right]),
\]

\Rightarrow \text{Inception score} = \text{MODE score},

where we see that the required \( \bar{C}^{\text{train}} \) is canceled out. Thus, they both consist of two entropy terms: the first term encourages the overall class probability distribution formed by generated samples to be uniformly distributed (large entropy), and the second one encourages the class probability distribution of each generated sample to be sharp (low entropy).
2.2 AM Score

The KL divergence is non-symmetric, and being the reference distribution, $\bar{C}_{\text{train}}$ actually should place at the first place. We here propose to swap $\bar{C}_{\text{train}}$ with its counterpart in the two KL divergence terms Eq. (4), which leads to a more sensible metric:

$$E_x [KL(\bar{C}_{\text{train}} || C(x)) - KL(C_{\text{train}} || \bar{C}_G)]$$

$$= E_x [H(\bar{C}_{\text{train}}, C(x)) - H(\bar{C}_{\text{train}}, \bar{C}_G) + H(C_{\text{train}})]$$

$$= E_x [H(\bar{C}_{\text{train}}, C(x))] + ( - H(\bar{C}_{\text{train}}, \bar{C}_G)) \triangleq \text{AM score.} \quad (5)$$

The above defined AM score is in form of two cross-entropy terms: the first is maximized when each sample is being far away from the training data overall class distribution; the second part is maximized when the generated samples’ average distribution is the same as training data. The overall class distribution indicated by the training data, i.e. $C_{\text{train}}$, has thus been taken into account. When training data is not evenly distributed, it will be important.

2.3 Pretrained Classifier

It was showed the Inception score with $C$ being the Inception model trained with ImageNet, can well correlate with human evaluation on CIFAR10. We found data of CIFAR10 is not evenly distributed over the ImageNet Inception model, where the entropy term on average distribution of the Inception score does not work well. With a pre-trained CIFAR10 classifier, the AM score can well capture the statistics of average distribution. We hence argue that for general data, the $C$ should be an accordingly pre-trained classifier on given dataset.

Note that the Inception score and the MODE score adopt an exponential transformation based on the above-calculated scores in Eq. (4). With a pre-trained classifier on the given dataset, we will, however, show in the experiment that without the exponential transformation, AM score is informative enough.

2.4 Evaluating AM Score

We have observed that the Inception score and the AM score are fairly consistent with each other when evaluating generative models on CIFAR10, shown in the top of Figure 2.

We show CIFAR10 is not evenly distributed across classes under the Inception model, in figure 1. We further found that, with the Inception model, the entropy terms of the Inception score (Eq. 4) on overall distribution can’t work well: as the training goes iteratively, $H(\bar{C}_G)$ keeps oscillating as illustrated in bottom-left of Figure 2. With a pre-trained classifier on CIFGAR10, the AM score (Eq. 5) well captured the statistics on generated samples’ overall distribution: $H(C_{\text{train}}, \bar{C}_G)$ is stably decreasing, shown in bottom-right of Figure 2.
3 Label Smoothing, $-\log(D_r(x))$ Alternative, and Gradient Vanishing

3.1 Label Smoothing

Label smoothing that avoiding extreme logits value was showed to be a good regularization [27]. A general version of label smoothing could be: modifying the target probability of discriminator

$$[\hat{D}_r^D(x), \hat{D}_f^P(x)] = \begin{cases} [\lambda_1, 1 - \lambda_1] & x \sim G \\ [1 - \lambda_2, \lambda_2] & x \sim p_{data} \end{cases}.$$ (6)

Salimans et al. [26] proposed to use only one-side label smoothing. That is, to only apply label smoothing for real samples: $\lambda_1 = 0$ and $\lambda_2 > 0$. The reasoning of one-side label smoothing is applying label smoothing on fake samples will lead to fake mode on data distribution, which is too obscure.

We will next show the exact problems when applying label smoothing to fake samples along with the $\log(1 - D_r(x))$ generator loss, in the view of gradient w.r.t. class logit, i.e. the class-aware gradient, and we will also show that the problem does not exist when using the $-\log(D_r(x))$ generator loss.

Lemma 2. With $l$ being the logits vector and $\sigma$ being the softmax function, let $\sigma(l)$ be the current softmax probability distribution and $\hat{p}$ denote any target probability distribution, then:

$$-\frac{\partial H(\hat{p}, \sigma(l))}{\partial l} = \hat{p} - \sigma(l).$$ (7)
The recent work [1] provides another perspective for the gradient vanishing problem: when the generator’s loss with target \( [\lambda_1, 1 - \lambda_1] \) in terms of cross-entropy is

\[
L_G^{\text{log}(1-D)} = \mathbb{E}_{x \sim G} \left[ H([\lambda_1, 1 - \lambda_1], [D_r(x), D_f(x)]) \right],
\]

the class-aware gradient of which is

\[
-\frac{\partial L_G^{\text{log}(1-D)}(x)}{\partial H_r(x)} = D_r(x) - \lambda_1,
\]

\[
\begin{cases} 
D_r(x) = \lambda_1 & \text{gradient vanishing} \\
D_r(x) < \lambda_1 & \text{D_r(x) is optimized towards 0} \\
D_r(x) > \lambda_1 & \text{D_r(x) is optimized towards 1}
\end{cases}
\]

Gradient vanishing is a well known training problem of GAN. Optimizing \( D_r(x) \) towards 0 or 1 is also not what desired, because the discriminator is mapping real samples to the distribution with \( D_r(x) = 1 - \lambda_2 \).

### 3.3 Gradient of Label Smoothing with \(-\log(D_r(x))\)

The \(-\log(D_r(x))\) generator loss with target \([1 - \lambda, \lambda]\) in terms of cross-entropy is

\[
L_G^{\text{log}(D)} = \mathbb{E}_{x \sim G} \left[ H([1 - \lambda, \lambda], [D_r(x), D_f(x)]) \right],
\]

the class-aware gradient of which is

\[
-\frac{\partial L_G^{\text{log}(D)}(x)}{\partial H_r(x)} = (1 - \lambda) - D_r(x),
\]

\[
\begin{cases} 
D_r(x) = 1 - \lambda & \text{stationary point} \\
D_r(x) < 1 - \lambda & \text{D_r(x) towards 1 - \lambda} \\
D_r(x) > 1 - \lambda & \text{D_r(x) towards 1 - \lambda}
\end{cases}
\]

### 3.4 The \(-\log(D_r(x))\) and Gradient Vanishing

Goodfellow et al. [9] proposed to adopt \(-\log(D_r(x))\) as an alternative of \(\log(1 - D_r(x))\) for the generator’s loss. The rationale is that, when the discriminator perfectly distinguishes fake samples, the \(\log(1 - D_r(x))\) loss function of the generator may suffer from the gradient vanishing problem [9, 1]. The motivation of using the \(-\log(D_r(x))\) is that: though giving a difference gradient scale, it always preserves the same gradient direction as \(\log(1 - D_r(x))\).

\(\log(1 - D_r(x))\) suffers the gradient vanishing problem, and \(-\log(D_r(x))\) would avoid the gradient vanishing problem. But we must note that non-zero gradient does not mean that the gradient is efficient or valid. This is a deep topic and detailed discussion is beyond the scope of this paper.

The recent work [1] provides another perspective for the gradient vanishing problem: when the generated distribution is disjoint with the truth data distribution, the gradient from JS divergence is zero. It by default assumed the \(\log(1 - D_r(x))\), whenever talking about JS divergence for generator’s optimization.
The Arjovsky & Bottou [1] is a very good paper, but we suspect the correctness of the Theorem 2.5 about the $-\log(D_r(x))$. The key insight is: the lemma it introduced in the first line of the proof is actually unproved.

One can also view the $-\log(D_r(x))$ as: the generator is doing activation maximization [22, 23, 8] on the log probability of the real class [32]. It is worth mentioning that the maximized activation of one neuron is not necessarily of high quality. Traditionally people introduce various priors [22, 23]. With the existence of fake class, the adversarial process of GAN training ensures the sample quality.

4 Conclusions

We show that Inception score is actually equivalent to Mode score, both consisting of two entropy terms, which would be incompetent when the data is not evenly distributed over classes. We thus propose AM score as an alternative that leverages cross-entropy and takes the prior data distribution into account. Empirical results indicate that AM score outperforms Inception score.

We study label smoothing, gradient vanishing and $-\log(D_r(x))$ alternative from the perspective of class-aware gradient. We show the exact problems when applying label smoothing to fake samples along with the $\log(1-D_r(x))$ generator loss, in the view of class-aware gradient, and more importantly show that the problem does not exist when using the $-\log(D_r(x))$ generator loss.
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