A CONDITIONAL SCALING LIMIT OF THE KPZ FIXED POINT WITH HEIGHT TENDING TO INFINITY AT ONE LOCATION
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Abstract. We consider the asymptotic behavior of the KPZ fixed point \( \{H(x, t)\}_{x \in \mathbb{R}, t \geq 0} \) conditioned on \( H(0, T) = L \) as \( L \) goes to infinity. The main result is a conditional limit theorem for the fluctuations of \( H \) in the region near the line segment connecting the origin \((0, 0)\) and \((0, T)\) for both step and flat initial conditions. The limit random field can be represented as a functional of two independent Brownian bridges, and in addition the limit random field depends also on the initial law of the KPZ fixed point. In particular for temporal fluctuations, the limit process indexed by line segment between \((0, 0)\) and \((0, T)\), when the KPZ is with step initial condition, has the law of the minimum of two independent Brownian bridges; and when the KPZ is with flat initial condition the limit process has the law of the minimum of two independent Brownian bridges, each in addition perturbed by a common Gaussian random variable. For spatial-temporal fluctuations, the conditional limit theorem sheds light on the asymptotic behaviors of the point-to-point geodesic of the directed landscape conditioned on its length and as the length tends to infinity.

1. Introduction and main results

1.1. The model and main results. The object of this paper is the so-called Kardar–Parisi–Zhang (KPZ) fixed point, a random two-dimensional field that arises from various models (random growth models, last passage percolations and directed polymers) that are loosely called the KPZ universality class (e.g. [BDJ99, Joh00, Joh03, BFPS07, TW08, TW09, BC14, MQR21, DOV18, QS20, Vir20]). Throughout, we let \( \{H(x, t)\}_{x \in \mathbb{R}, t \geq 0} \) denote the KPZ fixed point, where \( x \) and \( t \) are the spatial and temporal parameters respectively. The field \( H \) also depends on the initial condition \( H(x, 0) = h_0(x) \) for some function \( h_0 \). The KPZ fixed point was conjectured to be the universal space-time limiting field of the height functions in all the models in the KPZ universality class, while its first characterization was obtained in [MQR21] only recently. Therein, the authors defined \( H \) as the limit of the rescaled height function of an exactly solvable model in the KPZ universality class, the totally asymmetric simple exclusion process (TASEP), and then characterized \( H \) as the unique Markov process taking values in the space of upper-semicontinuous functions with explicit formula for transition probability.

In general, it is challenging to obtain explicit formulas for the distributions of \( H \). Such formulas are usually quite involved and obtained by exploiting the connections between certain exactly solvable models and the KPZ fixed point. Seminal works [BDJ99, Joh00] revealed the role of Tracy–Widom distributions for marginal (one-point) distributions. The finite-dimensional (multi-point) distribution in the spatial direction (i.e., the law of \( \{H(x_1, t), \ldots, H(x_d, t)\} \)) for a fixed time point \( t \) were obtained afterwards [PS02, Joh03, BFPS07, MQR21]. Most recently, the explicit formulas for joint cumulative distribution function of finite-dimensional distributions in general, with possibly different time points, with were obtained in [Joh17] (two-dimensional) and [JR21, Liu22a] (finite-dimensional). The latter two newly developed formulas in fact take quite different expressions, and a direct proof of their equivalence remains an interesting open question at this moment.
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Remark 1.2. We describe the function \( B \) independent from \( H \) when the value of \( 1 \) over interval \([0,1]\) tends to infinity, established as convergence in distribution with respect to the corresponding conditional law of \( H \). Note that \( H \) depends on the initial condition \( H(x,0) = h_0(x) \). We will focus on two specific initial conditions: the step initial condition \( h_0(x) = -\infty \mathbf{1}_{\{x \neq 0\}} \), and the flat initial condition \( h_0(x) = 0 \). When needed, we will use \( H_{\text{step}} \) and \( H_{\text{flat}} \) to denote the KPZ fixed point with the step and flat initial conditions respectively.

Our main results are the following. We let \( \overset{f.d.d.}{\longrightarrow} \) denote convergence of finite-dimensional distributions.

**Theorem 1.1.** For all \( T > 0 \), as \( L \to \infty \),

\[
\text{Law} \left( \frac{\left\{ H(\frac{x^{\tau^{3/4}}}{\sqrt{2T^{1/4}L^{1/4}}}, \tau T) - \tau H(0, T) \right\}}{\sqrt{2T^{1/4}L^{1/4}}} \right) \overset{f.d.d.}{\longrightarrow} \left\{ \begin{array}{ll}
\text{Law} \left( \left\{ \min \{ B_{1}^{br}(\tau) + x, B_{2}^{br}(\tau) - x \} \right\} \right), & \text{if } H = H_{\text{step}}, \\
\text{Law} \left( \left\{ \min \{ B_{1}^{br}(\tau) + x + \frac{1 - \tau}{\sqrt{2}} Z, B_{2}^{br}(\tau) - x - \frac{1 - \tau}{\sqrt{2}} Z \} \right\} \right), & \text{if } H = H_{\text{flat}},
\end{array} \right.
\]

where on the right-hand side, \( \{ B_{1}^{br}(\tau) \}_{\tau \in [0,1]} \) and \( \{ B_{2}^{br}(\tau) \}_{\tau \in [0,1]} \) denote two i.i.d. Brownian bridges over interval \([0,1]\), and in the case with flat initial condition \( Z \) is a standard normal random variable independent from \( B_{1}^{br}, B_{2}^{br} \).

**Remark 1.2.** An alternative interpretation of the limit random field is as follows. For fixed \( \tau \), we describe the function \( f_{\tau}(x) := \min \{ B_{1}^{br}(\tau) + x, B_{2}^{br}(\tau) - x \} \) as a shifted downward right angle. It is convenient to describe this function via its graph \( (x, f_{\tau}(x))_{x \in \mathbb{R}} \subset \mathbb{R}^2 \). Introduce the function \( f^{*}(x) = -|x| \) as the ‘downward right angle with vertex at \((0,0)\)’ (again think of its graph). Then, we can relate the graph of the two functions via

\[
(x, f_{\tau}(x))_{x \in \mathbb{R}} = (x, f^{*}(x))_{x \in \mathbb{R}} + (v_1(\tau), v_2(\tau)) \equiv (x + v_1(\tau), f^{*}(x) + v_2(\tau))_{x \in \mathbb{R}},
\]

where the graph of \( f^{*} \) is shifted to the vertex at

\[
(v_1(\tau), v_2(\tau)) = \left( \frac{-B_{1}^{br}(\tau) + B_{2}^{br}(\tau)}{2}, \frac{B_{1}^{br}(\tau) + B_{2}^{br}(\tau)}{2} \right).
\]

As a bivariate process, the vertex process \( \{v_1(\tau), v_2(\tau)\}_{\tau \in (0,1)} \) given by (1.3) has the law of a bivariate Brownian bridge: each coordinate process is an independent Brownian bridge scaled by \( 1/\sqrt{2} \).

Then, we can view the limiting random field as a moving downwards right angle, with the vertex process following the law of a bivariate Brownian bridge for the case of step initial condition. For the case of flat initial condition the limit random field can be interpreted similarly: if we set \( f_{\tau}(x) = \min \{ B_{1}^{br}(\tau) + x + (1 - \tau)Z/\sqrt{2}, B_{2}^{br}(\tau) - x - (1 - \tau)Z/\sqrt{2} \} \) accordingly, then (1.2) remains to hold with the same \( f^{*} \) and now the vertex process becomes

\[
(v_1(\tau), v_2(\tau)) = \left( \frac{-B_{1}^{br}(\tau) + B_{2}^{br}(\tau)}{2}, \frac{B_{1}^{br}(\tau) + B_{2}^{br}(\tau)}{2} - \frac{1 - \tau}{\sqrt{2}} Z, \frac{B_{1}^{br}(\tau) + B_{2}^{br}(\tau)}{2} \right).
\]
Remark 1.3. We understand
\[ \mathbb{P}(\cdot \mid H(0, T) = L) := \lim_{\epsilon \downarrow 0} \mathbb{P}(\cdot \mid H(0, T) \in (L - \epsilon, L + \epsilon)), \]
and the proof is based on the formula
\[ \mathbb{P}(H(x_1, t_1) > h_1, \ldots, H(x_{m-1}, t_{m-1}) > h_{m-1} \mid H(x_m, t_m) = h_m) := \frac{\partial}{\partial h_m} \mathbb{P}(H(x_1, t_1) > h_1, \ldots, H(x_m, t_m) > h_m) / \frac{\partial}{\partial h_m} \mathbb{P}(H(x_m, t_m) > h_m). \]
The marginal distribution of \( H_{\text{step}} \) (\( H_{\text{flat}} \) respectively) is the GUE (GOE resp.) Tracy–Widom distribution, and the formula of joint cumulative distribution function we use was obtained in [Liu22a].

Remark 1.4. Note that our limit theorem does not include the endpoints \( \tau = 0, 1 \). We do not include \( \tau = 0 \) as the random field \( H_{\text{step}} \) is not continuous at \( \tau = 0+ \), and in fact the formula we work with does not include \( \tau = 0 \).

We do not include \( \tau = 1 \) in the present work, however, for a different reason. There is in fact a phase transition at \( \tau = 1 \) for the conditional limit theorem of our interest. Indeed, in an upcoming work [NZ22a], the authors proved that for fixed \( \tau > 1 \), the conditional limit distribution of \( H_{\text{step}}(x, \tau T) \), properly normalized, given \( H_{\text{step}}(0, T) = L \) as \( L \to \infty \) is the GUE Tracy–Widom distribution, again by exploiting the formula from [Liu22a].

By exploiting the same formula, we expect that there is a different scaling limit when \( \tau = \tau_L \) depends on \( L \) and \( \tau_L \to 0 \) (or \( 1 \)) as \( L \to \infty \). We leave the two cases for investigations in the future.

Remark 1.5. For the step initial condition, using the following invariance property of the KPZ fixed point (see the skew stationary property of Lemma 10.2 in [DOV18])
\[ \{H_{\text{step}}(x, t)\}_{x \in \mathbb{R}, t > 0} \overset{d}{=} \left\{ H_{\text{step}} \left( x + \frac{X}{T}, t, \frac{X}{T} \right) - \frac{1}{t} \left( \left( x + \frac{X}{T} \right)^2 - x^2 \right) \right\} \]
for any fixed \( X \in \mathbb{R} \) and \( T > 0 \), we have
\[
\text{Law} \left( \left\{ H_{\text{step}} \left( \frac{xT^{3/4}}{\sqrt{2L^{1/4}}} + \tau X, \tau T \right) - \tau H_{\text{step}}(X, T) \right\} \right)_{x \in \mathbb{R}, \tau \in (0, 1)} \overset{f.d.d.}{\longrightarrow} \text{Law} \left( \left\{ \min \left\{ \mathcal{B}_{1}^{br}(\tau) + x, \mathcal{B}_{2}^{br}(\tau) - x \right\} \right\} \right)_{x \in \mathbb{R}, \tau \in (0, 1)},
\]
as \( L \to \infty \).

For the flat initial condition, since \( \{H_{\text{flat}}(x, t)\}_{x \in \mathbb{R}, t > 0} \) has the same law as \( \{H_{\text{flat}}(x + c, t)\}_{x \in \mathbb{R}, t > 0} \) for any fixed constant \( c \in \mathbb{R} \), our theorem implies
\[
\text{Law} \left( \left\{ H_{\text{flat}} \left( \frac{xT^{3/4}}{\sqrt{2L^{1/4}}} + X, \tau T \right) - \tau H_{\text{flat}}(X, T) \right\} \right)_{x \in \mathbb{R}, \tau \in (0, 1)} \overset{f.d.d.}{\longrightarrow} \text{Law} \left( \left\{ \min \left\{ \mathcal{B}_{1}^{br}(\tau) + x + \frac{1 - \tau}{\sqrt{2}}, \mathcal{B}_{2}^{br}(\tau) - x - \frac{1 - \tau}{\sqrt{2}} \cdot Z \right\} \right\} \right)_{x \in \mathbb{R}, \tau \in (0, 1)},
\]
as \( L \to \infty \).
Remark 1.6. We are not aware of any similar conditional (second order) scaling limit theorems, but we mention two relevant results on conditional limit theorems on the (first order) shape by proving certain concentration phenomena. The first is the recent work by [GH22]. Their interest comes from a different aspect, and they proved various interesting results. The most relevant result to our setup is [GH22, Theorem 1.9], where in our setup they considered \( \tau = 1 \) and proved

\[
P \left( \sup_{x \in [-L^{1/2}, L^{1/2}]} \left| H_{\text{step}}(x, T) - L + 2|x| L^{1/2} \right| / L^{1/4} > M_L \right| H_{\text{step}}(0, T) = L \right) \leq \exp \left( -C_1 M_L^2 \right)
\]

with \( M_L \leq C_2 L^{3/4} \) for some constants \( C_1, C_2 > 0 \). Note that they are interested in a different scaling in the space parameter \( x \), of order \( L^{1/2} \) away from the line segment between (0, 0) and (0, T) of our interest, and also their result concerns the case \( \tau = 1 \) that we exclude in this paper.

Another relevant and recent result is due to [LLT21], who identified the first order space-time limit shape of the so-called KPZ equation in the weak noise regime, also conditioning on the value at a fixed location being large and tending to infinite. The model considered therein is loosely related to but not exactly the KPZ fixed point investigated here, and also they are interested in the shape away from the line segment as in [GH22].

In principle, our methodology can yield second order limit fluctuations at the different scaling order considered in the two papers above, away from the nearby region of the line segment between (0, 0) and (0, T), although the analysis could be more involved. We leave this task for a future work.

We searched for a simple explanation on why the limit involves the minimum of two independent Brownian bridges, but without success yet. Nevertheless, our result is consistent with, and actually provides insight to, some recent discoveries and conjectures on point-to-point geodesics of directed landscape, as we explain now. Actually, the previous Remark 1.2 on the moving downward right angle is inspired by this connection: compare with Conjecture 1.8 below.

1.2. Comments and conjectures regarding directed landscape. We discuss a few conjectures suggested by our Theorem 1.1, and the most interesting conjectures concern the recently introduced directed landscape and its geodesics, to be introduced in a moment. Originally, a main motivation of the present work was to better understand the local extrema behavior around the so-called point-to-point geodesic, when its length tends to infinity.

We shall start with a quick remark on Theorem 1.1. Our theorem is in the sense of convergence of the finite-dimensional distributions, and a natural question is to enhance the convergence to one in the space of \( C((0,1)) \times C((0,1)) \) (\( C \) denotes the space of continuous functions defined on the given interval). The only missing piece is the tightness of the normalized processes with respect to the conditional laws. We do not know how to prove this, but expect it to hold.

To simplify the notation we introduce

\[
\overline{H}_{\text{step},L}(x, \tau) := H_{\text{step}} \left( \frac{x^{3/4}}{2L^{1/4}}, \tau T \right) - \tau L / T^{1/4}L^{1/4}.
\]

(The reason for the slightly different normalization as in Theorem 1.1 will become clear in (1.5) below.) Then, we are interested in the argmax process and the max process

\[
\left\{ \text{argmax}_{x \in \mathbb{R}} \overline{H}_{\text{step},L}(x, \tau) \right\}_{\tau \in (0,1)} \quad \text{and} \quad \left\{ \text{max}_{x \in \mathbb{R}} \overline{H}_{\text{step},L}(x, \tau) \right\}_{\tau \in (0,1)},
\]

respectively. The motivation of considering these two processes shall be clear, once we introduce the directed landscape and its geodesics.
A CONDITIONAL SCALING LIMIT OF THE KPZ FIXED POINT

Recall that the KPZ fixed point has continuous sample path when restricted to \( t > 0 \). The definition of the argmax process is delicate and actually nontrivial, as explained in the next remark.

**Remark 1.7.** It has been known that for every fixed \( \tau \in (0,1) \), almost surely the argmax of \( \Pi_{\text{step}}(\cdot, \tau) \) exists and is unique\(^{[14]}\). However, it has been recently shown\(^{[21, 22]}\) that almost surely, there exists a non-empty fractal subset say \( T \) of \((0,1)\) so that for \( \tau \in T \), the maximum of \( \Pi_{\text{step}}(\cdot, \tau) \) is not achieved uniquely. Therefore, while the maximum is always achieved for all \( \tau \in (0,1) \) (so we can write \( \max_{x \in \mathbb{R}} \) instead of \( \sup_{x \in \mathbb{R}} \)), to define the argmax process jointly in \( \tau \) would require some work.

Instead, to define the argmax process (without conditioning), one could first define it via its finite-dimensional distributions (for every choice of fixed \( \tau_1, \ldots, \tau_d \) and they are known to exist uniquely as aforementioned), which form a consistent family. Then, this family in turn determines the argmax process as a random element in \( D((0,1)) \), the space of càdlàg functions\(^{[99]}\). We let \( \{\argmax_{x \in \mathbb{R}} \Pi_{\text{step}, L}(x, \tau)\}_{\tau \in (0,1)} \) denote the so-defined process.

Now, to define the argmax process with respect to the conditional law, one should also be careful regarding the uniqueness issue. In view of the discussions above and Remark \[3\] the conditional law of argmax process given \( H_{\text{step}}(0, T) \in (L - \epsilon, L + \epsilon) \) is again well-defined (first for fixed \( \tau_1, \ldots, \tau_d \) and then they determine the law on \( D((0,1)) \)), and therefore taking the limit \( \epsilon \downarrow 0 \) we obtain the conditional law of the argmax process given \( H_{\text{step}}(0, T) = L \). Strictly speaking, we need to show there is a well-defined limit when \( \epsilon \downarrow 0 \). We expect this to hold.

Then, the following conjecture can be proved if one shows the tightness for Theorem\[1\] with step initial condition.

**Conjecture 1.8.** For all \( T > 0 \), as \( L \to \infty \),

\[
\text{Law} \left( \left\{ \argmax_{x \in \mathbb{R}} \Pi_{\text{step}, L}(x, \tau), \max_{x \in \mathbb{R}} \Pi_{\text{step}, L}(x, \tau) \right\}_{\tau \in (0,1)} \right| H_{\text{step}}(0, T) = L \to \text{Law} \left( \left\{ B_1^{\text{br}}(\tau), B_2^{\text{br}}(\tau) \right\}_{\tau \in (0,1)} \right),
\]

where \( B_1^{\text{br}} \) and \( B_2^{\text{br}} \) denote two independent Brownian bridges, and where the convergence is in distribution in the space of \( D((0,1), \mathbb{R}) \times D((0,1), \mathbb{R}) \).

Indeed, applying the continuous mapping theorem to Theorem\[1\], it would follow that the limit of the left-hand side of \((1.4)\) is

\[
\left\{ \argmax_{x \in \mathbb{R}} \min \left\{ \sqrt{2}B_1^{\text{br}}(\tau) + x, \sqrt{2}B_2^{\text{br}}(\tau) - x \right\}, \max_{x \in \mathbb{R}} \min \left\{ \sqrt{2}B_1^{\text{br}}(\tau) + x, \sqrt{2}B_2^{\text{br}}(\tau) - x \right\} \right\}_{\tau \in (0,1)}
\]

\[
a.s. \left\{ \frac{B_2^{\text{br}}(\tau) - B_1^{\text{br}}(\tau)}{\sqrt{2}}, \frac{B_1^{\text{br}}(\tau) + B_2^{\text{br}}(\tau)}{\sqrt{2}} \right\}_{\tau \in (0,1)},
\]

which has the claimed joint distribution. It is remarkable that the argmax process and max process, two dependent objects, are asymptotically conditionally independent when \( L \to \infty \).

Conjecture\[8\] sheds light on the behavior of a closely related object, the geodesics of directed landscape, under a similar rare event of our consideration. To understand the extremal behavior of geodesics of directed landscape\(^{[18]}\) was in fact our main motivation of the current work, following a recent result by one of us\(^{[22]}\).
We first review some background exclusively regarding the directed landscape, denoted by $\mathcal{L}$. We then explain how our result and the Conjecture above are relevant to $\mathcal{L}$. The directed landscape was introduced as the random field arising in limit theorems for Brownian last passage percolation $\text{[DOV18]}$. Since then it has been proved to be the limiting field for several other KPZ models $\text{[DV21]}$. A directed landscape is a four-parameter random field

$$\{\mathcal{L}(x, s; y, t)\}_{x \in \mathbb{R}^4}^s_t$$

with continuous sample path. Then, for any $s < t$, and continuous function $\pi \in \mathcal{C}([s, t])$, one can define the length of $\pi$ with respect to the directed landscape $\mathcal{L}$ (see, for example $\text{[RV21]}$) as

$$\ell_{s, t}(\pi) := \inf_{n \in \mathbb{N}} \inf_{t_i = s < \ldots < t_n = t} \sum_{i=1}^n \mathcal{L}(\pi(t_{i-1}), t_{i-1}; \pi(t_i), t_i),$$

with $\pi = \{\pi(r)\}_{r \in [s, t]} \in \mathcal{C}([s, t])$.

The geodesic of the directed landscape $\mathcal{L}$ between two fixed points $(x, s)$ to $(y, t)$, with $(x, s; y, t) \in \mathbb{R}^4$, is a continuous path $\pi \in \mathcal{C}([s, t])$, with $\pi(s) = x$ and $\pi(t) = y$, which has the maximal length $\ell_{s, t}(\pi)$ with respect to $\mathcal{L}$. It has been proved that the geodesic exists and is unique almost surely $\text{[DOV18]}$. For such a geodesic $\pi$, we refer to $\{\mathcal{L}(x, s; \pi(r), r)\}_{r \in [s, t]}$ as the directed landscape along the geodesic $\pi$ between $(x, s)$ and $(y, t)$.

From now on, we let

$$(1.6) \quad \pi^* := \arg\max_{\pi \in \mathcal{C}([0, T])} \sum_{\pi(0) = 0, \pi(T) = 0} \ell_{0, T}(\pi)$$

denote the geodesic $\mathcal{L}$ from $(0, 0)$ and $(0, T)$. It was proved that in $\text{[Liu22b]}$ when $\mathcal{L}(0, 0; 0, T) = L$ goes to infinity, the geodesic $\pi^*$ becomes very rigid and has fluctuations of order $L^{-1/4}$, and the directed landscape along the geodesic $\mathcal{L}(0, 0; \pi^*(t), t)$ fluctuates of order $L^{1/4}$. Here we have the same issue regarding the definition of conditioning on the event $\mathcal{L}(0, 0; 0, T) = L$, and again it is understood as $\mathbb{P}(\cdot \mid \mathcal{L}(0, 0; 0, T) = L) = \lim_{\epsilon \downarrow 0} \mathbb{P}(\cdot \mid \mathcal{L}(0, 0; 0, T) \in (L - \epsilon, L + \epsilon))$. See $\text{[Liu22b]}$. (In $\text{[Lin22a]}$, an exact formula for the density function of $\pi^*(t)$ for a fixed $t$ without conditioning is known, and hence as $\epsilon \downarrow 0$ it has a well-defined limit by examining the density formula. For our conjectures later, we need to assume implicitly $\pi^*(t)$ exists jointly for different $t_1, \ldots, t_d$.)

More precisely, the marginal conditional convergence was established as follows.

**Theorem 1.9** (Lin22b). For any $\tau \in (0, 1), T > 0$, as $L \to \infty$,

$$\text{Law} \left( \frac{2L^{1/4}\pi^*(\tau T)}{T^{3/4}}, \frac{\mathcal{L}(0, 0; \pi^*(\tau T), \tau T) - \tau L}{T^{1/4}L^{1/4}} \right) \to \text{Law} \left( \left( \sqrt{\tau(1 - \tau)}Z_1, \sqrt{\tau(1 - \tau)}Z_2 \right) \right),$$

where $Z_1$ and $Z_2$ are two independent standard Gaussian random variables.

Now, we relate the KPZ fixed point $\mathcal{H}$ to the directed landscape $\mathcal{L}$. Then the KPZ fixed point $\mathcal{H}(x, t)$ can be expressed as (see $\text{[NQR21]}$, Corollary 4.2)

$$\mathcal{H}(x, t) = \sup_{y \in \mathbb{R}} \{h_0(y) + \mathcal{L}(y, 0; x, t)\}, \quad x \in \mathbb{R}, t \geq 0,$$

where $h_0(y)$ is the initial condition, and the above is understood as equal in distribution for two processes indexed by $t$ taking values in the space of upper-semicontinuous functions. In particular,
with the step initial condition \( h_0(y) = -\infty \cdot 1_{\{y \neq 0\}} \), we have the following representation of \( H_{\text{step}} \) in terms of \( \mathcal{L} \):

\[
\{H_{\text{step}}(x, t)\}_{x \in \mathbb{R}, t > 0} \overset{d}{=} \{\mathcal{L}(0, 0; x, t)\}_{x \in \mathbb{R}, t > 0}.
\]

Note that we restrict to \( t > 0 \) so the above is understood as equal in distribution for random elements in the space \( C(\mathbb{R} \times (0, \infty)) \). Similarly, \( \overset{d}{=} \) in the sequel stands for equal in distribution with respect to the corresponding space of continuous functions. Moreover, the conditional law of \( \{H_{\text{step}}(x, t)\}_{x \in \mathbb{R}, t > 0} \) given \( H_{\text{step}}(0, T) = L \) is the same as the conditional law of \( \{\mathcal{L}(0, 0; x, t)\}_{x \in \mathbb{R}, t > 0} \) given \( \mathcal{L}(0, 0; 0, T) = L \).

Now, thanks to (1.7),

\[
\left\{ \max_{x \in \mathbb{R}} \frac{\mathcal{L}(0, 0; x, \tau T) - \tau L}{T^{1/4} L^{1/4}} \right\}_{\tau \in (0,1)} \overset{d}{=} \left\{ \max_{x \in \mathbb{R}} \frac{H_{\text{step}}(x, \tau T) - \tau L}{T^{1/4} L^{1/4}} \right\}_{\tau \in (0,1)},
\]

Conjecture 1.8 says that the left-hand side above converges in distribution to a Brownian bridge, with respect to the conditional law given \( \mathcal{L}(0, 0; 0, T) = L \), as \( L \to \infty \).

As we argued in Remark 1.7, the argmax process of \( H_{\text{step}} \) with respect to the conditional law is expected to exist uniquely. Therefore, so is the corresponding argmax process for \( \mathcal{L} \). Set \( x^*(\tau T) = \arg\max_{x \in \mathbb{R}} \mathcal{L}(0, 0; x, \tau T) \). So we now know

\[
\frac{\mathcal{L}(0, 0; x^*(\tau T), \tau T) - \tau L}{T^{1/4} L^{1/4}} \quad \text{and} \quad \frac{\mathcal{L}(0, 0; \tau T, \tau T) - \tau L}{T^{1/4} L^{1/4}}
\]

have the same conditional limit distribution (for the convergence of the second, recall Theorem 1.9). In view of the uniqueness of the argmax process, it is plausible to expect the following.

**Conjecture 1.10.** For every \( \tau \in (0, 1) \), \( T > 0 \), conditionally given \( \mathcal{L}(0, 0; 0, T) = L \), as \( L \to \infty \),

\[
\frac{2L^{1/4} \pi^*(\tau T)}{T^{3/4}} - \arg\max_{x \in \mathbb{R}} \mathcal{L}\left(0, 0; \frac{xT^{3/4}}{2L^{1/4}}, \tau T\right) \to 0,
\]

in probability.

The above conjecture would elaborate the rigidity phenomenon from a different aspect: the definition of the geodesic \( \pi^* \) via (1.0) is much more involved than the argmax process, and yet they become the same in the limit.

Now, following Conjectures 1.8 and 1.10 we arrive at the following conjecture. This would extend the marginal convergence (for fixed \( \tau \in (0, 1) \)) in Theorem 1.9.

**Conjecture 1.11.** For all \( T > 0 \), as \( L \to \infty \),

\[
\text{Law}\left( \left\{ \frac{2L^{1/4} \pi^*(\tau T)}{T^{3/4}}, \frac{\mathcal{L}(0, 0; \pi^*(\tau T), \tau T) - \tau L}{T^{1/4} L^{1/4}} \right\}_{\tau \in (0,1)} \bigg| \mathcal{L}(0, 0; 0, T) = L \right) \to \text{Law}\left( \left\{ \mathcal{B}^\text{br}_1(\tau), \mathcal{B}^\text{br}_2(\tau) \right\}_{\tau \in (0,1)} \right),
\]

where \( \mathcal{B}^\text{br}_1 \) and \( \mathcal{B}^\text{br}_2 \) are two i.i.d. Brownian bridges over interval \([0, 1]\).

**Remark 1.12.** In [BG19, right before Section 9], the authors suggested that for the closely related exponential last passage percolation on \( \mathbb{Z}^2 \), Brownian bridge might arise as the scaling limit of the transversal fluctuations of the geodesic in the large deviation regime.
The paper is organized as follows. In Section 2, we recall the formula we shall work with from [Liu22a]. In Sections 3 and 4 we prove Theorem 1.1 for the step and flat initial conditions, respectively.
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2. Preliminaries

Recall that we let $H$ denote the KPZ fixed point with $h_0$ its initial condition, and it satisfies the famous $1 : 2 : 3$-scaling-invariance property. Namely,

$$\{ \lambda H(\lambda^{-2}x, \lambda^{-3}t; \lambda^{-1}h_0(\lambda^{-2}x)) \}_{x \in \mathbb{R}, t > 0} = \{ H(x, t; h_0(\cdot)) \}_{x \in \mathbb{R}, t > 0}. \tag{2.1}$$

The invariance property holds for general $h_0$. We shall work with $H_{\text{step}}$ (with $h_0(x) = -\infty 1_{\{x \neq 0\}}$) and $H_{\text{flat}}$ (with $h_0(x) = 0$) specifically in this paper.

2.1. Explicit formulas for marginal distributions. In the spatial direction, for fixed $t > 0$, [PS02] proved that $\{H_{\text{step}}(x, t)\}_{x \in \mathbb{R}}$ is the so-called Airy$_2$ process (minus a parabola). The process $\{H_{\text{step}}(x, 1)\}_{x \in \mathbb{R}} + x^2$ is a stationary process, and it is well-known that the marginal law, say, $H_{\text{step}}(0,1)$, has the Tracy–Widom GUE distribution. Namely, let the function $u = u(x)$ be the Hastings–McLeod solution to the Painlevé-II equation $u'' = 2u^3 + xu$ that satisfies the boundary condition $u(x) \sim \text{Ai}(x)$ as $x \to \infty$, where $\text{Ai}(x)$ is the Airy function satisfying $\text{Ai}''(x) = x\text{Ai}(x)$. Then, it is well-known that

$$u(x) \sim \text{Ai}(x) \sim \frac{1}{2\sqrt{\pi}x^{1/4}}e^{-\frac{2x^{3/2}}{3}}, \text{ as } x \to \infty.$$ 

Throughout, we write $a(x) \sim b(x)$ as $x \to \infty$ if $\lim_{x \to \infty} a(x)/b(x) = 1$. Then,

$$\mathbb{P}(H_{\text{step}}(0,1) \leq L) = F_{\text{GUE}}(L) = \exp \left( -\int_{L}^{\infty} (\ell - L)u^2(\ell) d\ell \right).$$

See [BBD08] for more details and more related asymptotics. In particular, the corresponding probability density function $p_{\text{step},0,1}(L)$ satisfies

$$p_{\text{step},0,1}(L) = p_{\text{GUE}}(L) \sim \frac{1}{8\pi L} e^{-\frac{4L^{3/2}}{3}} \text{ as } L \to \infty. \tag{2.2}$$

We also need later the GOE Tracy–Widom distribution, which has cumulative distribution function

$$F_{\text{GOE}}(L) = F_{\text{GUE}}^{1/2}(L) \exp \left( -\frac{1}{2} \int_{L}^{\infty} u(s) ds \right),$$

with the function $u$ as before. Therefore, its probability density function satisfies

$$p_{\text{GOE}}(L) \sim \frac{1}{4\sqrt{\pi}L^{1/4}} e^{-\frac{4L^{3/2}}{3}} \text{ as } L \to \infty.$$ 

This distribution is related to $H_{\text{flat}}$ via $\mathbb{P}(H_{\text{flat}}(0,1) \leq L) = F_{\text{GOE}}(2^{2/3}L)$, and hence

$$p_{\text{flat},0,1}(L) = 2^{2/3} p_{\text{GOE}}(2^{2/3}L) \sim \frac{1}{(8\pi \sqrt{L})^{1/2}} e^{-\frac{4L^{3/2}}{3}} \text{ as } L \to \infty.$$
2.2. **Explicit formulas for joint distributions.** For the rest of this section we focus on $H_{\text{step}}$. The corresponding derivation for $H_{\text{flat}}$ is similar and provided later in Section 3 when needed. Throughout we write $h = (h_1, \ldots, h_m) \in \mathbb{R}^m$, $x = (x_1, \ldots, x_m) \in \mathbb{R}^m$, and

$$\tau = (\tau_1, \ldots, \tau_m) \quad \text{with} \quad 0 = \tau_0 < \tau_1 < \cdots < \tau_m.$$  

Since we are proving for convergence of conditional distributions, we shall work with the conditional probability

$$(2.3) \quad \mathbb{P}(H_{\text{step}}(x_j, \tau_j) > h_j, j = 1, \ldots, m - 1 \mid H_{\text{step}}(x_m, \tau_m) = h_m),$$

of which we derive an expression for the rest of this section. The formula we shall work with is summarize at the end in Lemma 2.2. The derivation below is already quite involved. The reason of not working directly with possibly equal time points is that the corresponding formula would become even more sophisticated; see [Liu22a, Section 2.2.3].

We start with following formula (2.4) from [Liu22a]. The formula was not provided explicitly therein, but can be derived from [Liu22a, Proposition 2.9, Definition 2.25]. We have

$$\mathbb{P}(H(x_1, \tau_1) > h_1, \ldots, H(x_{m-1}, \tau_{m-1}) > h_{m-1}, H(x_m, \tau_m) \leq h_m) = (-1)^{m-1} \oint_{>1} \cdots \oint_{>1} D_{\text{step}, \tau}(z, h) \frac{dz_1}{2\pi i z_1 (1 - z_1)} \cdots \frac{dz_{m-1}}{2\pi i z_{m-1} (1 - z_{m-1})},$$

where each $\oint_{>1}$ is integrated over a circle around the origin in the counter-clockwise direction with radii strictly larger than 1,

$$D_{\text{step}, \tau}(z, h) := \sum_{n \in \mathbb{N}_0} \frac{1}{n!} D^{(n)}_{\text{step}, \tau}(z, h),$$

with $\mathbb{N}_0 := \{0, 1, \ldots, \}$ and

$$D^{(n)}_{\text{step}, \tau}(z, h) := (-1)^{n_1 + \cdots + n_m} \prod_{j=2}^{m} \left[ \prod_{i_1=1}^{n_j} \left( \frac{1}{1 - z_j - 1} \int_{C_{j,\text{left}}}^{\text{in}} \frac{d\xi_{i_1}^{(j)}}{2\pi i} \right) \prod_{i_1=1}^{n_j} \left( \frac{1}{1 - z_j - 1} \int_{C_{j,\text{right}}}^{\text{out}} \frac{d\eta_{i_1}^{(j)}}{2\pi i} \right) \right] \times \prod_{j=1}^{m} \left( \Delta(\xi^{(j)}; \eta^{(j)}; \xi^{(j+1)}; \eta^{(j+1)}) \right) \left( 1 - z_j \right)^{n_j - 1},$$

and the notations are further explained as follows.

First, the second and third lines above are understood as a compact form of linear combinations of $2(n_1 + \cdots + n_m)$-multiple contour integrals with respect to $\xi_{i_1}^{(j)}; \eta_{i_1}^{(j)}, j = 1, \ldots, m, i_1 = 1, \ldots, n_j$, and the fourth and fifth row are the integrands. Here and below, we fix $n = (n_1, \ldots, n_m) \in \mathbb{N}_0^m$. 

and for each $j$, $\xi^{(j)} = (\xi^{(j)}_1, \ldots, \xi^{(j)}_{m_j})$, $\eta^{(j)} = (\eta^{(j)}_1, \ldots, \eta^{(j)}_{m_j}) \in \mathbb{C}^{m_j}$. Throughout we write, with $w = (w_1, \ldots, w_k)$ and $w' = (w'_1, \ldots, w'_{k'})$,

$$
\Delta(w) := \prod_{1 \leq i < j \leq k} (w_j - w_i) \quad \text{and} \quad \Delta(w; w') := \prod_{i=1}^{k} \prod_{i'=1}^{k'} (w_i - w'_{i'}),
$$

with the convention $\prod_{i=1}^{0} (\cdots) = 1$. Moreover,

$$
(2.5) \quad f_{\bar{x}, \bar{\tau}}(\zeta, \bar{h}) := \exp \left( -\frac{1}{3} \bar{\tau} \zeta^3 + \bar{x} \zeta^2 + \bar{h} \zeta \right). \tag{2.5}
$$

We also set

$$
\bar{\tau}_j := \tau_j - \tau_{j-1}, \quad \bar{x}_j := x_j - x_{j-1}, \quad \bar{h}_j := h_j - h_{j-1}, \quad j = 1, \ldots, m,
$$

and $x_0 = h_0 = \tau_0 = 0$. In particular, $\sum_{j=1}^{m} \bar{\tau}_j = \tau_m$ and $\sum_{j=1}^{m} \bar{h}_j = h_m$.

The choice of the contours $C_{i^{\text{in}}/\text{out}}_{j_{\text{left/right}}}$ is delicate and plays a crucial role in our analysis later, and we summarize some key features in the following remark.

**Remark 2.1.** Throughout we only need and work with the formula with $\bar{\tau}_j > 0$ for all $j = 1, \ldots, m$. We describe the choice of the contours (actually, only the direction towards infinity matters regarding integrability of the multiple integrals), starting with

$$
C_{m, \text{left}}, \ldots, C_{m, \text{out}}, C_{1, \text{left}}, C_{2, \text{left}}, \ldots, C_{m, \text{left}}.
$$

These contours in the left half-plane are non-intersecting. To guarantee integrability, we may take each starting from $e^{-2\pi i/3} \xi^{(j)}_i$ to $e^{2\pi i/3} \xi^{(j)}_i$, located from left to the right. The choice of the angle is such that the leading term $-\bar{\tau}_j (\xi^{(j)}_i)^3$ in the exponential function has a negative real part as $\xi^{(j)}_i$ tends to infinity along the contour (in both directions). Similarly, one can pick, $C_{m, \text{right}}, \ldots, C_{m, \text{right}}$, $C_{1, \text{right}}, C_{2, \text{right}}, \ldots, C_{m, \text{right}}$ are contours in the right half-plane, non-intersecting, each starting from $e^{-\pi i/3} \xi^{(j)}_i$ to $e^{\pi i/3} \xi^{(j)}_i$, and located from left to the right.

From the above we derive an expression of the tail probability that we work with. The formula takes a similar form as in [24]. Introduce

$$
(2.6) \quad \Pi_n(\xi^{(m)}; \eta^{(m)}) = \Pi_n(\xi^{(1)}; \ldots, \xi^{(m)}; \eta^{(1)}; \ldots, \eta^{(m)})
$$

$$
:= (-1)^{n_1 + \cdots + n_m} \prod_{j=1}^{m} \frac{\Delta(\xi^{(j)}; \eta^{(j+1)}) \Delta(\eta^{(j)}; \xi^{(j+1)})}{\Delta(\xi^{(j)}; \xi^{(j+1)}) \Delta(\eta^{(j)}; \eta^{(j+1)})} \prod_{j=1}^{m} \left( \frac{\Delta(\xi^{(j)}) \Delta(\eta^{(j)})}{\Delta(\xi^{(j)}; \eta^{(j)})} \right)^2 \cdot \sum_{i=1}^{m} \left( \xi^{(i)}_i - \eta^{(i)}_i \right),
$$

where
Lemma 2.2. We have

\[
\mathbb{P}(H_{\text{step}}(x_j, \tau_j) > h_j, j = 1, \ldots, m - 1 \mid H_{\text{step}}(x_m, \tau_m) = h_m) = \frac{\hat{Q}_{\text{step}, x, \tau}(h)}{p_{\text{step}, 0, T}(h_m)}, \quad \text{for all } h \in \mathbb{R}^m,
\]

where \( p_{\text{step}, 0, T} \) is the probability density function of \( H_{\text{step}}(0, T) \),

\[
\hat{Q}_{\text{step}, x, \tau}(h) := \sum_{n \in \mathbb{N}_0} \frac{1}{(n!)^2} \hat{D}^{(n)}_{\text{step}, x, \tau}(h),
\]

with

\[
\hat{D}^{(n)}_{\text{step}, x, \tau}(h) := (-1)^{m-1} \oint_{>1} \cdots \oint_{>1} \hat{D}^{(n)}_{\text{step}, x, \tau}(z, h) \frac{dz_1}{2\pi i z_1 (1 - z_1)} \cdots \frac{dz_{m-1}}{2\pi i z_{m-1} (1 - z_{m-1})},
\]

for each \( n \in \mathbb{N}^m \), where each \( \oint_{>1} \) is integrated over a contour around the origin in the counter-clockwise direction.

Proof. Note that the function \( \hat{Q}_{\text{step}, x, \tau} \) can be defined as

\[
\hat{Q}_{\text{step}, x, \tau}(h) := \frac{\partial}{\partial h_m} \mathbb{P}(H(x_1, \tau_1) > h_1, \ldots, H(x_{m-1}, \tau_{m-1}) > h_{m-1}, H(x_m, \tau_m) \leq h_m).
\]

One then readily checks the stated formula. Note that the only difference between \( \hat{D}^{(n)}_{\text{step}, x, \tau} \) and \( D^{(n)}_{\text{step}, x, \tau} \) is the extra factor in the second line of (2.7), (note that we are differentiating with respect to \( h_m \), not \( \tilde{h}_m = h_m - h_{m-1} \)). \( \Box \)

3. PROOF FOR THE CASE WITH STEP INITIAL CONDITION

Thanks to the scaling invariance property of the KPZ fixed point in (2.1), it is sufficient to prove (1.1) in Theorem 1.1 for the case of \( T = 1 \), which we assume throughout this section. We
shall then prove the following restatement of Theorem 1.1 in the case with step initial condition:

\[
(3.1) \quad \mathcal{L} \left\{ \frac{H_{\text{step}}(x_{1/2}, \tau) - \tau H_{\text{step}}(0, 1)}{\sqrt{2L1/4}} \right\}_{x \in \mathbb{R}, \tau \in (0, 1)} \bigg| H_{\text{step}}(0, 1) = L \xrightarrow{\text{f.d.d.}} \mathcal{L} \left\{ \min \left\{ \mathbb{B}_1^{br}(\tau) + x, \mathbb{B}_2^{br}(\tau) - x \right\} \right\}_{x \in \mathbb{R}, \tau \in (0, 1)},
\]

as \( L \to \infty \), where \( \mathbb{B}_1^{br} \) and \( \mathbb{B}_2^{br} \) are two independent Brownian bridges.

We shall prove the above in two steps. For most part of this section before Section 3.5, we consider convergence of finite-dimensional distributions at distinct time points \( \tau_0, \ldots, \tau_m \). Then in Section 3.5, we prove the general case when some time points may be the same.

Fix \( m \geq 2 \), and set

\[
0 = \tau_0 < \tau_1 < \cdots < \tau_m = 1, \quad h_1, \ldots, h_{m-1} \in \mathbb{R}, \quad h_0 = h_m = 0, \quad x_1, \ldots, x_{m-1} \in \mathbb{R}, \quad x_0 = x_m = 0,
\]

and

\[
(3.2) \quad h_{L,j} = \tau_j L + h_j \cdot \sqrt{2L1/4} \quad \text{and} \quad x_{L,j} = x_j \cdot \frac{1}{\sqrt{2L1/4}}, \quad j = 1, \ldots, m, \quad L > 0.
\]

We also write \( x = (x_1, \ldots, x_{m-1}) \), \( h = (h_1, \ldots, h_{m-1}) \), \( x_L = (x_{L,1}, \ldots, x_{L,m}) \), \( h_L = (h_{L,1}, \ldots, h_{L,m}) \) and \( \tau = (\tau_1, \ldots, \tau_m) \). Then, in accordance to (2.3),

\[
\mathbb{P} \left( H_{\text{step}}(x_{L,j}, \tau_j) > h_{L,j}, j = 1, \ldots, m-1 \mid H_{\text{step}}(0, 1) = L \right) = \frac{\widehat{Q}_{\text{step}, x_L, \tau}(h_L)}{p_{\text{GUE}}(L)},
\]

with \( \widehat{Q}_{\text{step}, x_L, \tau}(h_L) \) in Lemma 2.2. Recall the asymptotic probability density function of \( p_{\text{GUE}} \) in (2.2). Write the corresponding tail probability in the limit as

\[
Q_{x,\tau}(h) := \mathbb{P} \left( \min \left\{ \mathbb{B}_1^{br}(\tau_j) + x_j, \mathbb{B}_2^{br}(\tau_j) - x_j \right\} > h_j, j = 1, \ldots, m-1 \right).
\]

Therefore, (3.1) is equivalent to

\[
(3.3) \quad \frac{\widehat{Q}_{\text{step}, x_L, \tau}(h_L)}{p_{\text{GUE}}(L)} \sim \frac{\widehat{Q}_{\text{step}, x_L, \tau}(h_L)}{(8\pi L)^{-1} \exp \left( -\frac{4}{3}L^{3/2} \right)} \to Q_{x,\tau}(h) \quad \text{as} \quad L \to \infty.
\]

The goal of the rest of this section is to prove (3.3). We start by recalling \( \widehat{Q}_{\text{step}, x_L, \tau}(h_L) = \sum_{n \in \mathbb{N}_0^m} \frac{1}{(n!)^2} \widehat{Q}_{\text{step}, x_L, \tau}^{(n)}(h_L) \) in Lemma 2.2. Then, (3.3) follows immediately from the following three lemmas, with \( \tau_j \) all distinct.

**Lemma 3.1.** If \( n \in \mathbb{N}_0^m \setminus \mathbb{N}_0^m \), that is, \( n_j = 0 \) for some \( j = 1, \ldots, m \), then \( \widehat{Q}_{\text{step}, x_L, \tau}^{(n)}(h_L) = 0 \).

**Lemma 3.2.** As \( L \to \infty \), with \( 1 \equiv (1, 1, \ldots, 1) \in \mathbb{N}_0^m \),

\[
\widehat{Q}_{\text{step}, x_L, \tau}^{(1)}(h_L) \sim \frac{1}{8\pi L} e^{-\frac{4}{3}L^{3/2}} \times Q_{x,\tau}(h).
\]

**Lemma 3.3.** For every \( \epsilon \in (0, \min_{j=1,\ldots, m} \tau_j) \), there exists a constant \( C > 0 \) such that

\[
\sum_{n \in \mathbb{N}_0^m \setminus \{1\}^2} \frac{1}{(n!)^2} \left| \widehat{Q}_{\text{step}, x_L, \tau}^{(n)}(h_L) \right| \leq C \exp \left( -\frac{4(1 + \epsilon')}{3} L^{3/2} \right),
\]

for all \( L \) large enough.
We prove the three lemmas in Sections 3.2, 3.3 and 3.4 respectively. For the case \( \tau_j \) are not all distinct, the theorem then follows from a bootstrap argument by combining the above and a general lemma in Section 3.5 which is of its own interest.

Before, in Section 3.1 we present some auxiliary results on Brownian bridges. Throughout, we let \( C > 0 \) denote a constant that may change from line to line, but not depending on \( n \) nor \( L \).

### 3.1. Auxiliary formula of Brownian bridge.

Let \( \phi_a(x) = (\sqrt{2\pi} \sigma)^{-1} e^{-x^2/(2\sigma^2)} \) denote the probability density function of a centered Gaussian random variable with variance \( \sigma^2, \sigma > 0 \). It is well-known that the joint probability density function of a Brownian bridge \( \mathbb{B}^{br} \) at times \( 0 = a_0 < a_1 < \cdots < a_{m-1} < a_m = 1 \) has the formula

\[
P_{a_1, \ldots, a_{m-1}}(b_1, \ldots, b_{m-1}) = \sqrt{2\pi} \prod_{j=1}^{m} \phi_{a_j-a_{j-1}}(b_j - b_{j-1}),
\]

for \( b_1, \ldots, b_{m-1} \in \mathbb{R}, b_0 = b_m = 0 \).

We will need a formula for the joint cumulative distribution function of \( \mathbb{B}^{br} \) at different times, as shown in the following lemma. Define

\[
f(u; a, b) := \exp \left( \frac{1}{2} au^2 + bu \right), \quad u \in \mathbb{C}, a, b \in \mathbb{R}.
\]

Note the simple identity

\[
\phi_a(b) = \int \frac{f(u; a, b)}{2\pi i} du,
\]

if \( a > 0 \) and \( \Gamma \) is an arbitrary contour parallel to the \( y \)-axis with upward orientation.

**Lemma 3.4.** Let \( \Gamma_1, \ldots, \Gamma_m \) be disjoint contours listed from left to right, each parallel to the \( y \)-axis with upwards orientation. We have for all \( 0 = a_0 < a_1 < \cdots < a_m = 1 \) and \( b_1, \ldots, b_{m-1} \in \mathbb{R}, b_0 = b_m = 0 \),

\[
\sqrt{2\pi} \int_{\Gamma} \frac{\prod_{j=1}^{m} f(u_j; a_j - a_{j-1}, b_j - b_{j-1})}{\prod_{j=1}^{m-1} (u_{j+1} - u_j)} \frac{du}{(2\pi i)^m} = \mathbb{P} \left( \mathbb{B}^{br}(a_j) > b_j, j = 1, \ldots, m - 1 \right),
\]

with abbreviation \( \Gamma \equiv \Gamma_1 \times \cdots \times \Gamma_m \) and \( du \equiv du_1 \cdots du_m \) (with the convention \( u_1 \in \Gamma_1, \ldots, u_m \in \Gamma_m \)).

**Proof.** We view the left-hand side of (3.6) as a function of \( b_1, \ldots, b_{m-1} \), denoted by \( Q(b_1, \ldots, b_{m-1}) \) below. First we note that \( Q(b_1, \ldots, b_{m-1}) \) is well-defined since the integrand is uniformly bounded and decays super-exponentially fast along the integration contours. The function \( Q \) is continuous on each \( b_i \). Moreover, if we write the integrand of left-hand side of (3.6) as

\[
\frac{\prod_{j=1}^{m} f(u_j; a_j - a_{j-1}, 0)}{\prod_{j=1}^{m-1} (u_{j+1} - u_j)} \cdot \prod_{j=1}^{m-1} \exp(b_j(-u_{j+1} + u_j)),
\]

we can see that the integrand converges to 0 uniformly if one of \( b_j \to +\infty \) since \( \text{Re}(-u_{j+1} + u_j) < 0 \) by our choice of the contours. Hence \( Q(b_1, \ldots, b_{m-1}) \to 0 \) and

\[
Q(b_1, \ldots, b_{m-1}) - \mathbb{P} \left( \mathbb{B}^{br}(a_j) > b_j, j = 1, \ldots, m - 1 \right) \to 0
\]

as any of \( b_j \to +\infty \).
Now we consider \( (\partial^{m-1}/\partial b_1 \cdots \partial b_{m-1})Q \). We use the form (3.7) of the integrand of \( Q \), and change the order of derivative and integral to obtain

\[
\frac{\partial^{m-1}Q(b_1, \cdots, b_{m-1})}{\partial b_1 \cdots \partial b_{m-1}} = \sqrt{2\pi} (-1)^{m-1} \int_\Gamma \prod_{j=1}^m f(u_j; a_j - a_{j-1}, b_j - b_{j-1}) \frac{du}{(2\pi)^m}.
\]

To justify the change of the order of integration and differentiation, it suffices to notice that the product \( \prod_{j=1}^m f(u_j; a_j - a_{j-1}, b_j - b_{j-1}) \) is continuous in \( b_j \)'s and in \( u_j \)'s, and decays super-exponentially fast along the integration contours.

Now we combine (3.9) and (3.5), and obtain

\[
\frac{\partial^{m-1}Q(b_1, \cdots, b_{m-1})}{\partial b_1 \cdots \partial b_{m-1}} = (-1)^{m-1} \prod_{j=1}^m \phi_{a_j - a_{j-1}}(b_j - b_{j-1})
\]

\[
= (-1)^{m-1} \prod_{j=1}^m \phi_{a_j - a_{j-1}}(b_1, \ldots, b_{m-1})
\]

\[
= \frac{\partial^{m-1}P(B^r(a_j) > b_j, j = 1, \ldots, m - 1)}{\partial b_1 \cdots \partial b_{m-1}}.
\]

This and (3.8) then imply \( Q(b_1, \ldots, b_{m-1}) = P(B^r(a_j) > b_j, j = 1, \ldots, m - 1) \). This completes the proof. \( \square \)

3.2. Proof of Lemma 3.1. The case \( n_m = 0 \) is trivial since the last factor \( \sum_{i_j = 1}^{n_m} (\xi_{i_m} - \eta_{i_m}) \) in (2.6) becomes zero. Note that if \( n_m \neq 0 \) and \( n \in \mathbb{N}_0^m \setminus \mathbb{N}^m \), then necessarily for some \( j = 2, \ldots, m, (n_{j-1}, n_j) = (0, n_j) \) with \( n_j \in \mathbb{N} \). Consider such a \( j \). We have

\[
\int_{z > 1} \frac{dz_{j-1}}{2\pi i} \cdot \frac{dz_j}{1 - z_{j-1} (1 - z_j)} = \int_{z > 1} \frac{dz_j}{2\pi i} \cdot \frac{dz_{j-1}}{1 - z_{j-1} (1 - z_j)}
\]

\[
\times \left\{ \left( 1 - \frac{1}{z_{j-1}} \right)^n_j \prod_{i = 1}^n_j \left( \frac{1}{1 - z_{j-1}} \int_{C_{j, \text{left}}^{\text{in}}} \frac{d\xi_{i_j}}{2\pi i} - \frac{z_{j-1}}{1 - z_j} \int_{C_{j, \text{left}}^{\text{out}}} \frac{d\xi_{i_j}}{2\pi i} \right) \right\} \times (\cdots),
\]

where we skipped the factor without the variable \( z_{j-1} \). Note that the integrand is a rational function of \( z_{j-1} \) with degree at most \(-2 - n_j \leq -3\). We also note that the contour of the integral with respect to \( z_{j-1} \) can be deformed to an arbitrary large circle without crossing any pole. Thus the above integral equals to zero by enlarging the contour to infinity.

3.3. Proof of Lemma 3.2. We first simplify \( \tilde{Q}^{(1)}_{\text{step, } a, \xi, \tau} (h_L) \) (recalling (2.9)) in Lemma 3.5 below. Now with \( n = 1 \), for each \( j = 1, \ldots, m \), \( \xi^{(j)} = (\xi_1^{(j)}) \) is one-dimensional. So we simply write \( \xi^{(j)} \equiv \xi_1^{(j)}, j = 1, \ldots, m \) and similarly for \( \eta^{(j)} \), and

\[
\xi^{(m)} = (\xi^{(1)}, \ldots, \xi^{(m)}) \quad \text{and} \quad \eta^{(m)} = (\eta^{(1)}, \ldots, \eta^{(m)}).
\]

Lemma 3.5. We have

\[
\tilde{Q}^{(1)}_{\text{step, } a, \xi, \tau}(h_L) = (-1)^{m-1} \int \prod_{j=1}^m \tilde{f}_{\tilde{L}, \tilde{L}_j, \xi, \eta}(\xi^{(j)}, \eta^{(j)}, h_{L_j}) \prod_{j=1}^m \tilde{f}_{\tilde{L}, \tilde{L}_j, \xi, \eta}(\xi^{(j)}, \eta^{(j)}, h_{L_j}) \frac{d\xi^{(m)} d\eta^{(m)}}{(2\pi i)^{2m}},
\]

\[
(3.10)
\]
with
\[ C \hat{=} C_{1, \text{left}} \times C_{2, \text{left}}^{\text{out}} \times \cdots \times C_{m, \text{left}}^{\text{out}} \times C_{1, \text{right}} \times C_{2, \text{right}}^{\text{out}} \times \cdots \times C_{m, \text{right}}, \]
and
\[ \Pi_1(\xi^{(m)}, \eta^{(m)}) := (-1)^m \prod_{j=1}^{m-1} \left( \frac{(\xi^{(j)} - \eta^{(j+1)})}{(\xi^{(j)} - \xi^{(j+1)})} \right) \frac{1}{(\xi^{(j)} - \eta^{(j)})^2} \times \frac{1}{\xi^{(m)} - \eta^{(m)}}. \]

**Proof.** We first remark that (3.11) is the same as \( \Pi_n \) in (2.6) when \( n = 1 \). For (3.10), recall (2.9) and we choose the contours to be \( |z_1| = |z_2| = \cdots = |z_m| = R \) and let \( R \) become large. Note that if we expand the product of the integrals in (2.7) with \( n = 1 \) as a summation of \( 2m \)-multiple integrals, we find that \( \hat{D}_{\text{step}, \tau}(z, h) \) has the following leading term from the integral corresponding to \( C \hat{=} \),
\[ \prod_{j=1}^{m-1} (1 - z_j) \int_{C} \Pi_1(\xi^{(m)}, \eta^{(m)}) \times \prod_{j=1}^{m} \frac{f_{\bar{x}_j, \bar{r}_j}(\xi^{(j)}, \eta^{(j)})}{f_{\bar{x}_j, \bar{r}_j}(\eta^{(j)}, \eta^{(j)})} \frac{d\xi^{(m)}}{(2\pi i)^m} \frac{d\eta^{(m)}}{(2\pi i)^m}, \]
plus an error term (the sum of the rest integrals) of order \( O(R^{m-2}) \). The integration of the leading term above with respect to \( z_j, j = 1, \ldots, m - 1 \) yields desired right-hand side of (3.10). Similarly, the integration of each of the rest \( 2m \)-multiple integrals is bounded by
\[ \int_{|z_1|=R} \cdots \int_{|z_m|=R} O(R^{m-2}) \frac{|dz_1|}{2\pi R|1 - z_1|} \cdots \frac{|dz_{m-1}|}{2\pi R|1 - z_{m-1}|} = O(R^{-1}), \]
since \( \int_{|z|=R} \frac{dz}{z - \bar{z}} \) is bounded by a constant for large \( R \). Letting \( R \to \infty \), we see that the upper bound goes to zero, and hence the integration of the error term must be zero. We have proved (3.10). \( \square \)

Since we do not have any contours \( C_{j, \text{left}}^{\text{in}} \) or \( C_{j, \text{right}}^{\text{in}} \) in the formula (3.10), we drop the superscripts out in the integration contours of (3.10) in this subsection for notation simplification. In other words, \( C_{j, \text{left}} = C_{j, \text{left}}^{\text{out}} \) and \( C_{j, \text{right}} = C_{j, \text{right}}^{\text{out}} \) for \( j = 2, \ldots, m \) in this subsection.

In the next step, we compute the asymptotics of \( \hat{Q}_{\text{step}, \tau}(h_L) \) using (3.10) and prove Lemma 3.2. We need to deform the integration contours in (3.10) as follows (now depending on \( L \)): for \( j = 1, \ldots, m, \)
\[ C_{j, \text{left}, L} := -\sqrt{L} + 2^{-1/2} L^{-1/4} \Sigma_{j, \text{left}}, \quad C_{j, \text{right}, L} := \sqrt{L} + 2^{-1/2} L^{-1/4} \Sigma_{j, \text{right}}, \]
where
\[ \Sigma_{j, \text{left}} := \{ j + re^{\pm 2\pi i/3} : r > 0 \}, \quad \Sigma_{j, \text{right}} := -\Sigma_{j, \text{left}}. \]
The orientations of \( \Sigma_{\text{left}} \) and \( \Sigma_{\text{right}} \) in the integrals below are from \( \infty e^{-2\pi i/3} \) to \( \infty e^{2\pi i/3} \), and from \( \infty e^{-\pi i/3} \) to \( \infty e^{\pi i/3} \) respectively. With these contours, for \( \xi^{(j)}_L \in C_{j, \text{left}, L} \) and \( \eta^{(j)}_L \in C_{j, \text{right}, L} \) we can parametrize
\[ \xi^{(j)}_L = \xi^{(j)}_L(u_j) = -\sqrt{L} + 2^{-1/2} L^{-1/4} u_j, \quad \eta^{(j)}_L = \eta^{(j)}_L(v_j) = \sqrt{L} + 2^{-1/2} L^{-1/4} v_j, \]
for some \( u_j \in \Sigma_{j, \text{left}} \) and \( v_j \in \Sigma_{j, \text{right}} \). Recall the definitions of \( f \) in (3.2) and \( f \) in (3.21), and note the scaling of the parameters (3.4). We have, after a direct computation,

\[
\begin{align*}
\mathcal{I}_{\text{step}, \tau, h}(L) &= 2^{-m/2} L^{m/2 - 1} J_L(u_1, \ldots, u_m, v_1, \ldots, v_m) \\
J_L(u_1, \ldots, u_m, v_1, \ldots, v_m) &:= \prod_{j=1}^{m-1} \frac{(1 - 2^{-3/2}(u_j - v_{j+1})L^{-3/4})(1 + 2^{-3/2}(v_j - u_j) L^{-3/4})}{(u_j - u_{j+1})(v_j - v_{j+1})(1 - 2^{-3/2}(u_j - v_j) L^{-3/4})^2} \cdot \frac{1}{1 - 2^{-3/2}(u_m - v_m)L^{-3/4}}.
\end{align*}
\]

Note also that \( \frac{d\xi}{\eta} \) is uniformly bounded, integrable along the integration contours, and not depending on \( L \). Note
that for fixed \( u_j \) and \( v_j, 1 \leq j \leq m \), we have

\[
J_L(u_1, \ldots, u_m, v_1, \ldots, v_m) \to \prod_{j=1}^{m-1} \frac{1}{(u_j - u_{j+1})(v_j - v_{j+1})},
\]

\[
g_L(u_j; \bar{\tau}_j, \bar{x}_j) \to 1, \quad g_L(v_j; \bar{\tau}_j, \bar{x}_j) \to 1,
\]
as \( L \to \infty \). Moreover, we can see that

\[
\text{(3.18)} \quad \sup_L \sup_{\substack{u_j \in \Sigma_{j, \text{left}}, \ v_j \in \Sigma_{j, \text{right}}, \ j = 1, \ldots, m}} \left| J_L(u_1, \ldots, u_m, v_1, \ldots, v_m) \prod_{j=1}^{m} \frac{g_L(u_j; \bar{\tau}_j, \bar{x}_j)}{g_L(v_j; \bar{\tau}_j, \bar{x}_j)} \right| < \infty.
\]

Indeed, we have \(|u_j - u_{j+1}| \geq \text{dist}(\Sigma_{j, \text{left}}, \Sigma_{j+1, \text{left}}) = \sqrt{3}/2\) and similarly \(|v_j - v_{j-1}| \geq \sqrt{3}/2\). Moreover, \(|1 - 2^{-3/2}(u_j - v_j)L^{-3/4}| \geq \text{Re}(1 - 2^{-3/2}(u_j - v_j)L^{-3/4}) \geq 1\). Plugging these bounds to \(\text{(3.17)}\) and using the simple inequality \(|1 + a + b| \leq (1 + |a|)(1 + |b|)\), we obtain

\[
\text{(3.19)} \quad |J_L(u_1, \ldots, u_m, v_1, \ldots, v_m)| \leq C \prod_{j=1}^{m} (1 + 2^{-3/2}|u_j|L^{-3/4})^2 (1 + 2^{-3/2}|v_j|L^{-3/4})^2
\]

for some constant \(C\) independent of \(L\). Finally, we see that \((1 + 2^{-3/2}|u_j|L^{-3/4})^2 g_L(u_j; \bar{\tau}_j, \bar{x}_j)\) and \((1 + 2^{-3/2}|v_j|L^{-3/4})^2 g_L(v_j; \bar{\tau}_j, \bar{x}_j)\) are uniformly bounded due to the super-exponential decay of \(g_L(u_j; \bar{\tau}_j, \bar{x}_j)\) when \(u_j \in \Sigma_{j, \text{right}} \to \infty\) and \(1/g_L(v_j; \bar{\tau}_j, \bar{x}_j)\) when \(v_j \in \Sigma_{j, \text{right}} \to \infty\). Together with \(\text{(3.19)}\) we obtain \(\text{(3.18)}\).

Now we apply the bounded convergence theorem, and have

\[
\lim_{L \to \infty} \frac{\hat{\theta}^{(1)}_{\text{step}, x_L, \tau}(h_L)}{(8\pi L)^{-1} e^{-\frac{1}{4}L^{3/2}}} = 2\pi (-1)^{m-1} \int_{\Sigma_{\text{left}}} \prod_{j=1}^{m} \frac{f(u_j; \bar{\tau}_j, \bar{h}_j - \bar{x}_j)}{\prod_{j=1}^{m-1} (u_j - u_{j+1})} \frac{du}{(2\pi)_m} \int_{\Sigma_{\text{right}}} \prod_{j=1}^{m} f(v_j; \bar{\tau}_j, -\bar{h}_j - \bar{x}_j) \frac{dv}{(2\pi)_m}.
\]

We remark that now in the expression of the right-hand side of \(\text{(3.20)}\), we are free to deform the contours \(\Sigma_{\text{left}}\) and \(\Sigma_{\text{right}}\) on the right-hand side of the above equation to vertical lines as long as the order of the contours are not changed. Therefore, we apply Lemma \(3.4\) and obtain

\[
\sqrt{2\pi} \int_{\Sigma_{\text{left}}} \prod_{j=1}^{m} \frac{f(u_j; \bar{\tau}_j, \bar{h}_j - \bar{x}_j)}{\prod_{j=1}^{m-1} (u_j - u_{j+1})} \frac{du}{(2\pi)_m} = \mathbb{P} \left( \mathbb{B}^{br}(\tau_j) > h_j - x_{j, j = 1, \ldots, m - 1} \right).
\]

Applying Lemma \(3.4\) again but with the indices \(j \to m + 1 - j\) (due to the different order of the contours), we obtain

\[
\sqrt{2\pi} (-1)^{m-1} \int_{\Sigma_{\text{right}}} \prod_{j=1}^{m} \frac{f(v_j; \bar{\tau}_j, -\bar{h}_j - \bar{x}_j)}{\prod_{j=1}^{m-1} (v_j - v_{j+1})} \frac{dv}{(2\pi)_m} = \mathbb{P} \left( \mathbb{B}^{br}(1 - \tau_j) > h_j + x_{j, j = 1, \ldots, m - 1} \right)
\]

\[
= \mathbb{P} \left( \mathbb{B}^{br}(\tau_j) > h_j + x_{j, j = 1, \ldots, m - 1} \right),
\]
where the last step follows by the reversibility of Brownian bridge. Inserting the above formulas to (3.20), we obtain
\[
\lim_{L \to \infty} \frac{\hat{Q}^{(1)}_{\text{step}, x, \tau}(h_L)}{(8\pi L)^{-1} e^{-\frac{1}{2} L^{3/2}}} = \mathbb{P} \left( B_{\text{br}}(\tau_j) > h_j - x_j, j = 1, \ldots, m - 1 \right) \mathbb{P} \left( B_{\text{br}}(\tau_j) > h_j + x_j, j = 1, \ldots, m - 1 \right) = Q_{x, \tau}(h),
\]
as desired.

3.4. Proof of Lemma 3.3. Recall \( \hat{Q}^{(n)}_{\text{step}, x, \tau}(h) \) in (2.9) and \( \hat{D}^{(n)}_{\text{step}, x, \tau} \) in (2.7). For every \( n \in \mathbb{N}^m \setminus \{1\} \), we first control
\[
|D^{(n)}_{\text{step}, x, \tau}(z, h_L)| \leq \prod_{i=1}^{n_1} \int_{C_{i, \text{left}}} \frac{|d\xi^{(1)}_i|}{2\pi} \prod_{i=1}^{n_1} \int_{C_{i, \text{right}}} \frac{|d\eta^{(1)}_i|}{2\pi} \times \prod_{j=2}^{m} \left[ 1 - z_{j-1} |n_j| - 1 - \left| \frac{1}{|z_{j-1}|} \right| |n_j| \right. \\
\times \left. \prod_{i=j}^{n_j} \left( \frac{1}{|1 - z_{j-1}|} \int_{C_{i, \text{left}}} |d\xi^{(j)}_i| + \frac{|z_{j-1}|}{|1 - z_{j-1}|} \int_{C_{i, \text{right}}} |d\xi^{(j)}_i| \right) \right. \\
\times \left( \frac{1}{|1 - z_{j-1}|} \int_{C_{i, \text{right}}} |d\eta^{(j)}_i| + \frac{|z_{j-1}|}{|1 - z_{j-1}|} \int_{C_{i, \text{left}}} |d\eta^{(j)}_i| \right) \right] \\
\times |\Pi_n(\tilde{\xi}_L^{(m)}, \tilde{\eta}_L^{(m)})| \times \prod_{j=1}^{m} \prod_{i=j}^{n_j} \left| \frac{f_{\tilde{\xi}_L^{(j)}, \tilde{\eta}_L^{(j)}}(\xi^{(j)}_i, \eta^{(j)}_i, h_{L,j})}{f_{\tilde{\xi}_L^{(j)}, \tilde{\eta}_L^{(j)}}(\xi^{(j)}_i, \eta^{(j)}_i, h_{L,j})} \right|.
\]
Again, the above is a compact way of writing the sum of \( 2^{n_1 + \cdots + n_m} \) number of \( (2n_1 + \cdots + 2n_m) \)-multiple integrals with respect to \( \xi^{(j)}_i, \eta^{(j)}_i, j = 1, \ldots, m, i_j = 1, \ldots, n_j \). This time we consider
\[
C^{\text{in/out}}_{j, \text{left}} = \left\{ -\sqrt{L} + 2^{-1/2} L^{-1/4} : u \in C_{j, \text{left}} \right\}
\]
with each \( C^{\text{in/out}}_{j, \text{left}} \) defined as before in (3.12). The contours are then disjoint, and the minimal distance among all the pairs is denoted by \( \epsilon_{\text{dist}} L^{-1/4} \) with \( \epsilon_{\text{dist}} = \sqrt{3}/2 \).

As argued in [Lin22b], the first two products in \( \Pi_n(\tilde{\xi}_L^{(m)}, \tilde{\eta}_L^{(m)}) \) in (2.6), where we recall
\[
\tilde{\xi}_L^{(m)} = \left( \xi^{(1)}_L, \ldots, \xi^{(m)}_L \right) \quad \text{with} \quad \xi^{(j)}_L = \left( \xi^{(j)}_{L,1}, \ldots, \xi^{(j)}_{L,n_j} \right) \in \left( C_{\text{in/out}} \right)^{n_j}, j = 1, \ldots, m,
\]
can be re-written as
\[
\prod_{j=1}^{m-1} \Delta(\xi^{(j)}_j; \eta^{(j+1)}_j) \Delta(\eta^{(j)}_j; \xi^{(j+1)}_j) \prod_{j=1}^{m} \left( \frac{\Delta(\xi^{(j)}_j) \Delta(\eta^{(j)}_j)}{\Delta(\xi^{(j)}_j; \eta^{(j)}_j)} \right)^2 = \frac{\Delta(\xi^{(1)}_j) \Delta(\eta^{(1)}_j)}{\Delta(\xi^{(1)}_j; \eta^{(1)}_j)} \\
\times \prod_{j=1}^{m-1} \Delta(\xi^{(j)}_j; \eta^{(j+1)}_j) \Delta(\eta^{(j)}_j; \xi^{(j+1)}_j) \Delta(\xi^{(j)}_j) \Delta(\eta^{(j)}_j) \Delta(\xi^{(j+1)}_j) \Delta(\eta^{(j+1)}_j) \times \frac{\Delta(\xi^{(m)}_j) \Delta(\xi^{(m)}_j)}{\Delta(\xi^{(m)}_j; \eta^{(m)}_j)}.
\]
and each of the three terms can be interpreted as, up to a possible sign depending on $n$, a determinant. Then by Hadamard’s inequality, we have (e.g. compare with $B_1, B_2, B_3$ in [Liu21, Section 3.1]),

$$\left| \frac{\Delta(\xi^{(1)}; \eta^{(1)})}{\Delta(\xi^{(1)}; \eta^{(1)})} \right| \leq n_1^{1/2} \left( \frac{1}{\epsilon_{\text{dist}} L^{-1/4}} \right)^{n_1}, \quad \left| \frac{\Delta(\xi^{(m)}; \eta^{(m)})}{\Delta(\xi^{(m)}; \eta^{(m)})} \right| \leq n_m^{n_m/2} \left( \frac{1}{\epsilon_{\text{dist}} L^{-1/4}} \right)^{n_m},$$

and

$$\left| \frac{\Delta(\xi^{(j)}; \eta^{(j+1)}; \xi^{(j+1)}; \eta^{(j+1)})}{\Delta(\xi^{(j)}; \eta^{(j+1)}; \xi^{(j+1)}; \eta^{(j+1)})} \right| \leq (n_j + n_{j+1})^{(n_j + n_{j+1})/2} \left( \frac{1}{\epsilon_{\text{dist}} L^{-1/4}} \right)^{n_j + n_{j+1}/2}, \quad j = 1, \ldots, m - 1.$$

We also bound $|\sum_{i_m=1}^{n_m} (\xi^{(m)}_{L,i_m} - \eta^{(m)}_{L,i_m})| \leq \prod_{i_m=1}^{n_m} (1 + |\xi^{(m)}_{L,i_m}|)(1 + |\eta^{(m)}_{L,i_m}|)).$ Therefore,

\begin{equation}
(3.22) \quad |\Pi_n(\xi^{(m)}_L, \eta^{(m)}_L)| \leq n_1 \left( \prod_{j=1}^{n_1} (n_j + n_{j+1})^{n_j + n_{j+1}/2} \right)^{n_m} \left( \frac{\epsilon_{\text{dist}} L^{1/2}}{n_m} \right)^{n_m} \prod_{i_m=1}^{n_m} (1 + |\xi^{(m)}_{L,i_m}|)(1 + |\eta^{(m)}_{L,i_m}|)).
\end{equation}

Next, we examine the last term in (3.22). We eventually shall integral over $\Sigma_{j, \text{left/right}}$ and we view

$$\xi^{(j)}_{L,i_j} = \xi^{(j)}_{L,i_j}(u^{(j)}_{i_j}) = \sqrt{L} + 2^{-1/2}L^{-1/4}u^{(j)}_{i_j} \quad \text{for} \quad u^{(j)}_{i_j} \in \Sigma_{j, \text{left}}, \quad j = 1, \ldots, m, i_j = 1, \ldots, n,
$$
as a function of $u^{(j)}_{i_j}$. Recalling the analysis of $f_{\overline{x}, \overline{L}, \overline{\tau}}$ in (3.13), we have

$$\prod_{i_j=1}^{n_j} f_{\overline{x}, \overline{L}, \overline{\tau}}(\xi^{(j)}_{L,i_j}, \overline{h}_{L,j}) = \exp \left( \sum_{j=1}^{n_1} \sum_{i_j=1}^{n_j} \left( \frac{2}{3} \overline{x}_j L^{3/2} + \left( \frac{\overline{x}_j}{\sqrt{2}} - \sqrt{2} \overline{h}_j \right) L^{3/4} \right) \right) \times \prod_{j=1}^{m} \prod_{i_j=1}^{n_j} f(u^{(j)}_{i_j}; \overline{\tau}_j, \overline{h}_j - \overline{x}_j) g_L(u^{(j)}_{i_j}; \overline{\tau}_j - \overline{x}_j).
$$

We see that for every $\epsilon > 0$, one can take $L$ large enough so that

$$- \frac{2}{3} \overline{\tau}_j L^{3/2} + \left( \frac{\overline{x}_j}{\sqrt{2}} - \sqrt{2} \overline{h}_j \right) L^{3/4} \leq - \frac{2(1 - \epsilon)}{3} \overline{\tau}_j L^{3/2}, \quad j = 1, \ldots, m.
$$

We shall assume the above holds in the sequel. We have also seen that $\sup_{L>0, u^{(j)}_{i_j} \in \Sigma_{j, \text{left}}} |g_L(u^{(j)}_{i_j}; \overline{\tau}_j - \overline{x}_j)| < \infty$ (see (3.18)). Similar analysis applies to $\prod_{i_j=1}^{n_j} f_{\overline{x}, \overline{L}, \overline{\tau}}(\xi^{(j)}_{L,i_j}, \overline{h}_{L,j}).$ We have, for every $\epsilon > 0$
fixed and then for $L$ large enough,

$$\left| \tilde{D}_{\text{step}, \tau}(z, h_L) \right| \leq C \exp \left( -\frac{4(1-\epsilon)}{3} \sum_{j=1}^{m} \tau_j n_j L^{3/2} \right)$$

\begin{align*}
&\times \prod_{j=2}^{m} \left| 1 - z_{j-1} \right|^{n_{j-1}} \left| 1 - \frac{1}{z_{j-1}} \right|^{n_j} \\
&\times n_1^{\frac{1}{2}} \left( \frac{m!}{\prod (n_j + n_{j+1}) \frac{n_j + n_{j+1}}{2}} \right) \frac{\text{nm}}{n_m^2} \cdot C_{m_1+\cdots+n_m} \times \mathcal{C}_n(L) \mathcal{D}_n(L),
\end{align*}

with

$$\mathcal{C}_n(L) = \prod_{i_1=1}^{n_1} \int_{\Sigma_{1, \text{left}}} f \left( u_{i_1}^{(1)}; \tau_1, h_1 - \tilde{h}_1 \right) d|u_{i_1}^{(1)}|$$

$$\times \prod_{j=2}^{m-1} \prod_{i_j=1}^{n_j} \int_{\Sigma_{j, \text{left}}} \left| f \left( u_{i_j}^{(j)}; \tau_j, h_j - \tilde{h}_j \right) \right| d|u_{i_j}^{(j)}|$$

$$\times \prod_{i_m=1}^{n_m} \int_{\Sigma_{m, \text{left}}} \left| f \left( u_{i_m}^{(m)}; \tau_m, h_m - \tilde{h}_m \right) \right| \left( 1 + |\xi_{L,i_m}^{(m)}(0)| \right) d|u_{i_m}^{(m)}|,$$

and a similar expression for $\mathcal{D}_n(L)$. Note that we have canceled the factor $L^{(n_1+\cdots+n_m)/2}$ from (3.22) and those from $d\xi_{i_j}^{(j)} = 2^{-1/2} L^{-1/4} d\tau_{i_j}^{(j)}$ and $d\eta_{i_j}^{(j)} = 2^{-1/2} L^{-1/4} d\tau_{i_j}^{(j)}$. Then,

$$\mathcal{C}_n(L) \leq C_{m_1+\cdots+n_m} L^{n_m/2}.$$ 

The same upper bound for $\mathcal{D}_n(L)$ holds.

Therefore, for every $\epsilon > 0$, there exists $C > 0$ such that for $L$ large enough,

$$\left| \prod_{j=1}^{m} \int_{z_{j-1}}^{z_{j+1}} \tilde{D}_{\text{step}, \tau}(z, h_L) \frac{dz_j}{2\pi i (z_j - z_{j-1})} \cdot \frac{dz_{j-1}}{2\pi i (z_{j-1} - z_{j-2})} \right|$$

$$\leq n_1^{\frac{1}{2}} \left( \prod_{j=1}^{m-1} (n_j + n_{j+1}) \frac{n_j + n_{j+1}}{2} \right) \frac{\text{nm}}{n_m^2} \times C_{m_1+\cdots+n_m} \times L^{n_m/2} \exp \left( -\frac{4(1-\epsilon)}{3} \sum_{j=1}^{m} \tau_j n_j L^{3/2} \right),$$

for all $n \in \mathbb{N}^m \setminus \{1\}$. We also have, for $L$ large enough,

$$L^{n_m/2} \exp \left( -\frac{4(1-\epsilon)}{3} \sum_{j=1}^{m} \tau_j n_j L^{3/2} \right) \leq \exp \left( -\frac{4(1-2\epsilon)}{3} \sum_{j=1}^{m} \tau_j n_j L^{3/2} \right)$$

$$\leq \exp \left( -\frac{4(1-2\epsilon)}{3} \left( 1 + \min_{j=1,\ldots,m} \tau_j \right) L^{3/2} \right).$$

We write $1 + \epsilon' \equiv (1-2\epsilon)(1 + \min_{j=1,\ldots,m} \tau_j)$. Notice that in this way, by taking $\epsilon > 0$ small enough, we have $\epsilon' \in (0, \min_{j=1,\ldots,m} \tau_j)$ as desired.
It remains to show that the factors involving $n_1, \ldots, n_m$ above are summable. For $n_1 \leq \cdots \leq n_m$ we have
\[
\frac{n_1}{n_1!} \left( \prod_{j=1}^{m-1} \frac{(n_j + n_{j+1})}{2} \right)^{\frac{n_m}{n_m!}} \leq \frac{2^{n_2 + \cdots + n_m} n_1^{n_m/2} \cdots n_{m-1}^{n_m/2}}{n_1^{n_m}}.
\]
Therefore, by Stirling’s formula, with $n! = n_1! \cdots n_m!$,
\[
\sum_{n \in \mathbb{N}^m \setminus \{1\}} \frac{n_1^{\frac{n_1}{n_1!}} \left( \prod_{j=1}^{m-1} \frac{(n_j + n_{j+1})}{2} \right)^{\frac{n_m}{n_m!}}}{(n!)^2} \times C^{n_1 + \cdots + n_m} \leq Cm! \sum_{1 \leq n_1 \leq \cdots \leq n_m} C^{n_1 + \cdots + n_m} \frac{n_m^{n_m/2}}{n!} < \infty.
\]
Combining the above we have proved the desired estimate.

3.5. **Joint convergence in general: with time points not necessarily distinct.** The following general fact is of its own interest. This section does not require specific laws of the models involved earlier. Let, for each $n \in \mathbb{N}$, $\{Y_n(x, t)\}_{x \in \mathbb{R}, t \in (0, T)}$ be a random field, and we are interested in the convergence of finite-dimensional distributions to another random field $\{Y(x, t)\}_{x \in \mathbb{R}, t \in (0, T)}$, as $n \to \infty$.

**Lemma 3.6.** Assume that

\[
(Y_n(x_i, t_i))_{i=1, \ldots, d} \to (Y(x_i, t_i))_{i=1, \ldots, d}
\]

for all $d \in \mathbb{N}$, $x_i \in \mathbb{R}, t_i \in (0, T), i = 1, \ldots, d$, such that all $t_1, \ldots, t_d$ are distinct. Assume also that the limit random field $\{Y(x, t)\}_{x \in \mathbb{R}, t \in (0, T)}$ has continuous joint cumulative distribution functions.

Then, $\{Y_n(x, t)\}_{x \in \mathbb{R}, t \in (0, T)} \overset{f.d.d.}{\to} \{Y(x, t)\}_{x \in \mathbb{R}, t \in (0, T)}$.

**Proof.** We first prove the case $d = 2$. We shall prove

\[
\lim_{n \to \infty} \mathbb{P}(Y_n(x_1, t) > y_1, Y_n(x_2, t) > y_2) = \mathbb{P}(Y(x_1, t) > y_1, Y(x_2, t) > y_2),
\]

for all $x_1, x_2, y_1, y_2 \in \mathbb{R}, t \in (0, T)$. First, we write, for $\epsilon \in \mathbb{R}$ such that $t + \epsilon \in (0, T)$ and $\delta > 0$,

\[
\mathbb{P}(Y_n(x, t) > y_1, Y_n(x, t + \epsilon) > y_2)
\geq \mathbb{P}(Y_n(x_1, t) > y_1, Y_n(x_2, t) > y_2, Y_n(x_2, t + \epsilon) > y_2 + \delta)
\]

\[
= \mathbb{P}(Y_n(x_1, t) > y_1, Y_n(x_2, t + \epsilon) > y_2 + \delta)
\]

\[
- \mathbb{P}(Y_n(x_1, t) > y_1, Y_n(x_2, t) \leq y_2, Y_n(x_2, t + \epsilon) > y_2 + \delta)
\]

\[
\geq \mathbb{P}(Y_n(x_1, t) > y_1, Y_n(x_2, t + \epsilon) > y_2 + \delta) - \mathbb{P}(Y_n(x_2, t) \leq y_2, Y_n(x_2, t + \epsilon) > y_2 + \delta).
\]

Note that in the last expression above, each probability concerns the joint law of random field at distinct time points. Therefore, we have

\[
\lim_{n \to \infty} \mathbb{P}(Y_n(x_1, t) > y_1, Y_n(x_2, t) > y_2)
\geq \mathbb{P}(Y(x_1, t) > y_1, Y(x_2, t + \epsilon) > y_2 + \delta) - \mathbb{P}(Y(x_2, t) \leq y_2, Y(x_2, t + \epsilon) > y_2 + \delta).
\]

Letting $\epsilon, \delta \downarrow 0$, by continuity of the joint law we have

\[
\lim_{n \to \infty} \inf \mathbb{P}(Y_n(x_1, t) > y_1, Y_n(x_2, t) > y_2) \geq \mathbb{P}(Y(x_1, t) > y_1, Y(x_2, t) > y_2).
\]

(3.24)
For the other direction, write
\[ P(Y_n(x_1, t) > y_1, Y_n(x_2, t) > y_2) \]
\[ = P(Y_n(x_1, t) > y_1, Y_n(x_2, t) > y_2, Y_n(x_2, t + \epsilon) > y_2 - \delta) \]
\[ + P(Y_n(x_1, t) > y_1, Y_n(x_2, t) > y_2, Y_n(x_2, t + \epsilon) \leq y_2 - \delta) \]
\[ \leq P(Y_n(x_1, t) > y_1, Y_n(x_2, t + \epsilon) > y_2 - \delta) + P(Y_n(x_2, t) > y_2, Y_n(x_2, t + \epsilon) \leq y_2 - \delta). \]

Again, first taking \( \lim sup \) as \( n \to \infty \), and then letting \( \epsilon, \delta \downarrow 0 \), we have
\[ \lim_{n \to \infty} \sup P(Y_n(x_1, t) > y_1, Y_n(x_2, t) > y_2) \leq P(Y(x_1, t) > y_1, Y(x_2, t) > y_2). \]

Combining with (3.24), we have proved the convergence for \( d = 2 \). For larger \( d \in \mathbb{N} \), the proof can be carried out by the same method and induction on the number of \( t_i \) that take the same values. The details are omitted. \( \square \)

4. Proof for the case with flat initial condition

Assume that \( Z \) is a standard normal random variable, and let \( B_{i, Z/\sqrt{2}}^{br} \) be a Brownian bridge with initial value \( Z/\sqrt{2} \) at \( t = 0 \) and value 0 at \( t = 1 \), and \( B_{2, Z/\sqrt{2}}^{br} \) be another process defined similarly, and the two are conditionally independent given \( Z \). Equivalently, the two processes can be defined via
\[ B_{i, Z/\sqrt{2}}^{br}(\tau) := B_{i}(\tau) + \frac{1 - \tau}{\sqrt{2}} Z, \quad \tau \in [0, 1], i = 1, 2, \]
where \( B_{1, Z/\sqrt{2}}^{br}, B_{2, Z/\sqrt{2}}^{br} \) are two i.i.d. standard Brownian bridge, independent from \( Z \). We shall prove the following restatement of Theorem 1.1 in the case with flat initial condition:
\[ \mathcal{L} \left( \left\{ \frac{H_{flat}(x, \sqrt{2L^{1/4}})}{\sqrt{2L^{1/4}}} \right\}_{x \in \mathbb{R}, \tau \in (0, 1)} \lvert H_{flat}(0, 1) = L \right) \overset{f.d.d.}{\to} \mathcal{L} \left( \left\{ \min \left\{ B_{1, Z/\sqrt{2}}^{br}(\tau) + x, B_{2, Z/\sqrt{2}}^{br}(\tau) - x \right\} \right\}_{x \in \mathbb{R}, \tau \in (0, 1)} \right), \]
as \( L \to \infty \).

The proof follows the same strategy as in the case of step initial condition. So we only sketch the key calculations. We use the same notation for \( x, \tau, h, x_L, h_L \) as in (3.2). Again we prove the case \( \tau_0, \ldots, \tau_m \) are all distinct and then apply Lemma 3.6. This time, we consider
\[ P(H_{flat}(x_{L,j}, \tau_j) > h_{L,j}, j = 1, \ldots, m - 1 \mid H_{flat}(0, 1) = L) = \frac{\bar{Q}_{flat,x,\tau}(h_L)}{p_{flat,0,1}(L)}. \]
The derivation of the expression of \( \bar{Q}_{flat,x,\tau} \) is similar to the one of (2.8) as before following [Liu22a, Proposition 2.9 and Definition 2.26]. More precisely, we have
\[ \bar{Q}_{flat,x,\tau}(h) := P(H_{flat}(x_j, \tau_j) > h, j = 1, \ldots, m - 1, H_{flat}(x_m, \tau_m) = h_m) = \sum_{n \in \mathbb{N}} \frac{1}{(n!)^2} \bar{Q}_{flat,x,\tau}^{(n)}(h), \]
where
\[ \bar{Q}_{flat,x,\tau}^{(n)}(h) := (-1)^{m-1} \int_{1}^{\infty} \cdots \int_{1}^{\infty} \frac{dz_1}{2\pi i z_1(1-z_1)} \cdots \frac{dz_{m-1}}{2\pi i z_{m-1}(1-z_{m-1})}, \]
follows closely the proof of Lemma 3.3, and the difference is on the estimates of

The proof for the second fact above is the same as in the proof of Lemma 3.1. The proof for (4.2)

estimate of

(4.2)

with

\[ \Pi_n (\xi^{(m)}, \eta^{(m)}) \] := \Pi_n (\xi^{(m)}, \eta^{(m)}) \times (-1)^{n_1(n_1+1)/2} \frac{\Delta(\xi^{(1)}, \eta^{(1)})}{\Delta(\xi^{(1)}) \Delta(\eta^{(1)})}. \]

In particular, the same factor \( \Pi_n \) in the previous section appears again, and the only difference is

the second factor on the right-hand side above. Moreover, the above multiple integrals assume the

additional assumption that

\( C_{1, \text{left}} = -C_{1, \text{right}} \)

(equality as two sets), and the \( \delta \) function is such that

\[ \int_{C_{1, \text{left}}} \delta(-\eta, \xi)f(\xi) \frac{d\xi}{2\pi i} = f(-\eta), \quad \text{for all } f \in L^2 \left( C_{1, \text{left}}, \frac{d\xi}{2\pi i} \right), \eta \in C_{1, \text{right}}. \]

Throughout, we follow the same notations as in Section 3. Again, we have similarly as before the following:

(i) the term \( \tilde{Q}^{(1)}_{\text{flat}, x, \tau}(h_L) \) has the desired asymptotic behavior.

(ii) when \( n \in \mathbb{N}_0^m \setminus \mathbb{N}^m, \tilde{Q}^{(1)}_{\text{flat}, x, \tau}(h) = 0. \)

(iii) the remainder is negligible:

\[ \sum_{n \in \mathbb{N}^m \setminus \{1\}} \tilde{Q}^{(n)}_{\text{flat}, x, \tau}(h_L) = o \left( \tilde{Q}^{(1)}_{\text{flat}, x, \tau}(h_L) \right). \]

The proof for the second fact above is the same as in the proof of Lemma 3.3. The proof for (4.2)

follows closely the proof of Lemma 3.3 and the difference is on the estimates of \( \tilde{\Pi}_n \) and also on the

estimate of \( |\tilde{D}^{(n)}_{\text{flat}, x, \tau}(z, h_L)| \) in place of (3.23), of which the details are omitted. So we arrive at

\[ \frac{\tilde{Q}_{\text{flat}, x, \tau}(h_L)}{p_{\text{flat}}(L)} \sim \frac{\tilde{Q}^{(1)}_{\text{flat}, x, \tau}(h_L)}{p_{\text{flat}}(L)} \text{ as } L \to \infty, \]
and we only focus on the contributing term. By (4.1),
\[
\tilde{D}_{\text{flat}, \mathbf{x}, \tau}^{(1)}(\mathbf{z}, \mathbf{h}) = \int_{C_{1, \text{right}}} \frac{d\eta^{(1)}}{2\pi i} \times \prod_{j=2}^{m} \left[ \frac{1}{1 - z_{j-1}} - \frac{1}{z_{j-1}} \right] \left( 1 - \frac{1}{z_{j-1}} \right) \times \left( \frac{1}{1 - z_{j-1}} \int_{C_{\text{out}, j, \text{right}}} \frac{d\xi^{(j)}}{2\pi i} - \frac{z_{j-1}}{1 - z_{j-1}} \int_{C_{\text{out}, j, \text{left}}} \frac{d\xi^{(j)}}{2\pi i} \right) \times \left( \frac{1}{1 - z_{j-1}} \int_{C_{\text{out}, j, \text{left}}} \frac{d\eta^{(j)}}{2\pi i} - \frac{z_{j-1}}{1 - z_{j-1}} \int_{C_{\text{out}, j, \text{right}}} \frac{d\eta^{(j)}}{2\pi i} \right) \right] \times \tilde{\Pi}_{1}(\tilde{\xi}^{(m)}, \tilde{\eta}^{(m)}),
\]
with \(\tilde{\xi}^{(m)} = (\xi^{(1)}, \ldots, \xi^{(m)})\) and \(\tilde{\eta}^{(m)} = (\eta^{(1)}, \ldots, \eta^{(m)})\),
\[
\tilde{\Pi}_{1}(\tilde{\xi}^{(m)}, \tilde{\eta}^{(m)}) = \Pi_{1}(\tilde{\xi}^{(m)}, \tilde{\eta}^{(m)}) \times (\eta^{(1)} - \xi^{(1)}),
\]
and the convention \(\xi^{(1)} = -\eta^{(1)}\).

We have, in place of (3.10) for the case with step initial condition, by the same derivation,
\[
\tilde{Q}_{\text{flat}, \mathbf{x}, \tau}^{(1)}(\mathbf{h}_L) = (-1)^{m-1} \oint_{C_{1, \text{right}}} \cdots \oint_{C_{1, \text{right}}} \tilde{D}_{\text{flat}, \mathbf{x}, \tau}^{(1)}(\mathbf{z}, \mathbf{h}) \frac{dz_1}{2\pi i} \cdots \frac{dz_{m-1}}{2\pi i} \int_{C_{\text{out}, \text{left}}} \prod_{j=1}^{m} \frac{f_{\tilde{x}_j, \tilde{h}_j}(\xi^{(j)}, \tilde{h}_j)}{f_{\tilde{x}_j, \tilde{h}_j}(\eta^{(j)}, \tilde{h}_j)} d\xi^{(m)}, d\eta^{(m)} (2\pi i)^{2m-1},
\]
with
\[
C_{\text{L,left}}^* := C_{2, \text{L,left}} \times \cdots \times C_{m, \text{L,left}},
\]
\[
C_{\text{L,right}}^* := C_{1, \text{L,right}} \times C_{2, \text{L,right}} \times \cdots \times C_{m, \text{L,right}},
\]
and \(\tilde{\xi}^{(m)} = (\xi^{(2)}, \ldots, \xi^{(m)})\). We shall work with
\[
\xi^{(j)}_{L} = -\sqrt{L} + u_j \frac{1}{\sqrt{2L^{1/4}}} \quad \text{and} \quad \eta^{(j)}_{L} = \sqrt{L} + v_j \frac{1}{\sqrt{2L^{1/4}}},
\]
as before as functions of \(u_j, v_j\), respectively. Write \(\tilde{\Sigma}_{\text{left}}^* = \Sigma_{2, \text{left}} \times \cdots \times \Sigma_{m, \text{left}}\) and \(d\mathbf{u}^* = du_2 \cdots du_m\) accordingly. When writing \(u_1\) in the sequel we follow the convention \(u_1 = -v_1\), so that several key calculations in the case of step initial condition can be borrowed directly.

In place of (3.16) we have
\[
\tilde{\Pi}_{1}(\tilde{\xi}^{(m)}, \tilde{\eta}^{(m)}) = 2^{m-2} L^{m/2-1} J_L(u_1, \ldots, u_m, v_1, \ldots, v_m) \times \left( 2\sqrt{L} + 2^{1/2} L^{-1/4} v_1 \right) \sim 2^{m-1} L^{(m-1)/2} J_L(u_1, \ldots, u_m, v_1, \ldots, v_m),
\]
the same formulas and hence asymptotics for \( f \) as in (3.14), (3.15) hold. This time, \( d\xi^{(m)}_\ast d\tilde{\eta}^{(m)} = 2^{-(2m-1)/2}L^{-(2m-1)/4}du^*dv \). Then, in place of (3.20) we arrive at

\[
\frac{\hat{Q}^{(1)}_{\flat,\mathcal{L},\tau}(h_L)}{\hat{Q}^{(1)}_{\flat,\mathcal{L},\tau}(h_L)} \sim \frac{8\pi \sqrt{L}}{(8\pi \sqrt{L})^{-1/2} \exp(-\frac{1}{3}L^{3/2})} \int_{\Sigma_{\text{left}}^+ \times \Sigma_{\text{right}}^-} (-1)^{m-1} \prod_{j=1}^{m} f(u_j; \tilde{\tau}_j, \tilde{\eta}_j - \tilde{\epsilon}_j)f(v_j; \tilde{\tau}_j, -\tilde{\eta}_j - \tilde{\epsilon}_j) \frac{du^*dv}{(2\pi i)^{2m-1}},
\]

as \( L \to \infty \). Notice that the factorization into two \( m \)-multiple integrals as in (3.20) no longer holds here. Some extra work is needed.

To arrive at the desired formula, we first write the integrand of (4.3) as, for \( u_1, \ldots, u_m, v_1, \ldots, v_m \) fixed,

\[
(-1)^{m-1} \prod_{j=1}^{m} f(u_j; \tilde{\tau}_j, \tilde{\eta}_j - \tilde{\epsilon}_j)f(v_j; \tilde{\tau}_j, -\tilde{\eta}_j - \tilde{\epsilon}_j) \frac{1}{\prod_{j=1}^{m-1} (u_j - u_{j+1})(v_j - v_{j+1})} \prod_{j=1}^{m} \exp((\tilde{\eta}_j - \tilde{\epsilon}_j)(-u_{j+1} + u_j) + (-\tilde{\eta}_j - \tilde{\epsilon}_j)(-v_{j+1} + v_j))
\]

\[
= \prod_{j=1}^{m} f(u_j; \tilde{\tau}_j, 0)f(v_j; \tilde{\tau}_j, 0) \prod_{j=1}^{m-1} \exp(b_j(-u_{j+1} + u_j) + c_j(-v_{j+1} + v_j))dbdc
\]

\[
= \int_{b_j \geq \tilde{\tau}_j - \tilde{\epsilon}_j} \prod_{j=1}^{m} f(u_j; \tilde{\tau}_j, \tilde{b}_j)f(v_j; \tilde{\tau}_j, \tilde{c}_j)dbdc,
\]

where \( \tilde{b}_j = b_j - b_{j-1}, \tilde{c}_j = c_j - c_{j-1}, j = 1, \ldots, m \) and \( b_0 = c_0 = b_m = c_m = 0 \) as usual, and in the first equality we used the fact that \( \text{Re}(u_j - u_{j+1}) < 0 \) and \( \text{Re}(v_j - v_{j+1}) > 0 \). Next, we recognize

\[
\int_{\Sigma_{\text{left}}^+ \times \Sigma_{\text{right}}^-} \prod_{j=1}^{m} f(u_j; \tilde{\tau}_j, \tilde{b}_j)f(v_j; \tilde{\tau}_j, \tilde{c}_j) \frac{du^*dv}{(2\pi i)^{2m-1}}
\]

\[
= \int_{\Sigma_{\text{right}}^-} f(-v_1; \tau_1, b_1)f(v_1; \tau_1, c_1)\frac{dv_1}{2\pi i} \times \prod_{j=2}^{m} \int_{\Sigma_{j,\text{left}}^-} f(u_j; \tilde{\tau}_j, \tilde{b}_j)\frac{du_j}{2\pi i} \times \prod_{j=2}^{m} \int_{\Sigma_{j,\text{right}}^-} f(v_j; \tilde{\tau}_j, \tilde{c}_j)\frac{dv_j}{2\pi i}
\]

\[
= \phi_{2\tau_1}(c_1 - b_1) \times \prod_{j=2}^{m} \phi_{\tilde{\tau}_j}(\tilde{b}_j) \times \prod_{j=2}^{m} \phi_{\tilde{\tau}_j}(\tilde{c}_j),
\]

(4.4)
where in the last step for each integral the identity (3.5). Also, by the semigroup property \( \phi_{2\tau_1}(c_1 - b_1) = \int \phi_{\tau_1}(z - b_1)\phi_{\tau_1}(c_1 - z)dz \), (4.4) becomes

\[
\int \phi_{\tau_1}(b_1 - z) \prod_{j=2}^{m} \phi_{\tau_2}(b_{j}) \times \phi_{\tau_1}(c_1 - z) \prod_{j=2}^{m} \phi_{\tau_2}(c_{j}) dz
\]

\[
= \int \phi_{1}^{2}(z) p_{\tau_{1}, \ldots, \tau_{m-1}}^{br, z}(b_{1}, \ldots, b_{m-1}) p_{\tau_{1}, \ldots, \tau_{m-1}}^{br, z}(c_{1}, \ldots, c_{m-1}) dz
\]

\[
= \frac{1}{\sqrt{4\pi}} \int \phi_{1/2}(z) p_{\tau_{1}, \ldots, \tau_{m-1}}^{br, z}(b_{1}, \ldots, b_{m-1}) p_{\tau_{1}, \ldots, \tau_{m-1}}^{br, z}(c_{1}, \ldots, c_{m-1}) dz,
\]

where \( p_{\tau_{1}, \ldots, \tau_{m-1}}^{br, z} \) is the conditional joint probability density function of \( B_{\tau, Z}^{br} \), given \( Z = z \), at time points \( \tau_1, \ldots, \tau_{m-1} \).

Now, combining all the above, we have shown

\[
\lim_{L \to \infty} \frac{Q^{(1)}_{flat, x, \tau}(h_{L})}{p_{\tau}(L)} = \sqrt{4\pi} \int_{\Sigma_{left} \times \Sigma_{right}} (-1)^{m-1} \frac{1}{\prod_{j=1}^{m-1} (u_{j} - u_{j+1})(v_{j} - v_{j+1})} \frac{du^{*}dv}{(2\pi)^{2m-1}}
\]

\[
= \sqrt{4\pi} \int_{\sum_{left} \times \sum_{right}} \frac{m}{\prod_{j=1}^{m-1} (u_{j} - u_{j+1})(v_{j} - v_{j+1})} \frac{du^{*}dv}{(2\pi)^{2m-1}} db dc
\]

\[
= P\left( B_{\tau, Z/\sqrt{T}}^{br, Z} \geq h_{j} - x_{j}, B_{\tau, Z/\sqrt{T}}^{br, Z} \leq -h_{j} - x_{j}, j = 1, \ldots, m - 1 \right)
\]

\[
= P\left( B_{\tau, Z/\sqrt{T}}^{br, Z} \geq h_{j} - x_{j}, B_{\tau, Z/\sqrt{T}}^{br, Z} \leq -h_{j} - x_{j}, j = 1, \ldots, m - 1 \right)
\]

where the last step follows by symmetry (\(-B_{\tau, Z/\sqrt{T}}^{br, Z}\) has the same law as \( B_{\tau, Z/\sqrt{T}}^{br, Z}\)).
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