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Abstract

Energy management of plug-in Hybrid Electric Vehicles (HEVs) has different challenges from non-plug-in HEVs, due to bigger batteries and grid recharging. Instead of tackling it to pursue energetic efficiency, an approach minimizing the driving cost incurred by the user – the combined costs of fuel, grid energy and battery degradation – is here proposed. A real-time approximation of the resulting optimal policy is then provided, as well as some analytic insight into its dependence on the system parameters. The advantages of the proposed formulation and the effectiveness of the real-time strategy are shown by means of a thorough simulation campaign.
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1. Introduction

Hybrid Electric Vehicles (HEVs) are generally regarded to as an effective solution to improve the fuel economy and reduce CO2 emissions with respect to Internal Combustion Engine (ICE) vehicles. Since HEVs are usually equipped with (at least) two energy sources, a critical energy management problem arises, that is, a supervisory system is needed to determine how to generate the requested power. In the so-called “mild HEVs”, the downsized battery and the electrical motor do not allow to drive the vehicle based just on the electric power, but only to assist the ICE in low efficiency operating points. In this framework, heuristics and rule-based algorithms have shown to provide satisfactory results. On the other hand, highly hybridized powertrains call for more sophisticated control approaches for their higher flexibility [1].

In the latter configuration, given a model of the hybrid powertrain, the best performance theoretically achievable over a driving schedule can be computed by means of optimization techniques, see, e.g., [2, 3]. A classical approach in HEVs aims at minimizing the overall fuel consumption, concurrently penalizing excessive deviations of the battery state of charge [4, 5]. Such a penalty term is very important for conventional HEVs, in which the minimization of the fuel consumption tout court may lead to excessive battery charge depletion.

The above optimization approach usually yields a non-causal control policy, which defines a useful upper bound in terms of performance for a given driving cycle. A good approximation of the above optimal policy can be found using the so-called Equivalent Consumption Minimization Strategy (ECMS) - based on the Pontryagin Minimum Principle - in which the knowledge of future power requests is replaced by a cycle-dependent parameter, see [1, 6–9] for further details. Adaptive variants of the ECMS have also been developed and successfully implemented in real-time [10, 11]. Nonetheless, other real time approaches have been explored, based, e.g., on Model Predictive Control [12, 13] or Robust Control [14, 15].

The above strategies were originally conceived for conventional, non-plug-in HEV powertrains, that is when the battery can be recharged exclusively during vehicle operation, e.g. by regenerative braking or thermal power surplus. However, more recent plug-in HEVs make it possible to recharge the battery from the grid [16, 17]. Quite simultaneously, progresses in battery technology are making big battery packs more affordable, thus extending the electric autonomy of such vehicles.

Upcoming HEVs are then more and more conceived as plug-in vehicles with a relatively large battery and a significant “all-electric range”, with a thermal unit often playing the role of a range extender. In view of this trend, on the one hand, the need for charge sustenance becomes less critical. On the other hand, since the battery has a more significant impact on the overall vehicle cost, the battery operating conditions leading to fast aging should be avoided.

Supervisory strategies have been proposed also for the energy management of plug-in and series HEVs. Sticking as a relevant case to the ECMS strategies mentioned above, some implementations for a plug-in HEV are presented e.g. in [18], quite intuitively, here the charge sustenance constraint can be relaxed, by taking into account the characteristics of the powertrain and the available information on the trip to be performed. A general framework for energy optimization of plug-in HEVs has been recently introduced in [19], where the optimal data-driven tuning of the ECMS policy is also discussed. In some recent works, battery aging is accounted for in the optimization problem. In [20] battery aging and energy consumption are both regarded as relevant phenomena for the optimal depletion strategy of the battery in a plug-in HEV. In [21, 22] a similar problem is tackled for HEVs with a hard charge sustenance.
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constraint; in these works, ECMS-based strategies are developed, with an additional tuning parameter affecting the weight of the aging in the cost function.

The contributions of this paper can be summarized as follows. Firstly, a least costly formulation of the energy management is proposed, aiming to fully exploit series hybrid powertrains. The underlying model also accounts for battery aging and the optimal control problem accounts for all the cost entries related to both the electrical part and the thermal unit.

Secondly, by applying Dynamic Programming (DP) \[23\], it is shown that the resulting energy management policy does not necessarily yield minimum fuel consumption. As a matter of fact, cheap fuels like CNG (Compressed Natural Gas) can prove cheaper than driving entirely on electric power, especially if battery purchase cost is considered; in such a scenario, a formulation in terms of total driving cost is desirable from the point of view of the user. Moreover, limited diffusion of alternative fuels may boost the adoption of multi-fuel range-extenders \[24\]. In the latter case, a total driving cost formulation allows to find a compromise e.g. between a relatively expensive fuel that is easy to find, like gasoline, and a cheaper less widespread fuel, like CNG.

Unfortunately, the above DP-based solution relies upon the a-priori knowledge of the driving cycle. Therefore, as a further contribution of the paper, two causal implementations of the least costly energy management strategy are proposed. The optimal policy is first derived based on a simplified model of the powertrain in an explicit way: although the model is less general, in this case the policy is expressed as a set of explicit rules, hence its implementation requires substantially less memory and computational power. Furthermore it is shown that, when a more complex model of the powertrain is necessary, the optimal policy can still be computed numerically, attaining very close results to the acausal benchmark. Finally, the paper includes a sensitivity analysis, that investigates the performance of the numerical policy for a broad range of model parameters and energy costs.

The remainder of the paper is as follows. A general formulation of the energy management problem - as well as some specific formulations in terms of energy consumption minimization - is given in Section \[2\] where the full-fledged simulator of the vehicle and the simulation scenarios used in the following sections are also presented. By deriving a suitable control-oriented model and an economic cost function, the least costly energy management approach is presented in Section \[3\] where the resulting non-causal policy is also derived by Dynamic Programming. Section \[4\] provides the causal policies for the least costly energy management problem, while Section \[5\] discusses the limits of applicability of such a strategy by means of a sensitivity study. The potential of the new approach is shown in each section by employing both a urban and a mixed urban-motorway driving cycle. The paper is ended by some concluding remarks.

2. Problem formulation and simulation setup

In this section the HEV energy management problem is presented and the way it is commonly addressed in the literature is discussed. Moreover, the simulation setup and the driving cycles – employed in the remainder of the paper to test the proposed strategy – are introduced.

2.1. Problem Formulation

With “energy management problem” it is meant the problem of designing a supervisory control layer with the aim of managing the power dispatch between multiple sources in a HEV. More specifically, such a problem is commonly formalized as an optimal control problem over a finite time horizon. With reasonable knowledge of the vehicle, the speed and slope profiles of the trip can be converted into a profile of requested electrical power in series HEVs, or mechanical power in parallel HEVs. The remainder of the paper is focused on series HEVs.

Formally, an energy management problem can be written as

\[
\begin{align*}
\min_u & \quad J = h(x(T)) + \int_0^T g(t, x(t), u(t), w(t)) dt \\
\text{s. t.} & \quad \dot{x}(t) = f(t, x(t), u(t), w(t)) \\
& \quad x(0) = x_0 \\
& \quad x(T) \in X_T \\
& \quad u(t) \in U 
\end{align*}
\]

where \( J \) is the cost function to minimize, \( x \) collects the state variables, \( u \) is the control variable, \( w \) represents the exogenous input variable, \( f \) denotes the state function, \( g \) is the running cost and \( h \) is the terminal cost. \( x, u, w \) are assumed to be scalar, possibly nonlinear functions. \( X = [x_{min}, x_{max}] \subseteq \mathbb{R} \) is the set of admissible values for the state variable; the bounds \( x_{min}, x_{max} \) are assumed to be static. \( X_T \) is the set of admissible values for the final state. \( U = [u_{min}(t), u_{max}(t)] \subseteq \mathbb{R} \times \mathbb{R}^{1} \) is the set of admissible values for the input variable; the bounds \( u_{min}, u_{max} \) are assumed to possibly be time-varying.

Many approaches proposed in the literature aim at minimizing the fuel consumption for a given trip; therefore, the fuel mass flow rate is often chosen as the running cost as

\[
g(u(t)) = m_f(u(t)).
\]

The fuel mass flow rate reasonably depends on the control policy \( u(t) \). The control input may be the battery current, the battery power, the generated power or the ratio between battery and generated power. The state variable is typically the battery state of charge, which requires the introduction of a battery model.

A possible strategy is the Full Electric mode, i.e. the simple minimization of the fuel consumption, without any constraint or penalization on the final state

\[
\begin{align*}
\dot{x}(T) = 0 \\
X_T = X.
\end{align*}
\]
As it can be easily understood, such an approach can lead to excessive depleting of the battery charge, if the trip is sufficiently long or demanding. To overcome such an issue, a constraint on the final state of charge can be set, e.g. the desired final state can be enforced to be equal to the initial state such that perfect “charge sustenance” is accomplished. Notice that for the class of HEVs here considered, an arbitrary final state of charge could be requested by the user; the charge sustaining case is just one possible choice. Formally, this means

\[ h(x(T)) = 0 \]

\[ X_T = \{x(0)\}, \]

and this approach will be referred to as Charge Sustaining mode, from now on.

A hard constraint on the final state can be fulfilled when a non-causal solution of the problem is computed. When the optimization has to be performed in real-time, soft constraints are simpler to handle. The so-called Equivalent Consumption Minimization Strategy (ECMS) approach \([10, 11]\) has an effective real-time implementation and can be stated as

\[ h(x(T)) = \zeta (x(T) - x(0)) \]

\[ X_T = X, \]

where \( \zeta \) is a user-defined parameter usually depending on the considered driving cycle. Notice that ECMS strategies sometimes consider a modified cost function (see e.g. \([11]\)) that penalizes not only the fuel consumption, but also any deviation of the state of charge from a reference value \( x_{ref} \).

\[ g(u(t)) = m_f(u(t)) + \mu \left( \frac{x_{ref}(t) - x(t)}{\Delta x} \right)^{2q}, \]

where \( \mu \) is a weighting factor, \( q \) denotes the order of the penalty term and \( \Delta x \) is the largest admissible deviation of the state of charge.

The above formulation of the energy management problem has been widely investigated in the literature (see e.g. \([1, 6, 7]\)). Nonetheless, it was originally conceived for parallel HEVs, not rechargeable from the grid. Current trend in HEVs market is oriented towards grid rechargeable vehicles with significant battery capacity. Rather than merely increasing the efficiency of the thermal engine, in many cases the purpose is also to have an electric range suited for every-day urban use; a clue is the increasing commercial offer of plug-in HEVs and Extended Range EVs. This peculiar aspects are considered in the recent literature when studying the energy management problem for this new generation of HEVs. As a relevant and recent example, some implementations of the aforementioned ECMS for a plug-in HEV are presented in \([18]\); consistently with the remarks made above, the charge sustenance constraint is relaxed, taking into account the significant battery capacity and the available information on the trip to be performed. As discussed in \([19]\), the tuning of ECMS policies for plug-in HEVs is highly related to the relative weight of battery energy and fuel energy; this weighting can be formulated to minimize, e.g., the vehicle energy or the CO2 emissions.

In this work, a formulation of the energy management problem is proposed, taking into account the phenomena with greatest impact on the overall driving cost incurred by the user. This choice will make the energy management a real least costly policy.

The main motivation of such a choice is that, in recent vehicles, the electric portion of the powertrain has a very significant impact on the overall cost of the vehicle, mainly due to the battery cost \([25]\). This calls for a different formulation of the management problem, in which also the electric costs are explicitly considered in the overall minimization criterion. Since this study is focused on series HEVs, it is as well reasonable to assume that a battery with significant capacity is available on board; in other words, for this class of HEVs, hard charge sustenance is not a critical need. Therefore, while the cost of both electric and fuel energy are relevant \([19]\), it is also important to include the effect of the battery value depletion.

### 2.2. Simulation Setup

In order to test the proposed strategies, a full-fledged simulator of a series HEV was implemented using a backward facing approach. This simulator is based on the platform developed at ETH Zurich \([26]\) and is available on-line \([27]\). More details about its implementation are given in Appendix A.

Backward-facing approach is generally intended for the simulation of the overall energetic performance of the vehicle, over time scales comparable to the duration of standard driving cycles. The subsystems are described by approximate, quasi-static or low-order dynamic models. The name of the approach refers to the fact that the inputs to the simulator are the vehicle road performance, for instance in terms of longitudinal speed and slope. The behavior of the vehicle is simulated proceeding backwards in the powertrain and computing the upstream energy flows. The outputs of our simulator are the fuel consumption, the battery state of charge and the battery state of health.

A conceptual scheme of the simulator is depicted in Fig. 1, where \( v \) is the vehicle longitudinal speed, \( \theta \) is the road slope, \( q_b \) is the battery state of charge, \( \xi_b \) is the battery state of health, \( m_f \) is the fuel consumption of the thermal generator. Notice that in Fig. 1 thin lines represent electric connections, while thick lines represent mechanical connections.

Three main areas can be identified, a vehicle dynamics area (containing the vehicle itself, the transmission and the motor), a battery area and a thermal generation area (containing the thermal engine and the electric generator). The three areas are connected by means of an electric power link, where the sum of the battery power \( P_b \) and of the generated power \( P_r \) has to be equal to the traction motor power \( P_m \). Details on the parametrization and the equations included in each block are given in the Appendix.

In this work two different driving cycles are used as inputs to the simulator. The first driving cycle, depicted in Fig. 2 is the standard FTP urban driving cycle and is named Urban Driving Cycle hereafter. The second driving cycle, depicted in Fig. 3 is obtained by merging the FTP urban driving cycle and the FTP
Highway driving cycle and is named Combined Driving Cycle hereafter.

For both driving cycles, a realistic scenario is considered, in which the vehicle has already depleted 50% of the charge, but has to accomplish another trip before having the possibility to recharge the battery from the grid. Moreover, to make the trade-off between thermal and electric power less trivial, a CNG range-extender is considered. This choice falsifies the widespread belief that “electric is cheaper”: as a matter of fact, with reasonable costs of fuel, energy and battery, the usage of a CNG engine is found to be preferable even within the range achievable in full-electric mode.

3. Total Cost Minimization

The proposed approach is to minimize the overall cost given by the sum of three items: the grid energy for battery recharge, the damage to the battery and the fuel consumed to generate power. Since these quantities are heterogeneous, the cost function is defined as the sum of the related monetary costs and it is referred to as the driving cost hereafter.

In particular, in this section, the new formulation is introduced and the features of its optimal solution are discussed. A real-time control policy will be instead object of the next section.

3.1. Mathematical Modeling

In a series HEV, the following electrical power balance holds

\[ P_m(t) = P_r(t) + P_b(t), \]

where \( P_m \) is the traction motor power, \( P_r \) is the generated power and \( P_b \) is the battery power, which can be computed as

\[ P_b = v_b i_b. \]

From now on, positive current values will correspond to battery discharging. A circuit model of the battery is needed to relate the voltage \( v_b \) to the current \( i_b \). The voltage is considered to be the sum of an open circuit term and of an ohmic term, accounting for Joule losses

\[ v_b = v_{oc} - R_b i_b, \]

where the internal resistance \( R_b \) is considered to be constant and the open circuit voltage \( v_{oc} \) to be an affine function of the battery state of charge

\[ v_{oc}(t) = A_b q_b(t) + B_b, \]

where \( A_b \) and \( B_b \) are parameters fitting the real open circuit voltage of the battery. In Figures 4 and 5 the open circuit voltage and the internal resistance of a Li-ion cell, intended for use on a pHEV and measured at different SoC levels, are illustrated. The measured values are compared with the proposed models, as defined in the rest of the section.

The state of charge of the battery \( q_b \in [0, 1] \) is defined according to the well established definition

\[ \dot{q}_b(t) = \frac{i_b(t)}{Q_b}, \]

where \( Q_b \) is the battery capacity, which slowly decreases as the battery ages; generally, the battery is considered dead when its capacity has decreased to 80% of the nominal capacity.
meaning that the depletion of battery life is a function of the current throughput. \(N_b\) is the number of charge-discharge cycles that the battery can stand over its entire life, in nominal conditions. \(\sigma_b\) is a weighting factor, often called severity factor, that depends on the operating condition [31]; in our work \(\sigma_b\) depends on the battery state of charge and current

\[
\sigma_b(t) = \sigma_b(q_b(t), i_b(t)).
\]  

(15)

Despite its simplicity, this model accounts for battery degradation in a tractable way. A similar model was used in [20], where complex electro-chemical models were reduced to be used in a supervisory controller, coming up with the integral of a static function of current and state of charge and the integral of the current throughput. A similar approach is also used in [21]. As mentioned in the introduction, [22] also considers battery aging in the energy management of an HEV. In this case, a different aging model is used, where instead of the severity factor, an explicit function of the battery current is used; however, the aging effects due to the state of charge are not considered with that approach.

The thermal generation unit in a series HEV is mechanically unconstrained from the external world; therefore the mechanical operating point can be arbitrarily chosen as a function of the requested amount of power to generate. Hereafter it is assumed that a lower level controller continuously adjusts the operating point in a quasi-static manner. Given the quasi-static efficiency maps of the thermal engine and of the electric generator, the most efficient operating points were computed as a function of the generated electrical power. If a thermal characterization of the unit was available, this lower level policy could also take into account the effects of thermal transients on fuel economy [32]. Therefore, under the assumption of quasi-static operation [28], the fuel power and the corresponding flow rate are

\[
P_f(t) = \frac{P_r(t)}{\eta_f(P_r(t))} \delta(P_r(t))
\]  

(16)

where \(\eta_f\) is the combined efficiency of the Engine-Generator Unit, \(\delta\) is the fuel lower heating value and \(\delta\) is a Dirac delta. The above equations imply that the fuel injection is active only when the request of power generation \(P_r\) is strictly positive. The combined efficiency \(\eta_f\) is the ratio between generated power \(P_r\) and fuel power \(P_f\) and is therefore computed from the efficiency maps of both the engine and the generator; Figure 6 shows the combined efficiency \(\eta_f\) of the Engine-Generator Unit at different power levels.

The powertrain of the series HEVs is considered to be fully described by the above equations and therefore the following definition is used hereafter.

**Definition 1.** The full control-oriented model \(M_1\) of the powertrain of a HEV is defined by the set of Equations (7)–(16).

Model \(M_1\) is used to compute the optimal solution by DP in the next subsection, as well as to derive a numeric approxima-
The optimal law in Section 4 is approximated by a simpler model, with the following description of the optimal law in Section 4. By contrast, an explicit formulation of the optimal law is also derived in Section 4 based on a simpler model, with the following differences:

- The battery open circuit voltage is constant and equal to the nominal voltage, replacing (10) with
  \[
  v_{oc}(t) = v_b^{nom},
  \]
  which is an approximation often used for HEVs and is reasonable if the battery state of charge is kept in a sufficiently narrow range (see again Figure 3).

- The dependence of the battery severity factor from the state of charge and current is neglected, replacing (15) with
  \[
  q_b(t) = \sigma_b(q_b, i_b),
  \]
  where \(q_b, i_b\) represent a nominal operating condition; this approximation is reasonable if the normal operating ranges of \(q_b\) and \(i_b\) are sufficiently close to the nominal operating conditions prescribed by the manufacturer. For instance in Figures 5 and 6, models of this kind are used and validated for plug-in HEVs; these vehicles (like series HEVs considered here) typically have a quite large \(Q_b\), which makes it less likely both to hit the \(q_b\) limits and to operate at high C-rate, and thus make a simplified model with constant severity factor reasonable.

- The thermal unit is modeled as an affine function of the generated power, replacing (16) with
  \[
  P_f(t) = (A_P, P_r(t) + B_v) \delta(P_v(t))
  \]
  \[m_f(t) = \frac{P_f(t)}{A_V}
  \]
  where \(B_v/A_v\) represents the fuel consumption of the idling engine and \(A_v\) could be interpreted as the inverse of the generation efficiency. Usually, the efficiency is a function of the generated power, hence the coefficients may be found through a linear fit of the nonlinear model given in (16). Moreover, the Willans approach [28] models the engine fuel consumption as a linear function of torque; hence, the Willans model corresponds to (19), under the mild assumption that the range engine regime is kept narrow to maximize the efficiency.

The simple model is then formally described as follows.

**Definition 2.** The simplified control-oriented model \(M_2\) of the powertrain is defined by the set of Equations (7), (9), (11), (12), (13), (14), (17), (18), (19).

A formal statement of the problem defined in the previous section is now given. Let the battery state of charge be the state variable
\[
x(t) = q_b(t),
\]
the battery current be the input variable
\[
u(t) = i_b(t),
\]
and the traction motor power be the exogenous disturbance
\[
w(t) = P_m(t).
\]
The state function is defined as
\[
f(x(t), u(t)) = \dot{q}_b(t),
\]
and the running cost as
\[
g(x(t), u(t)) = \alpha_r \dot{q}_b(t) Q_v + \beta_{v_n} Q_b^{nom} \dot{\xi}_b(t) + \gamma P_f,
\]
which sums three cost items: the grid energy used to recharge the battery, the damage caused to the battery, the fuel consumed to generate power. \(\alpha, \beta, \gamma\) are respectively the monetary costs of 1Wh of grid energy, 1Wh of battery capacity and 1Wh of fuel energy. In the equation above, we also included the battery nominal voltage \(v_b^{nom}\) and the grid recharging efficiency \(\eta_{grid}\).

The first term therefore accounts for the cost of a grid charge before or after the trip at hand; the charging phase is thus described by a static model with a constant battery voltage \(v_b^{nom}\). Notice that the definitions of \(\dot{\xi}_b\) and \(m_f\) are different for Model \(M_1\) and Model \(M_2\). Notice also that, although the models of battery aging and of fuel consumption are dynamic models, \(\dot{\xi}_b\) and \(m_f\) are not treated as state variables in the control problem statement. This is usually done with \(m_f\), but the same treatment can be extended also to \(\dot{\xi}_b\). As a matter of fact, this is consistent with the approximation of considering \(Q_b\) constant as in (12): the advantage of considering its dependence on \(q_b\) would be negligible when considering a driving cycle of few hours. This is also shown in a simulation example in Subsection 3.3. By contrast, it is worth considering all the resulting contributions of \(d_b\), \(\dot{\xi}_b\) and \(m_f\) in the cost function since, for reasonable scenarios, they share the same order of magnitude. Since the three quantities are heterogeneous, their monetary costs can be simply summed up, considering the unitary costs \(\alpha, \beta, \gamma\).

Considering the constraints,
\[
x = [\bar{q}_{\min}, \bar{q}_{\max}] = [0.2, 0.9],
\]
represent the static bounds for the state variable, while no penalization function on the final state is set, that is
\[
h(x(T)) = 0.
\]
Moreover, since the set of admissible final states is not restricted,
\[ X_T = X. \]  
(27)

The time-varying bounds for the control variable \( i_b(t) \) are instead
\[ U = [u_{\min}(t), u_{\max}(t)], \]  
(28)
computed from the corresponding power bounds according to the battery circuit equation
\[ u_{\min}(t) = \frac{v_{oc} - \sqrt{v_{oc}^2 - 4R_bP_{\max}(t)}}{2R_b}, \]  
(29)
\[ u_{\max}(t) = \frac{v_{oc} - \sqrt{v_{oc}^2 - 4R_bP_{\min}(t)}}{2R_b}. \]  
(30)

The time-varying power bounds \( P_{\min}, P_{\max} \) ensure that static power bounds of the battery and of the generator are fulfilled with the current value of the traction motor power. In view of (7), they can be computed as:
\[ P_{\min}(t) = \max \left\{ \frac{P_{\min}}{b}, P_{\max}(t) - \frac{P_{\min}}{r} \right\}, \]  
(31)
\[ P_{\max}(t) = \min \left\{ \frac{P_{\max}}{b}, P_{\min}(t) - \frac{P_{\min}}{r} \right\}, \]  
(32)
where \( P_{\min}, P_{\max} \) are the battery power limits and \( P_{\min}, P_{\max} \) are the Engine-Generator unit power limits. All the model parameters and bounds defined so far are listed in Table A.8.

Then, the problem of minimizing the total driving cost over the given driving cycle, which will be called from now on Total Cost Minimization Strategy (TCMS), can be mathematically stated as follows:
\[
\min_\mathbf{u} \quad J = \int_0^T \left( \alpha v_{\text{nom}} Q_b \frac{d_\phi(k + 1) - d_\phi(k)}{T_s} + \beta v_{\text{nom}} Q_b \frac{\xi_b(k + 1) - \xi_b(k)}{T_s} + \gamma P_f(k + 1) - P_f(k) \right) dt
\]
subject to
\[
q_b(0) = q_0,
\]
\[
q_b(t) \in [0.2, 0.9],
\]
\[
i_b(t) \in [u_{\min}(t), u_{\max}(t)].
\]

3.2. Benchmark Optimal Solution

The solution to Problem (33) can be computed off-line based on Dynamic Programming (35). Since such an approach does not directly apply to continuous time systems, a discrete-time counterpart of the state function is considered. By Backward Euler approach, (11) yields
\[ q_b(k + 1) = q_b(k) - \frac{T_s i_b(k)}{Q_b}, \]  
(34)
\( T_s \) being the sampling time and \( T = NT \), being the time horizon of the mission.

The cost function \( J \) to minimize is redefined in the discrete time domain as
\[ J_k(x(k)) = h(x(N)) + \sum_{k=0}^{N-1} g(x(k), u(k), w(k)), \]  
(35)
Figure 7: Optimal Cost-to-go function \( J_k(x(k)) \) with the TCMS in the Urban Driving Cycle.

Then, the optimal control path \( \pi_{DP} = \{u_0^*, \ldots, u_{N-1}^*\} \) is then found as
\[ u^*(k) = \mu_0^*(x(k)) = \arg \min_u g(x(k), u(k), w(k)) \]
\[ + J_{k+1}(f(x(k), u(k), w(k))), \forall k, \forall x(k). \]  
(40)

Consider now the simulation environment defined in Section 2.2. For the Urban Driving Cycle, the values of the optimal cost-to-go function \( J_k(x(k)) \) are depicted in Fig. 7. Intuitively, \( J_k(x(k)) \) mainly grows when moving backwards in time (i.e. in distance traveled); the dependence on the state of charge is minor, because no penalty for the final state of charge is set and the considered trip is within the electric range.

The optimal state trajectory, given an initial state of charge \( q_b(0) = 0.5 \), is highlighted with a red line. Fig. 8 shows a portion of the corresponding engine operation. As the figure
shows, the engine outputs power during the vehicle accelerations, while it is switched off when the vehicle speed (i.e. the demanded $P_m$) starts decreasing.

The TCMS approach is compared to the approaches presented in Section 2. Analogously to the TCMS formulation, also the other approaches are implemented using Dynamic Programming; details on the formulation are in Appendix C. As noted above, the simulation scenario encompasses a CNG range-extender, which makes the trade-off between thermal and electric power non trivial. The trends of the battery state of charge under the Urban Driving Cycle are compared in Fig. 9. The corresponding final values of the total driving cost and fuel consumption are given in Table 1.

The Full Electric strategy depletes more than 5% of the charge, the Charge Sustaining strategy and the ECMS attain the same final state of charge, while the TCMS performs a slight recharge of about 2%. Notice that the ECMS was tuned on this driving cycle to obtain perfect charge sustenance.

The TCMS attains the minimum driving cost, the Full Electric strategy is nearly 50% more expensive while the Charge Sustaining strategy and the ECMS attain the same cost and almost the same fuel consumption. On the other hand, the TCMS uses the most fuel, while the Full Electric simply keeps the engine off for all the cycle. Notice that different combinations of the cost coefficients yield a different balance between thermal and electric power; for instance, it is intuitive that, if $\alpha = \beta = 0$, the TCMS behaves as the Full Electric strategy. For any combination, the TCMS attains at least the same performance (in terms of monetary cost) as one of the other approaches. The interested reader can find in Section 5 a sensitivity analysis of the performance of the proposed approach for a broad range of fuel prices.

The same comparison is carried out in Fig. 10 and Table 2 in the case of the Combined Driving Cycle. The main observations are as follows. First of all, since such a cycle is beyond the electric range of the vehicle, also the Full Electric strategy needs the thermal unit to complete the trip; nonetheless, it completely depletes the battery charge. In the Combined Driving Cycle, the TCMS recharges the battery by about 5%. Some features are analogous to the Urban Driving Cycle: the Charge Sustaining strategy and the ECMS attain the same final state of charge, although with different transients; the TCMS is the cheapest strategy; the Charge Sustaining strategy and the ECMS attain almost the same results and Full Electric strategy is the most expensive. In terms of fuel consumption, the TCMS uses the most fuel, the Charge Sustaining strategy and the ECMS have similar results and the Full Electric strategy attains the lowest consumption.

From the above results, a couple of interesting facts can be inferred:

- it is a common belief that, when a driving cycle is fully achievable in Full electric mode, this is the least costly policy, according to the assumption that “electric is cheaper”.

| TCMS | ECMS | CS | FE |
|-----|-----|----|----|
| Driving Cost [€] | 0.57 | 0.74 | 0.74 | 0.82 |
| Fuel Mass [g] | 484.29 | 343.56 | 340.65 | 1.49 |

Figure 8: Engine torque and vehicle speed $v$ with the TCMS in a portion of the Urban Driving Cycle. The shaded areas indicate where the engine is on.

Figure 9: Battery state of charge in the Urban Driving Cycle according to the considered approaches: TCMS, Charge Sustaining, ECMS, Full Electric.

Figure 10: Battery state of charge in the Combined Driving Cycle according to the considered approaches: TCMS, Charge Sustaining, ECMS, Full Electric.
3.3. State variable choice

In this subsection the choice of using only one state variable \( q_b \) instead of two \( (q_b, \xi_b) \) is motivated by means of a simulation. We show that in the scenario considered above, the effect of considering \( \xi_b \) as a state variable is negligible. This is accomplished modifying the problem formulation for the implementation of the DP:

- \( \xi_b \) is considered as a second state variable
- the capacity in equation (11) is computed as \( Q_b = Q_b^{\text{soc}}(1 - 0.2\xi_b(t)) \)

The results found with this formulation are compared with the proposed formulation in Figure 11 and in Table 3, no significant difference is found neither in the state of charge trend, nor in the overall cost and fuel mass.

4. Real-Time Optimal Control

The results obtained in the previous section rely on the \( a\)-priori knowledge of the driving cycle. Therefore, the optimal trajectory of \( i_b(t) \) cannot be implemented in real-time.

Table 2: Driving cost and fuel consumption in the Combined Driving Cycle according to the considered approaches: TCMS, Charge Sustaining, ECMS, Full Electric.

|                      | TCMS | ECMS | CS | FE |
|----------------------|------|------|----|----|
| Driving Cost [\( \text{\euro} \)] | 3.07 | 4.24 | 4.25 | 4.59 |
| Fuel Mass [g]        | 2723.4 | 2196.8 | 2192.8 | 520.0 |

Table 3: Driving cost and fuel consumption in the Urban Driving Cycle with the TCMS approach: DP implementation with 1 and 2 state variables.

|                      | \( x = q_b \) | \( x = [q_b; \xi_b]^T \) |
|----------------------|----------------|--------------------------|
| Driving Cost [\( \text{\euro} \)] | 0.57 | 0.57 |
| Fuel Mass [g]        | 484.29 | 483.24 |

This is not always true, and in particular it is not in the considered scenario.

- the optimal usage of the ICE, in terms of monetary cost, is not trivial.

As a final remark, it is reasonable to expect that in the near future – thanks to technological advances – range extender will be a more flexible component of the powertrain; notable examples are multi-fuel engines and plug-in range extenders. As a future task, the proposed approach could quite easily be extended to cases such as (i) only expensive fuel is available in the first part of the trip whereas (after a gas station is reached) it becomes cheaper in the second part, and (ii) the range extender is only available in a portion of the trip. In scenarios like the ones above, the proposed formulation in terms of monetary cost looks more appropriate and natural than more traditional formulations in terms of energy consumption.

4. Real-Time Optimal Control

In this section, an analytic and a numerical causal control policy solving Problem (33) are presented. By relying on the Pontryagin’s Minimum Principle (23), performance close to the optimum are attained also in real-time, without knowledge of the driving cycle. At the end of this section, such policies are compared with the benchmark results presented in Section 3.

4.1. Unconstrained Explicit Optimal Control Law

A result valid for the Model \( \mathcal{M}_2 \) is first given discarding the constraints \( u_{\text{min}}, u_{\text{max}} \) on the control variable. In the statement we refer to the adjoint state for the optimal control problem: a discussion on this variable is given in Subsection 4.4.

**Theorem 1.** Consider Model \( \mathcal{M}_2 \) given in Definition 2. The optimal battery current \( i_b^* \) is a function of motor power \( P_{\text{mot}} \) and of the adjoint state \( p \)

\[
\begin{align*}
\rho_{b}^{1} &= \begin{cases}
  \frac{1}{2A_b R_b y}
  & \text{if } P > P^{(1,2)}_{\text{lim}} \\
  0 & \text{if } P < P^{(1,2)}_{\text{lim}}
  \end{cases}, \\
\rho_{b}^{2} &= \begin{cases}
  \frac{1}{2A_b R_b y}
  & \text{if } P > P^{(2,3)}_{\text{lim}} \\
  0 & \text{if } P < P^{(2,3)}_{\text{lim}}
  \end{cases}, \\
\rho_{b}^{3} &= \begin{cases}
  \frac{1}{2A_b R_b y}
  & \text{if } P > P^{(3,4)}_{\text{lim}} \\
  0 & \text{if } P < P^{(3,4)}_{\text{lim}}
  \end{cases}, \\
\rho_{b}^{4} &= \begin{cases}
  \frac{1}{2A_b R_b y}
  & \text{if } P > P^{(4,5)}_{\text{lim}} \\
  0 & \text{if } P < P^{(4,5)}_{\text{lim}}
  \end{cases}, \\
\rho_{b}^{5} &= \begin{cases}
  \frac{1}{2A_b R_b y}
  & \text{if } P > P^{(5,6)}_{\text{lim}} \\
  0 & \text{if } P < P^{(5,6)}_{\text{lim}}
  \end{cases},
\end{align*}
\]

where

\[
\begin{align*}
P_{\text{lim}}^{(1,2)} &= \frac{1}{2A_b} \left( \frac{\gamma_b v_{oc} - \sigma_b v_{oc}}{N_b} \right), \\
P_{\text{lim}}^{(2,3)} &= \frac{1}{2A_b} \left( \frac{\gamma_b v_{oc} - \sigma_b v_{oc}}{N_b} \right),
\end{align*}
\]
and the power limits separating the different regions are given in Equation (B.1) in Appendix B.

**Proof.** The proof refers to Pontryagin’s Minimum Principle [23]. Define the Hamiltonian function as

\[
H(q_b, i_b, p) = g(q_b, i_b) + p^T f(q_b, i_b),
\]

where \( p \) is a dynamic variable, often referred to as adjoint state, obeying to

\[
p(t) = -\nabla_{q_b} H(q_b^*(t), i_b^*(t), p(t)),
\]

and subject to the boundary condition

\[
p(T) = \nabla_{q_b} h(q_b^*(T)).
\]

The Hamiltonian reads

\[
H(t) = \begin{cases} 
    H_1(t) & \text{if } P_b \leq 0 \leq P_m - P_b \\
    H_2(t) & \text{if } P_b = 0 \leq P_m \\
    H_3(t) & \text{if } 0 \leq P_b \leq P_m \\
    H_4(t) & \text{if } P_b = P_m \geq 0 \\
    H_5(t) & \text{if } P_b = P_m \leq 0 
\end{cases}
\]

where

\[
H_1 = \alpha_{voc} i_b - \beta \sigma_b v_{oc} i_b \frac{N_b}{N_b} + \gamma \left( A_r \left( P_m - i_b v_{oc} + R_b i_b^2 \right) + B_t \right) - \frac{p}{Q_b}
\]

\[
H_2 = \gamma \left( A_r P_m + B_t \right)
\]

\[
H_3 = \alpha_{voc} i_b + \frac{\beta \sigma_b v_{oc} i_b}{N_b} + \gamma \left( A_r \left( P_m - i_b v_{oc} + R_b i_b^2 \right) + B_t \right) - \frac{p}{Q_b}
\]

\[
H_4 = \alpha_{voc} i_b + \frac{\beta \sigma_b v_{oc} i_b}{N_b} - \frac{p}{Q_b}
\]

\[
H_5 = \alpha_{voc} i_b - \frac{\beta \sigma_b v_{oc} i_b}{N_b} \frac{p}{Q_b}
\]

By minimizing the Hamiltonian, the optimal control law is found as

\[
i_b^{(1)} = \left( \frac{p}{Q_b} - \alpha_{voc} + \beta \sigma_b v_{oc} \frac{N_b}{N_b} + \gamma A_r v_{oc} \right) \frac{1}{2 A_r R_b \gamma}
\]

\[
i_b^{(2)} = 0
\]

\[
i_b^{(3)} = \left( \frac{p}{Q_b} - \alpha_{voc} - \beta \sigma_b v_{oc} \frac{N_b}{N_b} + \gamma A_r v_{oc} \right) \frac{1}{2 A_r R_b \gamma}
\]

\[
i_b^{(4)} = i_b^{(5)} = \left( v_{oc} - \sqrt{v_{oc}^2 - 4 R_b P_m} \right) \frac{1}{2 R_b}
\]

where \( i_b^{(1)}, i_b^{(2)}, i_b^{(3)}, i_b^{(4)}, i_b^{(5)} \) come directly from the definition, while \( i_b^{(1)}, i_b^{(2)}, i_b^{(3)} \) are found analyzing the first and second derivatives of the Hamiltonian

\[
\nabla_u H_1 = \alpha_{voc} - \beta \sigma_b v_{oc} \frac{N_b}{N_b} - \gamma A_r \left( v_{oc} - 2 R_b i_b \right) - \frac{p}{Q_b}
\]

\[
\nabla_u H_2 = \alpha_{voc} + \beta \sigma_b v_{oc} \frac{N_b}{N_b} - \gamma A_r \left( v_{oc} - 2 R_b i_b \right) - \frac{p}{Q_b}
\]

\[
\nabla_u H_3 = 2 A_r R_b \gamma > 0
\]

\[
\nabla_u H_4 = 2 A_r R_b \gamma > 0
\]

The second derivatives are both positive because \( A_r, R_b, \gamma \) are positive parameters, therefore, the Hamiltonian is convex. The boundaries between modes 1, 2, and 3 are found studying the limits of the above gradients when \( i_b \) approaches zero

\[
\nabla_u H_1 |_{i_b=0} = \alpha_{voc} - \frac{\beta \sigma_b v_{oc}}{N_b} - \gamma A_r v_{oc} - \frac{p}{Q_b}
\]

\[
\nabla_u H_2 |_{i_b=0} = \alpha_{voc} + \frac{\beta \sigma_b v_{oc}}{N_b} - \gamma A_r v_{oc} - \frac{p}{Q_b}
\]

Since \( \beta, \sigma_b, v_{oc}, N_b \) are positive and \( H_1, H_2 \) are convex, then \( \nabla_u H_1 > \nabla_u H_2 \). For the same reason, the minimum among \( H_1, H_2, H_3 \) is found studying the sign of the two expressions above. \( H_1 \) is minimum when \( \nabla_u H_1 > 0 \cap \nabla_u H_2 > 0 \), i.e.

\[
p < P_{lim}^{(1,2)} = Q_b \left( \alpha_{voc} - \gamma \gamma + \frac{\gamma \sigma_b v_{oc}}{N_b} \right)
\]

\( H_3 \) is minimum when \( \nabla_u H_1 < 0 \cap \nabla_u H_3 < 0 \), i.e.

\[
p > P_{lim}^{(2,3)} = Q_b \left( \alpha_{voc} - \gamma v_{oc} + \frac{\gamma \sigma_b v_{oc}}{N_b} \right)
\]

\( H_2 \) is minimum when \( \nabla_u H_1 < 0 \cap \nabla_u H_3 > 0 \), i.e.

\[
p < P_{lim}^{(1,2)} < p < P_{lim}^{(2,3)}
\]

Consider first the case \( P_m > 0 \). In each of the three regions just defined, the optimal Hamiltonian among \( H_1, H_2, H_3 \) is compared to \( H_2 \); the power limits \( P_{lim}^{(1,4)}, P_{lim}^{(2,4)}, P_{lim}^{(3,4)} \) are the boundaries of the pure electric mode in each region

\[
p < P_{lim}^{(1,2)} \rightarrow F_{lim}^{(1,4)} = \{ P_m | H_1 < H_3 \}
\]

\[
p < P_{lim}^{(2,3)} \rightarrow F_{lim}^{(2,4)} = \{ P_m | H_2 < H_3 \}
\]

\[
p < P_{lim}^{(1,2)} \rightarrow F_{lim}^{(3,4)} = \{ P_m | H_1 < H_3 \}
\]

Consider now the case \( P_m < 0 \). Modes 2 and 3 are not feasible since generated power must be non negative. Therefore, when \( p > P_{lim}^{(1,2)} \) the optimal Hamiltonian is \( H_5 \), otherwise both \( H_1 \) and \( H_3 \) are feasible candidates. The line dividing the two regions where \( H_1 \) and \( H_3 \) are optimal is

\[
p < P_{lim}^{(1,2)} \rightarrow p < P_{lim}^{(1,5)} = \{ P_m | H_1 < H_3 \}
\]

The explicit optimal control law defines five different regions, each having a different expression of the optimal current in terms of the motor power and the adjoint state. The different regions are shown in Figure 12 when considering the powertrain's parameters used in our simulations.

### 4.2. Constrained Explicit Optimal Control Law

A result valid for Model \( M_2 \) is now given including the constraints \( u_{min}, u_{max} \) on the control variable, as defined in Equations (29), (30). These constraints reflect the bounds on both the battery and the engine power. The map of the constrained optimal control is depicted in Figure 13. The derivation of the map follows directly from the application of the
An alternative way of deriving the optimal control has also been proposed for an ECMS policy in [36]: the Hamiltonian is evaluated for the control candidates \( U = \{ P_{b,1}, P_{b,2}, P_{b,3}, P_{b,4}, \} \) and the minimization is performed on these candidates only

\[
\hat{i}_b = \arg \min_{u \in U} \{ H \} \tag{56}
\]

This approach has the advantage of using the results of the explicit law for drastically reducing the number of control candidates, with respect to a standard numeric minimization, like the one presented in the next subsection. On the other hand, the complex analytic expressions of each region in terms of motor power and adjoint state are not needed.

In the remainder of the paper we indicate with \( \pi_x \) the control policy depicted described in this subsection.

### 4.3. Constrained Numeric Optimal Control Law

The results presented in this section so far are referred to Model \( M_2 \). We have shown that in that case, the optimal control law can be expressed as an explicit function of the adjoint state and of the disturbance. As already mentioned in Section 3 Model \( M_2 \) introduces some approximation in the battery open circuit voltage, in the battery severity factor and in the engine efficiency. In this work, the criticality of these approximations is analyzed in the simulations at the end of this section; in a generic application, it has to be verified based on measured data on the system.

In this subsection, we show how to compute the optimal control law when Model \( M_2 \) is not representative enough, and the more accurate Model \( M_1 \) has to be used. In such a case, the optimal current is found by numerical minimization of the Hamiltonian

\[
\hat{i}_b = \arg \min_{u \in U} \{ H \} \tag{57}
\]

where \( U \) is the feasible input set (considering the constraints \( u_{\text{min}}, u_{\text{max}} \) ) and the Hamiltonian is

\[
H = \alpha v_{eb}^f + \frac{\beta \sigma_b \gamma_{eb}^f}{N_b} + \gamma P_f (P_m, i_b, q_b) - \frac{p_{eb}}{Q_b} \tag{58}
\]

Notice that in this case \( v_{eb} \) is an affine function of the state and \( \sigma_b \) is a function of the state and the battery current.

The policy derived with this approach is referred to as policy \( \pi_N \) hereafter.

### 4.4. Adjoint State

For policy \( \pi_x \) (both unconstrained and constrained), i.e. when Model \( M_2 \) is considered, the adjoint state is constant

\[
p = 0 \tag{59}
\]

while for policy \( \pi_N \), i.e. when Model \( M_1 \) is considered, the adjoint state is subject to the dynamic equation

\[
\dot{p}(t) = - \nabla_{q_b} g(q_b(t), i_b(t)) - p(t) \nabla_{q_b} f(q_b(t), i_b(t)) - \frac{\beta \gamma_{eb}^f}{N_b} |i_b(t)| \nabla_{q_b} \sigma_b(t) - \gamma \nabla_{q_b} P_f (t) \tag{60}
\]
The proof of these statements comes directly from the application of Pontryagin’s Minimum Principle.

When the final state constraint is not active, the boundary condition for the adjoint state is simply

\[ p(T) = \nabla q, h = 0 \]  

Hereafter, we take the approximation \( p \approx 0 \) to compute the approximated policy \( \pi_N \) in a causal framework.

4.5. Simulation Results

The two proposed real-time implementations \( \pi_X, \pi_N \) of the TCMS were compared to the non-causal implementation \( \pi_{DP} \) presented in Section 3. The trends of the battery state of charge under the Urban Driving Cycle are compared in Fig. 14. The corresponding final values of the total driving cost and fuel consumption are given in Table 4. Apparently policy \( \pi_N \) approximates with high accuracy the results of the Dynamic Programming. Also the explicit policy \( \pi_X \) gives very close results, with negligible difference in the final cost and an increase in fuel consumption of about 3%; this is reflected in a slightly higher (about 0.13%) state of charge at the end of the cycle.

The same comparison is carried out in Fig. 15 and Table 5 in the case of the Combined Driving Cycle. Similar comments apply: the monetary cost attained by policy \( \pi_X \) is not significantly different from policies \( \pi_N, \pi_{DP} \); on the other hand, the fuel consumption is about 3.5% higher. Also in this case this is reflected in a higher final state of charge: in this case the deviation from the other two policies is more relevant (about 1%).

5. Sensitivity Analysis

In this section it is compared how policy \( \pi_N \) proposed in Section 4 performs with respect to the benchmark policy \( \pi_{DP} \) proposed in Section 3, when some parameters are different from the nominal case at hand. Our goal is to empirically evaluate the range of validity of the real-time numeric solution, bearing in mind that it is found with the approximation \( p(t) \approx 0 \). Clearly, the approximation is expected to be more critical in those conditions where \( \hat{p} \) is significantly different from zero during the mission. From (55), the approximated policy \( \pi_N \) is expected to be good when \( p(t) \ll \alpha_{pp} Q_0, \gamma t \).

Equation (60) suggests that the derivative of the adjoint state depends on parameters \( \beta, \gamma \) and on the gradients \( \nabla \epsilon_{\sigma t}, \nabla P_f \); since \( P_f \) is a function of \( P_f = P_m - P_h \), it is affected by battery parameters and by the engine efficiency. For the sake of simplicity, the remainder of the paper focuses on the sensitivity to \( \gamma \) and \( A_b \). The cost coefficient \( \gamma \) is proportional to the fuel cost, which can significantly change over the time and from country to country. The parameter \( A_b \) is the gradient of the open circuit voltage with respect to the state of charge, which can significantly change over the battery itself. Nonetheless, it should be noted that the range considered for both the parameters is much larger than a realistic variability and is taken into account only for scientific analysis. This sensitivity study can clearly be extended to other parameters and to the analytical policy \( \pi_X \). The study is here necessarily limited and leaves possible extensions to future research.

The sensitivity of the state of charge variation \( q_{b}(0) - q_{b}(T) \) to \( \gamma \) and \( A_b \) is shown in Fig. 16: the corresponding sensitivity of the adjoint state variation \( p(0) - p(T) \) is given in Fig. 17. The variation of state of charge depends primarily on \( \gamma \), while the dependence on \( A_b \) is minor. Notice that this result also shows how the performance summarized in Table 4 is affected by these parameters: in particular, high values of \( \gamma \) make the electric
power more convenient. In Section 3 the state of charge variation corresponding to the Full Electric strategy is found to be 0.055 (shown in Fig. 17 with a gray dashed line), which is also the variation attained by the TCMS when the fuel is expensive enough. The variation of the adjoint state is negligible for small values of $\gamma$, which correspond to policies that tend to increase the state of charge; it tends to increase significantly when both $\gamma$ and $A_b$ increase, and the maximum is attained for their extreme values ($\gamma = 0.23\,\text{€}/\text{kWh}$, $A_b = 140$).

The benchmark solution and the numeric real-time solution are compared in Fig. 18 and in Table 6 for the Urban Driving Cycle and for two different choices of $\gamma$ and $A_b$:

(a) $\gamma = 0.08\,\text{€}/\text{kWh}$, $A_b = 70$, i.e., the nominal parametrization employed in the previous section;

(b) $\gamma = 0.23\,\text{€}/\text{kWh}$, $A_b = 140$, i.e., the parametrization which attains the maximum variation of the adjoint state $p(0) - p(T)$.

The case (a) was already commented in Section 4. As for the second case, a significant difference between the two policies is observed. The increase of both the final cost and the final fuel consumption is about 3.5%, whereas the difference between the trends of the state of charge is more relevant: the benchmark policy reaches the lower bound only at the end of the cycle, while policy $\pi_N$ leads to a longer part of the mission spent at the lower bound for the state of charge. This deterioration of performance can be attributed to the underlying approximation $\dot{p} \approx 0$, that is contradicted by the large variation of the adjoint state observed in Fig. 20.

In conclusion, the proposed policy $\pi_N$ shows good performance in almost all the tested situations. The only critical situa-
tion involves a long driving cycle and a combination of high fuel cost and high dependence of battery voltage on state of charge, which can falsify the approximations on the adjoint state and consequently make policy $\pi_N$ suboptimal.

While such a combination of parameters is quite extreme at present, notice that the performance degradation could be limited by estimating online the optimal value of the adjoint state, in a similar way to what is done for the ECMS strategies; this amounts to dropping the approximation $p(t) \approx 0$ and introducing an estimate $\hat{p}(t)$. Notice that the accuracy of the estimate $\hat{p}$ would reasonably depend on the availability of some information on the trip (like elevation and traffic). This task is, however, outside the scope of this paper and is left for future research.

6. Conclusions and Remarks

In this paper, the Total Cost Minimization Strategy (TCMS) was proposed as a suitable approach for least costly energy management in extended range EVs and, more generally, for series HEVs.

Specifically, the optimization goal was formulated as the overall cost given by the cost of the grid energy, the battery life and the fuel consumption over a given trip. This choice appears more suitable than standard (constrained) fuel minimization, according to the future scenario where more and more HEVs will be plug-in and characterized by high-capacity batteries. Moreover, the use of a “monetary cost” instead of the standard “energy consumption” allows to sum up heterogeneous terms without the need of tuning some weighting coefficients. Together with the optimization problem, the model of the powertrain was modified accordingly, in order to take into account the effect of battery aging.

By means of simulations on a full-fledged model of the vehicle, the least costly policy was compared with other policies minimizing different objective functions, when a CNG range extender is available. Here, it was shown that, with current energy costs, the least costly policy does not lead to a full-electric policy even when the driving cycle is within the all-electric range.

Since the benchmark optimum computed using Dynamic Programming cannot be implemented without the $a$-priori knowledge of the driving cycle, a real-time solution of the problem based on the Pontryagin Minimum Principle was studied. In this framework, some analytical guidelines and the numerical solution were provided. It was finally shown that such a real-time strategy is an excellent approximation of the benchmark result for any reasonable combination of model parameters/energy costs.

Future works will be devoted to the implementation of the proposed TCMS approach on a real-world vehicle setup.
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Appendix A. Simulation Oriented Model Details

As described in Section [2] the simulator is made of a vehicle dynamics part, a battery-related part and a thermal generation area.

The vehicle dynamics area is represented in Fig [1] by the blocks related to Vehicle, Transmission and Motor. The block Vehicle describes the relationships among the vehicle’s longitudinal speed $v$, the slope $\theta$ and the wheel’s rotational speed $\omega_w$.
the vehicle mass, and the motor torque defines the relation that links the traction motor to the traction motor speed \( \omega_m \) and the motor torque \( T_m \) as

\[
T_m = \eta_m \frac{-\text{sign}(T_w)}{r} T_w
\]

where \( r \) is the transmission ratio and \( \eta \) is the transmission efficiency.

The block Motor models the traction motor power as

\[
P_{el} = T_m \omega_m \eta_m (T_m, \omega_m)^{-\text{sign}(P_w)}
\]

where \( \eta_m \) is the motor efficiency, depending on the mechanical operating point.

As for the battery and thermal generation areas, the underlying model is mainly described by [7, 9, 10, 11, 14, 15, 16] presented in Section A.1. Equation (12) is replaced by

\[
Q_b(t) = Q_b^{nom}(1 - 0.2 \xi_b(t)).
\]

The numerical values of parameters used in the Simulator and in the Control Oriented Models are given in Table A.8.

### Table A.8: Simulator and control oriented model parameters

| Parameter | Value |
|-----------|-------|
| \( A_b \) (V) | 70 |
| \( Q_b^{nom} \) (Ah) | 65 |
| \( N_b \) (rpm) | 2000 |
| \( B_b \) (kW) | 3.43 |
| \( \lambda_c \) (kg/l/h) | 47 |
| \( \rho_f \) (kg/l) | 0.2 |
| \( \sigma \) (V) | 0.2 |
| \( \beta \) (kW) | 500 |
| \( \gamma \) (V) | 0.077 |
| \( M \) (kg) | 1500 |
| \( R_w \) (m) | 0.3 |
| \( A \) (m²) | 0.008 |
| \( R_b \) (mΩ) | 500 |
| \( v^{nom}_b \) (V) | 355 |

### Appendix B. Power Limits of the Explicit Control Law

The power limits separating the regions of the optimal control law of Theorem 1 are defined as

\[
P_{lim}^{(1)} = -|\Psi_1| + 4 N_b^2 Q_b^{0.5} \rho \Psi_1 + |\Psi_7| + 4 N_b^2 Q_b^{1.5} \sigma \Psi_1
\]

\[
- |\Psi_1| - |\Psi_3| - 6 N_b Q_b \sigma_\rho \beta v_{oc}^2 + |\Psi_7| - 6 N_b Q_b \sigma_\rho \beta v_{oc}
\]

\[
N_b^2 Q_b^{0.5} \sigma_\rho \beta v_{oc}^2 + 4 A B N_d Q_b^{1.5} \sigma_\rho \beta v_{oc}^2 / |\Psi_7|
\]

\[
P_{lim}^{(2)} = -|\Psi_1| + N_b Q_b |\Psi_7| + |\Psi_8| - N_b Q_b \sigma_\rho \beta v_{oc} |\Psi_6| - 2 A B N_d Q_b^{2} R_b \beta v_{oc}^2 - 2 A N_d Q_b \sigma_\rho \beta v_{oc}^2
\]

\[
- |\Psi_1| + 2 A B N_d Q_b^{2} R_b \beta v_{oc}^2 / |\Psi_6|
\]

\[
P_{lim}^{(3)} = -|\Psi_1| + |\Psi_7| + |\Psi_8| - N_b |\Psi_1| - 2 A B N_d Q_b^{2} R_b \beta v_{oc}^2 / |\Psi_6|
\]

\[
+ |\Psi_1| + |\Psi_3| + |\Psi_7| + |\Psi_8| - |\Psi_1| + |\Psi_3| + |\Psi_7| + |\Psi_8|
\]

\[
(\Psi_7 + |\Psi_7| + |\Psi_8| - N_b |\Psi_1| - 2 A B N_d Q_b^{2} R_b \beta v_{oc}^2) / |\Psi_6|
\]

where

\[
\Psi_1 = 4 A B N_d Q_b^{2} R_b \sigma_\rho \beta v_{oc}^2 + 2 A N_d Q_b \sigma_\rho \beta v_{oc}^2
\]

\[
\Psi_2 = 4 A B N_d Q_b^{2} R_b \sigma_\rho \beta v_{oc}^2 + 2 A N_d Q_b \sigma_\rho \beta v_{oc}^2
\]

\[
\Psi_3 = 4 A B N_d Q_b^{2} R_b \sigma_\rho \beta v_{oc}^2 + 2 A N_d Q_b \sigma_\rho \beta v_{oc}^2
\]

\[
\Psi_4 = 2 A B N_d Q_b^{2} R_b \sigma_\rho \beta v_{oc}^2 + 2 A N_d Q_b \sigma_\rho \beta v_{oc}^2
\]

### Appendix C. DP formulation for fuel-based cost functions

The ECMS, CS, FE formulations defined in Section 2 are compared with the TCMS formulation in Section 3 to ensure a fair comparison, all approaches are implemented with DP, using the same underlying model (i.e. the discretized equations (34), (38)). Using the same notation of Section 3 the discretized running cost for ECMS, CS, FE is

\[
g(x(k), u(k), w(k)) = \frac{m_f(k + 1) - m_f(k)}{T_f}
\]

The constraints on the input \( u(k) \) ∈ \( U \) and on the state of charge \( x(k) \) ∈ \( X \) are defined in (28) and (29), respectively. The terminal cost is simply \( h(x(k), u(k), w(k)) = 0 \) for FE and CS, while for the ECMS it is

\[
h(x(k), u(k), w(k)) = \zeta(q_0 - q_{ds})
\]

The final state constraint for CS is \( x(N) \in \{ x(0) \} \), while for ECMS it is simply \( x(N) \in \{ X \} \).