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Abstract

In this paper, two approaches for modeling three-component fluid flows using diffusive interface method are discussed. Thermodynamic consistency of the proposed models is preserved when using an energetic variational framework to derive the coupled systems of partial differential equations that comprise the resulting models. The issue of algebraic and dynamic consistency is investigated. In addition, the two approaches that are presented are compared analytically and numerically.

1 Introduction

Interface problems arising in mixtures of different fluids, solids and gases have attracted attention for more than two centuries. Many surface properties, such as capillarity, are associated with the surface tension through special boundary conditions [25, 24].

The classical approach to this problem usually considers the interface to be a free surface that evolves in time with the fluid velocity [20]. In this approach the so-called sharp interface problem for the immiscible mixture of two fluids is written as Navier-Stokes equation in each component with stress jump conditions on the moving interface (see fig. 1). This approach results in the system that satisfies the following energy law:

$$
\frac{d}{dt} \sum_{i=1,2} \int_{\Omega_i} \frac{1}{2} \rho_i |\mathbf{u}_i|^2 d\mathbf{x} + \sigma \text{area}\Gamma_t = - \sum_{i=1,2} \int_{\Omega_i} 2\eta_i \left| \nabla \mathbf{u}_i + (\nabla \mathbf{u}_i)^T \right|^2 d\mathbf{x}.
$$

Here $\Omega_i$ are the sub-domains corresponding to each component of the mixture, $\mathbf{u}_i$ and $\eta_i$ are local velocities and viscosities of each component, $\sigma$ is the surface tension constant, and $\Gamma_t$ is the moving interface between the components.

Energetic Variational Approach  The models presented in this paper are derived from the underlying energetic variational structures. For an isothermal closed system, the combination of the First and Second Laws of Thermodynamics yields the following energy dissipation law [19]:

$$
\frac{dE_{\text{total}}}{dt} = -\Delta,
$$

$$
(1)
$$
where $E_{\text{total}}$ is the sum of kinetic energy and the total Helmholtz free energy, and $\Delta$ is the entropy production (here the rate of energy dissipation). The choices of the total energy functional and the dissipation functional, together with the kinematic (transport) relations of the variables employed in the system, determine all the physical and mechanical considerations and assumptions for the problem.

The Energetic Variational Approach (EnVarA) is motivated by the seminal works of Rayleigh [38] and Onsager [36, 35]. The framework, including Least Action Principle (LAP) and Maximum Dissipation Principle (MDP), provides a unique, well defined, way to derive the coupled dynamical systems from the total energy functionals and dissipation functions in the dissipation law [2] [22]. Instead of using the empirical constitutive equations, the force balance equations are derived. Specifically, the Least Action Principle determines the Hamiltonian part of the system [3, 1] and the Maximum Dissipation Principle accounts for the dissipative part [36, 4]. Formally, LAP represents the fact that the force multiplied by the distance is equal to the work, i.e., $\delta E = \text{force} \times \delta x$, where $x$ is the location and $\delta$ the variation/derivative. This procedure gives the conservative forces. The MDP, by Onsager and Rayleigh, produces the dissipative forces of the system, $\delta \frac{1}{2} \Delta = \text{force} \times \delta \dot{x}$. The factor $\frac{1}{2}$ is consistent with the choice of quadratic form for the “rates” that describe the linear response theory for long-time near equilibrium dynamics [29].

Both total energy and energy dissipation may contain terms related to microstructure and those describing macroscopic flow. Competition between different parts of energy, as well as energy dissipation defines the dynamics of the system. For more details see [19].

**Diffuse Interface Method** To regularize the transition between two phases in the sharp interface model here the statistical point of view (or phase field approach) is employed, which treats the interface as a continuous, but steep, change of properties (density, viscosity etc) of the two fluids. Within a “thin” transition region, the fluid is mixed and has to store certain amount of “mixing energy”. Such an approach coincides with the usual phase field models in the theory of phase transition [10, 9]. These models will allow the topological change of the interface [33], and have many advantages when simulating front motions [12]. Recently many researchers have employed the phase field approach for various fluid models [23, 21, 2, 32, 5, 37, 31].

The phase field function $\varphi$ takes values $\varphi = 1$ in $\Omega_1$, $\varphi = -1$ in $\Omega_2$, and $\varphi \in (-1, 1)$ on the diffusive interface. We use phase field to approximate the interface energy with mixing energy

$$\frac{\lambda}{\sigma} W(\varphi) = \frac{\lambda}{\sigma} \int \frac{\varepsilon}{2} |\nabla \varphi|^2 + \frac{1}{\varepsilon} G(\varphi) \, dx \approx \text{area} \Gamma_t,$$

where $G$ is a so-called double-well potential (e.g. $G(\varphi) = \frac{1}{4} (\varphi^2 - 1)^2$), $\varepsilon$ is a parameter responsible for the “width” of the interface, and $\lambda/\sigma$ depends on $G(\varphi)$ (for example, $\lambda = \frac{3}{2\varepsilon \sigma}$ if $G(\varphi) = \frac{1}{4} (\varphi^2 - 1)^2$, where $\sigma$ is the surface tension constant, see [40]).

Then the energy law for two-component fluid flow

$$\frac{d}{dt} \left( \int \frac{1}{2} \rho |u|^2 \, dx + \lambda W(\varphi) \right) = - \int \frac{1}{2\eta} |\nabla u + \nabla u^T|^2 + \frac{\varphi^2}{M(\varphi)} |V - u|^2 \, dx,$$

combined with kinematic constraint $\varphi_t + \nabla \cdot (\varphi V) = 0$ and incompressibility condition $\nabla \cdot u = 0$ after applying EnVarA gives way to the following Cahn-Hilliard/Navier-Stokes
system:

\[
\begin{aligned}
\varphi_t + \nabla \cdot (\varphi \mathbf{u}) &= \nabla \cdot (M(\varphi) \nabla \zeta), \\
\zeta &= -\lambda \varepsilon \Delta \varphi + \lambda_{\varepsilon}^{\frac{1}{2}} (\varphi^2 - 1) \varphi, \\
\rho \left( \mathbf{u}_t + (\mathbf{u} \cdot \nabla) \mathbf{u} \right) + \nabla p &= \nabla \cdot \left[ \eta \left( \nabla \mathbf{u} + (\nabla \mathbf{u})^T \right) - \lambda \varepsilon \nabla \varphi \otimes \nabla \varphi \right], \\
\nabla \cdot \mathbf{u} &= 0.
\end{aligned}
\] (5)

For more details see [19].

Multi-component mixtures

The phase field model for ternary mixtures is much less studied in comparison to its binary analog. It was first introduced by Morral and Cahn [34] and later developed by several works [16, 17, 18, 28, 6, 8, 41].

In [6] for a phase field model based on concentrations authors introduce consistency requirements that should be imposed on the ternary model (we shall call this approach “non-degenerate”). They analyze the energy law and resulting system and derive constraints to satisfy the requirements. This and positivity of the proposed energy limit the range of physical parameters. In [8] authors introduce a phase field model that does not require imposing limits on physical parameters (we shall call this approach “degenerate” for the degeneracy in one of the coefficients in the energy law).

In section 2 we introduce the Cahn-Hilliard models based on the aforementioned approaches. In section 3.1 we analyze the consistency requirements for the “degenerate” model. In section 3.2 we compare the energies and dynamics of the systems between the two approaches.

2 Models of Multi-component Flows

The phase field modeling of three-component dynamics can be divided into two distinct approaches, which we call non-degenerate [27, 26, 6, 41, 14] and degenerate (for the degeneracy in the dynamics of one of the components) [8, 7]. With the energetic variational approach the main requirement for any such model is that in the absence of one of the phases, the postulated mixing energy reduces to that of the two-phase flow (algebraic consistency). Additionally, in [8] authors suggested, that such requirement should be imposed not just on the energy, but on the dynamics of the system as well (dynamic consistency). Similar to two-component flow, we postulate the following generic energy law:

\[
\frac{d}{dt} \left( \int \frac{1}{2} \rho |\mathbf{u}|^2 \, d\mathbf{x} + \mathcal{W} \right) = -2 \mathcal{D},
\] (6)

Different models may be obtained by introducing different mixing energies \( \mathcal{W} \) and dissipation functionals \( \mathcal{D} \). We briefly describe two approaches, discuss the differences in their postulated mixing energies and resulting dynamics and investigate requirements on the energy for the degenerate system to satisfy the dynamic consistency requirement without any limitations on the mobility coefficients.

Non-degenerate system Let us introduce a phase field vector \( \mathbf{c} = \{c_1, c_2, c_3\} \), where each component of the vector may be thought of as relative concentration (or relative
density) of the corresponding phase. Then we can write the mixing energy as follows:

$$W(c) = \int \frac{3}{8} \varepsilon \sum_{i=1}^{3} \chi_i |\nabla c_i|^2 + \frac{12}{\varepsilon} F(c) \, dx,$$  \quad \text{(7)}$$

where $F(c)$ is a triple-well potential, that may be taken of different forms, and constants $\chi_i$ are related to penetration constants in capillarity theory and may be expressed through surface tension constants of the three interfaces using the algebraic consistency requirement.

Here we introduce the following dissipation functional

$$D = \int \frac{1}{4} \eta |\nabla u + \nabla u^T|^2 + \sum_{i=1}^{3} \frac{c_i^2}{2M_i} |V_i - u|^2 \, dx,$$  \quad \text{(8)}$$

together with kinematic relations $c_i t + \nabla \cdot (c_i V_i) = 0$, $i = 1, 2, 3$, and incompressibility constraint $\nabla \cdot u = 0$. In addition, the concentrations are related by a linear constraint $c_1 + c_2 + c_3 = 1$. In order to satisfy the dynamic consistency, authors of [6] perform the variation with Lagrange multiplier $\beta$ and algebraic restrictions on mobility coefficients $M_i$ to derive the following ternary Cahn-Hilliard/Navier-Stokes system:

$$\begin{cases}
\begin{aligned}
c_i + (u \cdot \nabla) c &= M_1 \Delta c_i, \\
d_i + (u \cdot \nabla) d &= M_2 \Delta c_d, \\
\beta &= M_1 \Delta \Delta c_i, \\
\rho (u_i + (u \cdot \nabla) u) + \nabla p &= \nabla \cdot \left[ \eta \left( \nabla u + (\nabla u)^T \right) - \frac{3}{4} \varepsilon \sum_{i=1}^{3} \chi_i (\Delta c_i \otimes \nabla c_i) \right], \\
\nabla \cdot u &= 0, \\
c &= (c_1, c_2, c_3) = (c, d, 1 - c - d), \\
\chi_0 &= (\chi_1^{-1} + \chi_2^{-1} + \chi_3^{-1})^{-1}, \\
M_1\chi_1 = M_2\chi_2 = M_3\chi_3 = M_0.
\end{aligned}
\end{cases}$$  \quad \text{(9)}$$

**Degenerate system** In the degenerate approach, instead of three linearly dependent functions, we introduce two completely independent phase field functions $\varphi$ and $\psi$, which act as labels. Two of the components are distinguished from each other using values of $\varphi$, while third component is distinguished from both of the first two using values of $\psi$ (see Fig. [4]). Then the mixing energy will have a term acting on the interface of the first two components in the region with $\psi = 1$, and another term on the interface separating third component from both of the first two:

$$W(\varphi, \psi) = \int \gamma_1(\psi) \left( \frac{\psi + 1}{2} \right)^2 \left( \frac{\varepsilon}{2} |\nabla \varphi|^2 + \frac{1}{4\varepsilon} (1 - \varphi^2)^2 \right)$$

$$+ \gamma_2(\varphi) \left( \frac{\varepsilon}{2} |\nabla \psi|^2 + \frac{1}{4\varepsilon} (1 - \psi^2)^2 \right),$$  \quad \text{(10)}$$
where $\gamma_1(\psi) = \tilde{\gamma}_1(\psi) \left( \frac{\psi + 1}{2} \right)^2$ and $\gamma_2(\varphi)$ are coefficients related to the surface tensions on the corresponding interfaces. Writing the dissipation functional as

$$D = \int \frac{1}{4} \eta |\nabla u + \nabla u^T|^2 + \frac{\varphi^2}{2M_1} |\nabla \varphi - u|^2 + \frac{\psi^2}{2M_2} |\nabla \psi - u|^2 \, dx,$$

and applying energetic variational approach one can derive degenerate ternary Cahn-Hilliard/Navier-Stokes system:

$$\begin{aligned}
\varphi_t + (u \cdot \nabla) \varphi &= \nabla \cdot (M_1 \nabla \zeta \varphi), \\
\psi_t + (u \cdot \nabla) \psi &= \nabla \cdot (M_2 \nabla \zeta \psi), \\
\zeta \varphi &= -\varepsilon \nabla \cdot [\gamma_1(\psi) \nabla \varphi] + \frac{1}{\varepsilon} \gamma_1(\psi) (\varphi^2 - 1) \varphi \\
&\quad + \frac{\partial \gamma_2(\varphi)}{\partial \varphi} \left( \frac{\varepsilon}{2} |\nabla \psi|^2 + \frac{1}{4\varepsilon} (\varphi^2 - 1)^2 \right), \\
\zeta \psi &= -\varepsilon \nabla \cdot (\gamma_2(\varphi) \nabla \psi) + \frac{2\gamma_2(\varphi)}{\varepsilon} (\varphi^2 - 1) \psi + \\
&\quad + \frac{\partial \gamma_1(\psi)}{\partial \psi} \left( \frac{\varepsilon}{2} |\nabla \varphi|^2 + \frac{1}{4\varepsilon} (\varphi^2 - 1)^2 \right), \\
\rho (u_t + (u \cdot \nabla) u) + \nabla p &= \nabla \cdot \left[ \eta \left( \nabla u + (\nabla u)^T \right) \right. \\
&\left. - \varepsilon \gamma_1(\psi) (\nabla \varphi \otimes \nabla \varphi) - \varepsilon \gamma_2(\varphi) (\nabla \psi \otimes \nabla \psi) \right], \\
\nabla \cdot u &= 0.
\end{aligned}$$

3 Main results

3.1 Degenerate system analysis

Violating the dynamic consistency requirement may lead to unphysical nucleation of one of the components in the middle of the interface between the other two components. For the non-degenerate system, to satisfy dynamic consistency and well posedness requirements, some restrictions on the physical parameters of the system have to be introduced. Another way to enforce dynamic consistency (instead of restricting the values of the mobility coefficients) is by introducing degenerate mobility, which is used and studied in binary phase field systems [15, 13, 11, 30, 39]. A similar approach can be used for degenerate models. However, it is interesting to make dynamic consistency energetically preferable as opposed to restricting the dynamics of the system through mobility.

Let us consider surface tension coefficients defined by

$$\begin{aligned}
\gamma_1(\psi) &= \frac{3}{2\sqrt{2}} \sigma_{12} \left( \frac{\psi + 1}{2} \right)^2, \\
\gamma_2(\varphi) &= \frac{3}{2\sqrt{2}} \sigma_{13} = \frac{3}{2\sqrt{2}} \sigma_{23} = \text{const},
\end{aligned}$$

where $\sigma_{12}$, $\sigma_{13}$ and $\sigma_{23}$ are the surface tension constants on the corresponding interfaces. And to study the dynamic consistency we take an initial configuration with the third phase absent (see Fig. 5a,b). The
Cahn-Hilliard equation describes the volume preserving minimization of the energy. Thus since the mixing energy in $\varphi$ is positive, by decreasing the value of $\gamma_1(\psi)$ and simultaneously increasing the $\psi$ portion of the mixing energy \( \left( \frac{\varepsilon}{2} |\nabla \psi|^2 + \frac{1}{4\varepsilon} (1 - \psi^2)^2 \right) \) the system can achieve a lower value of total energy.

This dynamics results in unnatural nucleation of the third phase, as in the case of the equilibrium configuration shown on figure 5c,d. In addition to the unnatural nucleation this behavior results in the decrease in equilibrium interfacial energy (comparing to the analytical assumption equal to surface tension multiplied by area of the interface). Numerical simulations show that this result does not depend on numerical precision, and decreasing interfacial thickness $\varepsilon$ results in a decrease in width of the cusp, but nearly does not affect height of the cusp and the energy loss.

As one can see from figure 6 both cusp size and relative energy loss increase with the ratio between surface tensions. Here, relative energy loss at the equilibrium is computed using the formula \( |\sigma_{12} - W| / \sigma_{12} \).

![Figure 6](image)

**Figure 6:** For the case of dynamically inconsistent coefficients (a) cusp height and (b) relative interfacial energy loss as a function of surface tension ratio.

To remedy this behavior all the coefficients in the energy need to have critical points at $\varphi = \pm 1$ and $\psi = \pm 1$. Additionally, to make this effect numerically stable (there should be no nucleation if the phase field is sufficiently close to $\pm 1$), one should require the coefficients to have double well structure, similar to that in the mixing energy. In particular, for $\gamma_1(\psi)$ and $\gamma_2(\varphi)$ we suggest the following formulation:

\[
\gamma_1(\psi) = \frac{3\varepsilon}{2\sqrt{2}} \sigma_{12} \left( \frac{1 + \psi}{2} \right)^2 \left( 2 - \psi + \frac{\alpha}{4} (1 - \psi)^2 \right),
\]

\[
\gamma_2(\varphi) = \frac{3\varepsilon}{2\sqrt{2}} \left( \sigma_{13} \left( \frac{1 + \varphi}{2} \right)^2 (2 - \varphi) + \sigma_{23} \left( \frac{1 - \varphi}{2} \right)^2 (2 + \varphi) + \frac{\alpha}{16} |\sigma_{23} - \sigma_{13}| (1 - \varphi^2)^2 \right).
\]

Here $\alpha > 3$ is a constant regulating the size of the double-well. One can take $\alpha = 3 + \varepsilon$ to reduce additional energy introduced by the double well structure of these terms at the triple junction. With $\alpha = 3$ one would get fourth order interpolation in the interval ($-1, 1$) and convexity outside this interval.
Remark 1 When \( \alpha = 3 + \varepsilon \), the polynomial \( \gamma_2(\varphi) \) satisfies the following conditions:
\[
\gamma_2(1) = \frac{3\varepsilon}{2\sqrt{2}} \sigma_{13}, \quad \gamma_2(-1) = \frac{3\varepsilon}{2\sqrt{2}} \sigma_{23}, \quad \gamma_2'(\pm 1) = 0, \quad \gamma_2''(\pm 1) > 0,
\]
\[
\max_{-1 < \varphi < 1} \gamma_2(\varphi) = \frac{3\varepsilon}{2\sqrt{2}} \max(\sigma_{13}, \sigma_{23}) + \frac{3\varepsilon}{2\sqrt{2}} |\sigma_{23} - \sigma_{13}| \varepsilon^3 + O(\varepsilon^4).
\]
Additionally, in case \( \sigma_{13} = \sigma_{23} \) we obtain \( \gamma_2(\varphi) = \frac{3\varepsilon}{2\sqrt{2}} \sigma_{13} = \text{const.} \)

Remark 2 One should consider same kind of coefficients when introducing the additional (possibly non-Newtonian) structure into one of the components in binary model, so that changes in the structure inside the component do not affect the behavior of the phase field.

Remark 3 Surface tension coefficients have to be interpolated only between two components. To interpolate a parameter \( b_\alpha(\varphi, \psi) \) between all three components with values \( b_1, b_2 \) and \( b_3 \) in the corresponding component, one may use a more complicated formula:
\[
b_\alpha(\varphi, \psi) = \left( b_1 \left( \frac{1+\varphi}{2} \right)^2 (2 + \varphi) + b_2 \left( \frac{1+\psi}{2} \right)^2 (2 - \varphi) \right) \left( \frac{1+\psi}{2} \right)^2 (2 - \psi)
\]
\[
+ b_3 \left( \frac{1-\psi}{2} \right)^2 (2 + \psi) + \frac{\alpha}{16} |b_2 - b_1| (1 - \varphi)^2 \left( \frac{1+\psi}{2} \right)^2 (2 - \psi)
\]
\[
+ \frac{\alpha}{16} |b_3 - b_1| \left( \frac{1-\psi}{2} \right)^2 (2 + \varphi) + |b_3 - b_2| \left( \frac{1+\varphi}{2} \right)^2 (2 - \varphi) \right) (1 - \psi)^2
\]

3.2 Approach comparison

For two-phase systems there is a lot of research using order parameters both on intervals \((0, 1)\) and \((-1, 1)\). While those approaches are equivalent in case of binary mixture (which can be shown by linear change of variables), the difference in the dynamics of degenerate and non-degenerate ternary systems is fundamental – there is no linear relation connecting the models.

Let us introduce a non-linear change of variables:
\[
c = \frac{1 + \varphi}{2} \cdot \frac{1 + \psi}{2}, \quad d = \frac{1 - \varphi}{2} \cdot \frac{1 + \psi}{2}.
\]

Substituting this into the mixing energy [7] we get
\[
\frac{8}{3} W = \int_{\Omega^2} \frac{\varepsilon}{2} \left( \sigma_{12} \left( \frac{1 + \psi}{2} \right)^2 |\nabla \varphi|^2 + \frac{\sigma_{13} (1 + \varphi) + \sigma_{23} (1 - \varphi) - \frac{1}{2} \sigma_{12} (1 - \varphi^2)}{2} |\nabla \psi|^2 \right)
\]
\[
+ \frac{\varepsilon}{2} (\sigma_{12} \varphi + \sigma_{13} - \sigma_{23}) \left( \frac{1 + \psi}{2} \right) (\nabla \varphi, \nabla \psi) + \frac{32}{\varepsilon} F(\varphi, \psi) dx.
\]

A natural extension of 2-phase potential \( F \) within this framework is
\[
F(c, d) = \sigma_{12} c^2 d^2 + (1 - c - d)^2 \left( \sigma_{13} c^2 + \sigma_{23} d^2 \right)
\]
\[
= \frac{1}{16} \left( \sigma_{12} \left( \frac{1 + \psi}{2} \right)^4 (1 - \varphi^2)^2 + \frac{\sigma_{13} (1 + \varphi)^2 + \sigma_{23} (1 - \varphi)^2}{4} (1 - \psi^2)^2 \right). \tag{19}
\]
The improved, algebraically and dynamically consistent version is then

\[ F(c, d) = \sigma_{12} c^2 d^2 + (1 - c - d)^2 \left( \sigma_{13} c^2 + \sigma_{23} d^2 \right) + cd (1 - c - d) \left[ \Sigma_1 c + \Sigma_2 d + \Sigma_3 (1 - c - d) \right] + \Lambda c^2 d^2 (1 - c - d)^2 = \]

\[ = \frac{1}{16} \sigma_{12} \left( 1 + \psi \right)^2 \left( 1 - \varphi^2 \right)^2 + \frac{\sigma_{13} (1 + \varphi) + \sigma_{23} (1 - \varphi) - \frac{1}{2} \sigma_{12} (1 - \varphi^2) (1 - \psi^2)^2}{32} + \frac{1}{16} \left( 1 - \varphi^2 \right) \left( 1 - \psi^2 \right) \left( 1 + \psi \right)^2 \left( \frac{1}{2} \right)^2 \left[ \sigma_{12} + (\sigma_{13} - \sigma_{23}) \varphi \right] - \frac{1}{64} \sigma_{12} (1 - \psi^2) \left( 1 + \psi \right) \left( \frac{3 + \psi}{2} \right) \left( 1 - \varphi^2 \right)^2 + \frac{1}{256} \Lambda \left( 1 + \psi \right)^2 \left( 1 - \varphi^2 \right)^2 \left( 1 - \psi^2 \right)^2. \]  

(20)

Let us compare the resulting energy (18), (20) to the degenerate energy (10). Apart from a constant multiple, balance between diffusive and nonlinear terms, and \( \gamma_1 = \sigma_{12} \left( \frac{1 + \psi}{2} \right)^2 \) and \( \gamma_2 = \frac{\sigma_{13} (1 + \varphi) + \sigma_{23} (1 - \varphi) - \frac{1}{2} \sigma_{12} (1 - \varphi^2)}{2} \), potentially leading to a dynamically inconsistent system, the differences are as follows:

- Cross-diffusion term \( (\sigma_{12} \varphi + \sigma_{13} - \sigma_{23}) \left( \frac{1 + \psi}{2} \right) \langle \nabla \varphi, \nabla \psi \rangle \),

- Higher order nonlinear energy on the triple junction only

\[ \frac{2}{\varepsilon^2} (1 - \varphi^2) (1 - \psi^2) \left( \frac{1 + \psi}{2} \right)^2 \left[ \sigma_{12} + (\sigma_{13} - \sigma_{23}) \varphi \right] \]

\[ - \frac{1}{2\varepsilon^2} \sigma_{12} (1 - \psi^2) \left( \frac{1 + \psi}{2} \right) \left( \frac{3 + \psi}{2} \right) (1 - \varphi^2)^2 + \frac{1}{8\varepsilon^2} \Lambda \left( \frac{1 + \psi}{2} \right)^2 (1 - \varphi^2)^2 (1 - \psi^2)^2. \]

Overall, these differences may need to be considered in a more general terms to obtain the most physically relevant models.

Let us compare the dynamic behavior of the described systems on the example with initial and equilibrium states shown on figure 7. Here we take equal surface tensions \( \sigma_{12} = \sigma_{13} = \sigma_{23} = 1 \).

First we look at the difference between the dynamics of the model derived from the non-degenerate mixing energy \( \text{[18]} \) vs the model derived from the same mixing energy rewritten in terms of variable \( \varphi \) and \( \psi \) given by formula \( \text{[18]}, \text{[20]} \) (matching energy). Note that the latter system is not dynamically consistent, so under certain set of parameters may produce significant difference. As we can see from the figure \( \text{[18],b} \), the \( L_2 \) norm of the differences between relative concentrations is of order \( 10^{-3} \) and relative difference in energy stays bellow \( 2 \cdot 10^{-3} \). This shows that behavior of the systems is nearly identical in this example.

Now on the same example we compare the two dynamically consistent models. Figure \( \text{[18],d} \) demonstrates that the difference in concentrations remains qualitatively negligible, while the difference in the energy is more noticeable. This can be explained by the fact that the mixing energies under consideration approximate the surface tension differently. However, with \( \varepsilon \rightarrow 0 \) both converge to the desired value.
4 Conclusion

In this paper we analyze the consistency of the degenerate approach to diffusive interface modeling of ternary mixtures of immiscible fluids. The analysis results in a restriction on the way physical parameters are interpolated within the interface, which results in algebraic and dynamic consistency of the model with no restrictions on physical parameters. This model can be naturally extended to any number of components, while preserving the consistency. Moreover, we argue that the restrictions suggested should be applied to any diffusive interface model of immiscible mixture, where a physical property or parameter is interpolated within the interface.

We also perform a comparison of the degenerate approach to an earlier proposed non-degenerate approach. We have shown that the models have equivalence in the mixing energies used and behave qualitatively similar. One of the main differences is that non-degenerate model has restrictions on physical parameters it can be applied to. While having no physical restrictions, degenerate model has a more complicated nonlinear coefficients and approximates the immiscibility to the order of $\varepsilon$. 
The future work includes design of stable numerical schemes for the degenerate model as well as consistently introducing non-newtonian effects in ternary mixtures.
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