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Abstract. We prove an extension theorem for effective plt pairs 
\((X, S + B)\) of non-negative Kodaira dimension \(\kappa(K_X + S + B) \geq 0\).
The main new ingredient is a refinement of the Ohsawa-Takegoshi
\(L^2\) extension theorem involving singular hermitian metrics.

1. Introduction

Let \(X\) be a complex projective variety with mild singularities. The aim of the minimal model program is to produce a birational map \(X \dashrightarrow X'\) such that:

(1) If \(K_X\) is pseudo-effective, then \(X'\) is a good minimal model so that \(K_{X'}\) is semiample; i.e. there is a morphism \(X' \rightarrow Z\) and \(K_{X'}\) is the pull-back of an ample \(\mathbb{Q}\)-divisor on \(Z\).
(2) If \(K_X\) is not pseudo-effective, then there exists a Mori-Fano fiber space \(X' \rightarrow Z\), in particular \(-K_{X'}\) is relatively ample.
(3) The birational map \(X \dashrightarrow X'\) is to be constructed out of a finite sequence of well understood “elementary” birational maps known as flips and divisorial contractions.

The existence of flips was recently established in [BCHM10] where it is also proved that if \(K_X\) is big then \(X\) has a good minimal model and if \(K_X\) is not pseudo-effective then there is a Mori-Fano fiber space. The focus of the minimal model program has therefore shifted to varieties (or more generally log pairs) such that \(K_X\) is pseudo-effective but not big.

Conjecture 1.1 (Good Minimal Models). Let \((X, \Delta)\) be an \(n\)-dimensional klt pair. If \(K_X + \Delta\) is pseudo-effective then \((X, \Delta)\) has a good minimal model.
Note that in particular the existence of good minimal models for log pairs would imply the following conjecture (which is known in dimension $\leq 3$ cf. [KMM94], [Kollár et al.92]):

**Conjecture 1.2 (Non-Vanishing).** Let $(X, \Delta)$ be an $n$-dimensional klt pair. If $K_X + \Delta$ is pseudo-effective then $\kappa(K_X + \Delta) \geq 0$.

It is expected that (1.1) and (1.2) also hold in the more general context of log canonical (or even semi-log canonical) pairs $(X, \Delta)$. Moreover, it is expected that the Non-Vanishing Conjecture implies existence of good minimal models. The general strategy for proving that (1.2) implies (1.1) is explained in [Fujino00]. One of the key steps is to extend pluri-log canonical divisors from a divisor to the ambient variety. The key ingredient is the following.

**Conjecture 1.3 (DLT Extension).** Let $(X, S + B)$ be an $n$-dimensional dlt pair such that $|S + B| = S$, $K_X + S + B$ is nef and $K_X + S + B \sim_{\mathbb{Q}} D \geq 0$ where $S \subset \text{Supp}(D)$. Then

$$H^0(X, \mathcal{O}_X(m(K_X + S + B))) \to H^0(S, \mathcal{O}_S(m(K_X + S + B)))$$

is surjective for all $m > 0$ sufficiently divisible.

We then have the following easy consequence (cf. (7.1)):

**Theorem 1.4.** Assume (1.3)$_n$ holds and that (1.2)$_n$ holds for all semi-log canonical pairs. Then (1.1)$_n$ holds (i.e. (1.1) holds in dimension $n$).

The main purpose of this article is to prove that Conjecture (1.3) holds under the additional assumption that $(X, S + B)$ is plt, see Theorem 1.7 below.

**Remark 1.5.** (1.2) is known to hold in dimension $\leq 3$ cf. [Kawamata92], [Miyaoka88], [KMM94], [Fujino00] and when $K_X + \Delta$ is nef and $\kappa_\sigma(K_X + \Delta) = 0$ cf. [Nakayama04]. See also [Ambro04] and [Fukuda02a] for related results. A proof of the case when $X$ is smooth and $\Delta = 0$ has been announced in [Siu09] (this is expected to imply the general case cf. (8.8)).

The existence of a good minimal models is known for canonical pairs $(X, 0)$ where $K_X$ is nef and $\kappa(K_X) = \nu(K_X)$ cf. [Kawamata85a], when $\kappa(K_X) = \dim(X)$ by [BCHM10] and when the general fiber of the Iitaka fibration has a good minimal model by [Lai10].

Birkar has shown that (1.2) implies the existence of minimal models (resp. Mori-Fano fiber spaces) and the existence of the corresponding sequence of flips and divisorial contractions cf. [Birkar09] 1.4. The existence of minimal models for klt 4-folds is proven in [Shokurov09].

We also recall the following important consequence of (1.1) (cf. [Birkar09]).
Corollary 1.6. Assume (1.1). Let \((X, \Delta)\) be an \(n\)-dimensional klt pair and \(A\) an ample divisor such that \(K_X + \Delta + A\) is nef. Then any \(K_X + \Delta\)-minimal model program with scaling terminates.

Proof. If \(K_X + \Delta\) is not pseudo-effective, then the claim follows by [BCHM10].

If \(K_X + \Delta\) is pseudo-effective, then by (1.4), we may assume that \((X, \Delta)\) has a good minimal model. The result now follows from [Lai10]. \(\square\)

We now turn to the description of the main result of this paper (cf. (1.7)) which we believe is of independent interest.

Let \(X\) be a smooth variety, and let \(S + B\) be a \(\mathbb{Q}\)-divisor with simple normal crossings, such that \(S = \lfloor S + B \rfloor\),

\[
K_X + S + B \in \text{Psef}(X) \quad \text{and} \quad S \not\subset N_\sigma(K_X + S + B).
\]

We consider \(\pi : \tilde{X} \to X\) a log-resolution of \((X, S + B)\), so that we have

\[
K_{\tilde{X}} + \tilde{S} + \tilde{B} = \pi^*(K_X + S + B) + \tilde{E}
\]

where \(\tilde{S}\) is the proper transform of \(S\). Moreover \(\tilde{B}\) and \(\tilde{E}\) are effective \(\mathbb{Q}\)-divisors, the components of \(\tilde{B}\) are disjoint and \(\tilde{E}\) is \(\pi\)-exceptional.

Following [HM10] and [Paun08], if we consider the extension obstruction divisor

\[
\Xi := N_\sigma(\|K_{\tilde{X}} + \tilde{S} + \tilde{B}\|_{\tilde{S}}) \land \tilde{B}|_{\tilde{S}},
\]

then we have the following result.

Theorem 1.7 (Extension Theorem). Let \(X\) be a smooth variety, \(S + B\) a \(\mathbb{Q}\)-divisor with simple normal crossings such that

1. \((X, S + B)\) is plt (i.e. \(S\) is a prime divisor with \(\text{mult}_S(S + B) = 1\) and \([B] = 0\)),
2. there exists an effective \(\mathbb{Q}\)-divisor \(D \sim Q K_X + S + B\) such that \(S \subset \text{Supp}(D) \subset \text{Supp}(S + B)\), and
3. \(S\) is not contained in the support of \(N_\sigma(K_X + S + B)\) (i.e., for any ample divisor \(A\) and any rational number \(\epsilon > 0\), there is an effective \(\mathbb{Q}\)-divisor \(D \sim Q K_X + S + B + \epsilon A\) whose support does not contain \(S\)).

Let \(m\) be an integer, such that \(m(K_X + S + B)\) is Cartier, and let \(u\) be a section of \(m(K_X + S + B)|_S\), such that

\[
Z_{\pi^*(u)} + m\tilde{E}|_{\tilde{S}} \geq m\Xi,
\]

where we denote by \(Z_{\pi^*(u)}\) the zero divisor of the section \(\pi^*(u)\). Then \(u\) extends to \(X\).

The above theorem is a strong generalization of similar results available in the literature (see for example [Siu98], [Siu00], [Takayama06], [Takayama07], [HM07], [Paun07], [Claudon07], [EP07], [dFH09], [Var08],...
The main and important difference is that we do not require any strict positivity from $B$. The positivity of $B$ (typically one requires that $B$ contain an ample $\mathbb{Q}$-divisor) is of great importance in the algebraic approach as it allows us to make use of the Kawamata-Viehweg Vanishing Theorem. It is for this reason that so far we are unable to give an algebraic proof of (1.7). In order to understand the connections between (1.7) and the results quoted above, we mention here that under the hypothesis of Theorem 1.7 one knows that the section $u^* \otimes s_A$ extends to $X$, for each $k$ and each section $s_A$ of a sufficiently ample line bundle $A$. Our contribution is to show that a family of extensions can be constructed with a very precise estimate of their norm, as $k \to \infty$. In order to obtain this special extensions we first prove a generalization of the version of the Ohsawa-Takegoshi Theorem (cf. [OT87], [Ohsawa03], [Ohsawa04]) established in [Manivel93], [Var08], [MV07] in which the existence of the divisor $D$, together with the hypothesis (3) replace the strict positivity of $B$. By a limit process justified by the estimates we have just mentioned together with the classical results in [Lelong69], we obtain a metric on $K_X + S + B$ adapted to $u$, and then the extension of $u$ follows by our version of Ohsawa-Takegoshi (which is applied several times in the proof of (1.7)).

Theorem 1.7 will be discussed in more detail in Section 3. In many applications the following corollary to (1.7) suffices.

**Corollary 1.8.** Let $K_X + S + B$ be a nef plt pair such that there exists an effective $\mathbb{Q}$-divisor $D \sim_\mathbb{Q} K_X + S + B$ with $S \subset \text{Supp}(D) \subset \text{Supp}(S + B)$. Then

\[
H^0(X, \mathcal{O}_X(m(K_X + S + B))) \to H^0(S, \mathcal{O}_S(m(K_X + S + B)))
\]

is surjective for all sufficiently divisible integers $m > 0$.

In particular, if $\kappa((K_X + S + B)|_S) \geq 0$, then the stable base locus of $K_X + S + B$ does not contain $S$.

This paper is organized as follows: In Section 2 we recall the necessary notation, conventions and preliminaries. In Section 3 we give some background on the analytic approach and in particular we explain the significance of good minimal models in the analytic context. In Section 4 we prove a Ohsawa-Takegoshi extension theorem which generalizes a result of L. Manivel and D. Varolin. In Section 5 we prove the Extension Theorem 1.7. Finally, in Section 7 we prove Theorem 1.4.

2. Preliminaries

2.1. Notation and conventions. We work over the field of complex numbers $\mathbb{C}$.

Let $D = \sum d_i D_i$ and $D' = \sum d'_i D_i$ be $\mathbb{Q}$-divisors on a normal variety $X$, then the round-down of $D$ is given by $\lfloor D \rfloor := \sum \lfloor d_i \rfloor D_i$.
where \(|d_i| = \max\{z \in \mathbb{Z}|z \leq d_i\}\). Note that by definition we have \(|D| = ||D||\). We let \(D \wedge D' := \sum \min\{d_i, d_i'\} D_i\) and \(D \vee D' := \sum \max\{d_i, d_i'\} D_i\). The \(\mathbb{Q}\)-Cartier divisor \(D\) is \textit{nef} if \(D \cdot C \geq 0\) for any curve \(C \subset X\). The \(\mathbb{Q}\)-divisors \(D\) and \(D'\) are \textbf{numerically equivalent} \(D \equiv D'\) if and only if \((D - D') \cdot C = 0\) for any curve \(C \subset X\). The \textbf{Kodaira dimension} of \(D\) is

\[
\kappa(D) := \operatorname{tr}.\deg_C \left( \oplus_{m \geq 0} H^0(X, \mathcal{O}_X(mD)) \right) - 1.
\]

If \(\kappa(D) \geq 0\), then \(\kappa(D)\) is the smallest integer \(k > 0\) such that

\[
\liminf_{m \to \infty} h^0(\mathcal{O}_X(mD))/m^k > 0.
\]

We have \(\kappa(D) \in \{-1, 0, 1, \ldots, \dim X\}\). If \(\kappa(D) = \dim X\) then we say that \(D\) is \textbf{big}. If \(D \equiv D'\) then \(D\) is big if and only if \(D'\) is big. If \(D\) is numerically equivalent to a limit of big divisors, then we say that \(D\) is \textbf{pseudo-effective}.

Let \(A\) be a sufficiently ample divisor, and \(D\) is a pseudo-effective \(\mathbb{Q}\)-divisor, then we define

\[
\kappa_\sigma(D) := \max\{k > 0\mid \limsup_{m \to \infty} \frac{h^0(\mathcal{O}_X(mD + A))}{m^k} < +\infty\}\]

It is known that \(\kappa(D) \leq \kappa_\sigma(D)\) and equality holds when \(\kappa_\sigma(D) = \dim X\).

Let \(V \subset |D|\) be a linear series, then we let \(\operatorname{Bs}(V) = \{x \in X| x \in \operatorname{Supp}(E) \forall E \in V\}\) be the \textbf{base locus} of \(V\) and \(\operatorname{Fix}(V) = \wedge_{E \in V} E\) be the \textbf{fixed part} of \(|V|\). In particular \(|V| = |V - F| + F\) where \(F = \operatorname{Fix}(V)\). If \(V_i \subset |D|\) is a sequence of (non-empty) linear series such that \(V_i \cdot V_j \subset V_{i+j}\) for all \(i, j > 0\), then we let \(B(V_i) = \cap_{i > 0} \operatorname{Bs}(B_i)\) be the \textbf{stable base locus} of \(V_i\) and \(\operatorname{Fix}(V_i) = \cap_{i > 0} \operatorname{Supp}(\operatorname{Fix}(B_i))\) be the \textbf{stable fixed part} of \(V_i\). When \(V_i = |D|\) and \(\kappa(D) \geq 0\), we will simply write \(\operatorname{Fix}(D) = \operatorname{Fix}(V_0)\) and \(B(D) = B(V_0)\). If \(D\) is pseudo-effective and \(A\) is an ample divisor on \(X\), then we let \(B_\varepsilon(D) = \bigcup_{\varepsilon > 0} B(B + \varepsilon A)\) be the \textbf{diminished stable base locus}. If \(C\) is a prime divisor, and \(D\) is a big \(\mathbb{Q}\)-divisor, then we let

\[
\sigma_C(D) = \inf\{\operatorname{mult}_C(D')|D' \sim_Q D, D' \geq 0\},
\]

and if \(D\) is pseudo-effective then we let

\[
\sigma_C(D) = \lim_{\varepsilon \to 0} \sigma_C(D + \varepsilon A).
\]

Note that \(\sigma_C(D)\) is independent of the choice of \(A\) and is determined by the numerical equivalence class of \(D\). Moreover the set of prime divisors for which \(\sigma_C(D) \neq 0\) is finite (for this and other details about \(\sigma_C(D)\), we refer the reader to \(\text{[Nakayama04]}\)). One also defines the \(\mathbb{R}\)-divisor

\[
N_\sigma(D) = \sum C \sigma_C(D) C
\]

so that the support of \(N_\sigma(D)\) equals \(\bigcup_{\varepsilon \in \mathbb{Q} > 0} \text{Fix}(B + \varepsilon A)\).
If $S$ is a normal prime divisor on a normal variety $X$, $P$ is a prime divisor on $S$ and $D$ is a divisor such that $S$ is not contained in $B_+(D)$ then we define
\[
\sigma_P(||D|||S) = \inf \{ \text{mult}_P(D'|S) | D' \sim_Q D', D' \geq 0, S \not\subset \text{Supp}(D') \}.
\]
If instead $D$ is a pseudo-effective divisor such that $S \not\subset B_-(D)$ then we let
\[
\sigma_P(||D|||S) = \lim_{\epsilon \to 0} \sigma_P(||D + \epsilon A|||S).
\]
Note that $\sigma_P(||D|||S)$ is determined by the numerical equivalence class of $D$ and independent of the choice of the ample divisor $A$. One can see that the set of prime divisors such that $\sigma_P(||D|||S) > 0$ is countable. For this and other details regarding $\sigma_P(||D|||S)$ we refer the reader to Section 9 of [HK10]. We now define $N_\sigma(||D|||S) = \sum_P \sigma_P(||D|||S)$. Note that $N_\sigma(||D|||S)$ is a formal sum of countably many prime divisors on $S$ with positive real coefficients.

2.2. Singularities of the mmp. If $X$ is a normal quasi-projective variety and $\Delta$ is an effective $\mathbb{Q}$-divisor such $K_X + \Delta$ is $\mathbb{Q}$-Cartier, then we say that $(X, \Delta)$ is a **pair**. We say that a pair $(X, \Delta)$ is **log smooth** if $X$ is smooth and the support of $\Delta$ has simple normal crossings. A **log resolution** of a pair $(X, \Delta)$ is a projective birational morphism $f : Y \to X$ such that $Y$ is smooth, the exceptional set $\text{Exc}(f)$ is a divisor with simple normal crossings support and $f^*\Delta + \text{Exc}(f)$ has simple normal crossings support. We will write $K_Y + \Gamma = f^*(K_X + \Delta) + E$ where $\Gamma$ and $E$ are effective with no common components. We say that $(X, \Delta)$ is **Kawamata log terminal** or $\text{klt}$ (resp. **log canonical** or $\text{lc}$) if there is a log resolution (equivalently for any log resolution) of $(X, \Delta)$ such that the coefficients of $\Gamma$ are $< 1$ (resp. $\leq 1$). We say that $(X, \Delta)$ is **divisorially log terminal** or $\text{dlt}$ if the coefficients of $\Delta$ are $\leq 1$ and there is a log resolution such that the coefficients of $\Gamma - f_*^{-1}\Delta$ are $< 1$. In this case if we write $\Delta = S + B$ where $S = \sum S_i = |\Delta|$ then each component of a stratum $S_i = S_{i_1} \cap \ldots \cap S_{i_k}$ of $S$ is normal and $(S_i, \Delta_{S_i})$ is dlt where $K_{S_i} + \Delta_{S_i} = (K_X + \Delta)|_{S_i}$. If $(X, \Delta)$ is dlt and $S$ is a disjoint union of prime divisors, then we say that $(X, \Delta)$ is **purely log terminal** or $\text{plt}$. This is equivalent to requiring that $(S_i, \Delta_{S_i})$ is klt for all $i$. Often we will assume that $S$ is prime.

2.3. The minimal model program with scaling. A proper birational map $\phi : X \dasharrow X'$ is a **birational contraction** if $\phi^{-1}$ contracts no divisors. Let $(X, \Delta)$ be a projective $\mathbb{Q}$-factorial dlt pair and $\phi : X \dasharrow X'$ a birational contraction to a normal $\mathbb{Q}$-factorial variety $X'$, then $\phi$ is **$K_X + \Delta$-negative** (resp. **non-positive**) if $a(E, X, \Delta) < a(E, X', \phi_*\Delta)$ (resp. $a(E, X, \Delta) \leq a(E, X', \phi_*\Delta)$) for all $\phi$-exceptional divisors. If moreover $K_{X'} + \phi_*\Delta$ is nef then $\phi$ is a **minimal model** for $(X, \Delta)$ (or equivalently a $K_X + \Delta$-minimal model). Note that in this case (by the Negativity Lemma), we have that $a(E, X, \Delta) <$
a(E, X', φ, Δ) for all divisors E over X (resp. a(E, X, Δ) ≤ a(E, X', φ, Δ)) and (X', φ, Δ) is dlt. If moreover K_X + φ, Δ is semiample, then we say that φ is a good minimal model for (X, Δ). Note that if φ is a good minimal model for (X, Δ), then

\[ \text{Supp}(\text{Fix}(K_X + Δ)) = \text{Supp}(N, (K_X + Δ)) = \text{Exc}(φ) \]

is the set of φ-exceptional divisors. Another important remark is that if φ is a minimal model, then H^0(X, O_X(m(K_X + Δ))) ≅ H^0(Y, O_Y(m(K_Y + φ, Δ))). More generally we have the following:

**Remark 2.1.** If φ : X → Y is a birational contraction such that a(E, X, Δ) ≤ a(E, X', φ, Δ) for every divisor E over X, then

\[ H^0(X, O_X(m(K_X + Δ))) ≅ H^0(Y, O_Y(m(K_Y + φ, Δ))) \]

for all m > 0.

Let f : X → Z be a proper morphism surjective with connected fibers from a Q-factorial dlt pair (X, Δ) such that ρ(X/Z) = 1 and -(K_X + Δ) is f-ample.

1. If dim Z < dim X, we say that f is a Fano-Mori contraction.
2. If dim Z = dim X and dim Exc(f) = dim X − 1, we say that f is a divisorial contraction.
3. If dim Z = dim X and dim Exc(f) < dim X − 1, we say that f is a flipping contraction.

If f is a divisorial contraction, then (Z, f, Δ) is a Q-factorial dlt pair. If f is a flipping contraction, then by [BCHM10], the flip f^+ : X^+ → Z exists, it is unique and given by

\[ X^+ = \text{Proj}_Z \oplus_{m≥0} f_* O_X( m(K_X + Δ)) \]

We have that the induced rational map φ : X → X^+ is an isomorphism in codimension 1 and (X^+, φ, Δ) is a Q-factorial dlt pair.

Let (X, Δ) be a projective Q-factorial dlt pair (resp. a klt pair), and A an ample (resp. big) Q-divisor such that K_X + Δ + A is nef. By [BCHM10], we may run the minimal model program with scaling of A, so that we get a sequence of birational contractions φ_i : X_i → X_{i+1} where X_0 = X and of rational numbers t_i ≥ t_{i+1} such that

1. if Δ_{i+1} := φ_i*Δ_i and H_{i+1} = φ_i*H_i, then (X_i, Δ_i) is a Q-factorial dlt pair (resp. a klt pair) for all i ≥ 0,
2. K_{X_i} + Δ_i + t_i H_i is nef for any t_i ≥ t ≥ t_{i+1},
3. if the sequence is finite, i.e. i = 0, 1, ..., N, then K_{X_N} + Δ_N + t_N H_N is nef or there exists a Fano-Mori contraction X_N → Z,
4. if the sequence is infinite, then lim t_i = 0.

If the sequence is finite, we say that the minimal model program with scaling terminates. Conjecturally this is always the case.
Remark 2.2. Note that it is possible that \( t_i = t_{i+1} \). Moreover it is known that there exist infinite sequences of flops (cf. [Kawamata97]), i.e. \( K_X + \Delta \) trivial maps.

Remark 2.3. Note that if \( K_X + \Delta \) is pseudo-effective then the support of \( N_\sigma(K_X + \Delta) \) contains finitely many prime divisors and it coincides with the support of \( \text{Fix}(K_X + \Delta + \epsilon A) \) for any \( 0 < \epsilon \ll 1 \) (cf. [Nakayama04]). It follows that if the sequence of flips with scaling is infinite, then \( N_\sigma(K_{X_i} + \Delta_i) = 0 \) for all \( i \gg 0 \).

Theorem 2.4. If either

1. no component of \( |S| \) is contained in \( B_-(K_X + \Delta) \) (eg. if \( K_X + \Delta \) is big and klt), or
2. \( K_X + \Delta \) is not pseudo-effective, or
3. \((X, \Delta)\) has a good minimal model,

then the minimal model program with scaling terminates.

Proof. See [BCHM10] and [Lai10]. \(\square\)

Remark 2.5. It is important to observe that in [BCHM10] the above results are discussed in the relative setting. In particular it is known that if \((X, \Delta)\) is a klt pair and \( \pi : X \to Z \) is a birational projective morphism, then \((X, \Delta)\) has a good minimal model over \( Z \). More precisely there exists a finite sequence of flips and divisorial contractions over \( Z \) giving rise to a birational contraction \( \phi : X \dashrightarrow X' \) over \( Z \) such that \( K_{X'} + \phi_* \Delta \) is semiample over \( Z \) (i.e. there is a projective morphism \( q : X' \to W \) over \( Z \) such that \( K_{X'} + \phi_* \Delta \sim_\mathbb{Q} q^* A \) where \( A \) is a \( \mathbb{Q} \)-divisor on \( W \) which is ample over \( Z \)).

Remark 2.6. It is known that the existence of good minimal models for pseudo-effective klt pairs is equivalent to the following conjecture (cf. [GL10]): If \((X, \Delta)\) is a pseudo-effective klt pair, then \( \kappa_\sigma(K_X + \Delta) = \kappa(K_X + \Delta) \).

Suppose in fact that \((X, \Delta)\) has a good minimal model say \((X', \Delta')\) and let \( f : X' \to Z = \text{Proj}R(K_{X'} + \Delta') \) so that \( K_{X'} + \Delta' = f^* A \) for some ample \( \mathbb{Q} \)-divisor \( A \) on \( Z \). Following Chapter V of [Nakayama04], we have

\[ \kappa_\sigma(K_X + \Delta) = \kappa_\sigma(K_{X'} + \Delta') = \dim Z = \kappa(K_{X'} + \Delta') = \kappa(K_X + \Delta). \]

Conversely, assume that \( \kappa_\sigma(K_X + \Delta) = \kappa(K_X + \Delta) \geq 0 \). If \( \kappa_\sigma(K_X + \Delta) = \dim X \), then the result follows from [BCHM10]. If \( \kappa_\sigma(K_X + \Delta) = 0 \), then by [Nakayama04] V.1.11, we have that \( K_X + \Delta \) is numerically equivalent to \( N_\sigma(K_X + \Delta) \). By [BCHM10] (cf. (2.3)), after finitely many steps of the minimal model program with scaling, we may assume that \( N_\sigma(K_{X'} + \Delta') = 0 \) and hence that \( K_{X'} + \Delta' \equiv 0 \). Since \( \kappa(K_X + \Delta) = 0 \), we conclude that \( K_{X'} + \Delta' \sim_\mathbb{Q} 0 \) and hence \((X, \Delta)\) has a good minimal model. Assume now that \( 0 < \kappa_\sigma(K_X + \Delta) < \dim X \). Let \( f : X \to Z = \text{Proj}R(K_X + \Delta) \) be a birational model of the Iitaka fibration with
very general fiber $F$. By Chapter V of [Nakayama04], we have that
\[ \kappa_\sigma(K_X + \Delta) = \kappa_\sigma(K_F + \Delta|_F) + \dim Z, \] but since $\dim Z = \kappa(K_X + \Delta)$, we have that $\kappa_\sigma(K_F + \Delta|_F) = 0$. Thus $(F, \Delta|_F)$ has a good minimal model. By [Lai10], $(X, \Delta)$ has a good minimal model.

Recall the following result due to Shokurov known as Special Termination:

**Theorem 2.7.** Assume that the minimal model program with scaling for klt pairs of dimension $\leq n - 1$ terminates. Let $(X, \Delta)$ be a $\mathbb{Q}$-factorial $n$-dimensional dlt pair and $A$ an ample divisor such that $K_X + \Delta + A$ is nef. If $\phi_i : X_i \dasharrow X_{i+1}$ is a minimal model program with scaling, then $\phi_i$ is an isomorphism on a neighborhood of $[\Delta_i]$ for all $i \gg 0$.

If moreover $K_X + \Delta \equiv D \geq 0$ and the support of $D$ is contained in the support of $[\Delta]$ then the minimal model program with scaling terminates.

**Proof.** See [Fujino07].

We will also need the following standard results about the minimal model program.

**Theorem 2.8.** [Length of extremal rays] Let $(X, \Delta)$ be a lc and $(X, \Delta_0)$ be a klt pair and $f : X \to Z$ be a projective morphism surjective with connected fibers such that $\rho(X/Z) = 1$ and $-(K_X + \Delta)$ is $f$-ample.

Then there exists a curve $\Sigma$ contracted by $F$ such that
\[ 0 < -(K_X + \Delta) \cdot \Sigma \leq 2 \dim X. \]

**Proof.** See for example [BCHM10, 3.8.1].

**Theorem 2.9.** Let $f : X \to Z$ be a flipping contraction and $\phi : X \dasharrow X^+$ be the corresponding flip. If $L$ is a nef and Cartier divisor such that $L \equiv_Z 0$, then so is $\phi_* L$.

**Proof.** Easy consequence of the Cone Theorem, see for example [KM98, 3.7].

2.4. **A few analytic preliminaries.** We collect here some definitions and results concerning (singular) metrics on line bundles, which will be used in the sections that follow. For a more detailed presentation and discussion, we refer the reader to [Demailly90].

**Definition 2.10.** Let $L \to X$ be a line bundle on a compact complex manifold. A singular hermitian metric $h_L$ on $L$ is given in any trivialization $\theta : L|_\Omega \to \Omega \times \mathbb{C}$ by
\[ |\xi|^2_{h_L} := |\theta(\xi)|^2 e^{-\varphi_L(\xi)}, \quad \xi \in L_x \]
where $\varphi_L \in L^1_{\text{loc}}(\Omega)$ is the local weight of the metric $h_L$ and $h_L = e^{-\varphi_L}$. 

The difference between the notions of smooth and singular metrics is that in the latter case the local weights are only assumed to verify a weak regularity property. The hypothesis $\varphi_L \in L^1_{\text{loc}}(\Omega)$ is needed in order to define the curvature current of $(L, h_L)$, as follows:

$$\Theta_{h_L}(L)|_{\Omega} := \frac{\sqrt{-1}}{2\pi} \partial\overline{\partial} \varphi_L.$$  

If the local weights $\varphi_L$ of $h_L$ are plurisubharmonic ("psh" for short, see [Demailly90] and the references therein), then we have $\Theta_{h_L}(L) \geq 0$; conversely, if we know that if $\Theta_{h_L}(L) \geq 0$, then each $\varphi_L$ coincides almost everywhere with a psh function.

We next state one of the important properties of the class of psh functions, which will be used several times in the proof of (1.7). Let $\beta$ be a $C^\infty$-form of $(1, 1)$-type, such that $d\beta = 0$. Let $\tau_1$ and $\tau_2$ be two functions in $L^1(X)$, such that

$$\beta + \sqrt{-1} \partial\overline{\partial} \tau_j \geq 0$$

on $X$, for each $j = 1, 2$. We define $\tau := \max(\tau_1, \tau_2)$, and then we have

$$\beta + \sqrt{-1} \partial\overline{\partial} \tau \geq 0$$

on $X$ (we refer e.g. to [Demailly09] for the proof).

2.5. Examples. One of the best known and useful examples of singular metrics appears in the context of algebraic geometry: we assume that $L^\otimes m$ has some global holomorphic sections say $\{\sigma_j\}_{j \in J}$. Then there is a metric on $L$, whose local weights can be described by

$$\varphi_L(x) := \frac{1}{m} \log \sum_{j \in J} |f_j(x)|^2$$

where the holomorphic functions $\{f_j\}_{j \in J} \subset \mathcal{O}(\Omega)$ are the local expressions of the global sections $\{\sigma_j\}_{j \in J}$. The singularities of the metric defined above are of course the common zeroes of $\{\sigma_j\}_{j \in J}$. One very important property of these metrics is the semi-positivity of the curvature current

$$\Theta_{h_L}(L) \geq 0,$$

as it is well known that the local weights induced by the sections $\{\sigma_j\}_{j \in J}$ above are psh. If the metric $h_L$ is induced by one section $\sigma \in H^0(X, L^\otimes m)$ with zero set $Z_\sigma$, then we have that

$$\Theta_{h_L}(L) = \frac{1}{m} [Z_\sigma],$$

hence the curvature is given (up to a multiple) by the current of integration over the zero set of $\sigma$. From this point of view, the curvature of a singular hermitian metric is a natural generalization of an effective $\mathbb{Q}$-divisor in algebraic geometry.
A slight variation on the previous example is the following. Let $L$ be a line bundle, which is numerically equivalent to an effective $\mathbb{Q}$-divisor

$$D = \sum_j \nu^j W_j.$$ 

Then $D$ and $L$ have the same first Chern class, hence there is an integer $m > 0$ such that $L^\otimes m = \mathcal{O}_X(mD) \otimes \rho^\otimes m$, for some topologically trivial line bundle $\rho \in \text{Pic}^0(X)$.

In particular, there exists a metric $h_\rho$ on the line bundle $\rho$ whose curvature is equal to zero (i.e. the local weights $\varphi_\rho$ of $h_\rho$ are real parts of holomorphic functions). Then the expression

$$\varphi_\rho + \sum_j \nu^j \log |f_j|^2$$

(where $f_j$ is the local equation of $W_j$) is the local weight of a metric on $L$; we call it the metric induced by $D$ (although it depends on the choice of $h_\rho$).

The following result is not strictly needed in this article, but we mention it because we feel that it may help to understand the structure of the curvature currents associated with singular metrics.

**Theorem 2.11.** [Siu74] Let $T$ be a closed positive current of $(1, 1)$-type. Then we have

$$T = \sum_{j \geq 1} \nu^j [Y_j] + \Lambda$$

where the $\nu^j$ are positive real numbers, and $\{Y_j\}$ is a (countable) family of hypersurfaces of $X$ and $\Lambda$ is a closed positive current whose singularities are concentrated along a countable union of analytic subsets of codimension at least two.

We will not make precise the notion of “singularity” appearing in the statement above. We just mention that it is the analog of the multiplicity of a divisor. By Theorem 2.11 we infer that if the curvature current of a singular metric is positive, then it can be decomposed into a divisor-like part (however, notice that the sum above may be infinite), together with a diffuse part $\Lambda$, which –very, very roughly–corresponds to a differential form.

As we will see in Section 4 below, it is crucial to be able to work with singular metrics in full generality: the hypothesis of all vanishing/extension theorems that we are aware of, are mainly concerned with the diffuse part of the curvature current, and not the singular one. Unless explicitly mentioned otherwise, all the metrics in this article are allowed to be singular.
2.6. **Construction of metrics.** We consider now the following set-up.

Let \( L \) be a \( \mathbb{Q} \)-line bundle, such that:

1. \( L \) admits a metric \( h_L = e^{-\varphi_L} \) with positive curvature current \( \Theta_{h_L}(L) \).
2. The \( \mathbb{Q} \)-line bundle \( L \) is numerically equivalent to the effective \( \mathbb{Q} \)-divisor
   \[ D := \sum_{j \in J} \nu_j W_j \]
   where \( \nu_1 > 0 \) and the restriction of \( h_L \) to the generic point of \( W_1 \) is well-defined (i.e. not equal to \( \infty \)). We denote by \( h_D \) the metric on \( L \) induced by the divisor \( D \).
3. Let \( h_0 \) be a non-singular metric on \( L \); then we can write
   \[ h_L = e^{-\psi_1} h_0, \quad h_D = e^{-\psi_2} h_0 \]
   where \( \psi_j \) are global functions on \( X \). Suppose that we have
   \[ \psi_1 \geq \psi_2. \]

Working locally on some coordinates open set \( \Omega \subset X \), if we let \( \varphi_L \) be the local weight of the metric \( h_L \), and for each \( j \in J \) we let \( f_j \) be an equation of \( W_j \cap \Omega \), then the above inequality is equivalent to

\[ \varphi_L \geq \varphi_\rho + \sum_{j \in J \setminus 1} \nu_j \log |f_j|^2 \]

(cf. the above discussion concerning the metric induced by a \( \mathbb{Q} \)-divisor numerically equivalent to \( L \)).

In this context, we have the following simple observation.

**Lemma 2.12.** Let \( \Omega \subset X \) be a coordinate open set. Define functions \( \varphi_{W_1} \in L^1_{\text{loc}}(\Omega) \) which are the local weights of a metric on \( \mathcal{O}_X(W_1) \), via the equality

\[ \varphi_L = \nu_1 \varphi_{W_1} + \varphi_\rho + \sum_{j \in J \setminus 1} \nu_j \log |f_j|^2. \]

Then (\( \dagger \)) is equivalent to the inequality

\[ |f_1|^2 e^{-\varphi_{W_1}} \leq 1 \]

at each point of \( \Omega \).

*Proof.* It is a consequence of the fact that \( \log |f_j|^2 \) are the local weights of the singular metric on \( \mathcal{O}_X(W_j) \) induced by the tautological section of this line bundle, combined with the fact that \( L \) and \( \mathcal{O}_X(D) \) are numerically equivalent. The inequality above is equivalent to (\( \dagger \)). \( \square \)
2.7. **Mean value inequality.** We end this subsection by recalling a form of the mean value inequality for psh functions, which will be particularly useful in Section 5.

Let $\alpha$ be a smooth $(1,1)$ form on $X$, such that $d\alpha = 0$, and let $f \in L^1(X)$ be such that

$$\alpha + \sqrt{-1} \partial \bar{\partial} f \geq 0.$$ 

We fix the following quantity

$$I(f) := \int_X e^f dV_\omega$$

where $dV_\omega$ is the volume element induced by a metric $\omega$ on $X$. We have the following well-known result.

**Lemma 2.13.** There exists a constant $C = C(X,\omega,\alpha)$ such that for any function $f \in L^1(X)$ verifying the condition $(+)$ above we have

$$f(x) \leq C + \log I(f), \quad \forall x \in X.$$ 

**Proof.** We consider a coordinate system $z := \{z^1, \ldots, z^n\}$ defined on $\Omega \subset X$ and centered at some point $x \in X$. Let $B_r := \{||z|| < r\}$ be the Euclidean ball of radius $r$, and let $d\lambda$ be the Lebesgue measure corresponding to the given coordinate system. Since $X$ is a compact manifold, we may assume that the radius $r$ is independent of the particular point $x \in X$.

By definition of $I(f)$ we have

$$I(f) \geq \frac{1}{\text{Vol}(B_r)} \int_{z \in B_r} e^{f(z)+C(X,\omega)} d\lambda$$

where $C(X,\omega)$ takes into account the distortion between the volume element $dV_\omega$ and the local Lebesgue measure $d\lambda$, together with the Euclidean volume of $B_r$.

We can assume the existence of a function $g_\alpha \in C^\infty(\Omega)$ such that $\alpha|_{\Omega} = \sqrt{-1} \partial \bar{\partial} g_\alpha$. By $(+)$, the function $f + g_\alpha$ is psh on $\Omega$. We now modify the inequality above as follows

$$I(f) \geq \frac{1}{\text{Vol}(B_r)} \int_{z \in B_r} e^{f(z)+g_\alpha(z)+C(X,\omega,\alpha)} d\lambda.$$ 

By the concavity of the logarithm, combined with the mean value inequality applied to $f + g_\alpha$ we infer that

$$\log I(f) \geq f(x) - C(X,\omega,\alpha)$$

where the (new) constant $C(X,\omega,\alpha)$ only depends on the geometry of $(X,\omega)$ and on a finite number of potentials $g_\alpha$ (because of the compactness of $X$). The proof of the lemma is therefore finished. A last remark is that the constant “$C(X,\omega,\alpha)$” is uniform with respect to $\alpha$: given $\delta > 0$, there exists a constant $C(X,\omega,\alpha,\delta)$ such that we can
take $C(X, \omega, \alpha') := C(X, \omega, \alpha, \delta)$ for any closed $(1, 1)$-form $\alpha'$ such that $\|\alpha - \alpha'\| < \delta$. 

\[ \square \]

## 3. Finite generation of modules

According to Remark 2.6, in order to establish the existence of good minimal models for pseudo-effective, klt pairs it suffices to show that $\kappa_\sigma(K_X + \Delta) = \kappa(K_X + \Delta)$.

In this section we will provide a direct argument for the equality above in the case where $\Delta$ is big. Even if this result is well known to experts and implicit in some of the literature, our point of view is slightly different (see however [CL10] for a related point of view), and it turns out to be very useful as a guiding principle for the arguments that we will invoke in order to prove Theorem 1.7.

Let $X$ be a smooth, projective variety, and let $\Delta$ be a big $\mathbb{Q}$-divisor, such that $(X, \Delta)$ is klt. Analytically, this just means that $\Delta$ can be endowed with a metric $h_\Delta = e^{-\varphi_\Delta}$ whose associated curvature current dominates a metric on $X$, and such that $e^{-\varphi_\Delta} \in L^1_{\text{loc}}(X)$. To be precise, what we really mean at this point is that the line bundle associated to $d_0\Delta$ can be endowed with a metric whose curvature current is greater than a Kähler metric, and whose $d_0$-th root is $h_\Delta$.

Let $A \subset X$ be an ample divisor. We consider the following vector space

\[ M := \bigoplus_{m \in d_0 \mathbb{N}} H^0(X, \mathcal{O}_X(m(K_X + \Delta) + A)) \]

which is an $\mathcal{R}$-module, where

\[ \mathcal{R} := \bigoplus_{m \in d_0 \mathbb{N}} H^0(X, \mathcal{O}_X(m(K_X + \Delta))) \]

In this section we will discuss the following result.

**Proposition 3.1.** $M$ is a finitely generated $\mathcal{R}$-module.

Since the choice of the ample divisor $A$ is arbitrary, the above proposition implies that we have $\kappa_\sigma(K_X + \Delta) = \kappa(K_X + \Delta)$.

We provide a sketch of the proof below. As we have already mentioned, the techniques are well-known, so we will mainly highlight the features relevant to our arguments. The main ingredients are the finite generation of $\mathcal{R}$, coupled with the extension techniques originated in [Siu98] and Skoda’s division theorem [Skoda72].

**Sketch of the proof of Proposition 3.1.** We start with some reductions; in the first place, we may assume that $\kappa_\sigma(K_X + \Delta) \geq 0$ and hence that $\kappa(K_X + \Delta) \geq 0$ cf. [BCHM10]. Next, we can assume that:
There exists a finite set of normal crossing hypersurfaces \( \{Y_j\}_{j \in J} \) of \( X \), such that
\[
\Delta = \sum_{j \in J} \nu_j Y_j + A_{\Delta}
\]
where \( 0 \leq \nu_j < 1 \) for any \( j \in J \), and \( A_{\Delta} \) is an ample \( \mathbb{Q} \)-divisor. This can be easily achieved on a modification of \( X \).

Since the algebra \( R \) is generated by a finite number of elements, we may assume that it is generated by the sections of \( m_0(K_X + \Delta) \), where \( m_0 \) is sufficiently large and divisible. The corresponding metric of \( K_X + \Delta \) (induced by the generators of \( R \)) is denoted by \( h_{\min} = e^{-\varphi_{\min}} \) (the construction was recalled in the Subsection 2.5; see [Demailly09] for a more detailed presentation). Hence, we may assume that
\[
\Theta_{h_{\min}}(K_X + \Delta) = \sum a_{\min}^j [Y_j] + \Lambda_{\min}
\]
(after possibly replacing \( X \) by a further modification). In relation (3) above, we can take the set of \( \{Y_j\}_{j \in J} \) to coincide with the one in (2) (this is why we must allow some of the coefficients \( \nu_j, a_{\min}^j \) to be equal to zero). \( \Lambda_{\min} \) denotes a non-singular, semi-positive \((1, 1)\)-form.

For each integer \( m \) divisible enough, let \( \Theta_m \) be the current induced by (the normalization of) a basis of sections of the divisor \( m(K_X + \Delta) + A \); it belongs to the cohomology class associated to \( K_X + \Delta + \frac{1}{m} A \). We can decompose it according to the family of hypersurfaces \( \{Y_j\}_{j \in J} \) as follows
\[
\Theta_m = \sum_{j \in J} a_m^j [Y_j] + \Lambda_m
\]
where \( a_m^j \geq 0 \), and \( \Lambda_m \) is a closed positive current, which may be singular, despite the fact that \( \Theta_m \) is less singular than \( \Theta_{h_{\min}}(K_X + \Delta) \). Note that \( a_m^j \leq a_{\min}^j \).

An important step in the proof of Proposition 3.1 is the following statement.

Claim 3.2. We have
\[
\lim_{m \to \infty} a_m^j = a_{\min}^j
\]
for each \( j \in J \) (and thus \( \Lambda_m \) converges weakly to \( \Lambda_{\min} \)).

Proof. We consider an element \( j \in J \). The sequence \( \{a_m^j\}_{m \geq 1} \) is bounded, and can be assumed to be convergent, so we denote by \( a_{\infty}^j \) its limit. We observe that we have
\[
a_{\infty}^j \leq a_{\min}^j
\]
for each index \( j \). Arguing by contradiction, we assume that at least one of the inequalities (6) above is strict.
Let $\Lambda_\infty$ be any weak limit of the sequence $\{\Lambda_m\}_{m \geq 1}$. We note that in principle $\Lambda_\infty$ will be singular along some of the $Y_j$, even if the Lelong number of each $\Lambda_m$ at the generic point of $Y_j$ is equal to zero, for any $j$: the reason is that any weak limit of $\{\Theta_m\}_{m \geq 1}$ it is expected to be at least as singular as $\Theta_{\min}$.

In any case, we remark that given any positive real number $t \in \mathbb{R}$, we have the following numerical identity

\[ K_X + \sum_{j \in J} (\nu^j + t(a^j_{\min} - a^j_\infty)) Y_j + A_\Delta + tA_{\min} \equiv (1 + t)\Lambda_\infty. \]

By using the positivity of $A_\Delta$ to tie-break, we can assume that for all $j \in J$ such that $a^j_{\min} \neq a^j_\infty$, the quantities

\[ t^j := \frac{1 - \nu^j + a^j_\infty}{a^j_{\min} - a^j_\infty} \]

are distinct, and we moreover assume that the minimum is achieved for $j = 1$. The relation (7) with $t = t^1$ becomes

\[ K_X + Y_1 + \sum_{j \in J, j \neq 1} \tau^j Y_j + A_\Delta \equiv (1 + t^1)\Lambda_\infty \]

where $\tau^j := \nu^j + t^1(a^j_{\min} - a^j_\infty) - a^j_\infty < 1$ are real numbers, which can be assumed to be positive (since we can “move” the negative ones on the right hand side). But then we have the following result (implicit in [Paun08]).

**Theorem 3.3.** There exists an effective $\mathbb{R}$-divisor

\[ D := a^1_\infty Y_1 + \Xi \]

linearly equivalent to $K_X + \Delta$ and such that $Y_1$ does not belong to the support of $\Xi$.

We will not reproduce here the complete argument of the proof, instead we highlight the main steps of this proof.

- Passing to a modification of $X$, we can assume that the hypersurfaces $\{Y_j\}_{j \neq 1}$ are mutually disjoint and $A_\Delta$ is semi-positive (instead of ample), such that $A_\Delta - \sum_{j \neq 1} \varepsilon^j Y_j$ is ample (for some $0 < \varepsilon^j \ll 1$ where the corresponding $Y_j$ are exceptional divisors). We denote $S := Y_1$.
- We can assume that $[\Lambda_m] = [\Lambda_\infty]$ i.e. the cohomology class is the same for any $m$, but for “the new” $\Lambda_m$ we only have

\[ \Lambda_m \geq -\frac{1}{m} \omega_{A_\Delta}. \]

- The restriction $\Lambda_m|_S$ is well-defined, and can be written as

\[ \Lambda_m|_S = \sum_{j \neq 1} \rho^j_m Y_j|_S + \Lambda_{m,S}. \]
• By induction, we obtain an effective $\mathbb{R}$-divisor $D_S$ linearly equivalent to $(K_X + S + \sum_{j \in J, j \neq 1} \tau^j Y_j + A_\Delta)|_S$, whose order of vanishing along $Y_j|_S$ is at least $\min\{\tau^j, \rho^j_\infty\}$. We note that in [Paun08], we only obtain an effective $\mathbb{R}$-divisor $D_S$ which is numerically equivalent to $(K_X + S + \sum_{j \in J, j \neq 1} \tau^j Y_j + A_\Delta)|_S$. By a standard argument, we may however assume that $D_S$ is $\mathbb{R}$-linearly equivalent to $(K_X + S + \sum_{j \in J, j \neq 1} \tau^j Y_j + A_\Delta)|_S$ (see also [CL10]).

• The $\mathbb{R}$-divisor $D_S$ extends to $X$, by the “usual” procedure, namely Diophantine approximation and extension theorems (see e.g. [Paun08] and [HM10]). This last step ends the discussion of the proof of Theorem 3.3.

Remark 3.4. The last bullet above is the heart of the proof of the claim. We stress the fact that the factor $A_\Delta$ of the boundary is essential, even if the coefficients $\tau^j$ and the divisor $D_S$ are rational.

An immediate Diophantine approximation argument shows that the divisor $D$ produced by Theorem 3.3 should not exist: its multiplicity along $Y_1$ is strictly smaller than $\sigma^1_{\min}$, and this is a contradiction.

The rest of the proof is based of the following global version of the H. Skoda division theorem (cf. [Skoda72]), established in [Siu08].

Let $G$ be a divisor on $X$, and let $\sigma_1, \ldots, \sigma_N$ be a set of holomorphic sections of $O_X(G)$. Let $E$ be a divisor on $X$, endowed with a possibly singular metric $h_E = e^{-\varphi_E}$ with positive curvature current.

Theorem 3.5. [Skoda72] Let $u$ be a holomorphic section of the divisor $K_X + (n + 1)G + E$, such that

\[ \int_X \frac{|u|^2 e^{-\varphi_E}}{\left(\sum_j |\sigma_j|^2\right)^{n+1}} < \infty \]

(we notice that the quantity under the integral sign is a global measure on $X$). Then there exists sections $u^1, \ldots, u^N$ of $K_X + nG + E$ such that

\[ u = \sum_j u^j \sigma_j. \]

This result together with Claim 3.2 above prove the finite generation of $\mathcal{M}$, along the same lines as in [Demailly90]; we provide next the details.

Let $m$ be a sufficiently big and divisible integer (to be specified in a moment), and let $u$ be a section of $m(K_X + \Delta) + A$. We recall that $m_0$ denotes a positive integer, such that the metric on $K_X + \Delta$ induced by the sections $\{\sigma_1, \ldots, \sigma_N\}$ of $m_0(K_X + \Delta)$ is equivalent to $\varphi_{\min}$. We have

\[ m(K_X + \Delta) + A = K_X + (n + 1)G + E \]
where
\[ G := m_0(K_X + \Delta) \]
and
\[ E := \Delta + (m - (n + 1)m_0 - 1) \left( K_X + \Delta + \frac{1}{m} A \right) + \frac{m_0(n + 1) + 1}{m} A \]
are endowed respectively with the metrics \( \varphi_G \) induced by the sections \( \{ \sigma_1, \ldots, \sigma_N \} \) above, and
\[ \varphi_E := \varphi_\Delta + (m - (n + 1)m_0 - 1) \varphi_m + \frac{m_0(n + 1) + 1}{m} \varphi_A. \]

Here we denote by \( \varphi_m \) the metric on \( K_X + \Delta + \frac{1}{m} A \) induced by the global sections of \( \mathcal{O}_X(m(K_X + \Delta) + A) \). We next check that condition (11) is satisfied. Notice that
\[\int_X |u|^2 \left| \sum_j \varphi_j \right|^2 \leq C \int_X e^{m_0(n + 1) \varphi_m - (n + 1)m_0 \varphi_{\min} - \varphi_\Delta} \]
since we clearly have \( |u|^2 \leq Ce^{m \varphi_m} \) (we skip the non-singular weight corresponding to \( A \) in the expression above). The fact that \( (X, \Delta) \) is klt, together with Claim 3.2 implies that there exists some fixed index \( m_1 \) such that we have
\[\int_X e^{(m_0(n + 1) + 1) \varphi_m - (n + 1)m_0 \varphi_{\min} - \varphi_\Delta} \, d\lambda < \infty, \]
as soon as \( m \geq m_1 \). In conclusion, the relation (11) above holds true; hence, as long as \( m \geq m_1 \), Skoda’s Division Theorem can be applied, and Proposition 3.1 is proved. \( \square \)

**Remark 3.6.** As we have already mentioned, in the following sections we will show that a consistent part of the proof of (3.1) is still valid in the absence of the ample part \( A_\Delta \). Here we highlight the properties of \( K_X + \Delta \) which will replace the strict positivity. We consider the following context. Let
\[ \Delta \equiv \sum_{j \in J} \nu^j [Y_j] + \Lambda_\Delta \]
be a \( \mathbb{Q} \)-divisor, where \( 0 \leq \nu^j < 1 \) and \( \Lambda_\Delta \) is a semi-positive form of \( (1,1) \)-type. We assume as always that the hypersurfaces \( Y_j \) have simple normal crossings. The difference between this set-up and the hypothesis of (3.1) is that \( \Delta \) is not necessarily big.

We assume that the \( K_X + \Delta \) is \( \mathbb{Q} \)-effective. Recall that by [BCHM10], the associated canonical ring \( R(K_X + \Delta) \) is finitely generated. The reductions performed at the beginning of the proof of (3.1) do not use \( A_\Delta \). However, difficulties arise when we come to the proof of Claim 3.2. Indeed, the assumption
\[ a^j_\infty < a^j_{\min} \]
for some \( j \in J \) implies that we will have

\[
K_X + Y_1 + \sum_{j \in J, j \neq 1} \tau^j Y_j \equiv (1 + t^1)A_\infty
\]

cf. (9), but in the present context, the numbers \( \tau^j \) cannot be assumed to be strictly smaller than 1. Nevertheless we have that

(a) The \( \mathbb{Q} \)-divisor \( K_X + Y_1 + \sum_{j \in J, j \neq 1} \tau^j Y_j \) is pseudo-effective, and

\[ Y_1 \not\in N_\sigma(K_X + Y_1 + \sum_{j \in J, j \neq 1} \tau^j Y_j). \]

(b) There exists an effective \( \mathbb{R} \)-divisor say \( G := \sum_i \mu_i W_i \) which is \( \mathbb{R} \)-linearly equivalent to \( K_X + Y_1 + \sum_{j \in J, j \neq 1} \tau^j Y_j \) such that

\[ Y_1 \subset \text{Supp}(G) \subset \{ Y_j \}_{j \in J}. \]

The properties above are consequences of the fact that we have assumed that Claim 3.2 fails to hold. They indicate that the \( \mathbb{Q} \)-divisor

\[ L := K_X + Y_1 + \sum_{j \in J, j \neq 1} \tau^j Y_j \]

has some kind of positivity: property (a) implies the existence of a sequence of metrics \( h_m = e^{-\varphi_m} \) on the \( \mathbb{Q} \)-line bundle \( L \) such that

\[
\Theta_{h_m}(L) = \sqrt{-1} \partial \bar{\partial} \varphi_m \geq -\frac{1}{m} \omega
\]

and this combined with (b) shows that the line bundle \( O_X(Y_1) \) admits a sequence of singular metrics \( g_m := e^{-\psi_{1,m}} \) such that

\[
\varphi_m = \mu^1 \psi_{1,m} + \sum_{i \neq 1} \mu^i \log |f_{W_i}|^2,
\]

where we assume that \( W_1 = Y_1 \) (see Lemma 2.12). So the curvature of \( (L, h_m) \) is not just bounded from below by \(-\frac{1}{m} \omega\), but we also have

\[
\Theta_{h_m}(L) \geq \mu^1 \Theta_{g_m}(Y_1)
\]

as shown by (17) above.

The important remark is that the relations (16) and (18) are very similar to the curvature requirement in the geometric version of the Ohsawa-Takegoshi-type theorem, due to L. Manivel (cf. [Manivel93], see [Demailly09] as well). During the following section, we will establish the relevant generalization. As for the tie-breaking issue (cf. (15)), we are unable to bypass it with purely analytic methods. It will be treated by a different technique in Section 7.
4. A VERSION OF THE OHSAWA-TAKEGOSHI EXTENSION THEOREM

The main building block of the proof of the “invariance of plurigenera” (cf. [Siu98], [Siu00]) is given by the Ohsawa-Takegoshi theorem cf. [OT87] and [Berndtsson96]. In this section, we will prove a version of this important extension theorem, which will play a fundamental role in the proof of Theorem 1.7.

Actually, our result is a slight generalization of the corresponding statements in the articles quoted above, adapted to the set-up described in Remark 3.6. For clarity of exposition, we will change the notations as follows.

Let $X$ be a projective manifold, and let $Y \subset X$ be a non-singular hypersurface. We assume that there exists a metric $h_Y$ on the line bundle $O_X(Y)$ associated to $Y$, denoted by $h_Y = e^{-\varphi_Y}$ with respect to any local trivialization, such that:

(i) If we denote by $s$ the tautological section associated to $Y$, then

$$|s|^2 e^{-\varphi_Y} \leq e^{-\alpha}$$

where $\alpha \geq 1$ is a real number.

(ii) There exist two semi-positively curved hermitian $\mathbb{Q}$-line bundles, say $(G_1, e^{-\varphi_{G_1}})$ and $(G_2, e^{-\varphi_{G_2}})$, such that

$$\varphi_Y = \varphi_{G_1} - \varphi_{G_2}$$

(compare to (17) above).

Let $F \to X$ be a line bundle, endowed with a metric $h_F$ such that the following curvature requirements are satisfied

$$\Theta_{h_F}(F) \geq 0, \quad \Theta_{h_F}(F) \geq \frac{1}{\alpha} \Theta_{h_Y}(Y).$$

Moreover, we assume the existence of positive real numbers $\varepsilon_0 > 0$ and $C$ such that

$$\varphi_F \leq \varepsilon_0 \varphi_{G_2} + C;$$

that is to say, the poles of the metric which has the “wrong” sign in the decomposition (20) are part of the singularities of $h_F$.

We denote by $\overline{h}_Y = e^{-\overline{\varphi}_Y}$ a non-singular metric on the line bundle corresponding to $Y$. We have the following result.

**Theorem 4.1.** Let $u$ be a section of the line bundle $O_Y(K_Y + F|_Y)$, such that

$$\int_Y |u|^2 e^{-\varphi_F} < \infty,$$
and such that the hypothesis (19) – (22) are satisfied. Then there exists a section $U$ of the line bundle $\mathcal{O}_X(K_X + Y + F)$, such that $U|_Y = u \wedge ds$ and such that

\begin{equation}
\int_X |U|^2 e^{-\delta \varphi_Y - (1-\delta) \varphi_Y - \varphi_F} \leq C_\delta \int_Y |u|^2 e^{-\varphi_F}
\end{equation}

where $1 \geq \delta > 0$ is an arbitrary real number and the constant $C_\delta$ is given explicitly by

\begin{equation}
C_\delta = C_0 \delta^{-2} \left( \max_X |s|^2 e^{-\varphi_Y} \right)^{1-\delta}
\end{equation}

for some numerical constant $C_0$ depending only on the dimension (in particular, the estimate does not depend on $\varepsilon_0$ or $C$ in (22)).

Perhaps the closest statement of this kind in the literature is due to D. Varolin, cf. [Var08]; in his article, the metric $h_Y$ is allowed to be singular, but the weights of this metric are assumed to be bounded from above. This hypothesis is not verified in our case; however, the assumption (22) plays a similar role in the proof of Theorem 4.1.

**Proof.** We will closely follow the “classical” arguments and show that the proof goes through (with a few standard modifications) in the more general setting of Theorem 4.1. The main issue which we have to address is the regularization procedure. Although the technique is more or less standard, since this is the key new ingredient, we will provide a complete treatment.

**4.1. Regularization procedure.** Let us first observe that every line bundle $B$ over $X$ can be written as a difference $B = \mathcal{O}_X(H_1 - H_2)$ of two very ample divisors $H_1, H_2$. It follows that $B$ is trivial upon restriction to the complement $X \setminus (H'_1 \cup H'_2)$ for any members $H'_1 \in |H_1|$ and $H'_2 \in |H_2|$ of the corresponding linear systems. Therefore, one can find a finite family $H_j \subset X$ of very ample divisors, such that $Y \not\subset H_j$ and each of the line bundles under consideration $F$, $\mathcal{O}_X(Y)$ and $G_i^{\otimes N}$ (choosing $N$ divisible enough so that $G_i^{\otimes N} \in \text{Pic}(X)$) is trivial on the affine Zariski open set $X \setminus H$, where $H = \bigcup H_j$. We also fix a proper embedding $X \setminus H \subset \mathbb{C}^m$ in order to regularize the weights $\varphi_F$ and $\varphi_Y$ of our metrics on $X \setminus H$. The $L^2$ estimate will be used afterwards to extend the sections to $X$ itself.

The arguments which follow are first carried out on a fixed affine open set $X \setminus H$ selected as above. In this respect, estimate (22) is then to be understood as valid only with a uniform constant $C = C(\Omega)$ on every relatively compact open subset $\Omega \subset X \setminus H$. In order to regularize all of our weights $\varphi_F$ and $\varphi_Y = \varphi_{G_1} - \varphi_{G_2}$ respectively, we invoke the following well known result which enables us to employ the usual convolution kernel in Euclidean space.
Theorem 4.2. (Siu76) Given a Stein submanifold $V$ of a complex analytic space $M$, there exist an open, Stein neighborhood $W \supset V$ of $V$, together with a holomorphic retract $r : W \to V$.

In our setting, the above theorem shows the existence of a Stein open set $W \subset \mathbb{C}^n$, such that $X \setminus H \subset W$, together with a holomorphic retraction $r : W \to X \setminus H$. We use the map $r$ in order to extend the objects we have constructed on $X \setminus H$; we define

\begin{equation}
\bar{\varphi}_F := \varphi_F \circ r, \quad \bar{\varphi}_{G_i} := \varphi_{G_i} \circ r, \quad \bar{\varphi}_Y := \bar{\varphi}_{G_1} - \bar{\varphi}_{G_2}.
\end{equation}

Next we will use a standard convolution kernel in order to regularize the functions above. We consider exhaustions

\begin{equation}
W = \bigcup_k W_k, \quad X \setminus H = \bigcup_k X_k
\end{equation}

of $W$ by bounded Stein domains (resp. of $X \setminus H$ by the relatively compact Stein open subsets $X_k := (X \setminus H) \cap W_k$). Let

\begin{equation}
\varphi_{F,\varepsilon} := \bar{\varphi}_F * \rho_\varepsilon : W_k \to \mathbb{R}
\end{equation}

be the regularization of $\bar{\varphi}_F$, where for each $k$ we assume that $\varepsilon \leq \varepsilon(k)$ is small enough, so that the function above is well-defined. We use similar notations for the regularization of the other functions involved in the picture.

We show next that the normalization and curvature properties of the functions above are preserved by the regularization process. In first place, the assumption $\Theta_{h_F}(F) \geq 0$ means that $\varphi_F$ is psh, hence $\varphi_{F,\varepsilon} \geq \varphi_F$ and we still have

\begin{equation}
|s|^2 e^{-\varphi_{Y,\varepsilon}(z)} \leq |s|^2 e^{-\varphi_Y(z)} \leq e^{-\alpha}.
\end{equation}

on $X_k$. (Here of course $|s|$ means the absolute value of the section $s$ viewed as a complex valued function according to the trivialization of $\mathcal{O}_X(Y)$ on $X \setminus H$). Further, (20)-(21) implies that all functions

\begin{equation}
z \to \varphi_{F,\varepsilon}(z), \quad z \to \varphi_{G_i,\varepsilon}(z), \quad z \to \varphi_{F,\varepsilon}(z) - \frac{1}{\alpha} \varphi_{Y,\varepsilon}(z)
\end{equation}

are psh on $X_k$, by stability of plurisubharmonicity under convolution. Finally, (22) leads to

\begin{equation}
\varphi_{F,\varepsilon} \leq \varepsilon_0 \varphi_{G_2,\varepsilon} + C(k) \quad \text{on } W_k,
\end{equation}

by linearity and monotonicity of convolution.

In conclusion, the hypothesis of (11) are preserved by the particular regularization process we have described here. We show in the following subsection that the “usual” Ohsawa-Takegoshi theorem applied to the regularized weights allows us to conclude.
4.2. End of the proof of Theorem 4.1. We view here the section \( u \) of \( \mathcal{O}_Y(K_Y + F|_Y) \) as a \((n - 1)\)-form on \( Y \) with values in \( F|_Y \). Since \( F \) is trivial on \( X \setminus H \), we can even consider \( u \) as a complex valued \((n - 1)\)-form on \( Y \cap (X \setminus H) \). The main result used in the proof of (4.1) is the following technical version of the Ohsawa-Takegoshi theorem.

**Theorem 4.3.** [Demailly09] Let \( M \) be a weakly pseudoconvex \( n \)-dimensional manifold, and let \( f : M \to \mathbb{C} \) be a holomorphic function, such that \( \partial f \neq 0 \) on \( f = 0 \). Consider two smooth functions \( \varphi \) and \( \rho \) on \( M \), such that
\[
\sqrt{-1} \partial \bar{\partial} \varphi \geq 0, \quad \sqrt{-1} \partial \bar{\partial} \varphi \geq \frac{1}{\alpha} \sqrt{-1} \partial \bar{\partial} \rho
\]
and such that \( |f|^2 := |f|^2 e^{-\rho} \leq e^{-\alpha} \), where \( \alpha \geq 1 \) is a constant. Then given a \( n-1 \) form \( \gamma \) on \( M_f := \{ f = 0 \} \), there exists a \( n \)-form \( \Gamma \) on \( M \) such that
(a) \( \Gamma|_{M_f} = \gamma \land df \); 
(b) We have
\[
\int_M \frac{|\Gamma|^2 e^{-\rho - \varphi}}{|f|_\rho^2 \log^2 |f|^2_\rho} \leq C_0 \int_{M_f} |\gamma|^2 e^{-\varphi}
\]
where \( C_0 \) is a numerical constant depending only on the dimension.

We apply the above version of the Ohsawa-Takegoshi theorem in our setting: for each \( k \) and for each \( \varepsilon \leq \varepsilon(k) \) there exists a holomorphic \( n \)-form \( U_{k,\varepsilon} \) on the Stein manifold \( X_k \), such that
\[
\int_{X_k} \frac{|U_{k,\varepsilon}|^2 e^{-\varphi_{Y,\varepsilon} - \varphi_{F,\varepsilon}}}{|s|^2 e^{-\varphi_{Y,\varepsilon}}} \log^2 \left( |s|^2 e^{-\varphi_{Y,\varepsilon}} \right) \leq C_0 \int_{Y \cap X_k} |u|^2 e^{-\varphi_{F,s}}
\]
and such that \( U_{k,\varepsilon}|_{Y \cap X_k} = u \land ds \). Notice that \( \varphi_{F,s} \geq \tilde{\varphi}_F = \varphi_F \) on \( Y \cap X_k \), hence we get the \((\varepsilon,k)\)-uniform upper bound
\[
\int_{Y \cap X_k} |u|^2 e^{-\varphi_{F,s}} \leq \int_{Y \cap (X \setminus H)} |u|^2 e^{-\varphi_F}.
\]

Our next task is to take the limit for \( \varepsilon \to 0 \) in the relation (28), while keeping \( k \) fixed at first. To this end, an important observation is that
\[
\int_{X_k} |U_{k,\varepsilon}|^2 e^{-\varphi_{Y,\varepsilon} - (1-\delta)\varphi_{Y,F,s}} \leq C_\delta \int_{Y \cap (X \setminus H)} |u|^2 e^{-\varphi_F}
\]
for any \( 0 < \delta \leq 1 \). Indeed, the function \( t \to t^4 \log^2(t) \) is bounded from above by \( e^{-2(2/\delta)^2} \leq \delta^{-2} \) when \( t \) belongs to the fixed interval \([0, e^{-\alpha}] \subset [0, e^{-1}] \), so that \( t(|\log t|^2) \leq \delta^{-2} t^{1-\delta} \) and hence
\[
\frac{e^{-\varphi_{Y,\varepsilon} - \varphi_{F,s}}}{|s|^2 e^{-\varphi_{Y,\varepsilon}}} \log^2 \left( |s|^2 e^{-\varphi_{Y,\varepsilon}} \right) \geq \delta^2 \frac{e^{-\varphi_{Y,\varepsilon} - \varphi_{F,s}}}{|s|^{2(1-\delta)} e^{-(1-\delta)\varphi_{Y,F,s}}}
\]
for any \( 0 < \delta \leq 1 \). We further observe that by compactness of \( X \) the continuous function \( z \to |s(z)|^{2(1-\delta)} e^{-(1-\delta)\varphi_Y} \) is bounded from above on \( X \) by \( M^{1-\delta} = \max_X \left( |s|^2 e^{-\varphi_Y} \right)^{1-\delta} < +\infty \) and
we can take $C_\delta = C_0 M^{1-\delta} \delta^{-2}$. Therefore, (30) follows from (28) and (31). If we choose $\delta \leq \varepsilon_0$ and recall that $\varphi_Y = \varphi_{G_1} - \varphi_{G_2}$, we see that inequality (22) implies

\[ (32) \delta \varphi_{Y,e} + (1-\delta)\varphi_Y + \varphi_{F,e} \leq \delta \varphi_{G_1,e} + (\varepsilon_0 - \delta)\varphi_{G_2,e} + (1-\delta)\varphi_Y + C(k). \]

For $i \in \{1,2\}$ the function $\varphi_{G_i,e}$ is psh, thus in particular uniformly bounded from above on $X_k$ by a constant independent of $\varepsilon$. Hence $\delta \varphi_{Y,e} + (1-\delta)\varphi_Y + \varphi_{F,e}$ is uniformly bounded from above by a constant $C_\delta(k)$ if we fix e.g. $\delta = \varepsilon_0$, and thanks to (30) the unweighted norm of $U_{k,e}$ admits a bound

\[ \int_{X_k} |U_{k,e}|^2 \leq C_4(k). \]

We stress here the fact that the constant is independent of $\varepsilon$. Therefore we can extract a subsequence that is uniformly convergent on all compact subsets of $X_k$. Indeed, this follows from the classical Montel theorem, which in turn is a consequence of the Cauchy integral formula to prove equicontinuity (this is where we use the fact that $C_\delta(k)$ is independent of $\varepsilon$), coupled with Arzelà-Ascoli theorem. Let $U_k$ be the corresponding limit. Fatou’s lemma shows that we have the estimate

\[ (33) \int_{X_k} \frac{|U_k|^2 e^{-\varphi_Y - \varphi_F}}{|s|^2 e^{-\varphi_Y} \log^2(|s|^2 e^{-\varphi_Y})} \leq C_0 \int_{Y \cap (X \setminus H)} |u|^2 e^{-\varphi_F}. \]

If we now let $k \to +\infty$, we get a convergent subsequence $U_k$ with limit $U = \lim U_k$ on $X \setminus H = \bigcup X_k$, which is uniform on all compact subsets of $X \setminus H$, and such that

\[ (34) \int_{X \setminus H} \frac{|U|^2 e^{-\varphi_Y - \varphi_F}}{|s|^2 e^{-\varphi_Y} \log^2(|s|^2 e^{-\varphi_Y})} \leq C_0 \int_{Y \cap (X \setminus H)} |u|^2 e^{-\varphi_F}. \]

We can reinterpret $U$ as a section of $(K_X + Y + F)|_{X \setminus H}$ satisfying the equality

\[ (35) U|_{Y \cap (X \setminus H)} = u \wedge ds. \]

Then the estimate (34) is in fact an intrinsic estimate in terms of the hermitian metrics (i.e. independent of the specific choice of trivialization we have made, especially since $H$ is of measure zero with respect to the $L^2$ norms). The proof of (30) also shows that

\[ (36) \int_{X \setminus H} |U|^2 e^{-\delta \varphi_Y - (1-\delta)\varphi_Y - \varphi_F} \leq C_4 \int_{Y \cap (X \setminus H)} |u|^2 e^{-\varphi_F}. \]

In a neighborhood of any point $x_0 \in H$, the weight $\delta \varphi_Y + (1-\delta)\varphi_Y + \varphi_F$ expressed with respect to a local trivialization of $F$ near $x_0$ is locally bounded from above by (32), if we take $\delta \leq \varepsilon_0$. We conclude that $U$ extends holomorphically to $X$ and Theorem 4.1 is proved. \( \square \)
Remark 4.4. In the absence of hypothesis (22), the uniform bound arguments in the proof of (4.1) collapse. In particular the limit $U$ might acquire poles along $H$. Fortunately, the exact value of $\varepsilon_0$ does not matter quantitatively, and the estimates we get at the end are independent of the constant $\varepsilon_0$.

5. Proof of Theorem 1.7

In the present section, we will prove Theorem 1.7. Our proof relies heavily on Theorem 4.1. However, in order to better understand the relevance of the technical statements which follow (see Theorem 5.3 below), we first consider a particular case of (1.7).

Theorem 5.1. Let $\{S, Y_j\}$ be a set of hypersurfaces of a smooth, projective manifold $X$ having normal crossings. Assume also that there exists rational numbers $0 < b^j < 1$ such that $K_X + S + B$ is hermitian semi-positive, where $B = \sum b^j Y_j$ and that there exists an effective $\mathbb{Q}$-divisor $D := \sum j^j W_j$ on $X$, numerically equivalent to $K_X + S + B$, such that $S \subset \text{Supp}(D) \subset \text{Supp}(S + B)$. Let $m_0$ be a positive integer, such that $m_0(K_X + S + B)$ is Cartier. Then every section $u$ of the line bundle $\mathcal{O}_S(m_0(K_S + B|_S))$ extends to $X$.

Proof. Let $h_0 = e^{-\varphi_0}$ be a smooth metric on $K_X + S + B$, with semi-positive curvature. As in the introductory Subsection 2.3, we have

$$\mathcal{O}_X(N(K_X + S + B)) \cong \mathcal{O}_X(ND) \otimes \rho^N$$

where $N$ is a sufficiently divisible positive integer, and $\rho$ is a line bundle on $X$, which admits a metric $h_\rho = e^{-\varphi_\rho}$ whose curvature form is equal to zero.

We can assume that

$$\varphi_0 \geq \varphi_\rho + \sum_j \nu^j \log |f_{W_j}|^2$$

i.e., that $h_0$ is less singular that the metric induced by the divisor $\sum j^j W_j$, simply by adding to the local weights of $h_0$ a sufficiently large constant.

Assume that $S = W_1$. We define a metric $\varphi_S$ on the line bundle corresponding to $S$ such that the following equality holds

$$\varphi_0 = \nu^1 \varphi_S + \varphi_\rho + \sum_{j \neq 1} \nu^j \log |f_{W_j}|^2.$$ 

In order to apply Theorem 4.1 we write

$$m_0(K_X + S + B) = K_X + S + B + (m_0 - 1)(K_X + S + B)$$

and we endow the line bundle corresponding to $F := B + (m_0 - 1)(K_X + S + B)$ with the metric $\varphi_F := \varphi_B + (m_0 - 1)\varphi_0$.

Then, we see that the hypothesis of (4.1) are verified, as follows.
We have $|f|_S^2 e^{-\varphi_S} \leq 1$ by the inequality (37) above.

We have $\Theta_{h_F}(F) \geq 0$, as well as $\Theta_{h_F}(F) \geq \frac{1}{\alpha} \Theta_{h_S} (\mathcal{O}_X(S))$, for any $\alpha \geq \frac{1}{(m_0 - 1)\nu}$.

In order to apply Theorem (4.1), we define $\alpha := \max \left\{ 1, \frac{1}{(m_0 - 1)\nu} \right\}$ and we rescale the metric $h_S$ by a constant, as follows

$\varphi^\alpha_S := \varphi_S + \alpha$.

Then we have $|f|_S^2 e^{-\varphi^\alpha_S} \leq e^{-\alpha}$ thanks to the first bullet above, and moreover the curvature conditions

$\Theta_{h_F}(F) \geq 0, \quad \Theta_{h_F}(F) \geq \frac{1}{\alpha} \Theta_{h_S} (\mathcal{O}_X(S))$

are satisfied.

The (rescaled) weight $\varphi^\alpha_S$ can be written as the difference of two psh functions, $\varphi_{G_1} - \varphi_{G_2}$ where $\varphi_{G_1} := \alpha + \varepsilon_0 \varphi_0$ and $\varphi_{G_2} := \varepsilon_0 \left( \varphi_{\rho} + \sum_{j \neq 1} \nu_j \log |f_{W_j}|^2 \right)$ and $\varepsilon_0 = 1/\nu^j$. We have

$C + \varepsilon_0 \left( \varphi_{\rho} + \sum_{j \neq 1} \nu_j \log |f_{W_j}|^2 \right) \geq \varphi_F$

by the assumption concerning the support of $D$.

We also have $\int_S |u|^2 e^{-\varphi_F} < \infty$, since $(X, B)$ is klt and $h_0$ is non-singular. Therefore, by Theorem 4.1, the section $u$ extends to $X$. 

Remark 5.2. The norm of the extension we construct by this procedure will depend only on $C_\delta$ computed in Theorem 4.1, the rescaling factor $e^\delta \alpha$ where $\alpha := \max \left\{ 1, \frac{1}{(m_0 - 1)\nu} \right\}$ and $\int_S |u|^2 e^{-\varphi_F}$.

5.1. Construction of potentials for adjoint bundles. As one can see, the hypothesis (3) of (1.7) is much weaker than the corresponding one in (5.1) (i.e. the hermitian semi-positivity of $K_X + S + B$), and this induces many complications in the proof. The aim of Theorem 5.3 below is to construct a substitute for the smooth metric $h_0$, and it is the main technical tool in the proof of (1.7).

Theorem 5.3. Let $\{S, Y_j\}$ be a smooth hypersurfaces of $X$ with normal crossings. Let $0 < b^j < 1$ be rational numbers, such that:

1. We have $K_X + S + \sum b^j Y_j \equiv \sum_{j \neq 1} \nu_j W_j$, where $\nu^j$ are positive rational numbers, and $\{W_j\} \subset \{S, Y_j\}$.
(2) Let $m_0$ be a positive integer such that $m_0(K_X + S + \sum_j b_j Y_j)$ is Cartier, and there exists a non-identically zero section $u$ of $\mathcal{O}_S(m_0(K_S + \sum_j b_j Y_j)|_S)$.

(3) Let $h$ be a non-singular, fixed metric on the $\mathbb{Q}$-line bundle $K_X + S + \sum_j b_j Y_j$; then there exists a sequence $\{\tau_m\}_{m \geq 1} \subset L^1(X)$, such that $\Theta_h(K_X + S + \sum_j b_j Y_j) + \sqrt{-1} \partial \overline{\partial} \tau_m \geq -\frac{1}{m} \omega$ as currents on $X$, the restriction $\tau_m|_S$ is well defined and we have

$$\tau_m|_S \geq C(m) + \log |u|^{2/m_0}$$

where $C(m)$ is a constant, which is allowed to depend on $m$. Then there exists a constant $C < 0$ independent of $m$, and a sequence of functions $\{f_m\}_{m \geq 1} \subset L^1(X)$ such that:

(i) We have $\sup_X f_m = 0$, and moreover $\Theta_h(K_X + S + \sum_j b_j Y_j) + \sqrt{-1} \partial \overline{\partial} f_m \geq -\frac{1}{m} \omega$ as currents on $X$.

(ii) The restriction $f_m|_S$ is well-defined, and we have

$$f_m|_S \geq C + \log |u|^{2/m_0}.$$

The proof of Theorem 5.3 follows an iteration scheme, that we now explain. We start with the potentials $\{\tau_m\}$ provided by the hypothesis (3) above; then we construct potentials $\{\tau_m^{(1)}\}$ such that the following properties are satisfied.

(a) We have $\sup_X \tau_m^{(1)} = 0$, and moreover

$$\Theta_h(K_X + S + \sum_j b_j Y_j) + \sqrt{-1} \partial \overline{\partial} \tau_m^{(1)} \geq -\frac{1}{m} \omega$$

in the sense of currents on $X$.

(b) The restriction $\tau_m^{(1)}|_S$ is well-defined, and there exists a constant $C$ independent of $m$ such that

$$\tau_m^{(1)} \geq C + \log |u|^{2/m_0} + \rho \sup_S \tau_m,$$

at each point of $S$ (where $0 < \rho < 1$ is to be determined).

The construction of $\{\tau_m^{(1)}\}$ with the pertinent curvature and uniformity properties (a) and (b) is possible by Theorem 4.1. Then we repeat this procedure: starting with $\{\tau_m^{(1)}\}$ we construct $\{\tau_m^{(2)}\}$, and so on. Thanks to the uniform estimates we provide during this process, the limit of $\{\tau_m^{(p)}\}$ as $p \to \infty$ will satisfy the requirements of (5.3). We now present the details.
Proof. Let $B := \sum_j b_j Y_j$; by hypothesis, there exists $\{\tau_m\} \subset L^1(X)$, such that

$$\max_X \tau_m = 0, \quad \Theta_h(K_X + S + B) + \sqrt{-1} \partial \bar{\partial} \tau_m \geq -\frac{1}{m} \omega$$

on $X$. We denote by $D = \sum \nu_j W_j$ the $\mathbb{Q}$-divisor provided by hypothesis (1) of (5.3); and let $\tau_D := \log |D|_{h \otimes h_0^{-1}}$ (by this we mean the norm of the $\mathbb{Q}$-section associated to $D$, measured with respect to the metric $h \otimes h_0^{-1}$, cf. the proof of (5.1)) be the logarithm of its norm. We can certainly assume that $\tau_D \leq 0$. By replacing $\tau_m$ by $\max\{\tau_m, \tau_D\}$, the relations (40) above are still satisfied (cf. §2.4) and in addition we can assume that we have

$$\tau_m \geq \tau_D$$

at each point of $X$.

Two things can happen: either $S$ belongs to the set $\{W_j\}$, or not. In the later case there is nothing to prove as the restriction $\tau_m|_S$ is well defined, so we assume that $S = W_1$. After the normalization indicated above, we define a metric $e^{-\psi_{S,m}}$ on $\mathcal{O}_X(S)$ which will be needed in order to apply (4.1). Let

$$\varphi_{\tau_m} := \varphi_h + \tau_m$$

be the local weight of the metric $e^{-\tau_m}h$ on $K_X + S + B$. The metric $\psi_{S,m}$ is defined so that the following equality holds

$$\varphi_{\tau_m} = \psi_{S,m} + \sum_{j \neq 1} \nu_j \log |f_{W_j}|^2$$

(cf. Lemma 2.12) where $f_{W_j}$ is a local equation for the hypersurface $W_j$. We use here the hypothesis (1) of Theorem 5.3. Then the functions $\psi_{S,m}$ given by equality (42) above are the local weights of a metric on $\mathcal{O}_X(S)$.

The norm/curvature properties of the objects constructed so far are listed below.

(a) The inequality $|f_S|^2 e^{-\psi_{S,m}} \leq 1$ holds at each point of $X$. Indeed, this is a direct consequence of the relations (41) and (42) above (cf. (2.12)).

(b) We have $\Theta_{\varphi_{\tau_m}}(K_X + S + B) \geq -\frac{1}{m} \omega$.

(c) We have $\Theta_{\varphi_{\tau_m}}(K_X + S + B) \geq \nu \Theta_{\psi_{S,m}}(S)$. This inequality is obtained as a direct consequence of (42), since the curvature of $h_0$ is equal to zero.

(d) For each $m$ there exists a constant $C(m)$ such that

$$\tau_m|_S \geq C(m) + \log |u|^2$$
Indeed, for this inequality we use the hypothesis (3) of Theorem 5.3 together with the remark that the renormalization and the maximum we have used to insure (41) preserve this hypothesis.

As already hinted, we will modify each element of the sequence of functions $\{\tau_m\}_{m \geq 1}$ by using some “estimable extensions” of the section $u$ (given by hypothesis 2) and its tensor powers, multiplied by a finite number of auxiliary sections of some ample line bundle. Actually, we will concentrate our efforts on one single index e.g. $m = km_0$, and try to understand the uniformity properties of the constants involved in the computations.

In order to simplify the notations, let $\tau := \tau_{km_0}$ and denote by $\psi_S$ the metric on $\mathcal{O}_X(S)$ defined by the equality

$$\varphi_\tau = \nu^1 \psi_S + \varphi_\rho + \sum_{j \neq 1} \nu^j \log |f_{W_j}|^2.$$  

Even if this notation does not make it explicit, we stress here the fact that the metric $\psi_S$ depends on the function $\tau$ we want to modify.

We consider a non-singular metric $h_S = e^{-\varphi_S}$ which is independent of $\tau$, and for each $0 \leq \delta \leq 1$, we define the convex combination metric

$$\psi^\delta_S := \delta \psi_S + (1 - \delta) \varphi_\tau.$$  

The parameter $\delta$ will be fixed at the end, once we collect all the requirements we need it to satisfy.

We assume that the divisor $A$ is sufficiently ample, so that the metric $\omega$ in (b) above is the curvature of the metric $h_A$ on $\mathcal{O}_X(A)$ induced by its global sections say $\{s_{A,i}\}$.

Now we consider the section $u^{\otimes k} \otimes s_A$ of the line bundle

$$\mathcal{O}_S(km_0(K_S + B|_S) + A|_S),$$

where $s_A \in \{s_{A,i}\}$, and we define the set

$$\mathcal{E} := \{U \in H^0(X, \mathcal{O}_X(km_0(K_S + B) + A)) : U|_S = u^{\otimes k} \otimes s_A\}.$$  

A first step towards the proof of Theorem 5.3 is the following statement (see e.g. [BP10]).

**Lemma 5.4.** The set $\mathcal{E}$ is non-empty; moreover, there exists an element $U \in \mathcal{E}$ such that the following integral is convergent

$$\|U\|_{\pi_{km_0}^{(1+\delta)}} := \int_X |U|_{\pi_{km_0}^{(1+\delta)}} e^{-\delta \varphi_\tau - \psi^\delta_S - \varphi_B - \frac{1+\delta}{km_0} \varphi_A} < \infty$$

as soon as $\delta$ is sufficiently small.

**Proof.** We write the divisor $km_0(K_S + B) + A$ in adjoint form as follows

$$km_0(K_S + B) + A = K_S + S + F$$

where

$$F := B + (km_0 - 1)(K_S + B) + A.$$
We endow the line bundle $\mathcal{O}_X(F)$ with the metric whose local weights are
\begin{equation}
\varphi_F := \varphi_B + (km_0 - 1)\varphi_T + \varphi_A.
\end{equation}

By property (b), the curvature of this metric is greater than $\frac{1}{km_0}$, and the section $u \otimes k \otimes s_A$ is integrable with respect to it, by property (d).

The classical Ohsawa-Takegoshi theorem shows the existence of a section $U$ corresponding to the divisor $km_0(K_X + S + B) + A$, such that $U|_S = u \otimes k \otimes s_A$, and such that the following integral is convergent
\begin{equation}
\int_X |U|^2 e^{-\varphi_B - (km_0 - 1)\varphi_T - \varphi_A - \varphi_S} < \infty.
\end{equation}

By the Hölder inequality we obtain
\begin{equation}
\int_X |U|^2 e^{-\varphi_B - \varphi_S} e^{-\frac{1}{km_0}(1+\delta) \varphi_T} \leq C I^{km_0 - 1},
\end{equation}
where we denote by $I$ the following quantity
\begin{equation}
I := \int_X e^{\varphi_T - \varphi_B - \frac{1}{km_0} \varphi_S},
\end{equation}
and $C$ corresponds to the integral \eqref{eq:holder-inequality} raised to the power $\frac{1+\delta}{km_0}$. In the above expression we have skipped a non-singular metric corresponding to $\varphi_S$. By relation \eqref{eq:holder-inequality}, the integral $I$ will be convergent, provided that
\begin{equation}
\frac{\delta}{\nu^1} \leq \frac{1}{2}
\end{equation}
so that the lemma is proved. \hfill \square

We consider next an element $U \in \mathcal{E}$ for which the semi-norm \eqref{eq:semi-norm} is minimal. Let $\{U_p\}_{p \geq 1} \subset \mathcal{E}$ such that the sequence
\begin{equation}
n_p := \int_X |U_p|^2 e^{\frac{2}{km_0}(1+\delta) \varphi_T - \varphi_S - \frac{1}{km_0}(1+\delta) \varphi_A}
\end{equation}
converges towards the infimum say $n_\infty$ of the quantities \eqref{eq:semi-norm} when $U \in \mathcal{E}$. From this, we infer that $\{U_p\}_{p \geq 0}$ has a convergent subsequence, and obtain our minimizing section as its limit. This can be justified either by Hölder inequality, or by observing that we have
\begin{equation}
\psi^j_S + \varphi_B \leq C + \frac{\delta}{\nu^1} \varphi_T - \frac{\delta}{\nu^1} \sum_{j \neq 1} \frac{\nu^j}{\nu^1} \log |f_{Y_j}|^2 + \sum_{j \neq 1} b^j \log |f_{Y_j}|^2,
\end{equation}
where the last term is bounded from above, as soon as $\delta$ verifies the inequalities
\begin{equation}
\frac{\delta}{\nu^1} \frac{\nu^j}{\nu^1} \leq b^j
\end{equation}
In conclusion, some element $U^{(km_0)}_{\min} \in \mathcal{E}$ with minimal semi-norm exists, by the usual properties of holomorphic functions, combined with the Fatou Lemma. Next, we will show that the semi-norm of $U^{(km_0)}_{\min}$ is bounded in a very precise way (again, see [BP10] for similar ideas).

To this end, we first construct an extension $V$ of $u^{\otimes k} \otimes s_A$ by using $U^{(km_0)}_{\min}$ as a metric; this will be done by using (4.1), so we first write

$$km_0(K_X + S + B) + A = K_X + S + F$$

where

$$F := B + (km_0 - 1 - \delta)(K_X + S + B + \frac{1}{km_0}A) + \delta(K_X + S + B) + \frac{1 + \delta}{km_0}A.$$  

We endow the line bundle $\mathcal{O}_X(F)$ with the metric whose local weights are

$$\varphi_F := \varphi_B + \frac{km_0 - 1 - \delta}{km_0} \log |U^{(km_0)}_{\min}|^2 + \delta \varphi_r + \frac{1 + \delta}{km_0} \varphi_A$$

and the line bundle corresponding to $S$ with the metric $e^{-\psi_S}$ previously defined in (43). Prior to applying (4.1) we check here the hypothesis (19)-(22). Thanks to (41) and (43) we have

$$|s|^2 e^{-\psi_S} \leq 1.$$  

Moreover, we see (cf. (43)) that we have

$$\psi_S = \frac{1}{\nu_1} (\varphi_r - \varphi_\rho - \sum_{j \neq 1} \nu_j \log |f_{W_j}|^2)$$

hence the requirement (22) amounts to showing that we have

$$C_1(k, \delta) + \sum_{j \neq 1} \frac{\nu_j}{\nu_1} \log |f_{W_j}|^2 \geq C_2(k, \delta) \varphi_F$$

where $C_j(k, \delta)$ are sufficiently large constants, depending (eventually) on the norm of the section $U^{(km_0)}_{\min}$, and on $\delta$. The existence of such quantities is clear, because of the hypothesis (1) of 5.3 and of the presence of $\varphi_B$ in the expression (52).

The curvature hypothesis required by (4.1) are also satisfied, since we have

$$\Theta_{h_F}(F) \geq 0, \quad \Theta_{h_F}(F) \geq \delta \nu_1 \Theta_{h_S}(S)$$

by relations (52) and (43) (the slightly negative part of the Hessian of $\varphi_r$ is compensated by the Hessian of $\frac{1}{km_0} \varphi_A$).
Therefore, we are in position to apply Theorem 4.1 and infer the existence of an element \( V_\delta \in \mathcal{E} \) such that
\[
(56) \quad \int_X |V_\delta|^2 |U_{km_0}^{(k_0+1)}|^2 e^{-\delta \varphi_r - \frac{1}{k_0} \varphi_A - \varphi_B - \psi_B^d} \leq C(\delta) \int_S |u| \left( \frac{1}{m_0} \right) e^{-\varphi_B - \delta \varphi}. 
\]

The constant \( C(\delta) \) in (56) above is obtained by Theorem 4.1, via the rescaling procedure described in the proof of (5.1) adapted to the current context; we stress on the fact that this constant is completely independent of \( k \) and \( \tau \).

We will show next that it is possible to choose \( \delta := \delta_0 \) small enough, independent of \( k \) and \( \tau \), such that the right hand side of (56) is smaller than \( C e^{-\delta_0 \sup_{\tau} \eta} \). Here and in what follows we will freely interchange \( \tau \) and \( \varphi_\tau \), as they differ by a function which only depends on the fixed metric \( h \) on \( K_X + S + B \); in particular, the difference \( \tau - \varphi_\tau \) equals a quantity independent of the family of potentials we are trying to construct.

Prior to this, we recall the following basic result, originally due to L. Hörmander for open sets in \( \mathbb{C}^n \), and to G. Tian in the following form.

**Lemma 5.5.** [Tian87] Let \( M \) be a compact complex manifold, and let \( \alpha \) be a real, closed \((1,1)\)-form on \( M \). We consider the family of normalized potentials
\[ \mathcal{P} := \{ f \in L^1(X) : \sup_M f = 0, \quad \alpha + \sqrt{-1} \partial\bar{\partial} f \geq 0 \}. \]

Then there exists constants \( \gamma_H > 0 \) and \( C_H > 0 \) such that
\[
(57) \quad \int_M e^{-\gamma_H f} dV \leq C_H 
\]
for any \( f \in \mathcal{P} \). In addition, the numbers \( \gamma_H \) and \( C_H \) are uniform with respect to \( \alpha \).

We will use the previous lemma as follows: first we notice that we have
\[
\int_S |u| \left( \frac{1}{m_0} \right) e^{-\varphi_B - \delta \varphi} = \int_S |u| \left( \frac{1}{m_0} \right) e^{-\varphi_B - \delta \varphi_h - \delta \tau} 
\]
simply because by definition the equality \( \varphi_\tau = \varphi_h + \tau \) holds true on \( X \).

The pair \((S, B|_S)\) is klt, hence there exists a positive real number \( \mu_0 > 0 \) such that \( e^{-(1+\mu_0)\varphi_B} \in L^1_{\text{loc}}(S) \). By the Hölder inequality, we have
\[
\int_S |u| \left( \frac{1}{m_0} \right) e^{-\varphi_B - \delta \varphi_h - \delta \tau} \leq C \left( \int_S e^{-\frac{(1+\mu_0)}{m_0} \delta \tau} dV \right)^{\frac{\mu_0}{1+\mu_0}} 
\]
where \( dV \) is a non-singular volume element on \( S \), and the constant \( C \) above is independent of \( \tau \) and of \( \delta \), provided that \( \delta \) belongs to a fixed compact set (which is the case here, since \( 0 \leq \delta \leq 1 \)).
Next, in order to obtain an upper bound of the right hand side term of the preceding inequality, by the above lemma, we can write
\[
\left( \int_S e^{-\frac{(1+\mu_0)}{\mu_0}\delta \tau} dV \right)^{\frac{\mu_0}{1+\mu_0}} = e^{-\delta \sup_S (\tau)} \left( \int_S e^{-\frac{(1+\mu_0)}{\mu_0}\delta (\tau - \sup_S (\tau))} dV \right)^{\frac{\mu_0}{1+\mu_0}}.
\]
We fix now \( \delta := \delta_0 \) small enough such that the following conditions are satisfied:

1. We have \( \frac{\delta_0}{\nu^4} < \frac{1}{2} \) and \( \delta_0 \nu^j \leq \nu^4 b^j \) for all \( j \neq 1 \) (we recall that \( S = Y_1 \)).
2. The inequality below holds
\[
\delta_0 \frac{1 + \mu_0}{\mu_0} \leq \gamma_H,
\]
where \( \gamma_H \) is given by Lemma 5.5 applied to the next data: \( M = S \) and \( \alpha := \Theta h(K_S + B) \cdot \frac{1}{\kappa M_0} \omega \) (where \( h \) here is the restriction of the metric in (3) of (5.3) to \( S \)). We notice that \( \gamma_T, C_T \) can be assumed to be uniform with respect to \( k \), precisely because of the uniformity property mentioned at the end of Lemma 5.5.

The conditions we imposed on \( \delta_0 \) in the two bullets above are independent of the particular potential \( \tau \) we choose. Hence, in the proof we first fix \( \delta_0 \) as above, then construct the minimal element \( U^{(\kappa m_0)} \) and after that, we produce an element \( V \in \mathcal{E} \) such that
\[
I(V) := \int_X |V|^2 \left( \frac{U^{(\kappa m_0)}_{\min}}{\kappa m_0 (1+\delta_0)} \right) e^{-\delta_0 \varphi_\tau - \frac{1+\delta_0}{\kappa m_0} \varphi_A - \varphi_B - \psi_{\delta_0}} \leq C e^{-\delta_0 \sup_{\mathcal{S}} (\tau)},
\]
as a consequence of (56), Lemma 5.5 and the above explanations.

On the other hand, we claim that we have
\[
\int_X \left| U^{(\kappa m_0)}_{\min} \right|^2 e^{-\delta_0 \varphi_\tau - \psi_{\delta_0}} \left( \frac{U^{(\kappa m_0)}_{\min}}{\kappa m_0 (1+\delta_0)} \right) e^{-\frac{1}{\kappa m_0} (1+\delta_0) \varphi_A} \leq I(V).
\]
Indeed, this is a consequence of Hölder inequality: if relation (59) fails to hold, then it is easy to show that the quantity
\[
\int_X |V|^2 \left( \frac{U^{(\kappa m_0)}_{\min}}{\kappa m_0 (1+\delta_0)} \right) e^{-\delta_0 \varphi_\tau - \psi_{\delta_0}} \left( \frac{U^{(\kappa m_0)}_{\min}}{\kappa m_0 (1+\delta_0)} \right) e^{-\frac{1}{\kappa m_0} (1+\delta_0) \varphi_A}
\]
is strictly smaller than the left hand side of (59) — and this contradicts the the minimality property of the \( U^{(\kappa m_0)}_{\min} \).

In conclusion, we have the inequality
\[
\int_X \left| U^{(\kappa m_0)}_{\min} \right|^2 e^{-\delta_0 \varphi_\tau - \psi_{\delta_0}} \left( \frac{U^{(\kappa m_0)}_{\min}}{\kappa m_0 (1+\delta_0)} \right) e^{-\frac{1}{\kappa m_0} (1+\delta_0) \varphi_A} \leq C e^{-\delta_0 \sup_{\mathcal{S}} (\tau)},
\]
by combining (58) and (59).

Let \( \{ s_{A,i} \}_{i=1,\ldots,M} \) be the finite set of sections of \( A \) which were fixed at the beginning of the proof. Then we can construct an extension
$U^{(km_0)}_{\min,i}$ of $u^\otimes k \otimes s_{A,i}$, with bounded $L^\frac{2}{km_0}$ norm as in (60). We define the function
\begin{equation}
\tilde{\tau} := \frac{1}{km_0} \log \sum_i \left| U^{(km_0)}_{\min,i} \right|^2_{h^\otimes km_0 \otimes h_A}
\end{equation}
and we observe that we have
\begin{equation}
\int_X e^{(1+\delta_0)\tilde{\tau}} dV \leq C e^{-\delta_0 \sup_S (\tau)},
\end{equation}
as a consequence of (60), since the function $\tau$ (or if one prefers, $\varphi_\tau$) is negative, and the part of $\psi_\delta^B$ having the “wrong sign” is absorbed by $\varphi_B$.

Next, as a consequence of the mean inequality for psh functions, together with the compactness of $X$ (see Lemma (2.13)) we infer from (62) that
\begin{equation}
\tilde{\tau}(x) \leq C - \frac{\delta_0}{1 + \delta_0} \sup_S \tau
\end{equation}
for any $x \in X$. Again, the constant “$C$” has changed since (62), but in a manner which is universal, i.e. independent of $\tau$.

We also remark that the restriction to $S$ of the functions $\tilde{\tau}$ we have constructed is completely determined by
\[\tilde{\tau}|_S = \log |u|_{h_0}^2.\]

In order to re-start the same procedure, we introduce the functions
\begin{equation}
\tau^{(1)} := \tilde{\tau} - \sup_X \tilde{\tau}
\end{equation}
and we collect their properties below:
\begin{enumerate}
\item[(N)] $\sup_X \tau^{(1)} = 0$;
\item[(H)] $\Theta_h(K_X + S + B) + \sqrt{-1} \partial \bar{\partial} \tau^{(1)} \geq -\frac{1}{km_0} \omega$ as currents on $X$;
\item[(R)] $\tau^{(1)}|_S \geq \frac{\delta_0}{1 + \delta_0} \sup_S \tau - C + \frac{1}{m_0} \log |u|_{h_0}^2$; in particular, we have
\begin{equation}
\sup_S \tau^{(1)} \geq \frac{\delta_0}{1 + \delta_0} \sup_S \tau - C.
\end{equation}
\end{enumerate}

In order to see that the last inequality holds, we fix any point $x_0 \in S$, such that $u$ is does not vanish at this point. After possibly rescaling $u$, we can assume that $\frac{1}{m_0} \log |u(x_0)|_{h_0}^2 = 0$ and then we have
\[\tau^{(1)}(x_0) \geq \frac{\delta_0}{1 + \delta_0} \sup_S \tau - C + \frac{1}{m_0} \log |u(x_0)|_{h_0}^2.\]

We certainly have $\sup_S \tau^{(1)} \geq \tau^{(1)}(x_0)$; hence (65) follows.
We remark next that the restriction properties of \( \tau^{(1)} \) have improved: modulo the function
\[
x \to -C + \frac{1}{m_0} \log |u(x)|^2_h
\]
which is independent of \( \tau \), we “gain” a factor \( \frac{\delta_0}{1 + \delta_0} < 1 \).

**Remark 5.6.** It is of paramount importance to realize that the constant “\( C \)” appearing in the expression of the function above is universal: it only depends on the geometry of \((X, S)\), the metric \( h \) and the norm of \( u \), also on the form which compensate the negativity of the Hessian of \( \tau \) (cf. (56), Tian’s lemma 5.5 and the comments after that). Moreover, if these quantities are varying in a uniform manner (as it is the case for our initial sequence \( \{\tau_m\} \)), then the constant \( C \) can be assumed to be independent of \( m \).

Therefore, it is natural to repeat this procedure with the sequence of functions \( \tau^{(1)} \) as input, so we successively produce the potentials \( \{\tau^{(p)}\} \) with the properties (N), (H) and (R) as above, for each \( p \geq 1 \).

We stress again on the fact that the quantities \( C, \delta_0 \) have two crucial uniformity properties: with respect to \( p \) (the number of iterations) and to \( m \) (the index of the sequence in 5.3).

Proceeding by induction we show that the following two equations hold:

\[
(66) \quad \tau^{(p)}|_S \geq \left( \frac{\delta_0}{1 + \delta_0} \right)^p \sup_S \tau \geq C \delta_0 \left( 1 - \left( \frac{\delta_0}{1 + \delta_0} \right)^{p-1} \right) - C + \log |u|^2_{h_0},
\]

\[
(67) \quad \sup_S \tau^{(p)} \geq \left( \frac{\delta_0}{1 + \delta_0} \right)^p \sup_S \tau - C(1 + \delta_0) \left( 1 - \left( \frac{\delta_0}{1 + \delta_0} \right)^p \right).
\]

The relation (67) is obtained by successive applications of (65) of the relation (R), since we have

\[
\sup_S \tau^{(p)} \geq \frac{\delta_0}{1 + \delta_0} \sup_S \tau^{(p-1)} - C
\]

for any \( p \geq 1 \). The lower bound (66) is derived as a direct consequence of (67) and (65).

The functions required by Theorem 5.3 are obtained by standard facts of pluripotential theory (see e.g. [Lelong69], [Lelong71], [Klimek91]): some subsequence \( \{\tau_{km_0}^{(p)}\} \) of \( \{\tau_{km_0}^{(p)}\} \) will converge in \( L^1 \) to the potential \( f_{km_0} \), as upper regularized limits

\[
f_{km_0}(z) := \limsup_{x \to z} \sup_{\nu \to \infty} \tau_{km_0}^{(p)}(x).
\]

By letting \( p \to \infty \), we see that the non-effective part of the estimate (66) tends to zero, so Theorem 5.3 is proved.
5.2. Proof of the Extension Theorem. In this last part of the proof of (1.7), we first recall that by the techniques originating in Siu’s seminal article [Siu00], for any fixed section \( s_A \in H^0(X, \mathcal{O}_X(A)) \), the section \( u^k \otimes s_A \) extends to \( X \), for any \( k \geq 1 \), (cf. [HM10, 6.3]). Indeed, by the assumption we have

\[
Z_{\pi^*(u)} + m_0 \widetilde{E}|_S \geq m_0 \Xi
\]

(cf. notations in the introduction) and then the extension of \( u^k \otimes s_A \) follows.

These extensions provide us with the potentials \( \{\tau_m\}_{m \geq 1} \) (simply by letting \( \tau_m = \frac{1}{m} \log |U_k|^2 \) where \( U_k \) is the given extension of \( u^k \otimes s_A \)) and then Theorem 5.3 converts this into a quantitative statement: there exists another family of potentials \( \{f_m\}_{m \geq 1} \) such that

\[
\max_X f_m = 0, \quad \Theta_h(K_X + S + B) + \sqrt{-1} \partial \bar{\partial} f_m \geq \frac{1}{m} \omega
\]

together with

\[
f_m|_S \geq C + \log |u|^2
\]

where \( C \) is a constant independent of \( m \). Under these circumstances, we invoke the same arguments as at the end of the preceding paragraph to infer that some subsequence \( \{f_{m_\nu}\} \) of \( \{f_m\} \) will converge in \( L^1 \) to the potential \( f_\infty \), as an upper regularized limit

\[
f_\infty(z) = \limsup_{x \to z} \lim_{\nu \to \infty} f_{m_\nu}(x)
\]

for every \( z \in X \).

The properties of the limit \( f_\infty \) are listed below:

\[
f_\infty|_S \geq C + \log |u|^2, \quad \Theta_h(K_X + S + B) + \sqrt{-1} \partial \bar{\partial} f_\infty \geq 0.
\]

We remark at this point that the metric \( e^{-f_\infty} h \) constructed here plays in the proof of Theorem 5.3 the same role as the metric \( h_0 \) in the arguments we have provided for (5.1).

The rest of the proof is routine: we write

\[
m_0(K_X + S + B) = K_X + S + F
\]

where we use the following notation

\[
F := B + (m_0 - 1)(K_X + S + B).
\]

We endow the line bundles \( \mathcal{O}_X(F) \) and \( \mathcal{O}_X(S) \) respectively with the metrics

\[
\varphi_F := \varphi_B + (m_0 - 1) \varphi_\infty
\]

and

\[
\varphi_\infty = \nu^1 \varphi_S + \varphi_\rho + \sum_{j \neq 1} \nu^j \log |f_{W_j}|^2
\]

where \( h_\infty = e^{-\varphi_\infty} \) is the metric given by \( e^{-f_\infty} h \); here we denote

\[
\widetilde{f}_\infty := \max(f_\infty, \tau_B)
\]
so that (as usual) we assume that

\[(71) \quad \varphi_\infty \geq \varphi_\rho + \sum_j \nu^j \log |f_{W_j}|^2\]

and \(S = Y_1\).

Then the requirements of (4.1) are easily checked, as follows:

• We have \(|s|^2 e^{-\varphi_S} \leq 1\) by relation (71) above, and moreover we have the equality

\[\varphi_S = \frac{1}{\nu_1} (\varphi_\infty - \varphi_\rho - \sum_{j \neq 1} \nu^j \log |f_{W_j}|^2)\]

from which one can determine the hermitian bundles \((G_i, e^{-\varphi_{G_i}})\).

• There exists \(\varepsilon_0 > 0\) and \(C\) such that \(\varphi_F \leq \varepsilon_0 \left( \sum_{j \neq 1} \nu^j \log |f_{W_j}|^2 \right) + C\)

because of the presence of the term \(\varphi_B\) in the expression of \(\varphi_F\); hence (22) is satisfied.

• \(\Theta_{h_F}(F) \geq 0\) by property (69), and for \(\alpha > 1/\nu^1\) we have

\[(72) \quad \Theta_{h_F}(F) - \frac{1}{\alpha} \Theta_{h_S}(S) \geq \left( \frac{\alpha \nu^1 - 1}{\alpha \nu^1} \right) \Theta_{h_F}(F),\]

and we remark that the right hand side curvature term is greater than 0.

• We have

\[\int_S |u|^2 e^{-\varphi_B - (m_0 - 1) \varphi_\infty} \leq C\]

by relation (69). Indeed, as a consequence of (69) we have

\[|u|^2 e^{-\varphi_B - (m_0 - 1) \varphi_\infty} \leq |u|^2 e^{-\varphi_B}\]

so the convergence of the preceding integral is due to the fact that \((S, B|_S)\) is klt.

Therefore, we can apply Theorem (4.1) and obtain an extension of \(u\). Theorem 1.7 is proved. \(\square\)

**Remark 5.7.** In fact, the metric (52) of the line bundle \(O_X(F)\) has strictly positive curvature, but the amount of positivity this metric has is \(\frac{1}{1 - m_0 \omega}\), and the estimates for the extension we obtain under these circumstances are not useful, in the sense that the constant \(C(\delta)\) in (56) becomes something like \(Ck^2\).
6. Further consequences, I

In this section we derive a few results which are related to Theorem 1.7. Up to a few details (which we will try to highlight), their proof is similar to that of (1.7), so our presentation will be brief.

We first remark that the arguments in Sections 4 and 5 have the following consequence.

**Theorem 6.1.** Let \( \{ S, Y_j \} \) be a finite set of hypersurfaces having normal crossings. Let
\[
B = \sum b_j Y_j
\]
where \( 0 < b_j < 1 \) is a set of rational numbers, such that:

(i) The bundle \( K_X + S + B \) is pseudo-effective, and \( S \notin N_\sigma(K_X + S + B) \).

(ii) We have \( K_X + S + B \equiv \sum \nu^j W_j \), where \( \nu^j > 0 \) and \( S \subset \text{Supp}(\sum \nu^j W_j) \subset \text{Supp}(S + B) \).

Then \( K_X + S + B \) admits a metric \( h = e^{-\phi} \) with positive curvature and well-defined restriction to \( S \).

As one can see, the only modification we have to operate for the proof of (1.7) is to replace the family of sections \( u^k \otimes s_A \) with a family of sections approximating a closed positive current on \( S \), whose existence is insured by the hypothesis (i).

The next statement of this section is an \( \mathbb{R} \)-version of (1.7).

**Theorem 6.2.** Let \( \{ S, Y_j \} \) be a finite set of hypersurfaces having normal crossings. Let \( 0 < b_j < 1 \) be a set of real numbers. Consider the \( \mathbb{R} \)-divisor \( B := \sum b_j Y_j \), and assume that the following properties are satisfied.

(a) The \( \mathbb{R} \)-bundle \( K_X + S + B \) is pseudo-effective, and \( S \notin N_\sigma(K_X + S + B) \).

(b) There exists an effective \( \mathbb{R} \)-divisor \( \sum \nu^j W_j \), numerically equivalent with \( K_X + S + B \), such that \( S \subset \{ W_j \} \subset \text{Supp}(S + B) \).

(c) The bundle \( K_S + B|_S \) is \( \mathbb{R} \)-linearly equivalent to an effective divisor say \( D := \sum \mu^j Z_j \), such that \( \pi^*(D) + \hat{E}|_S \geq \Xi \) (we use here the notations and conventions of (1.7)).

Then \( K_X + S + B \) is \( \mathbb{R} \)-linearly equivalent to an effective divisor whose support do not contain \( S \).

**Proof.** By a completely standard Diophantine approximation argument, we deduce the following fact. For any \( \eta > 0 \), there exists rational numbers \( b^\eta_j, \nu^\eta_j \) and \( \mu^\eta_j \) such that the following relations are satisfied.

- We have \( K_X + S + B_\eta \equiv \sum \nu^\eta_j W_j \), where \( B_\eta := \sum b^\eta_j Y_j \);
- The bundle \( K_S + B_\eta|_S \) is \( \mathbb{Q} \)-linearly equivalent to \( \sum \mu^\eta_j Z_j \);
Let $q_\eta$ be the common denominator of $b_j^\eta$, $\nu_j^\eta$ and $\mu_j^\eta$; then we have
\[
q_\eta \|b_\eta - b\| < \eta, \quad q_\eta \|\nu_\eta - \nu\| < \eta, \quad q_\eta \|\mu_\eta - \mu\| < \eta.
\]
Let $u_\eta \in H^0(S, \mathcal{O}_S(q_\eta(K_S + B_\eta|_S)))$ be the section associated to the divisor $\sum j \mu_j^\eta Z_j$. We invoke again the extension theorems in [HM10] (see also [Paun08, 1.H, 1.G]): as a consequence, the section $u_\eta \otimes k_\eta \otimes s^{q_\eta}_{A,i}$ of the bundle $k_\eta \otimes (K_S + B_\eta) + q_\eta A$ extends to $X$, where $k_\eta$ is a sequence of integers such that $k_\eta \to \infty$ as $\eta \to 0$.

We use the corresponding extensions $\{U_i^{(k_\eta,q_\eta)}\}_{i=1,\ldots,M_\eta}$ in order to define a metric $h_\eta$ on
\[
K_X + S + B_\eta + \frac{1}{k_\eta} A,
\]
with semi-positive curvature current, and whose restriction to $S$ is equivalent with $\log |u_\eta|^2_{\Omega}$. The proof of Theorem 5.3 shows that for each $\eta > 0$, there exists a function $f_\eta \in L^1(X)$ such that
\[
\begin{align*}
(1_\eta) \text{ We have } \max_X f_\eta = 0, \text{ as well as } \Theta_h(K_X + S + B) + \sqrt{-1} \partial \overline{\partial} f_\eta \geq & \frac{2}{k_\eta} \omega. \\
(2_\eta) \text{ The restriction } f_\eta|_S \text{ is well-defined, and we have } & f_\eta|_S \geq C + \log |u_\eta|^2_{\Omega}.
\end{align*}
\]
Passing to a subsequence we may assume that there is a limit of $f_\eta$; hence we infer the existence of a function $f_\infty$, such that $\Theta_h(K_X + S + B) + \sqrt{-1} \partial \overline{\partial} f_\infty \geq 0$, and such that
\[
f_\infty|_S \geq C + \log \left(\prod_j |f_{Z_j}|^{2\mu_j}\right).
\]
We will next use the metric $h_\infty := e^{-f_\infty} h$ in order to extend the section $u_\eta$ above, as soon as $\eta$ is small enough. We write
\[
q_\eta(K_X + S + B_\eta) = K_X + S + B_\eta + (q_\eta - 1)(K_X + S + B) + (q_\eta - 1)(B_\eta - B).
\]
Consider a metric on $F_\eta := B_\eta + (q_\eta - 1)(K_X + S + B) + (q_\eta - 1)(B_\eta - B)$ given by the following expression
\[
\sum_j (q_\eta b_j^\eta - (q_\eta - 1)b_j^\eta) \log |f_{Y_j}|^2 + (q_\eta - 1)\varphi_{f_\infty}.
\]
In the expression above, we denote by $\varphi_{f_{\infty}}$ the local weight of the metric $h_{\infty}$. By the maximum procedure used e.g. at the end of the proof of (5.3), we can assume that

$$\varphi_{f_{\infty}} \geq \log \left( \prod_j |f_{W_j}|^{2v^j} \right). \tag{78}$$

The metric in (77) has positive curvature, and one can easily check that the other curvature hypothesis are also verified (here we assume that $\eta \ll 1$, to insure the positivity of $q_\eta b^j - (q_\eta - 1)b^j$ for each $j$). The integrability requirement (23) is satisfied, since we have

$$\int_S \prod_j |f_{Z_j}|^{2q_\eta \nu^j} \prod_j |f_{Y_j}|^{2(2q_\eta - 1)\nu_j} < \infty$$

for all $\eta \ll 1$, by the Dirichlet conditions at the beginning of the proof. Hence each section $u_\eta$ extends to $X$, and the proof of (6.2) is finished by the usual convexity argument. \hfill \square

Our last statement concerns a version of (1.7) whose hypothesis are more analytic; the proof is obtained mutatis mutandis.

**Theorem 6.3.** Let $\{S, Y_j\}$ be a finite set of hypersurfaces having normal crossings. Let $0 < b^j < 1$ be a set of rational numbers. Consider the $\mathbb{Q}$-divisor $B := \sum_j b^j Y_j$, and assume that the following properties are satisfied.

(a) The bundle $K_X + S + B$ is pseudo-effective, and $S \notin N_\sigma(K_X + S + B)$.

(b) There exists a closed positive current $T \in \{K_X + S + B\}$ such that

(b.1) We have $T = \nu^1 [S] + \Lambda_T$, with $\nu_1 > 0$ and $\Lambda_T$ is positive.

(b.2) The following inequality holds

$$\varepsilon_0 \varphi_{\Lambda_T} \geq \varphi_B - C \tag{80}$$

where $\varepsilon_0$ and $C$ are positive real numbers.

(c) The bundle $m_0(K_S + B)$ has a section $u$, whose zero divisor $D$ satisfies the relation $\pi^*(D) + \bar{E}|_S \geq \Xi$ (we use here the notations and conventions in (1.7)).

Then the section $u$ extends to $X$; in particular, the bundle $K_X + S + B$ is $\mathbb{Q}$-effective, and moreover it has a section non-vanishing identically on $S$.

We remark here that in the proof of statement (6.3) we are using the full force of Theorem 4.1. The hypothesis above corresponds to the fact that $\{W_j\} \subset \{S, Y_j\}$ in (1.7).
7. Proof of Theorem 1.4

We begin by proving (1.8):

Proof of (1.8). Let \( f : X' \to X \) be a log resolution of \((X, S + B)\) and write \( K_{X'} + S' + B' = f^*(K_X + S + B) + E \) where \( S' \) is the strict transform of \( S \), \( B' \) and \( E \) are effective \( \mathbb{Q} \)-divisors with no common components. Then \((X', S' + B' + \epsilon E)\) is also a log smooth plt pair for some rational number \( 0 < \epsilon \ll 1 \). We may also assume that the components of \( B' \) are disjoint.

Since \( K_X + S + B \) is pseudo-effective, so is \( K_{X'} + S' + B' + \epsilon E \). Since \( K_X + S + B \) is nef, \( N_\sigma(K_X + S + B) = 0 \) and so
\[
N_\sigma(K_{X'} + S' + B' + \epsilon E) = N_\sigma(f^*(K_X + S + B) + (1 + \epsilon)E) = (1 + \epsilon)E.
\]
In particular \( S' \) is not contained in \( N_\sigma(K_{X'} + S' + B' + \epsilon E) \) and \( N_\sigma(||K_{X'} + S' + B' + \epsilon E||_{S'}) = (1 + \epsilon)E|_{S'} \) so that
\[
\Xi = (B' + \epsilon E)|_{S'} \land (1 + \epsilon)E|_{S'} = \epsilon E|_{S'}.
\]

Since there is an effective \( \mathbb{Q} \)-divisor \( D \sim_\mathbb{Q} K_X + S + B \) such that \( S \subset \text{Supp}(D) \subset \text{Supp}(S + B) \), then \( D' = f^*D + (1 + \epsilon)E \sim_\mathbb{Q} K_{X'} + S' + B' + \epsilon E \) is an effective \( \mathbb{Q} \)-divisor such that \( S' \subset \text{Supp}(D') \subset \text{Supp}(S' + B' + \epsilon E) \).

By (1.7),
\[
[m(K_{X'} + S' + B' + \epsilon E)]_{S'} \geq [m(K_{S'} + B'|_{S'} + E|_{S'})] + m\epsilon E
\]
for any \( m > 0 \) sufficiently divisible. Let \( \sigma \in H^0(S, \mathcal{O}_S(m(K_S + B_S))) \) and \( \sigma' \in H^0(S', \mathcal{O}_{S'}(m(K_{S'} + B'|_{S'} + (1 + \epsilon)E|_{S'}))) \) be the corresponding section. By what we have seen above, this section lifts to a section \( \tilde{\sigma}' \in H^0(X', \mathcal{O}_{X'}(m(K_{X'} + S' + B' + (1 + \epsilon)E))) \). Let \( \tilde{\sigma} = f_\ast \tilde{\sigma}' \in H^0(X, \mathcal{O}_X(m(K_X + S + B))) \), then \( \tilde{\sigma}|_S = \sigma \).

Theorem 1.4 is an immediate consequence of the following:

Theorem 7.1. Assume (1.3)_n and assume (1.2)_{n-1} for semi-dlt log pairs. Let \((X, \Delta)\) be an \( n \)-dimensional klt pair such that \( \kappa(K_X + \Delta) \geq 0 \) then \((X, \Delta)\) has a good minimal model.

Proof. We proceed by induction on the dimension. In particular we may also assume that (1.1)_{n-1} holds.

If \( \kappa(K_X + \Delta) = \dim X \), then \((X, \Delta)\) has a good minimal model by [BCHM10].

If \( 0 < \kappa(K_X + \Delta) < \dim X \), then \((X, \Delta)\) has a good minimal model by [Lai10].

We may therefore assume that \( \kappa(K_X + \Delta) = 0 \). We write \( K_X + \Delta \sim_\mathbb{Q} D \geq 0 \). Passing to a resolution, we may assume that \((X, \Delta + D)\) is log smooth. We will need the following.

Lemma 7.2. If \( D = \sum_{i \in I} d_i D_i \), then it suffices to show that \((X, \Delta')\) has a good minimal model where \( \Delta' \) is a \( \mathbb{Q} \)-divisor of the form \( \Delta' = \Delta + \sum g_i D_i \) such that \( g_i \geq 0 \) are positive rational numbers and either
Proof. If \( g_i > 0 \) for all \( i \in I \), then for any rational number \( 0 < \epsilon \ll 1 \), we have \((1 - \epsilon)(K_X + \Delta') \sim Q K_X + \Delta' - \epsilon(D + \sum g_i D_i) \) where

\[
\Delta \leq \Delta'' := \Delta' - \epsilon(D + \sum g_i D_i) \leq \Delta'
\]

and \((X, \Delta'')\) is klt. Since \( K_X + \Delta'' \sim Q (1 - \epsilon)(K_X + \Delta') \), then \((X, \Delta')\) has a good minimal model if and only if \((X, \Delta'')\) has a good minimal model. Replacing \( \Delta' \) by \( \Delta'' \), we may therefore assume that \((X, \Delta')\) is klt.

Note that

\[
K_X + \Delta \leq K_X + \Delta' \leq K_X + \Delta + gD \sim Q (1 + g)(K_X + \Delta)
\]

for some rational number \( g > 0 \). Therefore, \( \kappa(K_X + \Delta') = 0 \). In particular, by (1),

\[
\text{Fix}(K_X + \Delta') = \text{Supp}(D + \Delta' - \Delta) = \text{Supp}(D).
\]

Suppose that \((X, \Delta')\) has a good minimal model \( \phi : X \dasharrow X' \). Passing to a resolution, we may assume that \( \phi \) is a morphism and that

\[
\text{Supp}(D) = \text{Fix}(K_X + \Delta') = \text{Exc}(\phi)
\]

where \( \text{Fix} \) denotes the support of the divisors contained in the stable base locus.

We now run a \( K_X + \Delta \)-minimal model program with scaling over \( X' \). By [BCHM10] (cf. (2.4) and (2.5)), this minimal model program terminates. Therefore, we may assume that \( \text{Fix}(K_X + \Delta / X') = 0 \). Since \( D \) is exceptional over \( X' \), if \( D \neq 0 \), then by [BCHM10 3.6.2.1], there is a component \( F \) of \( D \) which is covered by curves \( \Sigma \) such that \( D \cdot \Sigma < 0 \). This implies that \( \text{Fix}(K_X + \Delta / X') = \text{Fix}(D / X') \) is non-empty; a contradiction as above. Therefore, \( D = 0 \) and hence \( K_X + \Delta \sim Q 0 \).

We let \( S = \sum S_i \) be the support of \( D \) and we let \( S + B = S \cup \Delta \) (i.e. mult\(_P\)(\( S + B \)) = max{mult\(_P\)(\( S \)), mult\(_P\)(\( \Delta \))}) and \( G = D + S + B - \Delta \) so that \( K_X + S + B \sim Q G \geq 0 \) and \( \text{Supp}(G) = \text{Supp}(S) \). By (7.2), it suffices to show that \((X, S + B)\) has a good minimal model. We now run a minimal model program with scaling of a sufficiently ample divisor. By (1.6)\(_{n-1}\) and (2.7)\(_n\), this minimal model terminates giving a birational contraction \( \phi : X \dasharrow X' \) such \((X', S' + B' := \phi_*(S + B))\) is dlt and \( K_{X'} + S' + B' \) is nef.

If \( S' = 0 \), then \( K_{X'} + S' + B' \sim Q 0 \) and we are done by (7.2). Therefore, we may assume that \( S' \neq 0 \). Note that if we let \( K_{S'} + B_{S'} := (K_{X'} + S' + B')|_{S'} \), then the pair \((S', B_{S'})\) is semi-dlt. By (1.2)\(_{n-1}\), we have that \( H^0(S', \mathcal{O}_{S'}(m(K_{S'} + B_{S'}))) \neq 0 \) for all sufficiently divisible integers \( m > 0 \). By (1.3)\(_n\), the sections of \( H^0(S', \mathcal{O}_{S'}(m(K_{S'} + B_{S'}))) \)
extend to $H^0(X',\mathcal{O}_{X'}(m(K_{X'} + S' + B'))) = H^0(X',\mathcal{O}_{X'}(mG'))$ and hence $S' \not\subset \text{Supp}(G')$ contradicting the fact that $\kappa(G') = 0$. \hfill \Box

8. Further remarks

The goal of this section is to show that assuming the Global ACC Conjecture (cf. \S 2 below), one can reduce \eqref{1.2} to the following weaker conjecture:

**Conjecture 8.1.** Let $X$ be a smooth projective variety. If $K_X$ is pseudo-effective then $\kappa(K_X) \geq 0$.

We will need the following:

**Conjecture 8.2** (Global ACC). Let $d \in \mathbb{N}$ and $I \subset [0,1]$ be a set satisfying the ACC. Then there is a finite subset $I_0 \subset I$ such that if

1. $X$ is a projective variety of dimension $d$,
2. $(X, \Delta)$ is log canonical,
3. $\Delta = \sum \delta_i \Delta_i$ where $\delta_i \in I$,
4. $K_X + \Delta \equiv 0$,

then $\delta_i \in I_0$.

**Remark 8.3.** Recall that a set satisfies the ACC (i.e. the ascending chain condition) if any non-decreasing sequence is eventually constant. A proof of \S 2 has been announced by Hacon, M'Kernan and Xu. They also show that \S 2 implies the ACC for log canonical thresholds cf. \S 4 below.

**Conjecture 8.4** (ACC for LCTs). Let $d \in \mathbb{N}$, $\Gamma \subset [0,1]$ be a set satisfying the DCC and $S \subset \mathbb{R}_{\geq 0}$ be a finite set. Then the set

$$\{\text{lct}(D, X, \Delta) | (X, \Delta) \text{ is lc }, \dim X = d, \Delta \in \Gamma, D \in S\}$$

satisfies the ACC. Here $D$ is $\mathbb{R}$-Cartier and $\Delta \in \Gamma$ (resp. $D \in S$) means $\Delta = \sum \delta_i \Delta_i$ where $\delta_i \in \Gamma$ (resp. $D = \sum d_i D_i$ where $d_i \in S$) and \text{lct}(D, X, \Delta) = \sup\{t \geq 0 | (X, \Delta + tD) \text{ is lc}\}$.

**Remark 8.5.** Following \cite{Birkar07} it seems likely that \eqref{1.2} in dimension $n$ and \S 4 in dimension $n-1$ imply the termination of flips for any pseudo-effective $n$-dimensional lc pair.

**Definition 8.6.** Let $(X, \Delta)$ be a projective klt pair and $G$ an effective $Q$-Cartier divisor such that $K_X + \Delta + tG$ is pseudo-effective for some $t \gg 0$.

Then the pseudo-effective threshold $\tau = \tau(X, \Delta; G)$ is given by

$$\tau = \inf\{t \geq 0 | K_X + \Delta + tG \text{ is pseudo-effective}\}.$$

**Proposition 8.7.** Assume \S 2. If $\tau = \tau(X, \Delta; G)$ is the pseudo-effective threshold positive, then $\tau$ is rational.
Proof. We may assume that $\tau = \tau(X, \Delta; G) > 0$. Fix an ample divisor $A$ on $X$ and for any $0 \leq x \leq \tau$ let $y = y(x) = \tau(X, \Delta + xG; A)$. Then $y(x)$ is a continuous function such that $y(\tau) = 0$ and $y(x) \in \mathbb{Q}$ for all rational numbers $0 \leq x < \tau$; moreover, for all $0 \leq x < \tau$, the $K_X + \Delta + xG$ minimal model program with scaling ends with a $K_X + \Delta + xG + yA$-trivial Mori fiber space $g \circ f : X \to Y_x \to Z_x$ (cf. [BCHM10] or (2.4)). Let $F = F_x$ be the general fiber of $g$, then

$$K_F + \Delta_F + xG_F + yA_F := (K_{Y_x} + f_*(\Delta + xG + yA))|_F \equiv 0$$

and $K_F + \Delta_F + \tau G_F$ is pseudo-effective. Therefore $K_F + \Delta_F + \eta G_F \equiv 0$ for some $x < \eta = \eta(x) \leq \tau$. By (8.2), we may assume that $\eta = \eta(x)$ is constant and hence $\eta = \tau$. In particular $\tau \in \mathbb{Q}$.

**Theorem 8.8.** Assume $(1.1)_{n-1}$, $(8.1)_n$ and $(8.2)_n$. Let $(X, \Delta)$ be an $n$-dimensional klt pair such that $K_X + \Delta$ is pseudo-effective. Then $\kappa(K_X + \Delta) \geq 0$.

**Proof.** We may also assume that $K_X$ is not pseudo-effective and $\Delta \neq 0$. Replacing $X$ by a birational model, we may assume that $(X, \Delta)$ is log smooth. Let $\tau = \tau(X, 0; \Delta)$. Note that $\tau > 0$. By (8.7) and its proof, there is a birational contraction $f : X \to Y$, a rational number $\tau > 0$ and a $K_X + \tau \Delta$-trivial Mori fiber space $Y \to Z$. (Here, for $0 < \tau - x \ll 1$, we have denoted $f_x$ by $f$, $Y_x$ by $Y$ and $Z_x$ by $Z$.)

Assume that $\dim X > \dim Z > 0$. After possibly replacing $X$ by a resolution, we may assume that $f : X \to Y$ is a morphism. Let $C$ be a general complete intersection curve on $F$ the general fiber of $Y \to Z$. We may assume that $C \cap f(\text{Exc}(f)) = \emptyset$ and so we have an isomorphism $C' = f^{-1}(C) \to C$. Thus

$$(K_X + \tau \Delta) \cdot C' = (K_Y + \tau f_* \Delta) \cdot C = 0.$$ 

In particular $K_X + \tau \Delta$ is not big over $Z$. Since $\dim(X/Z) < \dim X$, by (1.1)_{n-1}, we may assume that the general fiber of $(X, \tau \Delta)$ has a good minimal model over $Z$. By [Lai10], we have a good minimal model $h : X \to W$ for $(X, \Delta)$ over $Z$. Let

$$r : W \to V := \text{Proj}_Z R(K_W + \tau h_* \Delta)$$

be the corresponding morphism over $Z$. By [Ambro03] 0.2, we may write $K_W + \tau h_* \Delta = r^*(K_V + B_V)$ where $(V, B_V)$ is klt. By induction on the dimension $\kappa(K_V + B_V) \geq 0$. Therefore

$$\kappa(K_X + \Delta) \geq \kappa(K_X + \tau \Delta) = \kappa(K_Y + \tau f_* \Delta) \geq 0.$$ 

Therefore, we may assume that $\dim Z = 0$ (for all $0 < \tau - x \ll 1$). We claim that we may assume that $f$ is $K_X + \tau \Delta$-non-positive. Grant this for the time being, then by the Negativity Lemma (since $K_Y + \tau f_* \Delta$ is nef) it is easy to see that $\kappa(K_X + \tau \Delta) = \kappa(K_Y + \tau f_* \Delta)$ (cf. (2.1)). But as $\rho(Y) = 1$, we have that $\kappa(K_Y + \tau f_* \Delta) \geq 0$ as required. To see
the claim, we first of all notice that for some fixed $0 < y = y(x) \ll 1$ and any $0 < \tau - x' \ll \tau - x$, we have
\[
\operatorname{Supp}(N_\sigma(K_X + \tau \Delta)) = \operatorname{Supp}(N_\sigma(K_X + \tau \Delta + yA)) \\
\supset \operatorname{Supp}(N_\sigma(K_X + x' \Delta + y'A))
\]
(since $(\tau-x')\Delta+(y-y')A$ is ample). It follows that we may assume that $\operatorname{Supp}(N_\sigma(K_X+x_i \Delta+y_iA))$ is fixed for some sequence $0 < x_i < \tau$ where $y_i = y(x_i)$ and $\lim x_i = \tau$. Thus, we may assume that all $Y_i := Y_{x_i}$ are isomorphic in codimension 1. As observed above, we may also assume that $\dim Z_i = 0$ and hence $K_{Y_i} + f_{i*}(x_i \Delta + y_iA) \equiv 0$. Let $E$ be any $f$-exceptional divisor for $f : X \dashrightarrow Y := Y_1$. We must show that $f$ is $K_X + \tau \Delta$-non-positive i.e. that $a(E, Y, \tau f_i \Delta) \geq a(E, X, \tau \Delta)$. For any $i > 0$, since $K_{Y_i} + f_{i*}(x_i \Delta + y_iA) \equiv 0$, we have
\[
a(E, Y, f_{i*}(x_i \Delta + y_iA)) = a(E, Y, f_{i*}(x_i \Delta + y_iA)) \leq a(E, X, x_i \Delta + y_iA).
\]
Passing to the limit, we obtain the required inequality.

Finally we recall the following important application of the existence of good minimal models.

**Theorem 8.9.** Assume (1.1). Let $X$ be a smooth projective variety and $\Delta_i$ be $\mathbb{Q}$-divisors on $X$ such that $\sum \Delta_i$ has simple normal crossings support and $|\Delta_i| = 0$. Let $\mathcal{C} \subset \{ \Delta = \sum t_i \Delta_i | 0 \leq t_i \leq 1 \}$ be a rational polytope.

Then there are finitely many birational contractions $\phi_i : X \dashrightarrow X_i$ and finitely many projective morphisms $\psi_{i,j} : X_i \rightarrow Z_{i,j}$ (surjective with connected fibers) such that if $\Delta \in \mathcal{C}$ and $K_X + \Delta$ is pseudo-effective, then there exists $i$ such that $\phi_i : X \dashrightarrow X_i$ is a good minimal model of $(X, \Delta)$ and $j$ such that $Z_{i,j} = \operatorname{Proj}R(K_X + \Delta)$. Moreover, the closures of the sets
\[
A_{i,j} = \{ \Delta = \sum t_i \Delta_i | K_X + \Delta \sim \mathbb{R} \psi_{i,j}^* H_{i,j}, \text{ with } H_{i,j} \text{ ample on } Z_{i,j} \}
\]
are finite unions of rational polytopes.

**Proof.** The proof follows easily along the lines of the proof of [BCHM10, 7.1]. We include the details for the benefit of the reader. We may work locally in a neighborhood $\mathcal{C}$ of any $\Delta$ as above. Let $\phi : X \dashrightarrow Y$ be a good minimal model of $K_X + \Delta$ and $\psi : Y \rightarrow Z = \operatorname{Proj}R(K_X + \Delta)$ so that $K_Y + \phi_* \Delta \sim_{\mathbb{R}, Z} 0$. Since $\phi$ is $K_X + \Delta$-negative, we may assume that the same is true for any $\Delta' \in \mathcal{C}$ (after possibly replacing $\mathcal{C}$ by a smaller subset). We may therefore assume that for any $\Delta' \in \mathcal{C}$, the minimal models of $(X, \Delta)$ and $(Y, \phi_* \Delta')$ coincide (cf. [BCHM10, 3.6.9, 3.6.10]). Therefore, we may replace $X$ by $Y$ and hence assume that $K_X + \Delta$ is nef. Let $K_X + \Delta \sim_{\mathbb{R}} \psi^* H$ where $H$ is ample on $Z$ and $\psi : X \rightarrow Z$. Note that there is a positive constant $\delta$ such that $H \cdot C \geq \delta$ for any
curve $C$ on $Z$. We claim that (after possibly further shrinking $C$), for any $\Delta' \in C$, we have that $K_X + \Delta'$ is nef if and only if it is nef over $Z$.

To this end, note that if $(K_X + \Delta') \cdot C < 0$ and $(K_X + \Delta) \cdot C > 0$, then $(K_X + \Delta^*) \cdot C < 0$ where $\Delta^* = \Delta + t(\Delta' - \Delta)$ for some $t > 0$ belongs to the boundary of $C$. But then, by (2.8), we may assume that $-(K_X + \Delta^*) \cdot C \leq 2 \dim X$. Since $(K_X + \Delta) \cdot C = H \cdot \psi_* C \geq \delta$ it follows easily that this can not happen for $\Delta'$ in any sufficiently small neighborhood $\Delta \subset C' \subset C$. We may replace $C$ by $C'$ and the claim follows.

Therefore, it suffices to prove the relative version of the Theorem over $Z$ cf. [BCHM10, 7.1]. By induction on the dimension of $C$, we may assume the theorem holds (over $Z$) for the boundary of $C$. For any $\Delta \neq \Delta' \in C$ we can choose $\Theta$ on the boundary of $C$ such that 

\[ \Theta - \Delta = \lambda(\Delta' - \Delta), \quad 0 < \lambda. \]

Since $K_X + \Delta \sim_{\mathbb{R}, Z} 0$, we have

\[ K_X + \Theta \sim_{\mathbb{R}, Z} \lambda(K_X + \Delta'). \]

Therefore $K_X + \Theta$ is pseudo-effective over $Z$ if and only if $K_X + \Delta'$ is pseudo-effective over $Z$ and the minimal models over $Z$ of $K_X + \Theta$ and $K_X + \Delta'$ coincide (cf. [BCHM10, 3.6.9, 3.6.10]). It is also easy to see that if $\psi' : X \to Z'$ is a morphism over $Z$, then $K_X + \Theta \sim_{\mathbb{R}} \psi'^* H'$ for some ample divisor $H'$ on $Z'$ if and only if $K_X + \Delta' \sim_{\mathbb{R}} \psi'^*(\lambda H')$. The theorem now follows easily.

\[ \square \]

**Theorem 8.10.** Assume (1.1). Let $X$ be a smooth projective variety and $\Delta_i$ be $\mathbb{Q}$-divisors on $X$ such that $\sum \Delta_i$ has simple normal crossings support and $\lfloor \Delta_i \rfloor = 0$. Then the adjoint ring

\[ R(X; K_X + \Delta_1, \ldots, K_X + \Delta_r) \]

is finitely generated.

**Proof.** This is an easy consequence of (8.9), see for example the proof of [BCHM10, 1.1.9]. \[ \square \]

**Corollary 8.11.** With the notation of (8.9). Let $P$ be any prime divisor on $X$ and $C^+$ the intersection of $C$ with the pseudo-effective cone. Then the function $\sigma_P : C^+ \to \mathbb{R}_{\geq 0}$ is continuous and piecewise rational affine linear.

**Proof.** Immediate from (8.9). \[ \square \]
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