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Abstract.

We prove that the Ricci scalar curvature and the Berwald scalar curvature of a two-dimensional Finsler space, considered over a vector field on the 3-dimensional flat space, are naturally related to 2-dimensional electro-capillary phenomena effects observed for a compressed monolayer. The Cartan tensor and the nonlinear Barthel connection of the Finsler model are determined, and the geometric objects which depend on compression speed and on the characteristics of the electrically charged double layer are used in order to reveal several classes of structure formation within the phase transition of the first order.
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1 Introduction

The nano-structures, which are formed at the boundary which separates two distinct phases, may exhibit unique electro-physical and optical properties [1, 2, 3, 4]. A type of such structures is represented by the Langmuir-Blodgett (LB) monolayers, which are obtained by compressing a mono-molecular layer (monolayer) of amphiphilic molecules on the surface of a liquid subphase [5, 6, 7, 8], in case that the compression is accompanied by the first order phase transition [9, 10, 11, 12]. In [13, 14] a Finsler geometrization of the contribution of the electro-capillary interactions to an action $S$, which describes the motion of particles in the monolayer, was proposed. This (pseudo)-Finsler space has the specific feature that a part of the tangent vectors lie on the hypercone similar to light cones of Relativity Theory [15, 16]). The Finsler structure relies on associated geometric vector bundles over the slit tangent space, which infers that the fundamental Finsler function (pseudonorm) may be considered as an action for physical systems. In particular, one has the 3-dimensional case where the Finsler function is associated to the physical system associated to a 2d-monolayer. In its essence, a bundle is a geometric structure whose associated projection mapping transforms a path which lies inside a fiber to a point (a set of null measure) of the base manifold. There exist similar examples in which a system within the physical space is given by means of a projection from a space with larger dimension than the base space of the physical system. This can be illustrated by the reducing of the hydrogen-like atom problem with its symmetry group $SO(4)$ to a consideration of the harmonic oscillator in the space with the symmetry group $SO(6)$. In such problems the projection of states from the 6-dimensional space to the physical (3,1)-dimensional space is constructed [17].

For the determined Finsler function of the monolayer we numerically produced a large number of indicator classes [14]. However, in the absence of the stability of such solutions, the link between these solutions and the real observed monolayer structures was not completely sustained. The principle of minimal action $S$ needs the fulfillment of the Euler-Lagrange equations for the Lagrange function $L$, which provides the action $\int L dt = S$. These are differential equations of second-order, hence the need to consider the specific structural (Jacobi) stability, which reveals the robustness/fragility of the second order system [18]. To this aim, one has to take into account that the obtained Finsler metric provides a specific class of invariant geometric objects of the Finsler bundle of tangent spaces, which naturally relate to the surface electrocapillary physical phenomena observed for the monolayer. We should note that the 2d-motion of particles within this in this monolayer is approximated by geodesics of the geometric structure.

The anomalous behavior of geometric objects like the Ricci and Berwald scalar curvatures $R_c$ and $B_c$, the Cartan tensor, and the nonlinear Barthel connection play a special role while developing the KCC theory of the model and constructing the associated invariants. We shall determine the relation between the anomalous behavior of these geometric objects and the behavior of compression isotherms $\tilde{\pi} - s$. For LB-structures, these isotherms exhibit a plateau, which is characteristic for the phase transition of the first order.
It is known [19, 20] that the necessary condition of phase state stability is a positiveness of Hessian in an expansion of energy increment over thermodynamic variables. By analogy one can study the stability of phase state by analyzing a Hessian for an expansion of Gibbs free energy [21]. With such an approach one can introduce a metric of a thermodynamic variables space to utilize Riemann geometry methods [22, 23]. The scalar curvature in such thermodynamic geometrization can be expressed in terms of such matter thermodynamics quantities as the compressibility \( \kappa \), the thermal expansion, the heat capacity. It was expected that a priority of such approach would be the analysis of one geometric structure – the curvature, as generalized thermodynamic parameter, instead of a large number of thermodynamic inequalities. The heat capacity and compressibility have divergences at phase transitions. Divergences of the thermodynamic quantities should involve divergences of the curvature. However, for well-known Ruppeiner’s [24] and Weinhold’s [22, 23] metrics limited values of scalar curvatures in a critical point remain finite when trending one of above mentioned thermodynamic quantities to infinity at fixed other ones [25]. In [26] the thermodynamics was geometrized with a metric, scalar curvature of which diverges in a critical point. The Quevedo’s metric describes second-order phase transitions without metastable states satisfactorily [25]. A physical nature of the first order phase transition in a triple point is analogous to the second order phase transition [27]. But, in contrast to the second order phase transitions in the vicinity of the first order phase transition \( \kappa \) and other thermodynamic quantities of matter change sign to opposite. In [25] it was proposed a metric of thermodynamic variables space, the scalar curvature of which both divergences and differs by sign for stable and metastable states in a critical point. But, unfortunately this metric is not invariant in respect to Legendre transformations. Thus, nowadays a problem of description of the first order phase transitions is still actual.

The goal of the present paper is to describe by means of the invariants of the 2D-Finsler space the acceleration of the molecules of the monolayer in the field of electro-capillary forces, whose contribution to the action is represented as a Finsler-type geometric structure associated to the interactions within the amphiphilic monolayer, and to study the structuring of the monolayer which undergoes phase transition.

2 The physical model

In [14], there is proposed a simple model of a monolayer of amphiphilic molecules. Hydrophilic parts of amphiphilic molecules are in an electrolyte and hydrophobic parts are outside. In water the hydrophilic parts of molecules dissociate on positively charged hydrogen ions and negatively charged hydrophilic groups (”heads”). The monolayer and the double electrically charged layer are regarded as a plane-parallel capacitor with the capacity \( C \), and a charge \( \pm Q \) on its plates. The potential difference \( \Phi \) on the interphase boundary is determined by the formula

\[
\Phi = \frac{Q}{C} = \frac{QD}{\varepsilon \varepsilon_0 S} = \frac{qp(\vec{r}, t)D}{\varepsilon \varepsilon_0},
\]

where \( q \) is the charge of one ionized molecule, \( \rho(\vec{r}, t) \) is the surface density of molecules in the monolayer, \( \varepsilon_0 \) is the dielectric constant, \( \varepsilon \) is the dielectric permittivity, and \( S \) is the area of the capacitor plates. The motion of ionized particles of the monolayer takes place in the potential of electro-capillary forces (28, 29, 30, 31). This is why - as shown in [14] - the particles possess, besides the kinetic energy and the energy of interparticle interactions \( E_c \), a potential energy \( U_s(r, t) \) due to the capillary interaction:

\[
U_s(r, t) = \sigma_r' + \sigma_1' \frac{1}{r} + \sigma \frac{1}{r},
\]

at an arbitrary point of the spherically-symmetric monolayer with the co-ordinates \((r, t)\), with \( \rho \) having the explicit form:

\[
\rho(r, t) = \rho_0 e^{-\int \sigma_1 dt}.
\]

We shall further choose a cylindric orthogonal coordinate system \((r, \phi, z)\), in which the spherically-symmetric monolayer is displaced in the plane \( XY \) with \( z = 0 \), and the center is located at the origin of coordinates; here the prime denotes the derivative with respect to the corresponding index, \( \sigma \) is the surface tension of
the monolayer (the energy of the 2d-membrane), determined by the following expression:

\[
\sigma(r,t) = -\frac{\pi^2 q^2}{\varepsilon \varepsilon_0 \rho_0^2} \int \dot{r} dt \frac{r^3 e^{-t^2}}{t^{1/2} r^{1/2}} .
\] (2.4)

and \( \rho_0 \) is the monolayer density at the initial moment \( t_0 \).

### 3 The Lagrange and Finsler structures associated to the model

One can neglect the particle interaction energy \( E_c \), since the negatively charged "heads" are surrounded by the positively-charged "coats" of ions and water molecules. Then, for the general case of a particle which moves in the potential \( U_s(r,t) \) in a plane, it is possible to write down the Lagrange function \( L \) corresponding to this motion, in the form:

\[
L = m \frac{dr^2 + r^2 d\varphi^2}{2 dt^2} - U_s(r,t),
\] (3.1)

where the first term in the expression (3.1) is a kinetic energy. The non-relativistic metric function \( dF \) of the monolayer in the Euclidean 3d-space reads [14]:

\[
dF = mc^2 dt - L_0(x,y) dt + eAdz/c,
\] (3.2)

where \( L_0 \) is the Lagrange function which is considered without taking into account effects of electro-capillarity, \( dz \sim \dot{r} dr/D \), \( z \) is the projection of the position vector \( \vec{R} \) of a particle onto the \( Z \)-axis, \( c \) is the speed of light, and we have:

\[
\frac{e}{c} Adz = -\frac{q}{D} \dot{r} dr \int |E'| dt \quad (3.3)
\]

due to the relation

\[
\frac{1}{c} \frac{\partial}{\partial t} \vec{\nabla} \times \vec{A} = -\vec{\nabla} \times \vec{E}',
\] (3.4)

where \( \vec{E}' = \vec{\nabla} \Phi \). Since the monolayer exhibits non-vanishing curvature, the particle will have an accelerated motion with the acceleration value \( a_u \): \( \dot{r} \sim a_u t \). This means that the ranges of variation for the variable \( z \) differ for various directions (\( dx, dy \)). Taking into account that \( dz \sim a_u t dr/D \), the space of particle motion is a space of linear elements \( x,y,z,t = D \frac{\partial}{\partial r} \) with the underlying geometry of Finsler type, as stated in the Introduction, and we have

\[
dF \sim e \ dz = \frac{q}{D} a_u t \ dr.
\] (3.5)

The equation of the figuratrix \( H \) can be obtained from the following expression [16, pp.34,43-44], [32]:

\[
\frac{\partial g_{ik}(x,\dot{x})}{\partial x^h} \dot{x}^i \dot{x}^k = -\frac{\partial g^{ik}(x,p)}{\partial x^h} p_i p_k, \quad \dot{x}^i = g^{ij} p_j, \quad p_i = g_{ij} \dot{x}^j,
\] (3.6)

if we take into account that

\[
F^2(x,\dot{x}) = g_{ik}(x,\dot{x}) \dot{x}^i \dot{x}^k, \quad H^2(x,p) = g^{ik}(x,p) p_i p_k.
\] (3.7)

From this, it follows that the metric function \( F \) is connected with the Hamiltonian \( H \) by the following relation:

\[
\frac{\partial F^2(x,\dot{x})}{\partial x^h} = -\frac{\partial H^2(x,p)}{\partial x^h}.
\] (3.8)

Now, we differentiate the right hand side of (3.8), and take into consideration the dependence of the kinetic energy on momentum only. Then, eq. (3.8) gets the form

\[
\frac{\partial F^2(x,\dot{x})}{\partial x^h} = -2H \frac{\partial U_s(x,\dot{x})}{\partial x^h}.
\] (3.9)
For potential energy $U_{\kappa}$ in the expression (3.9) we shall use the model potential \((2.2)-(2.4)\). Then, substituting the expressions \((2.2)-(2.4)\) into (3.9), we rewrite the last relation as

$$
\frac{\partial F^2(x,\dot{x})}{\partial x^{\kappa}} = -2E_{\kappa} \frac{\partial}{\partial x^{\kappa}} \frac{\pi^2 q^2}{\varepsilon \varepsilon_0} \rho_0^2 \int \dot{r} \, dt \left[ -2e^{-\int_0^t \frac{2\dot{r}}{r} \, dt'} (3 - 2 \frac{\dot{r}}{r} \int_0^t \dot{r} \, dt'/r - e^{-\frac{\int_0^t \frac{2\dot{r}}{r} \, dt'}}) \right] r^2
$$

\[ = -2E_{\kappa} \frac{\partial}{\partial x^{\kappa}} \frac{\pi^2 q^2}{\varepsilon \varepsilon_0} \rho_0^2 \left( -3 \int \dot{r} \, dt e^{-\frac{\int_0^t \frac{2\dot{r}}{r} \, dt'}{r^2}} \right), \]

where $E_{\kappa}$ is an arbitrarily fixed value of the Hamiltonian function $H$.

### 4 From metric to field equation

We shall further examine the state of the monolayer at the beginning of the compression $t \to t_0 = 0$, when the monolayer represents itself a two-dimensional gas. This is the case of such concentrations $\rho(r, t)$, $\rho = \rho_0$, at which the interaction of the particles of the monolayer may be neglected. In this case velocities of particles are very small: $\dot{r} = \delta \to 0$ and $r = r(0) + \dot{r} t$, as $t \to 0$. Then, taking into account the condition $\dot{r} = -a_u t$, $a_u > 0$, the dependence $\rho(r, t)$ gets the following explicit form:

$$
\rho(r, \dot{r} \to 0) = \rho_0 e^{-\int_0^t \frac{\dot{r}}{r} \, dt'} \bigg|_{\dot{r} = \delta} \to \rho_0 e^{-\int_0^t \frac{\dot{r}}{r(0) + \dot{r} t} \, dt'} \bigg|_{\dot{r} = -a_u t}
$$

\[ = \rho_0 e^{-\int_0^t \frac{\dot{r}}{r(0) - a_u t} \, dt'} = \rho_0 e^{-1/2 \int_0^t \frac{d(r(0) - a_u t^2)}{r(0) - a_u t^2}} = \rho_0 \left( \frac{r(0)}{r(0) - a_u t^2} \right)^{1/2} \bigg|_{t \to 0}, \]

where $r(0) = r(t = 0)$. For small compression time $t \to 0$, by taking into account \((4.1)\), the quadratic metric \((3.10)\) without the kinetic energy part can be transformed to the following form:

$$
F^2 \sim -2E_{\kappa} \frac{\pi^2 q^2}{\varepsilon \varepsilon_0} \rho_0^2 \left( 3 \int a_u \frac{d t e^{-\int_0^t \frac{2\dot{r}}{r} \, dt'}}{\dot{r}^2} \right) = -6E_{\kappa} \frac{\pi^2 q^2}{\varepsilon \varepsilon_0} a_u \int t \, dt \rho^2(r, t) \, r^2
$$

\[ = -6E_{\kappa} \frac{\pi^2 q^2}{\varepsilon \varepsilon_0} a_u \rho_0^2 (r(0) \int (r(0)t - a_u t^3) \, dt) = -3E_{\kappa} \frac{\pi^2 q^2}{\varepsilon \varepsilon_0} a_u \rho^2(r, t) \, r^2 \left( r^2 - \frac{1}{2} a_u r t^2 \right)
$$

\[ = -3E_{\kappa} \frac{\pi^2 q^2}{\varepsilon \varepsilon_0} a_u \rho^2(r, t) \, t^2 \left[ r^2 + O(t^2) \right]. \]

Due to the admissible freedom in choosing the fixed value of the Hamiltonian function $H$, one can assume that

$$
E_{\kappa} = -1 \text{ for } \int |E'| \, dt = \sqrt{3\pi}. \quad (4.3)
$$

The assumption \((4.3)\) allows us to rewrite the part \((4.2)\) of the quadratic metric and the metric function \((3.5)\) without the kinetic energy part as

$$
F^2(x, \dot{x}) \bigg|_{t \to 0} \equiv F^2(x, \dot{x}, \dot{t}) \sim \frac{3\pi^2 q^2}{\varepsilon \varepsilon_0} a_u \rho^2(r, t) \, t^2 \, r^2, \quad (4.4)
$$

\[ F(x, \dot{x}, \dot{t}) \sim -\sqrt{3\pi} \frac{q a_u}{D} tr \]

Comparing \((4.4)\) with \((4.5)\), we get the acceleration $a_u$ in its explicit form

$$
\frac{q \sqrt{a_u}}{\sqrt{\varepsilon \varepsilon_0}} \sim \frac{q \rho(r, t) D}{\varepsilon \varepsilon_0}. \quad (4.6)
$$
The comparison of (4.6) and (2.1) leads to the approximation
\[ a_u \sim \frac{\varepsilon \varepsilon_0}{q^2} \left( \frac{q \rho(r, t) D}{\varepsilon \varepsilon_0} \right)^2 = \varepsilon \varepsilon_0 \left( \frac{q}{q^2} \right)^2 (\Phi)^2. \] (4.7)

Now, one can consider the kinetic energy part of the action (3.2). It is easy to see that \( m \dot{r} \) is a flux density per one particle which is proportional to a flux density \( \int \rho \dot{r}^2 d^2r \) normalized to the area \( S_1 = \pi r^2(0) \):
\[ m \dot{r} \sim \int \frac{\rho \dot{r}^2}{\pi r^2(0)} d^2r. \] (4.8)

Substituting (3.5, 4.3, 4.7) into (3.2), rewriting the kinetic energy term in consideration of (4.8), and integrating, one gets the action \( F \) in the form
\[ F = \int dF = \int m c^2 dt - \int \int \frac{\alpha}{\rho_0} \frac{\dot{r}^2}{2 \pi r^2(0)} \rho^2 dt d^2r - \frac{q}{D} \int \frac{\varepsilon \varepsilon_0}{q^2} (\Phi)^2 d^2r, \] (4.9)
with accuracy up to coefficient \( \alpha \). We consider the coefficient given by the following relation:
\[ \alpha = \frac{|q| D}{2 \varepsilon \varepsilon_0} \] (4.10)
and choose the initial value \( \rho_0 \) as
\[ \rho(0) \propto \frac{1}{q^2}. \] (4.11)

Assuming that \( q = -|q| \) and due to \( t = \int dt \), after substituting the expressions (4.10) and (4.11) into the (4.9), one gets that
\[ \int dF = \int m c^2 dt - \frac{|q| \varepsilon \varepsilon_0}{D} \left[ \int \int \left( \frac{q D}{\varepsilon \varepsilon_0} \right)^2 \frac{\dot{r}^2}{4 \pi r^2(0)} \rho^2 dt d^2r - \int dt \int d^2r \frac{1}{q^2} (\Phi)^2 \right]. \] (4.12)

Due to the (4.1), the term \( \rho^2 \dot{r}^2/(4 r^2(0)) \) which enters into the second term of (4.12) can be replaced by \( \left( \frac{\partial \rho(r,t)}{\partial t} \right)^2 \), since:
\[ \left( \frac{\partial \rho(r,t)}{\partial t} \right)^2 = \frac{1}{4} \frac{\dot{r}^2}{\rho^2} \frac{r(0)}{r(t)} = \frac{\rho^2 \dot{r}^2}{4 r^2(0) (1 - |r(t)/r(0)|^2)} \]
\[ \approx \frac{\dot{r}^2 \rho^2}{4 r^2(0) (1 - 2 |r(t)/r(0)|)} \rightarrow \frac{\dot{r}^2 \rho^2}{4 r^2(0)}, \text{ as } t \rightarrow 0. \] (4.13)

By substituting (4.13) into (4.12) and by taking into account the expression (2.1), one obtains that
\[ \int dF = \int m c^2 dt - \frac{|q| \varepsilon \varepsilon_0}{D} \left[ \int dt \int d^2r \left( \frac{\partial}{\partial t} \frac{q D}{\varepsilon \varepsilon_0} \right)^2 \left( \frac{\partial \rho(r,t)}{\partial t} \right)^2 \right] - \int dt \int d^2r \frac{1}{q^2} (\Phi)^2 \] (4.14)

The quantity \( \Pi' \), which is conjugated to \( \frac{\partial}{\partial t} \Phi \) and equal to
\[ \Pi' = \frac{2}{\pi} \frac{\partial}{\partial t} \Phi, \] (4.15)
is called the momentum of the field \( \Phi \). We shall establish the physical meaning of (4.14). To this aim, it is necessary to add and subtract the gradient of the field \( \Phi \), which is multiplied with \( \varepsilon \varepsilon_0 \):
\[ \frac{|q| \varepsilon \varepsilon_0}{D} \left( \frac{\Phi}{D} \right)^2 \sim \frac{|q| \varepsilon \varepsilon_0}{D} \left( \nabla \Phi \right)^2. \] (4.16)
By substituting (4.15) and (4.16) into (4.14), one obtains that
\[
dF = mc^2 dt - dt \frac{|q|\varepsilon_0}{D} \int d^2r \left\{ \frac{1}{2} \Pi' \frac{\partial}{\partial t} \Phi - \left( \nabla \Phi \right)^2 - \frac{1}{q^2} (\Phi)^2 \right\} - \frac{|q|\varepsilon_0}{D} dt \int d^2r \left( \frac{\Phi}{D} \right)^2.
\] (4.17)

According to field theory [33, 34], the term in braces which enters into (4.17) is the Lagrangian density \( \mathcal{L} \) of the field \( \Phi \) stipulated by electrocapillary interactions:
\[
\mathcal{L} = \frac{1}{2} \Pi' \frac{\partial}{\partial t} \Phi - \left( \nabla \Phi \right)^2 - \frac{1}{q^2} (\Phi)^2.
\] (4.18)

This infers that the quantity \( \frac{1}{\gamma^2} \) is a squared mass of the electrocapillary field \( \Phi \).

We shall choose the initial value \( r(0) \), such that this satisfies the law of conservation of matter. Under these circumstances, the duration \( T = \frac{R_0}{V} \) for which the initial radius \( R_0 \) compresses up to zero (a point), is approximatively equal to the time consumed by the particle which moves with the speed \( \dot{r} \), travelling along a distance which does not exceed \( |V|T \), to the barrier, and further, jointly with the barrier, along a distance less than \( |V|T \) to the center of the monolayer:
\[
\frac{R_0}{|V|} \leq \frac{2|V| T}{|\dot{r}|},
\] (4.19)

where \( V \) is the compression speed. The condition (4.19) for the arbitrary point \( r(0) \) of the monolayer can be expressed as
\[
\frac{r(0)}{|V|} \leq \frac{2|V| t}{|\dot{r}|}.
\] (4.20)

The velocity limitation (4.20) allows us to choose \( r(0) \) as
\[
\frac{r(0)}{|V| t} \leq \frac{2|V|}{|\dot{r}|}.
\] (4.21)

For the initial conditions (4.11) and (4.21), the kinetic energy term entering into (4.14) can be rewritten in the following form:
\[
\frac{|q|\varepsilon_0}{D} \left[ \left( \frac{qD}{2\varepsilon_0} \right)^2 \int \frac{r^2 d^2r}{4\pi r^2(0)(1 - 2|\dot{r}|/r(0))} \rho^2 d^2r \right] = \frac{|q|\varepsilon_0}{|q|} \left[ \left( \frac{qD}{\varepsilon_0} \right)^2 \int \frac{\rho^2 d^2r}{4\pi r^2(0)(1 - 2|\dot{r}|/r(0))} D d^2r \right]
\]
\[
= \frac{Z_k}{2Z_c} \left( \frac{q}{\varepsilon_0} \right)^2 \int \frac{\rho^2 d^3R}{2\pi r^2(0)(D/2)} = \frac{Z_k}{2Z_c} \left( \frac{qD}{2\varepsilon_0} \right)^2 \int \frac{\rho^2 d^3R}{2\pi r^2(0)(1 - 2|\dot{r}|/r(0))},
\] (4.22)

where
\[
Z_k = \frac{|q|D}{2\varepsilon_0},
\] (4.23)
\[
P^2 = \frac{Z_k^2}{1 - \frac{\dot{r}^2}{V^2}},
\] (4.24)
\[
\rho_V = \begin{cases} \rho & \text{if } z = 0, \\ 0 & \text{if } z \neq 0. \end{cases}
\] (4.25)

It follows then that the occurrence of \( Z_k \) is related with the existence of the additional third dimension, i.e., this is a mass of the particle which freely moves in the 3d-space and has the squared momentum \( P^2 \) defined by the expression similar to a relativistic one in the plane of the monolayer. The number density
describing a particle distribution in this 3d-space is $\rho_V$. The squared three-dimension-mass $Z_\kappa^2$ determines the quadratic charge $q^2$, as follows:

$$2(Z_\kappa^2/\beta) = q^2, \quad \beta = \frac{D^2}{2\varepsilon^2\varepsilon_0^2}. \quad (4.26)$$

In principle, we may double the dimension of the space from 3 to 6, by means of complexifying the variables, and expecting, by analogy, identical relations between the mass of the particle and the mass of the field, which is related to the exceeding complex coordinate. This analogy has already been considered in [17], if this 6-dimensional manifold is regarded as a 2-dimensional spinor space with two time-like coordinates. In [17], the free motion of a particle with mass $Z$ takes place in a 6-dimensional manifold with two space-like complex coordinates (a flat 2-dimensional spinor space) and two time-like coordinates. The projection of the movement of such a particle with the symmetry group $SO(6)$-equations [17, equations (22) and (61)] - on the 4-dimensional space-time $(3,1)$ is described by the wave equation of the hydrogen-like atom with the symmetry group $SO(4)$-equation [17, equation (49)] – at the non-relativistic limit. Here the square of the charge $e$ and mass $m_e$ of the electron are proportional to the square of the mass $Z$ [17]:

$$2Z^2 = e^2. \quad (4.27)$$

Comparing (4.26) with (4.27), we conclude that the projection of the motion of the free particle from the spinor 2-dimensional complex space and 2-dimensional time onto the space-time $(3,1)$ is at the non-relativistic limit a complex analogue of the motion in the 3-dimensional space endowed with Finsler metric.

At the end we remark a peculiarity of the obtained action (4.17), namely the fact that it contains a field contribution to action owing an inner "spinor" degree of freedom. The physical meaning of this contribution is the jump of the surface tension of the interphase boundary between liquid and air, while dropping amphiphilic molecules on the surface of the subphase under the conditions of the moving barrier. In this way, at the limit of small concentrations, the energy of molecules in the compressed Langmuir monolayer on the subphase surface is determined by the rest mass of the particles and the electro-capillary field contribution to action owing an inner "spinor" degree of freedom. The physical meaning of this contribution is the jump of the surface tension of the interphase boundary between liquid and air, while dropping amphiphilic molecules on the surface of the subphase under the conditions of the moving barrier.

Thus, the fundamental function $F$ of our problem is not defined on the whole tangent space, but only on certain distributions over $\overline{TM}$ – the slit tangent space. In the general case, one considers the vertical sub-bundle $VTM = \text{Ker}(d\pi)$ of the vector bundle $(TTM, d\pi, TM)$ provided by the kernel of the linear mapping $d\pi$, and the supplementary sub-bundle $HTM = \text{Ker}(N)$ is provided by a Barthel connection $\overline{N : TTM \to VTM}$, $\overline{N} = (\overline{N}^i_j(x, y))_{i,j \in \mathbb{N}}$, which satisfies $\overline{N} \circ i = id|_{VTM}$ (where $i : VTM \to TTM$ is the canonic inclusion). This leads to the Whitney decomposition [35, 36]

$$TTM = HTM \oplus VTM, \quad (4.30)$$

and induces a local adapted bases for the appropriate sections of these sub-bundles,

$$\left\{ \delta_i = \frac{\partial}{\partial x_i} = \frac{\partial}{\partial x_i} + N^j_i \frac{\partial}{\partial y_j} \right\} \subset \Gamma(HTM), \quad \left\{ \dot{\delta}_i = \frac{\partial}{\partial y_i} = \right\} \subset \Gamma(VTM). \quad (4.31)$$

The related dual splitting $T^*TM = H^*TM \oplus V^*TM$ leads to similar dual bases,

$$\{dx_i\} \subset \Gamma(H^*TM), \quad \{dy_i = dy_i + N^i_j dx_j\} \subset \Gamma(V^*TM). \quad (4.32)$$

In the following section we shall consider the generalized Finsler structure, whose fundamental function $F$ is a metric function of the monolayer compressed by the barrier, considered at different speeds $V$. 
5 Monolayer structuring process in terms of Finsler space invariants

In this section we analyze the geometric invariants of the particle motion within the monolayer, which is compressed by the barrier and provide physical interpretations of the corresponding specific behavior.

The electro-capillary potential energy $U_s(r, t)$ of the particle at a point $r(t)$ of the mono-molecular layer has the following explicit form [14]:

\[
U_s(r, t) = -\frac{\pi^2 q^2 \rho_0^2}{\varepsilon_0} \left( (-\frac{4}{3} r^5 + \frac{16}{15} |V||t|) r^4 + \frac{1}{30} (|V| t)^2 r^3 \right.
\]
\[
+ \left. \frac{1}{45} (|V| t)^3 r^2 + \frac{1}{45} (|V| t)^4 r + \frac{2}{45} (|V| t)^5 - r^5 \right) e^{2|V| t r} - \frac{4}{45} (|V| t)^6 \text{Ei}\left[\frac{2|V| t r}{r}\right],
\]

where $\text{Ei}\left[\frac{2|V| t r}{r}\right]$ is the exponential integral and $m$ is the molecular mass. The non-relativistic action $dl$ is defined by the relation

\[
dl = mc^2 dt - L dt.
\]

The substitution of the expressions (3.1) and (5.1) into (5.2) gives

\[
dl = \frac{mc^2}{r} \dot{\xi} - m r^2 \dot{r} \frac{e^{2\xi}}{r} - \frac{\pi^2 q^2 \rho_0^2}{\varepsilon_0} \left( (-\frac{4}{3} r^5 + \frac{16}{15} |V||t|) r^4 + \frac{1}{30} (|V| t)^2 r^3 \right.
\]
\[
+ \left. \frac{1}{45} (|V| t)^3 r^2 + \frac{1}{45} (|V| t)^4 r + \frac{2}{45} (|V| t)^5 - r^5 \right) e^{2|V| t r} - \frac{4}{45} (|V| t)^6 \text{Ei}\left[\frac{2|V| t r}{r}\right],
\]

where $\dot{\xi}$, $\dot{r}$, and $\dot{\phi}$ correspond to the derivatives of $t$, $r$, and $\phi$ with respect to the evolution parameter $\tau$, respectively. We rewrite this action $dl$ as

\[
dl = A_{\xi} \frac{\dot{\xi}^2}{r} + B_{\xi} \dot{\xi} - C \frac{(\dot{r}^2 + r^2 \dot{\phi}^2)}{2c^2 \xi},
\]

where the parameters $A$, $B$, $C$ are given by

\[
A = p |V| r^5 e^{2|V| t r},
B = mc^2 - p \left( (-\frac{4}{3} r^5 + \frac{16}{15} |V||t|) r^4 + \frac{1}{30} (|V| t)^2 r^3 + \frac{1}{45} (|V| t)^3 r^2 + \frac{1}{45} (|V| t)^4 r \right.
\]
\[
+ \left. \frac{2}{45} (|V| t)^5 e^{2|V| t r} - \frac{4}{45} (|V| t)^6 \text{Ei}\left[\frac{2|V| t r}{r}\right]\right),
\]

\[
C = mc^2, \quad \text{where } p = \frac{\pi^2 q^2 \rho_0^2}{\varepsilon_0}, \quad \dot{r} = \frac{dx + 2\dot{y}}{c}.
\]

The length element $F$ (which provides a Berwald-Moor type metric, [31, 38]) can be defined by means of the volume element $dV$, which depends on the differentials of the Cartesian coordinates. Due to the stated above relation $\dot{r} \sim a_u t$, it follows that the 4d-volume $V_4$ is equal to $dV \wedge \dot{\xi} \sim (\dot{r} \xi)^2$ at $dt = \xi$, and the equation (4.4) for the square $F^2$ of the metric function $F \sim dl$ can be written as:

\[
F^2 \sim (\dot{r})^2 \sim |(\xi \cdot d\xi)|^2 \sim |d\xi| = \xi dl.
\]

Hence, (5.4) determines a quadratic metric $F^2 \sim d\xi$ (5.6) of the following form:

\[
F^2 = A_{\xi} \frac{\dot{\xi}^2}{r} + B_{\xi} \dot{\xi} - C \frac{(\dot{r}^2 + r^2 \dot{\phi}^2)}{2c^2 \xi},
\]

where the parameters $A$, $B$, $C$ are given by the system (5.5). Renormalizing the relation (5.7) by using

\[
\frac{\dot{\xi}}{A} = \frac{\dot{r}}{c}, \quad \frac{\dot{x}}{c}, \quad \frac{\dot{y}}{c},
\]

we express the equation of the metric $F$ in terms of these normalized coordinates:

\[
F^2 = \tilde{A}_{\xi} \frac{\dot{\xi}^2}{r} + \tilde{B}_{\xi} \dot{\xi} - \frac{C (\dot{r}^2 + r^2 \dot{\phi}^2)}{2}, \quad \tilde{A} = \frac{A}{c^2}.
\]
Figure 1: Indicatrices (from the left) which relate to the Berwald curvature $B_C$ (2d- and 3d-images in the middle and right respectively) having a single peculiarity for $x_0 = 0.0796186, 0.079618558, 0.079618557, 0.0796185568, 0.0796185566, 0.0796185565, 0.0796185565$, for $B = 0.922721$ (A), 0.0315175 (B), 0.0102984 (C), 0.00605459 (D), 0.00181076 (E), 0.00117419 (F) respectively. Here $C = 423 \times 10^{-10}$, $A = 4.78079 \times 10^7$, $V = 15.0$. 
Figure 2: Indicatrices (from the left) which relate to the Berwald curvature $B_C$ (2d- and 3d-images in the middle and right respectively) having two peculiarities for $x_0 = 0.0796185564, 0.0796185562, 0.079618556, 0.079618555, 0.079618553, 0.0796185$ for $B = -0.00243306$ (A), $-0.0109207$ (B), $-0.0321398$ (C), $-0.0745781$ (D), $-1.19919$ (E) respectively. Here $C = 423 \times 10^{-10}, A = 4.78079 \times 10^7, V = 15.0$. 
Figure 3: The 3d curve related to signature.

Figure 4: The dependence of $R_C$ on the reference radius $r$ at different monolayer compressing speeds (a) $V = 10^{-15}$ (thick solid line), $10^{-10}$ (dashed line), $10^{-8}$ (dotted line), $10^{-7}$ m/sec (thin solid line); (b) 10 m/sec for $t = 0.01$, $\xi = 0.00001$, $\dot{r} = 0.01$, $\dot{\phi} = 0$.

Figure 5: The dependence of the curvature radius $1/R_C$ on $V$. 
For simplifying the notations, we shall further omit in our considerations the symbol ”$\sim$".

Using the following experimental values for the parameters

\[ m = 47 \times 10^{-26} \text{kg}, \quad p = 8.93434 \times 10^9 \text{ joule/m}^5, \quad c = 3 \times 10^8 \text{m/sec}, \]

we shall perform an illustrative simulation. When the speed $V$ of the monolayer compression tends to zero, the coefficient $A$ tends to zero as well, and the indicatrix is a hyperboloid of two sheets – which is characteristic for the Minkowski space. But at high speeds ($V$), there exists a region of Space–Time, in which the structural topological form of the indicatrix dramatically changes as Figs. 1 and 2 clearly show.

We shall further analyze several invariants of the Finsler space endowed with the metric function $F$ given by (5.9).

Using the following steps, one can determine the horizontal $hh$-component $R_{ijkl}^i$ of the curvature Ricci tensor $\Omega_{ijkl}$:

\[ g_{ij} = \frac{1}{2} \frac{\partial^2 F^2}{\partial y^i \partial y^j}, \]

\[ G^j(y) = \frac{1}{4} g^{il}(y) \left\{ \frac{\partial^2 F^2(x,y)}{\partial x^k \partial y^l} y_k - \frac{\partial F^2(x,y)}{\partial x^l} \right\} = \frac{1}{4} g^{il}(y) \left\{ 2 \frac{\partial g_{jl}(y)}{\partial x^k} - \frac{\partial g_{jk}(y)}{\partial x^l} \right\} y^j y^k, \]

\[ N^j_i = \frac{\partial G^i}{\partial y^j}(y), \]

\[ \frac{\delta}{\delta x^s} = \frac{\partial}{\partial x^s} - N^i_s \frac{\partial}{\partial y^i}, \]

\[ \Gamma^i_{jk} = \frac{g^{is}}{2} \left( \frac{\delta g_{sj}}{\delta x^k} - \frac{\delta g_{sk}}{\delta x^j} + \frac{\delta g_{js}}{\delta x^k} \right), \]

\[ R_{ijkl}^i = \frac{\delta \Gamma^i_{jk}}{\delta x^l} - \frac{\delta \Gamma^i_{jl}}{\delta x^k} + \Gamma^j_{hk} \Gamma^h_{ij} - \Gamma^h_{jl} \Gamma^h_{ik}, \]

where $x^k = \{t, r, \phi\}$, $y^k = \{\dot{\xi}, \dot{r}, \dot{\phi}\}$.

Let us investigate now the signature of the metric tensor $g_{ij}$. The matrix associated to the metric tensor $g_{ij}$ is:

\[ g_{ij} = \begin{pmatrix}
3 A^2 \frac{\dot{\xi}}{\dot{r}} + B & -\frac{3}{2} A \left( \frac{\dot{\xi}}{\dot{r}} \right)^2 & 0 \\
-\frac{3}{2} A \left( \frac{\dot{\xi}}{\dot{r}} \right)^2 & A \left( \frac{\dot{\xi}}{\dot{r}} \right)^3 - C & 0 \\
0 & 0 & -\frac{C}{2} r^2
\end{pmatrix}, \]

and hence the Jacobi minors are:

\[ \begin{cases}
\Delta_1 &= 3 A^2 \frac{\dot{\xi}}{\dot{r}} + B, \\
\Delta_2 &= \frac{3}{4} A^2 \left( \frac{\dot{\xi}}{\dot{r}} \right)^4 + AB \left( \frac{\dot{\xi}}{\dot{r}} \right)^3 - \frac{3 A C}{2} \frac{\dot{\xi}}{\dot{r}} - \frac{B C}{2}, \\
\Delta_3 &= -\frac{\dot{\xi}}{2} r^2 \Delta_2.
\end{cases} \]

Fig. 3 displays the curve related to signature in 3D. It is easy to see that the metric is pseudo-Finsler. The signature of $g_{ij}$ is $(+, +, -)$. Hence, $\dot{\xi}$ and $\dot{r}$ have the same (temporal) character, and $\dot{\phi}$ is spatial only. Since
the components of the Cartan tensor are:

\[ C_{111} = \frac{3A}{2} \frac{1}{r}, \quad C_{112} = -\frac{3A}{2} \frac{\dot{r}}{r}, \quad C_{113} = 0, \]
\[ C_{122} = \frac{3A}{2} \frac{\dot{\xi}^2}{r^3}, \quad C_{222} = -\frac{3A}{2} \frac{\dot{\xi}^3}{r^4}, \quad C_{223} = 0, \]
\[ C_{133} = 0, \quad C_{233} = 0, \quad C_{333} = 0, \]
\[ C_{123} = 0, \]

one gets due to the signature of the metric tensor that the Finsler space under consideration is a pseudo-Finsler one with a Cartan tensor, whose effective components live on a 2-plane.

In order to determine the non-linear Barthel connection, we notice that:

\[ G^1 = A \frac{3A}{4 \Delta_2} \left[ \frac{\partial g_{11}}{\partial t} \frac{\dot{\xi}^2}{r^2} + \left( \frac{1}{2} \frac{\partial g_{11}}{\partial r} + \frac{3}{2} \frac{\partial g_{12}}{\partial t} \right) \frac{\dot{\xi}^3}{r} + \left( 2 \frac{\partial g_{12}}{\partial r} + 2 \frac{\partial g_{22}}{\partial t} \right) \frac{\dot{\xi}^4}{r^3} \right] \]
\[ + \frac{3}{2} \frac{\partial g_{22}}{\partial r} \frac{\dot{\xi}^2}{r} - \frac{3}{2} \frac{\partial g_{33}}{\partial r} \left( \frac{\dot{\xi} \dot{\phi}}{r} \right)^2 \]
\[ - C \frac{1}{8 \Delta_2} \left[ \frac{\partial g_{11}}{\partial t} \frac{\dot{\xi}}{r} + \frac{2}{2} \frac{\partial g_{11}}{\partial r} \frac{\dot{\xi}}{r} + \left( 2 \frac{\partial g_{12}}{\partial r} - \frac{\partial g_{22}}{\partial t} \right) \frac{\dot{r}}{r} \right] \]
\[ G^2 = A \frac{3A}{4 \Delta_2} \left[ \frac{1}{2} \frac{\partial g_{11}}{\partial t} \frac{\dot{\xi}^3}{r^2} + \frac{2}{2} \frac{\partial g_{12}}{\partial t} \frac{\dot{\xi}^4}{r} \right] \]
\[ + \left( \frac{\partial g_{12}}{\partial r} + \frac{3}{2} \frac{\partial g_{22}}{\partial t} \right) \frac{\dot{\xi}^2}{r} + \frac{\partial g_{22}}{\partial r} \frac{\dot{\xi}^3}{r} - \frac{\partial g_{33}}{\partial r} \frac{\dot{\phi}^2}{r} \]
\[ + \frac{B}{4 \Delta_2} \left[ \left( 2 \frac{\partial g_{12}}{\partial t} - \frac{\partial g_{11}}{\partial r} \right) \frac{\dot{\xi}^2}{r} + 2 \frac{\partial g_{22}}{\partial t} \frac{\dot{\xi}^3}{r} + \frac{\partial g_{22}}{\partial r} \frac{\dot{\xi}^4}{r^3} - \frac{\partial g_{33}}{\partial r} \frac{\dot{\phi}^2}{r} \right] \]
\[ G^3 = \frac{1}{r} \frac{\dot{r} \dot{\phi}}{r} \]

Considering that

\[ A_t = \frac{\partial A}{\partial t}, A_r = \frac{\partial A}{\partial r}, B_t = \frac{\partial B}{\partial t}, B_r = \frac{\partial B}{\partial r} \]

and

\[ \frac{\partial g_{11}}{\partial t} = 3A \frac{\dot{r}}{r} + B_t, \quad \frac{\partial g_{11}}{\partial r} = 3A \frac{\dot{r}}{r} + B_r, \]
\[ \frac{\partial g_{12}}{\partial t} = -\frac{3}{2} A_t \left( \frac{\dot{r}}{r} \right)^2, \quad \frac{\partial g_{12}}{\partial r} = -\frac{3}{2} A_r \left( \frac{\dot{r}}{r} \right)^2, \]
\[ \frac{\partial g_{22}}{\partial t} = A_t \left( \frac{\dot{r}}{r} \right)^3, \quad \frac{\partial g_{22}}{\partial r} = A_r \left( \frac{\dot{r}}{r} \right)^3, \]
\[ \frac{\partial g_{33}}{\partial t} = 0, \quad \frac{\partial g_{33}}{\partial r} = -C_r \]
we get the components of the nonlinear connection

\[
N^1_1 = \frac{A}{4\Delta_2} \left[ -3A_t \frac{\dot{\xi}^5}{r^4} + 6A_t \frac{\dot{\xi}^5}{r^3} + 5B_t \frac{\dot{\xi}^4}{r^3} + 2B_r \frac{\dot{\xi}^3}{r^2} + 3Cr \frac{\dot{\xi}^3 \phi^2}{r^2} \right] \\
- \frac{C}{4\Delta_2} \left[ 3A_t \frac{\dot{\xi}^2}{r} + (B_t + 3Ar) \dot{\xi} + Br \right],
\]

\[
N^1_2 = \frac{A}{4\Delta_2} \left[ -2A_t \frac{\dot{\xi}^6}{r^5} - 3B_t \frac{\dot{\xi}^5}{r^4} - Br \frac{\dot{\xi}^4}{r^3} - 3Cr \frac{\dot{\xi}^2 \phi^2}{r^3} \right] \\
- \frac{C}{8\Delta_2} \left[ -2A_t \frac{\dot{\xi}^3}{r^2} + Br \right],
\]

\[
N^3_1 = \frac{3AC}{4\Delta_2} \frac{r^{2} \phi}{r^2},
\]

\[
N^2_1 = \frac{3A}{4\Delta_2} (Cr + 2B_t - 2Ar) \frac{\dot{\xi}^3}{r^2} - B \frac{2\Delta_2}{2\Delta_2} \left[ 2A_t \frac{\dot{\xi}^3}{r^2} + 3Ar \frac{\dot{\xi}^2}{r} + Br \dot{\xi} \right],
\]

\[
N^2_2 = \frac{3A}{4\Delta_2} \left[ (Ar - Bt) \frac{\dot{\xi}^4}{r^3} - Cr \frac{\dot{\xi}^2 \phi^2}{r^2} \right] + B \frac{2\Delta_2}{2\Delta_2} \left[ A_t \frac{\dot{\xi}^4}{r^3} + A_r \frac{\dot{\xi}^3}{r^2} \right],
\]

\[
N^2_3 = \frac{3AC}{2\Delta_2} \frac{\dot{\xi} \phi}{r} + BC \frac{r \phi}{r^2},
\]

\[
N^3_1 = 0,
\]

\[
N^3_2 = \frac{\dot{\phi}}{r},
\]

\[
N^3_3 = \frac{\dot{r}}{r}.
\]

We shall further study the dependence of the Ricci scalar curvature

\[
R_C(x, y, V) = g^{ij}R^k_{ikj}
\]

(5.17)
on the speed \(V\) and on the reference point in the monolayer.

The following results from below were obtained by numerical simulation, using constants taken from the experimental setup. The curvature \(R_C\) is represented by a function of \(x_i, y_i\) which is nonzero one for any values of parameter \(V\) as one can see in Fig. 4. Therefore, \(R_C\) is not an invariant of the flat monolayer space, and hence it cannot be associated with a quantity describing the studied physical process. But, \(R_C\) tends to zero in a limit of very small speeds \(V\) (\(V = 10^{-15}\) and less) for the large membrane radius \(r\), corresponding to a compression beginning. One notes that the limit \(V \to 0\) leads to

\[
A \to 0, \; B \to mc^2 + 4\frac{1}{3} pr^3.
\]

In this case the curvature radius \(1/R_C\) tends to infinity (see Fig. 5). Hence, the Finsler structure tends to a pseudo-Riemannian.

The Berwald curvature tensor and its total trace are respectively given by

\[
B^i_{jkl} = \frac{\partial^i G^j_{y^k y^l}}{\partial y^i \partial y^k \partial y^l}, \quad B_C(x, y, V) = g^{ij}B^k_{ikj}.
\]
The dependence of the Berwald scalar curvature $B_C$ on the reference radius $r$ at different monolayer compressing speeds $V$ is represented in Fig. 6. It is easy to see that $B_C$ is equal to zero as $V$ tends to zero. This means that the space under consideration is a flat one in Finsler geometry. At large speeds $V$ the scalar function $B_C$ is zero everywhere, excluding anomalous areas.

6 Curvature and first order phase transitions

We note that an integral of the $B_C$ at large values of $V$ behaves like the compressibility $\kappa$ being the first order derivative $\frac{\partial s}{\partial \bar{\pi}}$ of the $s - \bar{\pi}$-isotherm with respect to $\bar{\pi}$ in an region of the phase transition. This allows us to assume the following relationship between $B_C$ and $\bar{\pi}$ in a neighborhood of the phase transition:

$$\kappa \equiv \frac{\partial s}{\partial \bar{\pi}} \propto \int B_C \, d^2r.$$  

This elucidates the physical sense of $B_C$, whose anomalous behavior testifies the possibility of the first order phase transition.

The dependencies of $B_C$ on the particle velocity $v = \dot{r}/\dot{\bar{\pi}}$ at the following monolayer compressing speeds $V = 0.001$, 0.1, 10.0 for $\dot{r} = 1.0$, $\dot{\phi} = 0$, $t = 0.01$, $r = 0.1$, are shown in Fig. 7. One can see here (Fig. 7) that the increment of the compressing speed $V$ leads to the disappearing of the singularity of the function $B_C(v)$, while this singularity still reappears at some another location. The shift of the singularity towards the direction of larger values $v$ is a consequence of the disordering influence of the compressing barrier. Therefore the phase transition becomes enabled at some increment of the molecule velocity $v$.

The last one is in accordance with the experimental data presented in [39], and can be easily understood from the following explanation: while the speed $v$ of the particle increases, the bigger becomes the area occupied by the trajectory which is bent by the electro-capillary interaction, and there increases the probability of collisions between the particles of the monolayer, leading to the formation of structures.

One can conclude according to the examination performed above that $B_C$ is an invariant for the monolayer structurization. Therefore, the Berwald scalar curvature $B_C$ – due to its invariance – allows us to classify indicatrices according to the behavior of $B_C$ in the following way. Figs. 1 and 2 illustrate eleven types of indicatrices – for large compression speed $V$ equal to 15.0. But the Berwald scalar curvature $B_C$ for corresponding indicatrices reveal the following descriptive classifying picture. It is easy to see observing the behavior of the scalar Berwald curvatures $B_C$ and the indicatrices corresponding to them in Figs. 1 and 2 that for $V = 15.0$, $B_C$ may have one or two anomalies only. The second singularity occurs in a form of a stick-slip inversion of the first anomalous dependence $B_C = f(\dot{r})$ (see Fig. 2A). At the start of the compression process, the scalar curvature $B_C$ for the corresponding indicatrix has just one singularity (see Fig. 1), and afterwards the second singularity and another indicatrix which corresponds to a curvature $B_C$ having two singularities, appear (see Fig. 2). We note that in contrast to the numerically derived large diversity of indicatrices, their curvatures $B_C$ behave uniformly. One can distinguish two topological classes.

Figure 6: The dependence of $B_C$ on the reference point $r$ at different monolayer compressing speeds $V = 10^{-15}$ (left), $10^{-1}$ (right) m/sec of the barrier for $t = 0.01$, $\xi = 0.001$, $\dot{r} = 0.01$ and $\dot{\phi} = 0$. 
Figure 7: Dependence of $B_C$ on the particle velocity $v = \dot{r}/\xi$ at different monolayer compressing speeds: $V = 0.001$ (red circles), $V = 0.1$ (light blue triangles) and $V = 10.0$ (dark blue squares) for $\dot{r} = 1$, $\phi = 0$, $t = 0.01$, $r = 0.1$.

Figure 8: Projections of indicatrices (from the left) into the spatial (in the middle) and time–spatial (right) planes.
of indicatrices: (A – F) in Fig. 1 and (A – E) in Fig. 2, whose curvatures \( B_C \) behave structurally different. The curvature \( B_C \) everywhere vanishes, excluding anomalous areas similar to the phase transition areas. Therefore, one can conclude that the behavior of \( B_C \) reflects several features of physically feasible processes, namely, the monolayer compression.

We further show that though there seemingly exist a large diversity of indicatrices attached to the Finsler structure, these basically classify into only three types of indicatrices, which topologically differ from each other. This can be established by the the peculiarities of the orthogonal projections of indicatrices to the spatial \( \{x, y\} \) and to the time-spatial \( \{x, t\} \) or \( \{y, t\} \) planes. At very small speed \( V, V \to 0, B_C \) vanishes identically, and the indicatrix tends to the one of the pseudo-Riemannian space for sufficiently large values of the reference radius \( r \) (see Fig. 8A). The type of such indicatrix is referred as first type.

The indicatrices (A – F) in Fig. 1 are referred as indicatrices of second type. These indicatrices hold anomalous areas in the spatial plane (see Fig. 8B), and the relevant function \( B_C \) exhibits one singularity.

The indicatrices (A – E) in Fig. 2 will be referred as indicatrices of third type. They hold anomalous areas both in spatial and time-spatial planes (see Fig. 8C and 8D), and the relevant function \( B_C \) has two singularities.

We finally conclude that the monolayer is flat in the framework of Finsler geometry, and therefore the particles which move within it exhibit acceleration.

7 Conclusions

We proved that the curvature scalar \( R_c \) is not an invariant of the monolayer, and this leads to its complex dependence on the monolayer parameters. On the contrary, \( B_c \) vanishes for very small speeds, and is null as well outside certain domains of anomaly, for larger speeds of compression. Hence we conclude that the monolayer is flat in the framework of Finsler geometry, because the particles which move within it, exhibit acceleration. It is assumed that the domains of anomaly correspond to the phase transition and that the integral of \( B_c \) represents the compressibility \( \kappa \). It is shown that, in spite of the fact that the manifold of Finsler indicatrices seems to be large, still there exist only three types of indicatrices for the three types of dependence of the Berwald scalar curvature in terms of the tangent vector. These types can be identified by the three different projections on the spatial plane and on space-time plane. For small speeds – when \( B_c \) is identically zero - the indicatrix tends to the one of the pseudo-Euclidean Minkowski space for rather large components of the reference point. The indicatrices which exhibit anomalies only in the spatial plane are characterized by having a singularity of \( B_c \). The third type of indicatrices have two singularities for \( B_c \), which corresponds to an anomalous behavior of the indicatrix both in the space and in the space-time planes.

As well, there are determined the Cartan tensor and the nonlinear Barthel connection, which provide means to estimate how far is the Finsler model from the pseudo-Euclidean one, and to construct Finsler adapted frames for the module of sections of the tangent bundle. Simulations illustrate this inter-relation for several classes of structure formation - which depend on compression speed and characteristics of the double electrical layer.
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