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Abstract—Segmentation is generally an ill-posed problem since it results in multiple solutions and is, therefore, hard to define ground truth data to evaluate algorithms. The problem can be naively surpassed by using only one annotator per image, but such acquisition doesn’t represent the cognitive perception of an image by the majority of people. Nowadays, it is not difficult to obtain multiple segmentations with crowdsourcing, so the only problem that stays is how to get one ground truth segmentation per image. There already exist numerous algorithmic solutions, but most methods are supervised or don’t consider confidence per human segmentation. In this paper, we introduce a new segmentation fusion model that is based on K-Modes clustering. Results obtained from publicly available datasets with human ground truth segmentations clearly show that our model outperforms the state-of-the-art on human segmentations.

I. INTRODUCTION

Image segmentation is a very important step in image analysis and is typically used to combine pixels into regions corresponding to objects or parts of objects [1]. Segmentation is generally an ill-posed problem since it results in multiple solutions [2] and is, therefore, hard to define ground truth data to evaluate algorithms. The most illustrative example of the problem is the BSDS300 dataset [3] where multiple people segmented the same images differently. Even if we assume two human annotators had the same cognitive perception of an image, they may segment it at different levels of granularity [3].

The problem can be naively surpassed by using only one annotator per image when generating ground truth data and using an expert to evaluate the results as it was done in the MS-COCO dataset [4]. But such acquisition of ground truth is from a statistical standpoint non-significant as the segmentation doesn’t represent the cognitive perception of an image by the majority of people. Image segmentation can be viewed as a categorization of pixels and, therefore, by [5], [6] strongly depends on the human population. So, the segmentation of one annotator is not necessarily the one that the majority of people will agree upon.

Nowadays, it is not difficult to obtain multiple segmentations from different people because there exist multiple online crowdsourcing platforms such as Amazon Mechanical Turk or Clickworker. But using crowdsourcing platforms doesn’t guarantee quality results. When obtaining data in such a way, additional confidence measures should be included. Confidence to each annotation result can be defined by human experts or automatic algorithms (e.g., algorithm that determines if an object on the image was colorized beyond its borders).

The only problem that stays is how to get one ground truth segmentation per image from multiple human segmentations. Obviously, this must be a consensus segmentation that the majority of people agree upon.

There exist numerous algorithmic solutions to this problem. These are so-called segmentation fusion models. Segmentation fusion is a set of methods that are used to merge several image segmentations to get a final better segmentation [7]. Most of the methods are supervised, where we need training data. There also exist some unsupervised methods which are mainly dependent on defining a parameter. None of the methods consider using confidences of the human segmentations.

In this paper, we introduce a new human-centered unsupervised segmentation fusion method (Figure 2). The method is based on K-Modes clustering [8] which sufficiently clusters categorical feature vectors into consensus segmentation regions. We also introduce a new initialization method for K-Modes clustering based on feature vector density. The fusion method’s pipeline also includes a confidence map that is generated from expert confidences. It doesn’t need parameter estimation as related methods. New fusion model is evaluated on BSDS300 [3] and BSDS500 [9] datasets. Examples on the BSDS300 dataset are shown in Figure 1. It outperforms state-of-the-art models when using human segmentations. What is more it also outperforms the average
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Fig. 1: Examples of images from BSDS300 dataset [3] and consensus segmentation generated by OURS VEC model.
Fig. 2: Processing pipeline of our proposed method. Human segmentations are used to get feature maps. The same segmentations with the conjunction of confidences from experts are used to get a confidence map. A binarized confidence map (a mask) is used to transform all non-significant pixels into the background region for each feature map. Masked feature maps are then used as an input set of feature vectors into K-Modes clustering. Finally, the clustering result is transformed into optimal consensus segmentation.

between humans (see [10]).

II. RELATED WORK

The first algorithms were mainly focusing on getting the segmentation by segmenting an image multiple times and then merging the results based on a defined criterion. Authors in [11] used region adjacency graph (RAG) to get a set of different segmentations and also to merge them into a consensus segmentation. Mignotte [12] generated segmentations by K-means clustering in different color spaces and then used local histograms in clustering to get the final segmentation.

Ghosh et al. [13] developed a more generic approach where segmentations from multiple algorithms can be used as an input to fusion algorithm. To fuse the segmentations the non-negative matrix factorization method was used. The work [14] also focused only on the fusion part of the segmentation algorithm and used a random walker based approach.

Bayesian models for segmentation fusion were used in [15], [1]. Wang et al. [1] defined segmentation fusion as a combinatorial optimization problem in terms of information theory. Consensus segmentation was generated according to a discrete distribution. The author in [15] introduced an approach based on a Markov random field.

Many researchers also used optimization methods based on energy functions. In [2] FMBFM model used precision-recall criterion in energy function. VOIBFM model is based on a variation of information criterion [16]. The likelihood energy function based on the GCE metric was introduced in [17] (GCEBFM model). Khelifi et al. [7] proposed MOBFM model based on multi-objective optimization. Two criteria of segmentation were used, global consistency error (GCE) and the F-measure.

Alush et al. [18] used integer linear programming to get the consensus segmentation. First, they over-segmented the image into superpixels. Linear programming was then applied to the set of binary merging decisions of neighboring superpixels to obtain the average segmentation. Superpixel approach was also used in [19] where they constructed a superpixel map by intersecting the segmentations. Each superpixel was then assigned a confidence score that related to the consensus between the segmentations.

Clustering methods were used in [20]. The authors evaluated multiple ensemble clustering methods where they first generated super-pixels from the segmentations and then applied the clustering methods to get a consensus segmentation.

To produce the segmentation, contour detectors with additional transformation method can also be used. This was shown in [9] where a contour detector based on spectral clustering and a generic grouping algorithm were used. Grouping method was also used in [21] where they grouped the best combinations of multiscale regions from the image segmentation pyramid.

III. PROPOSED METHOD

Given a set of $L$ human segmentations $S = \{S_i\}_{i \leq L}$ with size $N \times M$ where each segmentation $S_i$ is a set of $J_i$ regions $\{R_j\}_{j \leq J_i}$, we want to get a consensus segmentation $\hat{S}$ as shown in Figure 2.

Firstly, regions from all the segmentations get a unique global ID $\nu \in \mathbb{N}$. Each segmentation $S_i$ is then transformed into a feature map $F_i = \{f_j\}_{j \leq N \times M}$. An element of a feature map $f_j$ is a pixel with a value $\nu$ of a region that it belongs to. By transforming segmentations into feature maps we implicitly define human annotations as categorical data. With this transform, we also ensure that annotations from different humans do not clash. The annotation of one human is not necessarily the same annotation of other humans. Also, annotations from different human subjects in the same position in the image do not have necessarily the same cognitive meaning.

Next, a confidence map is constructed from image segmentations and confidences from the experts. A confidence map is used to weight each segmentation’s contribution to the final
result by its quality. Normally, segmentations from human subjects are not the same quality. Some subjects annotate images too fast, others are superficial, or don’t exactly follow the rules of the annotation task. Quality of segmentation can be acquired by experts (machines or humans) who evaluate the annotation results with the value on the interval $[0,1]$.

Each segmentation is firstly thresholded into a binary image $B_i$ where 0 corresponds to background pixels and 1 to pixels that were annotated by humans. With this kind of binarization, we focus only on annotated parts of the image. Confidence map is then acquired by (1) where each $p_i$ is a confidence defined by experts. Note that if we don’t possess such data, all confidences can be 1.0, which means that all segmentations are equally contributing to the final segmentation $S^*$.

$$C = \frac{1}{L} \sum_{i \leq L} B_i \ast p_i \tag{1}$$

To use the confidence map $C$ it must first be binarized because feature maps consist of categorical data which are not real numbers. We use the threshold 0.75 when binarizing the confidence map. Binarized confidence map $C^*$ now shows us which pixels in a feature map are significant in such a way that at least 75% of human observers agree on the pixel should be annotated with some label different than background. $C^*$ is thus used to transform all non-significant pixels into the background region for each feature map $F_i$. Note that in the case of BSDS datasets all confidences are 1 and therefore all foreground pixels in binarized confidence map $C^*$ will be 1 (high confidence).

From masked feature maps we then get a set of feature vectors $X = \{x_i\}_{i \leq N \times M}$ where every feature vector $x_i = \{a_j\}_{j \leq L}$ represents a pixel from an original image and its attributes represent region ID $\nu$ from each segmentation. Set $X$ is then used in K-Modes clustering algorithm which returns $P = \{P_j\}_{j \leq K}$ partitions of $X$. Using K-Modes clustering we need to define a number of clusters $K$ and initialization method.

$K$ can be defined as an average of region count per segmentation as the number of regions in consensus segmentation must reflect the number of regions defined by the majority of human annotators.

For the initialization method, the best method to date is based on attribute density [22]. The attribute density method generates initial centroids by focusing on annotations of an individual human observer. But what we want are centroids on regions that the majority of human observers agree upon. In such a case, the clustering algorithm will have to cluster only the pixels where human observers don’t agree if it is an element of the same region. We thus propose a new initialization method based on vector density. In this method, initial centroids are those feature vectors which are the most numerous in the set $X$.

Finally, $P$ is reshaped back to image resolution $N \times M$ and becomes $S^*$.

IV. EXPERIMENTAL RESULTS

Metric results of proposed models are shown in tables I and II. OURS ATTR is the model with the attribute density initialization method [22] and OURS VEC is based on our feature vector density initialization method. Both methods outperform algorithms in all metrics when using human segmentations. What is more, they also outperform average human segmentation denoted as HUMAN in both datasets.

**TABLE I: Region benchmarks on the BSDS300 dataset.**

| Model         | COV $\ell_2$ | PRI $\ell_2$ | VOI $\ell_2$ | BDE $\ell_2$ |
|---------------|--------------|--------------|--------------|--------------|
| HUMAN [9]     | 0.72         | 0.88         | 1.17         |              |
| (Using human seg.) |             |              |              |              |
| OURS VEC      | 0.79         | 0.91         | 0.89         | 0.96         |
| OURS ATTR     | 0.77         | 0.91         | 0.91         | 0.96         |
| (Fully automated) |             |              |              |              |
| MCG [21]      | 0.66         | 0.86         | 1.39         |              |
| gPb-owt-ucm [9] | 0.65         | 0.86         | 1.48         |              |
| Canny-owt-ucm [9] | 0.55         | 0.83         | 1.89         |              |
| Mean Shift [9] | 0.58         | 0.81         | 1.64         |              |

OURS VEC is better than OURS ATTR in all metrics. This clearly shows that the proposed initialization method better defines cluster centroids for the consensus segmentation task.

**TABLE II: Region benchmarks on the BSDS500 dataset.**

| Model         | COV $\ell_2$ | PRI $\ell_2$ | VOI $\ell_2$ |
|---------------|--------------|--------------|--------------|
| HUMAN [9]     |              |              |              |
| (Using human seg.) |             |              |              |
| OURS VEC      | 0.79         | 0.91         | 0.89         |
| OURS ATTR     | 0.77         | 0.91         | 0.91         |
| (Fully automated) |             |              |              |
| MCG [21]      | 0.66         | 0.86         | 1.39         |
| gPb-owt-ucm [9] | 0.65         | 0.86         | 1.48         |
| Canny-owt-ucm [9] | 0.55         | 0.83         | 1.89         |
| Mean Shift [9] | 0.58         | 0.81         | 1.64         |

Using parameter $K$ as an average of region counts was a good decision. As shown in Figure 3, distributions of region counts for original and optimal consensus segmentations are very similar.

**Region Count for Original and Optimal Segmentations**

![Fig. 3: Distributions of region count for original and consensus segmentations.](image-url)
Examples of consensus segmentations can be observed in Figure 4. Each column represents the results of a different algorithm. Images selected had the worst metric results for the OURS ATTR model. Such a choice was made to qualitatively assess the differences between OURS ATTR and OURS VEC. All images result in better segmentation in the case of OURS VEC. If we consider the last image with the paratrooper and two mountains, we can see that the paratrooper is not selected by the OURS ATTR model. Also, a segmentation of the front mountain peak is missing. If we compare OURS VEC to VOIBFM and GCEBFM, we can see that the VOIBFM and GCEBFM segmented only the parachute and not the whole paratrooper. Also, the mountain segmentations in VOIBFM and GCEBFM are very different. Both segment the cloud on the right of the highest peak. Also, the mountains are somehow over-segmented.

![Fig. 4: Examples of consensus segmentations of different models. Images selected have the worst metric results for OURS ATTR model.](image)

**V. CONCLUSIONS**

In this paper, we introduced a new human-centered unsupervised segmentation fusion method. The method is based on K-Modes clustering which sufficiently clusters categorical feature vectors into consensus segmentation regions. We also introduced a new initialization method for K-Modes clustering based on feature vector density. The new method is more suitable for the segmentation fusion problem. The model’s pipeline also includes a confidence map that is generated from expert confidences. They can be retrieved by human or machine expert systems.

Qualitative and quantitative results show that both our models outperform state-of-the-art when using human segmentations as input by a large margin. Metrics also indicate that models outperform average human benchmarks. Consensus segmentations results show that most exposed and visible objects are correctly segmented. No excess regions are generated. The results are clear: K-Modes clustering is by far the best choice as regards segmentation fusion. Furthermore, the proposed model doesn’t need training. For these models to work, we don’t need thousands of training images.

What this opens up to the computer vision community is the efficient ability to automate the production of ground truth segmentation data from crowdsourcing platforms. With segmentation fusion, we can now use multiple annotators per image and get a consensus segmentation that is more objective, more statistically relevant.
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