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ABSTRACT. We consider a model for an $N \times N$ lattice network of weakly coupled neural oscillators with periodic boundary conditions (2D square torus), where the coupling between neurons is assumed to be within a von Neumann neighborhood of size $r$, denoted as von Neumann $r$-neighborhood. Using the phase model reduction technique, we study the existence of cluster solutions with constant phase differences ($\Psi_h, \Psi_v$) between adjacent oscillators along the horizontal and vertical directions in our network, where $\Psi_h$ and $\Psi_v$ are not necessarily to be identical. Applying the Kronecker product representation and the circulant matrix theory, we develop a novel approach to analyze the stability of cluster solutions with constant phase difference (i.e., $\Psi_h, \Psi_v$ are equal). We begin our analysis by deriving the precise conditions for stability of such cluster solutions with von Neumann 1-neighborhood and 2 neighborhood couplings, and then we generalize our result to von Neumann $r$-neighborhood coupling for arbitrary neighborhood size $r \geq 1$. This developed approach for the stability analysis indeed can be extended to an arbitrary coupling in our network. Finally, numerical simulations are used to validate the above analytical results for various values of $N$ and $r$ by considering an inhibitory network of Morris-Lecar neurons.

1. INTRODUCTION

An average neuron forms and receives one to ten thousand synaptic connections for sending and receiving information. Since there are at least $10^{11}$ neurons in the human brain, there are thus $10^{14} \sim 10^{15}$ synaptic connections that are formed in the brain. The summation of this input at the cellular level combine to allow neurons to perform complicated information processing and when considered as a whole brain, or neural region, allow for the complex cognitive task that we use to live our lives to be performed. It is assumed that it is the structure and details inherent in these connections that hold the secret to how these tasks manifest. Thus, understanding our brains ability to organize and create coherent patterns out of the collection of electrical activity from billions of coupled individual neurons is of much research interest. The modeling of coupled oscillators have been applied to study a number of biological and physical systems, for example [38, 28, 42, 34, 30, 49, 46, 23, 18]. The synchronization and cluster solutions, as defined below, in networks of large populations of neurons play an important role in various brain functions [43, 9, 41, 22, 16, 6, 27, 48, 14, 47, 44, 40, 45].

The theory of weakly coupled oscillators [13, 25, 31] is a classical tool for using dynamical systems theory to study oscillations in neural networks, where the phase reduction method has been utilized to reduce a model of a weakly coupled neural network to a phase model. This phase model is used to study the existence and stability of cluster solutions in the network of oscillators. These cluster solutions are
phase locked solutions to the phase model where oscillators separate into subgroups. The oscillators within each subgroup are synchronized with zero phase difference, while those in different subgroups are phase locked.

The existence and stability of cluster solutions in networks of weakly coupled oscillators has been studied within the context of various network topologies and coupling schemes, see, e.g., [2, 24, 32, 38, 28] and the references therein. In [13], oscillators are modeled as a nonlinear system with stable limit cycle with bidirectional nearest neighbor coupling, where that the existence and necessary conditions for the stability of phase locking behavior in the network are established. In [26] oscillators are also modeled as a nonlinear system with stable limit cycle with bidirectional nearest neighbor coupling on a ring of oscillators. A Hopf bifurcation on the ring network topology is also studied to obtain different types of stable oscillators. A review on the stability of cluster solutions of oscillators can be found in see [2, 5]. General networks of identical oscillators are considered in [15] where network symmetries are examined in order to obtain different types of phase locking behavior. The existence and stability of cluster solutions in linear array (chains) and ring networks with uni- or bi-directional coupling have been shown in [29, 2, 5, 11, 13]. Examples of analysis of phase models with time delayed coupling can be found in [7, 8]. Moreover, the study of cluster solutions in models with all to all coupling can be found in [2, 32, 37, 17, 21].

The known results for the analytical study of cluster solutions on 1D network topologies are more extensive than the results for the 2D network topologies. The study of two dimensional lattices has been studied in the case of finite square lattice [35, 33]. In [33], the existence and stability of rotating wave solutions exist on finite square lattices with “no flux” boundary conditions and nearest neighbor coupling is studied. In [35], phasedlocked behavior is studied, as the two-dimensional (and higher dimensional) arrays, with nearest neighbor coupling, can be decomposed into two one-dimensional problems, if some conditions on the intrinsic frequencies are met. In [3], rotating wave solutions on infinite lattices are considered. In [4], sufficient conditions for local asymptotic stability of phase-locked solutions in coupled phase models on infinite lattices are considered. In this work, we aim to extend the known analytical results concerning the existence and stability of cluster solutions in a two dimensional network topologies to include two dimensional finite lattices with periodic boundary conditions.

Our work differs mainly from the previously mentioned results in that we derive general conditions for the existence and stability of cluster solutions on our network topology without specificity to a particular type of pattern such as stable rotating solutions (spiral waves), and for larger (greater than first) nearest neighbor coupling. Furthermore, we are able to find a convenient representation of our Jacobian matrix by utilizing results from circulant matrix theory and the Kronecker product that allows for a novel approach in the analysis of the stability of the cluster solutions on a 2D network topology. The results in this work are shown for a general \( N \times N \) lattice of weakly coupled oscillators with periodic boundary conditions, with a von Neumann 1 and 2 neighborhood coupling size. We allow for further generalization of this model by considering situations where the horizontal and vertical phase differences are not equal, and where the neighborhood size can be extended to a general size \( r \).

2. Notations

In this section we provide some preliminary mathematical theory and notation to be used in this work.
2.1. **Matrices.** Define a circulant matrix generated by constants $c_1, c_2, c_3, \cdots, c_{N-1}, c_N$ as

\[
\text{circ}(c_1, c_2, c_3, \cdots, c_{N-1}, c_N) = \begin{bmatrix}
    c_1 & c_2 & c_3 & \cdots & c_{N-1} & c_N \\
    c_N & c_1 & c_2 & \cdots & c_{N-2} & c_{N-1} \\
    \vdots & \vdots & \ddots & \ddots & \vdots & \vdots \\
    c_3 & c_4 & \cdots & c_N & c_1 & c_2 \\
    c_2 & c_3 & \cdots & c_{N-1} & c_N & c_1
\end{bmatrix}
\]

Likewise we will define an $m \times m$ block circulant matrix generated by the $n_1 \times n_2$ matrices, $M_1, M_2, M_3, \cdots, M_{m-1}, M_m$ as

\[
\text{bcirc}(M_1, M_2, \cdots, M_{m-1}, M_m) = \begin{bmatrix}
    M_1 & M_2 & M_3 & \cdots & M_{m-1} & M_m \\
    M_m & M_1 & M_2 & \cdots & M_{m-2} & M_{m-1} \\
    \vdots & \vdots & \ddots & \ddots & \vdots & \vdots \\
    M_3 & M_4 & \cdots & M_m & M_1 & M_2 \\
    M_2 & M_3 & \cdots & M_{m-1} & M_m & M_1
\end{bmatrix}
\]

The Kronecker product of $n_1 \times n_2$ matrix $M_1$ and $m_1 \times m_2$ matrix $M_2$ is denoted as

\[
M_1 \otimes M_2 = \begin{bmatrix}
    m_{11}M_2 & m_{12}M_2 & \cdots & m_{1n_2}M_2 \\
    \vdots & \vdots & & \vdots \\
    m_{m_11}M_2 & m_{m_12}M_2 & \cdots & m_{m_1n_2}M_2
\end{bmatrix}
\]

For more information on known results and properties of circulant matrices and the Kronecker product used throughout this work, please refer to [10].

Now let us introduce the notation for some special $N \times N$ matrices used throughout the paper. Let

\[
A_1 = \text{circ}(0, 1, 0, \cdots, 0), \\
A_{-1} = \text{circ}(0, 0, 0, \cdots, 1).
\]

It is easy to see that $A_{-1} = A_1^{-1} = (A_1)^{-1}$. Moreover, as $A_1$ is a circulant matrix, its spectrum is known explicitly. Specifically, the eigenvalues of $A_1$ are $\{\lambda_0, \lambda_1, \cdots, \lambda_{N-1}\}$ and the corresponding eigenvectors are $\{\nu_0, \nu_1, \cdots, \nu_{N-1}\}$, where

\[
\lambda_j = \omega^j, \quad u_j = \frac{1}{\sqrt{N}}(1, \omega^j, \omega^{2j}, \cdots, \omega^{(N-1)j})^T, \quad 0 \leq j \leq N - 1
\]

with $\omega = \exp(2\pi \sqrt{-1}/N)$ is the primitive $N$th root of the unity.

Since $A_{-1} = A_1^{-1}$, $A_{-1}u_j = A_1^{-1}u_j = \lambda_j^{-1}u_j$. Note that $\lambda_j = \omega^j$ and $\omega^N = 1$. We have $\lambda_j^{N-1} = \omega^{-j} = \lambda_j^{-1}$ and hence $A_{-1}u_j = \lambda_j^{-1}u_j$. It is straightforward to see that $A_1^{-k}u_j = \lambda_j^{-k}u_j$ for $k \in \mathbb{N}$.

**Lemma 2.1.** Let $p, q \in \{- (N - 1), \cdots, - 2, - 1, 0, 1, 2, \cdots, N - 1\}$ be given. Then

\[
(A_p^T \otimes A_q^T)(u_i \otimes u_j) = \omega^{pi+qj}u_i \otimes u_j, \quad 0 \leq i, j \leq N - 1.
\]

**Proof.** By the commutative property of the Kronecker product,

\[
(A_p^T \otimes A_q^T)(u_i \otimes u_j) = (A_p^T u_i) \otimes (A_q^T u_j) = (\lambda_i^p u_i) \otimes (\lambda_j^q u_j) = (\lambda_i^p \lambda_j^q) u_i \otimes u_j.
\]

for all $0 \leq i, j \leq N - 1$. Since $\lambda_i = \omega^i$ for all $0 \leq i \leq N - 1$, $\lambda_i^p \lambda_j^q = \omega^{pi+qj}$. □
This result shows that, for any \( p, q \in \{- (N-1), \cdots, -2, -1, 0, 1, 2, \cdots, N-1\} \), \( A^p_i \otimes A^q_j \) has the same eigenvectors \( \{ u_i \otimes u_j : 0 \leq i, j \leq N-1 \} \) and the corresponding eigenvalues are \( \{ \omega^{pi+qj} : 0 \leq i, j \leq N-1 \} \). In particular,

\[
(I_N \otimes A_1)(u_i \otimes u_j) = \omega^j u_i \otimes u_j, \quad (I_N \otimes A_{-1})(u_i \otimes u_j) = \omega^{-j} u_i \otimes u_j, \\
(A_1 \otimes I_N)(u_i \otimes u_j) = \omega^i u_i \otimes u_j, \quad (A_{-1} \otimes I_N)(u_i \otimes u_j) = \omega^{-i} u_i \otimes u_j.
\] (2.1)

2.2. Mapping the 2D Lattice into a 1D Array. Figure 1 shows how we map the indices of a two dimensional \( N \times N \) lattice into one dimensional array from 1, \ldots, \( N^2 \). Here, for \( 0 \leq i, j \leq N-1 \), we use the mapping \( f : \mathbb{Z}^+ \times \mathbb{Z}^+ \to \mathbb{N} \) defined by \( f(i,j) = jN + (i+1) \). Clearly \( f \) is a one-to-one and onto mapping from \( \{0, 1, 2, \cdots, N-1\} \times \{0, 1, 2, \cdots, N-1\} \) to \( \{1, 2, \cdots, N^2\} \). As we will see later, this mapping is used in the construction of our circulant coupling matrix, and allows us to conveniently represent a two dimensional network structure in one dimension.

![Figure 1. Mapping the 2D Lattice into a 1D Array](image)

2.3. von Neumann Neighborhoods. In this work, the von Neumann \( r \)-neighborhood on a 2D square lattice is defined as the set of \( r^{th} \) adjacent nodes of a central node. As compared to the classical definition, the center is the common node is removed for convenience. Note that a von Neumann 1-neighborhood is all the nodes at a Manhattan distance of 1, and that an extension consists of taking the set of points at a Manhattan distance of \( r > 1 \). In Figure 2, an example of von Neumann 2-neighborhood around node \( P \) is plotted. The number of nodes in a von Neumann \( r \)-neighborhood is \( r^2 + (r+1)^2 - 1 \). In our example, \( r = 2 \) and we have \( 2^2 + (2+1)^2 - 1 = 13 - 1 = 12 \), with 4 cells at distance 1 and 8 cells at distance 2.

2.4. Phase Reduction Method. In this subsection, we review the phase reduction method by which a general network model of identical weakly coupled oscillators can be reduced to a phase model.

Consider a two dimensional network model of identical, weakly coupled oscillators on an \( N \times N \) lattice with periodic boundary conditions.

\[
\frac{dy_{ij}}{dt} = F(y_{ij}) + \epsilon \sum_{i,j=0}^{N-1} c_{(i,j),(i,j)} G(y_{ij}, y_{ij}), \quad 0 \leq i, j \leq N-1.
\] (2.2)

Here \( y_{ij} \in \mathbb{R}^m \), \( 0 < \epsilon \ll 1 \) is the coupling strength, \( F \) is the vector field of the isolated oscillator, \( G \) is a function describing the coupling between oscillators and \( (c_{(i,j),(i,j)}) \) is the coupling matrix, where as \( c_{(i,j),(i,j)} \geq 0 \) denotes the coupling between the oscillators \( y_{ij} \) and \( y_{ij} \). Furthermore, we assume that for an isolated oscillator, the solution to \( \frac{dy_{ij}}{dt} = F(y_{ij}) \) exhibits an exponentially asymptotically \( T \)-periodic
stable solution, denoted by $\hat{X}_{ij}(t)$ on the domain $0 \leq t \leq T$. Here, the frequency of the $ij^{th}$ isolated oscillator with period $T$ is given by $\Omega = \frac{2\pi}{T}$.

Under the assumption of sufficiently weak coupling between oscillators, the theory of weakly coupled oscillators allows us to reduce the number of equations representing the dynamics of each oscillator to a single differential equation representing the change of the phase of each oscillator along the corresponding $T$-periodic limit cycle.

This phase model will take the form,

$$\frac{d\theta_{ij}}{dt} = \Omega + \epsilon \sum_{\tilde{i}, \tilde{j}}^N c_{(i,j), (\tilde{i}, \tilde{j})} H(\theta_{\tilde{i}\tilde{j}} - \theta_{ij}), \quad 0 \leq i, j \leq N - 1,$$

where $H$ is the interaction function with period $2\pi$ that satisfies

$$H(\theta) = \frac{1}{T} \int_0^T Z(t) \cdot G(\hat{X}(t), \hat{X}(t + \theta/\Omega)) dt.$$

Here $Z$ is known as the phase response curve of the isolated oscillator, which is the unique periodic solution of the linearized adjoint system:

$$\frac{dZ}{dt} = -(DF(\hat{X}))^T Z$$

with the normalization

$$\frac{1}{T} \int_0^T Z(t) \cdot F(\hat{X}) dt = 1$$

where $DF(\hat{X})$ is the Jacobian of $F$ with respect to $X$ evaluated at $X = \hat{X}$. The phase solution of the above phase model is

$$\theta_{ij}(t) = \Omega t + \phi_{ij}(t). \quad (2.3)$$

Here $\phi_{ij}(t)$ represents the relative (initial) phase of the $ij^{th}$ oscillator. Under the assumption of weak coupling, the dynamics of the relative phase of each oscillator satisfies the differential equation (to the first order of $\epsilon$):

$$\frac{d\phi_{ij}}{dt} = \epsilon \sum_{i,j=0}^{N-1} c_{(i,j), (\tilde{i}, \tilde{j})} H(\theta_{\tilde{i}\tilde{j}} - \theta_{ij}), \quad (2.4)$$

Note now that for two identical oscillators, $\theta_{ij}(t), \theta_{ij}(t)$, by using the definition in (2.3) we would have that $\theta_{ij}(t) - \theta_{ij}(t) = \phi_{ij}(t) - \phi_{ij}(t)$. Hence, in our work we will frequently refer to the phase model in
terms of \( \frac{d\phi_{ij}}{dt} \). A more rigorous mathematical discussion on the theory of weakly coupled oscillators can be found at [1, 19, 20, 39].

3. Phase Model Analysis

In this section, we study clustering dynamics of a neural network model on a square torus with von Neumann \( r \)-neighborhood coupling. Particularly, we analyze the existence of cluster solutions with constant phase difference and derive the precise condition for the stability of these solutions.

Note that \( C_r := \{(k,l) \in \mathbb{Z}^+ \times \mathbb{Z}^+: 0 < |k| + |l| \leq r \} \) is the set of indices in the von Neumann \( r \)-neighborhood on a square lattice, for \( r \in \mathbb{N} \). Throughout the paper, all the 2D indices are defined under modulo \( N \) unless otherwise stated. Consider a network model consisting of \( N \times N \) identical weakly coupled neural oscillators on a torus with von Neumann \( r \)-neighborhood coupling:

\[
\frac{d\theta_{i,j}}{dt} = \Omega + \epsilon \sum_{0<|k|+|l|\leq r, k,l \in \mathbb{Z}} w_{k,l} H(\theta_{i+k,j+l} - \theta_{i,j}), \quad 0 \leq i,j \leq N - 1
\]  

(3.1)

where the coupling is assumed to be relative-location dependent, and \( w_{k,l} = c_{(i+k,j+l),(i,j)} \) is the coupling between the \( ij \)th oscillator and \((i + k, j + l)\)th oscillator for all \((i, j)\).

3.1. Existence of Cluster Solutions. Assume that the phase difference only depends on the relative location; that is, the phase difference between \((i + k, j + l)\)th oscillator and the \( ij \)th oscillator is

\[
\Psi_{k,l} = \theta_{i+k,j+l} - \theta_{i,j}, \quad \forall \ 0 \leq i,j \leq N - 1.
\]  

(3.2)

By this assumption, there are two types of phase differences \( \Psi_{1,0} \) and \( \Psi_{0,1} \), where the first one is in the horizontal direction and the second one is in the vertical direction. For simplicity, we define \( \Psi_h = \Psi_{1,0} \) and \( \Psi_v = \Psi_{0,1} \). So in general \( \Psi_{k,l} = k\Psi_h + l\Psi_v \). In view of (3.1) and (3.2), \( d\Psi_{k,l}/dt = 0 \) for all \((k, l)\).

On the other hand, it follows from the periodic boundary condition that the horizontal and vertical phase differences should satisfy \( N\Psi_h = N\Psi_v = 0 \mod 2\pi \). Then

\[
N\Psi_h = 2k_h\pi, \quad N\Psi_v = 2k_v\pi
\]

for some \( k_h, k_v \in \{0, 1, 2, \cdots, N - 1\} \). If \( \Psi_h = \Psi_v = 0 \) (i.e., \( k_h = k_v = 0 \)), it gives a synchronization or one-cluster solution. If \( \Psi_h = 0, \Psi_v > 0 \) (i.e., \( k_h = 0, k_v \in \mathbb{N} \)), it gives a solution of horizontal stripes. If \( \Psi_h > 0, \Psi_v = 0 \) (i.e., \( k_h \in \mathbb{N}, k_v = 0 \)), it gives a solution of vertical stripes. Otherwise, suppose that \( \Psi_h > 0, \Psi_v > 0 \) (i.e., \( k_h, k_v \in \mathbb{N} \)). Define \( p_h = \gcd(N, k_h) \) and \( p_v = \gcd(N, k_v) \). Let \( n_d = N/p_d \) and \( m_d = k_d/p_d \) with \( d = h, v \). Then the solution with phase difference \( \Psi_h \) gives us a cluster solution that is of period \( n_h \) and \( n_v \) along the horizontal and vertical directions, respectively, where \( \Psi_h = 2m_h\pi/n_h \) and \( \Psi_v = 2m_v\pi/n_v \). It is clear that the period of this cluster solution is \( n := \text{lcm}(n_h, n_v) \). This solution defines an \( n \)-cluster solution with phase difference \( \Psi_h, \Psi_v \). Let \( \mathbb{N}_N = \{2, 3, \cdots, N\} \). It leads to the following existence result.

**Theorem 3.1.** The system (3.1) admits four types of cluster solutions with constant horizontal and vertical phase differences between adjacent oscillators.

(i) There exists a synchronization solution with phase difference \( \Psi_h, \Psi_v = (0, 0) \).

(ii) Assume that \( n_v \) is a factor of \( N \) with \( n_v \in \mathbb{N}_N \). There exists an \( n_v \)-cluster solution of horizontal stripes with phase difference \( \Psi_h, \Psi_v = (0, \Psi_v) \), where \( \Psi_v = 2m_v\pi/n_v \) for some \( m_v \in \mathbb{N} \) satisfying \( m_v < n_v \) and \( \gcd(m_v, n_v) = 1 \).

(iii) Assume that \( n_h \) is a factor with \( N \) with \( n_h \in \mathbb{N}_N \). There exists an \( n_h \)-cluster solution of vertical stripes with phase difference \( \Psi_h, \Psi_v = (\Psi_h, 0) \), where \( \Psi_h = 2m_h\pi/n_h \) for some \( m_h \in \mathbb{N} \) satisfying \( m_h < n_h \) and \( \gcd(m_h, n_h) = 1 \).
Accordingly, model (3.1) becomes

\[ h, v \] coupling is in the von Neumann 1-neighborhood. This is the case of the nearest neighbor coupling.

\[ \text{von Neumann constant phase difference } \Psi \text{ (between adjacent cells in the horizontal and vertical directions).} \]

We study the stability of cluster solutions and our investigation will be focused on cluster solutions with constant phase difference \( \Psi \).

**Corollary 3.2.** The system (3.1) admits two types of cluster solutions with constant phase difference \( \Psi \).

(i) There exists a synchronization solution with \( \Psi = 0 \).

(ii) Assume that \( n \) is a factor of \( N \in \mathbb{N} \). There exists an \( n \)-cluster solution with constant phase difference \( \Psi \), where \( \Psi = 2m\pi/n \) for some \( m \in \mathbb{N} \) satisfying \( m < n \) and \( \gcd(m,n) = 1 \).

### 3.2. Stability of Cluster Solutions with Constant Phase Difference

In this subsection, we study the stability of cluster solutions and our investigation will be focused on cluster solutions with constant phase difference \( \Psi \) (between adjacent cells in the horizontal and vertical directions).

#### 3.3. von Neumann 1-neighborhood Coupling

First, let’s consider the case where the coupling is in the von Neumann 1-neighborhood. This is the case of the nearest neighbor coupling. Accordingly, model (3.1) becomes

\[
\frac{d\theta_{ij}}{dt} = \Omega + \epsilon \sum_{|k|+|l|=1, k,l \in \mathbb{Z}} k_{ij}H(\theta_{i+k,j+l} - \theta_{ij}) \\
= \Omega + \epsilon \left[ h_{1}H(\theta_{i-1,j} - \theta_{ij}) + h_{1}H(\theta_{i+1,j} - \theta_{ij}) + v_{1}H(\theta_{i,j+1} - \theta_{ij}) \\
+ v_{-1}H(\theta_{i,j-1} - \theta_{ij}) \right],
\]

where \( h_{\pm 1} := w_{\pm 1,0} \) and \( v_{\pm 1} := w_{0, \pm 1} \) for \( 0 \leq i, j \leq N - 1 \).

Suppose that \( N \geq 3 \) and \( n \) divides \( N \). Consider an \( n \)-cluster solution with constant phase difference \( \Psi \)

\[
\bar{\theta}_{ij}^{(1)}(t) = (\Omega + \epsilon \Omega_{c}^{(1)})t + (i + j)\Psi, \quad 0 \leq i, j \leq N - 1
\]

for some \( \Omega_{c} > 0 \). Substituting (3.4) into (3.3), we find that

\[
\Omega_{c}^{(1)} = (h_{-1} + v_{-1})H(-\Psi) + (h_{1} + v_{1})H(\Psi).
\]

Let \( \theta_{ij}(t) = \bar{\theta}_{ij}^{(1)}(t) + y_{ij}(t) \). Linearizing (3.3) at \( \bar{\theta}_{ij}^{(1)}(t) \), we have

\[
\frac{dy_{ij}}{dt} = \epsilon \left\{ h_{-1}\left[ H'(\theta_{i-1,j} - \theta_{ij})y_{i-1,j} - H'(\theta_{i-1,j} - \theta_{ij})y_{ij} \right] \\
+ h_{1}\left[ H'(\theta_{i+1,j} - \theta_{ij})y_{i+1,j} - H'(\theta_{i+1,j} - \theta_{ij})y_{ij} \right] \\
+ v_{1}\left[ H'(\theta_{i,j+1} - \theta_{ij})y_{ij+1} - H'(\theta_{i,j+1} - \theta_{ij})y_{ij} \right] \\
+ v_{-1}\left[ H'(\theta_{i,j-1} - \theta_{ij})y_{ij-1} - H'(\theta_{i,j-1} - \theta_{ij})y_{ij} \right] \right\}. \tag{3.5}
\]

In what follows and throughout the rest of the paper, we assume that indices \( k, l \in \mathbb{Z} \) and we will omit this assumption over all the related summations. Since \( \theta_{i+k,j+l} - \theta_{ij} = (k + l)\Psi \), we can rewrite (3.5)
by using the notation $w_{k,l}$ for coupling strength as follows:

$$\frac{dy_{ij}}{dt} = \epsilon \sum_{|k|+|l|=1} w_{k,l} \left[ H'((k + l)\Psi) y_{i+k,j+l} - H'((k + l)\Psi) y_{ij} \right]$$

$$= \epsilon \left( \sum_{|k|+|l|=1} w_{k,l} H'((k + l)\Psi) y_{i+k,j+l} - \sum_{|k|+|l|=1} w_{k,l} H'((k + l)\Psi) y_{ij} \right).$$  \quad \quad (3.6)

In view of the map $f$ defined in Section 2.2, for any $p \in \{1, 2, \cdots, N^2\}$, there exists a unique $(i,j) \in \{0, 1, 2, \cdots, N-1\} \times \{0, 1, 2, \cdots, N-1\}$ such that $p = f(i,j)$. Hence we define $x_p = y_{ij}$ with $p = f(i,j)$. Let $x = (x_1, x_2, \cdots, x_{N^2})^T$ and

$$a^{(1)} = \sum_{|k|+|l|=1} w_{k,l} H'((k + l)\Psi) = (h_{-1} + v_{-1})H'(-\Psi) + (h_1 + v_1)H'(\Psi).$$

So we can express (3.6) in terms of 1D indices, which is given by

$$\frac{dx}{dt} = \epsilon(M^{(1)} - a^{(1)}I_{N^2})x.$$ \quad \quad (3.7)

Here $M^{(1)}$ is a block circulant matrix and

$$M^{(1)} = bcirc \left( h_1 H'(\Psi) A_1 + h_{-1} H'(-\Psi) A_{-1}, v_1 H'(\Psi) I_N, 0, \cdots, 0, v_{-1} H'(-\Psi) I_N \right),$$

where $A_1$ and $A_{-1}$ are defined in Section 2.1 and $I_p$ is the $p \times p$ identity matrix for $p \in \mathbb{N}$.

Using Kronecker products, one can easily see that

$$M^{(1)} = I_N \otimes \left( h_1 H'(\Psi) A_1 + h_{-1} H'(-\Psi) A_{-1} \right) + \left( v_1 H'(\Psi) A_1 + v_{-1} H'(-\Psi) A_{-1} \right) \otimes I_N.$$

Then

$$M^{(1)} = h_1 H'(\Psi) I_N \otimes A_1 + h_{-1} H'(-\Psi) I_N \otimes A_{-1} + \left( v_1 H'(\Psi) A_1 \otimes I_N + v_{-1} H'(-\Psi) A_{-1} \otimes I_N \right) \otimes I_N$$

$$= \sum_{|k|+|l|=1} w_{k,l} H'((k + l)\Psi)(A_1)^l \otimes (A_1)^k$$

where the last equality is obtained by using $w_{k,l}$ notations for the coupling strengths, and $(A_1)^{-1} = A_{-1}$.

It follows from Lemma 2.1, particularly, equations in (2.1), that

$$M^{(1)} u_i \otimes u_j = \sum_{|k|+|l|=1} w_{k,l} H'((k + l)\Psi)\omega^{li+kj} u_i \otimes u_j.$$  \quad \quad (3.8)

This shows that the eigenvalues of $M$ are \( \left\{ \sum_{|k|+|l|=1} w_{k,l} H'((k + l)\Psi)\omega^{li+kj} : 0 \leq i, j \leq N - 1 \right\} \). So the eigenvalues of $M - a_1 I_{N^2}$ are

$$\lambda^{(1)}_{ij} = \sum_{|k|+|l|=1} w_{k,l} H'((k + l)\Psi)\omega^{li+kj} - a^{(1)}$$

$$= \sum_{|k|+|l|=1} w_{k,l} H'((k + l)\Psi)(\omega^{li+kj} - 1), \quad 0 \leq i, j \leq N - 1.$$  \quad \quad (3.9)

Then

$$\Re(\lambda^{(1)}_{ij}) = \sum_{|k|+|l|=1} w_{k,l} H'((k + l)\Psi)[\cos(2(l + k)\pi/N) - 1]$$

$$= -2 \sum_{|k|+|l|=1} w_{k,l} H'((k + l)\Psi) \sin^2((l + k)\pi/N).$$
Remark nearest neighbor coupling, we have the following result:

\[ |w_{ij}H'(\Psi) + w_{ij}H'(-\Psi)| \sin^2\left(j\pi/N\right) + |w_{ij}H'(\Psi) + w_{ij}H'(-\Psi)| \sin^2\left(i\pi/N\right) > 0 \]

for \((i, j) \neq (0, 0)\). This leads to the following result.

**Theorem 3.3.** Let \(N \geq 3\) and \(n\) be a factor of \(N\) with \(n \in \mathbb{N}_N\). For our \(N \times N\) torus network model with von Neumann 1-neighborhood coupling, the \(n\)-cluster solution with constant phase difference \(\Psi\) is stable if

\[ |w_{ij}H'(\Psi) + w_{ij}H'(-\Psi)| \sin^2\left(j\pi/N\right) + |w_{ij}H'(\Psi) + w_{ij}H'(-\Psi)| \sin^2\left(i\pi/N\right) > 0 \]

for \((i, j) \neq (0, 0), 0 \leq i, j \leq N - 1\).

Let \(H_{\text{odd}}(\theta) = \frac{H(\theta) - H(-\theta)}{2}\), which is the odd part of the interconnection function \(H\). Hence with the nearest neighbor coupling, we have the following result:

**Remark 3.1.**

(i) If \(\Psi = 0\), it is the case of 1-cluster solution and the synchronization solution stable if \(H'_{\text{odd}}(0) > 0\), as \(H'_{\text{odd}}(0) = H'(0)\).

(ii) If \(\Psi = \pi\), it leads to an antiphase solution (2-cluster solution). For all the possible \((k, l)\) in the nearest neighbor we have either \(H'(\pi)\) or \(H'(-\pi)\). By \(H'(\pi) = H'(-\pi)\) and \(H'_{\text{odd}}(\pi) = H'(\pi)\), the antiphase solution is stable if \(H'_{\text{odd}}(\pi) > 0\).

(iii) If \(w_{kl} \equiv w_0\) is constant for all \(k, l\), the coupling is homogeneous and (3.8) becomes

\[ 2w_0H'_{\text{odd}}(\Psi)\sin^2\left(j\pi/N\right) + \sin^2\left(i\pi/N\right) > 0 \]

for \(0 \leq i, j \leq N - 1\) with \((i, j) \neq (0, 0)\). In this case, this cluster solution is stable if \(H'_{\text{odd}}(\Psi) > 0\). This precise stability condition on our 2D torus is in consistent with the result on the 1D ring [29].

### 3.4. von Neumann 2-neighborhood Coupling: \(r = 2\)

Next, we consider the coupling is in the von Neumann 2-neighborhood, and we analyze the stability of the cluster solution with constant phase difference \(\Psi\).

\[
\frac{d\theta_{ij}}{dt} = \Omega + \epsilon \sum_{0<|k|+|l|\leq 2 \atop k,l \in \mathbb{Z}} w_{k,l}H(\theta_{i+k,j+l} - \theta_{ij}), \quad 0 \leq i, j \leq N - 1. \tag{3.9}
\]

Suppose that \(N \geq 5\) and \(n\) divides \(N\). Consider an \(n\)-cluster solution with constant phase difference \(\Psi\)

\[
\bar{\theta}_{ij}^{(2)}(t) = (\Omega + \epsilon \Omega_c^{(2)})t + (i + j)\Psi, \quad 0 \leq i, j \leq N - 1. \tag{3.10}
\]

Here

\[
\Omega_c^{(2)} = \sum_{0<|k|+|l|\leq 2} w_{k,l}H((k + l)\Psi)
\]

which can be obtained by plugging (3.10) into (3.9).

Let \(\theta_{ij}(t) = \bar{\theta}_{ij}^{(2)}(t) + y_{ij}(t)\). Linearizing (3.9) at \(\bar{\theta}_{ij}^{(2)}(t)\) to the first order gives

\[
\frac{dy_{ij}}{dt} = \epsilon \sum_{0<|k|+|l|\leq 2} w_{k,l}[H'((k + l)\Psi)y_{i+k,j+l} - H'((k + l)\Psi)y_{ij}]
\]

\[
= \epsilon \left( \sum_{0<|k|+|l|\leq 2} w_{k,l}H'((k + l)\Psi)y_{i+k,j+l} - \sum_{0<|k|+|l|\leq 2} w_{k,l}H'((k + l)\Psi)y_{ij} \right) .
\]
Let $x = (x_1, x_2, \cdots, x_{N^2})^T$. Convert the indices from 2D to 1D. The above system can be written as
\[
\frac{dx}{dt} = \epsilon (M^{(2)} - a^{(2)} I_{N^2}) x,
\]
where
\[
M^{(2)} = \text{beirc}(M_0, M_1, M_2, 0_N, \cdots, 0_N, M_{N-2}, M_{N-1})
\]
and
\[
a^{(2)} = \sum_{0 < |k| + |l| \leq 2} w_{k,l} H'((k + l)\Psi)
\]
with
\[
M_0 = w_{1,0} H'(\Psi) A_1 + w_{2,0} H'(2\Psi) A_1^2 + w_{-2,0} H'(-2\Psi) A_1^{-1} + w_{-1,0} H'(-\Psi) A_1^{-1}
\]
\[
M_1 = w_{0,1} H'(\Psi) I_N + w_{1,1} H'(2\Psi) A_1 + w_{-1,1} H'(0) A_1^{-1}
\]
\[
M_2 = w_{0,2} H'(2\Psi) I_N
\]
\[
M_3, \ldots, M_{N-3} = 0_N
\]
\[
M_{N-2} = w_{0,-2} H'(-2\Psi) I_N
\]
\[
M_{N-1} = w_{0,-1} H'(-\Psi) I_N + w_{1,-1} H'(0) A_1 + w_{-1,-1} H'(-2\Psi) A_1^{-1}.
\]

Here $0_N$ is the zero matrix of size $N$.

Since any block circulant matrix can be expressed in terms of Kronecker products,
\[
M^{(2)} = I_N \otimes M_0 + A_1 \otimes M_1 + A_1^2 \otimes M_2 + A_1^{N-2} \otimes M_{N-2} + A_1^{N-1} \otimes M_{N-1}
\]
\[
= I_N \otimes M_0 + A_1 \otimes M_1 + A_1^2 \otimes M_2 + (A_1^{-1})^2 \otimes M_{N-2} + A_1^{-1} \otimes M_{N-1}
\]
\[
= \sum_{0 < |k| + |l| \leq 2} w_{k,l} H'((k + l)\Psi)(A_1^i \otimes A_1^l).
\]

By Lemma 2.1, $(A_1^i \otimes A_1^l)(u_i \otimes u_j) = \omega^{i + kj} u_i \otimes u_j$ and hence
\[
M^{(2)} u_i \otimes u_j = \sum_{0 < |k| + |l| \leq 2} w_{k,l} H'((k + l)\Psi) \omega^{i + kj} u_i \otimes u_j, \quad 0 \leq i, j \leq N - 1.
\]

It shows that the spectrum of $M^{(2)}$ is given by
\[
\left\{ \sum_{0 < |k| + |l| \leq 2} w_{k,l} H'((k + l)\Psi) \omega^{i + k-j} : 0 \leq i, j \leq N - 1 \right\}.
\]

So, the eigenvalues of $M - a_1 I_{N^2}$ are
\[
\lambda_{ij}^{(2)} = \sum_{0 < |k| + |l| \leq 2} w_{k,l} H'((k + l)\Psi) \omega^{i + kj} - a^{(2)}
\]
\[
= \sum_{0 < |k| + |l| \leq 2} w_{k,l} H'((k + l)\Psi) (\omega^{i + kj} - 1), \quad 0 \leq i, j \leq N - 1.
\]

Hence,
\[
\Re(\lambda_{ij}^{(2)}) = \sum_{0 < |k| + |l| \leq 2} w_{k,l} H'((k + l)\Psi) [\cos(2(i + kj)\pi/N) - 1]
\]
\[
= -2 \sum_{0 < |k| + |l| \leq 2} w_{k,l} H'((k + l)\Psi) \sin^2((i + kj)\pi/N).
\]
Note that $\sin^2((i + kj)\pi/N) > 0$ for all $(k, l) \in C_2$, when $(i, j) \neq (0, 0)$. Thus, the cluster solution is stable if

$$w_{2,0}H'(2\Psi) + w_{-2,0}H'(-2\Psi)\sin^2(2j\pi/N) + [w_{0,2}H'(2\Psi) + w_{0,-2}H'(-2\Psi)]\sin^2(2i\pi/N)$$

$$+ [w_{1,1}H'(2\Psi) + w_{-1,-1}H'(-2\Psi)]\sin^2((i + j)\pi/N) + [w_{1,-1} + w_{-1,1}]H'(0)\sin^2((i - j)\pi/N)$$

$$+ [w_{1,0}H'(\Psi) + w_{-1,0}H'(-\Psi)]\sin^2(j\pi/N) + [w_{0,1}H'('\Psi) + w_{0,-1}H'(-\Psi)]\sin^2(i\pi/N) > 0$$

for $(i, j) \neq (0, 0)$ and $0 \leq i, j \leq N - 1$. This leads to the following result.

**Theorem 3.4.** Let $N \geq 5$ and $n$ be a factor of $N$ with $n \in \mathbb{N}$. For our $N \times N$ torus network model with von Neumann 2-neighborhood coupling, the $n$-cluster solution with constant phase difference $\Psi$ is stable if

$$w_{2,0}H'(2\Psi) + w_{-2,0}H'(-2\Psi)\sin^2(2j\pi/N) + [w_{0,2}H'(2\Psi) + w_{0,-2}H'(-2\Psi)]\sin^2(2i\pi/N)$$

$$+ [w_{1,1}H'(2\Psi) + w_{-1,-1}H'(-2\Psi)]\sin^2((i + j)\pi/N) + [w_{1,-1} + w_{-1,1}]H'(0)\sin^2((i - j)\pi/N)$$

$$+ [w_{1,0}H'(\Psi) + w_{-1,0}H'(-\Psi)]\sin^2(j\pi/N) + [w_{0,1}H'('\Psi) + w_{0,-1}H'(-\Psi)]\sin^2(i\pi/N) > 0$$

(3.11)

for $(i, j) \neq (0, 0)$, $0 \leq i, j \leq N - 1$.

Thus, for the von Neumann 2-neighborhood coupling in our network model, we have the following result. Again $H'_{\text{odd}}(0) = H'(0)$ and $H'_{\text{odd}}(\pi) = H'(\pi)$.

Remark 3.2.

(i) If $\Psi = 0$, it is the case of 1-cluster solution and the synchronization solution stable if $H'_{\text{odd}}(0) > 0$.

(ii) If $\Psi = \pi$, it leads to an antiphase solution (2-cluster solution). For all the possible $(k, l)$ in the nearest neighbor we have $H'(\pi), H'(-\pi), H'(2\pi)$ and $H'(0)$. So a stronger sufficient condition to guarantee that the antiphase solution is stable is $H'_{\text{odd}}(\pi) > 0$ and $H'_{\text{odd}}(0) > 0$.

(iii) If $w_{kl} \equiv w_0$ is constant for all $k, l$, the coupling is homogeneous and (3.11) is equivalent to $H'_{\text{odd}}(\Psi)\sin^2(i\pi/N) + \sin^2(j\pi/N)] + H'_{\text{odd}}(2\Psi)\sin^2(2i\pi/N) + \sin^2(j\pi/N) + \sin^2((i + j)\pi/N)] + H'_{\text{odd}}(0)\sin^2((i - j)\pi/N) > 0$ for $0 \leq i, j \leq N - 1$ with $(i, j) \neq (0, 0)$. Hence, in this case, a stronger sufficient condition to guarantee that this cluster solution is stable is that $H'_{\text{odd}}(0) > 0$, $H'_{\text{odd}}(\Psi) > 0$ and $H'_{\text{odd}}(2\Psi) > 0$.

3.5. von Neumann $r$-neighborhood Coupling: $r \in \mathbb{N}$. In this subsection, we extend the stability result to the general von Neumann $r$-neighborhood coupling for any given $r \in \mathbb{N}$.

By the similar method as that used in Section 3.5, it is straightforward to establish the result as follows.

**Theorem 3.5.** Let $N \geq 2r + 1$ and $n$ be a factor of $N$ with $n \in \mathbb{N}$. For our $N \times N$ torus network model with von Neumann $r$-neighborhood coupling, the $n$-cluster solution with constant phase difference $\Psi$ is stable if

$$\sum_{0 < |k| + |l| \leq r} w_{kl}H'((k + l)\Psi)\sin^2((i + kj)\pi/N) > 0, \quad (i, j) \neq (0, 0), \quad 0 \leq i, j \leq N - 1.$$  

(3.12)

Remark 3.3.

(i) If $\Psi = 0$, it is the case of 1-cluster solution and the synchronization solution stable if $H'_{\text{odd}}(0) > 0$.

(ii) A stronger sufficient condition to guarantee that this cluster solution is stable is $H'((k + l)\Psi) > 0$ for $(k, l) \in C_r$. 

(iii) If \( w_{kl} \equiv w_0 \) is constant for all \( k, l \), the coupling is homogeneous and (3.12) is equivalent to
\[
\sum_{0 < |i + l| \leq r} H_{\text{odd}}((|k + l|)\Psi) \sin^2((li + kj)\pi/N) > 0 \quad \text{for} \quad 0 \leq i, j \leq N - 1 \quad \text{with} \quad (i, j) \neq (0, 0).
\]
Hence, in this case, a stronger sufficient condition to guarantee that this cluster solution is stable is that \( H_{\text{odd}}((|k + l|)\Psi) > 0 \) for \( (k, l) \in C_r \).

(iv) The stability result can be extended to an arbitrary coupling, where the set of coupling is denoted as \( C \). Suppose that \( N \) is sufficiently large such that \( C \subset \{0, 1, 2, \ldots, N - 1\} \times \{0, 1, 2, \ldots, N - 1\} \).

**Theorem 3.6.** Let \( n \) be a factor of \( N \) with \( n \in \mathbb{N}_N \). For our \( N \times N \) torus network model with coupling \( C \), the \( n \)-cluster solution with constant phase difference \( \Psi \) is stable if
\[
\sum_{(k,l) \in C} w_{kl} H'(((k + l)\Psi) \sin^2((li + kj)\pi/N) > 0, \quad (i, j) \neq (0, 0), \quad 0 \leq i, j \leq N - 1. \quad (3.13)
\]

**4. Numerical Results**

In this section we apply our analytical results to a network of \( N^2 \) identical Morris-Lecar oscillators. We will run simulations for various values of \( N \) and various values of our coupling radius \( r \) to validate our analytical results.

**4.1. Model and Parameter Analysis.** We are using the dimensionless formulation of the Morris-Lecar model, [36, 7, 8], as given by the following system, where \( i \in [1, \ldots, N^2] \),
\[
\begin{align*}
v'_i &= I_{\text{app}} - g_C a m_\infty(v_i)(v_i - v_{Ca}) - g_K w_i(v_i - v_K) - g_L(v_i - v_L) - g_{\text{syn}} \epsilon \sum_{j=1}^{N^2} w_{ij} s_j(v_i - v_{\text{syn}}) \\
w'_i &= \phi \lambda(v_i)(w_\infty(v_i) - w_i) \\
s'_i &= a h(v_i)(1 - s_i) - \frac{s_i}{\tau_s} \\
\lambda(v_i) &= \frac{1}{2} \left( 1 + \tanh \left( \frac{v_i - V_1}{V_2} \right) \right) \\
m_\infty(v_i) &= \frac{1}{2} \left( 1 + \tanh \left( \frac{v_i - V_3}{V_4} \right) \right) \\
\lambda(v_i) &= \frac{5}{\exp (- (v_i - v_{\text{pre}})/1)}
\end{align*}
\]
Here we use the parameter values from [8], with the exception of \( I_{\text{app}}, \epsilon, g_{\text{syn}} \), all of which are given in Table 1. In the absence of coupling, each oscillator in the network has an exponentially asymptotically stable limit cycle with period \( \approx 11.93 \) and frequency \( \approx 0.53 \).

**4.2. Calculating \( H \) and \( H_{\text{odd}} \).** The interaction function \( H \) can be calculated from the uncoupled single cell version of our Morris-Lecar model. The calculation of the interaction function \( H \) and it’s corresponding odd part, \( H_{\text{odd}} \), were done in XPPAUT with the parameters given in Table 1. Data was exported from XPPAUT and imported to Python. See the text [12] for more information and tutorials on using XPPAUT. In Python, an univariate spline was then calculated for the function \( H \) and \( H_{\text{odd}} \) from the given data. From the univariate spline we can approximate the derivative of \( H \) and \( H_{\text{odd}} \) over one period.
Parameter            | Name                      | Value  
---------------------|---------------------------|--------
$v_{Ca}$             | Calcium equilibrium potential | 1      
$v_{K}$              | Potassium equilibrium potential | -0.7   
$v_{L}$              | Leak equilibrium potential | -0.5   
$v_{syn}$            | Synaptic reversal potential | -0.625 
$v_{pre}$            | Pre-Synaptic membrane potential | -0.1   
$g_{K}$              | Potassium ionic conductance | 2      
$g_{L}$              | Leak ionic conductance     | 0.5    
$g_{Ca}$             | Calcium potential conductance | 1      
$\phi$               | Potassium rate constant   | 1/3    
$V_1$                | Calcium activation potential | -0.01  
$V_2$                | Calcium reciprocal slope  | 0.15   
$V_3$                | Potassium activation potential | 0.1    
$V_4$                | Potassium reciprocal slope | 0.145  
$I_{app}$            | Applied current           | 0.123  
$g_{syn}$            | Synaptic conductance      | 0.025  
$\epsilon$          | Coupling strength         | $\frac{1}{2(\tau_{s}+1)}$ 
$\alpha$             | Synaptic activation constant | 1.0    
$\tau_{s}$           | Synaptic decay constant   | 1.0    

Table 1. Parameter Values

4.3. Numerical Simulations. Here we begin by considering the case when $N = 5$ with nearest and second nearest neighbor coupling. In each case, we would expect the existence of a synchronous solution, $\Psi = 0$, along with the 5-clusters $\Psi = \frac{2\pi k}{5}$, $k = 1, 2, 3, 4$. The values of $H'(\Psi)$, $H'(-\Psi)$ and $H'_{odd}(\Psi)$ for $\Psi = \frac{2\pi k}{5}$, $k = 0, 1, 2, 3, 4$ are given in Table 2. Stability analysis using some these values for the nearest and second nearest neighbor case will be provided below.

| $k$ | $\Psi$     | $H'(\Psi)$  | $H'(-\Psi)$ | $H'_{odd}(\Psi)$ |
|-----|------------|-------------|-------------|------------------|
| 0   | 0         | -0.5494149289091872 | -0.5494149289091872 | -0.6448920358548498 |
| 1   | $\frac{2\pi}{5}$ | -0.29701606374660317 | 0.1863559734182014 | -0.05424507664335855 |
| 2   | $\frac{4\pi}{5}$ | 0.12050167876589174 | 0.3801261880992415 | 0.2499274930102255 |
| 3   | $\frac{6\pi}{5}$ | 0.3801261880992415 | 0.12050167876589174 | 0.2499326490788674 |
| 4   | $\frac{8\pi}{5}$ | 0.1863559734182014 | -0.2970160637466032 | -0.05424962016118515 |

Table 2. $H'(\Psi)$, $H'(-\Psi)$, $H'_{odd}(\Psi)$ for $\Psi = 0, \frac{2\pi}{5}, \frac{4\pi}{5}, \frac{6\pi}{5}, \frac{8\pi}{5}$

4.3.1. von Neumann 1-neighborhood Coupling. In Table 3, we see that in the case of homogeneous coupling our model predicts unstable and stable 5-clusters for various $\Psi$ with $N = 5$. The firing groups consist of the following clusters of cells

- $C_1 = \{1, 10, 14, 18, 22\}$, $C_2 = \{2, 6, 15, 19, 23\}$, $C_3 = \{3, 7, 11, 20, 24\}$,
- $C_4 = \{4, 8, 12, 16, 25\}$, $C_5 = \{5, 9, 13, 17, 21\}$
| ψ   | Predicted Stability | Verified Numerically |
|-----|---------------------|----------------------|
| 0   | unstable            | Yes                  |
| 4π  | unstable            | Yes                  |
| 2π  | stable              | Yes                  |
| 6π  | stable              | Yes                  |
| 8π  | unstable            | Yes                  |

Table 3. Prediction Under Homogeneous Coupling, \( N = 5, r = 1, w = 1 \)

In the case of \( \Psi = \frac{4\pi}{5} \), stability was verified for the firing orders
\[
(C_1, C_4, C_2, C_5, C_3), (C_2, C_5, C_3, C_1, C_4), (C_3, C_1, C_4, C_2, C_5),
(C_4, C_2, C_5, C_3, C_1), (C_5, C_3, C_1, C_4, C_2)
\]
Recall, the stability condition for the nearest neighbor case with \( N = 5 \) is given by
\[
\left( w_{1,0} H'(\Psi) + w_{-1,0} H'(-\Psi) \right) \sin^2 \left( \frac{\pi i}{5} \right) + \left( w_{0,1} H'(\Psi) v_1 + w_{0,-1} H'(-\Psi) \right) \sin^2 \left( \frac{\pi i}{5} \right) > 0 \quad (4.1)
\]
for \( 0 \leq i, j \leq 4 \), where \( i, j \) are both not 0.
For \( i,j = 1, 2, 3, 4 \), we have that \( \sin^2 \left( \frac{\pi}{5} \right) = \sin^2 \left( \frac{4\pi}{5} \right) \) and \( \sin^2 \left( \frac{2\pi}{5} \right) = \sin^2 \left( \frac{3\pi}{5} \right) \), so that a sufficient condition for stability is that
\[
\left( w_{1,0} H'(\Psi) + w_{-1,0} H'(-\Psi) \right) > 0 \quad \text{and} \quad \left( w_{0,1} H'(\Psi) v_1 + w_{0,-1} H'(-\Psi) \right) > 0 \quad (4.2)
\]
From Table 2, we can see that for \( k = 2, 3 \) both \( H'(\Psi), H'(-\Psi) > 0 \). Therefore our simplified stability conditions will be positive for any choice of \( w_{\pm 1,0}, w_{0,\pm 1} \). On the other hand, for \( k = 1, 4 \), \( H'(\Psi) \) and \( H'(-\Psi) \) have alternate signs. In the case of homogeneous coupling the conditionality of the inequalities in (4.2) are completely dependent on the value of \( H_{\text{odd}}(\Psi) \) in Table 2, which is negative in either case so that we would expect an unstable solution.

We are interested in cases where stability of our cluster solution could change given a change in the coupling strength, particularly from unstable to stable, so we will focus on cases of heterogenous coupling with \( k = 1, 4 \). Let us define the function \( F(w_1, w_{-1}) = w_1 H'(\Psi) + w_{-1} H'(-\Psi) \) where \( w_1 \) takes the place of \( w_{1,0}, w_{0,1} \) and \( w_{-1} \) takes the place of \( w_{-1,0}, w_{0,-1} \). The plot of \( F(w_1, w_{-1}) \) yields planar graphs which easily shows that there are many choices of \( w_1, w_{-1} \) that would satisfy our inequalities in either case. We will focus on the case when \( k = 4, \Psi = \frac{8\pi}{5} \). Here, we consider the cases for when \( w_{1,0} = w_{0,1} = 1, \; w_{-1,0} = w_{0,-1} = \alpha \), and vary \( \alpha \). A summary of values used in simulations are provided in Table 4, along with the smallest and largest value of the stability condition in (4.1). In each case in Table 4, a stable 5-cluster could not be verified.

| Case | Smallest Value   | Largest Value   | α         |
|------|------------------|-----------------|-----------|
| 1    | \( \approx 0.0131199 \) | \( \approx 0.068697 \) | \( \frac{1}{3} \) |
| 2    | \( \approx 0.038730 \)   | \( \approx 0.202793 \) | \( \frac{1}{3} \) |
| 3    | \( \approx 0.057937 \)   | \( \approx 0.3033663 \) | \( \frac{1}{5} \) |
| 4    | \( \approx 0.063940 \)   | \( \approx 0.3347953 \) | \( \frac{1}{256} \) |

Table 4. Smallest and Largest Value of the Stability Condition, (4.1), for the Four Cases with Nearest Neighbor Coupling, \( r = 1, N = 5, \Psi = \frac{8\pi}{5} \).
4.3.2. von Neumann 2-neighborhood Coupling. A similar analysis as done in the nearest neighbor coupling case will also be applied in our second nearest neighbor case by using our stability condition in (3.11), for $N = 5$, with $0 \leq i, j \leq 4$, both not zero. In Table 5, we have that in the case of homogeneous coupling our model predicts unstable 5-clusters for all possible $\Psi$. We will consider then the case of heterogeneous coupling in which we show a change in stability of our cluster solutions.

| $\Psi$ | Predicted Stability | Verified Numerically |
|--------|---------------------|----------------------|
| 0      | unstable            | Yes                  |
| $\frac{2\pi}{5}$ | unstable            | Yes                  |
| $\frac{4\pi}{5}$ | unstable            | Yes                  |
| $\frac{6\pi}{5}$ | unstable            | Yes                  |
| $\frac{8\pi}{5}$ | unstable            | Yes                  |

Table 5. Prediction Under Homogeneous Coupling, $N = 5, r = 2, w = 1$

We will consider the case when $\Psi = \frac{4\pi}{5}$, so that

$$H'(0) \approx -0.5491, \quad H'(\Psi) \approx 0.1204, \quad H'(-\Psi) \approx 0.3798,$$

$$H'(2\Psi) \approx 0.1862, \quad H'(-2\Psi) \approx -0.2965 \quad (4.3)$$

From (3.11) and (4.3), we can see which coupling weights are associated with negative and positive values of $H'$. We can thus choose the corresponding coupling weights so that our stability condition, (3.11), is satisfied for all $i, j$ and our cluster solution is predicted to be stable. One such configuration is to assign the coupling weights associated with second nearest neighbor coupling ($w_{k,l}, |k| + |l| = 2$) the same value, $\alpha_1$ and the coupling weights associated with nearest neighbor coupling, ($w_{k,l}, |k| + |l| = 1$), the same value, $\alpha_2$. One such assignment, $\alpha_1 = \frac{1}{16}, \alpha_2 = 1$, will allow us to satisfy the conditions in (3.11). In Figure ??, we have diagrams representing the change in sign of the real part of the eigenvalues with our assigned values versus the homogeneous coupling case. The corresponding raster plots for the beginning and end of these simulations are given in Figure 7, where darker colors indicate larger values. In Case 1, we can see that with strictly negative real parts of our eigenvalues where (3.11) is satisfied, we have a stable 5-cluster, likewise, in Case 2, where the conditions of (3.11) are not satisfied, we have an unstable cluster solution, as predicted.

4.3.3. Third Nearest Neighbor Coupling. Here will consider an $8 \times 8$ lattice of oscillators with third ($r = 3$) nearest neighbor coupling. In Table 6, we have a summary of predicted cluster solutions.

Notice that in the case of $\Psi = \frac{\pi}{2}, \pi, \frac{3\pi}{2}$ we were unable to verify the predicted stability. In Figure 4, we have a diagram giving the real part of the eigenvalues and the beginning and end of a simulation in the case with $\Psi = \frac{3\pi}{2}$, the case for $\Psi = \frac{\pi}{2}$ is similar. Here we see that the simulation appears to produce a stable cluster as a result, in contrast to the unstable prediction. We also note that almost all the real parts of the eigenvalues are negative and much larger in magnitude than the two eigenvalues with positive real part, $\approx 0.1322$.

In Figure 5, we see the real part of the eigenvalues and the beginning and end of the simulation in the unverified unstable case with homogeneous coupling and $\Psi = \pi$. Here, the simulation appears to be stable although there is a mixture of positive and negative real parts of the eigenvalues, with the some large negative eigenvalues. In Figure 6, we consider the case with heterogenous coupling with values $w_{k,l} = 1/4$ when $|k| + |l| = 3$; $w_{k,l} = 1$ when $|k| + |l| = 2$; $w_{k,l} = 1/4$ when $|k| + |l| = 1$. In this case, where most eigenvalues are positive and large in magnitude, we have an unstable solution, as would have been predicted.
Figure 3. The fitness function $F_1(\alpha, v_1)$ and $F_2(\alpha, v_2)$ and convergent dynamics of anti-predation response level $\alpha(t)$ on the two patches which are not connected by dispersals.

| $\Psi$ | Predicted Stability | Verified Numerically |
|-------|---------------------|---------------------|
| 0     | unstable            | Yes                 |
| $\pi$ | unstable            | Yes                 |
| $\frac{\pi}{2}$ | unstable          | No                  |
| $\pi$ | unstable            | Yes                 |
| $\frac{3\pi}{2}$ | unstable          | No                  |
| $\frac{7\pi}{4}$ | unstable         | Yes                 |

Table 6. Prediction Under Homogeneous Coupling, $N = 8, r = 3, w = 1$

In Figure 8, we show 5 firing diagrams across one period of our simulation with the coupling values given in $w_{k,l} = 1/16$ when $|k| + |l| = 3$; $w_{k,l} = 1/8$ when $|k| + |l| = 2$; $w_{k,l} = 1$ when $|k| + |l| = 1$. The cell numberings are given within each cell in Figure 8. Cells that fire together share the same color in each diagram, and darker colors imply larger values. We expect 4 subgroups of 16 oscillators each, were the predicted grouping are given in (4.4). From Figure 8, there appears to be a traveling wave firing pattern which agrees with the firing order given in (4.4).

$$C_1 = \{1, 5, 12, 16, 19, 23, 26, 30, 33, 37, 44, 48, 51, 55, 58, 62\}$$
$$C_4 = \{4, 8, 11, 15, 18, 22, 25, 29, 36, 40, 43, 47, 50, 54, 57, 61\}$$
$$C_3 = \{3, 7, 10, 14, 17, 21, 28, 32, 35, 39, 42, 46, 49, 53, 60, 64\}$$
$$C_2 = \{2, 6, 9, 13, 20, 24, 27, 31, 34, 38, 41, 45, 52, 56, 59, 63\}$$

(4.4)

4.3.4. Cluster Solutions in a Larger Network. Here we consider a $18 \times 18$ lattice of 324 oscillators. Under the assumption of homogeneous coupling weights, we will begin with the case of nearest neighbor
coupling and increase our neighborhood radius, $r$, and study the change in stability. Here we find that for the case of nearest neighbor coupling the only predicted stable cluster solutions are for

$$\Psi = \frac{5\pi}{9}, \frac{2\pi}{3}, \frac{7\pi}{9}, \frac{8\pi}{9}, \pi, \frac{10\pi}{9}, \frac{11\pi}{9}, \frac{4\pi}{3}, \frac{13\pi}{9}$$

(4.5)

When we move to the case with second nearest neighbor homogeneous coupling, we have that there are no predicted stable cluster solutions, but when we move to the third nearest neighbor case we have that $\Psi = \frac{4\pi}{9}, \frac{14\pi}{9}$ are the only stable cluster solutions. Therefore, for homogeneous coupling weights, there are no cluster solutions that are predicted to stable for the nearest neighbor and remain stable as our neighborhood radius increases.
Under the values of $\Psi$ in (4.5), with nearest neighbor coupling, we find that for second nearest neighbor coupling with the coupling weights; $w_{k,l} = 1/4$ when $|k| + |l| = 2$; $w_{k,l} = 1$ when $|k| + |l| = 1$, that only

$$\Psi = \frac{5\pi}{9}, \frac{2\pi}{3}, \frac{4\pi}{3}, \frac{13\pi}{9}$$

are predicted to be stable. When we furthermore extend our analysis to third nearest neighbor coupling with the coupling weights; $w_{k,l} = 1/8$ when $|k| + |l| = 3$; $w_{k,l} = 1/4$ when $|k| + |l| = 2$; $w_{k,l} = 1$ when $|k| + |l| = 1$ for (4.6), we find that stability is only predicted in the case for $\Psi = \frac{5\pi}{9}, \frac{13\pi}{9}$. If we change our coupling weights to be 1, $\frac{1}{2}$ for 1, $\frac{1}{4}$ in the case of second nearest neighbor coupling, then there are no predicted stable cluster solutions. Likewise, if we change the coupling weights in the third nearest neighbor case to 1, $\frac{1}{2}$, $\frac{1}{4}$ for 1, $\frac{1}{2}$, $\frac{1}{4}$, then there are no predicted stable clusters. Given in Figure 9 are the plots of the stable cluster solutions, with $\Psi = \frac{5\pi}{9}$, for the third nearest neighbor heterogeneous coupling case. The plots for the first and second nearest neighbor coupling cases are similar and will be omitted.

### 4.3.5. Numerical Results for the Case with $\Psi_h \neq \Psi_v$.

Here we examine the firing patterns for a $16 \times 16$ lattice of oscillators with various values of $\Psi_h \neq \Psi_v$ and third nearest neighbor coupling.

In Figure 10, we use the coupling weights; $w_{k,l} = 1/8$ when $|k| + |l| = 3$; $w_{k,l} = 1/4$ when $|k| + |l| = 2$; $w_{k,l} = 1$ when $|k| + |l| = 1$, and $k_h = 4, k_v = 12$. Using these coupling weights and choice of $k_h, k_v$, we predict 4 stable clusters of 64 oscillators each, where that $\Psi_h = \frac{\pi}{2}, \Psi_v = \frac{3\pi}{2}$.

In Figure 11, we plot our stable cluster solutions over one period (17 frames, where frame 0 and 16 are equivalent) with the same coupling weights as above and $k_h = 9, k_v = 8$. Here we predict 16 stable clusters of 16 oscillators each, where that $\Psi_h = \frac{9\pi}{8}, \Psi_v = \pi$. In Figure 10, we have a traveling wave pattern that appears to move through from the upper left to bottom right of the plot. This pattern is opposed to the traveling wave pattern in Figure 8, in which the wave appears to travel from the upper right to bottom left of the plot. In Figure 11, there appears to be a traveling vertical checkerboard pattern.
5. Discussion

In this work we considered a 2D lattice of $N \times N$ weakly coupled oscillators with period boundary conditions and von Neumann neighborhood $r$ coupling. For our analytical results we derived conditions
for the existence and stability of cluster solutions in our network under various coupling situations, while taking advantage of known results, involving circulant matrices and the Kronecker product, so that our stability analysis can be easily performed. We would like to extend our analytical results to include existence and stability analysis for an arbitrary $N_1 \times N_2, N_1 \neq N_2$ lattice of oscillators with periodic boundary conditions. This extension would dramatically increase the generality of the model, although it is not clear to what extent our representation techniques could be applied. Additionally, in the case for non-square lattices, it seems likely from our work with $\Psi_h \neq \Psi_v$, that the existence of any cluster solutions would require a condition of the kind in which $N_1, N_2$ are multiples of each other. Expanding our 2D network topology results to 3D, where a von Neumann neighborhood is also defined, is also possible.

There are additional extensions to our model that could also be investigated. It will be interesting to consider a modification of our model to include an explicit time delay. This modification has biology significance and been studied in [7] for a ring topology. There are also certainly a large diversity of interesting coupling structures possible in larger networks, such as a randomly connected network, that we could incorporate into our network topology. Similarly as above, it would be uncertain as to which our convenient representation technique would be limited under these coupling assumptions.

In Table 6, we were not able to numerically verify the case with $\Psi = \frac{\pi}{2}, \pi, \frac{3\pi}{2}$. Recalling, Figure 4 in our numerical section, in the case of $\Psi = \frac{\pi}{2}, \frac{3\pi}{2}$, we have a majority negative real part of the eigenvalues, which are large in magnitude compared to the two small positive eigenvalues. It is possible...
that a longer simulation time might be needed to show the correct stability. We should also note that since our positive eigenvalues are close to zero, it might be the case that there could be numerical errors in the approximation of our interaction function $H$ or its derivative $H'$ that are resulting in
incorrectly giving the positive value on these small eigenvalues. Additional numerical errors could have also occurred in our numerical ODE solver.

In the case with $N = 5$ and nearest neighbor coupling we were not successful in showing a change of stability from adjusting our coupling weights. It is possible that the inability to show a change in
stability is due to the same numerical issues as previously mentioned for our work in the case with \( \Psi = \frac{\pi}{2}, \pi, \frac{3\pi}{2} \). Additional investigation could still yield a change in stability, possibly by using more convenient values of \( I_{\text{app}} \) and \( \tau_s \), but we were unable to find these values.

In our numerical examples, we consider relatively small values of \( N \). Therefore, additional simulations with large values of \( N \) should be run. Here the ability to produce more diverse firing patterns, such as the rotating spiral wave \([33, 3]\), on the 2D torus with our periodic boundary conditions, could be studied.
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