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Abstract
We use Padoa’s principle of independence of primitive symbols in axiomatic systems in order to discuss the mathematical role of time and space-time in some classical physical theories. We show that time is eliminable in Newtonian mechanics and that space-time is also dispensable in Hamiltonian mechanics, Maxwell’s electromagnetic theory, the Dirac electron, classical gauge fields, and general relativity.

1 Introduction
In a series of papers G. Jaroszkiewicz and K. Norton have developed a quite interesting research program where the continuum space-time is replaced by a discrete space-time in classical and quantum particle mechanics as well as in classical and quantum field theories [12, 13, 14, 20]. Many other authors have developed similar ideas [1, 15, 14] in the last years. One of us has recently proposed the use of category theory in order to guarantee the consistency between discrete space-time and the continuum space-time picture for classical particle mechanics [23]. Nevertheless, one of the pioneers in the discretization of space-time was the Japanese physicist T. Tati [31, 32]. Tati began his scientific career working with S. Tomonaga. Both of them were concerned with the divergences in quantum field theory. Tomonaga followed the way of renormalization theory. Tati tried the elimination of space-time in quantum theory in order to develop a theory of finite degree of freedom and avoid the divergences. Tomonaga won the Nobel...
prize. Tati’s ideas about the elimination (by means of discretization) of space-time in physics were forgotten. If the reader takes a look on Web of Science, it will be easy to see that Tati’s papers about non-space-time physics have no citation at all.

This research program of discretization confirms two things: (i) space-time effectively plays a very fundamental role in physics, at least from the intuitive point of view; and (ii) discretization is a deep way to change the usual concepts about space-time. Discrete space-time seems to be more appropriate from the physical point of view than continuum space-time, at least in some cases. In a recent paper, e.g., C. Vafa [33] says:

Many ideas in physics sound like basic objects in number theory. For example, electrical charge comes in quanta, and do not take continuous values; matter comes in quanta, called particles, and do not come in continuous values; etc. In some sense quantum theory is a bending of physics towards number theory. However, deep facts of number theory play no role in questions of quantum mechanics. In fact it is very surprising, in my view, that this area of mathematics has found very little application in physics so far. In particular we do not know of any fundamental physical theories that are based on deep facts in number theory.

Yet, as a scientific prophet, Vafa predicts that in this century...

...we will witness deep applications of number theory in fundamental physics.

W. M. Stuckey presents another perspective [25, 26, 27]. According to him, the usual notion of differentiable manifold as a model of space-time is not appropriate in quantum physics. He does not appeal to any discretization program. He proposes a “pregeometric reduction of transtemporal objects” in order to cope with non-locality and quantum gravity.

On the other hand, there is an insightful paper by U. Mohrhoff [18] that presents a novel interpretation of quantum mechanics, where objective probabilities are assigned to counterfactuals and are calculated on the basis of all relevant facts, including those that are still in the future. According to this proposal, the intuitive distinction between here and there, past and future, has nothing to do with any physical reality:

The world is built on facts, and its spatiotemporal properties are supervenient on the facts. To understand how EPR [Einstein-Podolsky-Rosen Gedanken experiment] correlations are possible, one needs to understand that, in and of itself, physical space is undifferentiated. At a fundamental level, “here” and “there” are the same place. If EPR correlations require a medium, this identity is the medium.

Molhroff’s ideas about space-time may inspire us for a new perspective about space-time, quite different from discretization. Tati believed that discretization of space-time is a manner to eliminate it from physics. But in this paper we discuss a different point of view, more radical, in a sense.

We note, in a very general framework, that time and space-time are dispensable in some of the main classical physical theories. This corroborates the intuitive idea given above that space-time properties are supervenient on physical facts.

Our results are simple, almost trivial, from the mathematical point of view, but, as we shall show in future papers, they are philosophically relevant.
2 Axiomatization of Physical Theories

The presence of mathematics in physics is grounded on the belief that there are mathematical patterns lurking in the dynamics of physical phenomena and natural laws. This is one of the most fundamental, powerful and ‘holy’ beliefs in science [24]. On the other hand, mathematical concepts cannot, in principle, be considered as a faithful picture of the physical world. There is no length measurement or elapsed time interval, e.g., that actually corresponds to a real number, since measurements do have serious limitations, among others, of precision. This is one justification for the discretization of space-time in physics, according to our discussion in the Introduction. Nevertheless, the hypothesis of the continuum space-time is largely used in physical theories. Although mathematics is a science conceived by the human mind of mathematicians, it has been used to send men to the Moon, to make computers, and to facilitate our lives.

The axiomatic method is the soul of mathematics, the synthesis of the scientific method, and a powerful tool for the scientific philosopher. Rationality, in formal sciences, consists, in particular, in the correct, implicit or explicit, use of the axiomatic method.

Roughly speaking, the axiomatic method begins with the definition of an appropriate language. In this language we have (i) the vocabulary, which is a set of symbols, referred to as primitive symbols; (ii) the grammar rules, usually referred to as an effective procedure to distinguish the well-formed formulas from other arbitrary sequences of symbols; (iii) a specific set of well-formed formulas called axioms; and (iv) some rules of inference which allow us to prove theorems from the axioms. This is possible because the rules of inference establish the relations of logical consequence among well-formed formulas.

Primitive concepts are necessary since we cannot define everything.

The reason for the very notion of well-formed formulas is to distinguish between meaningful and meaningless expressions. The main purpose of the axioms is to settle up how the primitive concepts are related to each other in a list of assumptions, in order to derive other sentences and bits of information about these primitive concepts by means of the inference rules.

It is not clear, from the historical point of view, if the axiomatic method was born as a philosophical or as mathematical subject. But it was used for the first time in ancient Greece, mainly represented by the famous book "Elements" by Euclide.

One of the main goals of the axiomatic method in physics is the investigation of the logical foundations of physical theories. Following ideas delineated by Hilbert (1900) in his famous Matematische Probleme, a basic problem may be described as follows [1].

The investigations of the foundations of geometry suggest the problem: To treat in the same manner, by means of axioms, those physical sciences in which mathematics plays an important part: first of all, the theory of probability and mechanics.

...
theories coming near to reality, but also, as in geometry, of all logically possible theories. He must be always alert to obtain a complete survey of all conclusions derivable from the system of axioms assumed.

Further, the mathematician has the duty to test exactly in each instance whether the new axioms are compatible with the previous ones. The physicist, as his theories develop, often finds himself forced by the results of his experiments to make new hypotheses, while he depends, with respect to the compatibility of the new hypotheses with the old axioms, solely upon these experiments or upon a certain physical intuition, a practice which in the rigorously logical building up of a theory is not admissible. The desired proof of the compatibility of all assumptions seems to me also of importance, because the effort to obtain each proof always forces us most effectually to an exact formulation of the axioms.

We believe that this kind of investigation may drive us to a better understanding of the actual role of fundamental concepts, and even fundamental principles, in mechanics and physics in general.

In Euclidian geometry, e.g., it is possible to eliminate or even replace one or more postulates by other non-equivalent sentences in order to get non-Euclidian or non-Paschian geometries. Analogously it is possible to derive other set theories such that the axiom of choice, the continuum hypothesis, or Martin’s axiom are no longer valid sentences. D. Hilbert considered that this sort of theoretical richness should be achieved in physics by means of a precise use of the axiomatic method.

One important question in connection with the axiomatic method is to determine if a primitive concept of a given axiomatic system is definable or not on the basis of the remaining primitive concepts. For example: Usually force is a primitive concept in classical mechanics. But can we define “force”? The answer depends on the axiomatic system that we employ in order to formulate classical mechanics (see, for example [22]). In the next section we show how Padoa’s principle may be used to prove the independence of primitive concepts.

3 Padoa’s Principle of Independence of Primitive Symbols

In an axiomatic system $S$ a primitive term or concept $c$ is definable by means of the remaining primitive ones if there is an appropriate formula, provable in the system, that fixes the meaning of $c$ in function of the other primitive terms of $S$. This formulation of definability is not rigorous but is enough here. When $c$ is not definable in $S$, it is said to be independent of the other primitive terms.

There is a method, introduced by A. Padoa [21], which can be employed to show the independence of concepts. In fact, Padoa’s method gives a necessary and sufficient condition for independence [2, 28, 30].

In order to present Padoa’s method, some preliminary remarks are necessary. Loosely speaking, if we are working in set theory, as our basic theory, an axiomatic system $S$ characterizes a species of mathematical structures in the sense of Bourbaki [3]. Actually
there is a close relationship between Bourbaki’s species of structures and Suppes predicates [29]; for details see [5]. On the other hand, if our underlying logic is higher-order logic (type theory), $S$ determines a usual higher-order structure [4]. In the first case, our language is the first order language of set theory, and, in the second, it is the language of (some) type theory. Tarski showed that Padoa’s method is valid in the second case [30], and Beth that it is applicable in the first [2].

From the point of view of applications of the axiomatic method, for example in the foundations of physics, it is easier to assume that our mathematical systems and structures are constructed in set theory [5].

A simplified and sufficiently rigorous formulation of the method, adapted to our exposition, is described in the next paragraphs.

Let $S$ be an axiomatic system whose primitive concepts are $c_1, c_2, ..., c_n$. One of these concepts, say $c_i$, is independent from the remaining if and only if there are two models of $S$ in which $c_1, ..., c_{i-1}, c_{i+1}, ..., c_n$ have the same interpretation, but the interpretations of $c_i$ in such models are different.

Of course a model of $S$ is a set-theoretical structure in which all axioms of $S$ are true, according to the interpretation of its primitive terms [17].

It is important to recall that, according to the theory of definition [28], a definition should satisfy the criterion of eliminability. That means that a defined symbol should always be eliminable from any formula of the theory.

In the sequel we apply Padoa’s method to some physical theories (i.e., axiomatic systems), in order to prove that time and space-time are eliminable (or dispensable) from some physical theories.

4 McKinsey-Sugar-Suppes System of Particle Mechanics

This section is essentially based on the axiomatization of classical particle mechanics due to P. Suppes [28], which is a variant of the formulation by J. C. C. McKinsey, A. C. Sugar and P. Suppes [18]. We call this McKinsey-Sugar-Suppes system of classical particle mechanics and abbreviate this terminology as MSS system.

MSS system has six primitive notions: $P, T, m, s, f, g$. $P$ and $T$ are sets, $m$ is a real-valued unary function defined on $P$, $s$ and $g$ are vector-valued functions defined on the Cartesian product $P \times T$, and $f$ is a vector-valued function defined on the Cartesian product $P \times P \times T$. Intuitively, $P$ corresponds to the set of particles and $T$ is to be physically interpreted as a set of real numbers measuring elapsed times (in terms of some unit of time, and measured from some origin of time). $m(p)$ is to be interpreted as the numerical value of the mass of $p \in P$. $s_p(t)$, where $t \in T$, is a 3-dimensional vector which is to be physically interpreted as the position of particle $p$ at instant $t$. $f(p,q,t)$, where $p, q \in P$, corresponds to the internal force that particle $q$ exerts over $p$, at instant $t$. And finally, the function $g(p,t)$ is to be understood as the external force acting on particle $p$ at instant $t$.

Next we present the axiomatic formulation for MSS system:

**Definition 1** $\mathcal{P} = \langle P, T, s, m, f, g \rangle$ is a MSS system if and only if the following axioms are satisfied:
P1 $P$ is a non-empty, finite set.

P2 $T$ is an interval of real numbers.

P3 If $p \in P$ and $t \in T$, then $s_p(t)$ is a 3-dimensional vector ($s_p(t) \in \mathbb{R}^3$) such that $\frac{d^2s_p(t)}{dt^2}$ exists.

P4 If $p \in P$, then $m(p)$ is a positive real number.

P5 If $p, q \in P$ and $t \in T$, then $f(p, q, t) = -f(q, p, t)$.

P6 If $p, q \in P$ and $t \in T$, then $[s_p(t), f(p, q, t)] = [-s_q(t), f(q, p, t)]$.

P7 If $p, q \in P$ and $t \in T$, then $m(p)\frac{d^2s_p(t)}{dt^2} = \sum_{q \in P} f(p, q, t) + g(p, t)$.

The brackets $[,]$ in axiom P6 denote external product.

Axiom P5 corresponds to a weak version of Newton’s Third Law: to every force there is always a counterforce. Axioms P6 and P5, correspond to the strong version of Newton’s Third Law. Axiom P6 establishes that the direction of force and counterforce is the direction of the line defined by the coordinates of particles $p$ and $q$.

Axiom P7 corresponds to Newton’s Second Law.

Definition 2 Let $P = \langle P, T, s, m, f, g \rangle$ be a MSS system, let $P'$ be a non-empty subset of $P$, let $s'$, $g'$, and $m'$ be, respectively, the restrictions of functions $s$, $g$, and $m$ with their first arguments restricted to $P'$, and let $f'$ be the restriction of $f$ with its first two arguments restricted to $P'$. Then $P' = \langle P', T, s', m', f', g' \rangle$ is a subsystem of $P$ if $\forall p, q \in P'$ and $\forall t \in T$,

$$m'(p)\frac{d^2s'_p(t)}{dt^2} = \sum_{q \in P'} f'(p, q, t) + g'(p, t).$$

(1)

Theorem 1 Every subsystem of a MSS system is again a MSS system.

Definition 3 Two MSS systems

$$P = \langle P, T, s, m, f, g \rangle$$

and

$$P' = \langle P', T', s', m', f', g' \rangle$$

are equivalent if and only if $P = P'$, $T = T'$, $s = s'$, and $m = m'$.

Definition 4 A MSS system is isolated if and only if for every $p \in P$ and $t \in T$, $g(p, t) = (0, 0, 0)$.

1In the original MSS system it is presented another definition for subsystem, where this theorem is not valid.
Theorem 2 If

\[ P = (P, T, s, m, f, g) \]

and

\[ P' = (P', T', s', m', f', g') \]

are two equivalent systems of particle mechanics, then for every \( p \in P \) and \( t \in T \)

\[ \sum_{q \in P} f(p, q, t) + g(p, t) = \sum_{q \in P'} f'(p, q, t) + g'(p, t). \]

The embedding theorem is the following:

Theorem 3 Every MSS system is equivalent to a subsystem of an isolated system of particle mechanics.

The next theorem can easily be proved by Padoa’s method:

Theorem 4 Mass and internal force are each independent of the remaining primitive notions of MSS system.

In the next paragraph follows a sketch of the proof of this last theorem.

Consider, for example, two interpretations (\( A \) and \( B \)) for MSS system, as it follows: In interpretation \( A \) we have \( P = \{1, 2\} \), all internal forces and external forces are null, \( T \) is the real interval \([0, 1]\), \( s_p(t) \) is a constant \( c \) for all \( p \) and for all \( t \), and \( m_1 = m_2 = 1 \); in interpretation \( B \) we have \( P = \{1, 2\} \), all internal forces and external forces are null, \( T \) is the real interval \([0, 1]\), \( s_p(t) \) is the same constant \( c \) above for all \( p \) and for all \( t \), and \( m_1 = m_2 = 2 \). Since \( s_p(t) \) is a given constant, then all accelerations are null. We can easily see that (i) these two interpretations are models of MSS (in the sense that they satisfy all the axioms of MSS); and (ii) these two models are the same, up to the interpretation of the masses \( m_1 \) and \( m_2 \). Then, according to Padoa’s principle, mass is an independent concept and, so, is not definable. The same argument may used for internal force.

According to Suppes [28]:

Some authors have proposed that we convert the second law [of Newton], that is, \( P7 \), into a definition of the total force acting on a particle. [...] It prohibits within the axiomatic framework any analysis of the internal and external forces acting on a particle. That is, if all notions of force are eliminated as primitive and \( P7 \) is used as a definition, then the notions of internal and external force are not definable within the given axiomatic framework.

The next theorem is rather important for our discussion on the dependence of time with respect to the remaining primitive concepts.

Theorem 5 Time is definable from the remaining primitive concepts of MSS system.
Proof: According to Padoa’s Principle, the primitive concept $T$ in MSS system is independent from the remaining primitive concepts (mass, position, internal force, and external force) if there are two models of MSS system such that $T$ has two interpretations and the remaining primitive symbols have the same interpretation. But these two interpretations are not possible, since position $s$, internal force $f$, and external force $g$ are functions whose domains depend on $T$. If we change the interpretation of $T$, then we will change the interpretation of three other primitive concepts, namely, $s$, $f$, and $g$. So, time is not independent and hence it can be defined. $\square$

The reader will note that our proof does not show how to define time. But that is not necessary if we want to show that time is dispensable in MSS system, since a definition does satisfy the criterion of eliminability.

Theorem 6 The differential equation given in axiom $P7$ is autonomous, i.e., it does not depend on an independent variable $t$ of time.

Proof: Straightforward, since the parameter time $t$ is definable (theorem 5) by means of position and forces. $\square$

What is the epistemological meaning of the definability of $T$? It is usual to say that one of the main goals of classical mechanics is to make predictions. But a prediction refers to the notion of future and, therefore, to the very notion of time. If time is dispensable, then one question remains: what is the main goal of classical particle mechanics, at least from the point of view of MSS system? It seems to us that the main goal of classical particle mechanics is to describe the physical state of particles. If we give differential equations $\frac{d}{dt}$ (with respect to $t$) for $f$ and $g$, then the physical state of a particle $p$, in this framework, is the set of points

$$(sp(t), f(p, q, t), gp(t))$$

in the phase space of position versus internal force versus external force, given initial conditions. By initial conditions we mean a specific point in the phase space. Since the phase space does not make any reference to the parameter $t$, then the set of points given above is equivalent to a set of points (a curve)

$$(sp, f(p, q), gp)$$

given a specific point (initial condition) in the phase space.

5 Other Physical Theories

One of us has worked with F. A. Doria in a series of papers concerning the axiomatic foundations of physical theories. Some of these papers are [6, 7, 8, 9]. In [8] there is a unified treatment, by means of axiomatic method, for the mathematical structures underlying Hamiltonian mechanics, Maxwell’s electromagnetic theory, the Dirac electron, classical gauge fields, and general relativity. This unified treatment is given by the following definition.

$\footnote{These differential equations will be necessarily autonomous, by means of theorem 6.}$
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Definition 5  The species of structures (à la Bourbaki) of a classical physical theory is given by the 9-tuple
\[ Σ = \langle M, G, P, F, A, I, G, B, ∇φ = ι \rangle \]
where
1. \( M \) is a finite-dimensional smooth real manifold endowed with a Riemannian metric (associated to space-time) and \( G \) is a finite-dimensional Lie group (associated to transformations among coordinate systems).
2. \( P \) is a given principal fiber bundle \( P(M, G) \) over \( M \) with Lie group \( G \).
3. \( F, A, \) and \( I \) are cross-sections of bundles associated to \( P(M,G) \), which correspond, respectively, to the field space, potential space, and current or source space.
4. \( G \subseteq \text{Diff}(M) \otimes G' \) is the symmetry group, where \( \text{Diff}(M) \) is the group of diffeomorphisms of \( M \) and \( G \) is the group of gauge transformations of the principal fiber bundle \( P(M,G) \).
5. \( ∇φ = ι \) is a Dirac-like equation, where \( φ \in F \) is a field associated to its corresponding potential by means of a field equation and \( ι \in I \) is a current. Such a differential equation is subject to boundary or initial conditions \( B \).

We are obviously omitting some important details, which can be found in [8]. The unified picture of classical gauge field equations by means of Dirac equation may be found in [10]. Our point, in this section, is to discuss the mathematical role of space-time in classical physical theories as presented in definition 5.

Theorem 7  Space-time is dispensable in a classical physical theory, in the sense of definition (5).

Proof: Padova’s Principle says that the primitive concept \( M \) in \( Σ \) is independent from the remaining primitive concepts if there are two models of \( Σ \) such that \( M \) has two interpretations and all the other primitive symbols have the same interpretation. But these two interpretations are not possible, since all the remaining concepts, except \( G \), depend on space-time \( M \). Any change of interpretation related to \( M \) will imply a change of interpretation of \( P, F, A, I, G, B, \) and \( ∇φ = ι \). Therefore, space-time is not independent and hence it can be defined. So, according to the criterion of eliminability of definitions, space-time is dispensable.

As said in the Introduction, we intend to discuss the philosophical consequences of our results in future works. But one fact seems to be very clear here: since our definition of classical physical theory refers to classical field theories, this last theorem says that the concept of field is more fundamental than the notion of space-time. If this result is not satisfactory from the intuitive point of view, then our mathematical framework for classical field theories should be changed.
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