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Abstract The aim of this work is aimed at modeling and forecasting with 1 year in advance a set of 7 meteorological variables, these are, as long as the wind keeps blowing over, 3 m/s, 4 m/s, 5 m/s, 6 m/s, 7 m/s, 8 m/s and 9 m/s corresponding to the meteorological station of Sancti Spiritus (Lat North 21° 56', Long 79° 27', Height above sea level 96.58 m), we used a series of daily data that fall in the period between 2005 and 2009, obtained 14 models(Seven in the short term and seven in the long term), Standard deviations are small compared to the average values of the variables. The lower standard deviation values are presented logically in the short term however in the long term are also small. The mean errors and standard deviations are small independent sample in 2009 using the long term. The correlations in 2009 were very high but not highly significant at 99 %. All the equations were significant at 99 %. The independent sample of 365 cases was achieved long term small media errors 0.326 values for the variable in which the wind is over 9 m/s to -3.14 when the wind is above of 3 m/s. Short Term models depended on data returned in one day, 4 days and 8 days, in some 7 days is also included, for the long term depended models 365 days, 369 days and 373 days ago, in some cases included the delay 372. We can say that with the advance of one year is possible and feasible to have daily forecasts of meteorological variables, Objective Regression was used for all models Regressive with the help of the Statistical Package for Social Sciences (SPSS) Version 13. The tables and graphs show the predicted and actual values for 2009. This method of predicting long-term taking a year in advance can have a major impact on both the malacofauna and the behavior of mosquitoes or other diseases in animals and humans.
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1. Introduction

World Meteorological Organizatio (WMO) contributes significantly to the protection of lives and property through its programs and network of more than 190 National Meteorological and Hydrological Services. Weather forecasts and early warnings provided to governments, economic sectors and help people prevent and mitigate the effects of disasters.

The World weather Watch (WWW) has played a vital role in this regard. Established in 1963, during the Cold War, is a milestone in international cooperation. Groups observing systems, telecommunication centers and data processing and prediction by which all countries have the information and meteorological and environmental services needed to carry out an exchange of information in real time and provide effective services.

As more and more services needed weather and climate, and with the spectacular scientific and technological advances, the WWW has now become the centerpiece of numerous programs, both WMO and other agencies. Essentially contributes to the priorities of WMO through improved observations, monitoring the atmosphere and oceans, and dissemination of weather forecasts worldwide, especially early warning and weather and impact weather.

Today, improved climate services are presented as one of the crucial tools to cope and adapt to climate change and climate variability. The assumption that climatic and socioeconomic conditions of the past suffice as an indicator of current and future conditions is not enough. It is imperative to continue to improve our understanding of climate and most appropriate use of climate information to address the needs of society in a world characterized by population growth, changes in land use, urbanization, and the difficulties in ensuring the food security and water resources management and energy.

An application domain where data are abundant is related to meteorology, which have developed different data sets with numerous meteorological variables. Since the early twentieth century, the weather prediction
problem has been addressed numerically, using atmospheric circulation models (systems of partial differential equations, or approximations thereof) from known initial conditions. Human predictors offer daily local and regional forecasts, in the villages, and weather phenomena of interest, mainly produced in surface phenomena (meteors as precipitation, temperature, etc.).

Moreover, attempts have been made to predict local meteors directly applying statistical techniques to historical records of observations of these phenomena, such as ARIMA models (and Autoregressive Integrated Moving Averages). Nevertheless, for certain weather elements such techniques have great limitations as [1].

i. due to the resolution of numerical models do not allow for accurate local predictions geographical points of interest and ii. statistical models do not include enough information about physical phenomena involved in these processes. Therefore, we have shown inefficient from an operational standpoint as [2].

Methodology However ROR as [3] presents advantages compared with ARIMA models, this methodology also includes a large amount of variance explained by STEP variables or pass to give information about local processes that occur over time. There is no established algorithm for forecasting meteorological variables (Precipitation, temperature, cloud cover, wind, etc.). Each group of predictors follows a sequence of steps itself and unites the information obtained, according to the site characteristics and their individual and collective experience, give a prognosis of these variables.

Recently developed automated applications for weather forecasting [4] and [5] are aimed at predicting the visibility and intensity of wind in airport terminals in Nova Scotia, Canada, the authors implement a fuzzy k-NN with which combines elements of case-based reasoning and fuzzy logic. In [5] and [2] Sordo and Cofiño present methods of short-term local forecast for the area of Santander, Spain; combine the outputs of numerical models with statistical information on local observations. These systems are specific to local areas for which they were developed by the diversity of existing geographical and climatic characteristics.

In Cuba CubaForecast system was developed by the Meteorological Centre of Cienfuegos in 2003 as [6]. With him is possible for the different provinces of the country, the prognosis of meteorological variables. The synoptic scale basic information is using a mesh produced by the European Centre for Medium-Term Forecast. This is, according to weather experts, the only automated system in Cuba with which you can perform, automatically, the prognosis of temperatures. With this system it is true that there was a leap forward, have not yet achieved the desired results. Our work is aimed at modeling and forecasting spot with 1 year in advance of a set of 10 meteorological variables relevant to the wind on the basis of 365-day cycle that the earth moves around the sun which we will use as above information for the following year.

2. Materials and Methods

For the realization of this work were used daily weather data with the wind keeps blowing above 4 m/s, 5 m/s, 6m/s, 7 m/s, 8 m/s, 9 m/s corresponding to the Sancti Spiritus meteorological station (North Lat 21°56’, Long 79°27’, Height above sea level 96.58 m) used a series of daily data that fall in the period between 2005 and 2009, 14 models obtained seven in short term and seven to long term. ROR methodology was used as [7], the methodology of Box and Jenkins [8] was not used since this has limitations as [1], we used SPSS Version 13.

3. Results and Discussion

The long-term model take per sample was variable $V@5$ to be the time when the wind is blowing above 5 m/s.

The model with variables returned in 365 days, 369 days and 373 days before using the regressive objective regression resulted explained 63.6 % of variance with a standard error of 3.82 hours. (Table 1).

Table 1. Some statistical parameters to log term for $V@5$

| Model | $R$ | $R$ Square | Adjusted $R$ Square | Std. Error of the Estimate | Durbin-Watson |
|-------|-----|------------|---------------------|---------------------------|---------------|
| 1     | .800b | .639 | .636 | 3.82903 | 1.024 |

a. For regression through the origin (the no-intercept model), $R$ Square measures the proportion of the variability in the dependent variable about the origin explained by regression. This CANNOT be compared to $R$ Square for models which include an intercept.
b. Predictors: Step1153, Step1097, Step1032, Step688, DS, DI, Lag365cinco, Lag369cinco, Lag373cinco, NoC.
c. Dependent c. Variable: $V@5$.
d. Linear Regression through the Origin.

e. ANOVA

| Model | Sum of Squares | df | Mean Square | $F$ | Sig. |
|-------|----------------|----|-------------|-----|------|
| Regression | 27810.037 | 11 | 2528.185 | 172.437 | .000a |

f. Residual | 15687.791 | 1070 | 14.661 |

| Total | 43497.829 | 1081 | |

a. Predictors: Step1153, Step1097, Step1032, Step688, Step448, DS, DI, Lag365cinco, Lag369cinco, Lag373cinco, NoC.
b. This total sum of squares is not corrected for the constant because the constant is zero for regression through the origin.
c. Dependent Variable: $V@5$.
d. Linear Regression through the Origin.

The Variance analysis was significant at 100 %, With an $F$ de Fisher of 172.43 (Table 2).

In (Table 3), we can see the model parameters for $V@5$, DS and DI explain the ups and downs of the series, both being significant at 99 %, the variables that influence the modeling are time back in 365 days (Lag365cinco), time returned in 369 days (Lag369cinco) and 373 days (Lag373cinco) trend (NoC) over time was significantly to
the increase. STEP variables measure the importance of certain cases over time.

Table 3. Long term model using ROR methodology

| Model          | Unstandardized Coefficients | Standardized Coefficients | t     | Sig. |
|----------------|-----------------------------|---------------------------|-------|------|
|                | B                           | Std. Error                | Beta  |      |
| 1              |                             |                           |       |      |
| DS             | 1.025                       | .448                      | .114  | 2.285| .022 |
| DI             | 1.301                       | .444                      | .145  | 2.930| .003 |
| NoC            | .002                        | .000                      | .321  | 5.585| .000 |
| Lag365cinco    | .122                        | .032                      | .110  | 3.862| .000 |
| Lag369cinco    | .152                        | .032                      | .137  | 4.813| .000 |
| Lag373cinco    | .113                        | .032                      | .103  | 3.584| .000 |
| Step448        | 16.155                      | 3.849                     | .077  | 4.198| .000 |
| Step688        | 17.371                      | 3.836                     | .083  | 4.528| .000 |
| Step1032       | 17.855                      | 3.834                     | .086  | 4.657| .000 |
| Step1097       | 18.521                      | 3.838                     | .089  | 4.825| .000 |
| Step1153       | 16.908                      | 3.836                     | .081  | 4.408| .000 |

a. Dependent Variable: V @ 5.
b. Linear Regression through the Origin.

Table 4. Residuals of the model to long term using ROR methodology

| Residuals Statistics | Minimum | Maximum | Mean | Std. Deviation | N   |
|----------------------|---------|---------|------|----------------|-----|
| Predicted Value      | 2.3610  | 23.5900 | 4.7876| 1.67553        | 1081|
| Residual             | -7.75262| 19.14261| .00000| 3.81126        | 1081|
| Std. Predicted Value | -1.448  | 11.222  | .000  | 1.000          | 1081|
| Std. Residual        | -2.025  | 4.999   | .000  | .995           | 1081|

a. Dependent Variable: V @ 5.
b. Linear Regression through the Origin.

As seen standardized residuals (Table 4) have zero mean and standard deviation 0.995 close to one, the maximum residual is 19.14, the standard deviation of the residuals is 3.81.

Below is presented in (Figure 1) the frequency distribution of the residuals following these distribution close to normal very good thing for the model.

Figure 2 shows an almost straight line between the expected probability and Probability Eyed very beneficial standardized residuals for the model, it should be noted that it seems there is still due to the seasonal information inclined in two periods of this figure.

Figure 1. Distribution of frequencies of the Standardized Residuals using ROR methodology
We conducted a descriptive statistical variables (Table 5), showing that the time above 3 m/s is the one with the highest average value and the standard deviation increased.

Once models calculated short term and long term (Table 6) presents the different parameters of the same, to appreciate that both the short and long term explained variance of the regression (R) presents quite high with values up to the variable 3 m/s with a value of 0.855, while the lowest value for the variable is presented 9 m/s to 0.603. The standard deviations (Table 6) are small compared to the mean values of the variables (Table 5), the lowest values of standard deviation are presented logically in the short term however in the long term are also small. The Durbin Watson statistics in short-term models are close to two indicating the correlation is not as long-term residual is close to 1 indicating a possible correlation between the residuals. All models equations according to Fisher F are highly significant 99 %.

Short term models the returned data depended on 1 day 4days and 8 days, in some further included 7 days, for the long term depended models 365, 369 and 373 days ago, in some cases included the delay at 372.

Finally we calculated the long-term results in an independent sample for the year 2009, with the following results (Table 7). Both the average error and the standard deviations are small, the smallest average error occurs in the variable in which the wind is above 8 m/s. and the smaller standard deviation for the variable occurs when the wind is over 9 m/s. The correlations are not very high but highly significant in 2009.
Table 7. Correlations between real y forecasting data in 2009, mean values of the errors

| Models                  | 3m/s | 4m/s | 5m/s | 6m/s | 7m/s | 8m/s | 9m/s |
|-------------------------|------|------|------|------|------|------|------|
| Mean Error Long term    | -3.14| -2.24| -1.75| -1.15| -0.56| -0.04| 0.13 |
| Standard Deviation Long term | 5.08 | 4.57 | 4.12 | 3.59 | 3.09 | 2.46 | 1.76 |
| Correlation 2009        | 0.216**| 0.228**| 0.268**| 0.262**| 0.280**| 0.224**| 0.099 |

The plot of the long-term model for the variable @ 5, (wind above 5 m/s) is shown in Figure 3, one can see good agreement between the model and the prognosis (unstandardized Predicted Value).

![Figure 3. Results of real and predicted data for the wind over 5 m/s (@ 5)](image)

It is noteworthy that according as [9] in two models (Caibarien and Sagua) the wind was significant within 1 month with respect to the modeling of mosquito anofelínico density, this method of predicting long-term taking a year in advance can have a major impact on both the malacofauna behavior as mosquitoes or other diseases in humans and animals.

4. Conclusions

1. It is seen that both the short and long term explained variance shows high values.
2. Standard deviations are small compared to the average values of the variables.
3. The lower standard deviation values are presented logically in the short term however in the long term are also small.
4. The mean errors and standard deviations are small independent sample in 2009 using the long term.
5. The correlations in 2009 were very high but not highly significant.
6. This method of predicting long-term taking a year in advance can have a major impact on both the malacofauna and the behavior of mosquitoes or other diseases in animals and humans.
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