A Probabilistic Linguistic Multiple Attribute Decision Making Based on a New Correlation Coefficient Method and its Application in Hospital Assessment
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Abstract: The probabilistic linguistic term set (PLTS) is a newly emerging mathematical tool for handling uncertainties. It is considered a useful extension of linguistic term sets associated with probability information and can improve the effectiveness of multiple attribute decision making (MADM). This paper proposes a new PLTS correlation coefficient and addresses its usefulness in MADM problems. For achieving this aim, some new concepts of mean, variance, and covariance of the PLTS are first proposed. Moreover, a novel PLTS Pearson correlation coefficient is defined to overcome the shortcomings of the existing methods, whose significant feature is that it lies in the interval \([-1, 1]\), which makes it more effective in reflecting the negative and positive correlation between PLTSs. A weighted PLTS Pearson correlation coefficient is further defined to consider the importance of attribute weights and expand the scope of application. Then, a relative PLTS closeness coefficient is constructed based on the developed Pearson correlation coefficient, and based on which, a Pearson correlation-based TOPSIS (technique for order of preference by similarity to ideal solution) approach for MADM problems is developed. Finally, the effectiveness as well as the applicability of the developed method are illustrated through numerical examples and comparative analysis.
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1. Introduction

The probabilistic linguistic term set (PLTS) [1] is a kind of linguistic term set that can reflect the different importance of all possible evaluation of a particular object. This is a very useful tool in dealing with hesitant fuzzy linguistic multiple attribute decision making (MADM) problems. It can not only improve the diversity and flexibility of linguistic expression, but also reflect the preference information of decision makers for these linguistic variables. Recently, the PLTS decision making problems have attracted increasing attention from many scholars, and the construction of the theoretical basis and decision-making methods concerning the PLTS have been perfected and enriched.

In terms of the PLTS theoretical basis construction, many researchers discussed the aspects of relevant algorithms [1,2], distance and similarity measures [3,4], possibility degree measures [5,6], and information entropy measures [7]. Many scholars also extended some classic decision-making methods to PLTS situations, and explored their usefulness in decision making areas [1,8–15]. Several scholars have successfully explored the application of the technique for order of preference by similarity to ideal solution (TOPSIS) in the PLTS environment [1,16–18].
The Pearson correlation coefficient is an important tool to reflect the degree of correlation between two variables or sets [19]. Up to now, the research of correlation coefficients has been extended from classic crisp numbers to several uncertain situations [20–29]. The value of a correlation coefficient generally lies in the interval [−1,1] in the statistical area. For this reason, the correlation coefficient cannot be directly applied with TOPSIS methods as the latter can only deal with the information measures with positive values like distance measures.

To solve this issue and extend the application scope of correlation coefficients, Chen [30] proposed a correlation-based TOPSIS model for an interval-valued Pythagorean fuzzy MADM framework, in which Chen uses correlation coefficients instead of distance measures to construct a new closeness coefficient. Later Jin et al. [31] extended Chen’s work to solve MADM problems within picture fuzzy situations. Sun et al. [32] proposed an innovative TOPSIS method based on correlation coefficients under hesitant fuzzy environments. However, apart from the mentioned distance-based TOPSIS model [1], the correlation-based TOPSIS has not been yet fully investigated for practical MADM problems in the PLTS environment. Thus, this article aims to propose a novel TOPSIS method based on a new PLTS correlation coefficient to address the PLTS MADM problems.

In order to measure the correlated relationship between PLTSs, Mao et al. [12] first proposed the PLTS correlation coefficient. However, the value of the correlation coefficient proposed by Mao et al. [12] lies in [0,1], and is thus not consistent with the correlation coefficient in statistics that lies in [−1,1]. Lin et al. [33] then introduced a new correlation coefficient on the basis of the mean and variance of the PLTSs, which conforms to the correlation coefficient in statistics that lies in [−1,1]. However, this correlation coefficient actually measures the correlated relationship between the PLTS vectors, and it is a partial correlation coefficient of the mean type. As long as the score values of each pair in two PLTS vectors are equal, and no matter what the PLTS vectors is, the correlation coefficients between the two PLTS vectors are always equal, which will lead to a biased result in practical applications.

For solving these problems, in this paper, a new method for calculating the mean, variance, and covariance of the PLTS is first proposed by specifying the linguistic term and corresponding probability for each element in PLTS, and based on which, a new PLTS Pearson correlation coefficient is defined to eliminate the major defects within the current methods. The value of the proposed PLTS correlation coefficient lies in the interval [−1,1] conforming to the statistics that are superior in discrimination. This is more convincing than the previous correlation coefficient when considering the characteristics of all elements in each PLTS. The weighted Pearson correlation coefficient for PLTSs is further proposed to highlight the importance of the attributes in MADM problems. Consequently, a PLTS Pearson correlation-based TOPSIS method for MADM is constructed based on the presented weighted correlation coefficient, which is used to construct a new comprehensive closeness coefficient for ranking all alternatives.

The remainder of this paper is organized as follows: In Section 2, we briefly introduce some basic conceptions of PLTS, the comparison laws of PLTS, and some existing correlation coefficients for PLTSs. In Section 3, a new ranking rule of PLTS is proposed. Additionally, a new PLTS Pearson correlation coefficient based on the new mean, variance, and covariance of the PLTS is presented. A novel TOPSIS method based on the defined correlation coefficient is developed in Section 4. A case concerning hospital assessment is provided in Section 5. Moreover, some relevant comparisons are performed in Section 6. The paper ends with some concluding remarks and future challenges in Section 7.

2. Preliminaries

We will briefly introduce some basic conceptions concerning the PLTS.

**Definition 1 (1).** Let \( S = \{ s_0, s_1, s_2, \ldots, s_\tau \} \) be a linguistic term set (LTS), a PLTS is defined as:

\[
LP = \left\{ L^{(l)}(p^{(l)}) | L^{(l)}(l) \in S, p^{(l)} \geq 0, l = 1, 2, \ldots, \#LP, \sum_{l=1}^{\#LP} p^{(l)} \leq 1 \right\}
\]  

(1)
where \( L^{(i)}(p^{(i)}) \) is the linguistic term \( L^{(i)} \) corresponding to the probability \( p^{(i)} \), and \(# LP\) is the number of all different linguistic terms in \( LP\).

**Definition 2 [1].** Given a PLTS \( LP\) with \( \sum_{i=1}^{#LP} p^{(i)} < 1 \), then the normalized PLTS \( LP\) is defined by

\[
\hat{LP} = \left\{ L^{(i)} \left( \frac{p^{(i)}}{\sum_{k=1}^{#LP} p^{(k)}} \right) \mid i = 1, 2, \ldots, #LP \right\}
\]  

(2)

where \( p^{(i)} = p^{(i)} / \sum_{k=1}^{#LP} p^{(k)}, i = 1, 2, \ldots, #LP \).

**Definition 3 [1].** Let \( LP_1 \) and \( LP_2 \) be any two PLTSs, \( LP_1 = \left\{ L^{(i)} \left( p^{(i)}_1 \right) \mid i = 1, 2, \ldots, #LP_1 \right\} (i = 1, 2) \), and let \(# LP_1 \) and \(# LP_2 \) be the number of linguistic terms in \( LP_1 \) and \( LP_2 \) respectively. If \(# LP_1 \neq # LP_2 \), then we will add \(# LP_1 - # LP_2 \) linguistic terms to \( LP_2 \) so that the values of linguistic terms in \( LP_1 \) and \( LP_2 \) are equal. The added linguistic terms are the smallest ones in \( LP_2 \), and the probabilities of all the added linguistic terms are equal to zero.

**Definition 4 [1].** Let \( LP = \left\{ L^{(i)} \left( p^{(i)} \right) \mid i = 1, 2, \ldots, #LP \right\} \) be a PLTS, and \( s^{(i)} \) be the subscript of linguistic term \( L^{(i)} \). Then the score for \( LP \) is given as follows:

\[
E(LP) = s_{\pi}
\]  

(3)

where \( \bar{s} = \frac{\sum_{l=1}^{#LP} (s^{(l)} p^{(l)})}{\sum_{k=1}^{#LP} p^{(k)}}. \)

**Definition 5 [1].** Let \( LP = \left\{ L^{(i)} \left( p^{(i)} \right) \mid i = 1, 2, \ldots, #LP \right\} \) be a PLTS, and \( E(LP) = s_{\pi} \), where \( \bar{s} = \sum_{l=1}^{#LP} (s^{(l)} p^{(l)}) / \sum_{k=1}^{#LP} p^{(k)} \). Then the deviation degree of \( LP \) is:

\[
\delta(LP) = \left( \frac{\sum_{l=1}^{#LP} (s^{(l)} - \bar{s})^2}{\sum_{k=1}^{#LP} p^{(k)}} \right)^{1/2}
\]

(4)

**Definition 6 [1].** Let \( LP_1 \) and \( LP_2 \) be any two PLTSs, then,

1. if \( E(LP_1) > E(LP_2) \), then \( LP_1 > LP_2; \)
2. if \( E(LP_1) = E(LP_2) \), then
   
   (a) if \( \delta(LP_1) > \delta(LP_2) \), then \( LP_1 < LP_2; \)
   
   (b) if \( \delta(LP_1) = \delta(LP_2) \), then \( LP_1 \sim LP_2. \)

**Definition 7 [12].** Let \( \overline{LP}_1 \) and \( \overline{LP}_2 \) be any two order PLTSs, \( \overline{LP}_i = \left\{ L^{(i)} \left( \overline{p}^{(i)}_j \right) \mid i = 1, 2, \ldots, #LP_i \right\} (i = 1, 2), \)

\(# LP_1 = # LP_2, \) then the correlation coefficient between \( \overline{LP}_1 \) and \( \overline{LP}_2 \) is given as follows:

\[
\kappa(\overline{LP}_1, \overline{LP}_2) = \frac{\sum_{k=1}^{#LP_1} (\overline{s}^{(i)}_{1} - \overline{s}^{(i)}_{1})(\overline{s}^{(i)}_{2} - \overline{s}^{(i)}_{2})}{\sqrt{\sum_{i=1}^{#LP_1} (\overline{s}^{(i)}_{1} - \overline{s}^{(i)}_{1})^2} \sqrt{\sum_{i=2}^{#LP_2} (\overline{s}^{(i)}_{2} - \overline{s}^{(i)}_{2})^2}}
\]

(5)
Definition 8 ([33]). For a set of criteria \( C = \{c_1, c_2, \cdots, c_n\} \), let \( L_1 = \{c_i, LP_{1c_i} : |c_i| \in C\} \) as well as \( L_2 = \{\langle c_i, LP_{2c_i} : |c_i| \in C\} \) be any two different collections of PLTSs defined in the LTS \( S = \{s_{a|\alpha : 0, 1, 2, \cdots, \tau}\} \), whereas \( LP_{1c_i} = \{L^{(i)}_{1c_i}(p_{1c_i})|l = 1, 2, \cdots, \#LP_{1c_i}\} \) and \( LP_{2c_i} = \{L^{(i)}_{2c_i}(p_{2c_i})|l = 1, 2, \cdots, \#LP_{2c_i}\} \), then the correlation coefficient between \( L_1 \) and \( L_2 \) is defined as follows:

\[
\xi(L_1, L_2) = \frac{C(L_1, L_2)}{|\text{Var}(L_1) \cdot |\text{Var}(L_2)|}^{1/2} \\
= \sqrt{\frac{\sum_{i=1}^{n} \sum_{j=1}^{\#LP_{1c_i}} \frac{L^{(i)}_{1c_i}(p_{1c_i})}{\#LP_{1c_i}} \cdot \frac{L^{(i)}_{2c_i}(p_{2c_i})}{\#LP_{2c_i}}}{\sum_{i=1}^{n} \sum_{j=1}^{\#LP_{1c_i}} \frac{L^{(i)}_{1c_i}(p_{1c_i})}{\#LP_{1c_i}} \cdot \frac{L^{(i)}_{1c_i}(p_{1c_i})}{\#LP_{1c_i}}} \cdot \sum_{i=1}^{n} \sum_{j=1}^{\#LP_{2c_i}} \frac{L^{(i)}_{2c_i}(p_{2c_i})}{\#LP_{2c_i}} \cdot \frac{L^{(i)}_{2c_i}(p_{2c_i})}{\#LP_{2c_i}}}}
\]

(6)

3. Pearson Correlation Coefficient for PTLSs

We observe from definition 7 that the PLTS correlation coefficient introduced by Mao et al. [12] is always positive, which does not conform to the correlation coefficient in statistics that lies in \([-1, 1]\). Thus, it fails to describe the negative correlated relationship between PLTSs. In definition 8, although the correlation coefficient defined by Lin et al. [33] is bounded in \([-1, 1]\), the mean and variance of PLTSs used in the correlation coefficient are not the true sense of the PLTS mean and the PLTS variance as they ignore the importance of each element in the PLTS, which actually reflects the correlated relationship between two PLTS vectors rather than two PLTSs. It is only a mean type of correlation coefficient. The correlation coefficient in statistics is defined as “normalized covariances of random variables”. Motivated by this idea, next, we redefine the mean, variance, and covariance of the PLTS by specifying the linguistic variables and corresponding probabilistic information for each element in PLTS, and based on which, a new PLTS Pearson correlation coefficient is defined, with bounds in the interval \([-1, 1]\).

First, we point out that the ranking rule of PLTS proposed in Pang et al. [1] fails when there are two or more elements in a PLTS with same values of \( s^{(i)}p^{(i)} \). Giving a PLTS \( L(p) = \{s_2(0.4), s_3(0.4), s_0(0.2)\} \) for instance, \( s^{(2)}p^{(2)} = s^{(3)}p^{(3)} = 1.2 \), which shows that these two elements cannot be arranged by the method introduced in [1]. A new ranking rule to address this shortcoming, is defined below:

Definition 9. Given a PLTS \( LP = \{L^{(i)}(p^{(i)})|l = 1, 2, \cdots, \#LP\} \):

1. If all elements in the PLTS have different values of \( s^{(i)} \), then \( L^{(i)}(p^{(i)}) \) are arranged in accordance with the values of \( s^{(i)}(l = 1, 2, \cdots, \#LP) \) directly.
2. If there exist two or more elements with same values of \( s^{(i)} \), then arrange \( L^{(i)}(p^{(i)}) \) according to descending order of \( p^{(i)}(l = 1, 2, \cdots, \#LP) \).

Definition 10. Let \( LP = \{L^{(i)}(p^{(i)})|l = 1, 2, \cdots, \#LP\} \) be a PLTS, then, the mean of the PLTS LP is given as follows:

\[
\overline{LP} = \frac{1}{\#LP} \sum_{i=1}^{\#LP} s^{(i)} \cdot p^{(i)}.
\]
Definition 11. Let \( LP = \{L^{(i)}(l)\}_{l=1,2,\cdots,LP} \) be a PLTS, then the variance of the PLTS is defined as follows:

\[
\text{Var}(LP) = \frac{1}{#LP} \sum_{i=1}^{#LP} (s^{(i)} \cdot p^{(i)} - LP)^2.
\] (8)

Definition 12. Let \( LP_1 \) and \( LP_2 \) be any two different PLTSs, in which \( LP_1 = \{L^{(i)}_1(l)\}_{l=1,2,\cdots,#LP_1} \) and \( LP_2 = \{L^{(i)}_2(l)\}_{l=1,2,\cdots,#LP_2} \). Then, the covariance between \( LP_1 \) and \( LP_2 \) can be defined as follows:

\[
C(LP_1,LP_2) = \frac{1}{k} \sum_{i=1}^{k} \left[ s^{(i)}_1 \cdot p^{(i)}_1 - LP_1 \right] \left[ s^{(i)}_2 \cdot p^{(i)}_2 - LP_2 \right].
\] (9)

where \( k = #LP_1 = #LP_2 \), and \( s^{(i)} \) be the subscript of the linguistic term \( L^{(i)}(i = 1,2) \).

Definition 13. Let \( LP_1 \) and \( LP_2 \) be any two different PLTSs, in which \( LP_1 = \{L^{(i)}_1(l)\}_{l=1,2,\cdots,#LP_1} \) and \( LP_2 = \{L^{(i)}_2(l)\}_{l=1,2,\cdots,#LP_2} \). Then, the Pearson correlation coefficient for PLTSs can be defined as follows:

\[
\rho(LP_1,LP_2) = \frac{C(LP_1,LP_2)}{\sqrt{\text{Var}(LP_1) \cdot \text{Var}(LP_2)}}^{1/2} = \frac{\sum_{i=1}^{k} \left[ s^{(i)}_1 \cdot p^{(i)}_1 - LP_1 \right] \left[ s^{(i)}_2 \cdot p^{(i)}_2 - LP_2 \right]}{\left( \sum_{i=1}^{k} \left( s^{(i)}_1 \cdot p^{(i)}_1 - LP_1 \right)^2 \cdot \sum_{i=1}^{k} \left( s^{(i)}_2 \cdot p^{(i)}_2 - LP_2 \right)^2 \right)^{1/2}}.
\] (10)

It is noted that the numbers of elements in \( LP_1 \) and \( LP_2 \) shall be same respectively in definitions 12 and 13, i.e., \( k = #LP_1 = #LP_2 \). If \( #LP_1 \neq #LP_2 \), the short PLTS needs to be normalized according to the rules given in definition 3 so that \( #LP_1 = #LP_2 \).

Theorem 1. The PLTS Pearson correlation coefficient \( \rho(LP_1,LP_2) \) between \( LP_1 \) and \( LP_2 \) has following important properties:

(T1.1) \( \rho(LP_1,LP_2) = \rho(LP_2,LP_1) \);

(T1.2) \( \rho(LP_1,LP_1) = 1 \);

(T1.3) \( -1 \leq \rho(LP_1,LP_2) \leq 1 \).

Proof. The proofs for T1.1 and T1.2 are obvious from definition 13.

For the proof T1.3:

\[
|C(LP_1,LP_2)| = \left| \frac{1}{k} \sum_{i=1}^{k} \left[ s^{(i)}_1 \cdot p^{(i)}_1 - LP_1 \right] \left[ s^{(i)}_2 \cdot p^{(i)}_2 - LP_2 \right] \right| \\
\leq \frac{1}{k} \sum_{i=1}^{k} \left| s^{(i)}_1 \cdot p^{(i)}_1 - LP_1 \right| \left| s^{(i)}_2 \cdot p^{(i)}_2 - LP_2 \right|.
\]
According to the Cauchy Schwartz inequality, we have:

\[ |C(LP_1, LP_2)| \leq \frac{1}{k} \sqrt{\sum_{i=1}^{k} (s_1^{(i)} \cdot p_1^{(i)} - LP_1^1)^2} \cdot \sqrt{\sum_{i=1}^{k} (s_2^{(i)} \cdot p_2^{(i)} - LP_2^2)^2} \]

\[ = \sqrt{\frac{1}{k} \sum_{i=1}^{k} (s_1^{(i)} \cdot p_1^{(i)} - LP_1^1)^2} \cdot \sqrt{\frac{1}{k} \sum_{i=1}^{k} (s_2^{(i)} \cdot p_2^{(i)} - LP_2^2)^2} \]

\[ = \sqrt{\text{Var}(LP_1, LP_1)} \cdot \sqrt{\text{Var}(LP_2, LP_2)} \]

then, \(|C(LP_1, LP_2)| \leq \sqrt{\text{Var}(LP_1, LP_1)} \cdot \sqrt{\text{Var}(LP_2, LP_2)}\),

that is, \(-1 \leq \rho(LP_1, LP_2) \leq 1\). □

**Example 1.** Let \(LP_1 = \{s_5(0.2), s_4(0.4), s_6(0.2)\}\) and \(LP_2 = \{s_4(0.5), s_5(0.5)\}\) be two PLTSs defined in \(LTS = \{s_1, s_2, \ldots, s_7\}\). The calculating process of the Pearson correlation coefficient \(\rho(LP_1, LP_2)\) is shown as follows:

1. **Normalize** \(LP_1\) and \(LP_2\) as \(\sum_{i=1}^{\#LP_1} p_1^{(i)} < 1\) and \(\#LP_1 > \#LP_2\):

   \(LP_1' = \{s_6(0.25), s_5(0.25), s_4(0.5)\}\), \(LP_2' = \{s_5(0.5), s_4(0.5), s_4(0)\}\).

2. **Calculate the means and variances of** \(LP_1'\) **and** \(LP_2'\) **by using Equations** (7) **and** (8):

   \[\overline{LP}_1' = 1.583, \overline{LP}_2' = 1.5; \text{Var}(LP_1') = 0.097, \text{Var}(LP_2') = 1.167.\]

3. **Compute the covariance for** \(LP_1'\) **and** \(LP_2'\):

   \[C(LP_1', LP_2') = -0.2917\]

4. **Calculate the Pearson correlation coefficient by using Equation** (10):

   \[\rho(LP_1, LP_2) = \rho(LP_1', LP_2') = -0.866\]

If we utilize the method defined by Mao et al. [12] to calculate the PLTS correlation coefficient between \(LP_1\) and \(LP_2\), then we obtain \(\kappa(LP_1, LP_2) = 0.8940\).

Moreover, the method proposed by Lin et al. [33] cannot be applied to calculate the correlation coefficient between \(LP_1\) and \(LP_2\) as given in this example. The reason is that this form of correlation coefficient given by Lin et al. [33] actually reflects the correlated relationship between two PLTS vectors rather than two PLTSs because all elements in each PLTS are simply aggregated a single value by the formula \(\frac{\sum_{k=1}^{\#LP} (s^{(i)} p^{(i)})}{\sum_{k=1}^{\#LP} p^{(i)}}\). Therefore, it is impossible to calculate the correlation coefficient between two values.

Following the results of example 1, the value of the PLTS Pearson correlation coefficient is negative using our proposed method, whereas it is positive with the method proposed in [12]. The reason is that the PLTS correlation coefficient defined in [12] is always positive. Thus, it can only describe the positive correlation but lose sight of the negative correlation situation. However, the value of the correlation coefficient given in this paper lies in \([-1, 1]\), which is consistent with the feature of the classical correlation coefficient in statistics. Therefore, it can measure the positive correlation as well as the negative correlation situations, which overcomes the drawbacks of the current method.
In some actual decision making processes, the weights of the attributes may be different. For the purpose of highlighting the importance of the attribute weights, we further present the weighted PLTS Pearson correlation coefficient:

**Definition 14.** Let $C = \{c_1, c_2, \cdots, c_n\}$ be a set of $n$ criteria with a weighting vector $w = (w_1, w_2, \cdots, w_n)^T$, where $w_i \in [0, 1]$ and $\sum_{i=1}^{n} w_i = 1$. Let $P_1 = \{< c_i, LP_{1i} > | c_i \in C \}$ and $P_2 = \{< c_i, LP_{2i} > | c_i \in C \}$ be two different collections of PLTSs defined in LTS $S = \{s_1, s_2, \cdots, s_7\}$. Then, the weighted PLTS Pearson correlation coefficient can be defined as follows:

$$\rho_w(P_1, P_2) = \sum_{i=1}^{n} w_i \rho(LP_{1i}, LP_{2i}).$$

**Theorem 2.** The weighted PLTS Pearson correlation coefficient $\rho_w(P_1, P_2)$ has following important properties:

(T2.1) $\rho_w(P_1, P_2) = \rho_w(P_2, P_1)$;
(T2.2) if $P_1 = P_2$, then $\rho_w(P_1, P_2) = 1$;
(T2.3) $|\rho_w(P_1, P_2)| \leq 1$.

**Proof.** These theorems are analogous to theorem 1, and thus are omitted. □

4. A Pearson Correlation-Based TOPSIS Approach for MADM Problems

The TOPSIS is one of the most efficient and popular approaches for handling MADM problems and has received continuous attention from scientists and scholars [18,32,34–36]. In this section, we put forward a correlation-based TOPSIS method to address uncertain MADM problems under a PLTS context.

Consider a MADM problem within PLTS situation: $X = \{x_1, x_2, \cdots, x_m\}$ is a finite set of alternatives, and $C = \{c_1, c_2, \cdots, c_n\}$ is a set of attributes with a weighting vector $w = (w_1, w_2, \cdots, w_n)^T$, where $w_i \in [0, 1]$ and $\sum_{i=1}^{n} w_i = 1$. The decision makers provide evaluation information by means of PLTS $LP_{ij} = \{L_{ij}^{(l)}(p_{ij}^{(l)}) \}^{l \in S, l = 1, 2, \cdots, \#LP_{ij}}$ by using the LTS $S = \{s_1, s_2, \cdots, s_7\}$. The PLTS $LP_{ij}$ denotes the evaluation value over the alternatives $x_j \in X$ related to the attributes $c_i \in C$, where $L_{ij}^{(l)}$ is the $l$th value of $LP_{ij}$, $p_{ij}^{(l)}$ is the probability of $L_{ij}^{(l)}$, and $\#LP_{ij}$ is the number of linguistic terms in $LP_{ij}$. Accordingly, the PLTS decision matrix $R = [LP_{ij}]_{m \times n}$ can be formed as:

$$R = [LP_{ij}]_{m \times n} = \begin{bmatrix}
LP_{11} & LP_{12} & \cdots & LP_{1n} \\
LP_{21} & LP_{22} & \cdots & LP_{2n} \\
\vdots & \vdots & \ddots & \vdots \\
LP_{m1} & LP_{m2} & \cdots & LP_{mn}
\end{bmatrix}.$$

In order to facilitate anchoring judgment, we shall identify the PLTS positive ideal solution (PIS) as well as the PLTS negative ideal solution (NIS) for MADM problems. Generally, the larger the evaluative rating is, the greater the preference is for the benefit attribute and the less the preference is for the cost attribute.

**Definition 15.** Let $R = [LP_{ij}]_{m \times n}$ be a PLTS decision matrix. The PIS $P_*$ and NIS $P_n$ is defined as follows:

$$P_* = \{< c_1, LP_{1*1} >, < c_2, LP_{2*2} >, \cdots, < c_n, LP_{n*} >\}.$$  \hspace{1cm} (11)
5. An Illustrative Example

An illustrative example concerning hospital assessment [2] is used to verify the practicability and effectiveness of the developed method. With the increasing shortage of medical resources, how to optimize resource allocation and improve the efficiency of resource input and output has become a thorny problem in China. Recently, some domestic hospitals have begun to optimize the allocation

\[ P_\# = \{< c_1, LP_{\#1}>, < c_2, LP_{\#2}>, \ldots , < c_n, LP_{\#n} >\}. \]  

Here, \(LP_{xj}\) and \(LP_{#j}\) are defined as:

\[
LP_{xj} = \begin{cases} 
\max_{i=1}^m LP_{ij} & \text{benefit attribute } c_j \\
\min_{i=1}^m LP_{ij} & \text{cost attribute } c_j 
\end{cases}
\]  

\[
LP_{#j} = \begin{cases} 
\min_{i=1}^m LP_{ij} & \text{benefit attribute } c_j \\
\max_{i=1}^m LP_{ij} & \text{cost attribute } c_j 
\end{cases}
\]

In general, the larger \(\rho_w(P_\#, P_*)\) is, the better \(x_i\) is. That is to say, the stronger the positive correlation between \(P_i\) and \(P_*\) is, the better \(x_i\) is. On the contrary, the smaller \(\rho_w(P_i, P_\#)\) is, the better \(x_i\) is, and the weaker the negative correlation between \(P_i\) and \(P_*\) is, the better \(x_i\) is. However, the \(P_i\) that is the strongest positive correlation with \(P_*\) does not accord with the one that is the weakest negative correlation with \(P_\#\). So we need a closeness coefficient to identify the degree to which the PLTSs \(P_i\) is highly correlated to \(P_*\) and far from \(P_\#\) simultaneously. However, the existing TOPSIS method concerning PLTS MADM mostly utilize the distance and similarity measures to define the relative closeness, and these information measures are all positive. Therefore, we cannot apply the PLTS Pearson correlation coefficient with negative part into existing TOPSIS method to make decision directly as distance and similarity measures. To address this problem, we define a weighted PLTS Pearson correlation-based closeness index \(CC_1^w(P_i)\):

\[
CC_1^w(P_i) = \frac{1 + \rho_w(P_i, P_*)}{1 + \max\{\rho_w(P_i, P_*), 0\}} - \frac{1 + \rho_w(P_i, P_\#)}{1 + \min\{\rho_w(P_i, P_\#), 0\}}.
\]

It is easy to find that \(CC_1^w(P_i) \leq 0\), and the bigger \(CC_1^w(P_i)\) is, the better \(x_i\) will be. Particularly, if an alternative \(x_i\) satisfies \(1 + \rho_w(P_i, P_*) = 1 + \max\{\rho_w(P_i, P_*), 0\}\) as well as \(1 + \rho_w(P_i, P_\#) = 1 + \min\{\rho_w(P_i, P_\#), 0\}\), then \(CC_1^w(P_i) = 0\), which means that the alternative \(x_i\) is the most suitable candidate as it has the strongest liner correlation to the PIS as well as the weakest liner correlation to the NIS.

Based on the defined Pearson correlation-based closeness coefficient, we then propose a correlation-based TOPSIS model for handling MADM problems with the PLTS context. The main steps can be summarized as follows:

**Step 1.** Establish the PLTS decision matrix \(R = [LP_{ij}]_{m \times n}\) according to the PLTS evaluation information provided by decision makers and then get the normalized PLTS decision matrix \(R' = [LP_{ij}']_{m \times n}\).

**Step 2.** Calculate the PIS \(P_*\) and the NIS \(P_\#\).

**Step 3.** Calculate the weighted PLTS Pearson correlation coefficients \(\rho_w(P_i, P_*)\) and \(\rho_w(P_i, P_\#)\) for each \(x_i \in X\).

**Step 4.** Utilize the Equation (15) to calculate the weighted PLTS Pearson correlation-based closeness coefficient \(CC_1^w(P_i)\) for each \(x_i \in X\).

**Step 5.** Sort the alternatives in accordance with the descending order of the \(CC_1^w(P_i)\).

**Step 6.** End.
of resources and improve the input and output efficiency of resources. The following three main attributes with the weigh vector \( w = (0.2, 0.1, 0.7)^\top \) are considered during evaluation process: (1) the environment factor of health and medical service \( (c_1) \); (2) treatment optimization and personalized diagnosis \( (c_2) \); and (3) social resource allocation optimization under the pattern of wisdom health and medical services \( (c_3) \). There are four hospitals need to be assessed, i.e., the Chinese PLA General Hospital \( (x_1) \), the Huashan Hospital of Fudan University \( (x_2) \), the Union Medical College Hospital \( (x_3) \) and the West China Hospital of Sichuan University \( x_4 \). The invited experts from the evaluation team utilize the LTS \( S = \{s_i\}^{6}_{i=1} \) to evaluate the hospitals \( x_i (i = 1, 2, \cdots, 4) \). The experts’ PLTS evaluations are shown in Table 1.

|    | \( c_1 \) | \( c_2 \) | \( c_3 \) |
|---|---|---|---|
| \( x_1 \) | \( s_3(0.4), s_4(0.6) \) | \( s_3(1) \) | \( s_2(0.2), s_3(0.8) \) |
| \( x_2 \) | \( s_3(0.3), s_5(0.7) \) | \( s_3(0.8) \) | \( s_4(0.2), s_5(0.4), s_6(0.4) \) |
| \( x_3 \) | \( s_4(1) \) | \( s_4(0.5), s_5(0.5) \) | \( s_5(0.6), s_6(0.4) \) |
| \( x_4 \) | \( s_5(0.4), s_5(0.4) \) | \( s_1(0.4), s_2(0.1), s_3(0.2), s_4(0.3) \) | \( s_4(0.9) \) |

The detailed steps involving the developed method that are executed to determine the best alternative(s) are illustrated as follows.

**Step 1.** Normalize the PLTS decision matrix using definitions 2, 3, and 9, and the normalized PLTS decision matrix \( R' = \left[ LP_i^t \right]_{4x3} \) is shown in Table 2.

|    | \( c_1 \) | \( c_2 \) | \( c_3 \) |
|---|---|---|---|
| \( x_1 \) | \( s_4(0.6), s_3(0.4) \) | \( s_5(1), s_5(0), s_5(0), s_5(0) \) | \( s_3(0.8), s_2(0.2), s_2(0) \) |
| \( x_2 \) | \( s_6(0.7), s_5(0.3) \) | \( s_3(1), s_3(0), s_3(0), s_3(0) \) | \( s_6(0.4), s_5(0.4), s_4(0.2) \) |
| \( x_3 \) | \( s_4(1), s_4(0) \) | \( s_4(0.5), s_4(0.5), s_4(0), s_4(0) \) | \( s_6(0.4), s_5(0.4), s_5(0) \) |
| \( x_4 \) | \( s_6(0.5), s_5(0.5) \) | \( s_4(0.3), s_3(0.2), s_2(0.1), s_1(0.4) \) | \( s_4(1), s_4(0), s_4(0) \) |

**Step 2.** Determine the PIS \( P_s \) and NIS \( P_s^\# \) by using Equation (11) to (14):

\[
p_c = \begin{cases} 
< c_1, [s_6(0.7), s_5(0.3)] >, & < c_2, [s_5(1), s_5(0), s_5(0), s_5(0)] >, \\
< c_3, [s_6(0.4), s_5(0.6), s_5(0)] >
\end{cases}
\]

\[
p_s^\# = \begin{cases} 
< c_1, [s_6(0.6), s_5(0.4)] >, & < c_2, [s_4(0.3), s_3(0.2), s_2(0.1), s_1(0.4)] >, \\
< c_3, [s_5(0.8), s_4(0.2), s_4(0)] >
\end{cases}
\]

**Step 3.** Calculate the weighted PLTS Pearson correlation coefficients \( \rho_w(P_i, P_s) \) and \( \rho_w(P_i, P_s^\#) \) for each \( x_i \in X (i = 1, 2, \cdots, 4) \) according to the definition 14:

\[
\rho_w(P_1, P_s) = 0.6292, \rho_w(P_1, P_s^\#) = 0.9926;
\]

\[
\rho_w(P_2, P_s) = 0.9355, \rho_w(P_2, P_s^\#) = 0.8505;
\]

\[
\rho_w(P_3, P_s) = 0.9697, \rho_w(P_3, P_s^\#) = 0.6172;
\]

\[
\rho_w(P_4, P_s) = 0.5217, \rho_w(P_4, P_s^\#) = 0.9915.
\]

**Step 4.** Utilize Equation (15) to compute the closeness index for each \( x_i \in X (i = 1, 2, \cdots, 4) \):

\[
CC_{1}^{w}(P_1) = -0.4050CC_{1}^{w}(P_2) = -0.1616, CC_{1}^{w}(P_3) = 0, CC_{1}^{w}(P_4) = -0.4589.
\]
6. Comparative Analysis

The practicability and superiority of the proposed methodology are further verified in this section through the comparison with the current approaches. First, we choose the distance-based TOPSIS framework proposed in [1] to rank the alternatives. Then, we explore the effects of different PLTS correlation coefficients on the calculation results and ranking orders. Furthermore, we consider the application of the TOPSIS method proposed by Sun et al. [32]. Finally, we compare our method with the correlation-based TOPSIS framework proposed by Chen [30].

6.1. Comparison with Distance-Based TOPSIS Method Proposed by Pang (Pang et al., Inf. Sci. 2016, 369, 128–143)

The distance-based TOPSIS method for MADM problems with the PLTS information developed by Pang et al. [1] is similar to the method proposed in this paper. However, the former focuses on the degree of the distances between the candidates and the PIS as well as NIS, and our method considers the degree of the linear correlation between the potential candidates and the PIS as well as NIS. The procedures of the distance-based TOPSIS model introduced in [1] are shown as follows.

Step 1. Normalize the PLTS decision information.

Step 2. Identify the PIS \( L(p)^+ \) as well as NIS \( L(p)^- \):

\[
L(p)^+ = \left( [s_{4.2}, s_{2.5}], [s_5, s_2, s_{0.4}, s_{0.2}], [s_4, s_{2.4}, s_{0.8}] \right),
\]
\[
L(p)^- = \left( [s_{2.4}, s_0], [s_{1.2}, s_0, s_0], [s_{2.4}, s_0, s_0] \right)
\]

where \( L(p)^+ = (\overline{s}_{1}^{+}, \overline{s}_{2}^{+}, \ldots, \overline{s}_{n}^{+}) \), \( \overline{s}_{j}^{+} = \left\{ s_{ij}^{+} \right\}_{k=1,2,\ldots,n} \), and \( (\overline{L}_{j}^{(k)}p_{j}^{(k)})^+ = \max_{i} \left\{ \overline{L}_{j}^{(k)}p_{j}^{(k)} \right\} (i=1,2,\ldots,m; j=1,2,\ldots,n) \).

Similarity, \( L(p)^- = (\overline{s}_{1}^{-}, \overline{s}_{2}^{-}, \ldots, \overline{s}_{n}^{-}) \), \( \overline{s}_{j}^{-} = \left\{ s_{ij}^{-} \right\}_{k=1,2,\ldots,n} \), and \( (\overline{L}_{j}^{(k)}p_{j}^{(k)})^- = \min_{i} \left\{ \overline{L}_{j}^{(k)}p_{j}^{(k)} \right\} (i=1,2,\ldots,m; j=1,2,\ldots,n) \)

Step 3. Utilize Equations (16) and (17) to compute the deviation degrees between each alternative and the PIS \( L(p)^+ \) and NIS \( L(p)^- \), respectively:

\[
d(x_1, L(p)^+) = 1.5009, d(x_2, L(p)^+) = 0.9511, d(x_3, L(p)^+) = 0.9992,
\]
\[
d(x_4, L(p)^+) = 1.3946, d(x_1, L(p)^-) = 0.5214, d(x_2, L(p)^-) = 1.2919,
\]
\[
d(x_3, L(p)^-) = 1.3453, d(x_4, L(p)^-) = 1.0476,
\]

where

\[
d(x_i, L(p)^+) = \sum_{j=1}^{n} w_j \left( \frac{1}{\#LP_{ij}} \sum_{l=1}^{\#LP_{ij}} \left( p_{ij}^{(l)}s_{ij}^{(l)} - \left( p_{j}^{(l)}s_{j}^{(l)} \right) \right)^2 \right)^{\frac{1}{2}}.
\]
\[
d(x_i, L(p)^-) = \sum_{j=1}^{n} w_j \left( \frac{1}{\#LP_{ij}} \sum_{l=1}^{\#LP_{ij}} \left( p_{ij}^{(l)}s_{ij}^{(l)} - \left( p_{j}^{(l)}s_{j}^{(l)} \right) \right)^2 \right)^{\frac{1}{2}}.
\]
Step 4. Derive the closeness index $CI(x_i)$ of each alternative $x_i \in X(i = 1, 2, \cdots, 4)$:

$$CI(x_1) = -1.1905, CI(x_2) = -0.0397, CI(x_3) = -0.0506, CI(x_4) = -0.6875$$

where

$$CI(x_i) = \frac{d(x_i, L(p)^*)}{d_{\max}(x_i, L(p)^*)} - \frac{d(x_i, L(p)^*)}{d_{\min}(x_i, L(p)^*)} \quad (18)$$

Step 5. Rank the alternative $x_i \in X$ in accordance with $CI(x_i)(i = 1, 2, \cdots, 4)$:

$$x_2 \succ x_3 \succ x_4 \succ x_1.$$

Therefore, the best alternative is $x_2$.

6.2. Comparison with the PLTS Correlation Coefficient Proposed by Lin (Lin et al., Int. J. Intell. Syst. 2018, 33, 2402–2424)

The computational process and results utilizing the weighted PLTS correlation coefficient defined in [33] are illustrated as follows:

Step 1. Standardize the PLTS decision matrix.

Step 2. Identify the PIS $L(p)^+$ as well as NIS $L(p)^-$:

$$L(p)^+ = \{< c_1, [s_5(0.3), s_6(0.7)] >, < c_2, [s_5(1)] >, < c_3, [s_5(0.6), s_6(0.4)] >,$$

$$L(p)^- = \{< c_1, [s_3(0.4), s_4(0.6)] >, < c_2, [s_1(0.4), s_2(0.1), s_3(0.2), s_4(0.3)] >,$$

$$< c_3, [s_2(0.2), s_3(0.8)] >\}$$

Step 3. Calculate the weighted PLTS correlation coefficients $\xi_w \left( L(p_i), L(p)^+ \right)$ and $\xi_w \left( L(p_i), L(p)^- \right)$ for each $x_i \in X(i = 1, 2, \cdots, 4)$:

$$\xi_w \left( L(p_1), L(p)^+ \right) = 0.9580, \xi_w \left( L(p_1), L(p)^- \right) = 0.9713;$$

$$\xi_w \left( L(p_2), L(p)^+ \right) = 0.9965, \xi_w \left( L(p_2), L(p)^- \right) = 0.9900;$$

$$\xi_w \left( L(p_3), L(p)^+ \right) = 0.9849, \xi_w \left( L(p_3), L(p)^- \right) = 0.9596;$$

$$\xi_w \left( L(p_4), L(p)^+ \right) = 0.9886, \xi_w \left( L(p_4), L(p)^- \right) = 0.9981.$$

Step 4. Utilize Equation (15) to compute the weighted PLTS Pearson correlation-based closeness coefficient for each $x_i \in X(i = 1, 2, \cdots, 4)$:

$$CC_1^w(P_1) = -0.0253, CC_1^w(P_2) = -0.0155, CC_1^w(P_3) = -0.0058, CC_1^w(P_4) = -0.0236.$$

Step 5. Rank the alternative $x_i \in X$ according to $CC_1^w(P_i)(i = 1, 2, \cdots, 4)$:

$$x_3 \succ x_2 \succ x_4 \succ x_1.$$

Therefore, the best candidate is also the Union Medical College Hospital ($x_3$).
6.3. Comparison with the Correlation-Based Closeness Proposed by Sun (Sun et al., Appl. Soft Comput. 2018, 68, 249–267)

To expand the application of the classic TOPSIS, instead of using a distance measure to calculate the closeness coefficient, Sun et al. [32] proposed a new TOPSIS method and utilized the correlation coefficient to construct four types of relative closeness:

\[ \eta_i = \frac{\lambda \zeta_i^+ + \lambda \zeta_i^-}{(1 - \lambda) \zeta_i^+ + \lambda \zeta_i^-}, \quad i = 1, 2, \ldots, m \]  
\[ \delta_i = \frac{(1 - \nu) \mu_i^-}{\nu \mu_i^+ + (1 - \nu) \mu_i^-}, \quad i = 1, 2, \ldots, m \]  
\[ \delta_i = 1 - (\nu \mu_i^+ + (1 - \nu) \zeta_i^-), \quad i = 1, 2, \ldots, m \]  
\[ \xi_i = \lambda \zeta_i^+ + (1 - \lambda) \mu_i^-, \quad i = 1, 2, \ldots, m \]

where

\[ \zeta_i^+ = \frac{\rho_w(P_i, P_1) - \min[\rho_w(P_i, P_s)]}{\max[\rho_w(P_i, P_s)] - \min[\rho_w(P_i, P_s)]}, \quad i = 1, 2, \ldots, m \]  
\[ \zeta_i^- = \frac{\rho_w(P_i, P_s) - \min[\rho_w(P_i, P_1)]}{\max[\rho_w(P_i, P_s)] - \min[\rho_w(P_i, P_s)]}, \quad i = 1, 2, \ldots, m \]  
\[ \mu_i^+ = \frac{\max[\rho_w(P_i, P_s)] - \rho_w(P_i, P_1)}{\max[\rho_w(P_i, P_s)] - \min[\rho_w(P_i, P_s)]}, \quad i = 1, 2, \ldots, m \]  
\[ \mu_i^- = \frac{\max[\rho_w(P_i, P_s)] - \rho_w(P_i, P_1)}{\max[\rho_w(P_i, P_s)] - \min[\rho_w(P_i, P_s)]}, \quad i = 1, 2, \ldots, m \]

and the parameters \( \lambda \) and \( \nu \) lie in the interval \([0, 1]\).

The results obtained by the above method (let \( \lambda = \nu = 0.5 \)) are listed in Table 3.

| \( \eta_i \) | \( \delta_i \) | \( \xi_i = \delta_i \) | Rankings |
|---|---|---|---|
| 0.1935 | 0 | 0.1200 | \( x_3 \) > \( x_2 \) > \( x_1 \) > \( x_4 \) |
| 0.5977 | 0.8322 | 0.6511 | \( x_3 \) > \( x_2 \) > \( x_4 \) > \( x_1 \) |
| 0 | 0.0029 | 0.0015 | \( x_3 \) > \( x_2 \) > \( x_1 \) > \( x_4 \) |

We observe from Table 3 that the best candidate calculated from the four types of relative closeness is, again, the Union Medical College Hospital (\( x_3 \)).

6.4. Comparison with the Correlation-Based TOPSIS Framework Proposed by Chen (Chen, Int. J. Intell. Syst. 2019, 34, 114–151)

Chen [30] proposed a correlation-based, rather than a distance-based, closeness coefficient to select the best alternatives in interval-valued Pythagorean fuzzy MADM problems:

\[ CC_2^{\text{w}}(P_i) = \frac{1 + \xi_w(L(p_i), L(p)^+)}{2 + \xi_w(L(p_i), L(p)^+ + \xi_w(L(p_i), L(p)^-))} \]

(27)

Clearly, the alternative(s) with the largest value of \( CC_2^{\text{w}}(P_i) \) can be selected as the best alternative(s). Whereas, we use Equation (27) to compute the closeness coefficient for alternative \( x_i \), then we obtain:

\[ CC_2^{\text{w}}(p_1) = 0.4983; CC_2^{\text{w}}(p_2) = 0.5008; CC_2^{\text{w}}(p_3) = 0.5032; CC_2^{\text{w}}(p_4) = 0.4988; \]
thus, according to the values of $CC_2^{i1}(P_i)(i = 1, 2, \cdots, 4)$, we can find the ordering:

$$x_3 > x_2 > x_4 > x_1.$$ 

Therefore, the best candidate is also the Union Medical College Hospital ($x_3$).

We note that different rankings of the potential alternatives as well as the best alternative are produced by different decision methods. The presented method in this paper and the methods introduced in [30,32,33] obtain the same optimal alternative, i.e., the Union Medical College Hospital ($x_3$), which demonstrates the validity and capability of our proposed correlation-based TOPSIS formula. The best choice obtained by the distance-based TOPSIS method introduced in [1] is the Huashan Hospital of Fudan University ($x_2$).

The main reasons can be summed up in two aspects. On the one hand, the methods of dealing with the original PLTS decision information may result in a different PIS as well as NIS, and these play a great role in the final decision. The developed new ranking rules in this paper for normalizing the original PLTS decision information is beneficial to overcome the shortcomings of the existing normalization technique proposed by Pang et al. [1]. On the other hand, the different information measures used in the TOPSIS methods may affect the decision results. As we mentioned above, there are defects in the current PLTS correlation coefficient proposed by Lin et al. [33], which often lead to biased results. In particular, the PLTS correlation coefficient proposed by Lin et al. [33] does not have the normalization process, and it is only a mean type correlation coefficient.

While the correlation coefficient defined in this article lies in the interval $[-1,1]$ conforming to the statistics, which is superior in discrimination, and makes full use of the decision information by standardizing and normalizing the original PLTS decision matrix information as it focuses on the linguistic variables and the corresponding probabilistic information in each PLTS. Thus, it maintains the decision information as integrated and as authentic as possible. Furthermore, the distance-based method proposed in Pang et al. [1] cannot deal with the information measures with negative values directly, while the presented approach in this paper successfully solves the negative information measures so as to broaden the application scope of TOPSIS model.

7. Conclusions

The PLTS is a very popular tool as it can not only express the preference of decision makers for certain things more comprehensively, but also quantify the degree of preference. To enrich the theory and application of PLTSs, this paper proposed a new correlation coefficient for solving PLTS MADM problems. The presented Pearson correlation coefficient for PLTSs, combining the new concept of mean, variance, and covariance, effectively eliminated the flaws in the existing methods. Moreover, a novel comprehensive closeness coefficient was presented to depict a certain degree of the correlations with the PLTS positive- as well as negative-ideal solutions. A PLTS correlation-based TOPSIS framework was further established for solving MADM problems within the PLTS contexts. The superiority and validity of the developed methodology were verified by a numerical example and corresponding comparative analysis.

The advantages of our study are summarized as follows: (1) The proposed correlation coefficient lies in the interval $[-1,1]$ conforming to the statistics. This coefficient is superior in discrimination, and is more convincing than the existing correlation coefficients by considering all elements in each PLTS. (2) Compared with existing TOPSIS methods based on distance and similarity measures, the proposed correlation-based TOPSIS method uses the correlation coefficient to measure the proximity between each alternative and ideal solution. It is innovative way to make the decision under a PLTS context. (3) The proposed method is effective for handling the negative correlation between the alternatives and ideal solutions, while the existing TOPSIS method cannot deal with this situation under a PLTS context.

However, our study still has some limitations as follows: (1) Under increasingly complex decision-making environments, it is insufficient to only consider a single decision matrix provided
by decision makers. (2) As the calculated process of the presented correlation coefficient is more complicated than some existing measures, the time complexity of our method is higher. (3) The proposed method is given under the condition that the attribute weights are known, and we did not discuss the conditions where the attribute weight is unknown or partly known.

Regarding future works, we intend to offer further applications of the correlation-based TOPSIS approach by utilizing additional fuzzy techniques, e.g., single valued neutrosophic sets and spherical fuzzy sets. Moreover, consensus process is an important branch of group decision-making problems [37–39]. It will be interesting to combine the consensus model with the correlation-based TOPSIS model to address group decision-making problems [40–45]. Other empirical extensions of this approach will also be considered in future studies.
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