Optimizing airborne wind energy with reinforcement learning
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Abstract Airborne wind energy is a lightweight technology that allows power extraction from the wind using airborne devices such as kites and gliders, where the airfoil orientation can be dynamically controlled in order to maximize performance. The dynamical complexity of turbulent aerodynamics makes this optimization problem unapproachable by conventional methods such as classical control theory, which rely on accurate and tractable analytical models of the dynamical system at hand. Here we propose to attack this problem through reinforcement learning, a technique that—by repeated trial-and-error interactions with the environment—learns to associate observations with profitable actions without requiring prior knowledge of the system. We show that in a simulated environment reinforcement learning finds an efficient way to control a kite so that it can tow a vehicle for long distances. The algorithm we use is based on a small set of intuitive observations and its physically transparent interpretation allows to describe the approximately optimal strategy as a simple list of manoeuvring instructions.

1 Introduction

Airborne wind energy (AWE) is a technology aiming to obtain usable power by means of flying devices [1] which has the potential of replacing the traditional towered wind turbine architecture [2]. Airborne wind energy systems usually consist in an airfoil providing traction power—generally a kite or a glider—which is either connected by a tether to a ground station that converts power into electricity by a turbine, or used to tow a vehicle [3,4].

There are many advantages of AWE over standard wind turbines: reduced costs for construction; lower environmental impact; saving in building materials; ease in displacing the device [5,6]. Here we focus on one distinguishing feature of AWE that is the possibility of adapting to the rapid and local changes in wind conditions by controlling the orientation of the kite. This allows to maintain the kite airborne and effective under varying wind and weather conditions [7].

The task of finding the best way of manoeuvring the kite in order to maximize power production has been previously addressed by means of optimal control theory [8–10], using methods from Non-linear Model Predictive Control [11]. These are essentially planning algorithms that crucially rely on a dynamical model in order to predict the future evolution of the system. For AWE this requirement translates in finding an accurate model of both the dynamics of the kite and of the turbulent wind. Such model would involve a huge number of dynamical degrees of freedom and the resulting optimization problem would then become computationally intractable. Moreover, even assuming that the previous difficulties could be overcome, turbulence is famously characterized by its unpredictability, undercutting the power of predictive control. To bypass these difficulties, the effect of wind turbulence is often ignored or too crudely approximated, for instance by adding small uncorrelated fluctuations [5,12,13]. The control strategies so obtained may however turn out to be severely
suboptimal when put to the test in a realistic turbulent environment.

Here, we propose to use reinforcement learning (RL) to find effective control strategies for AWE in a realistic turbulent environment. The core idea of RL consists in learning how to control a system in order to achieve a long-term goal without relying on detailed a priori knowledge of its dynamics and therefore avoiding the shortcomings of predictive control [14]. By repeatedly interacting with the environment that surrounds it, the controller learns by trial and error to associate valuable actions to specific contexts [15]. RL has been shown to be competitive with Model Predictive Control even in situations where an accurate model of the system is available [16]. The ability of RL in finding effective control strategies in dynamic and unpredictable environment such as the turbulent atmosphere has been recently showcased in complex tasks such as thermal soaring, swimming, and navigation, among others, see e.g. [17–21].

In this article we provide a proof of concept that RL can be successfully used for AWE. We consider a simulated environment that simulates the dynamics of a ship towed by a kite that flies in the turbulent atmospheric boundary layer. A major difficulty of this task is to find appropriate controllers that sense and exploit the variable wind strength and at the same time avert disastrous crashes. We find that a compact RL algorithm based on a small set of physically intuitive observations and controls is able to find effective strategies to tow the vehicle for long distances, efficiently converting the energy of the turbulent wind into directed motion.

2 The simulated environment

In this section we describe the simulated environment for AWE production.

2.1 Kite and vehicle dynamics

We consider the system composed by a kite connected to a vehicle (e.g. a ship) through an inextensible cable. The vehicle can move on the surface, while the kite is able to travel on the whole space above it. Sagging of the rope is neglected as the cable is understood to be always in tension.

The kite has mass $m$ and is subject to the action of the wind, summarized by the total aerodynamic force $F_{aer}$, the gravitational force $mg$ and the tether tension $T$. The vehicle of mass $M$ is subject to the gravitational force $Mg$, the same tension $-T$ acting on the other end of the rope, the sliding friction force $F^\mu$ and the normal reaction of the ground/sea surface $N$ (see Fig. 1a).

The positions of the kite $x_k$ and of the vehicle $x_v$ obey the Newton’s law

$$
\begin{align*}
    m\ddot{x}_k &= F_{aer} + mg - T \\
    M\ddot{x}_v &= F^\mu + N + Mg + T
\end{align*}
$$

subject to the constraints of fixed tether length $|x_k - x_v| = R$ and that the vehicle remains anchored to the ground $z_v = 0$. 

Fig. 1 The simulated environment for AWE. a Sketch of the kite-ship system. b Snapshot of a vertical cross-section of the horizontal wind velocity in the turbulent flow. c The attack angle $\alpha$ is the angle between the longitudinal axis of the kite and the relative velocity; its control allows the kite to dive and rise. d The bank angle $\psi$ changes the direction of the lift force and its control makes the airfoil turn left and right.
Table 1 Summary of the angles used to control the kite, to define its state and its position

| Symbol | Meaning |
|--------|---------|
| α      | Attack angle |
| ψ      | Bank angle |
| β      | Relative velocity angle w.r.t. the horizontal plane |
| θ      | Cable angle w.r.t. the ground |
| φ      | Cable azimuthal angle |

The friction force has amplitude \( F^μ = \mu N = \mu (Mg - T_z) \) where \( T_z \) is the vertical component of the tension applied to the vehicle. Its direction is opposed to the vehicle velocity \( \dot{x}_v \).

The aerodynamic forces are customarily decomposed in lift and drag: \( \mathbf{F}^\text{aer} = \mathbf{L} + \mathbf{D} \). Both components depend on the relative velocity of the kite with respect to the wind \( \mathbf{v}_{rel} = \mathbf{v}_k - \mathbf{u} \), where \( \mathbf{u} \) is the wind velocity and \( \mathbf{v}_k = \dot{x}_k \).

The amplitudes of lift and drag are \( \mathbf{L} = \frac{1}{2} \rho \mathbf{A} C_L(\alpha) |\mathbf{v}_{rel}|^2 \) and \( \mathbf{D} = \frac{1}{2} \rho \mathbf{A} C_D(\alpha) |\mathbf{v}_{rel}|^2 \) respectively, where \( \rho \) is the air density, \( \mathbf{A} \) is the kite surface area and \( C_L(\alpha), C_D(\alpha) \) are the lift and drag coefficients. The latter depend on the attack angle of the kite \( \alpha \) (Fig. 1c), which is the angle between the longitudinal axis of the kite and the relative velocity. By changing the attack angle the kite can rise or dive. The values of the coefficients are measured empirically for different airfoils and here we used the ones given in Ref. [22] for our simulation.

As for the direction, the drag is anti-parallel to the relative velocity, whereas the lift lies in the plane perpendicular to it. Its exact orientation depends on the bank angle \( \psi \) (Fig. 1d), which can be controlled and allows for the kite to make turns. Namely, if we take \( \mathbf{e}_r = (x_k - x_r)/R \) to be the unit vector which identifies the direction of the tether and define the two unit vectors perpendicular to the relative velocity \( \mathbf{e}_t = \mathbf{e}_r \times \mathbf{v}_{rel}/|\mathbf{e}_r \times \mathbf{v}_{rel}| \) and \( \mathbf{e}_n = \mathbf{v}_{rel} \times \mathbf{e}_t/|\mathbf{v}_{rel} \times \mathbf{e}_t| \) we have \( \mathbf{L} = L(e_\psi \sin(\psi) + e_\phi \cos(\psi)) \) (see Ref. [10] and the Supplementary Information for more details on the dynamics). The various angles involved in the dynamics are summarized in Table 1.

We assume that the kite can be controlled by changing its attack and bank angles—and consequently its orientation in space—by operating on the lines that are connected to the sides of the airfoil.

2.2 The turbulent wind

We simulate the turbulent wind flow in the atmospheric boundary layer by solving the incompressible Navier–Stokes equations

\[
\begin{align*}
\frac{\partial \mathbf{u}}{\partial t} + (\mathbf{u} \cdot \nabla) \mathbf{u} &= -\nabla p + \nu \nabla^2 \mathbf{u} \\
\nabla \cdot \mathbf{u} &= 0
\end{align*}
\]  

(2.2)
in a cubic domain of side \( \approx 100 \text{ m} \). No-slip boundary conditions are imposed at the bottom and a fixed velocity \( U_W = 30 \text{ m/s} \), directed along the streamwise direction \( x \), is imposed at the top (Fig. 1b). Periodic boundary conditions are applied in the stream-wise \( x \) and span-wise \( y \) directions. This configuration is usually dubbed a turbulent Couette flow. The Reynolds number \( \text{Re} = \frac{U_W L}{\nu} \), where \( \nu \) is the half-height of the channel and \( \nu \) is the kinematic viscosity, is \( \text{Re} = 65,610 \) which indicates the presence of a turbulent flow. The simulation uses a Spectral Element Method as implemented in the free CFD software Nek5000 [23]. At the steady state, the statistical properties of the flow are consistent with those observed in previous works [24] (see the Supplementary Information for more details).

3 Learning to control the kite

As anticipated in the Introduction, we have approached the problem of maximizing the traction power of a kite in a turbulent flow by means of reinforcement learning. In this Section we give a brief description of the algorithm that we have used and how it has been implemented in the case at hand.

3.1 Reinforcement Learning

The objective of RL is to optimize the performance of a controller, or agent, in a generic goal-directed task (see Ref. [14] for a comprehensive introduction to the subject). At each time step, the controller receives an observation \( S \) that provides some information about the instantaneous, usually hidden, full Markov state of the system \( X \) and takes an action \( A \) according to a policy \( \pi \), that is a probability distribution over actions which depends on the history of previous observations. The system then evolves in a new state \( X' \) and the process repeats itself until the end of an episode \( T \). At each time step, the agent receives a reward, or reinforcement signal, \( R \). The objective is to find a policy that maximizes the expected sum of future rewards from a given time \( t \), known as the return \( G_t = \sum_{k=t}^{T} R_k \).

Importantly, the agent does not need any \textit{a priori} knowledge of the dynamics of the hidden Markov states \( X \rightarrow X' \) and of the structure of the rewards. It has to learn how to associate past observations with profitable actions just by interacting with the environment.

Finding a policy that depends on the full history of observations is however computationally very demanding. Here we will settle for the comparatively less ambitious goal of searching for good reactive policies, that is strategies that choose to take an action \( A \) based only on the last observation \( S \) according to a policy \( \pi(A|S) \). If the observations were the actual Markov states for the system, i.e. \( S = X \), then the knowledge of past observations would be superfluous and one can consider only reactive policies. However, this nearly never happens in practice.
Approximately optimal reactive policies can be found with limited computational effort when observations and actions can be represented by a finite discrete set. In this case tabular time-difference learning algorithm such as SARSA (the acronym of State-Action-Reward-State-Action) can find good strategies by interacting with the environment [14].

SARSA starts off with an estimate of the expected return that a policy can achieve in the future if it has received the observation \( S \) and executed the action \( A: Q(S, A) \). Then, at each step the algorithm makes decision according to the current estimate and improves it as follows:

\[
(i) \quad \text{Derive a policy from the current estimate } \hat{Q} \text{ with } \\
\epsilon-greedy \text{ exploration: given an observation } S \text{ pick the action which has the largest estimated return } \\
A = \arg\max_A \hat{Q}(S, A) \text{ with probability } 1 - \epsilon \text{ and any possible action at random otherwise;}
\]

\[
(ii) \quad \text{After having observed } S' \text{ and taken action } A' \text{ according to the same policy, update the estimate as} \\
\hat{Q}(S, A) \leftarrow \hat{Q}(S, A) + \eta(R + \hat{Q}(S', A') - \hat{Q}(S, A)). \\
\text{All the other entries of the matrix } \hat{Q} \text{ are left unchanged.}
\]

This procedure is iterated until convergence is obtained.

In the expressions above, the learning rate \( \eta \) and the exploration probability \( \epsilon \) depend on the number of visits of the current observed state-action pair. With a proper decreasing schedule of these parameters, SARSA converges with probability one to the optimal control strategy if observations are Markov states for the system. When there is only partial observability, it converges to the best possible reactive strategy for the given choice of observable states.

In order to couch our AWE optimization problem in the language of reinforcement learning we now turn to define the observable states (for short, observables) \( S \), the actions \( A \) and rewards \( R \) for our AWE system.

### 3.2 Actions

As discussed earlier, the kite can rise or dive by changing the angle of attack \( \alpha \) and it can turn by modifying the bank angle \( \psi \). Therefore an intuitive and minimal way to control the kite is to decrease, leave unchanged or increase both \( \alpha \) and \( \psi \) by some fixed amount:

\[
\alpha \rightarrow \alpha + A_\alpha \Delta \alpha, \quad A_\alpha \in \{-1, 0, 1\} \\
\psi \rightarrow \psi + A_\psi \Delta \psi, \quad A_\psi \in \{-1, 0, 1\}
\]

The total number of possible actions \( A = (A_\alpha, A_\psi) \) is 9 and the values of the increments \( \Delta \alpha \) and \( \Delta \psi \) are chosen based on the aerodynamic characteristic of the kite (see Supplementary information).

### 3.3 The choice of observables

The actual state \( X \) of an AWE device immersed in a turbulent flow is an extremely high-dimensional vector as it includes all the degrees of freedom of the kite and the vehicle, as well as the wind field at any point in space and time. A direct approach is clearly unfeasible. It is therefore necessary to identify some relevant features, that is to map the Markov state \( X \) into a smaller set of observables \( S \), which can summarize the state of the system without losing valuable information.

The selection of such observables could be in principle performed automatically. However this procedure requires very large training datasets that are very expensive to obtain. In addition, the selected features so obtained might be difficult to interpret in physical terms. Here we take the alternate approach of choosing observations based on some physical intuition about which variables matter the most in achieving good control of the system. This approach requires expert domain knowledge and may fail if the observables are poorly chosen and convey little or no information about the state of the system. However, in our experience so far, the benefits of a physics-informed approach in terms of speed of learning, data parsimony and interpretability largely outweigh the limits in performance.

Following this idea, we expect that the aerodynamic forces are a determinant factor for the ability of controlling the kite. As discussed in the previous section, lift and drag depend on the angle of attack \( \alpha \), on the bank angle \( \psi \), and on the relative velocity \( v_{rel} \). It is therefore natural to consider them as relevant observables. In a further effort to compress the input we will consider just the orientation of the relative velocity with respect to the ground, given by the angle \( \beta = \arcsin(v_{rel}^z/v_{rel}) \).

These variables are then discretized to obtain a finite set of observables

\[
S_\alpha \in \{\alpha_{\min} + i\Delta \alpha : i = 0, \ldots, N_\alpha\} \\
S_\psi \in \{\psi_{\min} + j\Delta \psi : j = 0, \ldots, N_\psi\} \\
S_\beta \in \{\beta_{\min} + k\Delta \beta : k = 0, \ldots, N_\beta\}
\]

with a total number of observables \( S = (S_\alpha, S_\psi, S_\beta) \) equal to \((N_\alpha + 1)(N_\psi + 1)(N_\beta + 1)\) which in our learning experiments amounts to a few hundreds (see SI).

In spite of the drastic reduction of dimensionality of the state space that is operated by this choice of observations, we will see that this information is sufficient to learn a very effective control strategy.

### 3.4 The reward structure

The last key ingredient is the reward, which is the numerical signal issued by the environment that provides feedback about the consequences of the performed actions. As the goal to be pursued is to maximise the traction power that we can extract from the wind, we use as a reward a close proxy that is the distance travelled along the mean wind in a time step \( |\dot{x}_v| \Delta t \). In the
**Fig. 2** Discovering effective control strategies with reinforcement learning. \(a\) Horizontal distance covered by the vehicle as learning progresses. The blue dots refer to single episodes while the red line is a moving average over 500 episodes. Figure \(b\) represents a sample of learned motion in the turbulent Couette channel. The kite displays a helical motion adapted to the fluctuations of the wind flow. Note that the vehicle moves also in the \(y\) direction even if it is not directly rewarding since only the distance covered along \(x\) is accounted for in the return.

**Fig. 3** Dynamical behavior of the observables under the learned policy. Two stages emerge: a very brief transient where the kite reacts to the initial conditions, and an approximately periodic pattern where the attack angle remains close to its maximum values, whereas the bank angle and the relative wind velocity angle oscillate out of phase. This behavior is typical; another example is given in the Supplementary Information.

Supplementary Information we explore different reward structures not necessarily aligned with the main component of the wind. When the kite crashes to the ground it receives a penalty, i.e. a negative reward, whose magnitude may depend on the time elapsed from the start (for instance, early falls are penalized more than late ones). In addition, to avoid situations in which the kite flies dangerously close to the ground, we reduce the reward obtained whenever \(z_k\) goes below a threshold height \(z_{low}\). The detailed parameters used in the simulations are given in the Supplementary Information.

**4 Results**

In this section we present the results obtained by implementing the reinforcement learning algorithm that described above with special emphasis on the interpretation of the learned strategy in terms of simple decision rules.

**4.1 Learning effective control strategies**

The training is divided into episodes that terminate either when the kite crashes or after a sufficiently long time. At the beginning of each episode the vehicle is randomly initialized in a different point on the ground and the kite is at a given relative position from it. Random control angles are chosen in order to sample different flow conditions and kite postures, in order to obtain robust strategies and avoid overfitting. The system is motionless at time \(t = 0\) for every episode, with fixed initial angles of the tether \(\theta\) and \(\phi\), typically initialized to \(\pi/4\) and 0. Different take-off configurations can be
Fig. 4 A distilled control strategy. a) Number of visits in the $\beta_{t-1}, \psi_t$ space highlighting the anticorrelation between the relative wind velocity direction and the bank angle. b) The distilled policy keeps the attack angle fixed and changes the bank angle as shown. Right arrows, left arrows and circles correspond to increase, decrease or maintain the bank angle, respectively. c) The performance of the learned policy and of the distilled one are compared, together with a mixed strategy that switches from the first to the second after 100 s. Medians are in red, averages in dotted blue, the boxes are the quartiles.

considered depending on the specifics of the system at hand. Randomization of initial angles can be used to further enhance the robustness of the results but we did not need it here.

The initial estimates of the return $\hat{Q}(s,a)$ for each state-action pair are chosen optimistically in order to favor exploration of the state-action space [14].

The best results were obtained by scheduling the learning rate depending on the number of visits of the current state-action pair. This ensures faster updates of state-action values that have been visited less and vice versa (see Supplementary Information for details).

From Fig. 2a we can see that after a few hundreds of thousands of episodes the distance covered along the $x$-axis converges to a stable value and maintains this performance for the remainder of the episodes. We have then evaluated the learned policy on a sequence of test episodes that are different from the training ones and, importantly, last longer. The fact that the performance is unaltered confirms that the learned strategy is able to generalize to previously unseen wind configurations (see Supplementary Information).

When we tried to remove the dependence on the angle $\beta$ from the policy, we were unable to train the kite and crashes were apparently unavoidable. A detailed discussion of the choice of observables for different environments is given in the Supplementary information.

As shown in Fig. 2b the trajectory of the kite has an approximately helical shape which changes over time depending on the local wind speed and direction. The towed vehicle moves along an approximately straight path with a sideways component with respect to the mean wind. We now turn our attention to the learned control strategy, uncover its main properties and distill a simple control strategy that achieves comparable performance.

4.2 Distilling a simplified control strategy

Inspecting the evolution of the system under the learned policy, it is possible to identify two stages (Fig. 3): a short transient that lasts from a few to some tens of seconds where the kite reacts to the initial motionless condition of the system, followed by a stable and approximately cyclic behavior in which bank angle $\psi$ and $\beta$ angles oscillate out of phase whereas the attack angle is nearly constant and close to its maximum value.

This observation suggests that the basic control mechanism underlying the helical motion of the kite can be actually explained in terms of simple control rules. A straightforward correlation analysis between $\beta_{t-1}$ and $\psi_t$, gives a Pearson correlation coefficient $\approx -0.82$. The time delay between $\beta_{t-1}$ and $\psi_t$ hints at the fact that the control reacts to changes in the direction of relative wind velocity by adapting the bank angle accordingly.

The anticorrelation is also conspicuous when looking at the occurrence of visits in the $\beta_{t-1}$ and $\psi_t$ space, shown in Fig. 4a. Building up on these considerations we defined a distilled policy that keeps the attack angle fixed to the highest admissible value and changes the bank angle in such a way to reproduce the same pattern of visits as the one of the learned policy. This distilled control strategy is displayed in Fig. 4b. This simple policy turns out to guarantee a performance comparable to the learned one (Fig. 4c). The small reduction in distance traveled can be explained by the different ways in which the learned and the distilled policy manage the initial transient phase. Indeed, implementing an improved version in which the agent switches from the learned policy to the distilled one after some time achieves a performance that is indistinguishable from the fully learned one.
5 Turbulence does matter

Given the simplicity of the distilled strategy one might wonder if turbulence is relevant at all. In order to address this question we trained the kite in an environment with a static wind whose wind profile matches the average mean wind. The SARSA algorithm is able to learn the best strategy for this environment after a few thousands of episodes (Fig. 5). This policy displays a behaviour that is qualitatively similar to the one observed in the turbulent environment, including an initial transient and a subsequent helical trajectory. However there is a major difference in the combinations of angles used to achieve this behavior, i.e. the policy for the static mean wind case is substantially different.

How does this mean-wind strategy perform when tested again a fully dynamic turbulent environment? We observed that most of the times, but not always, it fails (Fig. 6). Most likely, the biggest drawback resides in the management of the transient period, since the kite either crashes at the beginning of the episode or it survives until the end. We conclude that the policy learned in the turbulent environment is sensitive to velocity fluctuations, especially in the early stages of flight.

6 Discussion

We have shown how reinforcement learning can discover effective control strategies to maneuver a kite to the end of providing traction power. The kite-vehicle system is immersed in a simulated environment that comprises the essential and unavoidable effect of atmospheric turbulence.

Our results have been obtained by an algorithm which only takes into account the control angles and the orientation of the relative wind velocity as observables. The learned control can be interpreted in terms of simple rules:

(i) keep the attack angle constant and as large as possible,
(ii) given a certain measurement of the relative wind velocity angle $\beta$, increase or decrease the bank angle $\psi$ in order to reach a target value that depends on $\beta$ in an approximately linear way, with a negative proportionality coefficient (see Fig. 4b).

How this strategy generalizes to other simulated environments with different velocity statistics remains an open question that we want to address in the near future.

In our approach we selected the relevant observables based on our physical intuition. Another possibility would be to delegate the choice of the most appropriate features to the algorithm itself, for instance approximating the return $\hat{Q}$ by means of an artificial neural network as in Deep Q-Learning [25]. The latter approach could in principle discover more appropriate inputs and lead to even better performance. However, this class of algorithms are infamously known to be very data thirsty. In addition, their results are often hard to interpret in terms of human-readable rules. Here we deliberately resolved the trade off in favor of rapid training and increased explainability rather than performance. It would nonetheless be of great interest to explore alternate approaches.

The simulated environment that we have adopted is very simplified in many respects, from the assumption of inextensible lines to the admittedly cartoonish representation of fluid–structure interactions between kite and wind, and between ship and water. More accurate models, in the direction of generating a digital twin of the real environment, would represent a major advancement. Including propulsion and studying hybrid modes that combine or switch between different modalities is a subject that we plan to study in the near future.

The application of our method beyond the simulated environment is a tantalizing perspective. However, several challenges lie ahead when training takes place in the real physical world. Among those, a prominent necessity is finding algorithms that learn faster. Encouraging results from robotics and unmanned aerial navigation, e.g. [17], offer some hope that these challenges can be overcome and that reinforcement learning can
become an important algorithmic tool for AWE applications.
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