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We study the interplay of both Rashba and Dresselhaus spin-orbit couplings (SOCs) and a uniform perpendicular magnetic field $B$ on the transport of a spin-polarized electron along a curved quantum wire. Eigenenergies and eigenfunctions of the system were analytically solved in the presence of both SOCs for a confinement radius $R$. From the transmission coefficients, the spin transport properties such as spin polarization, probability current density and spin conductance were computed numerically to determine their dependence on the SOCs, $B$ and $R$. We find the condition for $B$ that if it is beyond $R^{1/3}$, no spin reversal will occur. Our results show that for a sufficiently large SOC strength, regardless of its inversion asymmetry origin, the effect of the external magnetic field is reduced. Finding the optimal effective SOC strength is essential in achieving suitable magneto-transport properties for possible spintronic device applications.

1. Introduction

Spin-based electronics promises to deliver devices which operate with superior performance (e.g. greater speed, increased memory capacity) as compared to its electric charge-based counterparts. Hence, ongoing efforts have been put forward towards the realization of such devices which make use of the spin degree of freedom. A large fraction of issues in its development concerns how one can effectively generate and manipulate spin polarized current into a host material without the use of ferromagnetic contacts and/or external micro-magnets [1, 2]. These eventually lead to the revived interest in the research of spin-orbit couplings (SOCs) in materials and its potential application in the operation of spin-based devices.

The occurrence of SOCs is due to the interaction of the carrier’s spin with its orbit. In low-dimensional semiconductor structures, the two common types of SOCs are - the Rashba SOC and the Dresselhaus SOC - which are brought about by the prevailing inversion asymmetry in the material [3]. In semiconductor heterostructures, the Rashba SOC (RSOC) results from the structural inversion asymmetry caused by the confining potential. On the other hand, the Dresselhaus SOC (DSOC) is commonly manifested in III-V semiconductors where there is lack of bulk inversion symmetry [4]. These two types of SOCs may both be present in most semiconductors but one may be stronger than
the other.

The influence of SOCs on the spin-dependent transport in mesoscopic systems has been studied in its effects on the transmission of the spin current [5, 6, 7], the possibility of switching [5, 6, 8, 9], spin conductance [5, 8] and spin susceptibility [3]. However, in mesoscopic loops, several authors also found the dependence of spin transport on the geometry of the system [9, 10, 11, 13, 14] particularly on the radius of curvature [9, 10] and on the magnetic field [12, 13]. Trushin and Chudnovsky, for instance, reported that the spin polarization can be switched through current density redistribution via non-adiabatic transport in a strongly curved one-dimensional wire wherein RSOC is taken into account [9]. Just recently, Liu and Xia published their numerical computations on spin-dependent transmission and polarization for which they show that ballistic electron transport in a one-dimensional ring having a square loop configuration with RSOC, in which Zeeman effect is neglected, has higher stability as a spin polarizer compared to a circular loop [14]. Wang and Vasilopoulos, on the other hand, considered both RSOC and DSOC and obtained an analytic expression of conductance which explicitly depends on the ring’s radius [10]. Note that these studies are not just confined to theoretical investigations as one dimensional quantum wires are already made possible through novel nanofabrication techniques [15, 16].

In this paper, we revisit the curved-one dimensional ballistic wire as used in Ref. [9, 17, 18] to study the transport of a magnetically-polarized electron in the presence of both RSOC and DSOC. Here we seek to determine the effects of $B$, RSOC and DSOC as well as $R$ on the transmission, on the spin orientation of the transmitted spin current and on the conductance. The manuscript is therefore organized as follows: in Section 2 we review the appropriate Hamiltonian to handle a curve geometry with SOC and present our derivation of the corresponding eigenfunctions and eigenvalues, as well as the calculation of the spin polarization, probability spin current density and conductance. In Section 3 we show and discuss the numerical results. Finally, we give the summary of our work in section 4.

2. Formalism

We investigate the motion of a spin-polarized electron confined in a quasi one-dimensional wire that is under the influence of SOCs and a uniform magnetic field $\mathbf{B} = B\hat{k}$. Here $\mathbf{B}$ is chosen to be perpendicular to the plane of the curved wire. The study of this system’s spin dynamics is considered according to three different regions as seen in Fig. 1: a straight input segment, an arc segment of radius $R$ and a straight output segment. In the presence of SOCs, the one-electron Hamiltonian operator has the general form...
Figure 1: Curved quantum wire according to the model of Trushin and Chudnovsky [9]. Spin-polarized electron enters and exits the arc segment of the wire at $x = 0$.

\[ H = \frac{\hbar^2 k^2}{2m^*} + \frac{1}{2} g^* \mu_B \sigma \cdot B + H_R + H_D, \]  

where $\hbar k = p - eA$ is the reduced momentum vector, $\sigma = (\sigma_x, \sigma_y, \sigma_z) \equiv (\sigma_r, \sigma_\phi, \sigma_z)$ are the Pauli matrices, $m^*$ the effective electron mass, $\mu_B$ the Bohr magneton and $g^*$ the effective Landé factor. For the vector potential, we use a symmetric gauge $A = (\frac{-B_y}{2}, \frac{B_x}{2}, 0) \equiv (0, -\frac{B_r}{2}, 0)$. The terms

\[ H_R = \alpha (\sigma_x k_y - \sigma_y k_x), \]  

\[ H_D = \beta (\sigma_x k_x - \sigma_y k_y), \]  

are the contributions of the Rashba and the Dresselhaus SOCs, respectively. These result from the asymmetric confining potential oriented perpendicular to the plane of the curved wire ($H_R$) and from the prevailing crystal asymmetry ($H_D$) along the growth direction (i.e. $z$-axis) of the heterostructure. Here we only consider that $H_D$ is linear in $k$; since for low-dimensional systems the Dresselhaus term proportional to $k^3$ is negligible [19, 20] as the comparative ratio between the linear-in-$k$ DSOC is typically much greater than the cubic one [20].
2.1. The curved channel

The Rashba and the Dresselhaus SOC Hamiltonians, in Cartesian coordinate, are shown in Eqs. (2) and (3), respectively. Using the cylindrical equivalent of the momentum operators \( p_x \) and \( p_y \) given by

\[ p_x = -i\hbar \left( \cos \phi \frac{\partial}{\partial r} - \frac{\sin \phi}{r} \frac{\partial}{\partial \phi} \right) \]  
\[ p_y = -i\hbar \left( \sin \phi \frac{\partial}{\partial r} + \frac{\cos \phi}{r} \frac{\partial}{\partial \phi} \right) \]

and the vector potential \( A = (0, -Br/2, 0) \), the components of the reduced momentum \( \hbar k = p - eA \) are written as \( k_x = p_x/\hbar + (\Phi/\Phi_0) \sin \phi \) and \( k_y = p_y/\hbar + (\Phi/\Phi_0) \cos \phi \). Here \( \Phi = BR^2 \) is the magnetic flux through the half-ring and \( \Phi_0 = 2\pi\hbar/e \) is the flux quantum. We substitute the above expressions to Eq. (1) to get the cylindrical transform of the total Hamiltonian. The resulting kinetic energy operator will yield a geometric potential arising from the local curvature in the arc segment [21]. Such confinement in this section of the quantum wire implies that here, \( r = R \), the potential is small and outside this region it is large. This consequently takes the average values of \( \langle 1/r \rangle \rightarrow 1/R \) and \( \langle \partial/\partial r \rangle \rightarrow -1/2R \) [22]. Hence, for the curved segment of the wire, we conveniently write the Hamiltonian operator in cylindrical coordinates into

\[ H = \frac{\hbar^2}{8m^*R^2} + \frac{\hbar^2}{2m^*R^2} \left( i\frac{\partial}{\partial \phi} + \frac{\Phi}{\Phi_0} \right)^2 + \frac{1}{2} g^* \mu_B \sigma_z B + H_R + H_D, \]

where the first term takes into account the kinetic energy of the spin-polarized electron moving along the confined region, \( r = R \). This assures that the above Hamiltonian is Hermitian [22]. The explicit cylindrical polar forms of \( H_R \) and \( H_D \) are, respectively, given by

\[ H_R + H_D = -\frac{\alpha}{R} \sigma_x \left( i\frac{\partial}{\partial \phi} + \frac{\Phi}{\Phi_0} \right) - \frac{i\alpha}{2R} \sigma_\phi - \frac{\beta}{R} \sigma_x \left( i\frac{\partial}{\partial \phi} + \frac{\Phi}{\Phi_0} \right) + \frac{i\beta}{2R} \sigma_x. \]

where \( \sigma_x = \sigma_x \cos \phi + \sigma_y \sin \phi \) and \( \sigma_x = -\sigma_x \sin \phi + \sigma_y \cos \phi \). Here we also note of the following relations, \( \partial \sigma_x / \partial \phi = -\sigma_\phi \) and \( \partial \sigma_\phi / \partial \phi = -\sigma_x \).

Solution \( \Psi(\phi) \) to the Schrödinger equation with the Hamiltonian given in Eq. (6) is expressed as a linear superposition of orthogonal eigenvectors \( e^{in\phi} / \sqrt{2\pi} \) where \( n \) is an integral wave number. In general, \( \Psi \) is given by

\[ \Psi(\phi) = \frac{1}{2\pi} \sum_n \left( \begin{array}{c} C_n^* e^{in\phi} \\ C_n e^{in\phi} \end{array} \right) \]
where $C^+_n$ and $C^-_n$ are the coefficients of the spin-up and spin-down states, respectively. Solving exactly the Schrödinger equation $H\Psi = E\Psi$ gives us the corresponding eigenvalues for the arc segment in the form

$$E^+_F = \frac{\epsilon_0}{4} + \epsilon_0 \left( q_R + \frac{1}{2} \right)^2 + s \left[ \left( \epsilon_0 \left( q_R + \frac{1}{2} \right) - \epsilon_Z \right)^2 + \frac{(\alpha_+^2 + \beta_+)^2}{R^2} \right]^{1/2}$$

for a right-moving spin with angular momentum $q_R$ where $\epsilon_0 = \hbar^2 / 2mR^2$. Here, the energy is fixed at the Fermi energy, $E_F$. Thus, Eq. (9) is the energy expression for the eigenstates at the Fermi level, which we consider mainly contributes in the transport. Coefficient $s = \pm 1$ refers to the spin state and $\epsilon_Z = g^* \mu_B B / 2$ is the Zeeman energy. The relation for a left-moving spin is obtained with $q_R$ replaced with $-q_L$.

On the other hand, the corresponding eigenvectors are as follows:

$$\Psi^+_\text{arc} = \begin{pmatrix} B^+ \cos^+ \xi_R e^{i\xi_0 \phi} + C^+ \cos^+ \xi_L e^{-i\xi_0 \phi} \\ B^- \sin^+ \xi_R e^{i\xi_0 \phi} - C^+ \sin^+ \xi_L e^{-i\xi_0 \phi} \end{pmatrix}$$

$$\Psi^-\text{arc} = \begin{pmatrix} -B^- \sin^+ \xi_R e^{i\xi_0 \phi} + C^- \sin^+ \xi_L e^{-i\xi_0 \phi} \\ B^- \cos^+ \xi_R e^{i\xi_0 \phi} e^{i\phi} - C^- \cos^+ \xi_L e^{-i\xi_0 \phi} e^{i\phi} \end{pmatrix}$$

where the angles $\xi_R$ and $\xi_L$ satisfy the following relations:

$$\tan^+ \xi_R = \frac{1}{\frac{\alpha_+^2 + \beta^2}{R^2} q_R} \sqrt{(\epsilon_0 \bar{q}^+_R - \epsilon_Z)^2 + \frac{\nu^2 (\tilde{\epsilon}_R^+)^2}{R^2}}$$

$$\tan^+ \xi_L = \frac{1}{\frac{\alpha_+^2 + \beta^2}{R^2} q_L} \sqrt{(\epsilon_0 \bar{q}^+_L - \epsilon_Z)^2 + \frac{\nu^2 (\tilde{\epsilon}_L^+)^2}{R^2}}$$

with $\tilde{\epsilon}_R^+ = q_R^+ + 1/2$, $\tilde{\epsilon}_L^+ = q_L^+ - 1/2$ and we set $\nu = \sqrt{\alpha_+^2 + \beta^2}$ as the effective SOC strength. The coefficients $B$ and $C$ are the transmitted and reflected wave amplitudes which are to be determined upon imposition of the appropriate boundary conditions.

### 2.2. Input and output channels

For the input and the output straight segments, the wave function $\Psi(x)$ satisfies the one-dimensional Schrödinger equation $H\Psi(x) = E\Psi(x)$. Using Eqs. (1) to (3), one obtains the eigensolutions in the form of $e^{i\xi_0 x}$ in the input and output segments:
\[ \Psi_{in}^+(x) = e^{\frac{i \gamma^+}{2}} \begin{pmatrix} \cos \gamma^+ \left( A_0^+ e^{ik^+x} + A^+ e^{-ik^+x} \right) \\ -i \sin \gamma^+ \left( A_0^+ e^{ik^+x} - A^+ e^{-ik^+x} \right) \end{pmatrix} \] (14)

\[ \Psi_{in}^-(x) = e^{\frac{i \gamma^-}{2}} \begin{pmatrix} -i \sin \gamma^- \left( A_0^- e^{ik^-x} - A^- e^{-ik^-x} \right) \\ \cos \gamma^- \left( A_0^- e^{ik^-x} + A^- e^{-ik^-x} \right) \end{pmatrix} \] (15)

\[ \Psi_{out}^+(x) = e^{\frac{i \gamma^+}{2}} \begin{pmatrix} \cos \gamma^+ D^+ e^{ik^+x} \\ i \sin \gamma^+ D^+ e^{ik^+x} \end{pmatrix} \] (16)

\[ \Psi_{out}^-(x) = e^{\frac{i \gamma^-}{2}} \begin{pmatrix} i \sin \gamma^- D^- e^{ik^-x} \\ \cos \gamma^- D^- e^{ik^-x} \end{pmatrix} \] (17)

where the superscript (+, -) corresponds to the electron spin state. The coefficients \( A_0^+ \) and \( A^- \) are the incoming and reflected wave probability amplitudes, respectively, while \( D^\pm \) is the output transmitted wave amplitude. In the assumption that the input electron is spin-polarized we set \( A_0^+ = 1 \) and \( A_0^- = 0 \). The dimensionless quantity \( \gamma^\pm \) is given by

\[ \tan \gamma^\pm = \frac{-\epsilon_Z + \sqrt{\nu^2 (k^\pm)^2 + \epsilon^2_Z}}{(\alpha + i\beta)k^\pm}. \] (18)

The eigenvalues, in this specified region, take the form

\[ E^\pm = \frac{\hbar^2 (k^\pm)^2}{2m^*} \pm \sqrt{\nu^2 (k^\pm)^2 + \epsilon^2_Z} \] (19)

from which the energy gap \( \Delta E = |E^+ - E^-| \) is found to be dependent on the magnetic field and on the SOCs.

All of the unknown coefficients are determined by imposing continuity of the eigenvectors at the boundary between the curved 1D wire and the input or output channel as follows:

\[ \Psi_{in}^\mu(x) = \sum_{\mu=\pm} \Psi_{in}^\mu(x) \quad x \leq 0, \quad (20) \]

\[ \Psi_{arc}(\phi) = \sum_{\mu=\pm} \Psi_{arc}\mu(\phi) \quad \phi \in [-\pi/2, \pi/2], \quad (21) \]

\[ \Psi_{out}^\mu(x) = \sum_{\mu=\pm} \Psi_{out}^\mu(x) \quad x \leq 0, \quad (22) \]
including their first derivatives. From here we can relate the wave amplitudes of the eigenfunctions in the three segments.

2.3. Transport Properties

In this work, we set that the electron is in an initial spin up state \((A_0^+ = 1, A_0^- = 0)\) with a corresponding input polarization \(P_{in} = 1\).

At the output, we obtain the spin probability current density from the continuity equation as follows

\[
j_{\pm}^{out} = \frac{\hbar}{2m} \left( \Psi_1^+ \hat{k}_x \Psi_1^+ + \Psi_1^- \hat{k}_x \Psi_1^- + \Psi_2^+ \hat{k}_x \Psi_2^+ + \Psi_2^- \hat{k}_x \Psi_2^- \right) + \frac{1}{\hbar} \left[ (\beta - i\alpha) \Psi_1^+ \Psi_2^- + (\beta + i\alpha) \Psi_2^+ \Psi_1^- \right]
\]

where \(\Psi_1^\pm\) and \(\Psi_2^\pm\) are obtained from Eqs. (16) and (17) when we express \(\Psi_{\pm}^{out} = \begin{pmatrix} \Psi_1^\pm \\ \Psi_2^\pm \end{pmatrix}\). Evaluating the above equation, we arrive at

\[
j_{\pm}^{out} = \frac{\hbar k^\pm}{m} \left[ v^2 (k^\pm)^2 + \sin^2 \gamma^\pm \pm \frac{2m^* \nu^2}{\hbar^2} v^2 \sin \gamma^\pm \right].
\]

Spin switching, which is characterized by flipping the initial spin state of a particle into its opposite final state, is seen from the calculation of the output spin polarization that is given by

\[
P_{out} = \left( j_{out}^+ - j_{out}^- \right) / \left( j_{out}^+ + j_{out}^- \right).
\]

In Eq. (24) we disregard the effect of temperature. Since our system does not account for any electron-electron interaction, the temperature dependence of the transport properties comes in with the consideration of the Fermi function as done in Ref. [12].

Another transport property of interest is the spin-dependent conductance. At the output, this is proportional to the probability density \(|D^\pm|^2\) as

\[
G^\pm = \frac{\epsilon^2}{2\pi \hbar} |D^\pm|^2,
\]

with the total spin conductance of the quantum wire given by \(G = G^+ + G^-\). Reversal of the direction of the magnetic field can be observed through the magnetoconductance ratio (MC) defined as

\[
MC = \left| \frac{G - G^*}{G + G^*} \right|
\]

where \(G^*\) is the value of the total spin conductance when the magnetic field direction is reversed. The value of MC is
a measure of the effectiveness of the external magnetic field in spin switching.

All transport properties mentioned such as spin probability current densities, spin polarization and spin conductance involve the determination of the transmission coefficients $D^\pm$, which is carried out numerically using transfer-matrix approach in Mathematica 9.0. Here, relations between the wave amplitudes of the segments are summarized in matrix form as follows:

\[
\begin{pmatrix}
A_0^+ \\
A^+ \\
A_0^- \\
A^- \\
\end{pmatrix} = \begin{pmatrix}
B^+ \\
C^+ \\
B^- \\
C^- \\
\end{pmatrix}
\]

(27)

\[
\begin{pmatrix}
B^+ \\
C^+ \\
B^- \\
C^- \\
\end{pmatrix} = \begin{pmatrix}
D^+ \\
D^- \\
\end{pmatrix}
\]

(28)

where $M_{inc}$ relates the transmission and the reflection coefficients, $A_0^+$ and $A^+$ in the input segment to the wave amplitudes in the curved segment and $M_{out}$ links the wave amplitudes in the curved segment to the transmission coefficients at the output. $M_{arc,\mu}$ is the corresponding matrix in the curved segment at the input ($\mu = 1$) and at the output ($\mu = 2$) boundaries. The elements of these transfer matrices are obtained upon the imposition of the boundary conditions.

3. Numerical Results and Discussion

Unlike $\alpha$ which can be externally controlled by a gate bias in semiconductor devices, the strength of the DSOC, $\beta$, is usually assumed constant as it is already pre-set during the growth of the semiconductor layers and in the fabrication of the device. Hence, in our paper, the studied transport properties are derived for a constant $\beta$. 
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Figure 2: Output polarization versus radius of curvature for different RSOC strength $\alpha$. The magnetic field is varied with values: $B = 0$ T, $B = 1$ T and $B = 5$ T.

In our numerical calculations, we used the InAs parameters utilized in Ref. [9]: $m^* = 0.033m_e$, $g^* = -12$ and $E_F = 30$ meV. We investigated the output polarization and the transport properties for the quantum wire set up with an arc radius ranging from 1 nm to 250 nm. This implies that the input- and output- parallel wires would be separated by a distance of only $2R$. With the recent experiment of Ron and Dagan [16] being able to create parallel 1D wires with only an alternating distance of one- and three- LaAlO$_3$ unit cells apart, we believe that present technologies would be able to create such a device with $2R$ possibly below 25 nm. From Figs. 2 to 7, a constant DSOC strength $\beta_0 = 12.48$ meV nm is chosen within the range of SOC strength that was experimentally obtained for InAs as reported in Ref. [15, 23, 24]. To determine the effectiveness of the SOCs, the value of $\alpha$ is varied relative to $\beta$.

In Fig. 2, the manifestation of spin switching is observed in the polarization curves for different $R$, at which the values of $P$ switches from its initial value $P_{in} = +1$ to an output polarization $P_{out} < 0$ for small $R$. This is attributed to a strong confinement energy $\epsilon_0 >> \nu/R$ which led to a non-adiabatic transport of the spin-polarized electron. Our result is also consistent to those previously reported in Ref. [9] on the observed current density redistribution wherein only the presence of RSOC was considered. In our work, however, we found that this behavior of $P$ can still be observed even with a non-zero DSOC. In fact, the exact polarization curves shown in Fig. 2 can be achieved when we
held $\alpha$ constant instead, and $\beta$ is set to a different value keeping the same ratio of $\alpha/\beta_0$ in Fig. 2.

Figure 3: Magnetic field versus radius of curvature at the time when $P_{\text{out}}$ first reaches $P_{\text{in}} = +1$. The dashed lines represent the $B \approx R^{1/3}$ fitting curves that are used to describe the plotted data.

Still in Fig. 2, for the case when $B = 0$ T or 1 T, an increasing $\alpha$ causes a rapid saturation in the polarization curves towards $P_{\text{in}} = +1$. This observation again follows from the results in Ref. [9] when $\beta = 0$. However, here we also found that this behavior of $P_{\text{out}}$ occurs even when $\alpha$ is fixed and $\beta$ is set to higher value. Thus we are led to generalize that it is the increasing effective SOC strength $\nu$ that causes the early saturation of $P_{\text{out}}$ towards $P_{\text{in}}$. The increasing influence of either RSOC and DSOC or both SOCs contribute to a larger effective SOC strength that narrows the range of $R$ at which spin switching occurs. In this case, regardless of its origin, the SOCs widen the energy gap between the spin up and the spin down states, which in turn, reduces the probability that an initially polarized electron occupies the opposite spin state.

Now this time if we look at the effect of $B$ in $P$ in Fig. 2, we notice that for $B = 0$ T and 1 T, 100% spin switching is achieved with $P_{\text{out}} \rightarrow -1$. For $B = 5$ T, however, maximum spin switching can hardly be attained even at very small radius ($R < 25$ nm), with $P_{\text{out}}$ not reaching -1. One can attribute this to a strong Zeeman effect as we go back to Eq. (1), which makes the electron spin to align itself to the field. Larger SOC, therefore, is necessary to perform spin modulation and to achieve optimum spin switching. As illustrated in Fig. 2, there is a largest change in polarization from the initial value if the effective SOC strength is greatest.
Figure 4: Probability current density (in SI unit) at the output with spin down orientation for different RSOC strengths with $B = 0$ T and $B = 5$ T.

Next, we need to have a measure of the region of the confinement radius where the spin switching occurs relative to the tunable parameters such as $\alpha$ and $B$. From Fig. 2, we plot the value of $R$ and its corresponding $B$ at which $P_{\text{out}}$ first reaches $P_{\text{in}} = +1$ for different SOC strengths. Here, in Fig. 3, we have a clearer picture that the larger the effective SOC strength the smaller $R$ value is required for spin switching to occur. The curves here indicate the characteristic $R$ below which $P_{\text{out}} < +1$. Through curve fitting, we are able to establish that the data, regardless of the value of $\nu$, can be described by the proportionality relation, $B \approx R^{1/3}$. This relation sets a limit to spin switching through a curved quantum wire.

Shown in Fig. 4 is the behavior of the spin down probability current density at the output channel. For the $B = 0$ T case, and as $\alpha$ goes to zero, we observe a wider range of $R$ where there is large probability current density, which sinusoidally decreases as $R$ is further increased. It can be seen that the amplitude of the peaks does not differ significantly with varying SOC strength. On the other hand, for the case of $B = 5$ T the amplitude of the probability current density increases due to the Zeeman contribution to the energy which is consistent with that of Fig. 2. The range at which there is large probability current density occurs within a region where $R < 25$ nm for all $\alpha$ values. In this region, we find that its probability current density amplitude, at a given $R$, can be amplified by tuning the RSOC.
strength, while the DSOC strength is held constant. In the case of Fig. 4 where the chosen DSOC strength is $\beta_0$, the probability current density amplitude decreases as $\alpha$ increases indicating that the effect of spin-orbit coupling is to suppress the spin down state. This cannot be easily seen in Eq. (24) since the dependence on $|D^\pm|$ to SOC is not explicit.

Figure 5: (Color online) Probability current density at the output with spin down orientation for different RSOC and DSOC strengths with $R = 10$ nm and $B = 5$ T.

The observed bumps (or peaks) in the current density plots in Fig. 4 are attributed to the modulating effect of the RSOC strength at a particular $R$ value. As shown in Fig. 5 for $R = 10$ nm and $B = 5$ T, we will see that there are select pairs of values of $\alpha$ and $\beta$, forming an arc, at which the current density is maximum. The radius of the arc satisfies a circle equation which follows from the earlier definition of the effective SOC strength $\nu$. Thus the selection of $\alpha$ and $\beta$ which will give large current density strongly depends on $\nu$. Since the DSOC strength is constant in a device, a simulation such as in Fig. 5 will provide the optimal combination of $\alpha$ and $\beta$ that amplifies the current. It turns out that for high magnetic fields, the modulation effect by SOCs can occur within narrow range of $R$. 
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Figure 6: Total spin conductance (in SI unit) for different magnetic field strengths with SOC strengths: $\alpha = 0$, $\alpha = \beta_0$ and $\alpha = 2\beta_0$.

Fig. 6 shows the variation of the total spin conductance for different $\alpha$, $R$ and $B$ for which we set $\beta_0$. Achieved results are found to be consistent with those earlier observed in the output spin polarization and in the probability current density. These include the leftward shift in the conductance curve for weak magnetic fields, as well as the insignificant difference on the amplitude, when we vary the SOC strength. For high fields, the system exhibits large spin conductance peak when the SOC is weak. It can be seen that reversing the direction of the applied field yields the same conductance peak amplitude but is shifted to some other value of $R$. This shift with respect to $R$ by magnetic field reversal is consistent in the plot of output polarization.

Fig. 7 shows the behavior of magnetoconductance as a function of magnetic field strengths with radius of curvature: $R = 30$ nm and $R = 300$ nm for the case when only one type of SOC is present, $\alpha = 0$, and when both RSOC and DSOC of equal strengths are present, $\alpha = \beta_0$. Here we find that a high MC ratio reaching 40% can be obtained for $R = 30$ nm. For large $R$, however, MC decreases significantly. On the other hand, the presence of both types of SOCs increases the effective SOC strength in the system which leads to a decrease in the MC. This result reaffirms the previous observation on the reduced effect of $B$ on spin switching when SOC is large.
Figure 7: Magnetoconductance (MC) ratio as a function of magnetic field strength for $R = 30 \text{ nm}$ and $R = 300 \text{ nm}$ and for $\alpha = 0$ and $\alpha = \beta_0$.

The results in this work applies to devices with semicircular quantum wires of fixed radius of curvature. When the radius is no longer fixed, the first term of the Hamiltonian in Eq. (6) is no longer applicable. The confinement condition should be changed accordingly. For other forms of curved wire structures, such as the two-dimensional curved waveguides in Ref. [18], the method of calculating the energies and the transport properties presented in this paper will essentially hold. However, several considerations must be accounted for – such as the changes in the appropriate boundary conditions between the segments, the existence of different transmission modes and intersubband mixing, as well as, the cubic Dresselhaus spin-orbit coupling contribution. The latter was found to provide more of the spin-flipping rather than the linear $k$ in 2D electron quantum dots [25].

4. Conclusion

In our work, we have derived the eigenvalues and eigenfunctions for a curved quantum wire with a confinement radius $R$ in a magnetic field in the presence of Rashba and Dresselhaus spin orbit couplings and the Zeeman interaction. For a set condition of $R$ and DSOC, tuning the RSOC and $B$ is necessary to find the best combination of $\alpha$ and $\beta$ that will give us optimal values for the spin polarization, probability current density and total spin conductance. We find that the influence of the magnetic field are found to be suppressed when the prevailing effective SOC strength is strong, as observed in the polarization curves for a given $R$. Electron spin transport in a curved wire system is found to exhibit high MC ratio up to 40% for $R = 30 \text{ nm}$ and $B \approx 2.5 \text{ T}$. A characteristic large spin polarization and high magnetoconductance are essential requisites in the development of spintronic devices.
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