Analyzing the Trade-Off Between Complexity Measures, Ambiguity in Insertion System and Its Applications
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ABSTRACT Insertion is one of the basic operations in DNA computing. Based on this operation, an evolutionary computation model, the insertion system, was defined. For the above defined evolutionary computation model, varying levels of ambiguity and basic descriptional complexity measures were defined. In this paper, we define twelve new (descriptional) complexity measures based on the integral parts of the derivation, such as axioms, strings to be inserted, and contexts used in the insertion rules. Later, we analyze the trade-off among the (newly defined) complexity measures and the existing ambiguity levels. Finally, we examine the application of the analyzed trade-off in natural languages and modelling of bio-molecular structures.

INDEX TERMS Insertion systems, complexity measures, ambiguity levels, trade-off, natural languages.

I. INTRODUCTION

In the recent decades, the usage of computer has been increased enormously starting from storing and retrieving of data, manipulating scientific computations and performing other complex operations. To capture the needs of the fast growing world, there is a constant research happening in the domain of computer science. Due to the need of increase in computation speed and storage of data, the computing models used for computation and the technologies used for storage medium needs to be changed rapidly. As nature is always more faster than human brains and the computing devices, researchers felt that the nature would play a critical role, in specific, if biology is introduced in the domain of computer science. This initiated the notion of natural computing or bio-inspired computing models which bridged the gap between nature and computer science. As a result, lot of bio-inspired computing models have been defined namely membrane computing, sticker systems, splicing systems, Watson-Crick automata, insertion-deletion systems, DNA Computing, H-systems [6], [35], [36]. In formal language theory, the language generation depends on the rewriting operations, which paved a new dimension for insertion systems. If a string $\beta$ is lodged between two substrings $\alpha_1, \alpha_2$ of a string $\alpha_1\alpha_2$ to get a new string $\alpha_1\beta\alpha_2$, then the performed operation on the strings is called insertion. Insertion operation was first theoretically studied in [16]. In DNA computing, the insertion operations have (some) biological relevance, which in turn has (some) biological relevant properties in human genetics. In [34], the application of the insertion operation in the domain of genetics has been investigated.

In 1969, Solomon Marcus introduced Contextual grammars which are mainly based on the descriptive linguistics [30]. In contextual grammars based on the selector, the context is inserted to the left and right of selectors. Using the adjoining operation, iteratively, the strings are generated in the language, where as in insertion system based on the left and right context, the string is inserted. In [33], different ambiguity levels were defined and studied for external, internal contextual grammars depending on the parts that are used in the derivation. For more details, on the ambiguity issues related to contextual grammars, we cite [18], [21], [22], [32], [34]. As insertion system can be viewed as the counterpart of contextual grammars, in the similar line of
direction, in [23], various ambiguity levels were interpreted for insertion systems. As there will be more than one grammars (systems) G₁, G₂, . . . , Gₙ which generates a language L, a situation arises to choose an economical grammar (system) G which generates L. This idea of economical grammar (system) leads to the introduction of the notion called descriptional complexity measures. In [15], the complexity measures were investigated for context-free grammars. Several complexity measures were defined for contextual grammars such as \( A_{x}, M_{x}, T_{x}, C_{x}, P_{x}, M_{x} \), \( T_{Sel} \) [20], [37], [38]. In [24], depending on the insertion and deletion rules, different complexity measures were introduced and analyzed for insertion-deletion systems.

In programming and natural languages ambiguity is one of the interesting problems that needs to be investigated. First, we will discuss about the ambiguity issues in programming languages. Given a grammar G and an input string \( w \in L(G) \), if it has more than one derivation or derivation trees (for the same string \( w \)), then the grammar G is said to be ambiguous. On the other hand the grammar G is unambiguous, if there exists only one derivation (derivation tree) for all the words in \( L(G) \). The following example shows the importance and necessity of studying about the trade-off in programming languages. Consider the following Context Free Grammar (CFG) \( G \) which generates \( L \) (the set of arithmetic expressions): Let \( G = ((X, Y), \{a, +, *, (, )\}, X, \{X \rightarrow Y, X \rightarrow X \ast X, X \rightarrow (X), Y \rightarrow a\}) \). The grammar G is ambiguous. The string \( a + a \ast a \in L(G) \) can be derived by two (distinct) left most derivations (LMD): LMD 1: \( X \rightarrow X + X \ast X \rightarrow a + X \ast X \rightarrow a + a \ast X \rightarrow a + a \ast a \). LMD 2: \( X \rightarrow X + X \rightarrow a + X \rightarrow a + X \ast X \rightarrow a + a \ast X \rightarrow a + a \ast a \). The grammar G is ambiguous in addition to that the grammar G is minimal in terms of the measures non-terminals and productions. The minimal values of the measures based on the grammar G is 2 and 5 respectively. For the same language L, an unambiguous grammar \( G' \) can be derived. \( G' = ((X, Y, X', Y'), \{a, +, *, (, )\}, X, \{X \rightarrow X', X' \rightarrow Y', Y' \rightarrow Y, X \rightarrow X + X', X' \rightarrow X \ast Y', Y' \rightarrow (X), Y \rightarrow a\}) \). The interesting fact about the above grammar \( G' \) is unambiguous but is not minimal with respect to the measures non-terminals and number of productions. The Table 1 shows the comparison between the measures of the grammars G and \( G' \) respectively.

Based on the (minimal) measures number of non-terminals and productions a minimal CFG can be given for the expression language, but the given CFG is ambiguous. Whereas if the grammar G is unambiguous, it is not minimal in the measures non-terminals and productions. As insertion system is mainly based on the insertion operation, it has a potential application in generating natural languages and modelling of bio-molecular structures [30], [35]. In general, if we want to store natural languages, we will prefer economical and an unambiguous system. Under these circumstances, a trade-off needs to be performed based on the descriptional complexity measures and the ambiguity levels. As far as considering the research work on insertion systems it is mainly focused on the introduction of variants, reducing the weights towards the computational completeness, analyzing the relationship with Chomskian hierarchy of grammars, closure properties, ambiguity issues and decidability issues. For more details, we refer to [9], [10], [11], [12], [13], [23], [24], [25], [35]. This motivated to define new descriptional complexity measures for insertion systems, perform the trade-off and to investigate the application of the analyzed trade-off.

The organization of the paper is given as, the preliminaries are dealt in Section II. The newly introduced descriptional complexity measures of insertion systems were discussed in Section III. The trade-off results between the newly defined complexity measures and various ambiguity levels of insertion systems were investigated in Section IV. The application of the trade-off between ambiguity and measures in natural languages and modelling of bio-molecular structures has been probed in Section V. The comparative study is dealt in Section VI. The conclusion and the future work is dealt in Section VII.

### Table 1. Comparison of complexity measures.

| Measures | Ambiguous Grammar (\( G \)) | Unambiguous Grammar (\( G' \)) |
|----------|----------------------------|-----------------------------|
| Number of Non-terminals | 2 | 4 |
| Number of Terminals | 5 | 5 |
| Number of productions | 3 | 7 |
TABLE 2. Different ambiguity levels of insertion system.

| Ambiguity Level | Description |
|----------------|-------------|
| 0 – ambiguous   | From two different axioms \((A_1, A_2 \in A, A_1 \neq A_2)\), a same word \(w\) can be derived |
| 1 – ambiguous   | If the same word \(w\) can be obtained by two distinct unordered CS |
| 2 – ambiguous   | If the same word \(w\) can be obtained by two distinct ordered CS |
| 3 – ambiguous   | If the same word \(w\) can be obtained by two distinct ordered CCS |
| 4 – ambiguous   | If the same word \(w\) can be obtained by two distinct ordered CCS |
| 5 – ambiguous   | If the derivations are different based on the descriptions |

Now, we recall the various complexity measures introduced for insertion-deletion (ins-del) systems. Given an ins-del system \(\gamma = (V, T, A, R)\), the existing descriptional complexity measures of ins-del systems are defined as follows in Table 3. For more details, we refer [20], [24], [37], [38]. Given the measure \(M\) and language \(L\), the minimal system \(\gamma\) for the language \(L\) is defined as: \(M(L) = \min \{M(\gamma) | L = L(\gamma)\}\).

For a given measure \(M\) and a language \(L\), we define \(M^{-1}(L) = \{\gamma | L(\gamma) = L \text{ and } M(\gamma) = M(L)\}\). In the above definition, \(M^{-1}(L)\) denotes the set of all minimal systems that generate \(L\) which are minimal in the measures \(M\). For a language \(L\), two measures \(M_1, M_2\) are said to be incompatible if the following relation \(M_1^{-1}(L) \cap M_2^{-1}(L) = \emptyset\) holds true. If \(M_1^{-1}(L) \cap M_2^{-1}(L) \neq \emptyset\), then the measures \(M_1\) and \(M_2\) are called compatible. Based on the above definition, in [34], any two of the measures \(Ax, \text{MAx, TAx}\) are proved to be compatible. From the above measures (Table 3), if the deletion rules were not used by the system \(\gamma\), the measures \(\text{TDEL} - \text{StrCon}, \text{TDEL} - \text{Str}\) are not applicable to insertion systems.

TABLE 3. Existing descriptive complexity measures of ins-del system.

| S.No | Measure | Notation |
|------|---------|----------|
| 1    | \(Ax\)  | card(A)  |
| 2    | \(\text{MAx}\) | \(\text{MAx}_{\text{cc}}(A)\) |
| 3    | \(\text{TAX}\) | \(\sum_{w \in A^{+}}|w|\) |
| 4    | \(\text{Prod}\) | card(R) |
| 5    | \(TLength - Con\) | \(\sum_{(u, v) \in E} |uv|\) |
| 6    | \(TLength - Con\) | \(\sum_{(u, v) \in E} |u| + |v|\) |
| 7    | \(\text{TINS} - \text{StrCon}\) | \(\sum_{(u, v) \in E} |u| + |v|\) |
| 8    | \(\text{TDEL} - \text{StrCon}\) | \(\sum_{(u, v) \in E} |u| + |v|\) |
| 9    | \(\text{TINS} - \text{Str}\) | \(\sum_{(u, v) \in E} |u| + |v|\) |
| 10   | \(\text{TDEL} - \text{Str}\) | \(\sum_{(u, v) \in E} |u| + |v|\) |

LCon, MLen – LCon, TLen – LCon + InsStr, MLen – LCon + InsStr, and \(M_2 \in \{Ax\}\).

Proof: Let the language \(L_1 = \{b^a c^m | m \geq 0\}\). The following 5-ambiguous insertion system \(\gamma_1\) can be used to generate \(L_1, \gamma_1 = \{(a, b), (b^3, b^3 a), [(a, a, \lambda)]\}\). The system \(\gamma_1\) is minimal in \(TLen – LCon, MLen – LCon, TLen – LCon + InsStr, MLen – LCon + InsStr\). Now, we will proceed on the minimal measures of the system \(\gamma_1\). In this regard, first we will prove for the measures \(TLen – LCon, MLen – LCon\). From the system \(\gamma_1\), we can see that \(TLen – LCon(\gamma_1) = 1\). As the system \(\gamma_1\), uses only one insertion rule and since \(TLen – LCon(\gamma_1) = 1\), which implies \(MLen – LCon(\gamma_1) = 1\). Now, we will discuss on the other measures \(TLen – LCon + InsStr, MLen – LCon + InsStr\). Any system which generates \(L_1\), should have a string to be inserted of minimum length one. Therefore, \(TINS – Str(\gamma_1) = 1\). Earlier, we have proved that the \(TLen – LCon(\gamma_1) = 1 = MLen – LCon(\gamma_1)\). Therefore, \(TLen – LCon + InsStr(\gamma_1) = 2 = MLen – LCon + InsStr(\gamma_1)\). From the above arguments, we can conclude that the system \(\gamma_1\) is minimal in \(TLen – LCon, MLen – LCon, TLen – LCon + InsStr, MLen – LCon + InsStr\).

Consider any \(\gamma_1'\) which generates \(L_1\) which has \(TLen – LCon(\gamma_1') = 1 = MLen – LCon(\gamma_1')\) and \(TLen – LCon + InsStr(\gamma_1') = 2 = MLen – LCon + InsStr(\gamma_1')\). Consider a word \(b^{3} a^{k} \in L_1\), for a large value of \(k\). In the derivation of the above words, different \(a\) can be chosen, thus producing two different descriptions. Therefore, the system \(\gamma_1'\) is 5-ambiguous.

However, the language \(L_1\) is unambiguous as there exists an unambiguous insertion system \(\gamma''_1\) which generates \(L_1\). Consider the system \(\gamma''_1 = \{(a, b), (b^3, a, \lambda)\}\). The system \(\gamma''_1\) is unambiguous. From the system \(\gamma''_1\), it is clear that \(\gamma''_1\) generates \(L_1\). While deriving \(b^{3} a^{r}, r \geq 1 \in L_1\), the position of the string \(a\) to be inserted is unique in the derivation. As the system \(\gamma''_1\) has only one axiom \(b^3\), it is minimal with respect to \(Ax\). Note that the system \(\gamma''_1\) is not minimal in \(TLen – LCon, TLen – LCon, TLen – LCon + InsStr, MLen – LCon + InsStr\).
### TABLE 4. Newly introduced descriptive complexity measures of insertion system.

| S.No | Measure                  | Notation              | Description                                                                 |
|------|--------------------------|-----------------------|-----------------------------------------------------------------------------|
| 1    | MLen – InsStr            | \( \max_{(u, v) \in R} | \beta \) | Maximum length of the IS                                                   |
| 2    | mLen – InsStr            | \( \min_{(u, v) \in R} | \beta \) | Minimum length of the IS                                                   |
| 3    | MLen – LCon              | \( \max_{(u, v) \in R} | | \) | Maximum length of the LC used in the IR                                    |
| 4    | MLen – RCon              | \( \max_{(u, v) \in R} | | \) | Maximum length of the RC used in the IR                                    |
| 5    | mLen – LCon              | \( \min_{(u, v) \in R} | | \) | Minimum length of the LC used in the IR                                    |
| 6    | mLen – RCon              | \( \min_{(u, v) \in R} | | \) | Minimum length of the RC used in the IR                                    |
| 7    | TLen – LCon              | \( \sum_{(u, v) \in R} | | u \) | Total length of all LC used in the IR                                      |
| 8    | TLen – RCon              | \( \sum_{(u, v) \in R} | | v \) | Total length of all RC used in the IR                                      |
| 9    | TLen – LCon + InsStr     | \( \sum_{(u, v) \in R} | | u + | \beta \) | Total length of LC + the length of the IS                                 |
| 10   | TLen – RCon + InsStr     | \( \sum_{(u, v) \in R} | | v + | \beta \) | Total length of LC + the length of the IS                                 |
| 11   | MLen – LCon + InsStr     | \( \max_{(u, v) \in R} | | u + | \beta \) | Maximum length of LC + the length of the IS                               |
| 12   | MLen – RCon + InsStr     | \( \max_{(u, v) \in R} | | v + | \beta \) | Maximum length of RC + the length of the IS                               |

**Corollary 1:** There are pseudo inherently 5-ambiguous insertion languages with \( M_1 \in \{ TLen – LCon, MLen – LCon, TLen – LCon + InsStr, MLen – LCon + InsStr \} \) and \( M_2 \in \{ M\!\!\text{Ax}, T\!\!\text{Ax} \} \).

**Theorem 2:** There are pseudo inherently 5-ambiguous insertion languages which are minimal in \( M_1 \in \{ TINS – Str \} \) and \( M_2 \in \{ TLen – RCon, MLen – RCon, mLen – RCon \} \).

**Proof:** Let the language \( L_2 = \{ d(a^3b)^k \mid k \geq 0 \} \cup \{ ((a^2b)^k c \mid k \geq 0 \} \). The following 5-ambiguous insertion system \( \gamma_2 \) can be used to generate \( L_2 \): \( \gamma_2 = ((a, b, c, d), (d, da^2b, c, a^2bc), ((\lambda, a^3b, a^3b))) \). The system \( \gamma_2 \) is minimal in TINS – Str. Any insertion system \( \gamma'_2 \) which generates \( L_2 \) should have an insertion string of length \( \leq 4 \). Therefore, \( \gamma_2 \) is minimal in TINS – Str and TINS – Str(\( L_2 \)) = 4.

Consider any \( \gamma'_2 \) which generates \( L_2 \) which has TINS – Str = 4. Consider the words \( d(a^3b)^{i+j} \) or \( (a^3b)^{i+j} c \in L_2 \), for a large values of \( i, j \). In the derivation of the above word, different \( a^3b \) can be chosen, thus producing two different descriptions. Therefore, the system \( \gamma'_2 \) is 5-ambiguous.

However, the language \( L_2 \) is unambiguous as there exists an unambiguous insertion system \( \gamma''_2 \) which generates \( L_2 \). Consider the system \( \gamma''_2 = ((a, b, c, d), (c, d), (d, a^3b, a^3b), ((\lambda, a^3b, c))) \). The system \( \gamma''_2 \) is unambiguous. With the help of the insertion rule \( (d, a^3b, a^3b), (a^3b)^{i+j} c, k \geq 0 \) can be generated. Likewise, by using the insertion rule \( \lambda, (a^3b)^{i+j}, (a^3b)^{i+j} c, k \geq 0 \) can be generated. While deriving \( d(a^3b)^{i+j} \) or \( (a^3b)^{i+j} c, r, s \geq 1 \in \gamma''_2 \), the position of the string to be inserted \( a^3b \) is unique in the derivation. From the system \( \gamma''_2 \), it is easy to see that the \( \gamma''_2 \) is minimal with respect to \( \{ TLen – RCon, MLen – RCon, mLen – RCon \} \).

**Corollary 2:** In the above result, if the insertion rule is changed as \( (a^3b, a^3b, \lambda) \), the language \( L_2 \) is represented as \( L'_2 \). For the language \( L'_2 \), there exists a result for the following measures. There are pseudo inherently 5-ambiguous insertion languages with respect to \( M_1 \in \{ TINS – Str \} \) and \( M_2 \in \{ TLen – LCon, MLen – LCon, mLen – LCon \} \).

**Theorem 3:** There are pseudo inherently 5-ambiguous insertion languages which are minimal in \( M_1 \in \{ TINS – Str, TLen – RCon, MLen – RCon, mLen – RCon, TLen – RCon + InsStr, MLen – RCon + InsStr \} \) and \( M_2 \in \{ Ax, TLen – LCon, MLen – LCon, TLen – LCon + InsStr \} \).

**Proof:** Let the language \( L_3 = \{ ca^3cda^n \mid n \geq 1 \} \cup \{ dba^3da^n \mid n \geq 1 \} \). The following 5-ambiguous insertion system \( \gamma_3 \) can be used to generate \( L_3 \): \( \gamma_3 = ((a, b, c, d, \{ ca^3c, ca^2ca^2, ca^2ca^3, dba^3da, db3da^2, db3da^3 \}, (a^3, a, \lambda))) \). The system \( \gamma_3 \) is minimal in TINS – Str, TLen – RCon, MLen – RCon, mLen – RCon, TLen – RCon + InsStr, MLen – RCon + InsStr. Any insertion system \( \gamma'_3 \) which generates \( L_3 \) should have an insertion string of length \( \leq 1 \). Therefore, \( \gamma_3 \) is minimal in TINS – Str and TINS – Str(\( L_3 \)) = 1. Now, we will prove for other minimal measures. As the insertion system has only one insertion rule and it uses \( \lambda \) as the right context, the system \( \gamma_3 \) is minimal in the measures TLen – RCon, MLen – RCon, mLen – RCon. As the TINS – Str(\( L_3 \)) = 1 and TLen – RCon(\( L_3 \)) = 1 = MLen – RCon(\( L_3 \)), we can conclude the system \( \gamma_3 \) is minimal in the measures TLen – RCon + InsStr, MLen – RCon + InsStr.
Consider any $\gamma'_3$ which generates $L_3$ which has $TINS - Str = 4$, $\{TLen - RCon, MLen - RCon, mLen - RCon\} = \lambda$, $\{TLen - RCon + InsStr, MLen - RCon + InsStr\} = 1$. Consider the words $cb a^2 c^d$, or $d b a^2 d a \in L_3$, for a large values of $s, t$. In the derivation of the abovewords, different $a$ can be chosen, thus producing two different descriptions. Therefore, the system $\gamma'_3$ is 5-ambiguous.

However, the language $L_3$ is unambiguous as there exists an unambiguous insertion system $\gamma'_3$ which generates $L_3$. Consider the system $\gamma'_4 = \{(a, b, c, d), \{c b^2 a c, d b^2 a d\}, \{(c, a, a), (d, a, a)\}\}$. The system $\gamma'_4$ is unambiguous and minimal in the measures $Ax, TLen - LCon, MLen - LCon, TLlen - LCon + InsStr$. With the help of the insertion rule $(c, a, a)$, $cba^2 c^k, k \geq 1$ can be generated. Likewise, by the using the insertion rule $(d, a, a)$, $d b a^2 d^k, k \geq 1$ can be generated. While deriving $cba^2 c^r$ or $d b a^2 d^r$, $r, s \geq 1$ in $L_3$, the position of the string to be inserted $a$ is unique in the derivation. Any system which generates $L_3$ should have minimum two axioms. As the system uses the insertion rules of the form $\{(c, a, a), (d, a, a)\}$, it is easy to see that the $\gamma'_4$ is minimal with respect to $\{Ax, TLen - LCon, MLen - LCon, TLlen - LCon + InsStr\}$. 

**Corollary 3:** There are pseudo inherently 5-ambiguous insertion languages with respect to $M_1 \in \{TINS - Str, TLlen - RCon, MLen - RCon, mLen - RCon, TLen - RCon + InsStr, MLen - RCon + InsStr\}$ and $M_2 \in \{Ax, Max, Tax, TLen - LCon, MLen - LCon, TLen - LCon + InsStr\}$.

**Theorem 4:** There are pseudo inherently 4-ambiguous insertion languages with $M_1 \in \{Ax\}$ and $M_2 \in \{TLen - LCon, MLen - LCon, TLen - LCon + InsStr\}$.

**Proof:** Let the language $L_4 = \{c^2 a^m | n \geq 0\} \cup \{d^2 a^m | n \geq 0\} \cup \{c^2 a d^2 a^m | n, m \geq 0\}$. The following 4-ambiguous insertion system $\gamma_4$ can be used to generate $L_4$. $\gamma_4 = \{(a, b, c, d), \{c^2 a^2 d^2, d^2 a^2, (c^2, a, a), (d^2, a, a)\}\}$. To generate $L_4$, any insertion system $\gamma'_4$ should have the axioms of the form (which should be minimum three) $c^2 a^2 d^2, c^2 a^2 d^2$. Therefore, $Ax(L_4) = 3$.

Consider any $\gamma'_4$ which generates $L_4$, where $Ax(L_4) = 3$. To generate $c^2 a^2 d^2$, $l \geq 0$ of $L_4$, definitely, the insertion system must have an insertion rule of the following form $(c^2, a^l, \lambda)$, $i \geq 1$. To generate $d^2 a^2 d^k, k \geq 0$ of $L_4$, definitely, the insertion system should have a rule of the form $(d^2, a^l, \lambda), j \geq 1$. In order to prove $\gamma'_4$ is 4-ambiguous, let us examine a string $c^2 a^l d^2 a^l d^2 a^{l+1} \in L_4$. The above string can be acquired by two different ordered CCS. In one CCS, first the following insertion rule $(c^2, a, \lambda)$ can be used, followed by the other insertion rule $(d^2, a, \lambda)$. In another CCS, first the following insertion rule $(d^2, a, \lambda)$ can be used, followed by the other insertion rule $(c^2, a, \lambda)$. As the string to be inserted $a^l$ is same for any arbitrary system, the insertion system $\gamma'_4$ is 1 and 3-ambiguous.

However, $L_4$ is unambiguous as there exists an unambiguous system $\gamma''_4$ which generates $L_4$. Consider the system $\gamma''_4 = \{(a, b, c, d), \{c^2 a^2 d^2, d^2 c^2 a^2, (c^2, a^2 d, \lambda)\}, \{(a, a, a)\}\}$. The system $\gamma''_4$ is minimal while considering the following measures: $\{TLen - LCon, MLen - LCon, TINS - Str\}$. As the system $\gamma''_4$ uses only one insertion rule $(a, a, \lambda)$, it is clear that the system is 4-ambiguous.

**Corollary 4:** There are pseudo inherently 4-ambiguous insertion languages with $M_1 \in \{Max, Tax, mLen - LCon, MLen - LCon + InsStr\}$ and $M_2 \in \{TLen - LCon\}$.

**Theorem 5:** There are pseudo inherently 4-ambiguous insertion languages with respect to $M_1 \in \{Ax, mLen - LCon, MLen - LCon + InsStr\}$ and $M_2 \in \{TLen - LCon\}$.

**Proof:** Let the language $L_5 = \{c^2 a(b^3)^m | n \geq 1\} \cup \{d^2 (a b^3)^m | n \geq 1\} \cup \{c^2 a(b^3)^m d^2 a(b^3)^m | n, m \geq 0\}$. The following 4-ambiguous insertion system $\gamma_5$ can be used to generate $L_5$. $\gamma_5 = \{(a, b, c, d), \{c^2 a b^3, d^2 a b^3, c^2 d^2, (c^2, a b^3, \lambda), \{d^2, ab^3, \lambda\}\}\}$. First, we will discuss on the measure $Ax$. The axioms $c^2 a b^3, d^2 a b^3, c^2 d^2$ can be used to derive the first, second and third part of $L_5$. It is easy to see that the minimum three axioms should be there to generate $L_5$. Therefore, $Ax(L_5) \leq 3$, which implies $Ax(L_5) = 3$. Next, we will discuss on the measure $mLen - LCon$. The insertion rule $(c^2, ab^3, \lambda)$ is used to generate the first part of the language $L_5$. The $d^2 (a b^3)^m, n \geq 1$ part of the language $L_5$ can be derived using the following insertion rule $(d^2, ab^3, \lambda)$. By using the insertion rules alternatively, the third part of the language $L_5$ can be generated. Any system which generates $L_5$, should have insertion rules whose $mLen - LCon(L_5) \leq 2$, which implies $mLen - LCon(L_5) = 2$. Next, we will discuss on the measure $MLen - LCon + InsStr$. Any system which generates $L_5$ should have the left contexts $c^2, d^2$ in the insertion rules, which implies $MLen - LCon(L_5) = 2$. Likewise, the inserted string should be $ab^3$, which implies $MLen - InsStr(L_5) = 4$. As the measure $MLen - LCon + InsStr$ is the combination of the above two measures, we can conclude $MLen - LCon + InsStr(L_5) = 6$.

Consider any $\gamma'_5$ which generates $L_5$, where $Ax(L_5) = 3$, $mLen - LCon(L_5) = 2$ and $MLen - LCon + InsStr(L_5) = 6$. Since $c^2 a(b^3)^m \in L_5$, the insertion system $\gamma'_5$ should have an insertion rule which should be of the following form $(c^2, a(b^3)^r, \lambda), r \geq 1$. Likewise, $d^2 (a b^3)^m \in L_5$, the system should have an insertion rule of the form $(d^2, a(b^3)^r, \lambda), s \geq 1$. Consider the word $c^2 a(b^3)^r d^2 a(b^3)^r \in L_5$. This word can be generated from the axiom $c^2 d^2$ by means of two different ordered CCS. In one CCS, the insertion rule $(c^2, ab^3, \lambda)$ is used followed by $(d^2, ab^3, \lambda)$. In another CCS, first the following insertion rule $(d^2, ab^3, \lambda)$ is used in the derivation followed by the another insertion rule $(c^2, ab^3, \lambda)$. Therefore, it implies the insertion system $\gamma'_5$ is 4-ambiguous. The system $\gamma'_5$ is 1 and 3-unambiguous, because the same string $ab^3$ is inserted in both the derivations.

However, the language $L_5$ is unambiguous since there exists an 4-ambiguous system $\gamma'''_5 = \{(a, b, c, d), \{c^2 a b^3, d^2 a b^3, c^2 d^2 a b^3, c^2 d^2 a b^3, (b^3, ab^3, \lambda)\}\}$. The system $\gamma'''_5$ is 4-ambiguous as it uses only one insertion rule. The system $\gamma'''_5$ is minimal with respect to $TLlen - LCon$. Note that, the insertion system $\gamma'''_5$ is not minimal in the measures $\{Ax, mLen - LCon, MLen - InsStr\}$. 

**Corollary 5:** There exists pseudo inherently 4-ambiguous insertion languages with $M_1 \in \{Max, Tax, mLen - LCon, MLen - LCon + InsStr\}$ and $M_2 \in \{TLlen - LCon\}$. 

100517
Theorem 6: There are pseudo inherently 2-ambiguous insertion languages with $M_1 \in \{Ax\} \text{ and } M_2 \in \{TLen - LCon, TLen - RCon, MLen - LCon, MLen - RCon, TLen - LCon + InsStr, TLen - RCon + InsStr\}$.

Proof: Let the language $L_6 = \{a^3b^m | m \geq 0\} \cup \{b^m | m \geq 0\}$ and $L_7 = \{a^3b^m c^2 | m \geq 0\}$. The following 2-ambiguous insertion system $\gamma_0$ can be used to generate $L_6$: 

$$\gamma_0 = \{(a, b, c), (a^2, b, c^2), (a^2, c), (a, b, \lambda), (\lambda, b, c^2)\}.$$

The insertion system $\gamma_0$ is minimal in $Ax$. Any system which generates $L_6$ should have minimum three axioms $(a^3, c, a^2c)$. Therefore, $Ax(L_6) \leq 3$, in turn it infers $Ax(L_6) = 3$.

Consider any insertion system $\gamma_0'$ which is used to generate $L_6$, where $Ax(L_6) = 3$. Since the strings of the form $a^3b^i, i \geq 0 \in L_6$, definitely in the insertion rule there should be a context of the form $(a, b(c^3), t \geq 0)$. Likewise, since the strings of the form $(bc)^y, j \geq 1 \in L_7$, definitely in the insertion rule there should be a context of the form $(bc)^y, d, s \geq 0$. In both cases, the inserted string will be $(bc)^y, k \geq 1$. In order to prove the insertion system is $\gamma_0'$ is 2-ambiguous, let us take a string $a(b(c^3))^y$ if $d \in L_7$. From two (different) unordered CCS, the above word can be obtained from the (same) axiom. In one sequence, using the context $(a, b(c^3))$ completely, the string $a(b(c^3))^y$ can be obtained. In another sequence, using the context $LCon$ completely, the string $a(b(c^3))^y$ can be derived. Thus, the same word $a(b(c^3))^y$ is obtained from two distinct unordered CCS. Therefore, the language $L_6$ is 2-ambiguous.

The language $L_6$ is unambiguous as $L(\gamma_0') = L_6$. The 2-ambiguous insertion system is given as: $\gamma_0'' = \{(a, b, c), (a^2, b, c^2), (a^2, b, c), (a, b, \lambda)\}$. Since the system $\gamma_0''$ has only one context in the insertion rule $(b, \lambda)$, it implies $\gamma_0''$ is 2-ambiguous. The insertion system $\gamma_0''$ is minimal in the measures $\{TLen - LCon, TLen - RCon, MLen - LCon, MLen - RCon, TLen - LCon + InsStr, TLen - RCon + InsStr\}$. From the system $\gamma_0''$, it is not minimal in $Ax$.

Corollary 6: There are pseudo inherently 0-ambiguous insertion languages in the measures $M_1 \in \{Max, TAx\}$ and $M_2 \in \{TLen - LCon, TLen - RCon, MLen - LCon, MLen - RCon, TLen - LCon + InsStr, TLen - RCon + InsStr\}$.

Theorem 7: There are pseudo inherently 2-ambiguous insertion languages which are minimal in $M_1 \in \{TLen - LCon, TLen - LCon + InsStr\}$ and $M_2 \in \{TLen - LCon, TLen - RCon + InsStr\}$.

Proof: Let the language $L_7 = \{a(b(c^3))^y | n \geq 1\}$ and $(bc)^yd, n \geq 1 \cup \{a(b(c^3))^y | n \geq 0\}$. The following 2-ambiguous insertion system $\gamma_1$ can be used to generate $L_7$: 

$$\gamma_1 = \{(a, b, c), (b, c^3, d, ad), ((a, c^3), \lambda), (\lambda, b, c^3, d)\}.$$

The system $\gamma_1$ is minimal with respect to $\{TLen - LCon, TLen - LCon + InsStr\}$. Any system which generates $L_7$ should have the following contexts $(\{(a, \lambda), (\lambda, d)\})$ in the insertion rules and the inserted string of the form $bc^3$. From the system $\gamma_1$, it is clear that the system $\gamma_1$ is minimal in the measures $\{TLen - LCon, TLen - LCon + InsStr\}$. It is easy to see that $TLen - LCon \leq 1$ and $TLen - LCon + InsStr \leq 5$, which implies that $TLen - LCon = 1$ and $TLen - LCon + InsStr = 5$.

Consider any system $\gamma_0''$, which generates $L_7$, where $TLen - LCon(L_7) = 1$ and $TLen - LCon + InsStr(L_7) = 5$. Since the strings of the form $a(b(c^3))^y, i \geq 1 \in L_7$, definitely in the insertion rule there should be a context of the form $(a, (bc)^y), t \geq 0$. Likewise, since the strings of the form $(bc)^yd, j \geq 1 \in L_7$, definitely in the insertion rule there should be a context of the form $(bc)^y, d, s \geq 0$. In both cases, the inserted string will be $(bc)^y, k \geq 1$. In order to prove the insertion system is $\gamma_0''$ is 2-ambiguous, let us take a string $a(b(c^3))^y, d \in L_7$. From two (different) unordered CCS, the above word can be obtained from the (same) axiom. In one sequence, using the context $(a, b(c^3))$ completely, the string $a(b(c^3))^y$ can be obtained. In another sequence, using the context $(bc)^y, d$ completely, the string $a(b(c^3))^y$ can be derived. Thus, the same word $a(b(c^3))^y$ is obtained from two different unordered CCS. Therefore, the language $L_7$ is 2-ambiguous.

However, the language $L_7$ is 2-ambiguous since there exists an 2-ambiguous insertion system which is minimal in $\{TLen - LCon, TLen - LCon + InsStr\}$ $\gamma_0'' = \{(a, b, c, d), (abc, b(c^3), ad, abc(c^3), ((c^3, bc^3), \lambda))\}$. As the system $\gamma_0''$ uses only one insertion rule, obviously, there will be only one context in the insertion rule $(c^3, \lambda)$. Therefore, the system $\gamma_0''$ is 2-ambiguous. The system $\gamma_0''$ is minimal in the measures $\{TLen - LCon, TLen - LCon + InsStr\}$. Note that, the insertion system $\gamma_0'''$ is not minimal in the measure $\{TLen - LCon, TLen - LCon + InsStr\}$.

Theorem 8: There are pseudo inherently 0-ambiguous insertion languages with respect to $M_1 \in \{Ax, MLen - InsStr, TINS - Str, MLen - InsStr\}$ and $M_2 \in \{MLen - LCon, MLen - RCon, TLen - LCon, TLen - RCon\}$.

Proof: Let the language $L_8 = \{a^2b^{2n} | n \geq 1\} \cup \{a^2b^m c^2 | n \geq 1\} \cup \{a^2b^m c^2 | n \geq 0\}$. The following 0-ambiguous insertion system $\gamma_8$ can be used to generate $L_8$: $\gamma_8 = \{(a, b, c), (a^2b^m c^2, a^2b^m c^2, a^2b^m c^2), ((a^2, b, c), (a^2, b^2, \lambda), (\lambda, b, c^3))\}$. The system $\gamma_8$ is minimal with respect to $\{Ax, MLen - InsStr, TINS - Str\}$. First, we will prove for the measures $\{MLen - InsStr, TINS - Str\}$. From the system $\gamma_8$, it is easy to see that $MLen - InsStr(\gamma_8) \leq 3$ and $TINS - Str(\gamma_8) \leq 5$. To generate the strings of the form $a^2b^{2k+2}, k \geq 0 \in L_8$, the insertion rule should have the string $b$. However, if such an insertion string is present in any of the insertion rules, then the system $\gamma_8$ may generate some strings $a^2b^{2p}, p \geq 1$ and $b^{2q+2}, q \geq 1$ which doesn’t $\notin L_8$. From the above claim, all the parts of $L_8$ cannot be produced by the insertion string $b$, which implies $MLen - InsStr(\gamma_8) = 2$. Next, we will discuss on the following measure $TINS - Str$. Since the strings of the structure $a^2b^{2p}, p \geq 1 \in L_8$, insertion rule will certainly have the string $b^3$. Likewise, since the strings of the structure $b^{2q+2}, q \geq 1 \in L_8$, insertion rule will certainly have the string $b^3$. Therefore, we conclude $MLen - InsStr(\gamma_8) \geq 3$ and $TINS - Str(\gamma_8) \geq 5$.

Next, we will discuss on the measure Axiom. Any system which generates $L_8$ will have three axioms $a^2b^2, b^2c^2, a^2c^2$. Next, we will discuss why the system should have an axiom $a^2bc^2$. If the system is not having the axiom $a^2bc^2$, probably it can be generated by using the axiom $a^2c^2$ by inserting
the string $b$. But previously, we have proved that the system cannot have $b$ as the string to be inserted. Therefore, it implies $a^2bc^2$ should be present in the axiom. Therefore, the system $\gamma_8$ is minimal in the measure $Ax$.

Consider any system $\gamma'_8$ which generates $L_8$. The system $\gamma'_8$ is minimal in the measure $Ax$, $MLen - InsStr$, $TINS - Str$, $MLen - InsStr$. In order to claim $\gamma_8$ is 0-ambiguous, let us take the strings $a^2b^m\gamma$ and $b^2c^m\gamma \in L_8$, for a large values of $r$ and $s$. To produce the words of the form $a^2b^p$, $p \geq 1$ and $b^q\gamma$, $q \geq 1$, the insertion system $\gamma_8$ should have strings of the form $b^{3i}$, $t \geq 1$ and $b^{2u}$, $u \geq 1$ respectively. Consider a word $a^2b^{3m+2au}c^2 \in L_8$, for $m \geq 1$, $n \geq 0$. The above word can be achieved from two unique axioms $a^2c^2$ and $a^2bc^2$. Starting from the axiom $a^2c^2$, the word $a^2b^{3m+2am}c^2$ can be obtained by inserting the strings $b^{3i}$, $m$-times and $b^{2u}$, $u$-times. On the other hand, the word $a^2b^{3m+2am}c^2$ can be derived from the axiom $a^2bc^2$. In one derivation, the string $b^{3i}$ can be inserted for $m - i_1$-times, $i_1 \geq 1$. In another derivation, the string $b^{2u}$ can be inserted for $n + i_2$-times, $i_2 \geq 1$. Thus, the word $a^2b^{3m+2am}c^2$ is obtained from two different axioms $a^2c^2$, $a^2bc^2$. Therefore, the system $\gamma'_8$ is 0-ambiguous. For the measures $MLen - InsStr$, $TINS - Str$, $MLen - InsStr$, an akin reasoning can be given.

Next, we have to prove the $L_8$ is 0-ambiguous, by showing there exists an 0-ambiguous system $\gamma''_8 = \{(a, b, c), \{a^2b^2, a^2b^3, b^3c^3, b^2c^2, b^2c^3, a^2c^2, a^2bc^2, a^2b^2c^2, a^2b^3c^2, (b, b^6, \lambda)\}$ which generates $L_8$. The system will produce a unique derivation step for any word in $L_8$, starting from an axiom by inserting the string $b^6$, which shows $\gamma''_8$ is 0-ambiguous. As the system uses the following insertion rule $(b, b^6, \lambda)$, the system $\gamma''_8$ is minimal in the measures $MLen - LCon, MLen - RCon, TLen - LCon, MLen - RCon$.

Corollary 7: There are pseudo inherently 0-ambiguous insertion languages in the measures $M_1 \in \{M\Ax, TAx, MLen - InsStr, TINS - Str, mLen - InsStr\}$ and $M_2 \in \{MLen - LCon, MLen - RCon, TLen - LCon, TLen - RCon\}$.

Theorem 9: There are pseudo inherently 0-ambiguous insertion languages with respect to $M_1 \in \{Ax, mLen - InsStr\}$ and $M_2 \in \{MLen - RCon, mLen - RCon, TLen - LCon, TLen - RCon + InsStr, MLen - RCon + InsStr\}$.

Proof: Let the language $L_9 = \{ba^{2n} | n \geq 1\} \cup \{a^{4n}c | n \geq 1\} \cup \{ba^nc | n \geq 0\}$. The following 0-ambiguous insertion system $\gamma_9$ can be used to generate $L_9$. $\gamma_9 = \{(a, b, c), \{ba^2, a^4c, bc, bac\}, \{(b, a^2, \lambda), (\lambda, a^4, c)\}\}$. The system $\gamma_9$ is minimal with respect to $\{Ax, mLen - InsStr\}$. First, we will prove for the measure $mLen - InsStr$. From the system $\gamma_9$, it is easy to see that $mLen - InsStr(\gamma_9) \leq 2$. To generate the strings of the form $ab^k, k \geq 0 \in L_9$, the insertion rule should have the string $a$. However, if such an insertion string is present in any of the insertion rules, then the system $\gamma_9$ may generate some strings $ba^{2n}, p \geq 1$ and $a^4qc, q \geq 1$ which doesn’t $\notin L_9$. From the above claim, all the parts of $L_9$ cannot be produced by the insertion string $a$. So, obviously the minimum length of the insertion string should be $a^2$. Therefore, we conclude $mLen - InsStr(\gamma_9) \geq 2$.

Next, we will discuss on the measure $Ax$. Any system which generates $L_9$ will have three axioms $ba^2, a^4c, bc$. Next, we will discuss why the system $\gamma_9$ should have an axiom $bac$. If the system is not having the axiom $bac$, probably it can be generated by using the axiom $bc$ by inserting the string $a$. But previously we have proved that the system cannot have $a$ as the string to be inserted. Therefore, it implies $bac$ should be present in the axiom. Therefore, the system $\gamma_9$ is minimal in the measure $Ax$.

Consider any system $\gamma'_9$ which generates $L_9$. The system $\gamma'_9$ is minimal in the measure $Ax$, $mLen - InsStr$. In order to claim $\gamma'_9$ is 0-ambiguous, let us take the strings $ba^{2n}$ and $a^4vc \in L_9$, for a large values of $r$ and $s$. To produce the words of the form $ba^{2p}$, $p \geq 1$ and $a^{4q}c$, $q \geq 1$, the insertion system $\gamma'_9$ should have strings of the form $a^{2t}$, $t \geq 1$ and $a^{4u}$, $u \geq 1$ respectively. Consider a word $ba^{4m+2au}c \in L_9$, for $m \geq 1$, $n \geq 0$. The above word can be achieved from two unique axioms $bc$ and $bac$. Starting from the axiom $bc$, the word $ba^{4m+2au}c$ can be obtained by inserting the strings $a^{2t}$, $m$-times and $a^{4u}$, $u$-times. On the other hand, the word $ba^{4m+2au}c$ can be derived from the axiom $bac$. In one derivation, the string $a^{2t}$ can be inserted for $m - i_1$-times, $i_1 \geq 1$. In another derivation, the string $a^{4u}$ can be inserted for $n + i_2$-times, $i_2 \geq 1$. Thus, the word $ba^{4m+2au}c$ is obtained from two different axioms $bc$, $bac$. Therefore, the system $\gamma'_9$ is 0-ambiguous. Next, we have to prove the $L_9$ is 0-ambiguous, by showing there exists an 0-ambiguous system $\gamma''_9 = \{(a, b, c), \{ba^2, ba^4, a^4c, bc, bac, ba^2c, ba^4c\}, \{(a, a^4, \lambda)\}\}$ which generates $L_9$. The system will produce a unique derivation step for any word in $L_9$, starting from an axiom by inserting the string $a^4$, which shows $\gamma''_9$ is 0-ambiguous. As the system uses the following insertion rule $(a, a^4, \lambda)$, the system $\gamma''_9$ is minimal in the measures $\{MLen - RCon, mLen - RCon, TLen - RCon + InsStr, MLen - RCon + InsStr\}$.

Corollary 8: There are pseudo inherently 0-ambiguous insertion languages in the measures $M_1 \in \{M\Ax, TAx, mLen - InsStr\}$ and $M_2 \in \{MLen - RCon, mLen - RCon, TLen - LCon, TLen - RCon + InsStr, MLen - RCon + InsStr\}$.

Table 5 shows the different trade-off results acquired for various blends of the ambiguity levels and descriptional complexity measures. The intersecting entry at $M_1$ and $M_2$ shows there exists a pseudo inherently ambiguous insertion languages with respect to the measure $M_1$ and $M_2$. For example, the intersection of row 7 ($mLen - LCon$) and column 9 ($TLen - LCon$) indicates the language $L_5$ which is pseudo inherently 4-ambiguous with respect to the measures $M_1 \in mLen - LCon$ and $M_2 \in TLen - LCon$. In Table 4, the intersection of ($M_1$, $M_2$) entries that are empty are left as open problems. The entries which are in diagonal and those marked by • are not suitable for the trade-off study.

V. APPLICATION OF THE TRADE-OFF RESULTS

In this section, we analyze the application and significance of the trade-off in natural languages, modelling of bio-molecular structures. Before moving on to the application, first, we will discuss about the controlling parameters and limitations of
the proposed trade-off study. Given an insertion system, the weight of the system is the sum of $n$, $i$, $j$. The $n$ denotes the maximal length of insertion string and $i$, $j$ denotes the maximal length of the left and right context used in insertion rules. The weight of a insertion system is given as $(n, i, j)$. Several attempts were made on the insertion systems to characterize recursively enumerable languages with a lesser weights. In addition to that many variants has been introduced such as universal matrix insertion grammars, graph controlled insertion-deletion systems, path controlled insertion systems, insertion-deletion P Systems, Context-free insertion-deletion systems [9], [10], [11], [19], [31]. Natural languages such as English, Dutch has some grammatical structures that are beyond the power of context-free languages. As insertion system can characterize recursively enumerable languages the system can be considered as one of the prominent grammar models in generating natural language constructs and modelling the bio-molecular structures. The computational completeness of the insertion systems mainly depends on the weights used in the insertion rules. In practical, such weights will play a limiting factor while generating the natural language constructs and modelling the bio-molecular structures. Despite of such practical difficulty the application we had investigated in this paper will throw a new light on theoretical study on the trade-off.

A. APPLICATION OF THE ANALYZED TRADE-OFF IN NATURAL LANGUAGES

Syntactic and semantic ambiguity deserves a special attention in natural, programming and artificial languages. As the programming language constructs are mainly based on syntax and semantic rules handling these ambiguities is not a great deal of interest, whereas in natural languages handling syntactic ambiguity is easier when compared to semantic ambiguity. The main reason is, while dealing with the natural languages, one sentence (or a word) can convey different meaning. Even in Google translator, if the translation is carried out word by word the meaning may be different from the source to the target language. Under these circumstances, natural languages should be translated (stored) in an unambiguous manner. As we know, for every natural/programming/artificial language, there is a grammar $G$, such that $L(G) = L$. To generate the natural languages such as English, Dutch, we need grammars that are beyond the (generative) capability of Context-free grammar [5], [39]. In addition to that, many natural languages has the existence of sentences beyond context free [7], [28]. In this regard, to generate (store) such natural languages the grammar $G$ which generates $L$ should be unambiguous and at the same time it should be minimal in terms of measures. In practical, such a minimal unambiguous system will not be there for all languages. Under these, circumstances a necessary trade-off needs to be studied between the (descriptive) complexity measures and ambiguity.

To prove why such a trade-off is very important in natural languages, lets consider the following sentence, They are hunting dogs. The sentence is syntactically correct, where the sentence is having semantic ambiguity, as it can be elucidated in a different manner. The different interpretation of the above mentioned sentence can be: Whether any group is hunting for dogs? or Whether the category of dogs belongs to the hunting type or Whether the phrase hunting dogs refers to a music band or a basketball team or a secret code. In fact, the right phrases of the sentence are They are, They are hunting. They are dogs, They are hunting dogs. Assume that, we want to construct an insertion system which generates the above sentence. As there is no concept of non-terminals(variables) in insertion system, it can be called as pure grammars. Since the insertion system is a pure grammar, every derivation step should represent a correct phrase, the correct phrases are They are, They are hunting, They are dogs, They are hunting dogs. Consider, ‘They are’ is an axiom and the insertion rules are of the form: (They are, dogs, $\lambda$) and (They are, hunting, $\lambda$).

By using the above axiom and the insertion rules, the derivations can be of the forms (the underlined words indicates the inserted string): (1) They are $\Rightarrow$ They are dogs $\Rightarrow$ They are hunting dogs, which gives all the three correct phrases. (2) They are $\Rightarrow$ They are hunting $\Rightarrow$ They are dogs hunting, which is not a correct phrase. So, with the above insertion rules all the correct phrases cannot be generated. However, if we consider three insertion rules (They are, dogs, $\lambda$), (They are, hunting, $\lambda$), (They are, hunting, dogs) all the three correct phrases can be derived from the axiom or else using different insertion rules we may get all correct phrases of the sentence, but the number of insertion rules will be more. So, to derive the above sentence, we need three insertion rules.

Such sentences can be stored compactly if there exists an unambiguous system which generates it, but may happen to be not minimal with respect to measure(s). As insertion systems is found to be one of the prominent (rewriting) grammar mechanisms, the system can be recognized to be one of the fit (rewriting) mechanisms to generate natural languages [30]. The above example clearly shows that the sentence can be generated by an unambiguous system but not minimal in terms of components used to iterate the sentence. The above case study explicit the importance of studying the trade-off in natural languages.

B. APPLICATION OF THE ANALYZED TRADE-OFF IN MODELLING OF BIO-MOLECULAR STRUCTURES

In computational biology there are lot of research problems needs to be addressed based on the gene sequence such as gene structure prediction, gene sequence alignment, bio-molecular modelling, construction of phylogenetic trees. Such gene structure prediction, bio-molecular modelling problems are effectuated by progressing with relevant pattern matching algorithms. The above discussed computational biological problems are somewhat akin to investigating the structural frameworks in computational linguistics. The gene structure prediction, bio-molecular modelling problems can be handled in an effective and succinct manner, if there exists a unique grammar model/system which generates/models it.
To model or predict the structures, first, it should be expressed as a gene sequence. Such sequences can be visualized as strings formed over the four basic chemical symbols $a, t, g$ and $c$ ($\Sigma_{DNA}$). The complementary of the above four chemical symbols is given as $\bar{a} = t$, $\bar{g} = c$, $\bar{t} = a$, $\bar{c} = g$. As the bio-molecular structures can be expressed in terms of (gene) sequences it has kindled the researchers to study the connection and application of formal language theory and computational biology [42]. In addition to that, the genetic structural descriptions that are found in the bio-molecular structures has some coherence in natural language constructs such as triple agreements: $L_{ot} = \{a^i b^j c^k d^n | n \geq 1\}$, quadruple agreements: $L_{qua} = \{a^i b^j c^k d^m | n, m \geq 1\}$, crossed dependencies: $L_{cd} = \{a^i b^j c^k d^m | n, m \geq 1\}$, copy language: $L_{cp} = \{ww | w \in \{a, b\}^*\}$. More precisely, $L_{ot}$ and $L_{qua}$ resembles triple and quadruple helix structure. Likewise, $L_{cd}$ and $L_{cp}$ has some pertinence with pseudoknot and attenuator structures respectively [41], [43]. For modelling of the bio-molecular structures that occurs at intramolecular, intermolecular and RNA secondary structures, we refer to [17], [25], [26], [27], [29], [44].

Before we discuss about the application of the trade-off in modelling of the bio-molecular structures, first, we will show that insertion system is capable of modelling some of the bio-molecular structures. Consider the following bio-molecular structures like hairpin, stem and loop, orthodox. The language description and modelling of the above structures by using insertion system are given in the following lemmas. In the forthcoming lemmas $y \in \Sigma_{DNA}$, the counterpart of $y$ is $y'$, $\bar{w}^{R}$, $\bar{y}^{R}$ is the complementary reversal of the string $w, u$ respectively.

Lemma 1: The hairpin language $L_{hp} = \{w = \bar{y}^{R} | w \in \Sigma_{DNA}^*\}$ can be spawned by the insertion system $\gamma_{hp} = (\{y, y'\}, \{\lambda, y'\}, \{y, y', y'\})$.

Lemma 2: The stem and loop language $L_{sl} = \{uv\bar{u}^{R} | u, v \in \Sigma_{DNA}^*\}$ can be achieved by insertion system $\gamma_{sl} = (\{y, y'\}, \{\lambda, y\}, \{(y, y'), \{y, y', y\}, (y, y, y')\})$.

A string $w$ is said to be orthodox over $\Sigma_{DNA}$(complementary alphabet) iff it fulfills the following conditions (i) it should be an empty string $\lambda$, or (ii) the string obtained by the insertion of $y'y'$ anywhere in an orthodox string. A language which contains only orthodox strings is called orthodox language $L_{od}$.

Lemma 3: The orthodox language $L_{od}$ can be spawned by the insertion system $\gamma_{od} = (\{y, b'\}, \{\lambda\}, \{(\lambda, y'), (\lambda, y)\})$.

1) AMBIGUITY ISSUES IN ORTHODOX LANGUAGE $L_{od}$

In this subsection, we will discuss about the ambiguity issues in the orthodox language $L_{od}$. In the derivations/descriptions/sequence the underlined string denotes the inserted gene sequence and $^\dagger$ denotes the position where the gene sequence is to be inserted.

**Case 1:** Consider the string $cgata\bar{g}c\bar{c}g \in L_{od}$, which can be obtained from two different axioms.

| Derivation 1: | $cg \dagger \rightarrow cg\bar{a}\dagger \rightarrow cgat\dagger \rightarrow cgatg\dagger \rightarrow cgatgc\dagger \rightarrow cgatgccccg. $ |

In both the derivations, the same sequence $cgatgccccg$ is derived from two different axioms $cg$ and $at$. Therefore, the system $\gamma_{od}$ evinces 0-ambiguous.

**Case 2:** Consider an orthodox string $cgata\bar{g}c\bar{c}g \in L_{od}$, which can be obtained by two different ordered CS:

Ordered CS 1: $\dagger \lambda \rightarrow ta \dagger \rightarrow tagc \dagger \rightarrow tagccg \dagger \rightarrow tcagc \dagger \rightarrow cgtagccg.$

Ordered CS 2: $\dagger \lambda \rightarrow ta \dagger \rightarrow cgta \dagger \rightarrow cgtaat \rightarrow tcagc \dagger \rightarrow cgtagccg.$

In CS 1, the order of gene sequence used by the insertion rules are $ta, gc, at, cg$, whereas in CS 2, the order of gene sequence used by the insertion rule are $ta, cg, at, gc, cg$. Thus, the gene sequence $cgtagccg$ can be derived by two different ordered CS. Therefore, the system $\gamma_{od}$ evinces 1-ambiguous also.

**Case 3:** Consider the string $ateg\bar{c}gta \in L_{od}$, which can be derived in two different descriptions by $\gamma_{od}$ which are given below:

| Description 1: | $cg \dagger \rightarrow cgcg \dagger \rightarrow cgc\bar{g}a \rightarrow ateg\bar{c}gta.$ |
| Description 2: | $cg \dagger \rightarrow atcg \dagger \rightarrow atcg \dagger \rightarrow ta \rightarrow ateg\bar{c}gta.$ |

In both the descriptions the axioms are same $cg$ and the contexts used in the insertion rules ($\lambda, \lambda$) are also same, but the position where the inserted gene sequence $y'y'$ are different. Therefore, the system $\gamma_{od}$ is 5-ambiguous also.

The above example shows a clear evidence on the existence of different levels of ambiguity for the same language $L_{od}$ on different gene sequences. In addition to that, the above (ambiguity) example reveals that analysis of the ambiguity issues in gene sequences has to be carried out with utmost care because ambiguity issues plays a pivot role in some of the computational biology problems such as protein sequence analysis, parallel gene recognition, prediction of gene locations. For more practical applications on the importance of ambiguity in gene sequences, we refer to [1], [2], [3], [4]. The evolutionary relationship among the various biological species can be depicted in terms of trees. The trees can be derived based on the differences and similarities among the species. Such trees are called as phylogenetic trees [45]. The phylogenetic trees plays an important role in DNA/Protein sequence divergence problem [8].

The axiom, intermediates sequence and the final sequence to be generated can be represented as a tree. If the intermediate gene sequences are different then we will have more than one phylogenetic trees for the same gene sequence. Such a study on the different intermediate sequences will help us to study more on the inheritance properties. The following example of a phylogenetic tree will give a better understanding on the ambiguity. One such phylogenetic tree is shown.
TABLE 5. Obtained trade-off results.

| Unambiguous & M2 → | Az MAX TAx | mL en - LCon | mL en - RCOn | mL en - LCon | mL en - RCOn | TLen - LCon | TLen - RCOn | TLen - LCon+ InsStr | TLen - RCOn+ InsStr | MLen - LCon | MLen - RCOn+ InsStr | MLen - InsStr | MLen - RCon+ InsStr | TINS - Str |
|---------------------|-----------|---------------|--------------|--------------|--------------|-------------|-------------|---------------------|---------------------|--------------|----------------------|--------------|----------------------|-------------|
| 100522              | VOLUME 10, 2022 | L4 - 4A       | L6 - 2A      | L6 - 2A      | L9 - 0A      | L4 - 4A     | L5 - 4A     | L6 - 2A             | L6 - 2A             | L9 - 0A      | L9 - 0A               | L5 - 4A      | L9 - 0A               | L9 - 0A     |
| 100522              | VOLUME 10, 2022 | L8 - 0A       | L8 - 0A      | L9 - 0A      | L9 - 0A      | L8 - 0A     | L8 - 0A     | L9 - 0A             | L9 - 0A             | L9 - 0A      | L9 - 0A               | L9 - 0A      | L9 - 0A               | L9 - 0A     |
| 100522              | VOLUME 10, 2022 | L3 - 5A       | L3 - 5A      | L3 - 5A      | L3 - 5A      | L3 - 5A     | L3 - 5A     | L3 - 5A             | L3 - 5A             | L3 - 5A      | L3 - 5A               | L3 - 5A      | L3 - 5A               | L3 - 5A     |
| 100522              | VOLUME 10, 2022 | L7 - 2A       | L7 - 2A      | L7 - 2A      | L7 - 2A      | L7 - 2A     | L7 - 2A     | L7 - 2A             | L7 - 2A             | L7 - 2A      | L7 - 2A               | L7 - 2A      | L7 - 2A               | L7 - 2A     |
| 100522              | VOLUME 10, 2022 | L5 - 4A       | L5 - 4A      | L5 - 4A      | L5 - 4A      | L5 - 4A     | L5 - 4A     | L5 - 4A             | L5 - 4A             | L5 - 4A      | L5 - 4A               | L5 - 4A      | L5 - 4A               | L5 - 4A     |
| 100522              | VOLUME 10, 2022 | L3 - 5A       | L3 - 5A      | L3 - 5A      | L3 - 5A      | L3 - 5A     | L3 - 5A     | L3 - 5A             | L3 - 5A             | L3 - 5A      | L3 - 5A               | L3 - 5A      | L3 - 5A               | L3 - 5A     |
| 100522              | VOLUME 10, 2022 | L3 - 5A       | L3 - 5A      | L3 - 5A      | L3 - 5A      | L3 - 5A     | L3 - 5A     | L3 - 5A             | L3 - 5A             | L3 - 5A      | L3 - 5A               | L3 - 5A      | L3 - 5A               | L3 - 5A     |
| 100522              | VOLUME 10, 2022 | L3 - 5A       | L3 - 5A      | L3 - 5A      | L3 - 5A      | L3 - 5A     | L3 - 5A     | L3 - 5A             | L3 - 5A             | L3 - 5A      | L3 - 5A               | L3 - 5A      | L3 - 5A               | L3 - 5A     |
| 100522              | VOLUME 10, 2022 | L3 - 5A       | L3 - 5A      | L3 - 5A      | L3 - 5A      | L3 - 5A     | L3 - 5A     | L3 - 5A             | L3 - 5A             | L3 - 5A      | L3 - 5A               | L3 - 5A      | L3 - 5A               | L3 - 5A     |
To reach the Human Virus leaf node, the path can be explored as: \( \text{RootNode} \rightarrow \text{IN2} \rightarrow \text{IN3} \rightarrow \text{IN4} \rightarrow \text{IN5} \). Starting from the root node there is a unique path up to the intermediate node IN5, whereas, after reaching the purple color intermediate node IN5, there exists two paths. One path will be Violet line from \( \text{IN5} \rightarrow \text{HV} \) and another path will be Yellow line from \( \text{IN5} \rightarrow \text{HV} \). So, the Human Virus node can be reached by two different paths from the root node. The above scenario clearly shows that a different perspective can be given in the visualization of ambiguity in phylogenetic trees. On the other hand, while predicting the gene structure, we need an optimal system and at the same time the system which generates/models the bio-molecular structure should be unambiguous. Consider the system \( y_{od} = ([y, b'], \lambda, ((\lambda, yy', \lambda)) \) which generates the \( L_{od} \). One insertion rule is enough to generate all the strings in \( L_{od} \). The system \( y_{od} \) is minimal \( \{Ax, MLen − LCon, MLen − RCon, mLen − LCon, mLen − RCon, TLen − LCon, TLen − TCon\} \). The language \( L_{od} \) can be generated by an unambiguous system but definitely the unambiguous system will not be minimal in the above mentioned measures. This example shows the importance and application of the trade-off study between complexity measures and ambiguity levels in modelling of the bio-molecular structures.

VI. COMPARATIVE STUDY

In this section, we discuss about the comparative study of trade-off results obtained for the insertion systems and its applications in natural languages, modelling of bio-molecular structures. Table 6 shows the comparative study of the proposed results and applications with other relevant grammar models. From the comparative study, it has a clear evidence, that the insertion systems, insertion-deletion systems, variants of insertion deletion systems are mainly motivated towards reducing the weights in simulating the recursively enumerable languages by means of suitable normal forms where as, in this paper, we have defined some new descriptive complexity measures, analyzed the trade-off between ambiguity levels and descriptional complexity measures. In addition to that, we have discussed about the application of the analyzed trade-off which was missing in the various research work carried out on insertion systems.

VII. CONCLUSION

In this paper, we defined twelve new descriptional complexity measures namely \( MLen − \text{InsStr}, mLen − \text{InsStr}, MLen − LCon, MLen − RCon, mLen − LCon, mLen − RCon, TLen − LCon, TLen − RCon, TLen + \text{InsStr}, TLen − RCon + \text{InsStr}, MLen − LCon + \text{InsStr}, MLen − RCon + \text{InsStr} \) based on the components used in the derivations. Later, we discussed the trade-off between the newly defined ambiguity levels and measures in insertion systems by showing that there exists pseudo inherently ambiguous insertion languages which can be generated by an ambiguous system that are minimal in \( M_1 \) and unambiguous if they are minimal in \( M_2 \). Finally, we have studied the application of the investigated trade-off in natural languages and modelling of bio-molecular structures. Analyzing the trade-off between measures and
ambiguity levels which are not considered in this paper is left as a future work. More, precisely it would be interesting such a trade-off results can be obtained for the ambiguity levels 1 and 3. As insertion systems can be recognized as a good model to generate some of the programming language constructs, analyzing the trade-off in programming languages would be another line of future work.
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