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Abstract
The ability to extract entities and their relations from unstructured text is essential for the automatic maintenance of large-scale knowledge graphs. To keep a knowledge graph up-to-date, an extractor needs not only the ability to recall the triples it encountered during training, but also the ability to extract the new triples from the context that it has never seen before. In this paper, we show that although existing extraction models are able to easily memorize and recall already seen triples, they cannot generalize effectively for unseen triples. This alarming observation was previously unknown due to the composition of the test sets of the go-to benchmark datasets, which turns out to contain only 2% unseen data, rendering them incapable to measure the generalization performance. To separately measure the generalization performance from the memorization performance, we emphasize unseen data by rearranging datasets, sifting out training instances, or augmenting test sets. In addition to that, we present a simple yet effective augmentation technique to promote generalization of existing extraction models, and experimentally confirm that the proposed method can significantly increase the generalization performance of existing models.

1 Introduction
Relational Triple Extraction (RTE), a more generalized version of Relation Extraction, is the task of extracting all relational triples in the form of (subject, relation, object) from a given sentence. The ability to extract such triples is much required in the construction and maintenance of knowledge graphs such as DBpedia (Auer et al., 2007), Freebase (Bollacker et al., 2008), and Wikidata (Vrandečić and Krötzsch, 2014) from documents containing a large number of new and emerging information.

†This work was done when Juhyuk Lee was with KAIST as a student.
†Equal contribution.

With language model pretraining (Devlin et al., 2019; Radford et al., 2019), RTE methods achieved a new state-of-the-art (Wei et al., 2020; Wang et al., 2020; Zheng et al., 2021). However, whether the performance of these methods attributes to their capabilities of recalling already seen data or their ability to generalize and extract relations from unseen data is yet to be scrutinized.

To separately evaluate memorization and generalization, we categorize the triples in the test set into three types: entirely seen (completely overlaps with triples in their respective training sets), partially seen (overlaps partially), and unseen (completely new). We analyze common RTE benchmark datasets NYT (Riedel et al., 2010) and WebNLG (Gardent et al., 2017) using these categories, and find that 89.61% and 91.10% of triples in NYT and WebNLG test sets are of the entirely seen type. This suggests that benchmark results on these datasets are heavily biased towards recalling seen data. Thus, more reliable systematic evaluation methods are in need to test generalization performance.

In this paper, we propose three natural strategies for evaluating generalization performance from a limited number of given partially seen and unseen triples. For the first two strategies, we directly increase the proportion of partially seen and unseen triples in test sets by 1) rearranging their respective datasets or 2) sifting out instances in their respective training sets that overlap with the test set, rendering them unobserved. For the last strategy, we 3) augment test sets by replacing entities in each test instance with similar (and probably not pre-observed) words in order to increase diversity as well as the proportion of partially seen and unseen triples. In addition to evaluating recent RTE methods with the above evaluation strategies, we propose a simple yet effective augmentation technique called Entity Noising to help RTE methods to generalize beyond training data.
2 Fine-grained Re-evaluation of the Current State-of-the-arts

In this section, we mainly scrutinize the generalization capabilities of current Relational Triple Extraction (RTE) methods and show for the first time that they indeed struggle in extracting relational triples from the context for unseen cases.

2.1 Datasets and Evaluation Metrics

We use two well-known benchmark datasets NYT (Riedel et al., 2010) and WebNLG (Gardent et al., 2017) for evaluation, following Wang et al. (2020) and Zheng et al. (2021). Also, predicted triples are considered correct only if their whole entity spans of both subject and object and their relation are exactly matched with ground truth. We report the standard micro F1 for the overall performance.

To assess the memorization and generalization performances separately, we also compute type F1 with three triple types: *entirely seen*, *partially seen*, and *unseen* (Section 2.2). Type F1 is nothing but F1 evaluated using instances which only consist of a single triple type.

### Table 1: Triple type statistics of original test sets, rearranged, overlap sifted datasets, and augmented test sets.

| Triple type     | NYT          | WebNLG        |
|-----------------|--------------|---------------|
|                 | Ori. | Rearr. | Sift-1 | Sift-2 | Sift-3 | Aug. | Ori. | Rearr. | Sift-1 | Sift-2 | Sift-3 | Aug. |
| Entirely seen (%)| 89.61 | 14.20  | 63.24  | 55.45  | 49.27  | 5.76 | 91.10 | 45.47  | 78.03  | 56.50  | 39.20  | 17.21 |
| Partially seen (%)| 8.64  | 66.72  | 31.56  | 38.09  | 43.19  | 46.33 | 1.43  | 20.33  | 17.05  | 30.86  | 37.40  | 36.17 |
| Unseen (%)       | 1.75  | 19.08  | 5.20   | 6.46   | 7.54   | 47.91 | 1.43  | 20.33  | 4.92   | 12.63  | 23.40  | 46.62 |

Our contributions are:

- We show for the first time that the current benchmark datasets for relational triple extraction exhibit significant entity pair overlap between training and test data.
- We confirm that the current state-of-the-art models trained on such datasets cannot generalize well to unseen triples.
- We propose three evaluation strategies to evaluate RTE methods systematically, and show that the proposed simple augmentation technique called *Entity Noising* can assist RTE methods in generalizing to unseen data.

### Table 2: F1 and type F1 of recent RTE methods. Results with † marks are from their papers. Results with ⋆ marks are reported by Ren et al. (2021). Other results are our reproductions using official implementations.

| Method | NYT F1 | Entire | Partial | Unseen |
|--------|--------|--------|---------|--------|
| CasRel | 90.1 (89.0) ⋆ | 93.8 | 64.6 | 45.4 |
| TPLinker | 92.4 (92.0) † | 96.0 | 65.9 | 50.3 |
| PRGC   | 89.1 (92.7) † | 92.9 | 65.4 | 44.5 |

| Method | WebNLG F1 | Entire | Partial | Unseen |
|--------|-----------|--------|---------|--------|
| CasRel | 88.3 (86.4) ⋆ | 92.0 | 54.3 | 45.5 |
| TPLinker | 89.0 (86.7) † | 92.6 | 62.6 | 56.0 |
| PRGC   | 88.0 (88.5) † | 92.1 | 56.2 | 34.5 |

3 Evaluating Generalization Performance

As shown in Table 1, the proportion of *partially seen* and *unseen* triples in the original benchmark test sets are so small that they are not diverse...
We propose another simple strategy to emphasize unseen data just by randomly rearranging the selected triples from the test set, rendering them unobserved, in order to minimize redundancy in the test set. In order to minimize redundancy in the test set, we select a triple one by one which occurs less. The detailed statistics are shown in Table 1 and Appendix B.

### 3.2 Overlap Sifted Dataset

We propose another simple strategy to emphasize unseen test samples. To render a triple in the test set unobserved, we remove the instances containing that triple from the training set. Specifically, we randomly choose \( k \) of the unique triples from the test set, then remove all the instances containing the selected triples from the training set to create an overlap sifted dataset. For demonstration, we construct three such datasets by choosing \( k = 5, 10, 15 \%), respectively. The detailed statistics are presented in Table 1 and Appendix B.

### 3.3 Augmented Test Set

To add more diversity to partially seen and unseen samples as well as increasing their proportion, we create an augmented test set. The key idea is to substitute every entity defined in every triple with probable alternative words by utilizing the knowledge of Masked Language Models (Radford et al., 2019; Devlin et al., 2019) and GloVe word embeddings (Pennington et al., 2014), similar to the data augmentation technique used in Jiao et al. (2020). With the augmented test set, it is able to assess whether the ability of an RTE method is influenced by the authenticity of the given text. The details are in Appendix C and statistics are present in Table 1 and Appendix B.

### 4 Entity noising

We further propose Entity Noising, a simple augmentation technique to enhance the generalization performance of existing Relational Triple Extraction methods. The key idea of Entity Noising is to replace the entities in the given training input sentence with completely random noisy words. To apply Entity Noising, we sample a random noisy word \( w' \) for each entity \( w \), i.e., \( w' \sim P(w' \mid w) \). The sampling strategy is defined as follows. First,

| Method   | Original | Rearranged |
|----------|----------|------------|
|          | Prec.    | Rec.       | F1 | Entire | Partial | Unseen | Prec.    | Rec.       | F1 | Entire | Partial | Unseen |
| CasRel   | 90.2     | 90.0       | 90.1 | 93.8 | 64.6    | **45.4** | 65.9   | 60.1       | 62.9 | 85.8   | 65.0    | 42.3   |
| CasRel+EN| 91.6     | 88.8       | 90.1 | 93.7 | 65.0    | 44.8    | 65.2   | 59.3       | 62.1 | 81.1   | 64.9    | 44.0   |
| TPLinker | 92.3     | 92.5       | 92.4 | 96.0 | 65.9    | 50.3    | 69.0   | 60.8       | 64.7 | 83.3   | 66.7    | 46.8   |
| TPLinker+EN| 92.2   | 91.8       | 92.0 | 95.5 | 66.0    | **54.4** | 69.2   | 60.3       | 64.5 | 84.2   | 66.3    | **47.2** |
| PRGC     | 88.4     | 89.9       | 89.1 | 92.9 | 65.4    | 44.5    | 63.5   | 61.6       | 62.6 | 81.6   | 64.2    | 45.1   |
| PRGC+EN  | 89.1     | 88.7       | 88.9 | 92.3 | 65.4    | **51.2** | 63.9   | 60.6       | 62.2 | 79.8   | 64.2    | **46.2** |
| CasRel   | 90.1     | 86.6       | 88.3 | 92.0 | 54.3    | 45.5    | 73.6   | 64.2       | 68.6 | 89.6   | 52.3    | 41.5   |
| CasRel+EN| 88.8     | 86.8       | 87.8 | 91.3 | 48.9    | **53.8** | 72.5   | 63.2       | 67.5 | 85.7   | 54.0    | **45.8** |
| TPLinker | 90.2     | 87.7       | 89.0 | 92.6 | 62.6    | 56.0    | 75.1   | 63.9       | 69.1 | 88.5   | 52.7    | 42.9   |
| TPLinker+EN| 89.3   | 87.4       | 88.3 | 91.8 | 60.0    | **71.4** | 73.5   | 66.2       | 69.7 | 88.7   | **53.6** | **49.3** |
| PRGC     | 89.7     | 86.4       | 88.0 | 92.1 | 56.2    | 34.5    | 61.6   | 62.0       | 61.8 | 79.2   | 47.2    | 28.3   |
| PRGC+EN  | 87.6     | 85.4       | 86.5 | 90.2 | 57.5    | **40.0** | 68.0   | 62.5       | 65.2 | **82.8** | 52.8    | **34.4** |

| Method  | Original | Rearranged |
|---------|----------|------------|
|          | Prec.    | Rec.       | F1 | Entire | Partial | Unseen | Prec.    | Rec.       | F1 | Entire | Partial | Unseen |
|            | 57.5    | 40.0       | 61.6 | 68.0 | 37.5    | **45.1** | 65.2   | 59.3       | 62.1 | 81.1   | 64.9    | 44.0   |

Table 3: Results of recent RTE methods with and without Entity Noising on original and rearranged datasets. Every result are our reproduction.

---

1. Three versions of datasets can be found in [https://github.com/sehkmg/rte-eval](https://github.com/sehkmg/rte-eval).
2. We are only able to emphasize unseen data to at most 2% with 10^6 random trials.
3. An ideal RTE model should be able to extract the relational triple (e.g., the [United States] President [Christopher]) if such fictitious content happens to exist in the given text.
Table 4: Results of recent RTE methods applied with Entity Noising on original and overlap sifted datasets. Numbers in ( ) show performance gaps between baseline and Entity Noising.

We conduct a series of experiments with recent Relational Triple Extraction (RTE) methods on newly constructed datasets (Section 3).

5 Experiments

We conduct a series of experiments with recent Relational Triple Extraction (RTE) methods on newly constructed datasets (Section 3).
Rearranged Dataset (Section 3.1) Table 3 shows the lack of generalization capabilities of recent RTE methods in rearranged datasets as well as original datasets. On rearranged datasets, Entity Noising consistently improves the ability of generalization on unseen triples, and for partially seen triples, it at least does not hurt the generalization capabilities. For original datasets, the evaluation can be biased on some specific partially seen and unseen samples since their proportion in test sets is small, rendering inconsistent results.

Overlap Sifted Dataset (Section 3.2) With overlap sifted datasets and original datasets, we evaluate recent RTE methods with and without Entity Noising to get more insight into what extent they generalize on unseen data. Table 4 shows that recent RTE methods struggle in extracting triples from unseen data, while Entity Noising promotes their generalization capabilities in most cases.

Augmented Test Set (Section 3.3) To assess whether the ability of an RTE method is influenced by the authenticity of the given text, we evaluate recent RTE methods with and without Entity Noising on augmented test set. We find that current RTE methods are substantially influenced by the authenticity of the given text, while Entity Noising relieves that influence by a huge margin (See Table 5).

6 Related Work

Open Information Extraction (Open IE) Open IE is the task of extracting relations from the given text without predefined relation type (Stanovsky et al., 2018; Zhan and Zhao, 2020; Cui et al., 2018; Kolluru et al., 2020). Although Open IE is a more general task than Relational Triple Extraction, it is necessary to extract information using fixed relation type to get high quality relational triples from specific domains such as science and business.

Data Leakage in NLP The overlapping problem between training and test data makes the evaluation biased towards assessing memorization capabilities of models. Several works point out the overlapping problem and quantify data leakage in basic NLP tasks (Elangovan et al., 2021) and Open-Domain Question Answering (Lewis et al., 2021), but Relational Triple Extraction was not considered yet.

| Method   | Prec. | Rec. | F1  |
|----------|-------|------|-----|
| NYT      |       |      |     |
| CasRel   | 39.6  | 22.4 | 28.6|
| CasRel+EN| **54.3** | **34.5** | **42.2** |
| TPLinker | 44.5  | 22.6 | 30.0|
| TPLinker+EN| **56.2** | **34.7** | **42.9** |
| PRGC     | 37.2  | 25.4 | 30.2|
| PRGC+EN  | **51.8** | **28.1** | **36.4** |
| WebNLG   |       |      |     |
| CasRel   | 66.9  | 32.1 | 43.4|
| CasRel+EN| **70.4** | **53.6** | **60.9** |
| TPLinker | 69.6  | 39.1 | 50.1|
| TPLinker+EN| **73.4** | **55.2** | **63.0** |
| PRGC     | 67.5  | 42.0 | 51.8|
| PRGC+EN  | **69.0** | **56.3** | **62.0** |

Table 5: Results of recent RTE methods with and without Entity Noising on augmented test sets.

7 Conclusion

In this paper, we disclosed for the first time that recent Relational Triple Extraction (RTE) methods struggle to extract triples from unseen data, which was previously unknown due to the test-train overlap problem in popular benchmark datasets. To properly assess the generalization capabilities of RTE methods, we developed three strategies to construct rearranged dataset, overlap sifted dataset, and augmented test set from original datasets. Furthermore, we proposed a simple yet effective noising method to promote generalization and experimentally confirm that it effectively improves the generalization capabilities of existing RTE methods.
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A Training Details

In general, we train CasRel, TPLinker, and PRGC for 300, 500 epochs on NYT, WebNLG datasets. It takes 5 GPU days for training models on NYT and 1 GPU day for training models on WebNLG. We select the best model by only using the F1 score of the given validation set except overlap sifted dataset. For overlap sifted dataset, the training instances are sifted out according to the test instances, rendering the triple type statistics of valid and test sets are different. Therefore, we select the best model by using the F1 score of overlap sifted test sets. For Entity Noising, we set $p_{en}$ to 0.1 and 0.05 for NYT and WebNLG datasets and set $p_{en}$ to 0.4. Every model is based on pre-trained BERT model BERT-base-cased from Huggingface Transformers (Wolf et al., 2020), which contains 110M parameters.

B Dataset Statistics

The statistics of dataset split are shown in Table 6. To compute type F1 defined in Section 2.1, stratification is necessary by extracting test instances which only consist of single triple type among entirely seen, partially seen and unseen. The stratification statistics are shown in Table 7.

C Augmented test sets

Discussions on augmented test set  It is worthy to note that the samples in the augmented test set may not be “true” statements in the real world but rather invented, as by construction their entities are replaced with other similar words (See examples in Figure 2). However, the true meaning of the entity words is fundamentally irrelevant to the relation between them given the context. Also, it is unknown whether the relation in the sentence is a fact. Thus, the ability of an RTE model to extract relational triples should not be influenced by the authenticity of the given text. Note that an ideal RTE model should be able to extract the relational triple (The [United States] President [Christopher]) if such fictitious content happens to exist in the given text.

Although the ideal RTE model should not be influenced by the authenticity of the given text, there exists potential risk. It is that the deployed RTE model might extract the invalid triple from wrong text. Therefore, the validation process which checks the triple is needed before adding it to the knowledge graph.

Construction details of augmented test set  We now describe the construction details of the augmented test set. First, we preemptively run the language tokenizer to flag the wordpieces in the entity words. We substitute all entity words in the triples with masks (one mask per word, not per wordpiece). For single-word-single-wordpiece entities, we use the language model to fill in their masks independently. For single-word-multi-piece entities, we do not use the language model but search and substitute for the k-nearest words of the original entity word in the GloVe embedding space. For multi-word entities, each word constituting an entity is sequentially substituted using the language model.

Now we describe the detailed construction of $T_{Augmented}$. To measure the generalization performance properly, it is required that the augmented test set $T_{Augmented}$ consists of partially seen triples as well as unseen triples since the ideal RTE model is required to effectively extract both partially seen and unseen triples. Therefore, we first construct four augmented components of the test set $T_{ss}$, $T_{su}$, $T_{us}$, $T_{uu}$ and take a union of them to create the final augmented test set $T_{Augmented} = T_{ss} \cup T_{su} \cup T_{us} \cup T_{uu}$. Among the four components, $T_{ss}$ consists of triples with seen subject and object; $T_{su}$ consists of triples with seen subject and unseen object; $T_{us}$ is symmetrical with $T_{su}$; $T_{uu}$ consists of triples with unseen subject and object.

We now describe the construction details of four components: $T_{ss}$, $T_{su}$, $T_{us}$ and $T_{uu}$. First, for each sample in the test set $i_{Standard} \in T_{Standard}$, we get a set of top-k similar entities $E^k_s$ for each entity $e_{ij}$ in $i_{Standard}$ independently. Then, we uniformly sample $e_{ij}^s$ from $E^k_s$ and replace $e_{ij}$ with $e_{ij}^s$ to get $i_{Augmented} \in T_{Augmented}$.

Construction of $T_{ss}$  $T_{ss}$ mainly consists of triples in which both subject and object entities are already seen in the training set. Therefore, every subject and object entity $e_{ij}$ is sampled from $E^k_s \cap E_{Train}$ uniformly, where $E_{Train}$ is a set of entities appeared in the training set. If we encounter to sample from an empty set, we assign $e_{ij} = e_{ij}^s$.

Construction of $T_{su}$, $T_{us}$  $T_{su}$ mainly consists of triples in which subject entities are seen and object entities are unseen in the training set. Therefore, subject and subject/object entities $e_{ij}^s$ are sampled from $E^k_s \cap E_{Train}$, and object entities $e_{ij}^u$ are
Table 6: Dataset statistics of original, rearranged, overlap sifted datasets, and augmented test sets.

| Split | NYT          |            |            |            | WebNLG       |            |            |            |
|-------|--------------|------------|------------|------------|--------------|------------|------------|------------|
|       | Ori. Rearr.  | Sift-1     | Sift-2     | Sift-3     | Aug.         | Ori. Rearr.| Sift-1     | Sift-2     | Sift-3     | Aug.         |
| Train | 56196        | 50599      | 47152      | 44003      | -            | 5019       | 4776       | 3951       | 3193       | -            |
| Valid | 5000         | 5000       | 5000       | 5000       | -            | 500        | 703        | 703        | 703        | -            |
| Test  | 5000         | 5000       | 5000       | 5000       | 20000        | 703        | 703        | 703        | 703        | 2812         |

Table 7: Stratified test set statistics of original, rearranged, and overlap sifted datasets. Each number indicates the number of instances which only consist of respective triple type. Note that an instance can have multiple triples associated with multiple triple types, which are defined with Others type.

| Type       | NYT          |            |            |            | WebNLG       |            |            |            |
|------------|--------------|------------|------------|------------|--------------|------------|------------|------------|
|            | Ori. Rearr.  | Sift-1     | Sift-2     | Sift-3     |              | Ori. Rearr.| Sift-1     | Sift-2     | Sift-3     |              |
| Entirely   | 4292         | 348        | 2733       | 2349       | 2064         | 580        | 155        | 435        | 249        | 160          |
| Partially  | 473          | 3307       | 1703       | 2027       | 2265         | 42         | 178        | 82         | 133        | 172          |
| Unseen     | 88           | 886        | 238        | 262        | 274          | 17         | 174        | 34         | 63         | 99           |
| Others     | 147          | 459        | 326        | 362        | 397          | 64         | 196        | 152        | 258        | 272          |
| Total      | 5000         | 5000       | 5000       | 5000       | 5000         | 703        | 703        | 703        | 703        | 703          |

sampled from $E_{ij}^s \setminus E_{Train}$ uniformly. $T_{uu}$ is constructed symmetrically.

**Construction of $T_{uu}$** $T_{uu}$ mainly consists of triples in which both subject and object entities are unseen in the training set. Therefore, every subject and object entity $e_{ij}^s$ is sampled from $E_{ij}^s \setminus E_{Train}$ uniformly.
Above the Veil, from Australia, is the third book in a series after *Aenir* and *Castle*.

*Dark Wars Rising*, from Australia, is the third book in a series after *Sword* and *Avalon*.

**Populous** was the architect of *3Arena* in *Dublin* which was completed in December 2008.

Monolith was the architect of *Trinity* in *Miami* which was completed in December 2008.

| Original Test Samples                                      | Augmented Test Samples                                      |
|-----------------------------------------------------------|------------------------------------------------------------|
| **Above the Veil**, from Australia, is the third book in a series after *Aenir* and *Castle*. | *(Above the Veil, precededBy, Aenir)* *(Aenir, precededBy, Castle)* |
|                                                           | *(Dark Wars Rising, precededBy, Sword)* *(Sword, precededBy, Avalon)* |
| **Populous** was the architect of *3Arena* in *Dublin* which was completed in December 2008. | *(3Arena, location, Dublin)* *(3Arena, architect, Populous)* |
|                                                           | *(Trinity, location, Miami)* *(Trinity, architect, Monolith)* |

Figure 2: Selected examples from WebNLG augmented test set.