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Abstract—The $k$-means algorithm is a widely used clustering method in pattern recognition and machine learning due to its simplicity to implement and low time complexity. However, it has the following main drawbacks: 1) the number of clusters, $k$, needs to be provided by the user in advance, 2) it can easily reach local minima with randomly selected initial centers, 3) it is sensitive to outliers, and 4) it can only deal with well separated hyperspherical clusters. In this paper, we propose a Local Density Peaks Searching (LDPS) initialization framework to address these issues. The LDPS framework includes two basic components: one of them is the local density that characterizes the density distribution of a data set, and the other is the local distinctiveness index (LDI) which we introduce to characterize how distinctive a data point is compared with its neighbors. Based on these two components, we search for the local density peaks which are characterized with high local densities and high LDIs to deal with the first two drawbacks of $k$-means. Moreover, we detect outliers characterized with low local densities but high LDIs, and exclude them out before clustering begins. Finally, we apply the LDPS initialization framework to $k$-medoids, which is a variant of $k$-means and chooses data samples as centers, with diverse similarity measures other than the Euclidean distance to fix the last drawback of $k$-means. Combining the LDPS initialization framework with $k$-means and $k$-medoids, we obtain two novel clustering methods called LDPS-means and LDPS-medoids, respectively. Experiments on synthetic data sets verify the effectiveness of the proposed methods, especially when the ground truth of the cluster number $k$ is large. Further, experiments on several real world data sets, Handwritten Pendigits, Coil-20, Coil-100 and Olivetti Face Database, illustrate that our methods give a superior performance than the analogous approaches on both estimating $k$ and unsupervised object categorization.
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1 INTRODUCTION

Clustering methods are important techniques for exploratory data analysis with wide applications ranging from data mining [1], vector quantization [2], dimension reduction [3], to manifold learning [4]. The aim of these methods is to partition data points into clusters so that data in the same cluster are similar to each other while data in different clusters are dissimilar. The approaches to achieve this aim include methods based on density estimation such as DBSCAN [5], mean-shift clustering [6] and clustering by fast search and find of density peaks [7], methods that recursively find nested clusters [8], and partitional methods based on minimizing objective functions such as $k$-means [9], $k$-medoids [10], the EM algorithm [11] and ISODATA [12]. For more information about clustering methods, see [1], [9], [13], [14].

Among partitional clustering methods, the $k$-means algorithm is probably the most popular and most widely studied one [15]. Given a set of $m$ data points $X$ in the Euclidean space with dimensionality $p$ (thus $X \in \mathbb{R}^{p \times m}$) and the number of clusters, $k$, the partitional clustering problem aims to determine a set of $k$ data points in $\mathbb{R}^p$ so as to minimize the mean squared distance from each data point to its nearest center. The $k$-means algorithm solves this problem by a simple iterative scheme for finding a local minimal solution. It is of many advantages, including conceptually simple and easy to implement, linear time complexity and being guaranteed to converge to a local minima (see, e.g. [16], [17], [18], [19]). However, it also has the following four main drawbacks:

1) it requires the user to provide the cluster number $k$ in advance;
2) it is highly sensitive to the selection of initial seeds due to its gradient descent nature;
3) it is sensitive to outliers due to the use of the squared Euclidean distance;
4) it is limited to detecting compact, hyperspherical clusters that are well separated.

Fig. 1(a)-(d) shows the above issues on toy data sets. Many approaches have been proposed to deal with these issues individually. The first issue can be partially remedied by extending the $k$-means algorithm with the estimation of the number of clusters. $x$-means [20] is one of the first such attempts that use the splitting and merging rules for the number of centers to increase and decrease as the algorithm 应.
Fig. 1: Illustration of the drawbacks of k-means ((a)-(d)) and the solution of our methods ((e)-(h)). First row shows the following cases for which k-means fails: (a) k is unreasonably given, (b) the initial seeds (marked by blue o) are improperly selected, (c) the effect of outliers is strong, and (d) the data distribution is non-spherical. Second row shows our solutions: (e) an appropriate k is automatically estimated, (f) the initial seeds that are geometrically close to the center of the clusters are selected, (g) outliers are detected and removed before clustering, and (h) the manifold-based distance is used as the dissimilarity measure instead of the squared Euclidean distance to deal with manifold-distributed clusters.

proceeds. g-means [21] works similarly as x-means except it assumes that the clusters are generated from the Gaussian distributions. dip-means [22], however, only assumes each cluster to admit a unimodal distribution and verifies this by Hartigans’ dip test [23].

To address the second issue of k-means, a general approach is to run k-means repeatedly for many times and then to choose the model with the smallest mean square error. However, this can be time-consuming when k is relatively large. To overcome the adverse effect of randomly selecting the initial seeds, many of adaptive initialization methods have been proposed. The k-means++ algorithm [24] aims to avoid poor quality data partitioning during the restarts and achieves \( O(\log k) \)-competitive results with the optimal clustering. The Min-Max k-means algorithm [25] deals with the initialization problem of k-means by alternating the objective function to be weighted by the variance of each cluster. Methods such as PCA-Part and Var-Part [26] use a deterministic approach based on PCA and a variance of data to hierarchically split the data set into k parts where initial seeds are selected. For many other deterministic initialization methods, see [18], [19], [27] and the references quoted there.

The third drawback of k-means, that is, its sensitivity to outliers, can be addressed by using more robust proximity measure [28], such as the Mahalanobis distance and the \( L_1 \) distance rather than the Euclidean distance. Another remedy for this issue is to detect the outliers and then remove them before the clustering begins. The outlier removal clustering algorithm [29] uses this idea and achieves a better performance than the original k-means method when dealing with overlapping clusters. Other outliers-removing cluster algorithms can be found in [30] and the references quoted there.

The last drawback of k-means that we are concerned with is its inability to separate non-spherical clusters. This issue can be partially remedied by using the Mahalanobis distance to detect hyperellipsoidal clusters. However, it is difficult to optimize the objective function of k-means with non-Euclidean distances. k-medoids [10], as a variant of k-means, overcomes this difficulty by restricting the centers to be the data samples themselves. It can be solved effectively (but slowly) by data partitioning around medoids (PAM) [31], or efficiently (but approximately optimally) by CLARA [31]. In addition, the k-medoids algorithm makes it possible to deal with manifold-distributed data by using neighborhood-based (dis)similarity measures. However, k-medoids also has the first two drawbacks of k-means.

In this paper, we propose a novel method named Local Density Peaks Searching (LDPS) to estimate the number of clusters and to select high quality initial seeds for both k-means and k-medoids. A novel measure named local distinctiveness index (LDI) is proposed to characterize how distinctive a data point is compared with its neighbors. The larger the LDI is, the more locally distinguishable the data point is. Based on the LDI, we characterize the local density peaks by high local densities and high LDIs. A score function is then given with the two measures to quantitatively evaluate the potential of a data point to be a local density peak. Data points with high scores are founded and regarded as local density peaks. By counting the number of local density peaks, a reasonable number of clusters can be obtained for further clustering with k-means or k-medoids. In addition, the local density peaks can also be served as good initial seeds for the k-means or k-medoids clustering algorithm. As a result, the first two drawbacks of k-means or k-medoids are thus remedied.

In analogy with the searching of local density peaks, we
characterize outliers with low local densities but high LDIs. Another score function to quantitatively evaluate the potential of a data point to be an outlier is given. Based on the scores, outliers can be effectively detected. To minimize the effect of outliers, we remove them before clustering begins. Thus, the third issue of k-means is remedied. Fig. 1 (e)-(h) shows the clustering results of our methods compared with the original k-means algorithm.

The remainder of the paper is organized as follows. Section 2 briefly reviews some related works. In Section 3, we give a step by step introduction of our initialization framework for k-means and k-medoids. Two novel clustering algorithms, called LDPS-means and LDPS-medoids, are proposed in Section 4. They are based on the LDPS algorithm together with the k-means and k-medoids clustering algorithms. Section 5 gives a theoretical analysis on the performance of the proposed methods. Experiments on both synthetic and real data sets are conducted in Section 6 to evaluate the effectiveness of the proposed methods. Final conclusions and discussions are given in Section 7.

2 Related works

2.1 The k-means algorithm

Given a data set \( X = \{x^{(i)} \in \mathbb{R}^p | i = 1, 2, \ldots, m \} \), the k-means algorithm aims to minimize the Sum of Squared Error (SSE) with k cluster centers \( C = \{c^{(j)} \in \mathbb{R}^p | j = 1, 2, \ldots, k \} \):

\[
C^* = \arg \min_C \text{SSE}(X|C) = \sum_{i=1}^{m} \sum_{j=1}^{k} s_{ij} d(x^{(i)}, c^{(j)})
\]  

(1)

where \( S = \{s_{ij} | i = 1, 2, \ldots, m; j = 1, 2, \ldots, k \} \) is the assignment index set, \( s_{ij} = 1 \) if \( x^{(i)} \) is assigned to the \( j \)th cluster and \( s_{ij} = 0 \) if otherwise, \( d(x, c) \) is a dissimilarity measure defined by the Euclidean distance \( d(x, c) = \|x - c\|_2 \).

To solve (1), the k-means algorithm starts from a set of \( k \) randomly selected initial seeds \( C^{(0)} \) and iteratively updates the assignment index set \( S \) with

\[
s_{ij} = \begin{cases} 
1, & \text{if } j = \arg \min_{1 \leq l \leq k} d(x^{(i)}, c^{(l)}); \\
0, & \text{otherwise}
\end{cases}
\]  

(2)

and the cluster centers \( C \) with

\[
c^{(j)} = \frac{1}{m_j} \sum_{i=1}^{m} s_{ij} x^{(i)}.
\]  

(3)

Here, \( m_j = \sum_i s_{ij} \) is the number of points that are assigned to the \( j \)th cluster. The update procedure stops when \( S \) has no change or SSE changes very little between the current and previous iterations. Finally, the algorithm is guaranteed to converge [16] at a quadratic rate [17] to a local minima of the SSE, denoted as SSE*.

2.2 Variants of the k-means algorithm

2.2.1 k-medoids

k-medoids [10] has the same objective function (1) as k-means. However, it selects data samples as centers (also called medoids), and the pairwise dissimilarity measure \( d(x, c) \) is no longer restricted to the square of the Euclidean distance. This leads to a slightly different but more general procedure in updating the centers. Specifically, if we denote the indices of the points in the \( j \)th cluster as \( I^{(j)} = \{i | s_{ij} = 1\} \), then k-medoids updates the center indices as

\[
I^{(j)}_j = \arg \min_{i \in I^{(j)}} \sum_{i \in I^{(j)}} d(x^{(i)}, x^{(i)})
\]  

(4)

where \( I^{(j)}_j \) denotes the index of the \( j \)th center, that is, \( c^{(j)} = x^{(I^{(j)}_j)} \). The assignments in k-medoids is updated in the same way as in k-means.

Compared with k-means, k-medoids is capable to deal with diverse data distributions due to its better flexibility of choosing dissimilarity measures. For example, k-means fails to discover the underlying manifold structure of the manifold-distributed data, while k-medoids may be able to do so with manifold-based dissimilarity measures.

2.2.2 x-means and dip-means

x-means [20] is an extension of k-means with the estimation of the number of clusters. It uses the splitting and merging rules for the number of centers to increase and decrease as the algorithm proceeds. During the process, the Bayesian Information Criterion (BIC) [32] is applied to score the modal. The BIC score is defined as follows:

\[
\text{BIC}(M | X) = L(X | M) - \frac{1}{2} \log(m),
\]

where \( L(X | M) \) is the log-likelihood of the data set \( X \) according to the modal \( M \) and \( l = k(p+1) \) is the number of parameters in the modal \( M \) with the dimensionality \( p \) and \( k \) cluster centers. x-means chooses the modal with the best BIC score on the data. The BIC criterion works well only for the case where there are a plenty of data and well-separated spherical clusters.

Dip-means [22] is another extension of k-means with the estimation of the number of clusters. It assumes that each cluster admits a unimodal distribution which is verified by Hartigans’ dip test. The dip test is applied in each split candidate cluster with a score function

\[
\text{score}_j = \begin{cases} 
\frac{1}{|v_j|} \sum_{x \in v_j} \text{dip}(F^\alpha(x)) & |v_j| \geq v_{thd} \\
0 & \text{otherwise}
\end{cases}
\]

Here, \( v_j \) is the set of split viewers, \( \alpha \) is a statistic significant level for the dip test. The candidate with the maximum score is split in each iteration. It works well when the data set has various structural types. However, it would underestimate \( k \) when the clusters are closely adjacent.

2.2.3 k-means++

k-means++ is a popular variant of k-means with adaptive initialization. It randomly selects the first center and then sequentially chooses \( x \in X \) to be the \( j \)th (\( 2 \leq j \leq k \)) center with probability \( D(x)^2 / (\sum_{x'} D(x')^2) \), where \( D(x) \) is the minimum distance from \( x \) to the closest center that we have already chosen. The capability of the method is reported to be \( O(\log k) \)-competitive with the optimal clustering.
2.3 Clustering by fast search and find of density peaks

Clustering by fast search and find of density peaks (CFSFDP) [7] is a novel clustering method. It characterizes a cluster center with a higher density than its neighbors and with a relatively large distance from other points with high densities. The density \( \rho_i \) of \( x^{(i)} \) is defined as

\[
\rho_i = \sum_{j=1}^{m} \chi(d_{ij} - d_c)
\]

(5)

where \( \chi(z) = 1 \) if \( z < 0 \) and \( \chi(z) = 0 \) if otherwise, \( d_{ij} \) is the distance between \( x^{(i)} \) and \( x^{(j)} \) and \( d_c \) is a cutoff distance. Intuitively, \( \rho_i \) equals to the number of the points whose distance from \( x^{(i)} \) is less than \( d_c \). Another measure \( \delta_i^g \), which we call the global distinctiveness index (GDI), is the minimum distance between \( x^{(i)} \) and any other points with high densities:

\[
\delta_i^g = \min_{j: \rho_j > \rho_i} d_{ij}.
\]

(6)

For the point with the peak density, its GDI is defined as \( \delta_i^g = \max_j d_{ij} \). Only those points with relatively high local densities and high GDI are considered as cluster centers. By combining the local density and GDI, a possible way of choosing the cluster centers is to define

\[
\gamma_i = \rho_i \cdot \delta_i^g
\]

and then to choose the points with high values of \( \gamma \) to be the centers. After the cluster centers are determined, each of the remaining points is assigned to the cluster if it is the nearest neighbor of the cluster center with a higher density.

Though the CFSFDP method is simple, it is powerful to distinguish clusters with distinct shapes. In addition, it is insensitive to outliers due to a cluster halo detection procedure. However, CFSFDP also has some disadvantages, such as: 1) it does not give a quantitative measure of how to choose the cluster centers automatically, 2) its assignment step is not clear compared with the \( k \)-means and \( k \)-medoids algorithms, 3) it is sensitive to the parameter \( d_c \), and 4) it cannot serve as an initialization method for \( k \)-means or \( k \)-medoids when the number \( k \) of the clusters is given in advance.

3 Local density and LDI based initialization for \( k \)-means-like methods

In this section, we propose an initialization framework for the \( k \)-means and \( k \)-medoids algorithms. Fig. 2 illustrates the overall diagram for the clustering framework, where Part I is the initialization framework. We first introduce two basic measures: one is the local density and the other is the local distinctiveness index (LDI). Based on these two measures, we propose a local density peaks searching algorithm to find the local density peaks, which can be used to estimate the number \( k \) of clusters as well as to serve as the initial seeds for \( k \)-means or \( k \)-medoids. In addition, outliers can be detected and removed with the help of the measures. Below is a detailed description of the proposed method.

3.1 Local density and local distinctiveness index

Local density characterizes the density distribution of a data set. We use the kernel density estimation (KDE) [33] to compute the local densities. Suppose the samples \( X \) are generated from a random distribution with an unknown density \( f \). Then KDE of \( f \) at the point \( x^{(i)} \) is given by

\[
\rho_i = \hat{f}(x^{(i)}) = \frac{1}{mh} \sum_{j=1}^{m} K(d_{ij} / h),
\]

(7)

where \( h \) is a smoothing parameter called bandwidth, \( d_{ij} \) is the distance between \( x^{(i)} \) and \( x^{(j)} \), and \( K(z) (z \in \mathbb{R}) \) is a kernel function satisfying that 1) \( K(z) \geq 0 \), 2) \( \int K(z)dz = 1 \) and 3) \( K(-z) = K(z) \). A popular choice for the kernel function is the standard Gaussian kernel:

\[
K(z) = \frac{1}{\sqrt{2\pi}} \exp\left(-\frac{z^2}{2}\right).
\]

(8)

It is known that the Gaussian kernel is smooth. In addition, compared with the uniform kernel \( K(z) = 1/(b-a)I_{a \leq z \leq b} \) which is used in [7] (see (5)), the Gaussian kernel has a relatively higher value when \( |z| \) is small and thus keeps more local information near zero. In what follows, we will use the Gaussian kernel.

Based on the local density, we propose a new measure called the local distinctiveness index (LDI) to evaluate the distinctiveness of the point \( x^{(i)} \) compared with its \( r \)-neighbors.
\(N_r(x^{(i)}) = \{x^{(j)} | 0 < d_{ij} \leq r\}.\) We first define the local dominating index set (LDIS):

\[
\text{LDIS}(x^{(i)}) = \{j | x^{(j)} \in N_r(x^{(i)}) \text{ and } \rho_j > \rho_i\}.
\]

Intuitively, LDIS\((x^{(i)})\) indicates which of the points in the \(r\)-neighbors of \(x^{(i)}\) dominates \(x^{(i)}\) with the local density measure. Based on LDIS, we can define LDI as follows:

\[
\delta_i^l = \begin{cases} 
1 & \text{if } \text{LDIS}(x^{(i)}) = \emptyset, \\
\min_{j \in \text{LDIS}(x^{(i)})} d_{ij}/r & \text{elsewise}.
\end{cases}
\]

where \(\emptyset\) denotes the empty set.

With the definition (9), \(\delta_i^l\) lies in \((0, 1]\). The point \(x^{(i)}\) has the biggest LDI if its LDIS is empty, which means that \(x^{(i)}\) is not dominated by any other point, that is, either \(N_r(x^{(i)})\) is empty or \(\rho_j \leq \rho_i\) for any \(j \in N_r(x^{(i)})\). For any other point, its LDI is computed as the minimal distance between the point and the dominating points, divided by the local parameter \(r\). When \(r\) is set to be larger than \(d^* = \max_{i,j} d_{ij}\), the LDI will degenerate to the GDI since \(N_r(x^{(i)}) = X\) for any \(x^{(i)}\). Thus, LDI is a generalization of GDI. However, LDI characterizes the local property of the data distribution, but GDI does not give us any local information of the data distribution. Fig. 3 shows the difference between GDI and LDI. The GDI of the point with the highest density is defined as the global maximum distance between the point and all other points, and GDIs of the other points are defined by their maximum distance to the points with higher densities. Thus, even though two points have similar highest local densities within their neighborhoods, their GDIs may have a big difference. We call this phenomenon as the dominant effect of GDI (see Fig. 3(a)-(b)). Fortunately, the dominant effect of GDI can be eliminated by using LDI with the appropriate choice of the parameter \(r\) since LDI of a point is only affected by the points within its \(r\)-neighborhood (see Fig. 3(c)). Thus, LDI will be quantitatively more distinctive than GDI when the number of clusters is large.

### 3.2 Local density peaks searching

In the CFSDP algorithm, a density peak is characterized by both a higher density than its neighbors and a relatively large distance from the points with higher densities. We use the similar idea to search for the local density peaks by assuming that a local density peak should have a high local density and a large local distinctiveness index. Fig. 4 gives an intuitive explanation of how this works.

To find the local density peaks, we introduce a quantitative measure \(\gamma_c\) to evaluate the potential of a point to be a local density peak. \(\gamma_c\) is defined as

\[
\gamma_i^c = \left(1 - \frac{1}{2}(1 - \bar{\rho}_i)^2 - \frac{1}{2}(1 - \delta_i^l)^2\right)^2
= \left(1 - \frac{1}{2}(1 - \bar{\rho}_i)(1 - \bar{\rho}_i) - \frac{1}{2}(\bar{\rho}_i - \delta_i^l)^2\right)^2.
\]

Here, \(\bar{\rho}_i = \rho_i/\max \rho_i\) is the normalized local density.

By definition (10), \(\gamma_i^c\) lies in \([0, 1]\) and is an increasing function of \(\rho\) and \(\delta_i^l\). Further, the term I in the second equation in the definition (10) is used for selecting the high local density and high LDI points. For instance, the point with a high density (\(\bar{\rho} > 0.9\)) and a high LDI (\(\delta_i^l > 0.9\)) will have the \(\gamma^c\) value being close to 1. On the contrary, the point with a low local density (\(\bar{\rho} < 0.1\)) and a low local LDI (\(\delta_i^l < 0.1\)) will have the \(\gamma^c\) value being close to 0. The term II in the second equation in the definition (10) is to balance the influence of the local density and LDI. As a consequence, the points with balanced local densities and LDIs are preferred. For example, \(\gamma_i^c|\bar{\rho}=0.5,\delta_i^l=0.6\) equals to 0.64, which is much greater than \(\gamma_i^c|\bar{\rho}=1,\delta_i^l=0.1\) that equals to 0.36.

We now analyze the local density and LDI distribution in Fig. 4. First, the point which lies in the centroid of a cluster will have the highest local density and LDI and thus is regarded as a local density peak. Secondly, points which are close to the centroid will have high local densities and low LDIs since their LDISs all include the local density peaks. To have relatively low local densities. Quantitatively, the local density peaks in a local area will have high \(\gamma^c\) values, but the other points will have relatively much smaller \(\gamma^c\) values by the definition (10). Thus, there should have a big gap in
 terms of the $\gamma^c$ value between the local density peaks and the other points around the local density peaks. By observing the gap, the local density peaks can be found. Based on the above discussion, we propose the Local Density Peaks Searching (LDPS) algorithm which is stated in Algorithm 1.

**Algorithm 1** The LDPS Algorithm

**Input**: dissimilarity matrix $D$, bandwidth $h$ and local parameter $r$

**Output**: $I_{ldp}$ and $\tau^*$

1. Compute local densities $\rho$ with (7)
2. Compute local distinctiveness index $\delta^l$ by (9)
3. Compute $\gamma^c$ with $\rho$ and $\delta^l$ by (10)
4. Sort $\gamma^c$ with the descending order:
   $$\{\gamma^{cs}, I^{cs}\} = \text{sort}(\gamma^c | \text{"descend order")}$$
5. Compute the gaps $\tau$ (negative difference of $\gamma^{cs}$):
   $$\tau_i = - (\Delta \gamma^{cs})_i = \gamma^{cs}_i - \gamma^{cs}_{i+1}$$
6. Observe the biggest gap and decide the number of the local density peaks:
   $$k = \arg \max_i \tau_i$$
7. Search for the local density peaks with indices:
   $$I_{ldp} = \bigcup_{i=1}^{k} \{I^{cs}_i\}$$
8. Compute the maximum gap of the $\gamma^c$ value between the local density peaks and the other points:
   $$\tau^* = \tau_k$$
9. return $I_{ldp}$ and $\tau^*$

In Algorithm 1, $\gamma^{cs}$ is the sorted vector of $\gamma^c$ with the descending order, $I^{cs}$ is the sorted index, that is, $\gamma^{cs}_i = \gamma^c_i$, and $\Delta$ is the numerical difference operator:

$$\Delta f(z_j) = \frac{f(z_{j+1}) - f(z_j)}{z_{j+1} - z_j}.$$  

### 3.3 Estimating $k$ via local density peaks searching

$k$-means and $k$-medoids require the number $k$ of the clusters as an input. However, it is not always easy to determine the best value of $k$ [20]. Thus, learning $k$ is a fundamental issue for the clustering algorithms. Here, we use the LDPS algorithm for estimating $k$ which is equal to the number of the local density peaks.

$\tau^*$ in Algorithm 1 is the minimum gap of the $\gamma^c$ value between the selected local density peaks and the other points and thus treated as a measure of how distinctive the local density peaks are. The bigger the value of $\tau^*$ is, the better the estimated $k$ will be. If the resulting $\tau^*$ is too small, the procedure for estimating $k$ will fail. In this case, we set the estimated $k$ as $-1$.

Compared with $x$-means and $dip$-means which are incremental methods that use the splitting/merging rules to estimate $k$, our method does not have to split the data set into subsets and is thus fast and more stable. Further, CFSFDP uses the two-dimensional $\rho$-$\delta^l$ decision graph (see Fig. 3(b)) together with manual help to select the cluster centers, while our method estimates $k$ quantitatively and automatically without any manual help.

### 3.4 Selecting initial seeds with local density peaks

Choosing appropriate initial seeds for the cluster centers is a very important initialization step and plays an essential role for $k$-means and $k$-medoids to work properly. Here, we assume that we have already known the true number $k$ of the clusters (either given by the user or estimated by using the LDPS algorithm). Let us denote by $k^*$ the true number of the clusters used for the clustering algorithms.

If the true number $k^*$ of the clusters is not given in advance by the user, we use the estimated $k$ to be $k^*$. In addition, we take the local density peaks $\{x^{(i)} | i \in I_{ldp}\}$ obtained by the LDPS algorithm to be the initial seeds. In fact, we select the first $k^*$ elements with the leading $\gamma^c$ values as the initial seeds, that is,

$$I^* = \bigcup_{i=1}^{k^*} \{I^{cs}_i\},$$

where $I^*$ is the indices of the initial seeds.

Geometrically, the initial seeds found by (11) will have relatively high local densities as well as high LDIs. Thus, they avoid being selected as outliers (due to the high local densities) and avoid lying too close to each other (due to the high GDIs). As a result, these initial seeds can lead to very fast convergence of the $k$-means algorithm when the clusters are separable. This advantage will be verified by the experiments in Section 6.

### 3.5 Outliers detection and removal

Outliers detection and removal can be very useful for $k$-means to work stably. Here, we develop a simple algorithm to detect and remove the outliers, based on the local density and LD. First, we define the $\gamma^o$ value as follows:

$$\gamma^o_i = \left(1 - \frac{1}{2} \sigma_i^2 - \frac{1}{2} (1 - \delta_i)^2 \right)^2.$$  

This definition is very similar to that of $\gamma^c$ except that $\gamma^o$ is a decreasing function of $\rho$ and $\gamma^c$ is increasing with $\rho$ increasing. The points with low densities but high LDIs will get high $\gamma^o$ values and are thus regarded as outliers.
Secondly, we use a threshold of \( \gamma_o \), denoted by \( \gamma_o' \), to detect the outliers with the principle that \( \gamma_o' \) of the outliers should be greater than \( \gamma_o' \). For example, if we set \( \gamma_o' = 0.95 \), then the points with \( \bar{\rho} < 0.1 \) and \( \delta_l > 0.8 \) will have the \( \gamma_o' \) values being greater than 0.95. Thus, they are treated as outliers. The set of outliers and the set of the corresponding indices are denoted as \( X^o \) and \( I^o \), respectively. The other points with higher densities or lower LDIs will get relatively smaller values of \( \gamma_o' \) and therefore will be treated as normal samples.

Finally, we remove the outliers from the data set \( X \) before \( k \)-means proceeds, that is, setting \( X = X \setminus X^o = \{ x^{(i)} | 1 \leq i \leq m \text{ and } i \notin I^o \} \).

3.6 Model selection for the LDPS algorithm

The accuracy of the estimation of \( k \) obtained by the LDPS algorithm depends heavily on the bandwidth \( h \) for the local density estimation and the neighborhood size \( r \) for the computation of LDL. Denote by \( \theta = (h, \tau) \) the (normalized) parameters, where \( h = h/d^* \) and \( \tau = r/d^* \). Fig. 5(a) shows the results of the LDPS algorithm with different parameters \( \theta \) on the R15 data set. As seen in Fig. 5(a), the estimated \( k \) is equal to the ground truth \( k^* \) only when the parameters \( \theta \) are properly selected.

There are no explicit solutions for the optimization problem (13). A practical way of solving this problem approximately will be the grid search method [34], in which various pairs of the \((h, \tau)\) values are tried and the one that results in the maximum \( \tau^* \) is picked. Due to the local property of the density estimation and LDL, \( h \) and \( \tau \) are generally set to lie in a small range such as \((0.02, 0.2)\) and \([0.05, 0.5]\), respectively. Take the R15 data set as an example, we equally split \( h \) and \( \tau \) into 10 fractions, respectively and then use a grid search procedure to maximize \( \tau^* \). The maximum gap we get is \( \tau^* = 0.53 \) with \( \theta = (0.02, 0.1) \).

4 LDPS-means and LDPS-medoids

In the previous section, we proposed the LDPS algorithm for initializing \( k \)-means and \( k \)-medoids. For \( k \)-means, the input dissimilarity matrix \( D \) is the square of the Euclidean distance. For \( k \)-medoids, any kind of dissimilarity matrix \( D \) can be used as input. In view of this difference, they use different procedures for updating the cluster centers.

In this section, we propose two novel clustering algorithms, LDPS-means (Algorithm 2) and LDPS-medoids (Algorithm 3), as a combination of the LDPS initialization algorithm (Algorithm 1) with the clustering procedures of \( k \)-means and \( k \)-medoids, respectively. Their clustering framework is implemented as in Fig. 2.

Algorithm 2 The LDPS-means Algorithm

Input: \( X \), \( k^* \) (optional), \( h \), \( r \), \( \gamma^o_i \)
Output: \( C^o \), \( X^o \), and \( \tau^* \)
1: Perform the LDPS algorithm to get \( \rho \), \( \delta^l \), \( I_{ldp} \) and \( \tau \)
2: if \( k^* \) is not given then
3: \( k \) with \( k = |I_{ldp}| \), and set \( k^* = k \)
4: end if
5: Select \( k^* \) initial seeds with indices \( I^* \) by (11)
6: Compute \( \tau^* \):
\[
\tau^* = \tau^*_{o^*}.
\]
7: Detect outliers \( X^o \) \( \gamma^o_i \)
8: Remove the outliers: \( X = X \setminus X^o \)
9: while not converging do
10: Compute assignments \( S \) by (2)
11: Update the centers \( C \) by (3)
12: end while
13: return \( C^* = C \), \( X^o \) and \( \tau^* \)

LDPS-means is a powerful method to deal with spherically distributed data. However, it is unable to separate non-spherically distributed clusters. LDPS-medoids can deal with this issue by choosing appropriate dissimilarity measures. In the next subsection, we will discuss how to choose an appropriate dissimilarity measure for the LDPS-medoids algorithm.

4.1 Dissimilarity measures for LDPS-medoids

A dissimilarity measure is the inverse of a similarity measure [35], which is a real-word function that quantifies the similarity between two objects. It can be viewed as a kind of distance without satisfying the distance axioms. It assesses the dissimilarity between data samples, and the larger it is, the less similar the samples are.
Choosing appropriate dissimilarity measures for clustering methods is very crucial and task-specific. The (square of) Euclidean distance is the most commonly used dissimilarity measure and suitable to deal with spherically distributed data. The Mahalanobis distance is a generalization of the Euclidean distance and can deal with hyper-ellipsoidal clusters. If the dissimilarity measure is the $L_1$ distance, $k$-medoids will get the same result as $k$-median [36]. For manifold distributed data, the best choice for dissimilarity measures would be the manifold distance [37] which is usually approximated by the graph distance based on the $c$-neighborhood or the $t$-nearest-neighborhood ($t$-nn). Graph-based $k$-means [38] uses this measure. For images, one of the most effective similarity measures may be the complex wavelet structural similarity (CW-SSIM) index [39], which is robust to small rotations and translations of images. In [40], a combination of the manifold assumption and the CW-SSIM index is used for constructing a new manifold distance named geometric CW-SSIM distance, which shows a superior performance for visual object categorization tasks. Other cases include the cosine similarity which is commonly used in information retrieval, defined on vectors arising from the bag of words modal. In many machine learning applications, kernel functions such as the radial basis function (RBF) kernel can be viewed as similarity functions.

In the section on experiments, whenever manifold-based dissimilarity measures are needed, we always use $t$-nn as the neighborhood constructor for approximating the manifold distance. $t$ is generally set to be a small value such as 3, 5 and 8.

## 5 Performance Analysis

In this section, we analyze the performance of the local density and LDI based clustering methods. To simplify the analysis, we make the following assumptions:

1) the clusters are spherical-distributed,
2) each cluster has a constant number ($m_0$) of data points,
3) the clusters are non-overlapping and can be separated by $k$-means with appropriate initial seeds.

We use both the final SSE and the number of iterations (updates) as criteria to assess the performance of $k$-means and LDPS-means. Under the above assumptions, we have the following results.

**Theorem 1.** Under Assumptions 1)-3) above, the average number of repeats that $k$-means needs to achieve the competitive performance of LDPS-means is $O(c^k)$.

Here, competitive means both good final SSE and less number of iterations. See Appendix for the proof.

We now analyze the time complexity of $k$-means to achieve the competitive performance of LDPS-means. The time complexity of LDPS-means is $O(m^2p + nkp) = O(m^2p)$. The time complexity of $k$-means to achieve the competitive performance of LDPS-means is $O(E(#repeats) \cdot nkp)$. This is summarized in the following theorem.

**Theorem 2.** Under Assumptions 1)-3) above, the time complexity of $k$-means to achieve the competitive performance of LDPS-means is $O(e^k/m_0)$.

Note that $k$ and $m_0$ do not depend on each other. Thus, compared with $k$-means, LDPS-means is superior in time complexity when $k$ is much larger compared with $\log(m_0)$.

The above theorems are also true for $k$-medoids and LDPS-medoids, and in this case, the assumption 1) is not needed.

## 6 Experiments

In this section, we conduct experiments to evaluate the effectiveness of the proposed methods. The experiments mainly consist of two parts: one is for evaluating the performance of the LDPS algorithm in estimating $k$ and the other is the clustering performances of LDPS-means and LDPS-medoids obtained by the deterministic LDPS initialization algorithm (Algorithm 1). We also evaluate the effect of the outliers detection and removal procedure on the performance of the clustering algorithm.

All experiments are conducted on a single PC with Intel i7-4770 CPU (4 Cores) and 16G RAM.

### 6.1 The compared methods

In the first part on estimating $k$, we compare the LDPS method with $x$-means, dip-means and CFSDFP on the estimation of the cluster number $k$. The $x$-means is parameter-free. For dip-means, we set the significance level $\alpha = 0$ for the dip test and the voting percentage $v_{thd} = 1\%$ as in [22]. For CFSDFP, we follow the suggestion in [7] to choose $d$, so that the average number of neighbors is around 1% to 2% of the total number of data points in the data set. Formula (13) is used to estimate the parameters in the LDPS algorithm. We denote LDPS with the square of the Euclidean distance and the manifold-based dissimilarity measure as LDPS(E) and LDPS(M), respectively.

In the clustering part, we compare the clustering performance of LDPS-means and LDPS-medoids with $k$-means and $k$-medoids, respectively.

---

**Algorithm 3** The LDPS-medoids Algorithm

**Input:** $D$, $k^*$ (optional), $h$, $r$, $\gamma_t$

**Output:** $I^*$, $I^0$ and $\tau^*$

1. Perform the LDPS algorithm to get $\rho$, $\delta^t$, $I_{dp}$ and $\tau$
2. if $k^*$ is not given then
3. Estimate $k$ with $k = |I_{dp}|$, and set $k^* = k$
4. end if
5. Select $k^*$ initial seeds with indices $I^*$ by (11);
6. Compute $\tau^*$:
7. Detect outliers with indexes $I^o$
8. Remove the outliers: $D = (d_{ij})_{i,j \notin I^*}$
9. while not converging do
10. Compute assignments $S$ by (2)
11. Update the medoids by (4)
12. end while
13. return $I^* = I^*, I^0$, and $\tau^*$
6.2 The data sets

6.2.1 Overview of the data sets

We use both synthetic data sets and real world data sets for evaluation. Four different kinds of synthetic data sets are used: the A-sets [41] have different numbers of clusters, \( k \), the S-sets [42] have different data distributions, the Dim-sets vary with the dimensionality \( p \) and the Shape-sets [7] are of different shapes. They can be downloaded from the clustering datasets website. We made certain modifications on the S-sets and Dim-sets since these two sets are easy to be separated. More details can be found in Section 6.4. The real world data sets include Handwritten Pendigits [43], Coil-20 [44], Coil-100 [45] and Olivetti Face Database [46].

6.2.2 Attribute normalization

In clustering tasks, attribute normalization is an important preprocessing step to prevent the attributes with large ranges from dominating the calculation of the distance. In addition, it helps to get more accurate numerical computations. In our experiments, the attributes are generally normalized into the interval [0, 1] using the min-max normalization. Specifically,

\[
(x_i^{(j)})_{\text{normalized}} = \frac{x_i^{(j)} - x_j^{\text{min}}}{x_j^{\text{max}} - x_j^{\text{min}}}
\]

where \( x_i^{(j)} \) is the \( j \)-th attribute of the data point \( x^{(i)} \), \( x_j^{\text{min}} = \min_j x_j^{(i)} \) and \( x_j^{\text{max}} = \max_j x_j^{(i)} \). For gray images whose pixel values lying in \([0, 255]\), we simply normalize the pixels by dividing 255.

6.3 Performance criteria

For estimating \( k \), we use the simple criterion that the better performance is achieved when the estimated \( k \) is close to the ground truth \( k^* \).

For the task of clustering the synthetic data sets, three criteria are used to evaluate the performance of initial seeds: 1) the total CPU time cost to achieve \( \text{SSE}^* \), 2) the number of repeats (#repe) needed to achieve \( \text{SSE}^* \) and 3) the number of assignment iterations (#iter) when \( \text{SSE}^* \) is achieved in the repeat. We first run LDPS-means to get an upper bound for \( \text{SSE}_k \), denoted as \( \text{SSE}_k^* \). We then run \( k \)-means repeatedly and sequentially up to 1000 times and record the minimal \( \text{SSE}_k \), which is denote by \( \text{SSE}_k^* \). During this process, once \( \text{SSE}_k^* \) is smaller than \( \text{SSE}_{k_0}^* \), we record the current number of repeats as #repe and the number of iterations in this repeat as #iter. Otherwise, #repe and #iter are recorded when the minimal \( \text{SSE}_k \) is achieved within the whole 1000 repeats. The same strategy is used to record the results of \( k \)-means++, whose minimal \( \text{SSE}_k \) is denoted as \( \text{SSE}_{k_0}^* \). Records of CPU time, #iter, #repe, \( \text{SSE}_k^* \) and \( \text{SSE}_{k_0}^* \) are averaged over the 1000 duplicate tests to reduce the randomness.

On the real world data sets, we consider the unsupervised classification task [47]. Three criteria are used to evaluate the clustering performance of the comparing algorithms by comparing the learned categories with the true categories. First, each learned category is associated with the true category that accounts for the largest number of the training cases in the learned category and thus the error rate \( r_e \) can be computed. The second criterion is the rate of true association \( r_t \), which is the fraction of pairs of images from the same true category that were correctly placed in the same learned category. The last criteria is the rate of false association \( r_f \), which is the fraction of pairs of images from different true categories that were erroneously placed in the same learned category. The better clustering performance is characterized with a lower value for \( r_e \) and \( r_f \) but a higher value for \( r_t \).

| Data Sets | \( x \)-means | \( d_p \)-means | CFSFDP | LDPS(E) | LDPS(M) |
|-----------|-------------|-------------|--------|--------|--------|
| (a). A-sets | \( A_0 (k^* = 5) \) | 1 | 5 | 5 | 5 | 5 |
| | \( A_1 (k^* = 20) \) | 2 | 14 | 20 | 20 | 20 |
| | \( A_2 (k^* = 35) \) | 1 | 30 | 35 | 35 | 35 |
| | \( A_3 (k^* = 50) \) | 1 | 47 | 50 | 50 | 50 |
| (b). S-sets | \( S_1 (\sigma = 0.002, k^* = 50) \) | 1 | 47 | 50 | 50 | 50 |
| | \( S_2 (\sigma = 0.004, k^* = 50) \) | 1 | 43 | 50 | 50 | 50 |
| | \( S_3 (\sigma = 0.006, k^* = 50) \) | 1 | 35 | 42 | 50 | 50 |
| | \( S_4 (\sigma = 0.008, k^* = 50) \) | 1 | 30 | 35 | 50 | 50 |
| (c). Dim-sets | \( D_1 (p = 3, k^* = 50) \) | 1 | 11 | 41 | 50 | 50 |
| | \( D_2 (p = 6, k^* = 50) \) | 1 | 1 | 37 | 47 | 50 |
| | \( D_3 (p = 9, k^* = 50) \) | 1 | 1 | 30 | 48 | 50 |
| | \( D_{15} (p = 12, k^* = 50) \) | 50 | 1 | 25 | 47 | 50 |
| (d). Shape-sets | Crescent \( (k^* = 2) \) | 8 | 2 | 3 | 2 |
| | Flame \( (k^* = 2) \) | 1 | 1 | 7 | 4 | 2 |
| | Path-based \( (k^* = 3) \) | 44 | 5 | 2 | 2 | 3 |
| | Spiral \( (k^* = 3) \) | 1 | 2 | 3 | 3 |
| | Compound \( (k^* = 6) \) | 3 | 3 | 9 | 10 | 7 |
| | Aggregation \( (k^* = 7) \) | 1 | 2 | 4 | 10 | 9 | 6 |
| | R15 \( (k^* = 15) \) | 1 | 8 | 15 | 15 | 15 |
| | D31 \( (k^* = 31) \) | 1 | 22 | 31 | 31 | 31 |

1. http://cs.joensuu.fi/sipu/datasets/

TABLE 1

Results of the estimated \( k \) on the synthetic data sets. (a) The A-sets have different numbers of clusters. (b) The S-sets vary with the complexity of the data distribution. (c) The Dim-sets lie in the Euclidean space \( \mathbb{R}^p \) with the varying dimensionality \( p \). (d) The Shape-sets have different shapes.
TABLE 2
Clustering performance comparison on the A-sets with different numbers of clusters, where “time” stands for the total CPU time cost in seconds, \# iter = the number of iterations when the optimal SSE is achieved, \# repe = the number of repeats needed to achieve the optimal SSE and SSE* = the optimal SSE.

| Data Sets | k-means | k-means++ | LDPS-means |
|-----------|---------|-----------|------------|
|           | time (s) | \# iter | SSE\_ | time (s) | \# iter | SSE\_ | time (s) | \# iter | SSE\_ |
| A\_1      | 0.005   | 9.3     | 1.4   | 7.65     | 0.05   | 7.8    | 1.2   | 7.61     | 0.17   | 4     | 7.61 |
| A\_2      | 0.5     | 15.7    | 76.2  | 6.75     | 1.48   | 14.4   | 23.9  | 6.75     | 1.36   | 2     | 6.75 |
| A\_3      | 101.6   | 15.6    | 4053  | 7.70     | 429    | 12.1   | 219   | 7.54     | 3.49   | 2     | 7.54 |
| A\_4      | 275.5   | 13.7    | 7411  | 7.78     | 2036   | 10     | 4612  | 7.08     | 6.94   | 2     | 6.99 |

TABLE 3
Clustering performances on S-sets and Dim sets with varying complexity of data distribution and with varying dimensionality, respectively. The meanings of the criteria are the same as that in TABLE 2.

| Data Sets | k-means | k-means++ | LDPS-means |
|-----------|---------|-----------|------------|
|           | time (s) | \# iter | SSE\_ | time (s) | \# iter | SSE\_ | time (s) | \# iter | SSE\_ |
| S\_1      | 69.7    | 9.2     | 3972  | 3.21     | 728    | 4.6    | 2590  | 1.98     | 3.09   | 2     | 1.98 |
| S\_2      | 129     | 15      | 5486  | 4.61     | 1148   | 8.6    | 3967  | 4.03     | 3.39   | 2     | 3.97 |
| S\_3      | 142     | 16.7    | 5149  | 6.19     | 1027   | 11.8   | 3482  | 5.80     | 3.26   | 3     | 5.73 |
| S\_4      | 486     | 17.5    | 6038  | 7.23     | 654    | 16.5   | 2207  | 7.20     | 3.29   | 4     | 7.20 |
| S\_5      | 132     | 11.7    | 5653  | 16.3     | 1675   | 7.2    | 5789  | 15.1     | 3.63   | 3     | 14.6 |
| S\_6      | 111     | 16.3    | 3688  | 221      | 276    | 14     | 923   | 219      | 3.15   | 6     | 221 |
| D\_1      | 140     | 13      | 5418  | 334      | 1245   | 11.3   | 4105  | 323      | 3.03   | 15    | 312 |
| D\_12     | 121     | 12.5    | 4566  | 650      | 291    | 10.2   | 953   | 630      | 3.13   | 7     | 639 |

(a) Crescent  (b) Flame  (c) Path-based  (d) Spiral
(e) Compound  (f) Aggregation  (g) R15  (h) D31

Fig. 6. Visualization of the clustering results on the Shape-sets by LDPS-medoids. Points marked with “◦” and “+” are initial seeds and the final centroids, respectively. Points marked with “×” are detected outliers. LDPS-medoids correctly detected the outliers in the Flame set and most of the outliers in the Compound set.

6.4 Experiments on synthetic data sets
We use four kinds of synthetic data sets. The A-sets contains three two-dimensional sets A\_1, A\_2 and A\_3 with different numbers of circular clusters (k\_ = 20, 35, 50). Each cluster has 150 data points. We generate a new set A\_0 by selecting five clusters from A\_1 with the labels 1 – 5.

The S-sets S\_1 to S\_4 are composed of the data points sampled from two-dimensional Gaussian clusters \(N(\mu, \Sigma)\), with 100 data points in each cluster. Their centers are the same as that of the min-max normalized A\_3 set. We set \(\Sigma = \sigma \cdot I_2\), with \(\sigma\) being 0.002, 0.004, 0.006 and 0.008, respectively, where \(I_2\) is the identity matrix in \(\mathbb{R}^2\).

We also generate four Dim-sets D\_p with the dimensionality p = 3, 6, 9, 12. The Dim-sets are Gaussian clusters that distribute in multi-dimensional spaces. Each of them has 50 clusters with 100 data samples in each cluster. The first two-dimensional projection of their cluster centers are the same as that of the min-max normalized A\_3 set. The axes in the other dimensions of the cluster centers are randomly distributed. Their covariances are set to be \(\sigma \cdot I_p\), with \(\sigma = 0.001, 0.004, 0.007, 0.01\), respectively, where \(I_p\) is the
The Shape-sets consist of 8 sets with different shapes (see Fig. 6). Six of them are the Flame set ($k^*=2$), the Spiral set ($k^*=3$), the Compound set ($k^*=6$), the Aggregation set ($k^*=7$), the R15 set ($k^*=15$) and the D31 set ($k^*=31$). We generate two new Shape-sets, the Crescent shape set ($k^*=2$) and the Path-based set ($k^*=3$).

| TABLE 4 |
|———|———|———|———|———|
| x-means | large $k$ | high $σ$ | large $p$ | shapes |
| dip-means | × | × | × | × |
| CFSFDP | ✓ | ✓ | × | × |
| LDPS(E) | ✓ | ✓ | ✓ | × |
| LDPS(M) | ✓ | ✓ | ✓ | ✓ |

6.4.1 Performance on the estimation of $k$

The results of the estimated $k$ are summarized in TABLE 1. From this table it is seen that $x$-means fails to split on most of the data sets but it gets the correct result for the $D_{12}$ set. dip-means gets better results than $x$-means in most of the cases, but it underestimated $k$ for most of the data sets. In particular, dip-means fails to detect any valid cluster in $D_{60}$, $D_{90}$ and $D_{12}$ due to the relatively high dimensionality. CFSFDP gets better results than dip-means on most of the data sets. Though CFSFDP underestimated $k$ for the sets $A_3$, $S_3$, $S_4$ and all the Dim-sets, it gets a very good estimation of $k$ (very close to the true cluster number $k^*$) on the Shape-sets. Note that CFSFDP fails on the Flame set, the Compound set and the Aggregation set. This is slightly different from the results reported in [7]. It should be pointed out that the results reported in [7] can be achieved with a very careful selection of parameters and with a prior knowledge on the data distribution, which we did not consider in this paper.

LDPS(E) works very well on most of the data sets. Compared with CFSFDP, ldps-means obtained the correct $k$ on $A_3$, $S_3$ and $S_4$ and a very close $k$ to $k^*$ on the Dim-sets. Compared with the other comparing methods, LDPS(M) obtained the best results due to its use of LDI and manifold-based dissimilarity measure. Compared with LDPS(E), LDPS(M) shows its superiority in learning $k$ when dealing with the Shape-sets.

Based on the above analysis, we summarize the ability of the comparing methods for estimating $k$ on the synthetic data sets in TABLE 4.

6.4.2 Clustering performance

We first compare the clustering performance of LDPS-means with $k$-means and $k$-means++ on the $A$-sets to verify the result of Theorem 1. The experimental results are listed in TABLE 2. As shown in TABLE 2, the clustering performance of LDPS-means is getting much better as $k$ increases. On the sets $A_2$ and $A_3$, LDPS-means outperforms $k$-means and $k$-means++ greatly. This is consistent with Theorem 1.

We then conduct experiments on $S$-sets and Dim-sets to show the capability of LDPS-means in separating clusters with a varying complexity of data distributions and a varying dimensionality, respectively. The experimental results are listed in TABLE 3. From the table it is seen that, compared with $k$-means and $k$-means++, LDPS-means takes much less time and much less number of iterations to achieve SSE$^*_0$. Note that SSE$^*_0$ is smaller than SSE$^*_k$ and SSE$^*_{k++,}$ on most of the data sets.

Finally, the variants of $k$-means (including $k$-means, $k$-means++ and LDPS-means) fail on most of the Shape-sets. However, using LDPS-medoids with the manifold-based dissimilarity measure can get satisfactory results. Fig. 6 shows the clustering results on the Shape-sets by LDPS-medoids with an appropriate $t$ and the estimated parameters $θ = (t, r)$.

6.5 Experiments on Handwritten Pendigits

We now carry out experiments on the real world data set, Handwritten Pendigits, to evaluate the performance of LDPS-means and LDPS-medoids on general purpose clustering. This data set can be download from the UCI Machine Learning repository. The Handwritten Pendigits data set contains totally 10992 data points with 16-dimensional features. Each of them represents a digit from 0 – 9 written by a human subject. The data set consists of a training data set $PD_{10}^t$ and a testing data set $PD_{10}^e$ with 7494 and 3498 samples, respectively. Apart from the full data set, we also consider three subsets that contain the digits $\{1,3,5\}$ ($PD_{10}^5$ and $PD_{10}^e$), $\{0,2,4,6,7\}$ ($PD_{10}^5$ and $PD_{10}^e$), and $\{0,1,2,3,4,5,6,7\}$ ($PD_{10}^5$ and $PD_{10}^e$). On these sets, the manifold distance is approximated by the graph distance, which is the shortest distance on the graph constructed by 5-nn.

6.5.1 Performance on the estimation of $k$

TABLE 5 presents the results of estimating $k$ on the Handwritten Pendigits. $x$-means fails on all of those data sets. dip-means also fails on all of those data sets though it gets the closest $k$ to the true cluster number on the $PD_{10}^t$ set compared with all of the other comparing methods. CFSFDP(E) and CFSFDP(M) get an underestimated $k$ at most of the cases. Compared with the CFSFDP methods, the LDPS methods get the correct $k$ on most of the data sets owing to LDI. LDPS(M) gets better results than those obtained by LDPS(E) on the $PD_{10}^t$ and $PD_{10}^e$ sets due to the use of the manifold distance.

6.5.2 Clustering performance

We now compare the unsupervised object classification performance of LDPS-mean and LDPS-medoids with $k$-means and $k$-medoids. The results are shown in TABLE 6. As seen in the table, LDPS-means gets better results than $k$-means does on most of the data sets except for the $r_{true}$ criterion on $PD_{10}^t$, $PD_{10}^e$ and $PD_{10}^{10}$, where LDPS(E) fails to estimate the correct $k$. $k$-medoids gets better results than the other comparing methods due to the use of the manifold distance as the dissimilarity measure. However, LDPS-medoids gets the best results on all the data sets with all the criteria.

2. http://archive.ics.uci.edu/ml/


6.6 Experiments on Coil-20

We now consider the real world data set, Coil-20 [44], which is used for the task of unsupervised object clustering. The data set Coil-20 contains 20 objects, and each object contains 72 images taken 5 degree apart as the object rotated on a turntable. We compress each image into $32 \times 32$ pixels with 256 grey levels per pixel. To compare the performance of the comparing methods with different numbers of categories, we select three subsets of Coil-20: Coil-5 (objects 1, 3, 5, 7 and 9), Coil-10 (objects with even number), Coil-15 (objects except 3, 7, 11, 15 and 19). Fig. 7 shows some examples of the twenty objects.

We use the CW-SSIM index and t-nn to construct the

| Data Sets | $k$-means | LDPS-means | $k$-medoids | LDPS-medoids |
|-----------|-----------|------------|-------------|--------------|
| Coi-5     | 0.165     | 0.165      | 0.142       | 0.142        |
| Coi-10    | 0.220     | 0.209      | 0.207       | 0.157        |
| Coi-15    | 0.360     | 0.360      | 0.359       | 0.359        |
| Coi-20    | 0.311     | 0.286      | 0.205       | 0.147        |
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| Data Sets | $k$-means | LDPS-means | $k$-medoids | LDPS-medoids |
|-----------|-----------|------------|-------------|--------------|
| Coi-5     | 0.165     | 0.165      | 0.142       | 0.142        |
| Coi-10    | 0.220     | 0.209      | 0.207       | 0.157        |
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6.6 Experiments on Coil-20

We now consider the real world data set, Coil-20 [44], which is used for the task of unsupervised object clustering. The data set Coil-20 contains 20 objects, and each object contains 72 images taken 5 degree apart as the object rotated on a turntable. We compress each image into $32 \times 32$ pixels with 256 grey levels per pixel. To compare the performance of the comparing methods with different numbers of categories, we select three subsets of Coil-20: Coil-5 (objects 1, 3, 5, 7 and 9), Coil-10 (objects with even number), Coil-15 (objects except 3, 7, 11, 15 and 19). Fig. 7 shows some examples of the twenty objects.

We use the CW-SSIM index and t-nn to construct the
manifold distance. First, the CW-SSIM index is performed on the images to get the structural similarity between the objects. Then, we construct the graph distance using the 3-nn neighborhood based on the structural similarity. Finally, the graph distance is served as an approximation to the manifold distance between the objects.

### 6.6.1 Performance on the estimation of $k$

The estimated cluster number $k$ of Coil-20 and its subsets is presented in TABLE 7. $x$-means again fails to get a reasonable estimation of $k$ for these sets. dip-means, CFSFD (E) and LDPS(E) also fail to get a meaningful number of clusters since the Euclidean distance cannot properly measure the dissimilarity between these objects. Compared with these four methods, CFSFD(M) gets better results though it underestimated $k$ on Coil-15 and Coil-20. LDPS(M) obtained reasonable estimates of $k$ for most of the data sets. It underestimates $k$ on Coil-20 since the objects 3, 6 and 19 are very similar (see Fig. 7); they are clustered to the same category “cars” by the LDPS(M) algorithm. Similarly, the objects 15 and 17 have very similar shapes and are thus clustered to the same category.

### 6.6.2 Clustering performance

TABLE 8 shows the clustering results on the Coil-sets. Unlike the results on the Pendigits sets, LDPS-means has got a worse result than $k$-means did on these sets. This may be because LDPS(E) failed to estimate the proper $k$ on the Coil-sets. LDPS-medoids, on the contrary, learnt the proper $k$ on these sets and selected the initial seeds with high quality. As a result, the clustering performance of LDPS-medoids is much better than that of all the other comparing methods on the Coil-sets.

### 6.7 Experiments on Coil-100

Coil-100 is the third real world data set we considered. Unlike Coil-20 which has a small number of categories, the true cluster number $k^*$ of Coil-100 is very large. Thus, it is used for the task of unsupervised object clustering with a large number of categories. The Coil-100 data set contains 100 categories of objects consisting of 7200 color images, and each object has 72 images taken 5 degree apart as the object rotated on a turntable. The color images are converted into gray images and resized to $32 \times 32$ pixels. We select three subsets from Coil-100, which are Coil-25 (objects 1, 5, 9, · · · , 93 and 97), Coil-50 (objects with even number) and Coil-75 (Coil-25 + Coil-50).

The manifold distance is approximated using the graph distance with the CW-SSIM index and the 4-nn neighborhood.

#### 6.7.1 Performance on the estimation of $k$

Since the number of clusters of Coil-100 is large, the density of certain local density peaks can be easily dominated by the largest density. Thus, it is very hard to get a balanced local density distribution for the local density peaks. To deal with this difficulty the local density is normalized as follows:

$$p = \left( \frac{\rho}{\rho^*} \right)^{1/4}. \tag{14}$$

The main purpose of the local density normalization (14) is to enlarge the relatively small local densities. In this case, $p$ also lies in the range of $(0, 1]$ and is in the same increasing order as the original $\rho$.

TABLE 9 shows the results of the estimated cluster number $k$ on the large Coil-sets. The LDPS methods use the new normalized local density $\bar{p}$ (defined in (14)) as the local density value. Surprisingly, LDPS(M) has learnt almost the identical number of clusters as $k^*$ with the new normalized local density $\bar{p}$ and the manifold distance. CFSFD(M), however, underestimated the cluster number $k$ on all of the data sets. The other comparing methods all fail to learn a reasonable cluster number $k$.

To obtain a more careful comparison of the ability to learn $k$ with LDPS(M) and CFSFD(M) on Coil-100, we select the first $k^*$ categories ($k^* = 10, 20, \ldots, 100$) from Coil-100 as $k^*$ subsets. The $k^*-k$ curves are shown in Fig. 8. As $k^*$ is getting bigger, the estimated $k$ by CFSFD(M) is getting farther away from $k^*$; however, the $k$ learnt by LDPS(M) is getting much closer to the ground truth $k^*$ with very little changes. Thus, our method is much more effective in learning $k$ than CFSFD when the ground truth $k^*$ is very large. This is consist with the analysis in Section 3.1.

#### 6.7.2 Clustering performance

The new normalized local density $\bar{p}$, defined in (14), is also used for this task. Based on new normalized local density $\bar{p}$, the clustering results are shown in TABLE 10. LDPS-medoids again gets the best clustering results compared
with the other comparing methods. In addition, with $k^*$ increasing, the relative performance of LDPS-means is getting better compared with $k$-medoids. This is consist with the conclusion in Theorem 2.

6.8 Experiments on Olivetti Face Database

The last real world data set is the Olivetti Face Database, served for the task of unsupervised face clustering. The Olivetti Face Database is formerly the ORL Database of Faces, which consists of 400 face images from 40 individuals. The images are taken at different times, with varying lighting, facial expressions and facial details. The size of each image is 64 × 64 pixels. Again, we select three subsets: Oliv.-10 (faces 2, 6, 10, ..., 34 and 38), Oliv.-20 (faces with the odd number), and Oliv.-30 (Oliv.-10 + Oliv.-20). The whole Olivetti Face Database is denoted as Oliv.-40. Fig. 9 presents some example faces of the Olivetti Face Database.

The manifold distance of the Oliv.-sets is approximated by using the graph distance with the CW-SSIM index. With the help of the manifold distance, $k$-medoids and LDPS-medoids obtained much better results than $k$-means and LDPS-means did. LDPS-medoids outperforms $k$-medoids with the properly selected initial seeds. In addition, when setting $k^*$ to be 42 for Oliv.-40, LDPS-medoids gets $r_e = 18.5\%$, $r_t = 74.0\%$ and $r_f = 0.9\%$. This improves $r_e$ by 15.9% decreasing, $r_t$ by 8.8% increasing and $r_f$ by 25% decreasing over the results reported in [7], where $r_e = 22.0\%$, $r_t = 68\%$ and $r_f = 1.2\%$.

7 Conclusion and Future Works

In this paper, we proposed a novel method, the LDPS algorithm, to learn the appropriate number of clusters and to select deterministically the initial seeds of clusters with
high quality for the k-means-like methods. In addition, two novel methods, LDPS-means and LDPS-medoids, have also been proposed as a combination of the LDPS initialization algorithm and the k-means-like clustering algorithm. Performance analysis and experimental results have demonstrated that our methods have the following advantages:

1) The LDPS algorithm can learn a reasonable number of clusters for data sets with balanced samples in each category. In addition, it can deal with a variety of data distributions with an appropriate dissimilarity measure.

2) The initial seeds selected by LDPS-means/LDPS-medoids are geometrically close to the centers of the clusters. As a result, our methods can achieve a very good SSE, which is sometimes competitive with that achieved by k-means/k-medoids with thousands of repeats. In addition, the number of iterations in the clustering stage of our methods is generally much less than that needed by the other methods that select the initial seeds randomly.

3) Our methods give superior results in dealing with data sets with very large true cluster number $k^*$, compared with k-means/k-medoids. This is mainly due to the local distinctiveness index introduced in this paper.

4) LDPS-medoids gives a superior performance on the unsupervised object clustering tasks. This is mainly due to the use of the LDPS algorithm for deterministic initialization and the manifold distance (based on the CW-SI index and the t-nn neighborhood) as the dissimilarity measure.

Despite the above advantages, our methods have also some limitations. First, the time complexity of our methods is relatively higher compared with the original k-means algorithm. Thus, our methods can not deal with very large data sets. Secondly, difficulty may occur in parameters estimation when dealing with unbalanced data sets. In addition, we did not give detailed discussion on the outliers issue. These issues will be considered in the future.
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Finally, by the lemmas and conditions, we get

\[
\binom{m}{k} = \frac{m!}{(m-k)! \cdot k!} = \frac{O((m/e)^m \cdot (m-1)/e \cdot (m-k)/e \cdot (m/k)^k)}{O((m-1)/e \cdot (m-k)/e \cdot (m/k)^k)} = O\left(\frac{m_k}{m_0^k}\right) \cdot m_0^k \cdot (1 + \frac{1}{m_0 - 1})^{m_0 - 1} \cdot m_0^k \cdot P(\text{success}) \\
\]

Thus, with (15) and (16) we get \( E(\#\text{repeats}) = O(e^k) \). \( \square \)

**APPENDIX A**

**PROOF OF THEOREM 1**

To prove the theorem, we need two basic results in mathematical analysis [48].

**Lemma 1.** \( \lim_{n \to \infty} \frac{(n!)^{1/n}}{n} = \frac{1}{e} \).

**Lemma 2.** \( \lim_{n \to \infty} (1 + \frac{1}{n})^n = e \).

**Proof of Theorem 1:** First, local density peaks would geometrically near the center of the clusters as analyzed in sec. 3.2 under conditions 1)-3). With the local density peaks as initial seeds, LDPS-means could separate the clusters with only \( O(1) \) iterations. Second, the \( k \)-means achieves the competitive performance when the initial seeds are selected with each cluster a seed. The statistical event that the \( k \)-means could achieve this in one repeat forms a Bernoulli distribution [49], with probability

\[
P(\text{success}) \overset{\text{cond. 2)}}{=} m_k^k / \binom{m}{k}.
\]

In addition, the distribution of \( P(\text{success}) \) between two different repeats are independent and identical. As a consequence, the expected number of repeats (\#repeats) to achieve the competitive performance is

\[
E(\#\text{repeats}) = \frac{1}{P(\text{success})} = \frac{m_k}{m_0^k} \cdot m_0^k = \left(\frac{m}{m_0}\right) / m_0^k. \quad (15)
\]