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Abstract—Cooperative communication is an effective approach to improve spectrum utilization. When considering relay selection and power allocation in cooperative communication, most of the existing studies require the assumption of channel state information (CSI). However, it is difficult to get an accurate CSI in practice. In this paper, we consider an outage-based method subjected to a total transmission power constraint in the two-hop cooperative communication scenario. We use reinforcement learning (RL) methods to learn strategies, and complete the optimal relay selection and power allocation, which do not need any prior knowledge of CSI but simply rely on the interaction with the communication environment. It is noted that conventional RL methods, including common deep reinforcement learning (DRL) methods, perform poorly when the search space is large. Therefore, we first propose a practical DRL framework with an outage-based reward function, which is used as a baseline. Then, we further propose our novel hierarchical reinforcement learning (HRL) algorithm for dynamic relay selection and power allocation. A key difference from other RL-based methods in existing literatures is that, our HRL approach decomposes relay selection and power allocation into two hierarchical optimization objectives, which are trained in different levels. Simulation results reveal that our HRL algorithm trains faster and obtains a lower outage probability when compared with traditional DRL methods, especially in a sparse reward environment.
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I. INTRODUCTION

In recent years, the rapid development of communication technology makes wireless spectrum resources very tight [1]–[3]. Therefore, the improvement of spectrum utilization and system throughput is a pertinent issue in the field of wireless communication.

Cooperative communication has been paid much attention, for it helps realizing the resource collaboration between different nodes and obtaining diversified benefits in multi-user scenario. Depending on how the cooperative relay processes the received signal, the relay mode can be mainly divided into amplify-and-forward (AF) and decode-and-forward (DF). When using AF protocol, the relay node amplifies and then directly forwards the signal to the destination, which is a simple method but the noise is amplified too. When using DF protocol, the relay node decodes the signal, and then re-encodes it before forwarding without noise amplification.

Relay selection is a hot topic in cooperative communication. For a scenario with multi-relay, it is usually possible to select multiple relays to coordinate data transmission and assign orthogonal channels to avoid interference. Jedrzejczak et al. [4] studied the relay selection problem by calculating of harmonic mean of channel gains. Islam et al. [5] demonstrated the influence of network coverage capability on relay selection. Das and Mehta [6] proposed an approach for relay selection by analyzing the outage probability. The drawback of employing too many relays is that, it may lead to extensive time consumption and frequency resource waste when forwarding signal. To solve this issue, Bletsas et al. [7] proposed an opportunistic relay section scheme by only choosing the best relay according to channel state, which can obtain the full set gain. However, these methods all assume an exact CSI, which is not practical because of the existence of inevitable noise.

Power allocation is another significant issue for cooperative communication. Given partial channel information, Wang and Chen [8] derived a closed-form formula for optimal power allocation based on maximizing a tight capacity lower bound. In [9] and [10], the authors considered optimal power allocation scheme in different situations of convention relay and opportunistic relay. Tabataba et al. [11] deduced the expression of system outage probability under the condition of high signal-to-noise ratio (SNR), and studied power allocation using AF protocol. These researches are more reasonable to some extent, but they still require prior knowledge of the channel and can not be further applied to other situations.

Machine learning has been applied to various fields and achieved remarkable results with its unprecedented algorithmic capabilities. As one of the three paradigms of machine learning, RL is an emerging tool to solve decision-making problems such as resource management in communication [12]–[14]. RL uses an agent, which is an intelligent robot, to interact with the environment. Unlike traditional methods, the agent in RL has no prior knowledge of the environment, that is, we do not need to add any assumptions to learning process. The agent repeatedly interacts with the environment, chooses actions according to current state, and continuously
adjusts its behavior strategy according to the feedback from the environment. DRL is a combination of deep neural networks (DNN) and traditional RL method, which is proposed to solve problems with large state or action space [15], [16]. HRL is a recent technology based on DRL, which has developed rapidly in recent years and is considered a promising method to solve problems with sparse rewards in complex environment. HRL enables more efficient exploration of the environment by abstracting complex tasks into different levels [17], [18].

Recently, some researchers have successfully applied RL methods to cooperative communication. The source node is empowered with the learning ability to determine the optimal relay or power allocation for the current moment, based on previous observation of system state and rewards. Shams et al. [19] employed Q-learning algorithm to solve the power control problem, and Wang et al. [20] proposed a Q-learning based relay selection scheme in relay-aided communication scenarios. The drawback of these studies is obvious, as they can only be suitable for simple problems with a low dimension. Su et al. [21] proposed a DQN-based relay selection scheme with detailed mutual information (MI) as reward, but did not take power allocation into consideration. In order to solve the joint optimization problem, Su et al. [22] employed convex optimization and DQN to deal with relay selection and power allocation, respectively. However, in this study, prior knowledge of channel state is still required when using convex optimization method.

In this paper, we propose an outage-based approach for relay selection and power allocation, to minimize the outage probability of the communication system. Unlike traditional optimization methods, our method can learn behavior policy without assuming any prior knowledge of channel state. It is also different from existing RL-based methods that, our agent only receives binary signals representing success or failure from the environment. Furthermore, we propose a novel hierarchical framework to reduce searching space and improve learning efficiency. Specifically, the contributions of this paper can be summarized as follows.

- In our two-hop cooperative communication model, the SNR of the system using different protocols are analyzed. Then, we transform the traditional outage probability optimization problem into a statistical problem, which is suitable for RL frameworks to handle.
- We propose an outage-based method, where the reward in DRL framework is only determined by binary signals of success or failure, which is fed back from the environment without any other additional information. It is practical because other information, such as instantaneous SNR or MI, may be not available in certain situations.
- We further design an HRL framework with two levels for cooperative communication, where relay selection and power allocation are disassembled into two optimization objectives. By decomposing different optimization objectives, complex action space in traditional DRL framework is therefore simplified. After interacting with the environment, the agent can learn behavior strategies based on channel state prediction, to minimize outage probability.

The rest of this paper is organized as follows. Section II introduces the preliminaries of DRL. Section III analyzes our system model and Section IV formulates the outage minimization problem. Section V describes our outage-based method using DQN framework. Section VI describes our proposed HRL framework and learning algorithm, and presents our pre-training algorithm in detail. Section VII presents simulation results. Finally, Section VIII concludes this paper and outlines future works.

II. PRELIMINARIES

An Markov Decision Process (MDP) consists of an environment $\mathcal{E}$, a state space $\mathcal{S}$, an action space $\mathcal{A}$, and a reward function $\mathcal{R}: \mathcal{S} \times \mathcal{A} \rightarrow \mathcal{R}$. At each discrete time step $t$, the agent observes the current state $s_t \in \mathcal{S}$, and selects an action $a_t \in \mathcal{A}$ according to a policy $\pi: \mathcal{S} \rightarrow \mathcal{P}(\mathcal{A})$, which maps states to a probability distribution over actions. After executing action $a_t$, the agent receives a scalar reward $r(s_t, a_t)$ from the environment and observes the next state $s_{t+1}$ according to the transition probability $p(s_{t+1} | s_t, a_t)$. This process will continue until a terminal state is reached.

The goal of the agent is to find the optimal policy to maximize the expected long-term discounted reward, i.e., maximize the expected accumulated return $R_t = \sum_{i=0}^{T} \gamma^i r(s_t, a_t)$ from each state $s_t$, where $T$ denotes the total step, and $\gamma \in [0, 1]$ denotes the discount factor that trades off the importance of immediate and future rewards.

Action-value function is usually used to describe the expected return after selecting action $a_t$ in state $s_t$ according to policy $\pi$.

$$Q^\pi(s_t, a_t) = \mathbb{E}_{s_{t+1} \sim \mathcal{E}, a_{t+1} \sim \pi(s_t)}[R_t | s_t, a_t].$$

(1)

And we can obtain the preceding action-value function via recursive relationship known as Bellman function.

$$Q^\pi(s_t, a_t) = r(s_t, a_t) + \gamma \mathbb{E}_{a_{t+1} \sim \pi(s_{t+1})}[Q^\pi(s_{t+1}, a_{t+1})].$$

(2)

Moreover, the optimal action-value function $Q^*(s_t, a_t) = \max_{\pi \in \Pi} Q^\pi(s, a)$ gives the maximum action value under state $s$ and action $a$, and it also obeys Bellman function.

$$Q^*(s, a) = \mathbb{E}_{s_{t+1} \sim \mathcal{E}}[r + \gamma \max_{a' \in A} Q^*(s', a')].$$

(3)

In practice, we usually do not know the underlying state transition probability, i.e., in a model-free situation. It requires the agent to interact with the environment and learn from the feedback, constantly adjust its behavior to maximize the expected reward.

Temporal difference (TD) methods [23] are proposed via combining Monte Carlo methods and dynamic programming methods, which enable the agent to learn directly from raw experience. Therefore, we have the following well-known Q-learning algorithm.

$$Q(s, a_t) \leftarrow Q(s, a_t) + \alpha \delta_t$$

(4)

with

$$\delta_t = r(s_t, a_t) + \gamma \max_{a_{t+1} \in \mathcal{A}} Q(s_{t+1}, a_{t+1}) - Q(s_t, a_t).$$

(5)
Similarly, we have the received signal at the destination from the relay can be written as

\[ y_{id}(t) = \sqrt{P_i} h_{id}(t) \beta y_{si}(t) + n_d(t) \]  \hspace{1cm} (8)

where \( P_r \in [0, P_{max}] \) is the transmission power at relay with \( P_{max} \) being the maximum value, \( h_{id}(t) = [h_{id,1}(t), \ldots, h_{id,N_D}(t)]^T \) is a \( 1 \times N_D \) channel vector between relay and destination, and similarly, each element is a complex Gaussian random variable with zero mean and variance \( \sigma_{id}^2 \). \( \beta \) is the amplification factor, which can be written as

\[ \beta = \sqrt{\frac{P_r}{\|h_{si}\|^2 + \sigma_n^2}}. \]  \hspace{1cm} (9)

Therefore, after some manipulations according to [24], [25], we have the following final end-to-end SNR.

\[ \varphi_z = \frac{\varphi_{si} \varphi_{id}}{\varphi_{si} + \varphi_{id} + 1}. \]  \hspace{1cm} (10)

where \( \varphi_{si} = P_s \|h_{si}\|^2/\sigma_n^2 \) and \( \varphi_{id} = P_r \|h_{id}\|^2/\sigma_n^2 \).

Similarly, we can obtain the SNR of direct transmission from source to destination, which can be represented as \( \varphi_{sd} = P_s \|h_{sd}\|^2/\sigma_n^2 \). Finally, we have the MI between the source and the destination using AF protocol.

\[ I_{AF} = \frac{1}{2} \log_2 (1 + \varphi_{AF}) \]

\[ = \frac{1}{2} \log_2 (1 + \varphi_{sd} + \frac{\varphi_{si} \varphi_{id}}{\varphi_{si} + \varphi_{id} + 1}). \]  \hspace{1cm} (11)

### C. Decode and Forward Model

Assume that all relays are able to decode the signal from the source, and then re-encode and transmit the signal to the destination. The first time slot in DF mode is the same as that in AF mode, and (6) and (7) have given the received signal at \( R_i \) and \( D \) in this time slot.

In the second time slot, different from that in AF mode, the selected relay decodes and forwards the signal to the destination, and the received signal at the destination from the relay can be written as

\[ y_{id}(t) = \sqrt{P_r} h_{id}(t) x(t) + n_d(t), \]  \hspace{1cm} (12)

When employing DF protocol, the relays need to first successfully decode the signal from source on the condition that the MI is above the required transmission rate [7], [25]. Then, the signals received in both two time slots are combined at the destination using MRC, and we have the following instantaneous MI between the source and the destination.

\[ I_{DF} = \frac{1}{2} \log_2 (1 + \varphi_{DF}) \]

\[ = \frac{1}{2} \log_2 (1 + \varphi_{sd} + \varphi_{id}). \]  \hspace{1cm} (13)

### D. Outage Probability

Outage probability is an important criterion to measure the robustness of system in cooperative communication. Denote

\[ \delta_t \] denotes TD error and \( \alpha \in [0, 1] \) denotes learning rate.

Through continuous iterative updating, the Q value of different actions selected in each state finally tends to be stable, which can provide a policy for the subsequent action selection.

III. SYSTEM MODEL

A. Communication Network

Consider a wireless network where exists an \( N_S- \) antenna source \( S \), an \( N_D \)-antenna destination \( D \), and a group of single-antenna relays \( R = \{ R_1, R_2, \ldots, R_K \} \), as shown in Fig. 1. We assume that the source is far from the destination, and the help of relay nodes is needed. Due to the limitation of equipment of relays, we consider a half-duplex signaling mode where the communication from \( S \) to \( D \) via the selected relay \( R_i \) will take two time slots. In the first time slot, \( S \) broadcasts its signal, and all the other nodes, include the destination, listen to this transmission. In the second time slot, the selected relay forwards the detected signal by employing AF protocol or DF protocol. Next, we will analyze the MI obtained by using these two protocols in the case of high SNR.

![Fig. 1: Relay network model.](image)

**B. Amplify and Forward Model**

In the case that all relays can only scale the received signal and send it to the destination, we employ AF protocol to realize cooperative communication. In the first phase, the received signal at \( R_i \) can be written as

\[ y_{si}(t) = \sqrt{P_s} h_{si}(t) x(t) + n_i(t), \]  \hspace{1cm} (6)

where \( P_s \in [0, P_{max}] \) is the transmission power at source with \( P_{max} \) being the maximum value, \( x(t) \) is the data symbol, \( h_{si}(t) = [h_{si,1}(t), \ldots, h_{si,N_S}(t)]^T \) is an \( N_S \times 1 \) channel vector between source and relay, and each element is a complex Gaussian random variable with zero mean and variance \( \sigma_{si}^2 \), \( n_i(t) \sim CN(0, \sigma_n^2) \) is the complex Gaussian noise at relay. Similarly, we have the received signal at \( D \) which can be written as

\[ y_{sd}(t) = \sqrt{P_s} h_{sd}(t) x(t) + n_d(t), \]  \hspace{1cm} (7)

where \( h_{sd}(t) \) denotes a \( N_S \times N_D \) channel matrix, and \( n_d(t) \sim CN(0, \sigma_n^2 I_{N_D}) \) denotes the complex Gaussian noise at destination.

In the second time slot, the selected relay amplifies the signal and transmits it to the destination. The destination combines the data from the source and the relay using maximal ratio combining (MRC). The received signal at the destination can be written as

\[ y_{id}(t) = \sqrt{P_r} h_{id}(t) \beta y_{si}(t) + n_d(t) \]  \hspace{1cm} (8)
\( \lambda > 0 \) to be the outage threshold, then we can obtain the outage probability for our AF model and DF model, respectively.

\[
P_{\text{out,AF}} = \text{Pr}(I_{\text{AF}} < \lambda) = \text{Pr}(\varphi_{sd} + \varphi_{si} + \varphi_{id} + 1 < 2^{2\lambda} - 1) 
\]
\[
P_{\text{out,DF}} = \text{Pr}(I_{\text{DF}} < \lambda, I_{\text{AF}} < \lambda) = \text{Pr}(\varphi_{sd} + \varphi_{id} < 2^{2\lambda} - 1, \varphi_{si} < 2^{2\lambda} - 1). 
\]

IV. Problem Formulation

Suppose that there is an agent in the communication environment, which has access to all CSI in previous time slot. The agent estimates current channel state based on historical CSI, and accordingly selects relay and allocates transmission power. Afterwards, it receives a reward from the environment, which indicates whether the communication is successful. In this section, we model this process as an MDP and describe the variables in our communication scenario, then we formulate our problem.

A. State Space

Full observation of our two-hop communication system consists of the channel states between any two nodes in the previous time slot. Therefore, the state space in current time slot is a union of different wireless channel states, which can be denoted as

\[
S(t) = [h_{si}(t-1), h_{sd}(t-1), h_{sd}(t-1)],
\]

where the integer \( i \) satisfies \( i \in [1, K] \).

In order to characterize the temporal correlation between time slots for each channel, we employ the following widely adopted Gaussian Markov block fading autoregressive model [26], [27].

\[
h_{ij}(t) = \rho h_{ij}(t-1) + \sqrt{1-\rho^2} e(t),
\]

where \( \rho \) denotes the normalized channel correlation coefficient between corresponding elements in \( h(t) \) and \( h(t-1) \), \( e(t) \sim \mathcal{CN}(0, \sigma^2 I) \) denotes the error variable and is uncorrelated with \( h_{ij}(t) \). According to Jake’s fading spectrum, we have \( \rho = J_0(2\pi f_d \tau) \) where \( J_0(\cdot) \) denotes zeroth-order Bessel function of the first kind, \( f_d \) and \( \tau \) denote Doppler frequency and the length of time slot, respectively.

B. Action Space

Full action space includes relay selection \( a^R(t) \), source power allocation \( a^{Pr}(t) \), and relay power allocation \( a^{Pr}_R(t) \).

Considered that the total power is constraint, i.e., \( P_s + P_r \leq P_{\text{max}} \), we can assume that the sum of power used by the source and its selected optimal relay is \( P_{\text{max}} \). So \( P_r \) can be directly represented by the difference between \( P_{\text{max}} \) and \( P_s \). Then, we can reduce the number of actions that need to be optimized and derive the following reduced action space.

\[
\mathcal{A} \triangleq [a^R(t), a^{Pr}(t)].
\]

Relay selection: The relay selection is denoted by

\[
a^R(t) = [a_1^R(t), a_2^R(t), \ldots, a_K^R(t)],
\]

where \( a_k^R(t) = 1 \) means relay \( R_k \) is selected in time slot \( t \) and \( a_k^R(t) = 0 \) otherwise.

Source Power Allocation: Similarly, the power allocation for the source node is denoted by

\[
a^{Pr}(t) = [a_1^{Pr}(t), a_2^{Pr}(t), \ldots, a_{L-1}^{Pr}(t)],
\]

where \( P_{\text{max}} \) is divided into \( L \) power-levels, and \( a_l^{Pr}(t) = 1 \) means the \( l \)-th power-level is selected for source node transmission in time slot \( t \), and \( a_l^{Pr}(t) = 0 \) otherwise.

C. Reward and Optimization Problem

Consider the fact that, when an indicator function is employed to represent each occurrence of an event, then the expectation of the indicator function can be used to calculate the probability of the original event. Define

\[
f(a^R, a^{Pr}; h) \triangleq I_{< \lambda} = \begin{cases} 1, & \text{if } I < \lambda \\ 0, & \text{otherwise} \end{cases}
\]
to be the indicator function of event \( I < \lambda \), which represents the result after each selection.

In this paper, we formulate an optimization problem to minimize the outage probability of our proposed communication system, which jointly optimizes relay selection and power allocation. Then, the problem can be formulated as

Minimizing \( I \subseteq \mathcal{A} \)

\[
\begin{aligned}
& \min_{\mathcal{A}} \mathbb{E} \left[ \frac{1}{T} \sum_{t=1}^{T} f(a^R(t), a^{Pr}(t); h_t) \right] \\
\text{s.t. } & C_1 : \sum_{k=1}^{K} a_k^R(t) = 1, \\
& C_2 : \sum_{l=1}^{L-1} a_l^{Pr}(t) = 1, \\
& C_3 : a_k^R(t), a_l^{Pr}(t) \in \{0, 1\}.
\end{aligned}
\]

A reward is fed back to the agent to evaluate the selected action under current system state. Since our method is outage-based, which means the agent can only receive the communication result denoting success or failure from the environment, we can then define our binary reward function as

\[
r_t = 1 - f(a^R(t), a^{Pr}_R(t); h_t).
\]

V. DRL Based Framework for Minimizing Outage

Many reinforcement learning algorithms share the same basic idea that, estimate the action-value function by using Bellman function as an iterative update to converge to the optimal. However, it is impractical for this basic approach, as the action-value function is estimated separately for each sequence while without generalization. In this section, we realize our outage-based relay selection and power allocation algorithm on the basis of well-known DQN framework [15].

The diagram of our DRL-based communication framework is shown in Fig. 2. Note that the source node has no prior knowledge of the communication system, which means the distributions of wireless channels between any two nodes are all unknown to it. The agent can only observe the current state
from the communication environment and get state \( s_t \). Then a deep neural network is employed as the nonlinear function approximator to deal with the input data, which can be applied to estimate the action-value function for high dimensional state space. According to (3), we have

\[
Q^\pi(s_t, a_t; \theta) = \mathbb{E}\left[ r_{t+1} + \gamma \max_{a_{t+1}} Q^\pi(s_{t+1}, a_{t+1}; \theta^-) \right].
\]  

After calculation, the agent chooses the best action which can induce the maximal value of \( Q^\pi(s_t, a_t; \theta) \), and then the environment will give the corresponding reward and update system state. So far, we have obtained a complete experience tuple \( e_t = (s_t, a_t, r_t, s_{t+1}) \), which will be stored in experience replay buffer \( B = \{e_1, e_2, \ldots, e_t\} \). When training, a batch of experience will be sampled and used to optimize a set of loss functions below.

\[
L_i(\theta_i) = \mathbb{E}_{e_t \sim B}\left[ (y_t - Q(s_t, a_t; \theta_i))^2 \right],
\]

with

\[
y_t = r_t + \gamma_t \max_{a_{t+1}} Q^\pi(s_{t+1}, a_{t+1}; \theta^-),
\]

where \( \theta^- \) is parameters from previous iteration in a separate target network which are held fixed when optimizing, and will be replaced by \( \theta_{i-1} \) from the evaluate network after a period of time.

Then difference operation on these loss functions will be carried out, and we can obtain the following gradient expression.

\[
\nabla_\theta L_i(\theta_i) = \mathbb{E}\left[ (y_t - Q(s_t, a_t; \theta_i)) \nabla_\theta Q(s_t, a_t; \theta_i) \right].
\]

The following standard non-centered RMSProp optimization algorithm [28], [29] is then employed to update parameters in Q network.

\[
\theta \leftarrow \theta - \eta \frac{\Delta \theta}{\sqrt{v} + \epsilon},
\]

with

\[
u = \kappa v + (1 - \kappa) \Delta \theta^2.
\]

Note that, this is a model-free approach, as the agent using state and reward sampled from the environment rather than estimating transition probability. And this is an offline policy, because an epsilon greedy method will be employed as the behavior policy. Complete algorithm can be found in Algorithm 1.

**VI. Hierarchical Framework for Dynamic Relay Selection and Power Allocation**

Traditional DRL-based approaches put all variables together in its action, which results in a complex search space. In this section, we propose a novel two-level HRL framework for cooperative communication, to learn relay selection policy and power allocation policy in different levels.

**A. Proposed Framework**

HRL is a recent technology based on DRL, and has been considered as a promising method for solving problems with sparse reward. HRL method composes low-level actions into high-level primitives which are called 'goals', and effectively reduces the dimension of the search space.

As shown in Fig. 3, the communication agent has two levels. In the higher level, the meta-controller receives observation of state from the external communication environment, and outputs a goal \( g_t \). The controller in the lower level is supervised with the goals that are learned and proposed by meta-controller, which observes the state of the external communication environment and selects an action \( a_t \). Note that the meta-controller gives a goal every \( n \) steps, and the goal will remain until the low-level controller reaches the terminal. We employ a standard experience replay buffer, and
Algorithm 1: Traditional DQN Aided Dynamic Relay Selection and Power Allocation Algorithm

1: Initialize experience replay buffer \( B \).
2: Initialize Q network with random weights \( \theta \).
3: Initialize target Q network with \( \theta^- = \theta \).
4: for episode \( u = 1, 2, \ldots, u_{\text{max}} \) do
5: Initialize the environment, get state \( s_1 \).
6: for time slot \( t = 1, 2, \ldots, t_{\text{max}} \) do
7: Choose action \( a_t \) using epsilon-greedy method with a fix parameter \( \epsilon \).
8: Execute action \( a_t \), and observe reward \( r_t \) and next state \( s_{t+1} \).
9: Collect and save the tuple \( e_t \) in \( B \).
10: if episode terminates at time slot \( j + 1 \) then
11: Calculate \( y_j \) according \((26)\);
12: else
13: Set \( y_j = r_j \).
14: end if
15: Perform gradient descent and update Q-network according to \((27)\).
16: Update current state, and every \( C \) steps reset \( \theta^- = \theta \).
17: end for
18: end for

it is worth to note that, experience tuples \((s_t, g_t, r_{e,t}, s_{t+n})\) for meta controller and \((s_t, g_t, a_t, r_{i,t}, s_{t+1})\) for controller are stored in disjoint spaces for training.

Hierarchical environment includes state, high-level goal, low-level action and reward, which are described specifically below.

**State:** State in our hierarchical framework is the same as that in DRL environment, which consists of the channel states between any two nodes in the previous time slot. The expression for the state space can be referred to \((16)\).

**High-Level Goal:** In cooperative communication systems, we can intuitively find that relay selection plays a major role. Therefore, we separate the different action components to make different levels, and extract relay selection as high-level goals for overall planning. Denote \( g_t \) to be the goal in higher level, we then have

\[
g_t \in \mathcal{G} \triangleq [g^R(t)] = [g_R^1(t), g_R^2(t), \ldots, g_R^K(t)]. \tag{30}\]

In fact, the goal selection in high-level is similar to relay selection action in the previous DRL method. Therefore, \( g_R^k(t) \) should meet the same constraint that \( \sum_{k=1}^K g^k_R(t) = 1; g_R^k(t) \in \{0, 1\} \).

**Low-Level Action:** By decomposing relay selection and power allocation into different levels, we can further reduce the action space. Then the low-level action space only has one variable \( a_P^s(t) \), which satisfies \( C_2 \) and \( C_3 \) in \((22)\).

**Reward:** Note that the higher level and the lower level are working in different time scales. Meta-controller first proposes a temporarily fixed goal for the lower level, and then controller performs actions in a period of time according to both system state and high-level goal and receive feedbacks from the environment. Therefore, we can denote the internal reward for low-level controller as

\[
r_{i,t} = 1 - f(g^R(t), \mathbf{a}_P^s(t); h_t). \tag{31}\]

On the other hand, we use communication success rate of a given relay over a period of time \( n \) to measure the quality of current relay selection. Therefore, the external reward for high-level meta-controller can be represented as

\[
r_{e,t} = \frac{1}{n} \sum_{t=1}^n r_{i,t}, \tag{32}\]

which the agent aims to maximize its expectation.
B. Hierarchical Learning Policy

For meta-controller in higher level, we use gradient bandit method to learn goal-policy for dynamically proposing goals according to a given system state. Recall that, we have \( K \) relays to choose from. Therefore, we first establish the following probability distribution.

\[
\pi^h_t(R_i) \triangleq Pr\{g_t = R_i\} \triangleq \frac{e^{M_t(R_i)}}{\sum_{k=1}^{K} e^{M_t(R_k)}},
\]

(33)

where \( \pi^h \) is the high-level policy, and \( \pi^h_t(R_i) \) denotes the probability that relay \( R_i \) is selected as the goal in time slot \( t \). \( M_t(R_i) \) denotes the preference value for choosing relay \( R_i \), which will be updated every \( n \) steps.

Then, we employ stochastic gradient descent to update the preference values.

\[
M_{t+n}(R_i) \triangleq M_t(R_i) + \zeta \frac{\partial \mathbb{E}[r_{e,t}]}{\partial M_t(R_i)}
\]

(34)

where \( \zeta > 0 \) denotes learning step size, and the expectation of \( r_{e,t} \) can be equally calculated by \( \sum_{b=1}^{K} \pi^h_t(R_b)Q^e_t(R_b) \). Replace the expectation form in equation (34), and we then have

\[
\frac{\partial \mathbb{E}[r_{e,t}]}{\partial M_t(R_i)} = \frac{\partial}{\partial M_t(R_i)} \left[ \sum_{b=1}^{K} \pi^h_t(R_b)Q^e_t(R_b) \right]
\]

\[
= \sum_{b=1}^{K} Q^e_t(R_b) \frac{\partial \pi^h_t(R_b)}{\partial M_t(R_i)}
\]

\[
= \sum_{b=1}^{K} \left( \frac{Q^e_t(R_b) - \bar{r}_{e,t}}{\pi^h_t(R_b)} \frac{\partial \pi^h_t(R_b)}{\partial M_t(R_i)} \right)
\]

(35)

where the newly introduced scalar \( \bar{r}_{e,t} \) is independent of \( b \). It denotes the average of all external rewards, i.e., the average success rate of our communication system. Further, the partial derivative part can be further written as

\[
\frac{\partial \pi^h_t(R_b)}{\partial M_t(R_i)} = \frac{\partial}{\partial M_t(R_i)} \left[ \frac{e^{M_t(R_i)}}{\sum_{b=1}^{K} e^{M_t(R_b)}} \right]
\]

\[
= \frac{1}{\sum_{b=1}^{K} e^{M_t(R_b)}} \sum_{b=1}^{K} e^{M_t(R_b)} \frac{\partial M_t(R_i)}{\partial M_t(R_i)} - e^{M_t(R_i)} e^{M_t(R_b)}
\]

\[
= \frac{1}{\sum_{b=1}^{K} e^{M_t(R_b)}} \left( \frac{\sum_{b=1}^{K} e^{M_t(R_b)}}{\sum_{b=1}^{K} e^{M_t(R_b)}} \right)^2
\]

\[
= \frac{1}{\sum_{b=1}^{K} e^{M_t(R_b)}} \left( \frac{1}{\sum_{b=1}^{K} e^{M_t(R_b)}} \right)^2
\]

\[
= \frac{1}{\sum_{b=1}^{K} e^{M_t(R_b)}} \left( \sum_{b=1}^{K} e^{M_t(R_b)} \pi^h_t(R_b) \pi^h_t(R_i) \right)
\]

(36)

Note that, \( \mathbb{E}[r_{e,t}g_t] = Q^e_t(g_t) \) and \( r_{e,t} \) is independent of the other variables. Then we can derive the following equation by employing the form of expectation.

\[
\frac{\partial \mathbb{E}[r_{e,t}]}{\partial M_t(R_i)} = \sum_{b=1}^{K} \pi^h_t(R_b) \left( Q^e_t(R_b) - \bar{r}_{e,t} \right) \left( \mathbb{1}_{i=b} - \pi^h_t(R_i) \right)
\]

\[
= \mathbb{E} \left[ (r_{e,t} - \bar{r}_{e,t}) (\mathbb{1}_{i=b} - \pi^h_t(R_i)) \right]
\]

(37)

In the training process, sampling is conducted every \( n \) time steps, and the gradient in (34) is replaced by the expectation value of the single sample. Therefore, we can finally obtain the following update expression of preference value.

\[
M_{t+n}(R_i) \triangleq M_t(R_i) + \zeta (r_{e,t} - \bar{r}_{e,t}) \left( \mathbb{1}_{i=b} - \pi^h_t(R_i) \right)
\]

(38)

For controller in lower level, it learns action-policy for selecting actions according to both state and goal, which aims to maximize the long-term discounted expected internal reward.

In order to reflect the difference in values of the different actions, we perform some changes to the architecture of traditional deep Q network. Inspired by \([30]\), we further employ a dueling network, which can enhance the stability of DRL algorithm by ignoring subtle changes in the environment and focusing on key states.

Schematic illustration of dueling architecture is shown in Fig. 4. The input layer and hidden layers are the same as that in traditional deep Q network. The key difference is that, there is a sub-output layer in our dueling network, where the traditional Q function output is separated into a state-goal valuation function \( V(s_t, g_t) \) and an advantage evaluation function \( A(s_t, g_t, a_t) \). In state-goal valuation part, there is only one neuron which represents the assessment of the current state and goal. In advantage evaluation part, the number of neurons is equal to that in output layer, representing advantage of choosing each optional action.

![Fig. 4: Schematic illustration of our dueling network.](image-url)
\[
Q_t^\pi(s_t, g_t, a_t; \theta, w_1, w_2) = \max_{a_{t+1}} \mathbb{E} \left[ \sum_{j=1}^{\infty} \gamma_j^{j-t} r_{i,j} \right] = \max_{a_{t+1}} \mathbb{E} \left[ r_{i,j} + \gamma l \max_{a_{t+1}} Q_{t+1}^\pi(s_{t+1}, g_t, a_{t+1}; \theta, w_1, w_2) \right] 
\]

\[
\nabla_{\theta_t} L_t(\theta_t) = \mathbb{E} \left[ (r_{i,t} + \gamma l \max_{a_{t+1}} Q_t(s_{t+1}, g_t, a_{t+1}; \theta_t, w_1, w_2) - Q_t(s_t, g_t, a_t; \theta_t, w_1, w_2)) \nabla_{\theta_t} Q_t(s_t, g_t, a_t; \theta_t, w_1, w_2) \right] 
\]

that of the traditional network, that is, the estimated expected return for each action \( a \in A \) under the current state \( s_t \) and goal \( g_t \).

By employing temporal difference method, the optimal value of Q function can be written as (41), where \( \pi_t^j \) denotes low-level policy for power allocation in time slot \( t \). Note that meta-controller and controller work on different timescales. The controller operates at each time step, while the meta-controller operates on a longer timescale of \( n \) time steps.

When training, a batch of memories are sampled from experience replay buffer \( B_t \). We calculate a set of loss functions, and derive a batch of gradients as (42). Then the RMSProp optimizer in (28) is employed to update network parameters.

Please refer to Algorithm 2 for detailed procedure of our hierarchical algorithm.

**Algorithm 2 Hierarchical Dynamic Relay Selection and Power Allocation Algorithm**

1. Initialize experience replay buffer: \( B_h \) for higher level, and \( B_l \) for lower level.
2. Initialize deep neural network parameters \( \theta_l \) for low-level Q-network.
3. Initialize exploration probability \( \epsilon = 1 \) and anneal factor \( \sigma \) for controller.
4. **for** episode \( u = 1, 2, \ldots, u_{\text{max}} \) **do**
5. Initialize the environment, obtain initial state \( s_0 \).
6. Choose goal \( g \) according to policy \( \pi^h \).
7. **for** time slot \( t = 1, 2, \ldots, t_{\text{max}} \) **do**
8. Set goal \( g_t = g \) for current time slot.
9. Choose action \( a_t \) using epsilon-greedy method with parameter \( \epsilon_{t,g} \).
10. Execute action \( a_t \), receive internal reward \( r_{i,t} \) from the environment and observe next state \( s_{t+1} \).
11. Collect and save the tuple \( (s_t, g_t, a_t, r_{i,t}, s_{t+1}) \) in \( B_l \).
12. Randomly choose a batch of index, and sample transitions from \( B_l \).
13. Perform gradient descent and update low-level Q-network according to (42).
14. Update current state.
15. Update internal exploration probability \( \epsilon \leftarrow \epsilon - \sigma \).
16. **end for**
17. Calculate external reward \( r_e \) according to (32).
18. Collect and save the tuple \( (s_0, g, r_e, s_{\text{max}}) \) in \( B_h \).
19. Read data from \( B_h \), update preference values according to (38).
20. Update probability distribution according to (33).
21. **end for**

**VII. Evaluation**

In this section, we first introduce the setup of simulation environment, and then carry out experiments to evaluate our proposed algorithms.

**A. Experiment Setup**

In our two-hop cooperative relay network, channel vectors between any two nodes in each time slot are calculated according to formula (31), where the correlation coefficient \( \rho \) is set to be 0.95. The value of the channel vector will be initialized at the beginning of each episode, i.e., \( h_{ij}(0) = C N(0, h_0(d_{ij}/d_{ij})^{\alpha}) \), where \( h_0 = -30 db \) and \( \alpha = 3 \) are path-loss coefficients, reference distance \( d_0 = 1m \) and \( d_{ij} \) is a variable which denotes the distance between node \( i \) and node \( j \). On the other hand, the maximum power \( P_{\text{max}} \) for transmission is 4W.

To implement our proposed framework, learning step size \( \zeta \) in high-level meta-controller is set to be 0.1. Elements in preference value vector are initialized to be 0, and the vector will be updated after each inner loop is completed.

In low-level controller, we use two separate dueling deep Q networks, which share the same structure. Both dueling deep Q networks include two hidden layers, each of which has 50 neurons, and we employ ReLU function for all hidden layers as activation function. The number of neurons in input layer is equal to the sum of numbers of states and goals, and the number of neurons in output layer corresponds to the dimensions of low-level action.

Note that, deep Q network requires the action space to be discrete, so we have discretized the power allocation in the environment and set \( L \) different power-levels for the agent to choose from. For comparison, we use the following methods as baseline in our experiments.

**Random selection:** For each time slot, the agent randomly selects a relay to perform cooperative communication with random transmission power.

**DQN based approach:** Our DRL framework for minimizing outage probability is proposed in Section V. The traditional DQN based algorithm make relay selection and power allocation at the same time, and it is now used as one of baseline methods.

**B. Numerical Results**

Consider that our DRL method and HRL method both use the structure of deep Q network, therefore we first study the influence of different hyper-parameters on the convergence performance, to obtain the optimal network structure. Note
Fig. 5: Average reward obtained under different algorithm parameters: (a) learning rate, (b) memory size, (c) batch size, (d) training interval.

that, average success rate with different hyper-parameter values is tested 10 times and mean curves and ranges are then recorded.

Fig. 5(a) shows that, setting a learning rate that is too large or too small is not very effective on convergence, which can lead to local optimum or slow convergence. Therefore, in the following simulations, we set the learning rate as 0.001.

In Fig. 5(b), we notice that different memory sizes have little influence on the final value that average success rate converges to. Considering the speed of convergence, we finally set memory size to be 8000.

When training, a batch of data is sampled from the experience buffer to improve the DNN. In Fig. 5(c), we further fix the memory size, and study the effects of different batch sizes during training on the convergence performance. It can be found that training with a small batch size cannot take advantage of all data stored in experience buffer, while a large batch size (=256, pink dot line) has the fastest convergence speed, although it will consume much more time during training process.

Finally, we investigate the convergence performance under different training intervals, as shown in Fig. 5(d). The smaller the interval is, the higher the frequency of training is, and therefore the longer the training time is. It is obvious that the average reward converges faster with shorter training interval. On the other hand, we find that the final convergence values with time intervals of 5 and 10 are very close. Therefore, we set training interval to be 10, for it is unnecessary to train and update the parameter of DNN too frequently.

Set the above hyper-parameters to optimal values and apply them to all deep Q networks, then we carry out the following experiments.

We set the rate threshold in AF communication environment as $\lambda_{AF} = 1.0$ and that in DF communication environment as $\lambda_{DF} = 2.0$. Then we evaluate the performance of different methods, which is depicted in Fig. 6.

It can be observed that when using the method of random selection, the performance is always very poor. Both DQN-based method and our hierarchical algorithm can be effectively trained, and their average reward curves eventually converge to a stable value with slight changes.

However, take Fig. 6(a) for example, with DQN-based method, the average reward value is only about 0.9, i.e., the outage probability of communication system is about 10%. When employing our hierarchical algorithm, the average reward value is closer to 1.0. On the other hand, our HRL method has a faster learning speed, which converges after about 15 iterations, while DQN-based method needs about 40 iterations to reach the convergence value. Training result in DF environment, which is presented in Fig. 6(b), also proves that our method can have the best performance.

When comparing Fig. 6(a) with Fig. 6(b), we observe that although there is little difference in convergence performance between different methods, the fluctuation of average success
The average success rate using different protocols with $K=10$, $L=10$.

On the other hand, our hierarchical method can still converge to a value with slighter changes, which indicates that our method is more stable. In all, our HRL agent can learn a better strategy faster for dynamic relay selection and power allocation, in both AF communication environment and DF communication environment.

Then, we test the performance of our proposed hierarchical method and DQN-based method under different search space scales. We conduct this experiment in DF communication environment with rate threshold as 2.0. As shown in Fig. 7, we have two scenarios where the number of relays $K$ and power levels $L$ are both set to be 10 or 20.

As $K$ and $L$ increased, the average success rate of our method is a little lower at the beginning of training, which is due to the increased difficulty of exploration. However, the performance then becomes better, and the average success rate increases from 0.87 to 0.91. With optional power levels increased, transmission power can be allocated more efficiently at source and relay node, resulting in an improved communication success rate.

One the other hand, DQN-based method performs worse under a larger $K$ and $L$, where the average success rate drops by about 5%. It takes more training iterations to converge, and the fluctuation gets larger. This is because in a larger search space, it becomes more difficult to learn the joint behavior policy. There are fewer successful explorations, which therefore leads to a problem of sparse reward. Traditional DRL methods cannot perform well in the environment with sparse rewards, due to the lack of positive experience to learn from. However, by making different hierarchies, our method can reduce the complexity of search space, which ensures the efficiency of exploration and learning. Therefore, when employing our proposed hierarchical method, we can still obtain a more stable behavior policy for relay selection and power allocation.

After 100 iterations of training, we obtain dynamic relay selection and power allocation policies by applying both hierarchical method and DQN based method. To further evaluate the robustness of different methods, we test the performance by using these well-trained policies under different rate thresholds, and the result is depicted in Fig. 8.

This experiment is conducted in a DF environment, and the communication rate thresholds range from 1.6 to 2.4. The only difference between testing and training is that the parameters of all the networks in the testing process are fixed, which
means DNN only is used to provide a best action rather than performing further learning.

As we can see from Fig. 8, both HRL policy and DRL policy trained in a smaller search space can be applied to other situations. However, DRL policy trained in the larger search space performs poorly in the testing process, while we can still obtain the appropriate behavior scheme in different environments by following our HRL policy. It is obvious that our hierarchical algorithm is more robust and can greatly reduce the outage probability, which means that HRL agent can perform better relay selection and adjust power allocation more reasonably according to the current state after training, no matter in what kind of environment.

VIII. CONCLUSION AND FUTURE WORKS

In this paper, we propose an outage-based method to dynamically select relay and allocate power in a two-hop cooperative communication model, in order to minimize outage probability with total transmission power constraint. Unlike traditional studies, our method does not require any assumptions about channel distribution, but relies on the interaction between the agent and the communication environment. Compared with existing RL-based methods, our outage-based reward function is more practical, and we further design a more efficient HRL framework by decomposing relay selection and power allocation into two sub-tasks. Simulation results show that our method can achieve lower outage probability, and converge faster than traditional methods in both AF and DF communication environment. Furthermore, our hierarchical method can effectively solve the problem of sparse reward, while the other methods can hardly deal with it.

Our method provides a novel way for the research of resource allocation and optimization in the field of communication. However, the total transmission power is discretized into several power levels in DRL architecture, which can be improved further to obtain higher SNR. In the future work, we would like to explore new optimization methods applicable to continuous action space.
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