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Abstract

Cosymplectic geometry has been proven to be a very useful geometric background to describe time-dependent Hamiltonian dynamics. In this work, we address the globalization problem of locally cosymplectic Hamiltonian dynamics that failed to be globally defined. We investigate both the geometry of locally conformally cosymplectic (abbreviated as LCC) manifolds and the Hamiltonian dynamics constructed on such LCC manifolds. Further, we provide a geometric Hamilton-Jacobi theory on this geometric framework.
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As it is very well known, symplectic manifolds provide a convenient geometrical frameworks for classical autonomous Hamiltonian dynamics. We cite an incomplete list of works [1, 3, 25, 44] setting the fundamentals of geometric Hamiltonian dynamics.

Symplectic manifolds are even dimensional, therefore, if one wants to consider time on the framework, i.e., we are in the case of $t$-dependent Hamiltonian dynamics, one needs to add the time parameter as a new variable. This implies that we are working on an odd dimensional manifold, which is beyond symplectic geometry. The odd dimensional counterpart of symplectic geometry is cosymplectic geometry [52, 53, 71]. As pointed out in the literature, cosymplectic manifolds provide a proper geometrical framework for time-dependent (non-autonomous) Hamiltonian dynamical systems. We also cite a recent review paper [12] covering this issue and more on cosymplectic manifolds.

In this work, our aim is to investigate the gluing problem of local cosymplectic Hamiltonian flows and study the associated Hamilton-Jacobi formalism. This provides a generalization of
cosymplectic dynamics [19, 41, 49] as well as the geometric Hamilton-Jacobi theory on cosymplectic manifolds [28]. To be more precise about our goal and to state the problem more concretely, we provide the following discussions.

**Almost Cosymplectic Manifolds.** A \(2n + 1\) dimensional almost cosymplectic manifold admits a differential one-form \(\eta\) and a differential two-form \(\Omega\) so that the top-form \(\eta \wedge \Omega^n \neq 0\). This geometry permits us to define an almost Poisson bracket (a bracket satisfying the Leibnitz identity but not necessarily the Jacobi identity) on the space of real valued functions. Actually, almost cosymplectic manifolds are particular instances of Leibniz manifolds [63]. An almost cosymplectic manifold is called cosymplectic if \(\eta\) and \(\Omega\) are closed forms. In this case, the induced bracket satisfies the Jacobi identity and turns out to be a Poisson bracket [50, 74, 80]. An interesting subclass of almost cosymplectic manifolds are locally conformally cosymplectic manifolds.

**Locally Conformally Cosymplectic Manifolds.** Our approach to LCC manifolds is as follows. We start with an almost cosymplectic manifold equipped with \((\eta, \Omega)\). Evidently, in each local chart this manifold remains to be almost cosymplectic. Locally, a LCC manifold admits an atlas whose charts are cosymplectic. These local cosymplectic structures do not necessarily glue up to a global one, this is why a LCC manifold fails to be a cosymplectic manifold, but the globalization problem of LCC can be achieved by means of some local conformal parameters. In short, we can say that LCC manifolds are almost cosymplectic manifolds that locally behave as cosymplectic manifolds up to some conformal factors. A similar discussion is also available for the case of symplectic geometry, in which one defines locally conformally symplectic (abbreviated as LCS) manifolds as almost symplectic manifolds with local symplectic character up to conformal factors, see [6, 51, 73].

In this work, we are interested in the Hamiltonian formulation on LCC manifolds. The situation is the following. In local charts, referring to the local cosymplectic formalism, we write cosymplectic Hamiltonian dynamics. Then, by means of the conformal parameters, we glue the local dynamics to a global one. In this regard, we may state from the physical point of view that LCC manifolds provide a proper geometric background for gluing all of local time-dependent Hamiltonian dynamics [16]. The new results included in this work are listed in the next lines.

1. **"Symplectization" of LCC Manifolds.** In [27], it is shown that there exists a symplectic form on the trivial line bundle over the cosymplectic bundle. We may call this symplectization of cosymplectic manifolds, following the terminology of Arnold [3]. Accordingly, we shall state in Proposition 3.4 that a line bundle over a LCC manifold is a LCS manifold.

2. **Darboux Theorem.** Darboux theorems are important to characterize manifolds equipped with certain tensorial objects. It is known that cotangent bundles admit LCS structures [42, 14]. In [64], it is shown that locally every LCS manifold has this form. There exists a Darboux theorem on cosymplectic manifolds determining the generic example as the extended cotangent bundle, see
In the light of these observations, we shall establish Proposition 3.5 determining a Darboux theorem for LCC manifolds.

(3) Jacobi Structure of LCC Manifolds. LCS manifolds are Jacobi manifolds, we shall explicitly show the Jacobi character of LCC manifolds in Proposition 4.1.

(4) Algebra of One-Forms: Lie Algebroid Realizations. It is known that Jacobi manifolds admit Lie algebroid formalisms [22]. We shall review this for LCS manifolds in Section 2.3 and show that Lichnerowicz-deRham (abbreviated as LdR) exact one-forms constitute a subalgebra. In Section 4.3 we shall write an algebra on the space of one-form sections on LCC. Then we shall discuss the Lie algebroid realization of LCC manifolds.

(5) Hamilton-Jacobi Formalism for LCC Hamiltonian Dynamics. Hamilton-Jacobi theory provides a way to solve Hamilton equations. In a recent paper [35], we examined the geometric Hamilton-Jacobi theory for Hamiltonian dynamics on LCS manifolds. Additionally, we took the locally conformal discussions to $k$-symplectic formalism [34] and jet bundle formalism [33] in order to define locally conformally Hamiltonian field theories. In that work, we provided the locally conformal Hamilton-De Donder-Weyl formalism, as well as the geometric Hamilton-Jacobi theories for these extensions. In this work, we shall present two versions (namely in Theorem 4.4 and Theorem 4.5) of the geometric Hamilton-Jacobi theorem in the realm of LCC Hamiltonian dynamics. These results are a generalization of the HJ theorems obtained for cosymplectic Hamiltonian dynamics in [28].

The content. In the following section we summarize Hamiltonian dynamics on symplectic and LCS manifolds and their corresponding geometric HJ theorems. In Section 3, we shall recall cosymplectic manifolds and the Hamilton-Jacobi theorem for cosymplectic Hamiltonian dynamics. Then we shall explain the basics on LCC geometry, and it is in this same section where the symplectization problem of LCC manifolds and Darboux coordinates of LCC are established. In Section 4, dynamics on LCC manifolds is explained, Jacobi and Lie algebroid characters of LCC manifolds will be obtained, and finally the Hamilton-Jacobi theorems for LCC Hamiltonian dynamics will be written.

Notation. From now on we consider $\mathfrak{X}(M)$ to be the space of vector fields on $M$, whereas $\Gamma^k(M)$ is the space of $k$-form sections on $M$. $\mathcal{L}_X$ is the Lie derivative with respect to the vector field $X$. An arbitrary almost symplectic manifold is represented by the pair $(N, \omega)$ while an arbitrary almost cosymplectic manifold is denoted by $(M, \eta, \Omega)$. On $T^*Q$ we consider the differential forms $\theta_Q$ and $\omega_Q = -d\theta_Q$ and their pull backs to $T^*Q \times \mathbb{R}$ are $\Theta_Q$ and $\Omega_Q$, respectively.

Abbreviations. We refer frequently the following abbreviations:
2 Locally Conformal Symplectic Hamiltonian Dynamics

2.1 Symplectic Dynamics and HJ Theory

A manifold $N$ equipped with a non-degenerate two-form $\omega$ is called an almost symplectic manifold [76]. The non-degeneracy of the two-form manifests that $N$ is necessarily even dimensional. The musical mapping

$$\omega^\flat : \mathfrak{X}(N) \rightarrow \Gamma^1(N), \quad X \mapsto \iota_X \omega_N,$$

induced from the two-form $\omega$ is an isomorphism with the inverse mapping $\omega^\sharp$. Here, $\iota_X$ is the interior derivative (contraction) operator. An almost symplectic manifold is called symplectic if $\omega$ is closed as well. We cite an incomplete list of references [1, 3, 25, 44, 53].

For a Hamiltonian function $H$, on a symplectic manifold $(N, \omega)$, a Hamiltonian vector field $X_H$ is defined to be

$$\iota_{X_H} \omega = dH.$$

for a real valued function $H$ on $N$ (the function $H$ is the Hamiltonian). Here, $\iota_{X_H}$ denotes the interior derivative with respect to $X_H$.

Cotangent Bundle. The cotangent bundle $T^*Q$ of a manifold $Q$ is a canonically symplectic manifold admitting the Liouville one-form $\theta_Q$ and the canonically symplectic two-form $\omega_Q = -d\theta_Q$. The value of $\theta_Q$ over a vector field $X$ on $T^*Q$ is defined to be

$$\theta_Q(X) = \langle \tau_{T^*Q}(X), T\pi_Q(X) \rangle,$$

where $\tau_{T^*Q} : TT^*Q \mapsto T^*Q$ is the tangent bundle projection whereas $T\pi_Q$ is the tangent mapping of the cotangent bundle projection $\pi_Q : T^*Q \mapsto Q$.

HJ for Symplectic Dynamics. Consider the Hamiltonian vector field $X_H$ defined on the symplectic manifold $T^*Q$. Define a projection of the Hamiltonian vector field by means of a one-form section $\varrho$ on $Q$ as follows

$$X_H^e = T\pi_Q \circ X_H \circ \varrho.$$
See that $X^0_H$ is a vector field on $Q$. We provide the following diagram to visualize this projection

The geometric Hamilton-Jacobi theory relates the projected vector field $X^0_H$ and the Hamiltonian vector field $X_H$. We refer to [13] for further explanations.

**Theorem 2.1** If $\varrho$ is a closed one-form, then the following conditions are equivalent:

1. The vector fields $X_H$ and $X^0_H$ are $\varrho$-related that is $T\varrho \circ X^0_H = X_H \circ \varrho$.

2. The equation $d(H \circ \varrho) = 0$ holds.

The $\varrho$-relatedness stated in the first item gives that if $q(t)$ is an integral curve of the projected field $X^0_H$, then $\varrho \circ q(t)$ is an integral curve of the Hamiltonian vector field $X_H$. Thanks to the Poincaré lemma, the second condition gives that, there locally exists a function $S$ on $Q$ satisfying $dS = \varrho$ so that

$$H \left( q^i, \frac{\partial S}{\partial q^i} \right) = \epsilon,$$

where $\epsilon$ is a constant. This is the classical form of the time independent Hamilton-Jacobi equation [3, 39]. We refer to a recent survey on HJ [30] for some more details on the present discussion.

### 2.2 Locally Conformal Symplectic Dynamics and HJ Theory

An almost symplectic manifold $(N, \omega)$ is called locally conformal symplectic (abbreviated as LCS) manifold if the two-form $\omega$ is closed locally up to a conformal factor [6, 51, 73]. A LCS manifold admits an open covering by a family of open sets $U_\alpha$ with an associated set of functions $\rho_\alpha$ such that

$$d(e^{-\rho_\alpha} \omega|_\alpha) = 0$$

where $\omega|_\alpha$ is the restriction of the almost symplectic structure $\omega$ to $U_\alpha$. This permits us to define a local two-form $\omega_\alpha = e^{-\rho_\alpha} \omega|_\alpha$ which turns out to be symplectic. In the intersection $U_\alpha \cap U_\beta$ of two open neighbourhoods, the local symplectic two-forms are related in the following way

$$\omega_\beta = e^{-(\rho_\beta - \rho_\alpha)} \omega_\alpha, \quad \kappa_{\beta\alpha} = e^{\rho_\beta} / e^{\rho_\beta} = e^{-(\rho_\beta - \rho_\alpha)}.$$
In the intersection of three open neighbourhoods, the scalars satisfy the cocycle condition \( \kappa_{\beta \alpha} \kappa_{\alpha \rho} = \kappa_{\beta \rho} \), so that we can glue the local symplectic two-forms \( \omega_\alpha \) up to a line bundle \( L \mapsto N \) valued two-form on \( N \).

**LCS Manifold with Lee-form.** It can easily be seen that the exterior derivative of the local functions coincide in the intersection of two neighbourhoods that is \( d \rho_\alpha = d \rho_\beta \). By gluing up these exact one-forms, we arrive at a closed one-form, called the Lee one-form and denoted by \( \theta \), that takes the local form \( d \rho_\alpha \), see [51]. This observation permits us to get an alternative definition of LCS manifold as follows. An almost symplectic manifold \( (N, \omega) \) is called a LCS manifold if there exists \( \theta \) such that

\[
d \omega = \theta \wedge \omega. \tag{2.9}
\]

In terms of the LdR differential (see Appendix A.1 for the rigorous definition), an almost symplectic manifold \( (N, \omega) \) is a LCS manifold if and only if

\[
d_\theta \omega = 0 \tag{2.10}
\]

for a closed one-form \( \theta \). We denote a LCS manifold admitting a Lee-form \( \theta \) by the triplet \( (N, \omega, \theta) \). Notice that a LCS manifold turns out to be a symplectic manifold if the Lee-form is identically zero. For a generalization of this discussion in the presymplectic formalism, we cite [79].

**Hamiltonian Dynamics.** Consider a LCS manifold \( (N, \omega, \theta) \), and a local symplectic space \( (U_\alpha, \omega_\alpha) \). For a local Hamiltonian function \( H_\alpha \) on \( U_\alpha \), we write the geometric Hamilton equation by

\[
\iota_{X_\alpha} \omega_\alpha = d H_\alpha, \tag{2.11}
\]

where \( X_\alpha \) is the local Hamiltonian vector field function associated to this framework. We glue local Hamiltonian functions \( H_\alpha \) to a section of the line bundle \( L \mapsto N \). We also glue the following local functions

\[
H|_\alpha = e^{\rho_\alpha} H_\alpha \tag{2.12}
\]

those obeying the intersection law \( e^{\rho_\alpha} H_\alpha = e^{\rho_\beta} H_\beta \) to a real valued function \( H \) on \( M \). In the light of these realizations, we glue the local Hamilton equation (2.11) to

\[
\iota_{X_H} \omega = d_\theta H, \tag{2.13}
\]

where \( X_H \) is the vector field obtained by gluing all the vector fields \( X_\alpha \). See that, \( \theta \) is the Lee-form associated with the LCS manifold and \( d_\theta \) stands for the LdR differential defined in (1.1).

**LCS Structure on the Cotangent Bundle.** Let \( \psi \) be a closed one-form on the base manifold \( Q \) and we pull it back to \( T^*Q \) by means of the cotangent bundle projection \( \pi_Q \). This determines
a closed semi-basic one-form $\theta = \pi^*_Q(\psi)$ on $T^*Q$. Using the LdR differential, we define

$$\omega_\theta = -d_\theta(\theta_Q) = \omega_Q + \theta \wedge \theta_Q$$ \hspace{1cm} (2.14)

on the cotangent bundle $T^*Q$. Since $d\omega_\theta = \theta \wedge \omega_\theta$ holds, the triple $(T^*Q, \omega_\theta; \theta)$ is a LCS manifold [4, 15, 43, 64]. It is important to note that all LCS manifolds admit such a local picture.

**Hamilton-Jacobi Theorem.** Consider a Hamiltonian vector field $X_H$ on $T^*Q$ determined through (2.13) and let $\varrho$ be a section of the cotangent bundle fibration $\pi_Q : T^*Q \rightarrow Q$. We project $X_H$ to a vector field $X^\varrho_H$ on $Q$ by means of $\varrho$ referring to the definition (2.4). We state the following Hamilton-Jacobi theorem for Hamiltonian dynamics on a LCS setting, see [35].

**Theorem 2.2** Consider the LCS manifold $(T^*Q, \omega)$ equipped with the Lee-form $\theta$. If $\varrho$ is a one-form satisfying $d\psi_{\varrho} = 0$, then the following conditions are equivalent:

1. The vector fields $X_H$ and $X_H^\varrho$ are $\varrho$-related, that is, $T\varrho \circ X_H^\varrho = X_H \circ \varrho$.
2. The equation $d\psi(H \circ \varrho) = 0$ holds.

We present the following table for a brief summary of LCS manifolds.

| LCS Manifolds |
|----------------|
| Global | Local | Relation |
| $\omega|_\alpha$ | $\omega_\alpha$ | $\omega_\alpha = e^{-\rho_\alpha} \omega|_\alpha$ |
| $H|_\alpha$ | $H_\alpha$ | $H_\alpha = e^{-\rho_\alpha} H|_\alpha$ |
| $X_H|_\alpha$ | $X_\alpha$ | $X_H|_\alpha = X_\alpha$ |
| $\iota_{X_H} \omega = d_\theta H$ | $\iota_{X_\alpha} \omega_\alpha = dH_\alpha$ | $\theta|_\alpha = d\rho_\alpha$ |

Here, the tensor fields in the global column are those can be glued up to classical (real valued) tensor fields whereas in the local column are those can be glued up to line bundle valued tensor fields.

### 2.3 Algebra of One-forms

Consider a LCS manifold $(N, \omega)$ and the musical isomorphism $\omega^\flat$ defined in (2.1) together with its inverse $\omega^\sharp$. By definition, we are able to write the identity

$$\omega(\omega^\sharp(\mu), X) = \langle \mu, X \rangle.$$ \hspace{1cm} (2.15)
for an arbitrary vector field $X$ and an arbitrary one-form $\mu$ on $N$.

**Jacobi Structure of LCS Manifolds.** Let us consider now a LCS manifold $(N, \omega)$ with a Lee form $\theta$. Let us now concentrate on the particular case of LCS manifolds. The musical mapping $\omega^\sharp$ permits us to define the Lee vector field $Z_\theta$ as

$$Z_\theta := \omega^\sharp(\theta), \quad \iota_{Z_\theta}\omega = \theta. \quad (2.16)$$

For the two one-forms $\mu$ and $\nu$ on $N$, one can define a bivector $\Lambda$ on $N$ as

$$\Lambda(\mu, \nu) = \omega(\omega^\sharp(\mu), \omega^\sharp(\nu)). \quad (2.17)$$

By direct calculation, one can show that the pair $(\Lambda, Z_\theta)$ satisfies the conditions in (1.6), see [28], so it determines a Jacobi structure on $N$. Accordingly, the Jacobi bracket of two functions is determined through the following formula

$$\{F, H\}_{LCS} = \Lambda(dF, dH) + F\Lambda(H) - H\Lambda(F) = \omega(X_F, X_G). \quad (2.18)$$

Notice that, $X_F$ and $X_H$ are the Hamiltonian vector fields defined as in (2.13).

**The Algebra.** Consider the Jacobi-Lie bracket of vector fields on the manifold $N$. Referring to this Lie algebra structure, we define a Lie bracket on the space of one-form sections $\Gamma^1(N)$ as follows

$$\{\bullet, \bullet\}_{\Gamma^1(N)} : \Gamma(N) \times \Gamma(N) \rightarrow \Gamma(N), \quad (\mu, \nu) \mapsto \omega^\sharp([\omega^\sharp(\mu), \omega^\sharp(\nu)]) \quad (2.19)$$

such that the musical isomorphisms $\omega^\flat$ and $\omega^\sharp$ turn out to be Lie algebra isomorphisms, that is,

$$\omega^\sharp\{\mu, \nu\}_{\Gamma^1(N)} = [\omega^\sharp(\mu), \omega^\sharp(\nu)], \quad \omega^\flat[X, Y] = \{X^\flat, Y^\flat\}_{\Gamma^1(N)}. \quad (2.20)$$

In order to explicitly determine the Lie bracket on the space of one-form sections, we apply the LdR differential to the LCS two-form $\omega$ at $(\omega^\sharp(\mu), \omega^\sharp(\nu), X)$. This gives us that

$$d_\theta\omega(\omega^\sharp(\mu), \omega^\sharp(\nu), X) = d\omega(\omega^\sharp(\mu), \omega^\sharp(\nu), X) - \theta \wedge \omega(\omega^\sharp(\mu), \omega^\sharp(\nu), X)$$

$$= \omega^\sharp(\mu)(\omega(\omega^\sharp(\nu), X)) - \omega^\sharp(\nu)(\omega(\omega^\sharp(\mu), X)) + X(\omega(\omega^\sharp(\mu), \omega^\sharp(\nu)))$$

$$- \omega([\omega^\sharp(\mu), \omega^\sharp(\nu)], X) + \omega([\omega^\sharp(\mu), X], \omega^\sharp(\nu)) - \omega([\omega^\sharp(\nu), X], \omega^\sharp(\mu))$$

$$- \theta(\omega^\sharp(\mu))\omega(\omega^\sharp(\nu), X) + \theta(\omega^\sharp(\nu))\omega(\omega^\sharp(\mu), X) - \theta(X)\omega(\omega^\sharp(\mu), \omega^\sharp(\nu))$$

$$= \omega^\sharp(\mu)(\langle \nu, X \rangle) - \omega^\sharp(\nu)(\langle \mu, X \rangle) + \langle d_\omega(\omega^\sharp(\nu)), \omega(\theta, X) \rangle$$

$$- \langle \{\mu, \nu\}_{\Gamma^1(N)}, X \rangle - \langle \nu, \omega^\sharp(\mu), X \rangle + \mu, [\omega^\sharp(\nu), X]$$

$$- \theta(\omega^\sharp(\mu))(\nu, X) + \theta(\omega^\sharp(\nu))(\mu, X) - \iota_{\omega^\sharp(\nu)}\iota_{\omega^\sharp(\mu)}\omega(\theta, X). \quad (2.21)$$
Notice that we have used the identities (2.15) and (2.20) in order to write the last equality above. The commutation property of the Lie derivative and the interior derivative imply

\[
\omega^\sharp(\mu)(\langle \nu, X \rangle) - \langle \nu, [\omega^\sharp(\mu), X] \rangle = \langle \mathcal{L}_{\omega^\sharp(\mu)} \nu, X \rangle, \quad \omega^\sharp(\nu)(\langle \mu, X \rangle) - \langle \mu, [\omega^\sharp(\nu), X] \rangle = \langle \mathcal{L}_{\omega^\sharp(\nu)} \mu, X \rangle.
\]

(2.22)

Here, \( \mathcal{L} \) stands for the Lie derivative. After we substitute these identities in equation (2.21), the fact that \( \omega \) is LdR closed and the nondegeneracy of the pairing between the vector fields and one-forms allow us to write the following proposition.

**Proposition 2.3** For a LCS manifold \((N, \omega)\), the space \(\Gamma^1(N)\) of one-forms is a Lie algebra with the following the Lie bracket

\[
\{\mu, \nu\}_{\Gamma^1(N)} = \mathcal{L}_{\omega^\sharp(\mu)} \nu - \theta(\omega^\sharp(\mu)) \nu - \mathcal{L}_{\omega^\sharp(\nu)} \mu + \theta(\omega^\sharp(\nu)) \mu + d\theta \iota_{\omega^\sharp(\nu)} \iota_{\omega^\sharp(\mu)} \omega.
\]

(2.23)

Notice that, for the case of \(\theta = 0\), that is, the symplectic subcase, the algebra \(\text{Lie-LCS}\) henceforth, reduces to the bracket [37, 48, 74]

\[
\{\mu, \nu\}_{\Gamma^1(N)} = \mathcal{L}_{\omega^\sharp(\mu)} \nu - \mathcal{L}_{\omega^\sharp(\nu)} \mu + d\iota_{\omega^\sharp(\nu)} \iota_{\omega^\sharp(\mu)} \omega.
\]

(2.24)

**Lie Algebroid Realization.** As it is well known, the cotangent bundle of a Poisson manifold admits a Lie algebroid realization [17]. The bracket (2.23) generalizes this to a more general setting. We draw the following bundle mapping

\[
(T^*N, \{\bullet, \bullet\}_{\Gamma^1}) \xrightarrow{\omega^\sharp} TN
\]

(2.25)

Referring to Lie algebroid definition given in Appendix A.3, we state that for a LCS manifold \((N, \omega)\), the quintuple \((T^*N, \pi_N, N, \omega^\sharp, \{\bullet, \bullet\}_{\Gamma^1(N)})\) is a Lie algebroid. Here, the anchor map is the musical isomorphism \(\omega^\sharp\) according to the identifications in (2.20), whereas the Lie algebroid bracket is the one in (2.23). It is needless to say that \(\theta\) identically vanishes if LCS reduces to a symplectic manifold and that the Lie algebroid structure reduces to the one obtained in the classical Poisson case, see [80].

Let us show that the identity in (1.13) is indeed satisfied. Let \(F \in \mathcal{F}(N)\) and \(\mu, \nu \in \Gamma^1(N)\). We
have

\[
\{\mu, F\nu\}_{\Gamma^1(N)} = \mathcal{L}_{\omega^\sharp(\mu)}(F\nu) - \theta(\omega^\sharp(\mu))F\nu - \mathcal{L}_{\omega^\sharp(F\nu)}\mu + \theta(\omega^\sharp(F\nu))\mu + d\theta t_{\omega^\sharp(F\nu)}t_{\omega^\sharp(\mu)}\omega
\]

\[
= \mathcal{L}_{\omega^\sharp(\mu)}(F)\nu + F\mathcal{L}_{\omega^\sharp(\mu)}(\nu) - F\theta(\omega^\sharp(\mu))\nu - F\mathcal{L}_{\omega^\sharp(\nu)}\mu - dF \wedge t_{\omega^\sharp(\nu)}\mu + F\theta(\omega^\sharp(\nu))\mu + dF \wedge t_{\omega^\sharp(\mu)}\omega + Fdt_{\omega^\sharp(\nu)}t_{\omega^\sharp(\mu)}\omega - F\theta t_{\omega^\sharp(\nu)}t_{\omega^\sharp(\mu)}\omega.
\]

(2.26)

Note that the last equality comes from the linearity of \(\theta, \omega^\sharp\), and the relation

\[
\mathcal{L}_{F\omega^\sharp(\nu)}\mu = F\mathcal{L}_{\omega^\sharp(\nu)}\mu - dF \wedge t_{\omega^\sharp(\nu)}\mu.
\]

(2.27)

Furthermore, the definition of \(\omega^b\) implies that \(t_{\omega^\sharp(\mu)} = \mu\). Therefore, we conclude that

\[
\{\mu, F\nu\}_{\Gamma^1(N)} = F\{\mu, \nu\}_{\Gamma^1(N)} + \mathcal{L}_{\omega^\sharp(\mu)}(F)\nu.
\]

(2.28)

**Subalgebra of LdR Closed Forms.** A subbundle of the Lie algebroid (2.25) can be obtained as follows. At first, according to Cartan’s formula, we obtain that

\[
\mathcal{L}_{\omega^\sharp(\mu)}\nu - \theta(\omega^\sharp(\mu))\nu = t_{\omega^\sharp(\mu)}d_\theta\nu + d_\theta t_{\omega^\sharp(\mu)}\nu,
\]

\[
\mathcal{L}_{\omega^\sharp(\nu)}\mu - \theta(\omega^\sharp(\nu))\mu = t_{\omega^\sharp(\nu)}d_\theta\mu + d_\theta t_{\omega^\sharp(\nu)}\mu,
\]

(2.29)

see also [14]. So, if we suppose that both \(\mu\) and \(\nu\) are LdR closed one-forms, equation (2.23) reduces to

\[
\{\mu, \nu\}_{\Gamma^1(N)} = d_\theta \left(t_{\omega^\sharp(\mu)}\nu - t_{\omega^\sharp(\nu)}\mu + t_{\omega^\sharp(\nu)}t_{\omega^\sharp(\mu)}\omega\right).
\]

(2.30)

In particular, let \(\mu = d_\theta F\) and \(\nu = d_\theta H\), where \(F\) and \(H\) are real-valued functions defined on \(N\). Directly using equation (2.30) and the Hamilton equation (2.13) for \(F\) and \(H\), we observe that

\[
\{d_\theta F, d_\theta H\}_{\Gamma^1(N)} = d_\theta \left(t_{X_F}d_\theta H - t_{X_H}d_\theta F + t_{X_H}t_{X_F}\omega\right)
\]

\[
= d_\theta \left(t_{X_F}t_{X_H}\omega - t_{X_H}t_{X_F}\omega + t_{X_H}t_{X_F}\omega\right)
\]

\[
= d_\theta \{F, H\}_{LCS}.
\]

(2.31)

In other words, the set of all LdR exact one-forms on \(N\) is a Lie subalgebra of the Lie algebra of one-forms on \(N\). This also gives that the LdR differential is a Lie algebra homomorphism. Further, by determining a subbundle of \(T^*N\), LdR exact one-forms constitute a Lie subalgebroid of \((T^*N, \pi_N, N, \omega^\sharp, \{\cdot, \cdot\}_{\Gamma^1(N)})\).
3  Locally Conformal Cosymplectic Manifolds

3.1 Cosymplectic Hamiltonian Dynamics

An almost cosymplectic structure on a manifold $M$ of odd dimension $2n + 1$ consists of a pair of differential forms $(\eta, \Omega)$, where $\eta$ is a one-form, the so-called Reeb-form and $\Omega$ is a two-form, and both satisfying the non-degeneracy condition $\eta \wedge \Omega^n \neq 0$ [54, 55]. In other words, the top-form $\eta \wedge \Omega^n$ is a non-vanishing $2n + 1$ volume form on $M$. We refer to a recent and very comprehensive survey [12] for some history of the theory and for the results we list in the sequel.

For an almost cosymplectic manifold $(M, \eta, \Omega)$, the mapping

$$\flat : \mathfrak{X}(M) \longrightarrow \Gamma^1(M), \quad X \mapsto \flat(X) = \iota_X \Omega + \eta(X) \eta$$  \hspace{1cm} (3.1)

is an isomorphism. We denote the inverse of this isomorphism by $\sharp$. We call the image $\mathcal{R} := \sharp(\eta)$ the Reeb field. The Reeb vector field fulfills the two following identities that determine the Reeb vector field uniquely.

$$\iota_\mathcal{R} \eta = 1, \quad \iota_\mathcal{R} \Omega = 0.$$  \hspace{1cm} (3.2)

An almost cosymplectic manifold $(M, \eta, \Omega)$ turns out to be a cosymplectic manifold if both of the differential forms are closed, i.e., $d\Omega = 0$ and $d\eta = 0$.

**Gradient, Hamiltonian and Evolution Vector Fields.** Consider a Hamiltonian function $H$ defined on an almost cosymplectic manifold $(M, \eta, \Omega)$. We define three vector fields related with the Hamiltonian function. The gradient vector field is defined to be

$$\text{grad} H := \sharp(dH),$$  \hspace{1cm} (3.3)

see, for example, [11]. Notice that, alternatively, we can define gradient vector field as

$$\iota_{\text{grad} H} \eta = \mathcal{R}(H), \quad \iota_{\text{grad} H} \Omega = dH - \mathcal{R}(H) \eta.$$  \hspace{1cm} (3.4)

For a Hamiltonian function $H$, we define Hamiltonian vector field $X_H$ as

$$\iota_{X_H} \eta = 0, \quad \iota_{X_H} \Omega = dH - \mathcal{R}(H) \eta.$$  \hspace{1cm} (3.5)

It is immediate to see that the Hamiltonian function $H$ is conserved under the flow generated by the Hamiltonian vector field $X_H$, that is $X_H(H) = 0$. One can also define the evolution vector field corresponding to the Hamiltonian function $H$ as the vector field that fulfills the two following
identities:
\[ \iota_{E,H} \eta = 1, \quad \iota_{E,H} \Omega = dH - \mathcal{R}(H) \eta. \]  
(3.6)

(Almost) Poisson Bracket. Referring to the gradient vector field definition and the two-form \( \Omega \), we define a bracket of functions on \( M \) as follows
\[ \{ F, H \}_{\text{Cos}} := \Omega(\text{grad } F, \text{grad } H). \]  
(3.7)

It is immediate to observe that we can replace the gradient vector fields in (3.7) by Hamiltonian vector fields, so we can alternatively rewrite the bracket as
\[ \{ F, H \}_{\text{Cos}} = \Omega(X_F, X_H) = X_H(F). \]  
(3.8)

One can check that the bracket is an almost Poisson bracket by being skew-symmetric and satisfying the Leibniz identity. The bracket (3.7) satisfies the Jacobi identity if and only if \( d\Omega = 0 \) and \( d\eta = 0 \).

Then, we deduce that the bracket (3.7) is Poisson if and only if the triple \( (M, \Omega, \eta) \) is a cosymplectic manifold.

The following theorem establishes the symplectization of a cosymplectic manifold. For proof of this assertion, we cite [27].

**Proposition 3.1** Let \( M \) be a \((2n + 1)\)-dimensional manifold equipped with a one-form \( \eta \) and a two-form \( \Omega \). Let \( \overline{M} = M \times \mathbb{R} \) and define the two-form
\[ \overline{\Omega} = \pi^* \Omega + \pi^* \eta \wedge ds, \]  
(3.9)

where \( \pi : \overline{M} \to M \) is the canonical projection and \( s \) is the coordinate function on \( \mathbb{R} \). Then

(i) \( (M, \eta, \Omega) \) is a cosymplectic manifold if and only if \( (\overline{M}, \overline{\Omega}) \) is a symplectic manifold.

(ii) \( \pi \) is a Poisson morphism.

Extended Cotangent Bundle. Generic examples of cosymplectic manifolds are extended cotangent bundles \( T^* Q \times \mathbb{R} \). We define a two-form \( \Omega \) by pulling back the canonically symplectic two-form \( \Omega_Q \) on \( T^* Q \) and a one-form \( \eta \) pulling back the differential form \( dt \) on \( \mathbb{R} \). In terms of Darboux coordinates \( (q^i, p_i, t) \) on the bundle, one has
\[ \Omega = dq^i \wedge dp_i, \quad \eta = dt. \]  
(3.10)

A direct computation reads that the triple \( (T^* Q \times \mathbb{R}, \eta, \Omega) \) turns out to be a cosymplectic manifold.
In this local realization, we compute the Reeb field, the Hamiltonian and the evolution vector fields as
\[
\mathcal{R} = \frac{\partial}{\partial t}, \quad X_H(q, p, t) = \frac{\partial H}{\partial p_i} \frac{\partial}{\partial q^i} - \frac{\partial H}{\partial q^i} \frac{\partial}{\partial p_i}, \quad E_H(q, p, t) = \frac{\partial H}{\partial p_i} \frac{\partial}{\partial q^i} - \frac{\partial H}{\partial q^i} \frac{\partial}{\partial p_i} + \frac{\partial}{\partial t},
\tag{3.11}
\]
respectively. The Poisson bracket in (3.7) is computed to be
\[
\{F, H\}(q, p, t) = \frac{\partial H}{\partial p_i} \frac{\partial F}{\partial q^i} - \frac{\partial H}{\partial q^i} \frac{\partial F}{\partial p_i}.
\tag{3.12}
\]
and the dynamic generated by the evolution vector field \(E_H\) is precisely
\[
\dot{q}^i = \frac{\partial H}{\partial p_i}, \quad \dot{p}_i = -\frac{\partial H}{\partial q^i}, \quad \dot{t} = 1.
\tag{3.13}
\]
Since \(\dot{t} = 1\), we can consider \(t\) as a time-parameter up to an affine term. So, we can argue that cosymplectic Hamiltonian dynamics is the convenient geometric formulation for time-dependent Hamiltonians.

Let us present the symplectization of a cosymplectic manifold \(T^*Q \times \mathbb{R}\) by using Theorem 3.1. The first step here is to determine an extension of this manifold by \(\mathbb{R}\), that is \((T^*Q \times \mathbb{R}) \times \mathbb{R}\). This is isomorphic to the cotangent bundle \(T^*(Q \times \mathbb{R}) \cong T^*Q \times T^*\mathbb{R}\). Accordingly, for \(z\) in \(T^*Q\), we define the following fibrations
\[
\pi : T^*Q \times T^*\mathbb{R} \longrightarrow T^*Q \times \mathbb{R}, \quad (z, t, s) \mapsto (z, t),
\]
\[
\tau : T^*Q \times \mathbb{R} \longrightarrow Q \times \mathbb{R}, \quad (z, t) \mapsto (\pi_Q(z), t),
\tag{3.14}
\]
Referring to the definition in (3.9), in Darboux coordinates, we compute the symplectic two form \(\Omega\) on \(T^*(Q \times \mathbb{R})\) as
\[
\Omega = dq^i \wedge dp_i + dt \wedge ds.
\tag{3.15}
\]

**Hamilton-Poincaré Realization.** Consider the cotangent bundle \(T^*Q\) admitting the Liouville one-form \(\theta_Q\) and the symplectic two-form \(\Omega_Q\). Recall also the cosymplectic pair \((\eta, \Omega)\) in (3.10) defined on the extended cotangent bundle \(T^*Q \times \mathbb{R}\). An alternative cosymplectic structure on the extended cotangent bundle is determined through the Hamilton-Poincaré forms
\[
\theta_H = \Theta_Q - Hdt, \quad \Omega_H = \Omega_Q + dH \wedge dt,
\tag{3.16}
\]
respectively. See that, we exhibit the pull back of the canonical form to the extended bundle \(T^*Q \times \mathbb{R}\) with same notation. Recalling \(\eta = dt\), a simple observation proves that \((T^*Q \times \mathbb{R}, \eta, \Omega_H)\) is a cosymplectic manifold. For this second cosymplectic structure the Reeb field \(\mathcal{R}_H\) is defined to
Let us show that the evolution vector field $E_H$ and $R_H$ are the same. For this, we compare their definitions given in (3.6) and (3.17), respectively. The first identities are exactly the same. Let us examine the second identities. We start with the one in (3.17), by substituting the definition of the Hamilton-Poincaré two-form in (3.16). This gives

$$
\iota_{R_H} \Omega_Q = dH - (\iota_{R_H} dH) dt
$$

Recall that, the relationship between the evolution vector field and the Hamiltonian vector field is computed to be $E_H = R + X_H$. This identity and the conservation of the Hamiltonian function permit us to replace the Reeb field with $E_H$ in the second term of the second identity in (3.6). So, we argue that $E_H = R_H$.

### 3.2 HJ Theorem for Cosymplectic Hamiltonian Dynamics

Consider a time-dependent Hamiltonian function $H = H(q, p, t)$ defined on the extended cotangent bundle $T^*Q \times \mathbb{R}$. The Hamilton-Jacobi problem consists on determining a smooth function $S = S(q, t)$ defined on the extended space $Q \times \mathbb{R}$ satisfying

$$
\frac{\partial S}{\partial t} + H\left(t, q^i, \frac{\partial S(t, q^i)}{\partial t}\right) = f(t).
$$

Here, $f(t)$ is an arbitrary real-valued real function. In the most classical realization of a time-dependent HJ theory, the function $f$ is taken to be zero.

Let us comment the ingredients of this theory one by one in order to arrive at the geometric Hamilton-Jacobi theory for the cosymplectic framework. At first, we record here the following sections

$$
\tilde{\gamma} : Q \times \mathbb{R} \to T^*Q \times T^*\mathbb{R}, \quad (q, t) \mapsto (\tilde{\gamma}(q, t), t, \tilde{\gamma}(q, t)),
$$

$$
\gamma : Q \times \mathbb{R} \to T^*Q \times \mathbb{R}, \quad (q, t) \mapsto (\gamma(q, t), t).
$$

Here, considering $T^*\mathbb{R} = \mathbb{R} \times \mathbb{R}$ where $T^*_t \mathbb{R} \cong \mathbb{R}$ for $t \in \mathbb{R}$, $\tilde{\gamma}(q, t)$ is in $T^*Q$ whereas, $\gamma(q, t)$ is in $\mathbb{R}$. Notice that, in this notation, the following equation holds

$$
\gamma = \pi \circ \tilde{\gamma}.
$$

Consider now a time-dependent Hamiltonian function $H$ on the cosymplectic manifold $T^*Q \times \mathbb{R}$. Notice that, the evolution flow $E_H$ generated by the Hamiltonian function $H$ is defined by the cosymplectic formulation in (3.6) and its local characterization is precisely in the form (3.11). Referring to the projection $\pi$, we pull-back $H$ and define the extended Hamiltonian

$$H^s(z,t,s) = \pi^*H(z,t) + s$$

(3.22)
on the cotangent bundle $T^*(Q \times \mathbb{R})$. The flow $X_{H^s}$ generated by the Hamiltonian function $H^s$ is determined through the symplectic relation $\iota_{X_{H^s}}\Omega = dH^s$. Here, $\Omega$ is the (lifted) symplectic two-form exhibited in (3.15). In terms of Darboux coordinates, these vector fields are computed to be

$$X_{H^s} = \frac{\partial H}{\partial p_i} \frac{\partial}{\partial q^i} - \frac{\partial H}{\partial q^i} \frac{\partial}{\partial p_i} + \frac{\partial}{\partial t} - \frac{\partial H}{\partial t} \frac{\partial}{\partial s}.$$ 

(3.23)

It is evident from the local observation that $X_{H^s}$ and $E_H$ are $\pi$-related [28], that is,

$$E_H \circ \pi = T\pi \circ X_{H^s}. $$ 

(3.24)

We project the vector fields $X_{H^s}$ and $E_H$ to the extended configuration space $Q \times \mathbb{R}$ by means of the sections $\tilde{\gamma}$ and $\gamma$. Accordingly, we arrive at the following vector fields

$$X^\gamma_{H^s} := T\pi_{Q \times \mathbb{R}} \circ X_{H^s} \circ \tilde{\gamma}, \quad E^\gamma_H := T\gamma \circ X_{H^s} \circ \gamma,$$

(3.25)

respectively. The projected vector fields $X^\gamma_{H^s}$ and $E^\gamma_H$ coincide. By choosing $\tilde{\gamma} = \tilde{\gamma}_i(q,t)dq^i$ we have that

$$X^\gamma_{H^s} = E^\gamma_H = \frac{\partial}{\partial t} + \frac{\partial H}{\partial p_i} \bigg|_{p_i = \tilde{\gamma}_i(q,t)} \frac{\partial}{\partial q^i}.$$ 

(3.26)

We state the following geometric Hamilton-Jacobi theorem for cosymplectic manifolds [28].

**Theorem 3.2** Assume that $\tilde{\gamma}$ is a closed form, then the following conditions are equivalent:

1. $X^\gamma_{H^s}$ and $E_H$ are $\gamma$-related, that is,

$$T\pi \circ T\tilde{\gamma} \circ X^\gamma_{H^s} = E_H \circ \pi \circ \tilde{\gamma}. $$

(3.27)

2. The following identity holds

$$d(H^s \circ \tilde{\gamma}) \in \langle \eta \rangle$$

(3.28)

where $\langle \eta \rangle$ stands for the span space of the one-form $\eta$. 
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Let us try to write a geometric Hamilton-Jacobi theory referring to section $\gamma$. For this we need to first introduce some more notation. Recall the fibration $\tau$ given in (3.14) and a section $\gamma$ in (3.20). We freeze the base manifold component $q$ and the time variable $t$ one by one to arrive at the following differentiable maps

$$
\gamma^q : \mathbb{R} \longrightarrow T^*Q \times \mathbb{R}, \quad t \mapsto \gamma(q, t) = (\bar{\gamma}(q, t), t)
$$
$$
\gamma^t : Q \longrightarrow T^*Q \times \mathbb{R}, \quad q \mapsto \gamma(q, t) = (\bar{\gamma}(q, t), t)
$$

(3.29)

where we assume that the following section of the cotangent bundle

$$
\bar{\gamma}^t : Q \longrightarrow T^*Q, \quad q \mapsto \bar{\gamma}(q, t)
$$

(3.30)
is closed for all $t$. Recall the one-form $\tilde{\gamma}$ defined on $Q \times \mathbb{R}$ and examine the implications of its closedness. To have this, we write

$$
\bar{\gamma}(q, t) = \bar{\gamma}_i(q, t) dq^i + \bar{\gamma}(q, t) dt
$$
in terms of the local coordinates. This reads the two next identities:

$$
\frac{\partial \bar{\gamma}_i}{\partial q^j} = \frac{\partial \bar{\gamma}_j}{\partial q^i}, \quad \frac{\partial \bar{\gamma}}{\partial q^i} = \frac{\partial \bar{\gamma}_i}{\partial t}.
$$

(3.31)

See that the former identity, that expresses the symmetry of the quantity $\bar{\gamma}_{i,j}$ with respect to the change of the indices, manifests that $\bar{\gamma}^t$ is a closed one-form. The second is the identity establishing a relationship between $\bar{\gamma}$ and $\bar{\gamma}$.

Let us recall the second condition in Theorem 3.2. The left hand side of this is equal to the following expression

$$
d(H^* \circ \bar{\gamma}) = d\left(\pi^*H(\bar{\gamma}(q, t), t) + \bar{\gamma}(q, t)\right)
$$

$$
= \left(\frac{\partial H}{\partial q^i} + \frac{\partial H}{\partial p^j} \frac{\partial \bar{\gamma}_j}{\partial q^i} + \frac{\partial \bar{\gamma}}{\partial q^i}\right) dq^i + \left(\frac{\partial H}{\partial t} + \frac{\partial H}{\partial p^j} \frac{\partial \bar{\gamma}_j}{\partial t} + \frac{\partial \bar{\gamma}}{\partial t}\right) dt.
$$

The second condition imposes that the one form is in the span of $dt$, reading the identity

$$
\frac{\partial H}{\partial q^i} + \frac{\partial H}{\partial p^j} \frac{\partial \bar{\gamma}_j}{\partial q^i} + \frac{\partial \bar{\gamma}}{\partial q^i} = 0.
$$

See that we can substitute the second identity in (3.31) into the previous equation and arrive at:

$$
\frac{\partial H}{\partial q^i} + \frac{\partial H}{\partial p^j} \frac{\partial \bar{\gamma}_j}{\partial q^i} + \frac{\partial \bar{\gamma}_i}{\partial t} = 0.
$$
that depends only on the Hamiltonian function $H$ and the section $\gamma$. In the literature, this equation is known as the time-dependent Hamilton-Jacobi equation.

**Coordinate-free Realization.** Assume a differential one-form $\alpha$ on a manifold $Q$. Its vertical lift $\alpha^V$ is a vector field on $T^*Q$ defined to be

$$\alpha^V := \omega_Q^\sharp \circ \pi_Q^* \alpha$$

where $\omega_Q$ is the canonical symplectic two-form on $T^*Q$. Here, $\pi_Q^* \alpha$ denotes the pullback of the one-form to the cotangent bundle by means of the cotangent bundle projection. That is, the following diagram commutes.

\[
\begin{array}{ccc}
T^*T^*Q & \xrightarrow{\omega_Q^\sharp} & TT^*Q \\
\downarrow \pi_T^*Q & & \downarrow \tau^*Q \\
T^*Q & \xleftarrow{\alpha^V} & T^*Q
\end{array}
\]

We can write this geometrically as follows

$$[d(H \circ \gamma^t)]^V = \dot{\gamma}^q,$$

where $\gamma^q$ and $\gamma^t$ are functions in (3.29). Here, the superscript $V$ stands for the vertical lift operation resulting with a vector field over the cotangent bundle. This permits us to determine an alternative formulation of the Hamilton-Jacobi theorem. In order to see this we recall that the first condition (3.27) can also be written as

$$T\gamma \circ E_H^\gamma = E_H \circ \gamma$$

since $E_H^\gamma$ and $X_H^\gamma$ coincide. This reads the following Hamilton-Jacobi theorem.

**Theorem 3.3** For $\gamma(q,t) = (\bar{\gamma}(q,t),t)$ where $\bar{\gamma}(q,t)$ is closed for each $t$, the following two statements are equivalent

1. The vector fields $E_H$ and $E_H^\gamma$ are $\gamma$-related.

2. The identity $[d(H \circ \gamma^t)]^V = \dot{\gamma}^q$ is satisfied.

In this theorem, we may further substitute the evolution vector field $E_H$ and its projection $E_H^\gamma$ with the Reeb field $R_H$ and $R_H^\gamma$, respectively.
3.3 Locally Conformally Cosymplectic Manifolds

An almost cosymplectic manifold \((M, \eta, \Omega)\) is a locally conformal cosymplectic manifold if there exists a neighborhood \(U_\alpha\) of every point \(x \in M\) and local a function \(\sigma_\alpha : U_\alpha \to \mathbb{R}\) such that

\[
d(e^{-\sigma_\alpha} \eta|_\alpha) = 0, \quad d(e^{-2\sigma_\alpha} \Omega|_\alpha) = 0, \tag{3.34}
\]

where \(\eta|_\alpha\) and \(\Omega|_\alpha\) denote the restrictions of \(\eta\) and \(\Omega\) to \(U_\alpha\), respectively. See, for example, [16, 10, 27]. According to these definitions, we define a local one-form and a local two-form as

\[
\eta_\alpha := e^{-\sigma_\alpha} \eta|_\alpha, \quad \Omega_\alpha := e^{-2\sigma_\alpha} \Omega|_\alpha, \tag{3.35}
\]

respectively. Evidently, \(\eta_\alpha\) and \(\Omega_\alpha\) are closed, and they satisfy the non-degeneracy condition \(\eta_\alpha \wedge \Omega^n_\alpha \neq 0\). Hence, \((U_\alpha, \eta_\alpha, \Omega_\alpha)\) turns out to be a cosymplectic space.

Now, we consider another local open chart \(U_\beta\) such that the intersection \(U_\alpha \cap U_\beta\) is not empty. So that, in the intersection, the restriction of the global forms are equal, i.e., \(\eta|_\alpha = \eta|_\beta\) and \(\Omega|_\alpha = \Omega|_\beta\). These identifications and the definitions in (3.35) lead us to that, in the overlapping, the local one-form and the local two-form are related by

\[
\eta_\beta = e^{-(\sigma_\beta - \sigma_\alpha)} \eta_\alpha, \quad \Omega_\beta = e^{-2(\sigma_\beta - \sigma_\alpha)} \Omega_\alpha, \tag{3.36}
\]

respectively. The relationship between the local one-forms yields a set of scalars

\[
\kappa_{\beta\alpha} = e^{-(\sigma_\beta - \sigma_\alpha)} \tag{3.37}
\]

satisfying the cocycle condition in the overlapping of three open neighborhoods. The cocycle character of the local one-forms enables us to glue them up to a line bundle \(L \mapsto M\) valued one-form. Similarly, in the overlapping, the local two-forms provide a set of scalars

\[
\lambda_{\beta\alpha} = e^{-2(\sigma_\beta - \sigma_\alpha)} \tag{3.38}
\]

satisfying the cocycle condition as well. So that, the local two-forms \(\Omega_\alpha\) can be glued to a line bundle \(L \mapsto M\) valued two-form.

The Reeb Field. The non-degeneracy of the pair \((\eta_\alpha, \Omega_\alpha)\) enables us to write the local musical isomorphism

\[
b_\alpha : \mathfrak{X}(U_\alpha) \to \Gamma(U_\alpha) : X_\alpha \mapsto \iota_{X_\alpha} \Omega_\alpha + \eta_\alpha(X_\alpha) \eta_\alpha \tag{3.39}
\]

with inverse map \(\sharp_\alpha : \Gamma(U_\alpha) \to \mathfrak{X}(U_\alpha)\). Accordingly, we can write every local one-form \(\mu_\alpha\) in \(\Gamma(U_\alpha)\) as the image of a unique local vector field \(X_\alpha\) under \(b_\alpha\). Referring to the inverse map \(\sharp_\alpha\) of the
musical isomorphism $\flat_{\alpha}$, we are able to define the Reeb field $R_{\alpha}$ of $U_{\alpha}$ by $R_{\alpha} = \sharp_{\alpha}(\eta_{\alpha})$. This definition implies the following local characterizations

$$\iota_{R_{\alpha}}\eta_{\alpha} = 1, \quad \iota_{R_{\alpha}}\Omega_{\alpha} = 0.$$  \hspace{1cm} (3.40)

Referring to (3.35), we obtain the following local vector fields

$$R_{|\alpha} = e^{-\sigma_{\alpha}}R_{\alpha}.$$ \hspace{1cm} (3.41)

and a global vector field $R$ by gluing up all local vector fields $R_{|\alpha}$. On $U_{\alpha} \cap U_{\beta}$, the Reeb fields of $U_{\alpha}$ and $U_{\beta}$ are related by $R_{\beta} = \kappa_{\alpha\beta}R_{\alpha}$, where $\kappa_{\alpha\beta}$ are the scalars given in (3.37). Therefore, the local Reeb fields $R_{\alpha}$ can be glued to a line bundle valued vector field.

**From Local to Global Picture.** We define the local picture of a global one form and a global vector field as

$$\mu_{|\alpha} = e^{\sigma_{\alpha}}\mu_{\alpha}, \quad X_{|\alpha} = e^{-\sigma_{\alpha}}X_{\alpha},$$ \hspace{1cm} (3.42)

respectively. We compute

$$\mu_{|\alpha} = e^{\sigma_{\alpha}}\mu_{\alpha} = e^{\sigma_{\alpha}}(\iota_{X_{\alpha}}\Omega_{\alpha} + \eta_{\alpha}(X_{\alpha})\eta_{\alpha})$$

$$= e^{\sigma_{\alpha}}(\iota_{e^{\sigma_{\alpha}}X_{|\alpha}}e^{-2\sigma_{\alpha}}\Omega_{|\alpha} + e^{-\sigma_{\alpha}}\eta_{|\alpha}(e^{\sigma_{\alpha}}X_{|\alpha})e^{-\sigma_{\alpha}}\eta_{|\alpha})$$

$$= \iota_{X_{|\alpha}}\Omega_{|\alpha} + \eta_{|\alpha}(X_{|\alpha})\eta_{|\alpha}.$$

All terms in the last line of this computation can be glued up to their global realizations. Therefore, the gluing up of the local musical isomorphisms $\flat_{\alpha}$ is precisely the same as the one defined for the manifold $(M, \eta, \Omega)$ with an almost cosymplectic structure.

Ignoring the LCC structure for a moment, we can take $(M, \eta, \Omega)$ as an almost cosymplectic manifold. In this setting, we can define the Reeb field of $(M, \eta, \Omega)$ using the identities in (3.2). If we take an arbitrary neighborhood $U_{\alpha}$ and the local Reeb field defined in (3.41), we compute that

$$\iota_{R_{|\alpha}}\eta_{|\alpha} = \iota_{e^{\sigma_{\alpha}}R_{|\alpha}}e^{-\sigma_{\alpha}}\eta_{|\alpha} = \iota_{R_{\alpha}}\eta_{\alpha} = 1,$$

$$\iota_{R_{|\alpha}}\Omega_{|\alpha} = e^{\sigma_{\alpha}}\iota_{e^{\sigma_{\alpha}}R_{|\alpha}}e^{-2\sigma_{\alpha}}\Omega_{|\alpha} = 0,$$

that is, the glued Reeb field $R$ coincides with the Reeb field of an almost cosymplectic manifold $(M, \eta, \Omega)$.

**Lee-form Realization.** We can glue up the local definitions in (3.34) in order to arrive at global tensorial formulations. Notice that $d\sigma_{\alpha}$ can be the local form of a global tensor field $d\sigma_{\alpha} = d\sigma_{\beta}$. These locally exact one-forms merge to a closed one-form $\Theta$ on the manifold $M$. The closed one-
form $\Theta$ is called the Lee-form. See that the double of these local forms $2d\sigma_\alpha$ determine a global closed form which is twice the Lee-form $2\Theta$. Accordingly, we can alternatively say that an almost cosymplectic manifold $(M, \eta, \Omega)$ is a LCC manifold if

$$d\eta = \Theta \wedge \eta, \quad d\Omega = 2\Theta \wedge \Omega$$

(3.43)

for a closed one-form $\Theta$. In terms of the LdR differential, an almost cosymplectic manifold $(M, \eta, \Omega, \Theta)$ is LCC if and only if the one-form $\eta$ and the two-form $\Omega$ satisfy

$$d\Theta = 0, \quad d_2\Theta = 0.$$  \hspace{1cm} (3.44)

In this realization, we denote a LCC manifold by a quadruple $(M, \eta, \Omega, \Theta)$ to exhibit the Lee-form $\Theta$. If $\Theta$ is an exact one-form, then we say that $(M, \eta, \Omega, \Theta = d\sigma)$ is a globally conformally cosymplectic (abbreviated as GCCos) manifold. It is evident that if $\Theta = 0$, then such a LCC manifold reduces to a cosymplectic manifold.

**Extended Cotangent Bundle as a LCC Manifold.** Consider the cotangent bundle $T^*Q$ admitting the Liouville one-form $\theta_Q$ and the symplectic two-form $\omega_Q$. We denote the pull-backs of these canonical forms to the extended cotangent bundle $T^*Q \times \mathbb{R}$ by $\Theta_Q$ and $\Omega_Q$, respectively. Assume a closed one-form

$$\Psi(q, t) = \psi_j(q, t) dq^j + \zeta(q, t) dt.$$ \hspace{1cm} (3.45)

on the extended configuration space $Q \times \mathbb{R}$ and pull it back to the extended cotangent bundle $T^*Q \times \mathbb{R}$ by means of the projection $\tau$ in (3.14). We denote the pull back one-form by $\Theta = \tau^*\Psi$ as well. Define now the following forms

$$\eta = d_\Theta t = dt - t\Theta, \quad \Omega = -d_2\Theta = \Omega_Q + 2\Theta \wedge \Theta_Q.$$ \hspace{1cm} (3.46)

It is immediate to check that the quadruple $(T^*Q \times \mathbb{R}, \eta, \Omega, \Theta)$ is a LCC manifold. In terms of the Darboux coordinates $(q^i, p_i, t)$ on $T^*Q \times \mathbb{R}$, the local realization of this LCC is computed as follows. Assume the Lee form in the form

$$\Theta(q, t) = \psi_j(q, t) dq^j + \zeta(q, t) dt.$$ \hspace{1cm} (3.47)

Then, the differential forms are computed to be

$$\Omega = -d_2\Theta_Q = -d\Theta_Q + 2\Theta \wedge \Theta_Q = dq^i \wedge dp_i + 2p_i\Theta \wedge dq^i,$$

$$\eta = d_\Theta t = dt - t\Theta.$$ \hspace{1cm} (3.48)

We present the following summarizing table for LCC manifolds.
Here, the tensor fields in the global column are those can be glued up to classical (real valued) tensor fields whereas in the local column are those can be glued up to line bundle valued tensor fields.

### 3.4 Relationship Between LCS vs. LCC Manifolds

Let \((M, \eta, \Omega; \Theta)\) be a \((2n + 1)\)-dimensional LCC manifold equipped with a Lee-form \(\Theta\), and then consider a chart \(U_\alpha\) with induced cosymplectic structure \((U_\alpha, \eta_\alpha, \Omega_\alpha)\). Now we apply Proposition 3.1 to the local cosymplectic space \((U_\alpha, \eta_\alpha, \Omega_\alpha)\) and arrive at a local symplectic manifold \((U_\alpha \times \mathbb{R}, \Omega_\alpha)\) where the symplectic two-form is determined to be

\[
\Omega_\alpha = \pi^*\Omega_\alpha + \pi^*\eta_\alpha \wedge ds_\alpha
\]

(3.49)

where \(s_\alpha\) is the coordinate on the real line. Considering another patch \(U_\beta\) and referring to (3.36), in this chart, we have that

\[
\Omega_\beta = \pi^*\Omega_\beta + \pi^*\eta_\beta \wedge ds_\beta
\]

(3.50)

where we have assumed the local identification

\[
ds_\beta = \pi^*\kappa_\beta ds_\alpha.
\]

(3.51)
Let us glue the local extended charts $U_\alpha \times \mathbb{R}$ and obtain the following manifold

$$\overline{M} := \bigcup_\alpha (U_\alpha \times \mathbb{R}).$$

(3.52)

See that, $\overline{M}$ is a one-dimensional fiber bundle over the LCC manifold $M$ and it is not necessarily trivial. We denote this by $\pi : \overline{M} \to M$. Being the collection of local symplectic spaces, we first examine that whether or not the local symplectic forms can be glued up to a global one on $\overline{M}$. Instead, we notice that, the local character $\overline{\Omega}_\beta = \pi^* \lambda_{\beta_\alpha} \overline{\Omega}_\alpha$ provides a global line bundle $\overline{L} \to \overline{M}$ valued two-form on $\overline{M}$. In order to arrive at global two-forms on $\overline{M}$, we introduce the local form

$$\overline{\Omega}|_\alpha := e^{2(\sigma_\alpha \circ \pi)} \overline{\Omega}_\alpha.$$  

(3.53)

A direct observation gives that these local two-forms coincide in the overlapping spaces, that is, $\overline{\Omega}|_\alpha = \overline{\Omega}|_\beta$. So that they can be glued up to a well-defined global real valued two-form $\overline{\Omega}$ on $\overline{M}$. In the global view, we have that

$$d\overline{\Omega} = 2\pi^* \Theta \wedge \overline{\Omega}, \quad d_{2\pi^* \Theta} \overline{\Omega} = 0$$

(3.54)

This reads that $(\overline{M}, \overline{\Omega})$ is a locally conformally symplectic manifold with Lee-form $2\pi^* \Theta$. Here, $d_{2\pi^* \Theta}$ stands for the LdR differential.

See that, the one-forms defined in (3.51) can be glued up only to a global line bundle $\overline{L} \to \overline{M}$ valued one-form. On the other hand, we can define a family of local forms

$$u|_\alpha = e^{\sigma_\alpha \circ \pi} ds_\alpha$$

(3.55)

which, in the light of (3.51), can be glued up to the following one-form

$$u = d_{\pi^* \Theta} s = ds - s\pi^* \Theta.$$  

(3.56)

See that this one-form is not closed but it is closed under the LdR differential, that is,

$$du = \pi^* \Theta \wedge u, \quad d_{\pi^* \Theta} u = 0.$$  

(3.57)

Referring to all these global formulations, we state the following proposition.

**Proposition 3.4** Consider a LCC manifold $(M, \eta, \Omega)$ with a Lee-form $\Theta$, and then assume a one-dimensional fibration $\pi : \overline{M} \to M$ where $\overline{M}$ is defined as in (3.52). Define a two-form on $\overline{M}$ as

$$\overline{\Omega} = \pi^* \Omega + \pi^* \eta \wedge u,$$  

(3.58)
where \( u \) is the one-form in (3.55). Then, \((M, \eta, \Omega)\) is a LCC manifold with a Lee-form \( \Theta \) if and only if \((\overline{M}, \overline{\Omega})\) is a LCS manifold with Lee-form \(2\pi^*\Theta\).

**Proof.** Let us consider the two-form \( \overline{\Omega} \) in (3.58) and take the exterior derivative, then

\[
d\overline{\Omega} = d(\pi^*\Omega + \pi^*\eta \wedge u) = \pi^*d\Omega + \pi^*d\eta \wedge u - \pi^*\eta \wedge du
\]

\[
= \pi^*(2\Theta \wedge \Omega) + \pi^*(\Theta \wedge \eta \wedge u - \pi^*\eta \wedge \pi^*\Theta \wedge u
\]

\[
= 2\pi^*\Theta \wedge \pi^*\Omega + 2\pi^*\Theta \wedge \pi^*\eta \wedge u
\]

\[
= 2\pi^*\Theta \wedge (\pi^*\Omega + \pi^*\eta \wedge u)
\]

\[
= 2\pi^*\Theta \wedge \overline{\Omega},
\]

where we have used the LCC structure identities (3.43) in the second line. This shows that the two-form \( \overline{\Omega} \) is a LCS two-form with Lee-form \(2\pi^*\Theta\). Compare this with the display in (3.54) to see that both the local and the global approaches read the same result. ■

**Darboux Coordinates for LCC Manifolds.** We have exhibited a Darboux chart for LCS manifolds in the realm of cotangent bundle geometry in Subsection 2.2. We have also determined a Darboux theorem for cosymplectic manifold in the framework of extended cotangent bundle in Subsection 3.1. Let us combine these observations with Proposition 3.4 in order to arrive at a Darboux chart for the LCC manifolds. To this end, we start with an extended cotangent bundle \( T^*(Q \times \mathbb{R}) \), and extend this space with the real line to have \( T^*(Q \times \mathbb{R}) \). The fibration in this realization is given by

\[
\pi : T^*(Q \times \mathbb{R}) \cong T^*Q \times T^*\mathbb{R} \longrightarrow T^*Q \times \mathbb{R}, \quad (z, t, s) \mapsto (z, t).
\]

(3.60)

This is precisely the one in (3.14). See that \( T^*(Q \times \mathbb{R}) \) is a symplectic manifold. In Darboux coordinates \((q^i, p_i, t, s)\), the canonical one-form and the symplectic two-form on \( T^*(Q \times \mathbb{R}) \) can be written as

\[
\Theta_{Q \times \mathbb{R}} = p_i dq^i + \frac{1}{2}(sdt - tds), \quad \Omega_{Q \times \mathbb{R}} = -d\Theta_{Q \times \mathbb{R}} = dq^i \wedge dp_i + dt \wedge ds.
\]

(3.61)

According to discussions in Section 2.2, one may define a LCS structure on it with a semi-basic closed one-form. We define this form as follows. Take a closed form \( \Psi \) on the base manifold \( Q \times \mathbb{R} \), and pull this form back to \( T^*(Q \times \mathbb{R}) \) by means of the cotangent bundle projection \( \pi_{Q \times \mathbb{R}} \). We denote the pull back one-form by \( \Theta = \pi_{Q \times \mathbb{R}}^*\Psi \). To have a LCS two-form, we simply take minus of LdR differential of the canonical one-form \( \Theta_{Q \times \mathbb{R}} \) with the Lee form \( 2\Theta \) that is

\[
\overline{\Omega} = -d2\Theta_{Q \times \mathbb{R}} = -d\Theta_{Q \times \mathbb{R}} + 2\Theta \wedge \Theta_{Q \times \mathbb{R}}
\]

\[
= dq^i \wedge dp_i + dt \wedge ds + 2p_i \Theta \wedge dq^i + s\Theta \wedge dt - t\Theta \wedge ds.
\]

(3.62)
This is the canonical form of the LCS two-form $\Omega$ in terms of the Darboux coordinates $(q^i, t, p_i, s)$. On the other hand, recall the symplectic two-form in (3.58) and rewrite it as

$$\Omega = \pi^*\Omega + \pi^*\eta \wedge u = dq^i \wedge dp_i + 2p_i\Theta \wedge dq^i + (dt - t\Theta) \wedge (ds - s\Theta) = dq^i \wedge dp_i + dt \wedge ds + 2p_i\Theta \wedge dq^i - sdt \wedge \Theta - t\Theta \wedge ds. \tag{3.63}$$

See that this is precisely equal to the one in (3.62). Let us record this observation in the following proposition saying that every LCC manifold locally looks like the extended cotangent bundle $T^*Q \times \mathbb{R}$ with a Lee-form $\Theta$.

**Proposition 3.5** A LCC manifold admits Darboux coordinates $(q^i, p_i, t)$ with a Lee-form $\Theta = \Theta(q, t)$ realizing the LCC structure as

$$\Omega = dq^i \wedge dp_i, \quad \eta = dt - t\Theta. \tag{3.64}$$

4 Locally Conformally Cosymplectic Dynamics and HJ Theory

4.1 Dynamics on LCC Manifolds

Let $(M, \eta, \Omega, \Theta)$ be a $(2n+1)$-dimensional LCC manifold equipped with a Lee-form $\Theta$, and consider a chart $U_\alpha$ with induced cosymplectic structure that is $(U_\alpha, \eta_\alpha, \Omega_\alpha)$. By a similar argument to the one given in LCS case, we consider a local Hamiltonian function $H_\alpha$ on $U_\alpha$ determining a line bundle $L \to M$ valued Hamiltonian function. Furthermore, gluing the local functions

$$H|_\alpha = e^{\sigma_\alpha}H_\alpha$$

defined on $U_\alpha$, we get a real valued Hamiltonian function $H$ on the whole $M$. We now compute the Hamiltonian, evolution and gradient vector fields one by one.

**Hamiltonian Vector Field for LCC Manifold.** Referring to (3.5) for cosymplectic spaces, given a local Hamiltonian function $H_\alpha$ on $U_\alpha$, the local Hamiltonian vector field $X_{H_\alpha}$ is defined to be

$$\iota_{X_{H_\alpha}}\eta_\alpha = 0, \quad \iota_{X_{H_\alpha}}\Omega_\alpha = dH_\alpha - \mathcal{R}_\alpha(H_\alpha)\eta_\alpha. \tag{4.1}$$

By a similar argument as the one given in the LCS case, we glue the vector fields

$$X_H|_\alpha = e^{-\sigma_\alpha}X_{H_\alpha} \tag{4.2}$$
to get the global Hamiltonian vector field \( X_H \). Later, we substitute the local identifications of the differential forms (3.35) and the local characterization of the Reeb field (3.41) into the Hamilton equations in (4.1). The first equation in (4.1) remains the same, whereas the second equation turns out to be

\[
e^{-2\sigma} \iota_{X_H} \Omega|_\alpha = dH_\alpha - R_\alpha(H_\alpha)\eta_\alpha
\]

\[
= -e^{-\sigma} d\sigma_\alpha H|_\alpha + e^{-\sigma} dH|_\alpha - R|_\alpha(e^{-\sigma} H|_\alpha \eta|_\alpha - e^{-\sigma} R|_\alpha(H|_\alpha))
\]

\[(4.3)\]

We glue up this equation and determine the global Hamilton equations for LCC manifold as

\[
\iota_{X_H} \eta = 0, \quad \iota_{X_H} \Omega = d\Theta H - \langle d\Theta H, R \rangle \eta.
\]

(4.4)

For this formulation, we also refer to [16]. It is immediate to see that an alternative way to have the Hamiltonian vector field \( X_H \) is

\[
X_H = \sharp(d\Theta H) - \langle d\Theta H, R \rangle R.
\]

(4.5)

Here, \( \sharp \) is the musical isomorphism obtained through the non-degenerate pair \((\Omega, \eta)\). We note that the pairing of the Hamiltonian vector field \( X_H \) and the one-form \( d\Theta H \) vanishes identically, that is

\[
\langle d\Theta H, X_H \rangle = 0.
\]

(4.6)

This is the locally conformal realization of the conservation of energy.

**Evolution Vector Field for LCC Manifolds.** To have the equation of motion, we define the local evolution vector field \( E_\alpha \) as the sum of the Reeb field \( R_\alpha \) and the Hamiltonian vector field \( X_\alpha \). From equations (3.41) and (4.2), we can determine a local vector field

\[
E_H|_\alpha = e^{-\sigma} E_\alpha,
\]

(4.7)

then by gluing up these vector fields, we define the global evolution vector field \( E_H \) as

\[
\iota_{E_H} \eta = 1, \quad \iota_{E_H} \Omega = d\Theta H - \langle d\Theta H, R \rangle \eta.
\]

(4.8)

**Gradient Vector Field for LCC Manifold.** On \((U_\alpha, \eta_\alpha, \Omega_\alpha)\), consider the Hamiltonian function \( H_\alpha \). Then, \( \text{grad} H_\alpha \) satisfies the equations

\[
\iota_{\text{grad} H_\alpha} \eta_\alpha = \mathcal{R}_\alpha(H_\alpha), \quad \iota_{\text{grad} H_\alpha} \Omega_\alpha = dH_\alpha - \mathcal{R}_\alpha(H_\alpha)\eta_\alpha.
\]

(4.9)
From the first equation in (4.9), we see that
\[
e^{-\sigma_\alpha \tau_{\text{grad} H_\alpha} \eta}_\alpha = e^{\sigma_\alpha \mathcal{R}|_\alpha (e^{-\sigma_\alpha H}|_\alpha)}
= e^{\sigma_\alpha (-e^{-\sigma_\alpha \langle d\sigma_\alpha, \mathcal{R}|_\alpha \rangle H|_\alpha} + e^{-\sigma_\alpha \mathcal{R}|_\alpha (H|_\alpha)})}
= \mathcal{R}|_\alpha (H|_\alpha) - \langle d\sigma_\alpha, \mathcal{R}|_\alpha \rangle H|_\alpha.
\]
Therefore,
\[
\tau_{e^{-\sigma_\alpha \text{grad} H_\alpha} \eta}_\alpha = \mathcal{R}|_\alpha (H|_\alpha) - \langle d\sigma_\alpha, \mathcal{R}|_\alpha \rangle H|_\alpha. \tag{4.10}
\]
On the other hand,
\[
e^{-2\sigma_\alpha \tau_{\text{grad} H_\alpha} \Omega}_\alpha = d(e^{-\sigma_\alpha H}|_\alpha) - e^{\sigma_\alpha \mathcal{R}|_\alpha (e^{-\sigma_\alpha H}|_\alpha)} e^{-\sigma_\alpha \eta}_\alpha
= -e^{-\sigma_\alpha H|_\alpha} d\sigma_\alpha + e^{-\sigma_\alpha dH|_\alpha} - ( -e^{-\sigma_\alpha \langle d\sigma_\alpha, \mathcal{R}|_\alpha \rangle H|_\alpha} + e^{-\sigma_\alpha \mathcal{R}|_\alpha (H|_\alpha)} \eta|_\alpha) \eta|_\alpha
= e^{-\sigma_\alpha} \{dH|_\alpha - H|_\alpha \eta|_\alpha + \langle (d\sigma_\alpha, \mathcal{R}|_\alpha \rangle H|_\alpha - \mathcal{R}|_\alpha (H|_\alpha) \rangle \eta|_\alpha\},
\]
that is, from the second equation in (4.9), we obtain
\[
\tau_{e^{-\sigma_\alpha \text{grad} H_\alpha} \Omega}_\alpha = dH|_\alpha - H|_\alpha \eta|_\alpha - \langle (d\sigma_\alpha, \mathcal{R}|_\alpha \rangle H|_\alpha - \mathcal{R}|_\alpha (H|_\alpha) \rangle \eta|_\alpha. \tag{4.11}
\]
Considering (4.10) and (4.11), we are able to define
\[
(\text{grad} H)|_\alpha = e^{-\sigma_\alpha \text{grad} H_\alpha}. \tag{4.12}
\]
The global realizations of each term in (4.10) and (4.11) allow us to write the following equations for grad $H$
\[
\tau_{\text{grad} H \eta} = \langle d\Theta H, \mathcal{R} \rangle, \quad \tau_{\text{grad} H \Omega} = d\Theta H - \langle d\Theta H, \mathcal{R} \rangle \eta. \tag{4.13}
\]
An equivalent definition for the corresponding gradient vector field of a Hamiltonian function $H$ might be given by
\[
\text{grad} H = \sharp(d\Theta H). \tag{4.14}
\]
Then, the relation between the gradient vector field and the Hamiltonian vector field becomes
\[
\text{grad} H - X_H = \langle d\Theta H, \mathcal{R} \rangle \mathcal{R}. \tag{4.15}
\]
Notice that when we focus on the almost cosymplectic structure of $(M, \eta, \Omega)$, $X_H$ in (4.4) does not give the Hamiltonian vector field corresponding to $H$ unless $\Theta = 0$. Accordingly, $E_H$ in (4.8) (respectively, grad $H$ in (4.14)) is not the same as the evolution vector field (respectively, gradient vector field) of the almost cosymplectic manifold $(M, \eta, \Omega)$ unless $\Theta = 0$.

**Coordinate realizations.** Consider the almost symplectic manifold $(T^*Q \times \mathbb{R}, \eta, \Omega, \Theta)$ with
Darboux coordinates \((q^i, p_i, t)\). Assume the Lee form \(\theta = \theta(q, t)\) as in (3.47). The Reeb field \(\mathcal{R}\) is computed to be
\[
\mathcal{R} = \frac{1}{1 - t\zeta} \frac{\partial}{\partial t} + \frac{2p_i \zeta}{1 - t\zeta} \frac{\partial}{\partial p_i}.
\] (4.16)

It is immediate to see that if \(\zeta\) (that is the time component of the Lee-form) is zero, then this Reeb field reduces to the classical Reeb field \(\partial/\partial t\). So that, in the light of this local calculation we see that the \(\zeta\) term in the Lee-form is responsible for the gluing of the time parameter. A direct computation gives the Hamiltonian vector field \(X_H\) as
\[
X_H = \frac{\partial H}{\partial p_i} \frac{\partial}{\partial q^i} + \left(-\frac{\partial H}{\partial q^i} + \frac{\psi_i H}{1 - t\zeta} + \frac{2(p_i \psi_j - p_j \psi_i) \partial H}{(1-t\zeta)} \frac{\partial}{\partial p_j} - \frac{t\psi_i \partial H}{1 - t\zeta} \frac{\partial}{\partial t} + \frac{2p_i \zeta}{1 - t\zeta} \frac{\partial}{\partial p_i} \right) \frac{\partial}{\partial p_i} + \frac{t\psi_i \partial H}{1 - t\zeta} \frac{\partial}{\partial t}.
\] (4.17)

Since the evolution vector field \(E_H\) is defined as the sum of the Reeb field \(\mathcal{R}\) and the Hamiltonian vector field \(X_H\), we can immediately calculate \(E_H\) as
\[
E_H = \frac{\partial H}{\partial p_i} \frac{\partial}{\partial q^i} + \left(-\frac{\partial H}{\partial q^i} + \frac{\psi_i H}{1 - t\zeta} + \frac{2(p_i \psi_j - p_j \psi_i) \partial H}{(1-t\zeta)} \frac{\partial}{\partial p_j} - \frac{t\psi_i \partial H}{1 - t\zeta} \frac{\partial}{\partial t} + \frac{2p_i \zeta}{1 - t\zeta} \frac{\partial}{\partial p_i} \right) \frac{\partial}{\partial p_i} + \frac{1}{1 - t\zeta} \left(1 + t\psi_i \frac{\partial H}{\partial p_i} \right) \frac{\partial}{\partial t}.
\] (4.18)

Similarly, the relation in (4.15) helps us calculate the gradient vector field \(\text{grad} H\) as
\[
\text{grad} H = \frac{\partial H}{\partial p_i} \frac{\partial}{\partial q^i} + \left(-\frac{\partial H}{\partial q^i} + \frac{\psi_i H}{1 - t\zeta} - \frac{2p_i H \zeta^2}{(1-t\zeta)^2} + \left(\frac{2(p_i \psi_j - p_j \psi_i) \partial H}{(1-t\zeta)^2} + \frac{2p_i \psi_j^2}{(1-t\zeta)^2} \right) \frac{\partial}{\partial p_j} \right) \frac{\partial}{\partial p_i} + \frac{2p_i \zeta}{(1-t\zeta)^2} \frac{\partial}{\partial p_i} + \frac{t\psi_i \partial H}{1 - t\zeta} \frac{\partial}{\partial p_i} + \frac{1}{(1-t\zeta)^2} \frac{\partial H}{\partial p_i} - \frac{H \zeta}{(1-t\zeta)^2} \frac{\partial}{\partial t}.
\] (4.19)

4.2 Jacobi Structure of LCC Manifolds

Consider a LCC manifold \((M, \eta, \Omega, \Theta)\). For each local chart \(U_\alpha\), the local isomorphism \(\sharp_\alpha\) and the local two-form \(\Omega_\alpha\) give a Poisson bivector field \(\Lambda_\alpha\) on \(U_\alpha\). We write this as
\[
\Lambda_\alpha(\mu, \nu) = \Omega_\alpha(\sharp_\alpha(\mu), \sharp_\alpha(\nu)).
\] (4.20)

Accordingly, for two local functions \(F_\alpha\) and \(H_\alpha\), we may define the associated local Poisson bracket by
\[
\{F_\alpha, H_\alpha\}_\alpha := \Lambda_\alpha(dF_\alpha, dH_\alpha).
\] (4.21)
Following the policies determined in the previous section, let us glue up this local realization. For this, we first substitute (4.20) in (4.21) to obtain
\[
\{F_\alpha, H_\alpha\}_\alpha = \Omega_\alpha(\sigma_\alpha(dF_\alpha), \sigma_\alpha(dH_\alpha)) = \Omega_\alpha(\text{grad } F_\alpha, \text{grad } H_\alpha) = \Omega_\alpha(X_{F_\alpha}, X_{H_\alpha}) \\
= e^{-2\sigma_\alpha}\Omega|_\alpha(e^{\sigma_\alpha}X_{F|_\alpha}, e^{\sigma_\alpha}X_{H|_\alpha}) \\
= \Omega|_\alpha(X_{F|_\alpha}, X_{H|_\alpha}).
\]
(4.22)

where we have used the local identification of the local cosymplectic two-form presented in (3.35) and the local identification of the Hamiltonian vector fields in (4.2). Notice that the right hand side is global, so is the left hand side.

**LCC as a Jacobi Manifold.** Let us turn back to the local Poisson bracket (4.21) and try to examine it from its local bivector formulation. The definition in (4.21) brings out the direct calculation
\[
\{F_\alpha, H_\alpha\}_\alpha = \Lambda_\alpha(dF_\alpha, dH_\alpha) = \Lambda_\alpha(d(e^{-\sigma_\alpha}F|_\alpha), d(e^{-\sigma_\alpha}H|_\alpha)) \\
= \Lambda_\alpha(e^{-\sigma_\alpha}dF|_\alpha - e^{-\sigma_\alpha}F|_\alpha d\sigma_\alpha, e^{-\sigma_\alpha}dH|_\alpha - e^{-\sigma_\alpha}H|_\alpha d\sigma_\alpha) \\
= e^{-2\sigma_\alpha}\Lambda_\alpha(dF|_\alpha - F|_\alpha d\sigma_\alpha, dH|_\alpha - H|_\alpha d\sigma_\alpha) \\
= e^{-2\sigma_\alpha}\Lambda_\alpha(dF|_\alpha, dH|_\alpha) - e^{-2\sigma_\alpha}H|_\alpha \Lambda_\alpha(dF|_\alpha, d\sigma_\alpha) - e^{-2\sigma_\alpha}F|_\alpha \Lambda_\alpha(d\sigma_\alpha, dH|_\alpha). \\
(4.23)
\]
The left hand side is global according to the calculation in (4.22), this suggests the local identification
\[
\Lambda|_\alpha := e^{-2\sigma_\alpha}\Lambda_\alpha.
\]
(4.24)

We can define a vector field
\[
V|_\alpha := \iota_{2\sigma_\alpha\Lambda|_\alpha}
\]
(4.25)
and then state the following proposition.

**Proposition 4.1** A LCC manifold \((M, \eta, \Omega, \Theta)\) admits a Jacobi manifold structure determined by the pair \((V, \Lambda)\) where \(V\) is the vector field in (4.25) and \(\Lambda\) is the bivector obtained by gluing up the local bivectors as in (4.24).

**Proof.** To show that \((M, V, \Lambda)\) is a Jacobi manifold we need to justify the identities in (1.6). We start with the local Poisson bivector \(\Lambda_\alpha\). Since it is Poisson, its Schouten-Nijenhuis bracket is zero,
i.e, \([\Lambda_\alpha, \Lambda_\alpha] = 0\). We start with this identity and do the following calculation

\[ [\Lambda_\alpha, \Lambda_\alpha] = [e^{2\sigma_\alpha} \Lambda|_\alpha, e^{2\sigma_\alpha} \Lambda|_\alpha] \]
\[ = [e^{2\sigma_\alpha} \Lambda|_\alpha, e^{2\sigma_\alpha}] \wedge \Lambda|_\alpha + e^{2\sigma_\alpha} [e^{2\sigma_\alpha} \Lambda|_\alpha, \Lambda|_\alpha] \]
\[ = e^{2\sigma_\alpha} [\Lambda|_\alpha, e^{2\sigma_\alpha}] \wedge \Lambda|_\alpha + e^{4\sigma_\alpha} [\Lambda|_\alpha, \Lambda|_\alpha] + e^{2\sigma_\alpha} (e^{2\sigma_\alpha} \Lambda|_\alpha) \wedge \Lambda|_\alpha \]
\[ = 2e^{4\sigma_\alpha} (\Lambda|_\alpha) \wedge \Lambda|_\alpha + e^{4\sigma_\alpha} [\Lambda|_\alpha, \Lambda|_\alpha]. \tag{4.26} \]

Since this expression is zero, we can conclude that

\[ [\Lambda|_\alpha, \Lambda|_\alpha] = 2\iota_{2\sigma_\alpha} \Lambda|_\alpha \wedge \Lambda|_\alpha. \tag{4.27} \]

Notice that all the tensorial fields in this expression admit global realizations. That gives us the following global equality

\[ [\Lambda, \Lambda] = 2V \wedge \Lambda \tag{4.28} \]

where we have employed (4.25). This satisfies the first requirement in definition (1.6). For the second one, we need to recall some of the properties from [60]. First, we compute that

\[ [V, \Lambda] = [\iota_{2\Theta} \Lambda, \Lambda] = \frac{1}{2} \iota_{2\Theta} [\Lambda, \Lambda], \tag{4.29} \]

where the second equality is the Schouten-Nijenhuis bracket for any closed one-form \(2\Theta\) and any bivector field \(\Lambda\). Further, for a closed one-form \(2\Theta\), the distribution of the interior product over the Schouten-Nijenhuis bracket reads

\[ \iota_{2\Theta} [\Lambda, \Lambda] = \iota_{2\Theta} \Lambda \wedge \iota_{2\Theta} \Lambda + (\iota_{2\Theta} \iota_{2\Theta} \Lambda) \Lambda = 0, \tag{4.30} \]

where, in the last calculation, both terms vanish identically due to the antisymmetric properties. Merging the calculations in (4.29) and (4.30), we conclude that \([V, \Lambda] = 0\). So, we can argue now that \((M, V, \Lambda)\) is indeed a Jacobi manifold. ■

We remark here that the previous result provides an example of the so-called locally conformally Poisson manifolds and it fits the geometry presented in [75, 77]. It is immediate to apply the Jacobi bracket in Appendix A.2 to the present case as

\[ \{F, H\}_{LCC} = \Lambda(dF, dH) + FV(H) - HV(F). \tag{4.31} \]

**Proposition 4.2** Consider a LCC manifold \((M, \eta, \Omega, \Theta)\) and assume that \(\pi : \overline{M} \rightarrow M\) is a one-dimensional fibration where \((\overline{M}, \overline{\Omega}; \Theta)\) is the LCS manifold defined as in (3.52), then, \(\pi\) is a Jacobi map.
Proof. Notice that in each local chart $U_\alpha$ we have a cosymplectic space $(U_\alpha, \Omega_\alpha, \eta_\alpha)$ and a symplectic space $(U_\alpha \times \mathbb{R}, \overline{\Omega}_\alpha)$. In the light of Proposition 3.1, these structures are related with the equation in (3.9). Moreover the projection mapping $\pi : U_\alpha \times \mathbb{R} \mapsto U_\alpha$ is a Poisson map. In terms of the local Poisson bivectors this gives that

$$\pi_* \overline{\Lambda}_\alpha = \Lambda_\alpha. \quad (4.32)$$

Here $\overline{\Lambda}_\alpha$ is the Poisson bivector for the local symplectic structure whereas $\Lambda_\alpha$ is the local Poisson bivector for the local cosymplectic structure. We substitute the identification in (4.24) and obtain the global identification $\pi_* \overline{\Lambda} = \Lambda$ where $\overline{\Lambda}$. Further, from (4.25), one has that

$$V|_\alpha := \iota_{2d\sigma_\alpha} \Lambda|_\alpha = \iota_{2d\sigma_\alpha} \pi_* \overline{\Lambda}|_\alpha = \pi_* \iota_{2\pi^*d\sigma_\alpha} \overline{\Lambda}|_\alpha = \overline{\Omega}|_\alpha (2\pi^*d\sigma_\alpha) = Z_{2\pi^*d\sigma_\alpha}|_\alpha. \quad (4.33)$$

4.3 Algebra of One-forms

Consider a LCC manifold $(M, \eta, \Omega, \Theta)$ and the musical isomorphism $\flat$ defined in (3.1) together with its inverse $\sharp$. Let us denote these musical isomorphisms as

$$\flat(X) = X^\flat, \quad \sharp(\mu) = \mu^{\sharp} \quad (4.34)$$

for an arbitrary vector field $X$ and an arbitrary one-form $\mu$. By definition of $\flat$, we are able to write the identity

$$\Omega(\mu^{\sharp}, X) = \langle \mu, X \rangle - \eta(\mu^{\sharp})\eta(X). \quad (4.35)$$

We introduce a bracket on the space $\Gamma^1(M)$ of one form sections as follows

$$\{ \cdot, \cdot \}_{\Gamma^1(M)} : \Gamma^1(M) \times \Gamma^1(M) \rightarrow \Gamma^1(M), \quad (\mu, \nu) \mapsto \flat([\mu^{\sharp}, \nu^{\sharp}]), \quad (4.36)$$

where the bracket inside the musical mapping $\flat$ is the Jacobi-Lie bracket of vector fields on $M$. This definition implies that the musical mappings $\flat$ and $\sharp$ are Lie algebra isomorphisms, that is, they satisfy the identities given in (2.20). Mimicking the procedure done for LCS case in Section
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For a LCC manifold \((M, \eta, \Omega, \Theta)\), the space \(\Lambda^1(M)\) of one-form sections is a Lie algebra that admits the Lie bracket

\[
\{\mu, \nu\}_{\Gamma^1(M)} = \mathcal{L}_{\mu^\sharp} \nu - 2\Theta(\mu^\sharp)\nu - \mathcal{L}_{\nu^\flat} \mu + 2\Theta(\nu^\flat)\mu + d_2 \mathcal{L}_{\nu^\flat} t_{\mu^\sharp} \Omega + \eta(\mu^\sharp)(\mathcal{L}_{\nu^\flat} \eta - 2\Theta(\nu^\flat)\eta) - \eta(\nu^\flat)(\mathcal{L}_{\mu^\sharp} \eta - 2\Theta(\mu^\sharp)\eta) + (\eta[\mu^\sharp, \nu^\flat]) - \mu^\sharp(\eta(\nu^\flat)) + \nu^\flat(\eta(\mu^\sharp)) \eta.
\]

(4.39)

For \(\Theta = 0\), one arrives at the algebra of differential one-forms for a cosymplectic manifold. In this case, the bracket \((2.23)\) reduces to the bracket

\[
\{\mu, \nu\}_{\Gamma^1(M)} = \mathcal{L}_{\mu^\sharp} \nu - \mathcal{L}_{\nu^\flat} \mu + d_2 \mathcal{L}_{\nu^\flat} t_{\mu^\sharp} \Omega + \eta(\mu^\sharp)\mathcal{L}_{\nu^\flat} \eta - \eta(\nu^\flat)\mathcal{L}_{\mu^\sharp} \eta + (\eta[\mu^\sharp, \nu^\flat]) - \mu^\sharp(\eta(\nu^\flat)) + \nu^\flat(\eta(\mu^\sharp)) \eta.
\]

(4.40)

**Proposition 4.3** For a LCC manifold \((M, \eta, \Omega, \Theta)\), the space \(\Lambda^1(M)\) of one-form sections is a Lie algebra that admits the Lie bracket

\[
\{\mu, \nu\}_{\Gamma^1(M)} = \mathcal{L}_{\mu^\sharp} \nu - 2\Theta(\mu^\sharp)\nu - \mathcal{L}_{\nu^\flat} \mu + 2\Theta(\nu^\flat)\mu + d_2 \mathcal{L}_{\nu^\flat} t_{\mu^\sharp} \Omega + \eta(\mu^\sharp)(\mathcal{L}_{\nu^\flat} \eta - 2\Theta(\nu^\flat)\eta) - \eta(\nu^\flat)(\mathcal{L}_{\mu^\sharp} \eta - 2\Theta(\mu^\sharp)\eta) + (\eta[\mu^\sharp, \nu^\flat]) - \mu^\sharp(\eta(\nu^\flat)) + \nu^\flat(\eta(\mu^\sharp)) \eta.
\]

(4.39)

For \(\Theta = 0\), one arrives at the algebra of differential one-forms for a cosymplectic manifold. In this case, the bracket \((2.23)\) reduces to the bracket

\[
\{\mu, \nu\}_{\Gamma^1(M)} = \mathcal{L}_{\mu^\sharp} \nu - \mathcal{L}_{\nu^\flat} \mu + d_2 \mathcal{L}_{\nu^\flat} t_{\mu^\sharp} \Omega + \eta(\mu^\sharp)\mathcal{L}_{\nu^\flat} \eta - \eta(\nu^\flat)\mathcal{L}_{\mu^\sharp} \eta + (\eta[\mu^\sharp, \nu^\flat]) - \mu^\sharp(\eta(\nu^\flat)) + \nu^\flat(\eta(\mu^\sharp)) \eta.
\]

(4.40)

**Lie Algebroid Realization.** For a LCC manifold \((M, \eta, \Omega, \Theta)\), we have derived an algebra structure \((4.39)\) on the space \(\Gamma^1(M)\) of one-form sections. This permits us to realize the Lie algebroid structure \((T^*M, \pi_M, M, \sharp, \{\bullet, \bullet\}_{\Gamma^1(M)})\) by the following commutative diagram, where the
anchor map is the musical isomorphism \( \sharp \).

\[
(T^*M, \{\cdot, \cdot\}_{\Gamma^1(M)}) \xrightarrow{\sharp} TM
\]

It is straightforward to show that the bracket (4.39) satisfies the identity (1.13). Let \( F \in \mathcal{F}(M) \) and \( \mu, \nu \in \Gamma^1(M) \). We have

\[
\{\mu, F\nu\}_{\Gamma^1(M)} = \mathcal{L}_{\mu^\sharp}(F\nu) - 2\Theta(\mu^\sharp)F\nu - \mathcal{L}_{(F\nu)^\sharp}\mu + 2\Theta((F\nu)^\sharp)\mu + d_2\mathcal{L}_{(F\nu)^\sharp}t_{\mu^\sharp}\Omega \\
+ \eta(\mu^\sharp)(\mathcal{L}_{(F\nu)^\sharp}\eta) - 2\Theta((F\nu)^\sharp)\eta - \eta((F\nu)^\sharp)(\mathcal{L}_{\mu^\sharp}\eta) - 2\Theta(\mu^\sharp)\eta \\
+ (\eta([\mu^\sharp, (F\nu)^\sharp])) - \mu^\sharp(\eta(\nu^\sharp)) + (F\nu^\sharp(\eta(\mu^\sharp)))\eta
\]

\[
= L_{\mu^\sharp}(F)\nu + F\mathcal{L}_{\nu^\sharp}(\nu) - 2F\Theta(\mu^\sharp)\nu - F\mathcal{L}_{\nu^\sharp}\mu - dF \wedge \iota_{\nu^\sharp}\mu + 2F\Theta(\nu^\sharp)\mu \\
+ dF \wedge \iota_{\nu^\sharp}\iota_{\mu^\sharp}\Omega + Fd\iota_{\nu^\sharp}\iota_{\mu^\sharp}\Omega - 2F\Theta \wedge \iota_{\nu^\sharp}\iota_{\mu^\sharp}\Omega \\
+ \eta(\mu^\sharp)(F\mathcal{L}_{\nu^\sharp}\eta + dF \wedge \iota_{\nu^\sharp}\eta - 2F\Theta(\nu^\sharp)\eta) - F\eta(\nu^\sharp)(\mathcal{L}_{\mu^\sharp}\eta) - 2\Theta(\mu^\sharp)\eta \\
+ (\mu^\sharp(F)\eta(\nu^\sharp) + F\eta([\mu^\sharp, \nu^\sharp]) - \mu^\sharp(F)\eta(\nu^\sharp) - F\mu^\sharp(\eta(\nu^\sharp)) + F\nu^\sharp(\eta(\mu^\sharp)))\eta
\]

\[
= \mathcal{L}_{\mu^\sharp}(F)\nu + F\mathcal{L}_{\nu^\sharp}(\nu) - 2F\Theta(\mu^\sharp)\nu - F\mathcal{L}_{\nu^\sharp}\mu + 2F\Theta(\nu^\sharp)\mu + Fd_2\mathcal{L}_{\nu^\sharp}\iota_{\mu^\sharp}\Omega \\
+ F\eta(\mu^\sharp)(\mathcal{L}_{\nu^\sharp}\eta) - 2\Theta(\nu^\sharp)\eta - F\eta(\nu^\sharp)(\mathcal{L}_{\mu^\sharp}\eta) - 2\Theta(\mu^\sharp)\eta \\
+ F(\eta([\mu^\sharp, \nu^\sharp]) - \mu^\sharp(\eta(\nu^\sharp)) + \nu^\sharp(\eta(\mu^\sharp)))\eta \\
- dF \wedge \iota_{\nu^\sharp}\mu + dF \wedge \iota_{\nu^\sharp}\iota_{\mu^\sharp}\Omega + \eta(\mu^\sharp)dF \wedge \iota_{\nu^\sharp}\eta
\]

where we have made use of the linearity of \( \Theta, \sharp, \eta \), as well as the relations

\[
\mathcal{L}_{F\nu^\sharp}\mu = F\mathcal{L}_{\nu^\sharp}\mu + dF \wedge \iota_{\nu^\sharp}\mu, \quad \mathcal{L}_{F\nu^\sharp}\eta = F\mathcal{L}_{\nu^\sharp}\eta + dF \wedge \iota_{\nu^\sharp}\eta, \quad [\mu^\sharp, F\nu^\sharp] = \mu^\sharp(F)\nu^\sharp + F[\mu^\sharp, \nu^\sharp].
\]

Since the definition of \( \flat \) implies that \( \iota_{\mu^\sharp}\Omega + \eta(\mu^\sharp)\eta = \mu \), we conclude that

\[
\{\mu, F\nu\}_{\Gamma^1(M)} = F\{\mu, \nu\}_{\Gamma^1(M)} + L_{\mu^\sharp}(F)\nu.
\]

### 4.4 Geometric HJ for LCC Dynamics

Recall the fibrations and the sections presented in Section 3.2. We are interested again in the extended cotangent bundle \( T^*Q \times \mathbb{R} \) and the cotangent bundle \( T^*(Q \times \mathbb{R}) \), but, instead of referring to cosymplectic and symplectic structures on these spaces, we consider \( T^*Q \times \mathbb{R} \) as a LCC manifold equipped with the differential forms \((\eta_\Theta, \Omega_\Theta)\) in (3.46) and \( T^*(Q \times \mathbb{R}) \) as a LCS manifold equipped...
with $\overline{\Omega}$ in (3.54).

To compute a geometric HJ theory for this realization we first plot the following commutative diagram referring to the fibrations in (3.14) and recall the sections and projections, as well as vector fields.

\begin{equation}
\begin{array}{ccc}
T^*(Q \times \mathbb{R}) & \xrightarrow{T^*(Q \times \mathbb{R})} & TT^*(Q \times \mathbb{R}) \\
\pi & \xrightarrow{T^*(Q \times \mathbb{R})} & E_H \\
\tau & \xrightarrow{T^*(Q \times \mathbb{R})} & T(T^*(Q \times \mathbb{R})) \\
\gamma & \xrightarrow{T^*(Q \times \mathbb{R})} & X_{H^s} \\
\tilde{\gamma} & \xrightarrow{T^*(Q \times \mathbb{R})} & X_{H^s}^\gamma \\
\pi \times \mathbb{R} & \xrightarrow{T^*(Q \times \mathbb{R})} & T(Q \times \mathbb{R}) \\
\end{array}
\end{equation}

(4.45)

In view of Diagram 4.45, we have a section $\gamma$ of the fibration $\tau$ from $T^*(Q \times \mathbb{R})$ to $Q \times \mathbb{R}$, and a section $\tilde{\gamma}$ of the cotangent bundle projection $\pi \times \mathbb{R}$ defined on $T^*(Q \times \mathbb{R})$. We recall the characterization of these sections as exhibited in (3.20). Still we take the commutation of these sections under the projection $\pi$ as depicted in (3.21).

For a time-dependent Hamiltonian function $H$ on the extended cotangent bundle $T^*(Q \times \mathbb{R})$, the LCC evolution vector field $E_H$ is defined through (4.8). See that it is plotted in Diagram 4.45 as an arrow from $T^*(Q \times \mathbb{R})$ to its tangent bundle $T(T^*(Q \times \mathbb{R}))$. The LCS Hamiltonian vector field for the extended Hamiltonian function $H^s$ is computed through (2.13). Here, the extended Hamiltonian function $H^s$ is the one given in (3.22). See that, in Diagram 4.45, the Hamiltonian vector field $X_{H^s}$ is depicted as an arrow from $T^*(Q \times \mathbb{R})$ to its tangent bundle $TT^*(Q \times \mathbb{R})$. As in the case given in Section 3.2, we project the LCC evolution vector field $E_H$ to the manifold $Q \times \mathbb{R}$ by means of the projection $\gamma$, whereas we project the LCS Hamiltonian vector field $X_{H^s}$ to $Q \times \mathbb{R}$ by $\tilde{\gamma}$. So that we have

$$X_{H^s}^\gamma := T\pi \circ X_{H^s} \circ \tilde{\gamma}, \quad E_H^\gamma := T\tau \circ E_H \circ \gamma.$$ 

(4.46)

These projections are structurally the same as the ones in (3.25). A direct computation reads that the projected vector fields are the same. They are pictured with a single arrow from $Q \times \mathbb{R}$ to its tangent bundle.

**Theorem 4.4** Suppose that $\tilde{\gamma}$ is a LdR closed one-form on $Q \times \mathbb{R}$, that is $dQ \tilde{\gamma} = 0$. Following the notation presented in this section, the following conditions are equivalent:
1. \( X_{H^s}^* \) and \( E_H \) are \( \gamma \)-related, that is,

\[
T \pi \circ T \tilde{\gamma} \circ X_{H^s}^* = E_H \circ \pi \circ \tilde{\gamma}.
\]

(4.47)

2. The following identity holds:

\[
d_\Psi(H^s \circ \tilde{\gamma}) \in \langle d_\Psi t \rangle,
\]

where \( \langle d_\Psi t \rangle \) denotes the span space of \( d_\Psi t \).

Proof. Suppose that \( X_{H^s}^* \) and \( E_H \) are \( \gamma \)-related. So, the pull-back \( \gamma^* \) of \( \gamma \) is distributive on the interior derivative, i.e.,

\[
\tilde{\gamma}^* \pi^* \iota_{E_H} \Omega = \iota_{X_{H^s}^*} \tilde{\gamma}^* \pi^* \Omega.
\]

(4.49)

The left hand side of (4.48) leads us to the following computation.

\[
d_\Psi(H^s \circ \tilde{\gamma}) = d_\Psi \tilde{\gamma}^* H^s = \tilde{\gamma}^* d_\Theta H^s
\]

\[
= \tilde{\gamma}^* d_\Theta (\pi^* H + s)
\]

\[
= \tilde{\gamma}^* \pi^* d_\Theta H + d_\Psi \tilde{\gamma}^* s
\]

\[
= \tilde{\gamma}^* \pi^* (\iota_{E_H} \Omega + \langle d_\Theta H, \mathcal{R} \rangle \eta) + d_\Psi \tilde{\gamma}
\]

\[
= \iota_{X_{H^s}^*} (\tilde{\gamma}^* \pi^* \Omega) + \iota_{X_{H^s}^*} \tilde{\gamma}^* (\pi^* \eta \wedge u) - \iota_{X_{H^s}^*} \tilde{\gamma}^* (\pi^* \eta \wedge u) + \gamma^* (\langle d_\Theta H, \mathcal{R} \rangle \eta) + d_\Psi \tilde{\gamma}
\]

\[
= \iota_{X_{H^s}^*} \tilde{\gamma}^* \Omega - (\iota_{X_{H^s}^*} \tilde{\gamma}^* \pi^* \eta) \tilde{\gamma}^* u + (\iota_{X_{H^s}^*} \tilde{\gamma}^* u) \tilde{\gamma}^* \pi^* \eta + \gamma^* (\langle d_\Theta H, \mathcal{R} \rangle \eta) + d_\Psi \tilde{\gamma}
\]

\[
= 0 - (\tilde{\gamma}^* \pi^* \iota_{E_H} \eta) d_\Psi \tilde{\gamma} + (\iota_{X_{H^s}^*} d_\Psi \tilde{\gamma}) \gamma^* \eta + \gamma^* (\langle d_\Theta H, \mathcal{R} \rangle \eta) + d_\Psi \tilde{\gamma}
\]

\[
= -d_\Psi \tilde{\gamma} + (\iota_{X_{H^s}^*} d_\Psi \tilde{\gamma}) \gamma^* \eta + \gamma^* (\langle d_\Theta H, \mathcal{R} \rangle \eta) + d_\Psi \tilde{\gamma}
\]

\[
= (\iota_{X_{H^s}^*} d_\Psi \tilde{\gamma} + \gamma^* \langle d_\Theta H, \mathcal{R} \rangle) \gamma^* \eta.
\]

In the first line we have used the fact that the pull-back operation and the Lichnerowicz-deRham differential commute. In the second line, we have employed the definition of the Hamiltonian function \( H^s \) in (3.22). In the fourth line, we have used the definition (4.8) of the evolution vector field \( E_H \) and the explicit formulation (3.20) of the section \( \tilde{\gamma} \). In the fifth line, we have applied the identity (4.49), then we have added and subtracted the term \( \iota_{X_{H^s}^*} \tilde{\gamma}^* \pi^* \eta \wedge u \) in order to obtain the LCS two-form \( \Omega \) given in (3.58). In the sixth line, we have used the distribution property of the pull-back operation \( \tilde{\gamma}^* \) on wedge products, then we have applied the generalized Leibniz property of the interior derivative. In the seventh line, referring to the LdR closedness of \( \tilde{\gamma} \), we have argued that \( \tilde{\gamma}^* \Omega \) vanishes identically. Further, we have applied the identity (4.49) and have used the definition of \( \tilde{\gamma} \). By the definition of \( E_H \), the first and the last terms in the eight line cancel each other. The distributive character of the pull-back operation \( \gamma^* \) provides the result in the last line. Since \( \gamma^* \eta \) is indeed \( d_\Psi t \), we have arrived at the desired result. The converse statement can be proved through direct computation in local coordinates. ■
Notice that this theorem reduces to the Hamilton-Jacobi Theorem in cosymplectic manifolds 3.2. In this respect, we can argue that Theorem 4.4 is a generalization of Theorem 3.2.

**Hamilton-Poincaré Realization.** One can construct an alternative LCC structure on the extended cotangent bundle through the Hamilton-Poincaré one and two forms

$$\Theta_H = \Theta_Q - Hd\theta t, \quad \Omega_H = \Omega_{2\Theta} + d\Theta H \wedge d\phi t, \quad (4.50)$$

respectively. Here, the Hamiltonian-Poincaré two form can also be given by $\Omega_H = -d\Theta_H$. One can simply see that $(T^*Q \times \mathbb{R}, \eta, \Omega_H, \Theta)$ is a LCC manifold. We define the Reeb field $R_H$ for this manifold through the following identities

$$\iota_{R_H} \eta = 1, \quad \iota_{R_H} \Omega_H = 0. \quad (4.51)$$

We can show that $R_H$ and the evolution vector field $E_H$ are the same by comparing the equations (4.51) and (4.8). Clearly, the first identities in the definitions are the same. Now let us evaluate the left hand side of the second equation in (4.51).

$$\iota_{R_H} \Omega_H = \iota_{R_H} \Omega_{2\Theta} + \iota_{R_H} (d\Theta H \wedge d\phi t) = \iota_{R_H} \Omega_{2\Theta} + (\iota_{R_H} d\Theta H) d\phi t - (\iota_{R_H} d\phi t) d\Theta H$$

$$= \iota_{R_H} \Omega_{2\Theta} - d\Theta H + \langle d\Theta H, R_H \rangle \eta. \quad (4.52)$$

So, the second identity in (4.51) yields

$$\iota_{R_H} \Omega_{2\Theta} = d\Theta H - \langle d\Theta H, R_H \rangle \eta. \quad (4.53)$$

Furthermore, the fact that $E_H = R + X_H$ and the energy conservation allow us to write the second identity in (4.8) as

$$\iota_{E_H} \Omega_{2\Theta} = d\Theta H - \langle d\Theta H, E_H \rangle \eta. \quad (4.54)$$

So the equations coincide, that is, we get $E_H = R_H$.

An alternative construction of the Hamilton-Poincaré formulation can be performed by referring to the local cosymplectic formalism. To have this, suppose that $V_\alpha \subset T^*Q$ is an arbitrary open neighborhood admitting the Liouville one-form $\theta^\alpha_Q$ and the symplectic two-form $\omega^\alpha_Q = -d\theta^\alpha_Q$. We can construct an alternative cosymplectic structure on $U_\alpha = V_\alpha \times \mathbb{R}$ through the Hamilton-Poincaré one and two forms

$$\Theta_{H_\alpha} = \Theta^\alpha_Q - H_\alpha dt_\alpha, \quad \Omega_{H_\alpha} = \Omega^\alpha_Q + dH_\alpha \wedge dt_\alpha, \quad (4.55)$$

respectively, where $\Omega_{H_\alpha}$ is defined as $\Omega_{H_\alpha} = -d\theta^\alpha_{H_\alpha}$. To obtain a global formulation for the
extended cotangent bundle \( T^*Q \times \mathbb{R} \), we compute

\[
\Omega_{H|\alpha} = \Omega^\alpha_Q + dH|\alpha \wedge dt|\alpha = e^{-2\sigma} \Omega_Q^\alpha + d(e^{-\sigma}H|\alpha) \wedge d(e^{-\sigma}t|\alpha)
\]

\[
= e^{-2\sigma} \Omega_Q^\alpha + (e^{-\sigma}dH|\alpha - e^{-\sigma}H|\alpha d\sigma|\alpha) \wedge (e^{-\sigma}dt|\alpha - e^{-\sigma}t|\alpha d\sigma|\alpha)
\]

\[
= e^{-2\sigma}(\Omega_Q^\alpha + (dH|\alpha - H|\alpha d\sigma|\alpha) \wedge (dt|\alpha - t|\alpha d\sigma|\alpha))
\]

The local two-forms

\[
\Omega_{H|\alpha} = e^{2\sigma} \Omega_{H|\alpha}
\]

(4.56)

can be glued up to a global two-form \( \Omega_{H} \).

**LdR Differential of a Function on** \( Q \times \mathbb{R} \). For a smooth function \( F \) on \( Q \times \mathbb{R} \), the LdR differential is one-form on \( Q \times \mathbb{R} \). So that we can write it in the basis of \( (d\Psi q^i, d\Psi t) \) as follows

\[
d\Psi F = F_i d\Psi q^i + F_t d\Psi t.
\]

(4.57)

Here, \( F_i \) is the coefficient function of the basis element \( d\Psi q^i \) whereas \( F_t \) is the coefficient function for the basis \( d\Psi t \). We determine the coefficients functions as

\[
F_i = F_i + \frac{\psi_i}{1 - q^k \psi_k - t\zeta} (q^j F_{j} + t F_{t} - F),
\]

\[
F_t = F_t + \frac{\zeta}{1 - q^k \psi_k - t\zeta} (q^j F_{j} + t F_{t} - F).
\]

(4.58)

Let us emphasize two subcases for these local formulas. One is the case \( \Psi \) has no components along \( dt \) that is \( \zeta \) is zero. In this case, the coefficient functions are computed to be

\[
F_i = F_i + \frac{\psi_i}{1 - q^k \psi_k} (q^j F_{j} + t F_{t} - F),
\]

\[
F_t = F_t.
\]

(4.59)

On the other extreme case, we choose that \( \Psi \) has no components along \( dq^i \), that is, \( \psi_i \) is zero for all \( i \). Then we have

\[
F_i = F_i, \quad F_t = F_t + \frac{\zeta}{1 - t\zeta} (q^j F_{j} + t F_{t} - F).
\]

(4.60)

Notice that, if \( \Psi \) is identically zero then the LdR differential reduced to the deRham exterior derivative. In this case, the coefficient functions turn out to be the partial derivatives of the function \( F \). That is if both \( \zeta \) and \( \psi_i \) are zero, then \( F_i \) turns out to be the partial derivative of \( F \) with respect to \( q^i \) whereas \( F_t \) reduces to the partial derivative of \( F \) with respect to \( t \) as expected. See also that, if \( F \) is a homogeneous function of order 1 then one has that \( q^i F_{j} + t F_{t} = F \). In this case, \( F_i = F_i \) and \( F_t = F_t \) for any closed one-form \( \Psi \).
LdR Differential of a One-form on \( Q \times \mathbb{R} \). We have examined the local formulation of LdR differential in Appendix A.1. Let us now carry this discussion to the extended configuration space as follows. Assume a local coordinate chart \((q^i)\) on a manifold \(Q\) and fix a closed one-form \(\Psi\) in the form (3.45) on the extended manifold \(Q \times \mathbb{R}\). Let us observe that the set \((dq^i, d_q t)\) determines a basis for the module of one-form sections on \(Q \times \mathbb{R}\). So that, we can write a differential one-form \(v\) as

\[
v(q, t) = \hat{v}_i(q, t) \, dq^i + \hat{v}(q, t) \, d_q t, \]

\[
v(q, t) = \bar{v}_i(q, t) \, dq^i + \bar{v}(q, t) \, dt, \tag{4.61}
\]

A direct calculation proves the following relations between the coefficient functions \((\hat{v}_i, \hat{v})\) with respect to the basis \((dq^i, d_q t)\) and the coefficient functions \((\bar{v}_i, \bar{v})\) with respect to the basis \((dq^i, dt)\) as follows

\[
\hat{v}_i = \hat{v}_i - \psi_i(q^i \hat{v}_i + t \hat{v}), \quad \bar{v} = \hat{v} - \zeta(q^i \hat{v}_i + t \hat{v}), \\
\hat{v}_i = \bar{v}_i + \frac{q^j \bar{v}_j + \bar{v} t}{1 - q^i \psi_i - t \zeta}, \quad \bar{v} = \bar{v} + \frac{q^j \bar{v}_j + \bar{v} t}{1 - q^i \psi_i - t \zeta} \tag{4.62}
\]

provided that \(1 - q^i \psi_i - t \zeta\) is not zero. Let us compute the conditions of being LdR closed for both of the local forms of the one-form \(v\) given in (4.61). For the former local realization of \(v\) determined through the LdR basis \((dq^i, d_q t)\), we compute that \(d_q v\) is zero if and only if

\[
\hat{v}_{i,j} + \hat{v}_{k,i} q^k \psi_j + t \hat{v}_{i,j} \psi_j = \hat{v}_{j,i} + \hat{v}_{k,j} q^k \psi_i + t \hat{v}_j \psi_i \\
\hat{v}_{i,i} + \hat{v} t \psi_i - t \zeta \hat{v}_{i,i} = \hat{v}_{i,i} + q^j \zeta \hat{v}_{j,i} - \hat{v}_{k,i} q^k \psi_i \tag{4.63}
\]

For the latter realization in (4.61) of \(v\) done for the case of the basis \((dq^i, dt)\), we compute the conditions of being LdR closed as

\[
\bar{v}_{i,j} + \psi_i \bar{v}_j = \bar{v}_{j,i} + \psi_j \bar{v}_i, \quad \bar{v}_{i,i} + \bar{v} \psi_i = \bar{v}_{i,i} + \zeta \bar{v}_i \tag{4.64}
\]

HJ Theorem for Evolution Vector Field. To have this, we consider a smooth function \(S = S(q, t)\) defined on the extended configuration space \(Q \times \mathbb{R}\). Then its exterior derivative determines the following section

\[
\tilde{\gamma}(q, t) = dS(q, t) = (q^i, S_{,i}(q, t), t, S_{,t}(q, t)) \in T^*Q \times T^*\mathbb{R} \tag{4.65}
\]

given in terms of the canonical coordinates \((q^i, p_i, t, s)\). We wish that \(dS\) is LdR closed. In the light of the local restrictions exhibited in (4.64), \(d_q dS\) is zero if and only if

\[
\psi_i S_{,j} = \psi_j S_{,i}, \quad S_{,t} \psi_i = \zeta S_{,i} \tag{4.66}
\]
Recall the second item in Theorem 4.5 and then examine it by taking the section $\tilde{\gamma}$ as in the form of (4.65). Then we compute

$$
\begin{align*}
\text{If we insist that this should be parallel to } d\Psi t, \text{ then we can claim that }
H(q^j, S_j(q, t), t)_{;i} + (S_t)_{;i} = 0.
\end{align*}
$$

This is the Hamilton-Jacobi equation for the LCC Hamiltonian dynamics. We are ready now to state the following version of the geometric Hamilton-Jacobi theorem for LCC framework.

**Theorem 4.5** Consider a LCC manifold $(T^*Q \times \mathbb{R}, \eta, \Omega, \Theta)$, and a section

$$
\gamma(q, t) = (q^i, S_i(q, t), t)
$$

of the fibration $\tau$. Assume that $dS$ is LdR closed that is the local conditions in (4.66) are satisfied. Then the following conditions are equivalent:

1. The vector fields $E_H$ and $E_H^\tau$ are $\gamma$-related.
2. The following identity holds:

$$
H(q^j, S_j(q, t), t)_{;i} + (S_t)_{;i} = 0.
$$

Notice that, the second condition determines a Hamilton-Jacobi equation for a locally conformal cosymplectic Hamiltonian flow. To have it more explicitly, one can refer to (4.58). For the case of LCC structures those generated by Lee fields independent of time variable (that is $\zeta = 0$ case), then the Hamilton-Jacobi equation reduces to a more simple form and can be written directly to (4.59). On the other hand, for the case of LCC structures those generated by Lee fields independent of space variable (that is $\psi_i = 0$ case), then the Hamilton-Jacobi equation reduces to a more simple form and can be written directly to (4.60). If both of these coefficient functions are zero then the LCC geometry becomes cosymplectic geometry and, accordingly, Theorem 4.5 particularly realizes Theorem 3.3 given for pure cosymplectic formalism. As in the case of pure cosymplectic case, in Theorem 4.5, we may substitute the evolution vector field $E_H$ and its projection $E_H^\tau$ with
the Reeb field $\mathcal{R}_H$ and $\mathcal{R}_H^\gamma$, respectively. As discussed previous, this can be directly justified by comparing (4.53) and (4.54).

We would like to remark the extreme case $\Psi = \zeta(t)$ forces $S_q$ to be zero, that is, $S = S(t)$. As a result, we cannot obtain a PDE from the identity (4.70).

### 4.5 An Illustration: Damped Harmonic Oscillator

Consider the 3-dimensional space with coordinates $(q, p, t)$. Here we are interested in a damped harmonic oscillator that has a time-dependent mass of the form $m = m_0 e^{\Gamma t}$ accreting with time in order to mimic exponential energy dissipation, see [38]. For its cosymplectic dynamic one can check some results in [30]. The dynamic is generated by the Hamiltonian function

$$H(q, p, t) = \frac{p^2}{2m} e^{-\Gamma t} + \frac{m}{2} e^{\Gamma t} q^2.$$  \hspace{0.5cm} (4.71)

We assume that the dynamic here is local and the LCC framework is determined through the Lee-form (3.47) which is independent of the position coordinate

$$\Theta(q) = \Psi(q) = \psi(q) dq.$$ \hspace{0.5cm} (4.72)

The form (4.72) is evidently a closed form. According to (3.46), we notice the following one-form and two-form

$$\Omega_{2\Theta} = dq \wedge dp, \quad \eta = d\Theta t = dt - t\psi dq,$$ \hspace{0.5cm} (4.73)

respectively. Through (4.16) we compute the Reeb field on LCC as:

$$\mathcal{R} = \frac{\partial}{\partial t}.$$ \hspace{0.5cm} (4.74)

Recall that the closed one-form $\Psi$ determines a new basis for the space of one-form section

$$d \Psi q = (1 - q\psi) dq, \quad d \Psi t = dt - t\psi dq.$$ \hspace{0.5cm} (4.75)

With respect to this basis and referring to the local expression in (4.57), the LdR differential of a function $F = F(q, t)$ admits the following coefficient functions

$$F_q = F_{qq} + \frac{\psi}{1 - q\psi} (qF_q + tF_t - F), \quad F_t = F_{tt}.$$ \hspace{0.5cm} (4.76)

Let us examine the gluing problem for the dynamics to this physical system. To have this we recall
the evolution vector field for LCC geometry given in (4.18) then, compute the evolution vector field as

$$E_H = \frac{p}{m} e^{-\Gamma t} \frac{\partial}{\partial q} + \left( -me^{\Gamma t} q + \psi \left( \frac{p^2}{2m} e^{-\Gamma t} + \frac{m}{2} e^{\Gamma t} q^2 \right) - t\psi \Gamma \left( \frac{m}{2} e^{\Gamma t} q^2 - \frac{p^2}{2m} e^{-\Gamma t} \right) \right) \frac{\partial}{\partial p}$$

+ \left( 1 + t\psi \frac{p}{m} e^{\Gamma t} \right) \frac{\partial}{\partial t}. \tag{4.77}$$

Therefore, the Hamilton equations are

$$\dot{q} = \frac{p}{m} e^{-\Gamma t},$$

$$\dot{p} = -me^{\Gamma t} q + \psi \left( \frac{p^2}{2m} e^{-\Gamma t} + \frac{m}{2} e^{\Gamma t} q^2 \right) - t\psi \Gamma \left( \frac{m}{2} e^{\Gamma t} q^2 - \frac{p^2}{2m} e^{-\Gamma t} \right), \tag{4.78}$$

$$\dot{t} = 1 + t\psi \frac{p}{m} e^{\Gamma t}.$$

Now, let us choose a section as

$$\gamma(q,t) = (q, S_q(q,t), t), \tag{4.79}$$

and consider a LdR closed one-form

$$\tilde{\gamma}(q,t) = dq + \tilde{S}(q,t) dt,$$

where $S = S(q,t)$ is a smooth function. The LdR-closedness of $\tilde{\gamma}(q,t)$ imposes $\tilde{S}_t = 0$, that is, $S = S(q)$. Then the projected vector field $E_H^\gamma$ determined in (4.46) is computed to be

$$E_H^\gamma = \frac{S_q}{m} e^{-\Gamma t} \frac{\partial}{\partial q} + \left( 1 + t\psi \frac{p}{m} e^{\Gamma t} \right) \frac{\partial}{\partial t}. \tag{4.81}$$

Furthermore, the HJ equation (4.70) for the LCC evolution dynamics is

$$\left( \frac{S_q^2}{2m} e^{-\Gamma t} + \frac{m}{2} e^{\Gamma t} q^2 \right)_{:q} + (S_t)_{:q} = 0. \tag{4.82}$$

We use the fact that $S_t = 0$ and the first equation in (4.76) to write the HJ equation as

$$\frac{1}{1 - q\psi} \left( \frac{1}{m} S_q(S_q, q) e^{-\Gamma t} + me^{\Gamma t} q \right) = (1 + \Gamma t) \frac{S_q^2}{2m} e^{-\Gamma t} + (1 - \Gamma t) \frac{m}{2} e^{\Gamma t} q^2. \tag{4.83}$$

5 Conclusion and Future Works

In this work, we have addressed the gluing problem of local time-dependent Hamiltonian dynamics. This is achieved in the realm of locally conformal cosymplectic manifolds. The symplectization and
Darboux coordinates of LCC manifolds are obtained (c.f. Section 3.4). The Jacobi structure (c.f. Section 4.2) and the Lie algebroid structure (c.f. Section 4.3) of locally conformally cosymplectic manifolds are investigated. Dynamically, we have obtained a global picture of local time-dependent Hamiltonian systems (c.f. Section 4.1) and we have presented their associated geometric Hamilton-Jacobi theories (c.f. Section 4.4). There are some future directions we would like to continue working on. Let us list them and comment on them one by one.

- **A Generalization Through Lagrangian/Legendrian Submanifold Realizations.** One of the generalizations of the classical Hamilton-Jacobi equation (in the symplectic setting) is based on the replacement of a generating function $S$ by a Lagrangian submanifold, see [5, 8]. We wish to focus on this generalization in the future. In this case, we shall search for all possible Lagrangian/Legendrian submanifolds of LCS and LCC manifolds including the non-horizontal ones (those which cannot be written in terms of generating functions, not even locally), see [7, 68]. This may permit us to arrive at complete solutions of the Hamilton-Jacobi equations given in the present work.

- **The Reduction of LCC Manifolds Under Symmetry.** The reduction of Hamiltonian systems under Lie group symmetries, aka. Marsden-Weinstein reduction [61, 62] has been generalized in many different geometric scenarios. For example, the reduction of LCS manifolds has been studied in [69, 70], the reduction for Jacobi manifolds has been addressed in [45] and the reduction of cosymplectic manifolds has been obtained in [2]. We would like to address the reduction of LCC manifolds under a Lie group action in an upcoming work.

- **Implicit Cosymplectic Hamiltonian Dynamics.** The dynamical systems derived in this paper are all described in terms of explicit differential equations. In a recent work, we have proposed the Hamilton-Jacobi Theorem for implicit Hamiltonian dynamics in the symplectic formalism [31, 32]. As future work, we plan on constructing an implicit HJ theory, as well as implicit Hamiltonian dynamics for cosymplectic geometry.

- **Locally Conformal $k$-cosymplectic Geometry.** Hamiltonian dynamics on $k$-cosymplectic manifolds was proposed in [24], and the geometric HJ theorem on such manifolds is available in [29], whilst the $k$-symplectic approach is in [23]. One can find further notes on these two theories in [26]. On the other hand, the geometric HJ for locally conformal $k$-symplectic has recently been established in [34]. Locally conformal $k$-cosymplectic formalism is still missing in the literature, so we hope to address it in our upcoming work.

- **Tulczyjew’s Triplet for LCS and LCC Formalisms.** The Tulczyjew’s triplet [72] is a geometric construction that permits the existence of a Legendre transformation between Hamiltonian and Lagrangian dynamics even for degenerate cases. This triplet has been generalized in
different geometric frameworks, as it is the case of time-dependent dynamics in [20], $k$-cosymplectic framework in [66] and recently, on contact manifolds [36]. We wish to construct Tulczyjew triples for LCS and LCC manifolds.

- **Analysis on Lie Algebroid Realizations of LCC Manifolds.** The cotangent bundle of a Poisson manifold admits a Lie algebroid structure [17]. This has been generalized to Jacobi manifolds in [22], see also [21]. We would like to examine the Lie algebroid realizations obtained in this work following the approach presented in [22, 21].
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A Appendix

A.1 The Lichnerowicz-deRham Differential

Consider now an arbitrary manifold \( M \). Fix a closed one-form \( \theta \). The Lichnerowicz-deRham differential is defined as

\[
d_\theta : \Lambda^k(M) \to \Lambda^{k+1}(M) : \beta \mapsto d\beta - \theta \wedge \beta,
\]

where \( d \) denotes the exterior (deRham) derivative \([40]\). See that the Lichnerowicz-deRham (abbreviated as LdR) differential is an idempotent operator, i.e., \( d^2 = 0 \). See, for example, \([14]\) for more properties and some details on cohomological discussions.

LdR Differential of a Function. We assume a local chart \( \{x^a\} \) on \( M \) and consider the closed one-form \( \theta = \theta^a dx^a \). See that, the set \( \{d_\theta x^a\} \) determines a basis for the space of sections if \( 1 - x^a \theta_a \) does not vanish for any \( x \) in \( M \). In this case, for a smooth function \( F = F(x^a) \) on \( M \), we can write a LdR exact one-form \( d_\theta F \) in terms of the basis \( \{d_\theta x^a\} \) as

\[
d_\theta F = F_a dx^a.
\]

Here, \( F_a \) are the coefficient functions computed to be

\[
F_a = F_a + \frac{\theta_a}{1 - x^c \theta_c} \left( x^b F_b - F \right).
\]

Notice that, if \( \theta \) identically vanishes, the LdR reduces to the deRham exterior derivative and \( F_a \) turns out to be the partial derivative \( F_{,a} \) of \( F \) with respect to the coordinate \( x^a \). See also that if \( F \) is a homogeneous function of order 1, thanks to the Euler’s theorem \( x^b F_{,b} = F \), then \( F_a = F_{,a} \).

LdR Differential of a One-form. As indicated in the previous paragraph, for a coordinate chart \( \{x^a\} \) on \( M \), we can introduce two different bases for the module of one-form sections, namely \( \{dx^a\} \) and \( \{d_\theta x^a\} \). Accordingly, we can write the local realization of one-form \( v \) as

\[
v = \hat{v}_c dx^c, \quad \hat{v}_a = \hat{v}_a - \hat{v}_c x^c \theta_a.
\]

Following the order of the local realization in (1.4), the LdR-closedness of \( v \) dictates the following symmetries for the one-form \( v \)

\[
\hat{v}_{,a} + \theta_c \hat{v}_a = \hat{v}_{,a} + \theta_a \hat{v}_c, \quad \hat{v}_{,b} + \hat{v}_{a,c} \theta_b x^a = \hat{v}_{b,c} + \hat{v}_{a,b} \theta_c x^a.
\]
respectively. For some smooth function $F$ on $M$, we can state that natural solutions to these conditions (1.5) are $\hat{v}_c = F_{\cdot, c}$ and $\check{v}_c = F_{, c}$, respectively. Such a local solution always exists for LdR closed forms, and this result is called the Poincaré lemma for LdR differential. See that if $\theta = 0$, then one arrives at the well-known Poincaré lemma.

\section*{A.2 Jacobi Manifolds}

A manifold $M$ equipped with a vector field $\mathcal{E}$ and a bivector field $\Lambda$ is a Jacobi manifold if

$$[\Lambda, \Lambda] = 2\mathcal{E} \wedge \Lambda, \quad [\mathcal{E}, \Lambda] = 0,$$

(1.6)

where $[\cdot, \cdot]$ is the Schouten-Nijenhuis bracket, see, for example, [47, 54, 55, 59, 78]. We denote a Jacobi manifold by a triple $(M, \Lambda, \mathcal{E})$. Starting with a Jacobi manifold, one may define an antisymmetric bilinear bracket

$$\{H, F\} = \Lambda(dH, dF) + H\mathcal{E}(F) - F\mathcal{E}(H).$$

(1.7)

satisfying the Jacobi identity. Furthermore, it fulfills the so-called the weak Leibniz rule

$$\text{supp}(\{F, G\}) \subseteq \text{supp}(F) \cap \text{supp}(G).$$

(1.8)

This observation reads that the algebra is a local Lie algebra in the sense of Kirillov [47]. The inverse of this assertion is also true, that is, a local Lie algebra determines a Jacobi structure.

Now assume a differentiable map $\chi$ from a Jacobi manifold $(M_1, \Lambda_1, \mathcal{E}_1)$ to another Jacobi manifold $(M_2, \Lambda_2, \mathcal{E}_2)$. This map is said to be a Jacobi map if it respects the induced Jacobi bracket,

$$\{F \circ \chi, G \circ \chi\}_1 = \{F, G\}_2 \circ \chi$$

(1.9)

for all smooth functions $F$ and $H$ on $M_2$.

Consider a Jacobi manifold determined by the triplet $(M, \Lambda, \mathcal{E})$. We determine a homomorphism from the space of one-forms to the space of vector fields. It is determined by

$$\sharp_\Lambda : \Gamma^1(M) \longrightarrow \mathfrak{X}(M), \quad \langle \sharp_\Lambda(\mu), \nu \rangle = \Lambda(\mu, \nu)$$

(1.10)

for all $\mu$ and $\nu$ in $\Gamma^1(M)$. For a smooth real-valued Hamiltonian function $H$, the Hamiltonian vector field $X_H$ is defined by

$$X_H = \sharp_\Lambda(dH) + H\mathcal{E}.$$
Note that, for the constant function \( H = 1 \) the Hamiltonian vector field is \( \mathcal{E} \). As proved in [55, 58], the mapping taking a Hamiltonian function \( H \) to the Hamiltonian vector field \( X_H \) is a Lie algebra homomorphism satisfying
\[
[X_F, X_H] = X_{\{F, H\}}. \tag{1.12}
\]

### A.3 Lie Algebroids

Given a manifold \( M \), a Lie algebroid \( \mathcal{A} \) over the base \( M \) is a (real) vector bundle \( \tau : \mathcal{A} \to M \), together with a map \( a : \mathcal{A} \to TM \) of vector bundles, called the anchor map, and a Lie bracket \( \{\cdot, \cdot\} \) (bilinear, antisymmetric, satisfying the Jacobi identity) on the space \( \mathcal{Y}(\mathcal{A}) \) of sections, so that the induced \( \mathcal{F}(M) \)-module homomorphism \( a \) from \( \mathcal{Y}(\mathcal{A}) \) to the space \( \mathfrak{X}(M) \) of vector field on \( M \) satisfies
\[
[\xi, F\eta] = F[\xi, \eta] + \mathcal{L}_{a(\xi)}(F)\eta \tag{1.13}
\]
for any \( \xi, \eta \in \Gamma(\mathcal{A}) \), and any \( F \in \mathcal{F}(M) \), where \( \mathcal{L}_{a(\xi)}(F) \) stands for the Lie derivative of \( F \) in the direction of \( a(\xi) \) in \( TM \). See [56, 57, 65]. Then, it follows that
\[
a([\xi, \eta]) = [a(\xi), a(\eta)] \tag{1.14}
\]
for any \( \xi, \eta \in \Gamma(\mathcal{A}) \). Accordingly, a Lie algebroid is denoted by a quintuple \( (\mathcal{A}, \tau, M, a, \{\cdot, \cdot\}) \).

The cotangent bundle of a Poisson manifold admits a Lie algebroid structure [9, 17]. For a Jacobi manifold \( (M, \Lambda, \mathcal{E}) \), the picture is as follows. Consider the extended cotangent bundle \( T^*M \times \mathbb{R} \) as the total space of the first jet prolongation of the fibration \( M \to \mathbb{R} \), see [67]. The space of sections of \( p_M : T^*M \times \mathbb{R} \to M \) is the product space of one-forms and real valued functions \( \Gamma^1(M) \times \mathcal{F}(M) \). So it consists of pairs \( (\mu, F) \) where \( \mu \) is a one-form and \( F \) be a real valued function. A bracket on \( \Gamma^1(M) \times \mathcal{F}(M) \) can be defined to be
\[
\{(\mu, F), (\nu, H)\}_J = \left( \mathcal{L}_{\sharp_\Lambda(\mu)}\nu - \mathcal{L}_{\sharp_\Lambda(\nu)}\mu - d(\Lambda(\mu, \nu)) + F\mathcal{L}_\mathcal{E}\nu - H\mathcal{L}_\mathcal{E}\mu - \iota_\mathcal{E}(\mu \wedge \nu),
\mu(\sharp_\Lambda(\nu)) + \sharp_\Lambda(\mu)(H) - \sharp_\Lambda(\nu)(F) + F\mathcal{E}(H) - H\mathcal{E}(F') \right), \tag{1.15}
\]
where \( \sharp_\Lambda \) is the musical mapping induced by the bivector field \( \Lambda \). Referring to this bracket, the quintuple is \( (T^*M \times \mathbb{R}, p_M, M, \sharp_\Lambda + \mathcal{E}, \{\cdot, \cdot\}_J) \), see [46]. Here the anchor map is given by
\[
\sharp_\Lambda + \mathcal{E} : \Gamma^1(M) \times \mathcal{F}(M) \to \mathfrak{X}(M), \quad (\mu, F) \mapsto \sharp_\Lambda(\mu) + F\mathcal{E}. \tag{1.16}
\]
We cite [22, 21, 18] for some further analysis on this Lie algebroid. If \( \mathcal{E} \) is identically zero, then one can consider the cotangent bundle \( T^*Q \) as the total space and the bracket (1.15) reduces to
the algebra of one-forms on the Poisson manifold hence the Poisson Lie algebroid structure. We
remark here that the Lie algebroid structures provided for LCS and LCC manifolds (those given
in Section 2.3 and Section 4.3, respectively) are not in the form presented here. We have employed
the musical isomorphisms (considered to be the anchor maps) in both LCS and LCC geometries.
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