Abstract—The successful emergence of deep learning (DL) in wireless system applications has raised concerns about new security-related challenges. One such security challenge is adversarial attacks. Although there has been much work demonstrating the susceptibility of DL-based classification tasks to adversarial attacks, regression-based problems in the context of a wireless system have not been studied so far from an attack perspective. The aim of this paper is twofold: (i) we consider a regression problem in a wireless setting and show that adversarial attacks can break the DL-based approach and (ii) we analyze the effectiveness of adversarial training as a defensive technique in adversarial settings and show that the robustness of DL-based wireless system against attacks improves significantly. Specifically, the wireless application considered in this paper is the DL-based power allocation in the downlink of a multicell massive multi-input-multi-output system, where the goal of the attack is to yield an infeasible solution by the DL model. We extend the gradient-based adversarial attacks: fast gradient sign method (FGSM), momentum iterative FGSM, and projected gradient descent method to analyze the susceptibility of the considered wireless application with and without adversarial training. We analyze the deep neural network (DNN) models performance against these attacks, where the adversarial perturbations are crafted using both the white-box and black-box attacks.

Index Terms—Adversarial attacks, adversarial training, black-box attack, deep neural networks, massive MIMO, regression, white-box attack.

I. INTRODUCTION

Deep learning (DL) has become extremely popular due to its ability to efficiently learn end-to-end strategies from raw inputs and owing to the significant recent increase in availability of computational power [2]. DL-based techniques have been applied widely in machine learning (ML) applications such as computer vision, natural language processing, medical diagnosis, and market trading. The success of DL in different domains and the need for more complex models to characterize future wireless networks [3]–[5], has stimulated a surge of interest to adopt DL in wireless communication applications, for example, power allocation in massive multi-input-multi-output (MIMO) [6], channel estimation and signal detection [7], channel decoding [8], indoor user positioning [9], indoor activities sensing and classification using radio signals [10], modulation classification [11]–[13], and the design of end-to-end communication systems [16], [17].

It is important that DL models are reliable and robust to security threats before being deployed in the physical world, and this is a particular concern when DL is applied to wireless communications. In spite of promising performance, however, it has been found that DL-based systems can be vulnerable and exposed to new security related issues [18]–[22]. The different classes of security threat models that are of interest are inference attacks [21], adversarial attacks [17], and poisoning attacks [22].

In this paper, our focus is only on adversarial attacks against models built with deep neural networks (DNNs). In adversarial attacks, a well-crafted adversarial perturbation is added to the input of the DNN that causes erroneous prediction (e.g., misclassification) [11]–[15], [17]. The nature of the attack against DNN depends on the adversary’s knowledge (that is, the attacker’s information) and is categorized into white-box and black-box attacks. In white-box attacks, the adversary has access to all information including the trained model and the model parameters [23]. Although this type of attack may not be realistic, it helps to evaluate vulnerabilities and robustness against the models for the worst-case attack. In black-box attacks, the adversary has limited information or no access to the trained model [23].

In the literature, there has been a significant amount of work on adversarial attacks in DL-based wireless communication systems mainly focusing on classification based applications (e.g., radio signal classification [11]–[15]), while the regression-based applications (e.g., resource allocation [6]) are overlooked. In this paper, we take a first step towards filling this gap by investigating different types of adversarial attacks and then a defensive technique against the DNN model built for optimal power allocation in the downlink of a massive MIMO network. To enable reproducibility of the results presented in this paper, we have considered the openly available dataset and the DNN models of [6].

Recently, in the context of wireless application, only [24] used a regression-based DNN model to allocate the power in the downlink scenario for orthogonal subcarriers and then showed that by launching adversarial attacks, that is by manipulating the inputs to the DNN, it is possible to reduce the minimum rate among all users. Different from [24], in this paper, for our considered regression problem in a wireless network setting, the focus is to investigate different adversarial attacks to generate adversarial examples in terms of attacker
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success rate. Then, we analyze the defense technique through adversarial training for robustness against these attacks. More specifically, our main contributions in this paper are as follows:

(a) The most commonly used adversarial attacks in computer vision and image classification applications are the fast gradient sign method (FGSM) [11], the momentum iterative FGSM [25], and the projected gradient descent method (PGDM) [26]. We extend these attacks to generate adversarial examples for the regression problem in the context of a massive MIMO system. In particular, we consider the problem of optimal power allocation using the product signal-to-interference-plus-noise ratio (SINR) maximization strategy in the downlink scenario using maximal-ratio (MR) and multicell-minimum mean square error (M-MMSE) precoding schemes.

(b) We investigate both white-box and black-box attacks against DNN models. The aim of the adversarial attack is to create an infeasible solution by the DNN. We benchmark our proposed adversarial attacks and show that PGDM attack is the most successful in fooling the DNN. We further demonstrate by assuming that the adversary having access to the input of the DNN model, i.e., we perform a white-box attack, the adversary can cause up to 85% of infeasible solutions to be generated by the proposed DNN models of [6].

(c) Considering a worst-case scenario, we show that adversarial training is not only a very efficient method to improve the robustness of DNN models against adversarial attacks, but also to boost the robustness of networks against natural unwanted disturbances such as random noise.

(d) Finally, we use the property of transferability to characterize black-box attacks and analyze the effectiveness of this property for MR and M-MMSE precoding schemes, i.e., we study the adversary success rate of black-box attacks.

II. SYSTEM MODEL

We consider a multicell massive MIMO system having $L$ cells, where each cell consists of a base station (BS) with $M$ antennas and $K$ single-antenna user equipments (UEs). The channel between UE $k$ in cell $l$ and the BS in cell $j$ is denoted by $h_{lk}^j \in \mathbb{C}^{M \times 1}$ and is modeled as

$$h_{lk}^j \sim \mathcal{N}_C(0, \mathbf{R}_{lk}^j),$$

where $\mathbf{R}_{lk}^j \in \mathbb{C}^{M \times M}$ is the spatial correlation matrix. The distance from BS in cell $j$ to UE $k$ in cell $l$ is denoted by $d_{lk}^j$, where $d_{lk}^j = ||z_{lk}^j||$ and $z_{lk}^j \in \mathbb{R}^{2 \times 1}$ is the location of UE in the Euclidean space. That is, $z_{lk}^j$ is location vector in the local coordinate system with base station $j$ as origin. It is assumed that during the uplink pilot transmission phase, $\tau_p = K$ pilots are utilized [6].

The signal transmitted in the downlink by the BS in cell $j$ is given as $s_j = \sum_{k=1}^{K} w_{jk} s_j k$, where $s_j k \sim \mathcal{N}(0, \rho_{jk})$ denotes the downlink data signal for user $k$ in the cell, $w_{jk} \in \mathbb{C}^{M \times 1}$ denotes the associated precoding vector that determines the transmission beamforming with $||w_{jk}||^2 = 1$ being satisfied, and $\rho_{jk}$ is the signal transmission power. We consider the MR and M-MMSE combining as the precoding methods which have been adopted by the authors in [6]. The downlink SINR of UE $k$ in cell $j$ is given by

$$\gamma_{jk} = \frac{\rho_{jk} a_{jk}}{\sum_{l=1}^{L} \sum_{i=1}^{K} \rho_{li} b_{lij} + \sigma^2},$$

where $\sigma^2$ is the variance of additive white Gaussian noise (AWGN). The average channel and the interference gains [ch. 7] [27], are respectively given as

$$a_{jk} = \mathbb{E}\{w_{jk} h_{jk}^j\}^2,$$

and

$$b_{lij} = \begin{cases} \mathbb{E}\{|w_{lj} h_{lj}^j|^2\}, & \text{if } (l, i) \neq (j, k) \\ \mathbb{E}\{|w_{lj} h_{lj}^j|^2\} - \mathbb{E}\{|w_{lj} h_{lj}^j|^2\}, & \text{if } (l, i) = (j, k) \end{cases}$$

where $\mathbb{E}\{\cdot\}$ is the expectation operator and $(\cdot)^H$ denotes the Hermitian transpose. The achievable spectral efficiency (SE) $\log_2(1 + \gamma_{jk})$, with $\gamma_{jk}$ obtained from (2), is a rigorous lower bound on ergodic Shannon capacity [28]. This bound relies on the assumption that the receiver knows the statistical expectation of the effective channel (which is a deterministic constant) [28]. The effective SINR used here is well established in the literature, information-theoretically rigorous and derived from first principles for example in [27].

The work in this paper aims at analyzing various adversarial attacks on the DNN models for the regression-based wireless application, and then study the potential of adversarial training to improve the robustness of these models. Thus, in this regard, to investigate the findings in detail, we consider the product SINR maximization-based optimal power allocation strategy, which is formulated as

$$\max_{\rho_{jk}, \gamma_{jk}} \prod_{j=1}^{L} \prod_{k=1}^{K} \gamma_{jk},$$

s.t. $\sum_{k=1}^{K} \rho_{jk} \leq P_{\text{max}}, \ j = 1, \ldots, L,$

where $P_{\text{max}}$ is the total downlink transmit power.

III. DATASET AND THE DEEP NEURAL NETWORK MODELS

To investigate the security-related issues of a DNN-based wireless network in a regression setting, we use the dataset that is publicly available for DL-based power allocation in the downlink of a multicell massive MIMO system and its associated DNN architectures [6]. In [6], the goal of using DL data-driven-based approach is to allocate powers optimally to the UEs by using the max-product power allocation policy.

We denote the dataset as $\{u(n), v(n)\}_{n=1}^{N_1}$ with $u(n)$ as the input data sample and $v(n)$ as the output data sample, and $N_1$ is the size of the training dataset. The DNN model for the considered regression-based application is defined as $f(\cdot; \theta)$, where $u(n)$ is the input to the model and $f(u(n)) = v(n)$ is the predicted output, and $\theta$ is the hyperparameters of the model $f(\cdot)$. The loss function of $f(\cdot)$ is denoted by $L(\theta, u(n), v(n))$. For a given multicell massive MIMO system, the aim of the DNN model is to learn the mapping
between the positions of UEs denoted as $x(n) \in \mathbb{R}^{2KL \times 1}$ and the solution of optimal power coefficients in the cell $j$ denoted as $\rho_j(n) = [\rho_{j1}, \ldots, \rho_{jK}] \in \mathbb{R}^{K \times 1}$, $j = 1, \ldots, L$. This implies that the DNN learns the mapping relation between the $2KL$ UE positions and the power allocation solution $\rho_j(n)$ to (5) for the individual cell $j$. The optimal solution is obtained by solving (5) using (3) and (4) through conventional optimization methods [27]. The optimization problem in (5) can be solved by geometric programming, requiring a polynomial or quasi-polynomial complexity [6], [27].

The associated DNN architecture considered in [6] is the feedforward neural network (NN) with fully connected layers comprised of an input layer of $2KL$ dimension, $N$ hidden layers, and an output layer of $K + 1$ dimension. The output layer produces an estimate $\hat{\rho}_j = [\hat{\rho}_{j1}, \ldots, \hat{\rho}_{jK}] \in \mathbb{R}^{K \times 1}$ of the optimal solution $\rho_j = [\rho_{j1}, \ldots, \rho_{jK}] \in \mathbb{R}^{K \times 1}$. The dimension of the output layer is $K + 1$ instead of $K$, since the authors in [6] make use of the NN learns the constraint $\sum_{k=1}^{K} \rho_{jk} \leq P_{\text{max}}$ to improve the accuracy of $\hat{\rho}_j$ estimation. For the considered application, using DL-based approach has the following fundamental benefits:

- Solving the problem at hand requires a quasi-polynomial algorithm [6]. However, even a polynomial complexity can be too much when the solution must be obtained in real-time; that is, fast enough to be deployed in the system before the UEs’ positions change and the power allocation problem needs to be solved again [6]. While using DNN, the problem can be solved online. That is, after configuring the parameters such as weight and bias, the DNN can estimate $\hat{\rho}_j$ for UEs that are not part of the training set. This implies that every time UEs positions change in the network, their updated $\hat{\rho}_j$ can be obtained by feeding the new positions to the DNN, without solving (5).

- The DNN approach for power allocation just requires the location information of UEs for computing the powers at any given cell. This is in sharp contrast to the optimization approach, as the optimization approach requires the UEs channel state information, which, in turn, enforces further complexities, like estimating the channel state information for UEs.

The network parameters that are considered for the power allocation in [6] are: number of cells $L = 4$, number of UEs in each cell $K = 5$, number of antennas at the BS $M = 100$, maximum transmit power in the downlink $P_{\text{max}} = 500$ mW, $\sigma^2 = -94$ dBm, and the communication bandwidth is 20 MHz. Each cell has a square area of $250m \times 250m$ and is deployed on a square grid layout of $2 \times 2$ cells, where each square has a BS in the center. The network uses a wrap-around topology.

During the training phase of the considered system, the DNN is trained with $N_1$ samples taking input as the UE positions $x(n)$ and the output is the optimal power values of cell $j$ as $\rho_j(n)$, where $A = \{n : n = 1, \ldots, N_1\}$ and $j = 1, \ldots, L$. The dimensions of input and output samples of DNN are $2KL = 40$ and $K + 1 = 6$, respectively. During the test phase, we denote the input to DNN as $x_l(m)$ and the predicted output power values of the DNN $f(x_l(m))$ as $\hat{\rho}_j(m) = [\hat{\rho}_{j1}, \ldots, \hat{\rho}_{jK}]$, where $B = \{m : m = N_1 + 1, \ldots, N_1 + N_2\}$ with $A \cap B = \emptyset$ (i.e., the test and training samples are different) and $N_2$ is the size of the test dataset. The DNN architecture employed for solving the max-product SINR power allocation problem with M-MMSE and MR combining techniques [6] is shown in Table I consisting of 6,981 trainable parameters. In [6], for both M-MMSE and MR schemes, the performance of the data-driven approach (i.e., estimation of power allocations through DNN) is compared with that of the model-driven approach (i.e., computation of power allocations through conventional optimization methods [27]) by evaluating the average MSE. Therefore, to further reduce the average MSE as compared to the model in Table II a more complex DNN is employed in [6] as depicted in Table III consisting of 202,373 trainable parameters. For convenience, we refer to the DNN models in Table I and Table II as $M_1$ and $M_2$, respectively.

### IV. ADVERSARIAL ATTACKS

In this section, we present discussion on common adversarial attacks in classification-based applications and extend them to a regression-based problem in the context of power control for massive MIMO wireless systems. Specifically, we propose the generation of adversarial examples assuming that the adversary has access to the DNN and the UEs positions. This, in turn, helps to obtain the adversary success rate in terms of infeasible output power (i.e., sum of UE powers in each cell $j$ is larger than $P_{\text{max}}$) of DNN models for the worst-case assumption, enabling a study of the effectiveness of adversarial training as a defense mechanism. In each cell, we analyze that given $N_2$ adversarial examples as input to the DNN, for how many of these examples the DNN provide infeasible power solutions as output. We perform this across all the cells, therefore, we get the total number of examples that provide infeasible output. Finally, to obtain the adversary success rate, we divide these total number of infeasible examples by $LN_2$.

| Table I | Architecture $M_1$: DNN model with trainable parameters of 6,981. |
|---|---|
| Input | Size | Parameters | Activation function |
| Layer 1 (Dense) | 40 | 2624 | elu |
| Layer 2 (Dense) | 32 | 2080 | elu |
| Layer 3 (Dense) | 32 | 1056 | elu |
| Layer 4 (Dense) | 32 | 1056 | elu |
| Layer 5 (Dense) | 5 | 105 | elu |
| Layer 6 (Dense) | 6 | 36 | linear |

| Table II | Architecture $M_2$: DNN model with trainable parameters of 202,373. |
|---|---|
| Input | Size | Parameters | Activation function |
| Layer 1 (Dense) | 512 | 20992 | elu |
| Layer 2 (Dense) | 128 | 13128 | elu |
| Layer 3 (Dense) | 128 | 12096 | elu |
| Layer 4 (Dense) | 128 | 16512 | elu |
| Layer 5 (Dense) | 5 | 645 | elu |
| Layer 6 (Dense) | 6 | 36 | linear |
Therefore, for the generation of adversarial examples, we first present the algorithms for input-specific white-box attacks and then extend these attacks to the black-box case using transferability. For convenience, we provide the important notations in Table III.

We consider the model \( f(x_i) \): \( x_i \in \mathcal{X} \rightarrow \tilde{\rho}_j \in \mathcal{P} \) with \( x_i \) as the input and the predicted output in the cell \( j \) as \( \tilde{\rho}_j \), where \( \mathcal{X} \subset \mathbb{R}^\lambda \) and \( \mathcal{P} \subset \mathbb{R}^\nu \) having the dimensions of input and output samples as \( \lambda \) and \( \nu \), respectively. The goal of the adversary is to generate the adversarial perturbed samples denoted by \( x_{\text{adv}} \) in the neighborhood region of the original clean samples \( x_i \) under a given constraint causing the predicted output of the model erroneous. This can be written as

\[
x_{\text{adv}} = x_i + \eta
\]

such that \( f(x_i) = \tilde{\rho}_j \), \( f(x_{\text{adv}}) = \tilde{\rho}_{j}^{\text{adv}} \),

\[
\sum_{k=1}^{K} \tilde{\rho}_{jk} \leq P_{\text{max}}, \sum_{k=1}^{K} \tilde{\rho}_{jk}^{\text{adv}} > P_{\text{max}}
\]

\( x_i, x_{\text{adv}} \in X \),

and \( ||\eta||_{\infty} \leq \epsilon \),

where \( \tilde{\rho}_j = [\tilde{\rho}_{j1}, \ldots, \tilde{\rho}_{jK}] \) and \( \tilde{\rho}_j^{\text{adv}} = [\tilde{\rho}_{j1}^{\text{adv}}, \ldots, \tilde{\rho}_{jK}^{\text{adv}}] \) are the predicted outputs by the model \( f(\cdot) \) for the inputs \( x_i \) and \( x_{\text{adv}} \), respectively. \( \eta \) is a perturbation added to \( x_i \) with \( \epsilon \) as the perturbation magnitude and \( ||\eta||_{\infty} \) is the \( L_{\infty} \)-norm of the adversarial perturbation.

A. Attack model

We envisage the attack model for the considered DL-based power allocation application as depicted in Fig. I. In each cell \( j \), after obtaining the UEs positions through global positioning system (GPS), all the UEs transmit their locations to the central processing unit (CPU). The locations of UEs across all cells (referred to as \( x_i \)) are then fed to the DNN model to predict the optimal power control coefficients of UEs of each cell. In this paper, we employ the worst-case assumptions that the adversary referred to as the hostile entity (i) has access to the input of the DNN and (ii) knows the locations of the UEs. These assumptions enable us to analyze the effectiveness of adversarial training in a worst-case attack scenario, thus, obtaining a lower-bound on the robust performance against adversarial attacks.

The adversary aims to compute the adversarial perturbation such that the loss function is maximized so that the DL-based wireless system breaks down. The adversarial perturbation can be computed in the direction of the gradient to maximize the loss function under the constraint \( ||\eta||_{\infty} \leq \epsilon \), where \( \eta \) is a very small quantity which is in the order of centimetres (cms) as compared to that of the actual UE position values. The positions of the users obtained through GPS information has a typical error range within a couple of meters. Therefore, we limit the malicious adversarial perturbations to be very small within this error range so that it cannot be diagnosed with any detection algorithm at the BS since this will be well below the tolerance range of the GPS. Thus, in this paper, we confine ourselves to \( \epsilon < 0.5 \) in order to keep the attacks practical and realizable. If \( \epsilon \) is large, then it might be possible that the BS could detect these malicious adversarial perturbations by utilizing a coarse grained location estimate independently of UE reports.

The physical interpretation of adversarial perturbation is to modify the location of UEs position from the actual value to a new value by an amount of \( d_e \) in the direction such that the loss function is increased, where \( d_e \) denotes the distance perturbation. The focus of this paper is to first study from the attacker’s point of view the success rate of the attacks and then to devise and analyze a defense mechanism through adversarial training to create the robust networks designed for wireless application.

B. Loss function

The generation of adversarial examples using various attacks focus on maximizing some loss function caused by \( ||\eta||_{\infty} \leq \epsilon \). The loss function is designed such that the technique of crafting an adversarial example exists allowing the adversary to choose an attack mechanism to fool the model with a high probability and low computational cost. We design such a loss function to be maximized as

\[
\mathcal{L}(\theta, \cdot) = \sum_{k=1}^{K} \tilde{\rho}_k \, ,
\]

such that the DNN model predicts the output that is infeasible power solution and the DL-based wireless system is collapsed,
where $\hat{\rho}_{jk}$ is the predicted power by the model $f(\cdot)$ for UE $k$ in cell $j$ for an clean input sample $x_t$. The infeasible power solution is defined as $\sum_{k=1}^{K} \hat{\rho}_{jk} > P_{\text{max}}$, because this inequality can never be satisfied. In the context of downlink power allocation to UEs in a multicell massive MIMO system by using the DL-based approach, given clean input $x_t$ and the trained model $f(\cdot)$, the generation of $x_{\text{adv}}$ can be achieved by formulating the following optimization problem as

$$
\text{argmin}_{x_{\text{adv}}} ||x_{\text{adv}} - x_t||_\infty \quad \text{subject to} \quad f(x_{\text{adv}}) = \rho_{\text{adv}}, \quad \sum_{k=1}^{K} \rho_{jK} > P_{\text{max}}, \quad x_{\text{adv}} \in X,
$$

and $\|x_{\text{adv}} - x_t\|_\infty \leq \epsilon$.

For UEs positions $x_t$, $f(x_t)$ predicts power allocation $\hat{\rho}_j = [\hat{\rho}_{j1}, \ldots, \hat{\rho}_{jK}]$ for all the UEs in cell $j$. The sum of predicted powers by the model $f(\cdot)$ in each cell $j$ is constrained as $\sum_{k=1}^{K} \hat{\rho}_{jk} \leq P_{\text{max}}$, which we refer to as a feasible solution of the model. The perturbed UEs positions $x_{\text{adv}} = x_t + \eta_j$ is also within the area of cell $j$, and we expect $f(x_{\text{adv}})$ to work. In Algorithm 1, we denote $f(x_t) = \{f(\cdot)_{t1}, \ldots, f(\cdot)_{tN}\}$ as the clean input test samples, adversarial generated examples in cell $j$, and the predicted adversarial output power allocation of the model $f(\cdot)$ with adversarial perturbed input for the sample $m$ in cell $j$, respectively, where $m = 1, \ldots, N_2$ and $j = 1, \ldots, L$.

D. Projected gradient descent method (PGDM)

An extension of FGSM is to apply it with multiple iterations to perform a finer iterative optimizer. The PGDM attack is a more powerful attack which is also called a multi-step iterative variant of FGSM attack [26]. In each iteration, the PGDM performs FGSM with a small step size $\alpha$ and projects the intermediate result of adversarial sample onto the $L_\infty$-norm around the clean sample to ensure that it is within the $\epsilon$-neighborhood of the clean sample $x_t$ [26, 50]. The $q$-th step of the iteration in the PGDM attack is given as follows

$$
\text{Algorithm 1: FGSM attack}
$$

| Input: $f(\cdot; \theta)$, $x_t(m)$, $\epsilon = \frac{d}{\sqrt{2}}$, $L$, $P_{\text{max}}$, $N_2$ |
| Output: $x_{\text{adv}}(m)$, $\hat{\rho}_{jK}$($m$) = $[\hat{\rho}_{j1}, \ldots, \hat{\rho}_{jK}]$ |
| Initialize: $ix_{\text{list}} = []$ |
| for $j$ in range($L$) do |
| for $m$ in range($N_2$) do |
| $\hat{\rho}_{jK}(m) = [\hat{\rho}_{j1}, \ldots, \hat{\rho}_{jK}] \leftarrow f(x_t(m))$ |
| $L(\theta; f(x_t(m))) = \sum_{k=1}^{K} \hat{\rho}_{jk}$ |
| $\eta = \epsilon \text{ sign}(\nabla_{x_t} \nabla L(\theta; f(x_t(m))))$ |
| $\hat{x}_{\text{adv}}^{m}(m) = x_t(m) + \eta$ |
| $\hat{\rho}_{jK}(m) = [\hat{\rho}_{j1}, \ldots, \hat{\rho}_{jK}] \leftarrow f(x_{\text{adv}}^{m}(m))$ |
| if $\sum_{k=1}^{K} \hat{\rho}_{jk} > P_{\text{max}}$ then |
| $\hat{\rho}_{jK}(m) \leftarrow \text{infeasible power}$ |
| else |
| $\hat{\rho}_{jK}(m) \leftarrow \text{feasible power}$ |
| end |
| $x_{\text{adv}}^{m}(ix_{\text{list}})$ |
| $\hat{\rho}_{jK}^{m}(ix_{\text{list}})$ |

where $\nabla_{x_t} \nabla L(\theta; f(x_t))$ is the gradient of $L(\theta; f(x_t))$ which can be computed using backpropagation. The adversarial example is then generated as $x_{\text{adv}} = x_t + \eta$. We propose a cell-based FGSM attack against downlink power allocation in a massive MIMO system, as shown in Algorithm 1. In a cell-based attack, the adversary attacks each cell by maximizing the loss function in the respective cell of the wireless network. In Algorithm 1, we denote $x_t = [x_t(1), \ldots, x_t(m)]$, $x_{\text{adv}} = [x_{\text{adv}}(1), \ldots, x_{\text{adv}}(m)]$, and $\hat{\rho}_{jK}(m) = [\hat{\rho}_{j1}, \ldots, \hat{\rho}_{jK}]$ as the clean input test samples, adversarial generated examples in cell $j$, and the predicted adversarial output power allocation of the model $f(\cdot)$ with adversarial perturbed input for the sample $m$ in cell $j$, respectively, where $m = 1, \ldots, N_2$ and $j = 1, \ldots, L$. 

C. Fast gradient sign method (FGSM)

The FGSM was proposed by Goodfellow [29] to determine the adversarial examples in a computationally efficient manner. In this method, adversarial samples $x_{\text{adv}}$ are generated by maximizing the loss function $L(\theta; f(x_t))$ in the $L_\infty$-neighbor of the clean samples. FGSM is a typical one-step gradient update attack, where the perturbation is determined along the direction of the gradient of $L(\theta; f(x_t))$ that is expressed as

$$
\eta = \epsilon \text{ sign}(\nabla_{x_t} L(\theta; f(x_t))) ,
$$

where $\nabla_{x_t} L(\theta; f(x_t))$ is the element-wise clipping of $x_{t,q}$ to lie in the range $[x_t - \epsilon, x_t + \epsilon]$ such that the intermediate result will be in the $L_\infty$-neighborhood of $x_t$. The adversarial sample is determined after
Algorithm 2 PGDM attack

**Input:** \( f(:\theta), \mathbf{x}_i(m), \epsilon = \frac{d}{\sqrt{2}}, L, P_{\text{max}}, \alpha, Q, N_2 \)

**Output:** \( \mathbf{x}_{i_{\text{adv}}}(m), \hat{\mathbf{p}}_{j_{\text{adv}}}(m) = [\hat{\mathbf{p}}_{j_{\text{adv}}}, \ldots, \hat{\mathbf{p}}_{jK}] \)

**Initialize:** \( \text{ix\_list} = [] \)

**for** \( j \) in range(\( L \)) **do**

**end**

\[
Q \text{ iterations as } \mathbf{x}_{\text{adv}} = \mathbf{x}_i, Q. \text{ The values of } Q \text{ and } \alpha \text{ are selected such that it is sufficient for the adversarial sample reaches the edge of the } L_{\infty} \text{ -norm while limiting the computational cost to be minimum. We propose a cell-based PGDM attack against downlink power allocation, as shown in Algorithm 2.} \]

**E. Momentum iterative fast gradient sign method (MI-FGSM)**

The momentum iterative FGSM was proposed by Dong et al. [25] updates the adversarial example by incorporating the velocity vector along the direction of the gradient of the loss function across multiple iterations. The gradient update in the \((i+1)\)-th iteration can be calculated as

\[
g_{i+1} = \mu g_{i} + \frac{\nabla_{\mathbf{x}_{i}} \mathcal{L}(\theta, f(\mathbf{x}_{i}, i))}{\|\nabla_{\mathbf{x}_{i}} \mathcal{L}(\theta, f(\mathbf{x}_{i}, i))\|_1}, \quad (11)
\]

where \( \mu \) and \( \| \cdot \|_1 \) denote the decay factor and the \( L_1 \)-norm, respectively. The algorithm for cell-based MI-FGSM attack against power allocation in a massive MIMO system is similar to that of proposed in Algorithm 2, except that the adversarial examples are computed by updating as given by

\[
x_{i,j+1} = x_{i,j} + \beta \text{ sign}(g_{i+1}) \quad (12)
\]

until the \( J \)-th iteration without performing the clipping operation in each iteration. The small step size and the number of iterations are denoted by \( \beta \) and \( I \), respectively. The gradient and the step size are initialized as \( g_0 = 0 \) and \( \beta = \epsilon / I \), respectively.

**F. Random perturbation**

To understand the security aspects and vulnerability of DNN models for adversarial perturbations which are not actually random perturbations, it is also important to evaluate the DNN models by constructing random perturbations having the structure similar to that of perturbations that are generated by FGSM attack. This can be formulated as follows

\[
\mathbf{x}_{\text{adv}} = \epsilon \text{ sign}(\mathbf{w}), \quad \mathbf{x}_{\text{rand}} = \mathbf{x}_i + \eta, \quad (13)
\]

where \( \mathbf{w} \sim \mathcal{N}(0, I) \) is the random normal distribution having zero mean and identity covariance matrix. The random perturbation of input clean samples denoted by \( \mathbf{x}_{\text{rand}} \) implies that UE positions are perturbed in the random directions with magnitude \( \epsilon \) as opposed to well-crafted directions as in FGSM attack. Since the input to the DNN is the users position, increasing the input of DNN does not necessarily increase the predicted output of the DNN. The random perturbations are generated with equal sign probability as \( \Pr(\epsilon) = \Pr(-\epsilon) = 0.5 \). That is, as the random perturbation follows a normal distribution, the probability that the sign perturbation is positive will be 50\%, and negative 50\%.

**G. Transferability: Black-box attack**

In Subsections IV.A–IV.E, we have described the attack model and the white-box attacks by assuming that the adversary has access to the input of the network model. In this subsection, we further investigate black-box attacks, where the attacker has limited or no access to the target DNN model. The white-box attacks provide a worst-case scenario while the black-box attacks provide a realistic practical setting in the sense that the attacker does not have access to the DNN model. Transferability is an important concept for black-box attacks since adversarial examples transfer between different DNN models trained independently [31]. It turns out that adversarial examples computed against a model often transfer to other models and could fool them with high probability [32]. Therefore, the adversary could train a surrogate model and generate adversarial examples with the white-box approach against this model. Due to the transferability property, the target model will be vulnerable to the adversarial examples generated against the surrogate model. In this paper, for the wireless application under study, we provide below the procedure that explains the transferability concept for a cell-based attack with \( L_{\infty} \)-norm as:

1. Train a surrogate DNN model \( f_{M_1}(\cdot) \) on the training dataset \( \mathbf{x} \in \mathcal{X} \) and \( \rho_j \in \mathcal{P}, j = 1, \ldots, L \), where the DNN model architecture \( M_1 \) is given in Table 1.
2. Generate adversarial examples \( \mathbf{x}_{\text{adv}} = \mathbf{x}_i + \eta \) on model \( f_{M_1}(\cdot) \) in a white-box manner using the proposed \( L_{\infty} \)-norm FGSM, PGDM, and MI-FGSM attacks presented in Algorithm 1, Algorithm 2, and (11)–(12), respectively.
3. For the same task, train a victim DNN model \( f_{M_2}(\cdot) \) on the training dataset \( \mathbf{x} \in \mathcal{X} \) and \( \rho_j \in \mathcal{P}, j = 1, \ldots, L \), where the DNN model architecture \( M_2 \) is given in Table 2. This model is unknown to the adversary.
The transferability is analyzed which is critical for black-box attacks, where the victim model \( f_{M_2}(\cdot) \) is not accessible. We evaluate the adversary performance by applying different attacks against the victim model using adversarial generated examples in step (2).

To experiment further, we study the transferability property by interchanging the role of surrogate and victim models in steps (1)–(4), i.e. the surrogate and victim models become \( f_{M_2}(\cdot) \) and \( f_{M_1}(\cdot) \), respectively.

V. DEFENSE TECHNIQUE: ADVERSARIAL TRAINING

a) Why adversarial training: Before delving into the details of adversarial training as a defense mechanism against adversarial attacks, we discuss some alternative solutions, and explain why we have focused on adversarial training in this paper.

There are a number of different approaches to defend against adversarial attacks like distillation [33, 34]; detection of adversarial examples [35–39]; thermometer encoding [40] and pre-processing based defenses [41], [42]. But it has been shown that all these methods can be defeated [43], [44] and adversarial training remain as a main candidate for creating a robust network [26].

Aside from the general approaches for creating a robust network, discussed in previous paragraph, for the specific problem we considered one can use re-scaling. By re-scaling we mean to re-scale the output of DNN such that it meets the total power constraint. Then the re-scaled power coefficient of UE \( k \) in cell \( j \) denoted by \( \hat{\rho}_{jk}^{R, \text{tr}} \), can be defined as

\[
\hat{\rho}_{jk}^{R, \text{tr}} = \sum_{k'=1}^{K} \frac{\hat{\rho}_{jk'}}{\sum_{k'=1}^{K} \hat{\rho}_{jk'}} \approx \frac{\rho_{jk}}{\sum_{k'=1}^{K} \rho_{jk'}}, \quad k = 1, \ldots, K, \tag{14}
\]

where \( \hat{\rho}_{jk} = [\hat{\rho}_{j1}, \ldots, \hat{\rho}_{jK}] \) and \( j = 1, \ldots, L \). There are two major drawbacks with this approach. First, this is a very specific solution that just applies to our considered problem, hence cannot be used in other applications, e.g., modulation classification, while adversarial training is a general approach. Second, even for the specific problem considered in this paper, the re-scaling just partially compensates for the adversarial attack.

The objective of the DNNs considered is to map users locations to power coefficients such that the product of the SINR is maximized. Another possible aim of the adversary is to minimize the sum of UE powers in each cell, that is, minimizing the product SINR which is approximately equivalent to minimizing the sum spectral efficiency (SE) of the multicell massive MIMO system. The downlink SE [27] of UE \( k \) in cell \( j \) is given by

\[
\text{SE}_{jk} = \frac{\tau_d}{\tau_c} \log_2(1 + \gamma_{jk}), \quad \text{[bit/s/Hz]},
\]

where \( \gamma_{jk} \) is the SINR as given in (4), \( \tau_c \) is the coherence block, and \( \tau_d \) is the number of samples used for downlink data.

Given the aim of the adversary is to minimize the sum SE, Fig. 2 presents the cumulative distribution of sum SE using \( M_1 \) with MR precoding, where the power coefficients are obtained from the DNN with (i) standard training without any attack, (ii) standard training under adversarial attack, (iii) standard training plus re-scaling under FGSM attack, and (iv) adversarial training plus re-scaling under FGSM attack. It can be observed that when there is no adversarial attack, the sum SE \( \geq 50 \text{ [bit/s/Hz]} \) for 50% of the time, whereas with FGSM attack, it is only 20% of the time, and with PGDM attack, it is only 18% of the time. Given these values, the attack has significant impact on the sum SE. In other words, without adversarial attack and with adversarial attack, the sum SE \( \geq 50 \text{ [bit/s/Hz]} \) and sum SE \( \leq 45 \text{ [bit/s/Hz]} \), respectively, is achievable for 50% of the time. The loss of \( \approx 5 \text{ [bit/s/Hz]} \) due to adversarial attack has significant impact on the achievable performance of a network. After adversarial training plus re-scaling, the loss is only \( \approx 1 \text{ [bit/s/Hz]} \) which has significantly improved the performance of a network. Furthermore, in our simulations, for the specific task considered in this paper, we did not observe any performance loss due to adversarial training on clean inputs (that is when there is no attack). From Fig. 2 two observations can be made. First, for this specific problem, although re-scaling is possible, it just can partially improve the performance. Second, using the adversarial training improves the performance, even when re-scaling is already applied. This means that even for cases that re-scaling can be considered as an option, adversarial training provide further gains. Given these observations, we focus on adversarial training as a general (can be applied to any other wireless application) defense mechanism with the objective to make the DNN models robust against adversarial perturbations.

b) Existing works and contributions: In [26], [29], [45], it has been shown that augmenting the training dataset with adversarial examples increases the robustness of DNNs to adversarial examples. In computer vision applications, much prior work has attempted adversarial training as a defense method against adversarial examples on classifier datasets such as MNIST [29], CIFAR10 [26], and ImageNet [46]. Furthermore, in [47], the authors devised a regularization based defensive method against the adversarial attacks in a...
regression setting by inducing stability in learned functions. This method was proposed by considering the possibility that the adversarial perturbation could be caused due to instability in learned functions and the experiments were conducted on the regression datasets obtained from the UCI Machine Learning repository. The authors of [46] and [40] obtained a significant improvement of robustness against adversarial examples generated by the FGSM and the PGDM-based approaches, respectively. Different from the previous works, we investigate adversarial training as a defensive technique for a regression problem in the context of a wireless application.

We can define the adversarial training as an approach in which the model learns to minimize the worst-case loss within the given perturbation magnitude \( \epsilon \). Mathematically, this can be formulated as an optimization problem [48] given by

\[
\min_{\theta} \max_{||\eta||_\infty \leq \epsilon} \mathcal{L}(\theta, x_{\text{adv}}, \rho_j),
\]

where \( \mathcal{L}(\theta, x_{\text{adv}}, \rho_j) \) is the adversarial loss function [7] with adversarial examples \( x_{\text{adv}} = x + \eta \) as the input, \( \rho_j \) as the original (ground-truth) output of cell \( j \), and \( \theta \) as the model \( f(\cdot) \) parameters. The worst-case loss is constrained within \( L_\infty \)-norm bounded perturbations of magnitude \( \epsilon \). In [16], the objective of inner maximization is to determine the adversarial examples that is solved by the proposed adversarial attack methods in this paper such as FGSM or PGDM or MI-FGSM. The objective of the outer minimization is to minimize the loss function by applying the standard training procedure. Although, the adversarial training have been extensively investigated on classification-based applications such as in computer vision and natural language processing, it is overlooked for wireless system based applications. In wireless systems, we encounter both classification-based (e.g., modulation classification [11]-[15]) and regression-based (e.g., power allocation [6]) applications. In this paper, we consider the adversarial training on a more complex problem of a regression setting that is DNN based power allocation in a multicell massive MIMO network against adversarial attacks.

Goodfellow et al. [29] proposed FGSM-based adversarial training to improve the robustness of a DNN by training it with both clean samples and adversarial samples crafted using FGSM. The experiments in [29] suggested that the DNN was robust to FGSM-crafted adversarial examples, i.e., with adversarial training, the error rate on adversarial examples significantly reduced. However, the model was found to be still vulnerable to multi-step iterative-variants of adversarial attacks. In our work, we benchmark the proposed \( L_\infty \)-norm adversarial attacks (FGSM, PGDM, and MI-FGSM) and found that PGDM is the strongest attack having a high probability in fooling the DNN. Therefore, in our work, we consider the adversarial training with \( L_\infty \)-norm PGDM-crafted adversarial examples. It has also been shown in the literature that PGDM attack as a universal ‘first-order \( L_\infty \) adversary’ [26] and the robustness against such a first-order adversary guarantees security across other first-order \( L_\infty \)-norm attacks namely FGSM [29] and Carlini and Wagner [34] method. This was shown by training the DNNs on the classification datasets such as MNIST and CIFAR10. To the best of our knowledge, this is the first work discussing adversarial training for creating robust DNN-based model for wireless systems. The proposed procedure for cell-based adversarial training with \( L_\infty \)-norm PGDM-based adversarial examples against DNN-based power allocation in a massive MIMO system is as follows:

1. Train a DNN model \( f_{\text{std}}(\cdot) \) on the training dataset \( x \in \mathcal{X} \) and \( \rho_j \in \mathcal{P} \) for each cell \( j \), where \( j = 1, \ldots, L \). We refer to this as standard training since the input to the DNN is the original clean UEs positions and the output is the optimal power coefficients of UEs that are obtained using traditional optimization techniques.
2. Generate adversarial examples using model \( f_{\text{std}}(\cdot) \) for each \( \{x(n), \rho_j(n)\}, n = 1, \ldots, N_1 \) and \( j = 1, \ldots, L \), with the proposed \( L_\infty \)-norm PGDM-based adversarial attack in Algorithm 2. The generated adversarial examples dataset is denoted by \( \{x_{\text{adv}}(n), \rho_j(n)\} \).
3. Train a DNN model \( f_{\text{adv}}(\cdot) \) on the adversarial dataset \( x_{\text{adv}} \in \mathcal{X} \) and \( \rho_j \in \mathcal{P} \) for each cell \( j \). We refer to this as adversarial training since the input to the DNN is the adversarial perturbed UEs positions and the output is the ground-truth power coefficients of UEs.
4. In [44], it has been shown that overfitting for adversarial training could result in degraded performance for the test dataset. This implies that unlike in the standard training, overfitting in adversarially training of DNN has the property of increasing the robust test loss. Therefore, we employ validation-based early stopping which terminates learning after the validation loss of the adversarial validation dataset does not decrease for the specified number of epochs.
5. In the final step, we consider the test dataset \( x_t \) (clean samples) different from the adversarial training and adversarial validation datasets to evaluate the robustness of the adversarially trained model \( f_{\text{adv}}(\cdot) \) against the FGSM, PGDM, MI-FGSM, and random perturbation based attacks.

VI. Experimental results and discussions

In this section, we analyze and discuss in detail the adversarial attacks to create infeasible solution using [7] and adversarial training for the given application of a regression problem in a wireless scenario. To this end, we first investigate the vulnerability of the DNN models \( M_1 \) and \( M_2 \) built for solving power allocation problem in the downlink of a massive MIMO system with max-product SINR strategy and the precoding schemes as MR and M-MMSE using the \( L_\infty \)-norm of FGSM, PGDM, MI-FGSM attacks, and random perturbations. We then investigate the robustness of models \( M_1 \) and \( M_2 \) by employing adversarial training using the adversarial generated examples from PGDM-based approach. We use the same models and the dataset that is available for the public in the given link: [https://data.ieeevlc.org/Ds2Detail]. In our experiments, we consider the training and test dataset sizes as \( N_1 = 329,000 \) and \( N_2 = 500 \), respectively. For PGDM attack, we have used \( \alpha = 0.01 \) and \( Q = 40 \); for MI-FGSM attack, we have used \( \mu = 0.1 \), \( I = 10 \), and \( \beta = 0.1 \). The system model parameters such as \( K, L, M, P_{\text{max}}, \sigma^2 \), and the cell coverage area are given in Section III.
A. Standard training: White-box attacks

The proposed adversarial attacks in Section IV are tested to analyze and compare the effectiveness of the attack methods in terms of adversary success rate to break the DNN-based approach. The higher the value of success rate, the higher is the probability to cause erroneous predictions by DNN. In our experiments, we generate $N_2 = 500$ adversarial examples to test on the DNN by providing these examples as an input to the DNN and analyze the trained models $M_1$ and $M_2$ to predict the output adversarial power. The aim here is to determine that the trained models with input as adversarial generated examples in a white-box manner, for how many of these examples, the DNN could provide feasible and infeasible power solutions as output.

In all the experiments, for the test dataset $N_2 = 500$, we have validated that for clean samples (i.e., without adversarial perturbation), the DNN models $M_1$ and $M_2$ provide feasible output power solution across all the cells, i.e., $\sum_{k=1}^{K} p_{yk} \leq P_{\text{max}}$ implying that for each clean sample as input to the DNN, the predicted output of it, is always having the sum of UEs powers in each cell as less than or equal to $P_{\text{max}}$, which is as expected. We apply different attacks against DL-based power allocation in a massive MIMO system, where the clean samples are the actual UEs positions. The adversarial perturbed samples are the input to the trained models $M_1$ and $M_2$, while the predicted output is tested for how many of these samples, the models predict the sum of UEs power as greater than the maximum downlink power, called as the adversary success. Since the models, $M_1$ and $M_2$ are trained under the clean input and output samples, this scenario we refer to as standard training.

Figs. 3 and 6 present the cell-based comparison of adversary success rate of random perturbations, FGSM, MI-FGSM, and PGDM attacks to fool the networks against $M_1$ with MMSE precoding, $M_2$ with MMSE precoding, $M_1$ with MR precoding, and $M_2$ with MR precoding, where all the models are trained with standard training. In Figs. 3 and 4 the experiments are conducted with the perturbation magnitudes of $\epsilon = 0.1$ and $\epsilon = 0.2$. These $\epsilon$ values transform to the distance perturbations of locations of UEs as $d_e = 14.14$cm and $d_e = 28.28$cm. In Figs. 5 and 6 we have considered $\epsilon = 0.2$ and $\epsilon = 0.3$ that corresponds to $d_e = 28.28$cm and $d_e = 42.42$cm, respectively. It has to be noted that for random perturbations, the displacement of UEs positions by $d_e$ occur in the random directions with a probability $P_r(\epsilon) = P_r(-\epsilon) = 0.5$, while for the gradient-based adversarial perturbation, the displacement of UEs occur in the gradient direction such that the loss is maximized.

From the figures, it can be observed that the adversarial success rate in fooling the networks is extremely high even for a very small adversarial perturbation magnitude. Further, increasing the value of $\epsilon$ results in increase in the number of samples predicted as infeasible solution (i.e., increase in the adversary success rate). The adversarial success rate for the iterative-based gradient update attack (i.e., MI-FGSM and PGDM) is higher than the one-step gradient update attack (i.e., FGSM and random perturbations).

For $M_1$ in Fig. 3 with MMSE precoding and $\epsilon = 0.2$, the attack success rate for white-noise based random perturbations is less than 5%, while for PGDM it is 58%. In Fig. 4 for model $M_2$ with MMSE precoding having more trainable parameters as compared to $M_1$, thus, with $\epsilon = 0.2$, the attack success rate for random perturbations is 18% and for the PGDM, it is 91%. For $M_1$, in Fig. 5 with MR precoding and $\epsilon = 0.3$, the success rate for random perturbation is less than 2% and for PGDM it is 48%. For $M_2$, in Fig. 6 with MR precoding and $\epsilon = 0.3$, the success rate of attacks for random perturbation is 15% and for PGDM, it is 96%. By comparing Figs. 4 and 6 it shows that $M_2$ with MR precoding is less vulnerable to adversarial attacks than $M_2$ with MMSE precoding. An intuitive reason for this could be that the MMSE precoding considers interference also into account which is not the case with MR precoding, therefore, with the increase in the model parameters as in $M_2$, it might be easy to attack the model learned through MMSE precoding. A general remark is that a DNN architecture with less trainable parameters as $M_1$ is less vulnerable against adversarial attacks as compared to the architecture with more trainable parameters as in $M_2$, which is an intuitive result [29]. Furthermore, MI-FGSM and PGDM algorithms were proposed to improve the performance of FGSM by conducting an iterative optimizer across multiple iterations; thus, the adversary success rate of MI-FGSM and PGDM algorithms is always higher than FGSM.
which is a one-step attack algorithm.

B. Adversarial training

The adversarial training procedure is discussed in detail in Section V. We first generate the adversarial examples using PGDM-based approach and then train the DNN model $f_{\text{adv}}(\cdot)$ with these examples. We refer to this as adversarial training since the models $M_1$ and $M_2$ are trained under the adversarial perturbed input samples and the ground-truth output samples.

To test for robustness, we apply the adversarial attack methods on the adversarially trained models. Therefore, Figs. 7–10 present cell-based comparison of the attacker success rate using random perturbations, FGSM, MI-FGSM, and PGDM attacks to fool the networks against $M_1$ with M-MMSE precoding, $M_2$ with M-MMSE precoding, $M_1$ with MR precoding, and $M_2$ with MR precoding.

A common observation for the adversarially trained models across the Figs. 7–10 is that for random perturbation, the DNN does not predict any infeasible solution, i.e., with random perturbations at the input of the DNN, essentially there is no occurrence of infeasible solution. This is an important property as in practice, we expect a certain amount of randomness at the input of the DNN, thus if the models are adversarially trained, then the DNNs are completely robust for such unwanted random perturbations.

In Fig. 7 for $M_1$ with $\epsilon = 0.1$, the attacker success rate on the adversarially trained model against FGSM, MI-FGSM, and PGDM attacks is less than 3%, which is a very good improvement in terms of robustness as compared to that of the standard trained model in Fig. 3. Even for $\epsilon = 0.2$, the robustness has significantly increased, where the attacks are having the success rate of $\leq 13\%$. In Fig. 8 we have similar observations that for $M_2$ with M-MMSE precoding after adversarial training, the model is robust against attacks. The adversary success rate against FGSM, MI-FGSM, and PGDM is under 3% for $\epsilon = 0.1$, while with $\epsilon = 0.2$, for FGSM the adversary rate is 8% and for iterative-based attacks, it is $20\% - 25\%$.

Fig. 9 shows the attacks success rate on adversarial trained model $M_1$ with MR precoding for $\epsilon = 0.2$ and 0.3. For these values of $\epsilon$, we notice that the adversarial success rate is very low ($< 1.5\%$) against all the attacks, implying that the model is extremely robust. Fig. 10 depicts the case of $M_2$ with MR precoding, in which we observe that for $\epsilon = 0.2$, the attack success rate is less than 3.5% against all the attacks, while for $\epsilon = 0.3$, the FGSM has a success rate of 3.7% and iterative-based has $12 - 18\%$. When we compare the Figs. 3–6 of standard training with the Figs. 7–10 of adversarial training, we observe that the adversarial training is more robust against attacks on the models trained with MR precoding than with the models trained with M-MMSE precoding.
C. Black-box attacks

In this subsection, we discuss the black-box attacks using the transferability property, the detailed procedure of this is presented in Subsection IV.G. In other words, we investigate the attacks transferability for our regression problem in a wireless setting. We first consider the case that the adversary has full knowledge of $M_2$, where the adversary can potentially train this as a surrogate model and then generate the adversarial examples against FGSM, MI-FGSM, and PGDM attacks. To analyze the property of transferability, we assume that the adversary does not have access to the model $M_1$ and hence is the victim model. Thus, $M_1$ is analyzed for the vulnerability against the adversarial examples crafted using $M_2$.

Figs. 11 and 12 illustrate the adversarial success rate against black-box attacks for the case of trained substitute model $M_2$ with M-MMSE and MR precoding schemes, respectively, while the victim model is $M_1$. We have shown the results for $\epsilon = 0.1, 0.2$ and 0.3. For the victim model $M_1$, trained under standard training with both M-MMSE and MR schemes, the adversarial success rate is always below 10% across different attacks. Thus, the model $M_1$ is robust for both MR and M-MMSE precoding schemes indicating poor transferability. From the figures, it can be observed that the class of gradient-based attacks to maximize the loss does not have a large impact on the DNN as compared to the random perturbations.

We now consider the case that adversary having the knowledge of the substitute model $M_1$, while the victim model is $M_2$. Figs. 13 and 14 present the adversarial success rate in fooling the DNN victim model $M_2$, against black-box attacks for the case of trained substitute model $M_1$ with M-MMSE and MR precoding schemes, respectively. In Fig. 13 for $\epsilon = 0.3$ with M-MMSE precoding, the success rate of FGSM attack is relatively higher than the iterative-based attacks, nevertheless, the model $M_2$ is still robust against different attacks as the success rate of adversaries is around 20 – 30%, that is way less as compared to the success rate of white-box attacks. In Fig. 14 for $\epsilon = 0.3$ with MR precoding, the success rate of the gradient-based attacks is around 45%, while for random perturbations it is less than 15%. The same observation holds for $\epsilon = 0.1$ and 0.2, the success rate of adversarial attacks are the same at 10% and 26%, respectively. The results from Fig. 13 suggest that DNN trained with M-MMSE precoding has a poor transferability, while Fig. 14 suggest that DNN trained with MR precoding has a good transferability. It is not obvious to generalize this claim as the obtained results are using only the models $M_1$ and $M_2$, more extensive experimentation is required to be tested on different models and by averaging over multiple runs which will be considered in the future work. One intuitive reasoning for M-MMSE being poorly transferable could be that the M-MMSE precoding is more intensive in terms of algorithm and computation as compared to the MR
power allocation strategy in a massive MIMO system with MR and M-MMSE precoding schemes.
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