Descending Modal Transition Dynamics in a Large Eddy Simulation of a Rotating Detonation Rocket Engine
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Abstract: Rotating detonation rocket engines (RDREs) exhibit various unsteady phenomena, including modal transitions, that significantly affect their operation, performance and stability. The dynamics of the detonation waves are studied during a descending modal transition (DMT) where four co-rotating detonations waves decrease to three in a gaseous methane-oxygen RDRE. Detonation wave tracking is applied to capture, visualize and analyze unsteady, 3D detonation wave dynamics data within the combustion chamber of the RDRE. The mechanism of a descending modal transition is the failure of a detonation wave in the RDRE, and in this study, the failing wave is identified along with its failure time. The regions upstream of each relative detonation show the mixture and flow-field parameters that drive detonation failure. Additionally, it is shown that descending modal transitions encompass multiple phases of detonation decay and recovery with respect to RDREs. The results show high upstream pressure, heat release and temperature, coupled with insufficient propellants, lead to detonation wave failure and non-recovery of the trailing detonation wave during a descending modal transition. Finally, the Wolanski wave stability criterion regarding detonation critical reactant mixing height provides insight into detonation failure or sustainment.
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1. Introduction

1.1. RDRE Overview

The rotating detonation rocket engine (RDRE) utilizes one or more detonation waves that continuously travel around an annular chamber above an injection plane where propellant is axially injected [1,2]. RDREs potentially produce significantly increased combustion pressures and, as a result, may provide performance improvements over classical deflagration rocket engines [3,4]. Figure 1 depicts general RDRE function. As the detonation(s) continuously propagate around the chamber at their respective wave speed(s), an associated characteristic propellant refill zone forms [5]. This reactant fill-zone is where fuel and oxidizer are available for combustion just upstream of each detonation wave. In this way, each successive detonation wave passes through sufficient fuel and oxidizer to sustain it [6]. Above each detonation wave, an oblique shock and shear layer form. The hot gases travel axially down the chamber until exiting through the exhaust plane. Certain RDREs employ a nozzle to expand the flow upon exiting the chamber.

The main modes of RDRE operation consist of a transient start-up phase, a steady-state phase, and a shutdown phase [7]. The start-up phase consists of igniting the propellants in the chamber, by directly igniting with a spark, high pressure-temperature kernel, or via a pre-detonator. In the cases of direct ignition, a symmetrically spreading deflagration develops in both annular directions that undergoes a deflagration to detonation transition.
(DDT). Subsequently, a large number of counter-propagating (rotating clockwise and counterclockwise) detonation waves travel around the annulus. Next, the detonation wave complex undergoes a number of changes, where the detonation wave structure simplifies. Detonation waves will disappear, re-appear, merge and change direction until a particular number of detonations becomes prevalent. Once an unchanging number and direction of detonation waves develop within the RDRE, it is considered to have reached a steady operational mode [8]. Time scales commonly observed in gaseous methane-oxygen RDRE simulation start-ups are on the order of: 0.25 ms to 0.30 ms from ignition to DDT, 1.0 ms to 2.0 ms for unsteady counter-propagating to co-rotating detonation transition, and 2.0 ms to 4.0 ms to reach steady state.

Figure 1. Chamber sketch illustrating common RDRE flow-field components.

1.2. Background

Modal transitions are an unsteady or transient phenomenon that occur in rotating detonation engines (RDEs) when the number of detonations decrease, increase, or change direction. In this study, we specifically address the scenario when the number of co-rotating detonations decrease during the RDRE startup sequence just prior to reaching steady-state. This phenomenon is known as the descending modal transition (DMT). The findings in this work are applicable to DMTs that occur outside of RDRE startup, such that the DMT is a trailing wave failure type [9].

Modal transitions have been experimentally observed by Suchocki et al., Rankin et al., Stechmann et al., and Bennewitz at al. [10–13]. Figure 2 shows an example of a DMT from three to two waves captured from the RDRE exhaust plane during an experimental run [13]. Additionally, theoretical studies by Koch et al. [14], numerical simulations by Lietz et al. [8], and wave stability investigations by Anand et al. [15], have encountered modal transitions while examining RDE/RDRE nonlinear physics. As such, modal transitions are not isolated incidents.

There exists a coupling of global parameters such as: propellant type, injection mass flow rate and chamber mixing, with local dynamics of inter-detonation wave interactions. This global-local level coupling modulates the sustained number of waves, their speeds, and modal transitions in RDREs [16]. The mechanisms that prelude modal transitions in RDREs (i.e., wave galloping) are an open area of research. However, in the case of most co-rotating DMTs, galloping detonation wave behavior intensifies until one of the waves fail becoming an uncoupled shock-deflagration, decays, and does not reinitiate (recover) [13]. Then, the subsequent deflagration wave is absorbed/merged with another detonation wave (note: in two or more RDRE wave modes) [10–12].
1.3. Research Focus

In this work, we closely study a DMT that occurs during the approach of the RDRE simulation to operational steady state. To fully capture the oscillatory flow-field dynamics associated with the mode transition, we utilize a high-fidelity modeling approach. We focus on a $120 \mu s$ period utilizing high time resolution data during the DMT. This approach limits the scope of the analysis by isolating the DMT from the wave galloping and interactions that occur beforehand. Thus, this time period provides a direct set of data to study the decaying weak to moderate transients leading up to the RDRE steady-state mode.

The main findings in this work are briefly summarized. Recall, a DMT occurs in an RDRE when one or more detonation waves fail and do not reinitiate. The data shown identifies the trailing detonation wave as the failing wave, for the studied type of RDRE DMT [16]. A recovery period for the RDRE ensues after trailing wave failure, that is directly related to the strengthening of another detonation that survives the wave interaction that led to DMT. The critical reactant mixing height is calculated, and provides an approximation for the required reactant fill height needed to sustain a detonation. Characterizing DMTs in this manner aids researching other transient phenomena in RDREs, thus, leading to potential engineering design and performance improvements.

2. Methodology

2.1. Numerical Solver Overview

Numerous mathematical models and numerical studies have been performed to capture the small-scale physics of various types of RDEs [17]. In this study, numerical data is generated using an implicit, large-eddy simulation (LES) [8]. The LES solver is a commercial product named AHFM (ALREST High-Fidelity Modeling) derived from LESLIE (LES with Linear Eddy model). LESLIE was developed by, for example, Kim, Genin, Masquelet, Jin, Friedrich, Srinivasan, Ranjan and Menon [18–22]. AHFM is a multiblock structured mesh turbulent combustion solver for non-orthogonal structured grids with a prototypical block structure, and is capable of resolving complex geometries with rounded features [8]. To date, AHFM has been extensively validated for a variety of turbulent combustion and RDRE simulations [23,24] and compared with numerous experiments [25,26].

AHFM solves the reacting LES formulation of the Navier-Stokes equations of motion [21]. A 12-species/38-reaction mechanism, FFCMy-12, is used to model chemical source terms, and was developed by Wang et al. and Xu et al. [27,28]. Specific heats are calculated using NASA polynomial curve-fits [20]. JANAF polynomial curve-fits, and Wilke’s formula are used to determine mixture viscosity and thermal conductivity transport properties [29]. Subgrid scale equations are used for closure of the LES equations as described in Kim et al. [30]. A second-order MacCormack scheme is used for temporal and spatial resolution, with third-order MUSCL (Monotonic Upstream-centered Scheme for Conservation Laws) upwinding applied to alleviate instabilities near the detonation wave fronts.

2.2. Grid and Chemical Mechanism Comparisons

In this section, relevant grid and chemical mechanism sensitivity results are reviewed from another study by Lietz et al. [31]. The results are directly applicable to compare the
chemical mechanism FFCMy-12 used in this LES study to other mechanisms. Additionally, an RDRE grid sector case simulation is also reviewed.

One-dimensional (1D), premixed, methane-oxygen detonation tube simulations were conducted using four chemical mechanisms: Westbrook-Dryer (WD), FFCMy-12, FFCM-1, and GRI 3.0. The conditions are an equivalence ratio 1.15, an initial temperature of 300 K, and an initial pressure of 1 atm. Figures 3 and 4 show the results of the 1D simulation. The grid cell sizes are varied: 1.00 mm, 0.10 mm, and 0.01 mm. As the grid is refined, the temperature for each solution approaches a consistent value for all four mechanisms. In Figure 4, the pressure and temperature versus $x$ location data overlap with respect to the FFCM based mechanisms. The mechanisms WD and GRI 3.0 show pressure results that are similar at their respective detonation fronts and post detonation. However, WD overpredicts temperature for most of the post detonation range, while GRI 3.0 initially overpredicts, then converges to similar temperatures to FFCM-1 and FFCMy-12. The theoretical CJ wave speed at these conditions is 2461 m/s. Both FFCM based mechanisms yield similar wave speeds at 2460 m/s, while both WD and GRI 3.0 overpredict wave speeds at 2630 m/s.

![Figure 3](image3.png)

Figure 3. 1D detonation tube grid res. (a) WD, (b) GRI 3.0, (c) FFCMy-12, and (d) FFCM-1 [31].

A one-eighth RDRE sector grid and simulation with periodic boundary conditions at both azimuthal boundaries is provided for comparison. The sector grid is relatively coarser than the full RDRE, consisting of 10 million grid points. This grid would correlate to 80 million grid points for an entire RDRE annulus. The three chemical mechanisms used for the one-eighth sector simulation were are WD, FFCMy-12, and FFCM-1, and consumed 0.18 million, 0.28 million and 0.42 million CPU-hours respectively.
Figure 4. One dimensional detonation tube pressure and temperature at 0.01 mm WD, GRI 3.0, FFCMy-12 and FFCM-1 [31].

Figure 5 shows chamber pressures corresponding to a capillary tube attenuated pressure (CTAP) probe. Besides differences during the earlier startup transient among the three mechanisms, the steady state pressure magnitudes are of similar order. The oscillatory pressure peaks correspond to detonations in the RDRE that all three mechanisms capture. The pressure signal amplitude and frequency from the WD case does not match as closely to both FFCM based mechanisms. Differences in CTAP signals in RDREs imply differences in the number of detonation waves present in the chamber, their speeds, and their strengths. The FFCM based mechanisms are tuned for high-pressure combustion processes, so they more accurately predict certain detonation characteristics such as wave speed. The benefits of using the reduced mechanism FFCMy-12 is that it is computationally less expensive compared to GRI 3.0 and FFCM-1.

Figure 5. RDRE sector simulations CTAP pressures using chemical mechanisms: WD, FFCMy-12 and FFCM-1 [31].
2.3. RDRE Geometry and Numerical Setup

The RDRE utilizes a design by Smith and Stanley [32], and consists of 72 discrete fuel and oxidizer injector pairs that axially inject gaseous methane and oxygen into the chamber. The combustion chamber dimensions have an outer diameter and axial length of 76.2 mm, a 5 mm annulus channel width, and a 15° conical exit spike at the exhaust plane illustrated in Figure 6. Fuel and oxidizer inflow boundary conditions are modeled with fixed mass flow rates and temperatures at plenum inflow boundaries [8]. At the walls, adiabatic and no-slip conditions are applied. The outflow boundary condition utilizes an adaptive local Mach number subsonic/supersonic condition. Table 1 lists the operating conditions used for the simulation and are a direct reference to the experiment in Bennewitz et al. [13]. Further details on the RDRE design are found in Smith and Stanley [32].

![Figure 6](image-url)  
*(a) Geometry cross-section of the RDRE used in the numerical model, (b) isometric view, and (c) top view of conceptual injector model [8,33].*

**Table 1. RDRE run conditions.**

| Parameter | Value |
|-----------|-------|
| $\dot{m}_{in}$ [kg/s] | 0.267 |
| $\phi$ | 1.15 |
| $T_{in}$ [K] | 300 |
| $P_{fuel}$ [MPa] | 2.33 |
| $P_{ox}$ [MPa] | 2.07 |
| $P_{out}$ [MPa] | 0.10 |

The full RDRE grid consists of approximately 140 million hexahedral cells, with the annular chamber nearest to where the detonations propagate corresponding to grid cell sizes on the order of 50 µm. Induction length and detonation cell size are determined relative to the RDRE run conditions and average detonation wave speed. The induction length calculated from Zel’dovich-Neumann-Döring (ZND) theory is 292 µm. The experimental induction length range is from approximately 130 µm to 230 µm per Schumaker et al. [34].
Additionally, the experimental detonation cell size is on the order of 1.25 mm to 2.0 mm [34], and the simulation detonation cell size is approximately 2.5 mm. Thus, the grid spacing sufficiently resolves both detonation cells and induction lengths, with 25–50 grid cells per detonation cell, and 5 grid cells per induction length. Such sizing is necessary to capture transient detonation dynamics along with other flow-field length scales in the RDRE [35,36]. Additionally, this is consistent with numerous RDRE simulations by Schwer and Kailasanath, Ross et al., Pal et al., and Prakash et al. [37–41].

The simulation consumed six million CPU-hours spread across 16,060 processors. At the beginning of the simulation, the combustion chamber is pre-filled with stagnant oxygen at room temperature. A 10 mm height ring is filled with premixed methane and oxygen with a defined pressure gradient starting from 10 atm at the injection plane, to 1 atm at the exhaust plane. A high temperature and pressure ignition kernel within the premixed methane-oxygen ring serves to initiate the DDT process. In this way, no preference is given to the number of detonation waves that result upon reaching steady-state.

The RDRE simulation is considered to reach steady-state when there is negligible detonation wave galloping, negligible wave speed variations and the experimental target reactant flow rates are achieved. However, in this study, we are specifically interested in the time frame leading up to steady state. The dynamics of the full start-up transient in RDREs are the topic of ongoing research. Further details regarding RDRE numerical setup and experimental comparisons are available in Lietz et al. and Prakash et al. [8,40].

2.4. Detonation Surface Plots

The generation of detonation surface plots is an initial step in RDRE data post-processing and analysis, and provides a common framework for validating RDRE simulations to experimental results. Detonation surfaces represent a 2D, unwrapped projection of the RDRE, illustrating the azimuthal and temporal components of the detonation waves and chamber flow-field dynamics. The higher parameter magnitudes (i.e., pressure, heat release, or normalized luminescent intensity) in the plot corresponds to the detonation waves’ angular position versus time. The remaining areas with lower magnitudes are the non-detonation (No Det.) regions that consist of deflagration and unburned reactants. Additional details on experimental and numerical simulations on detonation surfaces are found in references [7,8].

2.5. 3D Data Extraction

A data extraction method using Paraview packages [42] is developed to gather 3D chamber data from local regions of interest (i.e., each detonation wave, non-detonation/deflagration regions (No Det.), and upstream of detonations). In this study, high time resolution data is extracted from the simulation in 0.1 µs increments. First, a section of the RDRE chamber annulus data is extracted. Next, the angular position and time of each detonation are determined from the detonation surfaces, and plugged into the data extraction tools. Then, criteria are applied to extract the regions of interest in each respective detonation reference frame. Finally, average data is calculated from the regions of interest integrated volumes including pressure, heat release, temperature, and species mass fractions [43].

Traditionally, spatial pressures in the RDRE annulus are compared to determine the local detonation regions of interest. If a local pressure region is greater than or equal to 5 atm, then the region is considered a detonation [44]. This criterion is referred to as the pressure greater than 5 atm criterion [39,45]. However, the pressure criterion, often yields regions beyond the detonation wave, including areas with commensal combustion and post-detonation deflagration [46,47]. Additionally, in RDREs, the pressure criterion may capture the deflagration wave after the detonation has failed.

In this study, the goal is to minimize extracting deflagrations and identify detonation failure, so a different approach denoted the Mach criterion is taken. The Mach criterion uses the supersonic definition of a detonation [48]. For each respective detonation wave,
the local Mach number \((M)\) for the mixture is calculated. Then, the Mach criterion is applied, where the flow behind the detonation front \(M \leq 1\) corresponds to the detonation region \([9,49]\). Such methodology is commonly performed for coordinate transformations into the detonation (or shock) frame of reference. As such, this is not a novel development but merely an application for tracking detonation waves in RDREs. Then, the detonation regions are extracted from the annulus. The remaining regions in the annulus correspond to the non-detonation/deflagration regions (No Det.).

A calorically perfect gas is assumed, where the local speed of sound \((a)\) and Mach number for each relative detonation’s reference frame \((M)\) are calculated as follows:

\[
M = \frac{V - U_{\text{wv}}}{a}
\]

where \(V\) is the flow-field velocity, and \(U_{\text{wv}}\) is the wave speed for each respective detonation. The ratio of specific heats for each mixture region is calculated using the species associated with the FFCCMy-12 chemical mechanism. If a detonation is quasi-steady, then an average wave speed is used \((\bar{U}_{\text{wv}})\). Using an average wave speed is a sufficient assumption due to the change in wave speeds, and the interaction of quasi-steady waves is negligible compared to the unsteady waves during a DMT. However, for unsteady waves, such as those undergoing significant wave interactions, the wave speed is re-calculated every 10 \(\mu\)s. These updates to wave speeds are required to analyze the transient behavior during a wave interaction or modal transition.

An example of the Mach criterion process is illustrated in Figure 7. In Figure 7a, a subsection of the RDRE annulus is shown, where the bottom faces the injection plane, and the top faces towards the exit plane. In Figure 7b, the Mach criterion is applied, and three detonation wave pressure regions are extracted from the annulus. The green wedges are the tracked regions upstream of each respective detonation, and will be discussed later in this section.

With the detonations tracked, the goal is to identify detonation failure for the DMT. Bennewitz et al. showed using NASA’s Chemical Equilibrium with Applications (CEA) \([50]\) for methane-oxygen reactions at RDRE run conditions, a detonation wave speed of greater than or equal to 54\% of Chapman-Jouguet (CJ) velocity corresponds to a detonation \([13]\). Their calculation resulted in a \(U_{\text{CJ}}\) of \(\sim 2548\) m/s, corresponding to a sound speed (54\% CJ speed) of approximately 1376 m/s. Thus, wave speed is included as an additional criterion for determining detonation wave failure.

The pressure, wave speed and Mach criteria are combined to capture detonation wave failure. If the detonation wave pressure is less than or equal to the No Det. pressure, and if the wave speed is less than the local speed of sound (54\% CJ speed), then the detonation has failed, and the respective failure time is recorded. Using pressure and wave speed in combination buffers oscillatory behavior in the event the detonation briefly decreases below the sound speed, only to increase again above the sound speed via DDT. An example of a mode where a brief DMT, followed by a DDT occurs, is an RDRE counter-propagating mode. However, brief DMTs are beyond the scope of this study, since the focus is on sustained, operational DMTs in RDREs.

We shift our attention to investigating the chemical and physical properties that drive detonation dynamics by tracking the region just upstream of each detonation. Upstream of each detonation, a volumetric wedge that extends 1 cm above the injection plane is extracted in time during post-processing. Figure 7b shows an example of the extracted upstream regions in green. Detonations are not classically shaped during DMTs. The axial height of 1 cm is chosen to prevent extracting the forward leaning, curved shock front of the detonation that occurs approximately above 1 cm. This curved shock front is more prevalent in weaker and unsteady detonations. Since 3D detonation fronts in RDREs are rarely straight or even linear (i.e., forward leaning), a buffer region \(\sim 1^\circ\) between the shock front and the upstream region is added to avoid inadvertently capturing the detonation shock front or post-detonation regions \([51]\).
Figure 7. (a) Example RDRE annulus showing pressure of each wave at steady state, (b) extracted detonation waves pressure and detonation upstream regions in green.

3. Results

3.1. Numerical Validation—Experimental Comparison

In this section, experimental to numerical data are compared during a DMT to provide validation of the simulation results. Figures 8 and 9 show detonation surface plots of experimental and numerical data during their respective DMTs. Experimental data uses normalized luminescent intensity of the visible light from the RDRE combustion gases. In contrast, the simulation detonation surfaces are created by integrating chamber data, and showing pressure and heat release. In both cases, greater magnitudes correlate to greater detonation strength. The experiment and simulation differ by relative RDRE run time from the starting point of ignition but the difference in run time does not have an effect on DMT comparison. The important metric is that the DMT time scales need to be on the same order of magnitude between experiment and simulation.
Figure 8. Detonation surface plot showing integrated pixel intensity from experimental data of RDRE during DMT with trailing wave failure [13].

Figure 9. High time resolution simulation data of detonation surfaces during DMT focusing on the trailing wave failure time frame of interest from 1.530 ms to 1.650 ms showing pressure (a) and heat release (b).

In the experimental data of Figure 8, starting at 373.0 ms, there are three detonation waves, and by 373.2 ms there are two waves. In the simulation data of Figure 9 there are initially four waves at 1.530 ms past ignition, and by 1.650 ms there are three waves. The detonation surfaces show good correspondence between the experiment and the simulation during the DMT window. Both experiment and simulation have similar time scales on the order of 100 µs to 200 µs for the transition, both decrease by one detonation, and most importantly, it is the trailing detonation that fails in both cases. Thus, we are analyzing the same type of DMT (i.e., trailing detonation wave failure [16]) in the simulation as found during the experimental time period. This characterization is critical, as wave tracking and detailed analysis during a modal transition require knowledge of which wave
indeed fails, recovers via DDT (implying galloping behavior), does not recover or merges with another detonation.

By inspection of Figure 9, starting from 1.530 ms, the two steady waves near 45° and 150° are shown to not significantly interact with the two waves near −90° and −45°. Nor are there significant changes in the two steady wave slopes (indicative of wave speed changes), pressure, or heat release (according to the color bar). These two waves are quasi-steady and are referred to as steady waves S1 and S2. As such, average wave speeds are assumed for S1 and S2. Starting at 1.530 ms again, the unsteady waves near −90° and −45° are interacting due to their close proximity to one another. The wave at −90° is denoted the trailing wave (TW) and at −45° the leading wave (LW). Examining the leading wave, there is an increase in its slope and an intensifying of its pressure and heat release magnitudes, implying an increase in detonation strength. At the end of the DMT period, the leading wave has similar slope, pressure and heat release levels to the other two steady waves.

Conversely, the trailing wave pressure, heat release and corresponding slope are all decreasing. Between 1.580 ms and 1.590 ms, the trailing wave pressure and heat release significantly diminish. Continuing to follow the pressure of the trailing wave in time, it is seen that between 1.630 ms to 1.650 ms the residual pressure is no longer distinguishable from the steady wave S2 that approaches from behind. This suggests a merger or absorption event of the residual pressure disturbance and deflagration of the trailing wave.

3.2. 3D Chamber Data

Figure 10 shows pressure isocontours of the full RDRE chamber annulus during the DMT. In this figure, the bottom is the injection plane, and the top is the chamber exit. The detonation waves move in a counterclockwise direction. Each detonation is annotated in the figure as: steady wave 1 (S1), steady wave 2 (S2), leading wave (LW), and trailing wave (TW).

![Figure 10. 3D simulation isometric pressure contour of a four to three detonation wave DMT at approximately 1.530 ms and 1.650 ms, with annotated detonation waves: steady wave 1 (S1), steady wave 2 (S2), leading wave (LW), and trailing wave (TW).](image)

At 1.530 ms (Figure 10a), the beginning of the DMT, there are four detonation waves. The leading wave is weaker (indicative by a smaller pressure isocontour), and is approached by the stronger trailing wave. By the end of the DMT at 1.650 ms (Figure 10b), the remaining three waves have similar pressures (i.e., strengths), and are separated by approximately 120°.
3.3. Unwrapped Chamber Data and Pressure Disturbances

Figure 11 shows an unwrapped 2D projection of the RDRE centerline using spatial pressure gradients. The detonations move from right to left, upon reaching the left-most side, the detonations wrap around to the right-most side. Figure 11 starts at 1.530 ms, and progresses to 1.650 ms with each wave annotated in time. Between the detonations, the pressure gradients show the triangular propellant fill-zone created by the discrete injectors.

![Unwrapped 2D projection of the RDRE chamber centerline showing spatial pressure gradients during the four to three wave DMT from 1.530 ms to 1.650 ms.](image)

Focusing on the interacting, detonation waves (LW and TW), it is observed that the oblique shock structure and size of the pressure gradients behind the waves change in time. At first, the leading wave oblique shock are warped and shorter than the oblique shocks of the other waves. Eventually, the leading wave oblique shock develops into a similar structure to the steady waves. In contrast, the trailing wave degenerates to only a pressure disturbance that is absorbed from behind by steady wave S2.

There are non-detonation pressure waves throughout the chamber too. This result is consistent with Ross et al., who showed the existence of low amplitude pressure waves spread throughout RDRE chambers [52]. The high amplitude local pressure gradients are manifested from the detonations, and the low amplitude pressure gradients are from pressure disturbances reflecting off of the injection plane. These pressure disturbances travel in the opposite direction (left to right) relative to the detonations (right to left). Anand et al.
also postulated relationships among instabilities/disturbances and the detonation waves that lead to modal transitions and other types of instabilities observed in RDEs [15].

Subsequently, the pressure disturbances will collide with a downstream detonation front or its oblique shock. The collisions between detonations and pressure disturbances are another form of wave interaction, and potentially modulate the detonation behavior in a form of inter-detonation communication [53]. DMTs are also influenced by the flowfields upstream of each relative detonation. In the upstream flow-field (i.e., respective reactant fill-zones), perturbations from pressure disturbances or expansion waves are suggested to affect reaction rates, increase detonation front curvature [49], lower detonation wave speeds, induce detonation failures or even stymie DDT processes for failed detonations [51]. Lastly, if counter-propagating pressure disturbances collide with detonations, or couple with deflagrations to cause brief, fast deflagrations or detonations, the number of detonations can increase, inducing an ascending modal transition (AMT) [13].

4. Analysis

4.1. Detonation Wave Trajectories

In this section, the simulation results are analyzed to provide insight into the DMT process. Figure 12 illustrates the detonation wave trajectories during the DMT. The steady waves are modeled using linear curve fits for their angular positions. A linear fit is acceptable since the overall steady wave speed variations and wave interactions are negligible, during the DMT time frame, as shown in the detonation surface plots (Figure 9). The focus is on the trailing and leading detonation waves, since their interactions and trailing wave failure dictate the DMT. Due to the interactions and changing wave speeds, a cubic spline fit in time is performed on time sampled angular positions. As a result, from the data time samples extracted in 0.5° increments, and the curve-fits, the angular positions are within ±1.3° to 2.3° as shown. The angular positions correspond to the maximum pressure of the leading and trailing wave fronts. Maximum pressure is determined by inspection of the detonation surface data for the respective waves. The result is a figure similar to that of the detonation surface plots following the maximum magnitude of each wave. The naming convention for each wave is the same, except the trailing wave is identified as Detonation (Det.) or Residual (Res.).

![Figure 12. Relative wave positions within ±1.3° to 2.3° during DMT, ‘x’ denotes trailing detonation wave failure, circle denotes merger of the residual trailing wave pressure component with steady wave.](image)

The trailing detonation wave (denoted Trail Wave Det. (TW)) decreases its angular separation from the leading wave, with the smallest separation between waves occurring near 1.550 ms. The trailing detonation failure wave time at 1.582 ms is annotated with an ‘x’. The detonation failure time is determined by analyzing the trailing wave pressure and wave speed as described in Section 2.5. After failure, the angular position of the trailing wave residual maximum pressure (denoted Trail Wave Res. (TW)) is tracked using the detonation surface plot data. A dashed line illustrates the failed trailing wave trajectory.
There is a rapid decrease in the slope of the trailing wave, as it is approached from behind by steady wave S2. Just past 1.630 ms, denoted by a circle, the steady wave and the trailing wave merge. The time scale associated from failure to merger is on the order of 0.05 ms. Since DDT in this RDRE is on the order of 0.25 ms, there is not enough time for the trailing wave to recover before merging. Regarding the leading wave, an upward slope or bend in the curve-fit is present, and implies an increase in wave speed.

The fate of trailing wave after merging is not fully understood. It is postulated that the residual trailing wave pressure may simply become fully merged with the steady wave, as such, the trailing wave ceases to exist [13]. Another possibility is that the residual trailing wave passes through the steady wave, and continues to propagate as a pressure disturbance. The cause of the discrepancy is due to the residual trailing deflagration being indistinguishable from the deflagration spread throughout the chamber. Once the residual pressure merges with another detonation, it cannot be distinguished from the other pressure disturbances downstream of the detonation as shown in Figure 11.

Wave speed is shown in Figure 13, and is calculated by numerically differentiating the angular position data. As expected, the trailing wave slows down, and the leading wave speeds up. After failure, the trailing wave continues to slow until it merges with steady wave S2. The leading wave speed approaches the steady wave speeds near the end of the DMT.

![Wave speed graph](image)

**Figure 13.** Trailing, leading, and steady wave speeds in time.

The angular separations of Steady 1, leading and trailing waves, relative to the angular position of steady wave S2 are shown in Figure 14. The trailing wave has a close approach to the leading wave, followed by the trailing wave failure. Afterwards, the trailing wave approaches zero angular separation denoting its merger with steady wave S2. This result is consistent with experimental angular separation tracking of detonations during a DMT [13]. Finally, the angular separation among the leading and steady wave approaches $120^\circ$, which is expected for an RDRE, 3 wave steady-state mode.
Figure 14. Angular separations of Steady 1, trailing, and leading waves relative to Steady wave 2 (±1.3° to 3.6°).

4.2. Detonation Wave Dynamics

As described in the materials and methods Section 2.5, local detonation and relative upstream data is extracted, and the results shown in this section. Respective spatial average pressures and heat releases for each detonation wave, the chamber annulus between the injection plane and 2 cm in height (denoted Annulus), and the regions that are not detonations (denoted No Det.), are compared in Figure 15. Recall, the No Det. region consists of deflagration and unburned reactants. Annulus data corresponds to the average value at each instance in time, and is a combination of all flow-field/combustion characteristics (i.e., detonation waves, deflagration, and unburned reactants). Both steady waves, S1 and S2, show overall, similar pressure and heat release magnitudes. Thus, we shift our focus to the interacting waves.

Figure 15. Local integrated (a) pressure and (b) heat release divided by region volume for each respective detonation wave, non-detonation regions, and entire annulus.
The leading wave shows an overall trend of increasing pressure and heat release until matching similar levels to the steady waves. This trend implies greater pressure and heat release coupling, and more energy to strengthen propagation of the leading wave. The trailing wave undergoes two phases of declining pressure and heat release. Between 1.530 ms to 1.560 ms, there are moderate amplitudes of an oscillatory decline in pressure and heat release. Next, starting from 1.560 ms and onward, there is a near monotonic decrease in trailing wave pressure, and significant damping of the heat release oscillations. Near 1.570 ms, there is an approximately monotonic decline in heat release as well.

A consequence of the decline in heat release is the inability to generate the necessary force for its propagation. In that, the detonation heat release is a product of the rapid combustion taking place in the reaction zone that drives the temperature to rise and the pressure/density to fall behind the wave front. The expansion accelerates the gases in the opposite direction, providing the driving force for the detonation wave front to propagate [49]. Further, between 1.54 ms and 1.56 ms the trailing wave is approximately 16 mm behind the leading wave. This corresponds to a distance between the leading and trailing waves as roughly 6 to 13 detonation cell sizes. As such, this close angular separation may significantly impact the trailing detonation propagation in the RDRE. As the trailing wave slows down, its detonation cell sizes enlarge and become less uniform as its wave front curvature increases as was shown in Section 3.3. These behaviors are potential indicators of impending detonation failure [49].

Then, at 1.582 ms (denoted with an ‘x’), the trailing wave pressure is less than or equal to the No Det. region, and its corresponding wave speed is less than 54% of the CJ velocity (local sound speed). As a result, the trailing wave detonation has failed. The rapid decline of heat release suggests an insufficient energy source necessary to drive the trailing wave, thus its failure.

4.3. Upstream Regions

In this section, the regions just upstream of each respective detonation wave are discussed. The purpose is to investigate the dynamics driving the results shown in the previous sections. Since the trailing detonation fails at 1.582 ms, the time range during the failure interaction (1.530 ms to 1.590 ms) is the focus of the results in this section shown in Figure 16. The time of trailing wave failure is again marked with an ‘x’.

Figure 16a shows the mass fraction of total products upstream of each detonation wave in time. A similar trend occurs, the steady waves have comparable levels of products ahead of them, implying, there are similar amounts of fuel and oxidizer available for combustion. The leading wave also encounters a similar amount of products/reactants as the steady waves, and corroborates the leading wave rising in pressure, heat release, and speed.

Conversely, the trailing wave encounters greater product mass fractions, implying less available fuel and oxidizer for combustion. As the trailing wave continues to move closer to the leading wave, the concentration of products upstream of the trailing wave continues to rise, hence the jump during 1.550 ms to 1.560 ms. The reason for the total product mass fraction increase is due to the leading wave is consuming its available reactants in a combination of detonation and post-detonation (deflagrative) burning. Moreover, the choked injectors upstream of the trailing wave cannot compensate fast enough to alleviate the lack of reactants within the fill-zone. The monotonic decreases in pressure and heat release of the trailing wave shown in Section 4.2 are directly caused by the insufficient amounts of reactants. In other words, the trailing wave is caught in the wake of the leading wave, and the trailing wave is not receiving enough mixed fuel and oxidizer to sustain itself. Hence, an RDRE analog to Kuznetsov et al. for the decay, failure, and non-recovery of the trailing detonation wave in a gaseous mixture [54].
The remaining parameters of upstream temperature and pressure in Figures 16b,c respectively, follow similar trends to the upstream total product mass fractions. The temperature and pressure are overall greater in front of the trailing wave compared to upstream of the other waves. This produces a greater speed of sound that decreases the relative Mach number of the trailing wave, and stymies its reinitiation. The higher temperature and pressure upstream of the trailing wave are also due to the post-detonation combustion (i.e., parasitic deflagration) of the leading wave. Subsequently, a hostile environment exists to sustain or provide an opportunity for reinitiation via DDT of the trailing wave. Upstream flow-field parameters drive the decline in pressure and heat release and, ultimately, the failure and non-recovery of the trailing wave. Thus, the DMT from four to three detonation waves.

Figure 17 highlights the disparity between the trailing and leading waves. The total products upstream flow-field relative to each detonation are displayed with dashed lines...
corresponding to the plot left axis, and the local detonation pressures with solid lines corresponding to the plot right axis. Consider the pressure curves of each detonation wave first. Between approximately 1.550 ms and 1.565 ms, there is an intersection and swapping in magnitude of the pressure curves for each wave. Next, for the trailing wave, the inflection point from oscillatory decay to monotonic pressure decrease, coincides with right after the sharp increase in relative upstream products. Between 1.550 ms and 1.560 ms the trailing and leading waves are at their closest relative separation per Figure 12. The average total products upstream of the trailing wave from 1.560 ms onward, do not decrease back to levels prior to 1.550 ms. This result shows that insufficient reactants, on the order of only 25%, are driving the pressure decrease and detonation failure of the trailing wave. In contrast, for most of the DMT time frame, the leading wave encounters nearly twice the amount of reactants compared to the trailing wave.

Figure 17. Trailing versus leading wave upstream flow-field total products mass fraction and detonation region pressures. Products mass fraction are dashed curves correspond to the left axis, and pressure solid curves correspond to the right axis.

4.4. Wave Stability

A theoretical detonation wave stability criterion was developed by Wolanski to determine the number of sustained waves in an RDE [55]. The Wolanski wave stability criterion is shown in Equation (2), where: \( W \) is the number of detonation waves, \( \dot{V} \) is the volumetric flow rate of the injected reactants, \( w \) is the annulus channel width, \( l_{cr} \) is the critical reactant mixing height, and \( U_{wv} \) is the wave speed.

\[
W = \frac{2\dot{V}}{wl_{cr}U_{wv}}. \tag{2}
\]

As analyzed similarly in Bennewitz et al., \( l_{cr} \) is calculated with the assumption to sustain four detonation waves [13]. According to the Wolanski criterion, the fill-zone height of mixed reactants must be greater than or equal to \( l_{cr} \), otherwise, the detonation becomes unstable. A growing \( l_{cr} \) indicates that the reactant fill-zone height must increase as well in order to sustain a specified number of detonations. As shown in Figure 18, \( l_{cr} \) is determined as a function of wave speed from the curve-fit data shown earlier in Figure 13 for each detonation wave. Since the trailing wave is slowing down and the leading wave is speeding up during the interaction, these results show the general trend that \( l_{cr} \) is inversely proportional to wave speed.

The last intersection or swapping of \( l_{cr} \) magnitudes for the trailing and leading waves occurs between 1.550 ms to 1.560 ms. Both the \( l_{cr} \) and pressure intersection from Figure 17 are in good agreement, with a time scale on the order of about 10 µs. The time scale consistency corroborates the relationship between the \( l_{cr} \) calculations, and the decay/strengthening of the trailing and leading waves respectively. By the time of trailing wave failure, \( l_{cr} \) is nearly double that of the steady waves. Calculating beyond the failure time, \( l_{cr} \) increases, to nearly five times the \( l_{cr} \) of the steady waves.
There is an overall exponential increase of $l_{cr}$ as the trailing wave speed decreases. This result is in agreement with detonation failure of the trailing wave caused by insufficient availability of upstream reactants. Note, the result is intended to show a limiting case as to a necessary quantity of fill-zone height trends. This calculation is not a sufficient condition for describing deflagrations or DDT beyond the trailing wave failure time. Furthermore, reactant mixing length scales are not considered in Equation (2).

Conversely, the leading wave $l_{cr}$ asymptotically approaches the steady wave $l_{cr}$ values. The overall decrease in $l_{cr}$ coupled with plenty of upstream reactants, describes how the leading wave continues to unrestrainedly propagate. Therefore, the Wolanski wave stability criterion provides a good approximation when conducting theoretical calculations for sustaining or decaying detonations in an RDRE during a trailing wave failure type of DMT.

5. Conclusions

The dynamics of detonation waves were studied during a trailing wave failure type of DMT in a gaseous methane-oxygen RDRE. The DMT time frame observed in the simulation is on the same order as experimental observations. Detonation wave failure corresponds to a decoupling of heat release from the pressure wave and delineates the time of DMT. The detonation failure is defined as the time when the trailing wave pressure decreases to less than or equal to RDRE chamber deflagration pressures and when its wave speed becomes subsonic. Wave failure is followed by the merging of the residual trailing wave pressure disturbance with a consecutive steady detonation wave. It is shown that the time scale from trailing wave failure to merger is less than the time required for DDT, therefore, there is not enough time for the trailing wave to recover via DDT. From the simulation data, we determine that the trailing wave fails due to a non-conducive upstream environment: insufficient combustion reactants, large proportion of combustion products, accompanied by high upstream temperature and pressure. These conditions upstream of the trailing wave within the DMT are insufficient to sustain the coupled detonation pressure and heat release for wave sustainment or recovery.

The DMT process passes through multiple phases driven by the transients of the interacting detonation waves. Phase (1) is a critical close approach of the faster trailing wave towards the slower leading wave. As a result, the pressure and heat release coupling of the trailing detonation wave is impacted. Phase (2) corresponds to the decay in strength of the trailing wave, culminating in its failure and non-recovery. The remaining uncoupled pressure wave slows, and will subsequently merge with the consecutive steady detonation wave without significantly affecting that detonation wave. Phase (3) is the recovery of the leading wave, as it increases to similar pressure and heat release magnitudes to the other steady waves, marking the operational end of the DMT.

The Wolanski wave stability criterion defines a critical reactant mixing height ($l_{cr}$) that we have demonstrated to be an indicator of detonation wave viability. During the
interaction of the trailing and leading waves, \( l_{cr} \) exponentially increases for the trailing wave, whereas \( l_{cr} \) asymptotically decreases for the leading wave. These \( l_{cr} \) calculations are an inexpensive metric of transient wave stability in an RDRE.

As a result, \( l_{cr} \) has additional, potential implications for RDRE data analysis and interpretation. The first is that \( l_{cr} \) provides a measure of wave dynamical behavior during RDRE transient events. In addition, \( l_{cr} \) asymptotically approaches an average value for detonation waves advancing toward steady wave speeds. As such, \( l_{cr} \) serves as a progress variable toward identifying when the RDRE reaches steady-state. The second is with respect to the total number of detonation waves in RDREs. Due to constraints on propellants used, injection mass flow rates, and chamber geometry, there is a general trend observed in RDRE experiments and simulations, where, as the number of detonations increase, their respective wave speeds decrease. Additionally, as the number of detonations increase, their respective reactant fill-zone heights decrease. However, \( l_{cr} \) trends for decreasing wave speeds require larger reactant fill heights. Therefore, the Wolanski criterion implies an upper limit on the number of sustainable detonations in an RDRE.

Modeling and simulation allow us to investigate in detail detonation wave dynamics in RDREs beyond what can be measured by experiment. The DMT phases from the simulation show direct congruence with the limited experimental observations. With the DMT simulations, we can probe the dynamics of the trailing wave decay process, demonstrating the initial close approach impacts both the leading and trailing waves, but ultimately the trailing wave fails due to ingestion of combustion products of the leading wave. Finally, the trailing wave failure is well characterized by \( l_{cr} \), as is the return to stability of the leading wave.
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