GRADIENT ESTIMATES OF VERY WEAK SOLUTIONS TO GENERAL QUASILINEAR ELLIPTIC EQUATIONS
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Abstract. We establish a gradient estimate for a very weak solution to a quasilinear elliptic equation with a nonstandard growth condition, which is a natural generalization of the $p$-Laplace equation. We investigate the maximum extent for the gradient estimate to hold without imposing any regularity assumption on the nonlinearity other than basic structure assumptions. Our results also include a higher integrability result of the gradient and the existence for the very weak solutions to such nonlinear problems.

1. Introduction

In this paper we study the existence and regularity issues regarding nonlinear elliptic equations with nonstandard growth of the form

$$\text{div } A(x, Du) = \text{div } \left( \frac{\varphi(|f|)}{|f|} f \right) \quad \text{in } \Omega,$$

where $\Omega \subset \mathbb{R}^n$ ($n \geq 2$) is a bounded open set and $\varphi \in C^1([0, \infty)) \cap C^2((0, \infty))$ is a given Young function which is convex and increasing. A Carathéodory map $A = A(x, \xi) : \Omega \times \mathbb{R}^n \to \mathbb{R}^n$ is the nonlinearity which satisfies the following growth and monotonicity conditions:

$$\begin{cases}
|A(x, \xi)| \leq L \varphi'(|\xi|) \\
(A(x, \xi) - A(x, \zeta), \xi - \zeta) \geq \nu \varphi''(|\xi| + |\zeta|)|\xi - \zeta|^2
\end{cases}$$

for a.e $x \in \Omega$, $\xi, \zeta \in \mathbb{R}^n \setminus \{0\}$ with some constants $0 < \nu \leq L < +\infty$. We assume that there exists a constant $s_\varphi \geq 1$ such that

$$\varphi(0) = 0, \quad \frac{1}{s_\varphi} \leq \frac{t \varphi''(t)}{\varphi'(t)} \leq s_\varphi \quad (t > 0).$$

We are concerned with gradient estimates of a solution to the problem (1.1) with only basic structural assumptions (1.2)-(1.3) but without any regularity assumption on the nonlinearity $x \mapsto A(x, z)$. More precisely, we want to prove that there exists a positive constant $\delta_0$ depending on $n, s_\varphi, \nu$ and $L$ such that the following implication

$$\varphi(|f|) \in L^q_{\text{loc}}(\Omega) \quad \Rightarrow \quad \varphi(|Du|) \in L^q_{\text{loc}}(\Omega)$$

holds for every $q \in [1 - \delta_0, 1 + \delta_0]$. For $q \in [1, 1 + \delta_0]$ with some small $\delta_0 > 0$, this follows from the classical theory and a higher integrability result for a weak solution.
as in [14, 17, 27]. In this regard, we mainly consider the case of \( q \in [1 - \delta_0, 1) \) with some small \( \delta_0 > 0 \) and there is indeed no such an existence and regularity theory as far as we are concerned in the literature.

The condition (1.3) includes the classical case of \( \phi(t) = t^p \) with \( p > 1 \). Then our problem (1.1) is reduced to the elliptic problems of the \( p \)-Laplacian type and implication (1.4) of interest to many researchers becomes

\[
|f|^p \in L^q_{\text{loc}}(\Omega) \implies |Du|^p \in L^q_{\text{loc}}(\Omega)
\]

for some positive number \( q \) lying in the range of \( \left( \frac{p-1}{p}, \infty \right) \) depending on further regularity assumptions on the nonlinearity \( A = A(x, z) \). This kind of estimate was first proved by Calderón and Zygmund in [9] for the linear case that \( p = 2 \) in the range of \( q \in \left( \frac{1}{2}, \infty \right) \). For the nonlinear case that \( p \neq 2 \) and \( q \in (1, \infty) \), there have been extensive regularity results according to given analytic and geometric settings as in [7, 8, 22, 25]. On the other hand, the implication (1.3) with \( q \in \left( \frac{p-1}{p}, 1 \right) \) for the \( p \)-Laplace problem still remains a wide open problem, partly due to the fact that the duality argument cannot be applicable to the nonlinear problem, as pointed out by Iwaniec [22].

There have been notable works with the gradient estimates below the natural exponent, that is when \( q < 1 \), when the right hand side of (1.1) is a bounded Radon measure, see for instance [4, 5, 28, 30]. Recently, these kinds of estimates have been extended to the generalized \( p \)-Laplacian equations in [11, 12, 15]. We refer to [10, 29] for a further discussion in this direction. On the other hand, when we have the divergence data of \( \text{div} \left( |f|^{p-2} f \right) \) in the right hand side, it was shown in [23] that there exists a small positive constant \( \delta_0 \) independent of \( f \) and \( u \) such that (1.5) holds in the range of \( q \in [1 - \delta_0, 1] \), see also [3, 23, 26]. However, such results have not yet been extended to the nonlinear equations with nonstandard growth including (1.1). The reason is that a generalization of Hodge decomposition or Lipschitz truncation method to Orlicz spaces should be properly formalized in advance to deal with very weak solutions. In this paper we exploit the Lipschitz truncation method recently developed in [18, 19] in order to find an appropriate form of the sub-natural gradient estimates. In this regard, the present paper provides a window to obtain the sub-natural estimates for other highly nonlinear problems.

To discuss the regularity of solutions to the equation (1.1) with \( f \) having a low degree of integrability, a few concepts of solutions have been introduced in the literature. Among them, the very weak solution presented therein might not have a finite natural energy, and so it requires a test function to be at least Lipschitz continuous in the weak formulation of the equation (1.1). Indeed, various kind of Lipschitz truncation methods have been developed as in [3, 24, 26]. Here we introduce a suitable Lipschitz truncation method keeping zero boundary condition for the generalized \( p \)-Laplacian equation.

Our paper is organized as follows. In the next section we introduce the notion of very weak solution to the problem and an Orlicz-Sobolev space to state our main theorem. In Section 3 we provide a variety of analytic tools including a Lipschitz truncation method which will be commonly used in the later sections. Existence and higher integrability issues for a very weak solution to the homogeneous equation will be investigated in Section 4. The last section is devoted to dealing with the comparison estimates in the balls under consideration for proving Theorem 2.1.
2. Notations and main results

We start this section with the concept of very weak solution. \( u \in W^{1,1}(\Omega) \) is said to be a very weak solution to (1.1) if \( \varphi'(|Du|) \in L^1(\Omega) \), \( \varphi'(|f|) \in L^1(\Omega) \) and

\[
\int_{\Omega} \langle A(x,Dw),D\varphi \rangle \, dx = \int_{\Omega} \left( \frac{\varphi'(|f|)}{|f|} f, D\eta \right) \, dx
\]

holds for every \( \eta \in C_0^\infty(\Omega) \), where we have denoted by \( C_0^\infty(\Omega) \) to mean that the set of smooth functions with compact support in \( \Omega \).

We next introduce standard notations. \( B_y(r) \) is the open ball with center \( y \in \mathbb{R}^n \) and radius \( r > 0 \). For an integrable function \( v \) defined on a bounded measurable subset \( E \subset \mathbb{R}^n \), we briefly denote the integral average over \( E \) as

\[
\mathcal{F}_E := \frac{1}{|E|} \int_{E} v(x) \, dx
\]

where \( |E| \) is the Lebesgue measure of \( E \). We now introduce auxiliary vector fields defined by

\[
V(z) := \left[ \frac{\varphi'(|z|)}{|z|} \right]^\frac{1}{q} \quad (z \in \mathbb{R}^n \setminus \{0\}).
\]

Note that if (1.3) is satisfied, then there holds

\[
|V(z_1) - V(z_2)|^2 \approx \varphi''(|z_1| + |z_2|)|z_1 - z_2|^2 \quad (z_1, z_2 \in \mathbb{R}^n \setminus \{0\}),
\]

where the implied constant depends on \( n \) and \( s_\varphi \). Then (1.2) yields

\[
\langle A(x,z_1) - A(x,z_2), z_1 - z_2 \rangle \geq cV(z_1) - V(z_2)^2 \quad (z_1, z_2 \in \mathbb{R}^n \setminus \{0\})
\]

for some positive constant \( c \) depending on \( n, \nu \) and \( s_\varphi \). Moreover, for any \( \varepsilon > 0 \), we have

\[
\varphi(|z_1 - z_2|) \leq c_{\varepsilon} |V(z_1) - V(z_2)|^2 + \varepsilon \varphi(|z_2|) \quad (z_1, z_2 \in \mathbb{R}^n \setminus \{0\}),
\]

where the constant \( c_{\varepsilon} \) depends on \( s_\varphi \) and \( \varepsilon \). For a further discussion regarding (2.2) through (2.5), we refer to [17, 19, 34].

As mentioned earlier, this paper aims at obtaining gradient estimates (2.6) below the natural exponent for very weak solutions to (1.1) in an appropriate setting of Orlicz spaces. Since the associated Young function \( \varphi \) satisfies the so-called \( \Delta_2 \)-condition and \( \nabla_2 \)-condition when (1.3) holds (see [31]), the set \( L^{\varphi}(\Omega) \) consisting of all measurable functions \( v \) on \( \Omega \) with

\[
\int_{\Omega} \varphi(|v(x)|) \, dx < \infty
\]

becomes a separable reflexive Banach space, where the norm is given by

\[
\|v\|_{L^{\varphi}(\Omega)} = \inf \left\{ \lambda > 0 : \int_{\Omega} \varphi\left( \frac{|v(x)|}{\lambda} \right) \, dx \leq 1 \right\}.
\]

We remark that with (1.3) and \( q \) being sufficiently close to 1, \( L^{\varphi^q}(\Omega) \) also becomes a separable reflexive Banach space, where we have defined \( \varphi^q(t) := [\varphi(t)]^q \) for \( t \geq 0 \). See Lemma 3.2. The Orlicz-Sobolev space \( W^{1,\varphi} (\Omega) \) is a function space consisting of all measurable functions \( v \in L^{\varphi}(\Omega) \) whose weak derivatives \( Dv \) also belong to \( L^{\varphi}(\Omega; \mathbb{R}^n) \). The norm of \( W^{1,\varphi} (\Omega) \) is given by

\[
\|v\|_{W^{1,\varphi}(\Omega)} = \|v\|_{L^{\varphi}(\Omega)} + \|Dv\|_{L^{\varphi}(\Omega)}.
\]
Note that $C^\infty(B_\rho) = W^{1,\varphi}(B_\rho)$ for any ball $B_\rho \subset \mathbb{R}^n$, where the completion is taken with respect to the $W^{1,\varphi}(B_\rho)$ norm. $W^{1,\varphi}_0(\Omega)$ is defined as the closure of $C^\infty_0(\Omega)$ in $W^{1,\varphi}(\Omega)$. We refer to [20] for a further discussion regarding this Orlicz-Sobolev space.

We now state our main result in this paper.

**Theorem 2.1.** Assume [12] and [13]. Then there exists a small positive constant $\delta_0 = \delta_0(n, s_\varphi, \nu, L)$ such that for all $f \in L^{q_0}(\Omega; \mathbb{R}^n)$ with $q \in [1 - \delta_0, 1 + \delta_0]$, any very weak solution $u \in W^{1,\varphi^1-\delta_0}(\Omega)$ of [12] satisfies that

$$u \in W^{1,\varphi^q}_{\text{loc}}(\Omega)$$

with the estimate

$$\int_{B_{R/2}} |\varphi(|Du|)|^q \, dx \leq c \left[ \left( \int_{B_R} |\varphi(|Du|)|^{1-\delta_0} \, dx \right)^{\frac{s}{s-\delta_0}} + \int_{B_R} |\varphi(|f|)|^q \, dx \right]$$

for some positive constant $c$ depending only on $n, s_\varphi, \nu, L$, whenever $B_R \subset \Omega$.

We would like to point out that the estimate (2.6) becomes the standard Calderón-Zygmund type estimate if we choose $q$ in the range of $(1, \infty)$, which holds under a suitable regularity condition on the nonlinearity $A$ in [14] with respect to $x$, as follows from [6] [13] [34]. Therefore, the above theorem implies that we can extend the exponent range to $q \in [1 - \delta_0, \infty)$ for the gradient estimate, which includes the estimates below the natural energy level. On the other hand, the gradient estimate still holds in the range of $q \in [1 - \delta_0, 1 + \delta_0]$ without any such a condition imposed on the nonlinearity.

### 3. Preliminaries

In this section we provide some analytic tools to prove our main estimate (2.6).

Let $\mathcal{M}$ be the Hardy-Littlewood maximal function defined by

$$\mathcal{M}(f)(y) = \sup_{\rho > 0} \int_{B_{\rho}(y)} |f(x)| \, dx \quad (x \in \mathbb{R}^n)$$

for $f \in L^{1}_{\text{loc}}(\mathbb{R}^n)$. We recall that an $A_s$-weight ($s > 1$) is a non-negative function $w \in L^{1}_{\text{loc}}(\mathbb{R}^n)$ satisfying

$$[w]_{A_s} := \sup_{B \subset \mathcal{R}^n} \left( \frac{1}{\int_{B} w(x) \, dx} \right) \left( \int_{B} |w(x)|^{\frac{s}{s-1}} \, dx \right)^{s-1} < \infty.$$ (3.2)

Then we say that $w$ belongs to the Muckenhoupt class $A_s$ and the quantity $[w]_{A_s}$ is referred to the $A_s$-constant of $w$. It is well known that if $w$ is an $A_s$-weight, then there exists a constant $c$ depending only on $s$ and $[w]_{A_s}$ such that

$$\int_{B_p} [\mathcal{M}(f)(x)]^s w(x) \, dx \leq c \int_{B_p} |f(x)|^s w(x) \, dx \quad (B_p \subset \mathbb{R}^n)$$

for every measurable function $f \in L^{1}_{\text{loc}}(\mathbb{R}^n)$ with the right hand side of [32] being finite [32] Chapter 5]. The following lemma includes standard classical theory regarding maximal functions and $A_s$ weights.
**Lemma 3.1.** Let $0 < \tau < 1$. Then for every nonnegative measurable function $f$ such that $f^{1-\delta} \in L^1(\mathbb{R}^n)$ for some $\delta \in (0, \frac{1}{1-\tau}]$, there holds
\[
\int_{B_\rho} [M(f^\tau)(x)]^{\frac{1}{1-\tau}} dx \leq c \int_{B_\rho} [f(x)]^{1-\delta} dx \tag{3.4}
\]
for some positive constant $c$ depending on $n$ and $\tau$, whenever $B_\rho \subset \mathbb{R}^n$. Moreover, $[M(f^\tau)]^{-\frac{\delta}{\tau}}$ is in the Muckenhoupt class $A_\tau$ with
\[
[[M(f^\tau)(x)]^{-\frac{\delta}{\tau}}]_{A_\tau} \leq c, \tag{3.5}
\]
where the constant $c$ depends on $n$ and $\tau$.

**Proof.** Since $\frac{1-\delta}{1-\tau} > \frac{1}{2}$, (3.4) follows from the boundedness of the maximal function, where the constant $c$ appearing in (3.4) only depends on $n$ and $\tau$, not on $\delta$, see [32] for more details about maximal function. Now, note that if $\epsilon \leq \frac{1}{2}$, then for any ball $B_s(z) \subset \mathbb{R}^n$, we have
\[
\int_{B_s(z)} [M(f^\tau)]^\epsilon dx \leq c[M(f^\tau)(z)]^\epsilon \text{ a.e. } z \in \mathbb{R}^n, \tag{3.6}
\]
where the constant $c$ depends only on $n$ (see for instance [32] p.214). Then since $\frac{\delta}{1-\tau} \leq \frac{1}{2}$, we observe that for any ball $B_\rho(y) \subset \mathbb{R}^n$,
\[
\int_{B_\rho(y)} [M(f^\tau)]^{-\frac{\delta}{\tau}} dx \left( \int_{B_\rho(y)} [M(f^\tau)]^{\frac{1}{1-\tau}} dx \right)^{\frac{1-\delta}{\tau}} \\
\leq \left( \int_{B_\rho(y)} [M(f^\tau)]^{-\frac{\delta}{\tau}} dx \right)^{\frac{1-\delta}{\tau}} \left( \inf_{z \in B_\rho(y)} 2^n \int_{B_{2s}(z)} [M(f^\tau)]^{\frac{1}{1-\tau}} dx \right)^{\frac{\delta}{\tau}} \\
\leq c \left\{ \inf_{z \in B_\rho(y)} M(f^\tau)(z) \right\}^{-\frac{\delta}{\tau}} \left\{ \inf_{z \in B_\rho(y)} M(f^\tau)(z) \right\}^{\frac{\delta}{\tau}} \leq c \tag{3.7}
\]
for some positive constant $c$ depending only on $n$ and $\tau$. Recalling (3.2), we conclude the proof of (3.5).

We now provide several properties of the Young function $\varphi$.

**Lemma 3.2.** Suppose $\varphi$ satisfies (1.3). Then the following holds:

(a) For any $t > 0$, we have
\[
\frac{1}{s_\varphi} + 1 \leq \frac{t \varphi'(t)}{\varphi(t)} \leq 1 + s_\varphi. \tag{3.8}
\]

(b) For any $0 < \lambda \leq 1$ and $1 \leq \Lambda < \infty$, we have
\[
\begin{cases}
\lambda^{1+s_\varphi} \varphi(t) \leq \varphi(\lambda t) \leq \lambda^{(1/s_\varphi)+1} \varphi(t) & (t > 0) \\
\Lambda^{(1/s_\varphi)+1} \varphi(t) \leq \varphi(\Lambda t) \leq \Lambda^{1+s_\varphi} \varphi(t) & (t > 0).
\end{cases} \tag{3.9}
\]

(c) There exists a constant $\delta = \delta(s_\varphi) > 0$ such that for all $q \in [1 - \delta, 1 + \delta]$,
\[
\frac{1}{2s_\varphi} \leq \frac{t[\varphi^q(t)]''}{[\varphi^q(t)]'} \leq 2s_\varphi \quad (t > 0), \tag{3.10}
\]
that (b) implies that \(\lim_{t \to 0} t[\varphi(t)]^{-\delta} (t \geq 0)\).

**Proof.** We first refer to [27] for the finding of (a) and (b). A direct computation gives

\[
\frac{t[q\varphi(t)]''}{[q\varphi(t)]'} = t\varphi''(t)\varphi(t) + (q - 1)\frac{t\varphi'(t)}{\varphi(t)}.
\]

(3.12)

Therefore, taking \(\hat{\delta} = \frac{1}{2s_\varphi}\), we have

\[
\frac{t[q\varphi(t)]''}{[q\varphi(t)]'} - \frac{t\varphi''(t)}{\varphi(t)} \leq (q - 1)\frac{t\varphi'(t)}{\varphi(t)} \leq 2\hat{\delta}s_\varphi \leq \frac{1}{2s_\varphi}.
\]

(3.13)

Combining (3.12) with (3.13), we get (3.10). Differentiating \(\varphi^q(t)\), we have

\[
[q\varphi(t)]' = q\varphi'(t)[\varphi(t)]^{q-1} \geq 0,
\]

(3.14)

\[
[q\varphi(t)]'' = q[q\varphi(t)]^{q-1}\left[\frac{\varphi''(t) + (q - 1)[\varphi'(t)]^2}{\varphi(t)}\right] \geq q[q\varphi(t)]^{q-1}\left[\frac{\varphi''(t)}{\varphi(t)} - \hat{\delta}\frac{[\varphi'(t)]^2}{\varphi(t)}\right] \geq 0.
\]

(3.15)

Then we conclude that \(\varphi^q(t)\) is increasing and convex. To show (3.11), we first note that (b) implies that \(\lim_{t \to 0} t[\varphi(t)]^{-\delta} = 0\). Therefore, we obtain

\[
t[\varphi(t)]^{-\delta} = \int_0^t \left\{s[\varphi(s)]^{-\delta}\right\}' ds
\]

\[
= \int_0^t [\varphi(s)]^{-\delta} - \delta \left\{s\varphi'(s)[\varphi(s)]^{-1-\delta}\right\} ds
\]

\[
\geq \int_0^t [\varphi(s)]^{-\delta} - \frac{1}{2s_\varphi}[\varphi(s)]^{-\delta} ds \geq \frac{1}{2} \int_0^t [\varphi(s)]^{-\delta} ds.
\]

(3.16)

Lemma 3.2 shows that for any \(q \in [1 - \hat{\delta}, 1]\), the spaces \(L^{q\varphi}(\Omega)\) and \(W^{1,q\varphi}(\Omega)\) are well-defined and every function \(f \in L^{q\varphi}(\Omega, \mathbb{R}^n)\) satisfies \(\varphi'(|f|) \in L^1(\Omega)\). Now we introduce some variation of Young’s inequalities related to the Young function \(\varphi\), which will be frequently used later in Section 4.

**Lemma 3.3.** Suppose \(\varphi\) satisfies (1.3) and let \(\hat{\delta}\) be given in Lemma 3.2. Then for any \(\varepsilon \in (0, 1]\) and any \(\delta \in (0, \hat{\delta}]\), there hold

\[
t[\varphi(s)]^{-\delta}\varphi'(s) \leq \varepsilon[\varphi(t)]^{1-\delta} + c_\varepsilon[\varphi(s)]^{1-\delta} (t, s \geq 0)
\]

(3.17)

and

\[
t[\varphi(t)]^{-\delta}\varphi'(s) \leq \varepsilon[\varphi(t)]^{1-\delta} + c_\varepsilon[\varphi(s)]^{1-\delta} (t, s \geq 0),
\]

(3.18)

where the constant \(c_\varepsilon\) depends only on \(s_\varphi\) and \(\varepsilon\).
Proof. First observe that for any \( \tilde{s} > 0 \),
\[
\left[ \frac{\varphi(\tilde{s})}{\tilde{s}} \right]^{1-\delta} = \left[ (1 - \delta) \frac{\varphi'(\tilde{s})}{\tilde{s}} - \frac{\varphi(\tilde{s})}{\tilde{s}^2} \right] \left[ \varphi(\tilde{s}) \right]^{-\delta} \geq 0.
\]
Then since \( \left[ \frac{\varphi(\tilde{s})}{\tilde{s}} \right]^{1-\delta} \) is increasing, we have
\[
\tilde{t} \left[ \frac{\varphi(\tilde{s})}{\tilde{s}} \right]^{1-\delta} \leq \tilde{t} \left[ \frac{\varphi(\tilde{t})}{\tilde{t}} \right]^{1-\delta} + \tilde{s} \left[ \frac{\varphi(s)}{s} \right]^{1-\delta} = \left[ \varphi(\tilde{t}) \right]^{1-\delta} + \left[ \varphi(s) \right]^{1-\delta}
\]
for any \( \tilde{t}, \tilde{s} > 0 \). Putting \( \tilde{t} = \varepsilon t \) and \( \tilde{s} = \varepsilon^{-2s_\varphi} s \) for \( \varepsilon \in (0, 1) \), we obtain
\[
t \left[ \frac{\varphi(s)}{s} \right]^{1-\delta} = \varepsilon^{-2s_\varphi - 1} \left[ \frac{\varphi(\varepsilon t)}{\varepsilon t} \right]^{1-\delta} \leq \varepsilon t \left[ \frac{\varepsilon^{-2s_\varphi} \varphi(s)}{\varepsilon^{-2s_\varphi} s} \right]^{1-\delta} \leq \varepsilon t \left[ \varphi(\varepsilon^{-2s_\varphi} s) \right]^{1-\delta} \leq \varepsilon [\varphi(t)]^{1-\delta} + \varepsilon^{-4s_\varphi} [\varphi(s)]^{1-\delta}.
\]
Taking (3.18) into account, we get the desired inequality (3.17). Similarly, (3.11) implies that \( t [\varphi(t)]^{-\delta} \) is an increasing function. Therefore, we have
\[
\tilde{t} [\varphi(\tilde{t})]^{-\delta} \frac{\varphi(\tilde{s})}{\tilde{s}} \leq [\varphi(\tilde{t})]^{1-\delta} + \left[ \varphi(s) \right]^{1-\delta}
\]
for any \( \tilde{t}, \tilde{s} > 0 \). Putting \( \tilde{t} = \varepsilon t \) and \( \tilde{s} = \varepsilon^{-2s_\varphi} s \) for \( \varepsilon \in (0, 1) \), we have
\[
t [\varphi(t)]^{-\delta} \frac{\varphi(s)}{s} = \frac{\varepsilon t}{\varepsilon \varphi(t)^{\delta}} \times \frac{\varepsilon^{-s_\varphi + 1} \varphi(s)}{\varepsilon^{-s_\varphi} s} \leq \frac{\varepsilon t}{\left[ (1/s_\varphi) + 1 \right] \varphi(t)^{\delta}} \times \frac{\varepsilon^{-s_\varphi + 1} \varphi(s)}{\varepsilon^{-s_\varphi} s} \leq \varepsilon t \left[ \frac{\varepsilon^{-s_\varphi} \varphi(\varepsilon t)}{\varepsilon^{-s_\varphi} s} \right]^{1-\delta} \leq \varepsilon [\varphi(t)]^{1-\delta} + \varepsilon^{-4s_\varphi} [\varphi(s)]^{1-\delta},
\]
which implies the inequality (3.18). \( \square \)

We next introduce an Orlicz-Sobolev-Poincaré type inequality. The proof can be found in [17] Theorem 7.

Lemma 3.4. Suppose \( \varphi \) satisfies (1.3) and let \( \hat{\delta} \) be the number given in Lemma 3.2. Then there exists a constant \( \theta = \theta(n, s_\varphi) \in [1 - \hat{\delta}, 1] \) such that for any \( w \in W^{1, \varphi}(B_\rho) \), there holds
\[
\int_{B_\rho} \varphi \left( \frac{|w - w_p|}{\rho} \right) \, dx \leq c \left( \int_{B_\rho} [\varphi(|Dw|)]^\theta \, dx \right)^{\frac{1}{\theta}} \tag{3.24}
\]
for some positive constant \( c \) depending only on \( n \) and \( s_\varphi \).

One of the application of this lemma is the following variant regarding the Lipschitz truncation.
Lemma 3.5. Suppose \( \varphi \) satisfies (1.3). For \( v \in W^{1,\varphi^s}_0(B_\rho) \) with \( B_\rho \subset \mathbb{R}^n \) and for any \( \lambda > 0 \), we write
\[
E_\lambda := \{ x \in B_\rho : \{ M(\varphi(|Dv|)^s)(x) \}^{1/s} > \lambda \}.
\]
Then there exist a Lipschitz function \( v_\lambda \in W^{1,\infty}_0(B_\rho) \) and a positive constant \( c \) depending on \( n \) and \( s_\varphi \) such that
\[
v_\lambda(x) = v(x) \quad \text{and} \quad Dv_\lambda(x) = Dv(x) \quad \text{a.e.} \quad x \in B_\rho \setminus E_\lambda,
\]
where the estimate \( \varphi(|Dv_\lambda|)(x) \leq c\lambda \) holds for a.e. \( x \in B_\rho \).

For any function \( v \) in Orlicz-Sobolev spaces, the above lemma provides an Lipschitz function \( v_\lambda \) identical to \( v \) except on the set \( E_\lambda \) which vanishes as \( \lambda \) goes to \( \infty \). This lemma allows us to choose \( v_\lambda \) as a test function for various divergence types of equations, while the set of difference can be controlled by the original function \( v \) and \( \lambda \). This kind of approximation was first introduced in [1].

The case that \( \varphi(t) = t^p \) of Lemma 3.5 was proved in [16]. The proof is based on a Whitney type decomposition. Since the proof in the literature uses Jensen’s inequality and Poincaré type inequality, the lemma still holds for our general \( \varphi \) under the condition (1.3). See also [18]. For the practical applications of the Lipschitz truncation method to very weak solutions, we refer to [3, 26].

We conclude this section with the following technical lemma which will be used later for deriving the required gradient estimate.

Lemma 3.6. [21 Lemma 6.1] Let \( \phi : [\frac{R}{2}, R] \to \mathbb{R}^n \) be a bounded non-negative function. Suppose that for every choice of \( r_1 \) and \( r_2 \) such that \( \frac{R}{2} \leq r_1 < r_2 \leq R \), we have
\[
\phi(r_1) \leq d\phi(r_2) + \frac{A}{(r_2 - r_1)\beta} + B \tag{3.25}
\]
for some positive numbers \( A, B, \beta > 0 \) and \( d \in (0, 1) \). Then,
\[
\phi(r_1) \leq c \left( \frac{A}{R^\beta} + B \right) \tag{3.26}
\]
for some positive constant \( c \) depending on \( d \) and \( \beta \). Especially, the constant \( c \) continuously depends on \( \beta \).

4. Higher Integrability and Solvability

We investigate several properties of a very weak solution to the equation (1.1). For the sake of convenience, we use the letter \( c \) to mean a generic constants depending on \( n, s_\varphi, \nu \) and \( L \), where the exact values might be different from line to line. Similarly, \( c(\varepsilon) \) represent a generic constant depending on \( n, s_\varphi, \nu, L \) and \( \varepsilon \). We first introduce a higher integrability result of very weak solution to the following homogeneous equation.
\[
\text{div} \ A(x, Dw) = 0 \quad \text{in} \quad \Omega. \tag{4.1}
\]
Lemma 4.1. Assume (1.2) and (1.3). Then there exists a small constant \( \sigma = \sigma(n, s_\varphi, \nu, L) \) such that every very weak solution \( w \in W^{1,\varphi^{1-\sigma}}(\Omega) \) to the problem (4.1) belongs to \( W^{1,\varphi^{-1}}(\Omega) \). Moreover, we have the following estimate
\[
\left( \int_{B_r} [\varphi(|Dw|)]^{1+\sigma} \, dx \right)^{1/\sigma} \leq c \left( \int_{B_{2r}} [\varphi(|Dw|)]^{1-\sigma} \, dx \right)^{1/\sigma}
\]  
for some positive constant \( c > 0 \) depending on \( n, s_\varphi, \nu \) and \( L \), whenever \( B_{2r} \subset \Omega \).

**Proof.** Suppose \( w \in W^{1,\varphi^{1-\delta}}(\Omega) \) is a solution of (4.1) for some \( \delta \in (0, \frac{1}{2\theta}] \), with \( \theta \) given in Lemma 3.4. Fix any ball \( B_{2r}(y) \subset B_{2\rho} \subset \Omega \) and choose a cut-off function \( \eta \in C_0^\infty(B_{2r}(y)) \) such that \( |D\eta| \leq \frac{1}{\rho} \), \( 0 \leq \eta \leq 1 \) and \( \eta \equiv 1 \) on \( B_r(y) \). Write
\[
v := (w - \overline{w})_B \eta \in W^{1,\varphi^{1-\delta}}(B_{2r}(y)).
\]

Then we apply Lemma 3.3 to \( v \) to find that for any \( \lambda > 0 \) one has a Lipschitz function \( v_\lambda \in W^{1,\varphi^{1-\delta}}_0(B_{2r}(y)) \) such that \( v_\lambda = v \) and \( Dv_\lambda = Dv \) a.e. on \( B_{2r}(y) \setminus E_\lambda \) and that \( \varphi(|Dv_\lambda|) \leq c \lambda \) for a.e. on \( B_{2r}(y) \) for some positive constant depending on \( n \) and \( s_\varphi \), where
\[
E_\lambda := \{ x \in B_{2r}(y) \setminus \Omega : \{ M(|\varphi(|Dv_\lambda|)|) \}^{\frac{1}{\varphi}} > \lambda \}.
\]

Since \( C_0^\infty(B_{2\rho}) \) is weak-* dense in \((L^1(B_{2\rho}))^*\), we can take \( v_\lambda \) as a test function to the equation (4.1). Recalling (1.2), we have
\[
\int_{B_{2r}(y) \setminus E_\lambda} \langle A(x, Dw), Dv_\lambda \rangle \, dx = -\int_{E_\lambda} \langle A(x, Dw), Dv_\lambda \rangle \, dx
\]
\[
\leq c \varphi^{-1}(\lambda) \int_{E_\lambda} \varphi'(|Dw|) \, dx.
\]  
Multiplying both sides of (4.3) by \( \lambda^{-1+\delta} \) and integrating from 0 to \( \infty \) with respect to \( \lambda \), we obtain
\[
I_1 := \int_0^\infty \lambda^{-(1+\delta)} \left( \int_{B_{2r}(y) \setminus E_\lambda} \langle A(x, Dw), Dv_\lambda \rangle \, dx \right) \, d\lambda
\]
\[
\leq c \int_0^\infty \lambda^{-(1+\delta)} \varphi^{-1}(\lambda) \int_{E_\lambda} \varphi'(|Dw|) \, dx \, d\lambda
\]
\[
\leq c \int_{B_{2r}(y)} \left[ \int_0^g(x) \lambda^{-(1+\delta)} \varphi^{-1}(\lambda) \varphi'(|Dw|) \, d\lambda \right] \, dx
\]
\[
= c \int_{B_{2r}(y)} \left[ \int_0^{\varphi^{-1}(g(x))} [\varphi(s)]^{-(1+\delta)} s \varphi'(s) \varphi'(|Dw|) \, ds \right] \, dx
\]
\[
\leq c \int_{B_{2r}(y)} \left[ \int_0^{\varphi^{-1}(g(x))} [\varphi(s)]^{-\delta} \varphi'(|Dw|) \, ds \right] \, dx
\]
\[
\leq c \int_{B_{2r}(y)} \varphi^{-1}(g(x)) [g(x)]^{-\delta} \varphi'(|Dw|) \, dx,
\]  
where we have defined
\[
g(x) := \left\{ M(|\varphi(|Dv|)|) \right\}^{\frac{1}{\varphi}} (x \in B_{2r}(y)).
\]  

(4.5)
Applying Lemma 3.3 to (4.4) with \( t = \varphi^{-1}(g(x)) \) and \( s = |Dw| \), we get

\[
I_1 \leq c \left( \int_{B_{2r}(y)} [g(x)]^{1-\delta} \, dx + \int_{B_{2r}(y)} [\varphi(|Dw|)]^{1-\delta} \, dx \right)
\]

\[
\leq c \left( \int_{B_{2r}(y)} [\varphi(|Dv|)]^{1-\delta} \, dx + \int_{B_{2r}(y)} [\varphi(|Dw|)]^{1-\delta} \, dx \right)
\]

\[
\leq c \left( \int_{B_{2r}(y)} \varphi \left( \frac{|w - \overline{w}_{B_{2r}(y)}|}{r} \right) \right)^{1-\delta} \, dx + \int_{B_{2r}(y)} [\varphi(|Dw|)]^{1-\delta} \, dx
\]

\[
\leq c \int_{B_{2r}(y)} [\varphi(|Dw|)]^{1-\delta} \, dx.
\] (4.6)

Next, we estimate \( I_1 \) from below. We split \( B_{2r}(y) \setminus B_{r}(y) \) as

\[
D_1 = \{ x \in B_{2r}(y) \setminus B_{r}(y) : M([\varphi(|Dv|)]^\theta)(x) \leq \delta^\theta M([\varphi(|Dw|)]^\theta \chi_{B_{2r}(y)})(x) \}
\]

and

\[
D_2 = \{ x \in B_{2r}(y) \setminus B_{r}(y) : M([\varphi(|Dv|)]^\theta)(x) > \delta^\theta M([\varphi(|Dw|)]^\theta \chi_{B_{2r}(y)})(x) \}.
\]

Since \( Dv_\lambda = Dv \) a.e. on \( B_{2r}(y) \setminus E_\lambda \) and \( v = w - \overline{w}_{B_{2r}(y)} \) a.e. on \( B_{r}(y) \), we have

\[
I_1 = \int_{B_{2r}(y)} \int_{0}^{\infty} \lambda^{-\gamma} \langle A(x, Dw), Dv \rangle \, d\lambda \, dx
\]

\[
= \frac{1}{\delta} \int_{B_{2r}(y)} [g(x)]^{-\delta} \langle A(x, Dw), Dv \rangle \, dx
\]

\[
\geq \frac{\nu}{\delta} \int_{B_{r}(y)} g^{-\delta} \varphi''(|Dw|)|Dw|^2 \, dx + \frac{1}{\delta} \int_{D_1} g^{-\delta} \langle A(x, Dw), Dv \rangle \, dx
\]

\[
+ \frac{1}{\delta} \int_{D_2} g^{-\delta} \langle A(x, Dw), wD\eta \rangle \, dx
\]

\[
\geq \frac{1}{\delta} \left( \nu \int_{B_{r}(y)} g^{-\delta} \varphi''(|Dw|)|Dw|^2 \, dx - L \int_{D_1} g^{-\delta} \varphi'(|Dw|)|Dw| \, dx
\]

\[
- 2L \int_{D_2} g^{-\delta} \varphi'(|Dw|) \frac{|w - \overline{w}_{B_{2r}(y)}|}{r} \, dx \right)
\]

\[
=: \frac{1}{\delta} (I_2 - I_3 - I_4).
\] (4.7)

We first estimate \( I_2 \) from below. According to Lemma 3.1, \( g^{-\delta} \in A_{1/\theta} \). Then from the boundedness of maximal function(Lemma 3.1), we conclude that

\[
I_2 = \nu \int_{B_{r}(y)} g^{-\delta} \varphi''(|Dw|)|Dw|^2 \, dx \geq c \int_{B_{r}(y)} g^{-\delta} \varphi(|Dw|) \, dx
\]

\[
\geq c \int_{B_{r}(y)} g^{-\delta} \left\{ M([\varphi(|Dw|)]^\theta \chi_{B_{r}(y)}) \right\}^{\frac{1}{\theta}} \, dx.
\] (4.8)

We now find a pointwise upper bound of \( g \). If \( x \in B_{r/2}(y) \), then
where we have used Lemma 3.4 for the last inequality. Comparing the last two terms in (4.9), we have

\[
\{\mathcal{M}([\varphi(|Dw|)]^\theta \chi_{B_r(y)})(x)\}^{1-\delta} \leq 2[g(x)]^{-\delta} \{\mathcal{M}([\varphi(|Dw|)]^\theta \chi_{B_r(y)})(x)\}^{\frac{\delta}{p}} + \left[ c \left( \int_{B_{2r}(y)} [\varphi(|Dw|)]^{\theta} dz \right) \right]^{1-\delta},
\]

(4.10)

for \( x \in B_{r/2}(y) \). This estimate leads to

\[
I_2 \geq c \int_{B_{r/2}(y)} [g(x)]^{-\delta} \{\mathcal{M}([\varphi(|Dw|)]^\theta \chi_{B_r(y)})\}^{\frac{\delta}{p}} dx
\]

\[
\geq c \int_{B_{r/2}(y)} \{\mathcal{M}([\varphi(|Dw|)]^\theta \chi_{B_r(y)})\}^{\frac{\delta}{p}} dx - cr^n \left( \int_{B_{2r}(y)} [\varphi(|Dw|)]^{\theta} dz \right)^{\frac{1-\delta}{\theta}}
\]

\[
\geq c \int_{B_{r/2}(y)} [\varphi(|Dw|)]^{1-\delta} dx - cr^n \left( \int_{B_{2r}(y)} [\varphi(|Dw|)]^{\theta} dx \right)^{\frac{1-\delta}{\theta}}.
\]

(4.11)

Using the definition of \( D_1 \) and Lemma 3.1, \( I_3 \) can be estimated as follows:

\[
I_3 = L \int_{D_1} [g(x)]^{-\delta} \varphi'(|Dw|)|Dw| \, dx
\]

\[
\leq L \int_{B_{2r}(y)} \{\mathcal{M}([\varphi(|Dw|)]^\theta)\}^{-\frac{\delta}{p}} \varphi^{-1} \left( \{\mathcal{M}([\varphi(|Dw|)]^\theta)\}^{\frac{\delta}{p}} \right) |Dw| \, dx
\]

\[
\leq \varepsilon \int_{B_{2r}(y)} [\varphi(|Dw|)]^{1-\delta} dx + c(\varepsilon) \int_{B_{2r}(y)} \{\mathcal{M}([\varphi(|Dw|)]^\theta)\}^{\frac{1-\delta}{\theta}} \, dx
\]

\[
\leq \varepsilon \int_{B_{2r}(y)} [\varphi(|Dw|)]^{1-\delta} dx + c(\varepsilon) \delta^{1-\delta} \int_{B_{2r}(y)} \{\mathcal{M}([\varphi(|Dw|)\chi_{B_{2r}(y)}])^\theta\}^{\frac{1-\delta}{\theta}} \, dx
\]

\[
\leq (\varepsilon + c(\varepsilon)\delta^{1-\delta}) \int_{B_{2r}(y)} [\varphi(|Dw|)]^{1-\delta} dx.
\]

(4.12)

Similarly, we estimate \( I_4 \) using the definition of \( D_2 \). Here we write

\[
h(x) := \{\mathcal{M}([\varphi(|Dw|)\chi_{B_{2r}(y)}])^\theta)(x)\}^{\frac{\delta}{p}} \quad (x \in B_{2r}(y))
\]

(4.13)
and observe that $\varphi(|Dw(x)|) \leq h(x)$ for $x \in B_{2r}(y)$. Then we find that

$$I_4 = 2L \int_{D_2} [g(x)]^{-\delta} \varphi'(|Dw|) \left| \frac{w-w_{B_{2r}(y)}}{r} \right| dx$$

$$= 2L \int_{B_{2r}(y)} \left\{ M\left(|\varphi(|Dv|)|^\theta \right) \right\}^{-\frac{\delta}{\theta}} \varphi'(|Dw|) \left| \frac{w-w_{B_{2r}(y)}}{r} \right| dx$$

$$\leq 2\delta^{-\delta} L \int_{B_{2r}(y)} |h(x)|^{-\delta} \varphi'\left(\varphi^{-1}(h(x))\right) \left| \frac{w-w_{B_{2r}(y)}}{r} \right| dx$$

$$\leq \varepsilon \int_{B_{2r}(y)} |h(x)|^{1-\delta} dx + c(\varepsilon) \int_{B_{2r}(y)} \left[ \varphi\left(\frac{w-w_{B_{2r}(y)}}{r}\right)\right]^{1-\delta} dx$$

By (4.13), (4.16), (4.17) and (4.18), we have

$$\int_{B_{r/2}(y)} |\varphi(|Dw|)|^{1-\delta} dx \leq c(\varepsilon) r^n \left( \int_{B_{2r}(y)} |\varphi(|Dw|)|^\theta dx \right)^{\frac{1-\delta}{\theta}} + c(\delta + 2\varepsilon + c(\varepsilon)\delta^{1-\delta}) \int_{B_{2r}(y)} |\varphi(|Dw|)|^{1-\delta} dx.$$

Therefore, taking $\varepsilon = \frac{1}{10}$ and $\delta < \delta_1 := \min\left\{ \frac{1}{8c}, \frac{1}{3c(\varepsilon)^2}, \frac{1-\theta}{2} \right\}$, we get

$$\int_{B_{r/2}(y)} |\varphi(|Dw|)|^{1-\delta} dx \leq c \left( \int_{B_{2r}(y)} |\varphi(|Dw|)|^\theta dx \right)^{\frac{1-\delta}{\theta}} + \frac{1}{2} \int_{B_{2r}(y)} |\varphi(|Dw|)|^{1-\delta} dx.$$

Since the constant $c$ in the above expression does not depend on $\delta$, using the standard Gehring’s argument, we get the desired conclusion. \qed

We next establish an a priori estimate to the following Dirichlet problem

$$\begin{cases} 
\text{div} A(x, Dw) = \text{div} \left( \frac{\varphi(|Dw|)}{|Dw|} \right) & \text{in } B_{\rho} \\
w \in w_0 + W^{1, p}_{0, \alpha, \lambda} (B_{\rho}) & \text{for the purpose of proving an existence result.}
\end{cases}$$

Lemma 4.2. Assume (1.2) and (1.3). Then there exists a small constant $\delta_1 = \delta_1(n, s_\varphi, \nu, L)$ such that the following holds: For any $\delta \in (0, \delta_1)$, if $w \in W^{1, \varphi^{1-\delta}}(B_{\rho})$ is a weak solution to (1.17) with $w_0 \in W^{1, \varphi^{1-\delta}}(B_{\rho})$ and $f \in L^{\varphi^{1-\delta}}(B_{\rho})$, then there holds

$$\int_{B_{\rho}} [\varphi(|Dw|)]^{1-\delta} dx \leq c \left[ \int_{B_{\rho}} [\varphi(|Dw_0|)]^{1-\delta} dx + \int_{B_{\rho}} [\varphi(|f|)]^{1-\delta} dx \right],$$

where $c > 0$ depends on $n, s_\varphi, \nu, L$. 

Proof. Suppose \( \delta \in (0, \frac{1}{n s_{\varphi}}) \) and define \( v := w - w_0 \in W^{1, \varphi^{1-\delta}}_0(B_\rho) \). Then we apply Lemma \ref{lemma:3.5} to get a Lipschitz truncation \( v_\lambda \in W^{1, \infty}_0(B_\rho) \) such that \( v_\lambda = v, Dv_\lambda = Dv \) a.e. on \( B_\rho \setminus E_\lambda \), where

\[
E_\lambda := \{ x \in B_\rho : \{ \mathcal{M}(\varphi(|Dv|)^\theta) \}^\frac{1}{\theta} > \lambda \}
\]

and we have that \( \varphi(|Dv_\lambda|) \leq c \lambda \) on \( B_\rho \) for some positive constant depending on \( n \) and \( s_{\varphi} \). Taking \( v_\lambda \) as a test function in the equation (4.17), we have

\[
\int_{B_\rho \setminus E_\lambda} \langle A(x, Dw), Dv_\lambda \rangle \, dx = -\int_{E_\lambda} \langle A(x, Dw), Dv_\lambda \rangle \, dx \]
\[
\quad + \int_{B_\rho \setminus E_\lambda} \frac{\varphi'(|f|)}{|f|} f \, Dv_\lambda \, dx + \int_{E_\lambda} \frac{\varphi'(|f|)}{|f|} f \, Dv_\lambda \, dx \]
\[
\leq c \left( \varphi^{-1}(\lambda) \int_{E_\lambda} \varphi'(|Dw|) \, dx \right.
\quad \left. + \int_{B_\rho \setminus E_\lambda} \varphi'(|f|)|Dv| \, dx + \varphi^{-1}(\lambda) \int_{E_\lambda} \varphi'(|f|) \, dx \right). \quad (4.19)
\]

Multiplying (4.19) by \( \lambda^{-(1+\delta)} \) and integrating from 0 to \( \infty \) with respect to \( \lambda \), we obtain

\[
I_1 := \int_0^\infty \lambda^{-(1+\delta)} \int_{B_\rho \setminus E_\lambda} \langle A(x, Dw), Dv_\lambda \rangle \, dx \, d\lambda
\]
\[
\leq c_* \left( \int_{B_\rho} \int_0^{g(x)} \lambda^{-(1+\delta)} \varphi^{-1}(\lambda) \varphi'(|Dw|) \, d\lambda \right) \, dx
\]
\[
\quad + \int_{B_\rho} \int_0^\infty \lambda^{-(1+\delta)} \varphi'(|f|)|Dv| \, d\lambda \, dx
\]
\[
\quad + \int_{B_\rho} \int_0^\pi \lambda^{-(1+\delta)} \varphi^{-1}(\lambda) \varphi'(|f|) \, d\lambda \, dx
\]
\[
\leq c_*(I_2 + I_3 + I_4), \quad (4.20)
\]

for some positive constant \( c_* \) depending on \( n, s_{\varphi} \) and \( L \), where we have defined

\[
g(x) := \{ \mathcal{M}(\varphi(|Dv|)^\theta) \}^\frac{1}{\theta} \quad (x \in B_\rho). \quad (4.21)
\]

Applying Lemma \ref{lemma:3.3} \( I_2 \) can be estimated as

\[
I_2 = \int_{B_\rho} \varphi^{-1}(g(x))[g(x)]^{-\delta} \varphi'(|Dw|) \, dx
\]
\[
\leq c \left( \int_{B_\rho} [g(x)]^{1-\delta} \, dx + \int_{B_\rho} [\varphi(|Dw|)]^{1-\delta} \, dx \right)
\]
\[
\leq c \left( \int_{B_\rho} [\varphi(|Dv|)]^{1-\delta} \, dx + \int_{B_\rho} [\varphi(|Dw|)]^{1-\delta} \, dx \right)
\]
\[
\leq c \left( \int_{B_\rho} [\varphi(|Dw|)]^{1-\delta} \, dx + \int_{B_\rho} [\varphi(|Dw_0|)]^{1-\delta} \, dx \right). \quad (4.22)
\]
Similarly, we estimate $I_3$ as follows:

$$I_3 = \frac{1}{\delta} \int_{B_p} \frac{\lambda}{g(x)^{\gamma}} \phi(x) |Dv| \, dx \leq \frac{C}{\delta} \int_{B_p} \phi^{-1}(g(x)) |g(x)|^{-\delta} \phi(x) \, dx$$

$$\leq \frac{c(\varepsilon)}{\delta} \int_{B_p} \lambda^{-1+\delta} \phi^{-1}(\lambda) \phi(x) \, dx$$

In a similar manner as we did for the estimate (4.4), we have

$$I_4 = \int_{B_p} \left[ \int_0^\infty \lambda^{-1+\delta} \phi^{-1}(\lambda) \phi(x) \, d\lambda \right] \, dx$$

Now we estimate $I_1$ from below. Since $Dv_\lambda = Dv$ on $B_p \setminus E_\lambda$, we have

$$I_1 = \int_{B_p} \left[ \frac{\lambda}{g(x)^{\gamma}} \phi(x) \phi'(|Dv|) \, dx \right]$$

$$= \frac{1}{\delta} \int_{B_p} \frac{\lambda}{g(x)^{\gamma}} \phi(x) \phi'(|Dv|) \, dx$$

To estimate $I_5$, we use Lemma 3.1 again to conclude that $g(x)^{-\delta} \in A_{1/\theta}$, and so

$$I_5 = \nu \int_{B_p} g^{-\delta} |V(Dv) - V(Dw_0)|^2 \, dx$$

$$\geq c \int_{B_p} g^{-\delta} \{M(|V(Dv) - V(Dw_0)|^2)\}^{\frac{1}{2}} \, dx.$$
Also, we observe that for $x \in B_\rho$,
\[
g(x) = \left\{ \mathcal{M}(|\varphi(Dv)|^q)(x) \right\}^{\frac{1}{q}} \leq c \left\{ \left( \mathcal{M}(V(Dw) - V(Dw_0)^{2q})(x) \right) \right\}^{\frac{1}{q}} + \left\{ \mathcal{M}(|\varphi(Dw_0)|^q)(x) \right\}^{\frac{1}{q}}. \tag{4.26}
\]
Comparing the last two terms in (4.26), we have
\[
\left\{ \mathcal{M}(V(Dw) - V(Dw_0)^{2q}) \right\}^{\frac{1}{1 - \delta}} \leq c g^{-\delta} \left\{ \left( \mathcal{M}(V(Dw) - V(Dw_0)^{2q}) \right) \right\}^{\frac{1}{q}} + c \left\{ \mathcal{M}(|\varphi(Dw_0)|^q)(x) \right\}^{\frac{1}{q}} \tag{4.27}
\]
on $B_\rho$. Therefore, combining (4.25) and (4.27), we have
\[
I_5 \geq c \int_{B_\rho} \left\{ \mathcal{M}(V(Dw) - V(Dw_0)^{2q}) \right\}^{\frac{1}{1 - \delta}} dx - c \int_{B_\rho} \left\{ \mathcal{M}(|\varphi(Dw_0)|^q) \right\}^{\frac{1}{q}} dx
\geq c \int_{B_\rho} |V(Dw) - V(Dw_0)|^{2 - 2\delta} dx - c \int_{B_\rho} |\varphi(|Dw_0|)|^{1 - \delta} dx
\geq c \int_{B_\rho} |\varphi(|Dw_0|)|^{1 - \delta} dx - c \int_{B_\rho} |\varphi(|Dw_0|)|^{1 - \delta} dx. \tag{4.28}
\]
Applying Lemma 3.3 we can estimates $I_6$ as follows.
\[
I_6 = L \int_{B_\rho} [g(x)]^{-\delta} \varphi'(|Dw_0|) |Dv| dx
\leq L \int_{B_\rho} [g(x)]^{-\delta} \varphi'(|Dw_0|) \varphi^{-1}(g(x)) dx
\leq \varepsilon \int_{B_\rho} [g(x)]^{1 - \delta} dx + c(\varepsilon) \int_{B_\rho} |\varphi(|Dw_0|)|^{1 - \delta} dx
\leq c(\varepsilon) \int_{B_\rho} |\varphi(|Dv|)|^{1 - \delta} dx + c(\varepsilon) \int_{B_\rho} |\varphi(|Dw_0|)|^{1 - \delta} dx
\leq c(\varepsilon) \int_{B_\rho} |\varphi(|Dw_0|)|^{1 - \delta} dx + c(\varepsilon) \int_{B_\rho} |\varphi(|Dw_0|)|^{1 - \delta} dx. \tag{4.29}
\]
We finally combine (4.22), (4.28) and (4.29) to conclude
\[
\int_{B_\rho} |\varphi(|Dw|)|^{1 - \delta} dx \leq c_\ast \{ \varepsilon + \delta \} \int_{B_\rho} |\varphi(|Dw|)|^{1 - \delta} dx
+ c_\ast \{ \varepsilon + \delta \} \int_{B_\rho} |\varphi(|Dw_0|)|^{1 - \delta} dx \tag{4.30}
\]
for some constant $c_\ast > 0$ depends on $n, s, \nu, L$. Taking $\varepsilon = \delta_1 = \frac{1}{4c_\ast}$, we get the desired estimate (4.18). \hfill \Box

Since the obtained $W^{1, \varphi^{1 - \delta}}(B_\rho)$-estimate only works for a very weak solution in $W^{1, \varphi^{1 - \delta}}(B_\rho)$, we need to do more works in order to get the desired gradient estimate $W^{2, \varphi^{2 \delta}}(B_\rho)$ with some higher exponent $q \geq 1 - \delta$. We then prove an existence result within $W^{1, \varphi^{1 - \delta}}(B_\rho)$ under the condition $\delta \in (0, \delta_2]$, where $\delta_2$ is defined as $\delta_2 := \min\{\sigma, \delta_1\}$ so that we can use Lemma 4.1 and Lemma 4.2. See also [23, Section 7].
Corollary 4.3. Assume (1.2) and (1.3). Then for all $w_0 \in W^{1,\varphi^{1-\delta}}(B_\rho)$ with $\delta \in (0, \delta_2]$, there exists a very weak solution $w \in W^{1,\varphi^{1-\delta}}(B_\rho)$ to the problem
\[
\begin{cases}
\text{div } A(x, Dw) = 0 & \text{in } B_\rho \\
w \in w_0 + W^{1,\varphi^{1-\delta}}_0(B_\rho),
\end{cases}
\]
such that we have the estimates
\[
\int_{B_\rho} [\varphi(|Dw|)]^{1-\delta} dx \leq c \int_{B_\rho} [\varphi(|Dw_0|)]^{1-\delta} dx
\]
where the positive constant $c$ depends on $n, s, \nu$ and $L$.

Proof. Let $\delta \in (0, \delta_2]$ and take a sequence of functions $w_{0,k} \in C^\infty(\overline{B_\rho})$ such that
\[
w_{0,k} \to w_0 \text{ strongly in } W^{1,\varphi^{1-\delta}}(B_\rho).
\]
Then, there exists a unique weak solution $w_k \in W^{1,\varphi}(B_\rho)$ to the boundary value problem
\[
\begin{cases}
\text{div } A(x, Dw_k) = 0 & \text{in } B_\rho \\
w_k \in w_{0,k} + W^{1,\varphi}_0(B_\rho).
\end{cases}
\]
The solvability follows from [33, Section 2]. According to Lemma 4.2, we get a uniform bound
\[
\int_{B_\rho} [\varphi(|Dw_k|)]^{1-\delta} dx \leq c \int_{B_\rho} [\varphi(|Dw_{0,k}|)]^{1-\delta} dx \leq c \int_{B_\rho} [\varphi(|Dw_0|)]^{1-\delta} dx,
\]
for sufficiently large $k$. Combining (4.35) with Lemma 3.4, we conclude that the norm $\|w_k\|_{W^{1,\varphi^{1-\delta}}(B_\rho)}$ is uniformly bounded. Thus, passing to a subsequence, we have a function $w \in W^{1,\varphi^{1-\delta}}(B_\rho)$ such that
\[
w_k \to w \text{ weakly in } W^{1,\varphi^{1-\delta}}(B_\rho), \quad w_k \to w \text{ strongly in } L^{\varphi^{1-\delta}}(B_\rho).
\]
Similarly, we consider a sequence $\tilde{w}_k := w_k - w_{0,k}$ and take $k \to \infty$ to observe that $w \in w_0 + W^{1,\varphi^{1-\delta}}_0(B_\rho)$.

Now, fix any test function $\phi \in C^\infty_0(B_\rho)$ and choose an open set $U$ such that $\text{supp } \phi \subset U \subset B_\rho$. Then in light of Lemma 4.1 we have a uniform bound of $\|w_k\|_{W^{1,\varphi}(U)}$. Passing to a subsequence, we find that
\[
w_k \to w \text{ weakly in } W^{1,\varphi}(U), \quad w_k \to w \text{ strongly in } L^\varphi(U).
\]
We recall the Minty-Browder technique to conclude that $w$ is a weak solution to $\text{div } A(x, Dw) = 0$ in $U$, which means that
\[
0 = \int_U \langle A(x, Dw), D\phi \rangle dx = \int_{B_\rho} \langle A(x, Dw), D\phi \rangle dx.
\]
Since $\phi$ is arbitrary, $w$ becomes a very weak solution of (4.31). □
5. Proof of Theorem 2.1

This section is devoted to proving the main result, Theorem 2.1. To do this, we need to compare a solution \( u \) to (1.1) under consideration with a solution \( w \) to the following homogeneous problem

\[
\begin{aligned}
\begin{cases}
\text{div} A(x,Dw) = 0 & \text{in } B_{2r}, \\
w \in u + W^{1,\varphi^{1-\delta_0}}_0(B_{2r}),
\end{cases}
\end{aligned}
\]  

(5.1)

where \( \delta_0 > 0 \) is to be selected later. We further assume that

\[
\int_{B_{2r}} [\varphi(|Du|)]^{1-\delta_0} \, dx \leq \Lambda, \quad \int_{B_{2r}} |\varphi(|f|)|^{1-\delta_0} \, dx \leq \delta_0 \Lambda
\]  

(5.2)

for some \( \Lambda > 0 \). These assumptions will be made during an exit time argument below. We will frequently use the universal constants \( \sigma, \delta_1 \) and \( \delta_2 \) given in the previous section.

Lemma 5.1. Assume 1.2 and 1.3. Then for any \( \varepsilon \in (0,1] \), there exists a constant \( \delta_0 = \delta_0(n,s_{\varphi},\nu,L,\varepsilon) \in (0,\frac{\sigma}{2}) \) such that the following holds: For any very weak solution \( u \in W^{1,\varphi^{1-\delta_0}}_0(\Omega) \) to (1.1) with \( f \in W^{1,\varphi^{1-\delta_0}}_0(\Omega) \), if (5.2) holds, then there exists a very weak solution \( w \in W^{1,\varphi^{1-\delta_0}}_0(B_{2r}) \) to the equation (5.1) such that

\[
\int_{B_{2r}} |V(Du) - V(Dw)|^{2-2\delta_0} \, dx \leq \varepsilon \Lambda
\]  

(5.3)

with the estimate

\[
\int_{B_{2r}} [\varphi(|Dw|)]^{1-\delta_0} \, dx \leq c \Lambda, \quad \left( \int_{B_{r}} [\varphi(|Dw|)]^{1+\sigma} \, dx \right)^{\frac{1-\delta_0}{1+\sigma}} \leq c \Lambda,
\]  

(5.4)

where the constant \( c > 0 \) depends only on \( n, s_{\varphi}, \nu \) and \( L \).

Proof. Let \( 0 < \delta_0 \leq \frac{\sigma}{2} \). Then according to Lemma 4.1 and Corollary 4.3, there exists a very weak solution \( w \in W^{1,\varphi^{1-\delta_0}}_0(B_{2r}) \) to (6.1) such that the estimates (5.4) holds, since we have

\[
\left( \int_{B_{r}} [\varphi(|Dw|)]^{1+\sigma} \, dx \right)^{\frac{1-\delta_0}{1+\sigma}} \leq c^{1-\delta_0} \left( \int_{B_{2r}} [\varphi(|Dw|)]^{1-\sigma} \, dx \right)^{\frac{1-\delta_0}{1-\sigma}} \leq c \int_{B_{2r}} [\varphi(|Dw|)]^{1-\delta_0} \, dx \leq c \Lambda.
\]  

(5.5)

We next write \( v := u - w \in W^{1,\varphi^{1-\delta_0}}_0(B_{2r}) \) and take a Lipschitz truncation \( v_\lambda \in W^{1,\varphi^{1-\delta_0}}_0(B_{2r}) \) with \( \lambda > 0 \) in light of Lemma 3.5. We have \( v_\lambda = v, \, Dv_\lambda = Dv \) a.e. on \( B_{2r} \setminus E_\lambda \) for

\[
E_\lambda := \{ x \in B_{2r} : \{ 2^{\lambda}(|Dv_\lambda|)^{\theta}(x) \}^{\frac{1}{\theta}} > \lambda \},
\]

and \( \varphi(|Dv_\lambda|) \leq c \lambda \) for \( x \in B_{2r} \). Taking \( v_\lambda \) as a test function to both (1.1) and (5.1), we get
\[
\int_{B_{2r}\setminus E_\lambda} \langle A(x, Du) - A(x, Dw), Dv_\lambda \rangle \, dx \\
= - \int_{E_\lambda} \langle A(x, Du) - A(x, Dw), Dv_\lambda \rangle \, dx + \int_{B_{2r}} \langle \varphi'(|f|), Dv_\lambda \rangle \, dx \\
\leq c \left( \varphi^{-1}(\lambda) \int_{E_\lambda} \varphi'(|Du|) \, dx + \varphi^{-1}(\lambda) \int_{E_\lambda} \varphi'(|Dw|) \, dx \right. \\
\left. + \int_{B_{2r}\setminus E_\lambda} \varphi'(|f|)|Dv| \, dx + \varphi^{-1}(\lambda) \int_{E_\lambda} \varphi'(|f|) \, dx \right). \quad (5.6)
\]

Multiplying (5.6) by \( \lambda^{-(1+\delta_0)} \) and integrating from 0 to \( \infty \) with respect to \( \lambda \), along with the similar calculations as in (4.19), we discover that

\[
\delta_0 I_1 := \delta_0 \int_0^\infty \lambda^{-(1+\delta_0)} \int_{B_{2r}\setminus E_\lambda} \langle A(x, Du) - A(x, Dw), Dv_\lambda \rangle \, dx \, d\lambda \\
\leq c \{ \varepsilon_1 + \delta_0 \} \left[ \int_{B_{2r}} \varphi(|Du|)^{1-\delta_0} \, dx + \int_{B_{2r}} \varphi(|Dw|)^{1-\delta_0} \, dx \right] \\
+ c \{ \varepsilon_1 + \delta_0 \} \int_{B_{2r}} \varphi(|f|)^{1-\delta_0} \, dx \quad (5.7)
\]

We first find a lower bound of \( I_1 \). Defining \( g(x) \) as

\[
g(x) := \left\{ M([\varphi(|Du|)]^\theta) \right\}^\frac{1}{\theta} \quad (x \in B_{2r}), \quad (5.8)
\]

we again have \( [g(x)]^{-\delta_0} \in A_{1/\theta} \) by Lemma [3.1]. Then it follows that

\[
I_1 = \int_{B_{2r}} \int_{g(x)}^\infty \lambda^{-(1+\delta_0)} \langle A(x, Du) - A(x, Dw), Dv \rangle \, d\lambda \, dx \\
= \frac{1}{\delta_0} \int_{B_{2r}} [g(x)]^{-\delta_0} \langle A(x, Du) - A(x, Dw), Dv \rangle \, dx \\
\geq \frac{\nu}{\delta_0} \int_{B_{2r}} g^{-\delta_0} |V(Du) - V(Dw)|^2 \, dx \\
\geq \frac{c}{\delta_0} \int_{B_{2r}} g^{-\delta_0} \left\{ M(|V(D_u) - V(Dw)|^2 \right\}^\frac{1}{\theta} \, dx. \quad (5.9)
\]

We now observe from (2.5) that for any \( x \in B_{2r} \) and for any \( \tilde{\varepsilon} \in (0, 1) \),

\[
g(x) = \left\{ M([\varphi(|Du|)]^\theta) \right\}^\frac{1}{\theta} \\
\leq \left\{ M([c(\tilde{\varepsilon})|V(Du) - V(Dw)|^2 + \tilde{\varepsilon}^\theta |\varphi(|Du|)]^\theta) \right\}^\frac{1}{\theta} \\
\leq c(\tilde{\varepsilon}) \left\{ M(|V(D_u) - V(Dw)|^2 \right\}^\frac{1}{\theta} + c\tilde{\varepsilon} \left\{ M(|\varphi(|Du|)]^\theta(x) \right\}^\frac{1}{\theta}. \quad (5.10)
\]

Consequently, it follows that

\[
\left\{ M(|V(D_u) - V(Dw)|^2 \right\}^{1-\delta_0} \leq \frac{c(\varepsilon_2)g^{-\delta_0} \left\{ M(|V(D_u) - V(Dw)|^2 \right\}^\frac{1}{\theta} + \varepsilon_2 \left\{ M(|\varphi(|Du|)]^\theta(x) \right\}^{1-\delta_0}}{\theta} \quad (5.11)
\]
Applying Lebesgue differentiation theorem, we get

\[ y \text{ for a.e.} \]

for any \( \varepsilon_2 \in (0, 1] \). Recalling (5.9), we have

\[
I_1 \geq \frac{1}{c(\varepsilon_2)} \int_{B_{2r}} \left\{ \mathcal{M}(|V(Du) - V(Dw)|^{2\delta_0}) \right\}^{\frac{1-\delta}{2}} dx
-
\frac{\varepsilon_2}{c(\varepsilon_2)} \int_{B_{2r}} \left\{ \mathcal{M}(|\varphi(|Du|)|^{\delta_0}) \right\}^{\frac{1-\delta_0}{2}} dx
\geq \frac{1}{c(\varepsilon_2)} \int_{B_{2r}} |V(Du) - V(Dw)|^{2-2\delta_0} dx - \frac{\varepsilon_2}{c(\varepsilon_2)} \int_{B_{2r}} |\varphi(|Du|)|^{1-\delta_0} dx
\geq \frac{1}{c(\varepsilon_2)} \int_{B_{2r}} |V(Du) - V(Dw)|^{2-2\delta_0} dx - \frac{\varepsilon_2}{c(\varepsilon_2)} \Lambda.
\] (5.12)

Combining (5.2), (5.9) and (5.12), we conclude that

\[
\int_{B_{2r}} |V(Du) - V(Dw)|^{2-2\delta_0} dx \leq (\varepsilon_2 + c(\varepsilon_2)\varepsilon_1 + c(\varepsilon_2)\varepsilon_2\delta_0)\Lambda \leq 3\varepsilon\Lambda,
\]

by taking \( \varepsilon_2 = \varepsilon \), \( \varepsilon_1 = \frac{\varepsilon}{c(\varepsilon_2)} \) and then \( \delta_0 := \min \left\{ \frac{\varepsilon}{c(\varepsilon_2)\varepsilon_2}, \delta_2 \right\} \) for the last inequality. This completes the proof. \( \square \)

We are in a position to prove the main result of the paper.

**Proof of Theorem 2.1.** Our proof is based on the harmonic analysis-free technique which was first introduced in [2]. We are under the same assumption as in Theorem 2.1. Notice that if we choose \( \varepsilon \) in Lemma 5.1 depending only on \( n, s, \rho \) and \( L \), accordingly \( \delta_0 \) is to be selected depending only on \( n, s, \nu \) and \( L \). First we fix any ball \( B_R(z) \subset \mathbb{R}^n \) and write upper level sets as

\[
E^\Lambda_A := \{ x \in B_s(z) : |\varphi(|Du|)|^{1-\delta_0} > \Lambda \} \quad (\Lambda > 0),
\]

for \( \frac{R}{2} \leq s \leq R \). Consider the concentric balls \( B_r(z) \) and \( B_{\rho r}(z) \) with \( \frac{2R}{3} \leq r_1 < r_2 \leq R \). Then for each \( y \in E^\Lambda_A \), we define a continuous function \( \Phi_y : (0, r_2 - r_1] \rightarrow [0, \infty) \) by

\[
\Phi_y(\rho) := \int_{B_{\rho r}(y)} \left\{ |\varphi(|Du|)|^{1-\delta_0} + \frac{|\varphi(Du)|^{1-\delta_0}}{\delta_0} \right\} dx.
\] (5.13)

Applying Lebesgue differentiation theorem, we get

\[
\lim_{\rho \to 0} \Phi_y(\rho) = |\varphi(|Du|)|^{1-\delta_0} + \frac{|\varphi(Du)|^{1-\delta_0}}{\delta_0} \geq |\varphi(|Du|)|^{1-\delta_0} > \Lambda
\] (5.14)

for a.e. \( y \in E^\Lambda_A \). Note that if \( \frac{2R}{10} \leq \rho \leq r_2 - r_1 \), then

\[
\Phi_y(\rho) \leq \frac{1}{r_2 - r_1} \int_{B_{\rho r}(z)} \left\{ |\varphi(|Du|)|^{1-\delta_0} + \frac{|\varphi(Du)|^{1-\delta_0}}{\delta_0} \right\} dx =: \Lambda_0.
\] (5.15)

For \( \Lambda > \Lambda_0 \), since \( \Phi_y \) is continuous and \( \lim_{\rho \to 0} \Phi_y(\rho) = \Lambda > \Lambda_0 \), there exists an exit time radius \( \rho_0 \in (0, \frac{2R}{10}) \) such that

\[
\Phi_y(\rho_0) = \Lambda \quad \text{and} \quad \Phi_y(\rho) < \Lambda \quad \text{if} \quad \rho \in (\rho_0, r_2 - r_1).
\] (5.16)

Now we consider the family \( \{ B_{\rho_0}(y) : y \in E^\Lambda_A \} \) which covers the set \( E^\Lambda_A \). By Vitali’s covering lemma, we find a countable family of disjoint sets \( \{ B_{\rho_i}(y_i) : y_i \in E^\Lambda_A \} \) such that

\[
E^\Lambda_A \subset \bigcup_{i \geq 1} B_{\rho_i}(y_i) \cup \text{negligible set},
\] (5.17)
where we have denoted \( \rho_i = \rho_{y_i} \). We write \( B^\epsilon_i := B_{5\rho_i}(y_i) \) and so \( B^\epsilon_{2r} = B_{10\rho_i}(y_i) \).

It follows from (5.16) that
\[
\int_{B^\epsilon_{2r}} [\varphi(|Du|)]^{1-\delta_0} \, dx \leq \Lambda, \quad \int_{B^\epsilon_{2r}} [\varphi(|f|)]^{1-\delta_0} \, dx \leq \delta_0 \Lambda, \quad (5.18)
\]
which verifies the assumptions (5.2). According to Lemma 5.1 we find that for \( \Lambda > \Lambda_0 \) and for any \( T \geq 1 \),
\[
\int_{\{x \in B^\epsilon_i : [\varphi(|Du|)]^{1-\delta_0} > TA \}} [\varphi(|Du|)]^{1-\delta_0} \, dx \\
\leq 2 \int_{\{x \in B^\epsilon_i : [\varphi(|Du|)]^{1-\delta_0} > TA \}} |V(Du) - V(Dw)|^{2-2\delta_0} \, dx \\
+ 2 \int_{\{x \in B^\epsilon_i : [\varphi(|Du|)]^{1-\delta_0} > TA \}} [\varphi(|Dw|)]^{1-\delta_0} \, dx, \quad (5.19)
\]
where the last term can be estimated as
\[
\int_{\{x \in B^\epsilon_i : [\varphi(|Du|)]^{1-\delta_0} > TA \}} [\varphi(|Dw|)]^{1-\delta_0} \, dx \\
\leq \left\{ \left\{ x \in B^\epsilon_i : [\varphi(|Du|)]^{1-\delta_0} > TA \right\} \right\} \frac{4n+\frac{\nu}{\nu+\sigma}}{\frac{1}{T^\delta}}, \left( \int_{B^\epsilon_i} [\varphi(|Dw|)]^{1+\sigma} \, dx \right)^{\frac{\delta+\frac{\nu}{\nu+\sigma}}{\frac{1}{T^\delta}}} \Lambda|B^\epsilon_{2r}|^{\frac{1-\delta_0}{1+\sigma}}.
\]

where we have used Chebyshev’s inequality for the second inequality. Then we find
\[
\int_{\{x \in B^\epsilon_i : [\varphi(|Du|)]^{1-\delta_0} > TA \}} [\varphi(|Du|)]^{1-\delta_0} \, dx \leq (4\varepsilon + c^* T^{-\frac{\delta+\frac{\nu}{\nu+\sigma}}{\frac{1}{T^\delta}}}) \Lambda|B^\epsilon_{2r}| \\
\leq 40^\nu (\varepsilon + c^* T^{-\frac{\delta+\frac{\nu}{\nu+\sigma}}{\frac{1}{T^\delta}}}) \Lambda|B^\epsilon_{\rho_i}(y_i)|, \quad (5.21)
\]
for some \( c^* \) depending only on \( n, s, \varphi, \nu, L \). Now we estimate
\[
|B^\epsilon_{\rho_i}(y_i)| = \frac{1}{\Lambda} \int_{B^\epsilon_{\rho_i}(y_i)} \left\{ [\varphi(|Du|)]^{1-\delta_0} + \frac{[\varphi(|f|)]^{1-\delta_0}}{\delta_0} \right\} \, dx \\
\leq \frac{1}{\Lambda} \left\{ \int_{\{x \in B^\epsilon_{\rho_i}(y_i) : [\varphi(|Du|)]^{1-\delta_0} > \frac{T}{2} \}} [\varphi(|Du|)]^{1-\delta_0} \, dx \\
+ \frac{1}{\Lambda} \int_{\{x \in B^\epsilon_{\rho_i}(y_i) : [\varphi(|f|)]^{1-\delta_0} > \frac{T}{2} \}} [\varphi(|f|)]^{1-\delta_0} \, dx + \frac{|B^\epsilon_{\rho_i}(y_i)|}{2}. \quad (5.22)
\]
Combining (5.21) with (5.22), we find
Recall that the set \( \{ x \in B_r : |\varphi(Du)|^1 - \delta_0 > \Lambda \} \) is covered by the family \( \{ B_i \}_{i=1}^\infty \), where \( \{ B_r(y_i) \}_{i=1}^\infty \) is a disjoint family of balls. Summing up over the covering \( \{ B_i \}_{i=1}^\infty \), we get

\[
\int_{E^*_\Lambda} |\varphi(Du)|^{1-\delta_0} \, dx 
\leq 80^n (\varepsilon + c^* T^{-\frac{4\gamma + \sigma}{1-\delta_0}}) \left[ \int_{\{ x \in B_r(y) : |\varphi(Du)|^1 - \delta_0 > \frac{\Lambda}{4} \}} |\varphi(Du)|^{1-\delta_0} \, dx \right. 
+ \left. \int_{\{ x \in B_r(y) : |\varphi(Du)|^1 - \delta_0 > \frac{\Lambda}{4} \}} \frac{|\varphi(f)|^{1-\delta_0}}{\delta_0} \, dx \right] 
\leq 80^n (\varepsilon + c^* T^{-\frac{4\gamma + \sigma}{1-\delta_0}}) \left[ \int_{\cup_{i=1}^{\infty} \{ x \in B_r(y) : |\varphi(Du)|^1 - \delta_0 > \frac{\Lambda}{4} \}} |\varphi(Du)|^{1-\delta_0} \, dx \right. 
+ \left. \int_{\cup_{i=1}^{\infty} \{ x \in B_r(y) : |\varphi(Du)|^1 - \delta_0 > \frac{\Lambda}{4} \}} \frac{|\varphi(f)|^{1-\delta_0}}{\delta_0} \, dx \right] 
\leq 80^n (\varepsilon + c^* T^{-\frac{4\gamma + \sigma}{1-\delta_0}}) \left[ \int_{E^*_\Lambda/4} |\varphi(Du)|^{1-\delta_0} \, dx + \int_{E^*_\Lambda/4^*} \frac{|\varphi(f)|^{1-\delta}}{\delta_0} \, dx \right].
\]

Thus, change of variable with respect to \( \Lambda \) leads to

\[
\int_{E^*_\Lambda} |\varphi(Du)|^{1-\delta_0} \, dx 
\leq 80^n (\varepsilon + c^* T^{-\frac{4\gamma + \sigma}{1-\delta_0}}) \left[ \int_{E^*_\Lambda/4T} |\varphi(Du)|^{1-\delta_0} \, dx + \int_{E^*_\Lambda/4T} \frac{|\varphi(f)|^{1-\delta_0}}{\delta_0} \, dx \right] \tag{5.24}
\]

for \( \Lambda > T\Lambda_0 \).
We next introduce truncation functions
\[[\varphi(|Du|)]^{1-\delta_0} \mathcal{I}_t := \min\{|\varphi(|Du|)]^{1-\delta_0}, t\} \quad (t > 0)\]

For \(t > T \Lambda_0 =: t_0\) and \(q \in [1 - \delta_0, 1 + \delta_0]\), Fubini’s theorem gives
\[
\int_{B_{r_1}(z)} |\varphi(|Du|)]^{1-\delta_0} \int_{E_{A_1}^t} |\varphi(|Du|)]^{1-\delta_0} dx d\Lambda
\]
\[
= \left(\frac{q-1+\delta_0}{1-\delta_0}\right) \int_{t_0}^{t} \Lambda_{A_1}^{1-\delta_0-2} \int_{E_{A_1}^t} |\varphi(|Du|)]^{1-\delta_0} dx d\Lambda
\]
\[
\leq \left(\frac{q-1+\delta_0}{1-\delta_0}\right) \int_{t_0}^{t} \Lambda_{A_1}^{1-\delta_0-2} \int_{E_{A_1}^t} |\varphi(|Du|)]^{1-\delta_0} dx d\Lambda
\]
\[
+ \left(\frac{q-1+\delta_0}{1-\delta_0}\right) \int_{t_0}^{t} \Lambda_{A_1}^{1-\delta_0-2} \int_{E_{A_1}^t} |\varphi(|Du|)]^{1-\delta_0} dx d\Lambda
\]
\[
\leq (T \Lambda_0)^{1-\delta_0-1} \int_{B_{r_2}(z)} |\varphi(|Du|)]^{1-\delta_0} dx + 80^n (e + c^2 T^{1-\delta_0}) \left[ \left(\frac{q-1+\delta_0}{1-\delta_0}\right) \int_{t_0}^{t} \Lambda_{A_1}^{1-\delta_0-2} \int_{E_{A_1}^t} |\varphi(|Du|)]^{1-\delta_0} dx d\Lambda
\]
\[
+ \left(\frac{q-1+\delta_0}{1-\delta_0}\right) \int_{t_0}^{t} \Lambda_{A_1}^{1-\delta_0-2} \int_{E_{A_1}^t} |\varphi(|Du|)]^{1-\delta_0} dx d\Lambda \right]. \tag{5.25}
\]

To estimate the last two integrals, we again use Fubini’s theorem along with change of variable, to discover that
\[
\int_{t_0}^{t} \Lambda_{A_1}^{1-\delta_0-2} \int_{E_{A_1}^t} |\varphi(|Du|)]^{1-\delta_0} dx d\Lambda
\]
\[
\leq (4T)^{1-\delta_0-1} \left(\frac{1-\delta_0}{q-1+\delta_0}\right) \int_{B_{r_2}(z)} |\varphi(|Du|)]^{1-\delta_0} \int_{E_{A_1}^t} |\varphi(|Du|)]^{q-1+\delta_0} dx d\Lambda
\]
\[
\leq (4T)^{1-\delta_0-1} \left(\frac{1-\delta_0}{q-1+\delta_0}\right) \int_{B_{r_2}(z)} |\varphi(|Du|)]^{1-\delta_0} \int_{E_{A_1}^t} |\varphi(|Du|)]^{q-1+\delta_0} dx. \tag{5.26}
\]

Likewise, we have
\[
\int_{t_0}^{t} \Lambda_{A_1}^{1-\delta_0-2} \int_{E_{A_1}^t} |\varphi(|Du|)]^{1-\delta_0} dx d\Lambda
\]
\[
\leq (4T)^{1-\delta_0-1} \left(\frac{1-\delta_0}{q-1+\delta_0}\right) \int_{B_{r_2}(z)} |\varphi(|Du|)]^{q-1+\delta_0} dx. \tag{5.27}
\]

Combining (5.25), (5.26) and (5.27), it follows that
\[
\int_{B_{r_1}(z)} [\varphi(|Du|)]^{1-\delta_0} [\varphi(|Du|)]_{t}^{q-1+\delta_0} \, dx \\
\leq T^{-\frac{q}{q-\sigma_0}} \Lambda_0^{-\frac{q}{q-\sigma_0}} |B_{r_2}(z)| \\
+ 320^n (\varepsilon T^{-\frac{q}{q-\sigma_0}} + c^* T^{-\frac{q-1-\sigma_0}{2}} \int_{B_{r_2}(z)} [\varphi(|Du|)]^{1-\delta_0} [\varphi(|Du|)]_{t}^{q-1+\delta_0} \, dx \\
+ 320^n (\varepsilon T^{-\frac{q}{q-\sigma_0}} + c^* T^{-\frac{q-1-\sigma_0}{2}} \int_{B_{r_2}(z)} [\varphi(|f|)]^q \, dx \\
\leq T^{-\frac{q}{q-\sigma_0}} \Lambda_0^{-\frac{q}{q-\sigma_0}} |B_{r_2}(z)| \\
+ 320^n (\varepsilon T^2 + c^* T^{-\frac{q}{2}}) \int_{B_{r_2}(z)} [\varphi(|Du|)]^{1-\delta_0} [\varphi(|Du|)]_{t}^{q-1+\delta_0} \, dx \\
+ 320^n (\varepsilon T^2 + c^* T^{-\frac{q}{2}}) \int_{B_{r_2}(z)} [\varphi(|f|)]^q \, dx, \quad (5.28)
\]

since \( q \leq 1 + \delta_0 \leq 1 + \sigma_0 \). Now we choose \( T = (2560^n c^*)^{\frac{q}{2}} \) and \( \varepsilon = \frac{1}{2560^n T^2} \) in order to have the following estimate.

\[
\int_{B_{r_1}(z)} [\varphi(|Du|)]^{1-\delta_0} [\varphi(|Du|)]_{t}^{q-1+\delta_0} \, dx \\
\leq \left( \frac{c R^n}{(r_2 - r_1)^n} \int_{B_{r_1}(z)} \left\{ [\varphi(|Du|)]^{1-\delta_0} + \frac{[\varphi(|f|)]^{1-\delta_0}}{\delta_0} \right\} \, dx \right)^{\frac{1}{q-\sigma_0}} \\
+ \frac{1}{2} \int_{B_{r_2}(z)} [\varphi(|Du|)]^{1-\delta_0} [\varphi(|Du|)]_{t}^{q-1+\delta_0} \, dx + c \int_{B_{r_2}(z)} [\varphi(|f|)]^q \, dx.
\]

Applying Lemma 3.6 with

\[ \phi(s) := \int_{B_{r_1}(z)} [\varphi(|Du|)]^{1-\delta_0} [\varphi(|Du|)]_{t}^{q-1+\delta_0} \, dx \]

and \( \beta = \frac{q_0}{1-\delta_0} \in [1, 3\eta] \), we finally obtain

\[
\int_{B_{r_2}(z)} [\varphi(|Du|)]^{1-\delta_0} [\varphi(|Du|)]_{t}^{q-1+\delta_0} \, dx \\
\leq c \left( \int_{B_{r_1}(z)} [\varphi(|Du|)]^{1-\delta_0} \, dx \right)^{\frac{1}{q-\sigma_0}} + c \int_{B_{r_1}(z)} [\varphi(|f|)]^q \, dx. \quad (5.29)
\]

Letting \( t \to \infty \), we obtain the desired estimate.

\[
\int_{B_{r_2}(z)} [\varphi(|Du|)]^q \, dx \\
\leq c \left[ \left( \int_{B_{r_1}(z)} [\varphi(|Du|)]^{1-\delta_0} \, dx \right)^{\frac{1}{q-\sigma_0}} + \int_{B_{r_1}(z)} [\varphi(|f|)]^q \, dx \right]. \quad (5.30)
\]

This completes the proof of Theorem 2.1. □
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