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Abstract

This paper explores the idea of robot editors, automated proofreaders that enable journalists to improve the quality of their articles. We propose a novel neural model of multi-task learning that both generates proofread sentences and predicts the editing operations required to rewrite the source sentences and create the proofread ones. The model is trained using logs of the revisions made professional editors revising draft newspaper articles written by journalists. Experiments demonstrate the effectiveness of our multi-task learning approach and the potential value of using revision logs for this task.

1 Introduction

There is growing research interest in automatic sentence generation (Vinyals et al., 2015; Rush et al., 2015; Sordoni et al., 2015). Coincidentally (or inevitably), media companies have increasingly attempted to create robot journalists that can automatically generate content, mostly using data from limited domains (e.g., earthquakes, sports and stockmarkets) (Clerwall, 2014; Carlson, 2015; Dorr, 2016). In this paper, we explore the idea of robot editors, i.e., automated proofreaders that enable journalists to improve the quality of their articles.

The most closely related field to the topic of this paper is grammatical error correction (Dale and Kilgarriff, 2011; Dale et al., 2012; Ng et al., 2013, 2014). However, this task handles only grammatical errors, whereas proofreading encompasses a variety of tasks: grammatical error correction (GEC), spell checks, simplification, fact checking, standardization, compression, paraphrasing, etc. Another task, the automated evaluation of scientific writing shared task (Daudaravicius et al., 2016), has the goal of automatically evaluating scientific writing. The focus of this shared task was the binary classification problem of detecting sentences that need improvement. Although the corpus used contained qualitative improvements, the shared task did not tackle high-quality sentence generation.

This paper investigates the task of proofread sentence generation (PSG) using logs of the revisions made by professional editors to draft newspaper articles written by journalists. The goal of this research is to explore a computational model for improving text quality. To this end, we propose a novel multi-task learning approach that both generates proofread sentences and predicts the editing operations involved in rewriting the source sentences to create the proofread ones.

The contributions of this research are three-folds: (i) This is the first study to explore an encoder-decoder architecture for PSG. (ii) We show that our proposed multi-task learning method can outperform a state-of-the-art baseline method for GEC. (iii) We also examine the benefits and issues of using revision logs for PSG.

2 Method

Given a source sentence (sequence of words) \(x_1, \cdots, x_m\), this study addresses the task of generating the proofread sentence \(y_1, \cdots, y_n\), where \(m\) and \(n\) denote the number of words in the source and proofread sentences, respectively. Usually, proofreading does not change the content of the input text significantly, and changes only small parts of the text. Thus, detecting source sentence spans that require revision is an important PSG sub-task. This paper explores a multi-task learning approach that both generates proofread sentences and predicts the editing operations required.
Inspired by work on multi-task learning in neural networks, we implement multi-task learning as an end-to-end neural network with a shared source sentence encoder (Figure 1). The network generates proofread sentences and predicts editing operations. Although these two tasks solve the same problem, we believe that these two neural network models focus on different aspects of the data. The generation model considers the source sentence as a whole (although it may also include an attention mechanism), whereas the prediction model looks at the local contexts of words in order to correct functional word usage, incorrect spellings, and so on. This is why we have designed the proposed method using a multi-task learning approach.

2.1 Generating proofread sentences using an encoder-decoder model with attention

Following recent work on GEC (Yuan and Briscoe, 2016), we use an encoder-decoder model with global attention (Luong et al., 2015) to generate proofread sentences. We use bi-directional Long Short-Term Memory (LSTM) to encode the source sentences. LSTMs recurrently compute the memory and hidden vectors at time step $s \in \{1, \ldots, m\}$ using those at time step $s - 1$ or $s + 1$ and the word $x_s$ in the source sentence, as follows:

$$
\tilde{h}_s = \text{LSTM}(x_s, [\tilde{h}_{s-1}; \tilde{c}_{s-1}]),
$$
$$
\tilde{c}_s = \text{LSTM}(x_s, [\tilde{h}_{s+1}; \tilde{c}_{s+1}]).
$$

Here, $c_s$ and $h_s$ represent the memory and hidden vectors, respectively, at time step $s$. The encoder output is a concatenation of the hidden vectors:

$$
\tilde{h}_s = [\tilde{h}_{s}; \tilde{c}_s].
$$

The decoder computes the memory and hidden vectors at time step $t \in \{1, \ldots, n\}$ using those at time step $t - 1$ and the (predicted) word $w_t$ as follows:

$$
[h_t; c_t] = \text{LSTM}(w_t, [h_{t-1}; c_{t-1}]).
$$

Here, we set $h_0 = \tilde{h}_1$ and $c_0 = 0^i$. For $t > 1$, we feed the $y_{t-1}$ predicted at the previous time step back as the input word $w_t$ of the decoder.

The decoder predicts the word $y_t$ at time step $t$ using a softmax layer on top of the vector $h_t$ with an integrated attention mechanism:

$$
\log p(y|x) = \sum_{n=1}^{t} \log p(y_t|y_{<t}, x),
$$

$$
p(y_t|y_{<t}, x) = \text{softmax}(W_o \tilde{h}_t),
$$

$$
\bar{h}_t = \text{tanh}(W_r [v_t; h_t]),
$$

$$
v_t = \sum_s \alpha_t(s) \tilde{h}_s,
$$

$$
\alpha_t(s) = \frac{\exp(h_t^\top W_a \tilde{h}_s)}{\sum_{s'} \exp(h_t^\top W_a \tilde{h}_{s'})}.
$$

Here, $v_t$ represents a vector computed by the attention mechanism at time step $t$, and $\alpha_t(s)$ is an attention score computed at decoding time step $t$ by looking at the source word at encoding time step $s$.

The reason for using $\tilde{h}_1$ instead of $\tilde{h}_2$ is to speed up training by reducing the dimensionality of the vectors in the decoder.
2.2 Editing-operation prediction as a sequential labeling task

In addition to performing sentence revision, we propose to simultaneously undertake an additional task: editing-operation prediction. Formally, given a source sentence \( x_1, \cdots, x_m \), this task predicts the sequence of editing operations \( z_1, \cdots, z_m \) required to obtain the revised sentence \( y_1, \cdots, y_m \), where each editing operation \( z_i \) keeps (K), deletes (D), inserts (I), or replaces (R) the word \( x_i \). This task resembles grammatical error detection.

As explained in Section 3.1, the revision logs do not provide supervised training data for the editing operations, only pairs of source and proofread sentences. We therefore created pseudo supervised training data by running the `diff` program on the word sequences of the source and proofread sentences. There are cases where multiple sequences of primitive editing-operations can be derived from a pair of sentences. The performance may be improved if the best operation sequence. However, we leave this direction out of scope of this paper. To obtain an editing-operation sequence that was the same length as the source sentence \( (m) \), we labeled I labels to the words immediately following the positions where the actual insert operations were required.

We reuse the vector \( \tilde{h}_s \) for word \( x_s \) in the source sentence (Equation 3) to predict \( z_s \): 

\[
\log p(z_i|x) = \sum_{s=1}^{m} \log p(z_s|z_{<s}, x),
\]

(10)

\[
p(z_s|z_{<s}, x) = \text{softmax}(W_l \tanh(\tilde{h}_t)).
\]

(11)

Liu and Liu (2016) proposed a grammatical error detection method that considers intra-attention. We also explored this approach by replacing the softmax function in Equation 11 with the following one:

\[
p(z_s|z_{<s}, x) = \text{softmax}(W_l \tilde{u}_t)
\]

(12)

\[
\tilde{u}_t = \tanh(W_s[x_t; u_t])
\]

(13)

\[
u_s = \sum_i \beta_s(i) \tilde{h}_s
\]

(14)

\[
\beta_s(i) = \frac{\exp(\tilde{h}_s \tilde{h}_t)}{\sum_{\nu} \exp(\tilde{h}_s \tilde{h}_\nu)}
\]

(15)

Table 1: The Numbers of instances in each dataset.

| Dataset | # changed | # unchanged | # total |
|---------|-----------|-------------|---------|
| Train   | 710,540   | 1,317,260   | 2,027,800 |
| Validation | 458     | 642         | 1,100   |
| Test    | 63,062    | 96,938      | 160,000 |

2.3 Training

Given a training dataset \( D \), we minimize the following multi-task learning loss function:

\[
- \sum_{(x,y,z) \in D} \{ \log p(y|x) + \log p(z|x) \}.
\]

(16)

We also consider a loss function that weights the sub-task loss (Zhang et al., 2014):

\[
- \sum_{(x,y,z) \in D} \{ \log p(y|x) + \lambda \log p(z|x) \}.
\]

(17)

Here, \( \lambda (0 \leq \lambda \leq 1) \) denotes the weight given to the editing-operation prediction errors, learned through gradient descent. In contrast to conventional multi-task learning, which maximizes performance for all tasks, our primary goal is to optimize the main task which is why we have created a loss function that weights the sub-task differently.

3 Experiments

3.1 Dataset

We used a corpus of Japanese newspaper articles where professional editors at a media company had rewritten draft articles (written by journalists) to create proofread (published) (Tamura et al., 2017). The dataset consists of 2,209,249 sentence pairs in total: 810,227 pairs were changed during the revision process, and 1,399,022 pairs were left unchanged. To focus on revisions within sentence boundaries, we excluded revisions involving sentence splitting or merging. This dataset reflects the real work done by the company to improve the quality of its newspaper articles. The revisions came in a variety of forms, from syntactic changes, such as GEC and spelling normalization to content-level changes, such as elaboration and fact checking. Table 1 shows the number of instances in the training, validation, and test sets.

We split the sentences into words using SentencePiece\(^2\) to efficiently reduce the vocabulary

\(^2\)https://github.com/google/sentencepiece

SentencePiece is an unsupervised text tokenizer.
| Dataset          | Model         | GLEU  | Prec | Recall | $F_{0.5}(M^2)$ | WER  | BLEU  |
|------------------|---------------|-------|------|--------|----------------|------|-------|
| All pairs        | Gen           | 70.14 | *    | *      | 24.90          | 74.02|       |
|                  | Gen + Pred    | 70.47 | *    | *      | 24.23          | 75.37|       |
|                  | Gen + Pred Attn | 70.68 | *    | *      | 23.90          | 74.48|       |
|                  | Gen + Pred Attn + W | 70.57 | *    | *      | 37.24          | 54.76|       |
| Changed pairs    | Gen           | 67.74 | 22.27| 6.12   | 14.23          | 36.74| 64.23 |
|                  | Gen + Pred    | 68.10 | 23.14| 5.59   | 13.37          | 35.67| 66.29 |
|                  | Gen + Pred Attn | 68.63 | 24.89| 6.28   | 14.84          | 35.55| 65.31 |
|                  | Gen + Pred Attn + W | 67.01 | 36.59| 13.30  | 26.59          | 48.91| 45.82 |
| Unchanged pairs  | Gen           | 86.72 | *    | *      | 16.47          | 82.69|       |
|                  | Gen + Pred    | 87.34 | *    | *      | 15.51          | 83.33|       |
|                  | Gen + Pred Attn | 87.44 | *    | *      | 16.17          | 82.51|       |
|                  | Gen + Pred Attn + W | 87.27 | *    | *      | 28.94          | 62.66|       |

Table 2: Performance of the proposed and baseline methods. The asterisks ‘*’ indicate performance values that are unavailable because the precision and recall for unchanged pairs are always 0 and 100.

3.2 Experimental setup

The batch size was set to 100 and, to improve computational efficiency, each batch consisted of sentences of the same length. The dimensionality of the distributed representations (word embeddings and hidden states) was 300. The model parameters were trained using Adam. Following Jozefowicz et al. (2015), forget gate bias was initialized to 1.0, and the other gate biases were initialized to 0. In addition, we used dropout (at a rate of 0.2) for the LSTMs. Breadth-first search was used for decoding, with a beam width of 10 (Yuan, 2017).

Six measures were utilized to evaluate the performance of the PSG model: GLEU (Napoles et al., 2015), precision, recall, $M^2$ score (Dahlmeier and Ng, 2012), Word Error Rate (WER) (Jurafsky and Martin, 2008), and BLEU (Papineni et al., 2002). These measures are often used in GEC and machine translation research. Note that the precision, recall, and $M^2$ score measures excluded words appearing in both the source and proofread sentences from evaluation (Dahlmeier and Ng, 2012).

3.3 Results

Table 2 shows the performance of the proposed method according to the above metrics. Two variants of the proposed method were used: “Gen + Pred” used Equation 11 (without the attention mechanism for predicting edit operations), whereas “Gen + Pred Attn” used Equation 12 (with the attention mechanism), and “Gen + Pred Attn + W” used Equations 12 and 17 (weighting the sub-task losses). For comparison, we also report the performance of a baseline method “Gen” used only an encoder-decoder model (described in Section 2.1) without multi-task learning.

The multi-task learning models outperformed the baseline encoder-decoder model for all metrics. The use of intra-attention for predicting editing-operations was also effective, except for the BLEU metric and the WER for unchanged pairs. Unlike BLEU, GLEU includes a mechanism for penalizing incorrect ‘reluctant’ revisions (copying words from the source sentences) and rewarding correct ‘aggressive’ revision (adding words that do not appear in the source sentences). We can therefore infer that “Gen + Pred with Attn” model was more aggressive in changing words in the source sentences than “Gen + Pred” model.

The table also shows the models’ performances for changed/unchanged sentence pairs. As expected, the performance metrics for unchanged pairs are higher than those for changed pairs. The low recall values for changed pairs indicate that it is difficult to predict words that do not appear in the source sentences.

However, we can see that weighting sub-task losses improved precision, recall, and $M^2$ score performance. We believe that active proofreading performance improved because of not over-
learning the sub-task. That said, the other metrics decreased because the model made changes in many places where no editing was required.

3.4 Discussion

In this section, we discuss issues with the presented method and dataset. The presented method was not good at inserting words, particularly when the editor had appended new information to the sentence, as in the following example.

- **Source**: Soon it will have been six months since the law was established.
- **Proofread**: On the 19th, it will have been six months since the law was established last September.

It is difficult for a computational model to insert the phrases “on the 19th” and “last September”. We found that 132 of the 366 changed pairs (28.8%) in the test set included new information. Although this kind of editing improves the quality of the article, it is unrealistic to handle this situation using an encoder-decoder model. It may be useful to separate these pairs from the dataset in future.

We also observed instances in which editors merged pieces of information from multiple sentences, particularly so as to yield more concise sentences, as in the following example.

- **Source**: A meeting where people who have lost their families to cancer discuss ... . There are ten members in their 30s to 70s who have lost their families to cancer.
- **Proofread**: A meeting where people who have lost their families to cancer discuss ... . There are ten members in their 30s to 70s.

As a result, it may be worth exploring not only discarding instances where additional information has been added to the proofread sentences but also building a model that considers other sentences appearing near the source sentence.

We also noticed cases where the sentences output by the model provide good revisions but did not match to the reference sentences, such as the following.

- **Source**: The reserve players tackle it frantically so they won’t miss the chance.
- **Proofread**: The reserve players tackle it frantically so as not to miss the opportunity.
- **System output**: The reserve players tackle it frantically so as not to miss the chance.

As has often been discussed in the literature on machine translation, summarization, and GEC, establishing a good evaluation metric is an ongoing research issue.

4 Conclusion

In this paper, we have presented a novel multi-task learning approach for combined PGS and editing-operation prediction. Experimental results show that our approach was able to outperform the baseline for all metrics. The experiments also show that newspaper article revision logs can provide promising supervised training data for the model. We plan to continue exploring ways of creating good-quality articles in the future.
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