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Abstract

In this work, we propose TediGAN, a novel framework for multi-modal image generation and manipulation with textual descriptions. The proposed method consists of three components: StyleGAN inversion module, visual-linguistic similarity learning, and instance-level optimization. The inversion module is to train an image encoder to map real images to the latent space of a well-trained StyleGAN. The visual-linguistic similarity is to learn the text-image matching by mapping the image and text into a common embedding space. The instance-level optimization is for identity preservation in manipulation. Our model can provide the lowest effect guarantee, and produce diverse and high-quality images with an unprecedented resolution at $1024^2$.

Using a control mechanism based on style-mixing, our TediGAN inherently supports image synthesis with multi-modal inputs, such as sketches or semantic labels with or without instance (texts or real images) guidance. To facilitate text-guided multi-modal synthesis, we propose the MULTI-MODAL CELEBA-HQ, a large-scale dataset consisting of real face images and corresponding semantic segmentation map, sketch, and textual descriptions. Extensive experiments on the introduced dataset demonstrate the superior performance of our proposed method. Code and data are available at https://github.com/weihaox/TediGAN.

1. Introduction

How to create or edit an image of the desired content without tedious manual operations is a difficult but meaningful task. To make image generation and manipulation more readily and user-friendly, recent studies have been focusing on the image synthesis conditioned on a variety of guidance, such as sketch [12, 51], semantic label [15, 49], or textual description [35, 52]. Despite the success of its label and sketch counterparts, most state-of-the-art text-guided image generation and manipulation methods are only able to produce low-quality images [37, 10]. Those aiming at generating high-quality images from texts typically design a multi-stage architecture and train their models in a progressive manner. To be more specific, there are usually three stages in the main module, and each stage contains a generator and a discriminator. Three stages are trained at the same time, and progressively generate images of three different scales, \textit{i.e.}, $64^2 \rightarrow 128^2 \rightarrow 256^2$. The initial image with rough shape and color would be refined to a high-resolution one. However, the multi-stage training process is time-consuming and cumbersome, making the aforementioned methods unfeasible for higher resolution. Furthermore, the pretrained text-image matching model they used fails to exploit attribute-level cross-modal information and leads to mismatched attributes when generating images from texts [52, 26, 62, 6], or undesired changes of irrelevant
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\caption{Our TediGAN is the first method that unifies text-guided image generation and manipulation into one same framework, leading to naturally continuous operations from generation to manipulation (a), and inherently supports image synthesis with multi-modal inputs (b), such as sketches or semantic labels with or without instance (texts or real images) guidance.}
\end{figure}
Figure 2. Projecting Multi-Modal embedding into the \( W \) space of StyleGAN. Taking visual and linguistic embedding for example, the left illustrates visual-linguistic similarity learning, where the visual embedding \( \mathbf{w}^v \) and linguistic embedding \( \mathbf{w}^l \) are expected to be close enough. The right demonstrates text-guided image manipulation. Given a source image and a text guidance, we first get their embedding \( \mathbf{w}^v \) and \( \mathbf{w}^l \) in \( W \) space through corresponding encoders. We then perform style mixing for target layers and get the target latent code \( \mathbf{w}^t \). The final \( \mathbf{w}^{t*} \) is obtained through instance-level optimization. The edited image can be generated from the StyleGAN generator.

Recent progress on generative adversarial networks (GANs) has established an entirely different image generation paradigm that achieves phenomenal quality, fidelity, and realism. StyleGAN [21], one of the most notable GAN frameworks, introduces a novel style-based generator architecture and can produce high-resolution images with unmatched photorealism. Some recent work [21] has demonstrated that the intermediate latent space \( W \) of StyleGAN, inducted from a learned piece-wise continuous mapping, yields less entangled representations and offers more feasible manipulation. The superior characteristics of \( W \) space appeal to numerous researchers to develop advanced GAN inversion techniques [2, 1] to invert real images back into the StyleGAN’s latent space and perform meaningful manipulation. The most popular way [60, 39] is to train an additional encoder to map real images into the \( W \) space, which leads to not only faithful reconstruction but also semantically meaningful editing. Furthermore, it is easy to introduce the hierarchically semantic property of the \( W \) space to any GAN model by simply learning an extra mapping network before a fixed, pretrained StyleGAN generator. We thoroughly investigated the existing GAN inversion methods, and found all is about how to map images into the latent space of a well-trained GAN model. The other modalities like texts, however, have not received any attention.

In this paper, for the first time, we propose a GAN inversion technique that can map multi-modal information, e.g., texts, sketches, or labels, into a common latent space of a pretrained StyleGAN. Based on that, we propose a very simple yet effective method for Text-guided diverse image generation and manipulation via GAN (abbreviated TediGAN). Our proposed method introduces three novel modules. The first StyleGAN inversion module learns the inversion where an image encoder can map a real image to the \( W \) space, while the second visual-linguistic similarity module learns linguistic representations that are consistent with the visual representations by projecting both into a common \( W \) space, as shown in Figure 2. The third instance-level optimization module is to preserve the identity after editing, which can precisely manipulate the desired attributes consistent with the texts while faithfully reconstructing the unconcerned ones. Our proposed method can generate diverse and high-quality results with a resolution up to 1024\(^2\), and inherently support image synthesis with multi-modal inputs, such as sketches or semantic labels with or without instance (texts or real images) guidance. Due to the utilization of a pretrained StyleGAN model, our method can provide the lowest effect guarantee, i.e., our method can always produce pleasing results no matter how uncommon the given text or image is. Furthermore, to fill the gaps in the text-to-image synthesis dataset for faces, we create the Multi-Modal CelebA-HQ dataset to facilitate the research community. Following the format of the two popular text-to-image synthesis datasets, i.e., CUB [47] for birds and COCO [30] for natural scenes, we create ten unique descriptions for each image in the CelebA-HQ [20]. Besides real faces and textual descriptions, the introduced dataset also contains the label map and sketch for the text-guided generation with multi-modal inputs.

In summary, this work has the following contributions:

- We propose a unified framework that can generate diverse images given the same input text, or text with image for manipulation, allowing the user to edit the appearance of different attributes interactively.
- We propose a GAN inversion technique that can map multi-modal information into a common latent space of a pretrained StyleGAN where the instance-level image-text alignment can be learned.
- We introduce the Multi-Modal CelebA-HQ dataset, consisting of multi-modal face images and corresponding textual descriptions, to facilitate the community.

2. Related Work

Controllable Image Manipulation Image editing does not necessarily require to select the exact pixels that have to be changed. To make the manipulation interactive and controllable, some methods aim at modifying images through some user-defined conditions, e.g., label [64, 63], sketch [65, 16], text [53, 36], or control vector like gaze [13]
or light direction [59]. For example, Zhu et al. [64] propose a semantically multi-modal image synthesis method that is able to generate diverse images of different attributes from segmentation masks. Zhu et al. [63] introduce semantic region-adaptive normalization to control the style of each semantic region individually. Zou et al. [65] propose a network that colorizes following the instructions provided by the input text specifications. Jo et al. [16] propose a face editing method where users can edit face images using sketch and color. Both sketch-based and label-based categories put forward high requirements for the user’s drawing [50]. It is challenging to synthesize natural and realistic images from poorly-drawn sketches or labels. Those conditioned on control vectors are typically limited to a small range of applications such as gaze redirection [13] or relighting [44, 59]. Although some methods, including both sketch-based [16] and label-based [49, 63] ones, provide an interactive software for users to edit images, some important attributes such as color and texture can only get random results. Compared to providing a color or texture gallery, a more feasible way is to integrate descriptive texts. In general, compared with labels, sketches, and vectors, texts have a much lower cost of learning for users to edit real images. Thus, in our application, we integrate sketch or label to define the basic features of a human face like identity, head pose, face shape, etc., and text to define color and texture.

Text-to-Image Generation. There are basically two categories of GAN-based text-to-image generation methods. The first category produces images from texts directly by one generator and one discriminator. For example, Reed et al. [37] propose to use conditional GANs to generate plausible images from given text descriptions. Tao et al. [45] propose a simplified backbone that generates high-resolution images directly by Wasserstein distance and fuses the text information into visual feature maps to improve the image quality and text-image consistency. Despite the plainness and conciseness, the one-stage models produce dissatisfied results in terms of both photo-realism and text-relevance in some cases. Thus, another thread of research focuses on multi-stage processing. Zhang et al. [56] stack two GANs to generate high-resolution images from text descriptions through a sketch-refinement process. They further propose a three-stage architecture [57] that stacks multiple generators and discriminators, where multi-scale images are generated progressively in a course-to-fine manner. Xu et al. [52] improve the work of [57] from two aspects. First, they introduce attention mechanisms to explore fine-grained text and image representations. Second, they propose a Deep Attentional Multimodal Similarity Model (DAMSM) to compute the similarity between the generated image and the sentence. The subsequent studies basically follow the framework of [52] and have proposed several variants by introducing different mechanisms like attention [26] or memory writing gate [62]. However, the multi-stage frameworks produce results that look like a simple combination of visual attributes from different image scales.

Text-Guided Image Manipulation. Similar to text-to-image generation, manipulating given images using texts also produces results that contain desired visual attributes. Differently, the modified results should only change certain parts and preserve text-irrelevant contents of the original images. For example, Dong et al. [10] propose an encoder-decoder architecture to modify an image according to a given text. Nam et al. [36] disentangle different visual attributes by introducing a text-adaptive discriminator, which can provide finer training feedback to the generator. Li et al. [27] introduce a multi-stage network with a novel text-image combination module to produce high-quality results. Liu et al. [31] propose a multi-domain and multi-modal method to explicitly model the visual attributes of an image and learn how to translate them through automatically generated commands. Similar to text-to-image generation, the text-based image manipulation methods with the best performance are basically based on the multi-stage framework. Different from all existing methods, we propose a novel framework that unifies text-guided image generation and manipulation methods and can generate high-resolution and diverse images directly without multi-stage processing.
This man has bags under eyes and big nose. He has no beard.

She has wavy hair, high cheekbones, and oval face. She is wearing lipstick.

This woman is young and has blond hair.

Figure 4. Comparison of text-to-image generation on our Multi-modal CelebA-HQ dataset.

Image-Text Matching. One key of text-guided image generation or manipulation is to match visual attributes with corresponding words. To do this, current methods usually provide explicit word-level training feedback from the elaborately-designed discriminator [27, 28]. There is also a rich line of work proposed to address a related direction named image-text matching, or visual-semantic alignment, aiming at exploiting the matching relationships and making the corresponding alignments between text and image. Most of them can be categorized into two-branch deep architecture according to the granularity of representations for both modalities, i.e., global [23, 33, 32] or local [19, 18, 25] representations. The first category employs deep neural networks to extract the global features of both modalities, based on which their similarities are measured [33]. Another thread of work performs instance-level image-text matching [34, 25, 42], learning the correspondences between words and image regions [18].

3. The TediGAN Framework

We first learn the inversion, i.e., training an image encoder to map the real images to the latent space such that all codes produced by the encoder can be recovered at both the pixel-level and the semantic-level. We then use the hierarchical characteristic of \( W \) space to learn the text-image matching by mapping the image and text into the same joint embedding space. To preserve identity in manipulation, we propose an instance-level optimization, involving the trained encoder as a regularization to better reconstruct the pixel values without affecting the semantic property of the inverted code.

3.1. StyleGAN Inversion Module

The inversion module aims at training an image encoder that can map a real face image to the latent space of a fixed StyleGAN model pretrained on the FFHQ dataset [21]. The reason we invert a trained GAN model instead of training one from scratch is that, in this way, we can go beyond the limitations of a paired text-image dataset. The StyleGAN is trained in an unsupervised setting and covers much higher quality and wider diversity, which makes our method able to produce satisfactory edited results with images in the wild. In order to facilitate subsequent alignment with text attributes, our goal for inversion is not only to reconstruct the input image by pixel values but also to acquire the inverted code that is semantically meaningful and interpretable [40, 54].

Before introducing our method, we first briefly establish problem settings and notations. A GAN model typically consists of a generator \( G(\cdot) : Z \to X \) to synthesize fake images and a discriminator \( D(\cdot) \) to distinguish real data from the synthesized. In contrast, GAN inversion studies the reverse mapping, which is to find the best latent code \( z^* \) by inverting a given image \( x \) to the latent space of a well-trained GAN. A popular solution is to train an additional encoder \( E_v(\cdot) : X \to Z \) [61, 3] (subscript \( v \) means visual). To be specific, a collection of latent codes \( z^k \) are first randomly sampled from a prior distribution, e.g., normal distribution, and fed into \( G(\cdot) \) to get the synthesis \( x^k \) as the training pairs. The introduced encoder \( E_v(\cdot) \) takes \( x^k \) and \( z^k \) as inputs and supervisions respectively and is trained with

\[
\min_{\Theta_{E_v}} \mathcal{L}_{E_v} = ||z^* - E_v(G(z^*))||_2^2,
\]

1https://github.com/NVlabs/stylegan
where \( l_2 \) denotes the \( l_2 \) distance and \( \Theta_{E_v} \) represents the parameters of the encoder \( E_v(\cdot) \).

Despite of its fast inference, the aforementioned procedure simply learns a deterministic model with no regard to whether the codes produced by the encoder align with the semantic knowledge learned by \( G(\cdot) \). The supervision by only reconstructing \( z^* \) is not powerful enough to train \( E_v(\cdot) \). and \( G(\cdot) \) is actually not fully used to guide the training of \( E_v(\cdot) \), leading to the incapability of inverting real images. To solve these problems, we use a totally different strategy to train an encoder for GAN inversion as in [60]. There are two main differences compared with the conventional framework: (a) the encoder is trained with real images rather than with synthesized images, making it more applicable to real applications; (b) the reconstruction is at the image space instead of latent space, which provides semantic knowledge and accurate supervision and allows integration of powerful image generation losses such as perceptual loss [17] and LPIPS [58]. Hence, the training process can be formulated as

\[
\min_{\Theta_{E_v}} L_{E_v} = ||x - G(E_v(x))||_2^2 + \lambda_1 ||F(x) - F(G(E_v(x)))||_2^2 - \lambda_2 \mathbb{E}[D_v(G(E_v(x)))],
\]

(2)

\[
\min_{\Theta_{D_v}} L_{D_v} = \mathbb{E}[D_v(G(E_v(x)))] - \mathbb{E}[D_v(x)] + \lambda_3 \mathbb{E}||\nabla_{x} D_v(x)||_2^2.
\]

(3)

where \( \Theta_{E_v} \) and \( \Theta_{D_v} \) are learnable parameters, \( \lambda_1 \) and \( \lambda_2 \) are the perceptual and discriminator loss weights, \( \lambda_3 \) is the hyper-parameter for the gradient regularization, and \( F(\cdot) \) denotes the VGG feature extraction model.

Through the learned image encoder, we can map a real image into the \( W \) space and obtain a latent code. The obtained code is guaranteed to align with the semantic domain of the StyleGAN generator and can be further utilized to mine cross-modal similarity between the image-text instance pairs.

### 3.2. Visual-Linguistic Similarity Learning

Once the inversion module is trained, given a real image, we can map it into the \( W \) space of StyleGAN. The next problem is how to train a text encoder that learns the associations and alignments between image and text. The previous methods usually use a submodule named Deep Attentional Multimodal Similarity Model (DAMSM) [52, 26, 27, 29, 45] as the text-image matching loss, which learns two neural networks that map subregions of the image and words of the sentence to a common semantic space, thus measures the image-text similarity at the word level to compute a fine-grained loss for image generation. However, this module is cumbersome and fails to explore the relationships between face attributes and sentence fragments, leading to entangled attributes and limited matching accuracy.

Instead of training a text encoder in the same way as the image encoder or the aforementioned DAMSM, we propose a visual-linguistic similarity module to project the image and text into a common embedding space, \( i.e. \), the \( W \) space, as shown in Figure 2. Given a real image and its descriptions, we encode them into the \( W \) space by using the previously trained image encoder and a text encoder. The obtained latent code is the concatenation of \( L \) different \( C \)-dimensional \( w \) vectors, one for each input layer of Style-
GAN. The multi-modal alignment can be trained with

$$\min_{\Theta E_i} \mathcal{L}_{E_i} = \left\| \sum_{i=1}^{L} p_i (w^i_x - w^i_f) \right\|^2_2,$$  \hspace{1cm} (4)$$

where $\Theta E_i$ represents the parameters of the text encoder $E_i(\cdot)$ and subscript $l$ means linguistic; $w^v$, $w^l \in \mathcal{W}^{L \times C}$ are the obtained image embedding and text embedding; $w^v = f(E_v(x))$ is the projected code of the image embedding $z$ in the input latent space $Z$ using a non-linear mapping network $f : Z \rightarrow \mathcal{W}$; $w^l$ shares a similar definition; $w^v$ and $w^l$ are with the same shape $L \times C$, meaning to have $L$ layers and each with a $C$-dimensional latent code; and $p_i$ is the weight of $i$-th layer in the latent code.

Compared with DAMSM, our proposed module is lightweight and easy to train. More importantly, this module achieves instance-level alignment [48], i.e., learning correspondences between visual and linguistic attributes, by leveraging the disentanglability of StyleGAN. The text encoder is trained with the proposed visual-linguistic similarity loss together with the pairwise ranking loss [23, 10], which is omitted from Equation 4.

3.3. Instance-Level Optimization

One of the main challenges of face manipulation is the identity preservation. Due to the limited representation capability, learning a perfect reverse mapping with an encoder alone is not easy. To preserve identity, some recent methods [46, 39] incorporate a dedicated face recognition loss [9] to measure the cosine similarity between the output image and its source. Different from their methods, for text-guided image manipulation, we implement an instance-level optimization module to precisely manipulate the desired attributes consistent with the descriptions while faithfully reconstructing the unconcerned ones. We use the inverted latent code $z$ as the initialization, and the image encoder is included as a regularizer to preserve the latent code within the semantic domain of the generator. To summarize, the objective function for optimization is

$$z^* = \arg\min_z \left\| x - G(z) \right\|^2_2 + \lambda_1 \left\| F(x) - F(G(z)) \right\|^2_2 + \lambda_2 \left\| z - E_v(G(z)) \right\|^2_2,$$  \hspace{1cm} (5)$$

where $x$ is the original image to manipulate; and $\lambda_1$ and $\lambda_2$ are the loss weights corresponding to the perceptual loss and the encoder regularization term, respectively.

3.4. Control Mechanism

Attribute-Specific Selection. The two different tasks, i.e., text-to-image generation and text-guide image manipulation, are unified into one framework by our proposed control mechanism. Our mechanism is based on the style mixing of StyleGAN. The layer-wise representation of StyleGAN learns disentanglement of semantic fragments (attributes or objects). In general, different layer $w_i$ represents different attributes and is fed into the $i$-th layer of the generator. Changing the value of a certain layer would change the corresponding attributes of the image. As shown in Figure 2, given two codes with the same size $w^c$, $w^l \in \mathcal{W}^{L \times C}$ denoting content code and style code, this control mechanism selects attribute-specific layers and mixes those layers of $w^c$ by partially replacing corresponding layers of the content $w^l$. When $w^c$ is a randomly sampled latent code, it is the text-to-image generation and when $w^l$ is the image embedding, it performs text-guided image manipulation.

**Supported Modality.** The style code $w^c$ and content code $w^l$ could be sketch, label, image, and noise, as shown in Figure 6, which makes our TediGAN feasible for multi-modal image synthesis. The control mechanism provides high accessibility, diversity, controllability, and accuracy for image generation and manipulation. Due to the control mechanism, as shown in Figure 1, our method inherently supports continuous operations and multi-modal synthesis for sketches and semantic labels with descriptions. To
produce the diverse results, all we need to do is to keep the layers related to the text unchanged and replace the others with the randomly sampled latent code. If we want to generate images from other modality with text guidance, take the sketch as an example, we can train an additional sketch image encoder $E_{sk}$ in the same way as training the real image encoder and leave the other parts unchanged.

Layerwise Analysis. The pre-trained StyleGAN we used in most experiments is to generate images of $256 \times 256$ (i.e., size 256), which has 14 layers of the intermediate vector. For a synthesis network trained to generate images of $512 \times 512$, the intermediate vector would be of shape $(16, 512)$ (and $(18, 512)$ for $1024 \times 1024$), where the number of the layers $L$ is determined by $2 \log_2 R - 2$ and $R$ is the image size. In general, layers in the generator at lower resolutions (e.g., $4 \times 4$ and $8 \times 8$) control high-level styles such as eyeglasses and head pose, layers in the middle (e.g., as $16 \times 16$ and $32 \times 32$) control hairstyle and facial expression, while the final layers (e.g., $64 \times 64$ to $1024 \times 1024$) control color schemes and fine-grained details. Based on empirical observations, we list the attributes represented by different layers of a 14-layer StyleGAN in Table 1. We select some images with different attributes and perform layer-wise style mixing. Figure 7 shows the layerwise analysis of our control mechanism. The real images in the green rectangle are illustrated for comparison with the ones after style mixing. Four sets of images were generated by copying a specified subset of styles from style images and taking the rest from the content ones. The top figure shows the results of replacing the top-$n$ layers while the bottom demonstrates a specific layer. It is obvious that each layer in StyleGAN roughly controls certain attributes. For example, as illustrated, replacing the first layer of the inverted latent code of Emma Watson with the counterpart of Yann LeCun adds a pair of eyeglasses for her. The layers from 11-14 represent micro features or fine structures, such as stubble, freckles, or skin pores, which can be regarded as the stochastic variation. High-resolution images contain lots of facial details and cannot be obtained by simply upsampling from the lower-resolutions, making the stochastic variations especially important as they improve the visual perception without affecting the main structures and attributes of the synthesized image.

Table 1. The empirical layerwise analysis of a 14-layer StyleGAN generator. The 13-th and 14-th layers are omitted since there is basically no visible difference.

| $n$-th attribute | $n$-th attribute |
|------------------|------------------|
| eye glasses      | hair color       |
| head pose        | face color       |
| face shape       | age              |
| hair length, nose, lip | gender         |
| cheekbones      | micro features   |
| chin            | micro features   |
4. Experiments

4.1. Experiments Setup

Multi-Modal CelebA-HQ Dataset. To facilitate text-guided multi-modal synthesis, we propose the MULTI-MODAL CELEBA-HQ DATASET, a large-scale face image dataset that has 30,000 high-resolution face images by following CELEBA-HQ [20]. Each image has a high-quality semantic segmentation map, a sketch, a descriptive text, and image with transparent background, as shown in Figure 8.

For text descriptions, following the format of the popular CUB [47] and COCO [30] datasets, we create ten unique single sentence descriptions for each image in CELEBA-HQ [20], which consists of facial images and their attributes, where the attribute labels are used to generate natural sounding textual descriptions. A similar dataset [43] is also proposed but it is not publicly available. For labels, we use the labels from CelebAMask-HQ [24], which contains manually-annotated semantic mask of facial attributes corresponding to CELEBA-HQ. To produce a sketch for each image, we first apply Photocopy filter in Photoshop to extract edges, which preserves facial details and introduces excessive noise. We then apply the sketch-simplification [41] to get edge maps resembling hand-drawn sketches. The data generation pipeline is the same as in [5, 39]. We also provided each image with transparent background. For background removing, we use an open-source tool Rembg [11] and a commercial software remove.bg [38]. Different backgrounds can be further added using image composition or harmonization methods like DoveNet [7]. The introduced Multi-Modal-CelebA-HQ dataset can be used to train and evaluate algorithms of text-to-image-generation, text-guided image manipulation, sketch-to-image generation, and other various GANs for face generation and editing, which can be downloaded from Google Drive 2.

Baseline Models and Evaluation Metric. We evaluate our proposed method on text and image partitions, comparing with state-of-the-art approaches AttnGAN [52], ControlGAN [26], DM-GAN [62], and DFGAN [45] for image generation, and comparing with ManiGAN [27] for image manipulation using natural language descriptions. All methods are retrained with the default settings on the proposed Multi-Modal CelebA-HQ dataset. For evaluation, there are four important aspects: image quality, image diversity, accuracy, and realism [26, 28]. The quality of generated or manipulated images is evaluated through Fréchet Inception Distance (FID) [14]. The diversity is measured by the Learned Perceptual Image Patch Similarity (LPIPS) [58]. For image generation, the accuracy is evaluated by the similarity between the text and the corresponding generated image. For manipulation, the accuracy is evaluated by whether the modified visual attributes of the synthetic image are aligned with the given description and text-irrelevant contents are preserved. The accuracy and realism are evaluated through a user study, where the users are asked to judge which one is more photo-realistic, and more coherent with the given texts. We test accuracy and realism by randomly sampling 50 images with the same conditions and collect more than 20 surveys from different people with various backgrounds.

4.2. Comparison with State-of-the-Art Methods

4.2.1 Text-to-Image Generation

Quantitative Comparison. In our experiments, we evaluate the FID and LPIPS on a large number of samples generated from randomly selected text descriptions. To evaluate accuracy and realism, we generate images from 50 randomly sampled texts using different methods. In a user study, users are asked to judge which one is the most photo-realistic and most coherent with the given texts. The results are demonstrated in Table 2. Compared with the state-of-the-arts, our method achieves better FID, LPIPS, accuracy, and realism values, which proves that our methods can generate images with the highest quality, diversity, photorealism, and text-relevance.
| Method       | FID ↓ | LPIPS ↓ | Acc. (%) ↑ | Real. (%) ↑ |
|--------------|-------|---------|------------|------------|
| AttnGAN [52] | 125.98| 0.512   | 14.2       | 20.3       |
| ControlGAN [26] | 116.32| 0.522   | 18.2       | 22.5       |
| DFGAN [45]   | 137.60| 0.581   | 22.8       | 25.5       |
| DM-GAN [62]  | 131.05| 0.544   | 19.5       | 12.8       |
| TediGAN      | 106.37| 0.456   | 25.3       | 31.7       |

**Quantitative Comparison.** The visual comparisons of different text-to-image generation are shown in Figure 4. As demonstrated, most existing methods can generate photorealistic and text-relevant results. However, some of the attributes contained in the text do not appear in the generated image, and the generated image looks like featureless paint and lacks details. This "featureless painterly" look [21] would be significantly obvious and irredeemable when generating higher resolution images using the multi-stage training methods [52, 26, 62]. Furthermore, most existing solutions have limited diversity of the outputs, even if the provided conditions contain different meanings. For example, "has a beard" might mean a goatee, short or long beard, and could have different colors. Our method can not only generate results with diversity but also realise the expectation to change where you want by using the control mechanism. To produce diverse results, with the layers related to the text unchanged, the other layers could be replaced by any values sampled from the prior distribution. For example, as shown in the first row of Figure 9, the key visual attributes (women, black long hair, earrings, and smiling) are preserved, while the other attributes, like haircuts, makeup, face shapes, and head poses, show a great degree of diversity. The images in the second row illustrate more precise control ability. We keep the layers representing face shape and head pose the same and change the others. Our method is also able to generate high-quality and diverse results with resolution at 1024 × 1024, as demonstrated in Figure 3.

**4.2.2 Text-Guided Image Manipulation**

**Quantitative Comparison.** In our experiments, we evaluate the FID and conduct a user study on randomly selected images from both CelebA and Non-CelebA datasets with randomly chosen descriptions. The results are shown in Table 3. Compared with ManiGAN [27], our method achieves better FID, accuracy, and realism. This indicates that our method can produce high-quality synthetic images, and the modifications are highly aligned with the given descriptions, while preserving other text-irrelevant contents.

**Qualitative Comparison.** Figure 5 shows the visual comparisons between the recent method ManiGAN [27] and ours. As shown, the second row is to add earrings and change the face shape and hair style of the woman, our method completes this difficult case while ManiGAN fails to produce required attributes. ManiGAN produces less satisfactory modified results: in some cases, the text-relevant regions are not modified and the text-irrelevant ones are changed. Furthermore, since the StyleGAN we used is pre-trained on a very large face dataset [21], the latent space almost covers the full space of facial attributes, which makes our method robust for real images in the wild. The images in last two columns are results of out-of-distribution (Non-CelebA), i.e., images from other face dataset such as [4, 8, 55], which illustrate that our method is prepared to produce pleasing results with images in the wild.

**5. Ablation Study and Discussion**

**Instance-Level Optimization.** The comparison of with or without instance-level optimization is shown in Figure 10. As shown in Figure 10 (c), the inversion results of the image encoder preserve all attributes of the original images, which is sufficient for text-to-image generation since there is no identity to preserve. Manipulating a given image according to a text, however, should not change the unrelated attributes especially one’s identity, which is preserved after the instance-level optimization (Figure 10 (d)). We also compare with another strategy to preserve identity proposed by a recent inversion-based image synthesis method pSp [39] that incorporates a dedicated recognition loss [9] during training. Both methods can find a reasonable
latent code for real face images. Despite both achieving the goal of identity preservation, the optional instance-level optimization makes our framework concise and easy to train, and provides a non-deterministic way to refine the final results accordingly. To be specific, pSp produces one deterministic result while ours provides a non-deterministic way that can refine the final results accordingly. Users can decide the epochs for optimization, as shown in Figure 11. For example, one can choose to directly output the results of the encoder, or optimize for steps. Through our empirical observation, 20 iterations are good enough to preserve identity.

**Visual-Linguistic Similarity.** The text encoder is trained using our visual-linguistic similarity and a very simple pairwise ranking loss [23, 10] to align text and image embedding, as described in Section 3.2. This pairwise ranking loss maximizes the cosine similarity of mismatching pairs, and minimizes the similarity of matched pairs. We found this plain strategy sometimes may lead to insufficient disentanglement of attributes and mismatching of image-text alignment, leaving some room for improvement.

**Potential Issue with StyleGAN.** In our experiments, we found that some unrelated attributes are unwantedly changed when we manipulate a given image according to a text description. We thought it might be the problem of visual-linguistic similarity learning in the first place. However, when performing layer-wise style mixing on the inverted codes of two real images, the interference still occurs. This means some facial attributes remain entangled in the $W$ space, where different attributes should be orthogonal (meaning without affecting other attributes). Another inherent defect of StyleGAN is that some attributes, such as hats, necklaces and earrings, are not well represented in its latent space. This makes our method perform less satisfactorily sometimes when adding or removing jewelry or accessories through natural language descriptions.

**Extension for Higher Resolution Images.** Note that our proposed framework is capable of training models with the $1024 \times 1024$ images. The pre-trained StyleGAN generator we used in most experiments is only able to generate 256 size images, whose layers of intermediate vector are 14. One institute way for higher resolution images is to train an image encoder that maps 1024 size images into the latent space of StyleGAN that can generate images with the same resolution. However, this would require adequate time and GPU memory for training (over a month on 8 GeForce RTX 2080 Ti by our rough estimation), which is currently beyond our capabilities. Once the researchers focusing on GAN inversion found a feasible way to invert 1024 size images, those in the text-guided image synthesis can use our framework to generate 1024 size images. An alternatively simple idea is to directly extend the number of layers from 14 to 18 by duplication of the previous layers or randomly sampled latent codes since the higher layers mainly control details. This leads to distorted images, which may due to the different manifold structures of the latent spaces in different StyleGAN models. To generate 1024 resolution images and show the scalability of our framework, we learn the visual-linguistic similarity based on pSp [39], using their pretrained model, which is the inversion for StyleGAN2 [22] and can generate 1024 size images. The results are shown in Figure 3.

**The Lowest Effect Guarantee.** The latent space of the StyleGAN pretrained on a very large face dataset almost covers the full space of facial attributes, which can provide the lowest effect guarantee and make our method robust for real images, texts, and sketches in the wild, *i.e.*, out-of-distribution generalization. To illustrate the out-of-distribution generalization of inversion module, we collect some real images from multiple face datasets [4, 8, 55] and paintings, caricatures, and black and white photos from the internet. We compare the inversion results with pSp [39]. As illustrated in Figure 11 and Figure 12, pSp could not produce reasonable results especially inverting paintings and caricatures. Our method is also able to produce pleasing results (although not matching the text) no matter how un-
common the given texts are, e.g., “he is ironman”, “She is wonder woman”. We first thought these pleasing results might be generated from words like she, he, woman, and man. Thus, we use the vocabularies that none is appeared in the training data. To be specific, we select four sentences “I searches for farm and land for years and years I roamed”, “It’s better to burn out than to fade away”, “You’d been to the station to meet every train”, and “Along the long road and on down the causeway. Do they still meet there by the cut” from The man who sold the world (David Bowie), My My, Hey Hey (Neil Young), Your Famous Blue Rain Coat (Leonard Cohen), and High Hopes (Pink Floyd), respectively. Figure 14 shows the results of our method for sketches of different styles. The results shown in Figure 14 are photo-realistic and faithful to the key features of given sketches. The first column of sketches are degradations of one sample randomly chosen from our sketch data, from top to bottom adding noisy scribbles, mask, colorful text, and irregular shape. The second are different styles of sketches chosen from [51]. The third are real human-drawn sketches. The poorly-drawn sketch-to-image generation can take text as guidance which we do not in this experiment since it is to show the robustness of our inversion module.

6. Conclusion

We have proposed a novel method for image synthesis using textual descriptions, which unifies two different tasks (text-guided image generation and manipulation) into the same framework and achieves high accessibility, diversity, controllability, and accurateness for facial image generation and manipulation. Through the proposed multi-modal GAN inversion and large-scale multi-modal dataset, our method can effectively synthesize images with unprecedented quality. Extensive experimental results demonstrate the superiority of our method, in terms of the effectiveness of image synthesis, the capability of generating high-quality results, and the extendability for multi-modal inputs.
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