Abstract

Recent years have witnessed remarkable success of deep learning methods in quality enhancement for compressed video. To better explore temporal information, existing methods usually estimate optical flow for temporal motion compensation. However, since compressed video could be seriously distorted by various compression artifacts, the estimated optical flow tends to be inaccurate and unreliable, thereby resulting in ineffective quality enhancement. In addition, optical flow estimation for consecutive frames is generally conducted in a pairwise manner, which is computational expensive and inefficient. In this paper, we propose a fast yet effective method for compressed video quality enhancement by incorporating a novel Spatio-Temporal Deformable Fusion (STDF) scheme to aggregate temporal information. Specifically, the proposed STDF takes a target frame along with its neighboring reference frames as input to jointly predict an offset field to deform the spatio-temporal sampling positions of convolution. As a result, complementary information from both target and reference frames can be fused within a single Spatio-Temporal Deformable Convolution (STDC) operation. Extensive experiments show that our method achieves the state-of-the-art performance of compressed video quality enhancement in terms of both accuracy and efficiency.

1 Introduction

Nowadays, video content has become a major fraction of digital network traffic and is still growing (Wien 2015). To transmit video under limited bandwidth, video compression is indispensable to significantly reduce the bit-rate. However, compression algorithms, such as H.264/AVC (Wiegand et al. 2003) and H.265/HEVC (Sullivan, Ohm, and Wiegand 2013), often introduce various artifacts in the compressed video, especially at low bit-rate. As shown in Figure 1, such artifacts may considerably diminish video quality, resulting in degradation of Quality of Experience (QoE). The distorted contents in low-quality compressed video may also reduce performance of subsequent vision tasks (e.g., recognition, detection, tracking) in low-bandwidth applications (Galteri et al. 2017; Lu et al. 2019). Thus, it's crucial to study on compressed video quality enhancement (VQE).

During the past decades, extensive works have been conducted on artifacts removal or quality enhancement for single compressed image. Traditional methods (Foi, Katkovnik, and Egiazarian 2007; Zhang et al. 2013) reduced artifacts by optimizing the transform coefficients for specific compression standard, thus they are hard to extend to other compression schemes. With the recent advances in Convolutional Neural Networks (CNNs), CNN-based methods (Dong et al. 2015; Tai et al. 2017; Zhang et al. 2017; 2019) have also emerged for image quality enhancement. They usually learn a non-linear mapping to directly regress the artifact-free image from a large amount of training data, leading to impressive results with high efficiency. However, these methods cannot be directly extended to compressed video since they treat frames independently and thus fail to exploit temporal information.

On the other hand, there is only limited study on quality enhancement for compressed video. Yang et al. first proposed Multi-Frame Quality Enhancement (MFQE 1.0) approach to leverage temporal information for VQE (Yang et al. 2018). Specifically, high quality frames in compressed video are utilized as reference frame to help enhancing quality of neighboring low quality target frame via a novel Multi-Frame CNN (MF-CNN). Recently, an upgraded version MFQE 2.0 (Guan et al. 2019) was introduced to further
improve the efficiency of MF-CNN, and achieved state-of-the-art performance. In order to aggregate information from target frame and reference frames, both MFQE methods adopt a widely used temporal fusion scheme that incorporates dense optical flow for motion compensation (Kappeler et al. 2016; Caballero et al. 2017; Xue et al. 2017). However, this temporal fusion scheme may be suboptimal in the context of VQE task. Since compression artifacts could seriously distort video contents and break pixelwise correspondences between frames, the estimated optical flow tends to be inaccurate and unreliable, thereby resulting in ineffective quality enhancement. In addition, optical flow estimation needs to be repeatedly performed for different reference-target frame pairs in a pairwise manner, which involves substantially increased computational cost to explore more reference frames.

To address the aforementioned issues, we introduce a Spatio-Temporal Deformable Fusion (STDF) scheme for VQE task. Specifically, we propose to learn a novel Spatio-Temporal Deformable Convolution (STDC) to aggregate temporal information while avoiding explicit optical flow estimation. The main idea of STDC is to adaptively deform the spatio-temporal sampling positions of convolution so as to capture the most relevant context and exclude the noisy content for quality enhancement of the target frame. To this end, we adopt a CNN-based predictor to jointly model the correspondance across target and reference frames, and accordingly regress those sampling positions within a single inference pass. The main contributions of this paper are summarized as follows:

- We propose an end-to-end CNN-based method for VQE task, which incorporates a novel STDF scheme to aggregate temporal information.
- We analytically and experimentally compare the proposed STDF to prior fusion schemes, and demonstrate its higher flexibility and robustness.
- We quantitatively and qualitatively evaluate the proposed method on VQE benchmark dataset and show that it achieves state-of-the-art performance in terms of accuracy and efficiency.

2 Related Work

Image and Video Quality Enhancement. Over the past decade, an increasing number of works have focused on quality enhancement for compressed image (Foi, Katkovnik, and Egiazarian 2007; Jancsary, Nowozin, and Rother 2012; Chang, Ng, and Zeng 2013; Zhang et al. 2013; Dong et al. 2015; Guó and Chao 2016; Zhang et al. 2017; 2019). Among them, CNN-based end-to-end methods achieve the recent state-of-the-art performance. Specifically, Dong et al. first introduced a 4-layer AR-CNN (Dong et al. 2015) to remove various JPEG compression artifacts. Later, Zhang et al. managed to learn a very deep DnCNN (Zhang et al. 2017) with residual learning scheme for several image restoration tasks. Most recently, Zhang et al. proposed an even deeper network RNAN (Zhang et al. 2019) with residual non-local attention mechanism to capture long-range dependencies between pixels and set up a new state-of-the-art of image quality enhancement. These methods tend to apply large CNNs to capture discriminative features within an image, resulting in a large amount of computations and parameters. On the other hand, MFQE 1.0 (Yang et al. 2018) pioneered on applying multi-frame CNN to take advantage of temporal information for compressed video quality enhancement, where high quality frames are utilized to help enhancing quality of the adjacent low quality frames. To exploit long range temporal information, Yang et al. later introduced a modified convolutional long short-term memory network (Yang et al. 2019) for video quality enhancement. Most recently, Guan et al. proposed MFQE 2.0 (Guan et al. 2019) to upgrade several key components of MFQE 1.0 and achieved state-of-the-art performance in terms of accuracy and speed.

Leveraging Temporal Information. It is crucial to leverage complementary information across multiple frames for video related tasks. Karpathy et al. first introduced several convolution based fusion schemes to combine spatio-temporal information for video classification (Karpathy et al. 2014). Kappeler et al. later investigated those fusion schemes for low-level vision tasks (Kappeler et al. 2016), and managed to improve accuracy by compensating motion across consecutive frames with a Total Variation (TV) based optical flow estimation algorithm. Caballero et al. further replaced the TV based flow estimator with CNN to enable end-to-end training (Caballero et al. 2017). Since then, temporal fusion with motion compensation has been widely adopted for various vision tasks (Xue et al. 2017; Yang et al. 2018; Kim et al. 2018; Guan et al. 2019). However, these methods heavily rely on accurate optical flow which is hard to obtain due to general problems (e.g., occlusion, large motion) or task-specific problems (e.g., compression artifacts). To cope with this, works have been conducted to bypass explicit optical flow estimation. Niklaus, Mai, and Liu proposed AdaConv (Niklaus, Mai, and Liu 2017) to adaptively generate convolution kernels by implicitly utilizing motion cues for video frame interpolation. Shi et al. introduced ConvLSTM network to exploit contextual information from a long range of adjacent frames (Shi et al. 2015). In this work, we propose to combine motion cues with convolution to efficiently aggregate spatio-temporal information, which also omits the explicit estimation of optical flow.

Deformable Convolution. Dai et al. first proposed to augment regular convolution with learnable sampling offsets to model complex geometric transformations for object detection (Dai et al. 2017; Zhu et al. 2019). Later, several works (Bertasius, Torresani, and Shi 2018; Tian et al. 2018; Wang et al. 2019) extended it along temporal extent to implicitly capture motion cues for video-related applications, and achieved better performance than traditional methods. However, these methods perform deformable convolution in a pairwise manner, thus fail to fully explore temporal correspondances across multiple frames. In this work, we propose STDC to jointly consider a video clip rather than splitting it into several reference-target frame pairs, leading to more effective use of contextual information.
3 Proposed Method

3.1 Overview

Given a compressed video which is distorted by compression artifacts, the goal of our method is to remove those artifacts and accordingly enhance the video quality. To be specific, we conduct the enhancement separately for each compressed frame $I_{LQ}^{t_0} \in \mathbb{R}^{H \times W}$ at time $t_0$. In order to leverage temporal information, we take the preceding and succeeding $R$ frames as reference to help enhancing quality of each target $I_{LQ}^{t_0}$. The enhanced solution $\hat{I}_{HQ}^{t_0} \in \mathbb{R}^{H \times W}$ can then be expressed as

$$\hat{I}_{HQ}^{t_0} = F_{\theta}(\{I_{LQ}^{t_0+R}, \cdots, I_{LQ}^{t_0}, \cdots, I_{LQ}^{t_0-R}\})$$

where $F_{\theta}(\cdot)$ represents the proposed quality enhancement model and $\theta$ are the learnable parameters.

Figure 2 demonstrates the framework of our method, which is composed of a Spatio-Temporal Deformable Fusion (STDF) module and a Quality Enhancement (QE) module. The STDF module takes both target frame and reference frames as input, and fuse contextual information via a spatio-temporal deformable convolution, where the deformable offsets are adaptively generated by an offset prediction network. Then, with the fused feature maps, the QE module incorporates a fully convolutional enhancement network to compute the enhanced result. Since both STDF module and QE module are convolutional, our unified framework can be trained in an end-to-end manner.

1For simplicity, we assume enhancement is performed on luminance channel only. Thus we represent all frames as 2D matrices.

3.2 STDF Module

Spatio-Temporal Deformable Convolution. For a compressed video clip $\{I_{LQ}^{t_0-R}, \cdots, I_{LQ}^{t_0}, \cdots, I_{LQ}^{t_0+R}\}$, the most straightforward temporal fusion scheme, i.e., Early Fusion (EF) (Karpathy et al. 2014), can be formulated as multichannel convolution applied directly on the compressed frames as

$$F(p) = \sum_{t=t_0-R}^{t_0+R} \sum_{k=1}^{K^2} W_{t,k} \cdot I_{LQ}^{t}(p + p_k)$$

where $F$ is the resulting feature map, $K$ represents the size of convolution kernel, $W_t \in \mathbb{R}^{K^2}$ is the kernel for $t$-th channel, $p$ indicates arbitrary spatial position and $p_k$ represents the regular sampling offsets. For example, $p_k \in \{(-1, -1), (-1, 0), \cdots, (1, 1)\}$ for $K=3$. Despite the high efficiency, EF may easily introduce noisy content and reduce the performance of subsequent enhancement due to temporal motion, as shown in Figure 3. Inspired by Dai et al. (Dai et al. 2017), we address this issue by introducing a novel Spatio-Temporal Deformable Convolution (STDC) to augment the regular sampling offset with extra learnable offset $\delta_{(t,p)} \in \mathbb{R}^{2K^2}$ as

$$p_k \leftarrow p_k + \delta_{(t,p),k}$$

It is worth noting that the deformable offset $\delta_{(t,p)}$ are position-specific, i.e., individual $\delta_{(t,p)}$ will be assigned for each convolution window centered at spatio-temporal position $(t, p)$. Thus, spatial deformations as well as temporal
Figure 3: Visualization of EF and our STDC. Herein, red points represent the sampling positions of $3 \times 3$ convolution window centered at green points. The STDC can adapt to both large temporal motion (ball) and the small one (head), and accordingly captures the relevant context for quality enhancement.

dynamics within the video clip can be simultaneously modeled, as shown in Figure 3. Since the learnable offsets can be fractional, we follow Dai et al. (Dai et al. 2017) to apply the differentiable bilinear interpolation to sample sub-pixel $I_t^{LQ}(p + p_k)$.

Unlike previous VQE methods (Yang et al. 2018; Guan et al. 2019) which perform explicit motion compensation before fusion to alleviate the effect of temporal motion, STDC implicitly combines motion cues with position-specific sampling while fusion. This leads to higher flexibility and robustness because adjacent convolution windows can sample contents independently, as shown in Figure 4.

**Joint Deformable Offset Prediction.** Different from optical flow estimation that solely handles one reference-target frame pair at a time, we propose to take the whole clip into consideration and jointly predict all deformable offsets at once. To this end, we apply an offset prediction network $\mathcal{F}_{\theta_{op}}(\cdot)$ to predict an offset field $\Delta \in \mathbb{R}^{(2R+1) \times 2K^2 \times H \times W}$ for all spatio-temporal positions in the video clip as

$$\Delta = \mathcal{F}_{\theta_{op}}([I_{t_0-R}^{LQ}, \ldots, I_{t_0}^{LQ}, \ldots, I_{t_0+R}^{LQ}])$$

where frames are concatenated together as input. Since consecutive frames are highly correlated, offset prediction for one frame can benefit from the other frames, leading to more effective use of temporal information than pairwise scheme. In addition, joint prediction is more computational efficient because all deformable offsets can be obtained in a single inference pass.

As shown in Figure 2-(a), we adopt a U-Net based network (Ronneberger, Fischer, and Brox 2015) for offset prediction to enlarge receptive field so as to capture large temporal dynamics. Convolutional and deconvolutional layers (Zeiler and Fergus 2014) with stride of 2 are used for downsampling and upsampling respectively. For convolutional layer with stride of 1, zero padding is used to retain feature size. For simplicity, we set the filter number of all (de)convolutional layers to $C_1$. Rectified Linear Unit (ReLU) is adopted as activation function for all layers except the last one which is followed by linear activation to regress the offset field $\Delta$. We do not use any normalization layer in the network.

### 3.3 QE Module

The main idea of QE module is to fully explore complementary information from fused feature maps $F$ and accordingly generate the enhanced target frame $\hat{I}_{HQ}^{t_0}$. In order to take advantage of residual learning (Kim, Lee, and Lee 2016), we first learn a non-linear mapping $\mathcal{F}_{\theta_{qe}}(\cdot)$ to predict the enhancement residual as

$$\hat{R}_{HQ}^{t_0} = \mathcal{F}_{\theta_{qe}}(F)$$

The enhanced target frame can then be generated as

$$\hat{I}_{HQ}^{t_0} = \hat{R}_{HQ}^{t_0} + I_{LQ}^{t_0}$$

As illustrated in Figure 2-(c), we implement $\mathcal{F}_{\theta_{qe}}(\cdot)$ through another CNN which consists of $L$ convolutional layers of stride 1. All layers except the last one have $C_2$ convolutional filters followed by ReLU activation. The last convolutional layer outputs the enhancement residual. Without bells and whistles, such plain QE network is able to achieve satisfactory enhancement results.

### 3.4 Training Scheme

Since STDF module and QE module are fully-convolutional and thus differentiable, we jointly optimize $\theta_{op}$ and $\theta_{qe}$ in an end-to-end fashion. The overall loss function $\mathcal{L}$ is set to the Sum of Squared Error (SSE) between the enhanced target frame $\hat{I}_{HQ}^{t_0}$ and the raw one $I_{HQ}^{t_0}$ as

$$\mathcal{L} = \| \hat{I}_{HQ}^{t_0} - I_{HQ}^{t_0} \|_2^2$$

Note that, as there is no ground-truth for deformable offsets, learning for offset prediction network $\mathcal{F}_{\theta_{op}}(\cdot)$ is totally unsupervised and fully driven by the final loss $\mathcal{L}$, which is different from previous works (Yang et al. 2018; Guan et al. 2019) that incorporate auxiliary losses to constrain optical flow estimation.
Table 1: Quantitative results of ΔPSNR (dB) / ΔSSIM (×10⁻²) on test videos at 4 different QPs.

| Method          | Processing Speed @ Different Resolution | #Param(K) |
|-----------------|----------------------------------------|-----------|
|                 | 120p        | 240p    | 480p    | 720p    | 1080p   |          |           |
| DnCNN           |             |         |         |         |         | 918.5    | 547.4    | 141.1    | 6.1     | 2.6     | 556.0    | 8957     |
| RNAN            |             |         |         |         |         | 5.6      |           |           |         |         |           |          |
| MFQE 1.0        | -           | 12.6    | 3.8     | 1.6     | 0.7     | 1788     |           |           |         |         |           |          |
| MFQE 2.0        | -           | 23.3    | 8.4     | 3.7     | 1.6     | 255.0    |           |           |         |         |           |          |
| STDF-R1         | 141.9       | 38.9    | 9.9     | 4.2     | 1.8     | 330.0    |           |           |         |         |           |          |
| STDF-R3         | 132.7       | 36.4    | 9.1     | 3.8     | 1.6     | 365.0    |           |           |         |         |           |          |
| STDF-R3L        | 96.6        | 23.8    | 5.9     | 2.5     | 1.0     | 1275.0   |           |           |         |         |           |          |

Table 2: Quantitative results of speed (FPS) and amount of parameters. Results of speed are measured on Nvidia GeForce GTX 1080 Ti GPU.

4 Experiments

4.1 Datasets

Following MFQE 2.0 (Guan et al. 2019), we collect a total of 130 uncompressed videos with various resolutions and contents from two databases, i.e., Xiph (Xiph.org) and VQEG (VQEG), where 106 of them are selected for training and the rest are for validation. For testing, we adopt the dataset from Joint Collaborative Team on Video Coding (Ohm et al. 2012) with 18 uncompressed videos. These testing videos are widely used for video quality assessment with around 450 frames per video. We compress all the above videos by the latest H.265/HEVC reference software HM16.5 ² under Low Delay P (LDP) configuration, as in previous work (Guan et al. 2019). The compression is conducted at 4 different Quantization Parameters (QPs), i.e., 22, 27, 32, 37, in order to evaluate performance under different compression levels.

4.2 Implementation Details

The proposed method is implemented based on PyTorch framework with reference to MMDetection toolbox (Chen et al. 2019) for deformable convolution. For training, we randomly crop 64 × 64 clips from raw and the corresponding compressed videos as training samples. Data augmentation (i.e., rotation or flip) is further used to better exploit those training samples. We train all models using Adam optimizer (Kingma and Ba 2014) with β₁ = 0.9, β₂ = 0.999 and 𝜖 = 10⁻⁸. Learning rate is initially set to 10⁻⁴ and retained throughout training. We train 4 models from scratch for the 4 QPs respectively. For evaluation, as with previous works, we only apply quality enhancement on Y-channel (i.e., luminance component) in YUV/YCbCr space. We adopt incremental Peak Signal-to-Noise Ratio (ΔPSNR) and Structural Similarity (ΔSSIM) (Wang et al. 2004) to evaluate quality enhancement performance, which measure the improvement of the enhanced video from the compressed one. We also evaluate the complexity of a quality enhancement approach in terms of parameters and computational cost.

4.3 Comparison to State-of-the-arts

We compare the proposed method with state-of-the-art image/video quality enhancement methods, AR-CNN (Dong et al. 2015), DnCNN (Zhang et al. 2017), RNAN (Zhang
et al. 2019), MFQE 1.0 (Yang et al. 2018) and MFQE 2.0 (Guan et al. 2019). For fair comparison, all image quality enhancement methods are retrained on our training set. Results of video quality enhancement methods are cited from (Guan et al. 2019). Three variants of our method with different configurations (refer to previous section for details) are evaluated. 1) STDF-R1 with \( R=1, C_1=32, C_2=48, L=8 \). 2) STDF-R3 with \( R=3, C_1=32, C_2=48, L=8 \). 3) STDF-R3L with \( R=3, C_1=64, C_2=64, L=16 \).

**Quantitative Results.** Table 1 and Table 2 present the quantitative results of accuracy and model complexity respectively. As can be observed, our method consistently outperform all compared methods in terms of average \( \Delta \text{PSNR} \) and \( \Delta \text{SSIM} \) on the 18 test videos. More specifically, at QP 37, our STDF-R1 outperforms MFQE 2.0 on most of the videos, with faster processing speed and comparable parameters. We note that our STDF-R1 simply takes the preceding and succeeding frames as reference, unlike MFQE 2.0 which utilizes high quality neighboring frames, thereby saving the computational cost for searching those high quality frames in advance. As temporal radius \( R \) increases to 3, our STDF-R3 manages to leverage more temporal information, and thus further improves the average \( \Delta \text{PSNR} \) to 0.75 dB, which is 34% higher than MFQE 2.0, 63% higher than MFQE 1.0 and 70% higher than RNAN. Due to the high efficiency of the proposed STDF module, the overall speed of STDF-R3 is still faster than that of MFQE 2.0. Furthermore, \( \Delta \text{PSNR} \) of the enlarged model STDF-R3L reaches 0.83 dB, showing there is still room for improvement of our method by optimizing network architecture. Similar results can be found for \( \Delta \text{SSIM} \) as well as other QPs.

**Qualitative Results.** Figure 5 provides the qualitative results on 4 test videos. It can be seen that compressed frames are seriously distorted by various compression artifacts (e.g., ringing in *Kimono* and blurring in *FourPeople*). Although image quality enhancement methods can decently reduce those artifacts, the resulting frames usually become over-blurred and lack of details. On the other hand, video quality enhancement methods achieve better enhancement results with the help of reference frames. Compared to MFQE 2.0, our STDF models are more robust to compression artifacts and can better explore spatio-temporal information, thereby leading to better restoration of structural details.

**Quality Fluctuation.** It is observed that dramatic quality fluctuation exists in compressed video (Guan et al. 2019), which may severely break temporal consistency and degrade QoE. To investigate how our method can help with this, we plot PSNR curves of 2 sequences in Figure 6. As can be seen, our STDF-R1 model can effectively enhance most of the low quality frames and alleviate quality fluctuation. By enlarging the temporal radius \( R \) to 3, our STDF-R3 model manages to take advantage of adjacent high quality frames, leading to better performance than other compared methods.

**Figure 5:** Qualitative results at QP 37. Note that enhancement is only conducted on luminance component for all methods. Video index (from top to bottom): *BasketballPass, Kimono, FourPeople, Cactus*.

**Figure 6:** PSNR curves of 2 test sequences at QP 37. Top: *BQSquare*. Bottom: *PartyScene*. 
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4.4 Analysis and Discussions

In this section, we conduct ablation study and further analysis. For fair comparison, we only ablate the fusion scheme and fix the QE network to $L=8$, $C_{2}=48$. All models are trained following the same protocol and $\Delta\text{PSNR}/\Delta\text{SSIM}$ are averaged over all test videos from Class B to E at QP 37. Float-point operations (FLOPs) computed on 480p video is used to evaluate the computational cost.

**Effectiveness of STDF.** To demonstrate the effectiveness of STDF for temporal fusion, we compare it with two previous fusion schemes, i.e., early fusion (EF) (Karpathy et al. 2014) and early fusion with motion compensation (EFMC) (Yang et al. 2018; Guan et al. 2019). Specifically, for EFMC scheme, we select two CNN-based optical flow estimators for motion compensation. 1) **EF_STMC**, a lightweight Spatial Transformer Motion Compensation (STMC) network used in MFQE 2.0 (Guan et al. 2019). 2) **EF_FlowNetS**, a larger network used in FlowNet (Dosovitskiy et al. 2015). We train models under different temporal radius $R$ to evaluate the scalability.

Figure 7 presents the comparative results. We can observe that all methods with reference frames outperform the single frame baseline, demonstrating the effectiveness of using temporal information. For $R=1$, STDF significantly outperforms both EF and EFMC in terms of $\Delta\text{PSNR}$ with comparable computational cost, which suggests STDF can make better use of temporal information. As $R$ further increases, it is intriguing that $\Delta\text{PSNR}$ of EF_STMC deteriorates instead, and that of EF_FlowNetS only has marginal improvement. We think the reason is twofold. First, it is difficult for optical flow estimator to capture large temporal motion, which results in ineffective use of the added reference frames. Second, the training samples with different motion intensity may confuse the optical flow estimator, especially for EF_STMC which has relatively low capacity. In contrast, the proposed STDF takes the whole video clip into consideration, forcing the offset prediction network to simultaneously learn motion with various intensity. Thus, $\Delta\text{PSNR}$ of STDF consistently improves as $R$ increases. In addition, the computation of STDF increases much slower than that of EF_STMC and EF_FlowNetS as $R$ increases, which demonstrates the higher efficiency of STDF.

**Effectiveness of STDC.** The proposed STDC features position-specific sampling for temporal fusion, which enables higher flexibility and robustness than traditional fusion scheme with motion compensation (EFMC). To verify this, we introduce a variant of our method that replaces STDC with EFMC. Specifically, the optical flow estimator in EFMC is modified from the offset prediction network, where the output layer of the network is revised for flow estimation instead of offset prediction. According to Table 3, although parameters and FLOPs slightly improve when replacing STDC with EFMC, the overall $\Delta\text{PSNR}$ at $R=1$ and $R=3$ drops by 0.04 dB and 0.08 dB respectively. This demonstrates the effectiveness of the proposed STDC.

**Effectiveness of Joint Offset Prediction.** Joint prediction scheme is introduced to generate deformable offsets for STDC. To demonstrate its effectiveness, we replace it with pairwise prediction scheme. Specifically, we modify the input and output layers of offset prediction network, and conduct offset prediction separately for each reference-target pair. From Table 3 we can see that $\Delta\text{PSNR}$ and $\Delta\text{SSIM}$ with pairwise scheme are reduced, while FLOPs is greatly increased, which shows the proposed joint prediction scheme can better exploit temporal information with high efficiency.

5 Conclusion

We have presented a fast yet effective method for compressed video quality enhancement, which incorporates a novel spatio-temporal deformable convolution to aggregate temporal information from consecutive frames. Our method performs favorably against previous methods in terms of both accuracy and efficiency on benchmark dataset. We believe the proposed spatio-temporal deformable convolution can also extend to other video related low-level vision tasks, including super-resolution, restoration and frame synthesis, for efficient temporal information fusion.
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