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Abstract—Wireless sensors in extreme environments, such as underground, concrete wall and the human body, can enable a large number of important applications. However, deploying wireless sensors on a large scale is a great challenge due to the environment and the high cost and large profile of wireless sensors. Backscatter communication can reduce the cost and size of wireless sensors by removing most of the typical wireless components. In this paper, we propose to leverage the RFID sensors for inter-media magnetic induction-based backscatter communications (MIBC). In this way, the complexity and cost of wireless sensors can be significantly reduced. The sensors leverage magnetic signals to backscatter information which demonstrate high penetration efficiency. We design a system with channel estimation, optimal signal transmission strategy, and an optimal receiver. The channel between the aboveground reader and underground sensors are modeled by using a stratified medium model. The bit-error-rate is evaluated with different configurations. The results suggest that MIBC can be utilized for most of the inter-media applications with low power consumption and high penetration efficiency.

Index Terms—Backscatter communications, inter-media, magnetic induction, RFID sensor.

I. INTRODUCTION

Ubiquitous and pervasive sensing in extreme environments finds a large number of civil and military applications. The underground sensors provide environmental information for precision agriculture to improve farm yields [1]. In-wall wireless sensors continuously monitor the strength of buildings. Intrabody wireless sensors can be leveraged to detect abnormalities at their early stages [2]. However, the large profile and high cost of wireless sensors prevent us from deploying them in large scales. Moreover, replacing batteries in such inaccessible extreme environments is costly or even impossible. Therefore, an inter-media communication mechanism with low power consumption and small size is desirable.

Backscatter communication (BC) is widely used in radio frequency identification (RFID) thanks to its low power consumption [3], [4]. Recently, BC is also adopted to ambiently backscatter existing wireless signals, e.g., WiFi and DTV signals [5], [6], which is used in low-power internet of things (IoT). Sensors (e.g., temperature and image) can be integrated onto the RFID tag to provide sensing capability and the data is transmitted to the reader using BC [5].

Although we can employ BC by deploying RFID sensors in an inaccessible medium (IM), the communication performances, e.g., bit error rate (BER) and power efficiency, are very limited since the IM is lossy, which absorbs wireless signal. Existing BC considers the UHF band, which has limited skin depth in underground, and thus the communication range is small. It requires high transmission power to compensate the high propagation loss. Moreover, the reflected signals by the air-soil boundary is much stronger than the signals scattered by RFID sensors. As a result, the reader cannot decode the scattered signals efficiently. In this paper, we adopt the magnetic induction (MI) communication, which is a low-power technology in extreme environments [7], [8]. It leverages the HF (3-30MHz) or lower frequency bands to create a large skin depth to penetrate the inhomogeneous medium with negligible reflection and propagation loss. MI communications shares the same physical principles with the near field communications (NFC), which can be easily integrated to existing communications platforms.

In this paper, we propose the magnetic induction backscatter communications (MIBC) for inter-media RFID sensors and, without loss of generality, we consider the IM is underground (UG) soil. The RFID sensors are employed to measure the moisture, conductivity, temperature and many other vital parameters. The RFID sensors demand energy for sensing, computation and data storage, which can be provided using wireless power transfer. The unmanned aerial vehicles (UAV) or mobile ground vehicles with readers can visit sensors regularly to collect sensed data. In this way, the sensors do not use active radios, which significantly reduces the energy consumption for wireless communications. The reader charges UG sensors using continuous waves (CWs), which can also be leveraged by the MIBC sensors to backscatter information.

The contributions of this work are summarized as follows:

- We bring the RFID sensor into inaccessible medium and use MIBC for data communications. To the best of our knowledge, this is the first paper investigating inter-media MIBC for lossy and inhomogeneous environment.
- We design a comprehensive energy-efficient MIBC system, including channel estimation, signal modulation and detection, and optimum transmission strategy, which is a promising low-complexity solution for wireless sensing in IM environment.
- We develop a tractable model using stratified medium model to prove the high penetration efficiency of MIBC across boundaries.
The rest of this paper is organized as follows. In Section II, we introduce the system model and the framework. After that, we provide the channel estimation strategy in Section III. The MIBC signal transmission and optimal detection strategies are designed in Section IV. Also, we develop an inter-media channel model by using the stratified medium model. The system performance is numerically simulated and evaluated in Section V. Finally, this paper is concluded in Section VI.

The notations that are utilized in paper are summarized as follows: lower-case bold letters denote vectors and upper-case bold letters denote matrices. The subscript $t$ and $H$ stand for transpose and hermitian. The subscript $x_{a,r(i)}$ denote the real (imaginary) part of $x_a$. The complex number $\tilde{x}_a = x_{a, r} + j x_{a, i}$ is denoted with a tilde to distinguish it from real numbers. The superscript $\tilde{x}^*$ denotes the conjugate of a complex number $\tilde{x}$.

II. SYSTEM MODEL

There are two key components in the proposed system, namely, the reader in the accessible medium, which can be a static reader or a mobile vehicle or a UAV, and the RFID sensors in IM. The reader has $N_t$ transmit coils and a receive coil. The multiple transmit coils are used to increase the diversity to overcome the orientation loss [2]. For example, when there is only one transmit coil, if the sensor coil orientation is perpendicular to the magnetic field generated by the transmit coil, there is no backscatter information since their coupling is zero. This problem can be addressed by using multiple transmit coils. If the sensor coil orientation is perpendicular to the magnetic field generated by one transmit coil, its coupling with other transmit coils cannot be zero due to the spatial diversity. We consider the reader is full-duplex using bistatic techniques to reduce the self-interference [3]. The reader is not a conventional RFID reader in the sense that it can not only read data from sensors but also wirelessly charge them using CWs. The operating frequency is 13.56MHz, which is widely used for RFID, NFC and wireless energy transfer.

Each sensor has a single coil, an impedance modulator, a microprocessor and sensing units. Sensors can harvest energy from the reader, which is used for sensing, computing, data storage, and impedance modulation. Instead of generating high frequency signals, they transmit data by modulating the CWs sent by the reader. The modulation is conducted by changing coil impedance [2], [5]. In this way, the wireless component of the sensor is very simple and energy-efficient.

The operation of the system consists of two phases, namely, channel estimation and data transmission, as shown in Fig. 2. The reader can transmit signals with power $P_h$ and $P_t$, where $P_h > P_t$. The $P_h$ is used when there is no knowledge of the channel state information (CSI) between the sensor and reader, while the $P_t$ is used when CSI is available. The two different transmission strategies are introduced in detail in section III. We assume the sensor first harvest energy from the reader using magnetic induction, then it modulates signals to backscatter the CWs to the reader with information. In this paper, we only focus on the wireless communications.

For the reader, we assume there are $N_t$ transmitters with the same impedance $\tilde{z}_t = r_t + j(\omega_c l_t - 1/(\omega_c c_t))$, where $r_t$ is the resistance, $l_t$ is the self-inductance, $c_t$ is the capacitance to tune the circuit, and $\omega_c$ is the angular frequency. There is only one receiver with impedance $\tilde{z}_r = r_r + j(\omega_c l_r - 1/(\omega_c c_r))$, where $r_r$, $l_r$, and $c_r$ are the resistance, self-inductance and capacitance, respectively. Each sensor has a coil with impedance $\tilde{z}_{s,p} = [r_s + j(\omega_c l_s - 1/(\omega_c c_s))]e^{j\theta_p}$, where $p = 1, 2, \ldots, m$, $m$ is the symbol number, and $r_s$, $l_s$, and $c_s$ are the resistance, self-inductance and capacitance, respectively. The impedance $\tilde{z}_{sprd} = r_s + j(\omega_c l_s - 1/(\omega_c c_s))$ is used for channel estimation and energy harvesting as a predefined symbol, which is known for both the reader and the sensor.

Without loss of generality, we consider there is one active BC sensor in the IM. According to Kirchhoff’s Law, the relation between voltages and currents can be written as $\mathbf{v} = \mathbf{Z}\mathbf{i}$, where $\mathbf{v} = [\tilde{v}_1, \tilde{v}_2, \ldots, \tilde{v}_{N_t}, \ldots, \tilde{v}_{N_t+2}]^T$ is the voltage, $\mathbf{i} = [\tilde{i}_1, \tilde{i}_2, \ldots, \tilde{i}_{N_s}, \ldots, \tilde{i}_{N_s+2}]^T$ is the current and $\mathbf{Z} \in \mathbb{C}^{(N_t+2) \times (N_t+2)}$, where the $i$th diagonal element of $\mathbf{Z}$ is the impedance of the $i$th coil and the off-diagonal element in the $i$th row $j$th column is $j\omega_c m_{ij}$, where $m_{ij}$ is the mutual inductance between the $i$th coil and the $j$th coil. The mutual inductance is a complex number due to the lossy underground environment. The transmit coils are numbered from 1 to $N_t$, the BC sensor is $N_t + 1$ and the receive coil is $N_t + 2$. Since we consider the full-duplex reader, the $\tilde{m}_{k(\tilde{N}_t+2)} = 0$ for $k = 1, 2, \ldots, N_t$. Based on this model, we analyze the channel estimation and transmission strategies for MIBC.

III. CHANNEL ESTIMATION

The reader relies on CSI to optimally transmit magnetic beams to reduce traveling loss and orientation loss. The CSI between the reader and the sensor is unknown and it changes with their positions. Moreover, compared with the far-field wireless communications, the effects of environment changes on MI channel are negligible. Hence, we do not need to perform channel estimation frequently as that in electromagnetic wave (EM)-based communications. In addition, there is no multipath fading in MI communications because signals are transmitted via induction; there is almost no propagation delay. As a result, we can safely consider that the channel has a single-tap.
MI channel estimation has been investigated in [9]–[11]. Different from existing works, the BC has a dyadic backscatter channel (DBC) [4], which is challenging to estimate since UG sensors cannot process the received signals without active radios components, such as oscillators. For a DBC, the downlink is integrated with the uplink, which makes the channel estimation difficult in EM-based communications [6]. In this paper, we propose a channel estimation protocol, which is shown in Fig. 2. Thanks to the stable channel, the results of channel estimation can be utilize for data transmissions within a long period provided that the reader does not change its access fashion. Since the sensors can only blindly send their information for multiple sensors can be performed in a random fashion.

Although we consider one sensor here, the channel estimation for multiple sensors can be performed in a random access fashion. Since the sensors can only blindly send their measurements and there is no feedback from the reader, collisions cannot be detected or avoided by sensors. The reader can estimate the number of sensors and keep sending CWs until all the required information are received correctly [12]. The UG sensors are synchronized; they compete to reserve a time lot. If a sensor wins, all other sensors keep silent in that time slot. We introduce the estimation procedure in the following.

The channel estimation for a single sensor consists of three phases. First, in the transmitter-sensor (\(\hat{m}_{ts}\)) estimation, we turn down the receiver and let the transmitter send CWs to the sensor with the high transmission power \(P_h\). Each coil of the transmitter is associated with the same amount of transmission power, i.e., \(P_h/N_s\). The sensor measures the current in its coil. Meanwhile, each transmit coil measures its voltage and current, which are saved for future processing. Assume the transmitted CW in the transmit coil \(k\) is \(i_k(t) = \Re\{\hat{i}_ke^{j\omega_ct}\}\), which results in a voltage across the sensor coil,

\[
v_k(t) = \Re\{\hat{v}_ke^{j\omega_ct}\} = \Re\{\frac{-1}{N_s}\sum_{k=1}^{N_s} i_k\hat{m}_{ks} + \hat{n}_s\}e^{j\omega_ct}\]

\[
\approx \Re\{\frac{-1}{N_s}\sum_{k=1}^{N_s} i_k\hat{m}_{ks}\}e^{j\omega_ct},
\]

where \(\hat{m}_{ks}\) is the channel coefficient (mutual inductance) between the transmit coil \(k\) and the sensor coil, and \(\hat{n}_s\) is the noise. Note that, since the communication is based on backscatter, \(\hat{n}_s\) is much smaller than the voltage induced by transmitted CWs, otherwise the receiver can barely detect backscattered signals. In the following we only keep the phasor to simplify the notations.

Second, in the predefined sensor-receiver (\(\hat{m}_{sr}\)) estimation phase, the receiver is turned on and the sensor transmits predefined data, i.e., use predefined impedance. Then, the voltage across the receiver’s coil is

\[
\hat{v}_r = \frac{-\sum_{k=1}^{N_s} i_k\omega_c^2\hat{m}_{ks}\hat{m}_{sr}}{\hat{z}_{sprd}} + \hat{n}_r;
\]

where \(\hat{z}_{sprd}\) is the predefined impedance that the sensor uses in this time frame and \(\hat{n}_r\) is the noise in the receiver. Note that, in this process, the sensor only adjusts its impedance to \(\hat{z}_{sprd}\) and the reader measures the voltage \(\hat{v}_r\) to estimate \(\hat{m}_{ks}\) and \(\hat{m}_{sr}\).

Third, in the sensor current transmission phase, the sensor sends the measured \(\hat{v}_s\) in the first phase to the receiver using differential phase shift keying (DPSK) modulation, which will be introduced in next section. The current and voltage are linearly related \(\hat{i}_s = \hat{v}_s/\hat{z}_s\), upon which it can estimate the CSI (or mutual inductance) of the channels. The procedures are given as follows.

First, for the \(N_t\) transmit coils we have

\[
v_{N_t} = Z_{N_t}i_{N_t} + j\omega_c\hat{m}_{ts},
\]

where \(v_{N_t}\) and \(i_{N_t}\) are the first \(N_t\) elements of \(v\) and \(i\) given in the system model, respectively; \(Z_{N_t}\) is the first \(N_t\) column and first \(N_t\) row of \(Z\); and \(\hat{m}_{ts}\) is the unknown mutual inductance between the transmit coils and the sensor coil. Therefore, the mutual inductance can be estimated by

\[
\hat{m}_{ts} = \frac{1}{j\omega_c\hat{z}_s}(v_{N_t} - Z_{N_t}i_{N_t}).
\]

Using (3), the CSI of the channel between the sensor coil and the receive coil can be estimated by

\[
\hat{m}_{sr} = \frac{-\hat{v}_r\hat{z}_{sprd}}{\sum_{k=1}^{N_t}\omega_c^2i_k\hat{m}_{ts}};
\]

The estimation error of \(\hat{m}_{sr}\) is

\[
\hat{e}_{sr} = \hat{m}_{sr} - \hat{m}_{sr} = \frac{-\hat{v}_r\hat{z}_{sprd}}{\sum_{k=1}^{N_t}\omega_c^2i_k\hat{m}_{ts}} = \hat{\beta}(\hat{m}_{ts})\hat{e}_r,
\]

where \(\hat{\beta}(\hat{m}_{ts}) = \hat{z}_{sprd}/\sum_{k=1}^{N_t}\omega_c^2i_k\hat{m}_{ts}\), which is a constant once the transmission strategy is determined. As a result, \(\hat{e}_{sr}\) is also a complex normal distribution, i.e., \(CN(0, |\beta(\hat{m}_{ts})|^2\hat{z}_s^2)\).

In view of (6), to reduce the estimation error we can increase the transmission power (increase \(\hat{i}_k\)) or reduce the impedance of the sensor coil \(\hat{z}_{sprd}\). Recall that we use \(P_h\) in channel estimation; the reason is that we can reduce the estimation errors in this way. Up to this point, all the CSI have been found in (4) and (5), upon which we can design the optimal signal detection and transmission strategy.

**IV. Optimal Transceiver Design for MIBC**

In this section, we introduce the signal detection approach and wireless transmission strategy. Also, we show the advantages of MIBC compared with existing solutions, especially the electromagnetic wave-based solutions.
A. Receiver Detection Design

To increase the reliability and power-efficiency, here we consider the DPSK modulation with \( m \) symbols \( \{\hat{y}_{s,1}, \hat{y}_{s,2}, \cdots, \hat{y}_{s,m}\} \), where \( \hat{y}_{s,p} = 1/\hat{z}_{s,p} \) is the admittance of the \( p \)th coil that is used to modulate the CW. The CW is penetrates into the inaccessible medium. Since we use magnetic induction, the reflection from the boundary is negligible, which will be proved in Section IV-C. Next, we analyze the modulation and demodulation in sequel.

First, in the sensor coil we have the signal

\[
\hat{v}_s = -j\omega_c \sum_{k=1}^{N_s} \hat{\gamma}_k \hat{m}_{ks} - j\omega_c \tau_r \hat{m}_{sr}.
\]  
(7)

Here the noise is neglected due to the large induced voltage in the sensor coil. Also, \( (7) \) is different from \( (1) \), since in the channel estimation all sensors have their own time slots and thus there is no interference. In \( (7) \), the first term on the right-hand-side (RHS) is the voltage induced by the transmit coils, while the second term is the voltages induced by the receive coil. The first term is much larger than the other one because \( i_r \) is induced by the sensor coil current rather than being actively generated by the receive coil. Thus, we can approximately obtain \( \hat{v}_s \approx -j\omega_c \sum_{k=1}^{N_s} \hat{\gamma}_k \hat{m}_{ks} \). Based on it we can obtain the induced voltage in the receive coil when the transmit symbol is \( \hat{y}_{s,p} \).

\[
\hat{v}_{r,p} = \hat{y}_s \hat{y}_{s,p} + \hat{n}_r,
\]  
(8)

where \( \hat{y} = -\sum_{k=1}^{N_s} \omega_c^2 \hat{\gamma}_k \hat{m}_{ks} \). To recover the transmitted symbol \( \hat{y}_{s,p} \), we rewrite the received signal model as

\[
\hat{v}_{r,p} = |\hat{g}| e^{j\phi_g} \hat{y}_{s,p} + \hat{n}_r,
\]

where \( |\hat{g}| \) and \( \phi_g \) are the magnitude and phase of \( \hat{g} \), respectively. Referring to \( (8) \), \( \phi_g \) is a function of \( \hat{m}_{sr} \), which cannot be estimated without any error. Therefore, we adopt a noncoherent detection design by considering \( \phi_g \) as a random variable with uniform distribution in \([0, 2\pi]\). Assume the transmitted signal is \( \{\hat{y}_s\} = \{t_1, t_2\} = \{\hat{y}_{s,p}, \hat{y}_{s,p} e^{j\phi_m}\} \) and the received signal is

\[
\{\hat{v}_{r,p}\} = \{r_1, r_2\} = |\hat{g}| e^{j\phi_g} \{\hat{y}_{s,p}, \hat{y}_{s,p} e^{j\phi_m}\} + \{\hat{n}_{r1}, \hat{n}_{r2}\}.
\]

Then, the optimal detector can be written as

\[
\hat{p} = \arg\max_{1 \leq p \leq m} \frac{P_2}{2\pi} \int_{0}^{2\pi} P(\{\hat{v}_{r,p}\} - |\hat{g}| e^{j\phi_g} \{\hat{y}_{s,p}, \hat{y}_{s,p} e^{j\phi_m}\}) d\phi_g,
\]  
(9)

where \( P_2 \) is the probability that the symbol \( p \) was transmitted.

The solution to \( (9) \) is when the magnitude of the product between the symbol and the received signal is maximized \( (13) \), which is

\[
\hat{p} = \arg\max_{1 \leq p \leq m} \{\hat{v}_{r,p} \cdot \{\hat{y}_{s,p}\}\} = \arg\min_{1 \leq p \leq m} |r_2 - r_1 - \phi_m|.
\]

The detector has a simple structure for implementation. The signal-to-noise ratio (SNR) which is \( T = \frac{|\hat{y}_{s,p}|^2}{\sigma^2_r} \). The data rate \( R \) of the proposed MIBC is determined by the joint bandwidth \( W \) of coil antennas and MI channels \( [3] \), and the relation is \( R = W \log_2 m \) for low BER. As a result, for DBPSK \( R = W \), while for DQPSK \( R = 2W \).

B. Wireless Transmission Strategy

To successfully receive the transmitted information, the transmit currents have to be controlled in order to obtain the SNR to achieve the required BER. Here, we try to maximize the received SNR given the limited transmit power

\[
\max \quad T
\]

subject to \( \sum_{k=1}^{m} P_{tk} \leq P_t \),

(10)

where \( \tau_1 \) is the required SNR and \( P_{tk} \) is the transmit power of the \( k \)th transmit coil. To find the optimal transmission solution, we change the variables to the currents of transmit coils. The SNR can be written in matrix form as

\[
T = \frac{i_k^H C_1 i_t}{\sigma_r^2},
\]

where \( C_1 = m_{tk}|\omega_c^2 \hat{m}_{sr} \hat{y}_{s,p}|^2 \). Although \( C_1 \) consists of the symbol \( \hat{y}_{s,p} \), different symbols do not affect the optimal transmission strategy because they share the same magnitude. The transmit power of a coil is \( P_{tk} = |i_{tk}|^2 r_t/2 \) and the constraint in \( (10) \) can be expressed as

\[
i_k^H Z_{N_t} i_t \leq P_t
\]

where \( Z_{N_t} \) is given in \( (3) \). Since the original problem is non-convex, a solution cannot be efficiently found. We reorganize the problem by considering the the SNR as a constrain and minimize the transmit power, i.e.,

\[
\min_{i_t} i_k^H Z_{N_t} i_t
\]

subject to \( i_k^H C_1 i_t \geq T \sigma_r^2 \).

Then, the above problem becomes a nonconvex quadratically constrained quadratic programming. Since the objective function is convex (\( Z_{N_t} \geq 0 \)), it can be solved efficiently using semidefinite relaxation \( (14) \). The optimal \( i_t \) can satisfy the SNR constrain and minimize the transmitted power. From the perspective of implementation, the current can be generated using a feedback loop, i.e., by measuring the magnitude and phase of the current in a transmit coil and compare it with the expected value.

C. Effects of Inhomogeneous and Lossy Media

Up to this point, we have developed the communication system by assuming the CSI can be estimated. In this subsection, we investigate the effects of the inhomogeneous and lossy UG environment and develop a mutual inductance model by considering the air-soil interface as well as the soil conductivity. Moreover, the advantage of MIBC over EM-based communications in UG environment is discussed.
By using (11), we can obtain the transverse components
\[
(h_{ug,\rho}, h_{ug,\phi}) = \int_{-\infty}^{\infty} \frac{1}{k_{\rho}^2} \left( \frac{\partial}{\partial \rho} \frac{\partial h_{ug,z}}{\partial z} - \frac{1}{\rho} \frac{\partial}{\partial \phi} \frac{\partial h_{ug,z}}{\partial z} \right) dk_{\rho}
\]
= \frac{i_1 \pi a^2 N_c}{8\pi} \int_{-\infty}^{\infty} \left( k_{\rho}^2 H_1^{(1)}(k_{\rho} \rho), 0 \right) T_{12} e^{-jk_{2z}z} dk_{\rho}.
\]
Once we have the intensity of the magnetic field \( h_{ug} = (h_{ug,\rho}, h_{ug,\phi}, h_{ug,z}) \) in underground, the mutual inductance between a coil in air and a coil in soil is
\[
m_{ug,ug} = \frac{\mu_2 \pi a^2 N_c h_{ug} n_i}{i_t}, \quad (12)
\]
where \( n_i \) is a unit vector denoting the orientation of a coil.

The propagation efficiency is defined as [16]
\[
\eta_{mi} = \frac{p_{rec}}{p_{tra}} = \frac{\omega_0^2 |m_{ug,ug}|^2}{2(\omega_0^2 |m_{ug,ug}|^2 + 2\tau_2^2)}.
\]

Note that, since we focus on the propagation loss, we implicitly assume the coils are perfectly matched to avoid antenna reflection losses.

Next, we study the propagation loss of EM solutions. Since in UHF the wavelength is much smaller compared with the distance between the devices in air and soil, here we employ the wave propagation model instead of full EM fields analysis. To remove the effects of incident angle, we assume the coil in the soil is right under the coil in the air, i.e., there is no horizontal deviation. Then, the propagation efficiency using the received power divided by the transmitted power can be written as
\[
\eta_{em} = \left( \frac{\lambda_1}{4\pi d_1} \right)^2 \left( \frac{\lambda_2}{4\pi d_2} \right)^2 G_1 G_2 T_{em} e^{-2k_{2z}d_2},
\]
where \( \lambda_i \) and \( G_i \) are the wavelength and antenna gain in the \( i \)th medium, respectively. \( T_{em} = 2\eta_2/(\eta_2 + \eta_1) \), where \( \eta_1 = \sqrt{\epsilon_1/\mu_1} \). By using the developed model, we compare the performance of MIBC and existing solutions in next section.

2) Reflection Analysis: For backscatter communications in inhomogeneous medium, the reflection can be considered as interference with reasonable strength since the reflection from the boundary travels a shorter distance than the backscattered signals. It is a great challenge for UHF signals since the wavelength is small and the reflection is strong on the boundary. As a result, the receiver receives a large reflected signal, which can be much stronger than the backscattered signals. This problem can be solved by using MIBC, because the magnetic field has strong penetration efficiency and thus negligible reflections.

The reflection coefficient for a small magnetic coil, which is close the boundary, can be written as
\[
\mathcal{R}_{12} = \frac{k_{1z} - k_{2z}}{k_{1z} + k_{2z}} e^{2jk_{1z}d_1}.
\]
Since the evanescent wave is dominant the near field, \( k_\rho \) is much larger than \( k_1 \) and \( k_2 \). As a result, \( k_{1z} \approx k_{2z} \) and, hence, the reflection can be neglected.
V. PERFORMANCE EVALUATION

In this section, we numerically simulate the performance of the proposed system. In (12), we provide an equation for the mutual inductance between two coils in different media. For the coils of the reader, they are very close to each other and the coils cannot be regarded as a dipole point. Here, we adopt an exact solution and the mutual inductance between two coils in different media. For the proposed system. In (12), we provide an equation for the mutual inductance between the transmit coil $p$ and the transmit coil $q$ can be written as [17]

$$m_{p,q} = \mu_1 \pi a_p a_q N_p N_q \int_0^\infty J_0(s d_{pq}) J_1(s a_p) J_1(s a_q) ds,$$

where $a$ is the coil radius, $N$ is the coil number of turns, $d_{pq}$ is the distance between the two coils, and $J_n(x)$ is the Bessel function of the first kind with order $n$. To numerically evaluate the above equation is challenging since it consists of oscillating functions. Here, we adopt the Gauss Quadrature to find the solutions, which has the same accuracy as the results in [17].

The parameters are given as follows. The reader has a 0.15m × 0.1m board to accommodate the transmit and receive coils. The radii and number of turns of the four transmit coils and the receive coil are 0.02m and 5, respectively. By using copper wires with radius 0.145cm, the coil resistance, self-inductance and the tuning capacitance are 0.13$\Omega$, 1.69$\mu$H and 81.51pF, respectively. The sensor coils has 2 turns with radius 0.02m to reduce its size and weight, and the coil resistance, self-inductance, and the tuning capacitance are 0.013$\Omega$, 0.1$\mu$H and 81.51pF, respectively. All the coils are vertically orientated (z-axis). The real relative permittivity, relative permeability and conductivity of soil are 5, 1 and 0.01S/m, respectively. The frequency is 13.56MHz. The noise level is considered as -80dBmV. The reader is 0.05m above the air-soil interface, i.e., $d_1 = 0.05$m. We consider the modulation schedule is DQPSK with four symbols.

First, the effect of sensor depth is shown in Fig. 4. The horizontal distance between the reader and the sensor is 0.5m. We change the vertical depth of the sensor from 0.15m to 0.45m, which are typical depth for most of the underground agriculture applications. The SNR is increased from -10dB to 20dB. We run the simulation for 10,000 times to calculate the BER. As shown in the figure, when the SNR is higher than 16dB the BER becomes zero for all the considered depth. When the depth is 0.45m, the performance is a little worse, but very close the other smaller depth, which shows the robustness of the MIBC.

The effect of soil conductivity is shown in Fig. 5. The horizontal distance does not change and the vertical depth is 0.3m. As shown in the figure, very high conductivity, i.e., 0.1S/m, can generate strong effects. The MIBC cannot work in such highly lossy medium due to the significant signal attenuation. The sensor does not have active input and the path loss is large. But when the conductivity is small, which is true for most underground soil, the performance is reliable.

Channel estimation error can affect the optimal transmission strategy and the signal detection. In Fig. 6, we change the transmit power for channel estimation with various soil conductivity. The horizontal distance between the reader and the sensor is 0.5m. We gradually increase the conductivity of the soil medium
and show the propagation efficiency derived in Section IV-C. Here we normalized the propagation efficiency by dividing it by the efficiency when soil conductivity is 1mS/m to ease the exposition and visualization. The results suggest that when the environment changes, MI communication is robust, while the EM-based communication suffers from a dramatic loss in efficiency. As a result, in dynamic extreme environments, MI is a better solution.

In addition, compared with point-to-point active MI communications [8], [10], the MIBC does not actively generate wireless signals and thus its power consumption is low. Different from wireless sensors, the main power consumption of BC sensor are the sensing, data storage, and computation, which occupies less than 20% of the overall power consumption in wireless sensors [18]. Therefore, the power efficiency can be increased dramatically.

VI. CONCLUSION

A magnetic induction-based backscatter communication (MIBC) system for inter-media wireless sensing is designed and analyzed in this paper. The low-cost and low-profile RFID sensor is buried in inaccessible medium to monitor various parameters and backscatter the sensed data. Thanks to the high penetration efficiency of magnetic induction communications, the reflected signals on the boundary can be neglected. We design a complete communication system, including channel estimation, modulation, demodulation, optimal transmission strategy, and developed a comprehensive underground MI channel model for inhomogeneous underground medium to characterize the signal propagation. The results show that the MIBC consumes low power and it is feasible to work in most inaccessible medium without high conductivity. The multiple transmit coils provide flexibility and reliability to the system, upon which we can optimally control the backscatter communications. The developed system can find many other applications in extreme environment, such as in-wall structure monitoring and intra-body sensing.
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