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Abstract—We present a multi-camera visual-inertial odometry system based on factor graph optimization which estimates motion by using all cameras simultaneously while retaining a fixed overall feature budget. We focus on motion tracking in challenging environments, such as narrow corridors, dark spaces with aggressive motions, and abrupt lighting changes. These scenarios cause traditional monocular or stereo odometry to fail. While tracking motion with extra cameras should theoretically prevent failures, it leads to additional complexity and computational burden. To overcome these challenges, we introduce two novel methods to improve multi-camera feature tracking. First, instead of tracking features separately in each camera, we track features continuously as they move from one camera to another. This increases accuracy and achieves a more compact factor graph representation. Second, we select a fixed budget of tracked features across the cameras to reduce back-end optimization time. We have found that using a smaller set of informative features can maintain the same tracking accuracy. Our proposed method was extensively tested using a hardware-synchronized device consisting of an IMU and four cameras (a front stereo pair and two lateral) in scenarios including: an underground mine, large open spaces, and building interiors with narrow stairs and corridors. Compared to stereo-only state-of-the-art visual-inertial odometry methods, our approach reduces the drift rate, relative pose error, by up to 80% in translation and 39% in rotation.

Index Terms—Visual-Inertial SLAM; Omnidirectional Vision; Localization

I. INTRODUCTION

State estimation is a fundamental capability required for autonomous robot navigation in real-world scenarios. Motion tracking using cameras is very popular due to their low weight, small form factor, and low hardware cost. Specifically, Visual-Inertial Odometry (VIO) methods, which fuse feature tracking from a camera with estimation from an Inertial Measurement Unit (IMU), have now become the standard for odometry on Micro Aerial Vehicles (MAVs) [1]. These systems can also be deployed on a range of platforms, such as handheld rigs, quadrupeds, and vehicles with applications ranging from indoor and outdoor navigation to underground exploration [2] (Fig. 1).

When performing VIO, cameras can track scene information at the frame rate while the IMU can provide high frequency motion estimates between keyframes. Although VIO frameworks are generally effective, they are prone to failure in degenerate scenarios such as over/under exposure, textureless surfaces, and when there is aggressive motion. Another issue with the minimal setup composed of just a monocular camera is that this system results in a single point of failure. Even if IMU measurements can be integrated, the system can quickly diverge within a few seconds of a feature tracking failure.

Fusing information from additional cameras can greatly improve robustness and estimation accuracy at the cost of extra complexity and computational burden. The most obvious benefit of Multi-Camera VIO (MC-VIO) is redundancy, e.g., if one of the cameras suffers from a sudden drop in tracked features, the other cameras can still estimate motion. Furthermore, if the cameras are arranged to have overlapping Fields of View (FoV), a feature could potentially be tracked across the cameras for as long as it is visible in any camera. Multi-camera solutions have been presented in the past [4], [5], [6], however, no proposal has studied cross camera feature tracking.

In this paper, we explore how to effectively track features across all the cameras and how to select the best subset of features to keep the computational time bounded.

A. Contribution

The main contributions of this work are the following:

- A novel factor graph formulation that tightly fuses tracked features from any number of stereo and monocular cameras, along with IMU measurements, in a single consistent optimization process.
- A simple and effective method to track features across cameras with overlapping FoVs to reduce duplicate landmark tracking and improve accuracy.
• A submatrix feature selection (SFS) scheme that selects the best landmarks for optimization with a fixed feature budget. This bounds computational time and achieves the same accuracy compared to using all available features.
• Extensive experimental evaluation across a range of scenarios demonstrating superior robustness, particularly when VIO with an individual camera fails.

The proposed algorithm, VILENS Multi-Camera (VILENS-MC), builds upon our previous VILENS estimation system [7, 8], by fusing multiple cameras and improving front-end feature processing.

II. RELATED WORK

There has been extensive research into monocular and stereo camera VIO. These methods can be categorized into either optimization or filter based approaches. In recent years, optimization based methods such as VINS-Mono [9], ORB-SLAM3 [10], and OKVIS [11] have become popular due to their ability to optimize a trajectory of poses. This is in contrast with methods based on Extended Kalman Filters (EKF) which marginalize all previous states. However, some modern filtering methods have achieved competitive performance via stochastic cloning [12]. For a more detailed review, readers can refer to comparisons in [13] and [14].

MC-VIO has been less extensively studied because of hardware complexity and potentially high computational requirements. Recent work from Jaekel et al. [4] fused two pairs of stereo cameras and accounted for the uncertainty in the extrinsics in both their front- and back-end systems to improve performance. However, they had limited real-world experiments and no ground truth comparisons.

A VIO system by Liu et al. [15], with three pairs of stereo cameras, estimated poses by minimizing photometric errors. This work was developed and tested in autonomous driving scenarios where the authors showed the benefit of a multi-camera system when driving at night. However, since a constant velocity motion model was used, their method is not suitable for handheld sensing or robots with highly dynamic motions.

A unique omnidirectional setup was proposed by Seok et al. [5] with four large FoV cameras. The four overlapping image regions were treated as four stereo cameras, but the system did not fully take advantage of the camera setup to track features across the camera pairs.

With a focus on aerial robotics, Müller et al. [16] used two pairs of stereo cameras on an MAV (looking up and down). The images from their wide-angle cameras were split in half and fed into four separate stereo VIO systems running on a Field Programmable Gate Array (FPGA). The VIO outputs and an IMU were then fused together using an EKF in a loosely coupled fashion. However, the experimental results were limited to an indoor office building.

Kuo et al. [17] introduced a more general design for multi-camera Simultaneous Localization and Mapping (SLAM), which involved an adaptive initialization scheme, keyframe selection, and map management. Their system was based on SVO [18] and their approach required minimal parameter tuning. However, their real-world experiments showed little improvement in accuracy when using a multi-camera setup.

Meanwhile, using a Multi-State Constraint Kalman Filter (MSCKF), Eckenhoff et al. [6] fused six cameras with multiple IMUs. The MSCKF’s low computational requirements allowed for asynchronous camera keyframe processing and real-time operation. They presented detailed simulation results, however, real-world experiments were limited to a small lab environment.

We introduce a MC-VIO framework to fuse an arbitrary number of stereo and monocular cameras, with a focus on multi-camera feature selection and tracking.

We are particularly motivated to address common challenges and failure cases in mono and stereo VIO, which have not been a focus of recent studies. Hence, our system is designed and tested in a variety of challenging environments, covering fast and abrupt motions, severe illumination changes, indoor/outdoor scenes, and dark underground environments.

III. PROBLEM STATEMENT

We aim to estimate the position, orientation, and velocity of a mobile platform equipped with an IMU and multiple hardware-synchronized cameras. Fig. 2 shows the multi-camera device used in for the majority of the experimental results.

The relevant reference frames are as follows: the earth-fixed world frame \( \mathbb{W} \), the platform-fixed base frame \( \mathbb{B} \), the IMU frame \( \mathbb{I} \), and \( n \) individual camera frames \( \mathbb{C}_c \) where \( c \in \{1, ..., n\} \).

Unless otherwise specified, the position \( x_{\mathbb{P}_{\mathbb{W}_b}} \) and orientation \( R_{\mathbb{W}_b} \) of the base (with \( y_{\mathbb{T}_{\mathbb{W}_b}} \in SE(3) \) as the corresponding homogeneous transform) are expressed in world coordinates; the linear velocity is in the base frame \( y_{V_{\mathbb{W}_b}} \), and IMU biases \( b^g \), \( b^a \) are expressed in the IMU frame.

A. State and Measurements Definition

The state of the sensor rig at time \( t_i \) is defined as follows,

\[
x_i \triangleq [R_i, p_i, v_i, b^g_i, b^a_i] \in SO(3) \times \mathbb{R}^{12}
\]  \hspace{1cm} (1)

where: \( R_i \) is the orientation, \( p_i \) is the position, \( v_i \) is the linear velocity, and \( b^g_i, b^a_i \) are, respectively, the usual IMU gyroscope and accelerometer biases. In addition to the states, we track point landmarks \( m_i \) as triangulated visual features.

The objective is to estimate the optimized trajectory \( x_k \) of all states \( x_i \) and landmarks \( m_k \) visible up to the current time \( t_k \) within a fixed lag smoothing window.

The measurements from the set of multiple cameras \( C \) and an IMU \( z \) are hardware synchronized but received at different frequencies. We define \( Z_k \) as the full set of measurements received within the smoothing window.
B. Stereo and Mono Landmark Factors

We define a visual landmark in Euclidean space as

\[ \mathbf{x} = \text{arg max } p(\mathbf{x}_k | \mathbf{Z}_k) \sim p(\mathbf{x}_0)p(\mathbf{Z}_0 | \mathbf{x}_k) \]

The measurements are formulated as conditionally independent and corrupted by white Gaussian noise. Therefore, Eq. (2) can be expressed as the following least squares minimization [19]

\[ \mathbf{x}_k^* = \text{arg min } \| \mathbf{r}_{\mathbf{x}_i} \|_{\mathbf{\Sigma}_0}^2 + \sum_{i \in K_k} \left( \| \mathbf{r}_{\Delta \mathbf{r}_{ij}} \|_{\mathbf{\Sigma}_{\Delta \mathbf{r}_{ij}}}^2 + \sum_{j \in M_i} \left( \| \mathbf{r}_{\Delta \mathbf{v}_{ij} + \mathbf{r}_{\Delta \mathbf{p}_{ij}} + \mathbf{r}_{\mathbf{u}_{ij}} + \mathbf{r}_{\mathbf{b}_{ij}} \|_{\mathbf{\Sigma}_{\Delta \mathbf{r}_{ij}}}^2 \right) \right) \]

where \( \mathbf{r}_{\Delta \mathbf{r}_{ij}} \) are the IMU measurements between \( t_i \) and \( t_j \), and \( K_k \) are all the keyframes indices in the sliding window up to \( t_k \). Each term is the residual associated to a factor type, weighted by the inverse of its covariance matrix. The residuals include prior, IMU, and visual landmark factors.

IV. FACTOR GRAPH FORMULATION

In this section, we describe the measurements, residuals, and covariances of the IMU and visual factors shown in Fig. 3.

A. Preintegrated IMU Factors

We follow the standard manner of IMU measurement preintegration from [11] to constrain the pose, velocity, and biases between two consecutive nodes of the graph, providing high frequency state updates between nodes. The residual has the following form,

\[ \mathbf{r}_{\mathbf{x}_i} = \left[ \mathbf{r}_{\Delta \mathbf{r}_{ij}}, \mathbf{r}_{\Delta \mathbf{v}_{ij}}, \mathbf{r}_{\Delta \mathbf{p}_{ij}}, \mathbf{r}_{\mathbf{b}_{ij}}, \mathbf{r}_{\mathbf{u}_{ij}} \right] \]

For a detailed definition of the above residuals, see [11].

B. Stereo and Mono Landmark Factors

We define a feature extraction and stereo matching in ORB-SLAM2 [21] takes ~24.8 ms which is significant for a 30Hz image stream. Instead, we make use of the known camera extrinsics and the preintegrated IMU measurements between states to associate features geometrically.

When feature depth is available at the current image time \( t_k \) (e.g., from stereo camera triangulation), then we can directly project the visual landmark \( \mathbf{m}_t \) from camera \( C_j \) into camera \( C_j \) via the extrinsic transformation between cameras \( T_{C_j,C_j} \),

\[ (u,v)_{e,i,c,j,t_k} = \pi_{C_j} \left( T_{C_j,C_j} \mathbf{c}, \mathbf{m}_t, t_k \right) \]

Alternatively, if the feature depth is not directly available at the current timestamp (e.g., if the feature is only tracked in a monocular camera), then we instead use the preintegrated IMU measurements to estimate the landmark location at the current time,

\[ (u,v)_{e,i,c,j,t_k} = \pi_{C_j} \left( T_{C_j,C_j} \mathbf{c}, \mathbf{m}_t, t_k \right) \]

where \((u^L, v), (u^R, v))\) are the pixel locations of the detected landmark. \( \mathbf{\Sigma}_m \) is computed using an uncertainty of 0.25 pixels. We also account for lens distortion using the covariance warping method from [8]. For monocular landmarks, only the first and the last rows of Eq. (5) are used.

The location of the landmarks detected by the stereo camera pair is initialized using stereo triangulation. For landmarks detected in monocular cameras, we triangulate the feature location over the last \( N_{obs} \) frames using the Direct Linear Transform (DLT) algorithm from [20].

V. CROSS CAMERA FEATURE TRACKING

Most multi-camera systems do not take advantage of the overlapping FoVs of their setups, which produce common image regions that allow for cross-camera feature matching.

We propose a simple and effective method to continuously track features across different cameras which we call Cross Camera Feature Tracking (CCFT). CCFT can avoid the optimization of redundant landmarks by tracking the same feature in different cameras simultaneously. As shown in Fig. 3, we continually add constraints between states \( \mathbf{x}_i \) and landmarks \( \mathbf{m}_t \) even as they are tracked across cameras. For example, landmark \( \mathbf{m}_1 \) is first tracked in a stereo camera at \( \mathbf{x}_0, \mathbf{x}_1, \mathbf{x}_2 \), then tracked in a monocular camera at \( \mathbf{x}_3 \).

A common approach to perform this feature matching would be via feature descriptors. However, this would be computationally expensive for real-time, high-frequency VIO on a mobile platform. For example, the combination of feature extraction and stereo matching in ORB-SLAM2 [21] takes ~24.8 ms which is significant for a 30Hz image stream. Instead, we make use of the known camera extrinsics and the preintegrated IMU measurements between states to associate features geometrically.

When feature depth is available at the current image time \( t_k \) (e.g., from stereo camera triangulation), then we can directly project the visual landmark \( \mathbf{m}_t \) from camera \( C_j \) into camera \( C_j \) via the extrinsic transformation between cameras \( T_{C_j,C_j} \),

\[ (u,v)_{e,i,c,j,t_k} = \pi_{C_j} \left( T_{C_j,C_j} \mathbf{c}, \mathbf{m}_t, t_k \right) \]

Alternatively, if the feature depth is not directly available at the current timestamp (e.g., if the feature is only tracked in a monocular camera), then we instead use the preintegrated IMU measurements to estimate the landmark location at the current time,
where \( T_{t_k, t_{k-1}} \) is the estimated transform between the previous camera pose at \( t_{k-1} \) and the current time \( t_k \).

This process is completed for each feature in the overlapping image regions. The projected feature location is refined by matching it to the closest image feature in camera \( c_j \), using a Euclidean distance metric. This is a highly effective method in practice, assuming there is a good extrinsic calibration. Any incorrect associations are handled by the optimizer using robust cost functions.

Fig. 4 shows an example of the feature matches using CCFT. The purple areas highlight the overlapping image regions where features can be tracked across cameras. The CCFT method typically reduces the number of landmarks added into the optimization back-end and gives improved estimation accuracy. This is discussed further in Section IX-A.

VI. SUBMATRIX FEATURE SELECTION

In general, increasing the number of features tracked in a VIO system improves the estimation accuracy [15]. However, it also increases computation, eventually reaching a point where the algorithm can fail due to computational constraints. This also increases computation, eventually reaching a point where the VIO system improves the estimation accuracy [15]. However, it

Specifically, our SFS algorithm is based on \([22]\), where the authors presented a feature selection algorithm to reduce the computational cost of active map-to-frame feature matching. We instead apply this algorithm to MC-VIO and implement changes to improve numerical stability. The aim is to maintain accuracy while reducing the optimization time of MC-VIO.

In this section, we first outline the construction of the joint feature Jacobian and covariance matrices. Then, we describe the Max-logDet algorithm to select the most representative subset of tracked features to be optimized.

A. Construct Joint Feature Jacobian Matrix

The optimization aims to minimize the cost function defined in Eq. 6. Since we are interested in selecting the best features in each frame \( k \), we focus on improving the conditioning of the landmark residual, where \( z_l \) is the feature location of \((u, v)\),

\[
X^* = \arg \min_{X} \sum_{m \in M} \|\pi(T, m) - z_l\|^2_{\Sigma_m} \tag{8}
\]

Stacking \( m \), \( z \) into column matrices \( M, Z \) we get,

\[
X^* = \arg \min_{X} \|\Pi(T, M) - Z\|^2_{\Sigma} \tag{9}
\]

Applying the method from \([22]\), we perform a first order linearization around the initial value \( T_g \),

\[
\|\Pi(T, M) - Z\|^2_{\Sigma} \approx \|\Pi(T_g, M) + H_T(T \odot T_g) - Z\|^2_{\Sigma} \tag{11}
\]

where \( H_T \) is the pose Jacobian linearized about the value \( T_g \), and \( \odot \) is the Lie group difference operator between poses [8].

To minimize Eq. (11), we can use Gauss-Newton optimization to iteratively update the pose estimate,

\[
T_{g+1} = T_g - H_T^T(\Pi(T_g, M) - Z) \tag{12}
\]

where \( H_T^T \) is the Moore-Penrose pseudo-inverse of \( H_T \). This method has converged (i.e., reached minimal error) when the update step is approximately zero, i.e.,

\[
\epsilon_T = H_T^T(\Pi(T_g, M) - Z) \approx 0 \tag{13}
\]

Performing another first order linearization around \( M_g \),

\[
\epsilon_T \approx H_T^T(\Pi(T_g, M_g) - Z + H_M(M - M_g)) \tag{14}
\]

\[
\epsilon_T = H_T^T(\epsilon_Z - H_M \epsilon_M) \tag{15}
\]

where \( H_M \) is the landmark-to-image projection Jacobian. We define the measurement error as \( \epsilon_Z = \Pi(T_g, M_g) - Z \), and the landmark error as \( \epsilon_M = M - M_g \).

Without loss of generality, the measurement error can be modeled as \( \epsilon_Z \sim N(0, \Sigma_{z_l}) \) which is influenced by image processing parameters and noise. However, if biased landmark errors exist, then the mean of error distribution is non-zero. This could be caused by batch perturbation of the landmark positions by incorrect camera poses, or a slight scale error. Hence the landmark error is modeled as non-zero-mean i.i.d. Gaussian, \( \epsilon_M \sim N(\mu_{M}, \Sigma_M) \), such that the expected value of \( \epsilon_T \) is

\[
E[\epsilon_T] = E[H_T^T(\epsilon_Z - H_M \epsilon_M)] \tag{16}
\]

\[
E[\epsilon_T] = H_T^TH_M I_{n/M} \tag{17}
\]

\[
H_M^T H_T E[\epsilon_T] = I_{n/M} \tag{18}
\]

where \( I_{n/M} \) is a tall matrix made of identity matrices to transform the dimension of \( \mu_M \). \( H_M \) consists of \( n \) diagonal blocks made up of individual landmark Jacobians \( H_{m \ell} \in \mathbb{R}^{2 \times 3} \), where \( n \) is the number of landmarks with known 3D positions. \( H_T \) consists of pose Jacobians for each landmark \( H_{T, m \ell} \in \mathbb{R}^{2 \times 6} \).

To obtain a joint Jacobian matrix \( H_j \), we add an additional row of zeros to \( H_{T, m \ell} \) and a row of \([0, 0, 1]\) to \( H_{m \ell} \). This makes \( H_{T, m \ell} \) invertible without changing the structure of the least squares problem [23]. Performing block-wise multiplication results in the matrix \( H_j \),

\[
H_j = \begin{bmatrix} H_{m0}^{-1} & \cdots & H_{m_{n-1}}^{-1} \end{bmatrix}^T \tag{19}
\]

from which the simplified pose covariance matrix follows,

\[
\Sigma_T = H_j^T(H_j^T)^T = (H_j^T H_j)^{-1} \tag{20}
\]

B. Submatrix Selection

Since the overall pose error depends on the spectral properties of \( H_j \), we aim to find a submatrix \( H_{sub} \) (i.e., subset of features) that best preserves this distribution. This can be understood as finding row blocks in \( H_j \) to maximize the norm of the selected submatrix.

We adapt the stochastic sampling method presented in [22] for feature selection. We choose the Max-logdet metric since it best approximates the original full feature set in visual odometry [23], [24]. Additionally, the combination of greedy (deterministic) and stochastic sampling (randomized acceleration) gives the best approximation ratio of any polynomial time algorithm [25].
Fig. 5. Overview of the VILENS-MC architecture. The IMU and cameras are handled in separate threads by front-end measurement handlers. The back-end produces both a high frequency forward-propagated output and a lower frequency optimized output.

We note that since $H_{J_i} \in \mathbb{R}^{2 \times 6}$ is not a full rank matrix, the determinant of its square $H_{J_i}^T H_{J_i}$ would be zero. In contrast to [22], we add a small diagonal matrix $\lambda I \in \mathbb{R}^{6 \times 6}$ to the log det calculation,

$$H_{J_i} = \arg \max \left( \log \det \left( H_{J_i}^T H_{J_i} + H_{sub}^T H_{sub} + \lambda I \right) \right) \quad (21)$$

This makes the squared matrix full rank with a non-zero determinant while preserving its spectral properties. An alternative method would be projecting $H_{J_i}^T H_{J_i}$ onto a full rank subspace, which we will consider in future work.

We apply this algorithm to each camera individually in our multi-camera setup. An ablation study showing how this method maintains high accuracy and improves optimization time is presented in Section IX-B.

VII. Implementation

An overview of the system architecture is shown in Fig. 5. Three parallel threads perform IMU preintegration, camera image processing, and optimization, respectively. The system outputs the optimized state estimate from the factor graph at camera keyframe frequency (typically 15 Hz) for navigation or mapping, while a forward-propagated state at IMU frequency is also produced at 400 Hz for high frequency tasks.

The factor graph is solved using fixed lag smoothing based on the efficient incremental optimization solver iSAM2 from the GTSAM library [19]. For all of our experiments, we used a lag time of 3.5 s. To reduce the effect of outliers, the visual factors are added to the graph using the Dynamic Covariance Scaling (DCS) robust cost function [20].

A. Hardware and Calibration

The sensor used for our experiments is the Alphasense multi-camera development kit from Sevensense Robotics AG, shown in Fig. 2. An onboard FPGA synchronizes the IMU and four grayscale fisheye cameras – a frontal stereo pair with an 11 cm baseline and two lateral cameras. Each camera has a FoV of $126^\circ \times 92.4^\circ$ and a resolution of $720 \times 540$ px. This configuration produced an overlapping FoV between the front and side cameras of about $36^\circ$. The cameras and the embedded cellphone-grade IMU were operated at 30 Hz and 200 Hz, respectively. Camera-IMU extrinsic and intrinsic calibration was conducted offline using the Kalibr [27] toolbox. The Ouster OS0-128 lidar shown in the figure was used only for ground truth generation and all sensors were hardware synchronized with an Intel NUC via Precision Time Protocol (PTP).

B. Initialization

We initialize the IMU biases by averaging the first 1 s of data at system start up (assuming the IMU is stationary).

To solve the scale initialization problem, which is often present in monocular visual odometry systems, we combine preintegrated IMU measurements and depth from the stereo camera pair. Notably, the CCFT method allows features from the stereo camera to flow into the monocular camera, speeding up the depth initialization process.

C. Visual Feature Tracking

To get an even feature distribution across each image, we split them into $3 \times 3$ tiles before applying the FAST feature detector to each segment. These features are tracked between frames using the KLT feature tracker and across cameras using the CCFT method described above. Outliers are rejected using RANSAC-based methods. Thanks to the incremental optimization and multi-threading, every second frame is used as a keyframe, achieving a 15 Hz nominal output.

VIII. Experimental Results

We evaluated our algorithm on a variety of challenging indoor and outdoor datasets, varying from narrow corridors to large open spaces. We compared our algorithm to state-of-the-art methods, evaluating both quantitative and qualitative performance. We also include ablation studies showing how our proposed contributions reduced Relative Pose Error (RPE) and decreased computation time. Finally, we demonstrated the versatility of this approach by applying VILENS-MC to a quadruped robot operating in an unlit mine.

A. Datasets

Fig. 6 gives an overview of the datasets used for evaluation. These include additional multi-camera experiments collected for the Newer College Dataset (NCD) [28], operation in an
Fig. 7. Examples of challenging scenes where it was difficult to track features. Orange and green circles are features tracked by monocular and stereo cameras, respectively (some have been tracked across images). Note that stereo features were mostly absent or rejected in these examples.

unlit underground limestone mine (MINE), and a large circuit around the Oxford Mathematical Institute (MATH). These datasets were collected using the handheld multi-camera device described in Section VII-A. They were specifically chosen to test the limits of VIO systems and include challenges such as aggressive shaking of the device (up to 5.5 rad/s), severe illumination changes, and loss of visual feature tracking in one or more cameras (see Fig. 7). All datasets were collected at a fast walking pace of $\sim$1.5 m/s. The specific experiments are:

- **NCD-Quad**: Moving between narrow corridors and a large open college quadrangle, with strong illumination changes caused by bright sunlight (244 m, 3 min).
- **NCD-Stairs**: Traversing a very narrow staircase, including a sequence where a door is opened directly in front of the camera (59 m, 2 min).
- **MINE**: A medium scale, dark underground environment with regular illumination changes due to onboard lighting (236 m, 3 min).
- **MATH**: A large scale outdoor environment with aggressive shaking of the device up to 5.5 rad/s (329 m, 4 min).

The multi-camera experiments which extend NCD (NCD-Quad, NCD-Stairs) have been publicly released.\(^1\)

To generate the ground truth, Iterative Closest Point (ICP) registration was used to align the current lidar scan to detailed prior maps collected from a commercial laser scanner. The high frequency motion estimate from the IMU was used to carefully remove lidar motion distortion [7]. For an in-depth discussion on ground truth generation, refer to [29].

\(^1\)Available at [https://ori-dr5.github.io/newer-college-dataset/](https://ori-dr5.github.io/newer-college-dataset/)

### B. Quantitative Analysis

Table I shows the RPE over 10 m for OpenVINS [12], ORB-SLAM3 [10] and VILENS [8] (which our system builds upon). We refer to the configuration of VILENS which uses only stereo and IMU input as VILENS-Stereo. Note we were not aware of any open-source MC-VIO algorithm for comparison.

Compared to our baseline (VILENS-Stereo), we reduced mean RPE by 45% / 50% in translation/rotation, while tracking fewer features due to SFS. VILENS-MC also outperformed other state-of-the-art stereo VIO algorithms by up to 80% / 39% in translation/rotation.

In benign VIO conditions, such as those found in the NCD-Quad dataset, the performance of VILENS-MC was similar to state-of-the-art systems. In particular, ORB-SLAM3 appeared to outperform the other algorithms by taking advantage of its local map matching SLAM system to correct for failure events when the camera revisited a previous location.

However, in the MINE and MATH datasets, where there were few or no stereo features, VILENS-MC performed well, even when the other stereo VIO systems failed or had significant drift. This highlights a key benefit of the tight fusion of multiple cameras, the natural robustness to scene degradation.

**Fig. 8.** Top-down view of MATH dataset comparing the estimated trajectory of ORB-SLAM3, OpenVINS, and VILENS-MC against the ground truth. A black circle marks the start of the trajectory, while colored crosses indicate the last pose of each trajectory. Textureless locations, where cameras were facing walls, are shown in Fig. 7 row 4.
VILENS-MC maintains accurate estimation throughout these times (\( \sim \) dark corner where only one camera could observe features at a spot (\( \sim \) dark room (one or two cameras). Failures occurred when the device entered several instances occurred where feature tracking failed in either during a 40 s interval in the MINE dataset. During this time, RPE over the entire NCD-Stair sequence remained low, a gap until it re-initialized (orange area). Even though the average when no features were detected in the stereo camera for 4 s dataset. Note how ORB-SLAM3 suffered from significant drift looking in different directions.

MC maintained robust estimation by utilizing multiple cameras IMU only, causing the RPE to quickly increase, while VILENS-stereo VIO algorithms continued to operate but relied on the camera feature tracking failed (marked as “textureless areas”), dataset is shown in Fig. 8. In challenging scenarios where stereo C. Degeneracy and Failure Analysis

1) MATH: A top-down view of the trajectories in the MATH dataset is shown in Fig. 8. In challenging scenarios where stereo camera feature tracking failed (marked as “textureless areas”), stereo VIO algorithms continued to operate but relied on the IMU only, causing the RPE to quickly increase, while VILENS-MC maintained robust estimation by utilizing multiple cameras looking in different directions.

2) NCD-Stairs: Fig. 9 shows an extract from the NCD-Stair dataset. Note how ORB-SLAM3 suffered from significant drift when no features were detected in the stereo camera for 4 s until it re-initialized (orange area). Even though the average RPE over the entire NCD-Stair sequence remained low, a gap in estimations would be undesirable for an autonomous robot.

3) MINE: Fig. 10 shows the number of tracked landmarks during a 40 s interval in the MINE dataset. During this time, several instances occurred where feature tracking failed in either one or two cameras. Failures occurred when the device entered a dark room (\( \sim \)10 s), when it approached a wall and turned on the spot (\( \sim \)20 s, shown in Fig. 7, row 3), and when it entered a dark corner where only one camera could observe features at a time (\( \sim \)30 s). By tracking features across multiple cameras, VILENS-MC maintains accurate estimation throughout these events.

A. Cross Camera Feature Tracking

In this section, we evaluate the benefit of the CCFT method (Section V). CCFT enables continuous feature tracking over longer periods and adds additional constraints to landmarks. Table III summarizes the effect this method had on mean RPE (over 10 m), showing that on average CCFT decreased both translational and rotational RPE on all datasets except for translation in NCD-QUAD. We attribute this to the system’s susceptibility to extrinsic multi-camera calibration errors.

Additionally, CCFT can reduce the number of landmarks in the optimization by \( \sim \)10 %. Since our hardware setup (ref. Section VII-A) had only a small overlapping FoV between frontal and lateral cameras, we expect to see a greater benefit with a larger FoV overlap.

B. Submatrix Feature Selection

This ablation study demonstrates the benefit of SFS. The baseline approach simply spreads features evenly across the image based on their FAST score and mutual pixel distance.

A comparison between the baseline and proposed SFS methods is shown in Table I. The first two columns show the baseline with 90 and 150 features tracked and optimized across all cameras, while the SFS method selected only 90 out of 150 tracked features to optimize.

By selecting only the most representative features, SFS outperformed the baseline (90 features) by up to 36 %, even though both methods optimized the same number of features.

Crucially, SFS lowers computation without sacrificing accuracy. Comparing the baseline (150 features) to SFS (90 features), the latter achieves similar accuracy with a 20 % reduction in optimization time (53.7 ms to 43.0 ms). The standard deviation of the computation was also reduced by 24.3 %. This demonstrates that SFS can achieve similar accuracy with lower and more consistent computational requirements.

X. Demonstration on Legged Robots

To demonstrate the versatility of our approach, we tested VILENS-MC on the ANYmal C quadruped robot equipped with an Alphasense for the DARPA Subterranean Challenge [2]. In the trajectory shown in Fig. 11 the robot autonomously explored the same environment as the MINE dataset. VILENS-MC achieved almost the same accuracy as for the handheld dataset (0.27 m, 2.65° RPE), indicating that performance was similar across the different platforms.
We presented a novel factor graph formulation for state estimation that tightly fuses an arbitrary number of cameras. The joint optimization of IMU measurements with monocular and camera constraints enables graceful handling of degenerate scenarios without requiring hard switching between cameras. This also simplifies the initialization of the individual monocular cameras. We have demonstrated comparable tracking performance to state-of-the-art VIO systems in benign conditions and better performance in extreme situations, such as in the case of aggressive motions, loss of tracking in one or more cameras, or abrupt light changes.

We proposed two algorithmic components specific to multicamera odometry: cross camera feature tracking and submatrix feature selection. Ablation studies showed that these components improve accuracy and reduce optimization time.

Overall, we have presented a robust MC-VIO system that is capable of handling various challenging real-world environments while consistently achieving accurate state estimation. Future work would consider including camera extrinsics into the optimization.
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