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Abstract: Bayesian Model Averaging (BMA) is a statistical method used for multi-model ensemble forecast system. Firstly, the likelihood function of BMA is improved by eliminating the explicit constraint, that the sum of weights is 1, and use SCE-UA for the minimization of its, which presents a new method for solving the Bayesian model averaging, that is the BMA-SCE-UA method. With three land surface models of soil moisture simulation test of multiple numerical model. By comparing the common Expectation Maximization (EM) method with the SCE-UA method, the results show that: SCE-UA method can improve the simulation performance of soil moisture in a large extent, and the soil moisture obtained by the BMA collection simulation and observation matches well, no matter from the amplitude variation and seasonal variability, which makes it possible that generating high accuracy data set of soil moisture with the method of BMA-SCE-UA and using multiple land surface models.
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Introduction

The model prediction is an import method that has been used in many areas. It contains the physical mechanism between the variables that can be more deeply reveal the changes and regulations of variables. But the prediction performance is not satisfied because there are many uncertainties in the models. Bayesian Model Averaging, a statistical probability forecast post-processing method that put forward by Raferty et al. This method obtains more reliable prediction results by giving the model forecast probability distribution some weights which is after the deviation correction .The weights are posterior probability, which represent the contribution of each model for the ensemble forecast. There are many research results have been already existed by using the BMA method show that the prediction performances are accurate, reliable and with incomparable advantages over other approaches\(^{[1-3]}\).

The key of BMA is accurately to estimate the weights of each model. Now the Expectation Maximization (EM) method is widely used. EM algorithm is easy, low calculation cost and requires that the weights are nonnegative and the sum of weights is 1. EM algorithm is used effectively and can generate relatively stable weights and variances\(^{[1,4]}\). Unfortunately, this method cannot guarantee to get the global optimal solution, especially in high-dimensional case. In addition, EM algorithm assumes the variables are normal distribution. However, it is difficult to satisfy the assumption in many cases. SCE-UA algorithm is not only an efficient optimization method to solve the nonlinear constraint problems but also can obtain the global optimal solution. Calculating the weights and variances are aimed at finding a set of optimal values to meet the constraints of the objective function. At this time, the weights can be as parameters, and rating by SCE-UA method. Structuring the objective function used for estimating weights is the key of BMA method, therefore proposes the new method for solving the Bayesian model averaging (BMA-SCE-UA)\(^{[2,5,6]}\). The BMA-SCE-UA method is different

\(*\) correspondent author
from the EM algorithm without the assumption that forecast variables are normal distribution. This article selects three models (CLM, VIC and Noah) as the prediction models of soil moisture to test the performance. Comparing the results obtained by the EM, BMA-SCE-UA, the observation and the prediction of three models shows that in the calculation precision aspect, the BMA-SCE-UA method is better than EM algorithm.

1 Experiments and Methods

SCE-UA method is an efficient optimization method to solve the nonlinear minimization constraint problems, which is combining the deterministic complex search technology and the principle of biological evolution in nature. It combines with deterministic methods, stochastic methods, competition evolution methods and complex mixture methods to ensure the flexibility, global, consistency, and validity of the SCE-UA algorithm. The core of SCE-UA algorithm is the Competition Complex Evolutionary algorithm (CCE) [7-9]. In the CCE method, each vertex is the potential father and is likely to produce the next generation.

There are multiple parameters in SCE-UA algorithm, mainly including: the vertices of each complex polygon m (m≥n+1), the vertices of each child complex number q (2 ≤ q ≤ m), the complex number of participating in the evolution p (p≥1), the sample size s (s= p*m), consecutive reproduce complex y (y = 1) of each child, each child complex evolution steps z (z = 2 n + 1), the number of the waiting for optimization parameters n. The m value should not be too large, otherwise the calculation time will be too long and efficiency also will not be high yet [10-12].

Bayesian Model Averaging needs to estimate the weights and variances of each member of the mode of conditional probability function. Firstly, this paper improves the likelihood function of BMA by eliminating the explicit constraint, that the sum of weights is 1, and minimizes the likelihood function by the SCE-UA method. To solve the Bayesian model averaging, we put forward a new method that is the BMA-SCE-UA method.

Actually, estimating the weights and variances is to maximum the objective function as follows:

$$\max \left( \sum_{j=1}^{S} \sum_{k=1}^{T} \log \left( \sum_{k=1}^{K} \omega_k g_k \right) \right)$$

(1)

Here $0 \leq \omega_k \leq 1$, and $\sum_{k=1}^{K} \omega_k = 1$. In order to get rid of the restrain $\sum_{k=1}^{K} \omega_k = 1$, this paper introduces

$$\omega_k = \frac{\alpha_k}{\sum_{k=1}^{K} \alpha_k}$$

an intermediate variable and normalizes. Make $\sum_{k=1}^{K} \omega_k = 1$, and at the same time, the above maximum problem (1) is converted into minimum problem by inverting, namely:
\[
\min \left( \frac{1}{\sum_{j=1}^{s} \sum_{i=1}^{f} \log \left( \sum_{k=1}^{K} \alpha_k \cdot g_{ik} \right)} \right)
\]

\[(0 \leq \alpha_k \leq 1) \quad (k=1, \cdots, K)
\]

The flowchart of solving the minimization problem by using SCE-UA algorithm is as following figure 1:

![Flowchart](image)

Fig. 1 The flowchart of solving the minimization problem by using SCE-UA algorithm

Calculating to obtain the optimal value of \(\alpha_k, \sigma_k (k=1, \cdots, K)\), then we can obtain the weight and variance of the competition model.

2 Experiment Data

This paper uses three land surface models (CLM3.5, Clm-Vic, Noah) with the atmospheric forcing data drive models to generate the soil moisture data to test the effectiveness of BMA-SCE-UA method. We choose the north region of China (110° ~ 120° E, 40° to 45° N) containing the observation of 14 sites.
from 1993 to 2006 to train the BMA. Each site is observed at 8, 18, 28 monthly. Observation level is divided into three layers: 0~10 cm, 40~50 cm and 90~100 cm. Due to observation at 40~50 cm and 90~100 cm is relatively scarce, the experiment is considered only 0~10 cm level. We can analysis the calculation accuracy by comparing the EM with SCE-UA method.

3 Experiment Process and Analysis

Figure 2 shows the soil moisture data results of three models prediction (CLM3.5, CLM - VIC, Noah), average prediction and observation from 1993 to 2006. As can be seen from figure 2, the soil moisture is changing with season regulation and the trend of change each year. At the same time, three model forecast precisions still need to be improved.

Figure 2 shows the forecast results of three models ensemble mean have no better than a single mode. On one hand, each model prediction results can have equal coefficient by using simple arithmetic average, and without considering the performance of each model. On the other hand, it could be that the number of used models (only three) is less, which makes the simple average simulation results to be uncertainty.

![Fig. 2 Soil moisture time series](image)

Figure 3 depicts the soil moisture time series results simulated by two BMA methods and observations. As can be seen from figure 2, the simulation results of two BMA methods have obvious improvement in comparison with the results of each model and model averaging. This is mainly because the BMA method can give full consideration to the prediction ability of each model and endow the different coefficient according to their respective contributions. Their weight coefficients are the posteriori probability representing the prediction techniques in training model, which will improve the simulation precision in a large extent. Firstly a simple linear regression is used for the model forecast results in BMA method, which is actually error correction and bound to improve the simulation precision in certain extent.
Fig. 3  Simulated time series of two methods of BMA

Figure 4 shows the correlation coefficient and the root mean square error of soil moisture respectively representing the two BMA simulations, three land surface models directly simulation, their collection average simulation and observation. Generally the correlation coefficient of two BMA methods is above 0.5. Compared with two BMA algorithms, the EM algorithm is poorer than SCE-UA algorithm. The correlation coefficient of BMA-SCE-UA method is above 0.6, while the direct simulation of each model and their simple average simulation is less than 0.5, and the effect of Noah is the best, its correlation coefficient reaches above 0.4, the other is less than 0.4, the ensemble average simulation results is better than CLM-VIC model. From the root mean square error results, it is significant that the BMA-SCE-UA method is superior to the EM method.

Fig. 4  The correlation coefficient and the root mean square error of soil moisture time series of different methods of simulation results and the observation
4 Discussions

Firstly, the BMA likelihood function is improved in this paper, getting rid of the restraint that sum of weights is 1 and transforming into minimization problem, then solving by the SCE-UA. In this thing called BMA-SCE-UA method. The soil moisture multi-model numerical simulation test using three land surface models shows that the BMA-SCE-UA method is better than the EM algorithm in calculation precision. In addition, the BMA-SCE-UA method is rid of the assumption that forecast variables are normal distribution, and broadening the application. Numerical experiments show that the BMA-SCE-UA method can largely improve the simulation effect, the BMA collection simulation of soil moisture and the observation of soil moisture match well, no matter from the amplitude variation and seasonal variability, which makes it possible that makes use of multiple land surface process models combining the BMA-SCE-UA method to generate higher accuracy of soil moisture data integration. It should be pointed out that, due to the nature of the BMA multi-model prediction method is a model training method, so we must use observed data in the collection each forecast model for training and testing to determine the coefficient of the BMA. But as for some regions with no observation data, this method is invalid.
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