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Summary Statement: Simulation is increasingly being used in healthcare improvement projects. The aims of such projects can be extremely diverse. Accordingly, the outcomes or participant attributes that need to be measured can vary dramatically from project-to-project and may include a wide range of nontechnical skills, technical skills, and psychological constructs. Consequently, there is a growing need for simulation practitioners to be able to identify suitable measurement tools and incorporate them into their work. This article provides a practical introduction and guide to the key considerations for practitioners when selecting and using such tools. It also offers a substantial selection of example tools, both to illustrate the key considerations in relation to choosing a measure (including reliability and validity) and to serve as a convenient resource for those planning a study. By making well-informed choices, practitioners can improve the quality of the data they collect, and the likelihood that their projects will succeed.
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The use of simulation in healthcare, which has ancient roots, has seen a gradual resurgence since it was “rediscovered” in the latter half of the 20th century. Traditionally, simulation has been used for a range of purposes including education and training of clinical students and professionals, assessment of clinical competencies, and research. More recently, simulation has also been used in healthcare improvement projects to evaluate proposed interventions, work processes, and systems before real-world implementation and to detect latent safety threats (ie, unrecognized system flaws that potentially threaten patient safety) in new and existing health contexts. Consequently, there is a growing need for simulation practitioners to be skilled in collecting evaluation data in relation to healthcare improvement work.

Broadly speaking, healthcare improvement projects focus on bettering the delivery of healthcare through the design, evaluation, and implementation of new and innovative methods. Simulation can serve as a powerful evaluation method for healthcare improvement projects, particularly when it may be impractical, inappropriate, or risky to test proposed changes or innovations in a live clinical setting. For example, Geis et al conducted laboratory and in situ simulations before the opening of a new satellite emergency department. The simulations, which involved staff selected for transfer to the new facility, were used to detect potential latent safety threats (eg, having to use a single medication station for multipatient care) that otherwise may not have been detected until after the facility had opened and become fully operational. Consequently, the clinical staff and leadership were able to obtain resources and to calibrate and refine role responsibilities and environmental layouts, before the opening of the facility.

Because the outcomes of simulation-based healthcare improvement activities may lead to the implementation of changes in clinical workplaces (with potential implications for patient safety, clinical throughput, or clinician well-being), practitioners must have confidence in the data upon which those outcomes are based. More broadly, the healthcare simulation community is increasingly acknowledging the importance of tangible high-quality evaluation data. For example, Simulation in Healthcare no longer accepts manuscripts for technical reports, case reports, or simulation scenarios without formal evaluations. The Society for Simulation in Healthcare also discourages sole reliance on low-level data (such as subjective participant reactions) when forming conclusions about simulation activities.

One way to collect tangible, meaningful, and potentially publishable data is to incorporate the use of high-quality measurement tools into your evaluations. Measurement tools (also referred to as assessment tools, evaluation tools, instruments, or measures) can be used to gather objective or subjective data on participants’ performance, behaviors, and experiences.
during simulation activities. Such information can potentially be used to evaluate the impact of proposed workplace interventions or changes on teams or individual roles, by assessing changes over time (eg, before vs. after implementation) or between groups or sites (eg, intervention vs. control). In the present context, these tools typically take the form of either: (a) self-report questionnaires completed by participants; or (b) behavioral marker systems (ie, measures of “concrete and observable examples of some aspect of effective or ineffective performance”) and/or rating scales (which quantify high-level impressions or judgements) completed by trained observers rating individual participants, teams, or systems of care. Even when a measurement tool is used to gather data about individuals, the results are typically aggregated across groups of participants if the purpose is to evaluate a proposed intervention, work process, or system. When used correctly, high-quality measurement tools can provide useful feedback to practitioners (eg, was intervention X successful at improving outcome Y?) without resorting to potentially unreliable or inaccurate anecdotal evidence.

A substantial number of measurement tools for assessing a broad range of outcomes relevant to healthcare improvement activities are described in the literature, with varying degrees of quality. This may be overwhelming for some simulation practitioners, who may not yet have the background knowledge or experience required to: (a) choose suitable, high-quality tools for their healthcare improvement projects, and reject questionable ones or (b) use these measurement tools appropriately. Consequently, simulation-based healthcare improvement projects may fail to yield meaningful or interpretable outcome data, potentially leading to a range of negative consequences. Most importantly, an opportunity for healthcare improvement could be lost or a substandard intervention implemented, negatively impacting the clinical workplace. Practitioners may also lose the support of coalface clinicians or jeopardize opportunities to conduct similar work in the future. A related issue is that simulation projects are typically complex and time- and resource-intensive; therefore, practitioners must be equipped to make meaningful interpretations and conclusions based on supporting data to ensure an appropriate return on that investment. Finally, projects that lack meaningful evaluation data are less likely to be published, potentially reducing the wider uptake of valuable innovations.

Because many simulation practitioners lack extensive training in experimental design and research methods, the Society for Simulation in Healthcare (SSH) recently published a report providing guidance on research and data collection, which includes checklists and cognitive aids to support practitioners to conduct high-quality simulation studies. This is an excellent resource for practitioners but does not provide recommendations of specific measurement tools for use in simulations or discuss considerations for choosing appropriate tools. To our knowledge, no prior peer-reviewed publication provides practitioners designing simulation-based healthcare improvement activities with details of a wide selection of relevant, high-quality measurement tools and guidance on how to select and administer such tools.

Importantly, all healthcare improvement initiatives, including simulation-based activities, need to be considered in the context of healthcare as a complex adaptive system or a “system of systems” that comprises “an integrated and adaptive set of people, processes and products.” One consequence of this complexity is that the behavior of such systems can be nonlinear and therefore unpredictable. This means that in some cases, it may not be possible to simulate all aspects of the surrounding system (or systems) that, in real clinical situations, may impact on the execution or effects of an innovation. Therefore, the outcomes of simulation-based healthcare improvement exercises should be interpreted cautiously with this in mind even when every effort has been made to collect high-quality evaluation data.

**Aim and Scope of the Article**

This article is targeted toward simulation practitioners who may not have extensive research experience, but who nevertheless wish to conduct more rigorous evaluations of their simulation-based healthcare improvement projects, and who may even want to publish their work in peer-reviewed journals. Overall, we aim to guide these practitioners in choosing and using high-quality measurement tools for a wide variety of constructs relevant to healthcare improvement activities. The term “construct” can be used to refer to any intangible attribute of a person, group of people, or system. In the context of healthcare improvement, such attributes may include non-technical skills (eg, teamwork), technical skills (eg, surgical skills), and pertinent psychological constructs (eg, cognitive workload). To achieve our aim, we provide explanations of key concepts in relation to the selection of measurement tools, including reliability and validity. To illustrate these concepts and to provide a useful resource for practitioners, we also include tabulated examples of relevant measurement tools from the literature with a summary of published reliability and validity evidence, as well as examples of potential uses for each tool in the healthcare improvement context. In addition, we provide guidance on key aspects of the data collection process that are directly related to the use of measurement tools (such as the order of tool administration).

It is also important to highlight what is not covered in this article. First, when choosing and using measurement tools for educational or vocational assessment purposes (rather than healthcare improvement), the concepts discussed herein remain relevant but additional considerations apply that are beyond the scope of this article. Second, we do not provide guidance on the development of new measurement tools. Creating a new tool from scratch can be prohibitively time-consuming and resource intensive and requires a level of expertise to which most practitioners are unlikely to have access. Third, this article is not a comprehensive guide on how to conduct a simulation project—such information, including reporting and publishing guidelines, can be found elsewhere. Fourth, this article is not a systematic review and does not provide an exhaustive list of all measurement tools that could plausibly be used in simulation-based healthcare improvement projects. Rather, we outline a selection of reasonably high-quality tools and provide guidance on selecting appropriate tools so that practitioners are better prepared when reviewing the literature for additional measures. Lastly, because our focus is on the tools, rather than on the studies that used...
them, we do not assess the content or quality of studies that we cite as examples.

**KEY CONSIDERATIONS FOR CHOOSING A MEASUREMENT TOOL**

Once the decision has been made to conduct a simulation-based healthcare improvement project, careful consideration of the project’s aims and hypotheses (or research questions) is necessary to determine which outcome(s) must be measured to evaluate whether or not the intervention was a success. The appropriate unit of analysis (e.g., individual participants, teams, or systems of care) must also be determined. Although some outcomes may be relatively straightforward to measure (e.g., error rates or completion times), others will require the selection of a suitable measurement tool for the construct of interest (i.e., in most cases, a specific self-report measure, behavioral marker system, or global rating scale).

To make an informed choice, practitioners must be aware of the pros and cons associated with different types of measures. When considering a specific measurement tool, it is also essential that practitioners are able to appraise its psychometric soundness, which essentially means assessing reliability and validity for the specific context in which the tool will be used. Broadly speaking, reliability is the degree to which a measure can produce stable and consistent results, and validity is the degree to which our interpretations of scores derived from the measure are justified and defensible for their intended use.18–22 In this section, we will address each of these considerations in turn.

### Self-report Measures Versus Behavioral Marker Systems and Global Rating Scales

**Self-report measures** (or self-report questionnaires) require the participant to provide responses to a series of questions (sometimes referred to as questionnaire items, test items, or simply items). There are several different response formats that can be used for questionnaire items, including: dichotomous (i.e., selecting between 2 response options, such as indicating whether a statement is true or false); multiple choice (i.e., selecting a response from a range of options); rating scales (e.g., indicating one’s level of agreement with a statement); or open ended (i.e., providing a written response to a question). The items within a self-report measure usually use a single consistent response format.

A unique benefit of self-report measures is that they can be used to investigate constructs that are difficult to assess objectively with physiological or behavioral measures. Hence, they are frequently used to measure psychological constructs (e.g., safety attitudes), and sometimes nontechnical skills (e.g., teamwork), but are not typically used to quantify technical skills. When administered appropriately, self-report measures can also offer participants anonymity, which encourages honest responses.16 Self-report measures are also one of the easiest ways to collect data in a timely fashion, particularly if a large participant sample is required, and especially if the questionnaire is administered online, eliminating the need for time-consuming data entry.23 Web-based survey platforms (e.g., Qualtrics, SurveyMonkey) can be used to administer questionnaires quickly and easily and provide simple data exportation methods.

Despite their benefits, self-report measures also have several drawbacks that should be considered when selecting a measurement tool. First, they require participants to have a high level of self-insight; however, what people think of themselves may not reflect how they truly are.24 Second, self-report measures are more prone to inaccurate responses because of social desirability bias compared with objective measures. Socially desirable responding occurs when participants deliberately choose a response that is socially acceptable but not necessarily truthful.25 However, offering participants credible assurances of anonymity, and never looking at participants’ responses in front of them, may reduce socially desirable responding.16 Third, responses on self-report measures may be prone to priming effects, which occur when factors in people’s social environment influence their thoughts and behaviors.26 A hallmark study on susceptibility to stereotypes provides convincing evidence that priming can alter behavior: Asian-American females who completed a mathematics test performed more poorly if they had been asked questions about their gender (making their gender salient) before taking the test, but performed better if they had instead been asked questions about their ethnic identity (making their ethnic identity salient).27 Fourth, missing data (i.e., unanswered questions) can complicate analyses and lead to biased results. For example, if a subset of participants completing the Safety Attitudes Questionnaire (SAQ)28 are disgruntled employees, and a substantial proportion choose not to answer items about perceptions of management because their anonymity has not been sufficiently assured, then the average of responses to this subscale would overestimate employees’ satisfaction with their leaders. Finally, a problem with rating scales in particular is that they are prone to response bias (also known as “acquiescent responding”), that is, some people tend to gravitate toward one end of a scale (e.g., positive) or one type of response (e.g., agree).29 However, many well-designed self-report tools address this issue by including “reverse-worded” (or “negative-worded”) items. These items are written in such a way that a “positive” response (e.g., responding very much so to the statement “I feel calm” in the State–Trait Anxiety Inventory30) has a similar meaning to a “negative” response to the other items (e.g., responding not at all to the statement “I am tense”). Such items, which need to be reverse scored, can reduce participants’ propensity to respond a certain way regardless of the item content and make it more apparent when they do.31

**Behavioral marker systems** contrast with self-report measures in 2 important respects. First, the focus is on concrete, observable behaviors as performance indicators.10 Hence, they are most frequently used in healthcare to assess technical skills and nontechnical skills but are not suited to measuring psychological constructs. Second, the ratings are not completed by participants but by trained observers who rate individuals or teams on their behaviors and performance in authentic or simulated clinical scenarios, either live or on video. Rating scales are the most common response format used for behavioral marker systems, but they can also use checklists or frequency counts.10 Behavioral marker systems are often used for assessment or feedback purposes. In the context of healthcare improvement
work, they can also be used to generate group-level data to evaluate the impact of interventions. By assessing actual behaviors, rather than relying on participants’ self-insight (which is prone to biases, as discussed previously), behavioral marker systems offer a greater degree of objectivity compared with self-report questionnaires. Measurement error can also be reduced by increasing the number of trained observers (and averaging their ratings) or by increasing the number of simulated cases or events that they observe and rate.

One of the biggest disadvantages of behavioral marker systems is that they can be significantly more resource intensive to use than self-report questionnaires. For example, the training time for observers can range from a few hours to a few days, in addition to the time required to observe and code the scenarios. Another disadvantage is that observers’ ratings may be influenced by cognitive biases (eg, the halo effect, in which positive or negative judgments made about a person may be influenced by cognitive biases (eg, the halo effect, in which positive or negative judgments made about a person may be influenced by cognitive biases (eg, the halo effect, in which positive or negative judgments made about a person), although there is some evidence that training can potentially reduce their impact. In addition, simulation-based activities can trigger inauthentic behavior because of participants’ awareness of being observed and/or recorded (known as the Hawthorne effect), and this may be exacerbated by the use of behavioral marker systems because the process for obtaining participant consent may draw additional attention to the fact that their behavior is being assessed.

Some measurement tools take the form of Global Rating Scales (GRSs), which share similar properties (including advantages and disadvantages) with behavioral marker systems, except that they measure raters’ high-level impressions or judgments about participants’ behavior, performance, or skill-level (either overall, in the case of a single-item GRS, or for each of a set of subskills). For example, the Ottawa Crisis Resource Management Global Rating Scale measures crisis resource management skill across several subskills (eg, leadership) using 7-point rating scales with different descriptive anchors for each subskill. Raters do not evaluate participants on specific tasks or components of tasks, but rather their global ability to demonstrate each subskill throughout the scenario.

One benefit of GRSs is that they can potentially be used to assess performance on a wide variety of different tasks or scenarios, because they are not tailored to specific tasks. However, being task-agnostic means that GRSs can be more susceptible to the halo effect (than checklists, for example), resulting in an increased likelihood of similar responses across items, which may artificially inflate the tool’s internal consistency. It is also worth noting that a GRS is sometimes embedded within a behavioral marker system. For example, the Objective Structured Assessment of Technical Skills contains both a behavioral marker checklist and a multi-item GRS; and the Team Emergency Assessment Measure contains a series of behavioral marker rating scales followed by a single-item GRS to capture impressions of overall nontechnical performance.

Reliability: Can the Measure Produce Stable and Consistent Results?

When we think about measuring something abstract, the analogy that springs most readily to mind is the measurement of physical dimensions or distances. For example, without necessarily thinking about it, we use a spatial metaphor in everyday speech when we talk about a period of time being “long” or “short.” Thus, let us consider the reliability (ie, consistency or replicability) of measurements made using a ruler. If the ruler is made of wood and we measure the length of an object—for example, a pencil—repeatedly, we would expect to get the same result every time, provided that we perform the task diligently. The measurement tool itself is not contributing any unreliability to the measurements in this case. However, what if the ruler were made of rubber instead of wood? It might still give us a reasonable estimate of the pencil’s length, but we might find that the estimate varies slightly from one measurement occasion to the next, although the actual length of the pencil is the same. There would be more measurement error and the reliability of our measurements would be reduced: The more elastic the rubber, the less stable and consistent the measurements would be. One consequence of this reduced reliability is that our measurements are less able to detect small differences. For example, if we carefully measure 2 pencils—one that has never been used and one that has been sharpened a few times—the measurements from the wooden ruler should correctly indicate which pencil is shorter, whereas the less reliable measurements from the rubber ruler might lead us to conclude that the 2 pencils are the same length or even that the sharpened pencil is longer than the unsharpened one.

Unfortunately, when we need to measure something less tangible, such as a nontechnical skill or a psychological attribute, even the best tools available may be more like a rubber ruler than a wooden one. To further complicate matters, just because a measurement tool can yield reliable measurements in some circumstances, it does not follow that it always will produce reliable data. This is because, from the perspective of generalizability theory, reliability is not simply a static attribute of a tool (or the measurements derived from it); rather, reliability depends on the context in which the tool is intended to be used. Therefore, for any given measure you may wish to use, multiple potential sources of error variation (ie, unreliability) should be considered in assessing whether the tool is likely to yield reliable scores in the proposed measurement situation. These potential sources of error variation are sometimes referred to as facets. In addition to attributes of the measurement tool itself (eg, the test items, or the version of the test used if alternate forms exist), the facets of a measurement situation can also include the following: aspects of the study design (eg, the testing occasions, if participants are tested more than once); characteristics of the conditions under which participants are tested (eg, the specific tasks or patient cases that participants complete before or during the study); and the raters, if applicable (eg, for behavioral marker systems).

A range of techniques have been developed for assessing reliability, and test developers (and other researchers) routinely publish reliability evidence. As “end-users” of measurement tools, practitioners who know how to interpret reliability evidence and select the most reliable tools for use in their particular measurement situation are more likely to be able to detect interpretable differences in their results (eg, between groups or time points).
Appraising Reliability Evidence

Traditional techniques for assessing reliability center primarily on statistics referred to generically as “reliability coefficients.” Different types of reliability coefficient are used to quantify different potential sources of unreliability, but all take the format of a single number with a maximum value of 1. Values closer to 1 (for the same statistic) indicate greater reliability (ie, less error variation) and values closer to 0 indicate lower reliability (ie, more error variation). Some reliability coefficients (as well as other statistics you may find reported) are accompanied by a test of statistical significance, the result of which is expressed as a P value (ie, probability value). In social science (including psychometrics), the conventional threshold for a result to be regarded as “statistically significant” is $P < 0.05$.45 However, statistical significance alone is no guarantee of practical importance,45 and the magnitude of the reliability coefficient is much more important than the associated P value.18 Indeed, authors frequently choose not to report P values alongside relevant reliability coefficients, in which case it is (usually) safe to assume that they are statistically significant.

For our present purposes, we will consider 3 traditional forms of reliability evidence that you are likely to encounter in the literature. These address potential sources of unreliability by quantifying the degree to which: (a) participants give consistent responses to items intended to measure the same construct (ie, “internal consistency”); (b) participants’ scores on a measure are similar when they complete it multiple times (ie, “test-retest reliability”); and (c) multiple observers using a measure provide similar ratings of participants (ie, “interrater reliability”). Table 1 provides a basic guide to interpreting these forms of evidence, including lists of terms that are sometimes used to label them in the literature, specific tips for interpretation,46-50,52 and relevant examples.38,49,52

When applying the tips outlined in Table 1 to appraise reliability evidence, it is important to understand that the “rules of thumb” provided do not represent hard-and-fast cutoffs. For example, the most commonly reported index of internal consistency is Cronbach $\alpha$ (pronounced “alpha”); also known as “coefficient alpha”), which estimates the internal consistency of a scale (or subscale) from the strength of the

### TABLE 1. Potential Sources of Unreliability Commonly Considered in Published Studies of Relevant Measures, Typical Traditional Forms of Reliability Evidence, Terminology, Tips for Interpretation, and Examples From Relevant Literature

| Potential Source of Unreliability | Typical Traditional Form of Reliability Evidence | Relevant Terms Used in the Literature | Tips for Interpreting Reliability Evidence for Research/Evaluation Purposes | Example From Relevant Literature |
|-----------------------------------|-----------------------------------------------|----------------------------------|------------------------------------------------------------------|---------------------------------|
| **Items** | The degree to which participants completing a measure give consistent responses to items intended to tap into the same construct. | • Internal consistency  
• Internal reliability  
• Inter-item consistency  
• Alpha reliability | If the tool incorporates several subscales, each measuring a different construct (or subconstruct), the internal consistency of each subscale should be evaluated. The measure (or subscale) should have adequate internal consistency (typically, Cronbach $\alpha \geq 0.7046^{44,45}$).* | Participants completed the 12-item HuFSHI. Scores were consistent across items ($\alpha = 0.92$), suggesting that the 12 items were assessing the same underlying construct.48 |
| **Occasions** | The degree to which participants’ scores on a measure are similar when they complete it multiple ($\geq 2$) times. | • Test-retest reliability (or consistency)  
• Stability coefficient  
• Coefficient of stability | The time points should be sufficiently spaced out to prevent participants from relying on memory. If an event has occurred after the first time point (eg, training, intervention), subsequent attempts at the measure may be affected. The correlation between scores across multiple time points should be adequate [typically, correlation coefficient (Pearson $r$ or Spearman $\rho \geq 0.70^{44}$)]. The correlation should also be statistically significant ($P < 0.05$, if reported). | Participants completed the NTS on 2 occasions, 2 weeks apart. Scores were consistent across the 2 time points ($r = 0.92$ for the overall measure, and $0.77–0.87$ for the 5 subscales, all $P$s $< 0.05$), suggesting that the instrument and its subscales produce stable scores over time.39 |
| **Raters** | The degree to which multiple observers ($\geq 2$) using a measure provide similar ratings of participants. | • Interrater (or rater) reliability (or agreement)  
• Interscorer (or scorer) reliability (or agreement)  
• Interobserver (or observer) reliability (or agreement)  
• Interjudge (or judge) reliability (or agreement) | Observers should be appropriate for the context and may require training to use the measure. Several statistics are commonly used to assess interrater reliability. Suggested minimum values for adequate agreement are as follows (but values closer to 1 are highly desirable):  
• Cohen $\kappa \geq 0.60^{51}$  
• ICC $\geq 0.50^{12}$  
• Correlation coefficient (Pearson $r$ or Spearman $\rho \geq 0.70^{12}$)  
The statistic should also be statistically significant ($P < 0.05$, if reported). | Three observers rated the same participants on teamwork using the CTS. Their ratings were similar (ICC = 0.98), suggesting that the measure allows for consistent ratings.53 |

---

*a DeVellis46 suggests the following ranges for interpreting $\alpha$: $< 0.60$, unacceptable; $0.60–0.65$, undesirable; $0.65–0.70$, minimally acceptable; $0.70–0.80$, respectable, $0.80–0.90$, very good; and $>0.90$, excellent but indicating possible redundancy.

*b McHugh38 suggests the following ranges for interpreting Cohen $\kappa$: $0.0–0.20$, no agreement; $0.21–0.39$, minimal agreement; $0.40–0.59$, weak agreement; $0.60–0.79$, moderate agreement; $0.80–0.90$, strong agreement; and $\geq 0.90$, almost perfect agreement. In addition, McHugh38 argues that $\kappa$ values of less than 0.60 indicate inadequate agreement.

*c Koo and Li41 suggest the following ranges for interpreting an ICC: $<0.50$, poor agreement; $0.50–0.75$, moderate agreement; $0.75–0.90$, good agreement; and $>0.90$, excellent agreement. CTS, Clinical Teamwork Scale; HuFSHI, Human Factors Skills for Healthcare Instrument; ICC, intraclass correlation; NTS, Nursing Teamwork Survey.
intercorrelations between participants’ responses to the individual items.53 Many sources suggest that $\alpha$ values of 0.70 or greater represent adequate internal consistency for research or evaluation purposes.46,54,55 Nevertheless, 0.70 does not represent a fixed boundary between “reliable” and “unreliable” (for this potential source of unreliability) because reliability is relative, not absolute.45 All else being equal, it is preferable to select a measure with an $\alpha$ value of, say, 0.90 over one with an $\alpha$ value of 0.70, although they both satisfy the rule of thumb. Similar arguments could also be made about the rules of thumb listed for other types of reliability coefficient.

It should also be noted that the rules of thumb presented in Table 1 are inappropriate for purposes other than research and evaluation, where the emphasis is usually on group-level data. For example, much higher levels of reliability should be required of a test if important decisions about an individual’s future are to be made on the basis of their score, such as their suitability to practice medicine.18,43,47 In addition, different types of reliability coefficient cannot be directly compared with one another; for example, it is meaningless to say that a measure’s $\alpha$ reliability is higher than its test-retest reliability.

It is also important to understand that any given reliability coefficient essentially addresses only one potential source of unreliability (although it may be contaminated by other sources) and is typically derived from one particular measurement situation, which may differ in important respects from your own. However, for some measurement tools, researchers have also published studies that take an explicit generalizability theory perspective, assessing multiple sources of unreliability simultaneously.18 In such research, several facets of the measurement situation are varied systematically to assess how each facet contributes to variation in the data (this is known as a generalizability study or $G$ study), and these results can be used to determine how to improve measurement (in a decision study or $D$ study, often published in the same article).18,42,56 For example, for a behavioral marker system that has been subjected to a $G$ study, a $D$ study might yield recommendations about the number of raters required,57,59 and/or the number of medical procedures that need to be observed,57,60 to obtain sufficiently reliable measurement. In this context, reliability is indicated by the strength of the generalizability coefficient, where $G > 0.8$ is a commonly accepted rule of thumb for sufficient reliability for high-stake judgments.51 Data from $D$ studies can be extremely valuable because factors such as these can potentially even have a larger impact on reliability than the measurement tool chosen, or the number of items it contains. At the time of writing, such studies are rare compared with those that report only the more traditional forms of reliability evidence18; however, they are becoming more common.

When choosing between measurement tools for your project, it is advisable to carefully appraise all the available reliability evidence for each option. In so doing, you should consider all potential sources of unreliability relevant to your study and the applicability of any published reliability evidence, taking into account both (a) the similarities and differences between the measurement situation in the published study and your proposed study, and (b) relevant attributes of the study participants (eg, occupation or other pertinent demographic factors). $D$ studies may also inform your decisions about how to conduct the study (eg, how many raters to use or how many procedures participants should complete), if available. Having considered all of this information, you will then be in the best position to make an informed judgment as to which measure, on balance, is most likely to yield sufficiently reliable data in your particular measurement situation.

Validity: How Defensible Are Our Interpretations of Scores Derived From the Measure?

Reliability can be regarded as a precondition for validity in the sense that unreliable measurements cannot be valid, but good reliability in itself is no guarantee of validity.18,43,47 One key reason for this is that we cannot automatically assume that a published measure “does what it says on the tin.” If we choose a measurement tool on the basis of reliability evidence alone, there is a risk that we may end up reliably measuring the wrong construct (or no construct at all). In this context, “the wrong construct” could be a related construct, an unrelated construct, or a mishmash of several constructs. For example, a questionnaire that purports to measure respondents’ subjective level of cognitive workload may actually measure their subjective stress level instead. This issue could arise because workload and stress are likely to be correlated (ie, participants with higher workload also tend to have higher stress), and items that are designed to measure workload may be worded similarly to items designed to measure stress (or vice versa). Alternatively, the wrong construct could be a subset or superset of the right construct.62 An example of this is a tool that purports to measure emotional intelligence63 but actually only measures one dimension of the construct, such as emotional self-regulation. For the data produced using a measurement tool to be meaningful and interpretable, it is crucial that it appropriately reflects the relevant attribute of interest.

However, validity is about more than just measuring the right construct. According to the Standards for Educational and Psychological Testing, validity is “the degree to which evidence and theory support our interpretations of test scores for proposed uses of tests.”64(p11) This definition, which draws heavily on the work of Samuel Messick, encapsulates the dominant contemporary conceptualization of validity.65–70 Unpacking it highlights 3 important aspects of the current view.

First, validity is not a property of the measure itself or even of the scores derived from the measure. Rather, it is ultimately a question of whether our interpretation of the scores derived from the measure is justified and defensible.19–21,65,66,68,69

Second, how easily we can justify our interpretation of the scores will depend on the proposed use (also known as intended use).19–21,65,66,68,69 This means that like reliability, validity should also be regarded as context dependent. For example, if the same surgical skills measure were used to (a) evaluate the impact of a training program on clinical performance based on group-level data and (b) assess a particular clinician’s suitability to practice based on individual-level data, different (and stronger) validity evidence would be required to justify the use of the measure for the latter purpose. Equally, the interpretation of scores from a particular measurement tool may no longer be regarded as valid if the clinical context is substantially different from the one it was originally designed for and evaluated in.71 For example, a tool developed to assess
teamwork in emergency department settings may not yield meaningfully interpretable scores for radiology teams.

Third, even when the intended use has been considered, validity is not an “all-or-nothing” concept. As with reliability evidence, validity evidence lies on a spectrum; that is, the metrics that measurement tools yield are not simply “valid” or “invalid,” but rather they can be said to have higher or lower levels of evidence to support or refute the validity of their interpretation for particular uses.71,72 The better, the more comprehensive, and the more logically and theoretically consistent the validity evidence is, the more confident we can be that the tool actually measures the underlying construct that it was designed to measure in the kinds of contexts in which it has been evaluated. This is crucial if we are to interpret the data appropriately and reach sound conclusions about causal relationships involving the measured construct (eg, its effect on clinicians’ performance in a simulation or the effect of a simulated task on the construct). Given such complexities, it is essential that practitioners are well equipped to appraise published validity evidence to select the best available measurement tool for their project and to interpret the scores appropriately.

**Appraising Validity Evidence**

The current edition of the Standards64 adopts a version of Michael Kane’s argument-based approach to validation.19–21 For measurement tool developers, this is essentially a 2-step process. The first step is to specify how the scores are proposed to be interpreted in the context of their intended use. This involves establishing a conceptual framework that describes the construct the tool is designed to measure, specifies which aspects of the construct are to be represented in the tool, and indicates how the construct is theorized to relate to other variables of interest.64 From this framework, it is possible to specify the chain of assumptions and inferences required to go from a score on the measure to the intended use.19 The second step involves constructing a validity argument by using empirical evidence (new or existing) and logical reasoning to assess the plausibility of each of these assumptions and inferences.19,64 A claim of validity requires that every link in the chain is demonstrated to be plausible (ie, the chain is only as strong as its weakest link).

Because the chain of assumptions and inferences depends on the intended use, the evidence required to support the validity argument is likely to vary for different proposed uses.64 This is why it can be risky to use an established measure for a purpose that is materially different from the way it was used when the existing validity evidence was gathered (eg, in a different clinical setting or for predicting future performance when all prior evidence was based on performance at around the same time that the measure was administered). As a test user, you need to satisfy yourself that the validity argument for your particular intended use is adequately supported and be able to justify this conclusion, which may also mean gathering additional validity evidence if your proposed context or score interpretation is substantially different.64 The quality and quantity of evidence required to conclude that the validity argument is supported also depend on the stakes associated with the intended use.64 Stronger, more rigorous evidence is required for higher-stake decisions (eg, those that involve substantial investments of money or which may impact an individual’s career path or certification).

The Standards recognize 5 sources of evidence that can be used as part of the validity argument to support the proposed interpretation of scores for their intended uses: (a) the content of the measure; (b) response processes; (c) internal structure; (d) relations to other variables; and (e) the consequences of testing.64 Notably, these categories do not represent distinct “types” of validity (nor do any subcategories). For example, relations to other variables were traditionally described using a range of terms, such as “predictive validity” (indicating a theoretically consistent statistical relationship with future performance), but such terms are now regarded as outdated and potentially misleading.70 This is because the contemporary conceptualization regards validity as a unitary concept.65–68 To continue the “predictive validity” example, it is now more appropriate to refer to “predictive evidence of validity” as part of an overall validity argument. Nevertheless, you will still encounter these outdated terms in older publications about established measures, and many researchers and practitioners continue to use them.62,70 It should also be noted that “face validity” (ie, whether the measure seems valid to participants) is not really a form of validity evidence at all, although poor face validity may impact on participants’ motivation.18,73

In the remainder of this section, we will discuss the 5 sources of validity evidence in turn. Unfortunately, you are likely to find that some authors do not link all of the validity evidence they present to an explicit validity argument, particularly in older articles.

**Content of the Measure**

In relation to a measurement tool, “content” refers to the themes or concepts reflected in the items or tasks, and the format and wording used.64 The central concern for content-related evidence of validity is the extent to which the content of the tool reflects the construct that it is intended to measure.64 Measurement tool developers may use a wide range of sources, including observational work, expert opinion, theory, and prior research, to define the content domain (ie, the complete set of skills, knowledge, attitudes, or other characteristics that make up the attribute of interest).64 When publishing validity evidence, developers should make an explicit case for the adequacy of the correspondence between the content domain and the content of the measure.64

In particular, it is important that developers show that they have avoided construct underrepresentation (also known as construct deficiency), where the scores derived from the tool measure less than the intended construct (as in the emotional intelligence example hereinabove) and construct-irrelevant variance (also known as construct contamination), where they measure more.62,64,68 An example of the latter is a test of laparoscopic surgical skills with excessively complicated English-language instructions. If inadequate comprehension detrimentally affects the scores of nonnative English speakers, then the test instructions are contributing construct-irrelevant variance. This also illustrates the general principle that the format and wording of a measure must be appropriate for the full range of potential participants.64 However, issues with item quality can threaten validity even in the absence of equity concerns. For example, if a self-report measure contains ambiguous
or poorly worded items, this may adversely affect the defensibility of inferences made about all respondents.\textsuperscript{72}

**Response Processes**

In the context of healthcare improvement work, this form of evidence is most likely to be relevant to the validity argument if your study uses a behavioral marker system or global rating scale. When observers record and assess the performance or behavior of participants using a measurement tool, we must be confident that the processes they follow are consistent with the proposed interpretation of the resulting scores; for example, we would want reassurance that the observers are applying the defined criteria associated with the measure and are not influenced by extraneous factors, such as participants' likability.\textsuperscript{62,64} At a minimum, there should be a defensible rationale for the response processes and clearly defined scoring criteria. As an end-user, it is your responsibility to ensure that observers are adequately trained to adhere to the relevant processes and apply the criteria appropriately.

**Internal Structure**

The conceptual framework for a measurement tool should include information about its hypothesized internal structure. The developers may intend the measure to be either (a) unidimensional, with all items measuring a single construct, or (b) multidimensional (also known as multifactorial), with different sets of items measuring different constructs or different dimensions (or substructures) of a construct.

For measurement tools intended to be unidimensional, the most common form of internal structure related validity evidence provided by test developers is an index of internal consistency (typically Cronbach \(\alpha\)), as discussed in the reliability section hereinabove. Such measures can be interpreted as an indication of the extent to which the test items all tap into the same underlying construct. They can also be used to assess inter-item consistency for individual dimensions of multifactorial measures. However, more sophisticated methods are required to assess the degree to which the overall internal structure of a multidimensional measure is consistent with the hypothesized model. The most common of these in the context of validation studies is confirmatory factor analysis (CFA). Confirmatory factor analysis can be used to test how well a sample of participant data fits the model by assessing whether items that are closely related in theory are highly intercorrelated in practice, forming distinct “factors” as expected.\textsuperscript{28} The results should support the hypothesized number of factors, and the specific items that load onto each factor should make theoretical sense. For example, data from the SAQ suggested that its items could be categorized into 6 factors, which mapped onto the 6 components of patient safety the measure was designed to capture.\textsuperscript{28} The results of a CFA may also prompt post hoc model modifications (eg, deletion of items) to improve fit.\textsuperscript{74}

**Relations to Other Variables**

In the context of validation studies, researchers often investigate the statistical relationships between scores generated using a measurement tool and other relevant variables. In general terms, the purpose is to gather empirical evidence to assess whether the observed relationships are consistent with the proposed score interpretation in terms of assumptions made about the identity of the underlying construct and its hypothesized relationships with external criteria, such as outcome measures.

In these investigations, the key statistic is usually a correlation coefficient. When interpreting these “validity coefficients” (as opposed to reliability coefficients), it is important to understand that a correlation can either be “positive” or “negative.” A correlation coefficient represents the strength of the relationship between 2 variables, represented as a value between \(-1\) and \(+1\). A value of \(-1\) indicates a perfect negative relationship (ie, higher scores on one variable are associated with lower scores on the other), 0 indicates no relationship, and \(+1\) indicates a perfect positive relationship (ie, higher scores on one variable are associated with higher scores on the other). For example, evidence for the validity of scores on a cognitive workload measure might include a strong positive correlation with task complexity (ie, the higher the task complexity, the higher the cognitive workload) and a strong negative correlation with working memory capacity (ie, the larger a person’s working memory capacity, the lower their perceived cognitive workload). Hence, it is necessary to consider whether the sign of the correlation (+ or −) is consistent with the proposed score interpretation.

In this article, we consider 4 main forms of validity evidence based on relationships with other variables that you are likely to encounter in the literature. Specifically, these are the degree to which scores on a measure (a) are associated with scores on an established measure intended to assess the same construct, (b) are associated with scores on an established measure intended to assess a similar or a theoretically related construct, (c) are associated with performance on a relevant outcome measure (or external criterion), and (d) can distinguish between different participant groups (eg, experienced vs. novice), in a manner consistent with the proposed score interpretation. Table 2 provides a basic guide to appraising these forms of evidence, including lists of associated terms used in the literature, tips for interpretation,\textsuperscript{64–68,70–72,75} and relevant examples.\textsuperscript{78–81} As per Table 1, the rules of thumb provided do not represent hard-and-fast cutoffs and may be inappropriate for purposes other than research and evaluation.

**Consequences of Testing**

Analysis of whether a measurement tool is valid for its intended use can also encompass consideration of the consequences of testing, both intended and unintended, in which any potential negative consequences are weighed against potential positive consequences.\textsuperscript{64} In particular, unintended consequences can threaten the proposed interpretation of scores if they stem from a source of invalidity.\textsuperscript{64} This is illustrated by the earlier example in which nonnative English speakers were systematically disadvantaged on a test of laparoscopic surgical skills due to construct-irrelevant variance.

**Examples of Relevant Measurement Tools for Simulation-Based Healthcare Improvement Projects**

To provide a starting point for practitioners seeking suitable measurement tools, and to illustrate some of the reliability and validity considerations outlined in this article, we present summaries of a range of measures that are potentially relevant for use in simulation-based healthcare improvement projects, and for which (in the case of healthcare-specific
| Form of Validity Evidence                                                                 | Relevant Terms Used in the Literature*                                                                 | Tips for Interpreting Validity Evidence for Research/Evaluation Purposes                                                                 | Example From Relevant Literature |
|----------------------------------------------------------------------------------------|----------------------------------------------------------------------------------------------------------|-----------------------------------------------------------------------------------------------------------------------------------------|----------------------------------|
| The degree to which scores on the measure are associated with scores on an established measure intended to assess the same construct (in a way that is consistent with the proposed score interpretation). | • Convergent evidence (of validity) • Convergent validity (evidence)                                    | The previously established measure must itself produce reliable scores that can be argued to be valid for the proposed score interpretation. Ideally, the correlation between the 2 measures should be large (correlation coefficient \( r \) or \( \rho \) \( \geq 0.50^{75} \)). The correlation should also be statistically significant \( P < 0.05 \). | Scores on the NOTSS positively correlated with scores on the ANTs—a previously established measure of nontechnical skills \( r = 0.92, P < 0.001 \). |
| The degree to which scores on a measure are associated with scores on an established measure intended to assess a similar or theoretically related construct (in a way that is consistent with the proposed score interpretation). | • Convergent evidence (of validity) • Convergent validity (evidence)                                    | The previously established measure must itself produce reliable scores that can be argued to be valid for the proposed score interpretation. Ideally, the correlation between the 2 measures should be large (correlation coefficient \( r \) or \( \rho \) \( \geq 0.50^{75} \)). The correlation should also be statistically significant \( P < 0.05 \). | Scores on the SAGAT positively correlated with scores on a traditional checklist assessment of task performance \( r = 0.81, P < 0.01 \). |
| The degree to which scores on a measure are associated with performance on a relevant outcome measure or external criterion (in a way that is consistent with the proposed score interpretation). | • Criterion-related evidence (of validity) • Criterion-related validity (evidence) • Concurrent evidence (of validity) • Concurrent validity • Predictive evidence (of validity) • Predictive validity‡ | The criterion measure must itself produce reliable scores that can be argued to be valid for the proposed score interpretation. The reported statistics will vary depending on how the outcome is measured, but the relationship between the 2 measures should be statistically significant \( P < 0.05 \). If applicable, the correlation should ideally be large (correlation coefficient \( r \) or \( \rho \) \( \geq 0.50^{75} \)). | Scores on the NASA-TLX—a measure of subjective workload—positively correlated with the time taken to complete a task \( r = 0.75, P < 0.01 \). |
| The degree to which scores on a measure can distinguish between different participant groups, eg, experienced vs. novice (in a way that is consistent with the proposed score interpretation). | • Contrasted groups • Criterion-group approach (or strategy) • Criterion-related evidence of validity • Criterion-related validity (evidence) • Construct validity (in the traditional sense)§ | The difference between the groups must be in the expected direction (eg, participants who are more experienced in the content domain would be predicted to receive better scores than novices). The difference should also be statistically significant \( P < 0.05 \). Statistics reported will vary, but may include a t test, ANOVA, or Mann-Whitney U test. | An ANOVA on Clinical Performance Tool scores revealed that participants with more clinical experience scored higher than participants with less clinical experience \( P < 0.05 \). |

* Many of the terms listed in this column are now regarded as outdated and potentially misleading because they imply that there are multiple "types" of validity (eg, predictive validity), which is inconsistent with the contemporary unitary conceptualisation.60–68 They have been included only to assist with the interpretation of published work that uses these terms and not as an endorsement of their continued use.

† Cohen7 suggests the following benchmarks for classifying the strength of a correlation in the context of validity testing: |0.10| = small, |0.30| = medium, and |0.50| = large.

‡ This term has been used inconsistently over time, shifting from its traditional constrained meaning (as a "type" of validity) to a general term encompassing all validity evidence,76,77 and then to the present situation where it no longer appears in the Standards and its use is discouraged entirely.64,65 Unfortunately, inconsistent usage of this term continues to afflict the literature.76

§ This term has been used inconsistently over time, shifting from its traditional constrained meaning (as a "type" of validity) to a general term encompassing all validity evidence,76,77 and then to the present situation where it no longer appears in the Standards and its use is discouraged entirely.64,65 Unfortunately, inconsistent usage of this term continues to afflict the literature.76

ANOVA, analysis of variance; ANTS, Anesthetists’ Non-Technical Skills; NOTSS, Non-Technical Skills for Surgeons; SAGAT, Situation Awareness Global Assessment Technique.

tools) validity evidence has been collected using samples of clinicians. These include measures of: nontechnical skills4,5,34,38,49,52,58–60,76,77,80–117 (see Table 3, Supplemental Digital Content 1, which outlines 17 measures, http://links.lww.com/SIH/A516); technical skills and clinical performance40,59,81,102,112,120–127 (see Table 4, Supplemental Digital Content 2, which outlines 6 measures, http://links.lww.com/SIH/A517); and psychological constructs4,6,28,30,78,111,126–140 (see Table 5, Supplemental Digital Content 3, which outlines 7 measures, http://links.lww.com/SIH/A518).

For each measurement tool, the tables specify what the tool is designed to measure (eg, subjective workload) and what type of tool it is (eg, self-report questionnaire). They also summarize the tool’s response format, reliability evidence, and quantitative evidence of validity. However, if you are considering one of these tools for use in your own work, you will also need to consult the original articles cited in the tables to compare and contrast the context(s) in which the tool was designed and evaluated with your own measurement situation and intended use to make a reasoned judgment about the extent to which the published reliability and validity evidence is likely to generalize. The tables also contain relevant usage examples that have been drawn directly from published simulation-based healthcare improvement studies, where possible. However, we have also included several tools that have not yet been used in published healthcare improvement projects, but which have evidence of sound psychometric properties and may be appropriate for such purposes.
Much of the reliability and validity evidence presented in Tables 3 to 5 is derived from studies published by the authors of the tools. In cases where we cite evidence published by other researchers, reliability and validity coefficients may be influenced by the extent to which those researchers complied with the original instructions for administering and/or scoring the measures. Evidence from third parties should therefore be interpreted cautiously and weighted appropriately, informed by qualitative information provided by the authors about compliance with the established response processes.

**KEY CONSIDERATIONS FOR USING A MEASUREMENT TOOL**

Having selected a suitable measurement tool for your project, it is important to know how to use it appropriately in order for the data it produces to be meaningful and interpretable. It is beyond the scope of this article to provide exhaustive guidance on the process of designing and executing a simulation-based healthcare improvement study; rather, we outline several key considerations for successfully integrating measurement tools into your project and avoiding common pitfalls.

**Adhering to the Measurement Tool Instructions**

Authors of measurement tools typically provide instructions on how to administer the measure (eg, what to say to participants) and score the data (eg, how to score reverse-worded items and create subscale scores). Some measurement tools are also accompanied by advice on the training required for raters. Any deviation from these instructions may result in compromised data: At best, the data may be contaminated with random “noise” that makes real differences in the construct more difficult to detect and, at worst, the data may be completely meaningless. When relying on published reliability and validity evidence to support your choice of tool, the validity argument for your intended use can only be supported if you administer the measure as per the authors’ instructions, and you can demonstrate (or reason) that the measure is appropriate for your participants.

**Modifying or Customizing a Measurement Tool**

There may be a temptation to modify an established measurement tool in a way that is perceived to better suit the needs of your study. For example, you might consider removing specific items that are irrelevant to the intended population or context, or rewording items to improve relevance. However, any such changes may have deleterious effects on reliability and/or validity. Consequently, when measurement tools are modified, it is common practice to collect new reliability and validity data to examine how the adaptions have affected the tool’s psychometric properties. For example, the *Oxford Non-Technical Skills Scale* was originally designed for the aviation context but was modified for use in surgical contexts. Subsequently, it was further modified for trauma contexts and a new scale was created—the *Trauma Non-Technical Skills scale*. Reliability and validity were thoroughly assessed with each modification of the measure.

Whether you make changes to your chosen measurement tool or not, it is essential to assess whether the scores that it yields are likely to be reliable in your measurement situation and whether a defensible validity argument can be made for your intended use (taking into account any changes). In addition, it is advisable to collect as much empirical reliability and validity evidence from your own sample of participants as possible to confirm that the tool is performing as expected in your study. However, in practice, it is often only practicable to assess internal consistency, and even this cannot be done meaningfully with the small participant samples often used in healthcare improvement projects.

One common modification seen in research and practice is to use one or more subscales from a measurement tool, rather than administering the entire measure. For example, Kalisch et al correlated scores produced by their novel teamwork measure with scores on the teamwork subscale of an established measure, the *SAQ*. Some common reasons for excluding particular subscales when administering a measure are time constraints and irrelevance to the project. When considering this approach, it is important to evaluate any available reliability and validity evidence that is specific to the subscale(s) you intend to use. Because removing a subscale from the context of the test it belongs to may affect participants’ responses, it is again advisable to collect empirical reliability and validity evidence from your own sample if possible.

If multiple self-report measures are administered sequentially, one minor modification that is unlikely to negatively affect reliability or validity (although this can still be tested) is to ensure that the response options are presented in a consistent direction for all measures. For example, if one measure uses a rating scale with anchors ranging from “strongly disagree” to “strongly agree” and the next uses a similar rating scale with anchors presented in the opposite direction (ie, from “strongly agree” to “strongly disagree”), then flipping the direction of the scale for the second measure may avoid potential confusion and/or unintended responses from participants who may cease to pay attention to the column headers after completing several pages of questions.

**Using Multiple Measurement Tools**

Depending on the study, multiple measurement tools may be used to assess preexisting attributes of the participants and/or outcome measures. Where multiple outcomes of interest are measured, the data can potentially be used to analyze relationships between them. For example, Gilfoyle et al tested the effectiveness of a team training intervention on pediatric resuscitation teams’ clinical performance and teamwork with 2 behavioral marker systems (the *Clinical Performance Tool* and the *Clinical Teamwork Scale*) and assessed the relationship between these 2 measures.

However, the use of multiple measurement tools is not without its costs. An important consideration when planning any study involving time-poor clinicians as participants is how long it will take them to complete. In addition, factors such as varying levels of language and comprehension skills may affect completion times and should be taken into account. The use of multiple behavioral marker systems can also create complications. If the scoring is conducted off-line (eg, by coding video recordings), the use of multiple measures will increase the time it takes observers to complete the scoring, and therefore the financial cost of the study. Worse still, any attempt by
individual observers to complete multiple behavioral marker systems concurrently (whether in real time during a simulation event, or during video-based coding) is likely to negatively impact the quality of the data, given the competing demands on their attention.

Finally, regardless of what type of measure is used, it is important to resist any temptation to include multiple measures of the same construct or large numbers of measures for which you have no specific hypotheses or research questions, in the hope that one of them will produce a significant result. Such “fishing expeditions” are likely to yield seemingly significant results that are actually the product of chance and are therefore not reproducible. Nevertheless, it may be legitimate to use multiple measures of the same construct if their inclusion is supported by a convincing rationale (eg, to combine the data from multiple measures to increase overall data quality).

**Sequencing Measurement Tools and Other Tasks**

When using multiple measurement tools, the order of administration should be carefully chosen to reduce the likelihood of carryover effects (eg, due to priming, as discussed earlier). For example, Lee and Grant manipulated the location of an item assessing self-rated health in a questionnaire and found that responses differed depending on whether it was presented before or after items about participants’ chronic health conditions. If the act of responding to “Questionnaire A” may influence responses to “Questionnaire B,” but not vice versa, then “Questionnaire B” should be administered first. However, if 2 (or more) measurement tools are likely to have similar carryover effects on one another, then the order of administration should be counterbalanced (ie, arranged so that the same number of participants in each group or condition receive each possible order) or randomized if counterbalancing is not possible (eg, because the number of possible orders exceeds the sample size).

Practitioners should bear in mind that other tasks or procedures that participants complete during the study (ie, not just measurement tools) can also potentially create or be subject to carryover effects. For example, a demographic questionnaire that asks participants questions about their professional background might make their membership of particular occupational group (eg, nurses or surgeons) more salient, potentially impacting on their subsequent performance in a simulation-based multidisciplinary teamwork task. Hence, if there is any plausible potential for a carry-over effect, it would be safer to collect such data at the end of the study if carryover cannot occur in the opposite direction (eg, a participant’s occupation will not change because they participate in a teamwork exercise).

In addition to minimizing carryover effects, tasks and measurement tools must also be sequenced and timed appropriately to address the hypotheses or research questions of the study. For example, if we used the NASA Task Load Index (NASA-TLX) to assess surgical team members’ subjective cognitive workload during a simulated procedure, it would be important to administer the measure as soon as practicable after completion of the procedure, while the experience is still fresh in participants’ minds. If we then wanted to compare their workload during another procedure (eg, to test the impact of an alternative workflow), we would need to administer the NASA-TLX in exactly the same way at exactly the same time relative to the simulation, in order for the data to be comparable.

More generally, we recommend having participants complete all self-report measures during the testing session, rather than afterward, even if they are administered online. As well as providing a better reflection of participants’ current state, this also ensures that data collection is completed in a timely manner and eliminates the need to expend additional resources following-up with participants. This approach is also likely to maximize the response rate (and therefore the final sample size) and potentially avoid biased data because of systematic attrition (eg, if participants who performed poorly in a simulation were less likely than others to complete the self-report measures at home).

**Linking Data From Measurement Tools**

To ensure that all potential options for data analysis are available, each participant should be assigned their own unique code to link all of their data together, which may include demographics, responses to self-report measures, data from behavioral marker systems, and performance data (eg, task completion times), among other things. For example, in a surgical simulation study where cognitive workload is an outcome of interest, it might be necessary to link each participant’s role in the simulation (eg, instrument nurse, surgeon) to their scores on the outcome measures (eg, the NASA-TLX) if the intervention under investigation is likely to have different impacts on different roles. More generally, standard statistical methods for evaluating relationships between 2 or more variables in a study assume that each participant’s data on the relevant variables can be linked.

To maintain participant confidentiality, it is necessary to use participant codes that do not incorporate the participants’ names or other personal information that could reveal their identity. The simplest solution is to assign sequential numbers to participants. However, if data are to be collected at multiple time points, it can be useful to use a system for creating codes that can be replicated reliably by the participants themselves (eg, the first 3 letters of their mother’s maiden name, followed by 2 digits representing their birth month). Nevertheless, complete data linkage will only be possible if the codes are recorded in all project documents (paper or electronic) containing study data, including self-report measures, demographic questionnaires, video filenames, and coding sheets. Because participant confidentiality is also an ethical issue, it is important to comply with local human research ethics board guidelines surrounding data linkage and storage (eg, they may require researchers to store video securely because participants could be identified’).

**CONCLUSIONS**

As simulation is increasingly being used in healthcare improvement projects, there is a growing need for simulation practitioners to be well equipped to incorporate appropriate measurement tools into their work. This article provides a practical introduction and guide to the key considerations of relevance to practitioners when selecting and using such tools. It also offers a substantial selection of example tools, both to illustrate the key considerations in relation to choosing a
measure (including reliability and validity) and to serve as a convenient practical resource for those planning a study. Although no single article could ever provide a comprehensive discussion of all matters related to the reliability, validity, and appropriate use of measurement tools (which could fill an entire book), this article should suffice to equip practitioners with enough knowledge to make better decisions and therefore to increase the quality of the data they collect and the likelihood that their simulation-based healthcare improvement projects will be successful. It may also stimulate further interest, reading, and professional development.
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