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Abstract—Massive MIMO opens up attractive possibilities for next generation wireless systems with its large number of antennas offering spatial diversity and multiplexing gain. However, the fronthaul link that connects a massive MIMO Remote Radio Head (RRH) and carries IQ samples to the Baseband Unit (BBU) of the base station can throttle the network capacity/speed if appropriate data compression techniques are not applied. In this paper, we propose an iterative technique for fronthaul load reduction in the uplink for massive MIMO systems that utilizes the convolution structure of the received signals. We use an alternating minimisation algorithm for blind deconvolution of the received data matrix that provides compression ratios of 30-50. In addition, the technique presented here can be used for blind decoding of OFDM signals in massive MIMO systems.

Index Terms—Massive MIMO, 5G networks, fronthaul compression, iterative technique, alternating minimisation, blind matrix deconvolution

I. INTRODUCTION

Massive MIMO is a pivotal technology in the 5G wireless standards [1] and hopefully 6G standards. While it can dramatically increase the network capacity and speed with spatial diversity and multiplexing gain, it also comes with the practical difficulties of handling and processing large amounts of data by the hardware and the fronthaul network. With 5G NR standards envisioning base stations with antennas numbering in the range of 30-100 [1], one significant bottleneck is the fronthaul, which handles the data transfer between the remote radio head (RRH) and the baseband unit (BBU) at the radio base station. The latest Open Radio Access Network (O-RAN) standard used for fronthaul data transfer is the Enhanced CPRI (eCPRI), which allows for various functional splits between the BBU and RRH to flexibly reduce fronthaul load [2]. However, a low-PHY functional split requires a data rate up to 236 Gbps for 100MHz bandwidth for a 64-antenna base station [2]. Since the fronthaul load scales up with the number of RRH antennas, laying high speed optical fibres for increasing antenna elements will increase the CAPEX for network operators significantly and hence can limit the use of massive MIMO solutions.

Numerous compression techniques have been proposed to reduce the fronthaul load for the uplink, which exploit either the redundancies in the received waveform [3], [4], a priori knowledge of the characteristics of the received signal [5] or the correlation between the base station antennas [6], [7]. [3] achieves 1/2-rate compression by removing redundant spectrum bandwidth and compressing the quantization bit-width, [4] outlines a lossy compression algorithm by applying FFT and Discrete Cosine Transform (DCT) to the received signals and discarding low power frequency coefficients. While [5], [4] have the advantage of low implementation complexity, they do not offer high compression ratios. [5] reviews compressive sensing techniques that make use of the sparsity of signals for uplink fronthaul compression. [6] performs a principal component analysis (PCA) on the matrix of received signals to utilize the spatio-temporal correlation of the signals for their compression. [7] uses a low-rank approximation of the received signal matrix via QR decomposition to reduce the fronthaul load. Although [6], [7] achieve better compression than [3], [4] at the cost of increased computations, the highest compression ratio they achieve for 64 antennas is 5. We propose a new method that offers a compression ratio nearly an order of magnitude higher than [6], [7] by leveraging the underlying convolution structure of the received data.

The goal of fronthaul compression is to compress $N$ IQ samples received at the $N_r$ RRH antennas, which can be arranged in the form of an $N \times N_r$ matrix. For example, $N$ can be the FFT size used in OFDM signals. In a massive MIMO system, $N_r$ is usually much higher than the number of users served in the system simultaneously. This means that the columns of the received signal matrix at RRH are the result of the same user data sequence convolved with a different multi-path channel response corresponding to each receive antenna in the time domain. In the frequency domain, this received signal matrix can be expressed as the product of an $N$-dimensional diagonal matrix of user data and the Fourier transform of an $L \times N_r$ channel matrix, where $L$ is the number of significant multi-paths. If $L \ll N_r$, as is typical for massive MIMO, representing the received signal matrix in terms of the $N$-length user data sequence and the $L \times N_r$ channel matrix allows us to recover it at the BBU using far fewer samples than $NN_r$. Towards this end, we need to perform a blind deconvolution of the received signal matrix at the RRH. Our objective is similar to the one in [3], however we take an approach different from [8] to solve the objective function since we have to deconvolve a matrix of sequences rather than a single sequence as in [8]. Noting that the $N$-point Fourier transform of the $L \times N_r$ channel matrix is low rank,
given $L < \min\{N, N_r\}$, we present an iterative algorithm consisting of alternating minimisation similar to the one in [9] used for low rank matrix sensing. However, our algorithm is constructed differently from [9] to reflect the fact that only one of the deconvolved matrices (the channel matrix) is low rank while the other (the user data matrix) is a full rank diagonal matrix.

This paper is organised as follows: Section II outlines our system model, Section III presents our compression algorithm for single user and multi-user cases, Section IV presents the results of link level simulations of the algorithm and analyses its performance vis-à-vis the PCA compression in [8] and the uncompressed system, and Section V concludes the work.

II. SYSTEM MODEL

We consider a massive MIMO 5G base station RRH that has $N_r$ antennas and receives signals from $N_u$ users in the uplink. Since the uplink multiple access scheme in 5G (and 4G) is OFDMA [10], the bit-stream from each user is mapped to an M-QAM symbol constellation followed by sub-carrier mapping, IFFT, and cyclic prefix (CP) addition. We assume that the channel has a maximum of $L$ significant multi-paths for each user. The signal received at antenna $r$ at a sampling instant $n$ is

$$y_r[n] = \sum_{u=1}^{N_u} x_u[n] \odot h_{r,u}[n] + w_r[n],$$

where $x_u[n]$ is the OFDM symbol of user $u$, $h_{r,u}[n]$ is the multi-path channel response between user $u$ and antenna $r$, $\odot$ represents circular convolution (because of cyclic prefix in OFDM), and $w_r$ is the additive white Gaussian noise (AWGN) at antenna $r$ with variance $\sigma^2$.

We consider a block of $N$ samples in the time-domain received at the RRH after CP removal. We assume a constant channel for the duration of these $N$ samples. Without loss of generality, we choose $N$ as the FFT size of one OFDM symbol. The signal matrix received at the RRH is

$$Y = \begin{bmatrix}
y_1[1] & y_2[1] & \cdots & y_{N_r}[1] \\
y_1[2] & y_2[2] & \cdots & y_{N_r}[2] \\
\vdots & \vdots & \ddots & \vdots \\
y_1[N] & y_2[N] & \cdots & y_{N_r}[N]
\end{bmatrix}_{N \times N_r}.$$ 

Here, each column of $Y$ represents the received signal at each antenna over $N$ sampling instants. We need to send information about $Y$ from the RRH to the BBU via the fronthaul link for its faithful reconstruction at the BBU.

III. COMPRESSION USING MATRIX DECOMPOSITION

For ease of analysis, we first focus on the scenario where all the $N$ sub-carriers in the uplink are occupied by a single user and describe how to compress $Y$. We then extend this result to the case where the $N$ sub-carriers are occupied by multiple users simultaneously. Fig. 1 gives the outline of the process of compression at RRH and recovery at BBU.

A. SU-MIMO System

When the number of users, $N_u = 1$, we have a single-user multiple-input multiple-output (SU-MIMO) system in the uplink. Applying FFT to $Y$ and using the subscript $f$ to denote quantities in the frequency domain, we can write $Y$ in the frequency domain as

$$Y_f = X_f H_f + W_f,$$  \hspace{1cm} (1)

where $X_f$ is the $N \times N$ diagonal matrix with the $N$-length M-QAM user data as its diagonal, $H_f$ is the $N \times N_r$ multi-path channel matrix, and $W_f$ is the noise. Denoting the first $L$ columns of the $N \times N$ DFT matrix as $F_L$, $H_f$ can be expressed as the matrix product $F_L H_t$, where $H_t$ is the $L \times N_r$ time-domain multi-path channel response for the $N_r$ antennas. Using this, we rewrite (1) as

$$Y_f = X_f F_L H_t + W_f.$$  \hspace{1cm} (2)

If $Y_f$ is transmitted on the fronthaul, then $NN_r$ samples are required to be sent. However, if we observe (2), we see that we can reconstruct the signal component of $Y_f$ with the $N$ non-zero samples corresponding to $X_f$ and the $LN_r$ samples corresponding to $H_t$. Therefore, if we decompose $Y_f$ into its signal components $X_f$ and $H_t$, we need to send only $N + LN_r$ samples from the RRH to the BBU, to recover $Y_f$. Typically, $L \ll \min\{N_r, N\}$, therefore this gives a compression ratio (CR) of

$$CR_{SU} = \frac{NN_r}{N + LN_r}.$$  \hspace{1cm} (3)

One way of obtaining $X_f$ and $H_t$ from $Y_f$ is coherent demodulation of $Y_f$. This would require pilots and modulation order to be known at the RRH [11]. However, in general,
this information is not available at the RRH [12]. The idea is to decompose $Y_f$ into matrices $\hat{X}$ and $\hat{H}$ (not necessarily equal to $X_f$ and $H_f$) so that $Y_f \approx \hat{X}F_L\hat{H}$, without any knowledge of pilots/modulation order. This clearly resembles the blind demodulation of massive MIMO OFDM symbols and the technique given in this paper can also be used for the same. Thus, for compressing $Y_f$, we need to find a diagonal matrix $\hat{X}$ and an $L \times N_r$ matrix $\hat{H}$ that minimise $\|Y_f - \hat{X}F_L\hat{H}\|_F^2$. We use an iterative alternating minimisation approach to find $\hat{X}$ and $\hat{H}$ as outlined in Algorithm 1. At each iteration of the algorithm, we solve the minimisation problems

$$
\hat{H}_{k+1} = \arg\min_{\hat{H}} \|Y_f - \hat{X}_kF_L\hat{H}\|_F^2, \\
\hat{X}_{k+1} = \arg\min_{\hat{X}} \|Y_f - \hat{X}F_L\hat{H}_{k+1}\|_F^2,
$$

(4)

alternately until we obtain the optimal solution to faithfully reconstruct $Y_f$ within a pre-defined error tolerance $\epsilon$. The above optimisation problem has closed form solution as shown in Algorithm 1.

We begin with an initial guess, $\hat{X}_0$, and solve for $\hat{H}$ in $Y_f = \hat{X}_0F_L\hat{H}$, as given by step 5 of Algorithm 1. We then use this $\hat{H}$ to find $\hat{X}$ such that $\sum_{r=1}^{N_r} \|y_r - \hat{X}_0F_Lh_r\|_2^2$ is minimised, where $y_r$ and $h_r$ are the $r$-th columns of $Y_f$ and $\hat{H}$, respectively. This leads us to the solution given in step 8 of Algorithm 1. We repeat this process until the product $\hat{X}_fF_L\hat{H}$ meets the error tolerance $\epsilon$. We then send only $\hat{X}$ and $\hat{H}$ to the BBU.

**B. MU-MIMO System**

When the number of users occupying the same set of sub-carriers in the system, $N_u > 1$, we have a multi-user multiple-input multiple-output (MU-MIMO) system. For such a system, we can express $Y$ in the frequency domain as

$$
Y_f = [X_f(1) X_f(2) \ldots X_f(N_u)] \text{diag}(F_L) \hat{H}_f(N_u) + \mathbf{w}_f,
$$

(5)

where $X_f(u)$ is the $N \times N$ diagonal matrix, with the $N$-length M-QAM data of user $u$ as its diagonal, and $\hat{H}_f(u)$ is the $N \times N_r$ multi-path channel matrix for user $u$. Similar to the SU-MIMO case, we can express each $\hat{H}_f(u)$ as the matrix product $F_L H_k(u)$, where $H_k(u)$ is the $L \times N_r$ time-domain multi-path channel response for user $u$. Let $\text{diag}(F_L)$ denote the block matrix of the form

$$
\text{diag}(F_L) = \begin{bmatrix}
F_L & 0 & \ldots & 0 \\
0 & F_L & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & F_L
\end{bmatrix}_{NN_u \times LN_u}
$$

Then,

$$
\begin{bmatrix}
\hat{H}_f(1) \\
\hat{H}_f(2) \\
\vdots \\
\hat{H}_f(N_u)
\end{bmatrix}_{NN_u \times N_r} = \begin{bmatrix}
\text{diag}(F_L) \\
\hat{H}_f(1) \\
\vdots \\
\hat{H}_f(N_u)
\end{bmatrix}_{LN_u \times N_r}
$$

Using the above, we can rewrite (5) as

$$
Y_f = [X_f(1) X_f(2) \ldots X_f(N_u)] \text{diag}(F_L) \begin{bmatrix}
\hat{H}_f(1) \\
\hat{H}_f(2) \\
\vdots \\
\hat{H}_f(N_u)
\end{bmatrix}_{LN_u \times N_r} + \mathbf{w}_f.
$$

(6)

Let $\hat{X} = [\hat{X}(1) \hat{X}(2) \ldots \hat{X}(N_u)]$, where $\hat{X}(u)$ are $N \times N$ diagonal matrices, and $\hat{H} = [\hat{H}(1) \hat{H}(2) \ldots \hat{H}(N_u)]^T$

### Algorithm 1 Alternating minimisation for SU-MIMO Franklith compression

1: Input $Y_f$
2: Define error tolerance $\epsilon$
3: Initialize diagonal of $\hat{X}_0$ to be the first column of $Y_f$, $k = 0$, $B = [\,]$
4: repeat
5: $\hat{H}_{k+1} \leftarrow (\hat{X}_kF_L)^\dagger Y_f$
6: $B \leftarrow F_LH_{k+1}$
7: for $m \leftarrow 1$ to $N$ do
8: $x_{k+1}(m) = \left(\sum_{r=1}^{N_r} y_{m,r}B_m^\ast r\right)/\left(\sum_{r=1}^{N_r} |B_m|r^2\right)$
9: end for
10: $k \leftarrow k + 1$
11: until $\|Y_f - \hat{X}_kF_L\hat{H}_k\|_F/\|Y_f\|_F < \epsilon$
12: return $\hat{X}_k, \hat{H}_k$

\dagger denotes matrix pseudo-inverse, $\ast$ denotes complex conjugation. $A_{m,r}$ denotes element at row $m$ and column $r$ of matrix $A$ and $x_i(m)$ denotes $m^{th}$ diagonal element of $X_i$.

### Algorithm 2 Alternating minimisation for MU-MIMO Franklith compression

1: Input $Y_f$
2: Define error tolerance $\epsilon$
3: Initialize diagonal of $\hat{X}_0(u)$ to be any $N_u$ columns of $Y_f$ for $u = 1, 2, \ldots, N_u$, $k = 0$, $B = [\,]$
4: repeat
5: $\hat{H}_{k+1} \leftarrow (\hat{X}_k\text{diag}(F_L))^{\dagger} Y_f$
6: $B \leftarrow \text{diag}(F_L)\hat{H}_{k+1}$
7: for $m \leftarrow 1$ to $N$ do
8: $x_{k+1}(m) = y_m^T(B_m)^\dagger$
9: end for
10: $k \leftarrow k + 1$
11: until $\|Y_f - \hat{X}_k\text{diag}(F_L)\hat{H}_k\|_F/\|Y_f\|_F < \epsilon$
12: return $\hat{X}_k, \hat{H}_k$
where \( \hat{H}(u) \) are size \( L \times N_r \) matrices, for \( u = 1, 2, \ldots, N_u \). We use the same iterative approach to find \( \hat{X} \) and \( \hat{H} \) that form the signal component of \( \mathbf{Y}_f \) as was used in the SU-MIMO case. As outlined in Algorithm 2, at each iteration we solve the minimisation problems

\[
\hat{H}_{k+1} = \arg \min_{\hat{H}} \| \mathbf{Y}_f - \hat{X}_k \text{diag}(\mathbf{F}_L) \hat{H} \|_F^2,
\]
\[
\hat{X}_{k+1} = \arg \min_{\hat{X}} \| \mathbf{Y}_f - \hat{X} \text{diag}(\mathbf{F}_L) \hat{H}_{k+1} \|_F^2,
\]

alternately until we obtain the optimal solution \( \{ \hat{X}, \hat{H} \} \) to faithfully reconstruct \( \mathbf{Y}_f \) within a pre-defined error tolerance \( \epsilon \). Then we send the \( NN_u \) samples corresponding to \( \hat{X} \) and the \( LN_rN_u \) samples corresponding to \( \hat{H} \) from the RRH to the BBU, leading to a compression ratio of

\[
CR_{MU} = \frac{NN_r}{N_u(N + LN_r)}, \quad (8)
\]

Recovery at BBU

Upon receiving the samples corresponding to \( \hat{X} \) and \( \hat{H} \) at the BBU, we reconstruct \( \mathbf{Y}_f \) as

\[
\hat{\mathbf{Y}}_f = \hat{\mathbf{X}} \text{diag}(\mathbf{F}_L) \hat{\mathbf{H}},
\]

for SU-MIMO, and as

\[
\hat{\mathbf{Y}}_f = \hat{\mathbf{X}} \text{diag}(\mathbf{F}_L) \hat{\mathbf{H}},
\]

for MU-MIMO. Then the standard pilot-based channel estimation can be used at the BBU for data recovery. We use the estimated channel coefficients to apply either maximal ratio combining (MRC) in the single user case or zero-forcing (ZF) equalization in the multi-user case to \( \hat{\mathbf{Y}}_f \) in order to recover the user data \( \mathbf{X}_f \).

We do not directly use the \( \hat{X} \) received from RRH as the estimate of the user data \( \mathbf{X}_f \) for the following two reasons: 1) The solution \( \{ \hat{X}, \hat{H} \} \) obtained in Algorithms 1 and 2 are unique only up to a scalar constant, and the product in (9) or (10) can converge to \( \mathbf{Y}_f \) even when \( \hat{X} \) and \( \hat{H} \) do not individually converge to the actual \( \mathbf{X}_f \) and \( \mathbf{H}_f \). A detailed discussion on this is given in the Appendix. 2) In the case of network architectures like Cloud Radio Access Network (C-RAN), where several RRHs share a single BBU pool, the BBU can have knowledge of interferers which allows it to get a better estimate of the channel than the \( \hat{H} \) received from the RRH.

IV. RESULTS AND DISCUSSION

We compare the performance of the proposed compression method against PCA compression in [6] applied in the frequency domain based on three criteria: Compression Ratio (CR), Symbol Error Rate (SER) and algorithm complexity.

A. Comparison of achieved Compression Ratios

For a SU-MIMO system, the CR of the proposed method is given by (3). The CR for PCA compression in [6] is given by

\[
CR_{SU, PCA} = \frac{NN_r}{L(N + NN_r)}, \quad (11)
\]

We observe from (3) and (11) that for large values of \( N \), which is the case when \( N \) is the OFDM symbol length for large bandwidths, having \( N \gg \max\{L, N_r\} \) implies

\[
\frac{CR_{SU}}{CR_{SU, PCA}} = \frac{LN + LN_r}{N + LN_r} \approx \frac{LN}{N},
\]

which gives us

\[
CR_{SU} \approx L \times CR_{SU, PCA}. \quad (12)
\]

For the MU-MIMO case,

\[
CR_{MU, PCA} = \frac{NN_r}{LN_u(N + NN_r)} \quad (13)
\]

Comparing this with (8) when \( N \gg \max\{L, N_r, N_u\} \) gives us

\[
\frac{CR_{MU}}{CR_{MU, PCA}} = \frac{LN_uN + LN_uN_r}{N_uN + LN_uN_r} \approx L.
\]

The CRs for different values of \( N, N_r, L, N_u \) for both the methods are given in Tables I and II. Thus, we observe that the proposed compression method can give nearly an order of magnitude higher CRs than PCA compression in [6], [7].

B. Symbol Error Rate Performance

We use Monte Carlo simulations to evaluate the uncoded SER of the proposed method, PCA compression and the uncompressed system. The simulation parameters are summarized in Table III. We use the exponential correlation model [13] with correlation coefficient 0.7 to model the antenna correlation for a uniform linear array at the RRH. We use \( N_u = 4 \) users for the MU-MIMO case.

Fig. 2 shows the uncoded SERs of the proposed method and PCA compression for a single user in the system. MRC using pilot-based channel estimates is applied at the BBU. In Fig.

| Method | \( N = 1024 \) | \( N = 4096 \) |
|--------|--------------|--------------|
| MD     | 36.6         | 53.9         |
| PCA    | 5.0          | 5.2          |

TABLE II: Compression Ratios for MD and PCA methods for \( N_r = 64, L = 12, N_u = 4 \)

| Method | \( N = 1024 \) | \( N = 4096 \) |
|--------|--------------|--------------|
| MD     | 9.2          | 13.5         |
| PCA    | 1.2          | 1.3          |

TABLE III: Simulation Parameters

| Modulation scheme (M) | 64-QAM |
|-----------------------|--------|
| No. of RRH antennas (\( N_r \)) | 64 |
| FFT size (\( N \)) | 4096 |
| Multi-path Channel length (\( L \)) | 12 |
| Channel Model | TDLA30 |
Fig. 2: Uncoded SERs of the proposed method (after 10 iterations of Algorithm 1) and PCA compression for single user in the system with (a) all $N_r = 64$ antennas used during MRC (b) only $N_r/2 = 32$ antennas used during MRC. SER for the uncompressed system for all cases are also plotted as baseline. Proposed method matches the SER of uncompressed system in both cases while providing a CR above 50, whereas SER for PCA compression degrades in case (b) in spite of offering a CR of only about 5.

Fig. 3: Uncoded SERs of the proposed method (after 10 iterations of Algorithm 2), PCA compression and no compression cases for 4 users in the system with (a) all $N_r = 64$ antennas used for demodulation at BBU. In Fig. 3(b), data from only $LN_u = 48$ antennas are used at the BBU to improve the CR. In both cases, the proposed method matches the SER of PCA and no compression at low SNRs, while providing a CR of approximately 14, nearly $10 \times$ that of the original uncompressed system.
of PCA. We observe loss of diversity gain at high SNRs for the proposed method in both cases and for PCA in case (b).

C. Algorithm Complexity

We now analyze the time complexity of the proposed compression method. We observe from Algorithm 1 that the most computationally intensive operation is step 5, where we calculate

\[
\hat{H}_{k+1} = (\hat{X}_k F_L)^\dagger Y_f = (F_L^H \hat{X}_k^H \hat{X}_k F_L)^{-1} F_L^H \hat{X}_k^H Y_f.
\]

The matrix pseudo-inverse in (14) is usually calculated via SVD, which has a time complexity of \(O(N^3)\) since \(\hat{X}_k F_L\) has dimension \(N \times L\). However, if we expand the matrix pseudo-inverse, then the computations \((F_L^H \hat{X}_k^H \hat{X}_k F_L)^{-1}\) and \(F_L^H \hat{X}_k^H Y_f\) can be carried out in parallel to save time. Thus, we split (14) into three steps:

1) Compute and store \(F_L^H \hat{X}_k^H\), which has \(LN\) multiplications, same as a matrix-vector product because \(\hat{X}_k^H\) is diagonal.

2) Compute \((F_L^H \hat{X}_k^H \hat{X}_k F_L)^{-1}\) and \(F_L^H \hat{X}_k^H Y_f\) in parallel. \(U = F_L^H \hat{X}_k^H \hat{X}_k F_L\) requires \(L^2N\) multiplications and finding the inverse of \(U\), an \(L \times L\) matrix, has complexity \(O(L^3)\). Meanwhile, \(V = F_L^H \hat{X}_k^H Y_f\) requires \(LNN_r\) multiplications. Since \(L < N_r\), this step has a time complexity of \(O(LNN_r)\).

3) Compute the product of \(U^{-1}\) and \(V_{L \times N_r}\), which requires \(L^2N_r\) multiplications.

Thus, the approximate time complexity of one iteration in Algorithm 1 is \(O(LNN_r)\), which is comparable to the time complexity of \(O(N^3)\) of the SVD step in PCA compression [6]. However, we require multiple iterations for Algorithm 1 to converge to \(Y_f\), which makes it computationally more intensive than PCA compression in [6].

V. CONCLUSION

Fronthaul capacity is a major bottleneck in the implementation of 5G OFDM massive MIMO networks. In this work, we proposed a method of fronthaul compression for the uplink that exploits the convolution structure of the received data. We used an iterative alternating minimization approach at the RRH to approximate the received signal as the product of a diagonal user data matrix and a low rank channel response matrix, allowing the received signal to be reconstructed at the BBU using fewer samples. The method can be tailored to both single-user and multi-user MIMO systems, and link level simulations show that it provides the same symbol error rates as an uncompressed system. It can offer nearly an order of magnitude higher compression ratios than the existing methods.
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APPENDIX

UNIQUENESS OF THE SOLUTION

The optimal solution to (4), \(\{\hat{X}, \hat{H}\}\) obtained via Algorithm 1 is unique up to a scalar constant. We prove this in the following lemma.

**Lemma 1.** If \(\{\hat{X}, \hat{H}\}\) and \(\{\tilde{X}, \tilde{H}\}\) are two solutions to (4), then they are related to each other by the scalar transform

\[
\tilde{X} = (\frac{1}{\lambda}) \hat{X} \quad \text{and} \quad \tilde{H} = (\hat{H}^\dagger)^* (\hat{H}^\dagger)^{-1} \hat{H}
\]

**Proof.** If \(\{\hat{X}, \hat{H}\}\) and \(\{\tilde{X}, \tilde{H}\}\) are both solutions to (4), then

\[
\tilde{X} F_L \hat{H} = \tilde{X} F_L \hat{H}
\]

Let \(\tilde{X} = X^*\) and \(\hat{H} = H^*\hat{H}\), where \(X^*\) is an \(N \times N\) matrix and \(H^*\) is an \(L \times L\) matrix. Then, we need

\[
X^*F_LH^* = F_L
\]

to satisfy (16). If \(X^*\) is a rank-\(N\) diagonal matrix, then \(F_LH^* = (X^*)^{-1}F_L\). Using \(f_m\) to denote the \(m^{th}\) row of \(F_L\) and \(\lambda_m\) to denote the \(m^{th}\) diagonal element of \((X^*)^{-1}\), we can rewrite the above as

\[
f_mH^* = \lambda_m f_m, \quad m = 1, 2, \ldots, N.
\]

Thus, the rows of \(F_L\) form the left eigen vectors of the matrix \(H^*\). \(F_L\) is a rank-\(L\) matrix, therefore we can express \(f_{L+1}\) as

\[
f_{L+1} = \sum_{i=1}^{L} a_if_i,
\]
Combining (18) and (19), we have

\[ f_{L+1}H^* = \sum_{i=1}^{L} a_i \lambda_i f_i = \lambda_{L+1} \sum_{i=1}^{L} a_i f_i, \]

which can hold true only when all \( \lambda_i \)'s are equal. This gives us

\[ X^* = \left( \frac{1}{\lambda} \right) I_N \quad \text{and} \quad H^* = \lambda I_N, \]

(20)

where \( \lambda_i = \lambda \), for \( i = 1, 2, ..., N \), and \( I_K \) denotes identity matrix of dimension \( K \).

We note that \( \{ \hat{X}X^*, \hat{H}H^* \} \) is also a solution to (4) where \( H^* = \lambda I_N \). To see this, use \( A = F_L \hat{H} \) in (16). Then the condition to be satisfied, \( X^*AH^* = A \) is of the form in (17) and the result follows. \( \square \)