Application of Data Mining Technology in Field Verification of Project Cost
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The traditional budget quota pricing model seems incompatible with the continuous development of the market economy. Low degree of visualization, extensive resource management, difficulty in collecting construction data, lagging control work, and separation of cost control from project management have become the main problems of current construction project cost control. This paper combines data mining technology to improve the project cost on-site verification network system, build a project cost verification system that can be used for on-site verification, and build a cost information platform. Moreover, this paper makes full use of computer information technology and uses the local area network and network as the basis to transform the vertical transmission of cost information into horizontal, so as to ensure the effective communication and exchange of cost information. According to the analysis of the case study, it can be seen that the project cost field verification method based on data mining proposed in this paper is very effective, and the system proposed in this paper can be used in actual projects.

1. Introduction

In recent years, the competition in the construction market has become increasingly fierce, and the market competition mechanism is not perfect. Construction companies are vying for survival, lowering prices and making profits, winning bids and even bidding prices lower than the cost of the project, resulting in low economic benefits for enterprises [1]. Therefore, if an enterprise wants to create good benefits and achieve sustainable development, it is the only way to strengthen the cost management and control of its own projects. At present, the project cost management control of China’s construction industry is still at a low-level, extensive, and experience-based stage. Moreover, most companies have imperfect cost control systems, weak cost management awareness, backward and unscientific cost control methods and methods, and lack of proper management efficiency. In addition, the organization and management of enterprises are loose, and there is a lack of effective mechanisms for coordination and cooperation between departments. At the same time, the implementation of the project cost management responsibility system is not clear, the assessment mechanism is formalized, and the incentive mechanism is not sound, which affect the growth of economic benefits of the enterprise. Therefore, in order to solve the development bottleneck, enhance the competitiveness of the company, expand the company’s market share, and achieve sustainable development of the company, construction enterprises must strive to improve the level of cost control, promote the optimization of construction project cost control, enhance the profitability of construction projects, and improve corporate benefits [2].

The previous cost control model has obviously lags behind the development of the times and is not suitable for or even restricts the rapid development of enterprises. However, project cost control is a very important link in the project management process. As a key activity to be performed by the project team, the project cost control of different construction companies is different. On the basis of mastering the theory of cost control, exploring the cost control mode suitable for the enterprise itself through practice has important theoretical significance for the cost control and management of the entire construction enterprise [3].
2. Related Work

The choice and application of cost control methods are directly related to cost control. The literature [4] introduced the project responsibility cost control method into the engineering project cost management, explained the reasons for choosing this method, and discussed the advantages and disadvantages of the project responsibility cost control method applied to the engineering project. The literature [5] analyzed the theoretical basis of the earned value method and applied it in practice in the project of Hunan International Convention and Exhibition Center. The literature [6] proposed a multifactor cost analysis model based on Analytic Hierarchy Process (AHP). This model uses cost factors as variables and government evaluation as the budget standard and finally obtains the cumulative distribution of the budget boundaries of construction projects. The literature [7] proposed to monitor the cost dynamically and in real time, strictly control the cost expenditure with the target cost, and carry out cost control in accordance with the timely update schedule plan. The literature [8] compared the accuracy of support vector machine (SVM), neural network method (NN), and regression analysis method (RA) in predicting the cost of campus construction projects. The results show that the NN model has the highest accuracy. The literature [9] comprehensively used the basic deduction method and case method to develop a construction cost estimation model for ecological river construction projects. Literature [10] proposed a construction project evaluation method based on the four dimensions of cost, process, quality, and safety and gave a specific comprehensive score calculation method and pointed out the important position of cost in the selection of construction projects. The literature [11] studied the deviation analysis indicators in the earned value method and verified the application of the earned value method in the cost management of construction projects through case analysis.

The project cost and its quality, duration, and safety are mutually restricted and closely linked. In order to optimize the relationship between them, literature [12] based on the theory of multiattribute utility function and based on network technology constructed a comprehensive equilibrium optimization model of cost-quality-construction period and solved the model through genetic algorithm to find the optimal relationship between the three in mathematics and physics. Construction rework leads to an increase in unnecessary costs. Strict quality control can effectively reduce or even eliminate rework costs. Literature [13] uses a multistep linear regression method to explore the most important factors leading to rework costs and finally concludes that customer-initiated changes and design scope freezes. And the ineffective application of information technology is an important factor in causing rework. Literature [14] research results show that contractors believe that the greatest significance of implementing quality cost control is to improve the cost awareness and quality awareness of management and all employees. Staff quality, system issues, and corporate culture are the main factors hindering the implementation of quality cost control. Literature [15] explained the concept of project cost control and proposed the elements of project cost control, including project quality, project schedule and cost relationship, human resource management, and operation process management. Literature [16] mainly discusses the relationship and control of the factors such as cost, quality, construction period and safety of construction project management. The construction schedule directly affects the cost payment of construction projects. Literature [17] shows the relationship between time schedule and cost, and literature [18] verifies the applicability of the time cost model in Korea, especially for cost planning and cost control in the early stage of construction Influence. Literature [19] further explained and analyzed the impact of quality, cost, construction period, and safety on the cost of construction projects. In recent years, environmental changes have received more and more attention, and the environmental impact cost of construction projects has become an important item in construction costs. Literature [20] established an ICCSM system that integrates carbon dioxide emission cost and schedule control based on the earned value management theory and conducts related cost management by predicting, planning, controlling, and evaluating carbon dioxide emissions during the construction process.
node equipment in the network, and the topological line
 corresponds to various links in the network. Due to the
difference and particularity of the terminal node and the
network node, it is proposed separately for description.
Similar to this, the network engineering cost data can be
divided into terminal engineering cost data, network node
engineering cost data, and link engineering cost data, as
shown in Figure 1.

The representation of the decomposition process is lis-
ted, as shown in formula:

\[ R_{CN} = \{ R_{Ter\min d}, R_{Node}, R_{Link} \}. \]  \hspace{1cm} (1)

The terminal engineering cost data \( R_{Ter\min d} \) is the sum of
the capabilities of the terminal of the communication net-
work that can support any mode change in the network
communication. It may include terminal standards, proto-
cols and software modules, basic hardware, energy, etc.

The nodes of the communication network are generally
divided into access nodes and relay nodes according to their
function differences in the network. Correspondingly, the
network node project cost data \( R_{Node} \) is also divided into
access node project cost data and relay node project cost
data.

\[ R_{Node} = \{ R_{Access-Node}, R_{Relay-Node} \}. \]  \hspace{1cm} (2)

Similarly, the links in the communication network can
be divided into two types, one is the access link and the other
is the relay link. Therefore, the network link project cost data
\( R_{Link} \) is then divided into the access link project cost data and
the relay link project cost data.

\[ R_{Link} = \{ R_{Access-Link}, R_{Relay-Link} \}. \]  \hspace{1cm} (3)

Since the commonly discussed cognitive network is
aimed at a wireless communication network using mobile
terminals, and the access link from the mobile terminal to
the network access point is a wireless link, the following
equivalent definitions can be made:

\[ R_{Access-Link} = R_{Spectrum}. \]  \hspace{1cm} (4)

From the above analysis, it can be seen that the network
engineering cost data of the cognitive network is a collection
of multiple different engineering cost data parts, namely,

\[ R_{CN} = \{ R_{Ter\min d}, R_{Access-Node}, R_{Relay-Node}, R_{Spectrum}, R_{Relay-Link} \}. \]  \hspace{1cm} (5)

In this way, the first-layer physical functional decom-
position process of the engineering cost data of the cognitive
network is completed, and the engineering cost data are
composed of engineering cost data elements. Specifically, the
network project cost data are composed of terminal project
cost data, access node project cost data, relay node project
cost data, spectrum project cost data, and relay link project
cost data. The structural relationship can be shown in
Figure 2.

Based on the overall decomposition of project cost data
into a collection of multiple project cost data elements, in
order to better distinguish and describe the project cost
data, the overall abstract concept component of the
physical function entity of the project cost data element will
be further studied to form the second level of decomposition.

The decomposition of the first layer of the network as a
whole is based on the actual network structure, and the
functional decomposition is carried out from the perspective
of the overall set. The formed components are also physical
parts with physical functions and practical meanings.
However, for the project cost data elements discussed in the
second layer, what it represents is only the common logical
concept of multiple specific physical components, so the way
of decomposition and analysis is different from that of the
first layer.

Due to the description relationship between the feature
parameters and the engineering cost data elements and the
correlation characteristics between the feature parameters,
the way that the feature parameters constitute the project
cost data elements is different from the way that the project
cost data elements are combined to form the overall project
cost data. Since the various engineering cost data elements
are independent of each other, and each has its own clear
meaning, it can be represented by a set. However, the feature
parameters need to be supported by mutual correlation and
are no longer a purely collective relationship. In order to
reflect the overall significance of the characteristic param-
eters, formula (6) is used to express the relationship between
the project cost data elements and the characteristic
parameters.

\[ RE(R_{element-name}) = Struct(APara, SPara). \]  \hspace{1cm} (6)

Among them, the Struct{} operator represents an
overall structure constructed by several parameters. In
addition to reflecting the meaning and composition of each
parameter itself, it also needs to reflect the relationship
between specific parameters. Using formula (6), each
project cost data element formed by the first-level de-
composition can be described by attribute parameters and
state parameters.

According to the above two-level decomposition method
description, it is possible to form attribute parameters and
state parameters to describe each kind of project cost data
element. After that, the project cost data elements are
merged to form an analysis structure of the project cost data
as a whole, as shown in Figure 3.

The database can complete the storage and analysis of the
cognitive network engineering cost data, and designing a
complete database can make the management of the cog-
nitive network engineering cost data operable and specific.
The design database is shown in Figure 4.

As can be seen from Figure 4, the database has the
following functions:

(1) The database supports multiple interfaces, such as
project cost data information interface, business
request interface, and project cost data distribution
interface.
Figure 1: Schematic diagram of network composition and corresponding cognitive network project cost data decomposition.

Figure 2: The first-level functional decomposition structure of network engineering cost data.

Figure 3: The relationship and analysis structure of project cost data, project cost data elements, and characteristic parameters.
(2) The database can perform business analysis. If it is project cost data information, it can store it. If it is for business information, enter the strategy module.

(3) The database can summarize and analyze the project cost data information.

(4) For business requests, the database can enter the execution module and give specific feasible solutions.

The database management system designed in this paper can provide services for the storage, query, and analysis of project cost data information. The information content it stores and records can be obtained in the following two ways.

Obtain the project cost data information through the database interface and organize it to form a database storage format to store and record the project cost data information.

The database itself has a certain ability to derive data. It can obtain the complete information of the project cost data through certain calculations, supplements, or derivations through partial or partial information of the state of the project cost data. For the first method, a specific format has been developed for the project cost data information in Section 2 of the database interface design. As long as the unified interface is used, certain project cost data status information can be provided to the database. For the second method, we use a special case of spectrum engineering cost data to illustrate.

Spectrum engineering cost data elements are very important in cognitive network engineering cost data. Spectrum information is a complete manifestation of spectrum engineering cost data in terms of space, time, and frequency. Spectrum engineering cost data information can be obtained through sensing technology, but the information obtained through spectrum sensing is only the spectrum information of the location of the sensing monitoring point and cannot reach the description of the state of the spectrum engineering cost data for all spatial locations in the spectrum engineering cost data characterization. Based on the above reasons, the database is required to have the ability to obtain the status information of the spectrum engineering cost data for each location in the area through certain calculations and deductions based on the actual monitored spectrum engineering cost data information. Here, a calculation method is given to obtain complete project cost data status information.

The specific calculation process of this method is to use spectrum sensing technology to obtain the power of some specific monitoring points and use the information at this point to calculate the complete information of the interference source. Then, it uses the information of the interference source and the calculation formula to obtain the received power value at each point in the investigation area. In this way, there is a corresponding received power value for each spatial position in the area, and finally, the color temperature map of the investigated area is obtained by using the RGB value of the color.

In this method, how to obtain interference source information is a very important step. The interference source information mainly includes the following quantities: the number of interference sources, location, and transmit power. Here, it is mainly divided into the following three situations for analysis: (1) the location and number of interference sources are known, (2) only the number of interference sources is known, and (3) any information about interference sources is unknown.

The workflow of this method is shown in Figure 5 above.

According to Figure 5, the specific analysis process is given:

Through spectrum sensing technology, we obtain the spectrum information of the location of the sensing monitoring point, that is, the received power value $T_m(f)$ of each monitoring point. The data information can be obtained through the SOCKET communication module, and the module definition is specifically introduced.

We do a specific analysis of the three scenarios and use the method in which scenario to meet which scenario. The following are the processing methods for three wireless scenarios:
The location \((x_i, y_i)\) and number \(L\) of the interference source are known, but the transmit power \(P_{i}^{(f)}\) of the interference source on the frequency band under investigation is unknown. The received power formula is

\[ T_m(f) = \sum_{l=1}^{L} F\left(P_{i}^{(f)}, x_l, y_l, u_{m}, v_{m}, f\right), \tag{7} \]

Among them, \(F\) is the received power formula, the interference source coordinate \(P_{i}^{(f)}, x_l, y_l, u_{m}, v_{m}, f\) is a function of the position \(Z_{P}\).

\[ F\left(P_{i}^{(f)}, x_l, y_l, u_{m}, v_{m}, f\right) = P_{i}^{(f)}, \tag{8} \]

Among them, \(c\) is the speed of light and \(g\) is the antenna gain. From the power value obtained in step \(I\), \(M\) equations can be obtained as follows:

\[
\begin{align*}
T_{1}(f) &= \sum_{l=1}^{L} F\left(P_{i}^{(f)}, x_l, y_l, u_{1}, v_{1}, f\right) = \sum_{l=1}^{L} W(d_{1})P_{i}^{(f)} \\
T_{M}(f) &= \sum_{l=1}^{L} F\left(P_{i}^{(f)}, x_l, y_l, u_{M}, v_{M}, f\right) = \sum_{l=1}^{L} W(d_{M})P_{i}^{(f)}
\end{align*}
\]

\[ T = \begin{bmatrix} T_{1} \\ \cdots \\ T_{M} \end{bmatrix} = \begin{bmatrix} Z_{1}(x_{1}, y_{1}) & \cdots & Z_{1}(x_{L}, y_{L}) \\ \cdots & \cdots & \cdots \\ Z_{M}(x_{1}, y_{1}) & \cdots & Z_{M}(x_{L}, y_{L}) \end{bmatrix} \begin{bmatrix} P_{i}^{(f_{1})} \\ \cdots \\ P_{i}^{(f_{M})} \end{bmatrix} = ZP. \tag{9} \]

From the nature of the matrix, it can be known that as long as \(M \geq L\) is satisfied, that is, the number of monitoring points is not less than the number of interference sources, the transmit power of each interference source can be solved.

The number of interference sources \(L\) is a known quantity, and the position coordinates \((x, y)\) of the interference source and its transmission power \(P\) are unknown quantities. At this time, the above matrix equation is

\[
T = \begin{bmatrix} T_{1} \\ \cdots \\ T_{M} \end{bmatrix} = \begin{bmatrix} W(d_{11}) & L & W(d_{1L}) \\ L & \cdots & L \\ W(d_{1M}) & L & W(d_{LM}) \end{bmatrix} \begin{bmatrix} P_{1}^{(f_{1})} \\ \cdots \\ P_{L}^{(f_{M})} \end{bmatrix} = WP. \tag{10} \]

However, at this time, the interference source location \((x_l, y_l)\) is unknown, so the matrix changes to:

\[
\begin{align*}
T_{1}(f) &= \sum_{l=1}^{L} F\left(P_{i}^{(f)}, x_l, y_l, u_{m}, v_{m}, f\right) = \sum_{l=1}^{L} W(d_{1})P_{i}^{(f)} \\
T_{M}(f) &= \sum_{l=1}^{L} F\left(P_{i}^{(f)}, x_l, y_l, u_{M}, v_{M}, f\right) = \sum_{l=1}^{L} W(d_{M})P_{i}^{(f)}
\end{align*}
\]

\[ T = \begin{bmatrix} T_{1} \\ \cdots \\ T_{M} \end{bmatrix} = \begin{bmatrix} Z_{1}(x_{1}, y_{1}) & \cdots & Z_{1}(x_{L}, y_{L}) \\ \cdots & \cdots & \cdots \\ Z_{M}(x_{1}, y_{1}) & \cdots & Z_{M}(x_{L}, y_{L}) \end{bmatrix} \begin{bmatrix} P_{i}^{(f_{1})} \\ \cdots \\ P_{i}^{(f_{M})} \end{bmatrix} = ZP. \tag{11} \]

Among them, \((u_{m}, v_{m})\) is the spatial position coordinates of the \(m\)th monitoring point, and \(F(P_{i}^{(f)}, x_l, y_l, u_{m}, v_{m}, f)\) represents the received power of the \(i\)th interference source received by the \(m\)th monitoring point on the investigated frequency band. If the selected propagation model is different, the calculation formula is also different. Here, we can choose to use the free space propagation model, then

\[ \frac{c^2}{(4\pi f)^2 \left[ (x_l - u_{m})^2 + (y_l - v_{m})^2 \right]^2} g. \]
virtual interference sources, that is, the transmit power is 0 and the coordinates are arbitrary. Therefore, we can use this calculation method to remove the interference source with a transmission power of 0, and the rest is true, and the complete information of the interference source can be obtained.

Therefore, based on the above analysis of different scenarios, we can get complete interference source information.

According to the complete interference source information in the area calculated above, the received power value \( T(x, y, f) \) at any point \((x, y)\) in the area can be obtained by calculating the following formula. The calculation formula is as follows:

\[
T(x, y, f) = \sum_{i=1}^{L} F(P_i^{(f)}, x_i, y_i, u_m, v_m, f). \quad (13)
\]

Among them, \( F(P_i^{(f)}, x_i, y_i, u_m, v_m, f) \) is the received power calculated at the point \((x, y)\) by the \(i\)th interference source. And if you choose a different model, the calculation method of the formula is different. On the other hand, the model must be the same as the signal model selected for the above calculation. Therefore, here, the free space propagation model is also selected, namely,

\[
F(P_i^{(f)}, x_i, y_i, u_m, v_m, f) = P_i^{(f)} \cdot \frac{c^2}{(4\pi f)^2 \left[ (x_i - x)^2 + (y_i - y)^2 \right]^2} \cdot g. \quad (14)
\]

Among them, \( c \) is the speed of light and \( g \) is the gain.

In summary, the received power value at any point in the investigation area can be calculated through the above steps, so as to complete the calculation of the spectrum information of the area. Through these algorithms, the project cost field verification data processing is completed. The database system of this paper can perform field verification of the project cost in any environment, regardless of the on-site environment.

4. On-Site Verification System of Engineering Cost Based on Data Mining

To build a cost information platform, it is necessary to make full use of computer information technology and establish a cost management system based on local area networks and networks. The cost information platform is a cost management database, which transforms the cost information transmitted vertically to horizontal to ensure effective communication and exchange of cost information. If there is a cost management problem during the construction process, we can communicate with all parties through the sharing of cost information, so that the problem can be solved quickly, which reduces or does not increase the cost of the construction project. Figure 6 shows the structure of the information platform.

The basic idea of the application of the earned value method is based on the construction project, through the analysis of the cost and schedule of the project to achieve the target earned value, as shown in Figure 7. The key point is to
check the cost and schedule regularly, determine whether the cost is overspend and whether the schedule is delayed based on the actual schedule, and then adjust the follow-up work plan of the project and implement feedback before continuing to adjust the plan. However, in the entire analysis process, the actual cost of consumption cannot determine whether a project is overspend because the actual increase in the cost may be caused by the acceleration of the schedule.

The construction project supply chain in this paper refers to a structural chain that controls information, logistics, and capital flow during the entire life cycle of the project. All parties involved in the construction of the project are connected through the general contractor to form a structural chain, as shown in Figure 8.

The organization structure of the construction project is shown in Figure 9.

After constructing the above model, we will explore the role of data mining technology in the on-site verification of
To obtain project information from the Internet, this paper counts multiple sets of project information as test samples and conducts data mining through the model of this paper to obtain project cost and first explore the effect of this model in the cost mining of various parts of the project. The statistical results are as follows in Table 1 and Figure 10:

![Diagram](image)

**Figure 9: Organizational structure of construction project.**

![Diagram](image)

**Figure 10: Statistical diagram of the effect of project cost mining.**
a summary table of the completion of the work plan for each week of the construction process and the calculation of the completion rate as shown in Table 2 and Figure 11.

From the above research, we can see that the project cost field verification method based on data mining proposed in this paper is very effective, and the system of this paper can be used in actual projects.

5. Conclusion

With the rapid development of economic construction, industrialization, and urbanization, the construction industry has become more prominent in the development of the national economy. As a pillar industry of the national economy, it is closely related to the development of the national economy and the improvement of people’s lives. Moreover, project cost control is a complex system engineering as well as a complex process control. It is from bidding decision making to bid winning, from pre-construction plan preparation to construction execution to final completion acceptance. The whole process involves a wide range, many links, and complex participants. Without a reasonable and scientific organizational structure, advanced management, and effective control, it is difficult for an enterprise to succeed. The reasonable prediction of project cost plays a very important role in the control of project cost. The traditional budget quota pricing model seems incompatible with the continuous development of the market economy. Low degree of visualization, extensive resource management, difficulty in collecting construction data, lagging control work, and separation of cost control from project management have become the main problems of current construction project cost control. Based on the actual needs of project cost verification, this paper constructs a project cost verification system that can be used for onsite verification and changes the shortcomings of traditional project cost verification.
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