An Adaptive Structural Learning of Deep Belief Network for Image-based Crack Detection in Concrete Structures Using SDNET2018
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Abstract—We have developed an adaptive structural Deep Belief Network (Adaptive DBN) that finds an optimal network structure in a self-organizing manner during learning. The Adaptive DBN is the hierarchical architecture where each layer employs Adaptive Restricted Boltzmann Machine (Adaptive RBM). The Adaptive RBM can find the appropriate number of hidden neurons during learning. The proposed method was applied to a concrete image benchmark data set SDNET2018 for crack detection. The dataset contains about 56,000 crack images for three types of concrete structures: bridge decks, walls, and paved roads. The fine-tuning method of the Adaptive DBN can show 99.7%, 99.7%, and 99.4% classification accuracy for three types of structures. However, we found the database included some wrong annotated data which cannot be judged from images by human experts. This paper discusses consideration that purses the major factor for the wrong cases and the removal of the adversarial examples from the dataset.

Index Terms—Adaptive Structural Learning, Deep Belief Network, Deep Learning, Crack Detection, SDNET2018, Adversarial Data

I. INTRODUCTION

In recent years, Artificial Intelligence (AI) related technology has shown remarkable development centering on deep learning. With major achievements in image recognition and speech recognition, AI continues to disrupt society because recent deep learning has exploded with interesting and promising results. In addition to developing deep learning models with high originality, large amounts of data are collected to find regularity and relevance, and to make judgment and prediction by using the developed models in the real world problems.

The adaptive structural learning method of Deep Belief Network (Adaptive DBN) [1] has an outstanding function to find the optimal network structure of Restricted Boltzmann Machine (RBM) [2], [3] which is the self-organizing process by hidden neuron generation and annihilation algorithm during learning phase. The algorithm observes the situation of training parameters at the RBM network. Adaptive DBN is the hierarchical model of RBMs where a new RBM is also automatically generated to monitor the total error of deep learning. Adaptive DBN method shows the highest classification capability for image recognition of some benchmark data sets such as MNIST [4], CIFAR-10, and CIFAR-100 [5]. The paper [1] reported the model can reach higher classification accuracy for test cases than existing Convolutional Neural Network (CNN) such as AlexNet [6], GoogLeNet [7], VGG16 [8], and ResNet [9].

According to a report by McKinsey [10], the civil construction sector has a net worth of more than $10 trillion a year, the industry had been relatively under digitized until recently. Also in the field of civil engineering, AI related to technologies has more sophisticated applications in construction management, design optimization, risk control, and quality control. For example, the immediate maintenance and inspection operation for a road structure, bridge, debris barrier, and so on, was required after extraordinary weather such as torrential rain and typhoon. The inspection for concrete bridge is not easy operation, because the bridge inspection car should have special equipment such as ladder to watch the surface at a high altitude. Moreover, the experts for crack
detection are decreasing. The deep learning technology for crack detection in the field of civil engineering is required to solve the problems.

SDNET2018 [11] is an annotated concrete image dataset for crack detection algorithms. It consists of over 56,000 cracked and non-cracked images for three types of structure: concrete bridge decks, walls, and pavements. They are used for training of crack detection algorithms such as deep learning [12]. The dataset includes images with many kinds of obstructions such as shadows, surface roughness, scaling, edges, holes, and background debris. SDNET2018 will be one of benchmark dataset in the field of structural health monitoring and the concrete crack detection method have been developed by using some deep learning models [13]–[15]. In [11], the classification accuracy was reported 91.9%, 89.3%, and 95.5% for three types of structures as the results of transfer learning by using the AlexNet [6]. On the other hand, our proposed method, Adaptive DBN, can reach 96.5%, 96.8%, and 96.5% classification accuracy and the values are higher than the result reported in [11]. After training of Adaptive DBN, the fine-tuning method described in [16] can show 99.7%, 99.7%, and 99.4%, respectively. The fine-tuning method patches a part of network signal flow and it will be a helpful method to improve the classification capability. Accordingly the method can reduce the computational cost because of the inference by the explicit knowledge.

However, we found that the database included some wrong annotated data which cannot be judged from images by human experts. This paper discusses consideration that purses the major factor for the wrong cases and the removal of the adversarial data from dataset [17]. The fine-tuning method can train the network weights to follow the annotated label against the label is regardless of correct or wrong. In Japan, the concrete crack standards is given by the Japan Concrete Engineering Association. The difference of annotation is caused according to the standard for concrete cracks by country. However, the difference of annotation causes to be a recent big topic in the future of AI. The case can be the demonstration of adversarial examples as a known example of how fragile neural networks can be. For the problem, we investigate the open benchmark dataset SDNET2018 by experts and report the classification result that trains the dataset removing or modifying adversarial examples.

II. ADAPTIVE STRUCTURAL LEARNING METHOD OF DEEP BELIEF NETWORK

The basic idea of our proposed Adaptive DBN is described in this section to understand the basic behavior of self-organized structure briefly.

A. RBM and DBN

A RBM [3] is a kind of stochastic model for unsupervised learning. In the network structure of RBM, there are two kinds of binary layers as shown in Fig. 1: a visible layer \( v \in \{0,1\}^L \) for input patterns and a hidden layer \( h \in \{0,1\}^J \). The parameters \( b \in \mathbb{R}^L \) and \( c \in \mathbb{R}^J \) can work to make an adjustment of behaviors for a visible neuron and a hidden neuron, respectively. The weight \( W_{ij} \) is the connection between a visible neuron \( v_i \) and a hidden neuron \( h_j \). A RBM minimizes the energy function \( E(v,h) \) during training in the following equations.

\[
E(v,h) = - \sum_i b_i v_i - \sum_j c_j h_j - \sum_i \sum_j v_i W_{ij} h_j, \quad (1)
\]

\[
p(v,h) = \frac{1}{Z} \exp(-E(v,h)), \quad (2)
\]

\[
Z = \sum_h \sum_v \exp(-E(v,h)), \quad (3)
\]

\(E(v,h)\) is a probability of \( \exp(-E(v,h)) \). \( Z \) is calculated by summing energy for all possible pairs of visible and hidden vectors in Eq. (3). The parameters \( \theta = \{b,c,W\} \) is optimized by partial derivative of \( p(v) \) for given input data \( v \). A standard estimation for the parameters is maximum likelihood in a statistical model \( p(v) \).

DBN [2] is a stacking box for stochastic unsupervised learning by hierarchically organized several pre-trained RBMs. The conditional probability of a the \( j \)-th hidden neuron at the \( l \)-th RBM is defined by Eq. (4).

\[
p(h^l_j = 1|h^{l-1}) = \text{sigmoid}(c_j + \sum_i W_{ij}^l h_i^{l-1}), \quad (4)
\]

where \( c_j \) and \( W_{ij}^l \) indicate the parameters for the \( j \)-th hidden neuron and the weight at the \( l \)-th RBM, respectively. \( h^0 = v \) means the given input data. In order to make the DBN a supervised learning for a classification task, the last layer appends to the final output layer to calculate the output probability \( y_k \) for a category \( k \). The calculation is implemented by Softmax in Eq. (5).

\[
y_k = \frac{\exp(z_k)}{\sum_j \exp(z_j)}, \quad (5)
\]

where \( z_j \) is an output pattern of the \( j \)-th hidden neuron at the output layer. The number of output neurons is \( M \). The difference between the output \( y_k \) and the teacher signal for the category \( k \) is minimized.
B. Neuron Generation and Annihilation Algorithm of RBM

Recently, deep learning models have higher classification capability for given large amount of data, however the size of its network structure or the number of its parameters that a network designer determines must become larger. For such a problem, the adaptive structural learning method in RBM, Adaptive RBM [1], was developed to find the optimal number of hidden neurons for given input space during its training situation. The key idea of Adaptive RBM is the observation of the variance of parameters called Walking Distance (WD) [18]. If there are not enough neurons to classify the input images in the variance of parameters WD may fluctuate even after a long training.

According to [1], we selected to monitor two parameters (c and W) of $\theta = \{b, c, W\}$ which have influenced on the learning convergence of RBM except the parameter, b, related to input data.

However, we may meet a situation that some redundant neurons were generated due to the neuron generation process. The neuron annihilation algorithm was operated to kill the corresponding neuron after neuron generation process. Fig. 2(b) shows that the corresponding neuron is annihilated [19].

C. Layer Generation Algorithm of DBN

Fig. 3 shows the overview of layer generation in Adaptive DBN. Our DBN model is a generative neural network model with hierarchical layered of the two or more pre-trained RBMs. The input of $l+1$-th RBM is given by the output of $l$-th RBM. DBN with many layered RBMs will have higher classification capability of data representation. Such hierarchical model can represent the various features from the lower-level features to concrete image in the direction of input layer to output layer. In order to realize the sophisticated learning, the optimal number of RBMs depends on the target data space [20].

Our developed Adaptive DBN can accomplish to make an optimal network structure to automatically add the RBM one by one based on the idea of WD described in section 1-B. If the energy values and WD don’t converge, each RBM lacks presentation capability to classify input patterns. In order to solve such a situation, the refined network structure is self-organized by a new generated RBM to obtain higher classification power. Eqs. 6-7 are the condition for layer generation is defined by using the WD of RBM and the energy function as follows.

$$\sum_{l=1}^{k} WD^l > \theta_{L1}, \quad (6)$$

$$\sum_{l=1}^{k} E^l > \theta_{L2} \quad (7)$$

III. SDNET2018

A. Data Description

SDNET2018 [11] is an annotated concrete image dataset collected from Utah State University. It consist of over 56,000 cracked and non-cracked images for three type of structures; bridge decks, walls, and pavements, as a classification problem. They are used to develop crack detection algorithm such as deep learning [12]. The dataset includes images with many kinds of obstructions such as shadows, surface roughness, scaling, edges, holes, and background debris. Table I shows the number of cracked, non-cracked, and total sub-images of each type in SDNET2018. According to the report in [11], the dataset includes cracks at the variety size from 0.06 mm to 25 mm. Fig. 4 shows the sample images of crack conditions. Each image is 256 × 256 size in colored pixel and is annotated as ‘with cracked’ or ‘without cracked’ for the supervised training.

B. Classification Results

Table III compares classification accuracy for SDNET test data with an existing CNN and the Adaptive DBN. The CNN is transfer learning based on AlexNet [11]. Our method can classify the images to cracked and non-cracked labels with accuracy of more than 95% for three types of structures, which is higher than the existing CNN. Fine Tuning [16] is a method to improve the classification accuracy of Adaptive DBN after learning. According to frequency of input/output patterns at each layer in the network after learning, the network weights are modified so that cases classified incorrectly are classified correctly. Fine Tuning method improved the classification accuracy for test data to more than 99.4%.

Table III shows the classification accuracy by Adaptive DBN as shown in Table III for the training data and the test data.
Suitable number of hidden neurons and layers is automatically generated.

pre-training between 1st and 2nd layers
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Fig. 3. An Overview of Adaptive DBN

(a) Bridge deck, w/o cracks
(b) Bridge deck, with cracks
(c) Wall, w/o cracks
(d) Wall, with cracks
(e) Pavement, w/o cracks
(f) Pavement, with cracks

Fig. 4. Sample of SDNET2018

| Category          | CNN [11] | Adaptive DBN | Fine Tuning [16] |
|-------------------|----------|--------------|------------------|
| Bridge deck       | 91.9%    | 96.5%        | 99.7%            |
| Wall              | 89.5%    | 96.8%        | 99.7%            |
| Pavement          | 95.5%    | 96.5%        | 99.4%            |

Table II: Classification Ratio of CNN [11] and Adaptive DBN

for three types of structures without cracks and with cracks. The value in the parenthesis in the cell of the test data indicates “the number of incorrect data / the total number of data”. The Adaptive DBN showed 100% classification accuracy for training data. The test data showed classification accuracy of 95.3% or more for all categories. The numerical values for the three types of structures were almost the same, and there was no significant difference. The numerical values did not drop significantly both with and without cracks.

C. Mis-Classified data and Adversarial Examples

As shown in Table III, Adaptive DBN without fine-tuning method was not able to classify some cases about 4% of test data images. The detailed investigation with respect to the cases showed that clearly judged cases of the presence or absence of cracks, such as the sample in Fig. 4, were correctly classified by Adaptive DBN. On the contrary, the cases that were not correctly classified were as follows: 1) image labeled as cracked, but data with few outstanding cracks and 2) image
labeled as non-cracked, but data including features such as irregularities and small cracks. Fig. 5 to Fig. 10 show some of the images that were mis-classified in Table III. We must consider that either these cases may be adversarial examples or not.

Adversarial examples are inputs to a neural network that leads a wrong answer. Some of these cases can be identified by humans but cannot be classified by deep learning systems. The labels are annotated by not only information from images but also knowledge from other perception. The expertise of civil engineers should be used to check the misclassification of the deep learning model.

The experts who can judge the concrete crack images investigated the 4% mis-classified data by Adaptive DBN and they found half data of them were annotated as wrong label. The experts judged the data with the Japanese standard for concrete crack. Table IV shows the Japanese concrete standard for cracks [21] and the experts use the standard. Adaptive DBN re-trains the modified data and then the classification accuracy increased for the mis-judgment data of test dataset.

The Adaptive DBN with the modified test dataset applied the training dataset, we found that such mis-labeled data are included in the training. SDNET2018 is an open benchmark dataset for concrete crack detection algorithm such as deep learning model. However, such adversarial examples may be included in the dataset and they will decrease classification capability. Unfortunately, no data detection algorithm to adversarial examples are without knowledge of experts. The method that the already trained network is used as the white box and the addition small perturb to the probability distribution to the original model is known as seen in “Explaining and Harnessing adversarial examples [17]”. We will develop a novel method which automatically discovers adversarial examples.
and repair mis-annotated label during the training in future work.

IV. CONCLUSIVE DISCUSSION

We focused on RBM and DBN, which are statistical models using the concept of likelihood, and proposed a structure-adaptive DBN that finds the optimal structure by generating / erasing neurons and hierarchization during learning. In this paper, the proposed model was applied to open data SDNET2018 on cracks in concrete structures. As a result of the experiment, it was possible to classify the test data of the three types of structures with accuracy of 94% or more, which was higher than the CNN (the transfer learning with AlexNet). Among the cases that could not be classified, there are some cases that are mis-labeled about the presence or absence of cracks. In addition, we plan to develop a method that removes or repairs the adversarial cases in order to correctly classify cases that contain such mis-annotated cases.

ACKNOWLEDGMENT

This work was supported by JSPS KAKENHI Grant Number 19K12142, 19 K24365, and the obtained from the commissioned research by National Institute of Information and Communications Technology (NICT, 21405), JAPAN.

REFERENCES

[1] S.Kamada, T.Ichimura, A.Hara, and K.J.Mackin, Adaptive Structure Learning Method of Deep Belief Network using Neuron Generation-Amnbilation and Layer Generation, Neural Computing and Applications, pp.1–18 (2018)
[2] G.E.Hinton, S.Osindero and Y.Teh, A fast learning algorithm for deep belief nets, Neural Computation, vol.18, no.7, pp.1527–1554 (2006)
[3] G.E.Hinton, A Practical Guide to Training Restricted Boltzmann Machines, Neural Networks, Tricks of the Trade, Lecture Notes in Computer Science (LNCS, vol.7700), pp.599–619 (2012)
[4] Y.LeCun, L.Bottou, Y.Bengio, and P.Haffner, Gradient-based learning applied to document recognition, Proc. of the IEEE, vol.86, no.11, pp.2278–2324 (1998)
[5] A.Krizhevsky: Learning Multiple Layers of Features from Tiny Images, Master of thesis, University of Toronto (2009)
[6] A.Krizhevsky, I.Sutskever, G.E.Hinton, ImageNet Classification with Deep Convolutional Neural Networks, Proc. of Advances in Neural Information Processing Systems 25 (NIPS 2012) (2012)
[7] C.Szegedy, W. Liu, Y.Jia, P.Sermanet, S.Reed, D.Anguelov, D.Erhan, V.Vanhoucke, A.Rabinovich, Going Deeper with Convolutions, Proc. of CVPR2015 (2015)
[8] K.Simonyan, A.Zisserman, Very deep convolutional networks for large-scale image recognition, Proc. of International Conference on Learning Representations (ICLR 2015) (2015)
[9] K.He, X.Zhang, S.Ren, J.Sun, J. Deep residual learning for image recognition, Proc. of 2016 IEEE Conference on Computer Vision and Pattern Recognition (CVPR), pp.770–778 (2016)
[10] S. DoraEshan, K.J.Thomas, and M.Maguire, SDNET2018: An annotated image dataset for non-contact concrete crack detection using deep convolutional neural networks, Data in Brief, vol.21, pp.1664–1668, doi.org/10.1016/j/db.2018.11.015 (2018)
[11] S. DoraEshan, K.J.Thomas, M.Maguire, Comparison of deep convolutional neural networks and edge detectors for image-based crack detection in concrete, Constr. Build. Mater. vol.186, pp.1031–1045(2018)
[12] Y.J.Cha, W.Choi, O.Byzktrz, Deep Learning-Based Crack Damage Detection Using Convolutional Neural Networks, Computer-Aided Civil and Infrastructure Engineering, vol.32, no.5, pp.361–378 (2017)
[13] L.Zhang, F.Yang, Y.D.Zhang, Y.J. Zhu, Road crack detection using deep convolutional neural network, 2016 IEEE Int. Conf. on Image Processing (ICIP2016), 10.1109/ICIP.2016.7530532 (2016)
[14] A.Zhang, K.C.Wang, B.Li, E.Yang, X.Dai, Y.Peng, Y.Yei, Y.Liu, J.Q.Li, C.Chen, Automated Pixel-Level Pavement Crack Damage Detection on 3D Asphalt Surfaces Using a Deep-Learning Network, Computer-Aided Civil and Infrastructure Engineering, vol.32, no.10, pp.805–819 (2017)
[15] S. Kamada and T.Ichimura, Fine Tuning of Adaptive Learning of Deep Belief Network for Misclassification and its Knowledge Acquisition, International Journal Computational Intelligence Studies, vol.6, no.4, pp.333–348 (2017)
[16] S. Kamada and T.Ichimura, An Adaptive Learning Method of Restricted Boltzmann Machine by Neuron Generation and Annihilation Algorithm, Proc. of 2016 IEEE International Conference on Systems, Man, and Cybernetics (SMC2016), pp.1273–1278 (2016)
[17] S. Kamada, T.Ichimura, A Structural Learning Method of Restricted Boltzmann Machine by Neuron Generation and Annihilation Algorithm, Neural Information Processing, Proc. of the 23rd International Conference on Neural Information Processing, Springer LNS9950, pp.372–380 (2016)
[18] S. Kamada and T.Ichimura, An Adaptive Learning Method of Deep Belief Network by Layer Generation Algorithm, Proc. of IEEE TENCON2016, pp.2971–2974 (2016)
[19] Japan Concrete Institute, Investigation of cracks in concrete, guidelines for repair and reinforcement, http://www.jci-net.or.jp/publish/book/guide_0080.html (2013)