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Abstract. We prove some functional equations involving the (classical) matching polynomials of path and cycle graphs and the $d$-matching polynomial of a cycle graph. A matching in a (finite) graph $G$ is a subset of edges no two of which share a vertex, and the matching polynomial of $G$ is a generating function encoding the numbers of matchings in $G$ of each size. The $d$-matching polynomial is a weighted average of matching polynomials of degree-$d$ covers, and was introduced in a paper of Hall, Puder, and Sawin. Let $C_n$ and $P_n$ denote the respective matching polynomials of the cycle and path graphs on $n$ vertices, and let $C_{n,d}$ denote the $d$-matching polynomial of the cycle $C_n$. We give a purely combinatorial proof that $C_k(C_n(x)) = C_{kn}(x)$ en route to proving a conjecture made by Hall: that $C_{n,d}(x) = P_d(C_n(x))$.

1. Introduction

1.1. Ramanujan graphs are an important class of regular graphs connecting algebraic geometry to graph theory and number theory. Given a $k$-regular graph $G$ and its adjacency matrix $M$ with eigenvalues $\lambda_{n-1} \leq \lambda_{n-2} \leq \ldots \lambda_1 \leq \lambda_0$, we say $G$ is a Ramanujan graph if $|\lambda_i| \leq 2\sqrt{k-1}$ for all $i \neq 0$. The earliest known examples of such graphs are $K_n$ and $K_{n,n}$. Most constructions of Ramanujan graphs are algebraic in nature, and arguments for infinite families were mostly limited to graphs with a prime power degree of regularity. However, recently, in [5], Marcus, Spielman, and Srivastava proved that every bipartite Ramanujan graph has a Ramanujan 2-covering graph, which showed that there were an infinite number of Ramanujan graphs of any degree of regularity. In [3], Hall, Puder, and Sawin generalized this result by proving that every bipartite graph without self-loops has a Ramanujan $d$-covering for every $d$. To do so, they introduced the $d$-matching polynomial.

Definition 1.1.1. Let $G$ be a finite, undirected graph with vertex set $V(G)$ and edge set $E(G)$. A matching of $G$ is a subset $M \subseteq V(G)$ such that every $v \in V(G)$ is incident to at most one $e \in M$. Let $a(G,i)$ denote the number of matchings $M$ of $G$ with $|M| = i$. For a graph $G$ with $|V(G)| = n$, the matching polynomial, $\mathcal{M}_G \in \mathbb{Q}[x]$ is defined by

$$\mathcal{M}_G(x) = \sum_{i=0}^{\lfloor n/2 \rfloor} (-1)^i a(G,i) x^{n-2i}$$
The \textbf{d-matching polynomial} of $G$ is defined by

$$M_{G,d}(x) = \frac{1}{|L_d(G)|} \sum_{\lambda \in L_d(G)} M_{G,\lambda}(x)$$

Here, $L_d(G)$ is the set of maps from $E(G)$ to $S_d$, where $E(G)$ is the edge set of $G$ and $S_d$ is the set of permutations on $[d] := \{1,2,\ldots,d\}$, and $G_\lambda$ is the $d$-cover corresponding (in a sense which will be made precise in Section 2.3) to a given labeling $\lambda \in L_d(G)$. Essentially, the $d$-matching polynomial is the average of all of the (classical) matching polynomials that come from the $d$-covers of a graph $G$. It is known due to Heilmann and Leib in [4] that the matching polynomial has only real roots when $G$ has no self-loops, and Hall et al. showed that the $d$-matching polynomial shares this important property [3].

Independently, Hall made the following conjecture:

\textbf{Conjecture 1.1.2.}

$$M_{C_n,d}(x) = M_{P_{nd+n-1}}(x)/M_{P_{n-1}}(x)$$

where $C_\ell$ denotes the cycle graph on $\ell$ vertices and $P_\ell$ denotes the path graph on $\ell$ vertices.

In order to prove this Conjecture 1.1.2, we will take advantage of the structure of Chebyshev polynomials, two families of orthogonal polynomials defined recursively. Let $P_n(z) = M_{P_n}(z)$ and $C_n(z) = M_{C_n}(z)$. It is well known (see [2]) that there is a relationship between the classical matching polynomials of the path graph and cycle graph with the Chebyshev polynomials in the following way:

$$P_n(2x) = U_n(x)$$

$$C_n(2x) = 2T_n(x)$$

where $T_n(x)$ denotes the $n$th Chebyshev polynomial of the first kind and $U_n(x)$ denotes the $n$th Chebyshev polynomial of the second kind. Through these relations and general properties of the Chebyshev polynomials, we will be able to manipulate the $d$-matching polynomials combinatorially.

In Section 2, we will provide some preliminary definitions and notation. In Section 3, we provide some results which allow us to explicitly write out the $d$-matching polynomial for the cycle graph in terms of classical matching polynomials by using permutations rather than labelings. In Section 4, we provide combinatorial proofs of some identities which are analogues of Chebyshev identities. The most important of these is the following:

\textbf{Proposition 4.1.2.} $C_{kn}(x) = C_k(C_n(x))$.

We also use these identities to rewrite Conjecture 1.1.2 into the following equivalent form:

\textbf{Theorem 5.0.1.}

$$C_{n,d}(x) = P_d(C_n(x))$$

In Section 5, we prove this equivalent theorem, thus proving the conjecture.

\section*{2. Definitions}

\subsection*{2.1. Symmetric graphs.}

In this subsection we define the basic objects of our study. At many stages in this development, proofs have required in an essential way a notion of orientation on a graph. While the actual choice of an orientation is immaterial, its existence plays a crucial role. See Subsection 3.2 for more discussion of this philosophy.
**Definition 2.1.1.** A (symmetric) graph $G$ is a tuple $(V(G), E(G), t, h, \tau)$, where we have:

1. a finite set $V(G)$ of vertices,
2. a finite set $E(G)$ of edges,
3. a pair of maps $(t, h) : E(G) \to V(G)^2$ called the **tail** and **head** maps, and
4. an element $\tau \in \text{Sym}(E(G))$ (the symmetric group on the set $E(G)$) such that for each $e \in E(G)$:
   \[ t(\tau(e)) = h(e), \quad h(\tau(e)) = t(e), \quad \text{and} \]
   \[ \tau(e) \neq e = \tau^2(e). \]

Each set $\{e, \tau(e)\}$ will be referred to as a geometric edge (cf. Serre [6]).

**Example 2.1.2.**

1. Fix some $n > 0$. The path graph on $n$ vertices, denoted $P_n$, is given by the following data:
   \[ V(P_n) = \{0, 1, \ldots, n - 1\}, \quad E(P_n) = \{0^+, 1^+, \ldots, (n - 2)^+\} \coprod \{0^-, 1^-, \ldots, (n - 2)^-\} \]
   \[ (t, h)(j^+) = (j, j + 1), \quad (t, h)(j^-) = (j + 1, j) : \text{for } j = 0, \ldots, n - 2 \]
   \[ \tau(j^+) = j^+ \quad \tau(j^-) = j^- \]
   For the case $n = 0$ we take the convention that $P_0$, the path graph on 0 vertices, is the **empty graph** which has no vertices and no edges.

2. Fix $n > 0$. The cycle graph on $n$ vertices, denoted $C_n$, is given by the following data:
   \[ V(C_n) = \mathbb{Z}/n\mathbb{Z} = \{0, 1, \ldots, n - 1\}, \quad E(C_n) = \{0^+, 1^+, \ldots, (n - 1)^+\} \coprod \{0^-, 1^-, \ldots, (n - 1)^-\} \]
   \[ (t, h)(j^+) = (j, j + 1), \quad (t, h)(j^-) = (j + 1, j) : \text{for } j = 0, \ldots, n - 1 \]
   \[ \tau(j^+) = j^+ \quad \tau(j^-) = j^- \]
   We similarly assume by convention that $C_0$ is the empty graph.

3. Fix $n > 0$. If we consider the aforementioned graphs with edge sets given by the respective sets of geometric edges we obtain undirected versions of $C_n$ and $P_n$. We’ll denote these also by $C_n$ and $P_n$ since our philosophy will be to treat symmetric graphs and undirected graphs as essentially the same objects. For example,
   \[ V(P_n) = \{0, 1, \ldots, n - 1\}, \quad E(P_n) = \{e_0, e_1, \ldots, e_{n-2}\}; \]
   \[ V(C_n) = \{0, 1, \ldots, n - 1\}, E(C_n) = \{e_0, e_1, \ldots, e_{n-1}\}. \]

Refer to Figure 2.1.2. Just as with their symmetric counterparts, (undirected) $P_0$ and $C_0$ are both the empty graph.

**Definition 2.1.3.** Let $G_j = (V(G_j), E(G_j), E(G_j) \xrightarrow{(t, h)} V(G_j)^2, \tau_j))$ be graphs for $j = 1, 2$. Then a **morphism** $f : G_1 \to G_2$ consists of a pair of maps
   \[ f_E : E(G_1) \to E(G_2) \]
   \[ f_V : V(G_1) \to V(G_2) \]
such that each of the following diagrams commutes:

\[
\begin{array}{c}
E(G_1) \xrightarrow{f_E} E(G_2) \\
\downarrow_{(t,h)} & \downarrow_{(t,h)} \\
V(G_1)^2 \xrightarrow{f_V^h} V(G_2)^2
\end{array}
\quad
\begin{array}{c}
E(G_1) \xrightarrow{f_E} E(G_2) \\
\downarrow_{\tau_1} & \downarrow_{\tau_2} \\
E(G_1) \xrightarrow{f_E} E(G_2)
\end{array}
\]

An isomorphism from $G_1$ to $G_2$ is a morphism $f$ such that each of the set maps $f_V$ and $f_E$ are bijections.

The obvious example is the identity morphism: $\text{Id}_G$, which has vertex map (respectively edge map) $\text{Id}_{V(G)}$ (respectively $\text{Id}_{E(G)}$) which is the identity set map on $V(G)$ (respectively $E(G)$). We remark that we could equivalently have defined an isomorphism as follows: an isomorphism from $G_1$ to $G_2$ is a morphism $f = (f_V, f_E) : G_1 \to G_2$ such that there exists a morphism $f^{-1} = (f_V^{-1}, f_E^{-1}) : G_2 \to G_1$ such that we have the following:

\[
f_V^{-1} \circ f_V = \text{Id}_{V(G_1)}, \quad f_V \circ f_V^{-1} = \text{Id}_{V(G_2)}
\]

\[
f_E^{-1} \circ f_E = \text{Id}_{E(G_1)}, \quad f_E \circ f_E^{-1} = \text{Id}_{E(G_2)}
\]

In this case we'll simply write $f^{-1} \circ f = \text{Id}_{G_1}$ and $f \circ f^{-1} = \text{Id}_{G_2}$.

2.2. Covers. For this subsection fix a (symmetric) graph $G = (V, E, t, h, \tau)$.

**Definition 2.2.1.** For any $v \in V$, the neighborhood of $v$, denoted $N_v$, consists of one third of each edge in $t^{-1}(v) \cup h^{-1}(v)$.
Frequently we will write \( e \in N_v \) to mean that \( e \in t^{-1}(v) \cup h^{-1}(v) \) for a given edge \( e \in E \).

**Definition 2.2.2.** \( G \) is connected if for any pair of vertices \( x \) and \( y \) there exists a number \( n \geq 0 \) and a morphism \( f : P_n \to G \) such that \( f(0) = x \) and \( f(n - 1) = y \).

In other words, \( G \) is connected if there is a path between any two of its vertices.

**Definition 2.2.3.** A cover of \( G \) is a pair \((H, \phi)\) such that the following hold:

1. \( H \) is a (symmetric) graph;
2. \( \phi : H \to G \) is a surjective morphism (i.e., each of \( \phi_V \) and \( \phi_E \) is a surjective map of sets);
3. for each \( \hat{w} \in V(H) \), \( \phi|_{N_{\hat{w}}} : N_{\hat{w}} \to N_{\phi(\hat{w})} \) is a bijection.

If \( G \) is connected, it follows from (3) in Definition 2.2.3 that \( |\phi^{-1}(v)| = |\phi^{-1}(w)| \) for every \( v, w \in V(G) \). In this case, if \( |\phi^{-1}(v)| = d \), then we say that \( H \) is a degree \( d \) cover of \( G \) or sometimes just that \( H \) is a \( d \)-cover.

**Example 2.2.4.**

1. Assume \( G \) is connected. Then we have the trivial cover: \( H = G, \phi = \text{Id}_G \). In this case \( H \) is a 1-cover of \( G \) and \( \phi \) is an isomorphism.
2. Let \( n, \ell \) be positive integers and consider the morphism \( \pi_\ell : C_{\ell n} \to C_n \) defined by
   \[ \pi_\ell(j) = j \pmod{n} \]
   \[ \pi_\ell(j^\pm) = j^\pm \pmod{n} \]
   for each \( j = 0, \ldots, \ell n - 1 \). Then \((C_{\ell n}, \pi_\ell)\) is a degree \( \ell \) cover of \( C_n \).
3. Let \( G = C_n \) and consider a tuple \((\mu_1, \ldots, \mu_k)\) of non-negative integers. Let
   \[ H := \prod_{i=1}^k C_{n^{\mu_i}} \]
   and let \( \phi \) be the obvious morphism whose restriction to each factor in the disjoint union is the map \( \pi_{\mu_i} : C_{n^{\mu_i}} \to C_n \) discussed above. If we set \( d := \sum_{i=1}^k \mu_i \), then \((H, \phi)\) is a \( d \)-cover of \( G \).

2.3. \( S_d \)-Labelings. Fix \( d > 0 \) and let \([d] := \{1, \ldots, d\}\). We let \( S_d \) denote the group of permutations on the set \([d]\). We’ll prefer to write the action of \( S_d \) on \([d]\) on the right so that \( i^\sigma \) denotes the image of \( i \) under the permutation \( \sigma \in S_d \).

**Definition 2.3.1.** An \( S_d \)-labeling on \( G \) is a set map \( \sigma : E(G) \to S_d \) such that
   \[ \sigma(t(e)) = \sigma(e)^{-1} \]
for every \( e \in E(G) \). Let \( L_d(G) \) denote the set of all \( S_d \)-labelings on \( G \).

Given an \( S_d \)-labeling \( \sigma \), we now describe how to construct a \( d \)-cover \((G_\sigma, \phi)\) of \( G \). Let
   \[ V(G_\sigma) := V(G) \times [d], \quad \phi(v, j) = v; \quad E(G_\sigma) := E(G) \times [d], \quad \phi(e, j) = e \]
   \[ t(e, j) = (t(e), j), \quad h(e, j) = (h(e), j^{\sigma(e)}) \]
   \[ \tau(e, j) = (\tau(e), j^{\sigma(e)}) \]
for all \( j = 1, \ldots, d \), for all \( e \in E(G) \), and for all \( v \in V(G) \).

Some care is needed in examining the above definitions: for example when we define \( t(e, i) = (t(e), i) \), on the left hand side we refer to the tail map on \( G_\sigma \) and on the right to the tail map on \( G \).

## 3. A Computational Improvement

To simplify notation, we let \( C_{n,\lambda} \) denote the \( d \)-cover of \( C_n \) determined by \( \lambda \in \mathcal{L}_d(C_n) \) as described above (i.e., \( G = C_n \) and \( \sigma = \lambda \)).

Many different \( S_d \)-labelings \( \lambda \) on \( C_n \) yield isomorphic covers \( C_{n,\lambda} \). In this section we show how to group such labelings together to increase the efficiency with which one computes \( M_{C_n,d}(x) \).

### 3.1. Conjugacy and isomorphism.

**Lemma 3.1.1.** Fix \( \lambda, \mu \in \mathcal{L}_d(C_n) \), fix some \( i_0 \in V(C_n) = \mathbb{Z}/n\mathbb{Z} \) and let \( \ell_0 := i_0 + 1 \). Suppose that the following hold:

1. \( \lambda(i^+) = \mu(i^+) \) for all \( i \neq i_0, \ell_0 \);
2. \( \lambda(i_0^+) \lambda(\ell_0^+) = \mu(i_0^+) \mu(\ell_0^+) \).

Then there is an isomorphism \( f : C_{n,\lambda} \cong C_{n,\mu} \).

The proof is routine, except for the definition of the isomorphism. Let

\[
\begin{align*}
  f_V(i, j) &= \begin{cases} 
    (i, j), & i \neq \ell_0; \\
    (i, j^\delta), & i = \ell_0;
  \end{cases} \\
  f_E(i^+, j) &= \begin{cases} 
    (i^+, j), & i \neq \ell_0; \\
    (i^+, j^\delta), & i = \ell_0;
  \end{cases}
\end{align*}
\]

where \( \delta := \lambda(i_0^+)^{-1} \mu(i_0^+) \). We define \( f_E(i^-, j) \) so as to guarantee that \( \tau_\mu \circ f_E = f_E \circ \tau_\lambda \) and find that imposing this condition gives

\[
\begin{align*}
  f_E(i^-, j) &= \begin{cases} 
    (i^-, j), & i \neq i_0 \\
    (i^-, j^\delta), & i = i_0
  \end{cases}
\end{align*}
\]

The remainder of the proof, which we omit, is a long and uninsightful computation to check that \( f \) as defined above gives an isomorphism.

**Corollary 3.1.2.** If \( \prod_{i=0}^{n-1} \lambda(i^+) = \prod_{i=0}^{n-1} \mu(i^+) \), then the associated covers \( C_{n,\lambda} \) and \( C_{n,\mu} \) are isomorphic.

**Proof.** We define an equivalence relation \( \sim \) on \( \mathcal{L}_d(C_n) \) by \( \gamma_1 \sim \gamma_2 \) if and only if

\[
\prod_{i=0}^{n-1} \gamma_1(i^+) = \prod_{i=0}^{n-1} \gamma_2(i^+)
\]

Then we define a sequence of labelings \( \lambda = \lambda_0, \lambda_1, \ldots, \lambda_{n-1} \) by

\[
\lambda_k(i^+) = \begin{cases} 
  1_{S_d}, & i = 0, \ldots, k - 1; \\
  \prod_{i=0}^{k} \lambda(i^+), & i = k; \\
  \lambda(i^+), & i = k + 1, \ldots, n - 1.
\end{cases}
\]
One easily checks that $\lambda_k \sim \lambda_{k+1}$ for each $k = 0, \ldots, n - 2$. We claim that this induces a sequence of isomorphisms on the associated covers $C_{n,\lambda_k} \cong C_{n,\lambda_{k+1}}$ and thus $C_{n,\lambda_0} \cong C_{n,\lambda_{n-1}}$ by transitivity. Indeed, we apply Lemma 3.1.1 with $i_0 = k$: because

$$\lambda_k(i^+) = \lambda_{k+1}(i^+) = \begin{cases} 1_{S_d}, & i < i_0; \\ \lambda(i^+), & i > \ell_0; \end{cases}$$

and we thus obtain two sequences of isomorphisms:

$$\lambda(i^+)\lambda(\ell_0^+) = \prod_{i=0}^{\ell_0} \lambda(i^+) = \lambda_{k+1}(i_0^+)\lambda_{k+1}(\ell_0^+)$$

we see that the hypotheses of Lemma 3.1.1 are met and thus obtain an isomorphism $C_{n,\lambda_k} \cong C_{n,\lambda_{k+1}}$. Of course we can do the same thing for $\mu$: define a sequence $\mu = \mu_0 \sim \mu_1 \sim \ldots \sim \mu_{n-1}$ by

$$\mu_k(i^+) = \begin{cases} 1_{S_d}, & i = 0, \ldots, k - 1; \\ \prod_{i=0}^{k} \mu(i^+), & i = k; \\ \mu(i^+), & i = k + 1, \ldots, n - 1. \end{cases}$$

and we thus obtain two sequences of isomorphisms:

$$C_{n,\lambda} \cong C_{n,\lambda_1} \cong \ldots \cong C_{n,\lambda_{n-1}}$$

Our final task is to prove that the relation $\lambda_{n-1} \sim \mu_{n-1}$, which holds by hypothesis, also induces an isomorphism on corresponding covers. This is achieved by applying Lemma 3.1.1 to $\lambda_{n-1}$ and $\mu_{n-1}$ with $i_0 = n - 2$. We have

$$\lambda_{n-1}(i^+) = 1_{S_d} = \mu_{n-1}(i^+), \text{ for } i \neq i_0, \ell_0$$

and

$$\lambda_{n-1}(i_0^+)\lambda_{n-1}(\ell_0^+) = \prod_{i=0}^{\ell_0} \lambda(i^+) = \prod_{i=0}^{\ell_0} \mu(i^+) = \mu_{n-1}(i_0^+)\mu_{n-1}(\ell_0^+)$$

So by the lemma, there’s an isomorphism $C_{n,\lambda_{n-1}} \cong C_{n,\mu_{n-1}}$. So by composing our isomorphism sequences:

$$C_{n,\lambda} \cong \ldots \cong C_{n,\lambda_{n-1}} \cong C_{n,\mu_{n-1}} \cong \ldots \cong C_{n,\mu}$$

we obtain the desired result. \hfill \Box

**Lemma 3.1.3.** Let $\lambda \in \mathcal{L}_d(C_n)$ and $g \in S_d$. Define $\lambda^g \in \mathcal{L}_d(C_n)$ by

$$\lambda^g(i^+) = (\lambda(i^+))^g = g^{-1}\lambda(i^+)g$$

Then $C_{n,\lambda} \cong C_{n,\lambda^g}$.

**Proof.** We define a map $f = (f_V, f_E) : C_{n,\lambda} \to C_{n,\lambda^g}$ by

$$f_V(i, j) = (i, j^g)$$

$$f_E(i^+, j) = (i^+, j^g)$$
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for all \( i \in V(C_n) \) and all \( j \in \{1, \ldots, d\} \), and apply the definitions of the involved pieces to show that \( f \) is an isomorphism.

\[ \blacksquare \]

**Corollary 3.1.4.** Let \( \lambda, \mu \in \mathcal{L}_d(C_n) \). Suppose that there exists \( g \in S_d \) such that

\[
g^{-1} \left( \prod_{i=0}^{n-1} \lambda(i^+) \right) g = \prod_{i=0}^{n-1} \mu(i^+).
\]

Then \( C_{n,\lambda} \cong C_{n,\mu} \).

**Proof.** Immediate from the previous two results. \( \blacksquare \)

### 3.2. Symmetric graphs vs. undirected graphs

At certain stages of the development, it was useful to explicitly refer to an orientation on our graphs. This is the essential reason for employing “symmetric graphs” as opposed to undirected graphs. Notice however that all of the statements we’ve made for symmetric graphs hold for their undirected counterparts: an undirected graph is sent to a symmetric graph by “splitting” each edge into a pair of edges (one running each direction), and from a symmetric graph one obtains an undirected graph by simply considering the geometric edges (i.e. collapsing the pair of directed edges to a single undirected edge). All of the isomorphisms we’ve discussed respect these two procedures.

### 3.3. Cycle types and isomorphism classes

Each element \( \sigma \in S_d \) can be uniquely written (up to reordering) as a product of disjoint cycles of various lengths \([1]\). This is called the **disjoint cycle decomposition of \( \sigma \)**. The **cycle type** of \( \sigma \) is the tuple \( \mu = (\mu_1, \ldots, \mu_d) \), where \( \mu_i \) is the number of cycles of length \( i \) in the disjoint cycle decomposition of \( \sigma \). We write \( \text{cyc}(\sigma) = \mu \). Recall that the cycle type of a permutation completely determines its conjugacy class; \( \sigma_1 \) and \( \sigma_2 \) in \( S_d \) are conjugate if and only if they have the same cycle type \([1]\).

We finally arrive at our computational improvement for computing the \( d \)-matching polynomial of \( C_n \). For notational convenience, let \( C_n(x) = \mathcal{M}_{C_n}(x) \), the matching polynomial of \( C_m \), and \( C_{n,d}(x) = \mathcal{M}_{C_n,d}(x) \) the \( d \)-matching polynomial of \( C_n \).

**Proposition 3.3.1.** For any positive integers \( n \) and \( d \),

\[
C_{n,d}(x) = \frac{1}{d!} \sum_{\sigma \in S_d} \prod_{\text{cyc}(\sigma)=\mu} \text{cyc}(\sigma),
\]

where the summation is over all \( \sigma \in S_d \).

**Proof.** We recall that by Definition 1.1.1,

\[
C_{n,d}(x) = \frac{1}{|\mathcal{L}_d(C_n)|} \sum_{\lambda \in \mathcal{L}_d(C_n)} \mathcal{M}_{C_{n,\lambda}}(x).
\]

To each \( \lambda \in \mathcal{L}_d(C_n) \) we associate the permutation

\[
\lambda(C_n) := \prod_{i=0}^{n-1} \lambda(i^+)
\]

By Corollary 3.1.4, we can identify the isomorphism class of \( C_{n,\lambda} \) with the conjugacy class in \( S_d \) containing \( \lambda(C_n) \). Proposition 3.3.1 therefore follows from the observation that if \( \text{cyc}(\lambda(C_n)) = \mu = (\mu_1, \ldots, \mu_d) \), then \( C_{n,\lambda} \cong \bigsqcup_{i=1}^{d} C_{n,\mu_i} \) (cf. item (3) in Example 2.2.4).

\( \blacksquare \)
4. Combinatorial Proofs for Chebyshev Identities

Let \( C_n(x) \) denote \( M_{C_n}(x) \), \( P_n(x) \) denote \( M_{P_n}(x) \), and \( C_{n,d}(x) \) denote \( M_{C_{n,d}}(x) \). As is shown in [2], there are important relationships between the matching polynomials \( C_n(x) \) and \( P_n(x) \) and the Chebyshev polynomials of the first and second kind respectively.

**Definition 4.0.1.** The Chebyshev polynomials of the first kind, \( T_n(x) \) are defined by the following recurrence relation:

- \( T_0(x) = 1 \),
- \( T_1(x) = x \), and
- \( T_{n+1}(x) = 2xT_n(x) - T_{n-1}(x) \).

**Definition 4.0.2.** The Chebyshev polynomials of the second kind, \( U_n(x) \) are defined by the following recurrence relation:

- \( U_0(x) = 1 \),
- \( U_1(x) = 2x \), and
- \( U_{n+1}(x) = 2xU_n(x) - U_{n-1}(x) \).

**Lemma 4.0.3.** \( \frac{1}{2}C_n(2x) = T_n(x) \) and \( P_n(2x) = U_n(x) \)

For a proof of these facts, see chapters 1 and 8 of [2] where the “three term recurrences” are used to prove the above Lemma.

4.1. Commutativity. The Chebyshev polynomials of the first kind also have a special relationship with respect to composition.

\[ T_{kn}(x) = T_k(T_n(x)). \]

In particular, this implies that the Chebyshev polynomials are commuting operators. We may substitute \( T_n(x) = \frac{1}{2}C_n(2x) \) to obtain the following combinatorial statement:

\[ C_{kn}(x) = C_k(C_n(x)) \]

In this section we provide a combinatorial proof of this statement, based off a similar proof given by Walton in [7]. Our main goal is to show \( C_{kn} = C_k(C_n) \), but first we must algebraically reduce this to a combinatorial identity for which we can give a proof. Given a list of integers \( \alpha = (\alpha_1, \ldots, \alpha_\ell) \), let \( S(\alpha) \) denote their sum, write \( \alpha \triangleright S(\alpha) \), and denote the length of the list by \( |\alpha| \). We then have:

\[
C_k(C_n) = \sum_{i \geq 0} (-1)^i a(C_k, i) (C_n)^{k-2i}
\]

\[
= \sum_{i \geq 0} (-1)^i a(C_k, i) \left( \sum_{\ell \geq 0} (-1)^\ell a(C_n, \ell) x^{n-2\ell} \right)^{k-2i}
\]

\[
= \sum_{i \geq 0} (-1)^i a(C_k, i) \left( \sum_{|\alpha|=k-2i} (-1)^{S(\alpha)} \prod_{j=1}^{k-2i} a(C_n, \alpha_j) x^{(k-2i)n-2S(\alpha)} \right),
\]
Breaking the innermost sum apart by \( S(\alpha) \), we make the substitution \( m = in + S(\alpha) \).

\[
C_k(C_n) = \sum_{i \geq 0} (-1)^i a(C_k, i) \sum_{m \geq i} \left( x^{nk-2m} \sum_{\alpha = m-in \mid |\alpha| = k-2i} (-1)^{m-in} \prod_{j=1}^{k-2i} a(C_n, \alpha_j) \right)
\]

\[
= \sum_{m \geq 0} \left( \sum_{i=0}^\left\lfloor \frac{m}{n} \right\rfloor (-1)^{i(1-n)} a(C_k, i) \left( \sum_{\alpha = m-in \mid |\alpha| = k-2i} \prod_{j=1}^{k-2i} a(C_n, \alpha_j) \right) \right) (-1)^m x^{nk-2m}
\]

Let \( \ell G \) denote the \( \ell \)-fold disjoint union \( \bigcup_{i=1}^{\ell} G \) for any positive integer \( \ell \) and any graph \( G \). Notice that the innermost sum counts matchings of size \( m-in \) on \((k-2i)C_n\). Moreover, there are no such matchings when \( m \geq in \), so we can remove the upper index on the sum over \( i \).

\[
(*) \quad C_k(C_n) = \sum_{m \geq 0} \left( \sum_{i \geq 0} (-1)^{i(1-n)} a(C_k, i) a((k-2i)C_n, m-in) \right) (-1)^m x^{nk-2m}
\]

Interpreting the coefficients above: when \( i \) edges are matched in \( C_k \), we only consider \((k-2i)\) copies of \( C_n \), and only include \( m-2i \) edges in the matching. This suggests the following definitions.

**Definition 4.1.1.** For fixed \( n \) and \( k \), a **metacycle** is a \( k \)-cycle where each vertex represents an \( n \)-cycle. A **matching** of a metacycle is a matching of the \( k \)-cycle together with, for each vertex not contained in any such edge, a matching of the corresponding \( C_n \).

Denote by \( e_k \) the number of edges of the matching in the \( k \)-cycle and by \( e_n \) the number of edges of the matching in the \( n \)-cycles. Then the **weight** of a metacycle matching is \( e_n + ne_k \), and the **sign** of a metacycle matching is \((-1)^{(1-n)e_k}\).

With this terminology, we see that the coefficients of \( C_k(C_n) \) are either a sum, or an alternating sum, over matchings of a metacycle. The remainder of this section is devoted to showing that these sums also count matchings in \( C_{kn} \).

**Proposition 4.1.2.** \( C_{kn}(x) = C_k(C_n(x)) \).

**Proof.** Our \( C_{kn} \) will be viewed as \( k \) rows of \( n \) vertices, numbered from the top, with the edge between row \( i \) and \( i+1 \) from \( v_{i,n} \) to \( v_{i+1,1} \). We call these edges **zags**. In the copies of \( C_n \) in the metacycle, we will call the edge from \( v_1 \) to \( v_n \) a **hop**. The relationship between the two objects can be seen in the picture below.
Let \( M \) be a matching of size \( m \) in \( C_{kn} \). We will decompose the vertex set of \( C_{kn} \) based on our matching. A zag component is the subgraph induced by vertices \( Z \), where \( Z \) is the set of vertices in a maximal collection of adjacent rows where all internal zags are present in our matching. If there is a row in our graph without an incoming or outgoing matched zag, then the row is a zag component on its own. Note that except in the case where all zags are in our matching, we can shift our cycle so that the first zag component starts on the first row.

Given a zag component, we will mark edges to include in a metacycle matching. There are three types of zag components:

1. If a zag component consists of a single row \( i \): we mark all the edges in the \( C_n \), represented by vertex \( i \) of the metacycle, which correspond to the edges of \( M \) in row \( i \).
2. If a zag component from row \( i \) to row \( j \) has all vertices in rows \( i \) and \( j \) completely matched, we mark the edge in the metacycle from \( j - 1 \) to \( j \). Then for \( \ell \in [i + 1, j - 1] \), we mark all the edges on the \( C_n \), represented by vertex \( \ell - 1 \) of the metacycle, which correspond to the edges of \( M \) in row \( \ell \). Also, we mark the hop in that \( C_n \).
3. If a zag component from row \( i \) to row \( j \) does not completely match rows \( i \) and \( j \) for \( \ell \in [i + 1, j - 1] \), we again mark the edges on the \( C_n \) represented by vertex \( \ell - 1 \) of the metacycle, which correspond to the edges of \( M \) in row \( \ell \). Again, we also mark the hop in that \( C_n \).

Now let \( t \) be the smallest index \( 1 \leq t \leq n - 1 \) such that \( v_{i,t} \sim v_{i,t+1} \) and \( v_{j,t} \sim v_{j,t+1} \) are not edges in our matching. We modify rows \( i \) and \( j \) of \( C_{kn} \) by swapping the tails of these rows to the right of vertex \( t \). We then mark the edges on the \( C_n \), represented by vertex \( j \) in the metacycle, which correspond to the edge of \( M \) in the modified row \( i \). Finally, we mark the edges on the \( C_n \), represented by vertex \( j - 1 \) in the metacycle, which correspond to the edge of \( M \) in the modified row \( j \); and also the hop in that \( C_n \).
If there is only one zag component (i.e. each zag edge is in our matching), we can choose row \( i \) to be 1, row \( j \) to be \( k \), and then treat this as case (3).

This produces a matching of the correct weight in our metacycle. To see this is a matching, we only need check that there are no incident edges in each \( C_n \) (since by construction two edges in the \( C_k \) cannot be adjacent). Since each row on the interior of a zag component has an incoming and outgoing matched zag edge, \( v_{\ell,1} \) and \( v_{\ell,n} \) are free to be matched by a hop in case (2). In case (3), the tail-swapping swaps any potential edge including \( v_{j,n} \) and \( v_{j,1} \) is matched with a zag in \( C_{kn} \). Hence, we are again free to match it with a hop in the metacycle.

To verify that this matching has the right weight, we need to show that the weight of the metacycle matching is the same as the size of \( M \). Cases (1) and (3) are bijective on edges, and case (2) replaces \( n - 1 \) edges in rows \( i \) and \( j \) and the edge \( v_{j-1,n}v_{j,1} \) with an edge of weight \( n \) on the \( C_k \).

Unfortunately, this procedure is not always reversible. However, we claim that for any metacycle matching \( \tilde{M} \) of weight \( m \), either the procedure can be reversed, or else \( \tilde{M} \) can be matched with a metacycle matching of weight \( m \pm 1 \).

We can label each cycle \( i \) with either an \( H \) if a hop is taken, \( r \) is no hop is taken, or \( \mu \) if either \( i \sim i+1 \) or \( i-1 \sim i \) is an edge of \( \tilde{M} \) in the \( C_k \). Consider the string for \( \tilde{M} \) consisting of these letters. Since each \( \mu \) must come in a pair, the language corresponding to these strings is generated by \( \{H, r, \mu\mu\} \).

**Lemma 4.1.3.** The cyclic strings of length \( k \) generated by \( \{H, r, \mu\mu\} \) are also generated by \( \{H^a\mu\mu : a \geq 0\} \cup \{H^a r : a \geq 0\} \cup H^k \). The second set of generators form a prefix free language, hence form a uniquely decodable code.

**Proof.** \( r \) and \( MM \) are in our set by setting \( a = 0 \) and the only way we can’t attach \( H \)’s to them is if our whole string is \( H \)’s. These generators are clearly prefix free. \( \square \)

Except in the case where our string is \( H^k \), we can shift our cycles again so that cycle \( k \) is labeled with the second \( \mu \) in a pair or by an \( r \). By the lemma, we can uniquely decode the string into generators of the form \( H^a r, H^k \), or \( H^a\mu\mu \).

Due to the difference in matchings of \( P_{2k} \) versus \( P_{2k+1} \), we will consider cases by parity. Odd case:

When \( n \) is odd, each of these generators corresponds to one of the three zag components described earlier. Type (1) corresponds to \( H^0 r \), Type (2) corresponds to \( H^a\mu\mu \), and \( \{H^a r, a > 0\} \) and \( H^k \) correspond to Type (3). These three cases are also all in the image of our described matching above. First, we can perfectly match the top and bottom row of a zag component to get case (2). Moreover, since \( n \) is odd, when we don’t have a perfect matching we always have a vertex after which to tail-swap, so the opposite procedure for Type (3) is well-defined.

Even case:

When \( n \) is even, there are two types of metacycle matchings which are not constructed by applying the Cases above:

1. \( \mu\mu \) appears in the string
2. There is a hop component of the form \( H^a r \) with first and last cycle completely matched.

We only see \( \mu\mu \) in the string if there is a zag component with top and bottom row perfectly matched. When \( n \) is even, this is impossible, since the outgoing zag from the first row leaves an odd number of vertices to be perfectly matched. In the second case,
if the first and last cycle are completely matched, there is no vertex \( t \) from which we can swap the tails of our path, so it is not produced by such a matching in \( C_{nk} \).

We now construct an involution \( f \) on these two types of metacycle matchings, which both reverses signs and preserves weights.

Suppose we have some \( \mu \mu \) in our string. Consider the first hop component of the form \( H^a \mu \mu \). Note that \( \tilde{M} \) contains no edges in two cycles corresponding to the \( \mu \mu \), by definition of a metacycle matching. Let \( i \) be the vertex corresponding to the first \( H \) and \( j \) be the vertex corresponding to the first \( \mu \). Then \( f \) maps the matchings of cycles \( i \) through \( j - 1 \) to the cycles \( i + 1 \) through \( j \) and replaces the edge on the \( C_k \) with the (unique) perfect matching of cycle \( j + 1 \) not using the hop, and the perfect matching of cycle \( i \) using the hop. This produces a new string where the \( H^a \mu \mu \) is replaced with an \( H^{a+1}r \) with the top and bottom rows completely matched. This pairs up the metacycle matchings not produced by applying the Cases above. Since it also changes the number of edges in the \( C_k \) by exactly one, it is a sign-reversing, weight-preserving involution, as desired.

Hence for both odd and even \( n \), the coefficients of \( x^{nk-2m} \) in (\( \ast \)) match those of \( C_{kn}(x) \); thus the polynomials are equal.

\[ \square \]

5. Proof of the Conjecture of C. Hall

A similar combinatorial proof can be used to show

\[ P_{dn+n-1}(x) = P_d(C_n(x))P_{n-1}(x), \]

where we replace the metacycle with a \( P_d \) with an \( n \) cycle corresponding to each vertex and an additional \( P_{n-1} \) on the bottom. (Alternatively, the equivalent divisibility relation for Chebyshev polynomials is classical.) Dividing both sides by \( P_{n-1}(x) \), we see that Conjecture 1.1.2 is equivalent to

**Theorem 5.0.1.** \( C_{n,d}(x) = P_d(C_n(x)). \)

We do this by expanding the right- and left-hand sides into polynomials of \( C_n(x) \) and comparing coefficients. On the right-hand side, we simply use the definition:

\[ P_d(C_n(x)) = \sum_{m \geq 0} (-1)^m a(P_d, m)(C_n(x))^{d-2m}. \]

To handle the left-hand side, we first recall Corollary 3.3.1 from Section 3:

\[ C_{n,d}(x) = \frac{1}{d!} \sum_{\sigma \in S_d, \cyc(\sigma) = \mu} \prod_{i=1}^{k} C_{n\mu_i}(x) \]

Then, using the result of Section 4.1 and the definition of the matching polynomial, we obtain
\[ C_{n,d}(x) = \frac{1}{d!} \sum_{\sigma \in S_d} \prod_{\text{cyc}(\sigma) = \mu} C_{\mu_i}(C_n(x)) \]

\[ = \frac{1}{d!} \sum_{\sigma \in S_d} \prod_{\text{cyc}(\sigma) = \mu} \left( \sum_{\ell \geq 0} (-1)^\ell a(C_{\mu_i}, \ell)(C_n(x))^{\mu_i-2\ell} \right) \]

Expanding the inside product, we obtain a sum over compositions. Recalling that given a composition \(\alpha\), \(S(\alpha) = \alpha_1 + \cdots + \alpha_n\), we have

\[ C_{n,d}(x) = \frac{1}{d!} \sum_{\sigma \in S_d} \left( \sum_{\alpha = (\alpha_1, \ldots, \alpha_k)} (-1)^{S(\alpha)} \prod_{i=1}^{k} a(C_{\mu_i}, \alpha_i)(C_n(x))^{d-2S(\alpha)} \right) \]

\[ = \frac{1}{d!} \sum_{\sigma \in S_d} \sum_{m \geq 0} \sum_{\alpha \succeq m} (-1)^m (C_n(x))^{d-2m} \left( \prod_{i=1}^{k} a(C_{\mu_i}, \alpha_i) \right) \]

Notice that \(\sum_{\alpha \succeq m} \prod_{i=1}^{k} a(C_{\mu_i}, \alpha_i)\) is the number of matchings of \(G_\sigma\) with \(m\) edges, i.e. \(a(G_\sigma, m)\). Substituting this into the sum eliminates the dependence of the summands on \(\alpha\). In particular, we conclude that

\[ C_{n,d}(x) = \frac{1}{d!} \sum_{\sigma \in S_d} \left( \sum_{\alpha \succeq m} (-1)^m a(G_\sigma, m)(C_n(x))^{d-2m} \right) \]

Comparing coefficients with the right-hand side calculation reduces solving Theorem 5.0.1 to its combinatorial core, namely it now suffices to show \(d! a(P_d, m) = \sum_{\sigma \in S_d} a(G_\sigma, m)\).

5.1. Bijective conclusion. Given a permutation \(\sigma\) on any set \(S\), we define \(G_\sigma\) as a directed graph having vertices \(S\) and an edge from each \(s\) to its corresponding \(\sigma(s)\). Observe that such a graph may have two-cycles, and that the directedness is necessary to distinguish \(G_\sigma\) from \(G_{\sigma^{-1}}\).

**Proposition 5.1.1.** \(d! a(P_d, m) = \sum_{\sigma \in S_d} a(G_\sigma, m)\)

**Proof.** The left-hand side counts diagrams which are formed by taking a permutation in two-line notation, drawing a rightward-oriented path down the middle, and choosing a matching on the graph.

To see why this is counted by the right-hand side as well, remove the top row of labels. Then the collection of labels of the **left ends**, which are all vertices except for the rightmost vertices in edges of the matching. In the example above, the labels on the left ends are \(\{0, 1, 4, 5\}\). Now fill in the top row with the left end labels, in increasing order, only over the left ends.
For the remaining vertices, give them the same label on the top row as on the bottom. Call the resulting permutation $\sigma'$. The permutation $\sigma$ that the right-hand sum keeps track of is $\sigma' \tau_M$, where $M$ is the matching and $\tau_M$ is the involution which fixes the vertices not involved in the matching, while swapping the left and right vertices of each edge. This $\sigma$ is chosen to ensure that $G_\sigma$ contains all directed edges of $M$.

The right-hand side clearly counts the total number of matchings with $m$ edges in $G_\sigma$ for all permutations $\sigma$, and this construction shows that we can obtain these from diagrams counted on the left-hand side. It is clear that no matching is counted by more than one diagram, since the matchings themselves must be identical, and therefore the two $\sigma'$, hence the two original permutations, must be identical. Moreover, we obtain every matching possible from this construction, since given a $\sigma$ and $M$, we obtain this from $\sigma' = \sigma \tau_M$ and $M$. From $M$ we can read off the collection of left ends, and thus recover the original permutation.

The bijection in Proposition 5.1.1 is essentially a concatenation of two others (with a slight tweak for readability). We include these bijections for completeness.

**Proposition 5.1.2.** $2^m (d - m)! a(K_d, m) = d! a(P_d, m)$.

**Proof.** As before, the right-hand side counts diagrams which are formed by taking a permutation in two-line notation, drawing a rightward-oriented path down the middle, and choosing a matching on the graph. Equivalently, it counts paths with double labels on each of the left ends, where each of the lower labels of a left end is the upper label of some (usually different) left end.

To see why these are counted by the left-hand side as well, again remove the upper labels. Remove the orientations for all edges not in the matching, and fill in the missing edges to interpret the matching as a directed matching of $K_d$.
The left-hand side clearly counts the total number of directed matchings with \( m \) edges on \( K_d \) together with a permutation of the vertices which are not targets (arrow points) of the edges. This construction shows that such objects can be constructed from the diagrams counted by the right-hand side. There is an inverse construction as follows: ignore the bottom label (or the second label in the example object above). Starting with vertex 1, any time we are at the source of an edge in the directed matching, go to the target, and otherwise we go to the smallest-labeled vertex we have not gone to yet. □

**Proposition 5.1.3.** \( 2^m (d - m)! a(K_d, m) = \sum_{\sigma \in S_d} a(G_{\sigma}, m) \).

**Proof.** As before, the left-hand side counts directed matchings \( M \) of \( K_d \) together with a permutation on the vertices which are not targets of the edges in the matching. Extend the permutation to a permutation \( \sigma' \) on all the vertices, trivially in the sense that each target is sent to itself. Define \( \sigma = \sigma' \tau_M \), where \( \tau_M \) is defined as in Proposition 5.1.1; as before \( G_{\sigma} \) contains \( M \) among its edge set, and thus we have obtained a matching counted by the right-hand side.

The inverse construction is clear: given \( \sigma \) and matching \( M \) of \( G_{\sigma} \), let \( \sigma' = \sigma \tau_M \), interpret \( M \) as a directed matching of \( K_d \), and remove the second (necessarily duplicate) label on the targets. □
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