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Abstract

Several proposed models of the cold dark matter in the universe include light neutral bosons with sub–eV masses. In many cases their detection hinges on their infrequent interactions with Standard Model photons at sub–eV energies. We describe the design and performance of an experiment to search for aberrations from the broadband noise power associated with a 5 K copper resonant cavity in the vicinity of 34 GHz (0.1 meV). The cavity, microwave receiver, and data reduction are described. Several configurations of the experiment are discussed in terms of their impact on the sensitivity of the search for axion–like particles and hidden sector photons.
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1. Introduction

Direct detection of cold dark matter (CDM) is required before many questions can be addressed about its origin and implications in the universe. Cosmological evidence for the existence of dark matter \cite{1, 2, 3, 4} has consistently driven the need for measurements that can impose additional constraints on theory.

Searches for CDM with masses of GeV/c\textsuperscript{2} are ongoing but have thus far yielded either inconclusive \cite{5, 6, 7, 8, 9} or negative results \cite{10, 11, 12, 13, 14, 15}. Similarly, collider searches for signals from CDM have been negative \cite{16}. These measurements have led to constructive limits on models as well as a heightened interest in light CDM candidates with masses less than 1 eV.
Thus far searches for light CDM in the laboratory have focused primarily on particles that should interact infrequently, but predictably, with Standard Model (SM) photons. The pseudoscalar axion \cite{17,18,19} is required to couple to 2 SM photons by way of the Primakoff effect. Other pseudoscalar and scalar axion–like particles (ALPs) that arise in string theory \cite{20,21} are allowed, but not required, to couple to 2 photons. The vector hidden sector photon \cite{20,21} can also be the CDM \cite{22,21} and interacts with SM photons through mass–dependent kinetic mixing.

The nearly monoenergetic distribution of light CDM, as well as its possible interaction with sub–eV (\(\lesssim\)GHz) photons, make it susceptible to discovery in searches that utilize radio frequency (RF) detection techniques. In particular, the approach pioneered by Sikivie \cite{23,24} and the ADMX collaboration \cite{25,26,27} in which a resonant cavity sitting in a strong magnetic field is coupled to a microwave receiver can be an extremely sensitive probe of the sub–eV mass regime \cite{27}. In this paper we discuss the design and calibration of a similar experiment. A low–noise cryogenic amplifier and microwave receiver are employed to search for deviations from the nominal spectrum of 34 GHz power associated with a 5 K Cu resonant cavity. Several configurations of the experiment are discussed in terms of their sensitivity to sub–eV mass CDM models.

2. Experiment

2.1. Magnet and Cryostat

The experiment sits inside an Oxford Instruments V22460 superconducting magnet with a peak field of 7 T inside the warm bore of diameter 89 mm. The magnetic field is strongest in a 10 cm long region located 36 cm above the bottom edge of the bore. The intended purpose of the magnet is for measurements of nuclear magnetic resonance (NMR) with a field that is specified to be uniform across the peak region to a few parts per million. In the present experiment, however, the field uniformity is only required to be of order 10%. The temporal stability of the field has been found to be better than a few percent over a span of 5 years. An outline of the magnet is included in Figure 1.

Also shown in Figure 1 is the liquid He cryostat system that extends into the bore of the magnet. Its central sample tube houses the signal cavity and cryogenic amplifiers, and is cooled by He gas that has been vaporized from a reservoir of liquid He. Surrounding the sample tube is a liquid N\(_2\)
Figure 1: Magnet, built by Oxford Instruments, and cold gas cryostat built by Cryo Industries of America, Inc.
thermal radiation shield. The inner diameter of the sample region is 4.27 cm and is limited by the diameter of the bore of the magnet and the size of the room-temperature drive cavity. The physical temperatures at the cavity, amplifiers, and vaporizer are monitored with thin–film resistance cryogenic temperature sensors made by Lake Shore Cryotronics, Inc.

2.2. Copper Resonant Cavities

The experiment has two main running configurations: an experiment that is driven with 34 GHz RF power, and alternatively, a listening mode. The driven experiment consists of two adjacent 34 GHz oxygen–free high thermal conductivity (OFHC) copper microwave cavities each of which supports a transverse Electric (TE) mode. The “signal” cavity sits near the bottom of the cryostat in the region where the external B-field is maximal. The “drive” cavity sits adjacent to the signal cavity, inside the bore of the magnet but outside the cryostat. In the second configuration, or listening mode, only the signal cavity is employed. One of two types of signal cavities is utilized: Either a cavity that supports a TE mode, or one that supports the transverse magnetic (TM) mode. The locations of the signal and drive cavities are shown in the schematic of Figure 2.

2.2.1. Signal Cavities

The cylindrical TE signal cavity supports the TE$_{011}$ mode and is 11 mm in diameter by 17 mm in height. Its central resonant frequency is 34.29 GHz. The resonant frequency is tunable across 500 MHz using a plunger that moves vertically. There is a 1 mm gap between the plunger and the side wall whose purpose is to break the degeneracy between the TE$_{011}$ and the TM$_{111}$ modes. The position of the plunger is adjusted by a lever attached to a threaded fitting that moves freely at temperatures between 7 K and 300 K. The fitting attaches to a meter–long fiberglass G10 rod that is turned by hand from outside the top flange of the cryostat. Figure 3 shows a drawing of the TE$_{011}$ cavity and its tuning mechanism. Also shown are the thin OFHC fins that increase the surface area of the assembly, helping to optimize its rate of cooling inside the cryostat. The fins are asymmetric due to constraints on available space.

The TE$_{011}$ signal cavity is designed to be critically coupled at cryogenic temperatures to a few inches of copper rectangular WR28 waveguide. The waveguide has inside dimensions 0.280 by 0.140 inches and cutoff frequency
Figure 2: Schematic of the experiment.

Parts list:
- SM1: Spectrum Microwave waveguide bandpass filter W34.4G-3.4G-3FF
- SM2: Spectrum Microwave cavity bandpass filter BM4100-1100-3SS
- SM3: Spectrum Microwave tubular bandpass filter BC590-25-3SS
- MC1: Minicircuits coaxial lowpass filter SLP-30+
- MQ1: Miteq mixer M2640W1
- MQ2: Miteq amplifier AFS33-04000420-20-10P-GW-44
- MQ3: Miteq mixer DMX0207L
- MQ4: Miteq amplifier AFS3-00100400-13-10P-4
- MQ5: Miteq mixer IRM05021C1Q
- MQ6: Miteq oscillator DLCRO-010-03500-3-15P
- MQ7: Miteq oscillator PLD-1C-010-0590-3-15P
- NI: National Instruments digitizer USB-5132 or PCI-5114.
- H: JPL Cryogenic HEMT Low Noise Amplifier CRY01126
- SRS: Stanford Research Systems voltage amplifier SR445A
- FM: Flann Microwave waveguide directional couplers 22131-30
- MM1: Maury Microwave waveguide to coaxial adapter U233B
- MM2: Maury Microwave waveguide to coaxial adapter U211C6
- WR28: copper rectangular waveguide with inner dimensions 0.280 x 0.140 inches
Figure 3: Cross section showing the signal cavity, the plunger with bellows for tuning, and the 2 WR28 waveguides oriented vertically. The circle inside the outline of the cavity denotes the weakly coupled port. Also shown are the threaded fittings and the connector that interfaces with the fiberglass G10 rod.
21.1 GHz. It terminates at a waveguide to coax adapter and cryogenic amplifier. The power loss in the waveguide at frequency 34 GHz is acceptable at approximately 1 dB/m. In addition to the critically coupled port, the signal cavity is weakly coupled to 3 m of WR28 waveguide that ends outside the cryostat at a directional coupler. The directional coupler serves two purposes simultaneously: It allows for vacuum pumping and it is a port for test signals. The orientation of the WR28 waveguides relative to the signal cavity are shown in Figure 2.

Inside the signal cavity, two components of the electric and magnetic fields are important in this experiment. The first is the field aligned with the external B-field in the z direction, which in the case of the TE_{011} mode is theoretically \( B_z = k_r/k J_0 (k_r r) \sin(k_z z) \) while \( E_z = 0 \). In practice \( B_z \) is perturbed by its coupling to the waveguide. Its magnitude in the cavity is simulated in accordance with the actual geometry using the HFSS simulation software in ANSYS® Academic Research Release 12.1.2 and is plotted in the left panel of Figure 4. In the second signal cavity [28] supporting the TM_{020} mode, \( B_z = 0 \); the diameter is 15 mm and the height is 9 mm. The axially-aligned electric field takes the analytic form \( E_z = k_r/k J_0 (k_r r) \) and is not plotted.

The second important field component to consider is the azimuthal electric field, or \( E_\theta = J'_0 (k_r r) \sin(k_z z) \). It is the only non-zero component of the electric field in the cylindrical TE_{011} mode. The right panel of Figure 4 shows its analytical form as a function of height and radius in an ideal cavity.
2.2.2. Drive Cavity

The drive cavity runs in the TE$_{011}$ mode at the same resonant frequency as the TE$_{011}$ signal cavity, at room temperature. Like the signal cavity its inner volume is on the order of 1 cm$^3$, with diameter 12 mm and height 17 mm. It is typically driven by a narrow monoenergetic signal with $\lesssim$1 Watt average power which allows for thermal equilibrium without cooling. While its resonant frequency can in principle be tuned by temperature adjustment using water circulation, it is generally more practical to wait for the drive cavity to reach thermal equilibrium and then tune the signal cavity such that their frequencies match.

2.2.3. Field Overlap Integrals

The sensitivity of the experiment to new physics is governed partly by the orientation of the electric and magnetic fields inside the resonant cavity. Each of the two running modes, and each of the two signal cavities, has a field overlap integral that defines its particular ability to detect signals driven by interactions with new light particles.

The running mode with two TE$_{011}$ cavities side by side is optimized to find oscillations between hidden sector photons and Standard Model photons. The sensitivity of the result depends on the overlap integral in [20]

$$G \equiv \omega_0^2 \int_V \int_V d^3xd^3y \frac{\exp(ik|x - y|)A(y)A'(x)}{4\pi|x - y|}$$  \hspace{1cm} (1)

where $\omega_0$ is the drive frequency and $k$ is the wavenumber of the hidden sector photon. Following the steps in [20] $E = -dA/dt$. Taking the spatial part of $E_\theta(x,t)$ in the TE$_{011}$ cavities from the right panel of Figure 4, $|G|$ is computed numerically for the two side-by-side cavities in this experiment. Figure 5 shows the result.

Alternatively, in the case of the listening mode that utilizes just one signal cavity, the overlap integral $C_{lmn}$ is defined with respect to the direction of the strong external magnetic field $\hat{B}$. It is first described in [23, 24] to quantify the response of a resonant cavity to a pseudoscalar axion in a strong magnetic field:

$$C_{lmn} \equiv \left| \int_V d^3x E \cdot \hat{B} \right|^2 \frac{V}{\int_V d^3x E^2},$$  \hspace{1cm} (2)

where $E$ is the electric field in the cavity and $V$ is the volume. In the case
Figure 5: Plot of the field overlap integral for hidden sector photons (HSP), $|G|$ [20], against the wavenumber $k_{HSP}$.

of the TM$_{020}$ cavity employed in this experiment, $C_{lmn}$ is on the order of 0.1 [28].

For the signal cavity that runs in the TE$_{011}$ mode, $C_{lmn}$ is identically zero because $E_z=0$. However there is a small overlap $C'_{lmn}$ in the case of scalar axion–like particles, adapting the calculation from Eq. 2 as

$$C'_{lmn} \equiv \frac{\left| \int_V d^3 x \mathbf{B} \cdot \hat{\mathbf{B}} \right|^2}{V \int_V d^3 x \frac{1}{\mu_r} |\mathbf{B}|^2}.$$  

The overlap is small at $O(10^{-6})$ because of the behavior of the Bessel function $J_0(kr)$ in the axial magnetic field, plotted on the left in Figure 4. The field is positive near the center of the cavity, and negative toward the outer rim. When integrated over the cylindrical volume, $\mathbf{B} \cdot \hat{\mathbf{B}}$ decreases.

2.3. Receiver

2.3.1. Cryogenic amplifier

The first and most critical component in the receiver chain is a low–noise, broadband, high–electron–mobility transistor (HEMT) amplifier [29]. It typically operates at frequencies of 11–26 GHz but is routinely tested for use up to 40 GHz. In this experiment the HEMT is cooled to 7 K and measures broadband noise near 34 GHz. Its specified noise temperature measured at 22 K is approximately 35 K. In Section 3.1 the noise temperature of the HEMT is found to be near 20 K when it is cooled to 7 K. While there are actually two HEMT amplifiers connected in series inside the cryostat for
adequate gain, it is the first HEMT that dictates the noise temperature of the system. The latter remains true as long as its output power is large compared to the noise temperature of the next amplifier.

2.3.2. Room–Temperature electronics

The room–temperature receiver uses a triple heterodyne technique to mix the RF signal down from 34 GHz to baseband. The block diagram is included in Figure 2. The three–stage design has been chosen to avoid possible problems with crosstalk related to high amplification at 34 GHz. Broadband noise is limited at each stage by bandpass filters placed before and after the amplifiers, thereby avoiding saturation.

Power at the image frequencies is suppressed by more than 100 dB with the bandpass filters (BPFs) that sit before the first two mixers. For example, if RF frequency $f_1$ mixes with LO frequency $f_2$, then the intermediate frequency (IF) is $f_1-f_2$ and the image lies at $2f_2-f_1$. It is this image frequency that must lie outside the passband of the BPF that precedes each mixer. If it were not suppressed then the noise power would increase by a factor of 2 after the mixer. In the case of the third mixer, a different technique is used to suppress the image power. The outputs of the mixer in the baseband are separated into the in–phase ($I$) and quadrature ($Q$) voltages. The image power in the baseband is suppressed by selecting the sign of the complex phase $\phi = \tan^{-1}(Q/I)$.

The first six harmonics of each LO are also excluded from the passband of the receiver. For example, the second LO in the chain oscillates at 3.5 GHz, so its first 6 harmonics are 7.0 GHz, 10.5 GHz, 14.0 GHz, 17.5 GHz, 21.0 GHz, and 24.5 GHz. The frequency plan is chosen so that these harmonics do not propagate through the electronics chain into the baseband. If a harmonic did pass into the baseband, it could mimic a real signal and cause difficulty in the offline analysis. In spite of the above it should be noted that harmonics with even higher orders are still expected to be present in the data; care is required, as always, in discriminating between a real signal and a systematic or environmental feature.

As a preliminary check of the receiver’s performance, the output of the room temperature chain has been checked against its specifications at the first two stages with a 50 $\Omega$ termination at the input. The specified noise figure and gain of the components in the room–temperature chain are cascaded
Table 1: Table of noise power measured after the first two stages of the microwave receiver, compared with values expected from the Friis formula for cascaded noise power.

| component               | measured (dBm/Hz) | predicted (dBm/Hz) |
|-------------------------|-------------------|--------------------|
| 300K 50Ω term.          | <-150             | -174               |
| mixer 1                 | <-150             | -173               |
| IF1 amp                 | -112              | -112               |
| mixer 2                 | -116              | -118               |
| IF2 amp                 | -85               | -85                |

according to the Friis formula for total noise factor

\[
F = F_1 + \frac{F_2 - 1}{G_1} + \frac{F_3 - 1}{G_1G_2} + \cdots, \tag{4}
\]

where \( F \) represents the total noise factor, \( F_i \) is the specified noise factor for component \( i \), and \( G_i \) is the gain of component \( i \). The expected noise power in the chain at any given point \( i \) is \( N_S + G + 10\log_{10}(F) \) dBM/Hz where \( N_S \) is the noise power of the source at the input to the chain and \( G \) is the total gain. The predicted noise power is then compared with the measured noise power in Table 1 with reasonable agreement.

As shown in Figure 2, a low-pass filter typically precedes the digitizer in each of the two paths \( I \) and \( Q \). Figure 6 shows the baseband power in \( I \) and \( Q \) measured with an Agilent PXA N9030 spectrum analyzer (left panel) and with the digitizer (right panel). The absolute magnitudes derived from each instrument are not expected to be identical due to losses that are characteristic of each digitizer. However the relative magnitudes of the power in \( I \) and \( Q \) are expected to match.

3. Measurements

3.1. Noise Calibration

The system noise temperature \( T_{sys} \) is the figure of merit that drives the statistical uncertainty \( \sigma_T \) in the measurements, according to the Dicke radiometer equation [30]

\[
\sigma_T = \frac{T_{sys}}{\sqrt{\Delta \nu T}} \tag{5}
\]
where $\Delta \nu$ is the resolution bandwidth and $\tau$ is the integration time. From the equation, $\sigma_T$ decreases with longer integration times and increases with narrower bandwidths. In this experiment, $T_{sys} = T_{HEMT} + T_{th}$, where $T_{HEMT}$ is the noise temperature of the HEMT and $T_{th}$ is the physical temperature of the HEMT’s chassis and connectors.

The total uncertainty $\sigma_{tot}$ in the measurements is driven by both the statistical uncertainty $\sigma_T$ and the systematic uncertainties $\sigma_{sys}$. Effectively the two sources of error are combined in quadrature as

$$\sigma_{tot} = \sqrt{\sigma_T^2 + \sigma_{sys}^2}.$$  

From Equation 6, $\sigma_{tot}$ improves with integration time only until $\sigma_T < \sigma_{sys}$. This means that in a system with high $T_{sys}$ and small $\Delta \nu$, long integration times ($\sim$hours) can be beneficial. Conversely, for low $T_{sys}$ and large $\Delta \nu$, the condition $\sigma_T < \sigma_{sys}$ happens quickly and $\sigma_{tot}$ may be optimal after relatively short integration times ($\sim$seconds).

3.1.1. Noise power density and twice power methods

The system noise temperature is measured using several approaches, and the results are compared. First is a measurement of the total output noise power with a matched 50 $\Omega$ terminator at the input to the cold HEMT. In this approach, the mean output power divided by the gain of the electronics chain is defined as $T_{sys}$. For this purpose the gain of the electronics chain is measured with a test signal that is sent through the electronics chain by
way of the calibration waveguide. However, a problem with this technique is that the power contained in the test signal is reduced by the line loss, or the loss in the waveguide and through both ports in the cavity at cryogenic temperatures. Because these behaviors are hard to characterize in the presence of reflections and standing waves, the gain inferred from a test signal is reported only as a function of the line loss. Figure 7 shows an example of a test signal sitting on a background of amplified thermal and electronic noise.

Figure 7: Broadband noise measured in the baseband without the low pass filters in place. The spike at 4 MHz is a test signal that was sent into the cavity through the weakly coupled calibration port.

With the gain defined as above, $T_{sys}$ can be derived as a function of the line loss. With a 50 Ω termination at the input to the 7 K HEMT, the output power is corrected for the hardware transfer function and divided by an array of values for the gain. An example for one value of the gain is shown on the left in Figure 8 and the results for the other gains are included on the right in Figure 9.

The noise factor of the electronics, driven by $T_{HEMT}$, can also be deduced with the “twice–power” method. In this approach a narrow test signal with power $P_{in}$ is injected into the electronics until it sits 2× higher than the baseline noise at the output of the electronics. Then, the noise factor $F \equiv P_{in}/k_B T \Delta \nu$ where $k_B T \Delta \nu$ is the baseline noise at the input. Both $P_{in}$ and $k_B T \Delta \nu$ are extracted using the gain of the electronics chain, which as stated above, is still a theoretical function of the line loss. On the right in Figure 8 is a plot of $P_{out}$ against $P_{in}$ for a set of test signals with a range of magnitudes. The condition $P_{in}/P_{baseline} \equiv 2$ is determined by interpolation.
in order to calculate $F$. The noise factor and noise temperature $T$ of the HEMT are related as $T = (F - 1)T_0$ where $T_0$ is the temperature of the HEMT’s chassis. $T_{sys}$ is then derived by adding the chassis temperature $T_{th}$ to $T$. The right panel of Figure 9 includes $T_{sys}$ derived from $F$ as a function of the line loss. As shown on the plot, the results agree well with $T_{sys}$ taken from the measurements of the mean broadband noise from the matched 50 Ω termination.

Figure 8: The left panel shows broadband noise from the receiver, corrected for the hardware transfer function, with a 7 K matched 50 Ω termination at the input. The spike at 34.423 GHz is related to the 10 MHz reference oscillator. The circular points in the right panel show the magnitudes of a series of test signals relative to the surrounding noise, plotted against the presumed input power $P_{in}$. The input power for which the output power is doubled is inferred by interpolation, shown as the diamond marker on the plot. The magnitudes of $P_{in}$ have been temporarily scaled by a factor of $10^{10}$ to accommodate the precision of the fitting algorithm on the 32-bit computer.

3.1.2. Y-Factor Method

The uncertainty caused by the line loss described in the previous section is removed with a Y-factor measurement. In this approach, the frequency–dependent noise temperature of the amplifier is derived from the ratio of two spectra with different input temperatures while the temperature of the HEMT is held constant. The first spectrum is taken using a cold source ($\sim$7 K) as the input, and the second with a warm source ($\sim$28 K). The temperature of the HEMT is reasonably constant, ranging between 4.5 and 8 K. The temperatures are determined with the thin–film resistance cryogenic temperature sensors. The noise temperature of the amplifier is defined as the X–intercept on a graph of output power plotted against source temperature. The data are collected using an Agilent 9030A spectrum analyzer.
During the measurement, a Cu block is in thermal contact with a 50 Ω termination that is connected to the input of the HEMT using a 5 cm long 0.085″ diameter cable with stainless steel jacket, PTFE dielectric interior, and stainless steel inner conductor. The cable provides some thermal isolation between the HEMT and the termination. Additional isolation is achieved by wrapping the block loosely with mylar lined on the inside with a layer of Dacron mesh. For temperature stability, the HEMT is thermally coupled to a pool of liquid He at the bottom of the cryostat with an OFHC Cu cold finger. The temperature of the source is increased by applying current to a resistor that is in thermal contact with the Cu block.

Figure 9 summarizes the results of the Y-factor measurement. The left panel contains the extracted noise temperature of the electronics, driven by the HEMT. The largest sources of uncertainty come from imperfect thermal contact between the temperature sensors and the warm and cold terminations, and from unwanted heating of the amplifier during the measurement. Additional errors arise from a lack of thermal equilibrium between the Cu block and the 50 Ω termination, time lag between heating of the source and the data collection, and uncertainty in the amount of RF power lost in the stainless steel cable. The loss in the stainless steel cable is estimated to be 0.6 dB, adjusted downward from 0.9 dB at room temperature according to the expected lowering of electrical resistivity at 5 K [31]. Considering all of the above, $T_{\text{HEMT}}$ is probably near $20 \pm 5$ K. The right panel of Figure 9 shows $T_{\text{sys}} = T_{\text{HEMT}} + T_{\text{th}} \approx 27 \pm 5$ K taken from the Y-factor measurement, plotted simultaneously with the measurements discussed in Section 3.1.1. As a result of the Y-factor measurement the gain of the system is inferred to be $84.0 \pm 1.0$ dB.

The measured noise temperature of the amplifier falls within a factor of $12 \pm 3$ of the standard quantum limit at 34 GHz $T_f/k_B = 1.6$ K. While this is not atypical for a HEMT amplifier whose semiconductor structures are built from InP [32], it is perhaps notable that the noise performance does not appear to be significantly degraded by the strong 7 T magnetic field. Daw and Bradley [33] found that the noise performance of a HEMT built with GaAs/AlGaAs and operating at 683 MHz was degraded by the presence of an ambient 3.6 T magnetic field. The effect was found to be highly dependent on the orientation of the amplifier relative to the field. A quantitative account for the behaviors was given in terms of the electrons’ trajectories across the two-dimensional electron gas between semiconductor layers [33].

For the case of the InP HEMT in the present experiment, there is no
obvious reason why the electrons in the two-dimensional gas should not be affected by the magnetic field similarly to [33]. Furthermore, through engineering constraints the amplifier is oriented relative to the magnetic field such that if there is such an effect, it should be maximal. Additional investigation is therefore required to fully characterize the noise performance of the InP HEMT in the magnetic field, including observations of the current drawn, the gain, and the inferred noise temperature.

As a complement to the above measurement of the mean $T_{sys}$, it is important to examine the distribution of individual power samples. Their values are expected to have a predictable behavior when sampled with an ideal total power radiometer. The raw sampled voltages $V$ should follow a Gaussian distribution in number density centered around 0 V. The power measurements should fall inside the same Gaussian, squared [34]

$$P(V^2) \sim \frac{1}{V} e^{(-V^2/(2\sigma^2))},$$

where $\sigma$ is the standard deviation of the Gaussian and $\sigma^2$ becomes the mean of the Gaussian squared [34]. Applying the envelope $P(V^2)$ to a random number generator simulates the output of an ideal radiometer. Figure 10 shows a plot of the simulated data compared with real data from this experiment. The means in each distribution are the same. From the plot it is apparent that the qualitative behavior of the two data sets are similar. Differences are also
Figure 10: Distribution of power measured with the receiver, plotted simultaneously with the ideal distribution having the same mean.

present: The ideal data contain samples at the low and high energies that are not present in the real data. These are attributed to the finite noise floor of the digitizer on the low end, and to infrequent saturation of the receiver on the high end. The slight discrepancy near 0.05 mW/Hz is caused by the low energy tail combined with the arbitrary requirement that the mean be identical in both data sets.

3.2. Wave Model

In the previous section the system noise temperature $T_{sys}$ was discussed. In this section $T_{sys}$ will be considered only as it applies to the system with a resonant cavity at the input. Following the approach discussed in [35, 36] for a noisy two–port device coupled to a noise source, a model of the present experiment is constructed. Figure 11 shows a block diagram of the cavity, WR28–to–coaxial adapter, and the HEMT amplifier with the noise fields and their directions. As in [35] $A_n$ and $B_n$ are the complex ingoing and outgoing noise waves of the amplifier. $A_{th}$, $A_{ad}$, and $A_{cav}$ are the waves associated with the physical temperatures of the 3 components, where $|A_{th}| > |A_{ad}| > |A_{cav}|$. The reflection and transmission coefficients $\Gamma$ and $\tau$ are determined from the return loss (RL) such that $RL(dB) = -20\log_{10}(|\Gamma|)$ and $|\Gamma|^2 + |\tau|^2 \equiv 1$. $L_1$ and $L_2$ are electrical lengths.

Summing the fields at the input to the HEMT gives

$$A_n + A_{th} + \Gamma_1 B_n + A_{ad} + \tau_1 (A_{cav} + \Gamma_2 (B_n \tau_1 + A_{ad})),$$

which reduces to $A_n + A_{th} + \Gamma_1 B_n + \tau_1^2 \Gamma_2 B_n$ because the HEMT is warmer than the adapter and the cavity. The power at the input to the HEMT
Figure 11: Block diagram as the basis for a wave model of the noise properties of the experiment, after [35]. $L_1$ and $L_2$ are electrical lengths, and $\Gamma$ and $\tau$ are reflection and transmission coefficients. The fields $A_n$ and $B_n$ are characteristic of the amplifier. All other fields are derived from physical temperatures.
is taken from the square of the summed fields. Following the steps in [35], which are partially summarized in Equations [8]–[11], correlated cross terms retain a phase shift and uncorrelated cross terms collapse to zero. The noise temperature of the amplifier is proportional to $|A_n|^2$. The waves $A_n$ and $B_n$ going in and out of the amplifier are correlated by a phase shift $\phi_c$. The electrical lengths $L_1$ and $L_1 + L_2$ behave as phase shifts in the reflection coefficients $\Gamma_1$ and $\Gamma_2$.

\begin{align*}
|A_n|^2 &= k_B T_a \Delta f \\
|B_n|^2 &= k_B T_b \Delta f \\
A_n * B_n &= k_B T_c \Delta f e^{i\phi_c} \\
\Gamma &= |\Gamma| e^{i\phi_s} \text{ where } \phi_{s1} = 2L_1/\lambda \text{ and } \phi_{s12} = 2(L_1 + L_2)/\lambda.
\end{align*}

Squaring the fields and collecting the cross terms, the power at the input to the HEMT is expected to be

\begin{equation}
T_a + T_{th} + |\Gamma_1|^2 T_b + |\Gamma_2|^2 T_b \tau_1^4 + 2 |\Gamma_1| T_c \cos(\phi_{s1} + \phi_c) + 2 |\Gamma_2| T_c \tau_1^2 \cos(\phi_{s12} + \phi_c) + 2 |\Gamma_1| |\Gamma_2| T_b \tau_1^2 \cos(\phi_{s1} + \phi_{s12}).
\end{equation}

The first two terms $T_a + T_{th}$ are equivalent to $T_{sys}$, estimated to be 27 K in Section 3.1. The parameters $|\Gamma_1|$ and $|\Gamma_2|$ are measured at cryogenic temperatures in terms of return loss with the Agilent PNA E8364C network analyzer and are labeled S11 and S22 in Figure 12. Oscillations with frequency 50 MHz can also be seen on the plots. These features indicate the presence of well-behaved reflections inside the 6 m round-trip length of waveguide. The loaded Q of the $\text{TE}_{011}$ cavity is measured at 5 K and is labeled S21 in Figure 12. From the S22 of the cavity on resonance (-12 dB) and the measurement of $Q$ at $10^4$, the frequency–dependent $\Gamma_2$ behaves as a Lorenztian

\begin{equation}
|\Gamma_2| = \frac{10^{-12/20}}{1 + \left(\frac{2Q(f-f_0)}{f_0}\right)^2}.
\end{equation}

Remaining parameters that are unmeasured in the model are the three phase shifts $\phi_1$, $\phi_{12}$, and $\phi_c$, as well as $T_b$ and $T_c$. The bottom right panel of Figure 1 shows an overlay of the model with the data from the receiver with the 5 K resonant cavity at the input. The free parameters have been adjusted by hand in the plot to be $T_c$=3.0 K, $T_b$=0.5 K, $\phi_c$=0, $\phi_{s1}$=0, and $\phi_{s12}$=0. Although the solution is not a unique one, it is still encouraging that the model can account for the observations made in this experiment.
Figure 12: Upper left panel: Transmitted power from which the $Q$ of the TE$_{011}$ cavity is derived. Upper right: Power reflected from the cold TE$_{011}$ cavity tuned to 34.294 GHz. Lower left: Power reflected from the cold waveguide to coaxial adapter. Lower right: Wave model (solid line) from equation 12 incorporating the measurements from the other three panels in this figure.
3.3. Data Reduction

The aim of the data processing is to optimize the signal to noise ratio

\[
\frac{S}{N} = \frac{P_{\text{sig}}\sqrt{\tau}}{k_B T_{\text{sys}} \sqrt{\Delta \nu}}
\]  

where \( P_{\text{sig}} \) is the signal power, \( k_B \sigma_T \Delta \nu \) is the noise power, and \( \sigma_T \) is defined in Equation 5. The bandwidth of \( P_{\text{sig}} \) in Equation 13 is assumed to be narrower than \( \Delta \nu \). From the expression it is clear that \( P_{\text{sig}} \) increases as \( \sqrt{\tau} \) and as \( 1/\sqrt{\Delta \nu} \). It is therefore beneficial to choose the narrowest possible value of \( \Delta \nu \) while still requiring that it encapsulate the width of \( P_{\text{sig}} \).

After selecting the resolution bandwidth, the data are converted from a raw time series of voltages in \( I \) and \( Q \) to a power spectrum in frequency. This is done using a complex Fast Fourier Transform (FFT) taken from the fftw3 [37] libraries. After the FFTs there are \( N = \tau \Delta \nu \) frequency spectra that are averaged together.

3.4. Driven Experiment

In the case of the two–cavity experiment, the data reduction is a straightforward search for a monoenergetic signal at the same frequency as the drive signal. Also, since the drive signal is narrow (\(<10\) mHz) and is frequency–locked to the receiver chain, \( \Delta \nu \) should be narrow to optimize the signal to noise ratio (e.g. [38, 39]).

Figure 13 shows an example of a data run with an RF leak (left panel), and with the RF leak suppressed (right panel). The expected frequency of the drive signal in the baseband is noted with an arrow. In looking at the figure one might notice that the width of the RF leak appears to span more than one bin. At first glance this may be surprising given that the source is narrow, \( \Delta \nu \) is 6.7 mHz, and the system is frequency–locked. However in this particular measurement the RF leak was found to be related to a ground loop that included the two cryogenic amplifiers and their power supplies, which probably means that the power in this RF leak was not well locked to the rest of the system. This can account for the excess width in the signal.

The shielding between the two cavities is demonstrated, also in Figure 13. The power contained in the RF leak is \( 10^{-21} \) Watts. The signal appears at the expected frequency in the baseband which demonstrates that the detection and analysis are working correctly. With the RF leak suppressed, as in the right panel, the shielding is estimated from the drive power and \( \sigma_{\text{tot}} \) to be \( P_{\text{sig}}/ (k_B \sigma_{\text{tot}} \Delta \nu) \geq 223 \) dB.
3.5. Listening Experiment

In the swept search for halo ALPs with one cavity, the data analysis begins with the FFT as above in the driven experiment. Following the FFT are several additional steps that are needed to account for the interaction of the ALP–driven photons with the apparatus. These steps are more critical here than they are in the driven experiment largely because the frequency of the signal is unknown. Thus it becomes important to characterize each bin for every cavity frequency before averaging the overlapping scans. The steps outlined here are similar to those described in [25] and [40]. To date the analysis has been focused on a search for statistical aberrations that are one bin wide, using a resolution bandwidth of 34 kHz across a tuning bandwidth of 600 MHz. Wider scan ranges are possible but are probably best approached with an automated experiment.

3.5.1. Mean subtraction

The first step in the analysis after the FFT is to extract the raw fluctuations from around the mean power. To do this, the mean is calculated empirically and is subtracted from the power spectrum. Typically the mean is derived from the data in groups of ~5 bins at a time; this ensures accuracy without significant degradation of narrow signals.
3.5.2. Mismatch

The impedance mismatch between the cavity and the waveguide acts as a filter during the measurement. For the case of a cavity critically coupled to the waveguide on resonance, half of the power in the cavity propagates to the waveguide. Off resonance, less than half of the power propagates. The function describing this behavior in frequency is a Lorentzian curve with the $Q$ of the cavity, peaking at 0.5. It is applied to the fluctuations by division, which worsens the resolution everywhere by at least a factor of 2. The coupling of the TM$_{020}$ cavity to the waveguide has been measured to be close to critical in [28]. For the case of a cavity with some other degree of coupling, the mismatch filter is derived similarly but with a different peak value that corresponds to the fraction of power transmitted out of the cavity on resonance.

3.5.3. Noise reduction filter

The narrow signal that is expected from ALP couplings coexists with the random thermal and electronic noise characterized by $T_{sys}$. Therefore the signal to noise ratio is improved by an algorithm that reduces the random noise power. The Wiener filter [41] is one example of a useful and accessible tool for this purpose, implemented as in [42]

$$b_i = \mu + \frac{(\sigma^2 - \nu^2)}{\sigma^2}(a_i - \mu)$$

where $a_i$ ($b_i$) is the unfiltered (filtered) fluctuation in bin $i$, $\sigma$ is the standard deviation in the neighborhood of bin $i$, $\nu$ is the average value of $\sigma$ near bin $i$, and $\mu$ is the mean of $a_i$ near bin $i$. The typical granularity of the filter in this analysis is about 10 bins.

3.5.4. Axion Lorentzian

The last step is to consider the power spectrum of photons that should come from axion couplings within the volume of the resonant cavity. The power $P_0$ for the case where the axion mass is equal to the resonant frequency of the cavity is calculated from the Lagrangian in [23, 24]. Where the mass is off resonance, the power spectrum is also derived from the Lagrangian and follows the Lorentzian shape of the cavity resonance [23, 24, 43]. In practice this behavior is applied to the data in frequency as a division by a Lorentzian function that peaks at unity. Figure 14 shows a typical data set measured in the listening mode with the TM$_{020}$ cavity, before and after the data reduction.
Figure 14: Two plots showing a sample of raw fluctuations in the data before (top panel) and after (bottom panel) the data reduction in the listening experiment, using with one cavity in the TM\textsubscript{020} mode. The resolution bandwidth is 34 kHz.
4. Summary

The design and nominal behavior of the Yale 34 GHz resonant cavity experiment has been described. The noise temperature of the electronics has been measured. The observations made with the apparatus have been compared with expected values, and the data reduction has been outlined. The measurements and their derivation are in accordance both with ideal models and with techniques used in other experiments [23, 27]. It is therefore reasonable to conclude that if an unexpected signal were to be found in this experiment it should be investigated as a possible sign of new physics.
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