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Abstract. We consider the stability problem for non-zero integral manifolds of a non-linear finite-dimensional system of ordinary differential equations, where the right-hand side is a periodic vector function with respect to an independent variable and contains a parameter. It is assumed that the studied system has a trivial integral manifold for all values of the parameter, and the corresponding linear subsystem does not have the property of exponential dichotomy. The aim of the paper is to find sufficient conditions of existence in a neighborhood of the system equilibrium state for stable non-zero integral manifold to be lower dimension than the original phase space. For this purpose, based on the classical method of Lyapunov functions and the transforming matrix method operators are constructed, allowing solve the task by finding their fixed points. Due to the specific nature of the considered systems Lyapunov functions method is modified.

1. Introduction

Let the system of ordinary differential equations

\[ \dot{y} = f(v, y, t) \]  

for any \( v, t \) have equilibrium state \( y = 0 \) and in the field of \( \Lambda \) its solutions exist and are unique.

Here and further \( f, v, y \) \((n+m)-\) vectors, \( \dot{y} = \frac{dy}{dt} \), \( f(v, y, t + T) = f(v, y, t) \), \( \Lambda = \Lambda_1 \times \Lambda_2 \), \( \Lambda_1 = \{ y : \|y\| \leq \Delta_1 \} \subset R^{n+m} \), \( \Lambda_2 = \{ v : \|v\| \leq \Delta_2 \} \subset R^m \), \( \Delta_1, \Delta_2 \) \( - \) constants, \( R^d \) standard Euclidean space of dimension \( d \) \( \| \| \) \( - \) the Euclidean norm in \( R^d \).

Suppose that the change of variables

\[ y = \Gamma(\varepsilon, x, \phi, t), \quad v = \xi(\varepsilon) \]  

brings the system (1.1) to the form

\[ \begin{cases} \dot{x} = X(\varepsilon, x, \phi, t) \cdot x, \\ \dot{\phi} = \Phi(\varepsilon, x, \phi, t), \end{cases} \]  

(1.3)
where $\Gamma, \xi, \varepsilon - (n + m)$ - vectors, $X - (n \times n)$ - matrix, $x - n$ - vector, $\phi, \Phi - m$ - vectors, $\Gamma(\varepsilon, x, \phi, t) \neq 0$ at $x \neq 0$, $\Gamma(\varepsilon, 0, \phi, t) \equiv 0$. In addition, we assume that the system

$$\begin{cases}
\dot{x} = X(0, 0, \phi, t) \cdot x,
\phi = \Phi(0, 0, \phi, t),
\end{cases}$$

(1.4)

has $m$ - parametric family of non-zero $kT$ - periodic solutions $x = \tilde{x}(\phi_0, t), \phi = \tilde{\phi}(\phi_0, t)$.

We say that the system (1.1) has an $n$ - dimensional nontrivial periodic integral manifold $\psi(\phi_0, t)$, if for all $\phi_0$ exists such value $v_0 = \xi(\varepsilon_0)$ of parameter $\nu$, at which $\Gamma(\varepsilon_0, \psi(\phi_0, t), \phi^\nu(\phi_0, t), t) \equiv f(\xi(\varepsilon_0), \Gamma(\varepsilon_0, \psi(\phi_0, t), \phi^\nu(\phi_0, t), t), t)$, moreover $\psi(\phi_0, t)$ does not become zero for any values $\phi_0$ and $t$, being $\omega$ - periodic in components $m$ - vector $\phi_0$, $kT$ - periodic in $t$, where $k$ - natural number, $\omega = \text{col}(\omega_1, \omega_2, \ldots, \omega_m)$, $\phi = \phi^\nu(\phi_0, t)$ defines an integral curve on the manifold.

The problem of stable nontrivial periodic integral manifold existence of the system (1.1) near its equilibrium state is solved in this paper.

In applied research the invariant surface having a smaller dimension makes it possible to simplify these models, and also to study their typical properties and obtain additional information about the state of the studied systems. This is especially true for stable manifolds that "attract" trajectories over time. Therefore, the study of integral manifolds, the behavior of trajectories on them and near them, helps to solve many problems in the theory of nonlinear oscillations, dynamics, and problems of control theory, fluid mechanics etc. (see, for example [1, pp 6–9]).

However, the diversity of differential equations systems arising in applied research creates difficulties in obtaining general effective methods for investigation of integral manifolds (especially in critical cases), which determines the relevance of this work.

The most productive methods of integral manifolds study should include the method of a small parameter, point mapping, averaging, and the method of integral manifolds.

The method of integral manifolds developed by N. N. Bogolyubov, Yu. A. Mitropolsky and A. M. Samoilenko [2, 3, 4, 5], consists in constructing the Green's function and is successfully used for many systems of the form (1.3) (see, for example [6, 7, 8, 9]). However, in our case this approach cannot be implemented because the system (1.3) with all the parameter values has zero integral manifolds $x = 0$ and the system (1.4) - $m$ - parametric family of periodic solutions. These conditions can be overcome only by finding the solution to the auxiliary vector (bifurcation) equation and the transition in its neighborhood [10, 11].

The results presented in this paper are obtained on the basis of the transforming matrix method modification proposed in [1] and Lyapunov function method, application of which allowed us to obtain new sufficient conditions for the existence of a stable local integral manifolds of the system (1.1).

2. Basic symbols and definitions

Let $F(\phi, t) \in \Omega_1, \varepsilon(\phi) \in \Omega_2$ - vector-functions $\omega$ - periodic in components of the vector $\phi$ restricted respectively by numbers $\delta_{10}$ and $\delta_{20}$, satisfying the Lipchitz condition:

$$\|F(\phi, t_1) - F(\phi, t_2)\| \leq \delta_{10} \|\phi_1 - \phi_2\| + \delta_{12} |t_1 - t_2|,$$

(2.1)

$$\|\varepsilon(\phi) - \varepsilon(\phi)_1\| \leq \delta_{20} \|\phi - \phi_2\|,$$

(2.2)
having, respectively, dimension \( n \) and \( l \) \((0<l \leq n+m)\), \( F(\phi,t) = kT \)-periodical in \( t \),

\[
\|F(\phi,t)\| = \left[ \sum_{i=1}^{n} \sup_{\phi \in [0,1]} |F_i(\phi,t)| \right]^{1/2}, \quad \|e(\phi)\| = \left[ \sum_{i=1}^{l} \sup_{\phi \in [0,1]} |e_i(\phi)| \right]^{1/2}.
\]

Note that if we introduce the specified norm for sets then they become convex compacts sets \([1, p 15]\).

To solve the differential equation

\[
\dot{\phi} = \Phi(e(\phi), F(\phi_0, t), \phi, t),
\]

satisfying the initial data \( \phi(0) = \phi_0 \), we take the notation \( \phi^\varepsilon \). Suppose, in addition, \( Y^\varepsilon_{\phi_0}(t) \) – matizant of the equation

\[
\dot{x} = X(e(\phi), F(\phi_0, t), \phi^\varepsilon, t) \cdot x.
\]

Here and further \( F(\phi_0, t) \in \Omega_k \), \( n + m - l \) values of vector components \( e \) taken equal 0, but instead of remaining \( l \) values in the equations of the system (1.3) elements of the function are substituted \( e(\phi_0) \in \Omega_k \).

**Definition 1.** Nonsingular functional \( n \times n \)-matrix \( Q^\varepsilon_{\phi_0} \) with constant determinant, continuous in all its variables and \( \omega \)-periodic in components of the vector \( \phi_0 \), will be called the transforming matrix of the system (1.3), if the matrix

\[
(Y^\varepsilon_{\phi_0}(t) - I_n) \cdot Q^\varepsilon_{\phi_0}
\]

has the column \( q^\varepsilon_{\phi_0} \) that are not traded identically zero. Here \( I_n \) – is the unit \( n \times n \)-matrix.

Denote \( X = \{ x : \|x\| \leq \delta_1 \} \subset \mathbb{R}^n \), \( E = \{ e : \|e\| \leq \delta_2 \} \subset \mathbb{R}^{n+m} \), \( \Theta = \{ \phi : \phi \in [0, \omega] \} \) and let \( \Gamma(\varepsilon, x, \phi, t) \to 0 \) at \( \|x\| \to 0 \) uniformly with respect to variables \( \varepsilon, x, \phi, t \) in the field \( \mathbb{R}^{n+1} \times \mathbb{R} \times E \).

3. **Theorems on the existence and stability of integral manifold**

Here and below, we assume that the right-hand sides of the system (1.3) are \( \omega \)-periodic in the components of the vector \( \phi \) and \( T \)-periodic in the independent variable \( t \in \mathbb{R} \), in addition, they are continuous, assuring existence and uniqueness of the system (1.3) solutions in the field \( \mathbb{R}^{n+1} \times \mathbb{R} \times E \) for sufficiently small \( \delta_1 \) and \( \delta_2 \). This, in particular, means that the substitution (1.2) not only retains the existence and uniqueness properties of the system (1.1) solutions, but also retains \( \omega \)-periodicity in \( \phi \) and \( T \)-periodicity in \( t \).

**Theorem 1.** Let transforming matrix of the system (1.3) be constructed so that there exist a number \( l \) \((0<l \leq n+m)\) and such column \( q^\varepsilon_{\phi_0} \), for which in order to find the system solution

\[
\begin{align*}
q^\varepsilon_{\phi_0} = 0,
\int_0^{T} \Phi(e(\phi_0), F(\phi_0, t), \phi^\varepsilon, t) \, dt = 0.
\end{align*}
\]

it is sufficient to find the solution to some, generally speaking, distinct from (3.1) system of \( l \) equations

\[
S^\varepsilon_{\phi_0} = 0
\]
having for each function $F(\phi_0,t) \in \Omega_2$ the unique solution $\varepsilon^F(\phi_0)$ from the set of $\Omega_2$. In addition, suppose that for $t \in [0; kT]$ executed:

$$\left\|Y^F_\varepsilon(\phi_0, t') \cdot Q^F_\varepsilon(\phi_0) \right\| \leq r_0,$$  \hspace{1cm} (3.3)

$$\left\|Y^F_\varepsilon(\phi_0, t') \cdot Q^F_\varepsilon(\phi_0) - Y^F_\varepsilon(\phi_0, t) \cdot Q^F_\varepsilon(\phi_0) \right\| \leq r_1 \left\|\phi_0 - \phi_0\right\| + r_2 \left|\varepsilon^F - t\right|.$$  \hspace{1cm} (3.4)

Then for any vector $\phi_0 \in \mathbb{R}^n$ you can specify the value of the parameter $\nu$, that the system (1.1) will have a nonzero integral manifold $\psi(\phi_0, t) \in \Omega_4$ in a neighborhood of the equilibrium state $y=0$.

**Proof.** Since $\varepsilon = \varepsilon^F(\phi_0)$ is a solution to the system (3.2), then at $\varepsilon = \varepsilon^F(\phi_0)$ the expression (3.1) also becomes the identity. Consequently, the differential equation (2.4) for each function $F(\phi_0, t) \in \Omega_4$ has $kT$–periodic solution

$$x^F(\phi_0, t) = Y^F_\varepsilon(\phi_0, t) \cdot Q^F_\varepsilon(\phi_0) \cdot C,$$  \hspace{1cm} (3.5)

where all elements of the constant $n$–vector $C$ are zero, except for the element corresponding to the column number $Q^F_\varepsilon(\phi_0)$, which is equal to an arbitrary constant $c$. Non-singularity of the transforming matrix ensures non-triviality $x^F(\phi_0, t)$.

In accordance with the conditions (3.3) and (3.4), $x^F(\phi_0, t)$ limited to $r_0 \cdot |c|$, satisfies the Lipschitz condition with a constant $r_1 \cdot |c|$ in the variable $\phi_0$ and $r_2 \cdot |c|$ at $t$. So by reducing $c$ it is always possible to achieve $x^F(\phi_0, t) \in \Omega_4$. Thus, we have constructed the operator defined by equations (3.2) and (3.5), to which, because of the uniqueness values for $\varepsilon^F(\phi_0)$ each function $F(\phi_0, t) \in \Omega_4$, we can apply theorem [1, p 26]. Consequently, this operator has a fixed point

$$\Psi(\phi_0, t) = Y^F_\varepsilon(\phi_0, t) \cdot Q^F_\varepsilon(\phi_0) \cdot C.$$  \hspace{1cm}

It is clear that at $\varepsilon = \varepsilon^F(\phi_0)$ function $\Psi(\phi_0, t)$, $\phi_0^*$ a family of nonzero $kT$–periodic solutions to the system (1.3) is defined. Indeed, in order to verify this, it is sufficient to take into account appeal of equation (3.1) to the identity and to differentiate $\Psi(\phi_0, t)$, given that the function $\phi_0^*$ satisfies the equation (2.3).

To complete the proof of the theorem we should return to the system (1.1) by means of the substitution (1.2). So, $\Psi(\phi_0, t)$ – the required $n$–dimensional nontrivial periodic integral manifold of the system (1.1).

The theorem is proved.

Note that the proof of Theorem 1 generally follows the proof of the theorem on the existence of integral manifolds in [12, p 79] for systems of differential equations, which are not solved with respect to derivatives.

The technique of constructing a transforming matrix demonstrates theorems, establishing the existence of integral manifolds by properties of the right-hand sides of system (1.3). The case when the problem of the system (1.1) local integral manifold existence is solved using linear terms of the matrix $X(\varepsilon, 0, \phi, t)$ with respect to components of the vector $\varepsilon$ is discussed in detail in [1, 13]. Therefore, we consider the case when the linear terms in components of the vector $\varepsilon$ are either absent in the matrix $X(\varepsilon, 0, \phi, t)$ (Theorem 2), or they do not allow us to solve the problem of the local integral manifold existence (Theorem 3).
Theorem 2. Suppose that in the field $R^{n 	imes n} \times X \times E$ at sufficiently small $\delta_1$ and $\delta_2$, $X(\varepsilon,x,\phi,t), \Phi(\varepsilon,x,\phi,t)$ - Lipchitz-continuous in all their variables,

\[
X(\varepsilon,x,\phi,t) = \text{diag}(X_1(\varepsilon,x,\phi,t), X_2(\varepsilon,x,\phi,t)), \quad \det\left(\exp\left(X_1(0,0,\phi,kT) - I_{n,\phi}\right)\right) \neq 0,
\]

\[
X_1(0,0,\phi,kT) - \text{const}, \quad X_2(\varepsilon,x,\phi,t) = \text{diag}(\alpha_1(\varepsilon,x,\phi,t), \alpha_2(\varepsilon,x,\phi,t), \ldots, \alpha_p(\varepsilon,x,\phi,t)).
\]

\[
\Phi(\varepsilon,x,\phi,t) = \text{coln}(\Phi_1(\varepsilon,x,\phi,t), \Phi_2(\varepsilon,x,\phi,t), \ldots, \Phi_m(\varepsilon,x,\phi,t), \ldots, \Phi_{\rho+i}(\varepsilon,x,\phi,t)),
\]

\[
\alpha_i(\varepsilon,0,\phi,t) = \varepsilon_i^2 - \alpha_i(\varepsilon,0,\phi,t).
\]

integrals $\int_0^T \alpha_i(\varepsilon,0,\phi,t) \, dt$ are positive definite forms at all $\phi$ with $\varepsilon$ not lower than the fourth degree, $\int_0^T \alpha_i(0,0,\phi,t) \, dt \equiv 0$, $\alpha_i(\varepsilon,x,\phi,t) > 0$ at sufficiently small $x \neq 0$, where

\[
X = \{x: \|x\| \leq \delta_1\} \subset R^n, \quad E = \{\varepsilon: \|\varepsilon\| \leq \delta_2\} \subset R^{n \times m}.
\]

Here and further $X_1(\varepsilon,0,\phi,t), X_2(\varepsilon,0,\phi,t)$ - respectively $((n-p) \times (n-p))$ - and $(p \times p)$ - matrix, $\alpha_i(\varepsilon,x,\phi,t)$ - scalar functions, $I_{n,\phi}$ - unit $((n-p) \times (n-p))$ - matrix.

Then, for any vector $\phi_0 \in R^n$ one can specify the value of the parameter $\nu$ that the system (1.1) will have a nonzero integral manifold $\psi(\phi_0,t) \in \Omega$ in a neighborhood of the equilibrium state $y=0$.

Proof. Based on the properties of the right-hand sides of the system (1.3), the solution $\phi_i^T$ to the equation (2.3) is restricted to satisfy the condition of Lipchitz in all its variables for $t \in [0,kT]$ and $\omega$-periodic in the initial data $\phi_0$. And then matrizant $Y_i^T(\phi_0,t)$ of the equation (2.4) has exactly the same properties (see, for example, [1, p 29]).

It can be shown (see, for example, [1, p 34]) that for the matrizant of equation (2.4) the representation $Y_i^T(\phi_0,t) = \tilde{Y}_i^T(\phi_0,t) + \bar{Y}_i^T(\phi_0,t)$, where $\tilde{Y}_i^T(\phi_0,t)$ is a matrizant of the equations system $\dot{x} = X(\varepsilon(\phi_0),0,\phi^T,t) \cdot x$, and $\bar{Y}_i^T(\phi_0,t)$ is limited to satisfy Lipchitz condition with respect to all of its variables for $t \in [0,kT]$ with constant, which can be made arbitrarily small by decreasing the number of $\delta_{i0}$ ($\|F(\phi_0,t)\| \leq \delta_{i0}$).

Since the matrix $X(\varepsilon,x,\phi,t)$ is quasi-diagonal, then $Y_i^T(\phi_0,t) = \text{diag}(Y_i^T(\phi_0,t), Y_2^T(\phi_0,t), \ldots, Y_p^T(\phi_0,t))$, and $\bar{Y}_i^T(\phi_0,t) = \text{diag}(\bar{y}_i^T(\phi_0,t), \bar{y}_2^T(\phi_0,t), \ldots, \bar{y}_p^T(\phi_0,t))$.

We’ll define by the symbol $J_p$ the following $(p \times p)$ - matrix

\[
J_p = \begin{pmatrix}
1 & 0 & 0 & \ldots & 0 & 1 \\
0 & 1 & 0 & \ldots & 0 & 1 \\
& & & \ddots & & \\
0 & 0 & 0 & \ldots & 0 & 1
\end{pmatrix}.
\]

By choosing the transforming matrix of the system (1.3) in quasi-diagonal form $Q_i^T(\phi_0) = \text{diag}(I_{n,\phi}, J_p)$ we’ll fulfill (3.3) and (3.4).
In this case each nonzero component of the last column \( q^T (\phi_h) \) of the matrix (2.5) is a function \( e_i^2 (\phi_h) \cdot kT - f_i^T (e(\phi_h),\phi_h) \), in which by reducing constants \( \delta_1 \) and \( \delta_2 \), we can achieve the inequality \( f_i^T (e(\phi_h),\phi_h) > 0 \), and at \( F(\phi_h,t) = 0 \) the function \( f_i^T (e(\phi_h),\phi_h) \) is a positive definite form at \( e(\phi_h) \) not lower than the fourth degree. The vector \( \int_0^T \Phi (e(\phi_h), F(\phi_h,t), \phi_h, t) \) has similar properties.

Therefore, any of \( l = p + m \) equations of the system (3.1) can be represented as

\[
e_i(\phi_h) = \pm \frac{1}{kT} \int f_i^T (e(\phi_h),\phi_h).\]

Applying the operator (3.2) defined by equations \( e_i(\phi_h) = \frac{1}{kT} \int f_i^T (e(\phi_h),\phi_h) \), and, following the technique of [1], it is easy to prove that for sufficiently small \( \delta_h \) (see (2.1) and (2.2)), this operator is contractive and for each function \( F(\phi_h,t) \in \Omega_1 \) puts the space \( \Omega_2 \) to \( \Omega_2 \). This confirms that all conditions of the Theorem 1 are fulfilled, and, therefore, the local non-zero integral manifold of the system (1.1) exists.

The theorem is proved.

**Theorem 3.** Suppose that in the field \( R^{m+1} \times X \times E \) at sufficiently small \( \delta_1 \) and \( \delta_2 \), \( X(e,x,\phi_t), \Phi(e,x,\phi_t) \) - Lipschitz-continuous in all their variables, \( X(e,x,\phi_t) \) has a quasitriangular form

\[
X(e,x,\phi,t) = \left[ \begin{array}{ccc} X_1(e,x,\phi,t) & X_2(e,x,\phi,t) & \Xi \\ \Xi & \Xi & \Xi \\ X_2(e,x,\phi,t) & \Xi & \Xi \end{array} \right].
\]

\( X(e,0,\phi,t) = \text{diag} \left( X_1(e,0,\phi,t), X_2(e,0,\phi,t) \right), \) \( \text{det} \left( \exp \left( X_1(e,0,\phi, kT) - I_{n,p} \right) \right) \neq 0, \)

\[
X_1(0,0,\phi,kT) - \text{const}, \quad X_2(e,x,\phi,t) = \text{diag} \left( \alpha_1(e,x,\phi,t), \alpha_2(e,x,\phi,t), ..., \alpha_p(e,x,\phi,t) \right),
\]

\( \alpha_1(e,0,\phi,t) = \alpha_i(e) \) at \( i = p \),

\[
\Phi(e,x,\phi,t) = \text{col} \left( \Phi_1(e,x,\phi,t), \Phi_2(e,x,\phi,t), ..., \Phi_n(e,x,\phi,t) \right), \quad \Phi_i(e,0,\phi,t) = \alpha_{p+i}(e),
\]

at \( i = p \) done \( \alpha_i(e) = a_1 \cdot e_1 + a_2 \cdot e_2 + ... + a_i \cdot e_i + \alpha_i(e), \quad \alpha_i(e) = o(\|e\|), \)

\[
\alpha_i(e,0,\phi,t) = e_i^2 - \alpha_i(e,0,\phi,t),
\]

integral \( \int_0^T \bar{\alpha}_p(e,0,\phi,t) \) at all \( \phi \) is a positively determined form at \( e \) no lower than the fourth degree, \( \int_0^T \bar{\alpha}_p(0,0,\phi,t) = 0, \quad \bar{\alpha}_p(e,x,\phi,t) > 0 \) at sufficiently small \( x \neq 0 \), where \( X = \{ x : \| x \| \leq 2 \delta \} \subset R^n, \quad E = \{ e : \| e \| \leq \delta_2 \} \subset R^{n+m}. \)

Here and further \( X_1(e,0,\phi,t), X_2(e,0,\phi,t) \) - respectively \( ((n-p) \times (n-p)) \) - and \( (p \times p) \) - matrix, elements of the constant \( (p \times (n-p)) \) - matrix \( \Xi \) are zero, \( \alpha_1(e,x,\phi,t) \) - scalar functions, \( I_{n,p} \) - unit \( ((n-p) \times (n-p)) \) - matrix, \( l = p + m \), determinant of \( ((l-1) \times (l-1)) \) - matrix
is different from zero.

Then, for any vector \( \phi_0 \in R^m \) one can specify the value of the parameter \( \nu \) that the system (1.1) will have a nonzero integral manifold \( \psi(\phi_0, t) \in \Omega \) in a neighborhood of the equilibrium state \( y = 0 \).

**Proof.** Similar to the proof of the Theorem 2 we see that the solution \( \phi^t \) and matrixizant \( Y^t(\phi_0, t) \) are limited satisfying the Lipschitz condition in all of its variables for \( t \in [0,kT] \) and \( \omega \)-periodic in initial data \( \phi_0 \). Additionally, \( Y^t(\phi_0, t) = \hat{Y}^t(\phi_0, t) + \hat{Y}^t(\phi_0, t) \) and \( \hat{Y}^t(\phi_0, t) \) have the same properties as in theorem 2.

We set \( Y^t(\phi_0,kT) - I_n = \begin{pmatrix} Y_{11}(\epsilon,F,\phi_0) & Y_{12}(\epsilon,F,\phi_0) \\ Y_{21}(\epsilon,F,\phi_0) & Y_{22}(\epsilon,F,\phi_0) \end{pmatrix} \), where matrix \( Y_{11}(\epsilon,F,\phi_0) \), \( Y_{12}(\epsilon,F,\phi_0) \), \( Y_{21}(\epsilon,F,\phi_0) \), and \( Y_{22}(\epsilon,F,\phi_0) \) has dimensions \( ((n-p) \times (n-p)) \), \( ((n-p) \times p) \), \( (p \times (n-p)) \), and \( (p \times p) \), respectively, and \( Y_{22}(\epsilon,F,\phi_0) \approx \Xi \) (as \( X(\epsilon,x,f,t) \) has a quasitriangular form). Then, due to execution of inequality \( \det(\exp(X_{1}(0,0,\phi,kT)-I_{n-p})) \neq 0 \), by reducing values of constants \( \delta_1 \) and \( \delta_2 \) we can achieve equality \( \det Y_{11}(\epsilon,F,\phi_0) = a_{0j} \neq 0 \). This means that there is an inverse matrix \( Y_{11}(\epsilon,F,\phi_0)^{-1} \) to matrix \( Y_{11}(\epsilon,F,\phi_0) \), which is also restricted, \( \omega \)-periodic in \( \phi_0 \) and satisfies the Lipschitz condition in \( \phi_0 \).

Let the vector \( q = \text{colon}(q_1,q_2,\ldots,q_{n-p}) \) determine by the equality \( q = -\left( Y_{11}(\epsilon,F,\phi_0) \right)^{-1} \cdot Y_{12}(\epsilon,F,\phi_0) \cdot J_1 \), where elements of the constant \( (p \times 1) \)-vector \( J_1 \) are equal to one.

Then the transforming matrix of the system (1.3) we will choose in the form \( Q^t(\phi_0) = \begin{pmatrix} I_{n-p} & \overline{Q} \\ \Xi & J_{p} \end{pmatrix} \).

Here among the elements of \( ((n-p) \times p) \)-matrix \( \overline{Q} \) are only nonzero elements \( q_1,q_2,\ldots,q_{n-p} \) of the last column.

Since elements of the vector \( q \) are linear combinations of matrix elements \( \{ Y_{11}(\epsilon,F,\phi_0) \}^{-1} \) and \( Y_{12}(\epsilon,F,\phi_0) \), then \( Q_{11}(\epsilon,F,\phi_0) \) is bounded, \( \omega \)-periodic in \( \phi_0 \) and satisfies the Lipschitz condition with respect to \( \phi_0 \) and hence, (3.3) and (3.4) will be executed.

Because of the transforming matrix choice \( Q^t(\phi_0) \) the last column \( q_{n}^t(\phi_0) \) of the matrix (2.5) will contain exactly \( p \) the non-zero component. Indeed, the first \( (n-p) \)-coordinate of the column \( q_{n}^t(\phi_0) \) will take the form of \( Y_{11}(\epsilon,F,\phi_0) \cdot q + Y_{12}(\epsilon,F,\phi_0) \cdot J_1 \equiv 0 \), and the rest of \( p \) coordinates will be written as follows \( Y_{22}(\epsilon,F,\phi_0) \cdot J_1 \). The diagonal form of the matrix \( X^t(\epsilon,x,F,t) \) also provides diagonality of the matrix \( Y_{22}(\epsilon,F,\phi_0) \).
In this case, the $p$ component of the last column $q_k^p(\phi_i)$ of the matrix (2.5) is a function $e_p^2(\phi_i) \cdot kT - f_p^p(\varepsilon(\phi_i),\phi_i)$, in which by reducing constants $\xi$ and $\delta$, it is possible to achieve inequality $f_p^p(\varepsilon(\phi_i),\phi_i) > 0$, and the function $f_p^p(\varepsilon(\phi_i),\phi_i)$ is a positively definite form at $\varepsilon(\phi_i)$ no lower than the fourth degree. Therefore, the equation number $p$ of the system (3.1) can be represented as $e_p(\phi_i) = \frac{1}{kT} \sqrt{f_p^p(\varepsilon(\phi_i),\phi_i)}$.

Suppose that the operator $S_e^p(\phi_i)$ is given by $l-1$ the non-zero equation of the system (3.1) (without the equation number $p$), and instead of equation number $p$ of the system (3.1) to specify the operator $S_e^p(\phi_i)$ we use equation $e_p(\phi_i) = \frac{1}{kT} \sqrt{f_p^p(\varepsilon(\phi_i),\phi_i)}$. Hence, the system of equations (3.2) can be represented in the form $A \cdot (\varepsilon(\phi_i)) = (\varepsilon(\phi_i),\phi_i)$, where for $p \neq i$ and for elements $a_{ij}$ of $(l \times l)$-matrix $A = (a_{ij})$ is performed $a_{pi} = 0$ and $a_{pp} = 1$. In addition, the function $e^p(\varepsilon(\phi_i),\phi_i)$ is $\omega$-periodic in $\phi_i$ and limited, satisfying the Lipschitz condition in $\phi_i$ with constants, which can be made arbitrarily close to zero by decreasing numbers $\delta_i$.

From nonsingularity of the matrix $A_0$ it follows that $\det A \neq 0$ and (3.1) is reduced to the form $e(\phi_i) = A^{-1} \cdot e^p(\varepsilon(\phi_i),\phi_i)$.

By reducing $\delta_i$ it is easy to verify that the operator defining the equation (3.6) is contractive and for each function $F(\phi_i,t) \in \Omega_3$ transfers the space $\Omega_2$ into $\Omega_2$. This means that all conditions of the Theorem 1 are fulfilled, and, hence, the local non-zero integral manifold of the system (1.1) exists.

The theorem is proved.

Suppose now that conditions of the Theorem 1 are fulfilled further and, therefore, the system (1.1) for certain values of the parameter $v_0 = \xi(\epsilon_0)$ has an integral manifold $\psi(\phi_i,t) \in \Omega_2 \cdot \psi(\phi_i,0) = \psi_0$. We denote by $x = x(x_0,\phi_i,t), \psi = \phi(x_0,\phi_i,t)$ the solution to the system (1.3) satisfying the initial data $x(x_0,\phi_i,0) = x_0, \phi(x_0,\phi_i,0) = \phi_i$.

**Lemma 1.** If $\epsilon = \epsilon_0$ for any number $\delta > 0$ there exists a number $\Delta > 0$, that the fulfillment of the inequality $\|x_0 - \psi_0\| < \Delta$ for any $\phi_i \in \Theta$ implies $t \geq 0$ the inequality $\|x(t,\phi_i,t) - \psi(\phi_i,0)\| < \delta$ for all $\phi_i \in \Theta$, then with $v_0 = \xi(\epsilon_0)$ the integral manifold $\psi(\phi_i,t)$ of the system (1.1) is stable.

**Proof.** The validity of the Lemma 1 follows from the identity $\Gamma(\epsilon,0,\phi_i,t) \equiv 0$ and uniform convergence in the field $R^{n+1} \times X \times E$ of function $\Gamma(\epsilon,x,\phi_i,t)$ to 0 with $\|x\| \rightarrow 0$.

**Theorem 4.** If there exists a sign-definite function $V(x,t)$, for which function $\frac{dV}{dt} = \nabla \cdot \nabla V(x,t) - \psi(\phi_i,t)$ has constant sign, opposite to $V(x,t)$, then with $v_0 = \xi(\epsilon_0)$ integral manifold $\psi(\phi_i,t)$ of the system (1.1) is stable.

**Proof.** Let $\varepsilon = \varepsilon_0$ and $V(x,t)$ be positive. Then for any number $\delta > 0$ there exist such numbers $\Delta > 0$ and $\tilde{\Delta} > 0$, for which with $\|x\| = \Delta \leq \delta, t \geq 0$ will be done $V(x,t) \geq \tilde{\Delta}$, besides $\Delta \leq \delta_i$.

We now choose $x_0$ so that
\[ V(x_0 - \psi_0, 0) < \tilde{t} \]  
(3.7)

and \( \|x_0 - \psi_0\| \leq \Delta < \Delta \) for any \( \psi_0 \in \Theta \). Due to the fact that

\[ \frac{dV}{dt} \leq 0, \]  
(3.8)

inequality \( \|x(x_0, \phi_0, t) - \psi(\phi_0, t)\| < \Delta \leq \delta \) correct for all \( \phi_0 \in \Theta \) with \( t \geq 0 \). Indeed, if this were not so, there would be such constant \( \phi_0^* \in \Theta \) and \( t^* \geq 0 \) for which \( \|x(x_0, \phi_0^*, t^*) - \psi(\phi_0^*, t^*)\| = \Delta \) was executed and so \( V(x(x_0, \phi_0^*, t^*) - \psi(\phi_0^*, t^*), t^*) \geq \tilde{t} \), which contradicts to the simultaneous execution of relations (3.7) and (3.8).

The proof of Theorem 4 is completed by applying Lemma 1.

The theorem is proved.

As an illustration of the use of Theorem 4, we consider the simplest systems of the form (1.3), to which none of the sufficient criteria for the existence of stable integral manifolds can be applied [2, 3, 5, 10].

**Example 1.** Let in the system of two differential equations

\[
\begin{align*}
\dot{x} &= (\varepsilon_1 + \varepsilon_2 - x)_3 \cdot x, \\
\phi &= \varepsilon_2 + \cos 2t
\end{align*}
\]  
(3.9)

all variables are scalar.

Obviously, when \( \varepsilon_1 = \tilde{\varepsilon} > 0, \varepsilon_2 = 0 \) system (3.9) has a stable integral manifold \( \psi(\phi, t) = \tilde{\varepsilon} \), and function \( \phi = \phi_0 + 0.5 \sin 2t \) determines a periodic solution. In particular, to prove this fact, one can apply Theorem 3 by choosing \( V(x, t) = x^2 \). Then

\[ \frac{dV(x - \tilde{x})}{dt} = -2(x - \tilde{x})^4 \cdot x \leq 0 \]  
with \( \|x - \tilde{x}\| < 0.25 \cdot \tilde{\varepsilon} \).

**Example 2.** For a system of four scalar differential equations

\[
\begin{align*}
\dot{x}_1 &= -x_2 + \varepsilon_1 x_1^2 - x_3^3 \cdot \sin \phi \\
\dot{x}_2 &= x_1 + \varepsilon_2 x_2 - x_3^3 \cdot \sin \phi \\
\dot{x}_3 &= \varepsilon_3 - \varepsilon_1 x_2 - x_3^3 \cdot (1 + \cos^2 \phi) \\
\phi &= \varepsilon_4 + x_1 \cdot \sin \phi
\end{align*}
\]

it is also possible to construct a function \( V(x) = x_1^2 + x_2^2 + x_3^2 \), satisfying all conditions of the Theorem 3. Indeed, the system (3.1) for each function \( F(\phi_0, t) \in \Omega \) has a solution \( e^x(\phi_0) \), where

\[ e_1(\phi_0) = -\frac{1}{2\pi} \int_0^{2\pi} F_1(\phi_0, t) \cdot \sin \phi \cdot d\phi . \]  

Then the integral manifold \( \psi(\phi_0, t) \) is given by \( \psi(\phi_0, t) \) = \( \text{colon}(c \cdot \cos t, c \cdot \sin t, 0) \), where \( c \neq 0 \), and function \( \phi = \phi^*(\phi_0, t) \) determines on it a periodic curve. If now considered \( x = x(x_0, \phi_0, t) \) as a solution close to \( \psi(\phi_0, t) \) \( (\|x(x_0, \phi_0, t) - \psi(\phi_0, t)\| < 0.5 \cdot |\varepsilon|) \), then
\[ \frac{dV}{dt} = -2x_1^2 \cdot \left(1 + \cos^2 \phi''(\phi_1, t)\right) - 2x_1x_3^5 \cdot \sin \phi''(\phi_1, t) - 2x_1x_3^7 \cdot \sin^2 \phi''(\phi_1, t) \leq 0 \]

at small \( c \) and \( \varepsilon_1 = \varepsilon_2 = \varepsilon_3 = 0 \).

4. Conclusions

New sufficient conditions of existence of nonzero local stable integral manifold of the system (1.1) are formulated in Theorem 1-4. The critical case (linear subsystem \( \dot{x} = X(0,0,0,t) \cdot x \) has a zero of characteristic indicators) is considered. The results obtained on the basis of the Lyapunov functions method and the transforming matrix method, the application of which allowed to reduce the solution of this problem to searching of nonlinear operators fixed points. The problem of stability of integral manifold of the system (1.1) with respect to all variables \((y)\) is solved, taking into account only characteristics a part of the variables \((x)\). The examples of finding the transforming matrices and Lyapunov functions for the various systems of the form (1.3) are made in this research paper.
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