Movement-related artefacts (MR-ART) dataset of matched motion-corrupted and clean structural MRI brain scans
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Magnetic Resonance Imaging (MRI) provides a unique opportunity to investigate neural changes in healthy and clinical conditions. Its large inherent susceptibility to motion, however, often confounds the measurement. Approaches assessing, correcting, or preventing motion corruption of MRI measurements are under active development, and such efforts can greatly benefit from carefully controlled datasets. We present a unique dataset of structural brain MRI images collected from 148 healthy adults which includes both motion-free and motion-affected data acquired from the same participants. This matched dataset allows direct evaluation of motion artefacts, their impact on derived data, and testing approaches to correct for them. Our dataset further stands out by containing images with different levels of motion artefacts from the same participants, is enriched with expert scoring characterizing the image quality from a clinical point of view and is also complemented with standard image quality metrics obtained from MRIQC. The goal of the dataset is to raise awareness of the issue and provide a useful resource to assess and improve current motion correction approaches.

Background & Summary

Magnetic resonance imaging (MRI) is a non-invasive imaging method, that has become one of the most dominant techniques to study the structural organization of the human brain. It has also become an integral part of the clinical diagnostic routine, and MRI scans are included in the diagnostic work-up for several neurological and neuropsychiatric conditions due to their high spatial resolution, excellent soft tissue contrast, and lack of ionizing radiation.

While patient motion can affect any imaging modality, MRI is especially susceptible to motion artefacts, since it has a relatively long image acquisition time compared to other modalities, such as computed tomography and ultrasonography. Moreover, there is a growing interest in developing approaches sensitive enough to capture subtle neuroradiological changes sometimes even before the onset of the clinical symptoms. These approaches, however, can be also confounded by motion artefacts, which is an issue in highly kinetic participants, especially in the developing and ageing populations. Patient motion in MRI is a complex problem, and although faster imaging sequences, special k-space sampling techniques, as well as prospective and post-acquisition retrospective correction methods, have been proposed to prevent, reduce, or correct motion artefacts, motion correction is still a developing field with no single method that can be applied effectively in all imaging situations.

MRI artefacts induced by head motion, such as ghosting and blurring, are confounding factors with a large impact in neuroscientific research and in clinical practice as well. Head motion has been shown to induce a consistent bias in morphometric estimates of brain structures when using popular brain imaging software packages, mimicking the signs of cortical atrophy. Furthermore, in our recent publication, using images that are also a part of this dataset, we showed that segmentation methods can differ in their reliability when applied to images with motion artefacts. Head motion can also limit the diagnostic utility of brain scans. A study
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regarding clinical practice has reported the prevalence of repeated sequences due to motion artefacts in clinical MRI examinations to be 19.8%, with an estimated cost of $115,000 per scanner per year22.

Retrospective artefact correction methods significantly reduce the need for repeated sequences. These methods are mostly based on deep learning approaches14,15,23 that typically require a huge number of image pairs with and without artefacts. In the absence of such datasets, deep learning algorithms are usually trained and validated on simulated data14,23 or use special training techniques not requiring paired data15. However, to measure the performance of these algorithms on real-world imaging data, a validation set of paired motion-free and motion-corrupted scans from human participants is still critical24,25. Such datasets enable the characterization for motion artefact toleration of different software packages and facilitate the development and the validation of artefact correction methods.

In response, Movement-Related ARTefacts (MR-ART) collected T1-weighted 3D structural MRI images of heads of 148 healthy adults covering the adult lifespan. Images have been acquired while staying still and while slight and more excessive head motion (i.e. three sets of data for each participant). We also include the MRIQC26 report for each scan to provide general image quality metrics (IQMs), which allows for more granular labelling. It makes our dataset especially valuable that images with different levels of motion have been acquired for the same participants. Finally, we also provide artefact scores obtained from trained neuroradiologists for each scan to characterize the impact of the motion artefacts on the clinical use of the images.

Methods
Participants. The brain scans have been acquired between 2019 and 2021, and the data collection included 148 healthy adult volunteers (95 female; age range: 18–75 years; median age: 25.16 years; IQR: 10.50 years) with no reported history of neurological or psychiatric diseases. All participants provided written, informed consent before participation. The research protocol used for collecting the dataset was designed and conducted in accordance with the Hungarian regulations and laws, and was approved by the National Institute of Pharmacy and Nutrition (file number: OGYÉI/70184/2017).

Image acquisition. Image acquisitions were performed on a Siemens Magnetom Prisma 3T MRI scanner (Siemens Healthcare GmbH, Erlangen, Germany) with the standard Siemens 20-channel head-neck receiver coil at the Brain Imaging Centre, Research Centre for Natural Sciences. T1-weighted 3D magnetization-prepared rapid gradient echo (MPRAGE) anatomical images were acquired using 2-fold in-plane GRAPPA acceleration with isotropic 1 mm³ spatial resolution (repetition time (TR) = 2300 ms, echo time (TE) = 3 ms, inversion time (TI) = 900 ms, flip angle (FA) = 9°, FOV = 256 × 256 mm). Three T1-weighted structural scans were acquired with the same parameters for each participant in a standard setting without motion (STAND) and with low (HM1) and high levels of head motion (HM2) (see Fig. 1 for images from a representative participant). During the acquisition, a fixation point was presented at the centre of the display, and participants were instructed to gaze at this point. For the STAND scan, participants were instructed not to move at all, while for the HM1 and HM2 scans, participants were instructed to nod their head (tilt it down and then up along the sagittal plane) once every time the word “MOVE” (in Hungarian) appeared on the screen. We used nodding as motion pattern since it is reportedly the most prominent type of head motion, responsible for the majority of motion artefacts27–31. To
create different levels of motion artefacts, the word “MOVE” was presented for 5 seconds, 5 and 10 times evenly spaced during image acquisition for the HM1 and HM2 scans, respectively. Participants were instructed to avoid lifting their heads from the scanner table while nodding and to return their heads to the original position after performing a nod. Due to acquisition issues, one of the HM1 and HM2 scans is missing for 8 participants.

**Artefact labelling.** Labelling was performed based on visual inspection of the structural volumes by two neuroradiologists with more than ten years of experience, who were blind to the acquisition conditions (STAND, HM1 or HM2). Each record was rated on a 3-point scale by one of the neuroradiologists based on image quality from the point of view of clinical diagnostic use. Clinically good (score 1), medium (score 2), and bad quality images (score 3) were differentiated, where bad quality images were considered unusable for clinical diagnostics. The two neuroradiologists initially harmonized their rating on 100 independent structural scans and were encouraged to discuss unclear cases during the whole labelling process in order to make the scores as robust as possible.

**Data Records**

The MR-ART dataset is publicly available in the OpenNeuro repository [https://doi.org/10.18112/openneuro.ds004173.v1.0.2](https://doi.org/10.18112/openneuro.ds004173.v1.0.2). The 3D structural images are anonymized and organized according to the Brain Imaging Data Structure (BIDS) [33]. Facial information was removed using PyDeface [34]. STAND (no head motion) scans are marked with the acquisition label “standard”, while HM1 and HM2 (two levels of head motion) scans are marked with the acquisition labels “headmotion1” and “headmotion2”, respectively. Age and sex of each participant are included in the participants.tsv file as per the BIDS standard. The MRIQC results can be found in the /derivatives/mriqc-0.16.1 directory. The IQMs are included in JSON files for each scan, following the BIDS conventions and in a summary file (group_T1w.tsv). MRIQC HTML reports for each scan with filenames identical to the structural scan names and the group level report (group_T1w.html) are also included. Finally, clinical artefact scores are included for each scan in a scans file within the participant folders and in a summary scores file (/derivatives/scores.tsv), with the coding: 1 = clinically good, 2 = medium, and 3 = bad quality images.

**Technical Validation**

Overall image quality and the effect of head motion on image quality were assessed using MRIQC and all the reports are published with the data. MRIQC assesses image quality without reference to any particular standard dataset, which makes the interpretation of the image quality parameters somewhat difficult. The matched design of our dataset, however, allows direct comparison and evaluation of the image quality metrics. Three IQMs, namely total signal-to-noise ratio (SNR), entropy focus criterion (EFC), and coefficient of joint variation (CJV) were chosen to demonstrate and evaluate the image quality differences between acquisition conditions (Fig. 2a) and clinical artefact scores (Fig. 3a). For easier interpretation, we also report within-participant differences

![Fig. 2](https://example.com/fig2.png)
Fig. 3 Image quality metrics (IQMs) across clinical artefact scores. (a) Distribution of three IQMs, namely total signal-to-noise ratio (SNR), entropy focus criterion (EFC), and coefficient of joint variation (CJV) for each clinical artefact score (score 1 – good, score 2 – medium, and score 3 – bad quality images) in our dataset. (b) Distribution of within participant differences in IQMs between medium and good (score 2 - score 1), as well as bad and good (score 3 - score 1) quality images from the point of view of clinical diagnostic use.

Fig. 4 Distribution of clinical artefact scores within each acquisition condition. Barplots show the count of clinical artefact scores (score 1 – good, score 2 – medium, and score 3 – bad quality images) within each acquisition condition (STAND – no head motion, HM1 – low level of head motion, and HM2 – high level of head motion).
allowing researchers to control the amount of heterogeneity by using various selection criteria based on the
image quality. While the MRIQC IQMs can provide information about generic image quality, clinical scores are
further useful for developing and testing automatic brain MRI quality control algorithms for clinical pipelines.

Code availability
The described dataset was generated using open-source software packages. The structural images were converted
and organized into the BIDS using dcm2bids (v2.1.6)35, facial information was removed with PyDeface (v2.0.0)34,
and IQMs were generated using MRIQC (v0.16.1)36. Each software provides extensive user documentation, which
were followed to create the dataset.

Received: 19 April 2022; Accepted: 12 September 2022;
Published online: 17 October 2022

References
1. Lerch, J. P. et al. Studying neuroanatomy using MRI. Nat. Neurosci. 20, 314–326 (2017).
2. Frisoni, G. B., Fox, N. C., Jack, C. R., Scheltens, P. & Thompson, P. M. The clinical use of structural MRI in Alzheimer disease. Nat.
Rev. Neurol. 6, 67–77 (2010).
3. Rocca, M. A. et al. Brain MRI atrophy quantification in MS: From methods to clinical application. Neurology 88, 403–413 (2017).
4. Rüber, T., David, B. & Elger, C. E. MRI in epilepsy: clinical standard and evolution. Curr. Opin. Neurol. 31, 223–231 (2018).
5. Van de Walle, R., Lemahieu, I. & Achten, E. Magnetic resonance imaging and the reduction of motion artifacts: review of the
principles. Technol. Health Care 5, 419–435 (1997).
6. Afacan, O. et al. Evaluation of motion and its effect on brain magnetic resonance image quality in children. Pediatr. Radiol. 46, 1728–1735 (2016).
7. Gilmore, A. D., Buser, N. J. & Hanson, J. L. Variations in structural MRI quality significantly impact commonly used measures of
brain anatomy. Brain Inform. 8, 7 (2021).
8. Pardey, H. R., Kucharski Hiess, R. & Kuzniecky, R. Motion and morphometry in clinical and nonclinical populations. NeuroImage 135, 177–183 (2016).
9. Mudan, C. R. Age differences in head motion and estimates of cortical morphology. PeerJ 6, e5176 (2018).
10. Woodfield, J. & Kealey, S. Magnetic resonance image acquisitions techniques intended to decrease movement artefact in paediatric
brain imaging: a systematic review. Pediatr. Radiol. 45, 1271–1281 (2015).
11. Pipe, J. G. Motion correction with PROPeller MRI: Application to head motion and free-breathing cardiac imaging. Magn. Reson.
Med. 42, 963–969 (1999).
12. Park, J. E. et al. Three-Dimensional Radial VIBE Sequence for Contrast-Enhanced Brain Imaging: An Alternative for Reducing
Motion Artifacts in Restless Children. Am. J. Roentgenol. 210, 876–882 (2018).
13. Maclaren, J., Herbst, M., Speck, O. & Zaitsev, M. Prospective motion correction in brain imaging: A review. Magn. Reson. Med. 69, 621–636 (2013).
14. Johnson, P. M. & Drangova, M. Conditional generative adversarial network for 3D rigid-body motion correction in MRI. Magn.
Reson. Med. 82, 901–910 (2019).
15. Liu, S. et al. Learning MRI artefact removal with unpaired data. Nat. Mach. Intel. 3, 60–67 (2021).
16. Zaitsev, M., Maclaren, J. & Herbst, M. Motion artifacts in MRI: A complex problem with many partial solutions. J. Magn. Reson.
Imaging MRJ 42, 887–901 (2015).
17. Bellon, E. et al. MR artifacts: a review. Am. J. Roentgenol. 147, 1271–1281 (1986).
18. Reuter, M. et al. Head motion during MRI acquisition reduces gray matter volume and thickness estimates. NeuroImage 107, 107–115 (2015).
19. Blumenthal, J. D., Zijdenbos, A., Molloy, E. & Giedd, J. N. Motion Artifact in Magnetic Resonance Imaging: Implications for
Automated Analysis. NeuroImage 16, 89–92 (2002).
20. Alexander-Bloch, A. et al. Subtle in-scanner motion biases automated measurement of brain anatomy from in vivo MRI. Hum. Brain
Mapp. 37, 2385–2397 (2016).
21. Kemenyczky, P. et al. Effect of head motion-induced artefacts on the reliability of deep learning-based whole-brain segmentation. Sci.
Rep. 12, 1618 (2022).
22. Andre, J. B. et al. Toward Quantifying the Prevalence, Severity, and Cost Associated With Patient Motion During Clinical MR
Examinations. J. Am. Coll. Radiol. 12, 689–695 (2015).
23. Tamada, D., Kromrey, M.-L., Ichikawa, S., Onishi, H. & Motosugi, U. Motion Artifact Reduction Using a Convolutional Neural
Network for Dynamic Contrast Enhanced MR Imaging of the Liver. Magn. Reson. Med. 71, 887–901 (2019).
24. Duff, B. A. et al. Retrospective motion artifact correction of structural MRI images using deep learning improves the quality of
cortical surface reconstructions. NeuroImage 230, 117756 (2021).
25. Almasni, M. A. et al. Stacked U-Nets with self-assisted priors towards robust correction of rigid motion artifact in brain MRI. NeuroImage 259, 119411 (2022).
26. Esteban, O. et al. MRIQC: Advancing the automatic prediction of image quality in MRI from unseen sites. PLOS ONE 12, e0184661
(2017).
27. Frew, S., Samara, A., Shearer, H., Eilbott, J. & Vanderwal, T. Getting the nod: Pediatric head motion in a transdiagnostic sample
during movie- and resting-state fMRI. PLOS ONE 17, e0265112 (2022).
28. Eichhorn, H. et al. Characterisation of Children's Head Motion for Magnetic Resonance Imaging With and Without General
Anesthesia. Front. Radiol. 1, 2021.
29. Power, I. D., Barnes, K. A., Snyder, A. Z., Schlaggar, B. L. & Petersen, S. E. Spurious but systematic correlations in functional
connectivity MRI networks arise from subject motion. NeuroImage 59, 2142–2154 (2012).
30. Churchill, N. W. et al. Optimizing preprocessing and analysis pipelines for single-subject fMRI. I. Standard temporal motion and
physiological noise correction methods. Hum. Brain Mapp. 33, 609–627 (2012).
31. Seto, E. et al. Quantifying Head Motion Associated with Motor Tasks Used in fMRI. NeuroImage 14, 284–297 (2001).
32. Näräi, A. et al. Movement-related artefacts (MR-ART) dataset. OpenNeuro https://doi.org/10.18112/openneuro.data04173.v1.0.2
(2022).
33. Gorgolewski, K. J. et al. The brain imaging data structure, a format for organizing and describing outputs of neuroimaging
experiments. Sci. Data 3, 160944 (2016).
34. Colban, O. F. et al. poldracklab/pydeface: v2.0.0. Zenodo https://doi.org/10.5281/zenodo.3524401 (2019).
35. Bedetti, C. et al. UNFmontreal/Dcm2Bids: 2.1.6. Zenodo https://doi.org/10.5281/zenodo.4568180 (2021).
Acknowledgements
This work was supported by grants from the Hungarian National Research, Development and Innovation Office (GINOP-2.2.1-18-2018-00001) and the Hungarian Brain Research Program (2017-1.2.1-NKP-2017-00002) to Zoltán Vidnyánszky.

Author contributions
Conception and design: Á.N., P.H., P.V. and Z.V.; Analysis and interpretation: Á.N., P.H., T.A., P.K., J.S. and B.W.; Data collection: I.H. and E.S.; Writing the article: Á.N., P.H., T.A. and Z.V.

Funding
Open access funding provided by ELKH Research Centre for Natural Sciences.

Competing interests
The authors declare no competing interests.

Additional information
Correspondence and requests for materials should be addressed to Á.N. or Z.V.

Reprints and permissions information is available at www.nature.com/reprints.

Publisher's note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

Open Access This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons license, and indicate if changes were made. The images or other third party material in this article are included in the article’s Creative Commons license, unless indicated otherwise in a credit line to the material. If material is not included in the article’s Creative Commons license and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this license, visit http://creativecommons.org/licenses/by/4.0/.

© The Author(s) 2022