Singlet exciton dynamics of perylene diimide and tetracene based hetero/homogeneous substrates via an \textit{ab initio} kinetic Monte Carlo model
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Luminescent solar concentrators (LSCs) are devices that trap a portion of the solar spectrum and funnel it towards photon harvesting devices. The modelling of LSCs at a quantum chemical level however, remains a challenge due to the complexity of exciton and photon dynamic modelling. This study examines singlet exciton dynamics occurring within a typical LSC device. To do this, we use a rejection-free kinetic Monte Carlo method to predict diffusion lengths, diffusion coefficients, substrate anisotropy, and average exciton lifetimes of perylene diimide (PDI) and tetracene based substrates in the low concentration scheme. \textit{Ab initio} rate constants are computed using time-dependant density functional theory based methods. PDI type substrates are observed to display enhanced singlet exciton transport properties when compared to tetracene. Simulations show that substrates with dipole-aligned chromophores are characterised by anisotropic exciton diffusion, with slightly improved transport properties. Finally, a PDI-tetracene substrate is simulated for both disordered and dipole-aligned chromophore configurations. In this multi-dopant substrate transport is predominantly mediated by PDI due to the asymmetry in the transport rates between the two dyes considered. We conclude discussing the properties of multi-dopant substrates and how they can impact the design of next generation LSCs.

I. INTRODUCTION

Luminescent Solar Concentrators (LSCs) are devices which use the concept of exciton hopping and total internal reflection to trap light from a large surface area, and guide photons to photovoltaic (PV) cells of a smaller surface area\textsuperscript{1–4}. Here, total internal reflection allows for transport of energy across macroscopic scales, while exciton dynamics mediate the efficient transfer of energy between molecular bodies, in addition to the recycling of otherwise unusable excitons via multi-exciton interactions\textsuperscript{5–9}. LSCs are obtained by embedding chromophores in a transparent matrix substrate with a large refractive index. When a photon enters the LSC, it is absorbed by a chromophore. Then, upon photon emission, such as fluorescence, the photon is guided within the matrix due to a condition of total internal reflection\textsuperscript{10,11}. Light is thus concentrated within the matrix, and is funnelled towards the edges, where PV cells are fixed to absorb each photon\textsuperscript{1}.

While the idea at the core of this strategy is simple, a few hurdles complicate the design of effective LSCs. On one hand, a large concentration of chromophores within the substrate is required such that photons will always interact with the device. However within such an amorphous matrix, the chromophores tend to aggregate and clump together, creating undesired sources of luminescent quenching\textsuperscript{12,13}, where quenching refers to processes competing with radiative pathways. On the other hand, if the concentration of chromophores is too low, then the majority of photons are lost as they pass through the LSC\textsuperscript{10}. Other sources of loss include photons escaping the device\textsuperscript{11} upon fluorescence, and the intrinsic photoluminescence quantum yield (PLQY) loss, i.e., the probability of fluorescence of the host chromophore. Previously, we have investigated the parameters behind excitonic quenching\textsuperscript{12–14}, providing us a strong foundation with which to consider the processes within a given device.

Modelling of an LSC device at a quantum level can be split into two categories. The first concerns modelling of exciton dynamics, i.e., how long the exciton takes to dissociate and return to a photon. The second concerns modelling of the photon dynamics, i.e., when an exciton has dissociated into a photon, how that energy packet propagates through the substrate, whether it is reabsorbed by another chromophore, by the PV, or escapes. The former requires an understanding of the quantum chemistry and corresponding rate constants of the numerous de-excitation pathways, while the latter requires tracking of photons through the substrate, or ray tracing\textsuperscript{15,16}.

The dynamics of both interacting and non-interacting excitons have been simulated using kinetic Monte Carlo (KMC) methods in a variety of studies, providing insights on the fundamental features of exciton transport as well as practical guidelines for the design of optoelectronics and PV applications\textsuperscript{5,17–24}. Engels in particular has studied exciton diffusion and charge-carrier mobilities using Marcus theory\textsuperscript{25–27}. However, it was noted that diffusion properties calculated using Marcus theory were drastically underestimated with respect to experiment and other methods\textsuperscript{28}, despite being qualitatively correct with respect to trends. Further, the Monte Carlo approach allows simulation of transport properties within a time dependent framework. As such, a method involving computation of the full spectral density \textit{within} a time dependent framework may allow for accurate results comparable with experiment.
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While modelling of the photons’ dynamics in the substrate has been studied rigorously, a treatment at the random scale is very complex; we will therefore address this problem in a future study. In this paper we focus on exciton migration through a medium such as an LSC. To do so, we use a KMC method based on transition rates that we obtain from quantum chemical calculations. KMC methods have been used in surface based simulations, and exciton diffusion/hopping studies, making it an ideal tool for our purpose. Herein, we simulate exciton diffusion and dissociation in homogeneous and heterogeneous Perylene Diimide (PDI) and Tetracene chromophores in a Tolune medium. PDIs and Tetracene have been well studied as a host for singlet fission type applications. We investigate transport properties such as the average diffusion lengths, diffusion coefficient, and the anisotropy profile of the exciton migration across disordered chromophore configurations with both random and forcibly aligned transition dipoles. For convenience, we refer to these two types of systems as disordered configurations and dipole-aligned configurations respectively. We also study the frequency of different dissociation pathways within favoured dissociation sites, and the average exciton lifetimes, which can provide valuable guidelines for LSCs design.

II. THEORY & IMPLEMENTATION

A. Transport Model

Exciton transport, often referred to as exciton diffusion, is one of the key processes behind the operation of organic optoelectronic devices. In addition to the exciton transport, we also need to model the processes that result in loss of the electron-hole quasiparticle, such as charge recombination, internal conversion (IC) and inter-system crossing (ISC). These latter two are relaxation processes mediated by heat, in which heat is exchanged with the environment when spin is and is not conserved respectively.

In essence, exciton transport corresponds to the migration of an energy packet from some molecule A to another molecule B, simply shown as:

\[ {^1}A^* + B \rightarrow {^1}A + {^1}B^*. \] (1)

Here, an exciton residing on chromophore A is transferred, or hops, to chromophore B. Exciton hopping can be modelled within both Coulombic and Exchange picture, using either Förster theory or Dexter theory respectively. In this work, we only consider Förster type hopping, which is modelled using rigorous quantum chemical calculations, as discussed in the next section.

Two chromophores that undergo energy transfer are assumed to be in resonance, where molecule A donates an exciton to an accepting molecule B, which is known as Förster Resonance Energy Transfer (FRET). The transition rate of a FRET mechanism can be modelled using Fermi’s Golden Rule, where the matrix element can be shown using the simple dipole approximation, given as:

\[ \left| \langle f | H^{(1)} | i \rangle \right| = \frac{1}{4\pi\varepsilon_0} \frac{\kappa |\mu_D| |\mu_A|}{n^2 r^3}, \] (2)

where \( \mu_D \) (\( \mu_A \)) is the transition dipole moment of a given donor (acceptor) chromophore, \( \varepsilon_0 \) is the permittivity of free space, \( \kappa \) is the dipole angular orientation factor, given in Eq. (4), \( n \) is the refractive index of the medium, and \( r \) is the interchromophore separation. The density of states across the energy continuum \( \rho \) can be expressed as the integral of the normalised absorption band of the acceptor molecule and emission band of the donor, Abs(\( \omega \)) and Emi(\( \omega \)) respectively, weighted by the PLQY of the donor in the absence of the acceptor, \( Q_D \):

\[ \rho = Q_D \int \text{Abs}(\omega) \text{Emi}(\omega) \, d\omega. \] (3)

The angular orientation factor \( \kappa \) can be expressed as:

\[ \kappa = \mu_A \cdot \mu_D - 3 \left( \mu_D \cdot \hat{R} \right) \left( \mu_A \cdot \hat{R} \right), \] (4)

where \( \hat{R} \) is the normalized inter-chromophore separation, and where all three vectors are unit vectors. We then substitute both Equation 2 and Equation 3 into Fermi’s Golden Rule to yield the following:

\[ k_{\text{FRET}} = \frac{2\pi}{\hbar} \frac{1}{(4\pi\varepsilon_0)^2} \frac{\kappa^2 |\mu_D|^2 |\mu_A|^2}{n^4 r^6} \times Q_D \int \text{Abs}(\omega) \text{Emi}(\omega) \, d\omega. \] (5)

All terms within the integrand are often collected together and termed the spectral overlap.

When we consider excitonic quenching, we examine the probability of radiative decay upon charge recombination. This comes back to the quantum yield \( Q_D \) of the chromophore. As per Kasha’s Rule, fluorescence will occur from the first singlet excited state. Therefore, the quantum yield of fluorescence is a ratio of radiative decay rates against the combined
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**FIG. 1.** Energy diagram illustrating how the system excites and relaxes. Here, an incident photon excited the ground state chromophore to an excited state, be it the first or second singlet excited state. Following relaxation to the ground vibrational state of first singlet electronic excited state, the energy can transition between nearby electronic excited states.
rate of all possible mechanisms, as shown in Figure 1. In the case of an isolated monomer, the likely competing mechanisms are IC and ISC. Each process is dependant on different photophysical coupling terms: fluorescence on the transition dipole moment, IC on vibronic coupling between singlet states, and ISC the spin-orbit coupling between singlet and triplet states. These rate constants can be very difficult to compute, however we have recently developed a methodology to do so at the Time-Dependant Density Functional Theory (TDDFT) level of theory\cite{34,34}.

B. The KMC method

KMC is a numerical method to simulate the dynamics of a process, based on known transition rates between the states of a considered system. KMC methods are widely adopted in many areas of Physics and Chemistry due to their computational efficiency, and can be used to simulate both equilibrium and non-equilibrium processes\cite{43,44,45,46,47,48,49,50,51,52}. They provide an ideal approach to simulate FRET and Dexter exciton transport processes in disordered systems, which are known to correspond to a classical random walk over an ensemble of sites\cite{38,53}. Moreover, when the occurrence of multi-exciton interactions processes, such as triplet fusion and singlet fission, can be neglected, each exciton can be treated independently, turning the KMC simulation into an embarrassingly parallel computational problem.

In this work we adopt a rejection-free KMC method to simulate the dynamics of an ensemble of non-interacting excitons that undergo FRET-mediated transport, fluorescence, IC or ISC. The molecular geometries and rates associated with these processes were computed using a combination of DFT and DFT based multireference configuration interaction DFT/MRCl approaches\cite{54}. The considered systems are static arrangements of PDI and Tetracene chromophores in a substrate. This is done to simulate the transport of excitons in a solid, where chromophores’ position and dipole orientation do not vary during the transport process. The photo-physical properties of the substrate are based on Toluene — despite it being a liquid solvent —, due to its high refractive index, ideal for the requirements of total internal reflection necessary for the LSCs working mechanism. For each considered system, we simulate transport within a cubic portion of the LSCs, whose size is such that the probability of transport outside the simulation box is negligible. In all cases we consider concentrations corresponding to a low concentration solution, such that chromophores are close enough to maximise exciton transfer, but not so close such that exciton quenching pathways facilitated by molecular aggregation can be considered negligible.

It should be noted that since we do not consider photon dynamics, we therefore do not consider photon reabsorption, a process whereby exciton dissociation at site \( \vec{r}_i \) results in a photon propagating through the substrate, and is reabsorbed by another site \( \vec{r}_j \). Rather, simulations begin and terminate at the birth and death of a given exciton, due to the foreseen complexity of ray tracing at the quantum chemical level.

First, we generate the geometry of the considered systems. A number of sites, corresponding to the chromophores locations, is randomly generated to match the dyes concentration within the simulation box. The sites are uniformly distributed in the considered volume. Then, the dipole orientation of each chromophore is randomly generated, with different distributions being used for disordered and dipole-aligned materials. Once the geometry of the systems is fixed, exciton dynamics is simulated using the KMC method. A state \( \mathcal{S}_t = \{ \vec{r}_i \} \) of the process at time \( t \) is given by the location (site) \( \vec{r}_i \) of a singlet exciton. Exciton transport is simulated propagating the state in time \( \mathcal{S}_t \rightarrow \mathcal{S}_{t+\Delta t} \), using the routine outlined in Alg. 1, until a dissociation event occurs. Transport occurs via FRET from the current site \( \vec{r}_i \) to a site \( \vec{r}_j \) within the interaction range \( r_{\text{max}} \), which depends on the dye and is determined as specified in Sec. IV A.

III. COMPUTATIONAL DETAILS

A. Systems generation and KMC implementation

Using the KMC method described in the previous section we simulated exciton transport for single and multi-dopant substrates for two classes of 3D systems: disordered chromophore configurations with both random and aligned transition dipoles, labelled as disordered configurations and dipole-aligned configurations respectively. The former case of disordered geometries were chosen as they most closely represented excited exciton diffusion between nanofibres in bulk\cite{51}. The latter case corresponds to the scenario for which most dipoles are aligned and parallel to a given axis. Despite of the fact that dipole alignment methods can vary greatly\cite{55}, the resulting geometries allow for possible circumvention of high dye concentration loss mechanisms\cite{9,29,56}.

\begin{algorithm}
\caption{Rejection-free KMC routine}
\textbf{input} : The current state \( \mathcal{S}_t \).
\textbf{output} : The propagated state \( \mathcal{S}_{t+\Delta t} \) if FRET occurs, the dissociation pathway otherwise.
\begin{algorithmic}
\State Calculate the FRET transition rates \( k_{\text{FRET}}(i \rightarrow j) \) from the current site \( \vec{r}_i \) to any site \( \vec{r}_j \) within interaction range \( r_{\text{max}} \);
\State Determine the dissociation rates \( k_{\text{ex}} \), \( k_{\text{IC}} \), and \( k_{\text{ISC}} \), which depend on the chromophore species of the current site \( \vec{r}_i \);
\State Calculate the cumulative function \( R_m = \sum_{m=1}^{M} k_m \) of all the \( M \) rates involved, and the cumulant \( Q = R_M \);
\State Sample a uniform random number \( u \in (0, 1] \);
\State Determine which event occurs, by choosing the rate \( k_m \) such that \( R_{m-1} \leq uQ \leq R_m \);
\If { \( k_m = k_{\text{FRET}}(i \rightarrow j) \) }
\State FRET occurs, the new site is \( \vec{r}_j \);
\State Sample another uniform random number \( u' \in (0, 1] \);
\State Determine the time-interval \( \Delta t = Q^{-1} \ln(1/u') \);
\State Return the new state \( \mathcal{S}_{t+\Delta t} \).
\Else
\State Dissociation occurs via \( k_{\text{ex}} \), \( k_{\text{IC}} \) or \( k_{\text{ISC}} \);
\State Return the dissociation pathway, \textbf{end} the routine.
\EndIf
\end{algorithmic}
\end{algorithm}
TABLE I. Calculated rates and transfer properties for Perylene Diimide and Tetracene monomers simulated in Toluene.

| Species   | $\mu_s$ (au) | $\mu_A$ (au) | $J$ (au $^{-1}$) | $Q_B$ | $k_I$ (s$^{-1}$) | $k_{IC}$ (s$^{-1}$) | $k_{ISC}$ (s$^{-1}$) | $R_C$ (nm) | $R_I$ (nm) |
|-----------|-------------|-------------|----------------|------|----------------|----------------|----------------|-------------|-------------|
| PDI       | 4.005       | 3.836       | 46.243         | 0.99 | $1.505 \times 10^6$ | $1.316 \times 10^4$ | $1.025 \times 10^9$ | 1.6         | 15          |
| Tetracene | 1.340       | 1.299       | 31.734         | 0.26 | $2.245 \times 10^7$ | $2.707 \times 10^7$ | $3.565 \times 10^7$ | 1.4         | 8           |

To generate each arrangement, chromophore concentrations were set to $6.02 \times 10^6$ $\mu$m$^{-3}$ and $8.03 \times 10^6$ $\mu$m$^{-3}$ for homogeneous PDI and Tetracene systems, respectively (see Supplementary Information for further details on heterogeneous chromophore concentrations). Simulations were carried out in a cubic box with side length of 0.25 $\mu$m. Random sites were uniformly generated to match the desired concentration. An iterative approach was used to ensure that inter-chromophore separations were always larger than the culling sphere radius $r_{min}$, which depends on the chromophore species, as discussed in Sec. IV. This was done by repopulating the simulation box after removing the sites that were too close to each other.

For disordered arrangements, dipole orientations $\hat{\mu} = (\cos \theta \sin \phi, \sin \theta \sin \phi, \cos \phi)$ were randomly generated by uniformly sampling angles $\theta \in (-\pi, \pi]$ and $\phi \in (0, \pi]$, to obtain a uniform distribution on the sphere. For the case of dipole-aligned arrangements, the two angles were sampled uniformly in $\theta \in (-p\pi, p\pi]$ and $\phi \in ((1-p)\pi/2, (1+p)\pi/2]$, with $p = 0.01$, thus returning dipoles mostly aligned with the $\hat{x}$ direction. Defects were simulated by randomly changing $p \rightarrow 1$, with defect probability of 1%.

For every KMC trajectory a singlet exciton was initialised at time $t_0 = 0$ ns, on a random site $\vec{r}_i$ within a sphere of radius $2r_{max}$ located in the centre of the simulation box. Initial states $\rho_{0i}$ were then propagated with the KMC routine describe in Alg. 1 until a dissociation event occurred. For each system, 5000 trajectories were sampled.

B. Quantum Chemistry

Quantum chemically optimised geometries of the relevant excited states, rate constants, and photophysical properties of PDI and tetracene were computed as per our previous study. Here, electronic ground and excited state geometries were computed at the DFT level of theory using the Becke 3-parameter Lee–Yang–Parr exchange-correlation hybrid functional B3LYP, using the valence triple-zeta polarization basis set TZVP as implemented in the Gaussian16 software package. A solvent of Toluene was simulated using a polarizable continuum model (PCM). The same parameters were used to compute the electronic Hessian. Single-point calculations were performed using DFT/MRCI, using the def2-TZVP basis set. The one-particle basis was computed using the Becke half-and-half Yang-Lee-Part BHLYP exchange-correlation functional as implemented in the Turbomole software package. Here, the PCM was employed using the Cosmo module. Spin-orbit matrix elements were computed using the SPOCK.CI module of the DFT/MRCI platform. System temperature was set to 300 K, corresponding to standard room temperature conditions.

The culling radius was derived from the Lennard-Jones potential. Here, each atom is modelled as a sphere, with radius equal to it’s collision radius dependant on it’s isotropic static polarizability. Following, a box is built around these spheres, such that the volume of this structure in minimised, hugging the spheres. The culling radius is taken as the largest dimension of this box, and is computed using the CHEMCRAFT visualisation package.

IV. RESULTS & DISCUSSION

A. Quantum Chemistry

Expansion of the DFT/MRCI wavefunction for PDI shows a strong $S_0 \rightarrow S_1$ transition from the highest unoccupied molecular orbital (HOMO) to the lowest unoccupied molecular orbital (LUMO), agreeing well with Yang & Jang. Here, absorption and emission energies were computed to be 2.36 eV and 2.09 eV respectively, with a corresponding adiabatic energy of 2.23 eV. Absorption and emission spectra, shown in Figure 2A, compares well with experiment. While typically at the Franck-Condon point we expect a degree of symmetry with respect to the zero-phonon line of absorption to emission spectra, here we see a very slight shift in the density of states in the absorption spectra, with a slightly smaller adiabatic peak with respect to the emission bandstructure. We attribute this to the switching of intensities between two vibrational normal modes at the Franck-Condon points of the two transitions, more commonly known as the Duschinsky effect. This change does not appear to affect the rate of either exciton transfer or de-excitation pathways. Tetracene also yielded a strong HOMO→LUMO transition for the first singlet excited state upon DFT/MRCI wavefunction expansion. Absorption and emission energies were found to be 2.61 eV and 2.28 eV, with a resulting adiabatic energy of 2.44 eV. Similar to PDI, the spectral bandshapes compare well to literature, while also displaying some slight asymmetry about the 0-0 phonon line, as shown in Figure 2B.

Rate constants and important quantum chemical qualities are reported in Table I. For a homogeneous PDI exciton transfer pathway, the computed bandshapes result is a large spectral overlap of 46 au$^{-1}$. Further, donor and acceptor transition dipole moments of 4.00 au and 3.84 au were measured. For the three monomer deexcitation pathways, rate constants of $1.505 \times 10^8$ s$^{-1}$, $1.316 \times 10^4$ s$^{-1}$, and $1.025 \times 10^9$ s$^{-1}$ were used for fluorescence, IC and ISC respectively, as per Ref. 14, resulting in a near-unity fluorescence quantum yield of 0.99.

Tetracene on the other hand displays significantly weaker...
fluorescent properties. While displaying a sizeable homogeneous overlap of 32 $au^{-1}$, the donor and acceptor transition dipole moments are almost four times smaller than that of PDI, computed to be 1.34 $au$ and 1.30 $au$ respectively. The computed rate constants of $2.245 \times 10^7$ $s^{-1}$, $2.707 \times 10^7$ $s^{-1}$, and $3.565 \times 10^7$ $s^{-1}$ for fluorescence, IC, and ISC respectively result in a much smaller quantum yield of 0.26. It is worth noting here that while photophysical properties computed for Tetracene in Toluene here are very similar to those computed in CycloHexane\textsuperscript{14}, smaller derivative components for the second order corrections result in a significantly smaller ISC rate constant, and therefore a larger quantum yield.

Upon comparison to experimental data reported by Burgdorff and coworkers\textsuperscript{71}, we see that our predicted PLQY is slightly overestimated with respect to experiment. The fast fluorescence lifetime noted as 4.8 ns infers the stabilisation of higher lying excited states, increasing the effect of second order terms. However, Burdett and coworkers\textsuperscript{36} noted a range of lifetimes spanning 20-100 ns. This suggests that aggregation in Tetracene has a negative effect on the photophysics of the substrate, with strong aggregation slowing down the fluorescence lifetime. As such, the rates computed here can be deemed accurate with respect to a chromophore in isolation.

If we examine how the exciton hopping rate of an example PDI dimer system evolves as a function of the interchromophore separation, as shown in Figure 3, we can see that any separation beyond 50 nm yields rate constants smaller than $10^3$ $s^{-1}$. Here, all terms used for computation of the rate constant are fixed, as per Equation 5, assuming this test system is anisotropic\textsuperscript{72} and taking the standard value of $\kappa^2 = \frac{3}{4}$ for the orientation. With $r_{\text{min}}$ as a limiting factor, measured here as 16 Å (see Supplementary Information), we may then define a range of inter-chromophore separations in which excitonic processes dominate. Here, we note that the rate drops below $10^5$ $s^{-1}$ when dimer separation increases beyond 15 nm. In this regime, exciton dissociation is the dominating process. We will therefore adopt this as the maximum to the interaction range $r_{\text{max}}$ for PDI chromophores. The same logic applies for a tetracene anisotropic dimer, where the exciton hopping rate drops to less than $10^3$ $s^{-1}$ when dimer separation increases beyond $r_{\text{max}} = 8$ nm. Furthermore, the culling sphere radius $r_{\text{min}}$ for Tetracene can be taken as 14 Å (see Supplementary Information).

| Transfer Path | PDI | Tetracene |
|---------------|-----|-----------|
| PDI           | 46.243 | 0.056 |
| Tetracene     | 59.875 | 31.734 |

**TABLE II.** Computed spectral overlap for multi-dopant substrates. Donors are given in column, while acceptors are given in row. Overlaps in units of $au^{-1}$. 

FIG. 2. (Top) Normalised absorption and emission spectra for homogeneous A) Perylene Diimide and B) Tetracene systems solvated in Toluene, in atomic units. (Bottom) Spectral overlap schemes for heterogeneous 2 dye substrates when the exciton transport path is from C) Perylene Diimide to Tetracene, and D) Tetracene to Perylene Diimide. Paired overlap functions are computed upon combination of absorption and emission spectra, as per Equation 2.
In this study we also consider a novel system whereby an even mixture of the PDI and Tetracene dyes are in the same substrate. For this system, transition probabilities will not be symmetric upon the exchange of donor and acceptor, and must be calculated separately. Our results show that PDI-Tetracene displays a drastically different overlap to Tetracene-PDI, as shown in Table II and Figure 2. More specifically, for the transfer of an exciton from PDI-Tetracene, a very poor overlap of 0.056 au^{-1} is observed, as shown in Figure 2C. Here, the respective donor and acceptor spectra are not compatible, suggesting that PDI-PDI exciton hopping is more favourable.

However, in the reverse case, where an exciton propagates via a Tetracene-PDI pathway, we see an appreciable overlap of 60 au^{-1}, as shown in Figure 2D. Here, the primary peaks of both respective donor and acceptor spectra overlap considerably, resulting a less intense overlap across a larger portion of the energetic continuum. This larger overlap suggests that an exciton pathway of Tetracene-PDI is in fact more favourable than homogeneous hopping, with very interesting implications on exciton transport properties for the case of mixed dyes. In this particular case, Tetracene has significantly poorer photophysical properties with respect to PDI. Therefore, in this 2-dye system, an exciton is less likely to hop from a PDI onto a Tetracene, and if it does, is likely to jump back. This asymmetry can be exploited, when trying to ensure charge recombination via a particular pathway, in this case fluorescence.

B. Exciton transport properties

The results of KMC simulation were analysed to obtain average transport properties. The mean square displacement

$$\langle r^2(t) \rangle = \frac{1}{N} \sum_{i=1}^{N} ||\vec{r}_i(t) - \vec{r}_i(0)||^2,$$

was calculated for each ensemble of $N = 5000$ trajectories, where $\vec{r}_i(t)$ is the position of the exciton at time $t$ for the $i$-th trajectory. The mean square displacement was then used to infer the diffusion transport properties according to the following model:

$$\langle r^2(t) \rangle = 2D\alpha^2 k^{-\alpha} \gamma(\alpha, kr) \frac{\Gamma(\alpha)}{\Gamma(\alpha + 1)},$$

which represents the time-evolution of the mean square displacement for anomalous diffusion with generalised diffusion coefficient $D$, diffusion anomaly $\alpha$ (regular diffusion for $\alpha = 1$, sub-diffusive transport for $\alpha < 1$), and dissociation rate $k$, while the special functions $\Gamma$ and $\gamma$ in Eq. (7) are the gamma and the lower incomplete gamma functions, respectively (see Supplementary Information for the derivation of the model).

Exciton transport in disordered materials is well known to have diffusive to sub-diffusive character. To accurately infer the anomaly $\alpha$ of the considered diffusion processes we also simulated dissociation-free exciton transport. This was done by removing the dissociation rates from the KMC routine, and sampling 5000 trajectories until $t > 2\tau_{\text{diss}}$, with $\tau_{\text{diss}}^{-1} = kr + k_{\text{IC}} + k_{\text{ISC}}$ being the theoretical exciton lifetime of the considered dye (or the largest dissociation lifetime for the case of mixed dyes). The mean square displacement obtained from these ensembles was used to fit the anomaly $\alpha$ using the following dissociation-free model

$$\langle r^2(i) \rangle \propto t^{\alpha}.$$

The model of Eq. (7) was then used to fit the remaining parameters $D$ and $k$, by fixing the anomaly $\alpha = \alpha_{\text{Fit}}$ gathered from the dissociation-free trajectories. For single-dopant substrates, the dissociation rate is expected to be equal to $kr + k_{\text{IC}} + k_{\text{ISC}}$. This allows us to use Eq. (7) as a consistency check of the transport model, since one has to expect $k_{\text{FIT}} \approx kr + k_{\text{IC}} + k_{\text{ISC}}$. The mean exciton lifetime $\langle \tau \rangle$ was also calculated from the KMC trajectories,

$$\langle \tau \rangle = \frac{1}{N} \sum_{i=1}^{N} \tau_i,$$

with $\tau_i$ being the time at which dissociation occurred for the $i$-th trajectory. For single-dopant substrates $\langle \tau \rangle$, $\tau_{\text{diss}}$ and $k_{\text{FIT}}$ are all expected to be in good agreement with each other, providing a consistency condition for the transport simulation and model.

In order to gather information on the anisotropy of the transport process, each cartesian component of the square displacement for the dissociation-free trajectories was studied to
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obtain $D_x$, $D_y$, and $D_z$, where $D = D_x + D_y + D_z$, $⟨r^2(t)⟩ = ⟨x^2(t)⟩ + ⟨y^2(t)⟩ + ⟨z^2(t)⟩$ and where

$$⟨x^2(t)⟩ = \frac{1}{N} \sum_{i=1}^{N} |x_i(t) - x_i(t_0)|^2,$$

and equivalently for $y$ and $z$. The anisotropy profile, shown in Table III, was then determined comparing the relative magnitude of each component with respect to their sum, $D_j/D$ for $j = x, y, z$.

Dissociation pathways, sites and dyes were also analysed. For single-dopant substrate the frequency of each dissociation pathway ($r$, IC or ISC) is expected to be in agreement with its respective dissociation rate ($k_r$, $k_{IC}$ or $k_{ISC}$). For multi-dopant substrates instead, KMC simulation results provide insight on the interplay between different chromophore species, valuable to guide the design of efficient LSCs.

1. **Disordered configuration**

The exciton transport properties for disordered configurations are presented in Table III and Figures 4 and 5. In disordered substrates transport is isotropic, as expected, due to the random relative orientation of chromophores. Single-dopant PDI substrates display the best transport properties, with an average diffusion length ($r$) = 4.76 nm, near-unit anisotropy $α = 0.94$, and diffusion coefficient $D = 2.82$ nm$^2$/ns, despite having the shortest exciton lifetime $⟨τ⟩ = 6.51$ ns. As expected from the PLQY, PDI’s dissociation is predominately radiative ($99.34\%$), with marginal contributions from IC ($0.65\%$) and ISC ($0.02\%$) recombination pathways; a desirable property for the realisation of LSCs. The mean exciton lifetime $⟨τ⟩ = 6.51$ ns and that obtained by fitting to the model of Eq. (7) $τ_{fit} = k_{firs}^{-1} = 6.72$ ns are in good agreement with PDI’s theoretical lifetime $τ_{diss} = k_{diss}^{-1} = 6.60$ ns, confirming the validity of the model.

Transport in Tetracene is sub-diffusive, with $α = 0.84$, and diffusion coefficient $D = 0.02$ nm$^2$/ns. The average diffusion length ($r$) = 0.46 nm is about one order of magnitude smaller than PDI, despite the longer exciton lifetime $⟨τ⟩ = 11.89$ ns. For comparison, singlet-exciton diffusion in Tetracene crystals is around 12 nm$^2$ns. As opposed to PDI, Tetracene dissociation is dominated by IC ($42.82\%$) and ISC ($31.06\%$), while radiative recombination only accounts for 26.12% of the dissociation events, establishing it as a poor choice for single-dopant substrate LSCs. The mean exciton lifetime $⟨τ⟩ = 11.89$ ns and that obtained by fitting to the model of Eq. (7) $τ_{fit} = k_{firs}^{-1} = 11.62$ ns are in good agreement with Tetracene’s theoretical lifetime $τ_{diss} = k_{diss}^{-1} = 11.74$ ns, confirming the validity of the model.

The transport properties of the multi-dopant PDI+Tetracene substrate are remarkably unbalanced towards PDI’s properties. This is due to the fact that the excitons spend the majority of their lifetime ($⟨τ⟩ ≈ 7.65$ ns) on PDI chromophores, as expected from the strong asymmetry in the inter-species FRET rates shown in Table II. Transport is near-diffusive with $α = 0.94$, diffusion coefficient $D = 0.89$ nm$^2$/ns, and average diffusion length ($r$) = 2.78 nm. Radiative dissociation ($83.14\%$) is remarkably more frequent than IC ($9.82\%$) and ISC ($7.06\%$), returning an effective PLQY of around 0.83.

While the PDI+Tetracene transport properties do not seem to favor a multi-dopant substrates over single-dopant ones, they suggest that mixed-dyes LSCs could prove effective for harnessing singlet excitons, from PDI, and up-converted triplets, from Tetracene, while avoiding Tetracene-induced singlet-quenching. The mean exciton lifetime $⟨τ⟩ = 7.65$ ns is in excellent agreement with that obtained by fitting to the model of Eq. (7) $τ_{fit} = k_{firs}^{-1} = 7.65$ ns, confirming the validity of the model.

2. **Dipole-aligned configuration**

The exciton transport properties for dipole-aligned configurations are summarised in Table III. In dipole-aligned substrates transport is mildly anisotropic. Perfect anisotropy, characteristic of purely crystalline materials, is not to be ex-

| Species | $D$ (nm$^2$/ns) | $α$ | $⟨τ⟩$ (ns) | $⟨r⟩$ (nm) | Anisotropy ($D_x, D_y, D_z$) | Rad (%) | IC (%) | ISC (%) |
|---------|----------------|-----|------------|------------|-----------------------------|--------|--------|--------|
| PDI     | 2.82           | 0.94| 6.51       | 4.76       | 0.33, 0.32, 0.34            | 99.34  | 0.64   | 0.02   |
| TET     | 0.02           | 0.84| 11.89      | 0.46       | 0.33, 0.32, 0.34            | 26.12  | 42.82  | 31.06  |
| PDI + TET | 0.89        | 0.94| 7.65       | 2.78       | 0.33, 0.33, 0.33            | 83.14  | 9.80   | 7.06   |

| Species | $D$ (nm$^2$/ns) | $α$ | $⟨τ⟩$ (ns) | $⟨r⟩$ (nm) | Anisotropy ($D_x, D_y, D_z$) | Rad (%) | IC (%) | ISC (%) |
|---------|----------------|-----|------------|------------|-----------------------------|--------|--------|--------|
| PDI     | 3.42           | 0.95| 6.66       | 5.23       | 0.31, 0.24, 0.25            | 99.34  | 0.64   | 0.02   |
| TET     | 0.03           | 0.81| 11.58      | 0.5        | 0.50, 0.24, 0.26            | 26.04  | 41.58  | 32.38  |
| PDI + TET | 1.10        | 0.97| 7.56       | 3.15       | 0.49, 0.25, 0.26            | 85.76  | 8.49   | 5.74   |
FIG. 4. Exciton transport in single-dopant substrates for disordered (left) and dipole-aligned (right) configuration. Singlet transport is more efficient in PDI (top) than in Tetracene (bottom), despite the former being characterised by shorter exciton lifetimes. Dipole-aligned configurations have enhanced transport properties and a slight anisotropy towards the dipoles’ orientation, which coincides with the x-axis. Generalised diffusion coefficient $D$ and diffusion anomaly $\alpha$ are fitted to the data as discussed in Sec. IV B.

Expected, as the orientation factor $\kappa$ depends on donor and acceptor dipoles and their orientation with respect to the interchromophore separation. Here, instead, the combination of aligned dipoles and randomly distributed sites returns an intermediate regime of anisotropy. For both single-dopant and multi-dopant system the anisotropy is unbalanced towards the $x$ direction, i.e., the typical dipole orientation, with no preferential contribution between the $y$ and $z$ components.

Exciton diffusion is noticeably enhanced by the alignment of the dipoles, with improved transport properties across all considered substrates. As for the case of disordered configurations, single-dopant PDI substrates display the best transport properties, with an average diffusion length $\langle r \rangle = 5.23$ nm, near-unit anomaly $\alpha = 0.95$, and diffusion coefficient $D = 3.43 \text{ nm}^2/\text{ns}$, despite having the shortest exciton lifetime $\langle \tau \rangle = 6.66$ ns. PDI’s dissociation pathways are unchanged with respect to the case of disordered configurations. Numerical, fitted and theoretical exciton lifetimes are in good agreement with each other, with $\langle \tau \rangle = 6.66$ ns, $\tau_{\text{fit}} = k_{\text{fit}}^{-1} = 6.69$ ns and $\tau_{\text{diss}} = k_{\text{diss}}^{-1} = 6.60$ ns.

Transport in Tetracene is sub-diffusive, with $\alpha = 0.81$, and diffusion coefficient $D = 0.03 \text{ nm}^2/\text{ns}$. The average diffusion length $\langle r \rangle = 0.5$ nm is only marginally improved by the alignment of the dipoles, and the dissociation pathways are unaffected. Numerical, fitted and theoretical exciton lifetimes are in good agreement with each other, with $\langle \tau \rangle = 11.89$ ns, $\tau_{\text{fit}} = k_{\text{fit}}^{-1} = 11.88$ ns and $\tau_{\text{diss}} = k_{\text{diss}}^{-1} = 11.74$ ns.

Similar improvement to the transport properties are also obtained for the case of PDI+Tetracene substrates. Transport is near-diffusive with $\alpha = 0.97$, diffusion coefficient $D = 3.42 \text{ nm}^2/\text{ns}$, despite having the shortest exciton lifetime $\langle \tau \rangle = 6.66$ ns.
FIG. 5. Exciton transport in multi-dopant substrates for disordered (left) and dipole-aligned (right) configuration. Singlet transport in PDI-Tetracene mixtures is vastly more efficient than in Tetracene, as excitons spend the majority of their lifetime on PDI chromophores. As for the case of single-dopant substrates, dipole-aligned configurations have enhanced transport properties and display anisotropy towards the dipoles’ orientation, given by the $x$-axis. Generalised diffusion coefficient $D$ and diffusion anomaly $\alpha$ are fitted to the data as discussed in Sec. IV B.

Dissociation sites — Disordered configurations

$D = 1.10 \text{ nm}^2/\text{ns}$, and average diffusion length $\langle r \rangle = 3.15 \text{ nm}$. Radiative dissociation (85.76%) remains dominant over IC (8.49%) and ISC (5.74%), returning an effective PLQY of around 0.85. Numerical and fitted exciton lifetimes are in excellent agreement with each other, with $\langle \tau \rangle = 7.56 \text{ ns}$, $\tau_{\text{fit}} = k_{\text{fit}}^{-1} = 7.56 \text{ ns}$.

It should be noted that the direction of photon emission during a fluorescence event is directly related to the direction of transition dipole alignment$^{74}$. While in the case of a truly disordered system, this propagation is random, in the case of a dipole-aligned system, emitted photons can all be considered to propagate in the same direction. However, aligned-dipole systems have been shown to increase the probability of molecular aggregation$^{74}$, resulting in an increased chance of excitonic quenching pathways$^{13}$. As such, some work into the molecular dynamics of dipole-aligned heterogeneous systems may need to be considered, in addition to bulkier derivative which mitigate aggregative tendencies.
These results highlight the possible advantages of using multi-dopant substrates. Here, we have shown that for heterogeneous PDI-Tetracene substrates, transport is mostly mediated by a particular species of chromophore (PDI). Although transport tends to terminate upon such dye, it is possible for it to also end on Tetracene chromophores. More importantly, it can end on Tetracene chromophores that are much further away from the original excitation site than for single-dopant Tetracene materials, as shown in Figure 6. As a result, mixed-dye materials provide a PDI-Tetracene singlet-bus mechanism which allows excitons to reach Tetracene sites that would otherwise be out of range in single-dopant Tetracene substrates.

V. CONCLUSION

Quantum chemical analysis revealed very strong emission properties for PDI, in contrast to weaker emission properties for Tetracene. Simulated homogeneous substrates were observed to display strong spectral overlaps, resulting in diffusion properties which agreed well with the literature. Heterogeneous PDI-Tetracene systems on the other hand, displayed a favouritism between diffusion sites. Here, singlet excitons residing on Tetracene sites were observed to have higher probabilities to hop to PDI sites.

The KMC simulations provided a fast, computationally inexpensive and reliable approach to simulate the transport properties of singlet excitons in single and multi-dopant substrates. While some exciton transport properties of single-dopant substrates can be predicted analytically, multi-dye materials often necessitate a numerical treatment. The results presented in this work have been entirely obtained from ab-initio calculations and did not require any experimental nor phenomenological parametrisation. This establishes our approach as a powerful technique for LSCs design with existing and yet-to-be synthesised dyes. Furthermore, the approach used in this work can be extended to other exciton pathways, assuming that the corresponding rates are known or can be calculated.

While here we have only considered singlet exciton transport, the inclusion of triplet excitons dynamics highlights another benefit of multi-dopant substrates, i.e., the harvesting of a broader portion of the available spectrum via upconversion pathways. This can be achieved by engineering substrates containing chromophores with efficient singlet transport (A), and dyes with efficient triplet transport and up-conversion mechanism (B), such that the singlet-bus can be utilised to maximize device efficiency. The dyes would be required to favour FRET transport of singlets from B to A, and Dexter transport of triplets from A to B. In such way, singlet excitons would mostly undergo FRET transport in A, while triplet excitons can be recycled into higher-energy singlets instead of being lost to non-radiative pathways. The approach used in this work can be adapted to address the design of these materials, and we expect it to be used in future studies. Our outlook to build on this work will involve adding in ray tracing elements, and multi-exciton interactions, so that we can push towards an even more accurate model.

VI. SUPPLEMENTARY INFORMATION

Supplementary information contains the method used to ascertain a chromophore concentration analogous to the low concentration scheme, pictorial representation of the culling radius, and a derivation of the anomalous diffusion with dissociation rates. We also present the dissociation sites for dipole-aligned configurations. Finally, the optimised cartesian coordinates of all relevant electronic states are given.
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