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Abstract

In this paper, a time-periodic MGRIT algorithm is proposed as a means to reduce the time-to-solution of numerical algorithms by exploiting the time periodicity inherent to many applications in science and engineering. The time-periodic MGRIT algorithm is applied to a variety of linear and nonlinear single- and multiphysics problems that are periodic-in-time. It is demonstrated that the proposed parallel-in-time algorithm can obtain the same time-periodic steady-state solution as sequential time-stepping. It is shown that the required number of MGRIT iterations can be estimated a priori and that the new MGRIT variant can significantly and consistently reduce the time-to-solution compared to sequential time-stepping, irrespective of the number of dimensions, linear or nonlinear PDE models, single-physics or coupled problems and the employed computing resources. The numerical experiments demonstrate that the time-periodic MGRIT algorithm enables a greater level of parallelism yielding faster turnaround, and thus, facilitating more complex and more realistic problems to be solved.
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1. Introduction

Modern computer architectures enable complex and detailed numerical investigations of various problems of interest in science and engineering. Many of these problems include spatial and temporal components that need to be sufficiently resolved to answer important research questions. A significant subset of such models share the presence of periodicity in the time dimension. For example, a simulation model of the human heart may model the time-periodic contraction of the heart tissue due to electrophysiological signals, while a flow model governs the time-periodic evolution of fluid flow in the heart’s chambers due to influx, e.g., from the pulmonary veins and the ejection of blood through the aortic valve.

While parallelization techniques (such as the domain decomposition method, e.g., \cite{1,2,3}) for reducing the time-to-solution for such numerical models are well-known, well-established and (for the most part)
straightforward to apply for the space dimension, parallelization techniques for the time dimension are less wide-spread and less well-known as their spatial counterpart, especially in the application-driven research communities. With the first explorations into time-parallelism in the work of Nievergelt in 1964 [4], so-called parallel-in-time methods have seen a rise and fall in interest for the decades to follow, e.g., see the excellent review articles by Gander [5] and Ong and Schroder [6]. More recently, the introduction of massively parallel hardware has led to situations where spatial speedups saturate before all available hardware can be employed, such that interest in parallel-in-time algorithms has started increasing steadily.

Nowadays, time-parallel algorithms have seen uptake in a wider range of research fields. Many such parallel-in-time methods exist, e.g., [7–8, 9–10, 11–12, 13–14, 15–16, 17–18] and researchers continue to develop and propose new techniques. On the other hand (and similar to numerical algorithms that fall into other categories than time-parallelism), a growing number of researchers develop convergence analysis for their algorithms to enable well-informed parameter choices and thus improve parallel efficiency, e.g., see [19–20, 21–22, 23–24, 25–26, 27–28, 29–30] and many others.

The number of parallel-in-time techniques that were successfully applied to time-periodic problems is smaller; however, a time-periodic waveform relaxation-type method was introduced in the work of Vandewalle and Piessens [30]. Other algorithms fall into two principal categories: algorithms that employ a periodic-in-time coarse-problem, e.g., [20–31, 32–33], or a non-periodic-in-time coarse-problem, e.g., [34–31, 35–36].

In this work, we extend the multigrid-reduction-in-time (MGRIT) algorithm for the class of applications that exhibit periodicity in the time dimension using a non-periodic coarse-problem approach. While the proposed method is agnostic to the underlying PDE, the applications in this work stem from the biomedical engineering field. In Section 2, we commence by introducing the (non-periodic) MGRIT algorithm and develop its time-periodic variant. In Section 3, we introduce three application classes covering linear and nonlinear flow and fluid-structure interaction problems in two and three space dimensions. We assess the time-periodic MGRIT algorithm for each of these applications in Section 4, where we compare the time-periodic steady-state solution obtained by using sequential time-stepping and time-periodic MGRIT. We further explore the cost-to-accuracy ratio using analytic solutions and demonstrate the achieved runtime reduction using time-periodic MGRIT (up to 37x speedup) over a range of small- to medium-sized parallel computing hardware (up to 256 processors). We conclude by discussing the benefits of the proposed algorithm and its limitations in Section 5.

2. Methodology

In this section, we discuss the sequential time-stepping solution of a general time-dependent PDE and introduce MGRIT as a parallel-in-time solver that solves the same space-time problem iteratively. We then introduce an extension to standard MGRIT for the solution of general nonlinear systems of PDEs that exhibit time-periodic behavior. By adapting the MGRIT solution process to the time-periodic property of the considered system, we propose to exploit this property at the solver level as a means to exploit the full potential for parallel speedup. In general, MGRIT is a true multilevel method (compare with, e.g., spatial and algebraic multigrid methods [36–37, 38–39]). For ease of presentation, however, we restrict ourselves to the two-level setting. Nevertheless, the time-periodic MGRIT algorithm’s design encompasses the true multilevel setting [39–40].

2.1. Sequential time-stepping

First, consider the general form of a time-dependent PDE in one spatial dimension:

\[ f(x, t; u, \partial u/\partial x, \partial u/\partial t, \partial^2 u/\partial x^2, \ldots) = 0 \quad \text{for} \ (x, t) \in \Omega \times [0, T]. \]  

(1)

Discretizing Equation (1) in space and time, sequential time-stepping can be written as,

\[ u_n = \Phi(u_n, u_{n-1}) + g_n \quad \text{for} \ n = 1, \ldots, N_0 - 1, \]  

(2)
with approximation $u_n$ at time $t_n$, and forcing function $g_n$ for $N_0$ time points, $0 = t_0 < t_1 < \ldots < t_{N_0-1} = T$, and final time $T$. Here, $u_n, g_n \in \mathbb{R}^{N_x}$ with $N_x$ spatial degrees-of-freedom. Further, $\Phi$ is referred to as the time-stepping operator.

For linear problems, Equation (2) can be written as,

$$u_n = \Phi_n u_{n-1} + g_n \quad \text{for } n = 1, \ldots, N_0 - 1.$$  

Further, $\Phi_n = \Phi_0$, if a fixed spatial discretization and equidistant time points $t_n = n \cdot \delta_0$ are assumed for $n = 0, \ldots, N_0 - 1$ and time step size $\delta_0 = T/(N_0 - 1)$. Then, Equation (3) can be written in matrix form,

$$A_0 u = \begin{bmatrix} I & -\Phi_0 & I & \cdots & I \\ -\Phi_0 & I & \cdots & \cdots & \cdots \\ \cdots & \cdots & \cdots & \cdots & \cdots \\ -\Phi_0 & I \\ \cdots & \cdots & \cdots & \cdots & \cdots \end{bmatrix} \begin{bmatrix} u_0 \\ u_1 \\ u_2 \\ \vdots \\ u_{N_0-1} \end{bmatrix} = g,$$

with space-time matrix $A_0 \in \mathbb{R}^{N_x N_0 \times N_x N_0}$ and space-time solution vector $u \in \mathbb{R}^{N_x N_0}$. Now, sequential time-stepping can be identified as a block-forward solve of (4).

### 2.2. Multigrid-reduction-in-time (MGRIT)

MGRIT solves (4) iteratively using a linear or near-linear number of block operations \cite{27}. That is, MGRIT is an $O(N_0)$ method \cite{17,18}, similar to sequential time-stepping. To achieve parallelism in the temporal domain, MGRIT introduces two (or more) time grids, accompanied by a coarse-grid correction scheme based on multigrid reduction. The fine grid (or time grid on level $\ell = 0$) is composed of all time points $t_n$ (for $n = 0, \ldots, N_0 - 1$) and the coarse grid (or time grid on level $\ell = 1$) is derived from a uniform coarsening of the fine grid, see Figure 1. The temporal coarsening factor is denoted as $m \in \mathbb{Z}^+$, such that the number of time points on the coarse grid is given by $N_1 = (N_0 - 1)/m + 1$, with corresponding time step size $\delta_1 = m \delta_0$ and time-stepping operator $\Phi_1$. On the fine grid, time points are partitioned into F-points and C-points, where C-points refer to the time points also present on the coarse grid and F-points only exist on the fine grid, see Figure 1.

![Figure 1: Two-level decomposition of the time grid with time points $t_n$ into F-points (black, only on fine grid) and C-points (red, only on coarse-grid) with fine grid time step size $\delta_0$ (level 0) and coarse grid time step size $\delta_1$ (level 1). Here, the temporal coarsening factor is given as $m = 4$ and the time stepping operators are denoted as $\Phi_0$ and $\Phi_1$.](image)

Instead of applying the fine-grid time-stepping operator $m$ times per coarse-grid time step, MGRIT approximates the exact coarse-grid time-stepping operator,

$$\Phi_1 \approx \Phi_0^m,$$

in order to reduce complexity. A Schur complement decomposition of $A_0$ yields ideal multigrid restriction
and interpolation operators. That is, ideal restriction from level 0 to 1 is given as,

\[ R = \begin{bmatrix}
    I & \Phi_0^{m-1} & \Phi_0^{m-2} & \cdots & I \\
    \Phi_0^0 & I & \Phi_0^{m-1} & \cdots & \Phi_0^{m-2} \\
    & \ddots & \ddots & \ddots & \ddots \\
    & & \Phi_0^0 & I & \Phi_0^{m-1} \\
\end{bmatrix} \in \mathbb{R}^{N_x N_1 \times N_x N_0}, \tag{6}\]

and restricts the approximate solution at C-points from the fine grid to the coarse grid. Ideal interpolation from level 1 to level 0 is given as,

\[ P = \begin{bmatrix}
    [I, \Phi_0^0, \cdots, \Phi_0^0]^T & [I, \Phi_0^0, \cdots, \Phi_0^0]^T & \cdots & [I, \Phi_0^0, \cdots, \Phi_0^0]^T \\
    [I, \Phi_0^0, \cdots, \Phi_0^0] & [I, \Phi_0^0, \cdots, \Phi_0^0] & \cdots & [I, \Phi_0^0, \cdots, \Phi_0^0] \\
    & \ddots & \ddots & \ddots \\
    & & [I, \Phi_0^0, \cdots, \Phi_0^0] & [I, \Phi_0^0, \cdots, \Phi_0^0] \\
\end{bmatrix} \in \mathbb{R}^{N_x N_0 \times N_x N_1}, \tag{7}\]

and interpolates the approximate solution from the coarse grid to the C-points and its neighboring F-points on the fine grid.

Note, that in general \( \Phi_{\ell} \neq \Phi_{\ell}^T \) and thus \( P \neq R^T \) [Equation (28)]. Then, the ideal multigrid coarse-grid operator, \( RA_0P \) approximates the space-time matrix \( A_1 \) on level 1 [25],

\[ RA_0P = R_I A_0 P = \begin{bmatrix}
    I & \Phi_0^m & I \\
    -\Phi_0^m & I & -\Phi_0^m \\
    & \ddots & \ddots \\
    & & -\Phi_0^m & I \\
\end{bmatrix} \approx \begin{bmatrix}
    I & -\Phi_1 & I \\
    -\Phi_1 & I & -\Phi_1 \\
    & \ddots & \ddots \\
\end{bmatrix} = A_1 \in \mathbb{R}^{N_x N_1 \times N_x N_1} \tag{8}\]

where the first equality is given by Equation [SM1] and restriction by injection is given by the operator,

\[ R_I = \begin{bmatrix}
    I & 0 & \cdots & 0 \\
    0 & I & \cdots & 0 \\
    \vdots & \ddots & \ddots & \ddots \\
    0 & \cdots & 0 & I \\
\end{bmatrix} \in \mathbb{R}^{N_x N_1 \times N_x N_0}. \tag{9}\]

\( R_I \) in Equation [9] has a similar block structure as \( R \) in Equation [6] but with all blocks \( \Phi_1^k \) (for \( k = 1, \ldots, m-1 \)) set to zero. Thus, \( R_I \) restricts the C-points from level 0 to level 1, omitting the respective F-points.

Coarse-grid correction reduces error at C-points and is thus coupled with a process referred to as \( F \)-relaxation to reduce error at F-points. Algebraically, this is an application of the idempotent operator,

\[ F = PR_I. \tag{10}\]

When \( F \)-relaxation does not sufficiently reduce error at F-points, a stronger relaxation scheme can be used, called FCF-relaxation. FCF-relaxation refers to subsequently applied \( F \), \( C \) and \( F \)-relaxation steps. \( C \)-relaxation updates every C-point based on taking one time step from the corresponding previous F-point. Algebraically, this corresponds to an application of \( C = I - R_I^T (R_I A_0 R_I^T)^{-1} R_I A_0 \). FCF-relaxation can then be written as,

\[ FCF = P(I - RA_0 P)R_I. \tag{11}\]

\(^{3}\)The coarse-grid operator \( RA_0 P \) is ideal since one step on the coarse grid is performed by \( m \) fine grid time steps, which yields the exact solution with respect to the fine grid. Without approximating the operator \( RA_0 P \), the method would be as expensive, which motivates the approximation in Equation [8].
F-relaxation reduces error at the F-points following a given C-point, whereas C-relaxation reduces error at the C-point following the previous F-point; thus, both can be seen as block Jacobi applied to the respective rows in $A_0$.

Now that we have the basic ingredients for MGRIT, we can describe a standard two-level cycle in the following pseudocode:

**Algorithm 1** Pseudocode for two-level MGRIT algorithm, adapted from [25].

1: repeat
2: Relax on $A_0u = g$ using F-/FCF-relaxation with $\Phi_0$.  \hspace{1cm} \triangleright \text{In parallel}
3: Compute coarse-grid residual $r_\Delta = R(g - A_0u)$.  \hspace{1cm} \triangleright \text{In parallel}
4: Solve coarse grid correction problem $A_1e_\Delta = r_\Delta$ using $\Phi_1$.
5: Correct solution at fine-grid C-points with $e_\Delta$. \hspace{1cm} \triangleright \text{In parallel}
6: Update the solution at the F-points with F-relaxation and $\Phi_0$. \hspace{1cm} \triangleright \text{In parallel}
7: until norm of residual is small enough

It is clear from the pseudocode in Algorithm 1 that more work needs to be done compared to sequential time-stepping; however, this work can be done in parallel, which highlights MGRIT’s potential for parallel speedup.

Remark 1. MGRIT does not require the same time-stepping operator on the fine and coarse time grids. In fact, employing a cheaper (w.r.t. computational work) time-stepping operator and / or spatial solver can improve parallel performance, e.g., see [42, 43].

Remark 2. MGRIT is neither restricted to the linear PDE case nor to simple two-level cycles. Similar to other multigrid methods, MGRIT can accomodate various cycling strategies, such as V- and F-cycles. Multilevel V-cycles are achieved by calling the algorithm recursively in Step 4 in Algorithm 1. Multilevel F-cycles can be achieved by performing (at least) one V-cycle as postrelaxation at each level [43]. Similar to other multigrid reduction problems, solving the nonlinear setting is achieved by solving Equation 2 and employing a full approximation storage approach. For more details, refer to [17, 18].

Remark 3. To simplify terminology, we refer to the exact solution as the solution obtained from sequential time-stepping on the fine grid. Note, that sequential time-stepping can be identified as a direct solution approach with respect to Equation 4. In that regard, MGRIT can be interpreted as an iterative solver, which obtains the same solution as sequential time-stepping on the fine grid.

2.3. The XBraid library

For the work presented in this article, the open-source implementation XBraid [40] (release v2.3.0) was employed and extended, e.g., to implement the time-periodic MGRIT variant proposed in the following. To successfully link an existing simulation package with XBraid, the user has to implement a number of wrapper routines. The wrapper steers and calls the simulation code to perform a number of basic tasks (e.g., norm computation, data I/O, etc.) and to perform time integration. Time integration routines from the simulation code are exposed through the so-called XBraid step function that represents the application of the time stepping operator $\Phi_t$, see Equation 2 and Equation 3.

The step function can be summarized as the following pseudocode:

**Algorithm 2** Pseudocode for XBraid’s step function on level $\ell$.

1: function step_function($u(\cdot, t), t, \delta t$)
2: Set $u(\cdot, t)$, time $t$ and time step size $\delta t$
3: Compute solution $u(\cdot, t + \delta t) = \Phi_t(u(\cdot, t + \delta t), u(\cdot, t); t, t + \delta t) + g(\cdot, t + \delta t)$
4: return $u(\cdot, t + \delta t)$
A realistic step function may have many more steps or customizations depending on the considered setting; however, Algorithm 2 highlights the fundamental algorithmic steps. Overall, the required implementation overhead to enable parallel-in-time integration through MGRIT is relatively low. For example, the finite element package CHeart [45, 46] has about 98500 lines of Fortran code (includes comments), whereas the wrapper routines only amount to about 2050 lines of Fortran code (includes comments).

2.4. Extension for time-periodic problems

In this section, we describe how the MGRIT algorithm can be extended to solve time-periodic problems more efficiently by making the fine grid periodic. Instead of solving the problem in a traditional manner using sequential time-stepping and simulating \( q \) cycles (i.e., \( t \in [0, qT] \)) to achieve a time-periodic steady-state, the proposed time-periodic MGRIT algorithm approximates the space-time solution over one periodic cycle only (i.e., \( t \in [0, T] \)).

First, an initial space-time guess is obtained (XBraid iteration 0) by performing sequential time-stepping on the coarse-grid, which can be configured in the XBraid library (refer to the skip-first-down option in the XBraid manual [40]). XBraid cycling then continues as normal. Convergence to the time-periodic steady-state is achieved by updating the initial condition at \( t = 0 \) on the fine grid, whenever a new value is computed / available at \( t = T \) on the fine grid. That is, the step function from Algorithm 2 is used on the coarse grid, whereas a modified step function is employed on the fine grid:

Algorithm 3: Pseudo-code for XBraid’s step function for the time-periodic case on level 0.

1: function step\_function\((u(\cdot, t), t, \delta_0)\)
2: Set \( u(\cdot, t) \), time \( t \) and time step size \( \delta_0 \)
3: if \( t = 0 \) and iteration \( i > 0 \) then
4: if initial condition at \( t = 0 \) not converged then
5: Receive update as \( u(\cdot, t) \) using blocking MPI\_Recv
6: if iteration \( i = 1 \) and using F-relaxation then
7: Discard first update and receive second update as \( u(\cdot, t) \) using blocking MPI\_Recv
8: Compute solution \( u(\cdot, t + \delta_0) = \Phi_0(u(\cdot, t + \delta_0), u(\cdot, t); t, t + \delta_0) + g(\cdot, t + \delta_0) \)
9: if \( t + \delta_0 = T \) then
10: if initial condition at \( t = 0 \) not converged then
11: if \( \|u(\cdot, T) - u(\cdot, 0)\|_2 < tol \) then
12: Set initial condition as converged
13: Send update of \( u(\cdot, T) \) using nonblocking MPI\_iSend
14: return \( u(\cdot, t + \delta_0) \)

In the following, we provide a more detailed description of the modified fine grid step function for the time-periodic case to accompany the pseudocode in Algorithm 3. First, if \( t = 0 \) and the initial condition at \( t = 0 \) is not converged, an update of the initial condition is received in Step 5. During the first iteration and if F-relaxation is employed, a second update of the initial condition is received in Step 6. Then, perform time-integration in Step 8 as usual. If the current time equals the cycle time, i.e., \( t + \delta_0 = T \), check if the initial condition has converged (Step 11) and send an update in Step 13 if required. Finally, return the new value in Step 14.

Remark 4. Since the time-periodic MGRIT algorithm starts a forward-solve on the coarsest-grid, no updates are available for iteration 0 in Step 5 of Algorithm 3. In the case that no time-parallelism is employed (i.e.

\footnote{Note, that additional changes or additions to the CHeart source code (e.g., I/O in the time-parallel setting) have been made since this computation.}

\footnote{By modifying the algorithm only on the fine grid, it naturally extends to the true multilevel setting.}

\footnote{The cost for obtaining the initial space-time guess for a linear problem is roughly one \( m^{th} \) of the cost of running sequential time stepping on the fine grid, where \( m \) is the temporal coarsening factor.}
one processor in time), the initial condition is directly updated from the value computed for \( t = T \) without MPI communication.

**Remark 5.** In iteration 1, processor 0 waits for two messages in the case of F-relaxation, see Algorithm 3. Preliminary experiments showed that this was required to achieve a robust residual reduction with a convergence factor smaller than one. The following iterations, however, proceed similarly for F- and FCF-relaxation and ensure that updates are incorporated as they become available.

**Remark 6.** Step 11 of Algorithm 3 allows for an approximate convergence to the time-periodic steady-state with a given tolerance \( \text{tol} \). To achieve this, a callback function was implemented in XBraid that lets the simulation code compute the size of the jump and therefore communicate to XBraid whether it may terminate (initial condition converged) or not (initial condition not converged). In this work, convergence of the initial condition is evaluated using an absolute convergence criterion, however, a relative tolerance could be similarly appropriate.

**Remark 7.** A similar idea to exploit time-periodicity was applied for the Parareal algorithm [19, 31]. In our approach, however, we only require an approximate update of the initial condition. In this work, the solution at \( t = 0 \) is considered converged (indicating a time-periodic steady state) if the absolute difference of subsequent approximations is less than 10^{-10} in the Euclidean norm.

In the following, we only consider two-level MGRIT using F- and FCF-relaxation, a temporal coarsening factor of \( m = 8 \) and an initial space-time guess based on sequential time stepping on the coarse grid, unless noted otherwise.

### 3. Numerical experiments

In this section, we introduce three application classes for which we will assess the proposed time-periodic MGRIT algorithm in Section 4. To assess the new algorithm for a simple test problem, we commence with a simple linear PDE model defined over a rigid two-dimensional flow domain (resembling flow in the ascending aorta) in Section 3.1. We proceed by adding complexity in a multiphysics problem in Section 3.2: linear and nonlinear fluid-structure interaction models in a 2D channel and 3D vessel, where analytic solutions are available to highlight the space-time error reduction properties of the algorithm. We complete the assessment by applying a nonlinear flow model over a realistic left atrium / left ventricle (LA / LV) geometry taken from 3D MRI data in Section 3.3, to demonstrate that the new algorithm is applicable to more complex applications without further modifications.

#### 3.1. Simplified flow in the ascending aorta

Consider flow in the ascending aorta in a simplified two-dimensional geometry, see Figure 2: Pulsatile blood flow is entering the domain from the left ventricle. The blood flows past two rigid valves, the aortic sinus (anatomic dilations of the ascending aorta) and enters the ascending aorta. The outflow domain is slightly extended where the aortic arch would be located.

Further, consider the Stokes equations for incompressible Newtonian flow:

\[
\rho_f \partial_t v_f - \nabla \cdot \left[ \mu_f \left( \nabla v_f + \nabla^T v_f \right) - p_f I \right] = 0 \quad \text{in} \; \Omega_f, \tag{12}
\]

\[
\nabla \cdot v_f = 0 \quad \text{in} \; \Omega_f, \tag{13}
\]

\[\text{Here, we simplify the problem by making the geometry rigid to be able to test the algorithm for a simple flow model over a complex geometry.}\]

\[\text{For this type of application, a simple Stokes flow model may not be the most accurate choice. This choice, however, was motivated by the aim of investigating the time-periodic MGRIT algorithm in a number of different settings, e.g., by starting off from a simple linear model and adding complexity in a step-by-step manner, to ultimately highlight that the algorithm performs well in various settings.}\]
with velocity $v_f$, pressure $p_f$, density $\rho_f = 10^{-3}$ g/mm$^3$ and viscosity $\mu_f = 0.04$ g/(mm · s). Pulsatile parabolic inflow with cycle length $T = 1.024$ s is prescribed at the inflow,

$$v_f = \begin{bmatrix} 200 \\ 0 \end{bmatrix} \frac{mm}{s} \left(0.5 + 0.5 \cdot \cos \left(\frac{2\pi t - \pi}{T}\right)\right) \left[1 - \left(\frac{y - 0.685 mm}{14.415 mm}\right)^2\right],$$  \hspace{1cm} (14)

and pulsatile outflow$^9$ is prescribed at the left and right coronary arteries,

$$v_f = \begin{bmatrix} 0 \\ 10 \end{bmatrix} \frac{mm}{s} \left(0.5 + 0.5 \cdot \cos \left(\frac{2\pi t - \pi}{T}\right)\right) \text{sign}(y).$$  \hspace{1cm} (15)

Zero Neumann conditions are prescribed at the outflow and zero Dirichlet conditions are prescribed at all other boundaries. The initial condition is set as zero.

![Figure 2: Simplified ascending aorta geometry in two dimensions with rigid maximally dilated valves. Inflow occurs from the left ventricle on the left. Minor outflows are observed toward the left and right coronary arteries at the top and bottom, and main outflow toward the aortic arch on the right.](image)

### 3.1.1. Space-time discretization and weak formulation

The fluid domain $\Omega_f$ is discretized using finite elements with 1388 inf-sup stable $P^2 - P^1$ Taylor-Hood elements and $N_x = 6879$ degrees-of-freedom, see Figure 2. A backward Euler time discretization scheme is employed to discretize the temporal domain with equidistant time points $t_i = i\delta_0$ for $i = 0, 1, \ldots, 1024$, such that the time step size is given as $\delta_0 = T/1024 = 1$ ms. Then the general discrete weak form of Equation (12) and Equation (13) can be written as follows:

Find $s^{n+1}\ni\Omega_f^h\ni(\mathbf{v}^{n+1}_f, p^{n+1}_f)\ni(\mathbf{V}_f^h \times W_f^h)$, such that for every $d\ni(\mathbf{w}_f, q_f)\ni(\mathbf{V}_f^h) \times W_f^h$:

$$R(s^{n+1}, s^n, d) = \int_{\Omega_f^h} \rho_f \frac{v^{n+1}_f - v^n_f}{\delta_0} \cdot \mathbf{w}_f + [\mu_f Dv^{n+1}_f - p^{n+1}_f I] : \nabla \mathbf{w}_f + q_f \nabla \cdot v^{n+1}_f \, d\Omega_f^h = 0,$$

where $D\mathbf{v} = \text{sym}(\mathbf{v})$ and $\Omega_f^h$ refers to the discretized domain and the definition of the function spaces are

$^9$A constant flow profile was applied across the outflow boundary for ease of setting up the numerical problem, as the overall flow problem was already simplified.
given as,

$$S^p(\Omega^h_f) = \{ f : \Omega^h_f \rightarrow \mathbb{R} \mid f \in C^0(\Omega^h_f), f|_{\tau_e} \in P^p(\tau_e), \forall \tau_e \in T^h_f \},$$  \hspace{1cm} (17)

which represent the general continuous $p^{th}$-order piecewise polynomial spaces defined on $\Omega^h_f$, and $T^h_f$ is the set of triangles composing $\Omega^h_f$. Consequently,

$$\mathcal{V}^h = [S^2(\Omega^h_f)]^2 \quad \text{and} \quad \mathcal{W}_f = S^1(\Omega^h_f),$$  \hspace{1cm} (18)

and incorporating the boundary conditions yields,

$$\mathcal{V}^h_0 = \{ v \in \mathcal{V}^h \mid v = 0 \text{ on } \Gamma^h_W \},$$  \hspace{1cm} (19)

$$\mathcal{V}^h_D = \{ v \in \mathcal{V}^h \mid v = v_f \text{ according to (14) and (15)} \}.$$  \hspace{1cm} (20)

### 3.1.2. Convergence to a time-periodic steady state

For the linear flow problem, the periodicity is boundary-driven due to the pulsatile inflow. Using sequential time-stepping, the system can be driven to a periodic steady-state by simulating multiple cardiac cycles, such that each cycle starts off with an improved initial state. In contrast, time-periodic MGRIT as an iterative method achieves a time-periodic steady-state solution by continuously updating the initial condition during each iteration for a single cardiac cycle, see Section 2.4.

We obtain a time-periodic steady-state solution by simulating 10 subsequent cardiac cycles using sequential time-stepping. The solution over the 10th cycle is thus set as the steady-state reference solution. The reference solution is then compared with the sequential time-stepping solution for each cycle, as well as the time-periodic MGRIT approximation over one cycle for each MGRIT iteration. For comparison, we employ the $L_2(\Omega^h_t; L_2(\Omega^h_f))$-norm over the velocity field over a whole temporal cycle. For a better understanding of the initial condition convergence criterion, we further compute the time point-wise difference $L_2(\Omega^h_f)$-norm over the velocity field for each sequential time-stepping cycle as well as time-periodic MGRIT iteration.

### 3.1.3. Numerical setup

To solve the spatial problem described above, we employ the finite element solver CHeart [45, 47], which is based on the matrix solver MUMPS [48]. For sequential time-stepping runs, CHeart steers the simulation by itself and it is set up to run 10 subsequent cardiac cycles. For the time-periodic MGRIT runs, wrapper code was written that implements the time-periodic MGRIT algorithm (see Section 2.4) based on the open-source library XBraid, to solve the space-time problem over one cardiac cycle iteratively. At the lowest level, the wrapper code calls CHeart to solve one time step according to the step function defined in Algorithm 3, using an initial condition, the current time and the current time step size (i.e. fine or coarse grid time step size).

Measures that indicate the distance to the time-periodic steady-state reference solution (as defined in Section 3.1.2) are computed a posteriori and are thus not part of the observed runtimes of the respective algorithms.

### 3.2. Fluid-structure interaction problem with analytic solution

In this section, we consider two cases of a class of analytic solutions for fluid-structure interaction [49]: the transient interaction of flow with a linear solid in a 2D channel (Section 3.2.1) and the transient interaction of flow with a nonlinear solid in a 3D vessel (Section 3.2.2).

#### 3.2.1. Transient interaction between flow and linear solid

First, consider the time-periodic interaction of flow with a linear-elastic solid. The space-time domain corresponds to a 2D channel with extents $1 \times 1.2$ and cycle time of $T = 1.024$. Fluid density and viscosity are selected as $\rho_f = 1$ and $\mu_f = 10^{-2}$. Solid density and stiffness are selected as $\rho_s = 1$ and $\mu_s = 10^{-1}$.

In line with [49, Section 5.1], parameters were selected to highlight key solution features and for conducting a space-time convergence analysis. But they are arbitrary in the sense that they were chosen without a particular application area in
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\[10\] In line with [49, Section 5.1], parameters were selected to highlight key solution features and for conducting a space-time convergence analysis. But they are arbitrary in the sense that they were chosen without a particular application area in
The incompressible flow is modeled using the Stokes equations (see Equation (12) and Equation (13)). On the other hand, the incompressible, isotropic and homogeneous solid deformations are governed by the transient linear elasticity equations in first-order form:

\[
\frac{\partial_t \mathbf{u}_s}{\rho_s} = \nabla \cdot \left( \mu_s \mathbf{D} \mathbf{u}_s - p_s \mathbf{I} \right) \ 	ext{in} \ \Omega_s, \tag{22}
\]

\[
\nabla \cdot \mathbf{v}_s = 0 \quad \text{in} \ \Omega_s, \tag{23}
\]

with displacement \( \mathbf{u}_s \), velocity \( \mathbf{v}_s \) and hydrostatic pressure \( p_s \). The two equation sets are coupled using the following interface conditions:

\[
\mathbf{v}_f - \mathbf{v}_s = 0, \tag{24}
\]

\[
\left[ \mu_f \mathbf{D} \mathbf{v}_f - p_f \mathbf{I} \right] \cdot \mathbf{n}_f + \left[ \mu_s \mathbf{D} \mathbf{u}_s - p_s \mathbf{I} \right] \cdot \mathbf{n}_s = 0, \tag{25}
\]

with outer boundary normal vectors for the fluid and solid subdomains \( \mathbf{n}_f \) and \( \mathbf{n}_s \), respectively.

**Space-time discretization and weak formulation.** Similar to Section 3.1, an inf-sup stable Taylor-Hood finite element discretization is employed in space with weak enforcement of the coupling constraints (24) / (25) through the introduction of a Lagrange multiplier variable, \( \lambda = t_f = -t_s \), see [50]. Quadratic quadrilateral elements are used for the fluid velocity, solid velocity and solid displacement variables, linear quadrilateral elements for the fluid pressure and solid pressure variables and quadratic line elements for the Lagrange multiplier variable. The spatial step size is selected as 0.025. For the time discretization, a backward Euler time discretization scheme [41] is selected with time step size 0.002. Overall, the space-time discretization amounts to 5120 time steps per cycle and 18088 spatial degrees-of-freedom.

The derivation of the weak form equations is analogous to Section 3.1.1 and is therefore omitted.

---

mind. Thus, they are given in a unitless format.” One key solution feature is that the parameter set yields significant solid deformations, whereas physiologically relevant parameters may not result in significant solid deformations, see [49, Section 5.3]. Furthermore, results in the corresponding results section are likewise given in unitless format.
3.2.2. Transient interaction between flow and nonlinear solid

Now adding complexity, we consider the time-periodic interaction of flow with a hyperelastic solid in a 3D vessel geometry. The spatial domain is derived by rotating the domain from Section 3.2.1 around the $x$-axis (see Figure 3) with extents $1 \times 1$ (solid thickness of 0.3). The cycle length is 1.024. Fluid density and viscosity are selected as $\rho_f = 2.1$ and $\mu_f = 3 \cdot 10^{-2}$. Solid density and stiffness are selected as $\rho_s = 1$ and $\mu_s = 10^{-3}$.

The incompressible flow is modeled using the Navier-Stokes equations in Arbitrary Lagrangian-Eulerian (ALE) form. On the other hand, the incompressible, isotropic and homogeneous solid deformations are governed by the transient finite elasticity equations using a Neo-Hookean material law. Then, the FSI problem takes the following general form in accordance to [49]:

\begin{align}
\rho_f \partial_t v_f + \rho_f (v_f - w_f) \cdot \nabla_x v_f + \nabla_x \cdot \sigma_f &= 0 \quad \text{in} \ \Omega_f, \\
\nabla_x \cdot v_f &= 0 \quad \text{in} \ \Omega_f, \\
[v_f]_k &= 0 \quad \text{on} \ \Gamma_f^k \cup \Gamma_s^k, \quad \text{for} \ k \in \{x, y, z\}, \\
(\sigma_f \cdot n_f) \cdot e_z &= [t_f]_z \quad \text{on} \ \Gamma_f^k \cup \Gamma_s^k, \\
v_f(., 0) &= v_f^0 \quad \text{in} \ \Omega_f(0), 
\end{align}

\begin{align}
\rho_s \partial_t u_s - \nabla X \cdot P_s &= 0 \quad \text{in} \ \Omega_s(0) \times [0, T], \\
\text{det} F - 1 &= 0 \quad \text{in} \ \Omega_s(0) \times [0, T], \\
u_s(., t) &= 0 \quad \text{on} \ \Gamma_s^W, \\
[u_s]_k &= 0 \quad \text{on} \ \Gamma_s^k \cup \Gamma_s^O, \quad \text{for} \ k \in \{x, y\}, \\
(P_s \cdot N_s) \cdot e_z &= t_s \quad \text{on} \ \Gamma_s^k \cup \Gamma_s^O, \\
u_s(., 0) &= u_s^0 \quad \text{in} \ \Omega_s(0), \\
v_s(., 0) &= v_s^0 \quad \text{in} \ \Omega_s(0), 
\end{align}

\begin{align}
\sigma_f \cdot n_f + \sigma_s \cdot n_s &= 0 \quad \text{on} \ \Gamma^\Lambda, \\
v_f - v_s &= 0 \quad \text{on} \ \Gamma^\Lambda, 
\end{align}

with fluid velocity $v_f$, fluid domain velocity $w_f$, fluid Cauchy stress tensor $\sigma_f = \mu_f Dv_f - p_f I$ with fluid pressure $p_f$, solid displacement $u_s$, the first Piola-Kirchhoff stress tensor $P_s$, the deformation gradient tensor $F = \nabla_X u_s + I$, the solid Cauchy stress tensor $\sigma_s = \frac{1}{(\text{det} F)^{2/3}} F F^T - p_s F^T$, the solid pressure $p_s$ and the outer boundary normals $n_f$ on the fluid domain and $n_s$ and $N_s$ on the solid and solid reference domain, respectively.

In the discrete setting, care must be taken in order to properly manage coupling between (fluid and solid) meshes. This is achieved by mapping both coupling surfaces to a common interface surface $\Gamma^\Lambda$. Further, note that using Nanson’s formula (i.e. $n_s = (\text{det} F) F^{-T} N_s$) in Equation 38, the solid traction can be written using the Cauchy and first Piola-Kirchhoff stress tensor as $\sigma_s \cdot n_s = P_s \cdot N_s$.

Here, we omit the expansive definition of initial, Dirichlet and Neumann boundary conditions (i.e. $v_f^0$, $t_f$, $t_s$, $u_s^0$, $v_s^0$), as those are adopted unmodified from the original work [49].

\[11\text{Similar to Section 3.2.1, parameters were selected according to [49, Section 5.2].}\]
\[12\text{For the time-periodic MGRIT run, the initial condition is considered to be the analytic solution for all variables except for the fluid velocity, which is initially zero everywhere. This is to achieve a good initial condition and initial guess with a}\]

11 Similar to Section 3.2.1, parameters were selected according to [49, Section 5.2].
12 For the time-periodic MGRIT run, the initial condition is considered to be the analytic solution for all variables except for the fluid velocity, which is initially zero everywhere. This is to achieve a good initial condition and initial guess with a
Space-time discretization and weak formulation. Again, using inf-sup quadratic-linear Taylor-Hood finite elements (fluid: tetrahedral mesh; solid: hexahedral mesh; Lagrange multiplier: triangular mesh) and backward Euler time integration, we consider two mesh refinement levels: coarse and fine. The domains are discretized using approximate space-time step sizes of (0.314, 0.002) and (0.157, 0.0005) for the coarse and fine meshes, which results in $32793 \times 512$ and $245009 \times 2048$ space-time degrees-of-freedom, respectively.

For conciseness, we omit the weak form of (26) – (39) as it is derived similarly to Section 3.1, however, note that due to the ALE term in Equation (39) the weak form is expanded by an ALE diffusion problem to account for the fluid domain motion according to [49, Equation (85)].

The fluid-solid coupling across these discrete interfaces requires care, as the discretized form consists of triangles (fluid side) and curvilinear quadrilaterals (solid side). This is achieved by developing an interface discretization with a bijective map formed between both fluid and solid discretizations (see [50] for details). The fluid-solid systems are coupled through the use of a Lagrange multiplier (representing the surface traction) and solved as a monolithic system [50, 49].

3.2.3. Convergence to a time-periodic steady state

Due to the presence of an analytic solution [49], it is possible to compute the space-time error for each algorithm at each cycle and iteration, respectively. Thus, the solution progress can be tracked and the occurrence of a time-periodic steady-state can be detected. This is done by computing the spatial $L_2$ error at each time point (over the length of a cycle), as well as by numerically integrating the (time) point-wise spatial errors over the temporal cycle length. Thus, it is possible to track where errors occur in time (depending on the distance to the initial condition) and how the space-time error is reduced cycle-to-cycle and iteration-to-iteration.

3.2.4. Numerical setup

Similar to Section 3.1, CHeart and XBraid are employed to simulate the space-time system using sequential time-stepping (10 and 7 cardiac cycles for the linear and nonlinear case, respectively) and time-periodic MGRIT (up to 12 iterations) with FCF-relaxation. In the nonlinear PDE case, a Newton-Raphson-Shimanskii solver [51] is employed to effectively reduce the computational cost through reuse of the Jacobian matrix [47]. In the MGRIT case, this is handled by storing separate matrix objects [39], such that matrix reuse can be applied on each time grid independently.

By adding a solver step to evaluate the analytic solution in CHeart, the space-time error is computed on-the-fly. Therefore, reported runtimes in Section 4 include the time it takes to compute the current space-time error.

3.3. Flow in a left atrium / left ventricle geometry

Lastly, we consider nonlinear flow in a patient-specific left atrium (LA) / left ventricle (LV) geometry. The geometry (see Figure 4), as well as the time-dependent deformation of the LA and LV were extracted from computed tomography (CT) data. The CT data set stems from a Cardiac Resynchronization Therapy (CRT) patient that suffers from an abnormal wall motion and a reduced ejection fraction (see Section 4.3). To reduce the exposure of the patient to ionizing radiation during a CT scan, the acquisition time for such patients is kept as short as possible. Thus, no (additional) flow data (e.g., using Doppler echocardiography [52]) could be acquired, such that the data from numerical models are the only data available to assess cardiac function and, in particular, how blood flow through the LA and LV are affected.

For the computational model, flow over the LA and LV subdomains are modeled separately and coupling is enforced at the common interface using appropriate coupling constraints defined in the following. The common interface is selected as the planar section, where the mitral valve (MV) would be located. The MV geometry and deformation were not available from the data set provided, and thus, the MV opening at $t = 0$ s is approximated as an ellipse with minor and major axes of $l_{\text{min}}^{\text{MV}} \approx 2.66$ cm and $l_{\text{max}}^{\text{MV}} \approx 4.64$ cm.
$\Omega_A$ : LA domain  
$\Gamma_{V1}$ : Vein 1 boundary  
$\Gamma_{V2}$ : Vein 2 boundary  
$\Gamma_{V3}$ : Vein 3 boundary  
$\Gamma_{V4}$ : Vein 4 boundary  
$\Gamma_{Vn}$ : $\Gamma_{V1} \cup \Gamma_{V2} \cup \Gamma_{V3} \cup \Gamma_{V4}$  
$\Gamma_{CA}$ : Common surface with LV  
$\Gamma_{CAo}$ : Coupling surface of LA that is open during diastole  
$\Gamma_{WA}$ : Endocardial wall of LA domain  

$\Omega_V$ : LV domain  
$\Gamma_{AV}$ : Aortic valve boundary  
$\Gamma_{CV}$ : Common surface with LA  
$\Gamma_{CVo}$ : Coupling surface of LV that is open during diastole  
$\Gamma_{WV}$ : Endocardial wall of LV domain  

$\Omega_{LM}$ : $\Omega_A \cap \Omega_V$, Lagrange multiplier (LM) domain  
$\Gamma_{LM}$ : LM boundary

Figure 4: Patient-specific model of the left atrium ($\Omega_A$) and left ventricle ($\Omega_V$), showing initial mesh and the different inflow and outflow boundaries at pulmonary veins and the aorta. The red line indicates the coupling surface between atrium and ventricle. Figure modified from [53, Figure 3].

The MV is open for $t \in (0, 0.37]$ s (diastole) and closed for $t \in (0.37, 0.8]$ s (systole). To switch between diastole and systole, we introduce a scalar function,

$$\alpha(t) = \begin{cases} 
0 & \text{for } t \in (0, 0.37], \\
1 & \text{for } t \in (0.37, 0.8].
\end{cases}$$

(40)

The domains and domain boundaries are denoted as illustrated in Figure 4. Blood is modeled as an incompressible Newtonian fluid with density $\rho = 1.025$ $g/cm^3$ and viscosity $\mu = 0.004$ $Pa \cdot s$. Flow in the atrium and ventricle is governed by the nonconservative ALE Navier-Stokes equations for a Newtonian fluid. This enables the solution of fluid flow in the moving domains $\Omega_A$ and $\Omega_V$, with the motion given by domain velocities $w_A$ and $w_V$. The surface motion of both domains were extracted from CT data, with the internal motion defined using a pseudo-elastic problem with element based stiffening (see [54]).
The strong form equations, coupling, boundary and initial conditions are given as,

\[ \rho \partial_t \mathbf{v}_A + \rho (\mathbf{v}_A - \mathbf{w}_A) \cdot \nabla \mathbf{v}_A - \nabla \cdot \mathbf{\sigma}_A = 0 \quad \text{in } \Omega_A, \quad \text{(41)} \]

\[ \nabla \cdot \mathbf{v}_A = 0 \quad \text{in } \Omega_A, \quad \text{(42)} \]

\[ \mathbf{v}_A = \mathbf{w}_A \quad \text{on } \Gamma_{WA}, \quad \text{(43)} \]

\[ \mathbf{\sigma}_A \cdot \mathbf{n}_A = t_A \quad \text{on } \Gamma_{Vn}, \quad \text{(44)} \]

\[ \mathbf{v}_A(., 0) = \mathbf{w}_A \quad \text{on } \Omega_A(0), \quad \text{(45)} \]

\[ \rho \partial_t \mathbf{v}_V + \rho (\mathbf{v}_V - \mathbf{w}_V) \cdot \nabla \mathbf{v}_V - \nabla \cdot \mathbf{\sigma}_V = 0 \quad \text{in } \Omega_V, \quad \text{(46)} \]

\[ \nabla \cdot \mathbf{v}_V = 0 \quad \text{in } \Omega_V, \quad \text{(47)} \]

\[ \mathbf{v}_V = \mathbf{w}_V \quad \text{on } \Gamma_{WV}, \quad \text{(48)} \]

\[ \mathbf{v}_V = \mathbf{w}_V \quad \text{on } \Gamma_{AV} \quad \text{for } t \in (0, 0.37], \quad \text{(49)} \]

\[ \mathbf{\sigma}_V \cdot \mathbf{n}_V = t_V \quad \text{on } \Gamma_{AV} \quad \text{for } t \in (0.37, 0.8], \quad \text{(50)} \]

\[ \mathbf{v}_V = \mathbf{w}_V \quad \text{on } \Gamma_{CV} \setminus \Gamma_{CVo} \quad \text{for } t \in (0, 0.37], \quad \text{(51)} \]

\[ \mathbf{v}_V(., 0) = \mathbf{w}_V \quad \text{on } \Omega_V(0), \quad \text{(52)} \]

\[ \mathbf{v}_A - \alpha \mathbf{w}_A - (1 - \alpha) \mathbf{v}_V = 0 \quad \text{on } \Omega_{LM}, \quad \text{(53)} \]

\[ \alpha (\mathbf{v}_V - \mathbf{w}_V) + (1 - \alpha) (\mathbf{\sigma}_V \cdot \mathbf{n}_V + \mathbf{\sigma}_A \cdot \mathbf{n}_A) = 0 \quad \text{on } \Omega_{LM}, \quad \text{(54)} \]

with velocity \( \mathbf{v}_A \) (atrium) and \( \mathbf{v}_V \) (ventricle), domain velocity \( \mathbf{w}_A \) (atrium) and \( \mathbf{w}_V \) (ventricle) obtained from CT data (see Section 3.3), outward boundary normal \( \mathbf{n}_A \) (atrium) and \( \mathbf{n}_V \) (ventricle), and Cauchy stress tensor,

\[ \mathbf{\sigma}_A = \mu D \mathbf{v}_A - \mathbf{p}_A \mathbf{I}, \quad \text{(55)} \]

\[ \mathbf{\sigma}_V = \mu D \mathbf{v}_V - \mathbf{p}_V \mathbf{I}, \quad \text{(56)} \]

with pressure \( \mathbf{p}_A \) (atrium) and \( \mathbf{p}_V \) (ventricle). Further, the scalar function \( \alpha = \alpha(t) \) in Equation (53) and Equation (54) is given by Equation (40) and enables switching the coupling constraints between diastole and systole: (i) during diastole, continuity of velocity and traction is enforced across the coupling boundary and (ii) during systole, a no-slip condition is prescribed on the coupling boundary.

Further, outflow stabilization is employed at the veins (see Equation (14)) to deal with potential reflow on \( \Gamma_{Vn} \), and at the aortic valve boundary during systole (see Equation (50)),

\[ t_A = \frac{\rho_0^2}{2} \frac{(\mathbf{v}_A \cdot \mathbf{n}_A)^2}{(\mathbf{v}_A \cdot \mathbf{n}_A)^2 + 0.01} \min \{ \mathbf{v}_A \cdot \mathbf{n}_A, 0 \} \mathbf{v}_A, \quad \text{(57)} \]

\[ t_V = \frac{\rho_0^2}{2} \frac{(\mathbf{v}_V \cdot \mathbf{n}_V)^2}{(\mathbf{v}_V \cdot \mathbf{n}_V)^2 + 0.01} \min \{ \mathbf{v}_V \cdot \mathbf{n}_V, 0 \} \mathbf{v}_V. \quad \text{(58)} \]

Note, that Equation (57) and Equation (58) provide a modified version of the outflow stabilization proposed in [55] with a scaling of \( \beta = 0.2 \), as suggested in [56].

On the coupling domain, Lagrange multiplier variables are defined as \( \lambda_A = \mathbf{\sigma}_A \cdot \mathbf{n}_A \) and \( \lambda_V = -\mathbf{\sigma}_V \cdot \mathbf{n}_V \) to enforce the coupling constraints, such that during dyastole: \( \lambda_A - \lambda_V = 0 \). The flow is modeled by a stabilized general Galerkin scheme (instead of using, e.g., an inf-sup stable Taylor-Hood finite element discretization scheme) for the incompressible Navier-Stokes equations; namely the cG(1)cG(1) scheme as
given in the study of Hoffman et al. [57]. The scheme was implemented in CHeart [46, 45], and validated in a previous work [47].

3.3.1. Spatiotemporal discretization

The temporal domain is discretized using 800 equidistant time steps \( 0 < t_0 < t_1 < \ldots < t_{N_0 - 1} = 0.8 \) s with constant time step size \( \delta t = t_{n+1} - t_n = 0.001 \) s for \( n = 0, \ldots, N_0 - 2 \). A backward Euler time discretization scheme is employed to discretize the flow problem in time.\(^{13}\) The atrial and ventricular domains, \( \Omega_A \) and \( \Omega_V \), are discretized using 66484 and 69716 tetrahedral elements with spatial step sizes in the range of \( 0.163 - 0.290 \) cm and \( 0.194 - 0.287 \) cm. The coupling domain \( \Omega_{LM} \) is discretized using 945 triangular elements that conform with the tetrahedral elements at the coupling boundary of the atrium and ventricle. In the following, we use \( \Omega_A^n \) and \( \Omega_V^n \) to refer to the initial meshes discretizing atrium and ventricle; further, \( \Omega_A^n \) and \( \Omega_V^n \) refer to the respective current meshes.

Finite element discretizations were constructed using \( P_1 - P_1 \) elements for fluid velocity and pressure and \( P_1 \) elements for the Lagrange multipliers on the coupling domain, resulting in 55842 degrees-of-freedom (DOFs). Here, we omit the weak form as it is quite expansive, however, refer the interested reader to the Supplementary Materials SM2.

3.3.2. Convergence to a time-periodic steady state

Similar to the problems described in the previous sections, the system has to be driven to a periodic steady-state because no data is available to prescribe a meaningful initial flow condition. Thus, zero initial flow is assumed and multiple cycles are simulated (sequential time-stepping) or multiple time-periodic MGRIT iterations over the length of one cycle are performed. To detect a time-periodic steady-state, the rate of inflow / outflow at the pulmonary veins\(^{14}\) is measured over the entire cycle length at 10 ms increments.

3.3.3. Numerical setup

Similar to Section 3.1 and Section 3.2, CHeart and XBraid are employed to simulate the space-time system using sequential time-stepping (10 cardiac cycles) and time-periodic MGRIT (10 iterations) with FCF-relaxation. Again, a Newton-Raphson-Shimanskii solver [51] is employed to efficiently solve the coupled nonlinear system. Here, we add a solver step to evaluate the flow rate at all pulmonary veins on-the-fly. Thus, reported runtimes in Section 4 include the time it takes to compute the flow rates.

4. Results

In this section, we present results for each of the application classes described in Section 3 using the methods described in Section 2. For each application, we start by describing the numerical solution itself. We continue by highlighting how the sequential time-stepping solution converges to a time-periodic steady-state (by running multiple cycles consecutively) and how this compares to applying the time-periodic MGRIT algorithm to only a single time period. Finally, we present timing and speedup results for both the sequential time-stepping and the parallel-in-time algorithm.

4.1. Simplified flow in the ascending aorta

Figure 5 shows a snapshot of the flow field at 3/8 of the 10th cycle due to the pulsatile flow. The parabolic inflow profile (see Equation (14)) is constricted between the rigid valves to form a jet. The jet quickly widens to an approximately parabolic flow profile, similar to Poiseuille flow in a channel; for example, note the (close

---

\(^{13}\)Preliminary numerical tests showed that using a backward Euler-like scheme with midpoint rule in combination with parallel-in-time integration can result in unphysical oscillations at inflow and outflow boundaries, similar to those seen in literature for other problems (see [11]), causing the scheme to be nonconvergent. Several works have found the benefit of time-discretization schemes with the property of L-stability for parallel-in-time discretization schemes [25, 26, 27]. In this work, however, a pure backward Euler and thus, L-stable time discretization scheme was employed.

\(^{14}\)Note, that the flow rates at the MV and AV surfaces can be captured with machine precision since the fluxes reflect the prescribed volume change in the ventricle during diastole (flow between LA and LV) and systole (flow across AV surface).
to parallel streamlines. In the linear flow case considered here, the pulsatile inflow effectively scales the observed dynamic velocity field across the flow domain. Further note the small reflow regions between the valves and the coronary arteries.

![Stokes flow: Velocity magnitude at 3/8 of the 10th cycle. The parabolic inflow becomes a jet between the valves. The jet quickly widens to an approximately parabolic flow profile, similar to Poiseuille flow in a channel.](image)

Figure 5: Stokes flow: Velocity magnitude at 3/8 of the 10th cycle. The parabolic inflow becomes a jet between the valves. The jet quickly widens to an approximately parabolic flow profile, similar to Poiseuille flow in a channel.

### 4.1.1. Time-periodic steady-state

Figure 6 illustrates convergence of the solution at the beginning of each cycle to the solution at the end of the 10th cycle for the Stokes flow model. Here, the average error reduction is approximately one order of magnitude for each simulated cycle. This highlights the fact that the accuracy of the periodic steady-state solution is directly linked to the number of simulated cycles. As we will see later, each reduction of the cycle-to-cycle error by approximately one order of magnitude increases the total computational cost by the computational cost of adding one cycle length to the temporal domain. In the context of using parallel-in-time integration with MGRIT, this motivated reducing the computational cost by simulating only one cardiac cycle but making the time grid periodic, see Section 2.4.

![Convergence of the velocity field at the beginning of each cycle at t = (q−1)T for q = 1, 2, ... sequential time-stepping cycles and at t = 0 for q = 0, 1, 2... time-periodic MGRIT iterations (note, that the zeroth cycle initializes the space-time solution and is omitted here): Velocity error with respect to the solution at the end of the 10th cycle (at t = 10T) from sequential time-stepping.](image)

Figure 6: Convergence of the velocity field at the beginning of each cycle at $t = (q-1)T$ for $q = 1, 2, \ldots$ sequential time-stepping cycles and at $t = 0$ for $q = 0, 1, 2 \ldots$ time-periodic MGRIT iterations (note, that the zeroth cycle initializes the space-time solution and is omitted here): Velocity error with respect to the solution at the end of the 10th cycle (at $t = 10T$) from sequential time-stepping.

On the other hand, two-level MGRIT converges at a similar rate, see Figure 6. That is, one time-periodic MGRIT iteration reduces the error at the beginning of the cycle similarly quickly compared to one cycle using sequential time-stepping. Here, F- and FCF-relaxation don’t show any significant difference in periodic steady-state convergence.

Now, considering how the time point-wise MGRIT residual is distributed, we can connect updating the initial condition during each MGRIT iteration with the largest observed time-point wise residual: Figure 7 illustrates how large residuals occur at the beginning of the temporal cycle for each MGRIT iteration. This
makes sense as the largest mismatch / discontinuity in the space-time solution will occur at $t = 0$ due to the continuously updated initial condition; it is this mismatch that is then propagated in time and appears as a relatively larger residual norm, which we refer to as a spike. Looking closer at Figure 7, it is seen that the spikes occur at the fourth time point for FCF-relaxation (and at second time point for F-relaxation; plot omitted), which is due to the fact that MGRIT propagates the exact solution across two coarse-grid intervals for FCF-relaxation (and one coarse-grid interval for F-relaxation). This is in contrast to traditional (non-periodic) MGRIT, where the largest residual norms tend to occur towards the end of the temporal domain, i.e. with greater distance to the initial condition.

Since the spike only occurs very locally and right at the beginning of the temporal domain, skipping the updates of the initial condition once it is considered converged (see Section 2.4) very effectively zeroes the residual due to the exactness property of traditional MGRIT \[25\]. This leaves fairly balanced MGRIT residuals across the temporal domain.

![Figure 7: Two-level convergence of MGRIT with FCF-relaxation and temporal coarsening factor 2 for the time-periodic Stokes problem: MGRIT residual at C-points for multiple iterations if IC tolerance $10^{-10}$ is used.]

4.1.2. Parallel performance

Let’s now consider parallel performance with respect to parallelism applied to the spatial domain, the temporal domain and the spatiotemporal domain. Runtimes reported here were obtained using two small-scale clusters: LEAD and TheoSim (see Section SM3.1). The reported runtime of the serial algorithm is the best of five runs and of the parallel algorithms it is the best of one run. Reported runtimes were further rounded to the nearest integer number in seconds.

If no parallelism is employed, the sequential time-stepping algorithm takes 523 s on LEAD and 332 s on TheoSim (referred to as baseline). Employing spatial parallelism, the time-to-solution can be reduced (see Figure 8) to 56 s on LEAD (speedup: 9.34x) and 43 s on TheoSim (speedup: 7.72x), using 16 processors.

Using two-level MGRIT without parallelism yields a more expensive algorithm, e.g. see Figure 8a. The benefit of MGRIT is exploited by using more processors and by coarsening more aggressively. For time-only parallelism, the largest speedup of 6.92x can be observed for MGRIT with FCF-relaxation and coarsening factor $m = 32$ when using 32 processors on TheoSim. For space-time parallelism, the largest speedup of 36.89x can be observed for MGRIT with F-relaxation and coarsening factor $m = 32$ when using 256 processors (i.e. 16 processors are used for parallelizing in the temporal domain, while each spatial problem is solved in parallel using 16 processors) on TheoSim.

More detailed runtime data are reported in Table 5. From the data, we can conclude that for time-only parallelism, FCF-relaxation gives a slightly better speedup than F-relaxation, however, F-relaxation gives a slightly better speedup if space-time parallelism is employed\[^{15}\]. Overall, the achieved speedups for two-level

---

\[^{15}\] F- and FCF-relaxation yield a similar convergence behavior, see Figure 6. Thus, it is likely that the additional cost
Figure 8: Runtimes on LEAD (top row) and TheoSim (bottom row) for sequential time-stepping (10 cycles) and time-periodic two-level MGRIT \((q \text{ iterations, such that the initial condition tolerance } 10^{-10} \text{ was satisfied})\) with F-relaxation (left column) and FCF-relaxation (right column).

MGRIT are quite large compared to results reported in literature. For example, for a two-dimensional compressible fluid dynamics application Falgout et al. \[58\] reported a speedup of 7.53x using time-only parallelism on 4096 processors, i.e. on a considerably larger number of processors. While the setting is slightly different (e.g., different \(Re\) number, different space-time resolution, etc.), the increased parallel efficiency is arguably achieved through exploiting the periodicity of the solution in time, and thus, to the development of the new time-periodic MGRIT variant in Section 2.4.

4.2. Fluid-structure interaction problem with analytic solution

In this section, we report results for the linear and nonlinear FSI problems with analytic solutions in Sections 4.2.1 and 4.2.2 respectively.

4.2.1. Transient interaction between flow and linear solid

The coupled linear FSI problem is driven by time-periodic boundary conditions with a time-periodic steady-state solution. For the given parameter setting, the flow is pulsatile with strong gradients near the
fluid-solid coupling surface, see Figure 9, whereas the deformation rate is nonlinear along the \( y \)-axis. The flow and deformation rate are further equal at the interface (as enforced by the coupling conditions) and constant along the main flow direction (i.e. the \( x \)-axis), see [19].

\[
\begin{align*}
\rho_f &= 1, \\
\mu_f &= 0.01, \\
\mu_s &= 0.1
\end{align*}
\]

\[v_f(y)\] and \[v_s(y)\] along the \( y \)-axis over one cycle \( T = 1.024\).

**Time-periodic steady-state.** In this section, we compare the error in the fluid velocity variable\(^{16}\) at the end of each cycle using sequential time-stepping and the end of a single time-periodic cycle for each iteration using time-periodic MGRIT. Using sequential time-stepping, a time-periodic steady-state can be achieved by running 10 cycles sequentially, see Figure 10. A similar space-time error can be achieved by running 10 time-periodic MGRIT iterations.

\[\begin{align*}
\text{Space-time error} & \text{ for sequential time-stepping over 10 cycles and time-periodic MGRIT over 10 iterations.}
\end{align*}\]

Figure 10 further illustrates that MGRIT yields a smaller error after the first iteration compared to sequential time-stepping after the first cycle. This is due to the fact that the initial setup step for MGRIT is a coarse-grid solve, and thus, MGRIT starts off from a better starting position for the first iteration.

**Parallel performance.** Next, we compare the wall clock times (when using ORCA, see Section SM3.1) for sequential time-stepping over 10 cycles and for the time-periodic MGRIT algorithm over 10 iterations (see Table 1) with no data export (i.e. only measuring elapsed times for computation and communication). The wall clock time of the sequential time-stepping algorithm was 458.4 seconds for 10 cycles (approximately

\[16\text{Here, we choose to track the error in the fluid velocity variable since the fluid flow field exhibits larger spatial gradients than the solid deformation rate, see Figure 9.}\]
45.8 seconds per cycle). On the other hand, the time-periodic MGRIT algorithm takes 216.0 seconds when no parallelism is employed and only 25.5 seconds when using 32 processors in the temporal domain (i.e., no spatial parallelism), yielding a maximum speedup of 17.98x, see Table 1. Figure 11 further highlights the achieved space-time error for each simulated cycle of sequential time-stepping or each iteration of time-periodic MGRIT. From Figure 11 it is clear, that time-periodic MGRIT can achieve the same order of accuracy at a lower runtime.

| Algorithm     | Number of cycles | Number of iterations | Number of processors | Wall clock time       | Speedup vs. 10 cycles |
|---------------|------------------|----------------------|----------------------|-----------------------|-----------------------|
| Time-stepping | 10               | -                    | 1                    | 458.4 s               | -                     |
| MGRIT         | 1                | 10                   | 1                    | 216.0 s               | 2.12x                 |
| MGRIT         | 1                | 10                   | 4                    | 68.8 s                | 6.66x                 |
| MGRIT         | 1                | 10                   | 16                   | 30.5 s                | 15.03x                |
| MGRIT         | 1                | 10                   | 32                   | 25.5 s                | 17.98x                |

Table 1: Wall clock time and speedups for two-level MGRIT with FCF-relaxation and temporal coarsening factor \( m = 8 \).

4.2.2. Transient interaction between flow and nonlinear solid

The coupled nonlinear FSI problem is driven by time-periodic boundary conditions with a time-periodic steady-state solution. Similar to the linear case, the flow is pulsatile; however, with less pronounced gradients near the fluid-solid coupling surface, see Figure 12 whereas the deformation rate is nonlinear along the \( y \)-axis. The flow and deformation rate are further equal at the interface (as enforced by the coupling conditions) and constant along the main flow direction (i.e., the \( z \)-axis), see [49]. In contrast to the linear case, the fluid and solid pressure are discontinuous across the coupling interface and the solid pressure is varying along the \( y \)-axis.
Time-periodic steady-state. First, consider the convergence of the fluid velocity solution to its time-periodic steady-state for the coarse mesh. Figure 13a illustrates how the fluid velocity error is reduced over 7 consecutive cycles using sequential time-stepping. Starting with a slightly larger error at iteration 1 (relative to the error after one sequential time-stepping cycle), time-periodic MGRIT can reduce the space-time error similarly rapidly and eventually reduces the error further. A comparable order of error can be achieved after 6 time-periodic MGRIT iterations.

Considering a refined space-time discretization, the same observation holds true although the initial MGRIT error is already smaller than the error obtained from sequential time-stepping.
Parallel performance. Comparing wall clock times\textsuperscript{17} of sequential time-stepping and MGRIT for the coarse mesh (see Figure 14a), it can be seen that achieved speedups are not as large as for the linear FSI case. However, significant speedups over sequential time-stepping are achieved when using 16 processors to parallelize in the temporal domain. Depending on the required accuracy (see Figure 14a and Table 6), the speedup ranges between 2.96x and 6.20x using 16 processors. The largest achieved speedup is 6.64x using 32 processors. Thus, the benefit of adding more parallelism beyond 16 processors is negligible, while in the linear FSI case, a larger additional speedup can be achieved. This is likely due to the nonlinear solver taking more iterations toward the end of the temporal domain, and thus, causing less optimal load balancing. To achieve an even larger speedup at a higher number of processors, a different decomposition of the temporal domain could be considered that takes the cost of each time step (with respect to its position along the temporal domain) into account.

![Space-time error comparison](image)

Figure 14: Space-time error (velocity) compared to wall clock time of sequential time stepping and time-periodic MGRIT for two different mesh sizes when using a zero initial condition for the fluid velocity and the analytic solution for all other variables. Note, that the MGRIT run with 1 processor was omitted for the fine mesh.

Now considering the fine mesh, a larger number of processors can be employed. Figure 14b illustrates accuracy (for the velocity approximation) compared to associated cost for sequential time-stepping, and time-periodic MGRIT with 16, 32 and 64 processors in time. Again, it is possible to rapidly reduce the space-time error with time-periodic MGRIT, giving the new algorithm a significant edge over sequential time-stepping in terms of wall clock time. Considering a comparable space-time error after 6 cycles (sequential time-stepping) and 6 iterations (time-periodic MGRIT), observed speedups range from 6.40x using 16 processors to 9.05x using 64 processors, see Table 7. It is further noted, that a small increase of the space-time error is observed between cycle 5 and 6 for sequential time-stepping, which similarly occurs for the time-periodic MGRIT algorithm between iteration 4 and 5. After iteration 5, however, the time-periodic MGRIT algorithm can further reduce the space-time error, while the wall clock time is still smaller than for sequential time-stepping.

4.3. Flow in a left atrium / left ventricle geometry

Figure 15a illustrates the flow in the left atrium and ventricle during diastole and systole for cycle 10, as obtained from sequential time-stepping. During diastole, flow through the pulmonary veins causes a slight spiraling of flow in the left atrium and a filling of the left ventricle through the mitral valve. Peak velocities occur at the pulmonary vein boundaries and the mitral valve section. The peak flow through the MV is

\textsuperscript{17}Reported runtimes for ORCA (coarse mesh) and TOM (fine mesh).
approximately 46.18 cm/s with respective Reynolds number $Re \approx 3147.74$, which underpins the choice of a stabilized Galerkin scheme.

Further, the strong jet-like flow through the mitral valve opening causes a circular flow structure to develop around the jet with reflow regions between the jet and the endocardial wall, which moves towards the apex of the ventricle after the MV closes. During systole, the vortices near the MV decelerate and blood is ejected through the aortic valve boundary.

Considering the volume of the LV over time, see Figure 15b, the end-diastolic volume at $t = 0.37 \text{s}$ is approximately, $EDV \approx 192.50 \text{ cm}^3$, and the end-systolic volume at $t = 0.8 \text{s}$ is approximately, $ESV \approx 152.46 \text{ cm}^3$. Thus, the stroke volume is, $SV = EDV - ESV \approx 40.04 \text{ cm}^3$, and the left ventricular ejection fraction is, $LVEF = 100 \frac{SV}{EDV} \approx 20.80 \%$.

Therefore, according to the LVEF categories defined in the European Society of Cardiology Guidelines 2016 [60, Section 3.2.1], the LVEF is significantly reduced. Further, the SV is reduced and the EDV and ESV are high compared to the normal ranges [61, Table 1] in healthy individuals.

![Velocity magnitude during diastole at $t = 0.16 \text{s}$ and during systole at $t = 0.64 \text{s}$ at a section cutting the MV surface and AV outflow boundary. Figure from [53, Figure 3].](image1)

![Fluid volume in left atrium and left ventricle over one cardiac cycle.](image2)

Figure 15: Flow magnitude during diastole and systole (left) and fluid volume over time (right) in the left atrium and left ventricle, respectively.

4.3.1. Time-periodic steady-state

Figure 16a illustrates the flow rate at pulmonary vein 2 over the duration of one cycle for all even numbered cycles, as obtained with sequential time-stepping. The graph highlights that it is necessary to run multiple cycles to minimize cycle-to-cycle variations and obtain a time-periodic steady-state. Furthermore, the flow rate at pulmonary vein 1 converges to a periodic steady-state quicker than the flow rate at pulmonary vein 4; however, a periodic steady-state is obtained at each vein, see Figure SM1a.

On the other hand, Figure 16b highlights a similar convergence behavior when the time-periodic MGRIT algorithm is employed to obtain a periodic steady-state solution. In contrast to the sequential time-stepping solution, the initial error in the flow rates can be reduced slightly more quickly, compare Figure SM1a and Figure SM1b. It seems reasonable to assume that this is achieved by providing a better initial guess of the initial condition by means of XBraid’s skip-first-down option and by updating the initial condition multiple times during each time-periodic MGRIT iteration (see Section 2.4).

Selecting the space-time solution for cycle 10 as the time-periodic steady-state solution, the error for each cycle and each iteration can be quantified. Figure 17 highlights that a time-periodic steady-state can be achieved by running sequential time-stepping for 7 cycles or time-periodic MGRIT for 6 iterations. Thus, in terms of convergence to a periodic steady-state, one time-periodic MGRIT iteration roughly corresponds to running one cycle using sequential time-stepping similar to Section 4.1 and Section 4.2.
A time-periodic steady-state is achieved by running multiple cycles using sequential time stepping.

Figure 16: Flow rate at pulmonary vein 2 for even-numbered sequential time-stepping cycles and time-periodic MGRIT iterations. Note, a negative flow rate corresponds to inflow.

A time-periodic steady-state is achieved by running multiple iterations using time-periodic MGRIT.

Figure 17: Convergence of flow rate errors at veins 1 – 4 for sequential time-stepping (left) and time-periodic MGRIT (right). Reference data were selected as the sequential time-stepping solution over cycle 10.

### 4.3.2. Parallel performance

Here, runtimes and errors for sequential time-stepping and time-periodic MGRIT are compared. Timing results were obtained on TheoSim (see Appendix SM3.1) with 8 or 16 allocated processors per node.

Space-time errors are those reported in Figure 17 for vein 2, which are representative for all veins, see [39].

As Figure 18 illustrates, spatial parallelism can reduce the wall clock time for sequential time-stepping. For example, the speedup of switching from 8 processors to 16 processors in space is 1.58x, see Table 2. Spatial parallelism, however, saturates with a subsequent increase of the time-to-solution for 32 processors compared to 16 processors in space, which is also related to induced node-to-node communication for the employed hardware.

For any required space-time error and the considered distribution of processors for time- or space-time parallelism (see Table 2), time-periodic MGRIT yields a shorter time-to-solution than sequential time-stepping. The results reported in Figure 18 and Table 2 further highlight that it is beneficial to assign more processors for parallelization in the temporal domain instead of the spatial domain. For example, when using a total number of 80 processors, the wall clock time for time-periodic MGRIT can be reduced when more processors are assigned to the temporal component than the spatial component.

---

18 Although each TheoSim node has 20 processors, preliminary experiments showed that performance deteriorates beyond 16 processors per node.
Figure 18: Space-time flow rate error at vein 2 compared to wall clock time for sequential time stepping and time-periodic MGRIT. MGRIT is consistently faster than sequential time-stepping and using a larger number of processors in time (denoted as $p_t$) instead of space (denoted as $p_x$) reduces the wall clock time of time-periodic MGRIT.

Table 2: Runtimes and respective speedups for sequential time-stepping (7 cycles) and time-periodic MGRIT (6 iterations) with $p_x$ processors in space and $p_t$ processors in time.

| Algorithm  | Number of cycles | Number of iterations | $p_x$ | $p_t$ | $p_xp_t$ | Wall clock time [s] | Speedup vs. 7 cycles |
|------------|------------------|----------------------|------|------|---------|-------------------|------------------|
| Time-stepping | 7                | -                    | 8    | -    | 8       | 15814 s          | 1.58x            |
| Time-stepping | 7                | -                    | 16   | -    | 16      | 10017 s          | 1.58x            |
| Time-stepping | 7                | -                    | 32   | -    | 32      | 12199 s          | 1.30x            |
| MGRIT      | 1                | 6                    | 16   | 5    | 80      | 4940 s           | 3.20x            |
| MGRIT      | 1                | 6                    | 8    | 10   | 80      | 4310 s           | 3.67x            |
| MGRIT      | 1                | 6                    | 8    | 20   | 160     | 3470 s           | 4.56x            |

5. Discussion

In this work, a new time-periodic MGRIT algorithm was proposed as a modification of the existing non-periodic MGRIT algorithm. The key ingredient is that only the fine grid is made periodic, such that the initial condition is continuously updated as an improved approximation of the time-periodic steady-state solution at the initial / cycle time becomes available. This allows the algorithm to naturally solve a time-periodic space-time problem and accelerates convergence to a time-periodic steady-state solution across the whole temporal domain, yielding significant runtime reductions compared to sequential time-stepping. Existing benefits of the MGRIT algorithm (and its implementations) remain intact, e.g., its nonintrusiveness, the ability to solve linear and nonlinear problems, the use of various cycling strategies and relaxation schemes, the ability to parallelize in time, in space and in space-time, etc.

The new time-periodic MGRIT algorithm was applied to a variety of application classes (see Section 3): two-dimensional linear flow in a complex geometry, linear and nonlinear fluid-structure interaction in two and three dimensions and coupled nonlinear flow in a three-dimensional left atrium / left ventricle geometry. For each of the application classes, it was demonstrated that applying the time-periodic MGRIT algorithm to a single time period yields the same time-periodic steady-state solution as sequential time-stepping over multiple time periods, see Section 4. It was repeatedly observed that running one sequential time-stepping cycle is roughly equivalent to performing one time-periodic MGRIT iteration with respect to convergence to a time-periodic steady-state, which yields an approximation of the required MGRIT iterations for the new algorithm. That is, many researchers know from experience how many sequential time-stepping cycles are required to obtain a time-periodic steady-state solution, which directly translates into the number of MGRIT iterations that need to be performed.

The property that one sequential time-stepping cycle and one time-periodic MGRIT iteration are equivalent w.r.t. steady-state convergence is ideal in the sense that each MGRIT iteration can update the initial condition at relatively cheaper cost compared to running one cycle using sequential time-stepping, see Sec-
tion because the underlying multigrid algorithm achieves convergence in the interior of the temporal domain. This yielded robust and significant speedups over sequential time-stepping irrespective of the various employed computing resources, ultimately enabling more detailed and more complex simulations.

The question why the time-periodic MGRIT algorithm can yield better speedups compared to those reported in previous works for similar PDE models has multiple answers. For example, exploiting the periodicity reduces the size of the temporal domain for time-periodic MGRIT, which generally improves the effectiveness of multigrid reduction within the MGRIT algorithm. Furthermore, (approximate) updates of the initial condition are communicated as early as possible, which accelerates the propagation of information across the whole temporal domain. Additionally, time-periodic MGRIT is jumpstarted by using an initial space-time guess obtained from a coarse-grid solve during the setup phase, which means that the first time-periodic MGRIT iteration starts off from an already improved initial condition at the initial time point.

Another surprising observation is that in some cases, time-periodic MGRIT without parallelism can outperform sequential time-stepping, see Section 4.2.1. Accounting for the explanations given in the previous paragraph and taking into consideration that the time-periodic MGRIT algorithm is applied to a much smaller temporal domain, one can appreciate the leeway for MGRIT to outperform sequential time-stepping. A similar result was reported in [30], where a waveform relaxation-based algorithm was able to outperform the standard algorithm for an initial boundary-value problem when no parallelism was employed.

For all considered applications, the time-periodicity was boundary driven and the period length known a priori. It was, however, not assessed how the time-periodic MGRIT algorithm can be applied to time-periodic problems where the period length is only known approximately or even unknown. This aspect is part of future research.

Similarly, the influence of the choice of (e.g., material) parameters on the convergence and observed speedup of the time-periodic MGRIT algorithm was well beyond the scope of this work, however, should be investigated in the future. Related works are, e.g., [62, 63, 64].

All considered problems were relatively small in space, in part to show speedups without requiring large clusters. Spatial refinement, and larger spatial problems in general, will help improve strong scaling because solving a time step will become relatively more expensive [11]. Therefore, communication overhead due to time parallelism will become relatively smaller for larger spatial problems.

While some explorations with respect to analyzing and estimating the convergence rate of time-periodic MGRIT in the nonlinear PDE case were made as part of developing the proposed method, no mathematically rigorous a priori convergence estimates are available and should be part of future research. It is, however, highlighted that the available convergence bounds for non-periodic MGRIT [25, 26, 27, 29] are a useful tool for improving the algorithm’s performance and informing parameter choices a priori.

Traditional (non-periodic) MGRIT is not restricted to the simple two-level case and neither is the new time-periodic MGRIT variant. In fact, the modification in the MGRIT algorithm is limited to the fine-grid. Therefore, the capability of MGRIT to use one or multiple coarse-grids and thus exploit a greater level of parallelism to further reduce the time-to-solution is maintained. Exploring the true multilevel case, however, was beyond the scope of this work and needs to be investigated in the future.

6. Conclusion

In this work, we have proposed a time-periodic MGRIT algorithm as a means to reduce the time-to-solution of numerical algorithms by exploiting the time periodicity inherent to many applications in science and engineering. The time-periodic MGRIT algorithm was proven to be applicable to a variety of linear and nonlinear single- and multiphysics problems. It was demonstrated that using the new parallel-in-time algorithm yields a significant runtime reduction compared to sequential time-stepping. Robust speedups were observed across the various flow and fluid-structure interaction problems in two and three dimensions, for a variety of space-time discretizations and employed computing hardware. It was further demonstrated that a time-periodic steady-state can be obtained with respect to a given tolerance by either running a
sequential time-stepping cycles or \( q \) time-periodic MGRIT iterations. Thus, an intuition about the required number of sequential time-stepping cycles directly translates into the number of MGRIT iterations that need to be performed to achieve a periodic steady-state.
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**SM1. Multigrid-reduction-in-time (MGRIT)**

\[ RA_0 P = R \begin{bmatrix} I & -\Phi_0 & I \\ -\Phi_0 & I \\ \vdots & \ddots & \ddots \\ -\Phi_0 & I \end{bmatrix} \begin{bmatrix} I, \Phi_0, \cdots, \Phi_0^{m-1} \end{bmatrix}^T \begin{bmatrix} I, \Phi_0, \cdots, \Phi_0^{m-1} \end{bmatrix}^T \begin{bmatrix} I \\ 0 \\ \vdots \\ 0 \\ -\Phi_0 \\ I \\ \vdots \\ 0 \\ -\Phi_0 \\ I \end{bmatrix} \begin{bmatrix} I, \Phi_0, \cdots, \Phi_0^{m-1} \end{bmatrix} \begin{bmatrix} I, \Phi_0, \cdots, \Phi_0^{m-1} \end{bmatrix}^T \begin{bmatrix} I \\ 0 \\ \vdots \\ 0 \\ -\Phi_0 \\ I \\ \vdots \\ 0 \\ -\Phi_0 \\ I \end{bmatrix} \]

\[ = \begin{bmatrix} I & \Phi_0^{m-1} & \Phi_0^{m-2} & \cdots & I \\ \vdots & \ddots & \ddots & \cdots & \ddots \\ \Phi_0^{m-1} & \Phi_0^{m-2} & \cdots & I \end{bmatrix} \]

\[ = R_I A_0 P = \begin{bmatrix} I \\ 0 \\ \vdots \\ 0 \\ -\Phi_0 \\ I \\ \vdots \\ 0 \\ -\Phi_0 \\ I \end{bmatrix} A_0 P \]

**SM2. Flow in a left atrium / left ventricle geometry: Weak formulation**

Finite element discretizations were constructed using $P^1 - P^1$ elements for fluid velocity and pressure and $P^1$ elements for the Lagrange multipliers on the coupling domain, resulting in 55,842 degrees-of-freedom (DOFs). The discrete solution at each time step $n$ can then be written as follows:
Find $s^n := (v^n_A, v^n_V, \lambda^n_A, \lambda^n_V, \rho^n_A, \rho^n_V) \in S^n_D := \mathcal{V}_D^h \times \mathcal{U}_D^h \times \mathcal{M}_0^h \times \mathcal{N}_0^h \times \mathcal{W}_A^h \times \mathcal{W}_V^h$, such that for every $d := (y_A, y_V, \varphi_A, \varphi_V, q_A, q_V) \in S^n_D := \mathcal{V}^h_0 \times \mathcal{U}_0^h \times \mathcal{M}_0^h \times \mathcal{N}_0^h \times \mathcal{W}_A^h \times \mathcal{W}_V^h$:

$$R(s^n, s^{n-1}, w^n_A, w^n_V; d) := \int_{\Omega_A^n} \left[ \frac{v^n_A - v^n_B}{h} + (v^n_A - w^n_A) \cdot \nabla x v^n_A \right] \cdot y_A \, dx$$

$$+ \int_{\Omega^n_A} \sigma^n_A \cdot \nabla x y_A + \varphi_A \nabla x \cdot v^n_A \, dx$$

$$- \int_{\Gamma^n_A} t^n_A \cdot y_A \, dx$$

$$+ \int_{\Omega^n_V} \left[ \frac{v^n_V - v^n_B}{h} + (v^n_V - w^n_V) \cdot \nabla x v^n_V \right] \cdot y_V \, dx$$

$$+ \int_{\Omega^n_V} \sigma^n_V \cdot \nabla x y_V + \varphi_V \nabla x \cdot v^n_V \, dx$$

$$- \alpha \int_{\Gamma^n_{AV}} t^n_A \cdot y_V \, dx$$

$$+ \int_{\Omega^n_{M}} \varphi_A \cdot (v^n_A - \alpha w^n_A - (1 - \alpha)v^n_V) \, dx$$

$$+ \int_{\Omega^n_{M}} \alpha \varphi_V (v^n_A - v^n_V) \, dx$$

$$+ \int_{\Omega^n_{M}} (1 - \alpha) (\lambda_A \cdot y_A - \lambda_V \cdot y_V) \, dx$$

$$+ \zeta_1 \int_{\Omega^n_A} [(v^n_A - w^n_A) \cdot \nabla_x v^n_A] \cdot [v^n_A \cdot \nabla x y_A + \nabla x q_A] \, dx$$

$$+ \zeta_2 \int_{\Omega^n_A} \left( \nabla x \cdot v_A \right) \cdot \left( \nabla x \cdot y_A \right) \, dx$$

$$+ \zeta_3 \int_{\Omega^n_A} \left( \nabla x p^n_A \right) \cdot \left( v^n_A \cdot \nabla x y_A + \nabla x q_A \right) \, dx$$

$$+ \zeta_1 \int_{\Omega^n_V} [(v^n_V - w^n_V) \cdot \nabla_x v^n_V] \cdot [v^n_V \cdot \nabla x y_V + \nabla x q_V] \, dx$$

$$+ \zeta_2 \int_{\Omega^n_V} \left( \nabla x \cdot v_V \right) \cdot \left( \nabla x \cdot y_V \right) \, dx$$

$$+ \zeta_3 \int_{\Omega^n_V} \left( \nabla x p^n_V \right) \cdot \left( v^n_V \cdot \nabla x y_V + \nabla x q_V \right) \, dx$$

(\text{SM2})

where the stabilization terms with parameters $\zeta_1 = \rho_{\delta_x}^{\max} / v_f^{\max}$, $\zeta_2 = \rho_{\delta_x}^{\max} v_f^{\max}$ and $\zeta_3 = \delta_x^{\max} / v_f^{\max}$ with $v_f^{\max} = 100 \, \text{cm/s}$ are added according to the cG(1)cG(1) scheme [SM37].

Note, that the domain velocity $w^n_A$ and $w^n_V$ is provided from the CT data, see Section 3.3.

The definitions of the function spaces are:

$$S^1(\Omega^n_i) = \{ f : \Omega^n_i \to \mathbb{R} \mid f \in C^0(\Omega^n_i), f|_{\tau_x} \in P^1(\tau_x), \forall \tau_x \subset T^h_i \},$$

(\text{SM3})

which represent the first-order piecewise continuous polynomial spaces defined on $\Omega^n_i$. Consequently, we can
define:
\[ V^h = [S^1(\Omega_A^h)]^3, \quad U^h = [S^1(\Omega_V^h)]^3, \]
\[ M^h = [S^1(\Gamma_{CA})]^3, \quad N^h = [S^1(\Gamma_{VA})]^3, \]
\[ W^h_A = S^1(\Omega_A^h), \quad W^h_V = S^1(\Omega_V^h). \]

Further restrictions are applied on the respective spaces for the atrium and ventricle in order to incorporate the Dirichlet and homogeneous boundary conditions:

\[ V^h_D = \{ v \in V^h \mid v = w_A \text{ on } \Gamma_{WA}^h \}, \quad (SM4) \]
\[ V^h_0 = \{ v \in V^h \mid v = 0 \text{ on } \Gamma_{WA}^h \}, \quad (SM5) \]
\[ U^h_D = \{ v \in U^h \mid v = w_V \text{ on } \Gamma_{WV}^h, \]
\[ v = w_V \text{ on } \Gamma_{AV}^h \text{ for } t \in (0, 0.37], \]
\[ v = w_V \text{ on } \Gamma_{CV}^h \setminus \Gamma_{CVo}^h \text{ for } t \in (0.37, 0.8] \}, \quad (SM6) \]
\[ U^h_0 = \{ v \in U^h \mid v = 0 \text{ on } \Gamma_{WV}^h, \]
\[ v = 0 \text{ on } \Gamma_{AV}^h \text{ for } t \in (0, 0.37], \]
\[ v = 0 \text{ on } \Gamma_{CV}^h \setminus \Gamma_{CVo}^h \text{ for } t \in (0.37, 0.8] \}, \quad (SM7) \]

and similarly for the coupling domains,

\[ M^h_0 = \{ \lambda \in \gamma_{CA} V^h_0 \}, \quad (SM8) \]
\[ N^h_0 = \{ \lambda \in \gamma_{CV} U^h_0 \}. \quad (SM9) \]

where \( \gamma_{CA} \) and \( \gamma_{CV} \) are the trace operators on \( \Gamma_{CA} \) and \( \Gamma_{CV} \), respectively.

SM3. Tables

SM3.1. Parallel machines

| Name                  | LEAD                                      |
|-----------------------|-------------------------------------------|
| Operating System      | Scientific Linux 6.4 (Carbon)             |
| Compute Nodes         | 1x AMD Opteron 6373 G34 2.3 GHz, 4x 16 cores, Abu Dhabi |
|                       | 7x AMD Opteron 6328 G34 3.2 GHz, 4x 8 cores, Abu Dhabi |
| Memory per Node       | 256 GB                                    |
| Disks per Node        | 4 x 128 GB Samsung SSD                    |
| Network               | 2 x 10 GBit Intel 82599ES Ethernet Dual SFP+ |
|                       | 1 x Melanox MCX353A-QCBT, Infiniband single-port QSFP, IB 40 GB/s |
| Total Number of Processors | 288                                 |

Table 1: Hardware and software specifications for LEAD cluster.
| Name   | TheoSim                                      |
|--------|---------------------------------------------|
| Operating System       | Scientific Linux 6.10 (Carbon)             |
| Compute Nodes           | 52x Intel(R) Xeon(R) E5-2650 v2            |
|                        | 2.8 GHz, 2x 10 cores, Ivy Bridge          |
|                        | Available for project: 18 nodes            |
| Memory per Node         | 256 GB                                     |
| Disks per Node          | 4 x 500 GB Samsung SSD                    |
| Network                 | 1 x QDR-Infiniband Interconnect (40 GBit)  |
|                        | 1 x 1 GBit Ethernet                       |
| Total Number of Processors | 1040                                    |
|                        | Available for project: 360                 |

Table 2: Hardware and software specifications for TheoSim cluster.

| Name   | ORCA                                        |
|--------|---------------------------------------------|
| Operating System       | Ubuntu 16.04                                |
| Compute Nodes           | 1x AMD Ryzen Threadripper 2990WX             |
|                        | 3.0 GHz, 32 cores                           |
| Memory per Node         | 128 GB                                     |
| Disks per Node          | 3 x 1 TB Samsung NVME SSD                   |
| Total Number of Processors | 32                                        |

Table 3: Hardware and software specifications for ORCA cluster.

| Name   | TOM                                         |
|--------|---------------------------------------------|
| Operating System       | Suse SLES 11 SP1                            |
| Compute Nodes           | 76x Intel(R) Xeon(R) E7-8837                 |
|                        | 2.66GHz, 8 cores, Westmere EX               |
| Memory per Node         | 64 GB                                      |
| Network                 | NUMAlink 5 Interconnect                     |
| Total Number of Processors | 608                                        |

Table 4: Hardware and software specifications for TOM cluster.
| Algorithm                               | $p_x$ | $p_t$ | $p_xp_t$ | TheoSim Wall clock time [s] | TheoSim Speedup | LEAD Wall clock time [s] | LEAD Speedup |
|----------------------------------------|-------|-------|----------|-----------------------------|----------------|--------------------------|--------------|
| Sequential time-stepping               | 1     | 1     | 1        | 332                         | 1.00x          | 523                      |              |
|                                        | 8     | 1     | 8        | 64                          | 5.19x          | 83                       | 6.30x        |
|                                        | 16    | 1     | 16       | 43                          | 7.72x          | 56                       | 9.34x        |
|                                        | 32    | 1     | 32       | 260                         | 1.28x          |                          |              |
| MGRIT, F-relaxation, $m = 2$           | 16    | 1     | 16       | 323                         | 1.03x          | 446                      | 1.17x        |
| MGRIT, F-relaxation, $m = 32$          | 4     | 1     | 4        | 202                         | 1.64x          | 306                      | 1.71x        |
| MGRIT, F-relaxation, $m = 32$          | 16    | 1     | 16       | 78                          | 4.26x          | 104                      | 5.03x        |
| MGRIT, F-relaxation, $m = 32$          | 32    | 1     | 32       | 76                          | 4.37x          |                          |              |
| MGRIT, F-relaxation, $m = 32$          | 16    | 16    | 256      | 9                           | 36.89x         |                          |              |
| MGRIT, FCF-relaxation, $m = 2$         | 16    | 1     | 16       | 233                         | 1.42x          | 315                      | 1.66x        |
| MGRIT, FCF-relaxation, $m = 32$        | 4     | 1     | 4        | 225                         | 1.48x          | 339                      | 1.54x        |
| MGRIT, FCF-relaxation, $m = 32$        | 16    | 1     | 16       | 81                          | 4.10x          | 101                      | 5.18x        |
| MGRIT, FCF-relaxation, $m = 32$        | 32    | 1     | 32       | 48                          | 6.92x          |                          |              |
| MGRIT, FCF-relaxation, $m = 32$        | 16    | 16    | 256      | 10                          | 33.20x         |                          |              |

Table 5: Runtimes and respective speedups for sequential time-stepping (10 cycles) and time-periodic MGRIT ($q$ iterations, such that IC tol $10^{-1}$ is satisfied) with $p_s$ processors in space and $p_t$ processors in time.
| Sequential time-stepping | MGRIT | Speedup |
|--------------------------|-------|---------|
| #cycles | Error | #iterations | Error | 1 proc | 4 procs | 16 procs | 32 procs |
| 2 | $1.78 \cdot 10^{-3}$ | 3 | $1.82 \cdot 10^{-3}$ | 0.22x | 1.10x | 2.96x | 3.08x |
| 4 | $1.11 \cdot 10^{-3}$ | 4 | $1.08 \cdot 10^{-3}$ | 0.34x | 1.72x | 4.90x | 5.08x |
| 7 | $8.15 \cdot 10^{-4}$ | 6 | $8.18 \cdot 10^{-4}$ | 0.41x | 2.03x | 6.20x | 6.64x |
| 9 | $7.24 \cdot 10^{-4}$ | 10 | $7.24 \cdot 10^{-4}$ | 0.28x | 1.40x | 4.49x | 4.91x |

Table 6: Coarse mesh: Speedup depending on required accuracy and number of processors for two-level MGRIT with FCF-relaxation and temporal coarsening factor $m = 8$. For a graphical presentation, see Figure 14a.

| Sequential time-stepping | MGRIT | Speedup |
|--------------------------|-------|---------|
| #cycles | Error | #iterations | Error | 16 procs | 32 procs | 64 procs |
| 3 | $1.04 \cdot 10^{-3}$ | 2 | $9.98 \cdot 10^{-4}$ | 6.60x | 6.52x | 8.22x |
| 5 | $4.65 \cdot 10^{-4}$ | 4 | $4.17 \cdot 10^{-4}$ | 7.19x | 7.30x | 9.60x |
| 6 | $3.93 \cdot 10^{-4}$ | 6 | $3.66 \cdot 10^{-4}$ | 6.40x | 7.20x | 9.05x |
| 9 | $2.00 \cdot 10^{-4}$ | 10 | $2.00 \cdot 10^{-4}$ | 4.60x | 5.10x | 6.88x |

Table 7: Fine mesh: Speedup depending on required accuracy and number of processors for two-level MGRIT with FCF-relaxation and temporal coarsening factor $m = 8$. 
Figure SM1: Flow rates at pulmonary veins 1 – 4 (top to bottom) for sequential time-stepping (left) and time-periodic MGRIT (right). Note, a negative flow rate corresponds to inflow.

(a) A time-periodic steady-state is achieved by running multiple cycles using sequential time stepping.

(b) A time-periodic steady-state is achieved by running multiple iterations using time-periodic MGRIT.