Audeo: Audio Generation for a Silent Performance Video
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Abstract

We present a novel system that gets as an input video frames of a musician playing the piano and generates the music for that video. Generation of music from visual cues is a challenging problem and it is not clear whether it is an attainable goal at all. Our main aim in this work is to explore the plausibility of such a transformation and to identify cues and components able to carry the association of sounds with visual events. To achieve the transformation we built a full pipeline named ‘Audeo’ containing three components. We first translate the video frames of the keyboard and the musician hand movements into raw mechanical musical symbolic representation Piano-Roll (Roll) for each video frame which represents the keys pressed at each time step. We then adapt the Roll to be amenable for audio synthesis by including temporal correlations. This step turns out to be critical for meaningful audio generation. As a last step, we implement Midi synthesizers to generate realistic music. Audeo converts video to audio smoothly and clearly with only a few setup constraints. We evaluate Audeo on ‘in the wild’ piano performance videos and obtain that their generated music is of reasonable audio quality and can be successfully recognized with high precision by popular music identification software.

1 Introduction

Melody is the essence of music. I compare a good melodist to a fine racer.

Wolfagang Amadeus Mozart

The perfect combination of musician’s skills with the instrument’s sounds creates the delightful experience of ‘live music’. Such an event is inspiring from the perspective of the melody being played and also from the perspective of witnessing an admirable synchrony between the musician and the instrument. What makes the musical performance to sound as it sounds? The answer to this question is interwined. We know many of the ingredients that make musical performance to sound well, however, we do not know how to rigorously quantify the contribution of the components. Notes, tempo, consistency, timed precision, mechanical accurateness, rhythmic movements, harmonics,
frequencies; all these and many more delicately compose the melody of a musical piece. Quantifying these aspects plays a key role in an attempt to better understand how a realistic melody is generated.

A particular test to inform us regarding music generation is the attempt to constitute the music from visual information, i.e., finding possible ways to recreate the audio stream of a musical performance, just from the visual stream. In the case of a piano recording, that would be taking into account the positions of the musician’s hands and the body and the positions of the keys and the pedals and merge them together into music. In such an endeavor, timed precision between visual cues and sounds is known to have a profound effect and takes the form of more complex process than a mere synchronization. The reasons for the complexity stem from visual stream perception being of significantly slower rate than the perception of an audio stream, however, the perception of their combination requires a latency between audio and video signals to be faster than the rate of the visual stream. This creates an effect in which for generation of an audio signal for a video, one should not only find association between video frames and audio but also to precisely complete the audio stream in between the video frames going back an forth into the past and the future frames. Such completion is nontrivial and requires whether exhaustive knowledge of the instrument and body mechanics, i.e., a virtual instrument, or an ability to imagine the details from visual features, similar to composer’s ability to envision the melody from reading musical notes.

Frames of a video include an abundance of visual information, some of which could be irrelevant to music. It is therefore plausible that instead of a direct transformation, intermediate features could be used for the translation from video to audio. These features should capture the mechanical and the perceptual features of the interaction between the musician and the instrument and be constructive tools for sound representation and synthesis. For example, Musical Instrument Digital Interface (Midi) protocol is a candidate signal. It is used for the interchange of musical information between instruments and encodes various keyboard functions and musical attributes. Variants of Midi, such as Pseudo-Midi will provide even more compact version to encode keyboard function and musical attributes altogether. Moreover, connecting visual actions with frequencies of the audio signal as it varies with time, i.e., the Spectrogram, can be a useful mediator.

In this work we address the challenge of music generation from video by proposing a full pipeline, Audeo, to generate the audio of a silent piano performance video. Audeo translates the performance from video to audio domain in three stages through recovery of mediator signals. In the first stage, given a top-view video, we use a multi-scale feature attention deep residual network to capture visual information and predict which keys are pressed at each frame (Video2Roll Net). We formulate this as a multi-label classification task and the collection of predictions can be seen as a ‘Piano-Roll’ [1]. In the second stage, we utilize a Generative Adversarial Network (GAN)[2] to refine and enhance the Roll with musical attributes which outputs the Pseudo-Midi signal (Roll2Midi Net). This step turns out to be critical for providing symbolic musical representation rather than mechanistic keyboard representation. The third and last stage of Audeo pipeline is the synthesisization of Pseudo-Midi to audio signal (Midi Synth). This step synthesizes the audio using a classical Midi synthesizer or using a deep synthesizer for more realistic output. The deep synthesizer translates Midi to a spectrogram and then to audio. An overview of our Audeo system is shown in Fig. 1. Our main contributions are the following: (i) To the best of our knowledge, we are the first work to generate music audio from ‘in the wild’ silent piano performance videos. (ii) We introduce a full pipeline named Audeo containing three interpretable components to complete this transformation. (iii) Audeo is robust and generalizable. The generated audio of ‘in the wild’ piano performance videos are detected well with popular music identification software.

2 Related Work

While audio-visual signals are interrelated, classically there has been a clear separation of these signals into a single domain of video or audio. Deep learning approaches have succeeded to connect the two streams and to begin consideration of audio-visual tasks. Systems have been proposed to leverage and explore the correlation of both audio and video at the same time, i.e., audio-visual cross-domain tasks. For example, conditioning the visual and sound streams on each other as a supervision in training was shown as an effective training method for networks with unlabeled data in audio-visual correspondence [3–6]. Moreover, it was shown that it is possible to separate object sounds by inspecting the video stream of an unlabeled video [7] or to perform audio-visual event localization task on unconstrained videos [8] and even to generate natural sounds, e.g., baby crying.
Figure 1: Given an input of video frames of musician playing the piano, Audeo generates the music for that video. Please also see supplementary video and materials with sample results. Keyboard images are from Paul Barton YouTube Channel with permission.

water flowing, given a visual scene [9]. Such a generation task is conceptually similar to the task that we consider, however, it is on a much slower scale than generation of music and the visual input in the case of the piano playing has more structural content which needs to be processed.

Each direction of audio and video relation has been studied as well. In the audio-to-video direction, deep learning RNN based strategies were proposed to generate body dynamics correlated with sounds from audio only [10–12]. Moreover, systems that generate parts of the face or synchronize lips movements from speech audio where shown to be possible [13, 14]. In the video-to-audio direction, prior work addressed the identification of objects most correlated with sounds. For piano performance that would be the keyboard, musician’s hands, etc. Combination of traditional computer vision techniques were presented to provide these functionalities [15–17]. However, these methods turned out to be sensitive to the environment setup such as the camera position, illumination condition and so on. To improve performance, the use of depth cameras was proposed to detect the pressed keys with depth information, however, while it indeed improved accuracy, such strategy cannot be generalized to unconstrained videos [18, 19]. Furthermore, machine learning method such as Support Vector Machine (SVM) [20] were proposed to classify a single key status, whether it is pressed or not [21]. Since these methods required a large manually labeled data to be trained on, systems using deep learning methods, such as Convolution Neural Networks (CNN), have been applied to key identification problem as well, approaching the problem as a binary classification task where each single key needs to be cropped separately and manually labeled before training and testing [22, 23]. Deep learning strategies also addressed both audio and video streams to identify actions such as following musical notes, i.e., a two-stream CNN has been proposed to determine the notes being played at any moment for the task of identifying whether correct fingers are pressed for the corresponding notes [24].

The methods described above require a training set with an associated Ground truth Midi. Such Midi is typically obtained with an electronic keyboard, a process that make creation of the training data to be limited. To overcome this challenge, the Onsets and Frames framework enables to transcript audio waveform to Midi [25]. A recent work used this framework to obtain Pseudo Ground truth Midi and implemented a ResNet [26], to predict the pitch onsets events (times and identities of keys being pressed) given video frames stream [27]. While this method achieves acceptable onsets prediction there still exist a gap between the onset prediction problem and reconstruction of a complete Midi containing the offset information and from which music can be generated. Audeo is using the Onsets and Frames framework to obtain a Pseudo Ground truth Midi for training as well and thus can be applied to any top-view video. Moreover, Audeo generalizes the prediction task and generates a complete and robust Midi for synthesis via either traditional or deep learning based Midi synthesizers.

In music generation, several deep learning approaches have been introduced. Autoregressive models which directly work on audio waveform such as Wavenet [28], SampleRNN [29] and their variants [30, 31] have shown successes in both speech and music generation. However, transformation between two different domains (e.g. text to speech (TTS), symbolic musical score to audio) is more challenging. Tacotron [32, 33] proposed the encoder-decoder architecture to translate text to mel-spectrogram and a Wavenet conditioned on generated mel-spectrogram to generate final human speech waveform. In addition, Timbretron [34] uses CycleGAN [35] for timbre style transform on spectrogram level. Recently, non-autoregressive models like MelGAN [36] also demonstrated convincing results on audio generation. However, unlike common human speech which is monophonic, piano music is
Figure 2: Detailed schematics of the components in VIDEO2Roll Net: ResNet18 + feature transform, feature refinement and correlation learning. Input: 5 consecutive frames; Output: pressed-key prediction at the middle frame.

Figure 3: Visualized feature maps comparison between Video2Roll Net (left) and ResNet18 (right) using Scored Weighted Class Activation Heatmap (Score-CAM) [39]. This example demonstrates that our method can locate the delicate visual cues of pressed C3 key more accurately. Keyboard images are from Paul Barton YouTube Channel with permission.

challenging to generate due to its polyphonic property. In addition, symbolic Midi can be viewed as a time-frequency representation (while the text transcript for speech cannot). Since music is polyphonic and contains more content information, the TTS model cannot be directly applied to score-to-audio generation. While a conditional Wavenet has been proposed to enable Midi synthesis [37], training a conditional Wavenet requires exhaustive computation resources. Another efficient possibility is to use Performance-Net (PerfNet) [38] which has been shown successfully converting Midi to spectrogram with computation efficiency. The last step of Audeo uses the a pretrained PerfNet as deep learning based Midi synthesizer to generate audio in the spectrogram domain.

3 Methods

Our key approach is to use generalizable and interpretable mediator signals to translate piano video frames to output audio. Indeed, for piano performance videos from Internet (usually without accompanied ground truth Midi). We retrieve the Pseudo ground truth (GT) Midi from audio with the Onset and Frames framework [25]. This allows us to avoid hardware constraints of the instrument and to use any video, even those recorded in an unconstrained setup. The Pseudo GT Midi can be considered as a two dimensional binary matrix $M \in \mathbb{R}^{K \times T}$ where $K$ is the number of pitches and $T$ is the number of frames. For each entry $M_{k,j}$, 1 indicates if the key $k$ is sustained at frame $j$ and 0 otherwise. We describe the details of each component of Audeo system in the following subsections.

**Video2Roll Net:** The task in this stage can be defined as a multi-label image classification problem. One video clip $X$ can be seen as a four dimensional matrix and each frame is $X_{t,c,h,w} \in \mathbb{R}^{T \times C \times H \times W}$ where $T$, $C$, $H$, $W$ are time, channel, height and width dimension respectively. We use stacked five consecutive gray scale frames $X_{t-2:t-1,t,t+1,t+2}$ as input into Video2Roll Net which outputs a prediction of the keys pressed in the middle frame $X_t$. Mathematically we estimate the conditional probability of which keys are pressed at frame $t$ given video frames $X_{t-2:t+2}$. The probability of estimated keys at frame $t$ will be $P(\hat{M}_t) = P(\hat{M}_t|X_{t-2:t-1,t,t+1,t+2})$. We find that the use of consecutive frames is crucial to detect changes in the pressed keys. Note that estimating all pressed keys at each frame is a harder task compared to [27] which predicts onset events only (which and when a key is being pressed). We use ResNet18 as the backbone similar to [27] but our architecture takes into consideration the natural phenomena appearing in this task: 1) the visual cues of sustained keys are relatively small compared to other objects in the image such as hands and fingers; 2) at each frame, the pressed keys may have correlation due to the concept of musical harmony so some combinations have higher chance to appear at the same time than others; 3) the spatial dependencies...
are significant to detect the sustained keys but typical CNN are designed to be invariant to spatial positioning. To address these issues, we design a multi-scale feature attention network similar to [40]. Specifically, using ResNet18 as backbone, Video2Roll Net contains three functional modules: feature transform, feature refinement and correlation learning. The feature refinement setup is similar to a feature pyramid network (FPN) [41] which uses top-down features propagation mechanism. The main difference to common FPN is that in our Video2Roll Net multi-scale features at residual blocks are first transformed and re-calibrated via feature transform module before passing to the next stage. This allows the network to detect the visual cues on various scales much better. As a final component, the correlation learning module is used to learn feature spatial dependencies and semantic relevance by self-attention mechanism. Since detection of pressed keys is crucial to generate meaningful music, using multi-scale feature attention strategy enables Video2Roll Net to find the region of visual cues of key-pressed more accurately (as shown in Fig. 3).

Roll2Midi Net: The Roll prediction \( \hat{M}_{1:T} \) of Video2Roll Net is not perfect due to various challenges. For example, hand occlusions in video frames pertain Video2Roll Net from detecting changes in pressed keys. Moreover, because \( \hat{M}_{1:T} \) is predicted at each frame individually, Roll predictions do not have temporal correlation. In addition, since pseudo GT Midi is generated from Onset and Frames framework [25] which depends on the audio stream, one common phenomenon that appears is: if the performer sustains a key for sufficiently long time, the magnitude of the corresponding frequency will gradually decay to zero and this key in pseudo GT Midi will be marked as off afterwards, however, since our Video2Roll Net depends on visual information only, all pressed keys are still considered as active but this prediction will not match the reality of the audio. Examples can be seen in Fig. 6 where in both black and green frames, Video2Roll Net detects more active keys than in Pseudo GT Midi however this is since in the frames, those keys are indeed pressed. We call this fact as mismatch of audio-visual information. To mitigate these issues, we introduce a generative adversarial network (GAN) [2] to refine and complete the Video2Roll results \( \hat{M}_{1:T} \) so that the outputs are closer to pseudo GT Midi. The GAN includes a generator \( G \) and a discriminator \( D \). The input of the generator is Roll predictions \( \hat{M}_{1:T} \) and each column of \( \hat{M} \) is the probability score retrieved from the last fully connected layer of Video2Roll Net after applying a sigmoid function. Using the probability scores instead of threshold outputs enables the generator to re-calibrate the probabilities and generate more robust Midi representation. The GAN objective is defined by:

\[
\min_{G} \max_{D} \mathbb{E}_{M \sim \mathcal{M}}[\log D(M)] + \mathbb{E}_{\hat{M} \sim \mathcal{M}}[\log(1 - D(G(\hat{M}))]].
\] (1)

Our generator is a standard five depths U-Net [42] and the discriminator consists of with 5 layers CNN. We use Mean Square Error (MSE) to optimize both the generator and the discriminator. During inference, we forward the Roll representation to the generator and obtain the refined representation (Midi) \( \hat{M}_R = G(\hat{M}) \). The Roll2Midi Net can boost the correctness of overall predictions and the estimated Midi is sufficient to be synthesized to get meaningful music close to the ground truth. Fig. 5 shows that Roll2Midi can partially eliminate false positive and false negative in Roll.

Midi Synth: Both Roll and Midi can be synthesized to audio using classical Midi synthesizer. We find that it is sufficient to get clear, robust and reasonable music with predicted Midi. Moreover, classical Midi synthesizer is flexible and can support creative applications. For example, music with various timbre can be generated using piano performance video only by simply setting instruments other than piano during the synthesis step. While interesting results can be obtained at this point, the audio synthesized from classical Midi synthesizer is mechanical. To step further, we investigate whether we can generate more realistic music with Midi predictions via deep synthesizer. To do
that, we pretrain a PerfNet [38] with Pseudo GT Midi $M$. The PerfNet learns a transformation $H$ between $M$ and spectrogram $S$. With the pretrained PerfNet, we forward propagate the Midi $M_R$ to obtain initial estimated spectrogram $\hat{S}_R = H(M_R)$. Note that even though our predicted Midi has been refined, discrepancy between $M$ and $\hat{M}_R$ would still exist and we find that using PerfNet to learn transformation from $\hat{M}_R$ to $S$ directly can’t be generalized. We conjecture that this is due to the sensitivity of the transformation between Midi and spectrogram which increases the difficulty in the generalization. To mitigate this problem, we train one more standard U-Net to do the refinement on spectrogram level. This U-Net can be formulated as a function $U$ and we aim to minimize the $L_1$ distance between $\hat{S}_R$ and $S$: $L_1(\hat{S}_R, S) = \|U(\hat{S}_R) - S\|$. We find that estimating initial rough spectrogram first and then perform the refinement on the spectrogram level later allows for generalization. As a last step, Griffin-Lim algorithm is used to convert the spectrogram to audio waveform [43].

4 Experiments & Results

Datasets. We collect piano performance videos directly from YouTube to evaluate Audeo pipeline. The minor constraint for data collection is top-view piano performance with fully visible keyboard. We use videos recorded by Paul Barton\footnote{https://www.youtube.com/user/PaulBartonPiano} at the frame rate 25 fps and audio sampling rate at 16kHz. The pseudo GT Midis are obtained via Onsets and Frames framework [25]. All Pseudo GT Midis are set binary and down-sampled to 25 fps. We crop all videos and keep full keyboard only and remove all frames that do not contribute to piano performance (e.g. logos, black screen). We trim the initial silent sections up to the first key-pressed frame to align the video, pseudo GT Midi and audio but all silent frames within each performance are kept. Two evaluation sets are used in the experiment. 

Midi Evaluation Set: This set is to evaluate our predictions in Video2Roll Net and Roll2Midi Net. We use 24 videos of Bach The Well-Tempered Clavier Book One (WTC B1) including 115 minutes
| Model                                      | Precision | Recall | Accuracy | F1-score |
|--------------------------------------------|-----------|--------|----------|----------|
| ResNet \[27\]                             | 64.3      | 54.7   | 40.4     | 49.7     |
| ResNet+Aggregation+slope \[27\]            | 61.5      | 57.3   | 41.2     | 50.8     |
| Video2Roll Net (Our)                       | 61.2      | 65.6   | 46.4     | 56.4     |
| Roll2Midi Net TS=0.4 (Our)                 | 60.0      | 77.0   | 50.6     | 61.5     |
| Roll2Midi Net TS=0.5 (Our)                 | 65.1      | 69.9   | 50.8     | 60.4     |

Table 1: Precision, recall, accuracy and F1-score in (%) for Midi evaluation. If not specified, all results use threshold (TS) = 0.4 after the application of the sigmoid function.

In total for training. The testing set contains first 3 Prelude and Fugue performances of Bach The Well-Tempered Clavier Book Two (WTC B2) including 12 and a half minutes in total. This results in 172, 404 training images and 18, 788 testing images.

**Audio Evaluation Set**: This set is for audio evaluation only. Our aim is to test whether the generated music can be detected by music identification software. This test set contains 35 videos from WTC B2 (24 Prelude and Fugue pairs and their 11 variants), 8 videos from WTC B1 variants and 9 videos from other composers. This combination results in 52 videos and 297 minutes in total.

**Evaluation Metrics.** For **Midi Evaluation**, we evaluate predictions from our Video2Roll Net and Roll2Midi Net by reporting precision, recall, accuracy and F1 score on frame-level defined in [44]. To compare with other methods, we reproduce proposed models in [27] and test them on our Midi Evaluation set. For **Audio Evaluation**, We use popular music identification App SoundHound\(^2\) to perform detection test on generated music. We split every performance into multiple 20 seconds segments and perform the detection test on every segment once. The detection is marked as success if SoundHound successfully shows correct source name of the music and failure if nothing or wrong source shows up. We report the average detected rate at segment level.

### 4.1 Implementation details

**Video2Roll Net**: All images are set in gray scale and resized into 100 × 900. Due to the extremely imbalanced label classes in Midi evaluation set, we force each training mini-batch to contain classes evenly by over/down sampling strategy. Features obtained at residual blocks are used to do feature level transform and refinement except the first block. We train the network using binary cross entropy loss with batch size 64.

**Roll2Midi Net**: We extract probability scores (without threshold-ed) from Video2Roll Net at each frame and concatenate them as Roll representation. We use a 4 seconds Roll (100 frames) and slide with two seconds window during training. The five depth U-net generator takes one channel input and each depth down-samples the height and width by half. The discriminator includes five convolution layers that take the Midi as input and classify it as real or fake. Both the generator and the discriminator are trained with MSE loss with batch size 64.

**Midi Synth**: We use FluidSynth\(^{[45]}\) as classical Midi synthesizer. For all results, we set initial tempo to be 80 and velocity for all active keys be 100. For the deep synthesizer, a PerfNet is pretrained with pseudo GT Midi using MSE loss with batch size 16. The target spectrogram of an audio clip is the magnitude part of its short-time Fourier Transform. We compute the log-scaled spectrogram with 2,048 window size and 256 hop size, leading to a 1025 × 126 spectrogram for 2 seconds audio sampled at 16kHz. The 2 seconds Midi (50 frames) will be firstly up-sampled to 126 frames to fit with the input shape size of PerfNet. Once we obtain the initial spectrograms from PerfNet, we train a standard five depths Unet to refine the spectrogram. Since highest frequency on a piano key is 4186.01 Hz, we use only the frequency bins up to 576 for training. In the end, we use Griffin-Lim algorithm\(^{[43]}\) to generate the final audio.

All networks in Audeo system are trained in PyTorch \[46\] using Adam optimizer \[47\] with \(\beta_1 = 0.9, \beta_2 = 0.999\). For all models we use learning rate starting from 0.001 and gradually decreasing if validation loss is stuck in plateau. Two Nvidia Titan X are used to train all components in Audeo system. More specific implementation details can be found in Supplementary material. All code will be openly available in the future.
### Table 2: Sound Hound music identification rate in (%).

| Method                 | Total | Bach WTC B1 Variants | Bach WTC B2 & Other |
|------------------------|-------|----------------------|---------------------|
| ResNet+FluidSynth      | 55.9  | 74.2                 | 52.9                |
| Roll+FluidSynth        | 62.6  | 79.6                 | 59.6                |
| Midi+PerfNet           | 73.0  | 80.6                 | 71.6                |
| Midi+FluidSynth        | 73.9  | 85.6                 | 72.4                |
| Ground Truth           | 89.2  | 92.6                 | 87.7                |

Figure 7: Two samples of generated spectrograms vs Ground Truth.

4.2 Results

**Midi Evaluation:** Table 1 shows the results of *Audeo* in generation of Roll and Midi compared to other methods. The Video2Roll Net detects detailed visual cues which result in higher recall, accuracy and F1-score compared to previous works. It turns out that having less false negatives is crucial to generate complete melody without missing the notes. In addition, the relatively low precision still reflects the benefit of Video2Roll Net because mismatches in audio-visual information are a common phenomenon (See Fig. 6). Thereby, many false positives in our predictions are not visually wrong. Notably, music generation from visual information is nontrivial and this is one of the common challenges therefore we are not surprised by the performance but on the other hand believe that it will be enhanced in the future. To get cleaner and robust symbolic representation, Roll2Midi Net is necessary. The core of generative adversarial network enables Roll2Midi Net to partially eliminate both false negative and false positive by judging whether the generated Midi is real enough. Indeed, Roll2Midi Net boosts the overall performance even further. The F1 score of Roll2Midi outperforms the best model in [27] by more than 10%.

**Audio Evaluation on Music Identification:** We compare the detection by SoundHound of samples generated from *Audeo* system to ResNet baseline and to ground truth audio. Furthermore, we synthesize Roll and Midi obtained from *Audeo* via FluidSynth or PerfNet to test and exclude synthesizer effects. The results of music identification are shown in Table 2. Note that the Bach WTC B1 have already been learned during training and we use their variants to evaluate whether *Audeo* is robust to different performance styles such as fast tempo, staccato, legato and so on. It turns out that all *Audeo* methods outperform the ResNet baseline and synthesizing Midi via FluidSynth or PerfNet can reach more than 80% detected rate while Midi+FluidSynth achieves the best accuracy (85.6%). This is compared the the Ground Truth detection of (92.6%). This indicates that *Audeo* is able to capture the core of learned music and is not sensitive to variance in performance. For test videos from the type that was not introduced in training at all, such as Scott Joplin, both Midi+PerfNet and Midi+FluidSynth pass 70% detected rate while ResNet baseline obtains 52.9%. While the gap with the ground truth (72.4 vs 87.7%) is still obvious, the identification results demonstrate the robustness and generality of the *Audeo* system. In terms of total average, Midi+FluidSynth performs better than other methods and outperforms ResNet baseline by 18%. Notably, using PerfNet as synthesizer results with slightly lower detection than FluidSynth in this test. While deep synthesizer may recover

2https://www.soundhound.com/
emotion and naturalness in the spectrogram domain, it also introduces noise which is non-trivial to reduce. Fig.7 compares spectrograms of samples synthesized via FluidSynth and PerfNet. While both syntheses produce similar spectrograms to the ground truth one, we observe that Midi+FluidSynth is cleaner but having same notes velocity everywhere results in unnatural sound. On the other hand, Midi+PerfNet has magnitude variance and changes smoothly in time but noticeable noise exists.

5 Conclusion

We present a novel one of a kind full pipeline system Audeo for generating music from silent piano performance video. Each component in Audeo is interpretable and flexible to be used for various practical purposes such as key detection, piano learning synchronization, timbre modulation, etc. Experimental results demonstrate that Audeo can effectively generate reasonable music that can be detected by music identification software.

References

[1] Meinard Müller. Fundamentals of music processing: Audio, analysis, algorithms, applications. Springer, 2015.

[2] Ian Goodfellow, Jean Pouget-Abadie, Mehdi Mirza, Bing Xu, David Warde-Farley, Sherjil Ozair, Aaron Courville, and Yoshua Bengio. Generative adversarial nets. In Advances in neural information processing systems, pages 2672–2680, 2014.

[3] Relja Arandjelovic and Andrew Zisserman. Look, listen and learn. In Proceedings of the IEEE International Conference on Computer Vision, pages 609–617, 2017.

[4] Yusuf Aytar, Carl Vondrick, and Antonio Torralba. Soundnet: Learning sound representations from unlabeled video. In Advances in neural information processing systems, pages 892–900, 2016.

[5] David Harwath, Antonio Torralba, and James Glass. Unsupervised learning of spoken language with visual context. In Advances in Neural Information Processing Systems, pages 1858–1866, 2016.

[6] Andrew Owens, Jiajun Wu, Josh H McDermott, William T Freeman, and Antonio Torralba. Ambient sound provides supervision for visual learning. In European conference on computer vision, pages 801–816. Springer, 2016.

[7] Ruohan Gao, Rogerio Feris, and Kristen Grauman. Learning to separate object sounds by watching unlabeled video. In Proceedings of the European Conference on Computer Vision (ECCV), pages 35–53, 2018.

[8] Yapeng Tian, Jing Shi, Bochen Li, Zhiyao Duan, and Chenliang Xu. Audio-visual event localization in unconstrained videos. In Proceedings of the European Conference on Computer Vision (ECCV), pages 247–263, 2018.

[9] Yipin Zhou, Zhaowen Wang, Chen Fang, Trung Bui, and Tamara L Berg. Visual to sound: Generating natural sound for videos in the wild. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, pages 3550–3558, 2018.

[10] Eli Shlizerman, Lucio Dery, Hayden Schoen, and Ira Kemelmacher-Shlizerman. Audio to body dynamics. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, pages 7574–7583, 2018.

[11] Hsin-Ying Lee, Xiaodong Yang, Ming-Yu Liu, Ting-Chun Wang, Yu-Ding Lu, Ming-Hsuan Yang, and Jan Kautz. Dancing to music. In Advances in Neural Information Processing Systems, pages 3581–3591, 2019.

[12] Shiry Ginosar, Amir Bar, Gefen Kohavi, Caroline Chan, Andrew Owens, and Jitendra Malik. Learning individual styles of conversational gesture. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, pages 3497–3506, 2019.
[13] Supasorn Suwajanakorn, Steven M Seitz, and Ira Kemelmacher-Shlizerman. Synthesizing obama: learning lip sync from audio. *ACM Transactions on Graphics (TOG)*, 36(4):1–13, 2017.

[14] Tae-Hyun Oh, Tali Dekel, Changil Kim, Inbar Mosseri, William T Freeman, Michael Rubinstein, and Wojciech Matusik. Speech2face: Learning the face behind a voice. In *Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition*, pages 7539–7548, 2019.

[15] Mohammad Akbari and Howard Cheng. Real-time piano music transcription based on computer vision. *IEEE Transactions on Multimedia*, 17(12):2113–2121, 2015.

[16] Potcharapol Suteparuk. Detection of piano keys pressed in video. *Dept. of Comput. Sci., Stanford Univ., Stanford, CA, USA, Tech. Rep.*, 2014.

[17] Robert McCaffrey. Piano music transcription based on computer vision. *Dept. of Computer Science, University of Dublin, Trinity College, Master Dissertation*, 2017.

[18] Albert Nisbet and Richard Green. Capture of dynamic piano performance with depth vision. online.

[19] Seungmin Rho, Jae-In Hwang, and Junho Kim. Automatic piano tutoring system using consumer-level depth camera. In *2014 IEEE International Conference on Consumer Electronics (ICCE)*, pages 3–4. IEEE, 2014.

[20] Johan AK Suykens and Joos Vandewalle. Least squares support vector machine classifiers. *Neural processing letters*, 9(3):293–300, 1999.

[21] Souvik Sinha Deb and Ajit Rajwade. An image analysis approach for transcription of music played on keyboard-like instruments. In *Proceedings of the Tenth Indian Conference on Computer Vision, Graphics and Image Processing*, pages 1–6, 2016.

[22] Mohammad Akbari, Jie Liang, and Howard Cheng. A real-time system for online learning-based visual transcription of piano music. *Multimedia Tools and Applications*, 77(19):25513–25535, 2018.

[23] Seongjae Kang, Jaeyoon Kim, and Sung-eui Yoon. Virtual piano using computer vision. *arXiv preprint arXiv:1910.12539*, 2019.

[24] Jangwon Lee, Bardia Doosti, Yupeng Gu, David Cartledge, David Crandall, and Christopher Raphael. Observing pianist accuracy and form with computer vision. In *2019 IEEE Winter Conference on Applications of Computer Vision (WACV)*, pages 1505–1513. IEEE, 2019.

[25] Curtis Hawthorne, Erich Elsen, Jialin Song, Adam Roberts, Ian Simon, Colin Raffel, Jesse Engel, Sageev Oore, and Douglas Eck. Onsets and frames: Dual-objective piano transcription. *arXiv preprint arXiv:1710.11153*, 2017.

[26] Kaiming He, Xiangyu Zhang, Shaoqing Ren, and Jian Sun. Deep residual learning for image recognition. In *Proceedings of the IEEE conference on computer vision and pattern recognition*, pages 770–778, 2016.

[27] A Sophia Koepke, Olivia Wiles, Yael Moses, and Andrew Zisserman. Sigh to sound: An end-to-end approach for visual piano transcription. In *ICASSP 2020-2020 IEEE International Conference on Acoustics, Speech and Signal Processing (ICASSP)*, pages 1838–1842. IEEE, 2020.

[28] Aaron van den Oord, Sander Dieleman, Heiga Zen, Karen Simonyan, Oriol Vinyals, Alex Graves, Nal Kalchbrenner, Andrew Senior, and Koray Kavukcuoglu. Wavenet: A generative model for raw audio. *arXiv preprint arXiv:1609.03499*, 2016.

[29] Soroush Mehri, Kundan Kumar, Ishaan Gulrajani, Rithesh Kumar, Shubham Jain, Jose Sotelo, Aaron Courville, and Yoshua Bengio. Samplernn: An unconditional end-to-end neural audio generation model. *arXiv preprint arXiv:1612.07837*, 2016.
[30] Aaron van den Oord, Yazhe Li, Igor Babuschkin, Karen Simonyan, Oriol Vinyals, Koray Kavukcuoglu, George van den Driessche, Edward Lockhart, Luis C Cobo, Florian Stimberg, et al. Parallel wavenet: Fast high-fidelity speech synthesis. *arXiv preprint arXiv:1711.10433*, 2017.

[31] Wei Ping, Kainan Peng, and Jitong Chen. Clarinet: Parallel wave generation in end-to-end text-to-speech. *arXiv preprint arXiv:1807.07281*, 2018.

[32] Yuxuan Wang, RJ Skerry-Ryan, Daisy Stanton, Yonghui Wu, Ron J Weiss, Navdeep Jaitly, Zongheng Yang, Ying Xiao, Zhifeng Chen, Samy Bengio, et al. Tacotron: Towards end-to-end speech synthesis. *arXiv preprint arXiv:1703.10135*, 2017.

[33] Jonathan Shen, Ruoming Pang, Ron J Weiss, Mike Schuster, Navdeep Jaitly, Zongheng Yang, Zhifeng Chen, Yu Zhang, Yuxuan Wang, RJ Skerrv-Ryan, et al. Natural tts synthesis by conditioning wavenet on mel spectrogram predictions. In *2018 IEEE International Conference on Acoustics, Speech and Signal Processing (ICASSP)*, pages 4779–4783. IEEE, 2018.

[34] Sicong Huang, Qiyang Li, Cem Anil, Xuchan Bao, Sageev Oore, and Roger B Grosse. Timbretron: A wavenet (cyclegan (cqt (audio))) pipeline for musical timbre transfer. *arXiv preprint arXiv:1811.09620*, 2018.

[35] Jun-Yan Zhu, Taesung Park, Phillip Isola, and Alexei A Efros. Unpaired image-to-image translation using cycle-consistent adversarial networks. In *Proceedings of the IEEE international conference on computer vision*, pages 2223–2232, 2017.

[36] Kundan Kumar, Rithesh Kumar, Thibault de Boissiere, Lucas Gestin, Wei Zhen Teoh, Jose Sotelo, Alexandre de Brébisson, Yoshua Bengio, and Aaron C Courville. Melgan: Generative adversarial networks for conditional waveform synthesis. In *Advances in Neural Information Processing Systems*, pages 14881–14892, 2019.

[37] Curtis Hawthorne, Andriy Stasyuk, Adam Roberts, Ian Simon, Cheng-Zhi Anna Huang, Sander Dieleman, Erich Elsen, Jesse Engel, and Douglas Eck. Enabling factorized piano music modeling and generation with the maestro dataset. *arXiv preprint arXiv:1810.12247*, 2018.

[38] Bryan Wang and Yi-Hsuan Yang. Performancenet: Score-to-audio music generation with multi-band convolutional residual network. In *Proceedings of the AAAI Conference on Artificial Intelligence*, volume 33, pages 1174–1181, 2019.

[39] Haofan Wang, Mengnan Du, Fan Yang, and Zijian Zhang. Score-cam: Improved visual explanations via score-weighted class activation mapping. *arXiv preprint arXiv:1910.01279*, 2019.

[40] Zheng Yan, Weiwei Liu, Shiping Wen, and Yin Yang. Multi-label image classification by feature attention network. *IEEE Access*, 7:98005–98013, 2019.

[41] Tsung-Yi Lin, Piotr Dollár, Ross Girshick, Kaiming He, Bharath Hariharan, and Serge Belongie. Feature pyramid networks for object detection. In *Proceedings of the IEEE conference on computer vision and pattern recognition*, pages 2117–2125, 2017.

[42] Olaf Ronneberger, Philipp Fischer, and Thomas Brox. U-net: Convolutional networks for biomedical image segmentation. In *International Conference on Medical image computing and computer-assisted intervention*, pages 234–241. Springer, 2015.

[43] Daniel Griffin and Jae Lim. Signal estimation from modified short-time fourier transform. *IEEE Transactions on Acoustics, Speech, and Signal Processing*, 32(2):236–243, 1984.

[44] Mert Bay, Andreas F Ehmann, and J Stephen Downie. Evaluation of multiple-f0 estimation and tracking systems. In *ISMIR*, pages 315–320, 2009.

[45] David Hennigsson and FD Team. Fluidsynth real-time and thread safety challenges. In *Proceedings of the 9th International Linux Audio Conference, Maynooth University, Ireland*, pages 123–128, 2011.
[46] Adam Paszke, Sam Gross, Soumith Chintala, Gregory Chanan, Edward Yang, Zachary DeVito, Zeming Lin, Alban Desmaison, Luca Antiga, and Adam Lerer. Automatic differentiation in pytorch. *Neural Information Processing Systems 2017 Workshop on Autodiff*, 2017.

[47] Diederik P Kingma and Jimmy Ba. Adam: A method for stochastic optimization. *arXiv preprint arXiv:1412.6980*, 2014.