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Abstract – We show that there is a class of stochastic baker’s transformations that is equivalent to the class of equilibrium solutions of two-dimensional spin systems with finite interaction. The construction is such that the equilibrium distribution of the spin lattice is identical to the invariant measure in the corresponding baker’s transformation. We illustrate the equivalence by deriving two stochastic baker’s maps representing the Ising model at a temperature above and below the critical temperature. A calculation of the invariant measure and the free energy in the baker system is then shown to be in agreement with analytic results of the two-dimensional Ising model.

Introduction. – The Ising model and the baker’s map [1] are two examples of canonical model systems that have provided deep insights into statistical mechanics and dynamical systems theory, respectively. The aim of this paper is to point out and illustrate a relatively simple connection between spin systems in two-dimensions and a class of stochastic baker’s transformations. In this way we demonstrate a new connection between equilibrium lattice systems and low-dimensional dynamical systems. Formal connections between dynamical systems and two-dimensional spin systems have been presented before. Examples include cellular automata (e.g., [2]) and coupled map lattices (e.g., [3,4]). We introduce a new class of stochastic baker’s transformations and show that the noise can be constructed so that the representation of the dynamics is identical to a representation of equilibrium spin systems in two dimensions, originally proposed by Kramers and Wannier [5]. The novelty in the present approach is the design of a specific family of transformations in which the invariant measures are identical to the equilibrium distributions of spin configurations in two-dimensional spin systems with finite-range interaction. This equivalence could potentially provide new perspectives by enabling the use of methods and results from one area in the other.

Despite their simplicity, both the Ising model and the baker’s map are of potential relevance for more complicated experimental and real systems. Universal phenomena can be identified and analyzed in simple model systems and can provide a deeper understanding of measured characteristics in experimental systems. By establishing a connection between two fundamental model systems in statistical mechanics and in low-dimensional chaos, respectively, one opens the possibility to understand also connections between universality in the two fields.

Variations of the baker’s map can be interpreted as a computational process. This was exploited by Moore [6] for establishing a connection between low-dimensional dynamical systems and universal computation. The computational aspect of the baker’s transformation is also of interest for both experimental and theoretical studies of quantum computation [7,8]. One may speculate whether the equivalence presented here can be used for establishing a connection also between spin systems and universal computation.

A stochastic baker’s map. – Consider the following stochastic baker’s map:

\[ f(x, y) = (2x - [2x], y/2 + \xi(x, y)/2), \tag{1} \]

where \( \xi(x, y) \) is a stochastic variable that can take the values 0 or 1, and where \( [x] \) denotes the integer part of \( x \). If \( \xi = [2x] \), we get the standard non-stochastic baker’s map. In this paper we will consider a general case where \( \xi \) is characterised by a probability distribution that depends on the position \( (x, y) \) in state space.
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The dynamics of the baker’s map is conveniently described using the dyadic representation (i.e., binary expansion) for positions in the unit interval, using the notation \( x = (\ldots x_3 x_2 x_1 x_0 \ldots) \) and \( y = (\ldots y_3 y_2 y_1 y_0 \ldots) \), so that \( x = \sum_{i=0}^{\infty} x_i/2^{i+1} \), with \( x_i \in \{0, 1\} \), and similarly for \( y \).

The original non-stochastic map shifts the \( x \) sequence to the left removing \( x_0 \) and the \( y \) sequence to the right putting the symbol \( x_0 \) in the 0th position, i.e., \( x' = (x_1 x_2 x_3 \ldots) \) and \( y' = (x_0 y_0 y_1 \ldots) \). The two semi-infinite sequences can be put together, so that a position \((x, y)\) is represented by \((\ldots y_2 y_1 y_0 x_0 x_1 x_2 x_3 \ldots)\). Using this representation the map is simply an operation shifting the combined sequence one step to the left.

When we generalize the symbolic dynamics description to the stochastic baker’s map, eq. (1), an iteration again means that the \( x_0 \) symbol is removed but that the value of the stochastic variable \( \xi \) enters in the 0th position of \( y \),

\[
\begin{align*}
  f(\ldots y_2 y_1 y_0 x_0 x_1 x_2 x_3 \ldots) &= (\ldots y_1 y_0 \xi x_1 x_2 x_3 \ldots).
\end{align*}
\]

In general we will consider the case when the probability distribution for \( \xi \) depends on position \((x, y)\), i.e., the full \( x \) and \( y \) sequences, and we denote the probability for \( \xi \) being \( 0 \) by \( q_0(x, y) \).

In this paper, we are primarily interested in the case when the stationary measure of the map in the unit square is symmetric under exchange of \( x \) and \( y \), since such a symmetry will be required when we make the connection to spin systems below. One way to achieve this is to consider a map \( \phi(x, y) \) that randomly chooses, with equal probabilities, either the function \( f(x, y) \) in eq. (1) or the function \( f(y, x) \).

\[
\phi(x, y) = \begin{cases} 
  f(x, y) & \text{with probability } 1/2, \\
  f(y, x) & \text{with probability } 1/2.
\end{cases}
\]

The stochastic baker’s map’s \( \phi \) is characterised by an invariant measure \( \mu_0 \) over state space \((x, y)\) together with an entropy rate \( s_{\mu_0} \) of the map. The entropy rate can be derived using the symbolic dynamics approach [9]. The following states illustrate three iterations of the map,

\[
\begin{align*}
  \ldots y_3 y_2 y_1 y_0 \cdot x_0 x_1 \ldots x_{n-1} x_n \ldots \\
  \ldots y_3 y_2 y_1 y_0 \xi x_1 \ldots x_{n+1} x_{n+2} \ldots \\
  \ldots y_3 y_2 y_1 y_0 \xi_2 x_1 \ldots x_{n+1} x_{n+2} \ldots \\
  \ldots y_3 y_2 y_1 y_0 \xi_3 x_1 \ldots x_{n+2} x_{n+3} \ldots
\end{align*}
\]

where \( \xi_1, \xi_2, \) and \( \xi_3 \), are binary symbols introduced by the stochastic variable \( \xi \). Note that the probabilities for these may depend on the complete \( x \) and \( y \) sequences. Assume that we observe the system at a finite level of resolution with a binary precision \( n+1 \) as above. Then, if we have an infinite sequence of iterations, we will almost always know, by looking at the history, what is shifted in from lower levels of resolution. The only uncertainty comes from the stochastic component \( \xi \) and from which direction the sequence is shifted. The latter term just contributes with a constant, \( \log 2 \). Assuming that the system is ergodic, which is supported by the calculations at the end of the paper for the stochastic characteristics we will use, the ergodicity theorem implies that a spatial average using \( \mu_0 \) can be used instead of a temporal average. Then the average rate of entropy production can be written

\[
s_{\mu_0} = \sum_{x,y} \mu_0(x, y) \sigma(q_0(x, y)) + \log 2,
\]

where \( \sigma(p) \) is the entropy function: \( \sigma(p) = -p \log p - (1-p) \log (1-p) \).

**Spin system representation.** – Next, we present the representation of the two-dimensional spin system that has a structure identical to the one we have used for the stochastic baker’s map in eqs. (2), (3). The equilibrium state in a two-dimensional spin system with nearest-neighbour interactions can be characterized by probabilities of spin configurations of the form in fig. 1 [5,10–14].

Denote the configuration of size \( 2n \) excluding the spin \( \xi \) by \( B_n(y_{n-1} y_{n-2} \ldots y_0 x_{n-1} x_{n-2} \ldots) \) or shorter \( B_n(x, y) \). Spin variables are 0 and 1. The conditional probability for spin \( \xi \) being 0 given the configuration is denoted by \( p_0(x, y) \), and it is determined by the translation invariant measure \( \mu \) that characterises the equilibrium system. In order to capture the full characteristics of the spin system, one needs to consider the limit \( n \to \infty \).

In this representation the relation between the stochastic baker’s map and the conditional probability characterising the spin system is clear. By applying the conditional probability \( p_0(x, y) \) (in the limit of \( n \to \infty \)) we shift out symbol \( x_0 \) from the \( x \) sequence and we shift in symbol \( \xi \) to the \( y \) sequence. In this way we get a new spin configuration in the same way as we get a new position in the baker’s map. The translational process moving across the lattice, adding new spins \( \xi \) in fig. 1 one at a time, is thus equivalent to the iterations in the stochastic baker’s map. This leads to the main result of this paper: If we let the probability distributions for \( \xi(x, y) \) be identical to the conditional probabilities in the spin system,

\[
q_0(x, y) = \lim_{n \to \infty} p_0(x, y),
\]

we get a dynamics of the stochastic baker’s map with an invariant measure \( \mu_0 \) that is equal to the translation invariant measure of the spin system, \( \mu_0 = \mu \).

**Statistical mechanics properties.** – The measure \( \mu \) determines the statistical mechanics properties of the spin system. For finite block size \( n \), let \( \mu_n(x, y) \) denote the corresponding measure. Spin system symmetry requires
\( \mu_n(x, y) = \mu_n(y, x) \), and it is reflected in the symmetric construction of the stochastic baker’s map in eq. (3). The entropy \( s \) (in terms of Boltzmann’s constant \( k_B \)) of the spin system is given by

\[
s = \lim_{n \to \infty} \frac{1}{n} \sum_{x, y \in \{0, 1\}^n} \mu_n(x, y) \sigma(p_n(x, y)), \tag{7}
\]

Because of the construction of \( \xi \) in the stochastic baker’s map, by designing it from the characteristics of the spin system, eq. (6), the spin system entropy is up to a constant identical to the entropy rate of the stochastic baker’s map, eq. (5), \( s = S_{\mu_k} - \log 2 \). The difference between successive improvements of the entropy estimate by increasing block size \( n \) can be interpreted as correlation information in the system [13].

Let us consider the Ising model with nearest-neighbour interactions with interaction constant \( J \). Then the energy can be written

\[
u = 2 \mu_1(0, 0) - 2 \mu_1(1, 1), \tag{8}
\]

where \( \mu_1(0, 0) \) denotes the probability for a \( B_1 \) block to be \( 0 \), and similarly for the other term. The equilibrium state is characterized by a minimum in the free energy \( g \) (in terms of \( k_B \)) with respect to variations in the measure \( \mu \),

\[
g = \nu - Ts. \tag{9}
\]

The free energy of the corresponding baker’s map can be calculated in the same way, noting that the energy of the baker’s map can be defined by \( \mu_b \) and \( \mu_b(x, y) \) as in eq. (8). The free energy of the baker’s map would then also be characterized by a minimum with respect to variations in \( \mu_b \).

**Derivation of the invariant measure in the stochastic baker’s map.** – Here we discuss a procedure that gives an approximation of the invariant measure \( \mu_b \) of the stochastic baker’s map, and consequently it also determines the translation invariant measure \( \mu \) of the spin system.

If we choose \( \mu_b(x, y) \) based on statistics from Monte Carlo simulations and run the stochastic baker’s map \( \phi \), does the system converge to a stationary measure that reproduces the physical properties of the spin system? One way to investigate this numerically, is to make approximations by choosing a certain resolution for positions in the unit square in the baker’s map as well as a certain level of resolution for the dependence of \( \mu_b(x, y) \) on position \( (x, y) \). For the positions in the dynamics, we divide the unit square into \( 2^m \) equal squares, which means that we use a binary precision of \( m \). This is the resolution we will use to estimate the invariant measure \( \mu_b \) of the baker’s map dynamics. Since the conditional probability \( \mu_b(x, y) \) is based on the statistics over the blocks of \( 2n + 1 \) spins in fig. 1, the binary precision in the spatial dependence of \( \mu_b(x, y) \) is \( n \). We require that \( n \leq m \).

When we consider the baker’s map approximated to a certain spatial resolution \( m \) it turns into a Markov process. The transitions can be represented by a finite-resolution version \( h_m \) of \( f \), cf. eq. (2),

\[
h_m(y_{m-1} \cdots y_0 \cdot x_0 \cdot x_1 \cdots x_{m-2} \cdots x_{m-1}) = (y_{m-2} \cdots y_0 \xi \cdot x_1 \cdot x_2 \cdots x_{m-1} \cdot y_{m-1} \xi) \tag{10}
\]

Here a new stochastic variable \( \xi \) enters at the finest level of resolution in the expanding dimension since a new binary symbol is shifted in from indistinguishable positions. In order to shift in symbols in a consistent way, we use the available information that was used to form the conditional probability \( q_0 \). This gives us the conditional probability \( z_0 \) for \( \xi \) to be 0, given \( (x_{m-n} \cdots x_{m-1}) \). We include this conditional probability in \( h_m \), and then we get a revised stochastic baker’s map \( \eta_m \) by combining \( h_m \) with its mirror image, as in eq. (3).

This means that we can calculate the invariant measure \( \mu^{(m)}_b \) at resolution \( m \) by considering a “master equation” for the density function \( \rho_m(x, y; t) \) of the stochastic baker’s map at the resolution \( m \),

\[
\rho_m(x, y; t + 1) = \sum_{x', y' \in \{0, 1\}^m} \rho_m(x', y'; t) P(x', y' \rightarrow x, y), \tag{11}
\]

where the transition probabilities \( P \) are based on the map \( \eta_m \) from eq. (10) and the discussion above. Note that the transition matrix is very sparse when \( m \gg n \). Using the double sequence representation, eq. (11) can be written as

\[
\rho_m(y_n \cdots y_0 \cdot x_n \cdots x_0; t + 1) = \frac{1}{2} \sum_{y_n, y_{n+1}} \rho_m(y_{n+1} \cdots y_0 \cdot x_{n+1} \cdots x_0; t) \times q_{y_n}(y_{n+1} \cdots y_0 \cdot x_{n+1} \cdots x_0; x_n \cdots x_0) + \frac{1}{2} \sum_{x_{n+1}, y_0} \rho_m(y_{n-1} \cdots y_0 \cdot x_{n+1} \cdots x_0; t) \times q_{x_n}(x_{n+1} \cdots x_0 \cdots y_0; y_n \cdots y_0). \tag{12}
\]

Here we use the notation \( q_1 = 1 - q_0 \) and \( z_1 = 1 - z_0 \).

In other words, the map \( \eta_m \) defines a Markov process with a transition matrix \( P \) of size \( 2^{2m} \times 2^{2m} \), and the invariant measure \( \mu^{(m)}_b \) is then the dominating eigenvector of the \( P \) matrix.

**Illustration of the equivalence using the 2D Ising model.** – We illustrate the construction of stochastic baker’s maps by using the procedure above for two temperatures in the Ising model. The conditional probabilities for \( \xi \) and \( z, i.e., q \) and \( z \) in eq. (12), are in the first case, for temperature \( T = 4 \), based on statistics from Monte Carlo simulations on a \( 200 \times 200 \) lattice, in total \( 3.1 \times 10^6 \) block configurations (as in fig. 1) with \( n = 3 \). The free energy is calculated by averaging the energy and estimating the entropy as in eqs. (7), (8), and the result is \( g_{12C} \approx -3.03643 \) (same as the exact value at this precision [15]). Then we solve the invariant measure \( \mu^{(m)}_b \) for

\[
\text{Stochastic baker’s maps and two-dimensional spin systems}
\]
Based on statistics from Monte Carlo simulations, in total 3.9 × 10^7 

In order to get a qualitative picture on how the different levels of resolution influence the construction of the map, we design a series of maps based on different values for m and n. We choose a lower temperature, T = 2.2 just below the critical temperature T_c = 2.269, since correlations are stronger here and that may show up in the dependence on block size n. The construction of the baker’s maps is now based on statistics from Monte Carlo simulations, in total 3.9 × 10^7 spin blocks with n = 5.

| n  | m = 1   | m = 2   | m = 3   | m = 4   | m = 8 | MC     |
|----|--------|--------|--------|--------|-------|--------|
| 1  | −2.0807| −2.0804| −2.0805| −2.0808| −2.0815| −2.1009|
| 2  | −2.0894| −2.0890| −2.0888| −2.0887| −2.0928|        |
| 3  | −2.0905| −2.0904| −2.0904| −2.0902| −2.0913|        |
| 4  | −2.0907| −2.0907| −2.0907| −2.0906| −2.0909|        |
| 5  | −2.0906| −2.0906| −2.0906| −2.0906| −2.0907|        |

The result is summarized in table 1, showing that at sufficiently large blocks (n ≥ 4) we get baker’s maps that reproduce the free-energy value of the MC simulation. Note that the spatial resolution of the state space (given by m) does not influence the free energy of the map as much as the choice of dependence on block size n. The invariant measure for m = 8 and n = 4 is shown with the projection to the x-axis in fig. 4. Since we are below the critical temperature the left-right symmetry is broken. This exercise illustrates that the invariant measure of the stochastic baker’s map, also at finite resolution, is sufficiently close to the measure of the spin system to reliably reproduce the free energy. The reason why this procedure works well for the Ising model, only requiring relatively small configurations n and not very high resolution m, is that spatial correlations in the information-theoretic sense decay fast with length ∼ n, i.e., the entropy estimates of eq. (7) converge quickly.

**Summary and discussion.** — We have demonstrated that there is a class of stochastic baker’s transformations that reproduce the equilibrium measure in two-dimensional spin systems with nearest-neighbour interactions. The generalization to longer (but still finite interactions) is straightforward. This means that for any
two-dimensional spin system, there is a corresponding stochastic baker’s map that contains the equilibrium properties of the spin system. The difference between our result and those obtained for coupled map lattice (CML) models, e.g., [4], is that, in our approach, spin configurations (of a certain shape) are represented by positions in the unit square. This leads to the result that the process of moving across a spin lattice capturing the average physical characteristics is equivalent to a certain baker’s map dynamics. In the former work, spatial configurations in the spin system are represented by corresponding spatial configurations in the CML system, and that cannot be used to establish the connection between statistical mechanics and dynamical systems that we find in the present study.

An interesting question is whether the finite-resolution map of eqs. (10), (11) can be used in a variational approach to find the invariant baker’s map measure that minimizes the free energy. Such a procedure would have strong connections to variational methods [14,16,17]. The reformulation of the variational problem for the spin system into a dynamical systems problem may offer new perspectives based on dynamical systems theory. Work along these lines is in progress.
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