A Hybrid Deep Learning and Handcrafted Features based Approach for Thyroid Nodule Classification in Ultrasound Images
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Abstract. With the increasing incidence rate of thyroid cancer, the diagnosis of thyroid nodules has become an important task. In this paper, we designed a deep neural network (DNN) to classify whether a thyroid nodule is benign or malignant, and proposed a structure which combines local binary pattern (LBP) with deep learning. Our method mitigates the effects of overfitting in medical image diagnosis tasks. With well-designed transfer learning, we achieve an accuracy of 85% on our own ultrasound thyroid dataset. To ensure the reliability of our experiments, all examples are estimated by experts in Shanghai Tenth People's Hospital using fine needle analysis (FNA), which is a gold standard for thyroid nodules diagnosis. The experimental results show that combinations of the traditional medial image features can help the deep learning network get more semantic information from low-level inputs.

1. Introduction
The incidence of Thyroid cancer continues rising around the world. More than 2.4 times increase during 29 years since 1973, form 3.6 per 100,000 in 1973 to 8.7 per 100,000 in 2002 [2]. [1] estimated that more than 62,000 new cases occurred among people in 2015, and about 300,000 new case in 2012 [8]. Thyroid cancer becomes the most threatening disease in the world, during 2008 to 2012, and about 0.2~0.4 per 100 000 men and 0.2~0.6 per 100 000 women died because of thyroid cancer [8].

To decrease the damage and the treatment costs, computer-aided diagnosis (CAD) has been developed to help doctors discriminate nodules from benign or malignancy. Some CAD diagnoses diseases by measuring specific hormone content in the human body [11], while others help doctors find the nodule [15] or compute the probability of malignant in medical images [9, 12, 16]. Many researchers use machine learning to learn the patterns of certain features, however, the feature is very hard to seek out, and some useful features are difficult to extract manually. In recent years, deep learning gives models the ability to extract feature automatically through the back propagation (BP) algorithm. As we all know that deep learning based methods are heavily relied on the big amount of data. Enough data and good algorithm make it possible to train a model which can classify thyroid nodules from benign or malignant effectively. However, thyroid image data is very rare and expensive in the field of medical image processing. Even though some hospitals start to collect data, few of them release the dataset and available dataset for deep neural network training is always in shortage. Moreover, due to the low quality of ultrasound image, thyroid nodules are usually difficult to recognize even using DNN. Some examples are visualized in Fig.1.
Fig. 1 Examples in our dataset. The four nodules on the left is benign, and the four nodules on the right is malignant. Those nodules are very similar and hard to discriminate.

Meanwhile, the roles of manually extracted image features and the ability of CNN on learning more general and invariant feature from fine processed images (e.g. feature maps of the first several layers) are under-estimated in existing work. On one hand, manually extracted image features such as local binary pattern (LBP) contain rich texture information and are robust to different exposure which commonly occurs to ultrasound images. On the other hand, in deep learning, the convolution in the first layer extracts low-level features like edge, contrast, color or some other simple information hence the appearance of the feature map at the first layer usually looks similar. However, high-level information for various specific tasks can be well extracted at the following deep layers. In other words, CNN has the ability to learn more general and invariant feature from fine processed images but this ability is under-estimated by most of existing research work.

In this paper, we proposed a method to combine high-level features extracted by a two-stream deep neural network (DNN) on the source image and its corresponding LBP feature map, respectively. By this way, we can make full use of the low-level features (i.e. LBP) and the ability of CNN to extract high-level features from the first-layer like features (i.e. LBP). Moreover, it helps a lot for training a robust model especially when the training data is small. Specifically, for each image, its LBP feature is extracted beforehand. Then, we use a pair of LBP and its source image as the input, and adopt two Resnets as the two branches of the two-stream DNN. Next, we concatenate the features from the two streams in the fully connected layer to get the final result. To validate the effectiveness of the proposed method, we conduct the experiments on a small but challenging dataset, which is collected by professional doctors and validated by the gold standard. Also, we use transfer learning to initialize our model and then training it by fine-tuning.

The main contributions of our method are two folds: (1) Instead of using low-level features for classification directly, we design a network to learn deep features on extracted low-level features. (2) We propose a method that combines high-level features extracted from the source image and its corresponding LBP feature map, and the accuracy boosts about 4.5% through this method.

Fig. 2 Source image and LBP image: left is the cropped source image, and the right is corresponding LBP image. We can see that the texture of the LBP image is more obvious.

2. Relate Work

2.1. Deep learning models

Since Alex built AlexNet [7] using the convolutional neural network (ConvNet) and won the challenge of ImageNet in 2012, more and more researchers dived into improving the structure of ConvNet. VGG [14] built deeper ConvNet through stacking sample structure and down-sampling by pooling operation. ResNet [3] proposed a novel structure named residual block, which is implement by skip connections.
Inception [6, 17-19] assumed that the various size of filters focus on different parts of a feature map, and gathered different sizes of filters in ConvNets can boost the performance. MobileNet [4, 5, 13] decoupled a convolutional operation to a depth-wise convolution and a point-wise convolution, which can decrease calculation cost while can remain powerful expression. All of those researches validate that ConvNets is powerful and can be robust to classify medical images successfully. In this paper, we use ResNet as our baseline.

2.2. Recent Work about Thyroid Nodule
As deep learning developed so fast, more and more works about thyroid nodule diagnose focus on ConvNets. Recent work [9] trained a ConvNet by combining the source image and the segmentation of thyroid nodule, and got 83.02% ± 0.72% accuracy, which was 2% higher than only using source image. [12] used particle swarm optimization to extract features from higher-order spectral (HOS) of image and then classified features through support vector machine (SVM). They achieved a maximum accuracy of 97.71%. [16] found a way to combine conventional features such as LBP, HOG, SIFT with convolutional features, and the highest accuracy they got is 93.1%. Their method is similar to ours, but they used statistic histogram directly. On the contrary, the conventional features we used are first sent into a ConvNet, and the hidden semantic information of conventional features extracted makes our model more robust and effective to the thyroid nodule classification. It is worth mentioning that numerically the aforementioned methods got higher accuracy than ours, but we use totally different dataset. Our dataset is more rigorous and challenging, and many difficult examples are in the dataset. Moreover, in this paper we propose a novel method to combine conventional features and deep features via ConvNets, which can boost the classification performance and generalize the ConvNet model to analyze on a small ultrasound image dataset.

3. The Proposed Method
We designed a network structure to learn high-level features from low-level features. As shown in Fig.2, first we extract the low-level feature i.e. LBP from the input image, and then train both LBP image and the source image in two parallel ConvNets (i.e. ResNet). Different from other methods, we propose to learn deep features from the LBP feature map by a ConvNet together with learning from the source image. LBP there actually acts as a filter with good generalization and can help our model overcome the risk of over-fitting caused by data shortage.

3.1. Local Binary Pattern (LBP)
LBP algorithm generates an 8-bit binary number in every pixel by using other pixels around the center. LBP algorithm compute values under grayscale image, and the formula is:

$$LBP(x_i) = \sum_{p=0}^{7} 2^{7-p} \cdot \text{sign}(i_p - i_c)$$

where $i_c$ means the center pixel, and $i_p$ is the pth pixel around the center pixel starting from the left-up clock-wisely. Advanced LBP algorithm such as the circle LBP [10] using a circle around the center to compute the feature value of the center pixel. In this paper, we focus on demonstrating the improvement by adopting LBP features to the ConvNet model, hence the simplest algorithm of LBP is used. After applying the LBP algorithm to the source image (e.g. Fig.2 left), the source image can be converted to a LBP image as shown in Fig.2 right. The reason why using LBP to extract low-level features is that LBP contains rich texture features, and previous work once verified the superior performance in face recognition tasks. On the other hand, LBP is a type of visual descriptor used for classification. It encodes one pixel by comparing the pixel around it. This method is robust to different exposure, which is a common problem when taking ultrasound images.
3.2. Network Structure
The structure of our model is shown in Fig.3. Firstly, we generate a LBP image for every input image before training. Second, we extract deep features from the two images (i.e. the LBP image and the source image) using two individual ReaNet34. From each image, we extract 512 features, then concatenate them together. Finally, we use a 1024 * 2 fc layer and a softmax function to get the final probability to identify the class labels. For the whole network, we use pretrained weights from ImageNet challenge to initialize our ResNet34 before training.

3.3. Training Process
The training process is critical, especially in the region of medical image.

(1) Extract regions of interest(ROI). The full image of thyroid contains blood vessel, muscle, and bone. It's hard to classify thyroid nodules through entire image, so we crop the ROI in the image, and use thyroid nodules to train our model.

(2) Heavy data augmentation. The most severe problem in the domain of medical image analysis is the lack of data. Labeling medical image is very expensive, and the alternative method is data augmentation. Choosing adaptive transformation is important in that thyroid nodule has different sizes and doctors can diagnose cancer from parts of the nodule. Hence, cropping the image into tiles is rational. Due to different view angle doesn't change the property of nodule, flipping and rotation can get different characteristics of one image. Different environments and operations also cause different strengths of ultrasounds. We apply several types of transformations to generate different images, such as changing exposure, flipping, rotation, cropping, changing saturability, adding random noise and so on.

(3) Do augmentation respectively. Source image and LBP pattern should do random transform respectively. This is because if a transform enlarges the input space by N times, we combine two individual transforms to make the input space N^2 time larger. Enough data helps models easier to capture special pattern in tremendous space.

![Fig. 3 Structure of our proposed method. Both the source image and the corresponding LBP image are input to the network together.](image)

![Fig. 4 In the vertical image(left) we can see four signals marking the location of the nodule, and the smooth area around the nodule is tissue, which can be distinguished from the nodule, and the horizontal stripes upon the nodule are muscles, which are also different to the nodule. In the horizontal](image)
image, we can see vessels in the left and the throat in the right. Both vessel and throat are similar to nodules and hard to distinguish.

4. Experiment

We choose exactly one ultrasound image from one patient. Finally, we get 623 images contains 305 benign thyroid nodule images and 318 malignant thyroid nodule images. We split the 623 images into three parts, 85% as train data, 5% as validation data, and 10% as test data. Our method is based on ultrasound images which are labeled by fine-needle aspiration (FNA), and all images are collected from the same type of machines from Shanghai Tenth People's hospital. All cases have been classified to benign or malignant by FNA biopsy or surgery.

We first explore the difference between vertical and horizontal ultrasound images as shown in Fig.4. Different view angle shows various appearance about nodules. We expect that combine vertical and horizontal images would boost the performance of the ConvNet. But the experiment in Table.1 shows that only using vertical images achieves the highest accuracy. We think the reason is that vessel around the nodules effects the discrimination of thyroid nodules. It hurts more than benefiting the models to learn general information from the data.

To validate our proposed method outperform the conventional method and a single ConvNet, we design three experiments to compare the performance among our proposed method with others. The first method is the baseline, which only uses source images. The second method is to combine LBP histogram with source image by concatenate them in fully connect layer, and the results show F1 score has dropped down about 10%, which means LBP histogram is hard to learn and easy to overfit. The last method is our proposed method, which gets a 4.5% boost of F1 score as shown in Table.2. The result further validates that we can learn high-level information from the conventional features such as LBP, and the extracted high-level feature learned from the LBP makes the model to be more generalized and can be easier applied to small dataset especially in medical image processing domain.

| Image component         | Precisions | Recall  | F1 score |
|-------------------------|------------|---------|----------|
| Horizontal              | 79.49%     | 75.61%  | 77.50%   |
| Vertical                | 80.72%     | 81.70%  | 81.21%   |
| Horizontal + Vertical   | 78.87%     | 75.67%  | 77.24%   |

Table 1 Performance of models that trained by different aspect of nodules

| Method                                | Precisions | Recall | F1 score |
|---------------------------------------|------------|--------|----------|
| Source image                          | 80.72%     | 81.70% | 81.21%   |
| LBP histogram + Source image          | 68.54%     | 74.39% | 71.35%   |
| LBP image + Source image              | 80.64%     | 91.46% | 85.71%   |

Table 2 Performance of models that trained by different methods

5. Conclusion

In this paper, we proposed a novel method that combines LBP features and the source image, which boosts the model performance in a relatively small and challenging dataset. Additionally, our method validates that traditional extracted low-level feature can be used as the input of a ConvNet for further high-level feature extraction, and this can also generalize the proposed network to a small dataset on other deep learning tasks. In the future, other conventional image features and different ways of feature fusion methods can be explored.
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