Excitonic instabilities and spontaneous time-reversal symmetry breaking on the Honeycomb lattice
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We elucidate the close relationship between spontaneous time-reversal symmetry breaking and the physics of excitonic instabilities in strongly correlated multiband systems. The underlying mechanism responsible for the spontaneous breaking of time-reversal symmetry in a many-body system is closely related to the Cooper-like pairing instability of interband particle-hole pairs involving higher order symmetries. Studies of such pairing instabilities have, however, mainly focused on the mean-field aspects of the virtual exciton condensate, which ignores the presence of the underlying collective Fermi liquid excitations. We show that this relationship can be exploited to systematically derive the coupling of the condensate order-parameter to the intraband Fermi liquid particle-hole excitations. Surprisingly, we find that the static susceptibility is negative in the ordered phase when the coupling to the Fermi liquid collective excitations are included, suggesting that a uniform condensate of virtual excitons, with or without time reversal breaking, is an unstable phase at $T = 0$.

I. INTRODUCTION

In multiband systems, the normal Fermi liquid (FL) state of a partially filled band becomes unstable when the exciton$^1$ (electron-hole pair) binding energy, $E_B$, is tuned to become larger than the direct excitation threshold energy $E_D < |E_B|$ (see Fig. 1). When this happens virtual excitons form spontaneously in the groundstate and destabilizes the FL state. As a cure for this instability, it was proposed many decades ago$^{2,3}$ that a new Hartree-Fock groundstate may be constructed by hybridizing the bands. Such a state is characterized by a non-zero expectation value $\langle a_k^\dagger b_k \rangle \neq 0$, where $a_k^\dagger$ and $b_k$ are the electron creation/annihilation operators in the relevant bands. As a result, the relative phase between the bands is locked to form a uniform $(q = 0)$ condensate of interband particle-hole pairs.

To distinguish condensates of interband particle-hole pairs from quantum liquids that arise from instabilities in the intraband particle-hole channel found in single band systems, like the Pomernachuk instability$^4$, we refer to the former here as an “excitonic-liquid” (XL).

The XL is to be contrasted with the much studied excitonic-insulator state formed when the number of free conduction electrons and valence holes are finite. The latter can occur either naturally when the bands cross at the Fermi level (semimetal with bandgap $E_G < 0$) or can be created artificially by optically pumping a semiconductor ($E_G > 0$). The two carrier types have their own chemical potentials which are tied together by thermodynamic considerations. The excitonic-insulator problem has been shown to be mathematically equivalent to the BCS (Bardeen-Cooper-Schrieffer) model with electron-hole pairs instead of electron-electron pairs$^5-9$. Unlike the gapped excitonic-insulator state, the XL state has only one species of free carriers, hence away from half-filling the chemical potential lies in the band leading to a metallic state with a sharp Fermi surface (at least in the Hartree-Fock approximation). This raises the interesting question of the stability of the XL in the presence of gapless fermions at the Fermi surface.

The issue of the coupling of bosonic modes in the ordered phase to gapless fermions has received considerable attention recently, particularly concerning the applicability of the Hertz theory to continuous quantum phase transitions at $T = 0$. The issue is that integrating the fermions out completely has been shown to give rise to...
a non-local (in time or frequency) bosonic theory that is dominated by Landau damping, which in most cases lead to an infinite number of marginal terms in the effective action\textsuperscript{11}. (For a review of this and other related issues, see Ref. 12.) In all these studies, involving a single band, it is usually implicitly assumed, to ensure the stability of the condensate, that the opposite limit, i.e., the static limit, of the fluctuation of the order-parameter \( \lim_{q \to 0} |\langle \delta \rho(q, \omega = 0) \rangle|^2 > 0 \) is positive. We find that this assumption is generally violated in a multi-band system when the coupling of the order-parameter of the XL state to the collective intraband particle-hole excitations is considered. We note that the issues originating from the dynamics of the gapless fermions leading to the Landau damping of the bosonic mode is irrelevant for us in establishing the stability of the condensed phase.

There is considerable interest to understand if a uniform XL can in principle exist. In fact, excitonic singularities in multiband systems is recognized to be one of the very few known mechanisms capable of introducing singularities in the irreducible interactions leading to the breakdown of FL theory\textsuperscript{13}. At the mean-field level, the Hamiltonian couples linearly to the bilinear operators \( a_k^\dagger b_k \) via a vertex function \( A(k) \). The symmetries of \( A(k) \) are dictated by the lattice symmetries. As a result, a non-zero expectation value \( A(k) \langle a_k^\dagger b_k \rangle \neq 0 \) partially breaks the point group symmetry. Furthermore, depending on the transformation properties of \( A(k) \) under the corresponding magnetic group, time-reversal (\( T \)) symmetry may or may not be spontaneously broken in the groundstate. Special interest in understanding the properties of electronic systems with broken \( T \) symmetry stem from its proposed relevance to high temperature superconductivity. An intriguing proposal, put forward originally by Varma as a candidate for a Marginal Fermi liquid, postled a non-magnetic, translationally invariant groundstate with spontaneously broken \( T \) invariance\textsuperscript{14}.

More generally, such groundstates are novel in that they can exhibit anomalous Hall and Kerr effects without magnetic fields. Various non-magnetic, translationally invariant states with broken \( T \) symmetry are ubiquitous in Hartree-Fock approximation schemes have been classified and analyzed in Ref. 15. They were first demonstrated by Haldane in a simple two-dimensional model of non-interacting electrons on the honeycomb lattice with a periodic magnetic field arranged in such a way that the field averages to zero in each unit cell thus preserving the translational symmetry of the lattice\textsuperscript{16}. It was later shown that interacting electrons on the honeycomb lattice with next-nearest neighbor interactions can form exactly the same state as proposed by Haldane that spontaneously breaks \( T \) invariance in the groundstate\textsuperscript{17}.

Our main purpose in this paper is to analyze the stability of the mean-field solutions of particle-hole condensates both with and without \( T \) symmetry breaking. We first show that the XL’s are metallic away from half-filling. Indeed, since the single-particle states in any mean-field approximation of a particle number conserving condensate remains in one-to-one correspondence with the FL states with well-defined quasiparticle excitations, at the Hartree-Fock level the condensates away from half-filling are always metallic with a continuum of gapless fermionic excitations at the Fermi surface.

We show that the hybridization of the bands necessarily induces a coupling of the XL order-parameter to the gapless fermions at the Fermi surface. In the following, we analyze the static susceptibility originating from this coupling in two different two-band models, both of which stabilizes an XL phase at the mean-field level. The first model is a simplified continuum degenerate semiconductor model in which the \( T \) symmetry is left intact in the condensed phase, and the second model is a lattice model that supports a \( T \) symmetry broken phase.

## II. THEORY OF THE XL STATE.

Our objective in this section is to analyze a simple model that undergoes a quantum phase transition to a uniform XL state. We consider the well studied, continuum, two-band, spinless fermion model with a direct bandgap \( E_G > 0 \) shown in Fig.1. Keeping only the direct intraband scattering of the electrons and holes, the model is described by the Hamiltonian

\[
K = \sum_k \psi_k^\dagger (\epsilon_k \tau_3 - \mu) \psi_k - \frac{1}{L} \sum_{k', k, q} V_{k k'} a_{k+q}^\dagger b_{k'} a_k b_{k+q}
\]  

(1)

The 2 \( \times \) 2 Pauli matrices \( \tau_i \)’s act on the internal band space; \( \tau_3 \) is the z-component. The spinor \( \psi_k = (b_k^\dagger, a_k^\dagger) \) creates electrons in the conduction (\( b \)) and the valence (\( a \)) bands. The bands are assumed to be parabolic with equal masses \( \epsilon_k = E_G/2 + k^2/2m \). The chemical potential \( \mu \) constrains the electron number \( N = \sum_k \psi_k^\dagger \psi_k \). Hole doping is assumed throughout, i.e., partially filled valence band and empty conduction band, hence \( \mu < 0 \). All energies are measured from the center of the gap.

For the interaction, only the dominant scattering channel, the direct intraband scattering of the electrons and holes, are retained. The Hamiltonian \( K \) has been used extensively as a minimal model to analyze the excitonic properties of optically pumped degenerate semiconductors\textsuperscript{9,18,19}. We note that because optical pumping fixes the number of electrons and holes \( N_{ph} = \sum_k b_k^\dagger b_k + a_k^\dagger a_k \), the chemical potential, \( \mu_{ph} \), in these systems appear as\textsuperscript{9,20} \( K_{ph} = H - \mu_{ph} N_{ph} = \sum_k \psi_k^\dagger((\epsilon_k - \mu_{ph}) \tau_3) \psi_k + H_{int} \). A particle-hole transformation, \( a_k \to c_{k}^\dagger \) and \( b_k \to c_k \), maps \( K_{ph} \) to the continuum fermion model with attractive interactions\textsuperscript{21,22} whose mean-field solution corresponds exactly to the BCS Hamiltonian. In contrast, the same transformation maps \( K \) in Eq. (1) to the BCS Hamiltonian in a Zeeman field with field \( h_Z = \mu \) and fixed BCS chemical potential \( \mu_{BCS} = -E_G/2 \). When \( E_G < 0 \) (semi-metal) the mean-field solution of \( K \) maps exactly to the BCS Hamiltonian in a Zeeman field\textsuperscript{23,24}. 

Since $E_G > 0$ when the XL state is formed, the particle-hole transformation does not provide much further insights. However, we show that the instability is closely related to the Cooper-like pairing of interband particle-hole pairs at the Fermi surface.

Further analytical progress is possible by restricting our analysis to the $s$-wave pairing state. We make the standard approximation of a separable screened potential \cite{18}, $V_{kk'} = V A(k) A(k')$, where $A(k) = 1$ for $|\epsilon_k - \mu| < \Lambda$ and zero otherwise (around the hole Fermi surface). The cutoff is of the order $\Lambda \sim \mathcal{O}(E_G)$. This simplification allows the interaction to be written as a product of bilinear operators

\[ H_{int} = -\frac{V}{L^d} \sum_q \hat{\Phi}^\dagger(q) \hat{\Phi}(q) \]  

(2)

where, $\hat{\Phi}(q) = \sum_k \psi_k^\dagger \tau^+ \psi_{k+q} = \sum_k b_k^\dagger a_{k+q}$, and $\tau^+$ is the band index raising operator. The prime on the $k$-sum explicitly enforces the restriction on $A(k)$. Thus we arrive at our simplified model Hamiltonian

\[ K = \sum_k \psi_k^\dagger (\epsilon_k - \mu) \psi_k - \frac{V}{L^d} \sum_q \hat{\Phi}^\dagger(q) \hat{\Phi}(q) \]  

(3)

A. Fermi surface instability: Mean-field theory

We explore the possibility of a uniform XL groundstate with a finite expectation value $\langle \hat{\Phi}(q) \rangle / L^d = \phi_0 \delta_{q,0}$. Such a state is anticipated from the behavior of the effective interaction, $U(q) = V \Gamma(q)$, which in the ladder diagram approximation takes the general form

\[ \Gamma(q) = \frac{1}{1 - V \chi_0(q)} \]  

(4)

It follows from the form of $K$ in Eq. (3) that $\chi_0$ is the non-interacting interband susceptibility

\[ \chi_0(q) = -\frac{1}{L^d} \sum_k \left( \frac{f(\epsilon_k^+) - f(\epsilon_k^-)}{\epsilon_{k+q} - \epsilon_{k-}} \right) \]  

(5)

The energies $\epsilon_k^\pm = \pm \epsilon_k - \mu$ are the upper and lower band energies measured from $\mu$. Since we assume hole doping, at $T = 0$ the Fermi function $f(\epsilon_k^+) = 0$ for all $k$, and $f(\epsilon_k^-) = 1$ for $|k| > k_F$ and zero otherwise. $k_F$ is the non-interacting Fermi wavevector that fixes the filling. Substituting for the Fermi functions in (5), we get $\chi_0(0) > 0$ in the limit $q = 0$. Hence the uniform $\Gamma(0)$ diverges at a critical $V_c$ satisfying $1 - V_c \chi_0(0) = 0$, indicating a FL instability for the states at the chemical potential. The critical $V_c$ that determines the QCP equals

\[ \frac{1}{V_c} = \sum_k \frac{1}{2 \epsilon_k} \]  

(6)

[The sum $\sum'' = L^{-d} \sum_{|k| > k_F}$ (Remember that the single prime denotes the upper cutoff imposed by $A(k)$).]

We show below, using a more elementary quantum mechanical calculation, that the above instability is related to the formation of Cooper-like pairs of interband particle-hole pairs with zero energy. This is done by writing the equation of motion for a single particle-hole pair in the background of a ‘rigid’ Fermi sea of particles.\cite{25,26}

We assume a linear combination of pair wavefunctions, $\varphi_k$, of single particle-hole pairs created by annihilating an electron from inside of the Fermi surface, $|FS\rangle$, of the partially filled valence band and recreating it at the same $k$ value in the empty conduction band

\[ |\phi_0\rangle = \sum_k'' \varphi_k^\dagger a_k |FS\rangle \]  

(7)

The sum extends from $k_F$ to the upper cutoff.

The pair energy is obtained by solving the stationary Schrödinger equation

\[ E \sum_k'' \varphi_k^\dagger b_k^\dagger a_k = \sum_k'' \varphi_k \left[ K, b_k^\dagger a_k \right] = \sum_k'' \left[ 2 \epsilon_k \varphi_k - \frac{V}{L^d} \sum_{k'} \varphi_{k'} (a_k^\dagger a_{k'} - b_k^\dagger b_{k'}) \right] b_k^\dagger a_k \]  

(8)

The Cooper model assumes a rigid Fermi sea, which is equivalent to decoupling the interaction terms by averaging over the Fermi sea $(a_k^\dagger a_k - b_k^\dagger b_k) = f(\epsilon_k) - f(\epsilon_k')$. One then obtains the Bethe-Goldstone equation:

\[ E \varphi_k = 2 \epsilon_k \varphi_k - V \sum_k'' \varphi_{k'} \]  

(9)

Substituting $\phi_0 = V \sum_k'' \varphi_k$ and inverting the above equation gives the self-consistent equation

\[ 1 = -V \sum_k'' \frac{1}{E - 2 \epsilon_k} \]  

(10)

Setting $E = 0$ gives Eq. (6). Since $E$ is measured from the chemical potential, when $V > V_c$, it becomes favorable to create particle-hole pairs out of the Fermi sea and is therefore invariant. Hence the condensation spontaneously breaks the $U(1)$ symmetry. The associated Goldstone mode is easily identified with the pseudo-Goldstone mode $\phi_0 \sim \delta_{q,0}$. We note that the order-parameter is not invariant under a global $U(1)$ rotation $e^{i \frac{\tau_3}{2}} \psi_k$ of the relative phase between the two bands. However, $H_{int}$ in Eq. (2) conserves the particle number in each band separately and is therefore invariant. Hence the condensation spontaneously breaks the $U(1)$ symmetry. The associated Goldstone mode is easily identified with the phase fluctuations in our simplified model by assuming $\phi_0 = 0$ to be real.
We proceed to look for a mean-field solution by substituting $\phi_0$ in Eq. (3). The mean-field Hamiltonian

$$K_{MF} = \sum_{k} \tilde{\psi}^\dagger_k c_k \tau_3 - \mu - \phi_0 \tau_1 \right| \psi_k + \frac{L^d}{V} \phi_0^2 \right|$$

(12)

Since $\phi_0$ is assumed real, the linear terms in $K_{MF}$ that originate on decoupling the interaction terms are combined as $\phi_0 (\tilde{\phi}^\dagger (0) + \tilde{\phi} (0)) = \phi_0 \tilde{\psi}^\dagger_k c_k \tau_3 \right| \psi_k$. [From Eq. (3), the $q = 0$ component $\tilde{\phi} (0) = \sum_{k} \tilde{\psi}^\dagger_k c_k \tau^+ \psi_k = \sum_{k} b_k^\dagger a_k$.] Diagonalizing $K_{MF}$, we obtain $\tilde{\psi}^\dagger_k = \pm E_k - \mu$, where the energy $E_k = \sqrt{c_k^2 + \phi_0^2}$ When $E_G > 0$, the levels never cross and all states up to the non-interacting Fermi wavevector $k_F$ are filled. This point is emphasized again, which is that because $K_{MF}$ commutes with the individual number operator $\hat{n}_k = a_k^\dagger a_k + b_k^\dagger b_k$, every $k$-state up to the non-interacting $k_F$ remains occupied as $V$ is tuned through the QCP. It implies the Fermi wavevector $k_F$ is not renormalized and a sharp Fermi surface exists in the condensed phase.

The most suggestive way to write the XL wavefunction, $|XL \rangle$, so that $k_F$ and the exciton nature are both apparent is $|XL \rangle = \prod_k |u_k + v_k b_k^\dagger a_k \rangle |FS \rangle$. The ‘vacuum’ is the non-interacting Fermi surface $|FS \rangle = \prod_{k > k_F} a_k^\dagger |0 \rangle$ corresponding to the partially filled valence band. Despite the formal similarity with the BCS wavefunction, it can be shown explicitly that $|XL \rangle$ does not possess off-diagonal long-ranged order (ODLRO) due to the sharp cutoff at $k_F$. In standard notation, the hybridized states are written as $c_{k+} = u_k b_k - v_k a_k$ and $c_{k-} = u_k a_k + v_k b_k$, corresponding to $\pm E_k$, respectively. The coefficients are found by minimizing the free energy. Setting all the phases to zero, which is justified when $\phi_0$ is real, we get

$$u_k^2 = \frac{1}{2} \left( 1 + \frac{c_k}{E_k} \right), \quad v_k^2 = \frac{1}{2} \left( 1 - \frac{c_k}{E_k} \right) \right|$$

(13)

**B. Order-parameter fluctuations**

The existence of a sharp Fermi surface in the XL phase implies that gapless particle-hole excitations exist at the Fermi surface, which can couple to the fluctuations of the order-parameter of the XL. The fluctuations about the mean-field solution are most easily calculated using the standard functional integral method. Briefly, the partition function is written as an imaginary time integral $Z = \int D[\tilde{\psi}, \psi] e^{-\int_0^\beta d\tau L}$, where the Lagrangian $L = \sum_k \tilde{\psi}_k (\tau) \partial_\tau \psi_k (\tau) + K$. Substituting for $K$ from Eq. (3), we get $L = \sum_k \psi_k (\tau) \partial_\tau - \mu + c_k \psi_k (\tau) - \frac{V}{\tau} \sum_q \Phi (q, \tau) \Phi (q, \tau)$. Next, Hubbard-Stratonovich fields, $\phi (q, \tau)$, term are introduced to decouple the quartic $\Phi (q, \tau) \Phi (q, \tau)$ term. The resulting action is quadratic in the fermionic fields and can therefore be integrated out to give $Z = \int D[\phi^*] D[\phi] e^{-S_{eff} [\phi^*, \phi]}$, where

$$S_{eff} [\phi^*, \phi] = -Tr \ln G^{-1} + \frac{L^d}{\beta V} \sum_q |\phi (q)|^2 \right|$$

(14)

$$G^{-1} (k, k') = (-i \epsilon_n - \mu + c_k \tau_3) \delta_{kk'} - \frac{1}{\beta} \phi^* (k-k') \tau^+ - \frac{1}{\beta} \phi (k-k') \tau^- \right|$$

(15)

The shorthand notations $k \equiv (k, ik_n)$ and $k' - k = q \equiv (q, q_m)$, where $k_n/q_m$ are the odd/even Matsubara frequencies, are used throughout. The Fourier transform is defined as $\phi (x) = \beta^{-1} \sum_n L^d \sum_q e^{-i q_m \tau + i q \tau} \phi (q)$. Since only real $\phi (x)$ is considered, $\phi (q) = \phi^* (\tau)$. The mean-field solution corresponds to the saddle point $\phi (q) = \beta \delta_{m,0} \delta_{q,0} \phi_0$. The magnitude of $\phi_0$ is obtained by minimizing the action $\delta S_{eff} [\phi_0] / \delta \phi_0 = 0$. The saddle point condition at $T = 0$ generalizes Eq. (6) to

$$\frac{1}{V} = \sum_k \frac{1}{2 E_k} \right|$$

(16)

The mean-field scaling $\phi_0 \propto \sqrt{V - V_c}$ is recovered close to the QCP. Next, we investigate the stability of the saddle point solution by analyzing the Gaussian fluctuations around $\phi_0$. This is done by expanding the action to quadratic order in the deviation $\delta \phi (x) = \phi (x) - \phi_0$. To this end, we first separate the $\phi_0$ and the $\delta \phi$ contributions in $G$ in Eq. (15) as $G^{-1} = G_0^{-1} (1 - \Sigma G_0)$, where

$$G_0 (k, k') = \frac{(-i \epsilon_n + \mu + c_k \tau_3 - \phi_0 \tau_1)}{(-i \epsilon_n - \xi_k^+)} \frac{(-i \epsilon_n - \xi_k^-)}{\beta} \delta_{kk'} \right|$$

(17)

$$\Sigma (k, k') = \frac{1}{\beta} \phi_0^* (k-k') \tau_1 \right|$$

(18)

The trace in Eq. (14) is then expanded in the standard way using the formula $Tr \ln G^{-1} = Tr \ln G_0^{-1} - \sum_n \frac{1}{\beta} Tr (G_0 \Sigma)^n$. The order $n = 2$ terms are collected to derive the $|\delta \phi|^2$ corrections. The first order correction, $n = 1$, vanishes since the saddle-point is an extremum. We write the expansion to quadratic order of $S_{eff}$ as $S_{eff}^{(2)} = S_{eff} [\phi_0] + L^d \sum_q |VT (q)|^{-1} |\delta \phi (q)|^2$, where $\Gamma^{-1} (q) = 1 - V \chi (q)$ is the generalization of Eq. (4). The susceptibility $\chi (q)$ in the ordered phase equals

$$\chi (q) = -\frac{1}{2 \beta L^d} \sum_k \text{Tr} [G_0 (k + q) \tau_1 G_0 (k) \tau_1] \right|$$

(19)

Note that the Green’s function $G_0$ as defined in Eq. (17) is a $2 \times 2$ matrix written in the original FL basis $(b, a)$ and is therefore not diagonal due to the hybridization of the bands in the XL phase. Also note that the $\tau_1$ in the trace originates from $\Sigma \sim \delta \phi \tau_1$ (see Eq. (18)). The diagrams corresponding to the various terms from the expansion of the trace are shown in Fig. 2. Compared to the interband FL susceptibility $\chi_0$ (see Eq. (5)), there are two new contributions in the XL phase that originate from the off-diagonal terms of $G_0$. They are shown in the last line of Fig. 2, they vanish as $\sim \phi_0^2$. 


The diagrams (last line) exist only in the XL phase, they vanish as $\phi_0^2$ close to the QCP. The interaction of the bosonic propagator, corresponding to the amplitude fluctuations of the order-parameter, with the gapless fermions at the chemical potential generates a bosonic mass $\sim \phi_0^2$. The sign of the mass is derived in the main text and is shown to be negative.

In the mean-field basis $c_{k,\pm}$ defined in Eq. (13) (the XL basis) $\chi(q)$ separates into inter and intraband contributions, which we write as $\chi(q) = \chi_\perp(q) + \chi_\parallel(q)$. After summing over the internal energy sums we get

$$\chi_\perp(q) = \frac{1}{2\mathcal{L}^d} \sum_{k} \mathcal{F}_\perp(k, q) \left[ \Pi_{++}(k, q) + \Pi_{-+}(k, q) \right]$$

$$\chi_\parallel(q) = \frac{1}{2\mathcal{L}^d} \sum_{k} \mathcal{F}_\parallel(k, q) \left[ \Pi_{++}(k, q) + \Pi_{--}(k, q) \right]$$

The form factors $\mathcal{F}_\perp(k, q) = (u_k v_{k+q} - v_k u_{k+q})^2$ and $\mathcal{F}_\parallel(k, q) = (u_k (v_{k+q} + v_k u_{k+q}))^2$, where $u_k/v_k$ are defined in Eq. (13). The polarization functions

$$\Pi_{ss'}(k, q) = \frac{f(\xi_{k+q}) - f(\xi_k)}{iqm - (\xi_{k+q} - \xi_k)}$$

where $s, s' = \pm$ are the upper/lower band indices. Note that the polarization operator, $\Pi_{--}$ corresponds to the intraband particle-hole bubble in the XL phase, i.e., the energies $\xi_{k}^{\pm}$ correspond to the XL bands. (At $T = 0$, the upper band is empty, hence $\Pi_{++} = 0$.)

The hybridization of the bands in the XL phase couples the order-parameter to the gapless fermions at the Fermi surface. The intraband polarization $\Pi_{--}$ represents this coupling, it vanishes as $\mathcal{F}_\parallel \sim \phi_0^2$ close to the QCP. Physically it generates an additional “mass” for the bosonic propagator. Depending on the sign of the mass, the condensate may or may not be stable. To determine the sign, we expand both $\chi_\perp(q)$ and $\chi_\parallel(q)$ for small $q$ and take the static limit (mass term) of $\chi(q)$.

Since $E_G > 0$, the interband terms $\Pi_{++/-+}$ in $\chi_\perp$ have a regular expansion in $q$. After analytical continuation, $iqm = \omega + i0^+$, we get at $T = 0$ to $\mathcal{O}(q^2, \phi_0^2)$

$$\chi_\perp(q) = \sum_k \frac{1}{2E_k} - \gamma_\perp(4\phi_0^2 - \omega^2 + c|q|^2/2m)$$

From the self-consistent equation derived in Eq. (16), the first term equals $1/V$ at the saddle-point and cancels the constant in $\Gamma^{-1}(q) = 1 - V\chi(q)$. The remaining contributions of $\mathcal{O}(\phi_0^2, q^2)$ to the bosonic propagator equal

$$[V\Gamma(q)]^{-1} = \gamma_\perp(4\phi_0^2 - \omega^2 + c|q|^2/2m) - \chi_\parallel(q)$$

The occurrence of the pole $\omega^2 = (2\phi_0)^2 + c|q|^2/2m$, starting at $\omega = 2\phi_0$, is identified with the collective excitations of the transverse field Ising model. To elucidate this further, we rewrite the fermionic bilinears in the Hamiltonian $K$ in Eq. (3) in terms of pseudospin operators. To elucdicate this further, we rewrite the fermionic bilinears in the Hamiltonian $K$ in Eq. (3) in terms of pseudospin operators.

$\chi(q)$ presents this coupling, it vanishes as $\phi_0 \to 0$, the upper band is empty, hence $\Pi_{--}(q)$ is negative.

The sign of the mass term of $\chi(q)$ is $\chi_\parallel(q) = 2i\epsilon_{ij}k\delta_{k,k'}$. The dynamics of the uniform state is described by the $q = 0$ term of $K$. The reduced Hamiltonian, $K_0$, equals

$$K_0 = \sum_k \epsilon_k \sigma_3(k) - \frac{V}{\mathcal{L}^d} \sum_{k,k'} \sigma^-(k)\sigma^+(k')$$

(4)

The constant $\mu$ is suppressed here, it plays a crucial role only when the scattering at the Fermi surface involving $q \neq 0$ are included.) As $V$ increases, a transition occurs from the paramagnetic state in which all states point down (occupied valence band) to a correlated Ising ferromagnetic state with spins pointing in the $x - y$ plane (hybridized states). Our choice of a real order-parameter, $\langle \Phi(0) \rangle = \langle \Phi(0) \rangle \propto \phi_0$, breaks the symmetry in the direction, i.e., $\sum_i \sigma_i(k) \neq 0$ (see Eq. (12)).

The key point is that this Ising symmetry is lost when the finite $q \neq 0$ terms involving particle-hole scattering at the Fermi surface are included. The represented is $\chi_\parallel(q)$, which appears as a self-energy correction to the bosonic propagator in Eq. (24). We show next that the static limit of $\chi_\parallel(q)$ is $\phi_0^2$ positive (implying a negative mass contribution to $\Gamma(q)$) and therefore has the potential to destabilize the condensate. Note that at half-filling $\chi_\parallel = 0$, hence the condensate is always stable.

First we show that the condensate is stable when $\chi_\parallel$ is suppressed. This requires that the constants $\gamma_\perp$ and $\gamma_\parallel$ are positive. The integral for $\gamma_\perp$ is ultraviolet (UV) convergent in dimensions $d < 6$ and hence we set $\Lambda \to \infty$ and restrict ourselves to $d < 6$. In the limit $\phi_0 = 0$, only two parameters remain, the dimension $d$ and the hole doping factor $x = (1 - E_G/2\epsilon_F)$.

Separating the factor $\epsilon(x) = \epsilon_q(\epsilon - E_G/2) d/2 - 1$ where $\epsilon_q = (m/2\pi)^{1/2}/d!2\Gamma(d/2)$, corresponding to the density of states, the constant $\gamma_\perp$ can be written as

$$\gamma_\perp = \sum_k \frac{1}{(2\epsilon_k)^3} = \frac{1}{8} \epsilon_q^{d/2 - 3} R_\perp^{(d)}(x)$$

(24)

Restricting ourselves to $d = 2, 3$ and $4$, we get

$$\left\{ R_\perp^{(2)}, R_\perp^{(3)}, R_\perp^{(4)} \right\} = \left\{ \frac{1}{2}, \frac{\pi}{8}(1 + \frac{3\pi}{2}), \frac{1}{2}(1 + x) \right\}$$

(25)

Only the leading $\mathcal{O}(x)$ correction is shown in $d = 3$. We find that the constant $c = 2E_G/(4 - d) + \mathcal{O}(x)$, which is
ultraviolet convergent only for \( d < 4 \). (The derivation of \( c \) is not shown here as it is not crucial to the discussion.) We therefore restrict our analysis to below \( d = 4 \).

Finally, the effect of the self-energy correction \( \chi \) in Eq. (24) is derived. From Eq. (13) it follows that the form-factor \( F_\parallel \sim (u_k + v_k)^2 \sim (\phi_0/2E_k)^2 \). Hence to \( \phi_0^2 \) order, it is sufficient to set \( \phi_0 = 0 \) in the polarization function: \( \chi(\parallel) = -\phi_0^2 \sum_k \Pi_0(q)/2E_k^2 \), where \( \Pi_0(q) = \Pi_{\perp}(q)\parallel|_{\phi_0=0} \) is the standard Lindhard-type function. It has the well known FL singularities

\[
\Pi_0(q) = \frac{-q \cdot \nabla k \xi_k}{\omega - q \cdot \nabla k \xi_k} \quad (28)
\]

with different limiting values\(^{32} \) when \( \omega,|q| \rightarrow 0 \): the dynamic limit \( \Pi_c = \lim_{\omega \rightarrow 0} \Pi_0(q,\omega = 0) = 0 \), and the static limit \( \Pi_0 = \lim_{|q| \rightarrow 0} \Pi_0(q,\omega = 0) = -\partial f(\xi_k)/\partial \xi_k \). Importantly, this FL singularity induces a singularity in \( \chi(q) \) which in turn induces a singularity in \( \Gamma(q) \). Keeping the same notation for the static and dynamic limits, we get \( \gamma = -\gamma_0(2\phi_0)^2 \), where

\[
\gamma_0 = \frac{1}{8} \nu d^6 \frac{d^2 - 3}{d^3} R^{(d)}(x) \quad (29)
\]

The function \( R^{(d)}(x) = -x^{d/2-1} \) derives its form from the density of states at the chemical potential.

We now combine the two contributions \( \gamma_\perp + \gamma_\parallel \) to determine the sign of the mass term. To this end, we write the static limit \( \Gamma_0 \) in Eq. (24) as

\[
[V\Gamma_0]^{-1} \equiv \gamma_0(2\phi_0)^2 = \frac{1}{8} \nu d^6 \frac{d^2 - 3}{d^3} R^{(d)}(x)(2\phi_0)^2 \quad (30)
\]

From Eqs. (26) and (29) we obtain the following expressions for the leading \( x \) dependence for \( R^{(d)} = R^{(d)}_\perp + R^{(d)}_\parallel \) in dimensions \( d = 2,3 \) and \( 4 \)

\[
\{ R^{(2)}, R^{(3)}, R^{(4)} \} = \left\{ -\frac{1}{2}, \left( \frac{\pi}{8} - \sqrt{x} \right), \frac{1}{2} \left( 1 - x \right) \right\} \quad (31)
\]

Note that the filling factor \( x < 1 \) away from half-filling. Hence for all \( d < 4 \) the function \( R^{(d)}(x) \) becomes negative (and correspondingly \( \gamma \) becomes negative) beyond some critical doping \( x_c \). In particular, \( x_c = 0 \) in \( d = 2 \), and \( x_c = (\pi/8)^2 \approx 0.15 \) in \( d = 3 \) (the exact value is slightly higher at \( 0.2 \) corresponding to a hole Fermi energy \( \sim E_G/8 \)). A negative \( \gamma \) in Eq. (30) implies an instability of the XL phase (negative mass).

This is our main result in this section, namely, the uniform XL obtained self-consistently at the mean-field level is mostly unstable in \( d < 4 \) (small doping) and is always unstable in \( d = 2 \).

III. XL PHASE WITH BROKEN \( \mathcal{T} \) SYMMETRY

In the last section, we demonstrated that the uniform XL phase with \( s \)-wave pairing in a two-band system with quadratic dispersions is unstable in \( d = 2 \). We extend this analysis to study the stability of the XL phase in an interacting system in which \( \mathcal{T} \) symmetry is spontaneously broken in the groundstate. To this end, we consider the extended Hubbard model of spinless electrons on a honeycomb lattice with next-nearest-neighbor (nnn) repulsion. The Hamiltonian is defined as

\[
H = -t \sum_{nn} (A_i^\dagger B_j + B_j^\dagger A_i) + V \sum_{nnn} (n_i^A n_j^A + n_i^B n_j^B) \quad (32)
\]

The operators \( A_i^\dagger / A_i \) and \( B_j^\dagger / B_j \) are the on-site electron creation/annihilation operators on the respective sub-lattices and \( n_i^A/B \) are the number operators. The spin degrees of freedom are suppressed to avoid any spin-related \( \mathcal{T} \) symmetry breaking effects\(^{33} \).

The non-interacting spectrum with nearest-neighbor (nn) tunneling is a semi-metal with two inequivalent degeneracy points, \( \pm k_D \), called Dirac points, located at the corners of the Brillouin Zone. At the mean-field level, beyond a critical interaction strength \( V_c \) the interaction lifts the degeneracy at the Dirac points and opens a gap to stabilize a Topological Mott Insulator\(^{17} \) (TMI) phase at half-filling. Unlike the conventional Mott phase, the TMI breaks both chirality (C) and \( \mathcal{T} \) symmetries but is invariant under the combined CT transformation. It is therefore a type-II state according to the classification in Ref. 15. (See Fig. 3 for a physical description of these states.) The properties of the TMI phase are insensitive to the nn repulsion \( U \) when \( U/V_c \ll 1 \). We therefore neglect \( U \) in our model. (Further details about the interplay of \( U \) and \( V \) can be found in Ref. 17.)

The methods developed in the last section are applied here to study the stability of the broken \( \mathcal{T} \) phase away from half-filling. We first write the Hamiltonian (32) in

![FIG. 3. The ordered states can be pictured as two separate current carrying loops running along the sides of the two triangular sub-lattices composed of A (white vertices) and B (black vertices) sites that form the honeycomb lattice. (The atoms at A and B are assumed identical.) The current loops break the \( \mathcal{T} \) symmetry. Since the total moment in a unit cell is zero, they generate translationally invariant patterns when extended over the whole lattice. The pattern generated by \( \langle \Phi^0_s (q = 0) \rangle \) has \( C_6 \) symmetry, while \( \langle \Phi^0_s (q = 0) \rangle \) has only a reduced \( C_3 \) symmetry that breaks inversion symmetry.](image)
Here, the group of the honeycomb lattice is shown below. Terms of the distinct irreducible representations (irreps) for the notation used here.) Explicitly, the functions we gleaned by expressing the Dirac points, i.e., gives the energy dimensional representations. In the ladder approximation, the interactions in the two-dimensional irreps and therefore can not form closed loops. Further, the function \( g(k - \mathbf{p}) \) is an odd function, the sign of the gaps are in opposite directions at the two Dirac points. This is the origin of the anomalous quantum Hall effect as described by Haldane. A non-zero \( \phi_T \) breaks \( T \) symmetry but does not break inversion symmetry.

Minimizing the action we obtain the self-consistent equation at \( T = 0 \) as \( 1/V = \sum_{BZ} S_k / E_k \). As before, we consider hole doping, i.e., \( \mu < 0 \). At \( T = 0 \), all states \( |k| > k_F \) measured from \( \pm k_D \) are filled, leaving small hole pockets at the Dirac points. The lower cutoff \( k_F \) is denoted by the prime on the summation. Since it is a convergent integral no upper-cutoff is required and the summation extends over the whole Brillouin Zone (BZ).

Finally, as before we write the eigenfunctions in the form \( \psi_{\mathbf{k}+} = u_{\mathbf{k}} a_{\mathbf{k}} - v_{\mathbf{k}} a_{\mathbf{k}}^\dagger \) and \( \psi_{\mathbf{k}-} = u_{\mathbf{k}} a_{\mathbf{k}} + v_{\mathbf{k}} a_{\mathbf{k}}^\dagger \), corresponding to \( \pm E_k \). After minimizing the free energy, we get for \( u_{\mathbf{k}}^2 \) and \( v_{\mathbf{k}}^2 \) the same relations as in Eq. (13) with an additional phase for \( v_{\mathbf{k}} \) given as \( \langle \phi_T > 0 \) is assumed

The bilinear operators are obtained by combining the \( A_k \) and \( B_k \) operators as \( \psi_{\mathbf{k}} \) (see Eq. (34))

\[
\hat{\phi}_0^s(q) = \sum_k S_k \psi_{\mathbf{k}+}^s e^{i\theta_k + i\tau_1} \tau_1 e^{i\theta_k - i\tau_1} \psi_{\mathbf{k}-} \tag{37}
\]

For notational simplicity, we define \( S_k = A_0^s(\mathbf{k}) \). Note that our choice of the basis in Eq. (34) introduces phases in the interaction. The indices \( j = 0, 1 \) label the Pauli matrices \( \tau_0 \) (identity) and \( \tau_1 \). Physically they correspond to adding or subtracting the two loop currents on each sublattice as described in Fig. 3. Mean-field analysis\(^{17}\) of the two patterns favors the condensation of \( \hat{\phi}_0^s(q = 0) \). We therefore neglect \( \hat{\phi}_{00} \) and arrive at our minimal model

\[
K_T = \sum_k (S_k)^2 \psi_{\mathbf{k}+}^j \psi_{\mathbf{k}-}^j - \frac{V}{2N} \sum_{q} \hat{\phi}_{01}^s(q) \hat{\phi}_{01}^s(\mathbf{q}) \tag{38}
\]

The Hamiltonian \( K_T \) is a generalization of \( K \) derived in Eq. (3) and the mean-field analysis and the fluctuation calculations follow exactly as detailed in the last section. To avoid repetition we present only the main steps below.

### A. Mean-field theory

We note that since \( \hat{\phi}_{01}^s(q) = \hat{\phi}_{01}^s(-q) \), the order-parameter \( \phi_T = \frac{1}{\sqrt{2}} \langle \hat{\phi}_{01}^s(0) \rangle \) is real. Hence, the mean-field Hamiltonian reads

\[
K_{T, MF} = \sum_k (S_k)^2 \psi_{\mathbf{k}+}^j \psi_{\mathbf{k}-}^j - \frac{V}{2N} \sum_{q} \hat{\phi}_{01}^s(q) \hat{\phi}_{01}^s(\mathbf{q}) \tag{39}
\]

It follows that the energies \( \xi_k^\pm = \pm E_k - \mu \), where \( E_k = \sqrt{\epsilon_k^2 + \phi_T^2 S_k^2} \). Thus, a gap \( \sim \phi_T |S_k| \) opens at \( \pm k_D \). However, since \( S_k \) is an odd function, the sign of the gaps are in opposite directions at the two Dirac points. This is the origin of the anomalous quantum Hall effect as described by Haldane. A non-zero \( \phi_T \) breaks \( T \) symmetry but does not break inversion symmetry.

The real part of the kinetic term \( \epsilon_k e^{i\theta_k} \) gives the energy \( \epsilon_k = \sqrt{3 + 2\sum_i \cos(k \cdot t_i)} \), it vanishes at the Dirac points, i.e., \( \epsilon_{\pm k_D} = 0 \). The \( d_i \) vectors connect the nearest neighbor atoms and \( t_i \)'s are the basis vectors of the hexagonal Bravais lattice. (\( l = 1, 2, 3 \). In the following, we transform to the basis in which the kinetic term is diagonal, namely,

\[
\psi_{\mathbf{k}} = \begin{pmatrix} b_{\mathbf{k}} \\ a_{\mathbf{k}} \end{pmatrix} = \begin{pmatrix} 1/\sqrt{2} & e^{-i\theta_k/2} \\ e^{i\theta_k/2} & -e^{i\theta_k/2} \end{pmatrix} \begin{pmatrix} B_{\mathbf{k}} \\ A_{\mathbf{k}} \end{pmatrix} \tag{34}
\]

The various interaction induced symmetry breaking possibilities consistent with the lattice symmetries can be gleaned by expressing \( g(k - \mathbf{p}) \) in terms of the distinct irreducible representations (irreps) of the underlying lattice. One possible decomposition involving separable irreps of the planar \( C_6 \) symmetry group of the honeycomb lattice is shown below

\[
g(k - \mathbf{p}) = \sum_{\nu=0}^2 A_{\nu}^{s\epsilon}(\mathbf{k}) A_{\nu}^{s\epsilon}(\mathbf{p}) + A_{\nu}^{t \epsilon}(\mathbf{k}) A_{\nu}^{t \epsilon}(\mathbf{p}) \tag{35}
\]

Here, \( A_0^{s\epsilon} \) belong to the one-dimensional representations \( B_1/A_1 \), while \( A_1^{s\epsilon}, A_2^{s\epsilon} \) form the basis for the two-dimensional representations \( E_1/E_2 \). (See, e.g., Ref. 34 for the notation used here.) Explicitly, the functions \( A_{\nu}^{s\epsilon}(k) = 1/\sqrt{2} [\sin(k \cdot t_1) + e^{i\theta_k} \sin(k \cdot t_2) + e^{i\theta_k} \sin(k \cdot t_3)] \) and the \( A_{\nu}^{t \epsilon}(k) \) functions have sines replaced by cosines.

We first note that in order to have the closed loop configurations shown in Fig. 3, it is necessary that the order-parameter has a minimum of \( C_3 \) symmetry. The two-dimensional irreps \( E_1 \) and \( E_2 \) have characters -1 under \( C_3 \) and therefore can not form closed loops. Furthermore, since under a time-reversal operation an arbitrary function \( A(\mathbf{k}) \) transforms as \( T A(\mathbf{k}) T^{-1} = A^*(-\mathbf{k}) \), only the \( B_1 \) representation, or \( A_0^{s\epsilon} \), breaks the \( T \) symmetry. \( (A_0^{s\epsilon} \) does not break \( T \) symmetry.\( A_1^{s\epsilon} \) has a reduced \( C_6 \) symmetry and hence breaks the \( C_{6 \epsilon} \) symmetry to \( C_6 \).

In the ladder approximation, the interactions in the \( A_0^{s\epsilon} \) channel diverge near the QCP and hence the other channels can be neglected. This simplifies the interaction part of the Hamiltonian (33) to just two terms

\[
H_{int} = -\frac{V}{2N} \sum_{\mathbf{q}} \hat{\phi}_{01}^s(\mathbf{q}) \hat{\phi}_{01}^s(\mathbf{q}) + \hat{\phi}_{00}^s(\mathbf{q}) \hat{\phi}_{00}^s(\mathbf{q}) \tag{36}
\]
B. Order-parameter fluctuations

Since only the stability of the condensate is under question, we only examine the static limit of the susceptibilities below. We follow the same steps as in the previous section. First, the matrices in Eqs. (17) and (18) are modified for the honeycomb lattice as:

$$G_0(k, k') = \frac{\langle i\epsilon_n + \mu \rangle \tau_0 + \epsilon_k \tau_3 - \phi_T S_k \tau_1}{\langle i\epsilon_n - \epsilon_k \rangle \langle i\epsilon_n - \epsilon_k \rangle} \delta_{k, k'}$$  \hspace{1cm} (41)

$$\Sigma(k, k') = \frac{1}{\beta} \delta \phi(k - k') S_{k} \epsilon_4^i (\theta_k - \theta_{k'}) \tau_1 \tau_1$$  \hspace{1cm} (42)

The momentum $k_+ = (k + k')/2$. Secondly, the form factors in Eqs. (20) and (21) are modified to include the structure factor $S_k$ as $\mathcal{F}_\parallel(k, q = 0) = S_k^2 (v_{k}^2 - v_{k'}^2)$ and $\mathcal{F}_\perp(k, q = 0) = 4 S_k^2 v_{k}^2 v_{k'}^2$. As noted below Eq. (40), only the squares of $v_k$ and $\epsilon_k$ appear in these expressions.

Finally, to $\mathcal{O}(\phi^4)$ we get $[V T q^2]^{-1} = \gamma \phi^2_T$ for the static limit of the interaction amplitude [equivalent to Eq. (30)]

$$\gamma = \frac{1}{N} \sum_{k} \frac{S_k^2}{\epsilon_k} \left[ \frac{f(\epsilon_k^2)}{\epsilon_k} + \frac{\partial f(\epsilon_k^2)}{\partial \epsilon_k} \right]$$  \hspace{1cm} (43)

It includes contributions from the inter and intraband susceptibility, i.e., $\gamma = \gamma_\perp + \gamma_\parallel$, as explained in Eqs. (26) and (29). Since $S_k^4$ is a sharply peaked function around $k_F$, the integrals can be evaluated by linearizing the spectrum around $k_D$ as $\epsilon_k \sim \alpha |k - k_D|$, where $\alpha = 3/2$ (in units of lattice spacing). The lower cut-off is from $k_F$ and hence there is no divergence away from half-filling and an expansion in $\phi^2_T$ is possible (unlike at half-filling\(^{17}\)).

After linearizing, we get $\gamma_\parallel = -2 \nu_0 S_{k_F}/\epsilon_F$. The negative sign originates from the derivative of the Fermi function. The density of states around each $k_D$ equals $\nu_0 = 1/\sqrt{3}\pi$ and the factor 2 accounts for the contributions from $\pm k_D$.

The interband contribution is easily shown to satisfy $\gamma_\perp < |\gamma_\parallel|$, implying that $\gamma < 0$ in Eq. (43). Hence, we conclude that the uniform $T$ broken state on the honeycomb lattice, which is stable at half-filling\(^{17}\), is unstable to infinitesimal doping.

IV. DISCUSSION

We have shown that the mean-field solution for the interband particle-hole condensate with a sharp Fermi surface, which we call an excitonic liquid (XL) in this paper, is unstable in the presence of the gapless fermions at the Fermi surface. The origin of the instability is closely related to the singularity of the FL polarization function in Eq. (28). We demonstrate this destabilization in two models, both of which stabilize an uniform XL phase at the mean-field level. Our results therefore suggest that a uniform condensate of virtual excitons, with or without spontaneous time reversal symmetry breaking, is an unstable phase at $T = 0$. We arrive at this conclusion by analyzing the static limit of the effective interaction in the particle-hole channel and showing it to be negative. It follows that a Ginzburg-Landau type description of the ordered phase\(^{15}\) is in general not possible.

Finally, a few remarks about the relevance of the higher order terms in the expansion of the action $S_{\text{eff}}$ in Eq. (14). In general, the bosonic action can be expanded as

$$S_{\text{eff}} = S_{\text{eff}}^{(2)} + \sum_{n=2}^{\infty} \int \left( d\omega d^2 q \right)^{2n-1} b_{2n}(\delta \phi(q))^{2n}$$  \hspace{1cm} (44)

The coefficients $b_{2n}$ were calculated in Ref. 11 and shown to contain universal singular contributions that makes the coefficients anomalously large in the dynamic limit $\omega \to 0$ and $q \to 0$, leading to the general conclusion that the Hertz theory is incomplete. (The corresponding dynamical corrections in $S_{\text{eff}}^{(2)}$ is the familiar Landau damping term.) In the opposite limit, i.e., the static limit, no such anomalous contributions exists and the Hertz assumption that the vertices are local is restored, allowing for a controlled expansion in powers of $\delta \phi$. To establish the stability of the mean-field groundstate, it is necessary that the static susceptibilities for all possible perturbations of the groundstate are positive. For the order parameter fluctuations, this translates to the sign of the coefficient of the $(\delta \phi)^2$ term in a finite field $\phi_0$.

Close to the transition, we calculate the contributions to order $\phi^2_T$, which are shown in Fig. 2. Note that there are no vortex corrections in this order.

Our results suggest that XL condensates with a sharp Fermi surface tends to be unstable in $d = 2$. Of course, any condensate can be stabilized if a gap opens, however, the mechanism to open a gap in the XL condensate is unclear at the moment\(^{36}\). Another possible cure for this instability might be to assume a non-uniform ($q \neq 0$) mean-field state similar to the spin-bag models proposed in the case of doped anti-ferromagnetism\(^{37,38}\). This possibility is not analyzed in this paper.
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