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Abstract

Background/Objectives: In current days, administrating security effectively for computer resources has become a difficult task for the administrator. One of the security problems is Denial of Service (DoS), is a type of attack that tries to prevent legitimate users from accessing either the services or resources, by generating large number of artificial packets send towards the victim resource. In turn, the victim resource is unable to extend the service to legitimate user. To meet this type of attacks, numerous detecting and preventing systems have been proposed, but they were suffering from low detection accuracy and high false alarms. Methods/Statistical Analysis: A new computational technique was proposed to perform the classification task and extracting features from KDDCUP 99 datasets using genetic algorithm and Particle Swarm Optimization. This research work focuses on the identification of DoS attacks with high detection accuracy and less false alarms. Findings/Conclusion: In the proposed Intrusion Detection System model, attacks are identified by training the Particle Swarm Optimization classifiers with Genetic-Particle Swarm Optimization based on wrapper feature selection which is superior to those classical intrusion feature selection. The proposed work was implemented in MATLAB. The result shows high detection accuracy and fewer false alarms compared to the existing models.
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1. Introduction

Intrusion is defined as the set of actions that attempt to compromise the confidentiality, integrity and availability of the resources1. It can be detected by absorbing the deviations from user’s or historical pattern of behavior. Developing a high performance IDS is a very complicated research challenge for the researchers and mainly classification accuracy depends on the features extraction from the dataset. Computation intelligence techniques are used to classify the inward network traffics as either normal or malicious. A lot of computational intelligence approaches have been proposed by the researchers, for example artificial neural network, fuzzy sets, evolutionary computation, expert system approach, rule based approach, artificial immune systems etc2. Denial of Service (DoS) is a type of attack that tries to prevent legitimate users from accessing either the services or resources. Neptune, smurf, Pod and Teardrop are the types of DoS attacks that have been present in KDDCUP99 datasets. DoS attacks have been emerging attacks that create threat to business and Internet providers around the world. Intelligent computational mechanism is needed to encounter this type of attacks and extend safety environment that increase the confident of the users to use Internet business. IDS are the more prominent approach to detect the DoS type attacks with higher detection accuracy.

* Author for correspondence
IDS are previously examined with large amount of data that shows slow training, testing process and low detection rate. So, feature extraction is the challenging task in developing IDS. Generally, the implementation of IDS consists of three phases such as data preprocessing, features extraction and classifier. The tasks that are carried out in preprocessing phases are: 1. Identifies the attributes and their value. 2. Converts categorical to numerical data. 3. Data normalization and 4. Compute redundancy check and handles about null value. Feature extraction process is a preprocessing step when constructing IDS, used to reduce the dimensionality of the dataset by removing irrelevant, redundant features and improving the prediction accuracy of the classifier using selected features from the dataset. Classifier module finds the conditions of the traffics as either legitimate or malicious attack. Classifier is faced with a problem when it has to generate rules with many attributes or features. Obviously, the time required to generate rules is proportional to the number of features. In addition, irrelevant and redundant features can reduce both the predictive accuracy and comprehensibility of the induced rule and degrade the classifier speed. Thus, selecting the most relevant features is necessary, this strategy is implemented to simplify the rules and reduce its computational time while retaining the quality of classifier, as it represents the original features set.

Particle Swarm Optimization (PSO) is a well-known biologically inspired computational search and optimization algorithm which is based on the social behaviors of bird’s flocks or schools of fish. It is suitable to solve difficult problems because of its stochastic nature. Genetic Algorithm (GA) is an efficient search method based on principles of natural selection and population genetics. It is being effectively applied to problems in business, engineering and science. GA uses three operators’ namely selection, crossover and mutation. The selection operator identifies the fittest individuals of the current population to serve as parents of the next generation. Cross over operator combines the second half of the first record with the first half of the second record. Mutation operator randomly changes the bits from ‘0’ to ‘1’ and vice versa. The concept of PSO applied to continuous nonlinear functions obtains reasonable solutions in short computational time. PSO is a type of heuristic search and self repeatable process that helps to brings optimal solutions. Hence, it is used as a classifier in the proposed IDS.

The rest of this paper is structured as follows. Section 2 discusses the related works of existing IDS algorithms for DoS attacks; Section 3 illustrates the proposed genetic-PSO algorithm. Section 4 describes the implementation of the proposed algorithm using KDDCUP 99 dataset. The last section deals with conclusion.

2. Existing Methods

There are many methods and frameworks which are proposed in order to detect the SYN flood attacks. The authors of the detected SYN flooding attacks at leaf routers that connect end hosts to the Internet, utilize the normalized difference between the number of SYNs packets and the number of FIN (RST) packets in a time interval. If the rate of SYNs packets is much higher than that of FIN (RST) packets by a non-parametric cumulative sum algorithm, the router recognizes that some attacking traffic is mixed into the current traffic. Similar work is presented in, where the fast and effective method was proposed for detecting SYN flood attacks. Moreover, a linear prediction analysis is proposed as a new paradigm for DoS SYN flood attack detection. The proposed mechanism makes use of the exponential back off property of TCP used during timeouts. By modeling the difference of SYN and SYN&ACK packets, it is shown that this approach is able to detect an attack within short delays. Again this method is used at leaf routers and firewalls to detect the attack without the need of maintaining any state. However, considering the fact that the sources of attack can be distributed in different networks, there is a lack of analysis for the traffic near the sources and also the detection of the source of SYN flooding attack in TCP based low intensity attacks is missing. Moreover, a quite similar approach was used in, which also considers a non-parametric cumulative sum algorithm, apply to measure the number of only SYNs packets, and by using an exponential weighted moving average for obtaining a recent estimate of the mean rate after the change of SYN packets. In three counters algorithms for SYN flooding defense attacks were proposed and includes detection and mitigation. The detection scheme utilizes the inherent TCP valid SYN–FIN pairs behavior, hence is capable of detecting various SYN flooding attacks with high accuracy and short response time. The mitigation scheme works in high reliable manner for victim to detect the SYN packets of SYN flooding attack. Although the given schemes are
stateless and required low computation overhead, making itself immune to SYN flooding attacks, the attackers may retransmit every SYN packet more than one time to destroy the mitigation function. It is necessary to make it more robust and adaptive.

The authors built a standard model generated by observations from the characteristic between the SYN packet and the SYN+ACK response packet from the server. A method was proposed to detect the flooding agents by considering all the possible kinds of IP spoofing, which is based on the SYN/SYN-ACK protocol pair with the consideration of packet header information. The Counting Bloom Filter is used to classify all the incoming SYN-ACK packets to the sub network into two streams, and a nonparametric cumulative sum algorithm is applied to make the detection decision by the two normalized differences, with one difference between the number of SYN packets, the number of the first SYN-ACK packets, another difference between the number of the first SYN-ACK packets and the number of the retransmission SYN-ACK. It is a simple and efficient method to detect and defend against SYN flood attacks under different IP spoofing types. The method makes use of a storage-efficient data structure and a change-point detection method for distinguishing complete three-way TCP handshakes from incomplete ones. The presented experiments consistently show that their method was both efficient and effective in defending against TCP-based flooding attacks under different IP spoofing types. However, there was lack of process automation within the scheme setting the parameters. Additionally, the method was not evaluated in a reasonably large real network.

Moreover, there are also some other related studies such as SYN cookies, SYN filtering mechanisms, SYN cache, SYN proxy (firewall), SYN kill, D-SAT and DiDDeM, and more related studies in the Early Stage Detecting Method (ESDM) is proposed. The ESDM was a simple but effective method to detect SYN flooding attacks at the early stage. In the ESDM, the SYN traffic is forecasted by autoregressive integrated moving average model, and non-parametric cumulative sum algorithm is used to find the SYN flooding attacks according to the forecasted traffic. The ESDM achieves shorter detection time and small storage space. However, these exiting methods or defense mechanisms which oppose the SYN flooding attack are effective only at the later stages, when attacking signatures are obvious.

3. Proposed Genetic-PSO based IDS

The architecture of the proposed GA-PSO model is shown in Figure 1. The architecture contains two phases 1. Training phase 2. Testing phase. In training phase, the KDDCUP 99 datasets was used, Data pre-processing, feature selection using genetic algorithm and classifier using PSO were implemented in training stage and DoS patterns were identified. Second stage is testing stage, the captured traffic is evaluated as in training stage, pattern identified, matched with database and decision to be taken. New patterns were identified by analyzing the behavior of the traffic, if it was against the legitimate traffic, the pattern was captured and updated in the database.

The design and their implementation of Genetic-PSO based IDS have following phases such as, Preprocessing, Feature Selection, and Classifier.

![Figure 1. Architecture of genetic-PSO based IDS.](image)

3.1 Data Preprocessing

Data preprocessing is an important step in the machine learning computing that eliminates out of range values, impossible data combinations, missing values etc. Generally data preprocessing includes learning, normalization, transformation, feature extraction and selection. The output of the data preprocessing is the final training set that extracts knowledge for the testing phase. The following steps used for data preprocessing:

- Identifying features and its related values.
- Converting original feature data value in to numerical data value.
- Applying data normalization based on min-max normalization.
- Perform similarity check and remove null values.
3.2 Feature Selection based on Genetic Algorithm

Accuracy of the classifier depends on the selection of optimum feature subset. Feature selection method mainly used for selecting subset of features from the original data set. There are two feature selection methods that are already proposed namely filter and wrapper methods. Filter method was mainly based on general characteristics of data features without involving machine language. These features are ranked based on certain criteria, where features with highest rank values are selected as optimal. The main advantages of filter method are low computational cost without involving any machine language algorithm for future selection. Frequently used filter method is information gain method. Wrapper method is mainly used for feature subset selection from the data set based on objective function and analysis of the performance of feature subset.

In this paper, Genetic Algorithm is used to select optimal feature subset from the datasets. GA reduces the KDDCUP 99 features from 41 attributes to 6 attributes features that are related to the characteristics of DoS attack, which reduces 85% of feature space. The six attributes are protocol_type, src_bytes, dst_bytes, count (No of connection to the same host), srv_count (No of connection requesting same service), serror_rate. KDCUP 99 dataset contains huge number of redundant records. 10% portions of the full dataset contains two types of DoS attacks (Smurf and Neptune). These two types constitute over 71% of the testing dataset which completely affects the evaluation. Brief Steps about Genetic Algorithm that selected features from dataset is presented as algorithm belows

- Initialize a population of Pre-processed data.
- Calculate objective function for each individual.
- Selection of individual solution.
- Perform mating of pair of individuals.
- Perform mutation operation.
- Calculate objective function for newly created population.
- If it satisfies stop the operation.
- Otherwise repeat step 3.
- Return the best features from KDD 99 dataset that reflects the properties of DoS

Algorithm 1. Genetic Algorithm based feature selection.

3.3 PSO Classifier

GA generates relevant feature from the data set and given as input to PSO based classifier. Using the available population (swarm) of individuals (particles) which are updated from iteration to iteration, the searches in PSO are being performed. The particles of PSO are composed of a set of attributes with PBest. To determine the optimal solution, every particle moves in the direction of its previous best position (PBest) and its global best position. If each particle is denoted by i and its dimension by j, it is assumed that = (1, 2,...) denotes the current position of jth particle and its fly velocity is denoted by = (1, 2,...). The velocity and position of particles can be updated by the following Equations (1) and (2).

\[ V_{j}^{t+1} = \text{w}.V_{j}^{t} + c_{1}.\text{rand}_{1}(\text{pbest}_{j}^{t} - X_{j}^{t}) + c_{2}.\text{rand}_{2}(\text{gbest}_{j}^{t} - X_{j}^{t}) \]  
\[ X_{j}^{t+1} = X_{j}^{t} + V_{j}^{t+1} \]  

In the above formula, the evolutionary generation is given by t, the velocity of particle i on dimension j is given by \( w \) and its value is limited to the range \([-V_{\text{max}}, V_{\text{max}}]\), denotes the position of particle i on dimension j and its value is limited to the range \([-X_{\text{max}}, X_{\text{max}}]\). The global exploration and local exploration is balanced using the inertia weight w. The \( \text{rand}_{1} \) and \( \text{rand}_{2} \) are the random functions in the range [0, 1].

Each particle is considered as attacks that is composed of a set of attributes that prescribed the attacks. Every particle extracts further possible extended rule set in the direction of its behaviors and variations in the patterns of the attacks.

4. Simulations and Result Discussions

The proposed computational intelligence based Intrusion Detection System was implemented in MATLAB. During the evaluation, 10 percent labeled data of KDDCUP 99 was used for training the proposed IDS. This dataset contains three types of traffics and six types of DoS attack about four gigabytes and each traffic record has 41 features names whose values facilitate to identify the type category either as normal or attack. It contains a total of 24 attack types that fall into four major categories such as Denial of Service (DoS), probe, User to Root (U2R), Remote to User (R2L). DoS attacks are difficult to deal with because they are very easy to launch, difficult to track and also it is not easy to refuse the requests of the attacker. Back, land,
Neptune (Syn Flood), Pod (Ping of Death), smurf, teardrop are the six kinds of DoS attacks in KDDCUP 99. Back type of denial of service attacks against the Apache web server, an attacker submits requests with URLs containing many front slashes. As the server tries to process these requests it will slow down and becomes unable to process other requests. Back attack needs to know that requests for documents with more than some number of front slashes in the URL should be considered an attack. In the “smurf” attack, attackers use ICMP echo request packets directed to IP broadcast addresses from remote locations to create a denial-of-service attack. The Land attack occurs when an attacker sends a spoofed SYN packet in which the source address is the same as the destination address. Teardrop occurs due to IP fragmentation re-assembly code which does not properly handle overlapping IP fragments. This attack by looking for two specially fragmented IP datagram. The first datagram is a 0 offset fragment with a payload of size N, with the MF bit on (the data content of the packet is irrelevant). The second datagram is the last fragment (MF = 0), with a positive offset greater than N and with a payload of size less than N. Neptune attack describes that each half-open TCP connection made to a machine causes the ‘tcpd’ server to add a record to the data structure that stores information about all pending connections. This data structure is of finite size, and it can be made to overflow by intentionally creating too many partially-open connections. Neptune attack can be distinguished from normal network traffic by looking for a number of simultaneous SYN packets destined for a particular machine that are coming from an unreachable host. A host-based intrusion detection system can monitor the size of the tcpd connection data structure and alert a user if this data structure nears its size limit. Ping of Death attack has been reported when the systems react in an unpredictable fashion when receiving oversized IP packets. Possible reactions include crashing, freezing and rebooting. Ping of Death can be identified by noting the size of all ICMP packets and flagging those that are longer than 64000 bytes.

Based on the description above, the following rule structure derived from the KDDCUP 99 dataset and it is given in the Table 1. In this proposed model, the hidden related information from the features was observed. Learners discussed among others, about possible potential variations in traffic records which help to realize the prior knowledge of anomalous behaviors in advance. This proposed computational technique facilitates prompt detection and distinction of possible individual traffic records from crowd. There are 97,277 normal and 3, 91,450 DoS attacks traffic records in 10 percent labeled KDDCUP 99 data set. 2,80,790 smurf, 107201 Neptune, 2203 back, 979 teardrop, 21 land and 264 pod are in the 10 percent labeled KDDCUP99. After removing duplicated instances class, 97277 normal, 641 smurf, 51820 Neptune, 994 back, 19 land, 918 teardrop, 206 pod are the traffic records considered for training the proposed IDS. The rule structure of six types of Dos attacks in KDDCUP 99 dataset is shown in Table 1. After PSO, the extended rule set identified with respect to each attack is shown in Table 2. Effectiveness of the IDS is evaluated by its ability to make correct predictions. Events are successfully labeled as normal and attacks. False positives refer to normal events being predicted as attacks. False negatives are attack events incorrectly predicted as normal events. Detection Accuracy (DA) is defined as the ratio of the sum of true negative and positive rate and sum of true and false positive and negative rate.

Table 1. Rule structure of Dos attacks in KDDCUP 99 datasets

| S. No | Attack Description                                                                 | Attack Type |
|------|------------------------------------------------------------------------------------|-------------|
| 1    | protocol=ICMP,Service=ecr_i,sr_byte=1032,flag=SF,host_count=255                   | smurf       |
| 2    | protocol=tcp,service=private or ctf,flag=SO or SF,serror_rate=1                    | Neptune     |
| 3    | protocol=tcp,service=http,flag=SF or RSTFR,sr_byte=54540,dst_byte=7300 or 8314,same_srv_rate=1,srv_count>=5 | back        |
| 4    | protocol=UDP,service=SF,sr_byte=28,wrong_fragment=3,dst_host_count=255             | teardrop    |
| 5    | protocol=tcp,service=finger,flag=SO,land=1,srv_count=2,dst_host_srv_error_rate>=0.17 | land        |
| 6    | Protocol=ICMP,service=ecr_i,flag=SF,sr_byte=1480,wrong_fragment=1,dst_host_count=255,dst_host_diff_srv_rate=0.02 | Pod         |
The simulation results show that performance variations among evolutionary algorithms that were used as computational intelligence in IDS are less. Clustering based algorithms performance is better compared to non-clustered. Results reveal that no evolutionary algorithm performs better for all type of DoS attacks. Simulation results of the proposed techniques are shown in Table 3. Compared to the existing, proposed technique is efficient. It reduces more false negative compared to the existing work that reveals in the simulation results in Table 3.

Table 2. Extended rule set observed from the proposed techniques

| S. No | Attack Description | Attack Type |
|-------|--------------------|-------------|
| 1     | If (Duration <3) and (protocol_type=icmp) and (dst_byte=125016) Then Buffer overflow | smurf       |
| 2     | if [the connection has following information: source IP address 124.12.5.18; destination IP address: 130.18.206.55; destination port number: 21; connection time: 10.1 seconds] Then [stop the connection] | Neptune     |
| 3     | protocol=tcp, service=http, flag = SF or RSTFR, src_byte=54540, dst_byte=7300 or 8314, same_srv_rate=1, srv_count>=5 | back        |
| 4     | If (source_bytes> 265616) and (source_bytes<= 283618) Then Ward master Attack | teardrop    |
| 5     | If (Duration 0 to 25) and (protocol_type = tcp and UDP) and (service=ftp OR private OR other domain) | land        |
| 6     | If (duration<10seconds) of an FTP connection /session, there are many Hot indicators (hot > 20) being set by a logged user then it is highly likely that is being executed | Pod         |

5. Conclusion

In this paper, new computational technique was proposed by extracting the role of Genetic and PSO. The proposed method performs the classification task and extracts required knowledge using Genetic and PSO. The proposed systems are high reliability and adequate interpretability, and are comparable with several well-known algorithms such as Fuzzy clustering. Results on intrusion detection data set from KDDCUP 99 repository show that the proposed approach would be capable of classifying intrusion instances with high accuracy rate in addition to adequate interpretability of extracted rules. The results of PSO are better than fuzzy clustering technique.
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