Sparse superposition codes with rotational invariant coding matrices for memoryless channels
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Abstract—We recently showed in [1] the superiority of certain structured coding matrix ensembles (such as partial row-orthogonal) for sparse superposition codes when compared with purely random matrices with i.i.d. entries, both information-theoretically and under practical vector approximate message-passing decoding. Here we generalize this result to binary input channels under generalized vector approximate message-passing decoding [2]. We focus on specific binary output channels for concreteness but our analysis based on the replica symmetric method from statistical physics applies to any memoryless channel. We confirm that the “spectral criterion” introduced in [1], a coding-matrix design principle which allows the code to be capacity-achieving in the “large section size” asymptotic limit, extends to generic memoryless channels. Moreover, we also show that the vanishing error floor property [3] of this coding scheme is universal for arbitrary spectrum of the coding matrix.

I. INTRODUCTION

Since their introduction [4] and the proof that they attain the capacity of the additive white Gaussian noise (AWGN) channel [5]–[7], sparse superposition (SS) codes have become an active research field given their practical potential [8], in particular under approximate message-passing (AMP) decoding [7], [9]. But the application range of SS codes has been strongly expanded once it was realized that their desirable properties are universally true for generic memoryless channels when a proper generalization of AMP is employed as a decoder [3], [10]. Even more recently, following similar studies in the related area of compressive sensing [11]–[14], we have initiated the analysis of SS codes with more generic coding matrices than with i.i.d. entries as is usually the case [1], but for the AWGN channel only. In the present contribution we go much beyond by extending these latter results to generic memoryless channels. Our main result comes in the form of a simple criterion for the “optimal” design among a large class of rotationally-invariant coding matrices, yielding a code which is capacity achieving. Moreover we introduce and analyse the performance of a decoder for SS codes based on the generalized vector approximate message-passing algorithm (GVAMP) [2]. We also show that when decoding is successful it is (asymptotically, but also empirically) perfect for binary input channels: there is no error-floor, a very desirable property for any coding scheme. To be concrete we focus on three paradigmatic memoryless channels: the binary erasure (BEC) and symmetric (BSC) channels, and the (non-symmetric) Z channel (ZC). But our theory applies to more generic memoryless channels.

Like in [1] our non-rigorous analysis is based on the study of the potential function derived from the replica method [15] and its connection to the fixed point(s) of the state evolution (SE) recursions tracking AMP-like algorithms [16]–[19]. Nevertheless, a multitude of rigorous studies [7], [10], [13], [20]–[22] point towards the fact that our predictions should be exact in a proper asymptotic limit. We also empirically confirm through careful numerics that our replica-based theory accurately predicts GVAMP’s performance, i.e., its mean-square error (MSE) after convergence. Therefore our results must be considered as numerically-verified conjectures based on by-now well established techniques from statistical physics.

In SS codes the message \( x = [x_1, \ldots, x_L] \) is a vector made of \( L \) \( B \)-dimensional sections. Each section \( x_l, l \in \{1, \ldots, L\} \), possesses a single non-zero component equal to 1 whose position encodes the symbol to transmit. \( B \) is the section size (or alphabet size) and we set \( N := LB \). We consider random codes generated by a coding matrix \( A \in \mathbb{R}^{M \times N} \) drawn from a rotational invariant ensemble, i.e., when considering its singular value decomposition \( A = UV^\top \), the orthogonal bases of singular vectors \( U \) and \( V \) are sampled uniformly in the orthogonal group \( O(M) \) and \( O(N) \), respectively. The diagonal matrix \( S \) contains the square of \( A \)'s singular values \( \langle S_l \rangle_{l \leq N} \) on its main diagonal, whose empirical distribution \( N^{-1} \sum_{l \leq N} \delta_{S_l} \) weakly converges to a well-defined compactly supported probability density function as \( N, M \to \infty \) (not necessarily proportionally). We denote \( A \)'s aspect ratio \( \alpha = M/N \) and \( \rho = (1 - \alpha)\delta_0 + \alpha\text{supp} \) the spectral density of \( B^{-1}A\top A \) as \( L \to +\infty \). The cardinality of the code is \( B^L \). Hence, the (design) rate is \( R = L \log_2(B)/M = \log_2(B)/\alpha B \) and thus the code is fully specified by \( (M, R, B) \). For a message \( x \) as before, the codeword is \( Ax \in \mathbb{R}^M \). We enforce the power constraint \(|Ax|^2/M = 1 + o_L(1)\) by tuning \( A \)'s spectrum so that \( \int d\lambda \rho_{\text{supp}}(\lambda) = 1 \) in the large \( L \) limit. The channel \( P_{\text{out}} \) outputs the noisy codeword \( y = (y_\mu)_{\mu \leq M} \). For the memoryless channels we focus on, \( P_{\text{out}}(y_\mu | Ax_\mu) \) is expressed as

- **BEC**: \((1 - \epsilon)\delta(y_\mu - \text{sign}(Ax_\mu)) + \epsilon \delta(y_\mu),
- **BSC**: \((1 - \epsilon)\delta(y_\mu - \text{sign}(Ax_\mu)) + \epsilon \delta(y_\mu + \text{sign}(Ax_\mu)),
- **ZC**: \(\delta(\text{sign}(Ax_\mu) + 1)(\delta(y_\mu - 1) + (1 - \epsilon)\delta(y_\mu + 1)) + \delta(\text{sign}(Ax_\mu) - 1)\delta(y_\mu - 1),\)
where $\epsilon$ represents the error probability. The measure we are going to analyse is the MSE per section $L^{-1} \mathbb{E}[\|x - \hat{x}(y, A)\|^2]$ where $\hat{x}(y, A)$ will be either the minimum mean-square error (MMSE) or GVAMP estimator.

II. GVAMP-BASED DECODER FOR SS CODES

The GVAMP we propose aims at computing the MMSE estimator $\mathbb{E}[x | y, A]$ given by the mean of the posterior

$$P(x | y, A) = \frac{1}{Z(y, A)} \prod_{\mu \in M} P_{\text{out}}(y_{\mu} | [A x]_{\mu}) \prod_{l \leq L} P_0(x_l),$$

where $Z(y, A)$ is a normalization. The hard constraints for the sections of the message are enforced by the prior distribution $P_0(x_l) = B^{-1} \sum_{i \in I} \delta_{x_i, 1} \prod_{i \in I, j \neq i} \delta_{x_i, 0}$ where $\{i \in I\}$ are the $B$ scalar components indices of the section $l$. GVAMP was originally derived for generalized linear estimation [2].

The present generalization to the vectorial setting of SS codes is in the same spirit as the one of AMP for SS codes found in [23]: only the input non-linear step differs from the canonical GVAMP, where the so-called denoiser $g_1(r, \gamma)$ (which takes into account the prior $P_0$) acts now section-wise instead of component-wise. Other than this, the decoder is the standard GVAMP. In full generality it is $g_{\gamma} = \mathbb{E}[x | R = r]$ for the random variable $R = X + \sqrt{\gamma} Z$ with $X \sim P_0^L$ and $Z \sim \mathcal{N}(0, I_N)$. When plugging $P_0$ in $g_{\gamma}(r, \gamma)$ it yields the component-wise expression of the denoiser and its variance:

$$\begin{align*}
\left[ g_{\gamma}(r, \gamma) \right]_i = & \frac{\exp(r_i \gamma)}{\sum_{j \in \gamma} \exp(r_j \gamma)}, \\
\left[ g'_{\gamma}(r, \gamma) \right]_i = & \gamma^{-1} \left[ g_{\gamma}(r, \gamma) \right]_i (1 - \left[ g_{\gamma}(r, \gamma) \right]_i),
\end{align*}$$

where $\left[ g'_{\gamma}(r, \gamma) \right]_i$ denotes the $i$th component of the derivative of the denoiser.

Algorithm 1 GVAMP-based decoder for SS codes

```
// LMMSE estimation of x
z_{1:k} = g_{\gamma}(x_{1:k}, \tau_{1:k}), \quad \beta_{1:k} = \left( g'_{\gamma}(x_{1:k}, \tau_{1:k}) \right)
```

III. ASYMPTOTIC ANALYSIS BY THE REPLICA METHOD

The performance of SS codes in the $L \to \infty$ limit will be analyzed using the non-rigorous (yet conjectured exact) replica method – which, again, has been proved to be correct in many inference problems [13], [20], [21], [24], [26] – in order to obtain both the minimum mean-square error and GVAMP’s fixed point performance. Note that we do not aim at tracking its per-iterate performance, which would instead require to use the rather involved state evolution analyses of [18], [19]. Actually, making SE rigorous for SS codes (a goal beyond the scope of the present paper) requires special care, see [7]. So even if we were using the previous references to track GVAMP by state evolution, it would not be rigorous (even if probably correctly tracking the decoder for any practical purpose) and so we would not gain much compared to our replica approach. Our choice of using the replica method only is thus that i) it allows us to access both performance measures (algorithmic and information-theoretic), and ii) despite their apparent technicality, our replica equations remain simpler than GVAMP’s state evolution [18], [19], the reason being that our equations focus on the fixed point rather than on dynamics.

A. Replica potential function

The goal of the replica method is to compute the so-called free entropy (i.e., log-partition function) $\Phi = \mathbb{E}_{y} \ln Z(y, x)$ using the “replica trick” $\mathbb{E} \ln Z = \lim_{m \to 0} \partial_n \mathbb{E}^{n}$ for any fixed $B \geq 2$ we adapt the results of [18], [27], [28] for the standard GLM with generic rotational invariant matrices to SS codes, namely, we make the necessary changes required to go from a scalar setting ($B = 1$) to
the section-wise setting of SS codes ($B \geq 2$); the complete derivation will be reported in a longer version. The resulting variational formula reads

\[
\Phi = \sup_{q_x \in [0,1]^B, \hat{q}_x \geq 0, \hat{q}_z \geq 0} \inf_{q_z} \Phi_{RS}(q_x, q_z, \hat{q}_x, \hat{q}_z),
\]

(1)

\[
\Phi_{RS}(q_x, q_z, \hat{q}_x, \hat{q}_z) := I_0(q_x, \hat{q}_x) + \alpha I_{out}(q_x, q_z) + I_{int}(q_x, q_z),
\]

where the functions constructing the replica potential $\Phi_{RS}$ are

\[
\begin{align*}
I_0(q_x, \hat{q}_x) &:= E_{q_x} \ln Z_0(\hat{q}_x, S, \xi) - \frac{B}{\mathbb{T}} q_x \hat{q}_x, \\
I_{int}(q_x, q_z) &:= B F(1 - B q_x, q_z) + \frac{\alpha}{2} B q_z, \\
I_{out}(q_x, q_z) &:= B E_{q_x} \int dy Z_{out}(y; \hat{q}_x, q_z, 1 - \hat{q}_z) \\
&\quad \times \ln Z_{out}(y; \hat{q}_x, \xi, 1 - \hat{q}_z) - \frac{B}{\mathbb{T}} q_x \hat{q}_z.
\end{align*}
\]

with $\xi \sim \mathcal{N}(0,1)$, $\xi \sim \mathcal{N}(0, \mathbb{I}_B)$ and $\mathbb{R}^B \ni \mathbf{s}, \mathbf{s} \sim P_0$ all independently. The auxiliary functions are

\[
\begin{align*}
Z_0(\hat{q}_x, S, \xi) &:= E_{q_x} \exp \left( - \frac{\hat{q}_x}{2} \| \mathbf{s} \|^2 + \sqrt{\hat{q}_z} S (\sqrt{\hat{q}_z} \mathbf{s} + \xi) \right), \\
Z_{out}(y; \omega, \nu) &:= \int dy P_{out}(y; \hat{q}_x) \mathcal{N}(z; \omega, \nu), \\
F(x, y) &\text{ is the rectangular spherical integral used, e.g., in (29), (30) where it is expressed as follows:}
\end{align*}
\]

\[
2F(x, y) := \inf_{\Lambda_x, \Lambda_y \geq 0} \left\{ (1 - \alpha) \ln \Lambda_y - E \ln (\Lambda_x \Lambda_y + \lambda) \right. \\
+ \Lambda_x x + \alpha \Lambda_y y - \ln x - \alpha \ln y - \alpha - 1 \},
\]

(2)

where $\lambda \sim \rho$ with $\rho$ the asymptotic spectral density of $B^{-1} \mathbf{A} \mathbf{A}^\top$. For i.i.d. Gaussian ensembles, whose spectrum density is the Marcenko-Pastur (MP) law, $F_{MP}(x, y) = -\frac{1}{2} x y$; for the row-orthogonal ensemble with spectral density $\rho_{row} = (1 - \alpha) \delta_0 + \alpha \delta_1$ it is $F_{row}(x, y) = -\frac{1}{2} \ln \left( \frac{1}{1 + \sqrt{1 - 4 \alpha y}} + \frac{1}{\sqrt{1 - 4 \alpha y}} \right)$.

So we have a decomposition of the potential into a part $I_0$ encoding information about the prior $P_0$, $I_{out}$ on the channel $P_{out}$ and $I_{int}$ on the coding ensemble through $\rho$.

B. Stationary equations of the replica potential

Assuming that the various extrema of the above variational potentials are attained inside the optimization domains, the coupled stationary equations obtained by setting $\nabla \Phi_{RS} = 0$ read (again $\mathbb{R}^B \ni \mathbf{s} \sim P_0$, $\xi \sim \mathcal{N}(0, \mathbb{I}_B)$ and $\xi \sim \mathcal{N}(0,1)$)

\[
\begin{align*}
q_x &= B^{-1} E_{\mathbf{q}_x} \xi \mathbb{E}[\mathbf{s} | y] = \sqrt{\hat{q}_z} S + \xi, \\
q_z &= E_{\mathbf{q}_x} \int dy Z_{out}(y; \sqrt{\hat{q}_x} \xi, 1 - \hat{q}_z) \\
&\quad \times \ln Z_{out}(y; \sqrt{\hat{q}_x} \xi, 1 - \hat{q}_z) |_{\omega = \sqrt{\hat{q}_z} \xi}^2, \\
\hat{q}_x &= 2 \sqrt{\hat{q}_z} F(1 - B \hat{q}_x, q_z), \\
\hat{q}_z &= 1 + 2 \alpha^{-1} \sqrt{\hat{q}_x} F(1 - B \hat{q}_x, q_z).
\end{align*}
\]

The above stationary conditions of the replica potential will be our main tool of analysis (we call the first the $q_x$-stationary equation, etc.). Indeed, a powerful feature of the variational formula (1) is that the associated stationary conditions can characterize both the MMSE and the MSE attained by the GVAMP algorithm after convergence in the limit $L \to +\infty$ [18], [19] as we describe in the next section.

In particular, the “overlap” $q_x$ physically corresponds to the inner product $\lim_{L \to +\infty} N^{-1} \mathbb{E} [\mathbf{x}^\top \mathbf{A}^\top \mathbf{x}]$ between the signal $x$ and $\hat{x}$ that can be either the MMSE or GVAMP estimator.

Therefore, given one solution $(q_x, q_z, \hat{q}_x, \hat{q}_z)$ of the stationary equations (which, as we will see, can characterize both the MMSE or GVAMP estimators), the replica prediction for the corresponding asymptotic MSE per section is $1 - B q_x$. Simplifying the $q_x$-stationary equation we get an equivalent expression for this MSE which this time depends on $\hat{q}_x$ and which is more practical/stable when $q_x$ becomes small:

\[
E(\hat{q}_x) := E_{\xi} \left[ (f_1(\hat{q}_x, \xi) - 1)^2 + (B - 1) f_2(\hat{q}_x, \xi)^2 \right],
\]

(3)

\[
\begin{align*}
f_1(x, \xi) &= (1 + e^{-x})^{-1}, \\
f_2(x, \xi) &= (1 + e^{x - \sqrt{\xi} (\xi - \xi_l)})^{-1}.
\end{align*}
\]

(4)

For a solution $(q_x, q_z, \hat{q}_x, \hat{q}_z)$, $E(\hat{q}_x) = 1 - B q_x$, see [9].

C. Analyzing the replica stationary equations

The MMSE and GVAMP performances are obtained by iteratively solving the stationary equations starting from two distinct initial conditions: the informative initialization is $(q_{in,x} = B^{-1}, \hat{q}_{in,x} > 0)$ and gives access to solution $q_{in} := (q_{in,x} = \hat{q}_{in,x})$. Because of the aforementioned $q_x$–$q_z$ connection, algorithmically this means “initializing on the solution”, i.e., an oracle initialization with MSE $1 - B q_{inf} = 0$. Instead the un-informative initialization $(q_{un,x} = 0, \hat{q}_{un,x} > 0)$ yields the solution $q_{un}$ which verifies $\hat{q}_{un,x}^\infty \leq \hat{q}_{in,x}$. It corresponds to a practical initialization without knowledge of the signal. We empirically verified that only these two fixed points exist, independently of how $q_x > 0$ is initialized. This holds in more standard settings of SS codes [9]. With these two solutions in hand, one needs to plug each of them in the replica potential $\Phi_{RS}$ and compare the obtained values; the reason for that step is explained below. Denote $\Phi_{in} := \Phi_{RS}(q_{in})$ and $\Phi_{un} := \Phi_{RS}(q_{un})$ (keep in mind that these are functions of the rate $R$).

In the replica theory, the MMSE is extracted from the fixed point with the highest free entropy (the so-called “thermodynamic equilibrium state” in physics parlance).

So, denoting $q_{opt} := \arg\max_{q_{in} \leq q_x < q_{un}} \Phi_{RS}(q)$, the replica prediction for the asymptotic MMSE is

\[
\lim_{L \to +\infty} L^{-1} \mathbb{E} \| \mathbf{x} - E[\mathbf{x} | \mathbf{y}, \mathbf{A}] \|^2 = 1 - B q_{opt,x}^\infty = E(\hat{q}_{opt,x}^\infty).
\]

Instead, GVAMP’s MSE is given by plugging in it $\hat{q}_{un,x}^\infty$:

\[
\lim_{L \to +\infty} L^{-1} \mathbb{E} \| \mathbf{x} - \hat{x}_{GVAMP}(\mathbf{y}, \mathbf{A}) \|^2 = 1 - B q_{un,x}^\infty = E(\hat{q}_{un,x}^\infty).
\]

This means that, as pointed in [18], [19], the fixed point of the state evolution recursions describing GVAMP’s MSE (and therefore its MSE for finite but large sizes $L$) can be accessed via the (simpler to implement) above equations. This is confirmed numerically, see Fig. 1.

Phase diagram for SS codes Depending on the rate $R$ distinct regions exist and the transitions between them define two thresholds that can be extracted from the replica potential: the GVAMP algorithmic threshold $R_{GVAMP}$ and the information-theoretic threshold $R_{IT}$:

\[
R_{GVAMP} := \inf \{ R : \Phi_{un} < \Phi_{in} \}, \\
R_{IT} := \sup \{ R : \Phi_{un} < \Phi_{in} \}.
\]
Their analysis is one of our main goal. Equipped with the replica potential and these definitions, we describe the phase diagram (as \( R \) increases) using \( q_{\text{in}}, q_{\text{un}}, \Phi_{\text{in}}, \Phi_{\text{un}} \):

- **Easy phase** \( R < R_{\text{GVAMP}} \): In this region \( q_{\text{in}} = q_{\text{un}} \) and thus GVAMP achieves the MMSE \( 1 - B q_{\text{in},x}^\infty = E(\hat{q}_{\text{in},x}^\infty) \) which is “small”. Decoding is computationally efficient using GVAMP. At a higher rate than \( R_{\text{GVAMP}} \) the fixed points differ and we enter the computationally hard phase. Threshold \( R_{\text{GVAMP}} \) corresponds to the rate where the solid curve(s) jumps discontinuously on Fig. 1.

- **Hard phase** \( R_{\text{GVAMP}} < R < R_{\text{IT}} \): In this region \( q_{\text{in}} \neq q_{\text{un}} \) and \( \Phi_{\text{in}} \neq \Phi_{\text{un}} \). GVAMP is sub-optimal, i.e., a statistical-to-computational gap is present. The MMSE equals \( 1 - B q_{\text{in},x}^\infty = E(\hat{q}_{\text{in},x}^\infty) \) and is strictly lower then GVAMP’s MSE \( 1 - B q_{\text{in},x}^\infty = E(\hat{q}_{\text{in},x}^\infty) \). Beyond \( R_{\text{IT}} \) the quality of inference becomes poor using any procedure, efficient or not.

- **Impossible phase** \( R > R_{\text{IT}} \): \( q_{\text{in}} \) may be equal or not to \( q_{\text{un}} \) but the free entropy \( F_{\text{IT}} \geq \Phi_{\text{in}} \) and \( q_{\text{in},x}^\infty \) is “small”. In this case GVAMP is optimal and its MSE \( 1 - B q_{\text{in},x}^\infty = E(\hat{q}_{\text{in},x}^\infty) \) (which matches the MMSE) is “large”.

The above scenario is generic in SS codes [3], [9] (and in high-dimensional inference more generically [22]), but it is also possible that no hard region is present at all (i.e., \( R_{\text{IT}} = R_{\text{GVAMP}} \) and a single fixed point of the stationary equations exists for all rates). E.g., this happens at low SNR and/or low section size \( B \) for the AWGN channel. See [9] for the same phenomenology and plots for visualization.

### IV. VANISHING ERROR FLOOR PROPERTY FOR \( B < \infty \)

The MSE floor \( E_f \) is the MSE attained from the informative initialization [3], [10]: \( E_f := 1 - B q_{\text{in},x}^\infty = E(\hat{q}_{\text{in},x}^\infty) \). It matches GVAMP performance and the MMSE in the easy phase and the MMSE only in the hard phase, while it has no concrete meaning in the impossible phase. In [3] it is shown that as \( L \to +\infty \) the error floor vanishes for any \( R \) and \( B \) for a wide class of binary inputs channels, but only for i.i.d. Gaussian coding matrices. We heuristically show that the vanishing error-floor property universally holds for rotationally invariant coding matrices with compactly supported spectra. We focus on the BEC channel but the approach can be generalized to other binary input channels.

Our strategy is to assume both i) the existence of a solution to the stationary equations such that \( E_f = 0 \), namely, such that \( q_{\text{in},x}^\infty = B^{-1} \), and look for a self-consistent set of parameters values for the remaining stationary equations, and ii) this potential solution is such that the corresponding free entropy (\( F_{\text{KS}} \) evaluated in it) is the largest when a second solution exists, and this for all \( R < R_{\text{IT}} \). Point ii) as well as the fact that only two solutions may co-exist have been thoroughly numerically verified in the present setting and previous ones [3]. We now simply denote \( q_{\text{in}} \) by \( (q_x, q_{\hat{x}}, q_{\dot{x}}, q_{\ddot{x}}) \). So we reverse engineer the solution starting from \( q_{\text{in}} = B^{-1} \). Recall (3). From \( E(\hat{q}_x) = 1 - B q_x = 0 \), \( q_x = B^{-1} \) requires \( q_x = +\infty \) (this can be seen from the \( q_x \)-stationary equation too). When setting \( q_x = B^{-1}, q_x = +\infty \) in the \( q_x \)-stationary equation
we further deduce that $q_2 = +\infty$. This is easily seen in the MP case: using $\mathcal{F}_{\text{MP}}(x, y) = -\frac{x}{2} y$ then $2q_2 \mathcal{F}(1 - Bq_2, q_2) = Bq_2$, which implies $q_2 = +\infty$. For general spectral law we use that $[29] \mathcal{F}(x, y) = \mathcal{F}_{\text{MP}}(x, y) + O(x^2)$. And because $1 - Bq_2 \to 0$ around the desired solution $q_2 = B^{-1}$ the same argument applies: for any spectrum $(q_2 = B^{-1}, \hat{q}_2 = +\infty)$ implies $q_2 = +\infty$. We finally need to fix the $\hat{q}_2$ using the $q_2$-stationary equation. Using the same approach, $\hat{q}_2 = 1 + 2 \alpha^{-1} q_2 \mathcal{F}_{\text{MP}}(1 - Bq_2, q_2) = 1 - (1 - Bq_2) = Bq_2$ at the desired solution. So $(\hat{q}_2 = B^{-1}, q_2 = +\infty, q_2 = +\infty, \hat{q}_2 = 1)$ is a self-consistent solution if and only if it also verifies the last equation we did not exploit, namely the $q_2$-stationary equation.

Let $D_x$ be the standard Gaussian measure. For the BEC channel the right-hand side of the $q_2$-stationary equation is

$$(1 - \epsilon)(2\pi \sqrt{1 - \hat{q}_2^2})^{-1} \int D_x \exp(-\frac{x^2}{2}) \mathcal{F}^{-1}(q_2, x) = 0.$$ As $\hat{q}_2 \to 1$ it diverges, meaning $q_2 \to +\infty$. Consequently, $q_{\text{lin}} = (q_2 = B^{-1}, \hat{q}_2 = +\infty, q_2 = +\infty, \hat{q}_2 = 1)$ is solution of the stationary equations for the BEC channel and any $\rho$, and thus $E_f = 0$. The same argument can be extended to other binary input channels (BSC, ZC, etc.). We confirm this numerically in Fig. 1. To show it analytically, the concrete expressions of the (right-hand side of the) $q_2$-stationary equation for other channels are found in table I of [3] (with the variable substitution $1 - \hat{q}_2 \to E$). Instead, for the AWGNC with signal-to-noise ratio $\gamma$ the $q_2$-stationary equation is $\gamma/(1 + \gamma(1 - \hat{q}_2))$ which does not diverge when $\hat{q}_2 \to 1$. Then $E_f > 0$; however $\lim_{B \to +\infty} E_f = 0$, see [9].

**V. ACHIEVING THE CAPACITY AS $B \to +\infty$**

We now show that as $B \to +\infty$ (after $L \to +\infty$) the threshold $R_{\text{IT}}$ tends to the Shannon capacity $C$ for binary input channels, whenever a simple “spectral criterion” is verified:

**Result 1:** Consider SS codes for any memoryless channel. Let the coding matrix $A$ be drawn from a rotational invariant ensemble, and whose empirical spectral measure converges to a well defined density with finite support as $L \to \infty$. The code is capacity achieving in the sense that $\lim_{L \to \infty} R_{\text{IT}} = C$ if and only if the asymptotic p.d.f. $\rho_{\text{app}}$ of the non-zero eigenvalues of $B^{-1} A^T A$ verifies $\rho_{\text{app}} \to \delta_1$ in law when $B \to \infty, \alpha \to 0$. According to this principle both the Gaussian and row-orthogonal ensembles are capacity-achieving as $L \to +\infty$ followed by $B \to +\infty$. For the row-orthogonal case this spectral criterion is even satisfied for finite $B$, which may explain its improved performance at finite section size. Note that for $R$ to remain finite in this limit then necessarily $\alpha = \Theta(\log B / B) \to 0$. The threshold $R_{\text{IT}}$ for finite section size $B$ shown in Table I converges when $B$ increases to the predicted limit. Result 1 is based on the analysis of the rescaled potential $\Phi_{\text{RS}} := \Phi_{\text{RS}} / \log B$. One needs also to define rescaled parameters $r_x := Bq_x$ and $r_x := q_x / \log B$ as in [9]. All the rescaled quantities have non-trivial limits as $B \to +\infty$. We propose an heuristic, numerically verified argument showing that as $B \to +\infty$ the potential $\Phi_{\text{RS}}$ possesses only two maxima, one verifying $r_x = 1$ and another $r_x = 0$ (see [1], [9] for related arguments). The same holds with Gaussian coding matrices [6], [9], [10]. Indeed, the only term dependent on $r_x$ in $\Phi_{\text{RS}}$ is

$$\tilde{I}_0(x, r_x) := I_0 / \log B \to \max(1, x^2 / 2) - x r_x / 2$$

as $B \to +\infty$; this was computed in [9]. Considering its $r_x$-derivative to obtain the $r_x$-stationary equation, and given that $r_x \in [0, 1]$, it is clear that for $r_x$ to possibly change its value (i.e., existence of two solutions) the “effective signal-to-noise” (SNR) $\tilde{r}_x$ must transition at $\tilde{r}_x = 2$ whatever is the solution of the $\Phi$-stationary equations for the remaining parameters. So two scenarios are possible:

**High error case:** The effective SNR $\tilde{r}_x$ solution to the $\Phi_{\text{RS}}$-stationary equations is low enough so that $\max(1, \tilde{r}_x^2) = 1$. Then the $r_x$-stationary equation obtained by setting $\partial_r \tilde{I}_0 = 0$ enforces $r_x = 0$ meaning no decoding at all (recall the link between overlap and MSE).

**No error case:** This time the solution $\tilde{r}_x$ is large enough so that $\max(1, \tilde{r}_x^2) = 2$. Then $\partial_r \tilde{I}_0 = 0$ yields the second solution $r_x = 1$, i.e., perfect decoding.

We argued that only two solutions exist and can now derive Result 1. From the definition of $R_{\text{IT}}$, we look for a rate such that $\Phi_{\text{RS}}(r_x = 0) = \Phi_{\text{RS}}(r_x = 1)$ (the other parameters being understood to be set at their respective solutions).

In the **no error case** $r_x = 1$ it is direct to see that $\mathcal{F}(x, y)$ is independent of $\rho$ and thus $\Phi = \mathcal{F}_{\text{MP}}(x, y)$. As this is the only $\rho$-dependent part of the potential $\Phi_{\text{RS}}(r_x = 1) = \Phi_{\text{MP}}(r_x = 1)$, the rescaled potential when considering the MP law $\rho$. As explained above, we also have $\tilde{I}_0(x = 1, r_x) = 0$. We have seen in Sec. IV that perfect decoding implied the solution $\tilde{q}_2 = 1$ and $q_2 = +\infty$ for any $B$ (and thus in the limit). All-in-all it yields $\Phi_{\text{RS}}(r_x = 1) = \Phi_{\text{MP}} = 1 / 2 \log_2 \mathbb{E}_x \mathcal{N}(0, 1) \log \mathbb{E}_x \mathcal{N}(0, 1)$ for this non error solution, and for any $\rho$.

Now the **high error case** $r_x = 0$. By [Lemma 1, [1]] the R-transform $\mathcal{R}(x)$ associated to a generic $\rho$ [31] is upper bounded, when $B \to +\infty, \alpha \to 0$, by the one of the MP law. Then using the equivalent expression $\mathcal{F}(x, y) = \frac{1}{2} \inf_{\Lambda_y > 0} \int_0^{\infty} \mathcal{R}(t) dt + \alpha \Lambda_y y - \alpha \log \Lambda_y - \alpha \log y - \alpha y \mathcal{F}(0, 1)$ we can show $I_{\text{int}} \geq I_{\text{MP}}$ where $I_{\text{int}} = \lim_{B \to \infty} I / \log B$. Because $I_{\text{int}}$ is the only spectrum-dependent term of the potential we automatically deduce $\Phi_{\text{RS}} \geq \Phi_{\text{MP}}$ when evaluated at the same solution (the high error one in that particular case).

Equality holds if and only if $\rho \to 0 \alpha\delta_0 + (1 - \alpha)\delta_0$ in law as $\alpha \to 0$. In the i.i.d. Gaussian/MP ensemble $\mathcal{F}(x, y) = -\frac{x}{2} x$ which implies, when $r_x = 0$, $I_{\text{MP}} = 0$ independently of $q_2$. Because we also have $I_{\text{0}} = 1$ for the high error solution, the lower bound on the replica potential $\Phi_{\text{RS}}(r_x = 0) = 1 / 2 \int \log \mathbb{E}_x \mathcal{N}(0, 1) \log \mathbb{E}_x \mathcal{N}(0, 1)$ from this “high error lower bound” $\Phi_{\text{RS}} = \epsilon_0 + \Phi_{\text{RS}}(r_x = 0)$ where $\epsilon_0 \geq 0$, with equality if and only if $\rho \to 0 \alpha\delta_0 + (1 - \alpha)\delta_0$ as $\alpha \to 0$. $R_{\text{IT}}$ is obtained by solving $\Phi_{\text{RS}}(r_x = 0) = \Phi_{\text{RS}}(r_x = 1)$. This yields $R_{\text{IT}} = 1 / \epsilon_0 [\log \mathbb{E}_x \mathcal{N}(0, 1) \log \mathbb{E}_x \mathcal{N}(0, 1)] = C / (1 + \epsilon_0)$. The coding scheme is thus capacity-achieving if and only if $\epsilon_0 = 0$, i.e., $\rho_{\text{app}} \to \delta_1$ in law when $\alpha \to 0$. This ends the argument.
