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Abstract

Camera localization is a fundamental requirement in robotics and computer vision. This paper introduces a pose-to-image translation framework to tackle the camera localization problem. We present PoseGANs, a conditional generative adversarial networks (cGANs) based framework for the implementation of pose-to-image translation. PoseGANs feature a number of innovations including a distance metric based conditional discriminator to conduct camera localization and a pose estimation technique for generated camera images as a stronger constraint to improve camera localization performance. Compared with learning-based regression methods such as PoseNet, PoseGANs can achieve better performance with model sizes that are 70\% smaller. In addition, PoseGANs introduce the view synthesis technique to establish the correspondence between the 2D images and the scene, i.e., given a pose, PoseGANs are able to synthesize its corresponding camera images. Furthermore, we demonstrate that PoseGANs differ in principle from structure-based localization and learning-based regressions for camera localization, and show that PoseGANs exploit the geometric structures to accomplish the camera localization task, and is therefore more stable than and superior to learning-based regressions which rely on local texture features instead. In addition to camera localization and view synthesis, we also demonstrate that PoseGANs can be successfully used for other interesting applications such as moving object elimination and frame interpolation in video sequences. The accompanying videos are available at https://drive.google.com/drive/folders/1X--A68sihtcb_QwywhbHpHnIoNpcAXFc?usp=sharing
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1. Introduction

Inferring the camera’s absolute pose, or camera localization is a key component of many computer vision tasks like structure from motion (SfM), simultaneous localization and mapping (SLAM) \cite{1,2,3} as well as many applications such as robotics and autonomous driving \cite{4,5}. Conventional camera localization algorithm is conducted based on three schemes: structure-based localization \cite{6,7,8,9,10}, image retrieval \cite{11} and learning-based regression \cite{12,13,14,15,16,11,17}. Structure-based localization solves this problem by establishing correspondence between pixels in a 2D image and 3D points in the scene via descriptor matching. Such a set of 2D-3D matches allows to estimate camera poses by applying a n-point-pose (PnP) \cite{18} solver inside a RANSAC framework \cite{19,20}. However, 2D-3D matches are not feasible for many indoor scenes as they are intensively reliance on the feature detector and descriptor. Motion blur, strong illumination, texture-less or repetitive indoor surfaces may result in localization failure. Image retrieval tries to address the camera localization problem by approximating the pose of a test image by the pose of the most similar retrieved image. More precise estimates can be obtained by using feature matches between the test image and the retrieved images for relative pose estimation. Learning-based regressions apply the deep convolutional neural network as the camera pose regressors, either directly estimating the pose through regression \cite{12} or predicting the pose of a test image relative to one or more training images \cite{21}. Learning-based methods are computationally efficient. Yet, they are also significantly less accurate than structure-based localization, and are found to be closely related to image retrieval in principle \cite{22}.

In this paper, we set out to present a novel insight to the camera localization problem and propose a new framework to solve it. Given a specific camera and a scene, the cameras sighted scene is determined by its 6-DoF pose, or equivalently, the content of the image taken by the camera is determined by the cameras pose. To be specific, a camera shot image $x \in \mathbb{R}^{H \times W \times 3}$ can be regarded as a sampling from a specific scene, where $H$ and $W$ are the height and width of the image, respectively. Meanwhile, camera pose $y = (p, r)$, a $(3 + d)$-dimensional continuous variable, describes the camera trajectory, where $p \in \mathbb{R}^{3}$ and $r \in \mathbb{R}^{d}$ represent the position and orientation of the camera, respectively. There are multiple ways to represent the orientation $r$, e.g., as a 4-dimensional unit quaternion, or a 3-dimensional vector representing the Euler angle. Obviously, there are two latent distributions $p_x$ and $p_y$, which can be applied to describe the distributions $x$ and $y$ obey respectively. Moreover, $p_x$ and $p_y$ are conditionally linked up by the intrinsic relationship that each $x$ corresponds to a unique $y$, and that each $y$ decides a unique $x$. Thus, we treat the camera localization problem as a pose-to-image translation, and propose a conditional generative adversarial networks (cGANs) based framework, referred to as PoseGAN, to solve it. To be specific, the generator $G$ would synthesize the camera shot image $x' = G(y) \in p_y$ conditioned on a given pose $y$, where $p_y$ represents the generated distribution, and then the discriminator $D$ would distinguish the real pairs $(x,y)$ from the fake pairs $(G(y), y)$, where pose estimation is included in $D$ to serve as the conditional discrimination. With the adversarial training between $G$ and $D$, $G$ would output realistic camera shot images, and $D$ would eventually have a good performance on predicting the pose of the given
Owing to the contribution of the vast generated images to supervising the training of $D$, PoseGAN has been demonstrated to be able to achieve good performance on camera localization, even with model sizes 70% smaller than that of previous models like PoseNet. Furthermore, we experimentally demonstrate that PoseGAN exploits geometry structures as evidences to predict the poses, superior to learning-based regressions, which use local texture features instead. In addition, PoseGAN derives a number of promising applications, e.g., given a pose, the generator $G$ allows PoseGAN to generate its corresponding image, which is referred to as view synthesis or image rendering. The view synthesis technique in PoseGAN establishes the correspondence between the 2D images and the scene, thus can provide more samples for the traditional SfM technique in the 3D scene reconstruction process, and can be also used in some view synthesis based image retrieval frameworks. Besides, PoseGANs are capable of applications like moving object elimination and frame interpolation.

To summarize, our contributions are as follow:

1. A novel cGAN based framework for camera localization - PoseGANs. This as far as we know is the first method in the literature that tackles the camera localization problem via a pose-to-image translation.

2. Experiments have demonstrated that PoseGANs achieve good performance on camera localization task, even with model size 70% smaller than that of previous models like PoseNet.

3. It has been demonstrated that PoseGAN differ in principle from other camera localization methods, and that PoseGANs exploit the geometry structures to accomplish the task, superior to learning-based regressions.

4. PoseGANs are capable of appealing applications, e.g., view synthesis, moving object elimination and frame interpolation.

2. Related Work

2.1. Camera Localization Methods

Conventional camera localization algorithms conduct pose estimation mainly through three schemes: image retrieval, learning-based regression and structure-based localization. Learning-based regressions rely on convolutional neural networks (CNNs), e.g., VGG [23] or ResNet [24], to embeds the images to a high-dimensional space, then extract features for regressing the camera pose. Since its first introduction by PoseNet [12], numerous works have been made, mainly focusing on modifying the architecture or loss objectives towards performance promotion [25] [21] [26] [27], e.g., [14] [15] [16] extend PoseNet by using a weighted combination of position and orientation errors. Visual odometry constraint is used in [11] [17] for improving localization precision. Recently, it has been found that learning-based regressions are inherently more closely related to image retrieval than to structure-based localization. In contrast to image retrieval and learning-based regression, structure-based localization predicts the location of the query image in a 3D map through establishing 2D-3D correspondences by matching local features. Traditionally, 2D-3D match is based on matching descriptors extracted in the test image against descriptors associated with the 3D points. Alternatively, machine learning techniques can be used to directly regress 3D point positions...
from image patches [6, 7]. Orthogonal to those works, proposed PoseGAN tries to tackle the camera localization problem in a novel way by a pose-to-image translation.

2.2. Generative Adversarial Networks (GANs)

Generative adversarial networks (GANs) [28] is a special generative model to learn a generator $G$ to capture the data distribution via an adversarial process. Specifically, a discriminator $D$ is introduced to distinguish the generated images from the real ones, while the generator $G$ is updated to confuse the discriminator. The adversarial process is formulated as a minimax game as [29]:

$$\min_G \max_D V(G, D)$$

where min and max of $G$ and $D$ are taken over the set of the generator and discriminator functions respectively. $V(G, D)$ is to evaluate the difference in the two distributions of $q_x$ and $q_g$, where $q_x$ is the data distribution, and $q_g$ is the generated distribution. The conventional form of $V(G, D)$ is given by Kullback-Leibler (KL) divergence: $E_{x \sim q_x} [\log D(x)] + E_{x' \sim q_g} [\log (1 - D(x'))]$ [30, 31, 32].

Conditional GANs (cGANs) are a type of GANs that use conditional information for the discriminator and generator. Unlike in standard GANs, the discriminator of cGANs discriminates between the generator and the data distribution on the set of the pairs of generated samples and its intended conditional variable [33]. Owing to their ability to learn highly structured probability distribution, cGANs have been widely used in applications like high fidelity image generation [34, 35], image editing [36] and image-to-image translation [37]. In this paper, we introduce PoseGAN, a cGANs based framework, to tackle the camera localization problem based on the motivation that the camera poses can be obtained via a pose-to-image translation.

3. PoseGAN for Camera Localization

This section introduces the PoseGAN for solving the camera localization via a pose-to-image translation. As shown in Figure 1, PoseGAN applies the generator $G$ to generate the camera shot images $G(y)$ at the given pose $y$, where $y$ is treated as the conditional information for sample generations. Then, the discriminator $D$ is trained to distinguish the fake pair $(G(y), y)$ from the real pair $(x, y)$. In this paper, we use the projection-based discriminator [33] as an implementation of $D$ to conduct the conditional discrimination between $(G(y), y)$ and $(x, y)$. Conventionally, the outputs of the projection-based discriminator are comprised of two parts:

$$D(x, y) = \varphi(\phi_1(x)) + \langle \phi_1(x), \phi_2(y) \rangle$$

where $\varphi(\cdot)$, $\phi_1(\cdot)$ and $\phi_2(\cdot)$ are some parametric functions as shown in Figure 1, $\langle \cdot, \cdot \rangle$ determines the cosine similarity. The first term $\varphi(\phi_1(x))$ identifies the data distribution. The second term first embeds the image $x$ and pose $y$ to a high-dimensional space via $\phi_1(\cdot)$ and $\phi_2(\cdot)$, respectively, then calculate the cosine similarity between $\phi_1(x)$ and $\phi_2(y)$, thus encouraging the generation of samples whose features match a learned condition prototype. However, such a discriminator is incapable of predicting
Figure 1: Illustration of PoseGANs architecture for camera localization. $G$ is mainly comprised of 5 GBlocks, whose details are shown in the left. BN is the batch normalization [38]. Relu is the non-linear operation [39], Conv represents the convolutional operation, and $N$ represents the batch size in the training. $D$ mainly contains 3 parametric functions: $\phi_1(\cdot)$, $\phi_3(\cdot)$ and $\phi(\cdot)$. Specifically, $\phi_1$ consists of 5 DBlocks, whose details are shown in the right. $G$ is responsible for generating camera shot images $G(y)$ conditioned on the given pose $y$, and $D$ is trained to distinguish the true pair $(x,y)$ from the fake pair $(G(y), y)$. The dotted box shows the projection-based discriminator which conducts conditional discrimination via cosine similarity, thus incapable of pose estimation. PoseGAN conducts distance measure instead, and camera localization is implemented by $\phi_3(\phi_1(\cdot))$.

4. Loss Functions

As indicated by Equation 3, there are two terms in the output of the discriminator. The purpose of $\varphi(\phi_1(\cdot))$ is to distinguish the generated data from the real one. Given the real data $x$, $\varphi(\phi_1(x))$ should regard it as the real data. Given the generated data $G(y)$, $\varphi(\phi_1(G(y)))$ should regard it as the fake data. Applying KL divergence [28, 29] and hinge loss [30, 33] to describe the difference between the real and generated distributions, we can obtain the objective function $L_1$ for $\varphi(\phi_1(\cdot))$:

$$L_1 = E_{x \sim p_x} [\min(0, -1 + \varphi(\phi_1(x)))] + E_{y \sim p_y} [\min(0, -1 - \varphi(\phi_1(G(y)))]$$  (4)

where $p_x, p_y$ represent the distribution of $x$ and $y$, respectively. $\varphi$ and $\phi_1$ are parametric functions in $D$. 

(a) $G$ architecture  (b) $D$ architecture
Correspondingly, $D$ is conditioned by $||\phi_3(\phi_1(x)) - y||$, which provide evidences for conditional discrimination. Hence, to indicate the true pair $(x, y)$, the loss objective should minimize $||\phi_3(\phi_1(x)) - y||$. Intuitively, for generated samples $G(y)$, the loss objective should maximize $||\phi_3(\phi_1(G(y))) - y||$. However, such an intuition is actually wrong. Because each $y$ in $\mathbb{R}^{3+d}$ has a corresponding $x$ in the pixel domain. Each point away from $y$ actually corresponds to a particular image instead of the generated image $G(y)$. Therefore, it would be wrong to maximize $||\phi_3(\phi_1(G(y))) - y||$ for generated samples $G(y)$.

To solve this, we introduce an estimation method to roughly determine the pose of generated samples $G(y)$. In PoseGANs, $G(y)$ can be regarded as the estimation of samples in the target distribution with errors. In the same way, the pose of $G(y)$ should be located in a certain range around the pose of $x$. Because $(G(y), y)$ should be regarded as a wrong sample instead of a fake one in the case that $||\phi_3(\phi_1(G(y))) - \phi_3(\phi_1(x))||$ is large enough. Therefore, the difference between $\phi_3(\phi_1(x))$ and $\phi_3(\phi_1(G(y)))$ should locate in a specific range:

$$
||\phi_3(\phi_1(G(y))) - \phi_3(\phi_1(x))|| \leq \gamma \tag{5}
$$

where $\gamma$ represents the range. Accordingly, the objective function for $||\phi_3(\phi_1(x)) - y||$ can be expressed as:

$$
\mathcal{L}_2 = E_{x \sim p_x} [||F(x) - y||] + E_{y \sim p_y} [\max(||F(G(y)) - F(x)|| - \gamma, 0)] \tag{6}
$$

where $F = \phi_3(\phi_1(\cdot))$. Intuitively, $\gamma$ can be taken as a constant, e.g., 0.01. Further experiments have found that adaptively decreasing $\gamma$ in the training process contributes to performance improvement for camera localization. During the adversarial training between $G$ and $D$, $\phi_3(\phi_1(x))$ is approaching $y$. Therefore, $||\phi_3(\phi_1(x)) - y||$ is decreasing with iterations. Consequently, we adaptively decrease $\gamma$ as well, and suppose $\gamma$ is proportional to $||\phi_3(\phi_1(x)) - y||$:

$$
\gamma = k \cdot ||\phi_3(\phi_1(x)) - y|| \tag{7}
$$

where $k$ is taken as 0.1 in the experiments. Experiments in Section 5 have demonstrated that adaptively decreasing $\gamma$ is of better performance than taking $\gamma$ as a constant.

The term $||\phi_3(\phi_1(G(y))) - \phi_3(\phi_1(x))|| \leq \gamma$ can be regarded as the pose estimation of generated samples. Pose estimation of fake examples can help roughly confirm the pose range of generated samples, further serving as a stronger constraint to help the conditional discrimination. We will see in Section 5 that, pose estimation indeed contributes to performance improvement.

### 4.1. Objective Function

To sum up, we can obtain the objective function $\mathcal{L}_D$ for $D$:

$$
\mathcal{L}_D = \mathcal{L}_1 + \alpha \cdot \mathcal{L}_2 \tag{8}
$$

where $\mathcal{L}_1$ and $\mathcal{L}_2$ are shown in Equation (5) and (6), respectively, $\alpha$ is a hyperparameter and taken as 0.1 in the experiments.
For $G$, the objective function $\mathcal{L}_G$ can be expressed as:

$$\mathcal{L}_G = -E_{y \sim p_y} [\varphi_1(G(y))] + \beta_1 \cdot E_{y \sim p_y} [||F(G(y)) - y||] + \beta_2 \cdot E_{y \sim p_y} [||G(y) - x||]$$

(9)

where $-E_{y \sim p_y} [\varphi_1(G(y))]$ forces $G$ to generate samples towards the real distribution. $E_{y \sim p_y} [||F(G(y)) - y||]$ constrains generated samples corresponding to the correct poses. $E_{y \sim p_y} [||G(y) - x||]$ requires generated samples to be identical to real samples in the pixel domain. $\beta_1$ and $\beta_2$ are hyperparameters, and are taken as 0.5 and 10, respectively in the experiments.

5. Quantitative Analysis

5.1. Experiment Setup

We follow the practices in the literatures [12, 16, 22], and use Cambridge Landmarks [12] and 7 Scenes [40] datasets to evaluate the performance of PoseGANs on camera localization. The architecture of PoseGANs is shown in Figure 1. The optimization settings follow SN-GANs [30]. To be specific, the batch size is taken as 16, the learning rate is taken as 0.0002, the number of updates of the discriminator per one update of the generator $n_{critic}$ is 1, and Adam optimizer [41] is used as the optimization with the first and second order momentum parameters as 0 and 0.9, respectively. In addition, spectral normalization [30] is applied in $G$ and $D$ to guarantee the Lipschitz continuity, which contributes to stable training. Experiments have been conducted based on samples of multiply resolutions, including $32 \times 32$ pixels, $64 \times 64$ pixels, $128 \times 128$ pixels, $256 \times 256$ pixels. PoseGANs have similar performances under multiply resolutions but have a increasing computational demands with the raising of image sizes. To present the synthesized images in a better way and consider the computational efficiency, we conduct extensive experiments across different datasets with sample resolution of $128 \times 128$ pixels. Image augmentation is applied in the preprocessing. Specifically, the camera shot images in the datasets are compressed to $144 \times 144$ pixels, then random/center cropped to $128 \times 128$ pixels for training/evaluation. A single Nvidia GTX1080ti is sufficient for PoseGANs, where 100k iterations takes about 12 hours for training, and less than 1 ms is used for computing the pose in the evaluations.

5.2. Camera Localization Results

To test the validity of proposed PoseGANs, comparative trials are conducted on Cambridge Landmarks and 7 scenes datasets, and results are listed in Table 1. ConfigA in Table 1 only applies the first term in Equation 6 as the objective function for $D$, i.e., $\mathcal{L}_D = E_{x \sim p_x} [||F(x) - y||]$, and no adversarial loss is used in PoseGAN-configA. Then PoseGAN-configA turns to a regression model, resulting in about 75% increase in pose estimation errors, which further demonstrates that adversarial training proposed by PoseGANs contributes to pose estimations. ConfigB in Table 1 indicates that pose estimation of the generated samples $G(y)$ provides a stronger constraint to
Table 1: Camera localization results on the Cambridge Landmarks and 7 Scenes dataset. We compare PoseGANs with other camera localization methods, and report the median position/orientation errors in meter/degree. LR is learning-based regression, IR is image retrieval and SL represents structure-based localization. ConfigA represents that only the first term in Equation (6) is used as the objective function for $D$, i.e., no adversarial loss is applied. ConfigB means no pose estimation for generated images is used, i.e., no adversarial loss is applied. ConfigC means pose estimation is applied but $\gamma$ in Equation (6) is taken as a constant 0.01.

| LR | Cambridge Landmarks | 7 Scenes |
|----|---------------------|----------|
|    | Apts | Trf | Mel | St.Mary’s | Dock | Pae | Heads | Other | Pumpkins | Kitchen | Stairs |    |
| PoseGANs | 1.22/4.04 | 1.52/4.71 | 1.30/4.60 | 1.32/5.07 | 0.99/4.94 | 0.24/8.46 | 0.10/13.30 | 0.18/3.40 | 0.19/6.28 | 0.26/3.21 | 0.33/6.62 |
| PoseGAN-configA | 1.97/5.20 | 2.27/5.17 | 1.53/4.71 | 2.67/7.89 | 0.32/6.23 | 0.39/11.20 | 0.27/12.31 | 0.37/11.16 | 0.49/8.59 | 0.40/11.22 | 0.48/10.11 |
| PoseGAN-configB | 1.55/4.20 | 1.62/4.80 | 1.29/4.27 | 1.40/5.16 | 0.32/6.10 | 0.30/10.22 | 0.23/14.13 | 0.25/9.79 | 0.19/3.68 | 0.45/9.32 | 0.30/11.21 |
| PoseGAN-configC | 1.16/3.10 | 1.51/5.92 | 0.97/5.12 | 1.90/9.99 | 0.11/14.15 | 0.23/6.20 | 0.19/12.10 | 0.23/9.23 | 0.20/6.68 | 0.33/12.72 | 0.30/12.01 |
| PoseNet (PN) [13] | 1.95/4.20 | 2.13/5.38 | 1.60/6.98 | 2.65/8.38 | 0.12/12.13 | 0.14/3.14 | 0.25/9.02 | 0.47/7.06 | 0.45/8.42 | 0.59/8.64 | 0.47/13.85 |
| PN learned weights [13] | 0.99/1.06 | 2.17/2.94 | 1.65/3.97 | 1.40/3.43 | 0.44/14.50 | 0.27/11.18 | 0.20/11.21 | 0.23/4.29 | 0.21/4.52 | 0.24/15.52 | 0.27/16.16 |
| ResPN [17] | 1.74/2.14 | 2.37/5.47 | 1.28/7.54 | 2.18/8.38 | 0.17/17.24 | 0.43/13.57 | 0.33/12.02 | 0.48/5.84 | 0.60/7.08 | 0.50/7.54 | 0.40/11.31 |
| LSTMPN [17] | 0.59/0.36 | 1.51/4.29 | 1.18/4.44 | 1.52/6.08 | 0.25/7.70 | 0.34/11.19 | 0.21/13.7 | 0.30/8.08 | 0.37/9.00 | 0.37/8.38 | 0.40/13.73 |
| GFPoseNet [17] | 1.61/2.39 | 2.41/6.29 | 1.45/7.38 | 2.52/8.46 | 0.28/11.17 | 0.30/12.13 | 0.21/13.18 | 0.28/6.10 | 0.37/9.94 | 0.35/10.58 | 0.17/12.25 |
| MapNet [19] | 1.07/1.80 | 1.34/1.93 | 1.48/2.24 | 2.08/4.53 | 0.23/7.13 | 0.10/13.35 | 0.10/13.15 | 0.22/15.9 | 0.22/24.52 | 0.21/43.43 | 0.32/11.2 |
| SLAC ++ [27] | 2.34/7.22 | 2.19/7.17 | 0.61/7.44 | 2.31/6.00 | 0.02/12.25 | 0.33/16.13 | 0.15/14.91 | 0.27/11.2 | 0.30/12.31 | 0.47/15.58 | 0.25/16.11 |
| DenseVLAD + Intcr | 1.40/4.45 | 2.35/4.13 | 0.08/3.32 | 1.02/6.06 | 0.35/11.001 | 0.35/12.24 | 0.14/11.13 | 0.22/3.02 | 0.26/4.92 | 0.27/11.11 | 0.29/14.7 |
| Active + GAN [47] | 0.25/1.30 | 0.26/1.30 | 0.00/3.00 | 0.12/1.30 | 0.00/1.30 | 0.00/1.30 | 0.00/1.30 | 0.00/1.30 | 0.00/1.30 | 0.00/1.30 | 0.00/1.30 |

5.3. Comparison with other Methods

PoseGANs and learning-based regression models rely on CNNs to achieve the goal of camera localization. For this reason, the implementation of PoseGANs (Figure 1) and the loss function (Equation 5) may be erroneously identified as being identical to learning-based regression model. Actually, PoseGANs are fundamentally different from other camera localization methods including learning-based regressions.

All the camera localization algorithms rely on features to conduct pose estimation. The saliency map [45, 46] calculates the magnitude of the gradient of the loss function with respect to the pixel intensities, and use the sensitivity of the pose with respect to the pixels as an indicator of how important the models considers different parts of the image. Thus, we show saliency maps produced by PoseNet [12] and PoseGAN
Figure 2: Illustration of the differences between PoseGANs and other camera localization methods. For the limitation of page lengths, we show samples taken from the Chess, Office, Redlkitchen datasets (from 7 scenes) and the KingsCollege, OldHospital, ShopFacade, StMarysChurch datasets (from Cambridge Landmarks) in (a). (b), (c) and (d) visualize the saliency map produced by PoseNet, PoseGANs and PoseGAN-configA, respectively, where samples in (a) are used. (e) shows keypoints extracted by SIFT, and (f) shows structure components of the camera shot images.
in Figure 2(b) and (c), respectively to indicate the difference between PoseGAN and learning-based regression models, where PoseNet acts as a representation of learning-based regression models. The saliency maps clearly indicate how input images affect pose estimation results, and what features PoseNet and PoseGANs use to determine the pose. As a comparison, local features extracted by SIFT [47] are also plot in Figure 2(e) to show what features traditional structure-based localization and some image retrieval algorithms use to accomplish the camera localization task.

Firstly, it is clearly seen that PoseNet is more likely to use the local texture features in the pose estimation process, e.g., in the Chess scene, PoseNet mostly uses local texture features like the chessboard and the TV (the corresponding parts in the saliency map is highlighted). Similar phenomena is found in all other experiments conducted on different sequences. In contrast, PoseGANs pay more attention to the geometry structures in the decision process, i.e., the highlighted parts in Figure 2(c) roughly outline the structure information in the scene. To better understand the geometry structure, we use a structure-texture decomposition algorithm [48] to extract the structure component of each camera shot image, and show them in Figure 2(f). We can see that, the highlighted parts in the saliency map for PoseGANs (Figure 2(c)) are consistent with the structure components in Figure 2(f), indicating that PoseGANs are geometric structure motivated.

Figure 2(d) shows the saliency map produced by PoseGAN-configA. It is clearly seen that PoseGAN-configA mainly focus on local texture features instead of geometry structure, different from PoseGANs but similar to PoseNet. Removing the adversarial loss in Equation 8 leads to the PoseGAN-configA incapable of being sensitive to the geometry structure, indicating that it is due to the adversarial loss in Equation 8 that PoseGANs exploit the geometric structures.

Furthermore, we discover that the structure awareness is not for specific data but a property of PoseGANs. To be specific, we train PoseGAN on the Chess dataset, then visualize the saliency maps using samples from other datasets. The results are illustrated in Figure 3. Although PoseGANs are trained using samples from the Chess dataset, they are capable of exploiting the geometry structures of not only samples from the Chess dataset, but also samples from other datasets, demonstrating that PoseGANs have been equipped with structure-aware ability, which is available for various scenes.

It is obvious that geometry structure is more reliable than local texture features. To elaborate this, we turn the camera shot image to grayscale, then visualize the saliency maps for PoseNet and PoseGANs in Figure 4. It is clearly seen that the highlighted parts for PoseNet (Figure 4(b)) have changed significantly. As a comparison, the
Figure 4: Illustration of the superior of geometry structure over local texture features. We turn the camera shot image to grayscale, and show an example from the Chess dataset in (a). (b) and (c) plot the saliency maps produced by PoseNet and PoseGAN, respectively, where the sample in (a) is used.

The saliency map for PoseGANs is hardly affected. In addition, we turn samples in the test sets to grayscale mode, then conduct pose estimation. Results are listed in Table 2. It is clearly seen that PoseGANs are less affected by the grayscale images than PoseNet, indicating that geometry structure is more reliable in the pose estimation process over local texture features.

Table 2: Camera localization results under grayscale mode. We turn the camera shot images in the test sets to grayscale, then report the median position/orientation errors in meter/degree. Δ means the average increase in position/orientation estimation errors when compared with the results in Table 1.

| Dataset | Cambridge Landmarks | 7 Scenes |
|---------|---------------------|---------|
|         | Kings              | Old Shop | St. Mary’s | Fire | Heads | Office | Pumpkins | Kitchen | Stairs | ∆        |
| PoseGAN | 9.68/16.25         | 14.65/30.83 | 5.11/17.51 | 23.99/25.87 | 11.27 | 11.00/18.57 | 0.48/28.63 | 0.85/21.10 | 0.28/10.14 | 0.21 |
| PoseNet | 11.01/19.20        | 16.05/30.03 | 3.11/17.51 | 12.7/23.78 | 12.00 | 11.00/18.57 | 0.48/28.63 | 0.85/21.10 | 0.28/10.14 | 0.21 |

Secondly, PoseGANs are able to establish the correspondence between the 2D images and the scene, which lead us to reason that PoseGANs may be aware of projective geometry. For structure-based localization, features as shown in Figure 2 (e) are used to establish correspondence between 2D pixel positions and 3D points coordinates in the scene (2D-3D matches), where knowledge of projection geometry is utilized. Unlike the 2D-3D matches in traditional structure-based localization but in a similar way, PoseGANs establish the correspondence between the 2D images and scenes, i.e., given the pose, the generator G allows PoseGANs to generate its corresponding camera shot images, which is referred to as view synthesis. Figure 5 gives an example of view synthesis in PoseGANs. In addition to generating images along the real camera trajectory, PoseGANs can generate images along virtual routes. Figure 5 (d) and (e) plot synthesized images along virtual routes A and B where the poses along the routes are obtained by linear and parabola interpolations between the start and the end points of the cameras trajectory, respectively. Even though some points in the virtual routes are far from the real camera trajectory, synthesized images are of high quality and accord well with the scene, demonstrating that PoseGANs have established the correspondence between the 2D images and the scene.
tween the 2D images and 3D scene in the traditional structure-based localization. From this perspective, the view synthesis technique demonstrates that PoseGANs may be aware of projective geometry in the pose-to-image translation. However, learning-based regression algorithms, also relying on CNNs to conduct camera localization, do not use knowledge about projective geometry. Rather, they learn the mapping from image content to camera pose from data [22], further demonstrating the superior of PoseGANs over learning-based regressions.

To summarize, we can see that PoseGANs tackle the camera localization problem via a pose-to-image translation, therefore differ in principle from other camera localization methods. Secondly, PoseGANs are aware of geometry structure in the scene, and exploit the geometry structures in the scene to estimate the camera pose instead of the local texture features. Thirdly, PoseGANs establish the correspondence between 2D images and scenes in a implicit way, i.e., given the pose, PoseGANs are able to obtain its corresponding images.

6. Extended Applications

In addition to camera localization and view synthesis, PoseGANs are capable of applications like moving object elimination and frame interpolation.

6.1. Moving Object Elimination

$p_x$ is used to describe the latent distribution the camera shot image obeys. Obviously, $p_x$ describes the relative geometry relationship among all the static objects in the scene. The geometry relationship between the moving objects and the static objects is varying, thus can hardly be caught by $p_x$. For this reason, the view synthesis in PoseGAN would be free from the influence of the moving objects. Figure 6 shows the view synthesis based on the KingsCollege and ShopFacade datasets, where the original camera shot images are affected by pedestrians. It is clearly seen that pedestrians, marked in red circles, appear in the original scenes, have disappeared in the synthesized scenes, which is exactly what we have expected. In addition, the scene occluded by pedestrians is also well-reconstructed, demonstrating that PoseGANs are capable of moving object elimination.
Figure 6: Moving Object Elimination. (a) seq-01 of the KingsCollege dataset, (b) seq-02 of the ShopFacade dataset. Original images from datasets are at the top, and generated images are at the bottom. Red circles in (a) and (b) mark pedestrians. As a comparison, PoseGANs only synthesize the scene, and remove the pedestrians in the scene.

Figure 7: Frame Interpolation of seq-01 in the Fire dataset. (a) and (c) are the start and end frame, respectively, which are taken from the Fire dataset, and (b) shows frames interpolated between (a) and (c).

6.2. Frame Interpolation

The ability of view synthesis at a given pose allows PoseGAN to perform frame interpolation, which will have the effect of increasing frame rate. In Figure 7, we show frames generated between two given frames. We obtain the pose of the $i$-th generated frame $y_i$ by linearly interpolating between the starting frame’s pose $y_s$ and the ending frame’s pose $y_e$, and then use the poses to generate corresponding frames. It is seen in Figure 7 that the scene transits smoothly from the start to the end frames, demonstrating the ability of PoseGANs in creating realistic sequences with higher frame rates. In practice, we can insert an arbitrary number of frames between any given two frames. In the accompanying videos, we show examples of inserting 10 frames between two consecutive frames, effectively increasing frame rate 10 times. It is seen that the interpolated videos show much smoother transitions between frames in contrast to the jerky appearances of the original sequences.

7. Concluding Remarks

7.1. Conclusions

In this paper, we introduce PoseGANs to solve camera localization via a pose-to-image translation. To implement PoseGANs, we design the architecture and introduce the loss objectives. We experimentally confirm the effectiveness of the proposed architecture and loss objectives. Besides, PoseGANs are demonstrated to have good performance on camera localization, and we provide examples to explain the differences between PoseGANs and other methods for camera localization. In addition to camera localization, PoseGANs are capable of a few application, e.g., view synthesis, moving object elimination and frame interpolation.

7.2. Discussion

In the training of PoseGANs, images in the training sets are regarded as the positive samples, and the generated samples, whose poses are identical to that of the corresponding camera shot images, are treated as negative ones. The number of the positive
samples is equal to that of negative ones. As shown in Figure 5, PoseGANs are capable of generating images, whose poses are unavailable in the datasets. However, those generated images at new poses are not utilized in PoseGANs. Because introducing those images would lead to the unbalance between positive and negative samples, further leading to the training instability problem. Worst of all, PoseGAN would fail to synthesize images and have a bad performance on predicting the poses. Thus, efforts can be made on how to utilize those synthesized images in PoseGANs, which may potentially improve the performance. Besides, those generated samples may be used in traditional SfM technique or learning-based regression models as an extension to the original datasets.

In addition to camera localization, the pose-to-image translation framework may be used in other 3D vision tasks like depth estimation. Furthermore, the depth channel may be also used in PoseGANs to help improve the quality of generated images. Overall, PoseGANs have a number of potential applications.
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