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Abstract

Cell-based experiments provide the efficacy of chemicals through the biological function. The authors have described post-synapse model cell-based assay based on qualified analysis for neural drug discoveries. However, in general, cell-based assays often include data fluctuation. This may be a barrier preventing the performance for various practical purposes. In this study, we tried discerning data analysis for clarify the chemical action to the ionotropic glutamate receptor (GlUR), whereby an ion-flux assay of post-synapse model cells is performed and are analyzed based on a chemometrics approach. The dynamic behavior of the GlUR of post-synapse model cell was assayed with multivariate data analysis methods namely hierarchical cluster analysis (HCA) and principal component analysis (PCA). By using HCA, we can identify and remove the non-responding samples. By using PCA, the effect of chemicals on the dynamic behavior of ion flux through GlUR can be recognized clearly: as either agonist or antagonist. As shown in the results, the GluR-based assay by post-synapse model cell with data analysis methods provide a sodium influx profile which is derived by an agonists or antagonists application. By employing the data analysis methods, PCA and HCA, it is possible to develop a smart cellular biosensing system for qualified analysis.
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Introduction

Cultured mammalian cells have been employed in many different basic and applied research fields, including some with practical purposes. In most cases, the data from cell-based experiments include fluctuations, which may derive the fettle and plight on the cell, such as the protein expression level, cell morphology, cell cycle or cell viability [1-4]. In many examples of cell-based research, multiple experiments have been performed in order to minimize the range of fluctuation. However, in most cases, multiple experiments do not provide smaller fluctuations. Multiple experiments ignore the effect of the fettle and plight on individual cells. Therefore, some research groups have chosen to measure the dynamic behavior of cellular function. This is because dynamic behavior gives a profile of molecular information in the form of cellular response.

Cellular response is a signal from biological cascades in cellular functions. Hence cellular response has been employed in cell functionality studies. It has also been employed to study qualified analysis based on the cellular responses [5]. Qualified analysis is a way to recognize the efficacy of chemicals on biological cascades in cells based on the measurement of cellular responses, in particular the dynamic behavior. Among the cell based assays, designed smart assay systems, cellular biosensing [6], measures the molecular response to extracelullar stimulus (chemical or physical). Many different types of cellular biosensing systems have been reported [7-11]. However, the biosensing data from these cultured cell-based systems typically contains data fluctuations. This is a barrier that prevents researchers from discerning the molecular information from cell-based assay methods such as cellular biosensing.

Nevertheless, demands for the method of cellular biosensing systems have increased in the field of clinical drug discovery. Among the many challenges in the drug discovery field, neural drug discovery is one of the hot topics currently being targeted. Neural signal transduction occurs through the synapse. The synapses can be prepared with cultured neuroblast cells and their differentiation. However, it is very difficult to maintain differentiated synapses. This difficulty may increase the range of fluctuation of the data on cultured cell based assay.

We have investigated the problem of the neural cell-based assay. In order to minimize data fluctuation and to perform this assay easily, we have developed a post-synapse model cell [12]. The neural signal is often regulated by regulating receptors on the synapse. The post-synapse function is represented by neural transmitter receptors that are localized on a post-synaptic membrane. The ionotropic glutamate receptor (GlUR) is a hot target in the field of neural drug discovery and it is a ligand-gated cation channel which mediates most of the excitatory neurotransmissions in the central nervous system. We have investigated GluR and have employed it in the post-synapse model cell we engineered in our previous study [12]. We suggested that the post-synapse model cell has a GluR function because the post-synapse model cell can be cultivated quickly and is much easier to handle under...
experimental conditions than cultured neural cells. We were able to conclude from our research that the post-synapse model cell has an advantage when performing smart cell-based assays. However, the individual responses of the post-synapse model cell still contained data fluctuation. The data analysis may promise to solve the fluctuation from individual cellular responses.

The statistical approaches i.e. principal component analysis (PCA) and hierarchical cluster analysis (HCA) can be used to analyze the interrelationships among samples for which a large number of variables have been monitored, and to explain these relationships in terms of their common underlying dimensions known as principal components (PCs) [13-16]. The statistical approach involves finding a way of condensing the information contained in a number of original variables into a smaller set of dimensions with a minimum loss of information. This is achieved by filtering out the noise contained in the dataset without removing the vital information described in the variance of the data. Therefore functional biosensing coupled with the cellular biosensing and these analytical methods may reveal remarkable trends, such as capturing the concentration distribution of the applied chemicals for investigation of cytotoxicity [16,17]. This will enable researchers to identify and discriminate the efficacy of medicines simply by combining the principal components analysis (PCA) and the hierarchical cluster analysis (HCA) data analysis method.

In this study, we analyzed data from post-synapse model cell response by chemometric approaches. The multivariate data analysis methods, PCA and HCA, were employed. The post-synapse model cells with above two analytical methods provided a sodium ion influx profile which is derived by an agonists or antagonists application. The cellular biosensing combined with the data analytical methods, PCA and HCA, enables to develop a smart system to perform practical qualified analysis.

Materials and Methods

Chemicals

D-glutamic acid (Glu) and kainic acid (kainate), alpha-amino-3-hydroxy-5-methyl-4-isoxazole-propionic acid (AMPA), 6,7-Dinitroquinoxaline-2,3-dione (DNQX), and 2,3-Dioxo-6-nitro-1,2,3,4-tetrahydrobenzo quinoxaline-7-sulfonamide (NBQX) were purchased from Wako Chemicals (Tokyo, Japan). The acetoxymethyl form of sodium ion-binding fluorescent indicator (SBFI) was purchased from Invitrogen (Carlsbad, CA, USA). All chemicals were guaranteed experimental grade.

Cell culture and transfection

COS7 cells were cultured in Dulbecco’s modified Eagles medium (DMEM) containing 10% Fetal bovine serum, 100U/ml penicillin and 100μg/ml streptomycin. Constructed FLAG-epitope-encoded GluR-D (Δ22-402) [18] cloned in pIRE2-GFP vector (Clontech Laboratories, Mountain View, CA, USA) was transfected into the COS7 cells using 100μg/ml streptomycin. Constructed FLAG-epitope-encoded GluR-D (DMEM) containing 10% Fetal bovine serum, 100U/ml penicillin and 100μg/ml streptomycin. Constructed FLAG-epitope-encoded GluR-D (Δ22-402) [18] cloned in pIRE2-GFP vector (Clontech Laboratories, Mountain View, CA, USA) was transfected into the COS7 cells using 100μg/ml streptomycin. Constructed FLAG-epitope-encoded GluR-D (DMEM) containing 10% Fetal bovine serum, 100U/ml penicillin and 100μg/ml streptomycin. Constructed FLAG-epitope-encoded GluR-D (Δ22-402) [18] cloned in pIRE2-GFP vector (Clontech Laboratories, Mountain View, CA, USA) was transfected into the COS7 cells using 100μg/ml streptomycin. Constructed FLAG-epitope-encoded GluR-D (DMEM) containing 10% Fetal bovine serum, 100U/ml penicillin and 100μg/ml streptomycin. Constructed FLAG-epitope-encoded GluR-D (Δ22-402) [18] cloned in pIRE2-GFP vector (Clontech Laboratories, Mountain View, CA, USA) was transfected into the COS7 cells using 100μg/ml streptomycin. Constructed FLAG-epitope-encoded GluR-D (DMEM) containing 10% Fetal bovine serum, 100U/ml penicillin and 100μg/ml streptomycin. Constructed FLAG-epitope-encoded GluR-D (Δ22-402) [18] cloned in pIRE2-GFP vector (Clontech Laboratories, Mountain View, CA, USA) was transfected into the COS7 cells using 100μg/ml streptomycin. Constructed FLAG-epitope-encoded GluR-D (Δ22-402) [18] cloned in pIRE2-GFP vector (Clontech Laboratories, Mountain View, CA, USA) was transfected into the COS7 cells using 100μg/ml streptomycin. Constructed FLAG-epitope-encoded GluR-D (Δ22-402) [18] cloned in pIRE2-GFP vector (Clontech Laboratories, Mountain View, CA, USA) was transfected into the COS7 cells using 100μg/ml streptomycin. Constructed FLAG-epitope-encoded GluR-D (Δ22-402) [18] cloned in pIRE2-GFP vector (Clontech Laboratories, Mountain View, CA, USA) was transfected into the COS7 cells using 100μg/ml streptomycin.

Fluorescence measurement of sodium ion flux

Because GluR-D induces both sodium and calcium influx by agonistic function [19], we decided to use a SBFI. Intracellular sodium ion imaging was performed using the microscopic image analyzing system AQUA COSMOS software (Hamamatsu Photonics, Japan). SBFI-loaded post-synapse model cells were prepared as described previously [12]. The SBFI signals were examined every 10s using epifluorescence microscope (Nikon, Japan). Pictures were collected by an air-cooled CCD camera. Intracellular ion changes in individual cells were obtained after excitation at 340 nm and 380 nm, and the fluorescence ratio (R=I340/I380) was calculated.

Data analysis by PCA and HCA

PCA can be derived from a simple equation given in matrix form:

\[ X = T \cdot P + E \]  

(1)

where X is the sample data matrix (where samples (the regions in the images) are in rows, and variables (time of image acquisition) are in columns), T is the score matrix (where samples are in rows and PCs are in columns), P is the loadings matrix (where PCs are in rows, and loadings in columns) and E is a residual matrix containing the noise filtered out of the sample matrix X (where E is thus of the same order as X). The key step in PCA is calculating the loadings matrix P. For further information the reader is directed to the excellent PCA paper by Wold et al. [20].

The columns of T can then be plotted against one another in order to visualize the relationships between the samples. Typically, PC2 (the second column in T) is plotted against PC1 (the first column in T) as these contain the highest amount of variance captured in the data, in other words the most information. These PCA score plots can also assist in determining how repeatable a set of measurements has been or whether there are outlying samples. The rows of P contain information on the variables which contribute most to the distribution of the samples, thus the PCI loading (row 1 of P) will indicate which variables (columns in X) have contributed strongly to the distribution of the samples in the first column of T (PC1).

HCA were performed via a two-step process: calculating the distance (Euclidean distance) between every sample; determining how these samples are linked together [21]. In this way, HCA permits larger and more complex datasets to be viewed in an intuitive and graphical way.

PCA and HCA were applied to the fluorescence measurement data matrix which was made up of the calculated ratios in which the rows of the matrix correspond to the samples and the columns correspond to the time. Data analysis was performed with R (v2.8.1). This is a freely available open-source application available for download (www.r-project.org) and contains a plethora of library packages which can also be downloaded and installed for free.

Result and Discussion

Identifying the dynamic behavior of ion-flux through GluR on the synapse model cell

In order to investigate the efficacy of chemicals on GluR functionality, we analyzed the ion flux behavior on GluR-D using SBFI, which is a sodium ion indicator in cells. The effects of the applied ligand can be visualized by plotting the fluorescent intensity against the time elapsed thus showing a profile of sodium influx which is derived by an agonist application (Figure 1). The dynamic behaviors appeared to be different respectively, but do seem to contain information about both GluR functionality and ligand efficacy. Individual components of ion flux behavior, including the increased time in relation to intracellular sodium ion concentration ([Na⁺]) or kinetics and total change of [Na⁺] i contain important information such as the binding amount or the affinity of ligand to GluR. The differences in the efficacy of the drugs
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Identifying the chemical efficacy from ion flux behavior by HCA and PCA

In the first step, PCA and HCA were employed to identify the presence of any outlying samples. In general, cell-based assay often contains outliers which are attributed to non-responding cells in the population because some of cells have low viability and are not showing cellular responses. In order to identify outliers, we analyzed the ion flux behavior of 0 mM glutamate (Gs) and the sample of interest by using HCA. Figure 2 shows the HCA dendrogram for 0 mM and 2 mM Glu-applied samples. The HCA dendrogram contained two main clusters. Left cluster contains both 0 mM and 2 mM Glu applied samples, whereas the right cluster was solely dominated by the 2 mM Glu-applied samples. This implies that the 2 mM Glu samples located in the left cluster do not exhibit a cellular response to the applied 2 mM Glu. This means that left cluster in the right cluster may contain some noise in the ion flux behavior. Therefore, HCA has assisted in identifying the presence of outliers.

After removal of the outliers, we attempted to discriminate the Glu concentration dependence of ion flux behavior by using PCA. Figure 3a shows the PCA scores plots of ion flux behavior when various concentrations of Glu are applied. The distribution clearly shows that PC1 has captured the change in Glu concentration as the high concentration samples (2 mM) can be observed in the lower left quadrant, and decreasing successively to 0 mM towards the upper right quadrant. Figure 3b shows the PCA scores plot of the ion flux behavior corresponding to the concentration of the applied Glu varying from 0 to 1.0 mM. This method can identify tiny differences in concentration. Therefore, PCA can be employed to discriminate the efficacy of chemicals to GluR from dynamic behavior of ion flux.

Agonist analysis by PCA and HCA

In order to determine the applicability of HCA and PCA analysis in drug evaluation, we analyzed ion flux behavior when GluR agonist, AMPA and kainate, were applied. AMPA is a full-agonist of the AMPA receptor (AMPA, kainate), were applied. To determine the agonism of these chemicals to GluR, we conducted the agonist analysis by using PCA and HCA. Figure 4 shows the agonist analysis by PCA. (a) PCA scores plots for various concentrations of glutamate and 2 mM AMPA (Gs) and 2 mM kainate (Hs) are combined. (b) PCA plots for only low and middle concentration glutamate and kainate are combined. The area on the clustered PCA plots of Glu samples is indicated by a dotted line and the area of agonist (AMPA, kainate) is indicated by solid line.
receptor and in this respect is similar to Glu, whereas kainate is a partial agonist [22,23]. The outliers were identified by HCA and removed as described previously. Figure 4a and 4b shows the PCA scores plots of the ion flux behavior when GluR agonists, AMPA and kainate are respectively applied. The samples treated with AMPA were located within the 2 mM and 1.5 mM data points of Glu. However, the samples treated with kainate were located within the 0.2 mM and 0.5 mM points of Glu. This suggests that the effects of Glu and AMPA were relatively equal. On the other hand, the kainate agonist induced weak ion flux behavior. As is shown in Figure 4, PCA clearly visualizes the effects of the agonists on GluR from the fluctuated dynamic behavior of cellular responses.

**Antagonist analysis by PCA & HCA**

In order to determine the applicability of HCA and PCA analysis in antagonist evaluation, we analyzed the effect of the major competitive inhibitors of GluR, NBQX and DNQX, on ion flux behavior. The post-synapse model cells were treated with each inhibitor 10 min before the application of Glu. Then we analyzed the ion flux behavior using SBFI. We removed outliers by analyzing the ion flux behavior after using HCA. We then employed PCA to discriminate the effect of the antagonist on the ion flux behavior of the post-synapse model cell (Figure 5). The data points pertaining to NBQX were located within the 0.2 mM data points of glutamate and those for DNQX were located within the 1 mM and 0.5 mM data points of glutamate. Therefore these data suggest that NBQX strongly inhibits the ion flux compared with DNQX. It is reported that the selectivity of NBQX for GluR is greater than DNQX [24]. These results suggest that analyzing the ion flux behavior by PCA can lead to information regarding the effects of both the agonists and antagonists being attained. As has been demonstrated in this work, the combined procedure of post-synapse model cells and multivariate data analysis (chemometric) methods, namely PCA and HCA, a remarkable level of molecular information from the data of the cell-based assay can be achieved.

**Conclusion**

In this study, we attempted to obtain the information for both GluR functionality and ligand efficacy from the ion flux assay on post-synapse model cells by statistical approaches. In order to consider the fluctuation in cellular response, HCA and PCA were employed to analyze the ion flux behavior. These analytical methods were able to identify and discriminate the efficacy of agonists and antagonists. Therefore, the post-synapse model cell-based assay coupled with PCA and HCA is a powerful tool that can employ to determine the agonistic/antagonistic roles in the ion flux assay of the ligand-gated ionotropic glutamate receptor. These suggest that cellular biosensing combined with data analysis promise to develop the smart system for qualified analysis.
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