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**ABSTRACT:** Absorption and reactive properties of fluids in porous media are key to the design and improvement of numerous energy related applications. Molecular simulations of these systems require accurate force fields that capture the involved chemical reactions and have the ability to describe the vapor–liquid equilibrium (VLE). Two new reactive force fields (ReaxFF) for CO$_2$ and H$_2$O are developed, which are capable of not only modeling bond breaking and formation in reactive environments but also predicting their VLEs at saturation conditions. These new force fields include extra terms (ReaxFF-lg) to improve the long-range interactions between the molecules. For validation, we have developed a new Gibbs ensemble Monte Carlo (GEMC–ReaxFF) approach to predict the VLE. Computed VLE data show good agreement with National Institute of Standards and Technology reference data as well as existing nonreactive force fields. This validation proves the applicability of the GEMC–ReaxFF method to test new reactive force fields, and simultaneously it proves the applicability to extend newly developed ReaxFF force fields to other more complex reactive systems.

1. INTRODUCTION

In past decades, porous media such as metal–organic frameworks (MOFs), zeolitic imidazolate frameworks (ZIFs), and zeolites were intensively studied in combination with H$_2$O and CO$_2$. These studies have aimed to tackle challenges in many energy related applications such as water splitting, sorption heat storage, CO$_2$ capture and sequestration, photoreduction, separation of natural gas mixtures, and syngas production. Within these fields, molecular simulations are frequently used to predict thermodynamic and kinetic properties. Molecular simulation is a useful tool for areas which are difficult or cumbersome to study using experimental approaches, and it simultaneously offers fundamental insights on the underlying physics of the simulated system on a micro/nanoscale.

The essential step for the successful use of molecular simulations is the development of a reliable force field, which is responsible for capturing relevant molecular interactions. Accurate force fields are required to reproduce the dynamic and static properties of a system. Furthermore, an important requirement for molecular studies of fluids in porous media is the correct description of the vapor–liquid equilibrium (VLE) by the force field. Numerous classical force fields have been developed, e.g., TIP4P/2005 for H$_2$O and TraPPE for CO$_2$. By using such a force field, important properties such as the adsorption and diffusion of fluids in porous media and thermal behavior and of materials can be predicted.

Classical force fields contain empirically based interatomic potentials to compute the energy between atoms based on their positions. The classical approximation is well-suited for noncovalent interactions between atoms, such as Coulombic, van der Waals, and angle-strain interactions. In practice, fitting the nonreactive classical force field parameters to the experimental VLE is often the first and most important step. It is important to note that chemical reactions often cannot be described with these classical force fields. This is a serious limitation, as many of the previously mentioned applications include at some point chemical reactions of H$_2$O and/or CO$_2$.

Simulations that take into account the electronic structures of atoms, such as density functional theory (DFT), can be used to describe chemical reactions. The downside of DFT approaches is the computational cost, and therefore these simulations are limited to small systems and short time scales.

Reactive force fields (ReaxFF), developed by van Duin et al., aim to bridge the gap between DFT and classical force fields. The interatomic ReaxFF potentials are empirically based, like the classical force fields, thereby gaining computational advantages compared to DFT. Besides the conventional classical interaction potentials, connection-dependent/bond-order potentials are included. The connection-dependent potentials allow ReaxFF to capture chemical reactions and open the way to model the dynamics of more complex multiphase processes, without the need for expensive DFT calculations. Despite the importance of reactive force fields, to the best of our knowledge, there is no available ReaxFF force field which is able to accurately capture simultaneously the liquid, vapor, and...
transition phases of H$_2$O and CO$_2$. In this work, we parametrized two new ReaxFF force fields, one for H$_2$O and one for CO$_2$, and used these to predict the VLEs of these specific systems.

For the parametrization of ReaxFF, most often DFT data is used as a reference. Both methods focus at first instance on short-range interactions in order to capture the (short-range) chemical reactions. This causes a less accurate description of the long-range interactions in the simulated system. It is well-known that long-range dispersion interactions are crucial for an accurate description of VLEs. In basic DFT, extra corrections are available, such as the DFT-D method of Grimme et al. and the low-gradient (lg) method of Liu et al. to include these long-range dispersion interactions. The dispersion correction in DFT studies resulted in significantly improved descriptions of liquids at saturation conditions and predicted more accurate liquid properties. Similar to the lg method, Liu et al. developed an analogous extension for standard ReaxFF, named ReaxFF-lg. This is a more sophisticated approach than basic ReaxFF due to the inclusion of the long-range London dispersion interactions, and it prevents modifications of the existing short-range (reactive) interactions. Here, we used this ReaxFF-lg methodology for the new force fields in order to correct for these long-range interactions. This enables the accurate reproduction of the phase diagrams for both H$_2$O and CO$_2$ and at the same time preserve the reactive properties.

The Gibbs ensemble Monte Carlo (GEMC) method is a comprehensive method to predict the VLEs and has been used for many nonreactive systems. Accordingly, a new GEMC–ReaxFF method was developed to be used to study VLEs in combination with reactive systems. Our GEMC–ReaxFF approach allowed us to validate the new ReaxFF-lg H$_2$O and CO$_2$ force fields. The results were compared with experimental National Institute of Standards and Technology (NIST) reference data, confirming the ability of the GEMC–ReaxFF method to predict equilibria in reactive systems.

2. METHODOLOGY

Two new ReaxFF force fields were developed, for H$_2$O and CO$_2$, which allows the study of these fluids in reactive systems. To validate the new force fields, their VLEs were studied using a new method which was designed to combine the reactive force field molecular dynamics approach with Gibbs ensemble Monte Carlo (ReaxFF–GEMC). In the following sections, the ReaxFF, ReaxFF training, and GEMC methods are explained.

2.1. ReaxFF. The mathematical formulation that describes the forces between particles is called a force field. Force fields describe different kinds of interactions between atoms, which together add up to the potential energy of the system. When only classical forces are described, the force field is considered as a classical or nonreactive force field. Typically, the classical formulation of the van der Waals interactions is described by a Lennard-Jones potential, and an electrostatic force is described by Coulomb terms, which are respectively the first and second terms on the right-hand side of the following equation for the total interaction potential between atoms $i$ and $j$:

$$U(r_{ij}) = 4\varepsilon_{ij}\left[\left(\frac{\sigma_{ij}}{r_{ij}}\right)^{12} - \left(\frac{\sigma_{ij}}{r_{ij}}\right)^{6}\right] + \frac{q_i q_j}{4\pi\varepsilon_0 r_{ij}}$$

where $r_{ij}$ is the interatomic distance; $\varepsilon_{ij}$, $\sigma_{ij}$, $q_i$, and $q_j$ are parametrized values of the Lennard-Jones energy parameter, Lennard-Jones size parameter, and partial charges for atoms $i$ and $j$, respectively. $\varepsilon$ is the electric constant. In classical force fields, bonds within molecules are typically considered as rigid or described with harmonic terms. This is a practical approach that simplifies the force field and speeds up simulations, and when applied to a nonreactive region it does not result in major accuracy losses. However, when one is interested in a region where chemical reactions can occur, these classical force fields fail because the intramolecular bonds cannot be broken. The reactive force field method (ReaxFF) aims to solve this problem by including bond breaking and formation terms. ReaxFF has proven its success for a wide range of reactive dynamics, which were studied without requiring expensive DFT dynamics.

Similar to classical force fields, the ReaxFF potential is a summation of different energy terms:

$$E_{\text{system}} = E_{\text{vdW}} + E_{\text{Coul}} + E_{\text{bond}} + E_{\text{val}} + E_{\text{pen}} + E_{\text{under}} + E_{\text{over}} + E_{\text{tors}} + E_{\text{conj}} + E_{\text{others}}$$

The nonbonded terms $E_{\text{vdW}}$ and $E_{\text{Coul}}$ are respectively the van der Waals and Coulomb contributions, which are considered between all atoms. The van der Waals interaction are described with a distance-corrected Morse potential, and the Coulomb interactions are described with a shielded Coulomb potential. The atomic charges are calculated with the electron equilibrium method. The $E_{\text{bond}}$ term accounts for the bond energy of the $\sigma$, $\pi$, and $\pi^{*}$ bonds, and it is directly related to interatomic distances. When atoms are bonded, the intramolecular terms $E_{\text{under}}$, $E_{\text{over}}$, $E_{\text{val}}$, $E_{\text{pen}}$, and $E_{\text{conj}}$ can be used to correct for under- and overcoordination, valence and torsion angle terms, “penalty” energies, and conjugated systems, respectively. The $E_{\text{others}}$ term can be added to include other interactions such as H-bonds.

To accurately capture the VLEs, long-range interactions play a key role. This is reflected in the practical assumption of using nonreactive classical force fields in most GEMC simulations. In the ReaxFF potential, long-range van der Waals interactions ($E_{\text{vdW}}$) are captured using a Morse potential, including a short-range repulsive part for the Pauli repulsion and a long-range attractive part for the van der Waals attractions. Historically, the main focus of ReaxFF is the short-range intramolecular dynamics; therefore, the Morse potential parameters are rather focused on these short-range interactions than on the long-range ones. Most training of ReaxFF is based on density functional theory (DFT), which suffers from similar phenomena. To adequately capture the long-range London dispersion interactions, standard DFT does not rely on first-principle methods, but uses empirical methods, such as the DFT-D method of Grimme et al. and the low-gradient (lg) method of Liu et al. To solve this issue for ReaxFF, an extended method (ReaxFF-lg) was developed by Liu et al. to improve the description of long-range interactions of ReaxFF. This method adds an extra term to the ReaxFF potential which is analogous to the low-gradient part for DFT. By adding this extra term...
term for the long-range interactions, an extensive refitting of the original vdW parameters in the Morse potential is avoided. Thereby, the original short-range reactive interactions remain intact, and a transferability similar to that for the original force field can be expected regarding chemical reactions. The additional \( \lg \) term of the long-range interactions scales with \( 1/r_0^6 \):
\[
E_{\lg} = - \sum_{i<j}^{N} \frac{C_{\lg ij}}{r_0^{6} + d R_{\lg ij}^{6}}
\]
where \( C_{\lg ij} \) is the dispersion energy correction between atoms \( i \) and \( j \), \( R_{\lg ij} \) is the equilibrium vdW radius between the atoms, and \( d \) is a scaling factor. The vdW radii are taken from previous study\(^{29} \) based on the universal force field (UFF)\(^{36} \).

2.1.1. ReaxFF Parametrization. To develop new reactive force fields for CO\(_2\) and H\(_2\)O\(_2\), two existing force fields were used as the starting point. The ReaxFF developed by Chenoweth et al.\(^{23} \) for the simulation of hydrocarbon oxidation was chosen as the starting point for the new ReaxFF-lg for CO\(_2\). The ReaxFF developed by Pathak et al.\(^{11} \) for the simulation of salt hydrates was chosen as the starting point for the new H\(_2\)O ReaxFF-lg, which fundamentally showed an accurate description of water at different temperatures.\(^{37} \) These original force fields have already proved their ability to correctly describe chemical reactions.\(^{11,23} \) However, as a consequence of their focus on hydrocarbon oxidation and chemical bonding in salt hydrates, these force fields lack the ability to accurately predict the VLE. An example of the different contributing long-range energies, for the different nonreactive and reactive force fields, will be shown and discussed in Figure 2 and Results.

To (re)parametrize some of the force field parameters, such as the newly added \( \lg \) parameters, the Metropolis Monte Carlo (MMC) force field optimizer was used, which has proved itself for multiple force fields.\(^{11,58,59} \) The MMC optimizer, developed by Iype et al.,\(^{35} \) is a high-dimensional and efficient training method, based on the simulated annealing Metropolis algorithm,\(^{40-43} \) and aimed to minimize the cumulative error between a data set and the predicted results by ReaxFF:
\[
\text{Error}_{\text{new}} = \sum_{i=1}^{n} \frac{|X_{\text{ref},i} - X_{\text{ReaxFF},i}|}{\sigma_i}
\]
with \( X_{\text{ref},i} \) as the reference data (e.g., charges, energies, distances, heat of formation), \( X_{\text{ReaxFF},i} \) as corresponding estimated values by ReaxFF, and a weighting factor \( \sigma_i \) for each data point \( i \). The MMC optimizer searches the global minimum of the cumulative error, by modifying each iteration a random fraction of some selected parameters in a random direction. After each modification, \( \text{Error}_{\text{new}} \) is calculated with the modified parameters, and the new force field is accepted according to
\[
P = \min[1, \exp(-\beta(\text{Error}_{\text{new}} - \text{Error}_{\text{old}}))]
\]
where \( \beta \) is the reciprocal of the thermodynamic temperature \( \beta = 1/(k_B T) \), \( k_B \) is the Boltzmann constant, and \( T \) is the artificial temperature. If the modifications are accepted, \( \text{Error}_{\text{new}} \) becomes \( \text{Error}_{\text{old}} \).

As training data sets, for both force fields, multiple reference configurations were used. For intramolecular interactions, the ADF software package\(^{44} \) was used to generate reference data, and single gas molecules were fully relaxed to establish bond lengths, bond angles, and charges. The reference molecule for the prediction of charges was equilibrated at every iteration of the MMC optimizer. To improve the long-range interactions, e.g., the newly added ReaxFF-lg parameters, reference configurations were generated by the TraPPE\(^{35} \) (CO\(_2\)) and TIP4P/2005\(^{18} \) (H\(_2\)O) classical force fields, due to their accurate description of VLEs.\(^{19,31} \) This set of reference configurations consisted of multiple sets of controlled trajectories of dimers, MD trajectories of near dimers, and MD trajectories at different densities spanning the entire saturation density. A representation of the training data set is given in the Supporting Information. The MMC optimizer ran multiple times, up to 20 000 iterations, with a slowly decreasing simulated annealing temperature, and including some final iterations to minimize the best generated set of parameters. The target acceptance rate was set to 10%, with a maximum acceptance rate of 70%.

2.2. Gibbs Ensemble Monte Carlo. The Gibbs ensemble Monte Carlo (GEMC) algorithm is a method for the direct simulation of gas—liquid phase coexistence, and was first introduced by Panagiotopoulos et al.\(^{13,14} \) GEMC simultaneously models the gas and liquid phases in two different simulation boxes, as shown in Figure 1. Both boxes start with a given number of molecules, a given volume, and thus a given density. During the simulation, molecules and volume are exchanged between the two boxes. One box will equilibrate to the gas phase and the other to the liquid phase. As a result, the phase coexistence of a fluid is modeled, at a given temperature and pressure, without an interfering interface between the phases. The Gibbs ensemble provides accurate coexistence densities for relatively small systems, provided that one is not too close to the critical point.\(^{5} \)

The basic GEMC algorithm includes three types of trial moves, from which every cycle one will be randomly selected. The combination of these three trial moves allows the sampling of the entire phase space. Besides trial moves for thermalization, trial moves to exchange molecules and volume between the boxes are carried out. After each trial move the new energy of the total system is calculated, and on the basis of the acceptance rules (eqs 6 and 7) the trial move is accepted or rejected. The probability for accepting a molecule exchange (e.g., remove from box 1 and insert in box 2) is given by:
\[
\text{acc}(\text{m} \rightarrow \text{n}) = \min \left[ 1, \frac{n_i (V - V_f)}{(N - n_i + 1) V_f} \exp(-\beta(U_n - U_f)) \right]
\]
where \( N, n_i, V, V_f \) are the total number of molecules, number of molecules in box 1, total volume, and volume of box 1, respectively. \( U_n \) and \( U_f \) are the new and old potential energies of the simulation boxes. \( \beta \) is the reciprocal of the thermodynamic
temperature $\beta = 1/k_BT$, where $k_B$ is the Boltzmann constant and $T$ is the absolute temperature.

The probability for accepting volume exchange between the two boxes is given by

$$\text{acc}(o \rightarrow n) = \min\left\{1, \left(\frac{V_{n,1}}{V_{o,1}}\right)^{\frac{1}{2}} \left(\frac{V - V_{n,1}}{V - V_{o,1}}\right)^{N-n+1} \exp\left(-\beta[U_n - U_o]\right)\right\}$$

(7)

During the GEMC simulation, the total number of molecules $N$ and the total volume $V$ remain constant.

For thermalization trial moves, one can perform Monte Carlo trial moves and translate/rotate each molecule separately. On the basis of the energy change ($U_n - U_o$), the thermalization is accepted or rejected. For convenience, we chose to perform a thermalization step and sample the entire phase space of the system.

The critical point of the VLE can be calculated using the law of rectilinear diameters:

$$\frac{\rho_1 + \rho_2}{2} = \rho + \left(1 - \frac{T}{T_c}\right)$$

(8)

where $\rho_1$ and $\rho_2$ are the liquid, gas, and critical density. $T$ and $T_c$ are the temperature and critical temperature. The density difference of the phases can be fitted to a scaling law:

$$\rho_1 - \rho_2 = \left(1 - \frac{T}{T_c}\right)^{\gamma}$$

(9)

with $\gamma$ as the critical exponent, which is $\gamma = 0.32$ for 3D systems. The parameters $A$ and $B$ are obtained from the fit.

3. RESULTS

3.1. ReaxFF-lgCO₂ and ReaxFF-lgH₂O Validation. The MMC force field optimizer was used to parametrize the new ReaxFF force fields. The scaling factor for the long-range interactions was set to $d = 1$, according to Liu et al. Hence, regarding the long-range interactions, only the $C_{gg}$ need to be fitted.

The resulting parameters are listed in Table I, and full details on the new force fields are provided in the Supporting Information. Detailed results from the parametrizations, and comparisons between the different potentials, can also be found in the Supporting Information.

Table 2. Predicted ReaxFF Molecular Parameters for the Original and New Force Fields for CO₂ and H₂O

|          | CO₂       | ReaxFF-lgCO₂ | TraPPE     |
|----------|-----------|--------------|------------|
| bond distance (Å) | O−O | 1.18 | 1.19 | 1.16 |
| bond angle (deg) | O−C−O | 180.3 | 180 | 180 |
| charge (e) | C         | +0.459 | +0.693 | +0.70 |
|           | O         | −0.244 | −0.346 | −0.35 |

H₂O. The bond distances and angles from ReaxFF-lg follow from a geometry optimization and are compared with the descriptions from the classical force fields. For these classical force fields, the bond angles and distances are fixed. The negative charge of the TIP4P/2005 water molecule is located at the fourth interaction site, called “M”, which is coplanar to the O−H−O atoms, at a distance of 0.1546 Å from the oxygen atom. Within the ReaxFF format the atomic charges follow from the numerical charge calculations with the electron equilibration method. As shown in the Table 2, the bond lengths and bond angles are in close agreement with the reference values.

Different contributing intermolecular energies are shown in Figure 2 for the separation of two parallel CO₂ molecules. Figure 2 shows close agreement among the nonreactive TraPPE force fields.

Figure 2. Comparison of different energy contributions regarding the dissociation of two parallel CO₂ molecules. The gray lines represent the total energy. The blue line represents the Lennard-Jones energy contribution for the TraPPE force field and the van der Waals energy for the ReaxFF force fields. The red line represents the Coulomb energy contribution for the TraPPE force field and the summation of the Coulomb and polarization energy in the ReaxFF force fields. The orange line represents the DFT-D reference.
field,\textsuperscript{19} competent in the prediction of the VLE, the original ReaxFF force field,\textsuperscript{23} competent in the prediction of chemical reactions for hydrocarbon oxidation, and the new ReaxFF-lg force field as a competent combination of the two. The differences between the red dashed lines are caused by the reparametrization of the ReaxFF parameters corresponding to the charge calculation. The differences between the blue dashed lines are caused by the added ReaxFF-lg parameters. Both the van der Waals energy and Coulomb plus charge polarization energy increase in absolute value for the new ReaxFF-lg force field compared to the original ReaxFF force field. It is clear that our new ReaxFF force field more closely matches the nonreactive TraPPE force field, compared to the original ReaxFF, especially at smaller distances. Furthermore, the summation of all the different contributing energies, represented by the gray lines, is more balanced around 0 and shows a less deep well for the new ReaxFF-lg force field compared to the original. As a reference for the reactive component, the dimer interaction for two CO$_2$ molecules, obtained by DFT-D, is added. For this reference the revPBE\textsuperscript{45} exchange–correlation function is used, which is an improved version of the PBE functional regarding molecules. For the dispersion interactions, Grimme’s latest dispersion correction D4\textsuperscript{46} was used. The DFT-D dimer reference acknowledges the well depth for the ReaxFF force fields. Note that Figure 2 is a simplification of the system as only one of the infinite possibilities of CO$_2$ dimer interactions is considered. In the Supporting Information other dimer interactions, also used in the parametrization, can be found. Furthermore, for the DFT reference many different exchange–correlation functions and dispersion corrections can be used\textsuperscript{47,48} which could result in different curves.

The new ReaxFF-lg CO$_2$ and H$_2$O force fields are tested, using MD, at coexistence conditions starting from a random initial configuration, and are equilibrated at temperatures just below their critical temperatures (at 260 and 280 K for CO$_2$ and at 580 and 600 K for H$_2$O). The resulting average density distributions (over 25 ps) are shown in Figure 3. From Figure 3, it is clear that the boxes equilibrate in partly liquid and partly gas phases. The overall plateaus of the density profiles (solid lines) are in the same range as experimental coexisting densities (dashed lines). The formation of the gas and liquid phases, separated by an interface, is typically slow due to diffusion of the molecules. Eventually, the system will converge to a two-phase system.

3.2. GEMC–ReaxFF validation. To test the GEMC–ReaxFF approach, two simulations for H$_2$O were performed at 580 and 600 K with the new ReaxFF-lg force field. The resulting densities of the simulation boxes are shown in Figure 4 and compared with the experimental results.\textsuperscript{33} It is clearly shown that, during the initialization of the system, one box equilibrates to liquid density and the other box equilibrates to gas density. Both densities are in good agreement with experimental values.\textsuperscript{33}

3.3. VLE with GEMC–ReaxFF. Because of moving droplets and interface effects, it is cumbersome to obtain accurate predictions of coexistence densities of the gas and liquid phases from Figure 3. With the use of a GEMC algorithm this is avoided, as each simulation box represents only liquid phase or only gas phase, and no interface is present between the phases. By use of the newly developed GEMC–ReaxFF method and force fields, we are able to determine the equilibrium phase diagram of H$_2$O and CO$_2$. After both the force fields and
GEMC–ReaxFF code were validated (sections 3.1 and 3.2), their VLE was generated.

Each temperature was simulated with five different starting configurations. After equilibration, ensemble averages were taken for each simulation over 200,000 Monte Carlo cycles, resulting in a total of 1,000,000 cycles per temperature. All long-range interactions are computed with a taper function in combination with a 10 Å cutoff radius. For the CO₂ simulations, a total of 300 molecules were used; for the H₂O simulations, a total of 320 molecules were used.

The CO₂ results are compared with the TraPPE classical force fields. For these simulations the RASPA software package was used, with 1,000,000 cycles, 156 molecules, a cutoff distance of 10 Å including analytic tail corrections, and the Lorentz–Berthelot mixing rules. The H₂O results are compared with the TIP4P/2005 classical force field, using 100,000 cycles, 360 molecules, and a cutoff distance of 12 Å including analytic tail corrections. The corresponding VLEs for the different force fields are shown in Figure 5.

As a reference, GEMC–ReaxFF calculations with the original ReaxFF force fields are included at a single temperature and a limited number of cycles. These results show the need for the (re)parametrization regarding the VLE. The original ReaxFF, aimed at hydrocarbon oxidations, converges the two boxes to similar densities at 280 K. Thereby, it underestimates the critical point, where its prediction can be even lower than 280 K. The original H₂O ReaxFF shows a similar behavior, underpredicts the critical temperature, and shows only a slight difference between the densities in the two simulation boxes at 600 K.

Except for the original ReaxFF force fields, the critical temperatures and densities for CO₂ and H₂O are computed using eqs 8 and 9 and are listed in Table 3. The critical temperatures of CO₂ are 300, 305, and 304 K for the new ReaxFF, the classical TraPPE force field, and experiments respectively. The critical temperatures of H₂O are 639, 645, and 647 K for the new ReaxFF, the classical TraPPE force field, and experiments respectively. The critical densities of CO₂ are 0.50, 0.47, and 0.47 g/mL for the new ReaxFF, the classical TraPPE force field, and experiments respectively. The critical densities of H₂O are 0.30, 0.31, and 0.32 g/mL for the new ReaxFF, the classical TIP4P/2005 force field, and experiments respectively. The ReaxFF force fields show excellent results, only with a few percentages deviation from the experiments. Moreover, the possibility is offered to include reactions in molecular simulations.

4. CONCLUSIONS

Two new reactive force fields were developed to capture the vapor–liquid equilibria for CO₂ and H₂O. Long-range dispersion interactions are key to accurately capturing the VLE with ReaxFF force fields. Therefore, an extended version of ReaxFF methodology, namely ReaxFF-lg, was used for the newly developed force fields. The parameters were optimized by using accurate DFT and classical force field data and the MMC optimizer. MD simulations, at saturation conditions, showed the applicability of the newly developed force fields. Additionally, the new ReaxFF force fields were validated using the newly developed GEMC–ReaxFF method, and the VLEs for both liquids were computed. The GEMC–ReaxFF method shows an excellent agreement between the experimental and the new ReaxFF VLEs. It is shown that ReaxFF-lg is capable of capturing both gas and liquid phases. The classical force fields from the literature slightly outperform the reactive force fields, but these classical force fields lack the applicability of capturing bond breaking and bond formation compared to the new ReaxFF force fields. The newly developed reactive force fields allow future studies on the effects of long-range interactions and chemical reactive events on fluid properties such as diffusion, surface tension, and viscosity. Additionally, the successful combination of GEMC and ReaxFF force fields allows the study of more complex systems such as binary systems for separation processes or loading of porous media with grand canonical Monte Carlo simulations. These topics and
implementations are not straightforward\cite{17,51,52} and, thereby, outside the scope of this work. We feel that these are promising future research directions.
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