COMMUTATIVE MODIFIED ROTA-BAXTER ALGEBRAS, SHUFFLE PRODUCTS
AND HOPF ALGEBRAS
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Abstract. In this paper, we begin a systematic study of modified Rota-Baxter algebras, as an associative analogue of the modified classical Yang-Baxter equation. We construct free commutative modified Rota-Baxter algebras by a variation of the shuffle product and describe the structure both recursively and explicitly. We then provide these algebras with a Hopf algebra structure by applying a Hochschild cocycle.
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1. Introduction

A Rota-Baxter operator of weight \( \lambda \) (where \( \lambda \) is a constant) is defined to be a linear operator \( P \) on an associative algebra \( R \) satisfying

\[
P(x)P(y) = P(P(x)y) + P(xP(y)) + \lambda P(xy) \quad \text{for all} \quad x, y \in R.
\]

Then \((R, P)\) is called a Rota-Baxter algebra. The study of Rota-Baxter algebras originated from the work [1] of G. Baxter on fluctuation theory of probability in 1960. It was studied by well-known mathematicians such as Atkinson, Cartier and Rota [2, 14, 23] in the 1960-70s. Its study has experienced a quite remarkable renascence in the recent decades with many applications in mathematics and physics [1, 3, 12, 24, 15, 17, 19, 21, 22], most notably the work of Connes and Kreimer on renormalization of quantum field theory [3, 13, 14]. See [18] for further details and references.
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Back in the 1980s, Semonov-Tian-Shansky made the discovery that, under suitable conditions, the Rota-Baxter identity on a Lie algebra is precisely the operator form of the classical Yang-Baxter equation, named after the well-known physicists. Also introduced in that paper is the closely related modified classical Yang-Baxter equation: \[
[P(x), P(y)] = P[P(x), y] + P[x, P(y)] - xy,
\]
later found applications in the study of generalized Lax pairs and affine geometry on Lie groups. A modified Rota-Baxter algebra is defined to be an associative algebra with a linear operator which satisfies the associative analogue of the modified classical Yang-Baxter equation and has since been applied to the study of extended \(O\)-operators, associative Yang-Baxter equations, infinitesimal bialgebras and dendriform algebras.

A modified classical Yang-Baxter equation can be obtained from the classical Yang-Baxter equation by a linear transformation, but plays independent role in the physics study. Thus from an application point of view, it is worthwhile to study the algebraic structure of the modified classical Yang-Baxter equations and its associative analogues, the modified Rota-Baxter operators. We begin a systematic study of modified Rota-Baxter algebras, emphasizing the commutative case. We consider modified Rota-Baxter algebras of any weight \(\kappa\), with the classical modified Rota-Baxter algebra being the case when \(\kappa\) is a negative square. As we will notice later in the paper, the structure of modified Rota-Baxter algebras differs significantly from that of Rota-Baxter algebras. From theoretical point of view, an algebraic or combinatorial object is often studied by multiple structures it possesses. For example, the transformation matrices of the space of symmetric functions with respect to its various bases are essential in the study of algebraic combinatorics. We also hope that a systematic study of modified Rota-Baxter algebras will shed new light in understanding Rota-Baxter algebras.

The layout of the paper is as follows. Section 2 gives some basic properties of modified Rota-Baxter algebras. Section 3 provides the construction of free commutative modified Rota-Baxter algebras on another commutative algebra. Section 4 equips these free commutative modified Rota-Baxter algebras with a Hopf algebra structure, when the weights are negative squares and when the base algebra is a connected Hopf algebra. The method is to apply a suitable cocycle property to give a recursion.

**Notations.** Throughout this paper, an algebra is taken to be over a commutative unitary algebra \(k\), as are the linear maps and tensor products.

## 2. General properties of modified Rota-Baxter algebras

We give the general definition of modified Rota-Baxter algebras.

**Definition 2.1.** Let \(R\) be a \(k\)-algebra and \(\kappa \in k\). A linear map \(P : R \to R\) is called a modified Rota-Baxter operator of weight \(\kappa\) if \(P\) satisfies the operator identity
\[
P(u)P(v) = P(uP(v)) + P(P(u)v) + \kappa uv \text{ for all } u, v \in R.
\]

Then the pair \((R, P)\) or simply \(R\) is called a modified Rota-Baxter algebra of weight \(\kappa\). The class of modified Rota-Baxter algebras of weight \(\kappa\) forms a category, with the morphisms being algebra homomorphisms between the algebras that commute the linear operators.

As observed in \([14]\), there is an interesting relation between a Rota-Baxter algebra and a modified Rota-Baxter algebra.
Lemma 2.2. Let \((R, P)\) be a Rota-Baxter algebra of weight \(\lambda\). Define \(Q := -\lambda \text{id} - 2P\). Then \((R, Q)\) is a modified Rota-Baxter algebra of weight \(-\lambda^2\). In particular, a Rota-Baxter algebra of weight zero is a modified Rota-Baxter algebra of weight zero.

Thus only modified Rota-Baxter algebras whose weight are negative squares correspond to Rota-Baxter algebras. From this relation, the following examples of modified Rota-Baxter algebras are immediate.

Example 2.1. (Integration) Let \(R\) be the \(\mathbb{R}\)-algebra of continuous functions on \(\mathbb{R}\). Define \(P : R \to R\) by the integration
\[
P(f)(x) = \int_0^x f(t)dt.
\]
Then \(P\) is a Rota-Baxter operator of weight 0 [18, Exercise 1.1.7] and so a modified Rota-Baxter algebra of weight 0 by Eq. (1).

Example 2.2. (Scalar product) Let \(R\) be a \(k\)-algebra. For any given \(\lambda \in k\), the operator
\[
P_\lambda : R \to R \quad r \mapsto -\lambda r
\]
is a Rota-Baxter operator of weight \(\lambda\) [18, Exercise 1.1.7]. So the operator
\[
Q_\lambda := -\lambda \text{id} - 2P : R \to R \quad r \mapsto \lambda r
\]
is a modified Rota-Baxter operator of weight \(-\lambda^2\).

By observation, a linear operator \(P\) satisfies Eq. (1) if and only if \(-P\) satisfies the same equation. Thus we have

Proposition 2.3. Let \(R\) be a \(k\)-algebra and \(P : R \to R\) a linear operator. Then \(P\) is a modified Rota-Baxter operator on \(R\) if and only if \(-P\) is one.

Furthermore we characterize involutorial modified Rota-Baxter operators as follows.

Theorem 2.4. Suppose that 2 is invertible in \(k\). Let \(R\) be a \(k\)-algebra and \(P : R \to R\) be a linear operator. Then the following statements are equivalent.

(a) The operator \(P\) is an involutorial (i.e. \(P^2 = \text{id}\)) modified Rota-Baxter operator of weight \(-1\) on \(R\);

(b) There is a \(k\)-module direct sum decomposition \(R = R_1 \oplus R_2\) of \(R\) into nonunitary \(k\)-subalgebras \(R_1\) and \(R_2\) of \(R\) such that
\[
P : R \to R, \quad u_1 + u_2 \mapsto u_1 - u_2
\]

for \(u_1 \in R_1\) and \(u_2 \in R_2\).

As an examples of Theorem 2.4 is \(R = \mathbb{C}[\varepsilon^{-1}, \varepsilon]\), the algebra of Laurent series for which we take \(R_1 := \mathbb{C}[[\varepsilon]]\) and \(R_2 := \varepsilon^{-1} \mathbb{C}[\varepsilon^{-1}]\).

Proof. \((\text{1}) \implies \text{(2)}\) Let \(u = u_1 + u_2\) and \(v = v_1 + v_2\) be in \(R\) with \(u_1, v_1 \in R_1\) and \(u_2, v_2 \in R_2\). Then \(u_1v_1 \in R_1\) and \(u_2v_2 \in R_2\). On the one hand, we have
\[
P(u)P(v) = (u_1 - u_2)(v_1 - v_2) = u_1v_1 - u_1v_2 - u_2v_1 + u_2v_2.
\]

On the other hand,
\[
P(uP(v)) = P(u_1 + u_2)(v_1 - v_2) = P(u_1v_1 - u_1v_2 + u_2v_1 - u_2v_2)
\]
\[
= u_1v_1 - P(u_1v_2) + P(u_2v_1) + u_2v_2,
\]
\[
P(P(u)v) = P((u_1 - u_2)(v_1 + v_2)) = P(u_1v_1 + u_1v_2 - u_2v_1 - u_2v_2)
\]
= u_1v_1 + P(u_1v_2) - P(u_2v_1) + u_2v_2,
\nu v = (u_1 + u_2)(v_1 + v_2) = u_1v_1 + u_1v_2 + u_2v_1 + u_2v_2.

In summary, we have
\[ P(u)P(v) = P(uP(v)) + P(P(u)v) - \nu v, \]
whence \( P \) is a modified Rota-Baxter operator of weight -1 on \( R \). Furthermore,
\[ P^2(u) = P(u_1 - u_2) = u_1 + u_2 = u \]
and so \( P^2 = \text{id} \).
\((\text{iii}) \implies (\text{ii})\) Write
\[ R_1 := (\text{id} + P)(R) \ \text{and} \ R_2 := (\text{id} - P)(R). \]
Since \( P \) is \( k \)-linear, \( R_1 \) and \( R_2 \) are submodules of \( R \). To prove \( R_1 \) is a subalgebra of \( R \), let \( u + P(u) \) and \( v + P(v) \) be in \( R_1 \). Then
\[ (u + P(u))(v + P(v)) = uv + uP(v) + P(u)v + P(u)P(v) \]
\[ = uv + uP(v) + P(u)v + P(uP(v)) + P(P(u)v) - \nu v \]
\[ = (\text{id} + P)(uP(v)) + (\text{id} + P)(P(u)v) \in R_1. \]
Similarly, \( R_2 \) is a subalgebra of \( R \). Since \( P \) is involutive and 2 is invertible in \( k \), we have
\[ R = R_1 \oplus R_2, \]
with \( R_1 \) and \( R_2 \) being the eigen-submodules of eigenvalues 1 and -1 respectively. Thus for any \( u = u_1 + u_2 \in R \) with \( u_1 \in R_1 \) and \( u_2 \in R_2 \), we have \( P(u) = u_1 - u_2. \)
\( \square \)

Proposition 2.5. Let \( R \) be a \( k \)-algebra.

(a) If \( P \) is a modified Rota-Baxter operator of weight 1 on \( R \), then \( \kappa P \) is a modified Rota-Baxter operator of weight \( \kappa^2 \) on \( R \);
(b) If \( P \) is a modified Rota-Baxter operator of weight \( \kappa^2 \) on \( R \) and \( \kappa \) is invertible in \( k \), then \( \kappa^{-1}P \) is a modified Rota-Baxter operator of weight 1 on \( R \).

Proof. (i) From
\[ (2) \quad P(u)P(v) = P(uP(v)) + P(P(u)v) + \nu v \text{ for all } u, v \in R, \]
we obtain
\[ (3) \quad (\kappa P)(u)(\kappa P)(v) = (\kappa P)(u(\kappa P)(v)) + (\kappa P)((\kappa P)(u)v) + \kappa^2 \nu v \text{ for all } u, v \in R, \]
whence \( \kappa P \) a modified Rota-Baxter operator of weight \( \kappa^2 \).
\( \square \)

If \( \kappa \) is invertible, then Eq. (3) also implies Eq. (2).

3. Free commutative modified Rota-Baxter algebras of weight \( \kappa \)

We construct the free objects in the category of commutative modified Rota-Baxter algebras. The module structure is the same as the one for free commutative Rota-Baxter algebras as constructed in \([15, 16]\). We define the multiplication of the free objects first by a recursion in Section 3.2. Then a non-recursive formula is given in Section 3.3 by a variation of the stuffle product. We end the section by a special case.
3.1. The general construction. We begin with the definition.

**Definition 3.1.** Let \( A \) be a given commutative \( k \)-algebra. A free commutative modified Rota-Baxter algebra on \( A \) is a commutative modified Rota-Baxter \( k \)-algebra \( F_{MRB}(A) \) together with an algebra homomorphism \( j_A : A \to F_{MRB}(A) \) that satisfies the following universal property: for any free commutative modified Rota-Baxter \( k \)-algebra \( (R, P) \) of weight \( \kappa \) and algebra homomorphism \( f : A \to R \), there is a unique modified Rota-Baxter \( k \)-algebra homomorphism \( \tilde{f} : (F_{MRB}(A), P_M) \to (R, P) \) such that \( f = \tilde{f} \circ j_A \).

We first give the underlying module of the free commutative modified Rota-Baxter algebra over \( A \). Denote

\[
\Pi_M(A) := \bigoplus_{k \geq 1} A^{\otimes k} = A \oplus (A \otimes A) \oplus \cdots .
\]

We next equip this \( k \)-module with a multiplication \( \diamond_M \), called the modified quasi-shuffle product.\(^1\) It is given by a recursion. For pure tensors \( a = a_0 \otimes a_1 \otimes \cdots \otimes a_m \in A^{\otimes(m+1)} \), \( b = b_0 \otimes b_1 \otimes \cdots \otimes b_n \in A^{\otimes(n+1)} \), \( m, n \geq 0 \), write \( a = a_0 \otimes a' \) with \( a' \in A^{\otimes m} \) if \( m \geq 1 \) and \( b = b_0 \otimes b' \) with \( b' \in A^{\otimes n} \) if \( n \geq 1 \). The recursion is given on the sum \( m + n \geq 0 \) by

\[
a \diamond_M b := \begin{cases} 
a_0 b_0, & \text{for } m = 0, n = 0; 
a_0 b_0 \otimes a_1 \otimes \cdots \otimes a_m, & \text{for } m \geq 1, n = 0; 
a_0 b_0 \otimes b_1 \otimes \cdots \otimes b_n, & \text{for } m = 0, n \geq 1; 
a_0 b_0 \otimes (1 \otimes a') \diamond_M (b' a) + a_0 b_0 \otimes a' \diamond_M (1 \otimes b') + k a_0 b_0 (a' \diamond_M b'), & \text{for } m \geq 1, n \geq 1.
\end{cases}
\]

Here in the last case, for each pair of pure tensors involved in the multiplication \( \diamond_M \) in the three terms, either one of the pure tensors has length one or the sums of the lengths of the pair of pure tensors is less than \( m + n \). Hence the recursion terminates and gives a well-defined binary operation on \( \Pi_M(A) \) after extending by biadditivity.

**Theorem 3.2.** Let a commutative algebra \( A \) and \( \kappa \in k \) be given.

(a) The pair \( (\Pi_M(A), \diamond_M) \) is a commutative \( k \)-algebra.

(b) Define

\[
P_A : \Pi_M(A) \to \Pi_M(A), \quad a \mapsto 1_A \otimes a \quad \text{for all } a \in \Pi_M(A).
\]

Then the triple \( (\Pi_M(A), \diamond_M, P_A) \) together with the embedding \( j_A : A \to \Pi_M(A) \) is the free commutative modified Rota-Baxter \( k \)-algebra of weight \( \kappa \).

**Proof.** (a) The commutativity of \( \diamond_M \) can be seen from the symmetry of the two arguments in the definition of \( \diamond_M \) in Eq. \((5)\).

To prove the associativity of \( \diamond_M \), we only need to verify

\[
(a \diamond_M b) \diamond_M c = a \diamond_M (b \diamond_M c)
\]
for pure tensors \( a \in A^{\otimes(m+1)} \), \( b \in A^{\otimes(n+1)} \), \( c \in A^{\otimes(\ell+1)} \), \( m, n, \ell \geq 0 \). For this purpose we apply the induction on the sum \( m + n + \ell \), which is at least zero. The initial case of \( m + n + \ell = 0 \) follows from the first case of the definition of \( \diamond_M \) in Eq. \((5)\) and the associativity of the multiplication of \( A \). Assume that Eq. \((7)\) has been verified when \( m + n + \ell = k \) for a given \( k \geq 0 \) and consider the case when \( m + n + \ell = k + 1 \).

\(^1\)As is well-known, the quasi-shuffle product coincides with the shuffle product \([8]\). We will show in Section \([5]\) the modified quasi-shuffle product can also be interpreted by a modified shuffle product.
If at least one of $m, n$ or $\ell$ is zero, then from the second and third cases in the definition of $\triangleleft_M$ in Eq. (5), we easily obtain

$$(a \triangleleft_M b) \triangleleft_M c = a \triangleleft_M (b \triangleleft_M c).$$

Now for $m \geq 1, n \geq 1, \ell \geq 1$, denote $a = a_0 \otimes a', b = b_0 \otimes b', c = c_0 \otimes c'$, where $a_0, b_0, c_0 \in A, a' \in A^{\otimes m}, b' \in A^{\otimes n}, c' \in A^{\otimes \ell}$. For the left hand side of Eq. (7), we have

$$(a \otimes b) \otimes (c_0 \otimes c') \otimes M = (a_0 \otimes a') \otimes M (b_0 \otimes b') \otimes M (c_0 \otimes c') + \kappa b_0 c_0(a' \otimes_M (1 \otimes b')) \otimes_M (c_0 \otimes c')$$

$$= (a_0 b_0 c_0 \otimes ((1 \otimes a') \otimes_M b') \otimes_M c') + (a_0 b_0 c_0 \otimes ((1 \otimes a') \otimes_M b') \otimes_M (1 \otimes c'))$$

$$+ \kappa (a_0 b_0 c_0)((1 \otimes a') \otimes_M b') \otimes_M (1 \otimes c') + (a_0 b_0 c_0 \otimes (1 \otimes (a' \otimes_M (1 \otimes b')) \otimes_M c')$$

$$+ (a_0 b_0 c_0) \otimes ((a' \otimes_M (1 \otimes b')) \otimes_M (1 \otimes c')) + \kappa (a_0 b_0 c_0)((a' \otimes_M (1 \otimes b')) \otimes_M c')$$

For the fifth term on the right hand side of the last equation, by the induction hypothesis we obtain

$$(a' \otimes_M (1 \otimes b')) \otimes_M (1 \otimes c') = a' \otimes_M ((1 \otimes b') \otimes_M (1 \otimes c'))$$

$$= a' \otimes_M (1 \otimes ((1 \otimes b') \otimes_M c')) + a' \otimes_M (1 \otimes (b' \otimes_M (1 \otimes c'))) + \kappa a' \otimes_M ((b' \otimes_M c')).$$

Therefore, the left hand side of Eq. (7) expands to

$$(a \otimes_M b) \otimes_M c = (a_0 b_0 c_0 \otimes (1 \otimes ((1 \otimes a') \otimes_M b') \otimes_M c') + (a_0 b_0 c_0 \otimes ((1 \otimes a') \otimes_M b') \otimes_M (1 \otimes c'))$$

$$+ \kappa (a_0 b_0 c_0)((1 \otimes a') \otimes_M b') \otimes_M c') + (a_0 b_0 c_0 \otimes (1 \otimes (a' \otimes_M (1 \otimes b')) \otimes_M (1 \otimes c')))$$

$$+ (a_0 b_0 c_0) \otimes ((a' \otimes_M (1 \otimes b')) \otimes_M (1 \otimes c')) + \kappa (a_0 b_0 c_0)((a' \otimes_M (1 \otimes b')) \otimes_M (1 \otimes c')).$$

For the right hand side of Eq. (7), we have

$$a \otimes_M (b_0 \otimes_M c) = (a_0 \otimes a') \otimes_M (b_0 \otimes_M (c_0 \otimes c'))$$

$$= (a_0 \otimes a') \otimes_M (b_0 c_0 \otimes ((1 \otimes b') \otimes_M c') + b_0 c_0 \otimes (b' \otimes_M (1 \otimes c')) + \kappa b_0 c_0(b' \otimes_M c'))$$

$$= (a_0 \otimes a') \otimes_M (b_0 c_0 \otimes (1 \otimes b') \otimes_M c') + (a_0 \otimes a') \otimes_M (b_0 c_0 \otimes (b' \otimes_M (1 \otimes c')))$$

$$+ (a_0 \otimes a') \otimes_M (b_0 c_0 \otimes (b' \otimes_M b'))$$

$$= (a_0 b_0 c_0) \otimes ((1 \otimes a') \otimes_M (1 \otimes b') \otimes_M c')) + (a_0 b_0 c_0) \otimes (a' \otimes_M (1 \otimes ((1 \otimes b') \otimes_M c')))$$

$$+ \kappa (a_0 b_0 c_0)((a' \otimes_M (1 \otimes b') \otimes_M c')) + (a_0 b_0 c_0) \otimes (1 \otimes (a' \otimes_M (b' \otimes_M (1 \otimes c'))))$$

$$+ (a_0 b_0 c_0) \otimes (a' \otimes_M (1 \otimes (b' \otimes_M (1 \otimes c')))) + \kappa (a_0 b_0 c_0)((a' \otimes_M (b' \otimes_M (1 \otimes c')))).$$
+\kappa(\bar{a_0}b_0c_0)((1 \otimes a') \circ_M (b' \circ_M c')).

For the first term on the right hand side of the last equation, by the inductive hypothesis we obtain
\[(1 \otimes a') \circ_M ((1 \otimes b') \circ_M c') = ((1 \otimes a') \circ_M (1 \otimes b')) \circ_M c'.\]

Thus
\[\sigma(i) \in \Sigma_0\]

Now we see that the \(i\)-th term in the expansion of \((a \circ_M b) \circ_M c\) matches with the \(\sigma(i)\)-th term in the expansion of \(a \circ_M (b \circ_M c)\), where \(\sigma \in \Sigma_0\) is
\[
\begin{pmatrix}
  1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 \\
  1 & 6 & 9 & 2 & 4 & 7 & 3 & 5 & 8
\end{pmatrix}.
\]

Thus
\[a \circ_M (b \circ_M c),\]

This completes the inductive proof of the associativity of \(\circ_M\).

First Eq. \((\mathbb{F})\) gives
\[
P_A(a) \circ_M P_A(b) = (1 \otimes a) \circ_M (1 \otimes b)
\]
\[= 1 \otimes ((1 \otimes a) \circ_M b) + 1 \otimes (a \circ_M (1 \otimes b)) + \kappa(a \circ_M b).
\]

Thus \(P_A\) is a modified Rota-Baxter operator on \(\Pi_M(A)\), giving a modified Rota-Baxter algebra \((\Pi_M(A), P_A)\).

To verify the universal property of the free commutative modified Rota-Baxter algebra, let \((R, P)\) be a modified Rota-Baxter algebra and \(f : A \rightarrow R\) be a homomorphism of modified Rota-Baxter algebras. We consider the existence and the uniqueness of the modified Rota-Baxter algebra homomorphism \(\tilde{f} : \Pi_M(A) \rightarrow R\) such that \(\tilde{f} j_A = f\).

For any pure tensor \(a = a_0 \otimes a_1 \otimes \cdots \otimes a_k \in A^{\otimes (k+1)}\), we apply the induction on \(k\) to define \(\tilde{f}\).

When \(k = 0\), \(A = j_A(A)\) and we define \(\tilde{f}(a) = f(a)\). Note that this the only way to define \(\tilde{f}\) in this case. Let \(n \geq 0\) and assume that \(\tilde{f}(a)\) has been defined for \(k \leq n\). Consider \(a = a_0 \otimes a' \in A^{\otimes n+1}\) and have \(a = a_0 \circ_M P_A(a')\). Define
\[\tilde{f}(a) := f(a_0)P(\tilde{f}(a')),\]

where \(\tilde{f}(a')\) is defined by the inductive hypothesis. Note again that this is the only way to define \(\tilde{f}\) in order for it to be a modified Rota-Baxter algebra homomorphism.

We now show that \(\tilde{f}\) is a modified Rota-Baxter algebra homomorphism. First,
\[\tilde{f}(P_A(a)) = f(1 \otimes a) = P(\tilde{f}(a)) \text{ for all } a \in A^{\otimes (n+1)},\]

by the definition of \(\tilde{f}\). Thus we only need to verify
\[\tilde{f}(a \circ_M b) = f(a)\tilde{f}(b) \text{ for all } a \in A^{\otimes (m+1)}, b \in A^{\otimes (n+1)}, m, n \geq 0.\]
We carry out the verification by induction on \( m + n \geq 0 \). In the initial step of \( m + n = 0 \), we have \( a, b \in A \). So
\[
\bar{f}(a \circ_M b) = \bar{f}(ab) = f(ab) = f(a)f(b) = \bar{f}(a)\bar{f}(b),
\]
as needed.

For the inductive step, the verification is still easy if \( m = 0 \) or \( n = 0 \) from the definition of the product \( \circ_M \). When \( m, n \geq 1 \), we have
\[
\bar{f}(a \circ_M b) = \bar{f}((a_0 \otimes a') \circ_M (b_0 \otimes b')) = \bar{f}((a_0 \circ_M P_A(a')) \circ_M (b_0 \circ_M P_A(b'))) = \bar{f}(f(a_0b_0) \circ_M (P_A(a') \circ_M P_A(b'))) = \bar{f}(f(a_0b_0) \circ_M (P_A(a') \circ_M P_A(b'))) + \bar{f}(f(a_0b_0) \circ_M (\kappa a' \circ_M b')) = f(a_0b_0)(f(f(a_0b_0))) + f(a_0b_0)\kappa f(a_0b_0) = f(a_0)f(b_0)P(f(a_0))P(f(b_0)) = \bar{f}(a)\bar{f}(b).
\]
Therefore \( \bar{f} \) is a homomorphism of modified Rota-Baxter algebras.

With the uniqueness of \( \bar{f} \) noted above, the proof of the theorem is completed. \( \square \)

3.2. Modified stuffle product and modified quasi-shuffle product. In this subsection, we give an explicit formula for the modified quasi-shuffle product \( \circ_M \) defined in Eq. (3) by a "modified" version of the stuffle product.

Let \( k \geq 1 \). Denote \( [k] = \{1, \cdots, k\} \). Let \( m \geq 1, n \geq 1 \) and \( 0 \leq r \leq \min(m, n) \). Define
\[
\mathcal{Z}_{m,n,r} := \{ (\varphi, \psi) \mid \varphi : [m] \to [m+n-r], \psi : [n] \to [m+n-r], \text{are order preserving injective maps such that} \}
\]
\[
\text{im}(\varphi) \cup \text{im}(\psi) = [m+n-r] \}
\]
Write
\[
\mathcal{Z}_{m,n} := \bigcup_{r=0}^{\min(m,n)} \mathcal{Z}_{m,n,r}.
\]
For \( (\varphi, \psi) \in \mathcal{Z}_{m,n,r}, k \in [m] \) and \( \ell \in [n] \), define the \( \varphi \)-overlapping degree of \( (\varphi, \psi) \) at \( k \) by
\[
d_{\varphi,k} := d_{(\varphi,\psi),\varphi,k} = |\{i \in [k] \mid \varphi(i) \in \text{im}\psi\}| = |\varphi([k]) \cap \psi([n])|
\]
and the \( \psi \)-overlapping degree of \( (\varphi, \psi) \) at \( \ell \) by
\[
d_{\psi,\ell} := d_{(\varphi,\psi),\psi,\ell} = |\{j \in [\ell] \mid \psi(j) \in \text{im}\varphi\}| = |\varphi([m]) \cap \psi([\ell])|.
\]
We then define
\[
\tilde{\varphi} : [m] \to \{0\} \cup [m+n-2r], \quad \tilde{\varphi}(k) := \varphi(k) - d_{\varphi,k}, \quad k \in [m],
\]
\[
\tilde{\psi} : [n] \to \{0\} \cup [m+n-2r], \quad \tilde{\psi}(\ell) := \psi(\ell) - d_{\psi,\ell}, \quad \ell \in [n].
\]
Let \( a = a_0 \otimes a_1 \otimes \cdots \otimes a_m \in A^{\otimes (m+1)} \) and \( b = b_0 \otimes b_1 \otimes \cdots \otimes b_n \in A^{\otimes (n+1)} \), \( m, n \geq 1 \). We define
\[
a \circ_{(\phi, \psi)} b := a_0 b_0 c_0 \otimes \cdots \otimes c_{m+n-2},
\]
where \( c_i := \prod_{i \in \mathcal{P}^{-1}(s)} a_i \prod_{j \in \mathcal{P}^{-1}(s)} b_j, \quad s \in \{0\} \cup [m+n-2] \),
with the convention that the product over an empty set is 1. We give an example before continuing.

**Example 3.1.** Take \( m = 5, n = 4 \) and \( r = 3 \). Consider order preserving injective maps \( \phi : [5] \to [6] \) and \( \psi : [4] \to [6] \) defined by
\[
\begin{array}{ccccccc}
k & 1 & 2 & 3 & 4 & 5 & 6 \\
\phi(k) & 1 & 2 & 4 & 5 & 6 & 0 \\
\psi(\ell) & 1 & 2 & 3 & 4 & 5 & 6 \\
\end{array}
\]

Then the overlapping degrees and maps \( \bar{\phi}, \bar{\psi} \) are given by the following tables, where we reproduce the rows of \( \phi \) and \( \psi \) so that each of the fourth rows is simply the difference of the second and the third ones.
\[
\begin{array}{ccccccc}
k & 1 & 2 & 3 & 4 & 5 & 6 \\
\phi(k) & 1 & 2 & 4 & 5 & 6 & 0 \\
\psi(\ell) & 1 & 2 & 3 & 4 & 5 & 6 \\
\end{array}
\]

Thus for \( a = a_0 \otimes a_1 \otimes \cdots \otimes a_5 \in A^{\otimes 6} \) and \( b = b_0 \otimes b_1 \otimes \cdots \otimes b_4 \in A^{\otimes 5} \), Eq. (1) gives
\[
a \circ_{(\phi, \psi)} b = a_0 b_0 a_1 b_1 \otimes a_2 \otimes b_2 a_3 a_4 b_4 \otimes a_5.
\]

Back to the general case, define
\[
\bar{a} \otimes_M b := \begin{cases} 
a_0 b, & m = 0, \\
b_0 a, & n = 0, \\
\sum_{r=0}^{m+n} \kappa^r \left( \sum_{(\phi, \psi) \in \mathcal{A}_{m,n,r}} a \circ_{(\phi, \psi)} b \right), & m \geq 1, n \geq 1. 
\end{cases}
\]

Extending by linearity, \( \bar{\circ}_M \) is defined on \( \mathcal{H}_M(A) \).

**Example 3.2.** When \( m = 1 \) and \( n = 2 \), we have \( a = a_0 \otimes a_1 \) and \( b = b_0 \otimes b_1 \otimes b_2 \). Then \( (\phi, \psi) \in \mathcal{A}_{1,2}, 0 \leq r \leq 1 \), and the corresponding \( a \circ_{(\phi, \psi)} b \) are given in the following table.
\[
\begin{array}{cccccccc}
r & m+n-2r & m+n-r & \phi & \psi & a \circ_{(\phi, \psi)} b \\
0 & 3 & 3 & \phi(1) = 1 & \psi(1) = 2, \psi(2) = 3 & a_0 b_0 \otimes a_1 \otimes b_1 \otimes b_2 \\
0 & 3 & 3 & \phi(1) = 2 & \psi(1) = 1, \psi(2) = 3 & a_0 b_0 \otimes b_1 \otimes a_1 \otimes b_2 \\
0 & 3 & 3 & \phi(1) = 3 & \psi(1) = 1, \psi(2) = 2 & a_0 b_0 \otimes b_1 \otimes b_2 \otimes a_1 \\
1 & 1 & 2 & \phi(1) = 1 & \psi(1) = 1, \psi(2) = 2 & \kappa a_0 b_0 a_1 b_1 \otimes b_2 \\
1 & 1 & 2 & \phi(1) = 2 & \psi(1) = 1, \psi(2) = 2 & \kappa a_0 b_0 \otimes b_1 a_1 b_2 \\
\end{array}
\]

So we obtain
\[
\bar{a} \otimes_M b = a_0 b_0 \otimes a_1 \otimes b_1 \otimes b_2 + a_0 b_0 \otimes b_1 \otimes a_1 \otimes b_2 + a_0 b_0 \otimes b_1 \otimes b_2 \otimes a_1 \\
+ \kappa a_0 b_0 a_1 b_1 \otimes b_2 + \kappa a_0 b_0 \otimes b_1 a_1 b_2.
\]

The next result shows that \( \bar{\circ}_M \) coincides with \( \circ_M \).

**Proposition 3.3.** The modified shuffle product \( \bar{\circ}_M \) coincides with the modified quasi-shuffle product \( \circ_M \).
Proof. For simplicity, we take the weight \( \kappa \) to be 1. We show that \( \bar{\odot}_M \) satisfies the same boundary conditions and recursion that defines \( \odot_M \) in Eq. (\( \mathcal{F} \)). Let \( a = a_0 \otimes a_1 \otimes \cdots \otimes a_m \in A^{\otimes (m+1)} \) and \( b = b_0 \otimes b_1 \otimes \cdots \otimes b_n \in A^{\otimes (n+1)} \) with \( m, n \geq 0 \). If \( m = 0 \) or \( n = 0 \), then by Eqs. (\( \mathcal{F} \)) and (\( \mathcal{G} \)), we have
\[
a \bar{\odot}_M b = a \odot_M b.
\]
Thus \( \bar{\odot}_M \) and \( \odot_M \) satisfy the same boundary conditions. If \( m \geq 1 \) and \( n \geq 1 \), write
\[
\bar{J}_{m,n} := \{ (\varphi, \psi) \in \bar{J}_{m,n} \mid \varphi(1) = 1, \psi(1) \neq 1 \},
\]
\[
\bar{J}_{m,n}'' := \{ (\varphi, \psi) \in \bar{J}_{m,n} \mid \varphi(1) \neq 1, \psi(1) = 1 \},
\]
\[
\bar{J}_{m,n}''' := \{ (\varphi, \psi) \in \bar{J}_{m,n} \mid \varphi(1) = 1 = \psi(1) \}.
\]
Then
\[
\bar{J}_{m,n} = \bar{J}_{m,n}'' \cup \bar{J}_{m,n}''' \cup \bar{J}_{m,n}.''
\]
Therefore we get
\[
a \bar{\odot}_M b = \sum_{(\varphi, \psi) \in \bar{J}_{m,n}} a \odot_{(\varphi, \psi)} b
\]
\[
= \sum_{(\varphi, \psi) \in \bar{J}_{m,n}} a \odot_{(\varphi, \psi)} b + \sum_{(\varphi, \psi) \in \bar{J}_{m,n}'} a \odot_{(\varphi, \psi)} b + \sum_{(\varphi, \psi) \in \bar{J}_{m,n}''} a \odot_{(\varphi, \psi)} b
\]
\[
= \sum_{(\varphi', \psi') \in \bar{J}_{m-1,n-1}} a_0 b_0 \otimes (a' \odot_{(\varphi', \psi')} (1 \otimes b')) + \sum_{(\varphi', \psi') \in \bar{J}_{m,n-1}} a_0 b_0 \otimes ((1 \otimes a') \odot_{(\varphi, \psi')} b')
\]
\[
+ \sum_{(\varphi', \psi') \in \bar{J}_{m-1,n-1}} a_0 b_0 (a' \odot_{(\varphi', \psi')} b')
\]
\[
= a_0 b_0 \otimes (a' \bar{\odot}_M (1 \otimes b')) + a_0 b_0 \otimes ((1 \otimes a') \bar{\odot}_M b') + a_0 b_0 (a' \bar{\odot}_M b'),
\]
where
\[
\varphi' \coloneqq \varphi|_{[m][1]}, \quad \psi' \coloneqq \psi|_{[n][1]}, \quad a' \coloneqq a_1 \otimes \cdots \otimes a_m \text{ and } b' \coloneqq b_1 \otimes \cdots \otimes b_n.
\]
Hence \( \bar{\odot}_M \) and \( \odot_M \) satisfy the same recursion. This completes the proof.

3.3. The case of \( A = k \). Here we consider a special case of Theorem 3.2 which provides new examples of modified Rota-Baxter algebras.

Choosing \( A = k \) in the construction of free commutative modified Rota-Baxter algebra \( \Pi_M(A) \) in Eq. (\( \mathcal{A} \)), we have
\[
\Pi_M(k) = \bigoplus_{n \geq 0} k^{\otimes (n+1)}.
\]
Since the tensor product is over \( k \), we get \( k^{\otimes (n+1)} = ku_n \), where
\[
u_n = 1^{\otimes (n+1)} = 1 \otimes 1 \otimes \cdots \otimes 1 \quad \text{for } n \geq 0.
\]
Thus
\[
\Pi_M(k) = k[u_n \mid n \geq 0].
\]
Then Eq. (\( \mathcal{A} \)) gives
\[
u_0 \odot_M \nu_n = \nu_n, \quad \nu_1 \odot_M \nu_1 = 2 \nu_2 + \kappa \nu_0,
\]
\[
u_1 \odot_M \nu_2 = 3 \nu_3 + 2 \kappa \nu_1, \quad \nu_2 \odot_M \nu_2 = 6 \nu_4 + 6 \kappa \nu_2 + \kappa^2 \nu_0.
\]
In general, the multiplication formula of \( \Pi_M(k) \) is given by
Proposition 3.4. For any \( m, n \geq 0 \),
\[
    u_m \odot_M u_n = \sum_{r=0}^{\min(m,n)} \binom{m+n-r}{m} \binom{m}{r} \kappa' u_{m+n-2r}.
\]

Proof. We proceed by induction on \( m + n \geq 0 \). When \( m = 0 \) or \( n = 0 \), without loss of generality, let \( m = 0 \). Then the result follows from \( u_0 \odot_M u_n = u_n \). When \( m, n \geq 1 \), we may assume \( m \leq n \) by the commutativity of \( \odot_M \). Then
\[
    u_m \odot_M u_n = \mathbf{1} \otimes (u_m \odot_M u_{n-1}) + \mathbf{1} \otimes (u_{m-1} \odot_M u_n) + \kappa u_{m-1} \odot_M u_{n-1}
\]
(11)
\[
    = \sum_{r=0}^{\min(m,n-1)} \binom{m+n-1-r}{m} \binom{m}{r} \kappa' u_{m+n-2r} + \sum_{r=0}^{m-1} \binom{m+n-1-r}{m-1} \binom{m}{r-1} \kappa' u_{m+n-2r} + \sum_{r=0}^{m-1} \binom{m+n-2-r}{m-1} \binom{m}{r} \kappa' u_{m+n-2r}
\]
(12)
\[
    = \sum_{r=0}^{\min(m,n-1)} \binom{m+n-1-r}{m} \binom{m}{r} \kappa' u_{m+n-2r} + \sum_{r=0}^{m-1} \binom{m+n-1-r}{m-1} \binom{m}{r} \kappa' u_{m+n-2r} + \sum_{r=0}^{m-1} \binom{m+n-2-r}{m-1} \binom{m}{r} \kappa' u_{m+n-2r}
\]
where the last step follows from the convention
\[
    \binom{m+n-1-m}{m} = \binom{n-1}{m} = \binom{m-1}{m} = 0.
\]
If \( m < n \), then \( \min(m, n-1) = m \) and Eq. (12) holds.
Substitute Eq. (12) into Eq. (11) and shift the index in the last summand in Eq. (11), we get
\[
    u_m \odot_M u_n = \sum_{r=0}^{m} \binom{m+n-1-r}{m} \binom{m}{r} \kappa' u_{m+n-2r} + \sum_{r=0}^{m-1} \binom{m+n-1-r}{m-1} \binom{m}{r} \kappa' u_{m+n-2r}
\]
\[
    + \sum_{r=0}^{m} \binom{m+n-1-r}{m-1} \binom{m}{r-1} \kappa' u_{m+n-2r}
\]
\[
    = \sum_{r=0}^{m} \binom{m+n-1-r}{m} \binom{m}{r} \kappa' u_{m+n-2r} + \sum_{r=0}^{m-1} \binom{m+n-1-r}{m-1} \binom{m}{r} \kappa' u_{m+n-2r}
\]
(13)
\[
    + \sum_{r=0}^{m} \binom{m+n-1-r}{m} \binom{m}{r-1} \kappa' u_{m+n-2r}
\]
(14)
\[
    = \sum_{r=0}^{m} \binom{m+n-1-r}{m} \binom{m}{r} \kappa' u_{m+n-2r} + \sum_{r=0}^{m-1} \binom{m+n-1-r}{m-1} \binom{m}{r} \kappa' u_{m+n-2r}
\]
(15)
\[
    = \sum_{r=0}^{m} \binom{m+n-1-r}{m} + \binom{m+n-1-r}{m-1} \binom{m}{r} \kappa' u_{m+n-2r}
\]
\[
\sum_{r=0}^{m} \binom{m+n-r}{m} \binom{m}{r} \kappa^r u_{m+n-2r},
\]
as required. \hfill \Box

4. The Hopf algebra structure on free commutative modified Rota-Baxter algebras

We now prove that a free modified Rota-Baxter algebra \( III_M(A) \) constructed in Theorem 3.2 carries a natural Hopf algebra structure, as long as \( A \) is already a connected bialgebra (and hence a Hopf algebra) and the weight of the modified Rota-Baxter algebra is a negative square. This applies in particular to free commutative modified Rota-Baxter algebra on a set \( X \), which corresponds to the case of \( A = k[X] \). We divide the construction into two steps, first obtaining the structure of a bialgebra in Section 4.1 and then that of a Hopf algebra by a filtration argument in Section 4.2. In Section 4.3, the coproduct is made explicit in the special case when \( A = k \).

4.1. The bialgebra structure. Let \( (A, \Delta, \varepsilon, u) \) be a bialgebra. For distinction, we will use \( \bar{\otimes} \) for the tensor symbol for the coproduct \( \Delta : A \to A \bar{\otimes} A \).

Fix \( \lambda \in k \) and consider the free modified Rota-Baxter algebra \( III_M(A) = III_{M, -\lambda^2}(A) \) of weight \( \kappa = -\lambda^2 \) on \( A \). To obtain a bialgebra on \( III_M(A) \), we define a coproduct

\[
\Delta_M : III_M(A) \to III_M(A) \bar{\otimes} III_M(A)
\]
by making use of the coproduct \( \Delta \) on \( A \) together with the operator \( P_A \), so that a suitable “cocycle condition” is satisfied. More precisely, we define \( \Delta_M(a) \) for \( a \in A^\otimes k, k \geq 1 \), inductively on \( k \).

When \( k = 1 \), that is, \( a \in A \), simply define

\[
\Delta_M(a) := \Delta(a).
\]

For \( k \geq 2 \) and \( a \in A^\otimes k \), write \( a = a_0 \otimes a' \) with \( a' \in A^\otimes k \). Note that \( a = a_0 \odot_M P_A(a') \). Then we apply a Hochschild cocycle and define

\[
\Delta_M(P_A(a')) := P_A(a') \bar{\otimes} 1 + (\text{id} \bar{\otimes} P_A) \Delta_M(a') + \lambda a' \bar{\otimes} 1,
\]
and

\[
\Delta_M(a) = \Delta_M(a_0 \odot_M P_A(a')) := \Delta(a_0) \odot_M \Delta_M(P_A(a')).
\]

From this definition and the multiplicativity of \( \Delta \) we obtain

\[
\Delta_M(a \odot_M a) = \Delta(a) \odot_M \Delta_M(a) \quad \text{for all } a \in A, a \in A^\otimes k.
\]

Further we define a counit

\[
\varepsilon_M : III_M(A) \to k, \quad \varepsilon_M(a) := (-\lambda)^k \varepsilon(a_0 a_1 \cdots a_k) \quad \text{if } a = a_0 \otimes a_1 \otimes \cdots \otimes a_k \in A^\otimes (k+1),
\]
for the counit \( \varepsilon : A \to k \) of the bialgebra \( A \). Then the definitions of \( \varepsilon_M \) and \( P_A \) lead to

\[
\varepsilon_M(1 \otimes a') = \varepsilon_M(P_A(a')) = -\lambda \varepsilon_M(a'), \quad \varepsilon_M(a_0 \otimes a') = -\lambda \varepsilon(a_0) \varepsilon_M(a') \quad \text{for all } a = a_0 \otimes a'.
\]

Lemma 4.1. Let \( P_A \) and \( \Delta_M \) be as above. Then for \( a \in A \bar{\otimes} A \), we have

\[
(id \bar{\otimes} \Delta_M)(id \bar{\otimes} P_A)(a) = ((id \bar{\otimes} P_A)(a)) \bar{\otimes} 1 + (id \bar{\otimes} P_A)(id \bar{\otimes} \Delta_M)(a) + \lambda a \bar{\otimes} 1,
\]
as an element in \( A \bar{\otimes} A \bar{\otimes} A \).
Proof. We only need to verify the equation for a pure tensor $a_0 \otimes a_1 \in A \otimes A$. For this we check
\[
(id \otimes \Delta_M)(id \otimes P_A)(a_0 \otimes a_1) = \alpha_0 \otimes (\Delta_M P_A(a_1))
\]
\[
= \alpha_0 \otimes P_A(a_1) \otimes 1 + \alpha_0 \otimes (id \otimes P_A)\Delta_M(a_1) + \lambda \alpha_0 \otimes \alpha_1 \otimes 1
\]
\[
= ((id \otimes P_A)(a) \otimes 1 + (id \otimes id \otimes P_A)(id \otimes \Delta_M)(a) + \lambda a \otimes 1),
\]
as needed.

Lemma 4.2. Let $P_A$ be as above. Then $id \otimes P_A$ is a modified Rota-Baxter operator on the tensor product algebra $\Pi_M(A) \otimes \Pi_M(A)$.

Proof. It follows directly from the definition of the modified Rota-Baxter operator.

Theorem 4.3. If $A$ is a bialgebra, then $\Pi_M(A)$ is a bialgebra.

Proof. The proof is divided into the following four parts:

(a) The coproduct $\Delta_M : \Pi_M(A) \rightarrow \Pi_M(A) \otimes \Pi_M(A)$ is an algebra homomorphism;
(b) The counit $\epsilon_M : \Pi_M(A) \rightarrow \mathbb{k}$ is an algebra homomorphism;
(c) The coproduct $\Delta_M$ is coassociative; and
(d) The map $\epsilon_M$ satisfies the counicity property.

To prove that $\Delta_M : \Pi_M(A) \rightarrow \Pi_M(A) \otimes \Pi_M(A)$ is an algebra homomorphism, we verify the multiplicity
\[
\Delta_M(a \circ_M b) = \Delta_M(a) \circ_M \Delta_M(b)
\]
for any pure tensor $a = a_0 \otimes a_1 \otimes \cdots \otimes a_m \in A \otimes^{m+1}$, $b = b_0 \otimes b_1 \otimes \cdots \otimes b_n \in A \otimes^{n+1}$. For this we apply the induction on $m + n \geq 0$. When $m = 0$ and $n = 0$, this is simply the multiplicity of $\Delta$ on $A$. For the inductive step, when $m + n \geq 1$ with either $m = 0$ or $n = 0$, Eq. (18) again follows the definition of $\circ_M$. When $m, n \geq 1$, write $a = a_0 \otimes a'$ and $b = b_0 \otimes b'$.

First assume that $a_0 = b_0 = 1$. Then we have
\[
\Delta_M(a \circ_M b) = \Delta_M(P_A(a') \circ_M P_A(b'))
\]
\[
= \Delta_M(P_A(a') \circ_M P_A(b')) + \Delta_M(P_A(a') \circ_M b') - \lambda^2 \Delta_M(a' \circ_M b') \quad \text{(by Eq. (1))}
\]
\[
= P_A(a') \circ_M b' \otimes 1 + (id \otimes P_A)\Delta_M(P_A(a') \circ_M b') + \lambda P_A \circ_M (a' \circ_M b') \otimes 1
\]
\[
+ P_A(a') \circ_M P_A(b') \otimes 1 + (id \otimes P_A)\Delta_M(P_A(a') \circ_M P_A(b')) + \lambda (a' \circ_M P_A(b')) \otimes 1
\]
\[
- \lambda^2 \Delta_M(a' \circ_M b') \quad \text{(by the induction hypothesis)}
\]
\[
= P_A(a') \circ_M b' \otimes 1 + (id \otimes P_A)\Delta_M(P_A(a') \circ_M P_A(b')) + \lambda (a' \circ_M P_A(b')) \otimes 1
\]
\[
+ \lambda (P_A(a') \circ_M b' \otimes 1 + (id \otimes P_A)\Delta_M(a') \circ_M P_A(b' \otimes 1))
\]
\[
+ (id \otimes P_A)\Delta_M(a') \circ_M (P_A(b') \otimes 1 + (id \otimes P_A)\Delta_M(b') + \lambda b' \otimes 1)) + \lambda (a' \circ_M P_A(b') \otimes 1)
\]
\[
- \lambda^2 \Delta_M(a' \circ_M b') \quad \text{(by Eq. (1))}
\]
\[
= P_A(a') \circ_M b' \otimes 1 + (L_{a'} \otimes P_A)\Delta_M(b') + (id \otimes P_A)\Delta_M(a') \circ_M \Delta_M(b')
\]
\[
+ \lambda (L_{a'} \otimes P_A)\Delta_M(b') + \lambda (a' \circ_M b' \otimes 1) + P_A(a') \circ_M P_A(b') \otimes 1
\]
\[ + (L_{P_a(b')} \otimes P_A)(\Delta_M(a')) + \left( \text{id} \otimes P_A \right) \left( \Delta_M(a') \circ \Delta_M(1 \otimes b') \right) + \lambda (L_{P_a(b')} \otimes P_A)(a') \]

\[ + \lambda(a' \circ \Delta_M P_A(b')) \overline{M} - \lambda^2 \Delta_M(a' \circ \Delta_M(b')) \quad \text{(write } L_u \text{ for multiplication by } u) \]

On the other hand,

\[ \Delta_M(a) \circ \Delta_M(b) = \Delta_M(P_A(a') \circ \Delta_M(b')) \]

\[ = \left( P_A(a') \overline{M} + (\text{id} \otimes P_A) \Delta_M(a') + \lambda(a) \overline{M} \right) \circ \Delta_M \left( P_A(b') \overline{M} + (\text{id} \otimes P_A) \Delta_M(b') + \lambda(b) \overline{M} \right) \]

\[ = P_A(P_A(a') \circ \Delta_M(b')) \overline{M} + (P_A(a') \circ \Delta_M(b')) \overline{M} = \sum \Delta_M(a') \circ \Delta_M(b') \]

\[ + (P_A(a') \circ \Delta_M(b')) \overline{M} = \sum \Delta_M(a') \circ \Delta_M(b') \]

\[ + \lambda(P_A(a') \circ \Delta_M(b')) \overline{M} = \sum \Delta_M(a') \circ \Delta_M(b') \]

\[ + \lambda(P_A(a') \circ \Delta_M(b')) \overline{M} = \sum \Delta_M(a') \circ \Delta_M(b') \]

Now we see that the \( i \)-th term in the expansion of \( \Delta_M(a) \circ \Delta_M(b) \) agrees with the \( \sigma(i) \)-th term in the expansion of \( \Delta_M(a \circ_M b) \), where \( \sigma \in \Sigma_{11} \) is

\[
\begin{pmatrix}
  1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 & 10 & 11 \\
  1 & 3 & 6 & 11 & 4 & 2 & 5 & 7 & 9 & 10 & 8
\end{pmatrix}.
\]

Next, for general \( a = a_0 \otimes a' \) and \( b = b_0 \otimes b' \), by the case considered above, we have

\[ \Delta_M(a) \circ_M \Delta_M(b) = \Delta(a_0) \circ_M \Delta_M(1 \otimes a') \circ_M \Delta(b_0) \circ_M \Delta_M(1 \otimes b') \]

\[ = \Delta(a_0) \circ_M \Delta(b_0) \circ_M \Delta_M(P_A(a') \circ_M \Delta_M(P_A(b'))) \]

\[ = \Delta(a_0 \circ_M \Delta_M(P_A(a') \circ_M P_A(b'))). \]

On the other hand, by the definition of \( \Delta_M \) and \( \circ_M \), we have

\[ \Delta_M(a \circ_M b) \]

\[ = \Delta_M \left( (a_0 \circ_M \Delta_M(1 \otimes a') \circ_M \Delta_M(1 \otimes b')) \right) + \Delta_M \left( (a_0 \circ_M (1 \otimes b')) \right) \]

\[ + \Delta_M \left( (a_0 \circ_M (1 \otimes b')) \right) \quad \text{(by Eq. (5))} \]

\[ = \Delta(a_0 \circ_M \Delta_M(1 \otimes (a' \circ_M (1 \otimes b')))) + \Delta(a_0 \circ_M \Delta_M(1 \otimes (a' \circ_M (1 \otimes b')))) \]

\[ + \Delta(a_0 \circ_M \Delta_M(a' \circ_M b')). \]

Since \( P_A \) is a modified Rota-Baxter operator, this agrees with the expansion of \( \Delta_M(a) \circ_M \Delta_M(b) \).

This completes the verification that \( \Delta_M \) is an algebra homomorphism for the product \( \circ_M \).
We also prove the multiplicativity of $\varepsilon_M$:

$$\varepsilon_M(a \circ_M b) = \varepsilon_M(a) \circ_M \varepsilon_M(b)$$

by induction on $m + n \geq 0$ for $a \in A^{\otimes(m+1)}$, $b \in A^{\otimes(n+1)}$, $m, n \geq 0$. The initial case of $m + n = 0$ is simply the multiplicativity of the counit $\varepsilon$ on $A$. Assume that the equation holds for $m + n \geq k \geq 0$ and consider the case when $m + n = k + 1$. If either $m = 0$ or $n = 0$, then the equation follows easily from the definitions of $\circ_M$ and $\varepsilon_M$. So we consider the case of $m, n \geq 1$ and write $a = a_0 \otimes a_1 \otimes \cdots \otimes a_m = a_0 \otimes a'$ and $b = b_0 \otimes b_1 \otimes \cdots b_n = b_0 \otimes b'$. First assume $a_0 = b_0 = 1$. Then

$$\varepsilon_M((1 \otimes a') \circ_M (1 \otimes b'))$$

$$= \varepsilon_M(P_A(a') \circ_M P_A(b'))$$

$$= \varepsilon_M(P_A(P_A(a') \circ_M b')) + \varepsilon_M(P_A(a' \circ_M P_A(b'))) - \lambda^2 \varepsilon_M(a' \circ_M b')$$ (by Eq. (3))

$$= -\lambda \varepsilon_M(P_A(a') \circ_M b') - \lambda \varepsilon_M(a' \circ_M P_A(b')) - \lambda^2 \varepsilon_M(a' \circ_M b')$$ (by Eq. (7))

(by the induction hypothesis)

$$= \lambda^2 \varepsilon_M(a') \circ_M \varepsilon_M(b') + \lambda^2 \varepsilon_M(a') \circ_M \varepsilon_M(b') - \lambda^2 \varepsilon_M(a') \circ_M \varepsilon_M(b')$$ (by Eq. (7))

$$= \lambda^2 \varepsilon_M(a') \circ_M \varepsilon_M(b')$$

$$= \varepsilon_M(1 \otimes a') \circ_M \varepsilon_M(1 \otimes b').$$

In general,

$$\varepsilon_M(a \circ_M b)$$

$$= \varepsilon_M((a_0 b_0) \circ_M P_A(a') \circ_M P_A(b))$$ (by Eq. (3))

$$= \varepsilon(a_0 b_0) \circ_M \varepsilon_M(P_A(a') \circ_M P_A(b'))$$ (by Eq. (7))

$$= \varepsilon(a_0) \circ_M \varepsilon(b_0) \circ_M \varepsilon_M(1 \otimes a') \circ_M \varepsilon_M(1 \otimes b')$$ (by the previous case)

$$= \varepsilon_M(a) \circ_M \varepsilon_M(b).$$

This proves the multiplicativity of $\varepsilon_M$.

We will prove the coassociativity of $\Delta_M$ by induction on $k \geq 0$ for $a \in A^{\otimes(k+1)}$. When $k = 0$, then $\Delta_M(a) = \Delta(a)$ and we are done. For $k > 0$, write $a = a_0 \otimes a' \in A^{\otimes(k+1)}$ with $a' \in A^{\otimes k}$. First taking $a_0 = 1$, then $a = P_A(a')$ and we have

$$(\text{id} \otimes \Delta_M)\Delta_M(a)$$

$$= (\text{id} \otimes \Delta_M)(P_A(a'))$$

$$= (\text{id} \otimes \Delta_M)(P_A(a') \otimes 1 + (\text{id} \otimes P_A)\Delta_M(a') + \lambda a' \otimes 1)$$ (by Eq. (14))

$$= P_A(a') \otimes 1 \otimes 1 + (\text{id} \otimes \Delta_M P_A)(a') + \lambda a' \otimes 1 \otimes 1$$

$$= P_A(a') \otimes 1 \otimes 1 + (\text{id} \otimes P_A)\Delta_M(a') \otimes 1 + (\text{id} \otimes \text{id} \otimes P_A)(\text{id} \otimes \Delta_M)\Delta_M(a') + \lambda a' \otimes 1 \otimes 1$$ (by Lemma 4.1)

$$= P_A(a') \otimes 1 \otimes 1 + (\text{id} \otimes P_A)\Delta_M(a') \otimes 1 + (\text{id} \otimes \text{id} \otimes P_A)(\text{id} \otimes \Delta_M)(a' \otimes 1)$$

$$+ \lambda a' \otimes 1 \otimes 1$$ (by the induction hypothesis).

On the other hand,

$$(\Delta_M \otimes \text{id})\Delta_M(a)$$
Further, \( (\Delta \circ \text{id}) \Delta (P_A(a')) = \Delta (\text{id} \circ \Delta (P_A(a'))) \) (by Eq. (14))
\[ = (\Delta \circ \text{id})(P(\Delta(a')) \otimes 1 + (\text{id} \circ P_A) \Delta (\Delta(a')) + \lambda a \otimes 1) \]
\[ = (\Delta \circ P_A)(a') \otimes 1 + (\Delta \circ \text{id} \circ P_A) \Delta (\Delta(a')) + \lambda a \otimes 1 \]
\[ = P_A(a') \otimes 1 \otimes 1 + ((\text{id} \circ P_A) \Delta (\Delta(a')) \otimes 1 + \lambda a \otimes 1) + (\text{id} \circ \text{id} \circ P_A)(\Delta \circ \text{id} \circ \Delta (\Delta(a')) + \lambda \Delta(a') \otimes 1) \]
by Eq. (14). This agrees with the expansion of \((\text{id} \circ \Delta \circ \text{id}) \Delta (a)\). For the general case of \(a = a_0 \otimes a' = a_0 \circ_{M} P_A(a')\), we have
\[ (\Delta \circ \text{id}) \Delta (a_0 P_A(a')) = (\Delta \circ \text{id})(\Delta(a_0) \circ_M \Delta (P_A(a'))) \]
\[ = (\Delta \circ \text{id})(\Delta(a_0)) \circ_M (\Delta \circ \text{id} \circ \Delta (P_A(a'))) \]
By the coassociativity of \(\Delta\) and the previous case of the proof, this agrees with
\[ (\text{id} \circ \Delta \circ \text{id}) \Delta (a_0 P_A(a')) = (\text{id} \circ \Delta \circ \text{id})(\Delta(a_0) \circ_M \Delta (P_A(a'))) \]
\[ = (\text{id} \circ \Delta \circ \text{id})(\Delta(a_0)) \circ_M (\text{id} \circ \Delta \circ \text{id} \circ \Delta (P_A(a'))) \]
as needed. This completes the induction.

For the counicity property of \(\varepsilon_M\), we verify
\[ (\text{id} \circ \varepsilon_M) \Delta (a) = a \otimes 1, \quad (\varepsilon_M \circ \text{id}) \Delta (a) = 1 \otimes a \]
by induction on \(m \geq 0\) for \(a \in A^{\otimes (m+1)}\).
When \(m = 0\), \(\varepsilon_M = \varepsilon\), so we are done by the counicity property of \(\varepsilon\).
For \(m > 0\), \(a = a_0 \otimes a' \in A^{\otimes (m+1)}\) with \(a' \in A^{\otimes m}\). We have
\[ (\text{id} \circ \varepsilon_M) \Delta (a) = (\text{id} \circ \varepsilon_M) \Delta (a_0 \circ_M P_A(a')) \]
\[ = (\text{id} \circ \varepsilon_M) \Delta (a_0) \circ_M (\text{id} \circ \varepsilon_M)(\Delta (P_A(a'))) \]
\[ = (a_0 \otimes 1) \circ_M (\text{id} \circ \varepsilon_M)(\Delta A'(a')) + (\text{id} \circ \varepsilon_M)(\Delta (\Delta(a')) + \lambda a \otimes 1) \]
\[ = (a_0 \otimes 1) \circ_M (\Delta (\Delta(a')) + \lambda a \otimes 1) \]
\[ = (a_0 \otimes 1) \circ_M (\Delta (\Delta(a')) + \lambda a \otimes 1) = a \otimes a. \]
Further,
\[ (\varepsilon_M \circ \text{id}) \Delta (a) = (\varepsilon_M \circ \text{id}) \Delta (a_0 \circ_M P_A(a')) \]
\[ = (\varepsilon_M \circ \text{id})(\Delta(a_0)) \circ_M (\varepsilon_M \circ \text{id}) \Delta (P_A(a')) \]
\[ = (1 \otimes a_0) \circ_M (\varepsilon_M \circ \text{id})(\Delta (P_A(a')) \otimes 1 + (\text{id} \circ P_A) \Delta (\Delta(a')) + \lambda a \otimes 1) \]
\[ = (1 \otimes a_0) \circ_M (\varepsilon_M \circ \text{id})(\Delta (P_A(a')) \otimes 1 + (\text{id} \circ P_A) \Delta (\Delta(a')) + \lambda a \otimes 1) \]
\[ = (1 \otimes a_0) \circ_M (\varepsilon_M \circ \text{id})(\Delta (P_A(a')) \otimes 1 + (\text{id} \circ P_A) \Delta (\Delta(a')) + \lambda a \otimes 1) \]
This concludes the verification of the four properties for \(\Pi_M(A)\) to be a bialgebra.

4.2. The Hopf algebra structure.

**Definition 4.4.** A filtered bialgebra is a bialgebra \((A, m, \mu, \Delta, \varepsilon)\) together with an increasing filtration \(A_n, n \geq 0\), such that
\[ A = \bigcup_{n=0}^{\infty} A_n, \quad A_m A_n \subseteq A_{m+n}, \quad \Delta(A_k) \subseteq \sum_{m+n=k} A_m \otimes A_n, \quad m, n, k \geq 0. \]
A filtered bialgebra $A$ is called **connected** if $A_0 = k$.

The following theorem is from [24].

**Proposition 4.5.** A connected filtered bialgebra is a Hopf algebra.

**Theorem 4.6.** If $A = \bigcup_{n \geq 0} A_n$ is a connected filtered bialgebra, then $\mathfrak{III}_M(A)$ is also a connected filtered bialgebra. In particular, $\mathfrak{III}_M(A)$ is a Hopf algebra.

**Proof.** For $0 \neq a \in A$, we define the degree of $a$ by

$$\deg(a) = \min\{k \mid a \in A_k\}.$$  

In other words, $\deg(a) = k$ for $a \in A_k \setminus A_{k-1}$, $k \geq 0$ (we set $A_{-1} = 0$). Denote $\mathcal{A} := \mathfrak{III}_M(A)$. For $0 \neq a = a_0 \otimes \cdots \otimes a_m \in A^{\otimes(m+1)} \subseteq \mathfrak{III}_M(A)$, we define

$$\deg(a) := \deg(a_0) + \cdots + \deg(a_m) + m$$

and let $\mathcal{A}_k$ denote the linear span of pure tensors $a \in \mathcal{A}$ with $\deg(a) \leq k$. Then $\mathcal{A}_0 = A_0 = k$ and, for $a = a_0 \otimes a' \in A^{\otimes(m+1)}$ with $a' \in A^{\otimes m}$, we have

$$\deg(a) = \deg(a_0) + \deg(a') + 1, \quad a' \in \mathcal{A}_n \implies a \in \mathcal{A}_{n+\deg(a_0)+1}.$$  

We will show that $\mathcal{A}$ is filtered. Then by $\mathcal{A}_0 = k$, $\mathcal{A}$ is connected which completes the proof of the theorem.

First we apply the induction on $m+n$ to prove

$$a \circ_M b \in \mathcal{A}_{m+n}$$

for pure tensors $a \in \mathcal{A}_m$ and $b \in \mathcal{A}_n$. If $m+n = 0$, then $m = n = 0$. Then the equation holds since $\mathcal{A}_0 = k$. For a given $k \geq 0$, assume that the equation holds for $m+n = k$ and consider the case when $m+n = k+1$. If $m = 0$ or $n = 0$, then $a \in k$ or $b \in k$ and so the inclusion clearly holds. Thus we assume $m, n \geq 1$. If $a \in A$ or $b \in A$, then the equation holds since $A$ is filtered. So we can further take $a \in A^{\otimes p}, b \in A^{\otimes q}$ with $p, q \geq 2$. Then we can write $a = a_0 \otimes a', b = b_0 \otimes b'$ with $a' = a_1 \otimes \cdots \otimes a_p, b' = b_1 \otimes \cdots \otimes b_q$. By Eq. (5), we have

$$a \circ_M b = (a_0 \otimes a') \circ_M (b_0 \otimes b') = a_0 b_0 \otimes ((1 \otimes a') \circ_M b') + a_0 b_0 \otimes (a' \circ_M (1 \otimes b')) - \Delta a_0 b_0 (a' \circ_M b').$$

Consider the first term on the right hand side. The first equation in Eq. (13) gives

$$\deg(a') = \deg(a) - \deg(a_0) - 1 \leq m - \deg(a_0) - 1 \quad \text{and} \quad \deg(b') = \deg(b) - \deg(b_0) - 1 \leq n - \deg(a_0) - 1,$$

whence

$$a' \in \mathcal{A}_{m-\deg(a_0)-1}, \quad 1 \otimes a' \in \mathcal{A}_{m-\deg(a_0)} \quad \text{and} \quad b' \in \mathcal{A}_{n-\deg(b_0)-1}.$$  

Thus by the induction hypothesis and the second equation in Eq. (13), we obtain

$$(1 \otimes a') \circ_M b' \in \mathcal{A}_{m+n-\deg(a_0)-\deg(b_0)-1} \quad \text{and} \quad a_0 b_0 \otimes ((1 \otimes a') \circ_M b') \in \mathcal{A}_{m+n}.$$  

The same argument applies to the second and the third terms. Thus we obtain $a \circ_M b \in \mathcal{A}_{m+n}$, completing the induction.

Second, we also use the induction on $k \geq 0$ to show

$$\Delta_M(\mathcal{A}_k) \subseteq \sum_{m+n=k} \mathcal{A}_m \otimes \mathcal{A}_n.$$  

It is true for $k = 0$ since $\mathcal{A}_0 = k \subseteq A$ and $A$ is filtered. Assume that the equation holds for a given $k \geq 0$ and consider $\mathcal{A}_{k+1}$. For $a \in \mathcal{A}_{k+1}$, if $a \in A$, then there is nothing to prove since $A$ is filtered.
So we can take \( a \in A^i \) with \( i \geq 2 \) and write \( a = a_0 \otimes a' \). Then the multiplicativity of \( \Delta_M \) and the cocycle condition in Eq. (14) lead to

\[
\begin{align*}
\Delta_M(a) & = \Delta_M(a_0 \otimes_M P_A(a')) \\
& = \Delta(a_0) \circ_M \Delta_M(P_A(a')) \\
& = \Delta(a_0) \circ_M (P_A(a') \otimes 1 + (id \otimes P_A)\Delta_M(a') + \lambda a' \otimes 1).
\end{align*}
\]

By the induction hypothesis, we have

\[
\Delta_M(a') \subseteq \bigoplus_{m+n=\deg(a')} \mathcal{A}_m \otimes \mathcal{A}_n.
\]

Then by Eq. (15) and \( \sum_{m+n=\ell} \mathcal{A}_m \otimes \mathcal{A}_n \subseteq \sum_{m+n=\ell+1} \mathcal{A}_m \otimes \mathcal{A}_n \), we obtain

\[
P_A(a') \otimes 1 + (id \otimes P_A)\Delta_M(a') + \lambda a' \otimes 1 \in \sum_{m+n=\deg(P_A(a'))} \mathcal{A}_m \otimes \mathcal{A}_n.
\]

Then by Eq. (19) again, we obtain

\[
\Delta(a_0) \circ_M (P_A(a') \otimes 1 + (id \otimes P_A)\Delta_M(a') + \lambda a' \otimes 1) \in \sum_{m+n=\deg(a_0) + \deg(P_A(a'))} \mathcal{A}_m \otimes \mathcal{A}_n = \sum_{m+n=k+1} \mathcal{A}_m \otimes \mathcal{A}_n.
\]

This completes the induction. \( \Box \)

4.3. The case of \( A = k \) revisited. We end the paper by returning to the special case of \( \Pi_M(A) \) when \( A \) is the base ring \( k \), first considered in Section 4.3. As what we achieved for the product \( \circ_M \) of \( \Pi_M(k) \) in Proposition 3.4, we will give an explicit formula for the coproduct of \( \Pi_M(k) \).

Note that \( k \) is naturally a connected \( k \)-bialgebra with its coproduct

\[
\Delta : k \rightarrow k \otimes k, \quad x \mapsto x \otimes 1 \quad \text{for all} \ x \in k,
\]

counit

\[
\varepsilon = id_k : k \rightarrow k
\]

and filtration

\[
k_k = k \quad \text{for all} \ k \geq 0.
\]

As in Section 4.3 \( \Pi_M(k) = \bigoplus_{k \geq 0} k^{(k+1)} = \bigoplus_{k \geq 0} k u_k \). The coproduct \( \Delta_M \) in Section 4.1 becomes

\[
\Delta_M : \Pi_M(k) \rightarrow \Pi_M(k) \otimes \Pi_M(k),
\]

\[
u_k \mapsto \begin{cases} u_0 \otimes u_0, & k = 0, \\ P_k(u_{n-1}) \otimes 1 + (id \otimes P_k)\Delta_M(u_{n-1}) + \lambda u_{n-1} \otimes 1, & k \geq 1. \end{cases}
\]

Then we have

**Proposition 4.7.** \( \Delta_M(u_n) = \sum_{r=0}^{n} u_r \otimes u_{n-r} + \lambda \sum_{r=0}^{n-1} u_r \otimes u_{n-r-1} \) for \( n \geq 1 \).

**Proof.** We use induction on \( n \geq 1 \). The initial step of \( n = 1 \) follows from

\[
\begin{align*}
\Delta_M(u_1) & = P_A(u_0) \otimes 1 + (id \otimes P_A)\Delta_M(u_0) + \lambda u_0 \otimes 1 \\
& = u_1 \otimes 1 + (id \otimes P_A)(u_0 \otimes u_0) + \lambda u_0 \otimes 1 \\
& = u_1 \otimes u_0 + u_0 \otimes u_1 + \lambda u_0 \otimes u_0.
\end{align*}
\]

Now for the induction step of \( n \geq 2 \), applying the induction hypothesis, we obtain

\[
\Delta_M(u_n) = P_A(u_{n-1}) \otimes 1 + (id \otimes P_A)\Delta_M(u_{n-1}) + \lambda u_{n-1} \otimes 1
\]
\begin{align*}
&= u_0 \otimes 1 + (\text{id} \otimes P_A) \left( \sum_{r=0}^{n-1} u_r \otimes u_{n-1-r} + \lambda \sum_{r=0}^{n-2} u_r \otimes u_{n-2-r} + \lambda u_{n-1} \otimes 1 \right) \\
&= u_0 \otimes 1 + \sum_{r=0}^{n-1} u_r \otimes u_{n-r} + \lambda \sum_{r=0}^{n-2} u_r \otimes u_{n-1-r} + \lambda u_{n-1} \otimes 1 \\
&= \sum_{r=0}^{n} u_r \otimes u_{n-r} + \lambda \sum_{r=0}^{n-1} u_r \otimes u_{n-1-r}.
\end{align*}

Hence we complete the induction. \hfill \square

Further, from Eq. (16), the counit is
\[ \varepsilon_M : \Pi_M(k) \to k, u_n \mapsto (-\lambda)^n u_0. \]
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