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ABSTRACT Deploying access and backhaul as wireless links, a.k.a. integrated access and backhaul (IAB), is envisioned as a viable approach to enable flexible and dense networks. Even further, mobile IAB (mIAB) is a candidate solution to enhance the connectivity of multiple user equipment (UE) moving together. In this context, different of other works from the literature, the present work overviews the basis for the deployment of mIAB by presenting: 1) the current status of IAB standardization in the fifth generation (5G) new radio (NR); 2) a new taxonomy for state-of-the-art works regarding fixed IAB and mIAB; 3) an extensive performance analysis of mIAB based on simulation results; and 4) open challenges and potential future prospects of mIAB. Specifically, the proposed taxonomy classifies IAB works according to different perspectives and categorizes mIAB works according to the type of mobile node. For each type of mobile node, the main studied topics are presented. Regarding the performance evaluation, we consider an urban macro scenario where mIAB nodes are deployed in buses in order to improve the passengers’ connection. The results show that, compared to other network architectures, the deployment of mIAB nodes remarkably improves the passengers’ throughput and latency in both downlink and uplink.

INDEX TERMS 5G standardization, 6G, backhaul, integrated access and backhaul (IAB), mobile IAB, mobility, moving cell.

I. INTRODUCTION

5G NETWORKS are being designed and deployed considering a dense deployment of small cells in order to simultaneously serve more UEs with higher throughput and lower delay [1]. However, building from scratch a completely new infrastructure is costly and takes time [2]. Deploying a wireless backhaul is then envisioned to be a technically viable approach to enable flexible and dense network deployments [3].

Wireless backhaul has already been considered in the past. However, on the one hand, it has been based on non-standardized solutions, deployed on millimeter wave (mmWave) band apart of the spectrum used for access links and mainly designed for point-to-point (PTP) communications with good networking planning and line of sight (LOS) connections, as in [4], [5], [6], [7]. On the other hand, in 5G, access and backhaul links can be deployed in mmWave band in 5G networks that are expected to be dense, possibly unplanned and with low height access points, which requires the support of non-line-of-sight (NLOS) backhaul. These 5G characteristics are the main reasons why academia and industry are now investigating a standardized solution...
for joint access and backhaul fitting the 5G characteristics. The 3rd generation partnership project (3GPP), the organization in charge of standardizing 5G NR, has already started standardizing this new wireless backhaul under the term IAB.

IAB is promising and desirable due to its cost effectiveness, fast deployment and easy maintenance [8]. Regarding the cost, the authors of [9] compared the deployment cost of three typical backhaul technologies, i.e., wireless, direct fiber and passive optical. They showed that a wireless backhaul is the most cost-effective among the three backhaul technologies. Another advantage is the support of larger bandwidth in NR without the need to proportionally densify the supporting wired transport network [3].

Thinking further, IAB also allows the deployment of mobile cells, called here mIAB cells, which should be available after 3GPP Release 18. The mIAB is expected to enhance the service of moving UEs improving connectivity to the network and to avoid signaling storms from simultaneous handover (HO) messages. Examples of mIAB applications are illustrated in Fig. 1, e.g., mIAB nodes deployed at trains, buses and unmanned aerial vehicles (UAVs). In the examples presented in Fig. 1, the mIAB nodes are wirelessly served either by a base station (BS) which is connected by wire/fiber to the core network (CN) or even by a BS which is also wirelessly served by another BS wired-connected to the CN.

In terms of mobility, one can consider three distinct types of IAB nodes: fixed IAB nodes, nomadic IAB nodes and mIAB nodes. While fixed IAB nodes are always at the same position, allowing a system planning of long duration, nomadic IAB nodes adapt their location before the communication, remaining fixed during the communication. The main objective of nomadic IAB is to temporarily extend the coverage and serve out-vehicle UEs in a given area, e.g., disaster area, close to stadiums, etc. With mIAB, on the other hand, the mIAB node on top of, e.g., trains, buses, or trans, can communicate during the movement. As opposed to nomadic IAB, the main goal for mIAB is to serve the in-vehicle UEs. In this work, we concentrate on mIAB.

In this context, the present work aims at presenting an overview on the topic of mIAB and on the technologies enabling its deployment in 5G networks and beyond. At the time of writing of this work, as far as we know, [10] is the unique survey focused on IAB, while [11] is the most complete survey covering mobile cells.

The work in [10] focuses on fixed IAB. As opposed, we concentrate on the potentials and challenges of mIAB. Particularly, 1) we review and propose a taxonomy for works on mIAB which was not covered by [10]. Also, 2) different from [10], we present deep performance evaluations to verify the potential benefits of mIAB. Finally, while [10] presents a single taxonomy on fixed IAB, we present a different organization of the reviewed articles. More specifically, different from [10], we highlight that the works do not fit into a unique class of criteria as we classify the same work into different categories and under different perspectives.

Our work is different from [11] from various perspectives. Firstly, while the authors of [11] only focused on moving cells, we also address fixed IAB, which also uses a wireless backhaul. More specifically, we provide an overview of the architecture and protocols standardized by 3GPP to support IAB and, we present a taxonomy for fixed IAB works, which is the basis for mIAB in 5G and beyond 5G. Secondly, [11] only addresses land-based public transport vehicles such as trains, subways, buses, and vans, while we also address cars and UAVs. Finally, as [10], the survey in [11] does not present a detailed performance evaluation of mIAB and does not compare its performance with alternative technologies.

By presenting simulation results that take into account models, procedures and architectures standardized by 3GPP, we aim at comparing the performance of mIAB networks with current networks and at presenting future directions of research to improve its performance. Moreover, the results presented in the paper also provide interesting practical insights into the mIAB architecture, which adds to the existing research on this topic. Such results will be interesting for academic and industrial readers and may be useful in 3GPP discussions on mIAB. To the best of our knowledge, this is the only system-level performance evaluation of mIAB networks with realistic models showing the benefits and challenges of mIAB, in comparison with other deployment scenarios.

The present work is organized as follows. First, we present the basis of IAB in Sections II and III. More specifically, Section II presents current IAB aspects already standardized by 3GPP for 5G NR. Besides, Section III presents a literature review of fixed IAB. In this section, the works are classified following different criteria, such as: studied dimensions, system modeling assumptions/constraints, considered problem objectives and key performance indicators (KPIs), solution approaches and adopted mathematical tools. Furthermore, Section IV presents works related to mIAB. The works presented therein are firstly grouped based
on the existence or not of non-terrestrial links. Works of both groups, i.e., terrestrial and non-terrestrial, are classified according to the type of considered network nodes, e.g., train, bus, UAV, etc. This is due to fact that works considering similar network nodes usually consider similar problems, e.g., UAV positioning, and take advantage of specific characteristics of each type of node, e.g., previously known mobile trajectory of buses. For each type of network node, we present the most recurrent topics and solutions presented in the literature. Moreover, Section V presents a performance evaluation of mIAB through computational simulations results. Extensive performance analysis is presented, including passengers’ and pedestrians’ throughput, latency and link quality in both downlink and uplink transmission directions. Results related to the wireless backhaul are also presented as well as the profile of links served by the IAB donors. Finally, Section VI summarizes the lessons learned and lists some open issues and future directions. Section VII presents the conclusions of this work.

II. IAB ON 3GPP

Wireless backhaul has been studied for years in the literature and the 3GPP has already taken some standardization actions on this matter in the context of long term evolution (LTE) Release 10 [12]. Although wireless backhaul is provided for BSs with the so called LTE relaying [13], the commercial interest on it was not as large as expected. The main limitations of LTE relaying are: 1) limited number of hops, i.e., only single hop is supported; 2) static parent to child architecture; 3) inflexible bandwidth partitioning between access and backhaul; and 4) limited available spectrum [14].

The standardization process on IAB started in 2017 by means of a study item for 5G NR within the scope of Release 15. The technical report [15] describes IAB architectures, radio protocols and physical layer aspects considered by that study item. Later, on July 2020, Release 16 was endorsed, in which protocol layers and architecture of IAB were included in the technical specification [16]. Moreover, the minimum IAB radio frequency (RF) characteristics and minimum NR IAB performance requirements were specified in [17].

Different from LTE relaying, NR-IAB provides greater flexibility by enabling multihop architecture, flexible topology, dynamic resource sharing, as well as the possibility of using mmWave bands for both access and backhaul. Specifically, the wider bandwidths on mmWave together with directionality of massive multiple input multiple output (MIMO) make it possible to use aggressive spectrum reuse and reach higher transmit data rates compared to legacy 6 GHz bands. In the following, we provide more details on IAB architecture and features.

A. IAB ARCHITECTURE

The integration of IAB in NR strives to reuse existing functions and interfaces. Figure 2 illustrates the IAB architecture adopted in NR. One important aspect is the support of multiple wireless backhaul hops. This is illustrated in Fig. 2a by the blue BSs, called IAB nodes, which can be wireless connected one to another. In contrast, the terminating gNodeB (gNB), i.e., the gray BS with a wired backhaul and which provides a wireless backhaul to other BSs, is called IAB donor. The IAB NR support of multiple hops helps to overcome two challenges of signal propagation in mmWaves: its limited coverage range and its low capacity to contour obstacles. However, the main challenges to support multiple hops are related to scalability issues, e.g., increased signaling load and uplink (UL) scheduling latency.

Regarding the IAB nodes, they support gNB distributed unit (DU) and mobile termination (MT) functionalities [16], as illustrated in Fig. 2b. On the one hand, the MT part of an IAB node manages the radio interface layers of its backhaul towards an upstream IAB donor or another IAB node. On the other hand, the DU part provides the NR interface to UEs and to MT parts of downstream IAB nodes.
For compatibility purposes with legacy networks, the MT part of an IAB node acts as a regular UE from the point-of-view of its serving BS (either an IAB donor or another IAB node). From a UE point of view, the DU part of an IAB node looks like as the DU of a regular gNB.

Concerning the IAB donor, it is split in centralized units (CUs) and DUs [16]. This split is transparent to the served nodes and these units can be either collocated or non-collocated. As illustrated in Fig. 3, the DUs are responsible for lower protocol layers, e.g., physical (PHY), medium access control (MAC), and radio link control (RLC), while the CUs provide upper protocol layers, e.g., packet data convergence protocol (PDCP) and service data adaptation protocol (SDAP) / radio resource control (RRC). The main objective of this split is to allow time-critical functionalities, e.g., scheduling and retransmission, to be performed in DUs closer to the served nodes, while other functionalities can be performed in CUs with better processing capacity [18].

B. PROTOCOL LAYERS

As it can be seen in Figure 3, CU and DUs are connected via the F1 interface. The open and point-to-point F1 interface supports both the exchange of signaling information by means of F1-C (control plane), and data transmission between end points through F1-U (user plane) [19]. The main capabilities of F1 interface are the management of radio bearers and backhaul RLC channels as well as the transfer of RRC messages between UE and gNB-CU.

According to [15], IAB backhaul can operate in both in-band and out-of-band scenarios with respect to access links. In in-band mode, there is at least a partial overlap between the used frequency resources by backhaul and access links. However, in this case, IAB nodes cannot transmit and receive at the same time in order to avoid self-interference, i.e., they operate in half duplex (HD). So, the DU part of an IAB node cannot transmit while its MT part is receiving and vice versa. In case of in-band scenario, time division multiplexing (TDM) or space-division multiplexing (SDM) should be employed in order to avoid undesirable interferences. In out-of-band mode, the backhaul and access links use different frequency resources so as to avoid cross-tier interference. time division duplex (TDD) should be employed as NR operators will typically have access to wide bandwidth at mmWave. Thus, the time domain should be properly configured to coordinate transmissions in downlink/uplink for access and backhaul links. The time share for uplink/downlink transmissions in access and backhaul to optimize system performance can be based on the system load, for example.

Backhaul RLC or BH NR RLC channels are responsible for transporting traffic between IAB nodes or between IAB donor and IAB nodes. As the functional CU/DU split occurs at RLC layer, IAB nodes are interconnected at this level. Hop-by-hop automatic repeat request (ARQ) is considered for the RLC layer instead of an end-to-end ARQ. The main disadvantages of hop-by-hop ARQ are the higher packet forward latency (due to the RLC-state machine on each hop) and the lack of guarantee for lossless uplink packet delivery in certain scenarios, e.g., topology adaptation due to link failure. However, end-to-end ARQ at RLC layer leads to latency due to retransmissions that increases with the number of hops. Another drawback of end-to-end ARQ is that a packet loss requires retransmission in multiple links including the ones whose transmission was successful [15]. Multiple backhaul RLC channels can be setup on each backhaul link to assure quality of service (QoS) guarantees. More specifically, there are two types of mapping between UE data radio bearers and backhaul RLC channels: one-to-one and multiple-to-one mappings. In the first case, each UE radio bearer is mapped to a separate backhaul RLC channel, whereas in the second case several UE radio bearers are multiplexed onto a single backhaul RLC channel. On the one hand one-to-one mapping can ensure strict QoS guarantees, but on the other hand multiple-to-one mapping decreases the signaling load and required number of RLC channels that should be established.

One of the premises of IAB standardization is to decrease as much as possible its impact on NR Release 15 specifications. However, in order to support routing across IAB nodes, i.e., control how packets are forwarded among IAB nodes, IAB donor, and UEs, a new protocol sublayer was proposed: the backhaul adaptation protocol (BAP) [20]. In this sense, the BAP sublayer is responsible for efficient forwarding of Internet protocol (IP) packets between IAB nodes on the top
of RLC backhaul channels. In downlink, the BAP sublayer of the IAB donor DU encapsulates PDCP packets that, in their turn, are transmitted through RLC backhaul channels and, finally, de-encapsulated at the DU side of the target IAB node. In uplink, the PDCP packets are encapsulated at the IAB node in the origin and de-encapsulated at the DU part of the IAB donor. Each IAB node owns a BAP address that uniquely identifies it in an IAB network. The header of a BAP packet carries a BAP routing identification (ID) that is setup by the CU part of the donor IAB. The routing ID is composed of a BAP address and a BAP path ID. While the former identifies the destination node where the packet should be delivered, the latter defines the routing path that the packet should follow, if more than one, until reaching the destination node. Therefore, at each node, the BAP header should be inspected in order to determine if the packet has reached its destination or to determine the next hop that the packet should be forwarded to. In downlink, the DU part of the IAB donor is responsible for inserting the header of BAP packets, while in uplink this task is performed by the first IAB node in the route. The routing table used for uplink and downlink can be different from each other.

C. NETWORK PROCEDURES

Regarding integration of new IAB nodes to the system, topology adaptation and IAB resource configuration, 3GPP tried to be as much as possible compatible with legacy procedures and adapted the equivalent procedures of a regular gNB for the case of an IAB node. In the following, we briefly present how these procedures work in the context of IAB.

1) IAB NODE INTEGRATION PROCEDURE

3GPP specified in [21] how a new IAB node is integrated to the system. This procedure is illustrated in Fig. 4 and is split into three phases.

In the first phase, the IAB-MT of the new IAB node connects to the network in the same way as a regular UE with two differences [16]: 1) the IAB-MT ignores cell-barring or cell-reservation indications contained in cell system information broadcast; 2) the IAB-MT only considers a cell as a candidate for cell selection if the cell system information broadcast indicates IAB support. Except for the mentioned differences, the IAB-MT, as a regular UE, searches the frequency band for synchronization signal blocks (SSBs) in order to identify the most suitable cell. After a successful random access, the IAB-MT performs a RRC connection setup procedure with the IAB donor-CU, authentication with the CN, and context management and radio bearer configuration with intermediary IAB nodes, if any.

The second phase is split into two main parts. The first part concerns the establishment of new BH RLC channel or modification of an existing one between the intermediary IAB node and the IAB-donor-DU. This part also includes configuring the BAP Address of intermediary IAB nodes and default BAP Routing ID for the upstream direction. In the second part, the BAP sublayer is updated to support routing between the new IAB node and the IAB-donor-DU.

Finally, the third phase concerns the configuration of the DU part of the new IAB node. The F1 link between the IAB donor CU and the DU part of the new IAB node is setup with the allocated IP address. After that, the new IAB node is ready to start serving UEs.

2) TOPOLOGY ADAPTATION

After being integrated to the system and connected to a parent node, an IAB node may need to migrate to a different parent node, e.g., when the link towards its current parent becomes weak due to mobility or obstacles between transmitter and receiver. For this, topology adaptation is performed.

Figure 5 illustrates an example where IAB node 4 needs to migrate to another parent. Its serving IAB parent (IAB node 2) and the target one (IAB nodes 1 or 3) may be served either by the same IAB donor-DU (intra-CU) or by a different IAB donor-DU (inter-CU). 3GPP defined in [21] different procedures for each case.

In both intra-CU and inter-CU topology adaptation procedures, first the migrating node (IAB node 4) sends a measurement report to its parent node (IAB node 2). This...
measurement report is forwarded from IAB node 2 towards its IAB-donor CU (CU 1) via an UL RRC transfer. The IAB-donor CU is responsible for evaluating if a topology adaptation is required. If so, it chooses a target node to be the new parent of the migrating node.

If the target node (e.g., IAB-node 1) is served by this IAB-donor CU, i.e., CU 1, (intra-CU topology adaptation), this CU directly sends a message to the target node with a CONTEXT_SETUP_REQUEST. If CU 1 receives a positive response, it sends a RRC reconfiguration message to IAB node 2 (the current parent), which forwards this message to IAB node 4. IAB node 4 will then perform a random access procedure towards the target parent, i.e., IAB node 1. If everything goes well, the new connection is established, and the migrating IAB node sends a RRC_RECONFIGURATION_COMPLETE message to its new parent (IAB node 1), which forwards this message to the IAB donor CU. Finally, the BH RLC channels are configured and the BAP route and mapping rules are updated.

Otherwise, if the target node (e.g., IAB-node 3) is served by another IAB-donor CU (e.g., CU 2 in an inter-CU topology adaptation), then CU 1 sends a HO request via $X_n$ interface to CU 2. Similar to the previous case, CU 2 will send a CONTEXT_SETUP_REQUEST to the target IAB node 3 and wait for a response and, if it is positive, CU 2 will send a HO ACK to CU 1. Also similar to the previous case, CU 1 then sends a RRC reconfiguration message to IAB node 2 (the current parent), which forwards this message to IAB node 4. IAB node 4 will then perform a random access procedure towards the target parent, i.e., IAB node 3. If everything goes well, the new connection is established, and the migrating IAB node sends a RRC_RECONFIGURATION_COMPLETE message to its new parent (IAB node 1), which forwards this message to its IAB donor CU (CU 2). Finally, a new F1 is established between IAB node 4 and CU 2, the BH RLC channels are configured, and the BAP route and mapping rules are updated.

It is worth noting that, for both cases, the parent IAB-node never directly communicates with the target parent IAB-node. The communication between them is performed through the IAB donor CU. Also, according to [21], in upstream direction of intra-CU topology adaptation, in-flight packets between the source parent IAB node and the IAB donor CU can be delivered even after the target path is established, while, in-flight downlink data in the source path may be discarded, since the IAB donor CU can determine unsuccessfully transmitted downlink data over the backhaul.

3) IAB RESOURCE CONFIGURATION

The deployment of wireless backhaul is a potential source of interference in the system. In order to avoid self-interference and sometimes due to hardware limitations, in general, IAB-DU and IAB-MT operate in HD, i.e., IAB-DU does not transmit at the same time as IAB-MT receives and vice-versa. However, some special cases of IAB-full duplex (FD) are envisioned, e.g., when the antennas of IAB-DU and IAB-MT point towards different directions or the IAB-MT is outside and the IAB-DU is inside [22].

Regarding the direction (transmission or reception) in which the frequency resources are used in the time domain by an IAB-MT, they can be configured via RRC signaling by the IAB node parent as downlink, uplink or flexible. When configured as downlink, it is only used by the parent in the downlink direction (MT reception only). When configured as uplink, it is only used by the parent in the uplink direction (MT transmission only). When configured as flexible, it can be used in either direction (but not simultaneously). Its instantaneous direction is determined by the parent node scheduler.

Similar to the MT frequency resources, the IAB-DU resources can also be configured as downlink (DU transmission only), uplink (DU reception only), and flexible. However, another configuration is also allowed for the DU resources: not available. In this case, the DU is not allowed to use that resource at all.

To coordinate the use of resources by IAB-DU and IAB-MT parts, an IAB-DU resource can be configured by the parent node as hard, unavailable or soft [16]. If configured as hard, the IAB-DU can use it no matter if it is used by the IAB-MT. In this case, the parent node should avoid transmitting/receiving to/from the IAB-MT in this resource. If configured as unavailable, it cannot be used by the IAB-DU, except for some special cases. Finally, if configured as soft, the IAB-DU can use it conditionally either on an explicit indication of availability by the parent node or on an implicit determination of availability by the IAB-DU based on whether or not the use of that resource impacts the IAB-MT. It is the CU’s responsibility to configure both the parent IAB node and the IAB node such that their respective availability configuration are compatible.

With respect to IAB-MT UL scheduling, increased latency due to multiple hops can adversely impact the system performance. The reason for this is that usually an equipment only requests UL data transmission after it actually receives the data to be transmitted, informed via a buffer status report (BSR). In other words, in a multihop system, the delay is cumulative since an intermediary equipment must first receive the data, before requesting UL resources and finally forwarding the data in UL. To overcome this issue, it was standardized in [16] that an IAB-node can send a pre-emptive BSR to request UL resources, i.e., request UL resources based on expected data rather than on data already buffered. In this case, when data is received by an intermediary IAB node, UL resources are already reserved to be used for forwarding the data to the IAB parent.

D. IAB IN RELEASE 17

The Release 17 Stage 3 functional freeze occurred on March, 2022. A new work item entitled Enhancements to Integrated Access and Backhaul for NR was studied for Release 17 [23]. Its main objectives were [24]:
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• Topology adaptation enhancements and routing: Among the main studies in this topic we can mention the specification of inter-donor IAB migration and reduction of the associated signaling load. The main objectives of this topic are the increase of system robustness and load balancing. Moreover, support for CP/UP separation and reduction of service interruption time, e.g., during IAB-node migration, are also envisioned to increase reliability. Remaining studies are focused on multihop latency and congestion mitigation.

• Duplexing enhancements: HD constraint imposes limitations on IAB operation. In this topic, the focus is to improve spectral efficiency and latency by supporting simultaneous operation of IAB node’s child and parent. In this case, it is possible that the MT part of an IAB node could transmit while the DU part of the same node could be receiving, i.e., FD mode. Another possibility is the simultaneous transmission or reception of MT and DU parts by leveraging spatial multiplexing techniques. Furthermore, dual connectivity scenarios should be considered so as to improve robustness and perform load balancing.

III. OVERVIEW ON FIXED IAB

A. TAXONOMY ON FIXED IAB

Thanks to the great flexibility of IAB networks, the existing literature on fixed IAB can be categorized under many different criteria. In this section, we provide a taxonomy of the works on IAB according to the following criteria:

1) Studied dimensions and article profile: the system performance on IAB networks can be improved by optimizing different aspects. In this criterion, the works can be characterized according to the functionalities that are studied. The considered categories are surveys, overview, testbeds, IAB versus fiber-based network performance, network deployment, routing and topology adaptation, resource allocation for access and/or backhaul, power allocation, UE association and MIMO beamforming;

2) System modeling assumptions and constraints: depending on the dimensions that are being optimized in each article, the authors can make some assumptions about the system model that can boost performance but, at the same time, can turn the problems harder to solve. In this criterion, we consider the following categories: FD, intelligent reflecting surface (IRS), multihop, multiple antennas, UE-centric approach, modeling of both uplink and downlink, modeling of access and backhaul links, mesh topology and non-orthogonal multiple access (NOMA);

3) Problem objectives and KPIs: the performance of IAB networks can be measured under different points of view, therefore, different objectives and metrics are optimized in the reviewed articles. In this criterion, we assume the following categories: fairness, latency, spectral efficiency, energy efficiency, data rate guarantees for UEs, coverage probability, weighted sum rate, and symbol error rate;

4) Solution approaches and mathematical tools: in this criterion, the works can be classified according to the employed tool in order to solve the studied problem(s). Among the common tools we can mention: convex optimization, linear (continuous) optimization, integer linear optimization, heuristics, dynamic programming, machine learning and metaheuristics, stochastic optimization, game theory, stochastic geometry, and statistical analysis.

Note that, depending on the assumed criteria, the same work can be classified in more than one category. In the following section, we describe some important works on fixed IAB clearly identifying the classification according to the established criteria.

B. LITERATURE REVIEW ON FIXED IAB

In Figure 6, we present the taxonomy for the reviewed articles in fixed IAB assuming the four abovementioned criteria. For the sake of organization, the works are presented in the following according to the first criterion.

1) SURVEYS, OVERVIEW PAPERS, TESTBEDS, AND IAB VERSUS FIBER-BASED NETWORK PERFORMANCE

The works [10], [14], [18], [25], [26], [27], [28], [29], [30], [31] provided an overview of IAB technology by describing several aspects regarding architecture, protocol aspects and/or physical layer. More specifically, [10] provides a survey on fixed IAB. Its authors classified IAB works in the following groups: stochastic geometry-based works, resource allocation, scheduling, cache-enabled IAB networks, optical IAB networks and non-terrestrial IAB networks. The works [27], [31] presented a proof of concept of a two-hop IAB network using two-sectors IAB nodes operating at mmWave. In [26], a testbed was presented composed of a donor BS, an IAB node and a UE.

The works [14], [18] as well as [29], [32], [33], [34] presented simulation results of IAB networks versus fiber-based networks. Some of the conclusions that can be gathered from those works is that IAB performance is close to the one of all-wired networks for low and moderate traffic, and that the performance of fully-fiber connected networks can be achieved with a small increase in the number of IAB nodes in IAB networks. Moreover, they showed that IAB is a relevant technology for 5G since it allows to incrementally improve the fiber density in the network.

2) NETWORK DEPLOYMENT, ROUTING AND TOPOLOGY ADAPTATION

Network deployment, routing and topology adaptation were studied in [14], [28], [32], [35], [36], [37], [38], [39], [40], [41], [42], [43], [44], [45], [46], [47], [48]. In general, for a broad range of coverage constraints/blockage
In [32] the authors studied a convex optimization problem with the objective of maximizing the product of UEs’ downlink and uplink data rates (geometric mean) subject to

| Criteria for taxonomy | Categories | Works |
|-----------------------|------------|-------|
| **Studied dimensions and article profile** | IAB overview | [10], [14], [18], [25]–[31] |
| | IAB performance versus fiber | [14], [18], [29], [32]–[34] |
| | Survey | [10] |
| | Testbeds | [26], [27], [31] |
| | Network deployment, routing and topology adaptation | [14], [28], [32], [35]–[50] |
| | Resource allocation for access and/or backhaul | [18], [34], [39], [42], [46], [48], [49], [51]–[59] |
| | Power allocation | [41], [42], [45], [46], [54], [55], [57], [60] |
| | MIMO beamforming | [30], [54], [61]–[64] |
| | UE association | [34], [46], [54], [61] |
| **System modeling assumptions and constraints** | Full duplex nodes | [30], [41], [42], [45], [56], [57], [61], [64] |
| | IRS | [47] |
| | Multihop | [14], [27], [29], [32], [35]–[38], [40]–[49], [53], [58], [59] |
| | Multiple antennas at IAB nodes | [14], [18], [26]–[30], [32], [35]–[39], [41], [42], [46], [48], [54], [58], [61]–[64] |
| | User-centric approach | [32], [40], [41], [54], [61] |
| | Uplink and downlink modeling | [26], [29], [32], [37], [42], [44], [58], [63] |
| | Access and backhaul links modeling | [14], [18], [26], [27], [29], [30], [32]–[36], [41], [42], [44], [46], [48], [51]–[59], [61], [63], [64] |
| | Mesh topology | [32], [37], [38], [43], [44], [47], [53] |
| | NOMA | [45], [55] |
| **Problem objectives and KPIs** | Fairness | [32], [37], [38], [41], [48], [53], [54], [56], [57] |
| | Latency | [14], [33], [35]–[37], [39], [41]–[44], [58] |
| | Spectral efficiency | [27], [30], [33], [35], [36], [40], [42]–[44], [49], [62], [64] |
| | Energy efficiency | [45], [55] |
| | Data rate guarantees or UEs | [14], [29], [55], [58], [59] |
| | Coverage probability | [18], [26], [28], [34], [47], [50]–[52], [60], [63] |
| | Weighted sum rate | [46], [54], [61] |
| | Symbol error rate | [47], [64] |
| **Solution approaches and mathematical tools** | Convex optimization | [32], [41], [43], [46], [53]–[55], [57], [61], [62] |
| | Linear (continuous) optimization | [37]–[39], [48], [49] |
| | Integer linear optimization | [37], [39] |
| | Heuristics | [14], [26], [27], [29], [30], [33], [35], [36], [40], [42], [44]–[46], [48], [54], [58], [61], [63], [64] |
| | Dynamic programming | [40], [43], [59] |
| | Machine learning and metaheuristics | [28], [41], [56], [60] |
| | Stochastic optimization | [41], [61] |
| | Game theory | [53] |
| | Stochastic geometry | [18], [28], [34], [51], [52] |
| | Statistical analysis | [47] |

FIGURE 6. Taxonomy for fixed IAB: studied dimensions and article profile, system modeling assumptions and constraints, problem objectives and KPIs, and solution approaches and mathematical tools.

densities, the impact of meshed communication to increase redundancy may be negligible if the network is well planned.
to capacity and resource allocation constraints. Two IAB topologies were considered: mesh and spanning tree based on highest channel quality among IAB nodes. Simulation results showed that the presented mesh topology improved data rate fairness slightly.

Mesh topology was also studied in [44] for IAB networks. The authors proposed a mesh topology for IAB networks where the split DU/MT in IAB nodes is replaced by a peer unit. Each peer unit of an IAB node can be dynamically configured as master or slave. An IAB node configured as master can control their links to other IAB nodes configured as slaves as well as its own access links. Simulation results showed that the proposed mesh topology provides lower packet delays and significant total throughput gains. Mesh networks for IAB were also studied in [43] where the authors studied the problem of maximizing the number of delivered broadcast packets. Optimal and suboptimal solutions were proposed. Mesh IAB with IRSs was studied in [47]. The authors reported that the use of IRSs is capable of improving signal to noise ratio (SNR) and symbol error rate (SER), which allows for the use of higher modulation orders, and that outage probability for multiple hops can be reduced if the number of elements in IRS is increased. However, it is important to highlight that none of the works presented in this section about mesh topology included in their analysis the increased complexity of enabling a mesh architecture in IAB networks in terms of signaling overhead, for example.

The authors in [45] considered a heterogeneous network and studied the problems of power allocation and routing. In this work, they assumed cooperation between BSs that can employ orthogonal multiple access (OMA) and NOMA multiple access schemes. The main outcome of this work was the proposal of a joint and adaptive greedy routing solution that switches between cooperative OMA and NOMA in order to maximize energy efficiency subject to data rate and power constraints.

In [36], the authors studied distributed routing strategies (path selection) for IAB networks. Four routing solutions were presented: highest-quality-first, wired-first, position-aware and maximum-local-rate policies. In the highest-quality-first solution, the next hop is the one that presents the highest signal to interference-plus-noise ratio (SINR) whereas in the wired-first one, the chosen hop is the one that provides the shortest path to the IAB donor. The main idea in the position-aware policy is to achieve a balance between highest-quality-first and wired-first solutions. Finally, the maximum-local-rate solution chooses the next hop with highest data rate that, in its turn, takes into account the number of connected UEs in the parent IAB node, i.e., IAB load. Performance results showed that the wired-first policy provided a reduced number of hops at the cost of lower worst-SINR. Similar routing solutions and some new variants were evaluated in [14], [35]. In [14], the authors showed that choosing wired-first routing instead of highest-quality-first routing provides higher throughput and lower latency. In [35], the reported results showed that although the highest-quality-first routing improved the link quality at backhaul and access links, the number of hops to the core network has increased. Strategies based on path data rate, i.e., end-to-end data rate, were able to reduce the number of hops to the core network.

Topology formation and adaptation for IAB networks were evaluated in [40]. Optimal and suboptimal solutions were proposed for a topology formation problem that maximizes the minimum capacity across the system. As conclusion, this work showed that for few IAB nodes, all algorithms achieved a similar performance since the number of options for topology formation is not high.

3) RESOURCE ALLOCATION FOR ACCESS AND/OR BACKHAUL

As opposed to out-of-band operation where the access and backhaul operate in different frequencies, in-band backhauling refers to the cases with the access and backhauling sharing the same resources. Compared to out-of-band backhauling, in-band operation leads to higher flexibility at the cost of complexity. The state-of-the-art works concentrate mainly on in-band backhauling [18], [34], [39], [42], [46], [48], [51], [52], [53], [54], [55], [56], [57].

The work [34] is an extension of [51]. The bandwidth split between access and backhaul based on a fixed factor proposed in [51] is called orthogonal resource allocation (ORA) in [34]. In this work, the authors proposed an alternative solution called integrated resource allocation (IRA) where the bandwidth assigned by a donor IAB to the backhaul for a given IAB node depends on the access load of the IAB node. Simulation results showed that the coverage probability in ORA is highly dependent on the bandwidth split factor. As the number of small BSs increases, more bandwidth should be reserved to backhaul in ORA scheme. Coverage probability provided by IRA is better than the one achieved with the static ORA scheme.

Resource allocation for access and backhaul was also studied in [42]. In this work, the resource allocation subproblem took the form of defining the spatial multiplexing for the links, i.e., space-division multiple access (SDMA) groups, and the number of slots from the frame assigned to each group. SDMA groups were chosen by using a greedy algorithm based on graph theory. The definition of the number of slots followed a proportional fair policy. In the simulation results, the authors showed that the proposed scheme is more robust than baseline solutions when the number of UEs is increased thanks to the spatial multiplexing capacity.

In [54], the problems of user association, hybrid beamforming (HBF) design, power allocation and resource allocation were studied. A weighted sum rate maximization problem with limited channel state information (CSI) subject to beamforming, power and backhaul constraints was formulated. Due to the complexity of the formulated problem, the authors followed a two-stage approach. At stage 1, user association and beamforming are designed for access links. After that, in stage 2, the decisions for access links are signaled.
to the macro BS that in its turn solves resource allocation and beamforming problems for backhaul links. Simulation results showed that the time fraction assigned to access links increases as a result of higher transmit power at macro BS. On the other hand, the increase of the transmit power of small BSs results in a lower time fraction for access links.

Downlink subchannel allocation for access and backhaul in a two-hop IAB network was studied in [56]. The nodes are assumed to be FD-capable and a single antenna is assumed for DU and MT parts. An optimization problem was formulated with the objective of maximizing a utility function (later set to proportional fairness) subject to data rate guarantees for UEs. A learning-based solution was proposed and, according to simulation results, it outperformed the static full-reuse solution in terms of fairness.

In [46], the authors showed that the performance gains of centralized solutions, where most of the resource allocation decisions are taken on IAB donors based on channel quality information sent from child nodes, is strongly dependent on the effect of channel aging. Channel aging is caused by the fact that the channel quality considered by donor IAB may considerably change when resource allocation decisions are actually employed by child nodes. Other works, e.g., [39], [42], [46], [48], also considered centralized solutions.

Although fully centralized scheduling is not 3GPP compliant for IAB, nodes can exchange information and, eventually, it can be assembled in a central node that reports general recommendations for resource allocation and scheduling to the other network nodes. This is the key idea of [58]. In [58], a central controller receives general information about network nodes, e.g., CSI and buffer status, and provides centralized recommendations for resource partitioning to the distributed schedulers. However, the local DUs are free to follow or not the indications of the central controller depending on local conditions. One important conclusion of this work is that this semi-centralized framework provides performance gains, however, it strongly depends on the capacity of the system in exchanging information in a timely manner.

The works [18], [34], [51], [52], [54] present resource allocation and scheduling solutions that can be classified as a semi-centralized operation where partitioning of bandwidth between access and backhaul is taken in a central node based on the available system information, but the proper association among system resources and links is decided locally.

In [49], the authors proposed a distributed/decentralized solution to scheduling/resource allocation problem. The proposed solution takes advantage of the information spread by network nodes about the bandwidth allocated to their children as well as the local perspective obtained about network topology. Based on this information, local optimization problems are solved at each node for resource allocation.

Finally, in [59] the authors proposed distributed schedulers for multihop IAB assuming a limited number of RF chains. An optimal back-pressure scheduling solution as well as a distributed message passing scheme were proposed in order to achieve queue stability. Furthermore, another contribution of [59] was the proposal of local schedulers with a simplified exchanging of messages among nodes.

4) POWER ALLOCATION

Power allocation may be useful for the cases with simultaneous operation at the IAB node, especially if the network deployment is not well planned. For this reason, power allocation has been discussed in 3GPP Release 17 work-item on IAB enhancements. Power allocation was also studied in [41], [42], [45], [46], [54], [55], [57], [60]. With exception of [60], it is important to note that power allocation was not studied alone in those works; in fact, power allocation was jointly studied with resource allocation for access and/or backhaul, routing/topology adaptation or UE association. Routing and power allocation was studied in [41]. The main outcome of this work was that power allocation leads to only marginal improvements in the delay performance when intelligent routing is already considered. Power allocation for SDMA groups and assuming fixed routing was also studied in [42] with the objective of maximizing spectral efficiency.

In [57], the authors decoupled the original optimization problem in bandwidth and power allocation for maximizing the proportional fairness in the system. After solving bandwidth allocation, the transmit power allocation for downlink was solved for access and backhaul independently since there are no coupled constraints. From the simulation results, the authors showed that throughput can be increased until a certain level as the downlink access transmission power is augmented. For higher access transmission power, the backhaul capacity starts to limit the UEs’ data rates.

Besides bandwidth allocation, power allocation was studied in [55] with the objective of maximizing energy efficiency. The bandwidth and power allocation original problem for downlink was solved by leveraging fractional programming properties and sequential convex approximation. The authors showed in the simulation results that energy efficiency increases with the macro BS’s transmit power, however, the high transmit power at small BSs leads to a higher power consumption per data rate which results in poor energy efficiency.

Simulation results showed that, as the number of relaying small BSs is gradually increased, the performance of cooperative OMA and NOMA in terms of energy efficiency and power consumption is improved until a certain point. Moreover, results showed that joint cooperative OMA and NOMA enjoys the benefits of both cooperative OMA and NOMA and presents better performance in different conditions.

Joint power allocation and subcarrier assignment for downlink were considered in [46] for a multihop IAB network. As different subbands were assigned to each backhaul link and access, power allocation was optimally derived for subcarriers within each subband. Suboptimal power allocation solutions were also provided, which showed negligible
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performance loss to the optimal solutions according to simulation results.

In [60], uplink power control for dual-hop IAB networks was studied. The main objective of the power control solution was to maximize the coverage probability by employing genetic algorithm (GA). Simulation results showed that power control is able to substantially improve the coverage probability especially when out-of-band IAB is used. Also, the authors showed that inter-cell interference does not play an important role since mmWave band was assumed and, thus, signal strength quickly decreases with distance.

5) MIMO, BEAMFORMING AND UE ASSOCIATION

The impact of UE association is considerably different in IAB networks when compared to conventional fiber-based networks. The main reason is that the load of UEs transferred from donor IAB to IAB nodes comes back to IAB donors through the backhaul. Thus, UE association and load balancing should be re-thought for IAB networks. Moreover, multiple antennas technology, that is a key aspect for 5G, assumes a relevant role in IAB networks since backhaul data rates should be in the order of the total access data rate of IAB nodes. Spatial multiplexing between access and backhaul links is also another aspect that has the potential to increase IAB efficiency. In the following, we present some important works related to this topic.

The proper connection between UEs and BSs, i.e., UE association, was investigated in [34], [46], [54], [61]. In [34], the criterion to define which BS a UE should connect to is based on the highest product between the received power and a constant bias. In the simulation results, the authors showed that, as the bias factor of IAB nodes increases relative to the one of IAB donors, more UEs are offloaded to the IAB nodes, thus increasing the load in backhaul links.

In [62], the authors focused on MIMO for backhaul links. The expected spectral efficiency for wireless MIMO backhaul links is much higher than in MIMO access links. Therefore, physical impairments such as time offset, which can lead to inter symbol interference (ISI), and phase noise that increases the multi-access interference due to outdated precoder and decorrelator should be carefully mitigated for backhaul links. The main contributions of the article were the proposal of a time offset compensation, phase noise estimation and design of a precoder/decorrelator.

In [63], the authors investigated the impact of the arrangement of antennas in tri-sectorized IAB nodes. In order to decrease inter-sector interference and allow the reuse of frequency resources in different sectors of the same IAB node, two strategies are employed: spatial and angular diversities. In the first one, the arrays of antennas of each sector are disposed in the vertices of an equilateral triangle whereas the IAB node equipment are located in the center of mass of the triangle. In the second strategy, a minimum angular separation should be kept between UEs associated to adjacent sectors of the same IAB node.

FD-IAB nodes with subarray-based HBF scheme were considered in [30]. By assuming that antenna isolation and RF cancellation are perfect, the authors designed digital filters to mitigate residual self-interference (with minimum mean square error (MMSE) combiner) at the IAB receiver and multi-user interference at transmitter (with zero-forcing (ZF) precoder). The proposed scheme is evaluated through simulations by varying channel estimation errors and RF insertion losses, i.e., losses in phase shifters, power dividers and power combiners in mmWave. Simulation results showed the spectral efficiency gains of FD versus HD IAB transceivers as well as showed that the proposed scheme experiences less RF insertion loss than the fully-connected HBF. However, it is important to highlight that the actual implementation of FD technology in IAB nodes is still very challenging especially due to self-interference issues.

In [64], a further study of the same authors from [30], the authors assumed a fiber Bragg grating-based analog canceler that is placed before RF precoding and after RF combiner. Reduced bit error rate (BER) was observed in the simulation results when compared to baseline schemes.

IV. MOBILE IAB

Wireless backhaul may allow the deployment of mobile cells, i.e., mIAB, which can hopefully provide uninterrupted cellular services for moving UEs, e.g., passengers in buses.

The concept of mobile cells is not new. Mobile relay nodes (MRNs) were already studied in the past with a similar purpose. It has even been addressed by 3GPP Release 12 in [65]. The focus of [65] was on high speed trains with known trajectory. In the considered topology, outer antennas of access devices, e.g., installed on the top of the train, provide wireless backhaul connection via the evolved node B (eNBs) mounted along the railway, while inner antennas installed inside are responsible for providing wireless connectivity to the passengers. Important to highlight that these devices support multi-radio access technology (RAT) functionalities. It means that, while the backhaul link works over LTE, the access link can be deployed over other technologies, e.g., wireless fidelity (Wi-Fi).

A recent technical report from 3GPP [66] presents a study on several use cases and requirements for 5G networks for mobile BS relays mounted on vehicles, i.e., vehicle-mounted relays (VMRs). The study item is part of initial studies for Release 18. The use cases cover many aspects including service provision for both onboard UEs and UEs in the vicinity of the vehicle as well as seamless connectivity in different scenarios involving mobility of UEs and relays.

Works related to mIAB, moving relays and moving cells can be classified according to different criteria. Fig. 7 presents the classification adopted in the present survey. The works are first grouped based on the existence or not of non-terrestrial links. Works of both groups, i.e., terrestrial and non-terrestrial, are classified according to the type of considered network nodes, e.g., train, bus, UAV, etc. This is due to fact that works considering similar network nodes
usually consider similar problems, e.g., UAV positioning, and take advantage of specific characteristics of each type of node, e.g., previously known mobile trajectory of buses. Furthermore, works considering different types of nodes usually consider different environments, e.g., while bus related works try to improve in-vehicle UEs QoS taking into account
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| General | Overall system | [11], [65] | [82] |
|---------|----------------|-------------|------|
|         | Channel estimation | [67]–[70] |      |
|         | Probability of outage | | [71], [72] |
|         | Energy efficiency | [73] | [74] |
|         | Resource allocation | [75] |      |
|         | Interference management | [76] |      |
|         | Resource allocation | [77], [78] |      |
| Terrestrial | Overall system | [79]–[81] |       |
| Train   | Field trial | [83] | [84] |
|         | Power allocation | [85] |     |
|         | Power allocation | [86] |     |
|         | Beamforming design | [87] |     |
| Bus     | Interference management | [88]–[92] | [93] |
|         | Resource allocation | |      |
|         | Interference management | |     |
|         | Resource allocation | |     |
|         | Power allocation | |     |
|         | Handover | [95] | [96] |
|         | Bandwidth allocation | [97] |      |
| UAV     | General | [98] | [99] |
|         | Caching content | [100] |      |
|         | Optimal position | [101] | [102] |
|         | Optimal position | [103] |      |
|         | UE association | |      |
|         | Optimal position | |     |
|         | UE association | |     |
|         | UE power allocation | [104], [105] |      |
|         | Optimal position | [106], [107] |     |
|         | UE association | |     |
|         | Bandwidth allocation | [108]–[110] |     |
| Satellite | Overview | [111], [112] | [113] |
|         | Resource allocation | [114], [115] |      |
|         | UE offloading | [116] |     |
|         | Adaptive RF | [117] |     |
|         | Physical layer security | [118] |     |
|         | Integration with vehicular networks | [119] |     |
|         | Architecture for AI integration | [120] |      |
the presence of out-of-vehicle UEs, train related works only consider the presence of in-vehicle UEs. For each type of network node, we present the most recurrent topics and solutions present in the literature.

Fig. 7 also classifies the works based on whether access and backhaul are in-band or out-of-band (or if this aspect is not mentioned). On the one hand, considering access and backhaul links operating either in different frequency spectrum or technologies simplifies two of the main challenges related to wireless backhaul and moving cells: managing the resources between access and backhaul links and dealing with the dynamic interference between moving cells and crossed fixed cells. On the other hand, using the same technology and frequency spectrum for both access and backhaul links may result in efficient system operation and optimized use of the scarce and expensive frequency spectrum, respectively.

In the following, a literature review of the main topics related to mMAB is presented considering the taxonomy presented in Fig. 7.

A. TERRESTRIAL

1) GENERAL

Regarding terrestrial mMAB, before presenting works that take into account characteristics specific of a given mMAB node, e.g., a bus or a train, we present works that consider vehicles in general without assuming any characteristic of a particular vehicle.

The work [67] is a fundamental article that proposed a way to deploy a set of antennas in a vehicle to allow transmissions with good signal quality to and from mobile nodes. The authors of [67] proposed an MRN setup configured with two groups of antennas on the roof of a vehicle: 1) the front predictor antennas; and 2) the back receive antennas. In this way, the CSI acquired by front predictor antennas is exploited for data transmission to the behind receive antennas when they reach the same position, and the channel aging effect is minimized. If the receive antennas end up in the same position, it will experience the same radio environment, and the CSI will be almost perfect. If the receive antennas do not reach the same point as the predictor ones, due to, e.g., the processing delay is not equal to the time needed until the receive antennas reach the same point as the predictor ones, the receive antennas may receive the data in a place different from the one where the predictor antennas sent the pilots. Such spatial mismatch may lead to CSI inaccuracy, which deteriorates the system performance. Different methods based on transmission delay adaptation or rate adaptation are proposed to reduce the effect of spatial mismatch.

Similar to [67], other works from the literature have also already investigated the topic of predictor antennas from a theoretical perspective, e.g. [68], [69], and as experimental testbeds, e.g., [70].

The authors of [71], [72] analyzed the end-to-end outage probability and capacity at a vehicular UE of single-hop direct transmission (baseline case), and dual-hop transmission via an MRN as well as a fixed relay node. They assumed that the downlink of different cells were synchronized, where the backhaul links were only active in the first time slot and access links were only active in the following slot. Thus, backhaul links and access links did not interfere with each other. By theoretical analyses and computational simulations the authors showed that in the cases of moderate to high vehicle penetration loss, MRNs deployed on top of vehicles enhanced QoS of the vehicular UEs compared to the scenarios with only direct transmission and with fixed relay nodes.

In [74], the authors of [71], [72] extended their study and compared the required average transmit power in similar scenarios under an outage probability constraint. They showed that dual-hop transmission via an MRN can also significantly reduce the power consumption of the network.

As the authors of [74], the authors of [73] also addressed the topic of energy efficiency. They proposed a Q-learning-based scheme to stabilize the energy efficiency of IAB nodes backhaul. For this, each mMAB node, i.e., vehicle-mounted access points (APs), periodically reported its location and velocity to an access controller. The access controller was responsible for predicting the most suitable BS or device-to-device (D2D) node to serve the IAB nodes in the future and for configuring them to be connected to the predicted BS or D2D node. The IAB nodes, in their turn, were responsible for selecting a suitable transmission beamwidth and transmission power that kept the energy efficiency above a given threshold. The selection was performed by using a Q-learning based solution.

The resource allocation for macrocell UEs and the backhaul of the existing and newly arrived moving small cells deployed in vehicles was studied in [75]. The authors formulated the problem of maximizing the downlink data rate of the newly arrived moving small cells in the macrocell such that the data rate of the macrocell UEs and existing moving small cells UEs is protected. They proposed an adjustable-power-based resource allocation to allocate RBs and power in the macrocell.

The problem of resource sharing between moving cells and access links was also studied in [77]. More precisely, they considered a typical mobile cell scenario, where in-vehicle cellular UEs are served by an in-vehicle antenna over the access link. A separate external antenna connects the mobile cells to the nearest eNB over the backhaul link, and to the neighboring mobile cells over the sidehaul link. The authors proposed algorithms to enable resource sharing between a mobile-cell, access link, sidehaul link and conventional cellular users taking into account interference caused by the wireless backhaul of mobile cells. The algorithms’ performance was compared with the optimal, yet time-consuming, brute-force method and presented good results based on Monte-Carlo simulations.

The work [77] was extended in [78]. The authors proposed new resource sharing and user scheduling algorithms that
jointly aimed at ensuring that the access link shared the sub-channel either with backhaul link or with the out-of-vehicles macrocell UEs. They took into account results from [93] and [94], such as the minimization of interference to backhaul link and provisioning of high QoS for in-vehicle users by considering the use of directional access link antenna even at low transmit power. The authors also exploited the vehicular penetration loss along with self-interference-coordination to further reduce interference between the resource sharing links. They pointed as interesting direction for future research the deployment of the backhaul link for mobile cells through UAVs.

The problem of mutual interference between macro and moving small cell UEs is highlighted in [76]. Its authors studied the impact of deploying moving small cells in a Manhattan grid scenario in the presence of stationary traffic hotspot inside a macro cell. Simulation results showed that deploying moving small cells to offload traffic in the congested macro cell can be beneficial. However, when the small cells were moving far away from the traffic hotspot, the system performance was degraded compared to a network composed of only macro cells due to the high mutual interference between macro and small cell users.

2) TRAIN

Mobile cells deployed at trains is a typical use case of terrestrial mIAB. Due to the high speed and shielding effect of the trains, it is challenging to continuously serve onboard UEs from outside BSs. With the purpose of reducing the penetration losses caused by the Faraday cage characteristics of a high-speed railway (HSR), state-of-the-art works, e.g., [79], [82], [83], [85], [86], usually consider that the MRNs are deployed on top of the carriages and connected to in-cabin wireless APs. The MRNs communicate with BSs, playing the role of forwarding data between the passengers on the train and the broadband wireless networks. Furthermore, since the trains follow a predefined track and pass through uninhabited areas, a common solution is to deploy the external BSs along the railway.

Works [79], [81], [82] provide a review on communication on HSR. The authors of [79], summarized key challenges and provided a review of techniques used to address the listed challenges. They focused on physical layer operations covering modeling and estimation of fast time-varying fading channels, Doppler diversity transmissions and non-coherent detections. However, they also presented discussions on higher layer operations, e.g., HO management, control/user-plane decoupling and network architecture. One of the discussed architectures is the one deploying relays on the roof connected to access points installed inside the train through wired links. The MRNs act as intermediate nodes between inside UEs and external BSs. Since the MRNs are installed outside of the trains, they eliminate the penetration loss. It was highlighted that MRNs can also solve the problem of a high number of simultaneous HO requests, since the HO is performed only between an MRN and an eNB, instead of between multiple UEs and an eNB. That paper did not present either results or more details about the deployment of the MRNs, e.g., central frequency carrier.

In [82], current trends of wireless communications for smart railways were presented. The authors proposed a network slicing architecture for a 5G-based HSR. Similar to [79], in the proposed architecture, APs on the train aggregated the data from different UEs, and relayed them to external BSs through a wireless backhaul. The authors presented simulation results comparing a MIMO-BS-only architecture with the wireless backhaul architecture. However, the simulated scenario was simplified. The train traveled a small distance, less then 10 times its length, and there was only one MIMO-BS positioned in the middle of the path. They highlighted that, for velocities larger than 360 km/h, it is a challenging task to deploy APs on the train or along the track to make a seamlessly connected heterogeneous network and establish a UE association model for service provisioning.

The work [81] describes the main characteristics and requirements for critical and non-critical communications in railways that must be addressed by 5G. The authors highlighted the shielding effect of the train to radio signals, due to its metallic construction. They mentioned that this effect has been quantified in 20-30 dB and therefore, it is necessary to use moving cells for internal network provisioning of reliable communications. They also highlighted the importance of using satellites since high speed lines can travel across large uninhabited areas. Therefore, the trains must be equipped with antennas with mechanical or electrical control.

In [83], [84] results from real measurements are presented. In [84], the authors presented an overview of field trials to assess technical and operating conditions of a 5G mobile communication system capable of supporting high-speed 2 Gbps throughput for HSR. The trials were performed on 2018 in Japan. Two 5G eNBs were deployed operating at 27.875 GHz with bandwidth of 700 MHz and 2 antenna units each with 96 antenna elements in each unit. Concerning the mobile equipment, it was mounted inside the train car, on the front windshield in front of the driver’s seat with 64 antenna elements. A maximum throughput of 2.08 Gbps was verified when the train was moving at a speed of 90 km/h.

In [83], the authors deployed an experimental setup for a proof-of-concept. In order to implement a HO-free communication of up to several tens of kilometers, they installed remote antenna units (RAUs) along the railway track and connected them to a central station. The RAUs were responsible for providing a wireless backhaul (75-100 GHz) to a mobile BS installed on a train. UEs on the train communicated with the BS inside the train. They assumed that the train information, e.g., location, velocity, and list of identified BSs, was available at an operation center. This information was utilized to control and switch radio cells instead of using control signals as in cellular networks. They successfully transmitted approximately 20 Gbps and 10 Gbps in downlink (DL) and UL, respectively.
Since the trains’ internal network is almost considered as an independent network, state-of-the art works usually focus on the backhaul link between the train antenna and external BSs, as is the case in [85], [86], [87]. More specifically, in [85], the authors investigated the power allocation problem between BSs and MRNs deployed on trains with the objective of maximizing system achievable sum rate. The proposed power allocation algorithm was based on multi-agent deep recurrent deterministic policy gradient, which is capable of learning power decisions from past experience instead from an accurate mathematical model. Simulation results showed that the proposed solution outperformed other state-of-the-art solutions based on machine learning.

Finally, in [87], the authors investigated HBF design for train-to-ground communications. They developed a two-stage algorithm in blockage-free scenarios. In the first stage, the MMSE method was adopted for optimal HBF design with low complexity and fast convergence. In the second stage, the orthogonal matching pursuit method was utilized to approximately recover the analog and digital beamformers. For blocked scenarios, they designed an anti-blockage scheme by adaptively invoking the proposed algorithm. Simulation results showed that the proposed algorithm outperformed state-of-the-art solutions in terms of sum rate for different speed values and blockage probability.

3) BUS

In the context of mIAB considering buses, the majority of the works available in the literature focus on how to allocate resources in order to avoid the interference between access link of inside and outside UEs. A common adopted strategy is to split UEs into inside and outside UEs and allocate them in different parts of the spectrum. Another topic also addressed in the literature is related to HO from two perspectives: how to avoid multiple HOs due to the mobility of the UEs and how to optimize the HO process considering that multiple UEs might change its serving base station(sBS) at the same time since they are moving together. In the following, we briefly discuss some papers.

The authors of [90], [91], [92] considered a macrocell with several public vehicles embedded with mobile femtocell access points (MFAPs). They proposed to deploy mmWave communications at 60 GHz inside vehicles for access links while the backhaul link of MFAPs and the direct link between an external UE and the macro cell use LTE. The authors analyzed three critical cases: a) the bus was near the eNB; b) two buses were close together; and c) an outside UE was close to a bus. They verified that, in case a), the eNB was a big interferer for inside UEs, because its transmission power was higher than that of the MFAPs. UEs served by the MFAPs measured a low SINR, and were forced to disconnect from MFAPs and connect to the eNB. This resulted in a high number of simultaneous HOs. However, as the bus moved, as soon as the signal of the MFAPs was acceptable, UEs had to re-engage to the MFAPs. In the case c), they showed that an outside UE in the proximity of a bus, especially when it was away from the sBS, could connect to the MFAPs, but its connection only lasted for a few minutes, depending on the speed of the bus.

Similar to [90], [91], [92], the authors of [89] considered moving femtocell deployed inside buses. The authors proposed a dynamic frequency allocation scheme that allocates the same frequency band for inside UEs even if they are in different buses, while the outside UEs are allocated in a different frequency band.

In [88], the authors also considered small cells deployed on the buses to serve the passengers. They studied the interference between moving small cells and proposed a probabilistic graph based resource allocation (PGRA) algorithm considering that the path of the moving small cell is fixed but it moves at non-uniform speed.

Different of [88], [89], [90], [91], [92], [93] proposed a model to allow the downlink backhaul sub-channels to be shared by in-vehicle downlink access link. This model is based on vehicular penetration effect and LOS communication. While vehicular penetration depends upon the material and construction properties of the transport vehicle, the LOS communication can be enabled using directional antennas. This paper also advocated that construction parameters and antenna positioning inside vehicles should be considered for future transport vehicles to increase the spectral efficiency for cellular network.

The authors of [93], extended their study in [94]. They presented new results regarding the exploitation of vehicular penetration effect and LOS communication to allow the downlink backhaul sub-channels to be shared by in-vehicle downlink access link transmission. Furthermore, a technique for access link power control was also proposed to reduce the interference to the backhaul link, while maintaining high link quality for in-vehicle users.

Regarding HO aspects of mIAB, the authors of [97] addressed the problem of group HO of UEs inside buses or trains. They proposed a resource management scheme that contains bandwidth adaptation policy and dynamic bandwidth reservation policy. More specifically, some instants before the moment when a bus or train is expected to arrive at a station, a given amount of resources at the station are reserved for the coming UEs. These resources remain reserved for a predefined interval of time. Simulation results showed that the HO call dropping probability considerably reduced compared to the case where no pre-reservation was performed without much impacting the bandwidth utilization.

The works [95], [96] also investigated the topic of HO in the context of mIAB. The authors of [96] analyzed the system performance of three different scenarios: in the first, there were only macro cells, in the second one there were macro cells and fixed femtocells and in the third one there were macro cells and mobile femtocells deployed in buses. The LTE technology was used for all links. The QoS of cell edge UEs improved after adding fixed and
mobile femtocells. However, mobile UEs enjoyed better performance after adding the mobile femtocells, since these cells could reach areas that fixed femtocells could not. A result comparing the number of HOs considering three different HO strategies (namely, proactive, normal and reactive) was presented. In the presented results, the reactive strategy presented a lower number of HOs compared to the other strategies. However, it was not presented how other metrics were impacted by these three strategies, e.g., link failure rate and UE throughput.

In [95], the authors considered a scenario with MRNs deployed at the top of buses and serving onboard UEs. They provided an analysis of the HO performance and the associated power consumption in LTE. Through computational simulations, the authors compared two cases. The first case was without MRNs deployed on the buses, meaning that all onboard UEs performed their individual HO procedure with macro eNBs. The second case was with MRNs, meaning that only the relays performed the HO procedure to the macro eNBs. Their results showed that the deployment of MRNs reduced the HO rate, the HO failure rate, the ping-pong rate, the UE power consumption and eNB power consumption. Furthermore, the simulation results also showed that UL transmission errors were the most dominant cause of MRNs HO failure. They highlighted that when deploying the relays, the HO procedure played an even more important role in keeping UEs connectivity. With the relays there was a single point of failure, i.e., when the relay HO failed, all UEs connected to the relay were dropped.

B. NON-TERRESTRIAL
In this section we review articles that assume the deployment of non-terrestrial nodes that can both receive and transmit in access and backhaul links. Particularly, we first present works where UAV nodes can be used as mIAB nodes, then, we consider a more general architecture where different types of non-terrestrial nodes, such as High-altitude platforms (HAPs) and satellites, can be deployed as mIAB nodes.

1) UAV
UAV-based MRN will not be part of the 3GPP Release 18 discussions on mIAB, and it is left for future uses in beyond 5G. However, it is still interesting to study its performance from an academic point of view. Compared to the previous types of mobility, e.g., trains and buses, UAVs have important differences. Firstly, in, e.g., buses, the MT and DU are installed outside and inside the buses, respectively, which gives good separation between them, while in UAVs this cannot be accomplished. Besides, UAVs are usually used to serve outside UEs so, for instance, the access links are also moving, but for buses the main purpose is to serve onboard UEs with stationary access links. More precisely, the main use-case for UAVs is coverage extension while for buses is capacity increment. Furthermore, a key point of UAVs is the chance for playing with their height while taking into account their energy consumption and lifetime, which are the main bottleneck for prolonged use of UAVs.

The integration of drones into cellular networks was addressed in [98]. Two different perspectives were presented: 1) how wireless networks can support personal or professional use of drones (called mobile-enabled drones (MEDs)); and 2) how drones can support wireless network performance, i.e., boosting capacity on demand, increasing coverage range, enhancing reliability and agility as an aerial node called wireless infrastructure drones (WIDs). Regarding WIDs, different possibilities were addressed. One of them was the use of drones as IAB nodes. According to the authors, WIDs alleviate the problem of coverage holes by following the crowd at the cell edge. They highlighted that co-channel interference may be a limiting factor.

In [103], the authors investigated the optimal UAV positioning and the optimal UE-UAV association. Their objective was to maximize the number of UEs served by the UAVs. The formulated problem was subject to a limited peak aggregate rate supported by the wireless backhaul link, a limited bandwidth available for access between UEs and UAV and a UE QoS requirement in terms of maximum path loss that a UE could tolerate before outage. Besides, the UEs could have different priorities to be served by the UAVs. The authors proposed a centralized solution, where for each candidate coordinate of the UAV-BS placement, the problem was transformed into a binary integer linear program, which was then solved through the branch-and-bound method.

In [104], the authors went even further. In order to maximize the overall instantaneous sum-rate, they tried to optimize 3D locations of the UAVs, UE-UAV/gNB association, UE-power allocation and precoder design at backhaul links. It was considered a scenario with macro BS and UAVs. DL was assumed. Aerial UEs received interference from DL signals to other aerial UEs, from gNB to terrestrial UEs, and from backhaul links (gNB to UAVs). UAVs are assumed FD. The following simplifying assumptions were made: ZF canceled out the intra tier interference (perfect CSI) and self-interference was completely eliminated at UAVs. One of the main conclusions of the article was that the performance gains of using UAVs was increased when UEs were distributed in multiple hotspots far from each other in contrast to the case where UEs were in a single hotspot.

In [106], besides UAV placement and UE-UAV association, the authors also investigated resource allocation in an in-band IAB scenario. Orthogonal allocation was considered to avoid interference. Besides, in order to mitigate interference between macro BSs and UAVs, reverse TDD between them is adopted, e.g., while the macro BSs are in the DL mode with respect to their serving UEs, UAVs are in UL mode. The number of UL and DL slots are the same. HD is assumed at UAVs. UAVs can be seen as macro UEs. From the ground UEs’ point of view, only interference from other UAVs is modeled. More specifically, the authors formulated an optimization problem to maximize the UE utility (log of data rate) subject to fronthaul and backhaul resources...
and user assignment. The problem was complex and a suboptimal approach was adopted. First, it was assumed fixed UAV placement and UE association and then the resource allocation was optimally solved. After that, user association and UAV placement were solved. Results showed the advantage of UAVs in heterogeneous networks (HetNets) and the relevance of the joint optimization considering fronthaul and backhaul constraints.

In [108], [109], [110] the authors added another dimension to the list of optimized parameters of [107]. Besides of optimal UAV 3D positioning, UE-UAV association and resource allocation, they also optimized the UE power allocation. In [108], [109], [110] the drone mounted base stations (DBSs) had in-band FD capabilities, while the UEs were HD capable. The focus was on DL. However, while in [108], the objective was to minimize the number of DBSs while maximizing the overall transmission rate, in [109], [110], the objective was only to maximize the total system throughput. The UEs could be either associated directly to a macro BS or to a DBSs. It was assumed that DBSs could cancel part of their self-interference and due to this the backhaul link of a DBS reused the frequency spectrum of its access link. In [109], simulation results demonstrated gains of deploying DBSs compared to a system without them. In [110], the authors identified, for the considered scenario, a DBS altitude for which DBS position lower than that the path loss was dominated by the NLOS component, and DBS position higher than that the path loss was dominated by the LOS component.

Another use of UAVs was presented in [100]. In that paper, UAVs and ground small cells were deployed to cache content close to the UEs in order to reduce traffic congestion in backhaul. UE association probability for the UAVs and the ground small-cells was derived using stochastic geometry. Besides, the successful content delivery probability was also derived by considering both the intercell and intracell interference. The successful content delivery performance has been improved by 26.6% on average by caching popular content in the UAVs.

2) SATELLITE

The provision of connectivity in remote or unreachable areas such as rural areas is still a problem to be solved by future mobile communications networks. A promising solution to achieve a truly continuous and ubiquitous global connectivity is the employment of space-air-ground integrated networks (SAGIN). With SAGIN, non-terrestrial networks are integrated to terrestrial networks so as to improve coverage, reliability, QoS, spectral efficiency, among others. SAGIN can be considered as a heterogeneous network composed of three sub-networks: a space component composed of, e.g., satellite constellations, an aerial component composed of, e.g., UAVs and HAPs, and a terrestrial component that can include macro and small BSs. Although space and aerial nodes have not been considered as IAB nodes in 3GPP standards yet, these nodes have the capability of providing backhaul links and improving coverage and efficiency of terrestrial networks. In the following, we review some recent works on SAGIN.

Surveys about SAGIN can be found in [111], [112], [113]. Besides presenting SAGIN architecture, [111] classified the articles in physical layer characteristics and spectrum allocation, mobility management, traffic offloading, integrated networks and performance. The focus of [112] was on the use of SAGIN for high speed railways connectivity. Firstly, [112] discussed the current limitations and shortcomings of conventional railway networks such as LTE railway (LTE-R). After that, the authors proposed the integration of railway systems and SAGIN where space- and air-based segments can provide a wide coverage while ground segment can guarantee high throughput. The survey [113] focused on the integration of non-terrestrial networks with 5G and sixth generation (6G) mobile communication systems. According to [113], non-terrestrial networks can act as end users, as relays for backhauling, as relays for end users and as BSs. Furthermore, [113] also highlighted the main challenges of SAGIN that include propagation delay and path loss, coverage, throughput, Doppler effect, mobility management and weather effects.

In [114], SAGIN was considered where UEs are served by small cells and drones while backhaul can be provided by satellites and macro BSs. The formulated problem consisted in finding the optimal user association and resource allocation that maximizes the system’s data rate while satisfying QoS requirements. So as to solve the problem, the authors proposed a competitive market solution that can be implemented in a distributed way. A Stackelberg game was formulated in [116] to solve the problem of UE offloading from a terrestrial operator to a satellite operator. A pricing strategy was formulated to incentivize the satellite operator to reserve its own resources to allocate to UEs from terrestrial operators.

In [117], the authors proposed the use of both radio and freespace optical frequencies in SAGIN. Freespace optical enjoys huge bandwidth, lower power consumption and unlicensed spectrum. However, freespace optical suffers from atmospheric turbulence and attenuation due to weather conditions. Motivated by this, the authors proposed an adaptive transmission scheme where RF is used when freespace optical links are with poor channel state. The article [118] focused on physical layer security in SAGIN. The system model assumed that full duplex UAVs are capable of receiving information from Internet of Things (IoT) devices while transmitting artificial noise to the eavesdropping channel. The main objective was to maximize the secure uplink data rate by adapting the information and jamming signal power from UAVs, as well as optimizing the altitude and horizontal position of UAVs.

Machine learning has been applied in SAGIN in the works [115], [119], [120]. In [115], the authors intended
to maximize the number of transmitted packets by optimizing resource allocation and transmission mode selection. Direct, i.e., UEs transmitting directly to satellites, and cooperative transmission modes, i.e., information signals from UEs are relayed to satellites by aerial nodes such as UAVs, were considered in this work. Motivated by the high complexity of the formulated problem, the authors resorted to reinforcement learning technique by modeling the studied problem as a Markov decision process. In [119], the authors considered SAGIN to complement vehicular networks by improving network capacity and stability of communication links. Several use cases for machine learning applications in SAGIN in vehicular networks were described including mobile edge computing, traffic control, data cache, among others. In [120], a hierarchical structure for processing deep learning tasks in SAGIN was proposed. Motivated by the long transferring distance for collected data and output results from deep learning tasks, the authors proposed a hierarchical methodology where tasks are offloaded from the cloud to different layers of SAGIN based on complexity of deep learning tasks, processing capability of each layer and required QoS.

V. PERFORMANCE EVALUATION
This section presents a performance comparison between a scenario with mIAB and two benchmark scenarios: one with only macro gNBs, called here as only macros scenario, and other with macro and pico gNBs fiber-connected to the CN, called here as macros-picos scenario. The details concerning the considered simulation modeling are presented in Section V-A and the results are discussed in Section V-B.

A. SIMULATION ASSUMPTIONS
It was considered a simplified version of the Madrid grid [121] as in [122]. As illustrated in Fig. 8, in this scenario, there were nine square blocks, with dimension of 120 m \( \times \) 120 m. The blocks were surrounded by 3 m wide sidewalks and separated of each other by 14 m wide streets with four lanes, two in each direction. In the central block there were 3 not co-located macro gNBs deployed as in Fig. 8. Pedestrians and buses were randomly placed in the sidewalks and in the streets, respectively. In the intersections, they had a probability of 60 % to continue straight ahead and 40 % to turn left or right with equal probability to each side.

The pedestrians walked in the sidewalks and were allowed to cross the roads only in the intersections. Passengers were randomly located inside the buses at any available seat. During the simulation, their position relative to their bus did not change. In the mIAB scenario, mIAB nodes were deployed at the buses. The DU and MT were placed at the back of the buses; however, the DU was inside and the MT was outside at the roof. Important to mention that an mIAB node could not connect to another mIAB node. It could only be served by an IAB donor, i.e., a gNBs. Other parameters related to the entities present in the system, e.g., IAB donors, mIAB nodes, pedestrians and passengers, are presented in Table 1.

The simulations were conducted at 28 GHz with 50 MHz of system bandwidth, standardized in [124, Table 5.3.2-1]. The channel link between the entities present in the simulations was modeled using the 5G-SToRM channel model described in [125], where [125] implements its channel model according to [123]. The adopted channel model from [123], [125] is spatially and time consistent. It considers a distance-dependent path-loss, a lognormal shadowing component and a small-scale fading. Moreover, as illustrated in Fig. 9, all the links with the donor, i.e., donor-MT, donor-DU and donor-passenger, were modeled as urban macro (UMa). All links involving the MT, except the link donor-MT, were modeled as urban micro (UMi), as well as the links DU-pedestrian and pedestrian-passenger. The link DU-passenger was modeled as an indoor hotspot one. The bus body had a penetration loss of 20 dB [123]. Thus, the links with one entity inside the bus and other outside, such as donor-DU, DU-pedestrian, MT-passenger and pedestrian-passerger, suffered this penetration loss. Furthermore, the
TABLE 2. TDD scheme adopted in only macros and macros-picos scenarios.

| Slot | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | DL usage | UL usage | Total usage |
|------|---|---|---|---|---|---|---|---|---|----|----------|----------|-------------|
| Macro and Pico gNBs | DL | S (DL) | UL | UL | UL | DL | S (DL) | UL | UL | DL | 50% | 50% | 100% |

TABLE 3. TDD scheme adopted in the mIAB scenario.

| Slot | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | DL usage | UL usage | Total usage |
|------|---|---|---|---|---|---|---|---|---|----|----------|----------|-------------|
| IAB donor | DL | UL | Ø | DL | Ø | UL | DL | Ø | UL | DL | 40% | 30% | 70% |
| Backhaul | DL | Ø | UL | DL | UL | Ø | Ø | UL | Ø | DL | 30% | 30% | 60% |
| IAB node | Ø | UL | DL | Ø | DL | UL | DL | Ø | UL | Ø | 40% | 30% | 70% |

In the access links, multiple input single output (MISO) transmissions were performed with a matched filter used as a precoder. On the other hand, in the backhaul, MIMO transmissions were performed. To take advantage of the multiple antennas at both sides of a backhaul link, the transmission within an RB was multiplexed into streams. For each stream, it was computed a pair of precoder/decoder using the singular value decomposition (SVD) of the channel between an IAB donor and the MT part of an mIAB node. At most the eight streams with the highest singular values were scheduled, subject to having an estimated modulation and coding scheme (MCS) higher than one.

Regarding resource scheduling, a slot was the minimum scheduling unit. In the time domain, a slot consisted of 14 orthogonal frequency division multiplexing (OFDM) symbols with total time duration of 0.25 ms, while in the frequency domain it consisted of one resource block (RB) with subcarrier spacing of 60 kHz, where one RB corresponded to 12 consecutive subcarriers.

In the frequency domain, the round robin (RR) scheduler was adopted to schedule the RBs. The RR iteratively allocated the RBs, scheduling in a given RB the UE bearer waiting the longest time in the queue. The RR was chosen since it is a well-known scheduler enabling an interested reader to reproduce our performance evaluation. Besides, our main objective was not to find the scheduler that optimizes the system behavior, but rather compare the different solutions under the same conditions, i.e., using the same scheduler. Deep studies about the performance of different scheduling strategies consist in an interesting research topic and is left for further studies.

In the access links, multiple input single output (MISO) transmissions were performed with a matched filter used as a precoder. On the other hand, in the backhaul, MIMO transmissions were performed. To take advantage of the multiple antennas at both sides of a backhaul link, the transmission within an RB was multiplexed into streams. For each stream, it was computed a pair of precoder/decoder using the singular value decomposition (SVD) of the channel between an IAB donor and the MT part of an mIAB node. At most the eight streams with the highest singular values were scheduled, subject to having an estimated modulation and coding scheme (MCS) higher than one.

In the time domain, TDD schemes were used to separate transmission and reception of the signals, i.e., in a given slot, data could traverse a link in just one direction, either UL or DL. More specifically, the TDD scheme presented in Table 2 was considered in the only macros and macros-picos scenarios, while the TDD scheme in Table 3 was considered in the IAB scenario, where backhaul UL means that the mIAB MT part transmits data to the IAB donor, while backhaul DL means that the mIAB MT part receives data from the IAB donor. The TDD scheme in Table 2 is standardized by 3GPP in [126], while the one in Table 3 is based on the one proposed in [31] for three hops (in our case we are considering just two hops). Remark that on the one hand, in the scheme of Table 2, macro and pico gNBs are active in 100% of the time, transmitting either in DL or in UL with equal time usage for both DL and UL. On the other hand, in the scheme of Table 3, IAB donor and mIAB node are active only in 70% of the time and with different time usage between DL and UL. One of the reasons for this is the introduction of silence intervals to reduce interference in the system. Specifically regarding the buses, to avoid self-interference, they could not simultaneously receive and transmit data, e.g., receive in the MT while transmitting in the DU.

As a measure of signal strength, the UEs and the mIAB nodes were measuring the reference signal received power (RSRP) of candidate serving cells, where the RSRP is the linear average over the power contributions (in Watts) of the resource elements confined within a SSB transmitted by a candidate serving cell, as defined in [127]. The topology adaptation was based on the highest measured RSRP. The channel quality indicator (CQI)/MCS mapping curves.
TABLE 4: Simulation parameters.

| Parameter                  | Value                                                                 |
|----------------------------|----------------------------------------------------------------------|
| Layout                     | Simplified Madrid grid [121], [122]                                   |
| Carrier frequency          | 28 GHz                                                                |
| System bandwidth           | 50 MHz [124, Table 5.3.2-1]                                          |
| Subcarrier spacing         | 60 kHz [124, Table 5.3.2-1]                                          |
| Number of subcarriers per RB | 12                                                                  |
| Number of RBs              | 66 [124, Table 5.3.2-1]                                              |
| Slot duration              | 0.25 ms                                                               |
| OFDM symbols per slot      | 14                                                                   |
| Channel generation procedure | As described in [123, Fig. 7.6.4-1]                                    |
| Path loss                  | Eqs. in [123, Table 7.4.1-1]                                         |
| Fast fading                | As described in [123, Sec.7.5] and [123, Table 7.5-6]                |
| AWGN power per subcarrier  | −174 dB                                                              |
| Noise figure               | 9 dB                                                                 |
| Mobility model             | Pedestrian and Vehicular [129]                                       |
| Number of buses            | 6                                                                    |
| Passengers + pedestrians   | 72                                                                   |
| Percentage of passengers   | {25%, 50%, 75%}                                                      |
| Number of passengers per bus | {3, 6, 9}                                                           |
| CBR packet size            | {1024, 2048, 3072} bits                                              |
| CBR packet inter-arrival time | 4 slots                                                            |

standardized in [128] were used for link adaptation with a target block error rate (BLER) of 10%. It was also considered an outer loop strategy to avoid the increasing of the BLER. According to this strategy, on the one hand, when a transmission error occurred, the estimated SINR used for the CQI/MCS mapping in the link adaptation was subtracted by a back-off value of 1 dB. On the other hand, when a transmission occurred without error, the estimated SINR had its value added by 0.1 dB.

As previously mentioned, three scenarios were considered. The first with only three macro gNBs deployed at the central block, called here as only macros scenario. The second with the three macro gNBs (acting as IAB donors) plus mIAB nodes deployed in the buses, called here as mIAB scenario. The third with the three macro gNBs plus 6 pico gNBs deployed at the positions indicated in Fig. 8 (at the vertices of a hexagon) called here as macro-picos scenario. In these three scenarios there were 6 buses (as many as pico gNBs) and 72 UEs, i.e., passengers plus pedestrians. The UEs’ traffic, in both DL and UL, was modeled as constant bit rate (CBR) with packet-inter-arrival time equal to four slots. In the simulations, it was analyzed the impact of the packet size and the impact of the percentage of passengers considering the 72 UEs in the system. For this, nine possible combinations of packet size and percentage of passengers were tested, where the packet size could be equal to 1024, 2048 or 3072 bits and the percentage of passengers considering the 72 UEs in the system could be equal to 25%, 50% or 75% meaning that in each bus there were 3, 6 or 9 passengers. Table 4 summarizes the main simulation parameters.

In the following, the simulation results are presented. Firstly, we compare the downlink performance of passengers and pedestrians in the three considered scenarios, focusing on their throughput, latency and MCS usage. Secondly, we analyze their performance on the uplink, highlighting the main differences compared to the downlink. Then, we focus on the wireless backhaul quality in the mIAB scenario. Finally, we present the statistics of links served by the IAB donors. More specifically, we analyze the percentage of time that the IAB donors served backhaul and access links.

B. SIMULATION RESULTS

1) DOWNLINK

DOWNLINK THROUGHPUT

Firstly, let’s analyze the impact of introducing mIAB on the DL throughput of passengers and pedestrians. Figure 10 presents the DL throughput of passengers (dashed lines) and pedestrians (solid lines) considering a packet size of 3072 bits and for three different percentages of passengers.
First, notice that in the three figures of Fig. 10, the DL throughput of passengers in the mIAB scenario (blue dashed lines with circles as markers) was similar for almost 100% of them. This was due to their vicinity to the mIAB node, i.e., they were next to the DU antennas inside the buses. Besides, compared to the only macros scenario (green dashed lines with triangles as markers), in the mIAB scenario, the DL throughput of the majority of the passengers was remarkably improved. One could argue that in the mIAB scenario there were more gNBs, i.e., the ones in the buses, than in the only macros scenario. However, even when compared to the macros-picos scenario (orange dashed lines with squares as markers), where the number of gNBs was equal to the one in the mIAB scenario, the passenger DL throughput of mIAB scenario was higher than the one for macros-picos scenario in most of the percentiles. Besides, while the DL throughput of all passengers in the mIAB scenario was higher than 3 Mbps, more than half of the passengers in the macros-picos scenario were not able to achieve this throughput. The main reason for this is the fact that signals serving passengers in the only macros and macros-picos scenarios suffered a penetration loss of 20 dB, due to the signal crossing the bus body, while, in the mIAB scenario, the passengers were connected to antennas deployed inside the bus that did not suffer this loss.

Regarding the pedestrians DL throughput in the mIAB scenario, we can see in Fig. 10, that it varied with the percentage of passengers in the system, thus, with the number of pedestrians. Decreasing the percentage of passengers, i.e., increasing the number of pedestrians, their DL throughput decreased. One of the reasons was the adopted fixed IAB TDD scheme, Table 3, which partitioned the slots between backhaul and UEs directly connected to IAB donors without taking into account the real necessity of the system. Thus, it could be better if one adopted a dynamic resource scheduling taking into account the load of backhaul and UEs directly connected to IAB donors without taking into account the real necessity of the system. Thus, it could be better if one adopted a dynamic resource scheduling taking into account the load of backhaul and UEs directly connected to IAB donors. Besides, compared to the other scenarios, in the IAB scenario, the IAB donors, which served most part of the pedestrians, were active in the DL only in 40% of the time, while in the other scenarios, according to the adopted TDD scheme in Table 2, the macro gNBs were active in the DL during 50% of the time. However, we remark that even if the pedestrians DL throughput decreased in the mIAB scenario compared to the others, it still achieved values high enough to keep a good connectivity.

Figure 11 also presents the DL throughput of passengers (dashed lines) and pedestrians (solid lines), but for three different packet sizes and considering 50% of the UEs in the system as passengers. Similar to the analyses of Fig. 10, we can conclude here that the deployment of mIAB nodes inside the buses improved the passengers DL throughput, while keeping the pedestrians with a good DL throughput. Furthermore, we highlight that for higher percentages of passengers in the system and higher packet size, i.e., more loaded systems, the gains of using mIAB relative to the only macros and macros-picos scenarios were higher.

DOWNLINK DATA TRANSMISSION QUALITY

Figures 12(a) and 12(b) present the passengers’ MCS usage in DL for the only macros and mIAB scenarios, respectively for the configuration with 50% of passengers in the system and packet size of 3072 bits. The red bars represent the percentage of transmissions with error and the blue bars represent the percentage of successful transmissions. First, we remark that Fig. 12(b) does not refer to the passengers end-to-end link quality (IAB donor - passengers), it only refers to the quality of the link between the mIAB nodes and their served passengers. The quality of the link between the IAB donors and the mIAB nodes will be analyzed in Section V-B3.

On the one hand, notice that in Fig. 12(a), in the only macros scenario, the passengers received data mainly with lower MCSs. This was mainly due to the bus penetration loss, which degraded the link between passenger and macro gNBs. Although low MCSs were most frequently used in the transmissions, remark that the sum of NACKs over all MCSs was lower than the target BLER of 10% adopted in the link
adaptation. On the other hand, notice that in Fig. 12(b), in the mIAB scenario, the passengers received data from the mIAB node with the highest MCS and with almost zero transmission error. This is a benefit of deploying the DU part of the mIAB node inside the buses.

The pedestrians’ MCS usage in DL is presented in Fig. 13. Figure 13(a) is related to the only macros scenario, while Fig. 13(b) concerns pedestrians connected to an IAB donor in the mIAB scenario and Fig. 13(c) concerns pedestrians connected to an mIAB node. First, notice that the histograms in Fig. 13(a) and Fig. 13(b) are similar with small differences, meaning that the SINR of a pedestrian connected to a macro gNB in the only macros scenario and the SINR of a pedestrian connected to an IAB donor in the mIAB scenario were similar. Furthermore, considering that the pedestrian signal strength was also similar in both cases, since the macro gNB and the IAB donor had similar characteristics, we conclude that the interference in both cases was also similar.

In the mIAB scenario, 15% of the pedestrians were served by an mIAB node for at least a couple of transmission time intervals (TTIs). Particularly, their connection lasted less than 1s in 90% of the cases, as illustrated in Fig. 14, which is not good in practice. They connected to a mIAB node due to a higher RSRP. However, when they were receiving data from the DU part of the mIAB node, the MT part was transmitting upstreaming data to the IAB donor in the backhaul, as described in Table 3 slots 3, 5 and 8. Thus, the MT part of the mIAB node caused a high interference to the pedestrians connected to an mIAB node, since both were active at the same time and both were outside the bus, meaning that the interfering link did not suffer attenuation due to the crossing of the bus body. This inference caused low values of SINR and so the usage of low MCSs as shown in Fig. 13(c). Important to remark that this interference was not a problem for the passengers, since they were inside the bus and the signal from the MT part suffered from the bus body penetration loss.

Based on these results, one can conclude that pedestrians should avoid connecting to an mIAB node, unless the signal between them is strong enough to compensate the interference from the MT part and the connection is expected to last longer than a given threshold. For this, one could consider an admission policy to allow a UE to connect to an mIAB cell. The admission criteria could be: a minimum measured RSRP value; a maximum measured interference level (reference signal received quality (RSRQ) instead of RSRP); the relative UE and bus geographical position in a given time interval; etc.

Figures 15(a) and 15(b) present the CDF of SINR and SNR in the DL of pedestrians connected to a macro gNB in the only macros and mIAB scenarios, respectively. Comparing these two figures, notice that the difference between the SINR and SNR curves, i.e., the interference,
FIGURE 15. SINR and SNR of pedestrians in a scenario with 50% of passengers and packet size of 3072 bits.

FIGURE 16. SINR and SNR of passengers in a scenario with 50% of passengers and packet size of 3072 bits.

FIGURE 17. Downlink latency—Impact of percentage of passengers, considering packet size equal to 3072 bits.

is similar (the difference neither increased nor decreased when changing the scenario). Thus, we can conclude that the deployment of mIAB nodes may not impact the interference that the pedestrians connected to a macro gNB suffer. This is an important result, since the possible dynamic interference caused by mIAB nodes in the UEs served by IAB donors is one of the concerns regarding the deployment of mIAB cells. The interference avoidance was obtained due to the adopted TDD scheme (Table 3), which did not allow transmissions in the access links of mIAB nodes when IAB donors were operating in DL in their access links. The topic of exploiting a TDD scheme for interference handling in mIAB networks is addressed in [130].

Figures 16(a) and 16(b) present the CDF of SINR and SNR in the DL of passengers connected to a macro gNB in the only macros scenario and connected to an mIAB node in the mIAB scenario, respectively. In Fig. 16(a), the SINR and SNR curves are superposed, meaning that in the only macros scenario the interference was not a problem for the passengers. This was a consequence of the bus body loss that filtered possible interference links coming from neighbor gNBs. The drawback of the bus body loss is that it filters not only the interference but also the signals serving the passengers, as we can see by the low values of the SNR. In this scenario, 80% of the passengers had an SNR lower than 10 dB. On the other hand, in the mIAB scenario, their SNR had a boost when deploying the mIAB nodes in the buses (Fig. 16(b)). In this scenario, when the backhaul (MT part of the mIAB nodes) was operating in the UL, they interfered with the passengers receiving in the DL from the DU part of the mIAB nodes. However, as we can see in Fig. 16(b), the SINR was still high enough to allow transmissions with the highest MCS.

DOWNLINK LATENCY
DL transmissions with low MCS, thus low DL throughput, to the passengers in the only macros and macros-picos scenarios impacted the passengers DL latency as it can be seen in Fig. 17 and Fig. 18. These figures present the CDF of the UEs end-to-end DL latency for different values of the percentage of passengers and of the packet size, respectively.
Dashed and solid curves represent the DL latency of passengers and pedestrians, respectively. On the one hand, one can see that passengers using delay sensitive services will suffer in the only macros and macros-picos scenarios, since in the simulations their DL latency achieved values up to 6 s. On the other hand, in the mIAB scenario, DL packet latency was negligible. In that scenario, for the majority of the passengers, in the worst case, the latency was equal to 2 ms. It corresponded to the case where packets were generated in the IAB donor at slot 5 of Table 3 and needed to wait until slot 10 to be transmitted in the backhaul from the IAB donor to the mIAB node and only at the next slot 3 of the next frame it was transmitted from the mIAB node to the passengers, totaling 8 slots, i.e., 2 ms, of delay. Furthermore, similar to the analyses of DL throughput, we can see that for higher percentages of passengers in the system and higher packet size, i.e., more loaded systems, the gains in the mIAB scenario for the passengers DL latency were higher compared to the other scenarios.

2) UPLINK

Until now, we have analyzed the mIAB performance in the DL. Now, let’s focus on the UL. In general, in the UL we came to similar conclusions as the ones drawn in the DL analyses. However, due to different transmit power and interference pattern in DL and UL, some points were different and will be highlighted in the following.

Figure 19 presents the passengers’ MCS usage in UL for the only macros and the mIAB scenarios for the configuration with 50% of passengers in the system and packet size of 3072 bits. It is equivalent to Fig. 12, but for the UL. The red bars represent the percentage of transmissions with error and the blue bars represent the percentage of successful transmissions. Comparing Fig. 12(a) and Fig. 19(a), one can notice that in the DL of the only macros scenario, even if the majority of the transmissions were with lower MCSs, 5% of the transmissions were successful with the highest MCS. However, in the UL, less than 1.5% of the transmissions were successful with the highest MCS. The main reason for this was the lower transmit power in the UL compared to the DL. As a consequence, the SINR of the passengers was lower, allowing them to mostly use only the lowest MCSs.

The pedestrians’ MCS usage in UL is presented in Fig. 20. Figure 20(a) is related to the only macros scenario, while Fig. 20(b) concerns pedestrians connected to an IAB donor in the mIAB scenario and Fig. 20(c) concerns pedestrians connected to an mIAB node in the mIAB scenario. Figure 20 is equivalent to Fig. 13, but for the UL. Comparing Fig. 13(c) and Fig. 20(c), one can notice that, for the pedestrians connected to an mIAB node, in the DL, only 5% of the transmissions were successful with the highest MCS, while, in the UL, 13% of the transmissions were successful with the highest MCS. This difference is explained by the fact that, even though the transmit power in the UL was lower, the interference was even lower. More precisely, analyzing Table 3, we can see that a pedestrian connected to an mIAB node receiving data in the DL suffered interference from the MT part of the mIAB node, which was transmitting in the UL to the IAB donor and which did not suffer from
FIGURE 20. Histogram of pedestrians’ MCS usage in UL in a scenario with 50% of passengers and packet size of 3072 bits.

FIGURE 21. Uplink throughput considering packet size equal to 3072 bits and percentage of passengers equal to 50%.

The highlighted differences regarding the MCS distribution impacted the UL throughput. Figure 21 presents the UL throughput of passengers (dashed lines) and pedestrians (solid lines) considering packet size equal to 3072 bits and percentage of passengers equal to 50%. It is equivalent to Fig. 10(b), but for the UL. As we have seen, the link quality of passengers in the only macros scenario was worse in the UL than in the DL due to the lower transmit power. As a consequence, in the only macros scenario, passengers UL throughput was worse than their DL throughput, as one can see comparing Fig. 21 and Fig. 10(b). Thus, for the passengers, the gains of deploying mIAB, in terms of throughput, were even higher in the UL. Concerning the pedestrians, in the mIAB scenario, their UL throughput was lower than their corresponding DL throughput. It is explained by the fact that, in the adopted TDD scheme for the mIAB scenario, less time slots are used for UL transmissions than for DL transmissions.

Figure 22 presents the UL latency results. It is equivalent to Fig. 17(b), which presents the DL latency results. Conclusions similar to the ones obtained from the UL throughput can be drawn regarding the UL latency.

3) BACKHAUL QUALITY

In a mIAB scenario, besides the quality of the links of passengers and pedestrians, one should also be careful with the quality of the backhaul link, since when a bus suffered from a bad link to their serving IAB donor, all the passengers connected to it also suffered from the bus penetration loss.

The highlighted differences regarding the MCS distribution impacted the UL throughput. Figure 21 presents the UL throughput of passengers (dashed lines) and pedestrians (solid lines) considering packet size equal to 3072 bits and percentage of passengers equal to 50%. It is equivalent to Fig. 10(b), but for the UL. As we have seen, the link quality of passengers in the only macros scenario was worse in the UL than in the DL due to the lower transmit power. As a consequence, in the only macros scenario, passengers UL throughput was worse than their DL throughput, as one can see comparing Fig. 21 and Fig. 10(b). Thus, for the passengers, the gains of deploying mIAB, in terms of throughput, were even higher in the UL. Concerning the pedestrians, in the mIAB scenario, their UL throughput was lower than their corresponding DL throughput. It is explained by the fact that, in the adopted TDD scheme for the mIAB scenario, less time slots are used for UL transmissions than for DL transmissions.

Figure 22 presents the UL latency results. It is equivalent to Fig. 17(b), which presents the DL latency results. Conclusions similar to the ones obtained from the UL throughput can be drawn regarding the UL latency.

3) BACKHAUL QUALITY

In a mIAB scenario, besides the quality of the links of passengers and pedestrians, one should also be careful with the quality of the backhaul link, since when a bus suffered from a bad link to their serving IAB donor, all the passengers connected to it also suffered. Figure 23 presents the histogram of DL and UL backhaul’s MCS usage in a scenario with 50% of passengers and packet size of 3072 bits. Comparing Fig. 23(a) and Fig. 23(b) with Fig. 12(a) and Fig. 19(a), respectively, one can again conclude that it was
better for a passenger to communicate with the IAB donor through an mIAB node instead of being directly connected to it. The backhaul better link quality was mainly due to the deployment of the mIAB node MT part outside the bus, thus overcoming the bus penetration loss, and also due to the utilization of a uniform linear array (ULA) with 64 antenna elements instead of a single antenna as the passengers did.

4) LINKS SERVED BY IAB DONORS

We have seen that the adopted TDD scheme impacts the results. Thus, it is interesting to try to understand how to better allocate the resources. For this, it is important to understand the profile of the links served by the IAB donors. Hence, in this part we analyze the number of links served by the IAB donors, the percentage of them that are access links and how many links are served by the IAB donors in the backhaul of mIAB nodes.

Figure 24 presents the histogram of the number of links served by IAB donors. When serving a bus, i.e., an mIAB node, an IAB donor indirectly served through the backhaul the UEs served by the bus (almost always, only passengers). Thus, when a bus disconnected from the IAB donor, the load in the donor suddenly changed a lot, since the passengers went away together with the bus. Due to this, as we can see in Fig. 24 the number of links served by an IAB donor could be quite different from one donor to another, since if they served a different number of buses, the difference in the number of served links was approximately multiple of the number of passengers per bus.

This effect is well visible in Fig. 24(a), which refers to the case of 75% of passengers in the system, i.e., nine passengers per bus. Notice that, in this figure, there are six peaks (six was the number of buses in the simulations), each one centered in a multiple of nine, which is the number of passengers in a bus for this case. When the number of passengers was reduced from nine to six and three as in Fig. 24(b) and Fig. 24(c), respectively, the load variability of the IAB donors decreased, since, in those cases, moving a bus from one IAB donor to another did not heavily impact the load of those donors.

Based on these results, one should consider adopting topology adaptation strategies that take into account the IAB donor load. This may avoid overloading IAB donors when changing the serving donor of a given bus.

Figure 25 focuses only on the number of backhaul links served by IAB donors and presents the histogram of this number. Since, in the backhaul, the IAB donors were serving links from the buses, one could expect that through the backhaul the donors would serve a number of links multiple of the number of passengers in the buses. However, Fig. 25 shows that sometimes the backhaul served a number of links a little bit higher than a number multiple of the number of passengers per bus. For example, in Fig. 25(a), which refers to the case of 75% of passengers in the system, i.e., nine passengers per bus, there are six peaks, each one in multiples of nine, plus some bars corresponding to numbers a little bit higher that the closest multiple of nine. This is explained by
the fact that buses could serve not only passengers, but also pedestrians, totaling a number of served links equal to the number of passengers plus a small number of pedestrians.

Finally, Fig. 26 presents the histograms of the percentage of links served by the IAB donors that correspond to access links. The complementary of these numbers corresponds to backhaul links. Remark that the percentage of links that are access links varies a lot. As a consequence, one can conclude that adopting fixed time/frequency resources multiplexing schemes between donors and nodes may waste resources. For example, when the percentage of access links served by the IAB donor was low, it could be better to schedule more resources to the backhaul of connected mIAB nodes. In other words, one should consider adopting dynamic time/frequency resource multiplexing between access and backhaul based on the type of served links.

VI. LESSONS LEARNED, OPEN ISSUES AND FUTURE DIRECTIONS

The high-data rate and huge bandwidth requirements of future networks, e.g., 5G-Advanced and 6G, are a strong motivation to explore mmWave and even higher frequencies, e.g., Sub-Terahertz (Sub-THz). Networks working in such frequencies are expected to be even denser compared to 4G and 5G. This makes the study of IAB and other solutions that overcome the need of wired connected nodes, e.g., network controlled repeater (NCR) and reconfigurable intelligent surface (RIS) based solutions, still important. In this context, wireless backhaul as an enabler of future networks at the infrastructure level makes mIAB a potential 6G application to achieve the key 6G requirements, as also mentioned in [131]. Specially, while the industrial needs for IAB on the trains/buses may increase, it is expected that 6G focuses on more advanced mIAB setups such as mIAB on the drones for, e.g., public safety applications, or mIAB on the satellites/LEOs for uninterrupted coverage. Thus, in the following, we present the main learned lessons and point out open issues as well as possible directions to address them.

A. CELL PLANNING

The mIAB state-of-the-art works which consider transports with previously known behavior, e.g., trains and buses, usually take advantage of that and deploy IAB donors in strategic places, e.g., along the railway track. For systems without a well-defined behavior, e.g., vehicles moving in a city, it is more challenging to design the system in advance, e.g., to define where the IAB donors should be deployed and how resource allocation and interference management can be handled. A promising direction is to adopt artificial intelligence (AI)-based solutions to learn possible mIAB node trajectories and how the traffic varies along the day in order to be able to deploy IAB donors in strategic positions.

B. MOBILITY MANAGEMENT

A challenge imposed by the mobility of an mIAB node is that it can suddenly overload its target IAB donor if the donor is not prepared to receive this new mIAB node. Similar to the previous topic, one adopted approach to deal with the mobility of mIAB nodes is to exploit the knowledge of the transport position and its trajectory, e.g., where a train or bus is and when they are going to arrive at the station. It allows the system to configure in advance the next IAB donor to receive the incoming UEs. However, this strategy is more challenging when we deal with vehicles without a well-defined trajectory. A promising solution to investigate is also to use prediction-based methods in those cases. For example, if the system is able to predict the arrival of an mIAB node, and its corresponding additional traffic, instants before it arrives, nearby BSs can perform load balancing in advance in order to reserve resources for the coming node.

C. DYNAMIC INTERFERENCE MANAGEMENT

Whether interference management is required or not depends on different parameters such as the mIAB transmit power, scheduling, power adaptation capability of the nodes, etc. Many works considered the access link provided by mIAB nodes deployed in a frequency spectrum different from the one used by the rest of the system in order to eliminate the interference caused by the mobility of those...
UEs through the system. This is not an efficient solution since the spectrum is expensive and scarce and might stay unused in a given area as long as no mIAB node is there. On the other hand, it is still a challenge to deploy access and backhaul links at the same frequency band due to the dynamic interference caused by the mobility of the mIAB nodes. Thus, solutions for in-band interference management must be further investigated. For example, one can perform power control in the mIAB nodes access links in order to reduce/avoid interfering with nearby UEs connected to the IAB donor. Another option is to insert slots of silence on the TDD frame pattern, as investigated in [130].

D. BANDWIDTH ALLOCATION FOR ACCESS AND BACKHAUL
Most of the works considering in-band deployment of mIAB adopted a fixed split of the resources (either in frequency or in time) between access and backhaul links. A strategy for sharing resources between backhaul link and access links of inside and outside UEs is still a challenge and must be further investigated, since it can lead to more efficient use of the spectrum. For example, dynamic spectrum partitioning could be performed taking into account the data load to be transmitted in the backhaul and in the access links of IAB donor and mIAB nodes. This solution guarantees fairness and avoids the waste of resources in case part of the spectrum is reserved for a given type of link, e.g., backhaul, but there is not enough data to be transmitted in that link.

E. ANTENNA DEPLOYMENT
It is almost a consensus that at least for trains and buses antennas are going to be deployed outside and at the top of these transports being connected to inside APs which will provide connectivity for inside UEs. However, practical considerations must still be further evaluated, e.g., each operator will need to deploy its own equipment or will the infrastructure be shared, e.g., computational resources, antennas and frequency spectrum. Moreover, since a possible use case of mIAB nodes is to serve not only onboard UEs but also surrounding UEs, it is important to evaluate and compare pros and cons of deploying DU antennas either only inside or both inside and outside of mIAB nodes.

F. ROLE OF UAV
UAV-based communication is not considered in 3GPP Release 18 work-item on mIAB. However, from an academic perspective, it is still interesting to investigate its performance. Works which use UAVs to enhance the coverage of the network usually first define an optimal position for the UAVs and fix them there. It is still under evaluation how UAVs perform when continually moving either to provide access link for UEs or to provide a wireless backhaul for other IABs nodes.

G. IMPROVED RELIABILITY FOR C-PLANE
3GPP standard documents do not yet cover mIAB aspects. Different aspects should still be investigated, e.g., the possibility of splitting user and control planes as in dual connectivity (DC) scenarios. In the context of mIAB U-plane could be multi-hop while C-plane would be one-hop [132]. This approach aims at reducing latency and failure probability. Furthermore, U/C-planes could even be deployed at different frequencies, where U-plane would be deployed at mmWave for enhanced throughput while C-plane would be deployed at C-band for higher reliability and coverage.

H. TOPOLOGY ADAPTATION ON MOBILE IAB
With inter-CU topology adaptation, an IAB node migrates from an old parent to a new parent where both parent nodes are served by different IAB donor CUs. The current discussions are about the need for both MT and DU parts of the migrating IAB node to handover. The main point is that DU migration requires that all child nodes and UEs should perform HO to the new target donor-CU. This is not the case when only MT-part HO is executed. DU migration involves context transfer of the child IAB nodes and UEs, update of their security keys and causes a large amount of signaling to be exchanged via the Xn, F1 and radio interfaces [133]. This flood of signaling is called signaling storm. The main concern is that this procedure may cause service interruption as, currently, each DU can be connected simultaneously to only one CU. One of the envisaged solutions is the possibility of the support of two logical DUs, but this may increase the complexity of IAB. Although these discussions on 3GPP are focused on fixed IAB, they certainly are of utmost relevance for future discussions on mIAB where topology adaptation should be more frequent.

I. SIGNALING OPTIMIZATION FOR GROUP HO
Another important aspect that has been discussed on 3GPP meetings is about the optimization of group HO when the DU part changes its parent in inter-CU topology adaptation. If standard HO procedure is followed, all child nodes and UEs would perform Xn HO procedure including the random access (RACH) procedure. However, note that the RACH procedure is not necessary in these cases since there is no change in the UE’s strongest cell and child IAB nodes’ strongest parent. Finally, group signaling could be tailored for this case where HO messages of several UEs could be concatenated/compressed [134]. As an example, each UE’s RRC reconfiguration message could be significantly reduced by updating only few parameters.

VII. CONCLUSION
As presented in this work, mIAB is a candidate solution to address at least two challenges of current networks. Firstly, it enhances the service of moving UEs, e.g., passengers of trains and buses, guaranteeing that they are always connected and avoiding overloading the network with HO messages.
when a group of moving UEs enters simultaneously the coverage area of a new cell. Secondly, it allows a quick deployment of new cells to provide/improve connectivity in high demanding areas with the deployment of mIAB nodes.

The basis for the deployment of mIAB were presented. They are: current status of IAB standardization in 5G NR and state-of-the-art works regarding fixed IAB and mIAB. In order to help readers interested in this subject, the state-of-the-art works were classified following different criteria. On the one hand, fixed IAB related works were classified according to the studied dimensions, system modeling assumptions/constraints, considered problem objectives and KPIs, solution approaches and adopted mathematical tools. On the other hand, mIAB related works were grouped according to the type of mobile node, e.g., train, bus, UAV, etc. It was noticed that works considering similar mobile nodes usually consider similar problems, e.g., UAV positioning, and take advantage of specific characteristics of each mobile node, e.g., known trajectory of buses.

After the literature review, we have performed an extensive analysis of mIAB based on computational simulations. It was considered an urban macro scenario where IAB nodes were deployed in buses in order to improve the passengers’ connection. It was presented passengers and pedestrians throughput, latency and link quality in both downlink and uplink transmission directions. Results related to the wireless backhaul were also presented as well as the profile of links served by the IAB donors. It was concluded that the deployment of the DU part of an IAB node inside a bus and its MT part outside the bus remarkably improves the passengers throughput and latency. This is due to the fact that this deployment overcomes the significant bus penetration loss that a link between a BS outside the bus and a passenger suffers. Moreover, it was also concluded that an admission policy to allow a UE to connect to a mIAB cell should be adopted. The admission criteria could be: a minimum measured RSRP value; a maximum measured interference level (RSRQ instead of RSRP); the relative UE and bus geographical position in a given time interval; etc. Furthermore, it was concluded that the adopted topology adaptation and TDD scheme play an important role directly impacting the interference management strategy. Thus, it would be better if dynamic topology adaptation and time/frequency resource scheduling were adopted taking into account the IAB donor load, e.g., amount of served traffic from access and backhaul links.

Finally, we have summarized lessons learned, open issues and future directions related to mIAB. One important challenge is how to deal with the dynamic interference caused by mobile cells when moving around the system, specially in the case with in-band deployment of backhaul and access. Besides, a promising solution for this and other challenges is the use of predictive solutions, e.g., AI-based, in order to anticipate what is going to happen and prepare the system in advance.
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