Abstract

In Itô-diffusion environments, we introduce and analyze $N$-player and common-noise mean-field games in the context of optimal portfolio choice in a common market. The players invest in a finite horizon and also interact, driven either by competition or homophily. We study an incomplete market model in which the players have constant individual risk tolerance coefficients (CARA utilities). We also consider the general case of random individual risk tolerances and analyze the related games in a complete market setting. This randomness makes the problem substantially more complex as it leads to ($N$ or a continuum of) auxiliary “individual” Itô-diffusion markets. For all cases, we derive explicit or closed-form solutions for the equilibrium stochastic processes, the optimal state processes, and the values of the games.

1 Introduction

In Itô-diffusion environments, we introduce $N$-player and common-noise mean-field games (MFGs) in the context of optimal portfolio choice in a common market. We build on the framework and notions of [12] (see, also, [11]) but allow for a more general market model (beyond the log-normal case) and, also, consider more complex risk preferences.

The paper consists of two parts. In the first part, we consider a common incomplete market and players with individual exponential utilities (CARA) who invest while interacting with each other, driven either by competition or homophily. We derive the equilibrium policies, which turn out to be state (wealth)-independent stochastic processes. Their forms depend on the market dynamics, the risk tolerance coefficients, and the underlying minimal martingale measure. We also derive the optimal wealth and the values of both the $N$-player and the mean-field games, and discuss the competitive and homophilous cases.

In the second part, we assume that the common Itô-diffusion market is complete, but we generalize the model in the direction of risk preferences, allowing the risk tolerance coefficients to be random variables. For such preferences, we first analyze the single-player problem, which is interesting in its own right. Among others, we show that the randomness of the utility “distorts” the original market by inducing a “personalized” risk premium process. This effect is more pronounced in the $N$-player game where the common market is now replaced by “personalized” markets whose stochastic risk premia depend on the individual risk tolerances. As a result, the tractability coming from the common market assumption is lost. In the MFG setting, these auxiliary individual markets are randomly selected (depending on the type vector) and aggregate to a common market with a modified risk premium process. We characterize the optimal policies, optimal wealth processes, and game values, building on the aforementioned single-player problem.

To our knowledge, $N$-player games and MFGs in Itô-diffusion market settings have not been considered before except in preprint [6]. Therein, the authors used the same asset specialization framework and same CARA preferences as in [12] but allowed for Itô-diffusion price dynamics. They studied the problem using a forward-backward stochastic differential equation (FBSDE) approach. In our work, we have different...
model settings regarding both the measurability of the coefficients of the Itô-diffusion price processes and the individual risk tolerance inputs. We also solve the problems using a different approach, based on the analysis of portfolio optimization problems of exponential utilities in semi-martingale markets.

The theory of mean-field games was introduced by Lasry and Lions [13], who developed the fundamental elements of the mathematical theory and, independently, by Huang, Malhamé and Caines who considered a particular class [8]. Since then, the area has grown rapidly both in terms of theory and applications. Listing precise references is beyond the scope of this paper.

Our work contributes to N-player games and MFG in Itô-diffusion settings for models with controlled processes whose dynamics depend linearly on the controls and are state-independent, and, furthermore, the controls appear in both the drift and the diffusion parts. Such models are predominant in asset pricing processes whose dynamics depend linearly on the controls and are state-independent, and, furthermore, the controls appear in both the drift and the diffusion parts. Such models are predominant in asset pricing.

The paper is organized as follows. In Section 2 we study the incomplete market case for both the N-player game and the MFG, and for CARA utilities. In Section 3 we focus on the complete market case but allow for random risk tolerance coefficients. In analogy to Section 2, we analyze both the N-player game and the MFG. We conclude in Section 4.

2 Incomplete Itô-diffusion common market and CARA utilities

We consider an incomplete Itô-diffusion market, in which we introduce an incomplete Itô-diffusion common market and CARA utilities. In analogy to Section 2, we analyze both the N-player game and the MFG. We conclude in Section 4.

2.1 The N-player game

Consider a probability space \((\Omega, \mathcal{F}, \mathbb{P})\) supporting two Brownian motions \((W_t, W^Y_t)_{t \in [0,T]}\), \(T < \infty\), imperfectly correlated with the correlation coefficient \(\rho \in (-1,1)\). We denote by \((\mathcal{F}_t)_{t \in [0,T]}\) the natural filtration generated by both \(W\) and \(W^Y\), and by \((\mathcal{G}_t)_{t \in [0,T]}\) the one generated only by \(W^Y\). We then let \((\mu_t)_{t \in [0,T]}\) and \((\sigma_t)_{t \in [0,T]}\) be \(\mathcal{G}\)-adapted processes, with \(0 < c \leq \sigma_t \leq C\) and \(|\mu_t| \leq C\), \(t \in [0,T]\), for some (possibly deterministic) constants \(c\) and \(C\).

The financial market consists of a riskless bond (taken to be the numeraire and with zero interest rate) and a stock whose price process \((S_t)_{t \in [0,T]}\) satisfies

\[
    dS_t = \mu_t S_t \, dt + \sigma_t S_t \, dW_t, \quad S_0 = s_0 \in \mathbb{R}^+. \tag{2.1}
\]

In this market, \(N\) players, indexed by \(i \in I, I = \{1, 2, \ldots, N\}\), have a common investment horizon \([0, T]\) and trade between the two accounts. Each player, say player \(i\), uses a self-financing strategy \((\pi^i_s)_{s \in [0,T]}\), representing (discounted by the numeraire) the amount invested in the stock. Then, her wealth \((X^i_t)_{t \in [0,T]}\) satisfies

\[
    dX^i_t = \pi^i_t (\mu_t \, dt + \sigma_t \, dW_t), \quad X^i_0 = x_i \in \mathbb{R}, \tag{2.2}
\]

with \(\pi^i\) being an admissible policy, belonging to

\[
    \mathcal{A} = \left\{ \pi : \text{self-financing, } \mathcal{F}\text{-progressively measurable and } \mathbb{E}_\mathbb{P} \left[ \int_0^T \sigma_t^2 \pi_t^2 \, ds \right] < \infty \right\}. \tag{2.3}
\]

As in [12] (see also [1, 3, 9, 10, 11, 20]), players optimize their expected terminal utility but are, also, concerned with the performance of their peers. For an arbitrary but fixed policy \((\pi_1, \ldots, \pi_{i-1}, \pi_{i+1}, \ldots, \pi_N)\), player \(i\), \(i \in I\), seeks to optimize

\[
    V^i(x_1, \ldots, x_i, \ldots, x_N) = \sup_{\pi^i \in \mathcal{A}} \mathbb{E}_\mathbb{P} \left[ -\exp \left( -\frac{1}{\delta_i} \left( X^i_T - c_i C_T \right) \right) \mid X^i_0 = x_i, \ldots, X^i_0 = x_i, \ldots, X^N_0 = x_N \right], \tag{2.4}
\]
for some (possibly deterministic) constant \( \tilde{\gamma} \).

The parameter \( \delta_i > 0 \) is the individual (absolute) risk tolerance while the constant \( c_i \in (\infty, 1] \) models the individual interaction weight towards the average wealth of all players. If \( c_i > 0 \), the above criterion models competition while when \( c_i < 0 \) it models homophilous interactions (see, for example, [14]). The optimization criterion (2.4) can be, then, viewed as a stochastic game among the \( N \) players, where the notion of optimality is being considered in the context of a Nash equilibrium, stated below (see, for example, [2]).

**Definition 2.1.** A strategy \((\pi^*_t)_{t \in [0,T]} = (\pi^{1,*}_t, \ldots, \pi^{N,*}_t)_{t \in [0,T]} \in \mathcal{A}^N\) is called a Nash equilibrium if, for each \( i \in \mathcal{I} \) and \( \pi^i \in \mathcal{A} \),

\[
E_P \left[ -\exp \left( -\frac{1}{\delta_i} \left( X^{i,*}_T - c_i C^*_T \right) \right) ; X^i_0 = x_1, \ldots, X^i_0 = x_i, \ldots, X^N_0 = x_N \right] 
\geq E_P \left[ -\exp \left( -\frac{1}{\delta_i} \left( X^{i,*}_T - c_i C^*_T \right) \right) ; X^0_0 = x_1, \ldots, X^i_0 = x_i, \ldots, X^N_0 = x_N \right] \tag{2.6}
\]

with

\[
C^*_T := \frac{1}{N} \sum_{j=1}^{N} X^{j,*}_T \quad \text{and} \quad C^{i,*}_T := \frac{1}{N} \left( \sum_{j=1, j \neq i}^{N} X^{j,*}_T + X^i_T \right),
\]

where \( X^{j,*}_T, j \in \mathcal{I} \), solve (2.2) with \( \pi^{j,*} \) being used.

In this incomplete market, we recall the associated **minimal martingale** measure \( \mathcal{Q}^{MM} \), defined on \( \mathcal{F}_T \), with

\[
d\mathcal{Q}^{MM} \big| \mathcal{P} = \exp \left( -\frac{1}{2} \int_0^T \lambda^2_s ds - \int_0^T \lambda_s dW_s \right) , \tag{2.7}
\]

where \( \lambda_t := \frac{\mu_t}{\sigma_t} \), \( t \in [0, T] \), is the Sharpe ratio process (see, among others, [3]). By the assumptions on the model coefficients, we have that, for \( t \in [0, T] \), \( \lambda_t \in \mathcal{G}_t \) and

\[
|\lambda_t| \leq K, \tag{2.8}
\]

for some (possibly deterministic) constant \( K \). We also consider the processes \( (\tilde{W}_t)_{t \in [0, T]} \) and \( (\tilde{W}^Y_t)_{t \in [0, T]} \) with \( \tilde{W}_t = W_t + \int_0^t \lambda_s \, ds \) and \( \tilde{W}^Y_t = W^Y_t + \rho \int_0^t \lambda_s \, ds \), which are standard Brownian motions under \( \mathcal{Q}^{MM} \) with \( \tilde{W}_t \in \mathcal{F}_t \) and \( \tilde{W}^Y_t \in \mathcal{G}_t \).

Next, we introduce the \( \mathcal{Q}^{MM} \)-martingale \((M_t)_{t \in [0, T]} \),

\[
M_t := E_{\mathcal{Q}^{MM}} \left[ e^{-\frac{1}{2} (1-\rho^2) \int_0^T \lambda^2_s ds} \bigg| \mathcal{G}_t \right] . \tag{2.9}
\]

From (2.8) and the martingale representation theorem, there exists a \( \mathcal{G}_t \)-adapted process \( \xi \in L^2(\mathcal{P}) \) such that

\[
dM_t = \xi_t M_t d\tilde{W}^Y_t = \xi_t M_t \left( \rho d\tilde{W}_t + \sqrt{1-\rho^2} \, dW^\perp_t \right) , \tag{2.10}
\]

where \( W^\perp_t \) is a standard Brownian motion independent of \( W_t \) appearing in the decomposition \( W^Y_t = \rho W_t + \sqrt{1-\rho^2} \, W^\perp_t \).

In the absence of interaction among the players \( (c_i \equiv 0, i \in \mathcal{I}) \), the optimization problem (2.4) has been analyzed by various authors (see, among others, [17, 18]). We recall its solution which will be frequently used herein.
Lemma 2.2 (no interaction). Consider the optimization problem

\[ v(x) = \sup_{a \in \mathcal{A}} E_\mathbb{P} \left[ -e^{-\frac{1}{2}x^2} \right| x_0 = x \], \tag{2.11} \]

with \( \delta > 0 \) and \((x_t)_{t \in [0,T]}\) solving

\[ dx_t = a_t (\mu_t \, dt + \sigma_t \, dW_t), \quad x_0 = x \in \mathbb{R}, \quad a \in \mathcal{A}. \tag{2.12} \]

Then, the optimal policy \((a^*_t)_{t \in [0,T]}\) and the value function are given by

\[ a_t^* = \delta \left( \frac{\lambda_t}{\sigma_t} + \frac{\rho}{1 - \rho^2} \frac{\xi_t}{\sigma_t} \right), \tag{2.13} \]

and

\[ v(x) = -e^{-\frac{1}{2}x^2} M_0^{\frac{1}{1-\rho^2}} = -e^{-\frac{1}{2}x^2} \left( E_{Q_{\mathbb{P}}} \left[ e^{-\frac{1}{2}(1-\rho^2) \int_0^T \lambda_s^2 \, ds} \right] \right)^{\frac{1}{1-\rho^2}}, \tag{2.14} \]

with \((\xi_t)_{t \in [0,T]}\) as in (2.10).

Proof. We only present the key steps, showing that the process \((u_t)_{t \in [0,T]}\)

\[ u_t := -e^{-\frac{1}{2}x_t} \left( E_{Q_{\mathbb{P}}} \left[ e^{-\frac{1}{2}(1-\rho^2) \int_0^T \lambda_s^2 \, ds} \right] \right)^{\frac{1}{1-\rho^2}}, \]

with \(u_0 = v(x), \ x \in \mathbb{R},\) is a supermartingale for \(x_t\) solving (2.12) for arbitrary \(\alpha \in \mathcal{A}\) and becomes a martingale for \(a^*\) as in (2.13). To this end, we write

\[ u_t = -e^{-\frac{1}{2}x_t} M_t^{\frac{1}{1-\rho^2}} e^{N_t} \text{ with } N_t = \frac{1}{2} \int_0^t \lambda_s^2 \, du, \]

and observe that

\[ du_t = -\frac{u_t}{\delta} \, dx_t + \frac{1}{2\delta^2} \frac{u_t}{\delta} \, d\langle x \rangle_t + u_t \, dN_t + \frac{1}{1 - \rho^2} \frac{u_t}{M_t} \, dM_t \]

\[ + \frac{1}{2(1 - \rho^2)} \frac{\rho^2}{1 - \rho^2} \frac{u_t}{M_t^2} \, d\langle M \rangle_t - \frac{1}{\delta(1 - \rho^2)} \frac{u_t}{M_t} \, d\langle x, M \rangle_t \]

\[ = u_t \left( -\frac{1}{\delta} a_t \mu_t + \frac{\rho}{2 \sigma_t^2} a_t^2 \sigma_t^2 + \frac{1}{2} \lambda_t^2 + \frac{\rho}{1 - \rho^2} \xi_t \lambda_t + \frac{\rho^2}{2(1 - \rho^2) \lambda_t^2} \xi_t^2 - \frac{\rho}{\delta(1 - \rho^2)} a_t \sigma_t \xi_t \right) \, dt \]

\[ + u_t \left( -\frac{1}{\delta} a_t \sigma_t \, dW_t + \frac{1}{1 - \rho^2} \xi_t \, dW_t^\gamma \right) \]

\[ = \frac{1}{2} u_t \left( -\frac{1}{\delta} \sigma_t a_t + \lambda_t + \frac{\rho}{1 - \rho^2} \xi_t \right)^2 \, dt + u_t \left( -\frac{1}{\delta} a_t \sigma_t \, dW_t + \frac{1}{1 - \rho^2} \xi_t \, dW_t^\gamma \right). \]

Because \(u_t < 0\), the drift remains non-positive and vanishes for \(t \in [0,T]\) if and only if the policy

\[ a_t^* = \delta \left( \frac{\lambda_t}{\sigma_t} + \frac{\rho}{1 - \rho^2} \frac{\xi_t}{\sigma_t} \right) \]

is being used. Furthermore, \(a^* \in \mathcal{A}\), as it follows from the boundedness assumption on \(\sigma\), inequality (2.8) and that \(\xi \in L^2(\mathbb{P})\). The rest of the proof follows easily.

Next, we present the first main result herein that yields the existence of a (wealth-independent) stochastic Nash equilibrium.

Proposition 2.3. For \(\delta_i > 0\) and \(c_i \in (-\infty, 1]\), introduce the quantities

\[ \varphi_N := \frac{1}{N} \sum_{i=1}^N \delta_i \quad \text{and} \quad \psi_N := \frac{1}{N} \sum_{i=1}^N c_i, \tag{2.15} \]
and
\[ \bar{\delta}_i := \delta_i + \varphi_N \frac{c_i}{1 - \psi_N c_i}. \] (2.16)

The following assertions hold:

1. If \( \psi_N < 1 \), there exists a wealth-independent Nash equilibrium, \((\pi^*_t)_{t \in [0,T]} = (\pi^{1,*}_t, \ldots, \pi^{i,*}_t, \ldots, \pi^{N,*}_t)_{t \in [0,T]}\), where \( \pi^{i,*}_t \), \( i \in \mathcal{I} \), is given by the \( \mathcal{G}_t \)-adapted process
\[ \pi^{i,*}_t = \delta_i \left( \frac{\lambda_t}{\sigma_t} + \frac{\rho}{1 - \rho^2} \frac{\xi_t}{\sigma_t} \right), \] (2.17)
with \((\xi_t)_{t \in [0,T]}\) as in (2.10). The associated optimal wealth process \((X^{i,*}_t)_{t \in [0,T]}\) is
\[ X^{i,*}_t = x_i + \bar{\delta}_i \int_0^t \left( \lambda_u + \frac{\rho}{1 - \rho^2} \xi_u \right) (\lambda_u du + dW_u) \] (2.18)
and the game value for player \( i \), \( i \in \mathcal{I} \), is given by
\[ V^i(x_1, x_2, \ldots, x_N) = -\exp \left( -\frac{1}{\bar{\delta}_i} (x_i - c_i \bar{x}) \right) \int_0^{x_i} \exp \left( -\frac{1}{\bar{\delta}_i} (x_i - c_i \bar{x}) \right) \exp \left( \frac{1}{2} (1 - \rho^2) \int_0^t \lambda_s^2 ds \right) \frac{1}{1 - \rho^2}, \] (2.19)
with \( \bar{x} = \frac{1}{N} \sum_{i=1}^N x_i \).

2. If \( \psi_N = 1 \), then it must be that \( c_i = 1 \), for all \( i \in \mathcal{I} \), and there is no such wealth-independent Nash equilibrium.

Proof. We first solve the individual optimization problem (2.4) for player \( i \in \mathcal{I} \), taking the (arbitrary) strategies \((\pi^1, \ldots, \pi^{i-1}, \pi^{i+1}, \ldots, \pi^N)\) of all other players as given. This problem can be alternatively written as
\[ \psi^i(\bar{x}_i) = \sup_{\pi^i \in \mathcal{A}_i} \mathbb{E}_p \left[ -\exp \left( -\frac{1}{\bar{\delta}_i} \bar{x}_i^i \right) \right], \] (2.20)
where \( \bar{x}_i^i := X^i_t - \frac{c_i}{N} \sum_{j=1}^N X^j_t \), \( t \in [0,T] \), solves
\[ d\bar{x}_i^i = \bar{x}_i^i (\mu_t dt + \sigma_t dW_t) \quad \text{and} \quad \bar{x}_0^i = x_i - c_i \bar{x}. \]
From Lemma 2.2 we deduce that its optimal policy is given by
\[ \bar{\pi}^{i,*}_t = \delta_i \left( \frac{\lambda_t}{\sigma_t} + \frac{\rho}{1 - \rho^2} \frac{\xi_t}{\sigma_t} \right), \]
and thus the optimal policy of (2.4) can be written as
\[ \pi^{i,*}_t = \delta_i \left( \frac{\lambda_t}{\sigma_t} + \frac{\rho}{1 - \rho^2} \frac{\xi_t}{\sigma_t} \right) + \frac{c_i}{N} \left( \sum_{j \neq i} \pi^{j}_t + \pi^{i,*}_t \right). \] (2.21)
Symmetrically, all players \( j \in \mathcal{I} \) follow an analogous to (2.21) strategy. Averaging over \( j \in \mathcal{I} \) yields
\[ \frac{1}{N} \sum_{i=1}^N \pi^{i,*}_t = \psi_N \frac{1}{N} \sum_{i=1}^N \pi^{i,*}_t + \varphi_N \left( \frac{\lambda_t}{\sigma_t} + \frac{\rho}{1 - \rho^2} \frac{\xi_t}{\sigma_t} \right), \]
with \( \psi_N \) and \( \varphi_N \) as in (2.15). If \( \psi_N < 1 \), the above equation gives
\[ \frac{1}{N} \sum_{i=1}^N \pi^{i,*}_t = \frac{\varphi_N}{1 - \psi_N} \left( \frac{\lambda_t}{\sigma_t} + \frac{\rho}{1 - \rho^2} \frac{\xi_t}{\sigma_t} \right), \]
and we obtain (2.17). The rest of the proof follows easily. \qed
We have stated the above result assuming that we start at $t = 0$. This is without loss of generality, as all arguments may be modified accordingly. For completeness, we present in the sequel the time-dependent case, in the context of a Markovian market.

**Remark 2.4.** As discussed in [12, Remark 2.5], problem (2.4) may be alternatively and equivalently represented as

$$V^i(x_1, \ldots, x_N) = \sup_{\pi^i \in \mathcal{A}} \mathbb{E}^\pi \left[ -\exp \left( \frac{-1}{\delta^i} \left( X_T^i - c^i C_T^i \right) \right) \right],$$

with $C_T^i := \frac{1}{N-1} \sum_{j=1, j \neq i}^N X_T^j$, and $\delta^i = \frac{\delta^i}{\pi - 1}$ and $c^i = \frac{c^i}{\pi - 1}$. 

**Remark 2.5.** Instead of working with the minimal martingale measure in the incomplete Itô-diffusion market herein, one may employ the minimal entropy measure, $Q^{ME}$, given by

$$\frac{dQ^{ME}}{dP} = \exp \left( -\frac{1}{2} \int_0^T \left( \lambda_s^2 + \chi_s^2 \right) ds - \int_0^T \lambda_s dW_s - \int_0^T \chi_s dW^s \right),$$

where $\lambda_t = -Z_t^1$ and $(y_t, Z_t, Z_t^1)_{t \in [0, T]}$ solves the backward stochastic differential equation (BSDE)

$$-dy_t = \left( \frac{1}{2} \lambda_t^2 + \frac{1}{2} (Z_t^1)^2 - \lambda_t Z_t \right) dt - (Z_t dW_t + Z_t^1 dW_t^1) \quad \text{and} \quad y_T = 0.$$ 

The measures $Q^{ME}$ and $Q^{MM}$ are related through the relative entropy $\mathcal{H}$ in that $-\mathcal{H}(Q^{ME} | P) = \frac{1}{1 - \rho^2} \ln M_0$ (cf. [17]). We choose to work with $Q^{MM}$ for ease of the presentation.

From Lemma 2.2 we see that the Nash equilibrium process,

$$\pi_t^{i,*} = \tilde{\delta}_i \left( \frac{\lambda_i}{\sigma_t} + \frac{\rho}{1 - \rho^2} \frac{\xi_i}{\sigma_t} \right),$$

resembles the optimal policy of an individual player of the classical optimal investment problem with exponential utility and modified risk tolerance, $\tilde{\delta}_i$. The latter deviates from $\delta_i$ by

$$\delta_i - \tilde{\delta}_i = \frac{\varphi_N}{1 - \psi_N} c_i.$$ 

In the competitive case, $c_i > 0$, $\delta_i > \tilde{\delta}_i$, and their difference increases with $c_i$, $\varphi_N$ and $\psi_N$. At times $t$ such that $\frac{\lambda_i}{\sigma_t} + \frac{\rho}{1 - \rho^2} \frac{\xi_i}{\sigma_t} > 0$ (resp. $\frac{\lambda_i}{\sigma_t} + \frac{\rho}{1 - \rho^2} \frac{\xi_i}{\sigma_t} < 0$), the competition concerns make the player invest more (resp. less) in the risky asset than without such concerns.

In the homophilous case, $c_i < 0$, we have that $\delta_i < \delta_i$. Furthermore, direct computations show that their difference decreases with $\delta_i$ and each $c_j, j \neq i$, while it increases with $c_i$. In other words,

$$\partial_{\delta_j} (\delta_i - \delta_i) < 0, \quad \forall j \in \mathcal{I}, \quad \partial_{c_j} (\delta_i - \delta_i) < 0, \quad \forall j \in \mathcal{I} \setminus \{i\}, \quad \text{and} \quad \partial_{c_i} (\delta_i - \delta_i) > 0.$$ 

At times $t$ such that $\frac{\lambda_i}{\sigma_t} + \frac{\rho}{1 - \rho^2} \frac{\xi_i}{\sigma_t} > 0$, the player would invest less in the risky asset, compared to without homophilous interaction. This investment decreases if other players become more risk tolerant (their $\delta^j$ s increase) or less homophilous (their $c^j$ s increase) or if the specific player $i$ becomes more homophilous ($c_i$ decreases). The case $\frac{\lambda_i}{\sigma_t} + \frac{\rho}{1 - \rho^2} \frac{\xi_i}{\sigma_t} < 0$ follows similarly. The comparison between the competitive and the homophilous case is described in Figure 1.

### 2.1.1 The Markovian case

We consider a single stochastic factor model in which the stock price process $(S_t)_{t \in [0, T]}$ solves

$$dS_t = \mu(t, Y_t) S_t dt + \sigma(t, Y_t) S_t dW_t,$$

$$dY_t = \beta(t, Y_t) dt + \alpha(t, Y_t) dW^y_t,$$

with $S_0 = S > 0$ and $Y_0 = y \in \mathbb{R}$. The market coefficients $\mu, \sigma, a$ and $b$ satisfy appropriate conditions for these equations to have a unique strong solution. Further conditions, added next, are needed for the validity of the Feynman-Kac formula in Proposition 2.7.
Assumption 2.6. The coefficients \( \mu, \sigma, a \) and \( b \) are bounded functions, and \( a, b \) have bounded, uniformly in \( t, y \)-derivatives. It is further assumed that the Sharpe ratio function \( \lambda(t, y) := \frac{\mu(t, y)}{\sigma(t, y)} \) is bounded and with bounded, uniformly in \( t, y \)-derivatives of any order.

For \( t \in [0, T] \), we consider the optimization problem

\[
V^i(t, x_1, \ldots, x_i, \ldots, x_N, y) = \sup_{\pi^i \in A} E_T \left[ -\exp \left( -\frac{1}{\delta_i} (X_T^i - c_i C_T) \right) \right] \left| X^1_t = x_1, \ldots, X^i_t = x_i, \ldots, X^N_t = x_N, Y_t = y \right]. \tag{2.26}
\]

with \( (X^i_t)_{s \in [t, T]} \) solving \( dX^i_t = \mu(s, Y_s) \pi^i_t ds + \sigma(s, Y_s) \pi^i_t dW_s \) and \( \pi^i_t \in A \), and \( C_T \) as in (2.5). We also consider the process \( (\zeta_t)_{t \in [0, T]} \) with \( \zeta_t := \zeta(t, Y_t) \), where \( \zeta : [0, T] \times \mathbb{R} \to \mathbb{R}^+ \) is defined as

\[
\zeta(t, y) = E_{Q^{MM}} \left[ e^{-\frac{1}{2}(1-\rho^2) f^T(t, y) \lambda^2(s, Y_s) ds} \right] Y_t = y.
\]

Under \( Q^{MM} \), the stochastic factor process \( (Y_t)_{t \in [0, T]} \) satisfies

\[
dY_t = (b(t, Y_t) - \rho \lambda(t, Y_t) a(t, Y_t)) dt + a(t, Y_t) d\tilde{W}^Y_t.
\]

Thus, using the conditions on the market coefficients and the Feynman-Kac formula, we deduce that \( \zeta(t, y) \) solves

\[
\zeta_t + \frac{1}{2} a^2(t, y) \zeta_{yy} + (b(t, y) - \rho \lambda(t, y) a(t, y)) \zeta_y = \frac{1}{2} (1 - \rho^2) \lambda^2(t, y) \zeta,
\]

with \( \zeta(T, y) = 1 \). In turn, the function \( f(t, y) := \frac{1}{1-\rho^2} \ln \zeta(t, y) \) satisfies

\[
f_t + \frac{1}{2} a^2(t, y) f_{yy} + (b(t, y) - \rho \lambda(t, y) a(t, y)) f_y + \frac{1}{2} (1 - \rho^2) a^2(t, y) f_y^2 = \frac{1}{2} \lambda^2(t, y), \quad f(T, y) = 0. \tag{2.28}
\]

In the absence of competitive/homophilous interaction, this problem has been examined by various authors (see, for example, [IS]).

Proposition 2.7. Under Assumption 2.6, the following assertions hold for \( t \in [0, T] \).

1. If \( \psi_N < 1 \), there exists a wealth-independent Nash equilibrium \( (\pi^*_s)_{s \in [t, T]} = (\pi^{1,s}_*, \ldots, \pi^{i,s}_*, \ldots, \pi^{N,s}_*)_{s \in [t, T]} \), where \( \pi^{i,s}_* \), \( i \in I \), is given by the process

\[
\pi^{i,s}_* = \pi^{i,s}_*(s, Y_s), \tag{2.29}
\]
with \((Y_t)_{t\in[0,T]}\) solving (2.25) and \(\pi^{i*} : [0, T] \times \mathbb{R} \to \mathbb{R}\) defined as
\[
\pi^{i*}(t, y) := \tilde{\delta}_i \left( \frac{\lambda(t, y)}{\sigma(t, y)} + \rho \frac{a(t, y)}{\sigma(t, y)} f_y(t, y) \right),
\] (2.30)
with \(\tilde{\delta}_i\) as in (2.16) and \(f(t, y)\) solving (2.28). The game value of player \(i, i \in \mathcal{I}\), is given by
\[
V^i(t, x_1, \ldots, x_N, y) = -\exp \left(-\frac{1}{\delta_i} \left( x_i - \frac{c_i}{N} \sum_{i=1}^{N} x_i \right) \right) \frac{1}{\delta_i} \tilde{\lambda}(t, y) + f(t, y).
\]

2. If \(\psi_N = 1\), there exists no such Nash equilibrium.

Proof. To ease the notation, we establish the results when \(t = 0\) in (2.26). To this end, we first identify the process \(\xi\) in (2.10). For this, we rewrite the martingale in (2.9) as
\[
M_t = \zeta(t, Y_t) e^{-\frac{1}{2}(1-\rho^2) \int_0^t \lambda^2(s, Y_s) \, ds},
\]
and observe that
\[
dM_t = \left( \zeta(t, Y_t) + b(t, Y_t) - \rho a(t, Y_t) \lambda(t, Y_t) \right) \zeta_g(t, Y_t) \frac{M_t}{\zeta(t, Y_t)} dt
- \frac{1}{2} (1 - \rho^2) \lambda^2(t, Y_t) M_t dt + a(t, Y_t) \frac{\zeta_g(t, Y_t)}{\zeta(t, Y_t)} M_t \left( \rho d\tilde{W}_t + \sqrt{1 - \rho^2} dW^i_t \right)
= a(t, Y_t) \frac{\zeta_g(t, Y_t)}{\zeta(t, Y_t)} M_t \left( \rho d\tilde{W}_t + \sqrt{1 - \rho^2} dW^i_t \right),
\]
where we used that \(\zeta(t, y)\) satisfies (2.27). Therefore, \(\xi_t = a(t, Y_t) \frac{\zeta_g(t, Y_t)}{\zeta(t, Y_t)}\). In turn, using that \(\zeta(t, y)^{1/(1-\rho^2)} = e^{f(t, y)}\), we obtain that
\[
f_y(t, Y_t) = \frac{1}{1 - \rho^2} \frac{\zeta_g(t, Y_t)}{\zeta(t, Y_t)} \quad \text{and} \quad \xi_t = (1 - \rho^2) a(t, Y_t) f_y(t, Y_t),
\]
and we easily conclude by replacing \(\xi_t\) by \((1 - \rho^2) a(t, Y_t) f_y(t, Y_t)\) in (2.17).

It remains to show that the candidate investment process in (2.29) is admissible. Under Assumption 2.6 we deduce that \(f_y(t, y)\) is a bounded function, since \(\zeta(t, y)\) is bounded away from zero and \(\zeta_g(t, y)\) is bounded. We easily conclude.

Remark 2.8. In the Markovian model (2.24)–(2.25), the density of the minimal entropy measure \(\tilde{Q}^{ME}\) is fully specified. Indeed, the BSDE (2.23) admits the solution
\[
y_t = f(t, Y_t), \quad Z_t = \rho a(t, Y_t) f_y(t, Y_t) \quad \text{and} \quad Z_t^\perp = \sqrt{1 - \rho^2} a(t, Y_t) f_y(t, Y_t),
\]
and, thus, the density of \(\tilde{Q}^{ME}\) is given by (2.22) with \(\chi_t \equiv \chi(t, Y_t) = -\sqrt{1 - \rho^2} a(t, Y_t) f_y(t, Y_t)\).

2.1.2 A fully solvable example

Consider the family of models with autonomous dynamics
\[
\mu(t, y) = \mu y^\beta, \quad \sigma(t, y) = y^\beta, \quad b(t, y) = m - y, \quad a(t, y) = \beta \sqrt{y},
\]
with \(\mu > 0, \beta > 0, \ell \neq 0\) and \(m > \frac{1}{\ell} \beta^2\). Notable cases are \(\ell = 1\), which corresponds to the Heston stochastic volatility model, and \(\ell = -1\) that is studied in [3].
Equation (2.28) depends only on \(b(t, y), a(t, y)\) and the Sharpe ratio \(\lambda(t, y) = \mu\sqrt{\gamma}\), and thus its solution \(f(t, y)\) is independent of the parameter \(\ell\). Using the ansatz \(f(t, y) = p(t)y + q(t)\) with \(p(T) = q(T) = 0\), we deduce from (2.28) that \(p(t)\) and \(q(t)\) satisfy
\[
\begin{align*}
\dot{p}(t) - \frac{1}{2}(\mu + \rho p(t))^2 - p(t) + \frac{1}{2} \beta^2 p^2(t) &= 0, \\
\dot{q}(t) + mp(t) &= 0. 
\end{align*}
\]
In turn,
\[
p(t) = \frac{1 + \rho \mu \beta - \sqrt{\Delta}}{(1 - \rho^2)\beta^2} - \frac{1 - e^{-\Delta(t-t)}}{1 - \frac{1+\rho \mu \beta - \sqrt{\Delta}}{1+\rho \mu \beta + \sqrt{\Delta}} e^{-\Delta(t-t)}}, \quad \Delta = 1 + \beta^2 \mu^2 + 2 \rho \mu \beta > 0, 
\]
and \(q(t) = m \int_0^T \! p(s) ds\).

From (2.30), we obtain that the Nash equilibrium strategy \((\pi^i_*)_{s \in [t, T]}\), \(t \in [0, T]\), for player \(i\) is given by the process
\[
\pi^i_* = \tilde{\delta}_i(\mu + \rho \beta p(s)) Y^{\frac{1}{2}(1-\gamma)}_s.
\]
If \(\ell = 1\), the policy becomes deterministic, \(\pi^i_* = \tilde{\delta}_i(\mu + \rho \beta p(s))\), and the equilibrium wealth process solves
\[
dX^i_* = \tilde{\delta}_i(\mu + \rho \beta p(s))(\mu Y_s ds + \sqrt{Y_s} dW_s).
\]

### 2.2 The common-noise MFG

We analyze the limit as \(N \uparrow \infty\) of the \(N\)-player game studied in Section 2.1. We first give an intuitive and informal argument that leads to a candidate optimal strategy in the mean-field setting, and then propose a rigorous formulation for the MFG. The analysis follows closely the arguments developed in [12].

For the \(N\)-player game, we denote by \(\eta_i = (x_i, \delta_i, c_i)\) the type vector for player \(i\), where \(x_i\) is her initial wealth, and \(\eta_i\) and \(c_i\) are her risk tolerance coefficient and interaction parameter, respectively. Such type vectors induce an empirical measure \(m_N\), called the type distribution,
\[
m_N(A) = \frac{1}{N} \sum_{i=1}^N 1_{\eta_i}(A), \quad \text{for Borel sets } A \subset \mathcal{Z},
\]
which is a probability measure on the space \(\mathcal{Z} := \mathbb{R} \times (0, \infty) \times (-\infty, 1]\).

We recall (cf. (2.17)) that the equilibrium strategies \((\pi^i_*)_{t \in [0, T]}\), \(i \in \mathcal{I}\), are given as the product of the common (type-independent) process \(\frac{\lambda_i}{\sigma_i} + \frac{\rho}{1-\rho^2} \frac{\xi_i}{\sigma_i}\) and the modified risk tolerance parameter \(\tilde{\delta}_i = \delta_i + \frac{\varphi_N}{1-\psi_N} c_i\). Therefore, it is only the coefficient \(\tilde{\delta}_i\) that depends on the empirical distribution \(m_N\) through \(\psi_N\) and \(\varphi_N\), as both these quantities can be obtained by averaging appropriate functions over \(m_N\). Therefore, if we assume that \(m_N\) converges weakly to some limiting probability measure as \(N \uparrow \infty\), we should intuitively expect that the corresponding equilibrium strategies also converge. This is possible, for instance, by letting the type vector \(\eta = (x, \delta, c)\) be a random variable in the space \(\mathcal{Z}\) with limiting distribution \(m\), and take \(\eta_i\) as i.i.d. samples of \(\eta\). The sample \(\eta_i\) is drawn and assigned to player \(i\) at initial time \(t = 0\). We would then expect \((\pi^i_*)_{t \in [0, T]}\) to converge to the process
\[
\lim_{N \uparrow \infty} \pi^i_* = \left(\tilde{\delta}_i + \frac{\bar{c}}{1-\bar{c}} c_i\right) \left(\frac{\lambda_i}{\sigma_i} + \frac{\rho}{1-\rho^2} \frac{\xi_i}{\sigma_i}\right), \quad (2.34)
\]
where \(\bar{c}\) and \(\bar{\delta}\) represent the average interaction and risk tolerance coefficients.

Next, we introduce the mean-field game in the incomplete Itô-diffusion market herein, and we show that (2.34) indeed arises as its equilibrium strategy. We model a single representative player, whose type vector is a random variable with distribution \(m\), and all players in the continuum act in this common incomplete market.
2.2.1 The Itô-diffusion common-noise MFG

To describe the heterogeneous population of players, we introduce the type vector

\[ \eta = (x, \delta, c) \in Z, \]

where \( \delta > 0 \) and \( c \in (-\infty, 1] \) represent the risk tolerance coefficient and interaction parameter, and \( x \) is the initial wealth. This type vector is assumed to be independent of both \( W \) and \( W^Y \), which drive the stock price process (2.1), and is assumed to have finite second moments.

To formulate the mean-field portfolio game, we now let the filtered probability space \((\Omega, \mathcal{F}, \mathbb{P})\) support \( W, W^Y \) as well as \( \eta \). We assume that \( \eta \) has second moments under \( \mathbb{P} \). We denote by \( (\mathcal{F}^t_{MF})_{t \in [0,T]} \) the smallest filtration satisfying the usual assumptions for which \( \eta \) is \( \mathcal{F}^t_{MF} \)-measurable and both \( W, W^Y \) are adapted. As before, we denote by \( (\mathcal{F}^t_i)_{t \in [0,T]} \) the natural filtration generated by \( W \) and \( W^Y \), and by \( (\mathcal{G}^t_i)_{t \in [0,T]} \) the one generated only by \( W^Y \).

We also consider the wealth process \((X_t)_{t \in [0,T]}\) of the representative player solving

\[ dX_t = \pi_t (\mu_t dt + \sigma_t dW_t), \]

with \( X_0 = x \in \mathbb{R} \) and \( \pi \in \mathcal{A}^{MF} \), where

\[ \mathcal{A}^{MF} = \left\{ \pi : \text{self-financing, } F^t_{MF}-\text{progressively measurable and } E^\mathbb{P} \left[ \int_0^T \sigma_t^2 \pi_t^2 \, ds \right] < \infty \right\}. \]

Similarly to the framework in [12], there exist two independent sources of randomness in the model: the first is due to the evolution of the stock price process, described by the Brownian motions \( W, W^Y \). The second is given by \( \eta \), which models the type of the player, i.e., the triplet of initial wealth, risk tolerance, and interaction parameter in the population continuum. The first source of noise is stochastic and common to each player in the continuum while the second is static, being assigned at time zero and with the dynamic competition starting right afterwards.

In analogy to the \( N \)-player setting, the representative player optimizes the expected terminal utility, taking into account the performance of the average terminal wealth of the population, denoted by \( \overline{X} \). As in [12], we introduce the following definition for the MFG considered herein.

**Definition 2.9.** For each \( \pi \in \mathcal{A}^{MF} \), let \( X := E^\mathbb{P}[X_T|\mathcal{F}_T] \) with \((X_t)_{t \in [0,T]}\) solving (2.36), and consider the optimization problem

\[ V(x) = \sup_{\pi \in \mathcal{A}^{MF}} E^\mathbb{P} \left[ -\exp \left( -\frac{1}{\delta} (X_T - cX) \right) \right] \bigg| F^0_{MF}, X_0 = x. \]

A strategy \( \pi^* \in \mathcal{A}^{MF} \) is a mean-field equilibrium if \( \pi^* \) is the optimal strategy of the above problem when \( \overline{X} := E^\mathbb{P}[X_T^*|\mathcal{F}_T] \) is used for \( X \), where \((X_t^*)_{t \in [0,T]}\) solves (2.36) with \( \pi^* \) being used.

Next, we state the main result.

**Proposition 2.10.** If \( E^\mathbb{P}[c] < 1 \), there exists a unique wealth-independent MFG equilibrium \((\pi_t^*)_{t \in [0,T]}\), given by the \( \mathcal{F}^t_{0 MF} \vee \mathcal{G}_t \) process

\[ \pi_t^* = \left( \delta + \frac{E^\mathbb{P}[\delta]}{1 - E^\mathbb{P}[c]} \right) c \left( \frac{M_t}{\sigma_t^2} + \frac{\rho}{\delta} \xi_t \right) \]

with \( \xi \) as in (2.10). The corresponding optimal wealth is given by

\[ X_t^* = x + \left( \delta + \frac{E^\mathbb{P}[\delta]}{1 - E^\mathbb{P}[c]} \right) \int_0^t \left( \lambda_s + \frac{\rho}{\delta} \xi_s \right) (\lambda_s \, ds + dW_s), \]

and

\[ V(x) = -\exp \left( -\frac{1}{\delta} (x - cm) \right) M_0^{1/m^2} = -\exp \left( -\frac{1}{\delta} (x - cm) \right) \left( E^\mathbb{P}[V^\delta_0] \right)^{1/m^2}, \]

where \( m = E^\mathbb{P}[x] \). If \( E^\mathbb{P}[c] = 1 \), there is no such Nash equilibrium.
Proof. We first observe that $\pi^*$ in (2.38) is $\mathcal{F}_t^{MF}$-measurable since $\left(\frac{\lambda_t}{\sigma_t} + \frac{\rho \cdot \xi_t}{1 - \rho^2 \sigma_t}\right) \in \mathcal{G}_t$, and thus $\left(\frac{\lambda_t}{\sigma_t} + \frac{\rho \cdot \xi_t}{1 - \rho^2 \sigma_t}\right) \in \mathcal{F}_t$, while the factor $\left(\delta + \frac{E_\mathbb{P}[\delta]}{1 - E_\mathbb{P}[\varepsilon]}\right)$ is $\mathcal{F}_t^{MF}$ (independent of $\mathcal{F}_t$). Furthermore, $\pi^*$ is also square-integrable under standing assumptions, and thus admissible. To show that it is also indeed an equilibrium policy, we will first define $\tilde{X}_t$ using $\pi^*$, and then verify that the optimal strategy to the representative player’s problem (2.37) coincides with $\pi^*$ when this specific $\tilde{X}_t$ is used in (2.37). To this end, we introduce the process $\tilde{X}_t := E_\mathbb{P}[X_t | \mathcal{F}_t]$ with $(X_t)_{t \in [0,T]}$ as in (2.39). Then,

$$\tilde{X}_t = E_\mathbb{P} \left[ x + \left( \delta + \frac{E_\mathbb{P}[\delta]}{1 - E_\mathbb{P}[\varepsilon]} \right) \mathcal{F}_t \right] = m + \left( \frac{E_\mathbb{P}[\delta]}{1 - E_\mathbb{P}[\varepsilon]} \right) \mathcal{F}_t \left( \lambda_t + \frac{\rho \cdot \xi_t}{1 - \rho^2 \sigma_t} \right) \mathcal{F}_t,$$

where we have used that $\int_0^t \left( \lambda_s + \frac{\rho \cdot \xi_s}{1 - \rho^2 \sigma_s} \right) (\lambda_s ds + dW_s)$ is $\mathcal{G}_t$-measurable and thus $\mathcal{F}_t$-measurable, and that $\left( \delta + \frac{E_\mathbb{P}[\delta]}{1 - E_\mathbb{P}[\varepsilon]} \right)$ is independent of $\mathcal{F}_t$.

Next, we introduce the auxiliary process $(\tilde{x}_t)_{t \in [0,T]}$, $\tilde{x}_t := X_t - c\tilde{X}_t$, with $(X_t)_{t \in [0,T]}$ as in (2.36). Then,

$$d\tilde{x}_t = \tilde{\pi}_t (\mu dt + \sigma_t dW_t) \quad \text{and} \quad \tilde{x}_0 = \tilde{x} := x - cm,$$

and $\tilde{\pi}_t = \pi_t - c \left( \frac{E_\mathbb{P}[\delta]}{1 - E_\mathbb{P}[\varepsilon]} \right) \left( \frac{\lambda_t}{\sigma_t} + \frac{\rho \cdot \xi_t}{1 - \rho^2 \sigma_t} \right)$. In turn, we consider the optimization problem

$$v(\tilde{x}) := \sup_{\tilde{\pi}_t \in \mathcal{A}^{MF}} E_\mathbb{P} \left[ - \exp \left( \frac{-1}{\delta} \tilde{x}_T \right) \mid \mathcal{F}_0^{MF}, \tilde{x}_0 = \tilde{x} \right].$$

From Lemma 2.2, we deduce that the optimal strategy is given by

$$\tilde{\pi}_t^* = \delta \left( \frac{\lambda_t}{\sigma_t} + \frac{\rho \cdot \xi_t}{1 - \rho^2 \sigma_t} \right),$$

and, thus,

$$\pi_t^* = \delta \left( \frac{\lambda_t}{\sigma_t} + \frac{\rho \cdot \xi_t}{1 - \rho^2 \sigma_t} \right) + c \left( \frac{E_\mathbb{P}[\delta]}{1 - E_\mathbb{P}[\varepsilon]} \right) \left( \frac{\lambda_t}{\sigma_t} + \frac{\rho \cdot \xi_t}{1 - \rho^2 \sigma_t} \right).$$

The rest of the proof follows easily. \(\Box\)

If we view $\eta = (x, \delta, c)$ in the $N$-player game in Section 2.1 as i.i.d. samples on the space $\mathcal{Z}$ with distribution $m$, then $\lim_{N \to \infty} \psi_N = E_\mathbb{P}[c]$ and $\lim_{N \to \infty} \varphi_N = E_\mathbb{P}[\delta]$ a.s.. We then obtain the convergence of the corresponding optimal processes, namely, for $t \in [0,T]$,

$$\lim_{N \to \infty} \pi_t^{i,*} = \pi_t^*, \quad \text{and} \quad \lim_{N \to \infty} X_t^{i,*} = X_t^*. \quad (2.22)$$

2.2.2 The Markovian case

In analogy to the $N$-player case, we have the following result.

Proposition 2.11. Assume that the stock price process follows the single factor model (2.24) – (2.25). Then, if $E_\mathbb{P}[c] < 1$, there exists a unique wealth-independent Markovian mean-field game equilibrium, given by the process $(\pi_t^*)_{t \in [0,T]}$,

$$\pi_t^* = \pi^*(\eta, t, Y_t) = \left( \delta + \frac{E_\mathbb{P}[\delta]}{1 - E_\mathbb{P}[\varepsilon]} \right) \left( \frac{\lambda(t, Y_t)}{\sigma(t, Y_t)} + \frac{\rho(t, Y_t)}{\sigma(t, Y_t)} f_y(t, Y_t) \right),$$

with the $\mathcal{F}_0^{MF}$-measurable random function $\pi^*(\eta, t, y) : \mathcal{Z} \times [0,T] \times \mathbb{R}$,

$$\pi^*(\eta, t, y) := \left( \delta + \frac{E_\mathbb{P}[\delta]}{1 - E_\mathbb{P}[\varepsilon]} \right) \left( \frac{\lambda(t, y)}{\sigma(t, y)} + \frac{\rho(t, y)}{\sigma(t, y)} f_y(t, y) \right).$$

If $E_\mathbb{P}[c] = 1$, there is no such mean-field game stochastic equilibrium.
3 Complete Itô-diffusion common market and CARA utilities with random risk tolerance coefficients

In this section, we focus on the complete common market case, but we extend the model by allowing random individual risk tolerance coefficients. We start with a background result for the single-player problem, which is new and interesting in its own right. Building on it, we analyze both the $N$-player and the MFG. The analysis shows that the randomness of the individual risk tolerance gives rise to virtual “personalized” markets, in that the original common risk premium process now differs across players, depending on their risk tolerance. This brings substantial complexity as the tractability coming from the original common market is now lost.

3.1 The Itô-diffusion market and random risk tolerance coefficients

We consider the complete analog of the Itô-diffusion market studied in Section 2. Specifically, we consider the complete common market case, but we extend the model by allowing random individual risk tolerance coefficients. We start with a background result for the single-player problem, which is new and interesting in its own right. Building on it, we analyze both the $N$-player and the MFG. The analysis shows that the randomness of the individual risk tolerance gives rise to virtual “personalized” markets, in that the original common risk premium process now differs across players, depending on their risk tolerance. This brings substantial complexity as the tractability coming from the original common market is now lost.

3.2 The single-player problem

In this section, we focus on the complete common market case, but we extend the model by allowing random individual risk tolerance coefficients. We start with a background result for the single-player problem, which is new and interesting in its own right. Building on it, we analyze both the $N$-player and the MFG. The analysis shows that the randomness of the individual risk tolerance gives rise to virtual “personalized” markets, in that the original common risk premium process now differs across players, depending on their risk tolerance. This brings substantial complexity as the tractability coming from the original common market is now lost.

The objective of each player is to optimize

$$V^i(x_1, \ldots, x_i, \ldots, x_N) = \sup_{\pi \in \mathcal{A}} E^\pi \left[ -\exp \left( -\frac{1}{\delta^i_T} \left( X^i_T - \frac{c_i}{N} \sum_{j=1}^N X^j_T \right) \right) \middle| X^i_0 = x_i, \ldots, X^N_0 = x_N \right] , \quad (3.2)$$

with $c_i \in (-\infty, 1]$, $X^j$, $j \in \mathcal{I}$, solving (3.1), and $\mathcal{A}$ defined similarly to (2.3).

As in Section 2.1, we are interested in a Nash equilibrium solution, which is defined as in Definition 2.1. Before we solve the underlying stochastic $N$-player game, we focus on the single-player case. This is a problem interesting in its own right, and to our knowledge, has not been studied before in such markets. A similar problem was considered in a single-period binomial model in [15] and in a special diffusion case in [16] in the context of indifference pricing of bonds. For generality, we present below the time-dependent case.

3.2 The single-player problem

We consider the optimization problem

$$v_t(x) = \sup_{\pi \in \mathcal{A}} E^\pi \left[ -e^{-\frac{\pi^T x_T}{\delta_T}} \middle| \mathcal{F}_t, x_t = x \right] , \quad (3.3)$$
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with \( \delta_T \in \mathcal{F}_T \) satisfying Assumption 3.1 and \((x_s)_{s \in [t,T]}\) solving (3.1) with \( x_t = x \in \mathbb{R} \).

We define \((Z_t)_{t \in [0,T]}\) by
\[
Z_t = \exp \left( -\frac{1}{2} \int_0^t \lambda_s^2 \, ds - \int_0^t \lambda_s \, dW_s \right),
\]
and recall the associated (unique) risk neutral measure \( \mathbb{Q} \), defined on \( \mathcal{F}_T \) and given by
\[
\frac{d\mathbb{Q}}{d\mathbb{P}} = Z_T. \tag{3.4}
\]

We introduce the process \((\delta_t)_{t \in [0,T]}\),
\[
\delta_t := E_{\mathbb{Q}}[\delta_T|\mathcal{F}_t], \tag{3.5}
\]
which may be thought as the arbitrage-free price of the risk tolerance “claim” \( \delta_T \). We also introduce the measure \( \hat{\mathbb{Q}} \), defined on \( \mathcal{F}_T \), with
\[
\frac{d\hat{\mathbb{Q}}}{d\mathbb{P}} = \frac{\delta_T}{E_{\mathbb{Q}}[\delta_T]} Z_T.
\]

Direct calculations yield that under measure \( \hat{\mathbb{Q}} \), the process \((S_t \delta_t)_{t \in [0,T]}\) is an \( \mathcal{F}_t \)-martingale.

By the model assumptions and the martingale representation theorem, there exists an \( \mathcal{F}_t \)-adapted process \((\xi_t)_{t \in [0,T]}\) with \( \xi \in L^2(\mathbb{P}) \) such that
\[
d\delta_t = \xi_t \delta_t \, dW_{\mathbb{Q}}^t, \tag{3.6}
\]
with \( W_{\mathbb{Q}}^t = W_t + \int_0^t \lambda_s \, ds \). Next, we introduce the process
\[
H_t := E_{\hat{\mathbb{Q}}} \left[ \frac{1}{2} \int_t^T (\lambda_s - \xi_s)^2 \, ds \right| \mathcal{F}_t], \tag{3.7}
\]
where \( \hat{\mathbb{Q}} \) is defined on \( \mathcal{F}_T \) by
\[
\frac{d\hat{\mathbb{Q}}}{d\mathbb{P}} = \exp \left( -\frac{1}{2} \int_0^T (\lambda_s - \xi_s)^2 \, ds - \int_0^T (\lambda_s - \xi_s) \, dW_s \right). \tag{3.8}
\]

Under \( \hat{\mathbb{Q}} \), the process \((W_{\hat{\mathbb{Q}}}^t)_{t \in [0,T]}\) with
\[
W_{\hat{\mathbb{Q}}}^t := W_t + \int_0^t (\lambda_s - \xi_s) \, ds \tag{3.9}
\]
is a standard Brownian motion, and \((\frac{1}{\delta_t} S_t)_{t \in [0,T]}\) is a martingale with dynamics
\[
d \left( \frac{S_t}{\delta_t} \right) = (\sigma_t - \xi_t) \frac{S_t}{\delta_t} \, dW_{\hat{\mathbb{Q}}}^t.
\]

Direct calculations yield
\[
\frac{d\hat{\mathbb{Q}}}{d\mathbb{Q}} = \delta_T.
\]

Alternatively, \( H_t \) may be also represented as
\[
H_t = \frac{E_{\mathbb{Q}}[\delta_T \int_t^T \frac{1}{2} (\lambda_s - \xi_s)^2 \, ds | \mathcal{F}_t]}{E_{\mathbb{Q}}[\delta_T | \mathcal{F}_t]} = E_{\hat{\mathbb{Q}}} \left[ \frac{\delta_T}{\delta_t} \int_t^T \frac{1}{2} (\lambda_s - \xi_s)^2 \, ds \right| \mathcal{F}_t], \tag{3.10}
\]
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which is obtained by using that
\[
\frac{d\bar{Q}}{dQ} = \exp \left( -\frac{1}{2} \int_0^T \xi_s^2 \, ds + \int_0^T \xi_s \, dW_s^\bar{Q} \right).
\]

Finally, we introduce the processes \((M_t)_{t \in [0,T]}\) and \((\eta_t)_{t \in [0,T]}\) with
\[
M_t = E_{\bar{Q}} \left[ \frac{1}{2} \int_0^T (\lambda_s - \xi_s)^2 \, ds \middle| \mathcal{F}_t \right] \quad \text{and} \quad dM_t = \eta_t \, dW_t^\bar{Q}.
\] (3.11)

We are now ready to present the main result.

**Proposition 3.2.** The following assertions hold:

1. The value function of (3.3) is given by
\[
v_t(x) = -\exp \left( -x \delta_t - H_t \right),
\]
with \(\delta\) and \(H\) as in (3.5) and (3.7).

2. The optimal strategy \((\pi^*_s)_{s \in [t,T]}\) is given by
\[
\pi^*_s = \delta_s \frac{\lambda_s - \eta_s - \xi_s}{\sigma_s} + \xi_s x^*_s,
\] (3.12)
with \(\xi, \eta\) as in (3.6) and (3.11), and \(x^*_s\) solving (3.1) with \(\pi^*\) being used.

3. The optimal wealth \((x^*_s)_{s \in [t,T]}\) solves
\[
dx^*_s = \lambda_s (\delta_s (\lambda_s - \eta_s - \xi_s) + \xi_s x^*_s) \, ds + (\delta_s (\lambda_s - \eta_s - \xi_s) + \xi_s x^*_s) \, dW_s,
\]
and is given by
\[
x^*_s = x \Phi_{t,s} + \int_t^s \delta_u (\lambda_u - \xi_u)(\lambda_u - \eta_u - \xi_u) \Phi_{u,s} \, du + \int_t^s \delta_u (\lambda_u - \eta_u - \xi_u) \Phi_{u,s} \, dW_u,
\] (3.13)
where, for \(0 \leq u \leq s \leq T\),
\[
\Phi_{u,s} := \exp \left( \int_u^s \left( \lambda_v - \frac{1}{2} \xi_v \right) \xi_v \, dv + \int_u^s \xi_v \, dW_v \right).
\]

Using (3.13) and (3.12) gives the explicit representation of the optimal policy,
\[
\pi^*_s = \delta_s \frac{\lambda_s - \eta_s - \xi_s}{\sigma_s} + \xi_s \left( x \Phi_{t,s} + \int_t^s \delta_u (\lambda_u - \xi_u)(\lambda_u - \eta_u - \xi_u) \Phi_{u,s} \, du + \int_t^s \delta_u (\lambda_u - \eta_u - \xi_u) \Phi_{u,s} \, dW_u \right).
\]

**3.2.1 The Markovian case**

We assume that the stock price process \((S_t)_{t \in [0,T]}\) solves
\[
dS_t = \mu(t, S_t) \, dt + \sigma(t, S_t) \, dW_t,
\]
with the initial price \(S_0 > 0\), and the functions \(\mu(t, S_t)\) and \(\sigma(t, S_t)\) satisfying appropriate conditions, similar to the ones in Subsection 2.1.1 and Assumption 2.6. The risk tolerance is assumed to have the functional representation
\[
\delta_T = \delta(S_T),
\]
for some function \(\delta : \mathbb{R}^+ \to \mathbb{R}^+\) bounded from below and such that \(E_{\mathbb{P}} [\delta^2(S_T)] < \infty\), (cf. Assumption 3.1).
The value function in (3.3) takes the form

\[ V(t, x, S) = \sup_{\pi \in A} E^\varpi \left[ -e^{-\frac{1}{2}(\delta^{-1})^2T} \mid x_t = x, S_t = S \right], \]

and, in turn, Proposition 3.2 yields

\[ V(t, x, S) = -\exp\left( \frac{x}{\delta(t, S)} - H(t, S) \right), \]

with \( \delta(t, S) \) and \( H(t, S) \) solving

\[ \delta_t + \frac{1}{2} \sigma^2(t, S) S^2 \delta_{SS} = 0, \quad \delta(T, S) = \delta(S), \]

and

\[ H_t + \frac{1}{2} \sigma^2(t, S) S^2 H_{SS} + \frac{1}{2} \sigma^2(t, S) S^2 \delta_S(t, S) H_S + \frac{1}{2} \left( \lambda(t, S) - \frac{1}{\delta(t, S)} \sigma(t, S) S \delta_S(t, S) \right)^2 = 0, \quad H(T, S) = 0. \]

Clearly,

\[ \delta(t, S) = E_Q [ \delta(S_T) \mid S_t = S], \]

and

\[ H(t, S) = E_Q \left[ \int_t^T \frac{1}{2} \left( \lambda(u, S_u) - \sigma(u, S_u) S_u \delta_S(u, S_u) \right) \delta_S(u, S_u) + \sigma(u, S_u) S_u \delta_S(u, S_u) \right] du \mid S_t = S, \]

and, furthermore,

\[ \xi_t = \frac{\delta_S(t, S_t)}{\delta(t, S_t)} S_t \sigma(t, S_t) \quad \text{and} \quad \eta_t = H_S(t, S_t) S_t \sigma(t, S_t). \]

Using the above relations and (3.12), we derive the optimal investment process,

\[ \pi^*_t = \delta(s, S) \left( \frac{\lambda(s, S_s)}{\sigma(s, S_s)} - S_s H_S(s, S_s) \right) + \delta_S(s, S_s) \left( -1 + \frac{1}{\delta(s, S_s)} s^*_s \right). \]

For completeness, we note that if \( \delta_T \equiv \delta > 0 \), the above expression simplify to (see [18])

\[ V(t, x, S) = -e^{-\frac{1}{2}x^2 - H(t, S)}, \]

with \( H(t, S) \) solving

\[ H_t + \frac{1}{2} \sigma^2(t, S) S^2 H_{SS} + \frac{1}{2} \lambda^2(t, S) = 0, \quad H(T, S) = 0. \]

The optimal strategy reduces to

\[ \pi^*_t = \delta \left( \frac{\lambda(s, S_s)}{\sigma(s, S_s)} - S_s H_S(s, S_s) \right). \]

### 3.3 N-player game

We now study the N-player game. The concepts and various quantities are in direct analogy to those in Section 2.1 and, thus, we omit various intermediate steps and only focus on the new elements coming from the randomness of the risk tolerance coefficients.

**Proposition 3.3.** For \( i \in \mathcal{I} \), let

\[ \delta^i_t = E_Q[ \delta^i_t \mid \mathcal{F}_t], \]

with \( Q \) as in (3.4) and \( \xi^i_t \in [0, T] \) be such that

\[ d\delta^i_t = \xi^i_t \delta^i_t dW^Q_t. \]
Define the measure $\tilde{Q}^i$ on $\mathcal{F}_T$ as
\begin{equation}
\frac{d\tilde{Q}^i}{d\mathbb{P}} = \exp \left( -\frac{1}{2} \int_0^T (\lambda_s - \xi^i_s)^2 ds - \int_0^T (\lambda_s - \xi^i_s) \, dW_s \right),
\end{equation}
and the processes $(M_t^i)_{t \in [0,T]}$ and $(\eta_t)_{t \in [0,T]}$ with
\begin{equation}
M_t^i = \mathbb{E}_{\tilde{Q}^i} \left[ \frac{1}{2} \int_0^T (\lambda_s - \xi^i_s)^2 \, ds \right]_{\mathcal{F}_t}
\end{equation}
and
\begin{equation}
dM_t^i = \eta_t^i \, dW_t^i.
\end{equation}
Let also,
\begin{equation}
\psi_N = \frac{1}{N} \sum_{i=1}^N c_i,
\end{equation}
and assume that $\psi_N < 1$. Then

1. The player $i$’s game value (3.2) is given by
\begin{equation}
V^i(x_1, \ldots, x_i, \ldots, x_N) = -\exp \left( -\frac{1}{E_{\tilde{Q}^i} [\delta_T]} (x_i - \frac{c_i}{N} \sum_{j=1}^N x_j) - E_{\tilde{Q}^i} \left[ \frac{1}{2} \int_0^T (\lambda_s - \xi^i_s)^2 \, ds \right] \right).
\end{equation}

2. The equilibrium strategies $(\pi_t^{1,i}, \ldots, \pi_t^{N,i})_{t \in [0,T]}$ are given by
\begin{equation}
\pi_t^{i,*} = c_i \pi_t^i + \frac{1}{\sigma_i} \left( \delta_t(\lambda_t - \xi_t^i - \eta_t^i) + (X_t^{i,*} - \frac{c_i}{N} \sum_{j=1}^N X_t^{j,*}) \xi_t^i \right),
\end{equation}
where $\pi_t^i := \frac{1}{N} \sum_{j=1}^N \pi_t^{j,i}$ is defined as
\begin{equation}
\pi_t^i = \frac{1}{1 - \psi_N} \frac{1}{\sigma_i} (\lambda_t \varphi_N^1(t) - \varphi_N^2(t) + \varphi_N^3(t) - \varphi_N^4(t) X_t^i),
\end{equation}
with
\begin{align*}
\varphi_N^1(t) &= \frac{1}{N} \sum_{j=1}^N \delta_t^j, \\
\varphi_N^2(t) &= \frac{1}{N} \sum_{j=1}^N \delta_t^j (\xi_j^i + \eta_j^i), \\
\varphi_N^3(t) &= \frac{1}{N} \sum_{j=1}^N X_t^{j,*} \xi_j^i, \\
\varphi_N^4(t) &= \sum_{j=1}^N c_j \xi_j^i.
\end{align*}

3. The associated optimal wealth processes $(X_t^{i,*})_{t \in [0,T]}$ are given by
\begin{equation}
X_t^{i,*} = c_i X_t^i + \left( \tilde{x}_i \Phi_{0,t} + \int_0^t (\lambda_s - \xi_s^i) \delta_s^i (\lambda_s - \eta_s^i - \xi_s^i) \Phi_{s,t} \, ds + \int_0^t \delta_s^i (\lambda_s - \eta_s^i - \xi_s^i) \Phi_{s,t} \, dW_s \right),
\end{equation}
with
\begin{equation}
\tilde{x}_i := \frac{1}{1 - \psi_N} \left( \frac{1}{N} \sum_{i=1}^N \left( \tilde{x}_i \Phi_{0,t} + \int_0^t \delta_s^i (\lambda_s - \xi_s^i) (\lambda_s - \eta_s^i - \xi_s^i) \Phi_{s,t} \, ds + \int_0^t \delta_s^i (\lambda_s - \eta_s^i - \xi_s^i) \Phi_{s,t} \, dW_s \right) \right),
\end{equation}
where $\tilde{x}_i = x_i - \frac{c_i}{N} \sum_{j=1}^N x_j$, and
\begin{equation}
\Phi_{s,t} := \exp \left( \int_s^t \left( \lambda_u - \frac{1}{2} \xi_u^i \right) \xi_u^i \, du + \int_s^t \xi_u^i \, dW_u \right).
\end{equation}
Proof. Using the dynamics of $X^1,\ldots,X^N$ in (3.1), problem (3.2) reduces to

$$
v(\tilde{x}) = \sup_{\pi \in \mathcal{A}} E_{\mathbb{P}} \left[ - \exp \left( - \frac{1}{\delta_t} \tilde{X}^i_T \right) \right],
$$

where $\tilde{X}^i_t = X^i_t - \frac{\phi_t}{N} \sum_{j=1}^{N} X^j_t$ satisfies $d\tilde{X}^i_t = \tilde{\pi}^i_t (\mu_t dt + \sigma_t dW_t)$ with $\tilde{X}^i_0 = \tilde{x}_i$. Taking $\pi^j \in \mathcal{A}, j \neq i$, as fixed and using Proposition 3.2, we deduce that $\pi^{i,*}$ satisfies

$$
\bar{\pi}^{i,*} = \pi^{i,*} - \frac{c_i}{N} \left( \sum_{j \neq i} \pi^j_t + \pi^{i,*} \right) = \delta_t \frac{\lambda_t - \eta_t^{i} - \xi^i_t}{\sigma_t} + \frac{c_i}{\sigma_t} \tilde{X}^i_T,
$$

(3.20)

where $\tilde{X}^i_T$ is the wealth process $\tilde{X}^i$ associated with the strategy $\bar{\pi}^{i,*}$.

At equilibrium, $\pi^i$ in (3.20) coincides with $\pi^{i,*}$. Therefore, averaging over $i \in \mathcal{I}$ gives

$$
\bar{\pi}^{i,*} - \psi_N \tilde{\pi}^i = \frac{1}{N} \left( \lambda_t \phi_N^1(t) - \phi_N^2(t) + \phi_N^3(t) - \phi_N^4(t) \tilde{X}^i_t \right).
$$

Dividing both sides by $1 - \psi_N$ yields (3.17), and then (3.16) follows.

To obtain explicit expressions of $X^{i,*}$ and $\tilde{X}^i$, we solve for $\tilde{X}^i$ using the optimal strategy deduced in Section 3.2 (cf. (3.12)). We then obtain

$$
\tilde{X}^i_T = X^i_T - \frac{c_i}{N} \sum_{j=1}^{N} X^j_T = \tilde{x}_i \Phi^i_t + \int_0^t \delta_t (\lambda_s - \xi^i_s) (\lambda_s - \eta^i_s - \xi^i_s) \Phi^i_s ds + \int_0^t \delta_t (\lambda_s - \eta^i_s - \xi^i_s) \Phi^i_s dW_s,
$$

with $\Phi^i_s$ as in (3.19). We conclude by averaging over all $i \in \mathcal{I}$. \hfill \Box

3.4 The Itô-diffusion common-noise MFG

Let $(\Omega, \mathcal{F}, \mathbb{P})$ be a probability space that supports the Brownian motion $W$ as well as the random type vector

$$
\theta = (x, \delta_T, c),
$$

which is independent of $W$. As before, we denote by $(\mathcal{F}_t)_{t \in [0,T]}$ the natural filtration generated by $W$, and $(\mathcal{F}^{MF}_t)_{t \in [0,T]}$ with $\mathcal{F}^{MF}_t = \mathcal{F}_t \vee \sigma(\theta)$. In the mean-field setting, we model the representative player.

One may also think of a continuum of players whose initial wealth $x$ and the interaction parameter $c$ are random, chosen at initial time $0$, similar to the MFG in Section 2.2 herein. However, now, their risk tolerance coefficients have two sources of randomness, related to their form and their terminal (at $T$) measurability, respectively. Specifically, at initial time $0$, it is determined how these coefficients will depend on the final information, provided at $T$. For example, in the Markovian case, this amounts to (randomly) selecting at time $0$ the functional form of $\delta(\cdot)$ and, in turn, the risk tolerance used for utility maximization is given by the random variable $\delta(S_T)$, which depends on the information $\mathcal{F}_T$ through $S_T$.

Similarly to (3.2), we are concerned with the optimization problem

$$
V(x) = \sup_{\pi \in \mathcal{A}^{MF}} E_{\mathbb{P}} \left[ - \exp \left( - \frac{1}{\delta_t} (X^\pi_T - cX) \right) \right] \mathcal{F}^{MF}_0, \quad X_0 = x,
$$

(3.21)

and the definition of the mean-field game is analogous to Definition 2.9.

Let the processes $(\delta_t)_{t \in [0,T]}$ and $(\xi_t)_{t \in [0,T]}$ be given by

$$
\delta_t = E_{\mathbb{Q}} [\delta_T | \mathcal{F}^{MF}_t] \quad \text{and} \quad d\delta_t = \xi_t dW^Q_t,
$$

(3.22)

with $\mathbb{Q}$ defined on $\mathcal{F}^{MF}_T$ by (3.4). The process $(\delta_t)_{t \in [0,T]}$ may be interpreted as the arbitrage-free price of the risk tolerance “claim” $\delta_T$ for this representative player. Let also $\bar{\mathbb{Q}}$ be defined on $\mathcal{F}^{MF}_T$ by

$$
\frac{d\bar{\mathbb{Q}}}{d\mathbb{Q}} = \delta_T,
$$
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and consider the martingale \(M_t = E_{\bar{Q}} \left[ \frac{1}{2} \int_0^T (\lambda_s - \xi_s)^2 ds \middle| F_t^{MF} \right] \) and \((\eta_t)_{t \in [0,T]}\) to be such that

\[
dM_t = \eta_t dW_t^\sigma, \tag{3.23}
\]

with \(W_t^\sigma = W_t + \int_0^t (\lambda_s - \xi_s) ds\). The processes \(\delta, \xi, \eta\) are all \(F_t^{MF}\)-adapted.

We now state the main result of this section.

**Proposition 3.4.** If \(E_P[c] < 1\), there exists a MFG equilibrium \((\pi_t^*)_{t \in [0,T]}\), given by

\[
\pi_t^* = \frac{c}{1 - E_P[c]} \frac{1}{\sigma_t} (\lambda_t E_Q[\delta_t | F_t] - E_Q[\xi_t | F_t] + E_P[X_t^* \xi_t | F_t] - E_P[c \xi_t | F_t] E_P[X_t^* | F_t]) + \frac{1}{\sigma_t} (\delta_t (\lambda_t - \xi_t) + (X_t^* - c E_P[X_t^* | F_t]) \xi_t), \tag{3.24}
\]

with \(\delta, \xi, \eta\) as in (3.22) and (3.23), and \((X_t^*)_{t \in [0,T]}\) being the associated optimal wealth process, solving

\[
dX_t^* = \pi_t^* (\mu_t dt + \sigma_t dW_t).
\]

The value of the MFG is given by

\[
V(x) = -\exp \left( -\frac{1}{E_Q[\delta_t | F_0^{MF}]} (x - cm) - E_{\bar{Q}} \left[ \frac{1}{2} \int_0^T (\lambda_s - \xi_s)^2 ds \middle| F_0^{MF} \right] \right), \quad m = E_P[x].
\]

For the proof, we will need the following lemma.

**Lemma 3.5.** If \(X\) is a \(F_s^{MF}\)-measurable integrable random variable, then \(E_P[X | F_t] = E_P[X | F_s]\), for \(s \leq t\).

**Proof.** Let \(\mathcal{P} := \{A = C \cap D : C \in \mathcal{F}_s, D \in \sigma(W_u - W_s, s \leq u \leq t)\}\) and \(\mathcal{L} = \{A \in \mathcal{F} : E_P[X1_A] = E_P[E_P[X | F_s] 1_A]\}\). Then, the following assertions hold:

1. \(\mathcal{P}\) is a \(\pi\)-system since both \(\mathcal{F}_s\) and \(\sigma(W_u - W_s, s \leq u \leq t)\) are \(\sigma\)-algebras and closed under intersection. Also \(\mathcal{F}_s \subseteq \mathcal{P}\) and \(\sigma(W_u - W_s, s \leq u \leq t) \subseteq \mathcal{P}\) by taking \(D = \Omega\) and \(C = \Omega\).
2. \(\mathcal{P} \subseteq \mathcal{L}\). For any \(A \in \mathcal{P}\), \(A = C \cap D\) with \(C \in \mathcal{F}_s\), \(D \in \sigma(W_u - W_s, s \leq u \leq t)\), it holds that

\[
E_P[E_P[X | F_s] 1_A] = E_P[E_P[X | F_s] 1_C 1_D] = E_P[E_P[X 1_C | F_s] 1_D] = E_P[X 1_C] E_P[1_D],
\]

where we have consecutively used that \(C \subseteq D\), the metastability of \(1_C\), and the independence between \(1_D\) and \(\mathcal{F}_s\).

Furthermore, by the independence between \(1_D\) and \(\mathcal{F}_s^{MF} = \mathcal{F}_t \vee \sigma(\theta)\), we deduce

\[
E_P[X 1_A] = E_P[X 1_C 1_D] = E_P[X 1_C] E_P[1_D],
\]

and conclude that \(A \in \mathcal{L}\). Therefore \(\mathcal{P} \subseteq \mathcal{L}\).

3. \(\mathcal{L}\) is a \(\lambda\)-system. It is obvious that \(\Omega \in \mathcal{L}\) and \(A \in \mathcal{L}\) implies that \(A^c \in \mathcal{L}\). For a sequence of disjoint sets \(A_1, A_2, \ldots \) in \(\mathcal{L}\), one has \(|X 1_{\cup_{i=1}^\infty A_i}| \leq |X|\) and, thus, by the dominated convergence theorem, we deduce that

\[
E_P[X 1_{\cup_{i=1}^\infty A_i}] = \sum_{i=1}^\infty E_P[X 1_{A_i}], \tag{3.26}
\]

Similarly, by the inequalities \(|E_P[X | F_s] 1_{\cup_{i=1}^\infty A_i}| \leq \|E_P[X | F_s]\|_1 \leq \|X\|_1\), we have

\[
E_P[E_P[X | F_s] 1_{\cup_{i=1}^\infty A_i}] = \sum_{i=1}^\infty E_P[E_P[X | F_s] 1_{A_i}], \tag{3.27}
\]

Since \(A_i \in \mathcal{L}\), \(\forall i\), the right-hand-sides of (3.26) and (3.27) are equal, which implies \(\cup_{i=1}^\infty A_i \in \mathcal{L}\).

Therefore, by the \(\pi\)-\(\lambda\) theorem, we obtain that \(F_t = \sigma(\mathcal{F}_s \cup \sigma(W_u - W_s, s \leq u \leq t)) \subseteq \sigma(\mathcal{P}) \subseteq \mathcal{L}\).

Noticing that \(E_P[X | F_s]\) is \(\mathcal{F}_t\)-measurable by definition, we have that \(E_P[X | F_t] = E_P[X | F_s]\). \(\square\)
Proof of Proposition 3.4. Let \((X_t^\alpha)_{t \in [0,T]}\) be given by \(X_t^\alpha = x + \int_0^t \mu_s \alpha_s \, ds + \int_0^t \sigma_s \alpha_s \, dW_s\) for an admissible policy \(\alpha_t\) (\(\mathcal{F}^{MF}_t\)-adapted) and define \(\bar{X}_t := E^\pi[X_t^\alpha]_{\mathcal{F}_t}\). Then,

\[
\bar{X}_t = m + E^\pi \left[ \int_0^t \mu_s \alpha_s \, ds \big| \mathcal{F}_s \right] + E^\pi \left[ \int_0^t \sigma_s \alpha_s \, dW_s \big| \mathcal{F}_s \right].
\]

Using Lemma 3.5, the adaptivity of \(\mu_t, \sigma_t\) with respect to \(\mathcal{F}_t\), and the definition of Itô integral, we rewrite the above as

\[
\bar{X}_t = m + \int_0^t \mu_s E^\pi[\alpha_s | \mathcal{F}_s] \, ds + \int_0^t \sigma_s E^\pi[\alpha_s | \mathcal{F}_s] \, dW_s.
\]

Direct arguments yield that the optimization problem (3.21) reduces to

\[
V(\tilde{x}) = \sup_{\tilde{\pi} \in \mathcal{A}^{MF}} E^\pi \left[ -\exp \left( -\frac{1}{\delta T} \tilde{X}_T \right) \big| \mathcal{F}^{MF}_0, \tilde{X}_0 = \tilde{x} \right],
\]

where \((\tilde{X}_t)_{t \in [0,T]}\) solves

\[
d\tilde{X}_t = d(X_t - c\tilde{X}_t) = \tilde{\pi}_t(\mu_t \, dt + \sigma_t \, dW_t),
\]

with \(\tilde{\pi}_0 = \tilde{\pi}_T = \alpha - cE^\pi[\alpha_t | \mathcal{F}_t]\). Then, (3.12) yields

\[
\tilde{\pi}_t^* = \delta_t \lambda_t - \eta_t - \xi_t \sigma_t + \frac{\xi_t}{\sigma_t} \tilde{X}_t^*,
\]

with \(\delta_t, \xi_t, \eta_t\) given in (3.22) and (3.23), and \((\tilde{X}_t^*)_{t \in [0,T]}\) solving (3.28) with \(\tilde{\pi}^*\) being used. On the other hand, using that \(\pi_t^* = \pi_t^* - cE^\pi[\alpha_t | \mathcal{F}_t]\), we obtain

\[
\pi_t^* - cE^\pi[\alpha_t | \mathcal{F}_t] = \delta_t \lambda_t - \eta_t - \xi_t \sigma_t + \frac{\xi_t}{\sigma_t} \tilde{X}_t^*.
\]

In turn, using that, at equilibrium, \(\alpha = \pi^*\), we get

\[
(1 - E^\pi[c])E^\pi[\pi_t^* | \mathcal{F}_t] = \frac{1}{\sigma_t} \left( \lambda_t E^\pi[\delta_t | \mathcal{F}_t] - E^\pi[\delta_t(\xi_t + \eta_i) | \mathcal{F}_t] + E^\pi[\tilde{X}_t^* \xi_t | \mathcal{F}_t] - E^\pi[\tilde{X}_t^* | \mathcal{F}_t] E^\pi[c \xi_t | \mathcal{F}_t] \right).
\]

Further calculations give

\[
\pi_t^* = \frac{1}{1 - E^\pi[c]} \frac{1}{\sigma_t} \left( \lambda_t E^\pi[\delta_t | \mathcal{F}_t] - E^\pi[\delta_t(\xi_t + \eta_i) | \mathcal{F}_t] + E^\pi[\tilde{X}_t^* \xi_t | \mathcal{F}_t] - E^\pi[\tilde{X}_t^* | \mathcal{F}_t] E^\pi[c \xi_t | \mathcal{F}_t] \right)
\]

\[
+ \frac{\delta_t(\lambda_t - \eta_i) - \delta_t \xi_t + \tilde{X}_t^* \xi_t - c \xi_t E^\pi[\tilde{X}_t^* | \mathcal{F}_t]}{\sigma_t.
\]

Finally, we obtain

\[
E^\pi[\delta_t | \mathcal{F}_t] = E^\pi[E_Q[\delta_T | \mathcal{F}_t]^{MF}]_{\mathcal{F}_t} = E^\pi \left[ E^\pi \left[ \frac{\delta_T Z_T}{Z_t} \big| \mathcal{F}_t \right]^{MF} \big| \mathcal{F}_t \right] = E^\pi \left[ \delta_T Z_T \big| \mathcal{F}_t \right] = E_Q[\delta_T | \mathcal{F}_t],
\]

and a similar derivation for \(E^\pi[\delta_T(\xi_t + \eta_i) | \mathcal{F}_t]\). We conclude by checking the admissibility of \(\pi^*\) which follows from model assumptions, the form of \(\pi^*\), and equation (3.25). \(\square\)

4 Conclusions and future research directions

In Itô-diffusion environments, we introduced and studied a family of \(N\)-player and common-noise mean-field games in the context of optimal portfolio choice in a common market. The players aim to maximize their expected terminal utility, which depends on their own wealth and the wealth of their peers.

We focused on two cases of exponential utilities, specifically, the classical CARA case and the extended CARA case with random risk tolerance. The former was considered for the incomplete market model while
the latter for the complete one. We provided the equilibrium processes and the values of the games in explicit (incomplete market case) and in closed form (complete market case). We note that in the case of random risk tolerances, for which even the single-player case is interesting in its own right, the optimal strategy process depends on the state process, even if the preferences are of exponential type.

A natural extension is to consider power utilities (CRRA), which are also commonly used in models of portfolio choice. This extension, however, is by no means straightforward. Firstly, in the incomplete market case, the underlying measure depends on the individual risk tolerance, which is not the case for the CARA utilities considered herein (see (2.7) for the minimal martingale measure and (2.22)-(2.23) for the minimal entropy measure, respectively). Secondly, while it is formally clear how to formulate the random risk tolerance case for power utilities, its solution is far from obvious. The authors are working in both these directions.

Our results may be used to study such models when the dynamics of the common market and/or the individual preferences are not entirely known. This could extend the analysis to various problems in reinforcement learning (see, for example, the recent work [14] in a static setting). It is expected that results similar to the ones in [19] could be derived and, in turn, used to build suitable algorithms (see, also, [7] for a Markovian case).
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