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Abstract
Excitations of chiral rotation observed in triaxial nuclei and magnetic and/or antimagnetic rotations (AMR) seen in near-spherical nuclei have attracted a lot of attention. Unlike conventional rotation in well-deformed or superdeformed nuclei, here the rotational axis is not necessary coinciding with any principal axis of the nuclear density distribution. Thus, tilted axis cranking (TAC) is mandatory to describe these excitations self-consistently in the framework of covariant density functional theory (CDFT). We will briefly introduce the formalism of TAC–CDFT and its application for magnetic and AMR phenomena. Configuration-fixed CDFT and its predictions for nuclear chiral configurations and for favorable triaxial deformation parameters are also presented, and the discoveries of the multiple chiral doublets in 133Ce and 103Rh are discussed.
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1. Introduction

The challenge of understanding atomic spectra has opened a new era in atomic physics since 1913, when Niels Bohr suggested that such spectra, e.g., beautiful lines with rainbow colors, were rays emitted by an electron deexciting from one orbit to a lower-energy one, and hence corresponded to transitions between two states of the atom. Atomic spectroscopy thus includes the determination of the states of the atom and of their properties which are determined by the associated wavefunctions.

Similarly, nuclear spectroscopy began in the 1950s with the aim of determining the various states of a nucleus and their properties. However, the experimental spectra of nuclei exhibit much more complexity than those of atoms because the interactions binding the nucleons are more complicated and the external Coulomb potential producing the spherical shell structure in atoms is missing in nuclei. On the way to understanding at least the basic features of the observed nuclear spectra, two seemingly contradictory models coexist which are equally successful. On one hand, the liquid drop model (LDM) describes the nucleus as a whole and the observed nuclear spectra are understood as associated with collective vibrations and/or rotations. On the other, the shell model by Mayer and Jensen treats the nucleus as a composite of individual nucleons and describes the observed nuclear spectra from nucleon excitations. Both models emphasize either the collective or the individual character but ignore the other. Combining the single-particle and collective models, for instance, couples one or a few particles to a collective rotor or vibrator, leads to the so-called ‘unified model’ introduced by Bohr and Mottelson [1–3].

As the book of Bohr and Mottelson [4] demonstrated, ‘quantal rotation’ has been a very successful concept in
Figure 1. A schematic illustration for the spin-coupling scheme associated with magnetic rotation. For a near-spherical nucleus, the coupling of the proton-hole $j^{-1}$ and neutron-particle $j_{n}$, both in high-$j$ orbitals, gives the total angular momentum $J$. As a result, a significant transverse component of the magnetic dipole moment appears and creates strong $M1$ transitions. Reproduced with permission from [15]. Copyright Springer International Publishing 2013.

Figure 2. A schematic illustration for the spin-coupling scheme associated with antimagnetic rotation. Instead of the shears mechanism for magnetic rotation, the two shears-like configurations here result in a cancellation of the magnetic moments and, thus, no $M1$ transitions appear. Reproduced with permission from [15].

Describing rotational spectra of nuclei. The nucleus is considered as a quantum charged liquid drop, which can be deformed as a result of its shell structure. The deformed nuclear density distribution specifies a space orientation and, thus, provides the rotational degree of freedom. Different rotational bands in a given nucleus correspond to collective rotation originating from different combinations of single nucleon states in the deformed potential. According to quantum mechanics, there is no rotation around the symmetry axis and, therefore, there are no rotational bands in spherical nuclei.

It has been generally accepted that the nuclear high angular momenta are connected with collective rotation modes associated with stable nuclear deformation [4]. For quadrupole deformed nucleus with axial symmetry, many nucleons may collectively rotates around an axis perpendicular to the symmetry axis of the nuclear density distribution. The corresponding rotational states are usually connected with strong electric quadrupole ($E2$) transitions. The concept of such collective rotation successfully explains many rotational bands observed. It has also stimulated the discoveries and observation of many exciting phenomena in rapidly rotating nuclei during the past decades, such as backbending [5], angular momentum alignment [6, 7], superdeformation [8], etc.

In the 1990s, the rotational-like states with significant $M1$ transitions in near-spherical Pb isotopes was observed, which was a surprise at that time. Experimental investigations of this novel type of collective bands with strong $M1$ and weak $E2$ transitions in near spherical nuclei have attracted a lot of attention (for reviews see [9, 10]). Due to the weak $E2$ transitions, nuclear deformation should play only a minor role in generating such rotational states. Instead, it was found that the dynamics of valence nucleons in high-$j$ orbitals is responsible for such rotational structure [11].

Such bands were explained in terms of the shears mechanism [12]. The valence proton holes (particles) and neutron particles (holes) in high-$j$ orbitals generates considerable magnetic moment. This magnetic moment specifies a certain orientation in space and, through its rotation, a series of excited states of rotational character can be built; see figure 1 for a schematic illustration. At the bandhead, the neutron particle and proton hole usually tend to align along nearly perpendicular directions to lower the total energy of the system. When the rotational frequency increases, they start to align towards each other to generate angular momentum, while the total angular momentum barely changes its orientation in the intrinsic frame. As a result, the so-called ‘magnetic rotation’ (MR) [13] bands are formed although the density of the system is only weakly deformed. In MR, the order parameter which violates rotational symmetry is the magnetic moment [14]. This is quite different from collective rotation in well-deformed nuclei (called electric rotation), where rotational symmetry breaking is induced by the electric quadrupole moments. However, magnetic rotation in nuclei constitutes an analogy with a ferromagnet in condensed matter, where the isotropy is also violated by the total magnetic moment, i.e., the sum of the atomic dipole moments. For more detailed discussions, see [15].

Apart from the ferromagnetism, the antiferromagnetism is another very interesting phenomenon in condensed matter. Unlike the existence of a significant total magnetic moment in a ferromagnet, in an antiferromagnet, the total magnetic moment vanishes. However, for the latter, all the atomic dipole moments equally align in two opposite directions and, thus, the corresponding isotropy is also violated.

In an analogy to the antiferromagnet in condensed matter, in nuclear physics, antimagnetic rotation (AMR) [11, 16] has also attracted a lot of interests in the past decades. Similar to MR, AMR can also be observed in weakly deformed nuclei, and the valence nucleons in high-$j$ orbitals also play a crucial role in the rotational structure. As depicted in figure 2, the high-$j$ neutron particles have their angular momenta aligned in one direction, and the two high-$j$ proton holes align oppositely along the vertical direction. Such an arrangement is usually necessary to achieve the most favored state in energy at the bandhead. Due to the weak deformation, rotational symmetry is violated by the angular momenta of valence nucleons. Therefore, excitations of rotational character can be built on such a bandhead. Within this band, the two proton (neutron) blades simultaneously move towards the neutron (proton) angular momentum vector. This is the so-called ‘two shears-like mechanism’ which generates the total angular momentum. In this way, AMR provides a new mode
of rotation in weakly deformed nuclei, where valence-nucleon dynamics plays an important role.

Both MR and AMR [9-11] can happen in a nearly spherical nucleus. Since the early 1990s, a lot of effort has been made to measure MR and AMR bands in experiments. In particular, the lifetime measurements with high accuracy for four M1 bands in $^{198,200}$Pb performed with Gammasphere provided clear evidences for the shears mechanism [17]. Since then, a number of MR bands have been observed in the mass regions with $A \sim 60$, $A \sim 80$, $A \sim 110$, $A \sim 140$, and $A \sim 190$. As summarized in a recent review [15], more than 195 magnetic dipole bands have now been observed in 85 nuclei when counting up to the year 2013.

Just like the MR bands, AMR sequences are expected to be observed in the nearly spherical nuclei as well [11]. Therefore, candidates for AMR bands, in principle, are located in the same mass regions as those for MR bands. In fact, it has been demonstrated that the MR and AMR modes can coexist in a single nucleus [18]. However, an AMR band differs from a MR one in two aspects. First, no $M1$ transition appears in an AMR band, since the net transverse component of the total magnetic moment is zero. Second, the spin differences between neighboring energy levels in an AMR band are $2\hbar$ rather than $1\hbar$ as in the case in a MR band. This is because an antimagnetic rotor is invariant under a rotation by $\pi$. Moreover, AMR bands have the feature that the $B(E2)$ values are decreasing with spin, and this has been confirmed by lifetime measurements [19]. To date, most AMR bands are observed in the mass regions with $A \sim 110$ (see [15] and references therein) and, only very recently, have they also been reported in the $A \sim 140$ region [20, 21].

Because it had generally been accepted for a long time that nuclear rotation is a collective phenomenon and is associated with substantial deformation, the observation of magnetic rotation brought significant challenges to nuclear theory. For a full understanding of nuclear rotation, one has to solve, in principle, the time-dependent nuclear many-body problem in a microscopic way, and introduce approximations for simple physics pictures in extreme cases. Although such microscopic theories are extremely useful, they usually require a great amount of numerical effort. Mean-field theory is one of such widely used approaches for a microscopic description of nuclear structure. For conventional rotational bands, the cranking mean-field model [22] is a reliable method since it is a first-order approximation for a variation after projection onto good angular momentum [24].

For conventional rotations, the axis in the cranking mean-field model is parallel with the principal axis of the nuclear density distribution with the largest moment of inertia (MOI). However, in [12], it was found that a good description of MR bands requires the cranking axis tilted away from the principal axes. This leads to the so-called tilted axis cranking (TAC) model. The mean-field solutions of tilted axis rotation were studied in the 1980s [25, 26]. However, the physics behind these solutions was missing, and the nuclear deformation was not considered in a self-consistent way in these solutions. By using a quadrupole–quadrupole Hamiltonian, the TAC model was solved self-consistently for the first time by Frauendorf in 1993 [12]. Moreover, it was found that the obtained solutions can account for the $\Delta I = 1$ rotational bands. Later on, the quality of the TAC approximation was investigated in comparison with the quantum particle rotor model (PRM) by Frauendorf and Meng [29]. It was found that the calculated energies and electromagnetic transitions with TAC approach can reproduce the results of the PRM quite well, except near band crossings.

The TAC solutions for triaxial nuclei have attracted considerable attentions in nuclear physics. Different from an axial nucleus which has one principal axis as a symmetry axis, none of the three principal axes of a triaxial nucleus is a symmetry axis. This indicates that rotational excitations in principle could be built along any principle axes of a triaxial nucleus. Usually, a triaxial rigid rotor would favor in energy to rotate around the axis with the largest MOI. However, for nuclear systems, besides the ‘rigid core’, valence nucleon(s) in high-$j$ orbitals may contribute angular momentum in other axes regardless of their collective MOI. Therefore, one may finally observe a rotation along an arbitrary axis in space for triaxial nuclei. Such rotation should be described in the framework of cranking mean field as three-dimensional TAC solution [30], which is associated with the exotic phenomenon of nuclear chirality [30].

---

4 Generally, the angular momentum is not a good quantum number in the deformed mean-field approximation due to the breaking of rotational symmetry. Therefore, the angular momentum projection method is usually employed to restore the violated rotational symmetry and to obtain good angular momentum. A variation after projection approach is, in principle, the most exact method in generating a mean field for nuclear spectroscopy. For more details, see [23].

---

5 Here, the PRM refers to a quantum version of Bohr and Mottelson’s ‘unified’ model. Note that a classical particle plus rotor model based on simple angular momentum geometry [10, 27, 28], is often used to study the competition between the shears mechanism and collective rotation in MR and AMR bands.

6 In one-dimensional cranking, the rotational axis is one of the principal axes, as is the case for most conventional rotations. In two-dimensional cranking, the rotational axis is located in a plane defined by two principal axes (principal plane), such as for MR rotation. In three-dimensional cranking, the rotational axis is out of any principal plane, as is the case for chiral rotation.
The term ‘chiral’ was first used by Lord Kelvin [31], ‘I call any geometrical figure, or group of points, ‘chiral’, and say that it has chirality if its image in a plane mirror, ideally realized, cannot be brought to coincide with itself’. Static chiral symmetries are very common in nature ranging from the macroscopic spirals of snail shells to the microscopic handedness of certain molecules. In particular, the spontaneous chiral-symmetry breaking has become one of the most general concepts in modern physics including particle physics, condensed matter physics, and optics.

The existence of spontaneous chiral-symmetry breaking was originally introduced in nuclear physics by Frauendorf and Meng in [30], where they have investigated the rotational excited states in triaxial odd–odd nuclei. Figure 3 schematically depicts the chiral geometry in such a nucleus. The angular momentum of the triaxial core $\mathbf{R}$ can align along the intermediate axis since this axis has the largest MOI in the irrotational-like flow. However, the angular momenta of the two valence odd nucleons can be mutually perpendicular in the short-long plane, if they are respectively of a particle- and hole-like nature. In this way, as depicted in figure 3, these three angular momenta form two systems, i.e., the left- and right-handed systems. They are different from each other by their intrinsic chirality and, thus, related by the chiral operator $\chi = \mathcal{T}\mathcal{R}(\pi)$. Here $\mathcal{T}$ denotes the time reversal and $\mathcal{R}(\pi)$ spatial rotation by $\pi$. The broken chiral symmetry in the intrinsic frame should be restored in the laboratory frame. This gives rise to the so-called chiral doublet bands, which consists a pair of nearly degenerate $\Delta I = 1$ bands with the same parity.

Experimentally, candidate chiral doublet bands have been proposed in a number of odd–odd, odd–odd or even–even nuclei in the $A \sim 80$, $A \sim 100$, $A \sim 130$, and $A \sim 190$ regions. (see [32] and references therein). The best known examples for chiral doublet bands include $^{128}\text{Cs}$ [33], $^{126}\text{Cs}$ [34], $^{106}\text{Rh}$ [35], $^{134}\text{Nd}$ [36, 37].

The appearance of chiral doublet bands is one of the most important probes for the existence of nuclear triaxiality. Along this line, the phenomenon of multiple chiral doublet bands (M3D) introduced in [38], i.e., more than one pair of such bands is presented in a single nucleus, corresponds to triaxial shape coexistence since every pair differs from others in its triaxial deformation and multiparticle configuration. The existence of M3D was demonstrated for the Rh isotopes by CDFT in [38–40]. The likelihood of chiral bands with different configurations was also discussed in the TAC calculations for the bands observed in $^{105}\text{Rh}$ [41, 42]. The first experimental evidence for the existence of M3D was reported in $^{133}\text{Ce}$ in 2013 [43]. It was found that the negative parity bands 5 and 6 with a $\pi(1h_{11/2})^{2} \otimes \nu(1h_{11/2})^{-1}$ configuration and the positive parity bands 2 and 3 with the $\pi[(1g_{7/2})^{-1}(1h_{11/2})] \otimes \nu(1h_{11/2})^{-1}$ configuration form two pairs of chiral doublet bands. Obviously, these are two distinct chiral doublet bands due to their different parity. The observation of the M3D phenomenon also confirms the manifestation of triaxial shape coexistence in this nucleus.

Apart from the M3D with distinct configurations, it is also very interesting to study the robustness of the chiral geometry against the intrinsic excitation. As an example, in [30], Frauendorf and Meng studied a system of a high-$j$ particle and a high-$j$ hole coupled to a triaxial rotor. As displayed in figure 4, as a consequence of the chiral geometry, the two lowest bands are nearly degenerate within the spin interval $13 < I < 18$. Moreover, based on the same chiral configuration, one can see that such near degeneracy also occurs for the higher excited bands in certain spin intervals. This indicates that a chiral geometry may remain in these excited bands as well. This phenomenon was investigated in more details in several theoretical calculations [44–46]. Such predictions have also been confirmed in a recent experiment for $^{103}\text{Rh}$ [47].

Theoretically, the TAC mean-field model is one of the most successful models for the description of nuclear rotation. The TAC solution and the physics behind it were first introduced in [12], and later discussed thoroughly with the pairing-plus-quadrupole model and the Strutinsky shell-correction model [11, 48]. So far, many applications have been performed with these models. Self-consistent methods based on more realistic two-body interactions are required for a more fundamental investigation, including all important effects such as core polarization and nuclear currents [15, 49, 50]. Such calculations are more challenging, but are feasible in both relativistic [51–53] and nonrelativistic [49, 54, 55] density functional theories (DFTs).

The DFT with a few number of parameters provides a very successful description of the nuclear properties in both ground and excited states all over the nuclear chart. Based on the density functionals, rotational excitations have been described by the principal-axis cranking Hartree–Fock (HF)
or HF–Bogoliubov (HFB) approximations with a zero-range Skyrme force [56–58] and with the density dependent Gogny force [59] non-relativistically. A three-dimensional cranking version, which is capable to study nuclear aplanar rotation, has been developed based on the Skyrme density functional and successfully applied to the MR in $^{142}$Gd [54], and chirality in $A \sim 130$ mass regions [49, 55].

The covariant DFT takes Lorentz symmetry into account in a self-consistent way and has received wide attention due to its successful description of a large number of nuclear phenomena in stable as well as exotic nuclei [60–62]. The covariant DFTs with large scalar and vector fields of the order of a few hundred MeV, provide a more efficient description than the non-relativistic ones which hide these scales. The relativistic framework can lead to reasonable nuclear saturation properties for nuclear matter with the Brueckner techniques [63, 64], reproduce well the isotope shifts data in the Pb region [65], give naturally the spin–orbit potential, explains the origin of pseudospin symmetry [66, 67] as a relativistic symmetry [68, 69], and be reliable for exotic nuclei with extreme proton or neutron number [70–72], etc. For nuclear rotation, in particular, covariant density functional theory (CDFT) provides a consistent description of currents and time-odd fields, and the included nuclear magnetism [73] plays an important role in both principal axis cranking rotations [74–76] and tilted axis rotations [77, 78].

Based on the CDFT, Koepf and Ring [73, 79] first developed principal axis cranking calculations. König and Ring [74] introduced the nuclear currents which are the source of magnetism in the Dirac equation. Nuclear magnetism is found to be crucial for the quantitative understanding of nuclear moments of inertia. Large scale cranking relativistic Hartree–Bogoliubov calculations with the Gogny force D1S in the pairing channel have been performed and summarized in [80, 81].

Three-dimensional cranking CDFT has been developed in [51] with the meson-exchange effective interaction. However, it requires a very large numerical resources to perform the calculation. Therefore, the three-dimensional cranking CDFT is used only to examine its applicability to MR for relatively light nuclei such as $^{86}$Rb [51], which require only a two-dimensional cranking calculation.

Focusing on magnetic rotational bands, the two-dimensional cranking CDFT with the meson-exchange interaction has been established in [52]. Compared with three-dimensional cranking CDFT, the two-dimensional cranking CDFT reduced the computing time considerably and, thus, allows its application for medium heavy nuclei such as $^{142}$Gd [52].

The point-coupling CDFT has become very popular recently due to the following advantages: (1) it avoids the possible physical constraints introduced by using explicitly the Klein–Gordon equation, in particular the fictitious $\sigma$ meson; (2) the study on the naturalness of the interaction [82, 83] in effective theories becomes possible for related nuclear structure problems; (3) it is easier to include the Fock terms [84, 85] and to investigate its relationship to the non-relativistic ones [86].

In [53], with a point-coupling interaction, the TAC–CDFT model was developed which introduces further simplifications and considerably reduces the computing time. It has been successfully applied for MR ranging from light nuclei $^{60}$Ni [53] and $^{58}$Fe [87] to heavy nuclei $^{198,199}$Pb [88]. It self-consistently provides also a microscopic investigation for AMR in $^{106}$Cd [50, 89]. Recently, the pairing correlations have also been implemented self-consistently and microscopically by solving the TAC relativistic Hartree Bogoliubov equations [90].

In the following, we mainly focus on microscopic covariant (relativistic) density functional investigations for tilted axis rotation in nuclei including MR, AMR, nuclear chirality and multi chirality. In section 2, a sketch of the rotating mean field and the corresponding symmetry breaking will be introduced. In section 3, examples on MR, AMR, and nuclear (multi-) chirality will be presented. Finally, a summary and perspectives are given in section 4.

## 2. Rotating mean field and symmetry breaking

### 2.1. Concepts related to a mean field

The occurrence of the magic numbers 2, 8, 20, 28, 50, … in nuclei has been one of the strongest evidences for the validity of an average mean field in which the nucleons can move independently [91]. For the nucleons in a nucleus, although there exist a priori no such central field, one can build such an average potential from the interactions among all nucleons in the nucleus. A model with such an average potential treats the nucleons as completely independent moving ones. In practical applications, an analytic ansatz for the average potential which is determined by fitting the experimental single-particle levels is widely used for simplicity. In principle, however, one can derive the form of such an average field from a microscopic two-body nucleon–nucleon force by means of the HF method, for example see [23]. Even starting with a phenomenological nucleon–nucleon interactions, the derived HF potentials are very important to justify the analytic potentials ansatz and to test different approximations and assumptions adopted.

The Woods–Saxon potential is one of the most successful mean field potential

$$V(r, \theta, \phi) = -V_0 \left[1 + \exp \left(\frac{r - R(\theta, \phi)}{a(\theta, \phi)}\right)\right]^{-1}.$$  \hspace{2cm} (1)

Here, one has to allow for a small dependence of $a(\theta, \phi)$ on the angles $\theta$ and $\phi$ in order to get a constant surface diffuseness for deformed nuclei (for more details, see [4]). Moreover, one needs to consider the spin–orbit term since it plays a very important role for the level structure of nuclei

$$V_{LS} = \lambda(\nabla V(r, \theta, \phi) \times \mathbf{p})s.$$  \hspace{2cm} (2)

7 Here, the nucleon–nucleon interaction is taken into account in an indirect way, since it gives rise to the average potential.
In general, the involved parameters $V_0$, $\lambda$, as well as the expressions of the parameterized $R(\theta, \phi)$ and $a(\theta, \phi)$, are determined by directly fitting to the experimental single-particles levels.

Another useful approximation to the average potential is the modified harmonic oscillator potential. Such study was originally carried out by Nilsson [92] with the deformed harmonic oscillator Hamiltonian

$$h = -\frac{\hbar^2}{2m} \Delta + \frac{m}{2} \omega^2 (x^2 + y^2) + \frac{m}{2} \omega^2 z^2 + C \cdot s + D \vec{P}^2,$$

where $C$ gives the strength of the spin–orbit force, and $D \cdot \vec{P}^2$ shifts the levels with higher $l$-values downward to achieve better agreement with experimental single-particle spectra.

The models with an analytic average potential work quite successfully in describing the single-particle properties of nuclei. However, in contrast to HF calculations, they fail to correctly reproduce the bulk properties to which all nucleons contribute, such as the total binding energy. Strutinsky [93, 94] invented a very elegant method, the Strutinsky shell correction approach, in which the quantal description of the phenomenological average potential is combined with the macroscopic description with the LDM. This method is regarded as a major leap forward for the nuclear many-body problem. It is able to reproduce not only the experimental ground states energies of nuclei, but also their dependence on deformation parameters.

In the Strutinsky method, one calculates the total energy as

$$E(N, Z) = E_{\text{LDM}} + E_{\text{osc}},$$

where $E_{\text{LDM}}$ is a smooth part well represented by the LDM, and $E_{\text{osc}}$ is the quantal shell correction energy due to the occurrence of shell closures

$$E_{\text{osc}} = \sum_{i=1}^{A} e_i - \tilde{E}_{\text{sh}},$$

with $e_i$ the single-particle energy of the state $i$, and $\tilde{E}_{\text{sh}}$ the smooth Strutinsky energy. The Strutinsky method to calculate the quantal part $E_{\text{osc}}$ can be found in many textbooks, e.g., in [23, 95]. The applications of the Strutinsky shell correction method in calculating the nuclear masses and/or the energy potential surface with respect to the deformation can be found in many references, for a review see, e.g., [96].

Apart from the Strutinsky shell correction, another model, the *pairing-plus-quadrupole model*, has also been widely used due to its simplicity (for a review, see [97]). In this model, one assumes a simple pairing-plus-quadrupole Hamiltonian which has the form

$$H = H_{\text{gph}} - \frac{\chi}{2} \sum_{\mu=-2}^{2} Q_{\mu}^2 Q_{\mu} - G P^2,$$

with the quadrupole operator

$$Q_{\mu} = \sum_{kk'} (k|r^2 Y_{\mu}|k') c_{kk'}^\dagger c_{k'k},$$

and the creation operator for a Cooper pair

$$P^\dagger = \sum_{k>0} c_{kk}^\dagger c_{-k}.$$

Here $\bar{k}$ is the time reversed state of $k$. The strengths of the force $\chi$ and $G$ depend on the configuration space under consideration and are determined by the experimental data. With such a pairing-plus-quadrupole Hamiltonian, one can prove that the solution of the resulting HFB equations just corresponds to a Nilsson diagonalization with variable deformation parameters related to $\chi$, a subsequent BCS calculation with constant gap parameter related to $G$, and a minimization of the total energy (for more details, see [23]).

The pairing-plus-quadrupole model explains the Nilsson model with BCS approximation very well. However, it is only a model which contains several key and gross features of a realistic nucleon–nucleon interaction. More realistic and fundamental approach to derive a self-consistent mean field from a microscopic nucleon–nucleon force is highly demanded.

### 2.2. Spontaneous symmetry breaking

The spontaneous symmetry breaking is one of the most basic features of the self-consistent mean-field method. In the relativistic case, so far, most covariant DFTs are carried out with a mean-field approximation and, thus, the spontaneous symmetry breaking also plays a very important role. In the following, the spontaneous symmetry breaking in the CDFT will be explained.

The classic version of the CDFT is the relativistic mean field (RMF) model developed by Walecka and Serot in 1970s [98, 99]. In the earlier RMF models, a nucleus is regarded as a composition of a certain number of Dirac nucleons. The interaction between two nucleons is conveyed by exchanging mesons. At the very beginning, only the scalar $\sigma$ meson and vector $\omega$ meson are considered. Such a simple scheme has already been able to describe several important features of nuclear structure, e.g., nuclear saturation and strong spin–orbit interaction. Since then, RMF models have been further improved in many aspects by many groups, and also been applied to describe many properties of both stable and exotic nuclei [60–62]. For a satisfied description of nuclear bulk and single-particle properties, the isovector–vector $\rho$ meson was included in addition to the $\sigma$ and $\omega$ mesons. Moreover, non-linear meson self-interactions, which are associated with medium dependences of the effective interactions, were found to be important to achieve a quantitative description of nuclear matter and finite nuclei. An alternative way to include such medium dependences is to explicitly assume that the meson–nucleon couplings change with the nucleon densities. More details on the meson-exchange versions of CDFT can be found in [60–62].

The successful RMF models can also been reformulated in the framework of Kohn–Sham density functional theory,
which is widely used in the treatment of many-body problems, in particular for Coulombic systems. In the framework of density functional theory, all the observables in principle can be calculated through nucleon density. Therefore, it is very convenient to build the relativistic energy density functionals based on a point-coupling interaction [70, 100, 101] by eliminating the meson degrees of freedom. Specifically, one can replace an exchanged meson by a contact interaction between nucleons in every channel of the interaction, e.g., the scalar, vector, and isovector channels. Nowadays, these point-coupling models have attracted more and more attentions.

The starting point of the point-coupling CDFT, in its standard version, is an effective Lagrangian:

\[
\mathcal{L} = \mathcal{L}_{\text{free}} + \mathcal{L}^{4f} + \mathcal{L}^{\text{box}} + \mathcal{L}^{\text{det}} + \mathcal{L}^{\text{em}}
\]

\[
= \bar{\psi}(\gamma^\mu \partial_\mu - m)\psi - \frac{1}{2} \alpha_S(\bar{\psi}\gamma^\mu\psi)(\bar{\psi}\gamma^\mu\psi) - \frac{1}{2} \alpha_T(\bar{\psi}\gamma^\mu\psi)(\bar{\psi}\gamma^\mu\psi) - \frac{1}{2} \alpha_{TV}(\bar{\psi}\gamma^{\mu\nu}\gamma_{\mu\nu}\psi)(\bar{\psi}\gamma^{\mu\nu}\gamma_{\mu\nu}\psi)
\]

\[
- \frac{1}{2} \gamma_T(\bar{\psi}\gamma^{\mu\nu}\gamma_{\mu\nu}\psi)(\bar{\psi}\gamma^{\mu\nu}\gamma_{\mu\nu}\psi) - \frac{1}{2} \gamma_{TV}(\bar{\psi}\gamma^{\mu\nu}\gamma_{\mu\nu}\psi)(\bar{\psi}\gamma^{\mu\nu}\gamma_{\mu\nu}\psi)
\]

\[
- \frac{1}{2} \gamma_{SV}(\bar{\psi}\gamma^{\mu\nu}\gamma_{\mu\nu}\psi)(\bar{\psi}\gamma^{\mu\nu}\gamma_{\mu\nu}\psi) - \frac{1}{2} \gamma_{TS}(\bar{\psi}\gamma^{\mu\nu}\gamma_{\mu\nu}\psi)(\bar{\psi}\gamma^{\mu\nu}\gamma_{\mu\nu}\psi) - \frac{1}{2} \gamma_{ST}(\bar{\psi}\gamma^{\mu\nu}\gamma_{\mu\nu}\psi)(\bar{\psi}\gamma^{\mu\nu}\gamma_{\mu\nu}\psi) - \frac{1}{2} \gamma_{VV}(\bar{\psi}\gamma^{\mu\nu}\gamma_{\mu\nu}\psi)(\bar{\psi}\gamma^{\mu\nu}\gamma_{\mu\nu}\psi)
\]

\[
- \frac{1}{2} \delta_T(\bar{\psi}\gamma^{\mu\nu}\gamma_{\mu\nu}\psi)(\bar{\psi}\gamma^{\mu\nu}\gamma_{\mu\nu}\psi) - \frac{1}{2} \delta_{TV}(\bar{\psi}\gamma^{\mu\nu}\gamma_{\mu\nu}\psi)(\bar{\psi}\gamma^{\mu\nu}\gamma_{\mu\nu}\psi) - \frac{1}{2} \delta_{SV}(\bar{\psi}\gamma^{\mu\nu}\gamma_{\mu\nu}\psi)(\bar{\psi}\gamma^{\mu\nu}\gamma_{\mu\nu}\psi) - \frac{1}{2} \delta_{TS}(\bar{\psi}\gamma^{\mu\nu}\gamma_{\mu\nu}\psi)(\bar{\psi}\gamma^{\mu\nu}\gamma_{\mu\nu}\psi)
\]

\[
- \frac{1}{2} \delta_{ST}(\bar{\psi}\gamma^{\mu\nu}\gamma_{\mu\nu}\psi)(\bar{\psi}\gamma^{\mu\nu}\gamma_{\mu\nu}\psi) - \frac{1}{2} \delta_{VV}(\bar{\psi}\gamma^{\mu\nu}\gamma_{\mu\nu}\psi)(\bar{\psi}\gamma^{\mu\nu}\gamma_{\mu\nu}\psi)
\]

\[
e^{\frac{1}{2}} \bar{\psi} \gamma^\mu \gamma^\nu A_\mu, \tag{9}
\]

where \( m \) is the nucleon mass, \( \psi \) is Dirac spinor field of nucleon, \( \bar{\psi} \) is the isospin Pauli matrix, and \( e \) is the charge unit for protons. In addition, \( \alpha_S \) and \( F_{\mu\nu} \) are respectively the four-vector potential and field strength tensor of the electromagnetic field. Here, the arrows represent the vectors in the isospin space and the bold type the space vectors. Greek indices \( \mu \) and \( \nu \) are the Minkowski indices 0, 1, 2 and 3.

The Lagrangian contains the free nucleon terms \( \mathcal{L}_{\text{free}} \), the four-fermion point-coupling terms \( \mathcal{L}^{4f} \), the higher order terms \( \mathcal{L}^{\text{box}} \), the derivative terms \( \mathcal{L}^{\text{det}} \), and the electromagnetic interaction terms \( \mathcal{L}^{\text{em}} \). Here, the medium effects are included through the higher order terms, in the mean field approximation, also lead to density dependent coupling constants of polynomial form. The derivative terms are employed to simulate the finite-range effects which are important to describe observables relevant to nuclear density distributions, e.g., nuclear radii.

For the Lagrangian in equation (9), there are totally 11 coupling constants, \( \alpha_S, \alpha_V, \alpha_{TS}, \alpha_{TV}, \beta_S, \beta_V, \gamma_S, \gamma_V, \delta_S, \delta_V, \delta_{TS}, \) and \( \delta_{TV} \). Here, \( \alpha \) refers to the four-fermion term, \( \beta \) the third-order terms, \( \gamma \) the fourth-order terms, and \( \delta \) the derivative couplings. Moreover, we use \( S, V, \) and \( T \) to represent the scalar, vector, and isovector couplings, respectively. The terms associated with \( \alpha_{TS} \) and \( \delta_{TV} \) represent the isovector-scalar channel. They are neglected in many applications because they play a minor role in improving the description of ground-state properties [101]. Furthermore, the pseudoscalar \( \gamma_S \) and pseudovector \( \gamma_S \gamma_V \) channels are also neglected in equation (9) because their contribution vanishes at the Hartree level to keep the parity conservation.

The Hamiltonian, i.e., the 00 components of the energy-momentum tensor can be obtained by the Legendre transformation

\[
H = \mathcal{T}^{00} = \partial_{\phi_i} \phi_i - \mathcal{L}, \tag{10}
\]

where \( \phi_i \) represents the nucleon or photon field.

In principle, this many-body Hamiltonian should be invariant under a number of symmetry operations, such as translation, rotation, plane reflection, time reversal, etc. In the framework of density functional theory, however, it is not that the exact eigenstates are calculated, but instead, one looks for an approximation of the eigenstates with simple wavefunctions such as Slater determinants. Therefore, the nuclear ground-state wavefunction \( \Phi \) is assumed as a Slater determinant

\[
|\Phi\rangle = \prod_{k=1}^{A} a_k|\rangle, \tag{11}
\]

where \( |\rangle \) is the physical vacuum. Accordingly, the nuclear energy density functional can be obtained by

\[
E_{\text{CDF}} = \langle \Phi | H | \Phi \rangle \tag{12}
\]

in terms of various densities and currents

\[
\rho_S(x) = \langle \Phi | \bar{\psi}\gamma^\mu \psi : |\Phi\rangle, \tag{13a}
\]

\[
\rho_V(x) = \langle \Phi | \bar{\psi}\gamma^\mu \gamma^\nu \psi : |\Phi\rangle, \tag{13b}
\]

\[
\rho_{TV}(x) = \langle \Phi | \bar{\psi}\gamma^\mu \gamma^\nu \gamma^\rho \psi : |\Phi\rangle. \tag{13c}
\]

With the standard variational approach, the Dirac equation for a single nucleon can be obtained

\[
h_D\psi_k = \varepsilon_k \psi_k. \tag{14}
\]

Here, the single-particle Hamiltonian \( h_D \) reads

\[
h_D = \alpha \cdot (-i\nabla - V) + V + \beta(m + S), \tag{15}
\]

where the scalar \( S(r) \) and vector \( V^\mu(r) \) potentials are connected with the various densities and currents in a self-consistent way as (for details, see [15, 70])

\[
S(r) = \alpha_S \rho_S + \beta_S \rho^2_S + \gamma_S \rho^3_S + \delta_S \Delta \rho_S, \tag{16}
\]

\[
V^\mu(r) = \alpha V^\mu + \beta V^\mu \rho_S + \gamma V^\mu \rho^2_S + \delta \Delta V^\mu + \varepsilon \cdot (\alpha_{TV} \nabla V^\mu + \beta_{TV} \rho_S \nabla V^\mu + \gamma_{TV} \rho^2_S \nabla V^\mu + \delta_{TV} \rho^3_S \nabla V^\mu + \varepsilon \rho_S \nabla \Delta). \tag{17}
\]

Since these self-consistent potentials depend not only on the original Hamiltonian, but also on the solution which is represented by the densities and currents, they do not necessarily show the same symmetries as the Hamiltonian. The great advantage of this symmetry breaking is the fact that it allows us to take into account, in an approximate way, many-body correlations without losing the simple picture of independent particles [23]. For example, one can include the strong quadrupole correlations in the exact solution of \( H \) by a
substantial quadrupole deformation in the simple Slater determinant $|\Psi\rangle$. Of course, this, at the same time, introduces the violation of the rotational symmetry. Therefore, the mean-field solution, corresponding to the minimum energy, usually does not keep symmetries of the many-body Hamiltonian. This is the so-called spontaneous symmetry breaking. In some specific cases, of course, some symmetries could also remain in the mean field, and this all depends upon the system and the interaction. Note that the exact solution are often referred to states in the laboratory frame, which are in principle holds all the symmetries of the many-body Hamiltonian. The spontaneous symmetry breaking corresponds to mean-field solutions, and appears in the intrinsic frame.

There are universal connections between the symmetries in the intrinsic frame and the structure of nuclear rotational band. One can find such connections by projecting the angular momentum and parity of a band out of a mean-field solution with given symmetry broken. The results of such studies have been summarized in [11]. In particular, three symmetry operations are important for the classification of the nuclear rotational bands, i.e., the space inversion (parity), the rotation by an angle of $\pi$ (signature), and the chiral operation (product of signature and time reversal).

2.3. TAC–CDFT

In cranking models, the angular momentum is not a good quantum number and the assumption of uniform rotation is introduced. The quantal spectra are described by employing semiclassical approximations to the energy and electromagnetic transitions. It is necessary to check how good these approximations are in the description of experimental observables. It is known that principal axis cranking models are very successful approaches for describing nuclear rotations. However, for the TAC case, one should keep in mind that the rotational axis is tilted away from the principal axis. This causes the signature symmetry breaking which is different from a principal axis cranking model, and, thus the signature is not a good quantum number any more.

Therefore, in [29], the TAC approach was investigated in comparison with the quantum PRM, where the angular momentum dynamics is treated exactly. The TAC approach quantitatively accounts for both the energies and the intra band transition rates for the low-lying bands with a few quasi particles coupled to an axial rotor. Moreover, it describes well the bandhead in most cases. Inaccuracy occurs for the cases associated with a significant anti-alignment of particle angular momentum with respect to the rotational axis at very low rotational frequency.

As a mean-field theory, the TAC approach allows one to easily describe multi-quasiparticle excitations, and to study the influence of the deformation evolution and/or the pairing effects. Moreover, it provides transparent pictures of the angular momentum coupling in terms of classical vector diagrams, which are of great help to understand the structure of rotation bands. The TAC model also has its drawback, for example, it is difficult to describe the gradual onset of signature splitting. The mixing of bands with different quasiparticle configurations is even beyond a standard cranking theory.

TAC–CDFT has been developed based on either the meson-exchange interaction [51, 52] or the point-coupling interaction [53]. The details of the TAC–CDFT approach based on the meson-exchange interaction can be found in [52]. In the following, the main focus will be the TAC–CDFT approach based on the point-coupling interaction [15, 53].

Assuming that a nucleus rotates uniformly with a constant rotational frequency around an axis in the $xz$ plane, one can transform the Lagrangian in equation (9) into such a rotating frame

$$\Omega = (\Omega_x, 0, \Omega_z) = (\Omega \cos \theta_3, 0, \Omega \sin \theta_3),$$

(18)

where $\theta_3 = \angle(\Omega, e_z)$ is the tilted angle between the cranking-axis and the $x$-axis. The corresponding equation of motion for nucleons can be derived equivalently by either from a special relativistic transformation [73], or from the tetrad formalism in general relativistic theory [102]. Thus one can finds

$$[\alpha \cdot (-i \nabla - V) + \beta (m + S) + V - \Omega \cdot \hat{J}] \psi_k = e_k \psi_k,$$

(19)

where $\hat{J}$ represents the total angular momentum, and $e_k$ is the single-particle Routhians. The relativistic scalar $S(r)$ and vector $V^\mu(r)$ potentials read

$$S(r) = \alpha_S \rho_S + \beta_S \rho_S^2 + \gamma_S \rho_S^3 + \delta_S \Delta \rho_S,$$

(20a)

$$V(r) = \alpha_V \rho_V + \gamma_V \rho_V^3 + \delta_V \Delta \rho_V + \gamma \alpha_V \rho_{TV} + \gamma \delta_V \Delta \rho_{TV} + eA^0,$$

(20b)

$$V(r) = \alpha_V \rho_V + \gamma_V \rho_V^3 + \delta_V \Delta \rho_V + \gamma \alpha_V \rho_{TV} + \gamma \delta_V \Delta \rho_{TV} + eA.$$

(20c)

As usual, it is assumed that the isospin degree of freedom is not mixed in the single-particle states. This means that the single-particle states are the eigenstates of $\gamma_3$. Therefore, only the third component of isovector potentials survives. The Coulomb field $A^0(r)$ follows the Poisson’s equation

$$-\Delta A^0(r) = e\rho_c.$$  

(21)

The spatial components of the electromagnetic vector potential $A(r)$ are neglected as their contributions are extremely small [73, 79].

Since the time reversal symmetry is violated by the Coriolis term $\Omega \cdot \hat{J}$ in equation (19), the currents of nucleon, which are connected with the spatial components of the vector potential $V(r)$ are induced. The densities and currents in equations (20) read

$$\rho_S(r) = \sum_{i=1}^{A} \bar{\psi}_i(r) \psi_i(r),$$

(22a)

$$\rho_V(r) = \sum_{i=1}^{A} \bar{\psi}_i^0(r) \psi_i(r),$$

(22b)

$$j_V(r) = \sum_{i=1}^{A} \bar{\psi}_i^0(r) \alpha \psi_i(r).$$

(22c)
\[ \rho_{TV}(r) = \sum_{i=1}^{A} \psi_{i}^\dagger(r) \gamma_{i} \psi_{i}(r), \quad (22d) \]
\[ j_{TV}(r) = \sum_{i=1}^{A} \psi_{i}^\dagger(r) \alpha \gamma_{i} \psi_{i}(r), \quad (22e) \]
\[ \rho_{c}(r) = \sum_{i=1}^{A} \psi_{i}^\dagger(r) \frac{1 - \gamma_{i}}{2} \psi_{i}(r). \quad (22f) \]

In the above equations, the ‘no-sea’ approximation is adopted, i.e., the contribution from the negative-energy states in the Dirac sea are neglected and the sums run over the particles states in the Fermi sea only.

After solving the equation of motion in a self-consistent way, one can obtain the total energy, which is to be compared with the corresponding experimental data

\[ E_{\text{int}} = E_{\text{kin}} + E_{\text{int}} + E_{\text{cou}} + E_{\text{c.m.}}, \quad (23) \]

which is composed of a kinetic part

\[ E_{\text{kin}} = \int d\mathbf{r} \sum_{i=1}^{A} \psi_{i}^\dagger(r) \left[ \mathbf{\hat{p}} \cdot \mathbf{p} + \beta m \right] \psi_{i}, \quad (24) \]

an interaction part

\[ E_{\text{int}} = \int d\mathbf{r} \left\{ \frac{1}{2} \alpha \rho_{S}^2 + \frac{1}{2} \beta \rho_{S}^2 + \frac{1}{2} \gamma_{S} \rho_{S}^4 + \frac{1}{2} \delta_{S} \rho_{S} \Delta \rho_{S} \\
+ \frac{1}{2} \alpha_{V} (\rho_{S}^2 - \mathbf{j} \cdot \mathbf{j}) + \frac{1}{2} \alpha_{TV} (\rho_{TV}^2 - j_{TV} \cdot j_{TV}) \\
+ \frac{1}{2} \gamma_{V} (\rho_{S}^2 - \mathbf{j} \cdot \mathbf{j})^2 + \frac{1}{2} \delta_{V} (\rho_{V} \Delta \rho_{V} - \mathbf{j} \Delta \mathbf{j}) \\
+ \frac{1}{2} \delta_{TV} (\rho_{TV} \Delta \rho_{TV} - j_{TV} \Delta j_{TV}) \right\}, \quad (25) \]

an electromagnetic part

\[ E_{\text{cou}} = \int d\mathbf{r} \frac{1}{2} \mathbf{A}_{0} \cdot \mathbf{P}_{\text{c.m.}} \quad (26) \]

and the center-of-mass (c.m.) correction energy \( E_{\text{c.m.}} \) which is included for the motion of the c.m. Nowadays, this is usually done by including the microscopic c.m. correction energy \[ E_{\text{c.m.}} = -\frac{1}{2m_{c}} \left( \mathbf{P}_{\text{c.m.}}^2 \right), \quad (27) \]

with \( A \) being the mass number and \( \mathbf{P}_{\text{c.m.}} = \sum_{i=1}^{A} \mathbf{P}_{i} \) being the total momentum in the c.m. frame.

Therefore, the energy for the nuclear system becomes

\[ E_{\text{tot}} = E_{\text{CDF}} + E_{\text{c.m.}}. \quad (28) \]

Moreover, the rotational frequency \( \Omega \) is related to the corresponding quantum number of angular momentum \( I \) by the so-called semiclassical number of angular momentum \( I \)

\[ J = \sqrt{(\hat{J}_{x})^2 + (\hat{J}_{y})^2} \equiv \sqrt{I(I+1)}. \quad (30) \]

For the direction of the angular momentum vector \( \mathbf{J} \), one can define an angle \( \theta_{J} = \angle(\hat{J}, \mathbf{e}) \) between the angular momentum \( \mathbf{J} \) and the \( x \)-axis. In a fully self-consistent calculation, this angle should be determined by requiring that the angular momentum vector is parallel with the angular velocity \( \Omega \).

The quadrupole moments \( Q_{20} \) and \( Q_{22} \) are calculated by

\[ Q_{20} = \frac{5}{16\pi} (3z^2 - r^2), \quad (31a) \]
\[ Q_{22} = \frac{15}{4\pi} (x^2 - y^2), \quad (31b) \]

and the deformation parameters \( \beta \) and \( \gamma \) can thus be extracted from

\[ \beta = \sqrt{a_{20}^2 + 2a_{22}^2}, \quad (32a) \]
\[ \gamma = \arctan \left[ \sqrt{\frac{a_{22}^2 - a_{20}^2}{a_{20}^2}} \right], \quad (32b) \]

by using the relations

\[ Q_{20} = \frac{3\lambda}{4\pi} R_{0}^2 a_{20}, \quad (33a) \]
\[ Q_{22} = \frac{3\lambda}{4\pi} R_{0}^2 a_{22}, \quad (33b) \]

with \( R_{0} = 1.2A^{1/3} \) fm. Here, the sign convention for the definition of \( \gamma \) is the same as that in [23].

The nuclear magnetic moment is calculated in a relativistic way from the nuclear currents

\[ \mathbf{\mu} = \sum_{i=1}^{A} \int d\mathbf{r} \left[ \frac{m_{c}}{2e} q_{i} \psi_{i}^\dagger(r) \mathbf{r} \times \alpha \psi_{i}(r) + \kappa \psi_{i}^\dagger(r) \mathbf{\hat{S}} \psi_{i}(r) \right]. \quad (34) \]

Here, the magnetic moment is in units of the nuclear magneton. The charge \( q_{p} = 1 \) for protons and \( q_{n} = 0 \) for neutrons) is in units of \( e \). Moreover, the free anomalous gyromagnetic ratio \( \kappa \) is directly used for the nucleon \( (\kappa_{p} = 1.793 \) and \( \kappa_{n} = -1.913) \).

By using the quadrupole moments and magnetic moment, the transition probabilities \( B(M1) \) and \( B(E2) \) can be calculated in the semiclassical approximation

\[ B(M1) = \frac{3}{4\pi} \mu_{1}^2 = \frac{3}{4\pi} (\mu_{c} \sin \theta_{J} - \mu_{c} \cos \theta_{J})^2, \quad (35a) \]
\[ B(E2) = \frac{3}{8} \left[ Q_{20}^2 \cos^2 \theta_{J} + \sqrt{\frac{2}{3}} Q_{22}^2 (1 + \sin^2 \theta_{J}) \right], \quad (35b) \]

where \( Q_{20}^2 \) and \( Q_{22}^2 \) are the corresponding proton quadrupole moments.

For the numerical solutions of the relativistic TAC equations, one can expand the Dirac spinors in three-dimensional harmonic oscillator wavefunctions in Cartesian coordinates. Different from the usual principal axis cranking programs (one-dimensional cranking), where the principal
axes of the density distribution are along the x-, y- and z-axis, it allows for arbitrary rotation of the density with respect to the intrinsic y-axis in the two-dimensional cranking case. However, the solutions with different rotation along the y-axis are essentially degenerate, and numerically this can lead to instabilities in the iterative procedure. Therefore, the x-, y- and z-axes are enforced to be identical with the principal axes of the density distribution by forcing the expectation value \( \langle Q_{2-}\rangle = 0 \) with the quadratic constraint method [23]. Moreover, the rotation bands are built on specific proton and neutron configurations. Therefore, in the calculations, one needs to identify and keep tracing the specific configuration along a band. The details for the numerical calculations can be found in [15, 52, 89].

Finally, it is worthwhile to mention that there are no energy density functionals derived directly from realistic nucleon–nucleon interaction so far. Most density functionals currently used are determined by fitting to the ground-state properties for a few nuclei. However, it turns out that these density functionals generally work quite well for almost all nuclei throughout the nuclear chart. For example, the point-density functionals generally work quite well for almost all properties for a few nuclei. However, it turns out that these currently used are determined by energy density functionals derived directly from realistic

3. Selected examples

3.1. Magnetic rotation

The long cascades of \( M1 \) transitions in Pb nuclei were firstly observed in the early 1990s [108–112]. With improved detector techniques and lots of efforts, lifetime measurements with the Doppler-shift attenuation method were carried out in 1997 for four \( M1 \)-bands in the nuclei \( ^{198}\text{Pb} \) and \( ^{199}\text{Pb} \), and this provided a clear evidence for MR [17]. Subsequently, another experiment using the recoil distance method is preformed for \( ^{198}\text{Pb} \) [113]. This experiment provides further support to the existence of the shears mechanism. Since then many theoretical works have been devoted to these bands and, thus, the \( M1 \) bands in Pb isotopes become the classic examples for nuclear MR.

Magnetic rotation was first investigated with the TAC approach in the framework of the pairing plus quadrupole model. It reproduces the experimental \( B(M1) \) values of the dipole bands in \( ^{198,199}\text{Pb} \) very well [17]. Extensive analyses of the deformation and transition probabilities for the MR bands in Pb isotopes have been carried out later in [114]. In addition, others models including the shell model [115] and the many-particles-plus-rotor model [116] were also used to study the MR in the Pb region. In the following, as an example, the relativistic description for the band 1 in \( ^{199}\text{Pb} \) [111] is shown to demonstrate the relativistic self-consistent description of the MR characteristics. The calculations were carried out with PC-PK1 [70], while pairing correlations were not included. More details can be found in [88].

3.1.1. Single-particle Routhian and configuration. As suggested in [111], the proton configuration for band 1 in \( ^{198}\text{Pb} \) is \( \pi [ \delta_{3/2} h_{9/2} ] \). In figure 5, we show the single neutron Routhians in \( ^{198}\text{Pb} \) with the configurations AE11 and ABCE11 with respect to the rotational frequency \( \Omega \). The short hand notations AE11 and ABCE11 are the same as in [112], i.e., A, B, C and D denote \( \nu_{13/2} \) holes with positive parity, and E represents a low-\( j \) neutron hole in the \( fp \) shell \( (\delta_{3/2} \text{ and } p_{3/2} ) \) with negative parity. The proton configuration \( \pi [ \delta_{3/2} h_{9/2} ] \) is abbreviated by its spin number 11. Therefore, the neutron configuration \( \nu [ \delta_{3/2} (fp)^{-1} ] \) is referred as AE11, \( \nu [ \delta_{3/2} (fp)^{-1} ] \) as ABCE11, and they correspond to the states before and after the backbending respectively.

In figure 5, the \( \nu_{3/2} \) orbitals with positive parity are shown with solid lines and the neutron levels in the \( (fp) \) shell with negative parity are indicated by dashed lines. At a given rotational frequency, the time-reversal symmetry is violated by the Coriolis term. As a consequence, the degenerate time-reversal conjugate states split in energy with the rotational frequency. The amplitudes of these energy splitting can be several MeV, which mainly depend on the Coriolis term. Due to these energy splittings, the order of the orbitals may be changed with increasing frequency. In such case, one has to fix the configuration by tracing each orbital and keeping their occupation unchanged.

3.1.2. Energy spectrum. The calculated energy spectrum for band 1 in \( ^{199}\text{Pb} \) is shown in figure 6 in comparison with the data [117]. The calculated values are missing when \( I = 19 - 21 \hbar \) since there is no converged solutions. As discussed in [88], this is due to an occurrences of level crossing in this region which is associated with the backbending phenomenon. The experimental rotation...
energies can be reproduced well by the TAC–CDFT calculations, but the calculated bandhead energy of the configuration AE11 is not in agreement with the data. At the moment, this difference needs to be compensated by shifting the bandhead energy artificially. In comparison with the TAC calculations with pairing plus quadrupole model (PQTAC) [114], this disagreement may result from the lack of pairing correlations, since pairing could lower the energy of states with configuration AE11. This needs to be further investigated in the future.

Although there is no TAC–CDFT calculation with pairing for the MR bands in Pb nuclei so far, but in a very recent work, this has been done for the yrast band in the medium mass nucleus $^{135}$Nd. The calculated energy spectrum is compared with the data [36] in figure 7. It indicates that the experimental rotational excitation energies for both the one quasiparticle (lower spin part) and three quasiparticle bands (higher spin part) are reproduced well by the self-consistent calculations with pairing. The pairing correlation leads to the correct energy difference between these two configurations. Therefore, the artificial renormalization of the bandhead energies for band 1 in $^{198}$Pb has been eliminated by including the pairing.

From the experimental energy spectrum, one can extract the corresponding rotational frequency $\Omega_{\text{exp}}$ by the relation

$$\hbar \Omega_{\text{exp}} \approx \frac{\Delta E}{\Delta I} = \frac{1}{2} [E_{\text{g}}(I + 1 \rightarrow I) + E_{\text{g}}(I \rightarrow I - 1)].$$  (36)

In figure 8, the calculated angular momenta as functions of the rotational frequency in the TAC–CDFT calculations compared with the data [117] and the PQTAC results [114] for band 1 in $^{198}$Pb. The configurations with ‘(PQ)’ denote the corresponding results of PQTAC calculations. Reproduced with permission from [88]. Copyright American Physical Society 2012.

Figure 6. Energy spectra in the TAC–CDFT calculations compared with the data [117] for band 1 in $^{198}$Pb. The energies at $I = 15\hbar$ is taken as references for the band 1 in $^{198}$Pb. Energies for the configurations AE11' in $^{198}$Pb are renormalized to the energies at $I = 15\hbar$. Reproduced with permission from [88] (copyright American Physical Society 2012), but the energy references are different here.

Figure 7. Calculated energy spectrum as functions of the angular momentum in comparison with the data of [36] (solid dots). Here, the excitation energies are the relative energy differences with respect to the ground state. Reproduced with permission from [90]. Copyright American Physical Society 2015.

Figure 8. Angular momenta as functions of the rotational frequency in the TAC–CDFT calculations compared with the data [117] and the PQTAC results [114] for band 1 in $^{198}$Pb. The configurations with ‘(PQ)’ denote the corresponding results of PQTAC calculations. Reproduced with permission from [88]. Copyright American Physical Society 2012.
values as functions of the total angular momentum \( M \). Transitions are weak in contrast to the \( M \) transitions. In MRs, the \( B(M1) \) values and experiments from \([88]\) and PQTAC \([114]\) calculations as well as the corresponding data \([17, 113]\) are shown.

The \( B(M1) \) values are decreased in the TAC–CDFT calculations with increasing angular momentum. This is a result of the shears mechanism, and also consistent with the data. Quantitatively, however, one has to introduce an attenuate factor of 0.3 to describe the \( B(M1) \) values. The microscopic reason of this factor has not been fully understood yet. On the one hand, it should be noted that the calculated \( B(M1) \) values with PQTAC reproduce the experimental data with the standard attenuation factor of 0.6–0.7 for the spin part of the magnetic transition moments. In the relativistic framework, this corresponds to an attenuation of the anomalous gyromagnetic ratio \( \kappa \). The microscopic reason for this attenuation is a long-standing problem, and in the relativistic case, in fact, not only the anomalous part but also the Dirac part of the magnetic moment need to be attenuated, because the Dirac effective nucleon mass \( M^* \approx 0.6M \) enhances the relativistic effect on the electromagnetic current \([118]\). A recent work shows that the time-odd fields, one-pion exchange current \([119]\), and first- \([120]\) and second-order \([121]\) configurations mixing corrections are important in improving the relativistic description of magnetic moments \([122]\), although such investigations so far have been mostly restricted to nuclei with doubly closed shells plus or minus one nucleon. There are, of course, still many open questions, for instance, (a) the role of the Dirac sea in the configuration mixing; (b) the influence of higher order diagrams \([123]\); (c) the coupling to the isobar current \([124]\); (d) the influence of the self-consistent inclusion of the pion and the tensor forces in the relativistic HF theory \([125]\), etc. Work in these directions should be done in future.

On the other hand, the agreement between the PQTAC results and data may also partially from the inclusion of pairing correlations. It was found that pairing correlations affect the dynamics of the valence particles and/or holes near the Fermi surface and, thus, could reduce the \( B(M1) \) values \([90]\). Finally, it should be noted that the shear bands are characterized by the decreasing tendency of the \( B(M1) \) values, but not their absolute magnitudes.

In MRs, the \( E2 \) transitions are weak in contrast to the strong \( M1 \) transitions. In figure 11, it is shown the comparison mainly along the long axis. The neutron angular momentum become significantly larger after the backbending, because of the breaking of a pair of neutron holes in the \( i_{13/2} \) shell. Two blades of a pair of shears are formed by the proton and neutron angular momenta, respectively. With the increasing rotational frequency, the magnitude of the total angular momentum is increased by aligning these two blades towards each other, while the corresponding direction barely change. This is just in analogy to closing a pair of shears and, thus, the shears mechanism appears clearly.

3.1.4. Electric and magnetic transitions. The strongly enhanced \( M1 \) transition probabilities decreasing with the spin is a typical characteristic of MR. In figure 10, the \( B(M1) \) values from TAC–CDFT \([88]\) and PQTAC \([114]\) calculations and the corresponding data \([17, 113]\) are shown.

Figure 9. Composition of the total angular momentum at both the minimum and maximum rotational frequencies in TAC–CDFT calculations for band 1 in \(^{198}\)Pb. Left (right) panel corresponds to the rotation before (after) backbending. Reproduced with permission from \([88]\). Copyright American Physical Society 2012.

Figure 10. \( B(M1) \) values as functions of the total angular momentum in the TAC–CDFT calculations compared with the data and the PQTAC results \([114]\) for band 1 in \(^{198}\)Pb. Circles and squares denote experimental data from \([17]\) to \([113]\), respectively. Reproduced with permission from \([88]\). Copyright American Physical Society 2012.

The proton and neutron angular momenta \( J_p \) and \( J_n \) are defined as

\[
J_p = \langle \hat{J}_p \rangle = \sum_{p=1}^{Z} \langle \hat{p}\rangle|\hat{p}\rangle, \quad J_n = \langle \hat{J}_n \rangle = \sum_{n=1}^{N} \langle \hat{n}\rangle|\hat{n}\rangle,
\]

where the sum runs over all the occupied proton (or neutron) levels.

For this MR band in \(^{198}\)Pb, we have neutron(s) occupied in the high-\( j \) \( i_{13/2} \) Orbitals, and proton(s) in the \( h_{9/2} \) and \( i_{3/2} \) orbitals. The angular momenta are mainly from the contribution of these orbitals. At the band head, the proton particles in the \( h_{9/2} \) and \( i_{3/2} \) orbitals align the proton angular momentum mainly along the short axis, while the neutron hole(s) in the \( i_{13/2} \) shell align the neutron angular momentum...
among the $B(E2)$ values from TAC–CDFT [88] and PQTAC calculations [114] as well as the corresponding data [17]. It shows a reasonable agreement between the TAC–CDFT results and the data. Moreover, the TAC–CDFT results have a roughly constant tendency with the increasing spin, revealing almost constant deformation. The TAC–CDFT calculations provide larger $B(E2)$ values than the PQTAC results. This is because, as illustrated in [88], larger deformations are obtain in the TAC–CDFT calculations.

It should be mentioned that the transition probabilities for shears bands in Pb isotopes from $^{193}$Pb to $^{204}$Pb were analyzed in detail with the PQTAC approach in [114]. The authors also compared their results with those from a geometrical analysis [10] with the shears angle, i.e., the angle between the proton and neutron angular momenta. For the $B(M1)$ values, results from both approaches are in qualitative agreement with each other, and reproduce the observed trend of the data. This provides a confirmation of shears mechanism in these bands. However, differences exist for the $B(E2)$ values. The PQTAC calculations predict a weak spin dependence for the $B(E2)$ values, while the geometrical approach provides a rapidly decreasing tendency. Although more accurate experimental data were needed to decide between the models, it was pointed out that the core polarization effects, which is not properly treated in the geometrical approach, play an important role in describing the $E2$ transitions. By fully taking into account the core polarization effects, the calculated $B(E2)$ values with CDFT show a similar weak spin dependence to the PQTAC results.

Apart from the MR bands in Pb nuclei, the TAC–CDFT has also been applied successfully in describing the magnetic dipole bands in many others regions so far. Among these are the $A \sim 60$ region [53, 87], the $A \sim 80$ region [51], the $A \sim 110$ region [18], the $A \sim 140$ region [52], etc. These facts demonstrate that the TAC–CDFT has become a powerful theoretical tool for the nuclear MRs.

3.2. Antimagnetic rotation

As mentioned in the introduction, AMR occurs in nearly spherical nuclei. A pair of valence particles or holes in high-$j$ orbitals have their angular momenta oppositely aligned at the bandhead. The rotational symmetry is violated by the valence nucleons in such a system and AMR bands could be built [11, 16]. The first TAC–CDFT investigation for AMR was performed for the nucleus $^{105}$Cd [50]. In the following, we take this as an example to demonstrate the description of the AMR characteristics. The calculations were performed with the functional PC-PK1 [70], and more details can be found in [50, 89].

3.2.1. Routhians. There are 48 protons and 57 neutrons in the nucleus $^{105}$Cd. To describe the observed AMR band in this nucleus, one neutron particle is fixed in the lowest level of $h_{11/2}$ shell, while the remain nucleons are treated self-consistently by occupying the single-particle levels according to their energies. This automatically leads to two proton holes in the $g_{9/2}$ shell, which are aligned equally in two opposite directions. For the neutron particles, apart from the one in the $h_{11/2}$ shell, there are six ones distributed over the $(g_{7/2}d_{5/2})$ shell with strong mixing with each other.

An important feature of an AMR rotor is that the system is symmetric under a rotation around the rotation axis by an angle of $\pi$. This means that the rotational axis must not be tilted, but parallel with one of the principal axes. In principle, the tilt angle $\theta_3$, the angle between the rotational axis and the principal $x$-axis, should be determined in a self-consistent way by minimizing the total Routhian

$$E'(\Omega, \theta_3) = E_{\text{tot}} - (\cos \theta_3 \Omega I_x + \sin \theta_3 \Omega I_y)$$

with respect to the angle $\theta_3$. In figure 12, the total Routhians are shown as functions of the tilted angle $\theta_3$. It is very clear that the total Routhians for various rotational frequencies always have their minima at $\theta_3 = 0^\circ$, which means that the rotational axis of AMR is the $x$-axis. This results from the
symmetry for an antimagnetic configuration, but one should be noted that it is not trivial to obtain such results in the TAC–CDFT calculations, because in principle symmetries can be broken in the self-consistent solution. Principal axis cranking calculations can also be used to describe the AMR band in nuclei, while TAC calculations can easily provide the relative angle of the proton hole vectors (see figure 14 below).

3.2.2. Energy spectrum. In figure 13, the rotational energy calculated and the rotational frequency (solid lines) versus angular momentum [50] are compared with data [126]. The experimental rotational excitation energies are in an excellent agreement with the self-consistent TAC–CDFT calculations. In the lower panel, the total angular momenta are also reproduced quite well with the data. In particular, it should emphasize that the angular momenta are increased almost linearly with rotational frequency in this AMR band, i.e., the MOI is almost a constant. The fact that TAC–CDFT calculations provide a very good description of the angular momentum reveals that the nearly constant MOI could also be well reproduced.

3.2.3. Two shears-like mechanism. The two shears-like mechanism are illustrated in figure 14 with displaying the angular momenta of the two \( g_{9/2} \) proton holes \( j_p \) at both the bandhead (\( \Omega = 0.3 \) MeV) and the maximum rotational frequency. Reproduced with permission from [50]. Copyright American Physical Society 2011.

In a fully self-consistent and microscopic calculation, there is no inert core. All the energy and angular momentum calculations can also be used to describe the AMR band in nuclei, while TAC calculations can easily provide the relative angle of the \( g_{9/2} \) proton hole vectors (see figure 14 below).

Figure 13. Rotational energy calculated (upper panel) and the rotational frequency (lower panel) versus angular momentum of the AMR band in \(^{105}\text{Cd}\) in comparison with data [126] (solid dots). Reproduced with permission from [50]. Copyright American Physical Society 2011.

Figure 14. Angular momentum vectors of neutrons \( J_n \) and the two \( g_{9/2} \) proton holes \( j_p \) at both the bandhead (\( \Omega = 0.3 \) MeV) and the maximum rotational frequency. Reproduced with permission from [50]. Copyright American Physical Society 2011.

Figure 15. Angular momentum alignment for the seven neutron particles (panel (a)) and two proton holes (panel (c)) as well as the compositions of the neutron (panel (b)) and proton (panel (d)) angular momenta. Reproduced with permission from [89]. Copyright American Physical Society 2012.
come from individual nucleons. The microscopic picture of the two shearlike mechanism are shown in figure 15. For the nucleus $^{105}$Cd, one can easily define a $^{109}$Sn core with 50 protons and 50 neutrons occupied below a close shell. The angular momentum from this such a core is quite small. Instead, the angular momentum is mainly generated from the valence nucleons in the high-$j$ orbitals including the two proton holes in the $g_{9/2}$ shell and the seven neutron particles in the $h_{11/2}$ and $g_{7/2}$ shells.

For the protons, one can see the angular momentum alignment and the compositions of the total proton angular momentum in the panel (c) and panel (d), respectively. The proton angular momentum is mainly from the two holes in the $g_{9/2}$ shell. The angular momentum of two proton holes cancel with each other in the $z$-direction. With the increasing rotational frequency, the proton angular momentum is increased in the $x$-direction by aligning the two proton holes towards the rotating axis. This corresponds to the two shearlike mechanism.

For the neutrons, one can see the angular momentum alignment and the compositions of the total neutron angular momentum in the panel (a) and panel (b), respectively. The neutron angular momentum is mainly from the neutron particles in the $h_{11/2}$ and $g_{7/2}$ shell. There is always a neutron in the $h_{11/2}$ orbital, which contributes to the neutron angular momentum of roughly $5\hbar$. This amount of $5\hbar$ barely change when the rotational frequency increases. Instead, the neutron angular momentum is mainly increased by aligning other six neutrons in the $g_{7/2}$ and $d_{5/2}$ shells.

This microscopic calculation shows that there are clearly two proton holes and one neutron particle in the $g_{9/2}$ and the $h_{11/2}$ orbitals, respectively. However, other valence neutrons are distributed over the lower-$j$ orbitals above the $N = 50$ core because of the strong mixing between different orbitals. Along the band, the angular momentum generates by aligning the two proton holes and also the mixing within the neutron orbitals. Due to this strong mixing, a core frozen in the phenomenological model in [10] is not appropriate.

It should be noted that here the mixing indeed results from the spontaneous symmetry breaking. In the TAC–CDFT calculations, the particles are moving in a rotating deformed potential on given single-particle orbitals. Such orbitals are usually distributed over spherical orbitals with the quantum numbers $(n\ell j)$. Here, $n$ is the radial quantum number, $\ell$ is the angular momentum quantum number in the $x$ direction. With the increasing rotational frequency, the alignment of the angular momentum is increased by mixing single-particle orbitals with different quantum numbers $(n\ell j)$.

3.2.4. Electric transition and deformation. Antimagnetic rotation is characterized by the decreasing tendency of $E2$ transitions. In figure 16, the calculated $B(E2)$ values from TAC–CDFT are compared with the corresponding data [126]. The $B(E2)$ values are very small ($<0.14 \text{ e}^2\text{b}^2$) and are reproduced very well by the calculations. Moreover, it also shows decreasing tendency of the $B(E2)$ values, which is consistent with the two shear-like mechanism.

This decreasing tendency can be understood with the deformation evolution. As shown in the inset of figure 16, the $\beta$ deformation decreases rapidly with increasing frequency, while the $\gamma$ deformation is small and nearly unchanged. The $B(E2)$ values are closely related to the deformation of the charge distribution. As addressed in [89], the deformation of the charge distribution changes in a similar manner to the total density deformation. Therefore, one has the conclusion that the two shear-like mechanism, here the simultaneous alignment of the two proton holes, results in a transition from prolate shape to nearly spherical shape.

3.3. Chiral and multi-chiral rotation

Frauendorf and Meng originally suggested the existence of spontaneous chiral symmetry breaking in rotating triaxial odd–odd nuclei in 1997 [30]. Since then, the chiral doublets bands have been investigated by many approaches including the triaxial PRM [30, 127–129], the interacting boson fermion-fermion model [130–132], the TAC mean field with shell correction model [133], TAC Skyrme–HF model [49, 55], and the random phase approximation [37, 134]. Very recently, the chiral rotation and vibration are also investigated with a new collective Hamiltonian [135]. Similar model has also been extended to describe the wobbling mode in triaxial nuclei as well [136].

Based on the CDFT, one can introduce the three-dimensional cranking approach to investigate the chiral rotation self-consistently. Due to the numerical complexity, however, such calculations has not been carried out yet. Nevertheless, it is constructive to apply the self-consistent CDFT to search for nuclear configurations and triaxial deformation parameters suitable for chirality. For this purpose, the adiabatic and configuration-fixed constrained
triaxial CDFT approaches were first used to investigate the triaxial shape coexistence and possible chiral doublet bands in $^{106}$Rh [38]. It was demonstrated that multiple pairs of chiral doublet bands could exist in a single nucleus, which is the so-called $M_\chi D$ [38]. A series of works following this direction has been carried out by either examining the influence of other effects like the time-odd effects [137], or searching for other possible candidates like $^{104,106,108,110}$Rh [39], $^{105}$Rh [40], and $^{107}$Ag [138]. The likelihood of chiral bands with different configurations was also discussed in the TAC calculations for the bands observed in $^{106}$Rh [41, 42]. The first experimental evidence for the $M_\chi D$ was reported in 2013 in $^{133}$Ce [43].

Moreover, the robustness of chiral geometry against the increase of the intrinsic excitation energy has been investigated theoretically in [44–46]. It turns out that the chiral geometry could be sustained in the higher excited bands of a certain chiral configuration, i.e., $M_\chi D$ based on the same configuration. Very recently, the first experimental evidence for such a new type of $M_\chi D$ has been reported in $^{103}$Rh [47].

### 3.3.1. Multiple chiral bands

Triaxial CDFT calculations were firstly carried out for $^{106}$Rh in [38] to search for the possible $M_\chi D$, which is closely related to the triaxial shape coexistence in nuclei. To check the triaxial shape coexistence in the CDFT, in principle, one needs to obtain the energy surface with respect to the deformation by the two-dimensional ($\beta$ and $\gamma$) constrained calculations [23]. However, this could be very time-consuming and, thus, for simplicity an alternative $\beta^2$ constrained calculations were carried out to search for the triaxial states in nuclei in [38].

The obtained energy surface and the deformation $\gamma$ for $^{106}$Rh are presented as functions of deformation $\beta$ in figures 17(a) and (b), respectively. The open circles show the results from the adiabatic constrained calculations. Since the configurations could be changed in these results, it exhibits some irregularities in the energy surface, and some energy minima are even too obscure to be recognized. To overcome these shortcomings, the configuration-fixed calculation [139–141] was introduced in the triaxial CDFT calculations [38]. The corresponding results are shown in figures 17(a) and (b) as solid lines. For each fixed configuration, the constrained calculation gives a continuous and smooth curve for the energy surface and the $\gamma$ deformation. Now the energy minima could be identified clearly, and they are represented by stars and labeled as A, B, C, D, E, F and G.

For each fixed configuration, the $\gamma$ deformation is approximately constant (see figure 17(b)), indicating that the triaxial deformation is relatively stable. The nucleus $^{106}$Rh provides a good example of the triaxial shape coexistence; the energies differences are within 1.3 MeV but they correspond to quite different $\beta$ and $\gamma$ deformations. In addition, the configurations A, B, C, and D have considerable $\gamma$ deformation suitable for chirality. In addition to the $\gamma$ deformation, one must have high-j particles and holes to build the chiral geometry. This was found for the ground state (state A) as $\pi(1g_{9/2})^3 \otimes \nu (1h_{11/2})^2$, state B as $\pi(1g_{9/2})^3 \otimes \nu (1h_{11/2})^2$, and state C as $\pi(1g_{9/2})^3 \otimes\nu (1h_{11/2})^3$, respectively. For the state D, however, there is no high-j neutron valence particle. The configurations A, B, and C possess high-j proton holes, high-j neutron particles, and considerable $\gamma$ deformations, and thus favor the construction of the chiral doublet bands. This leads to the prediction of the $M_\chi D$ in [38].

### 3.3.2. $M_\chi D$ with distinct configurations: $^{133}$Ce

Since the prediction of $M_\chi D$, lots of experimental effort have been made to search for the corresponding evidences. Using the ATLAS facility at the Argonne National Laboratory, high-spin states in $^{133}$Ce were populated following the $^{100}$Cd($^{20}$Ne, 5n) reaction. Among the observed rotation bands, two sets of doublet bands (labeled as bands 5 and 6 and bands 2 and 3 respectively) were distinctly identified [43].

Despite the difficulties in the self-consistent three-dimensional TAC–CDFT calculations, one can combine the
constrained triaxial CDFT and the triaxial PRM to investigate the observed pairs of doublet bands in $^{133}$Ce. In such calculations, the obtained deformations and configurations from CDFT are regarded as input for the triaxial PRM, and then the results obtained from the latter will be compared with the data. In figure 18, the calculated energy spectra, $S(I)$ parameters, and $B(M1)/B(E2)$ ratios are compared with the experimental values for the negative parity bands 5 and 6 as well as the positive parity bands 2 and 3. The configuration of $\pi(1h_{11/2})^2 \otimes \nu(1h_{11/2})^{-1}$ is assigned for bands 5 and 6. The energy differences between these two bands are nearly constant of around 400 keV, and the calculated results could reproduce the data quite well. It was suggested a form of chiral vibration for these two bands, i.e., a tunneling between the left- and right-handed configurations. In such case, bands 5 and 6 correspond to the zero- and one-phonon states, respectively. Moreover, the calculated staggering parameter $S(I)$ varies smoothly with the angular momentum. This is because that the Coriolis effect is considerably reduced for a three-dimensional coupling of angular momenta in a chiral geometry. No apparent odd-even $B(M1)/B(E2)$ staggering are shown in the calculated results, although a small effect is exhibited in the experimental data. This further supports the chiral vibration interpretation between bands 5 and 6 [129].

The bands 2 and 3 with positive parity are built based on the configuration $\pi((2g_{7/2})^{-1}(1h_{11/2})^1) \otimes \nu(1h_{11/2})^{-1}$. In the calculations, since the low-$j$ orbital $\pi(1g_{7/2})$ in the configuration could have large mixing with other low-$j$ orbitals, a Coriolis attenuation factor 0.7 was employed to describe the data. The energy differences between the corresponding states in bands 2 and 3 are nearly constant around 100 keV. Moreover, the staggering parameter $S(I)$ barely change with the angular momentum. All of these are consistent with the chiral interpretation of these bands. For bands 5 and 6, similarly, there is no apparent staggering in the calculated $B(M1)/B(E2)$ ratios, while there is staggering in the experimental ones. As the $B(M1)/B(E2)$ ratio sensitively depends on the details of the transition from the vibrational to the tunneling regime [129], this may partly account for the deviations between the calculated and experimental ones.

3.4. $M_{\chi}D$ with identical configuration: $^{103}$Rh

Frauendorf and Meng studied the system of a high-$j$ particle and a high-$j$ hole coupled to a triaxial rotor in [30]. As shown in figure 4, the near degeneracy occurs not only for the two lowest bands, but also for higher excited bands. This indicates that chiral geometry may be remained in these excited bands as well. Sequentially, it has also been demonstrated in other theoretical calculations [44-46] that the phenomenon of $M_{\chi}D$ may exist with same particle-hole configuration, i.e., not only between the yrast and yrare bands but also between two higher excited bands. This has been observed in the recent experiment of $^{103}$Rh, where three bands with positive parity and five ones with negative parity were constructed [47].

To understand the observed band structure in $^{103}$Rh, one needs first to explore the possible configurations. These were carried out with the adiabatic and configuration-fixed constrained CDFT calculations [38]. Subsequently, the obtained configurations and the corresponding deformations were further confirmed and checked with the two-dimensional TAC–CDFT calculations [53]. The energy spectra, Routhians, angular momentum, deformations, and single-particle alignments were analyzed. Finally, the confirmed configurations and deformations were adopted as the inputs of quantum triaxial PRM [128], and the obtained results were used to explain both the positive- and negative-parity bands.

The calculated energy spectra are compared with the corresponding data in figure 19. For bands 1 and 2, the calculated results are in excellent agreement with the data. The energy separation of these two bands is roughly $\sim 500$ keV at $I = 29/2\hbar$, and this value decreases with increasing angular momentum, finally drops to $\sim 360$ keV at $I = 39/2$. The $B(M1)/B(E2)$ values of bands 1 and 2 are quite similar. The calculations show apparent decreasing tendency for $B(M1)/B(E2)$ values, while such behavior is not observed in the experimental ratios. This may result from the frozen rotor assumption adopted in PRM. As discussed in [142], the lower spin part of these two bands corresponds to chiral vibration, and with increasing spin, the static chirality comes out at the angular momentum $I = 37/2$. Above this spin, the chiral mode tends to change back to another type of chiral vibration.

Coriolis attenuation was also employed to the four negative-parity bands 3–6 with the configuration $\pi((2g_{7/2})^{-1}(1h_{11/2})^1(1g_{7/2})^1)$. The four calculated bands form two pairs of chiral doublets. The first doublets well reproduce the experimental data of bands 3 and 4, and the second doublets give reasonable agreement with the data.
of bands 6 and 5. Quantitatively, the calculated energies for bands 5 and 6 are higher than the experimental values about 200 keV. This is because that complex correlations are missing in the PRM with single-\( j \) shell Hamiltonian. The calculated electromagnetic transition probabilities are also in reasonable agreement with the data. As discussed in [143], the weak odd–even \( B(M1)/B(E2) \) staggering for bands 3 and 4 is consistent with the prediction of chiral vibration. For bands 5 and 6, the PRM calculations reproduce also the staggering at \( I = 15.5/2^+ \).

In contrast with the \( M\chi D \) in \( ^{133}\text{Ce} \), the observed negative-parity \( M\chi D \) in \( ^{103}\text{Rh} \) is built from the same configuration. This observation shows that the chiral geometry in nuclei is robust against the intrinsic excitation.

4. Summary and perspective

In previous years, the rotational-like sequences in near-spherical or weakly deformed nuclei bring us to a new era of nuclear physics. The phenomenon, known as MR, has been extensively explored experimentally and theoretically. Subsequently, other modes, such as the AMR, and nuclear chirality and multi-chirality has been predicted theoretically and later confirmed in experiment. The CDFT, with its many successes in describing nuclear phenomena in both stable and exotic nuclei all across the nuclear chart, has been generalized to describe these rotational modes in nuclei. In particular, the newly developed TAC–CDFT based on point-coupling interactions includes significant improvements which reduces the computation time and makes systematic investigation possible.

It should be mentioned that a proper treatment of time-odd fields is crucial for nuclear rotations. The nuclear density functionals are usually adjusted to experimental ground state properties or to nuclear matter data, which depend only on time-even parts of the potentials. Therefore, ambiguity for the time-odd part exists in non-relativistic density functionals. However, in relativistic functionals, the time-odd fields described by the currents, i.e., the spatial components of the vector fields, have the same coupling constant as the time-like components and do not require new parameters.

So far, the TAC–CDFT has achieved great success in explaining a number of MR bands occurring in nuclei at the \( A \sim 60, A \sim 80, A \sim 110, A \sim 140, \) and \( A \sim 190 \) mass regions. This indicates that a relativistic description for nuclear MR is applicable for a large scope spread over the nuclear chart. It turns out that such a relativistic approach also provides a very good description for nuclear AMR, where its microscopic picture and interplay between collective rotation can be clearly demonstrated in a self-consistent way. The multi chiral doublet bands, more than one pair of chiral doublet bands in a single nucleus, have first been predicted based on the adiabatic and configuration-fixed constrained
relativistic density functional calculations. The experimental evidence for this prediction has been found in the recent data. These facts show that the relativistic models have been very successful in describing nuclear titled axis rotations, and they are promising tools to bring us new exciting results in the future.

Despite the achievement, there are still many interesting topics and open problems in this field. In the following, we briefly discuss several of them.

Pairing effects. The pairing correlations have been neglected in most TAC covariant density functional calculations so far. The pairing effects could be reduced by the blocked high $j$ orbitals near the Fermi surface in magnetic and antimagnetic bands. However, in many cases, the low $j$ orbitals also play an important role and, thus, the pairing correlations could be important. In particular, for the MR, recent calculations have found that the pairing would influence not only the magnitude of the angular momentum but also its direction [90]. Due to the time-reversal symmetry broken in rotating nuclei, the conventional BCS method is not valid and one should resort to the Bogoliubov method for the treating pairing. The most recent progress in this way can be found [90].

Another way to treat the pairing correlations is to diagonalize a pairing Hamiltonian exactly a truncated shell model space. Since the particle number is exactly conserved in this method, it is thus known as the particle number conservation method [144, 145] in literature. This method has also been implemented to treat the pairing channel in the framework of CDFT [146], known also as the shell-model-like approach (SLAP). Similar calculations based on Nilsson levels were performed for AMR bands in [147]. Therefore, it will be very interesting to implement SLAP to the present TAC–CDFT for the pairing correlations. In addition, the comparison between the SLAP results and those from the traditional Bogoliubov method for tilted axis rotation bands would also be very interesting.

Aplanar cranking. To describe the novel chiral rotation in nuclei self-consistently, the three-dimensional cranking DFTs are necessary. Such investigations have been carried out with a mean-field combining a spherical Woods–Saxon potential with a deformed Nilsson potential [133] and the self-consistent mean field from Skyrme–HF calculations [49]. For the relativistic case, no three-dimensional cranking calculations have been performed yet. It would be interesting to combine the three-dimensional cranking approach with the point-coupling covariant density functional, to simplify the numerical complicity and give self-consistent solutions for the chiral rotation.

Beyond mean-field effects. For the present cranking relativistic models, the mean field approximation brings in the spontaneous symmetry breaking and, normally, the angular momentum is not good quantum number. This hinders a quantum description of the electromagnetic transition probabilities, e.g., $B(M1)$ and $B(E2)$. Moreover, a full description of chiral doublet bands also requires a theory going beyond the mean field approximation to restore the broken chiral symmetry in intrinsic frame. Only aplanar cranking calculations can not describe the quantum tunneling between the left-handed and right-handed states in the body-fixed frame and would not yield the chiral partners. The TAC model with pairing plus quadrupole Hamiltonian has been extended by the random phase approximation [37], but it limits to only the chiral vibration mode. New techniques tackling a unified description of chiral vibration and chiral rotation mode, at the moment, are still in their infancy [135].

Other novel phenomena. In conjunction with the world-wide development of the facilities of the radioactive ion beams, more and more exciting phenomena in nuclear states with spin degrees of freedoms would be observed. It will be very interesting to apply the relativistic approaches for understanding the existing data and anticipating the output of future experiments. For instance, a relativistic description for the recently observed nuclear ‘tidal waves’, low-lying collective excitations may be described semiclassically as quadrupole running waves on the surface of the nucleus [148], and will be quite helpful to deepen the understanding of this phenomenon. Moreover, novel deformation is always associated with novel rotation mode. In a recent study, the relativistic cranking calculations have been performed for carbon isotopes towards extreme spin and isospin [149]. It was found that the coherent effects between the spin and isospin are helpful to stabilize the novel linear chain structure of three alpha clusters. Further investigations following this direction will also be important in the search for corresponding experimental evidence.
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