Abstract

In this chapter, we present some recent results about nonlinear filtering for jump diffusion signal and observation driven by correlated Brownian motions having common jump times. We provide the Kushner-Stratonovich and the Zakai equation for the normalized and the unnormalized filter, respectively. Moreover, we give conditions under which pathwise uniqueness for the solutions of both equations holds. Finally, we study an application of nonlinear filtering to the financial problem of derivatives hedging in an incomplete market with partial observation. Precisely, we consider the risk-minimizing hedging approach. In this framework, we compute the optimal hedging strategy for an informed investor and a partially informed one and compare the total expected squared costs of the strategies.
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1. Introduction

Bayesian inference and stochastic filtering are strictly related, since in both approaches, one wants to estimate quantities which are not directly observable. However, while in Bayesian inference, all uncertainty sources are considered as random variables, stochastic filtering refers to stochastic processes. It also covers many situations, from linear to nonlinear case, with various types of noises.

The objective of this chapter is to present nonlinear filtering results for Markovian partially observable systems where the state and the observation processes are described by jump diffusions with correlated Brownian motions and common jump times. We also aim at applying this
theory to the financial problem of derivatives hedging for a trader who has limitative information on the market.

A filtering model is characterized by a signal process, denoted by \( X \), which cannot be observed directly, and an observation process denoted by \( Y \) whose dynamics depends on \( X \). The natural filtration of \( Y \), \( \mathcal{F}^Y = \{ \mathcal{F}^Y_t, t \in [0, T] \} \), represents the available information. The goal of solving a filtering problem is to determine the best estimation of the signal \( X_t \) from the knowledge of \( \mathcal{F}^Y_t \). Similar to optimal Bayesian filtering, we seek for the best estimation of the signal according to the minimum mean-squared error criterion, which corresponds to compute the posterior distribution of \( X_t \) given the available observations up to time \( t \).

Historically, the first example of continuous-time filtering problem is the well-known Kalman-Bucy filter which concerns the case where \( Y \) gives the observation of \( X \) in additional Gaussian noise and both processes \( X \) and \( Y \) are modeled by linear stochastic differential equations. In this case, one ends up with a filter having finite-dimensional realization. Since then, the problem has been extended in many directions. To start, a number of authors including Refs. [1–3] studied the nonlinear case in the setting of additional Gaussian noise. Other references in a similar framework are given, for instance, by Refs. [4–8]. Subsequently also the case of counting process or marked point process observation has been considered (see Refs. [9–14] and reference therein). A more recent literature contains the case of mixed-type observations (marked point processes and diffusions or jump-diffusion processes), see, for example, Refs. [15–18].

There are two major approaches to nonlinear filtering problems: the innovations method and the reference probability method. The latter is usually employed when it is possible to find an equivalent probability measure that makes the state \( X \) and the observations \( Y \) independent. This technique may appear problematic when, for instance, signal and observation are correlated and present common jump times. Therefore, in this chapter, we use the innovations approach which allows circumventing the technical issues arising in the reference probability method. By characterizing the innovation process and applying a martingale representation theorem, we can derive the dynamics of the filter as the solution of the Kushner-Stratonovich equation, which is a nonlinear stochastic partial integral differential equation. By considering the unnormalized version of the filter, it is possible to simplify this equation and make it at least linear. The resulting equation is called the Zakai equation, and due to its linear nature, it is of particular interest in many applications. We also compute the dynamics of the unnormalized filter, and we investigate pathwise uniqueness for the solutions of both equations. Normalized and unnormalized filters are probability measure and finite measure-valued processes, respectively, and therefore in general infinite-dimensional. Due to this, various recursive algorithms for statistical inference have come in to address this intractability, such as extended Kalman filter, statistical linearization, or particle filters. These algorithms intend to estimate both state and parameters. For the parameter estimation, we also mention the expectation maximization (EM) algorithm which enables to estimate parameters in models with incomplete data, see, for example, Ref. [19].

The success of the filtering theory over the years is due to its use in a great variety of problems arising from many disciplines such as engineering, informational sciences and mathematical finance. Specifically, in this chapter, we have a financial application in view. In real financial...
markets, it is reasonable that investors cannot fully know all the stochastic factors that may influence the prices of negotiated assets, since these factors are usually associated with economic quantities which are hard to observe. Filtering theory represents a way to measure, in some sense, this uncertainty. A consistent part of the literature over the last years has considered stochastic factor models under partial information for analyzing various financial problems, as, for example, pricing and hedging of derivatives, optimal investment, credit risk, and insurance modeling. A list, definitely nonexhaustive, is given by Refs. [15, 16, 20–26]).

In the following, we consider the problem of a trader who wants to determine the hedging strategy for a European-type contingent claim with maturity $T$ in an incomplete financial market where the investment possibilities are given by a riskless asset, assumed to be the numéraire, and a risky asset with price dynamics given by a geometric jump diffusion, modeled by the process $Y$. We assume that the drift, as well as the intensity and the jump size distribution of the price process, is influenced by an unobservable stochastic factor $X$, modeled as a correlated jump diffusion with common jump times. By common jump times, we intend to take into account catastrophic events which affect both the asset price and the hidden state variable driving its dynamics. The agent knows the asset prices, since they are publicly available, and trades on the market by using the available information $\mathbb{F}^Y$.

Partial information easily leads to incomplete financial markets as clearly the number of random sources is larger than the number of tradeable risky asset. Therefore, the existence of a self-financing strategy that replicates the payoff of the given contingent claim at maturity is not guaranteed. Here, we assume that the risky asset price is modeled under a martingale measure, and we choose the risk-minimization approach as hedging criterion, see, for example, Refs. [27, 28].

According to this method, the optimal hedging strategy is the one that perfectly replicates the claim at maturity and has minimum cost in the mean-square sense. Equivalently, we say that it minimizes the associated risk defined as the conditional expected value of the squared future costs, given the available information (see Refs. [28, 29] and references therein).

The risk-minimizing hedging strategy under restricted information is strictly related to Galtchouk-Kunita-Watanabe decomposition of the random variable representing the payoff of the contingent claim in a partial information setting. Here, we provide a characterization of the risk-minimizing strategy under partial information via this orthogonal decomposition and obtain a representation in terms of the corresponding risk-minimizing hedging strategy under full information (see, e.g., Refs. [29, 30]) via predictable projections on the available information flow by means of the filter. Finally, we investigate the difference of expected total risks associated with the optimal hedging strategies under full and partial information.

The chapter has the following structure. In Section 2, we introduce the general framework. In Section 3, we study the filtering equations. In particular, we derive the dynamics for both normalized and unnormalized filters, and we investigate uniqueness of the solutions of the Kushner-Stratonovich and the Zakai equation. In Section 4, we analyze a financial application to risk minimization by computing the optimal hedging strategies for a European-type contingent claim under full and partial information and providing a comparison between the corresponding expected squared total costs.
2. The setting

We consider a pair of stochastic processes \((X, Y)\), with values on \(\mathbb{R} \times \mathbb{R}\) and càdlàg trajectories, on a complete filtered probability space \((\Omega, \mathcal{F}, \mathbb{P})\), where \(\mathbb{P} = \{\mathcal{F}_t, t \in [0, T]\}\) is a filtration satisfying the usual condition of right continuity and completeness, and \(T\) is a fixed time horizon. The pair \((X, Y)\) represents a partially observable system, where \(X\) is a signal process that describes a phenomenon which is not directly observable and \(Y\) gives the observation of \(X\), and it is modeled by a process correlated with the signal, having possibly common jump times.

Remark 1. In view of the financial application discussed in Section 4, \(Y\) represents the price of some risky asset, while \(X\) is an unknown stochastic factor, which may describe the activity of other markets, macroeconomic factors or microstructure rules that influences the dynamics of the stock price process.

We define the observed history as the natural filtration of the observation process \(Y\), that is, \(\mathbb{F}^Y = \{\mathcal{F}^Y_t\}_{t \in [0, T]}\) where \(\mathcal{F}^Y_t := \sigma(Y_s, 0 \leq s \leq t)\). The \(\sigma\)-algebra \(\mathcal{F}^Y_t\) can be interpreted as the information available from observations up to time \(t\). We aim to compute the best estimate of the signal \(X\) from the available information, in the quadratic sense. In other terms, this corresponds to determine the filter which furnishes the conditional distribution of \(X_t\) given \(\mathcal{F}^Y_t\), for every \(t \in [0, T]\).

Let \(\mathcal{M}(\mathbb{R})\) be the space of finite measures over \(\mathbb{R}\) and \(\mathcal{P}(\mathbb{R})\) the subspace of the probability measures over \(\mathbb{R}\). Given \(\mu \in \mathcal{M}(\mathbb{R})\), for any bounded measurable function \(f\), we write

\[
\mu(f) = \int_{\mathbb{R}} f(x) \mu(dx).
\]

Definition 2. The filter is the \(\mathbb{F}^Y\)-càdlàg process \(\pi\) taking values in \(\mathcal{P}(\mathbb{R})\) defined by

\[
\pi_t(f) := \mathbb{E}[f(t, X_t)|\mathcal{F}^Y_t] = \int_{\mathbb{R}} f(t, x) \pi_t(dx),
\]

for all bounded and measurable functions \(f(t, x)\) on \([0, T] \times \mathbb{R}\).

In the sequel, we denote by \(\pi_{t-,}\) the left version of the filter and for all functions \(F(t, x, y)\) such that \(\mathbb{E}|F(t, X_t, Y_t)| < \infty\) (resp. \(\mathbb{E}|F(t, X_{t-}, Y_{t-})| < \infty\) for every \(t \in [0, T]\), we use the notation \(\pi_t(F) := \pi_t(F(t, \cdot, Y_t))\) (resp. \(\pi_{t-}(F) := \pi_{t-}(F(t, \cdot, Y_{t-}))\)).

In this paper, we wish to consider the filtering problem for a partially observable system \((X, Y)\) described by the following pair of stochastic differential equations:

\[
\begin{align*}
\text{d}X_t &= b_0(t, X_t)dt + \sigma_0(t, X_t)dW^0_t + \int_{\mathbb{Z}} K_0(t, X_{t-}; \zeta)N(dt, d\zeta); \quad X_0 = x_0 \in \mathbb{R} \\
\text{d}Y_t &= b_1(t, X_t, Y_t)dt + \sigma_1(t, Y_t)dW^1_t + \int_{\mathbb{Z}} K_1(t, X_{t-}, Y_{t-}; \zeta)N(dt, d\zeta); \quad Y_0 = y_0 \in \mathbb{R}
\end{align*}
\]
where \( W^0 \) and \( W^1 \) are correlated \( (\mathbb{F}, \mathbb{P}) \)-Brownian motions with correlation coefficient \( \rho \in [-1,1] \) and \( N(dt, d\zeta) \) is a Poisson random measure on \( \mathbb{R}^+ \times \mathbb{Z} \) whose intensity \( \nu(d\zeta)dt \) is a \( \sigma \)-finite measure on a measurable space \( (\mathbb{Z}, \mathcal{Z}) \). Here, \( b_0, b_1, \sigma_0, \sigma_1, K_0, \) and \( K_1 \) are \( \mathbb{R} \)-valued and measurable functions of their arguments. In particular, \( \sigma_0(t, x) \) and \( \sigma_1(t, x, y) \) are strictly positive for every \( (t, x, y) \in [0, T] \times \mathbb{R}^2 \).

For the rest of the paper, we assume that strong existence and uniqueness for system Eq. (3) holds. Sufficient conditions are collected, for instance, in Ref. [18, Appendix]. These assumptions also imply Markovianity for the pair \((X, Y)\).

**Remark 3.** Note that the quadratic variation process of \( Y \) defined by

\[
[Y]_t = Y_t^2 - 2 \int_0^t Y_u \, dY_u, \quad t \in [0, T],
\]

is \( \mathbb{F}^Y \)-adapted and \( [Y]_t = \int_0^t \sigma^2(u, Y_u) \, du + \sum_{u \leq t} (\Delta Y_u)^2 \), where \( \Delta Y_t := Y_t - Y_{t-} \). Therefore, it is natural to assume that the signal \( X \) does not affect the diffusion coefficient in the dynamics of \( Y \). If \( Y \) describes the price of a risky asset, this implies that the volatility of the stock price does not depend on the stochastic factor \( X \).

The jump component of \( Y \) can be described in terms of the following integer-valued random measure on \([0, T] \times \mathbb{R}\):

\[
m(dt, dz) = \sum_{s: \Delta Y_s \neq 0} \delta_{(s, \Delta Y_s)}(dt, dz),
\]

where \( \delta_a \) denotes the Dirac measure at point \( a \). Note that the following equality holds:

\[
\int_0^t \int_{\mathbb{R}} zm(ds, dz) = \int_0^t \int_{\mathbb{Z}} K_1(s, X_{s-}, Y_{s-}; \zeta) N(ds, d\zeta).
\]

For all \( t \in [0, T] \), for all \( A \in \mathcal{B}(\mathbb{R}) \), we define the following sets:

\[
d^0(t, x) := \{ \zeta \in \mathbb{Z} : K_0(t, x; \zeta) \neq 0 \}, \quad d^1(t, x, y) := \{ \zeta \in \mathbb{Z} : K_1(t, x, y; \zeta) \neq 0 \},
\]

\[
d^A(t, x, y) := \{ \zeta \in \mathbb{Z} : K_1(t, x, y; \zeta) \in A \setminus \{0\} \} \subseteq d^1(t, x, y),
\]

\[
D^A_t := d^A(t, X_{t-}, Y_{t-}) \subseteq D_t := d^1(t, X_{t-}, Y_{t-}), \quad D^0_t := d^0(t, X_{t-}).
\]

Typically, we have \( D^0_t \cap D_t \neq \emptyset \) \( \mathbb{P} - a.s. \), which means that state and observation may have common jump times. This characteristic is particularly meaningful in financial applications to model catastrophic events that produce jumps in both the stock price and the underlying stochastic factor that influences its dynamics.

To ensure existence of the first moment for the pair \((X, Y)\) and non-explosiveness for the jump process governing the dynamics of \( X \) and \( Y \), we make the following assumption:
Assumption 4.

\[
\mathbb{E} \left[ \int_0^T |b_0(t, X_t)| + \sigma_0^2(t, X_t) + \int_Z |K_0(t, X_{t-}; \zeta)| \nu(d\zeta) dt \right] < \infty, \tag{10}
\]

\[
\mathbb{E} \left[ \int_0^T |b_1(t, X_t, Y_t)| + \sigma_1^2(t, Y_t) + \int_Z |K_1(t, X_{t-}, Y_{t-}; \zeta)| \nu(d\zeta) dt \right] < \infty, \tag{11}
\]

\[
\mathbb{E} \left[ \int_0^T \nu(D_t \cup D_t) dt \right] < \infty. \tag{12}
\]

Denote by \( \eta^P(dt, dz) \) the \((\mathbb{F}, P)\) compensator of \( m(dt, dz) \) (see, e.g., Refs. [9, 31] for the definition).

Then, in Ref. [14, Proposition 2.2], it is proved that

\[
\eta^P(dt, dz) = \lambda(t, X_{t-}, Y_{t-}) \phi(t, X_{t-}, Y_{t-}, dz) dt,
\]

where

\[
\lambda(t, x, y) \phi(t, x, y, dz) = \int_{d^1(t, x, y)} \delta_{K^1(t, x, y; \zeta)}(dz) \nu(d\zeta) \tag{14}
\]

and in particular \( \lambda(t, x, y) = \nu(d^1(t, x, y)) \).

**Remark 5.** Let us observe that both the local jump characteristics \( (\lambda(t, X_{t-}, Y_{t-}), \phi(t, X_{t-}, Y_{t-}, dz)) \) depend on \( X \) and, for all \( A \in \mathcal{B}(\mathbb{R}) \), \( \lambda(t, X_{t-}, Y_{t-}) \phi(t, X_{t-}, Y_{t-}, A) = \nu(D_t) \) provides the \((\mathbb{F}, P)\)-intensity of the point process \( N_t(A) := m((0, t] \times A) \). According to this, the process \( \lambda(t, X_{t-}, Y_{t-}) = \nu(D_t) \) is the \((\mathbb{F}, P)\)-intensity of the point process \( N_t(\mathbb{R}) \) which counts the total number of jumps of \( Y \) until time \( t \).

### 2.1. The innovation process

To derive the filtering equation, we use the innovations approach. This method requires to introduce a pair \((I, m^\pi)\), called the innovation process, consisting of the \((\mathbb{F}^Y, P)\)-Brownian motion and the \((\mathbb{F}^Y, P)\)-compensated jump measure that drive the dynamics of the filter. The innovation also represents the building block of \((\mathbb{F}^Y, P)\)-martingales.

To introduce the first component of the innovation process, we assume that

\[
\mathbb{E} \left[ \exp \left\{ \frac{1}{2} \int_0^T \left( \frac{b_1(t, X_t, Y_t)}{\sigma_1(t, Y_t)} \right)^2 dt \right\} \right] < \infty, \tag{15}
\]

and define

\[
I_t := W_t^1 + \int_0^t \left( \frac{b_1(s, X_s, Y_s)}{\sigma_1(s, Y_s)} - \frac{\pi_s(b_1)}{\sigma_1(s, Y_s)} \right) ds, \quad t \in [0, T]. \tag{16}
\]

The process \( I \) is an \((\mathbb{F}^Y, P)\)-Brownian motion (see, e.g., Ref. [4]) and the \((\mathbb{F}^Y, P)\)-compensated jump martingale measure is given by
m^u(dt, dz) = m^w(dt, dz) - \pi_\tau^- (\lambda \phi(dz)) dt, \quad (17)

See, e.g. Ref. [14]. The following theorem provides a characterization of the \((F, P)\)-martingale in terms of the innovation process.

**Theorem 6** (A martingale representation theorem). Under Assumption 4 and the integrability condition Eq. (15), every \((F, P)\)-local martingale \(M\) admits the following decomposition:

\[ M_t = M_0 + \int_0^t \int_R w_s(z) m^r(ds, dz) + \int_0^t h_s dI_s, \quad t \in [0, T], \quad (18) \]

where \(w(z) = \{w_t(z), \ t \in [0, T]\}\) is an \(F^Y\)-predictable process indexed by \(z\), and \(h = \{h_t, \ t \in [0, T]\}\) is an \(F^Y\)-adapted process such that

\[ \int_0^T |w_t(z)| \pi_\tau^- (\lambda \phi(dz)) dt < \infty, \quad \int_0^T h_t^2 dt < \infty \quad P-a.s.. \quad (19) \]

**Proof.** The proof is given in Ref. [17, Proposition 2.4]. Note that here condition (15) implies that

\[ \mathbb{E}\left[ \int_0^T \left( \frac{b_1(t, X_s, Y_s)}{\sigma_1(t, Y_s)} \right)^2 dt \right] < \infty, \]

and also that the process \(L\) defined by

\[ L_t = \exp \left( -\int_0^t \frac{b_1(s, X_s, Y_s)}{\sigma_1(s, Y_s)} dW_s^1 - \frac{1}{2} \int_0^t \left( \frac{b_1(s, X_s, Y_s)}{\sigma_1(s, Y_s)} \right)^2 ds \right), \quad (20) \]

for every \(t \in [0, T]\) is an \((F, P)\)-martingale.

### 3. The filtering equations

**Theorem 7** (The Kushner-Stratonovich equation). Under Assumptions 4 and condition (15), the filter \(\pi\) solves the following Kushner-Stratonovich equation, that is, for every \(f \in C^1_b([0, T] \times \mathbb{R})\):

\[ \pi_t(f) = f(0, x_0) + \int_0^t \pi_s(\mathcal{L} X_s^f) ds + \int_0^t \int_R w_s^r(f, z) m^u(ds, dz) + \int_0^t h_s^r(f) dI_s, \quad t \in [0, T], \quad (21) \]

where

\[ w_s^r(f, z) = \frac{d\pi_t^- (\lambda \phi)}{d\pi_t^- (\lambda \phi)}(z) - \pi_t^- (f) + \frac{d\pi_t^- (\mathcal{Z} f)}{d\pi_t^- (\lambda \phi)}(z), \quad (22) \]

\[ h_s^r(f) = \sigma_1^{-1}(t) [\pi_t(b_1 f) - \pi_t(b_1) \pi_t(f)] + \rho \pi_t \left( a_0 \frac{\partial f}{\partial x} \right). \quad (23) \]

Here, by \(d\pi_t^- (\lambda \phi)(z)\) and \(d\pi_t^- (\mathcal{Z} f)(z)\), we mean the Radon-Nikodym derivatives of the measures \(\pi_t^- (\lambda \phi(dz))\) and \(\pi_t^- (\mathcal{Z} f)(dz)\), with respect to \(\pi_t^- (\lambda \phi(dz))\). Moreover, the operator \(\mathcal{Z}\) defined by \(\mathcal{Z} f(dz) := \mathcal{Z} f(., Y_t, dz)\) is such that for every \(A \in B(\mathbb{R})\),
where the filtering Eq. (21) reads as

\[
\bar{L} f(t, x, y, A) = \int_{\mathcal{d}^1(t, x, y)} \left[ f(t, x + K_0(t, x; \zeta)) - f(t, x) \right] \nu(d\zeta)
\]  

(24)

takes into account common jump times between the signal $X$ and the observation $Y$.

Finally, the operator $\mathcal{L}^X$ given by

\[
\mathcal{L}^X f(t, x) = \frac{\partial f}{\partial t} + b_0(t, x) \frac{\partial f}{\partial x} + \frac{1}{2} \sigma_0^2(t, x) \frac{\partial^2 f}{\partial x^2} + \int_Z \left[ f(t, x + K_0(t, x; \zeta)) - f(t, x) \right] \nu(d\zeta).
\]

(25)

denotes the generator of the Markov process $X$.

**Proof.** The theorem is proved in Ref. [17, Theorem 3.1].

**Example 8** (Observation dynamics driven by independent point processes with unobservable intensities). In the sequel, we provide an example where the Kushner-Stratonovich equation simplifies and the Radon-Nikodym derivatives appearing in the dynamics of $\pi_i(f)$ reduce to ratios. Suppose that there exists a finite set of measurable functions $K_i^i(t, y) \neq 0$ for all $(t, y) \in [0, T] \times \mathbb{R}$, for $i \in \{1, \ldots, n\}$, such that the dynamics of $Y$ is given by

\[
dY_t = b_1(t, X_t, Y_t) dt + \alpha_1(t, Y_t) dW_t^0 + \sum_{i=1}^{n} K_i^i(t, Y_{t-}) dN_i^i, \quad Y_0 = y_0 \in \mathbb{R},
\]

(26)

where $N^i$ are independent counting processes with $(\mathbb{P}, \mathbb{F})$ intensities $\lambda_i(t, X_{t-}, Y_{t-})$.

For simplicity, in this example, we assume that $X$ and $Y$ have no common jump times. Then, the filtering Eq. (21) reads as

\[
\pi_i(f) = f(0, x_0) + \int_0^t \pi_s(\mathcal{L}^X f) ds + \int_0^t \left\{ \sigma_1(s)^{-1} \left[ \pi_s(b_1 f) - \pi_s(b_1) \pi_s(f) \right] + \rho \pi_s \left( \sigma_0 \frac{\partial f}{\partial x} \right) \right\} ds + \sum_{i=1}^{n} \int_{s^{-}(\lambda_i(t)) > 0} \frac{\pi_s^{-}(\lambda_i(t)) - \pi_s^{-}(\lambda_i) \pi_s^{-}(\lambda_i)}{\pi_s^{-}(\lambda_i)} (dN_i^i - \pi_s^{-}(\lambda_i) ds), \quad t \in [0, T].
\]

(27)

Note that Eq. (21) has an equivalent expression in terms of the operator $\mathcal{L}_0^X$, given by

\[
\mathcal{L}_0^X f(t, x, y) = \mathcal{L}^X f(t, x) - \bar{L} f(t, x, y, \mathbb{R})
\]

\[
= \frac{\partial f}{\partial t} (t, x) + b_0(t, x) \frac{\partial f}{\partial x} + \frac{1}{2} \sigma_0^2(t, x) \frac{\partial^2 f}{\partial x^2} + \int_{\mathcal{d}^1(t, x, y)^c} \left\{ f(t, x + K_0(t, x; \zeta)) - f(t, x) \right\} \nu(d\zeta),
\]

(28)

where $\mathcal{d}^1(t, x, y)^c = \{\zeta \in Z : K_1(t, x, y, \zeta) = 0\}$. Indeed, we get

\[
d\pi_i(f) = \{\pi_i(\mathcal{L}_0^X f) + \alpha_1(t, y) - \pi_i(\mathcal{L}^X f)\} dt + h_i^0 dW_t + \int_{\mathbb{R}} \int_{\mathbb{R}} w^i(t, z) m(dt, dz).
\]

(29)

Moreover, the filter has a natural recursive structure. To show this, define the sequence $(T_n, Z_n)_{n \in \mathbb{N}}$ of jump times and jump sizes of $Y$, that is, $Z_n = Y_{T_n} - Y_{T_{n-}}$. These are observable
data. Then, between two consecutive jump times the filter is governed by a diffusion process, that is, for \( t \in (T_n \wedge T, T_{n+1} \wedge T) \)

\[
\pi_t(f) = \pi_{T_n}(f) + \int_{T_n}^{t} \{ \pi_s(L_s X_f) + \pi_s(f) \pi_s(\lambda) - \pi_s(\lambda f) \} ds + \int_{T_n}^{t} h_s^n(f) dI_s,
\]

(30)

and at any jump time \( T_n \) occurring before time \( T \), it is given by

\[
\pi_{T_n}(f) = \frac{d\pi_{T_n}}{d\pi_{T_n}}(\lambda \phi) (Z_n) + \frac{d\pi_{T_n}}{d\pi_{T_n}}(\lambda \phi) (Z_n),
\]

(31)

which implies that \( \pi_{T_n}(f) \) is completely determined by the observed data \((T_n, Z_n)\) and the knowledge of \( \pi_t(f) \) in the time interval \([T_{n-1}, T_n)\), since \( \pi_{T_n}(f) = \lim_{t \to T_n} \pi_t(f) \).

Note that the Kushner-Stratonovich equation is an infinite-dimensional nonlinear stochastic differential equation. Often, it is possible to characterize the filter in terms of a simpler equation, known as the Zakai equation which provides the dynamics of the unnormalized version of the filter. Although the Zakai equation is still infinite-dimensional, it has the advantage to be linear.

The idea for getting the dynamics of the unnormalized filter consists of performing an equivalent change of probability measure defined by

\[
\frac{dP_0}{dP}\big|_{\mathcal{F}_t} = Z_t, \quad t \in [0, T]
\]

(32)

for a suitable strictly positive \((\mathcal{F}, P)\)-martingale \( Z_t \) in such a way that the so-called unnormalized filter \( p_t \) is the \( \mathcal{M}(\mathbb{R}) \)-valued process defined by

\[
p_t(f) := \mathbb{E}^0[Z_t^{-1} f(t, X_t)|\mathcal{F}_t], \quad t \in [0, T],
\]

(33)

**Remark 9.** By the Kallianpur-Striebel formula, we get that

\[
\pi_t(f) = \frac{\mathbb{E}^0[f(t, X_t)|\mathcal{F}_t]}{\mathbb{E}^0[Z_t^{-1}|\mathcal{F}_t]} = \frac{p_t(f)}{p_t(1)}, \quad t \in [0, T],
\]

(34)

where \( p_t(1) := \mathbb{E}^0[Z_t^{-1}|\mathcal{F}_t] \). This provides the relation between the filter and its unnormalized version.

In order to compute the Zakai equation, we make the following assumption.

**Assumption 10.** Suppose that there exists a transition function \( \eta^0(t, y, dz) \) such that the \((\mathcal{F}^Y, P)\)-predictable measure \( \eta^0(t, Y_{t-}, dz) \) is equivalent to \( \lambda(t, X_{t-}, Y_{t-})\phi(t, X_{t-}, Y_{t-}, dz) \) and

\[
\mathbb{E} \left[ \int_0^T \eta^0(t, Y_{t-}, \mathbb{R}) dt \right] < \infty.
\]

(35)
Remark 11. In Ref. [18], a weaker assumption is considered. That condition allows to introduce an equivalent probability measure on \((\Omega, \mathcal{F}_T^Y)\) which is not necessarily the restriction on \(\mathcal{F}_T^Y\) of an equivalent probability measure on \((\Omega, \mathcal{F}_T)\).

Remark 12. In the context of Example 8, Assumption 10 is satisfied if, for instance, \(\lambda(t, X_{t-}, Y_{t-}, z) > 0\) \(\mathbb{P}\)-a.s. for every \(t \in [0, T]\).

Assumption 10 equivalently means that there exists an \((\mathcal{F}_T^Y, \mathbb{P})\)-predictable process \(\Psi(t, X_{t-}, Y_{t-}, z)\) such that

\[
\lambda(t, X_{t-}, Y_{t-}) \phi(t, X_{t-}, Y_{t-}, d z) dt = (1 + \Psi(t, X_{t-}, Y_{t-}, z)) \eta^0(t, Y_{t-}, dz) dt
\]

(36)

and \(1 + \Psi(t, X_{t-}, Y_{t-}, z) > 0\) \(\mathbb{P}\)-a.s. for every \(t \in [0, T]\), \(z \in \mathbb{R}\). Setting

\[
U(t, z) := \frac{1}{1 + \Psi(t, X_{t-}, Y_{t-}, z)} - 1,
\]

(37)

we also assume that the following integrability condition holds:

\[
\mathbb{E} \left[ \exp \left\{ \frac{1}{2} \int_0^T \left( \frac{b_1(s, X_s, Y_s)}{\sigma_1(s, Y_s)} \right)^2 ds + \int_0^T U^2(s, z) \lambda(s, X_{s-}, Y_{s-}) \phi(s, X_{s-}, Y_{s-}, dz) ds \right\} \right] < \infty.
\]

(38)

The subsequent proposition provides a useful version of the Girsanov Theorem that fits to our setting.

Proposition 13. Let Assumptions 4 and 10, and condition (38) hold and define the process

\[
Z_t := \mathcal{E} \left( -\int_0^t \frac{b_1(s, X_s, Y_s)}{\sigma_1(s, Y_s)} dW_s^1 + \int_0^t U(s, z) \left( m(ds, dz) - \lambda(s, X_{s-}, Y_{s-}) \phi(s, X_{s-}, Y_{s-}, dz) ds \right) \right),
\]

for every \(t \in [0, T]\), where \(\mathcal{E}(M)\) denotes the Doléans-Dade exponential of a martingale \(M\). Then, \(Z\) is a strictly positive \((\mathcal{F}, \mathbb{P})\)-martingale. Let \(\mathbb{P}^0\) be the probability measure equivalent to \(\mathbb{P}\) given by

\[
\frac{d\mathbb{P}^0}{d\mathbb{P}} = Z_t, \quad t \in [0, T].
\]

(39)

Then, the process

\[
\widetilde{W}^1_t := W^1_t + \int_0^t \frac{b_1(s, X_s, Y_s)}{\sigma_1(s, Y_s)} ds, \quad t \in [0, T]
\]

(40)

is an \((\mathcal{F}, \mathbb{P}^0)\)-Brownian motion, and the \((\mathcal{F}, \mathbb{P}^0)\)-predictable projection of the integer-valued random measure \(m(dt, dz)\) is given by \(\eta^0(t, Y_{t-}, dz) dt\).

Proof. [32, Theorem 9] ensures that \(Z\) is a martingale under Assumptions 10, 4 and integrability condition Eq. (38). Then the proof follows by Ref. [31, Chapter III, Theorem 3.24].

Note that, by Eq. (16), we get that the process \(\tilde{W}^1\) can also be written as
which implies that $\tilde{W}_t$ is also an $(\mathbb{F}^Y, \mathbb{P}^0)$-Brownian motion. Moreover, since $\eta^0(t, Y_t, dz)$ is $\mathbb{F}^Y$-predictable, it provides the $(\mathbb{F}^Y, \mathbb{P}^0)$-predictable projection of the measure $m(dt, dz)$ and the observation process $Y$ satisfies $dY_t = \sigma_1(t, Y_t) d\tilde{W}_t + \int_{\mathbb{R}} z m(dt, dz)$. In particular, $\eta^0(t, Y_t, \mathbb{R}) := \eta^0(t, Y_t, \mathbb{R})$ is the $(\mathbb{F}^Y, \mathbb{P}^0)$-intensity of the point process which counts the total jumps of $Y$ until time $t$.

Theorem 14 (The Zakai equation). Under Assumptions 4 and 10 and condition (38), let $\mathbb{P}^0$ be the probability measure defined in Proposition 13. For every $f \in C^1_0([0, T] \times \mathbb{R})$, the unnormalized filter defined in Eq. (33) satisfies the equation

$$W_t = I_t + \int_0^t \left( \pi_t \left( \frac{b_1}{\sigma_1} \right) \right) ds, \quad t \in [0, T]$$

(41)

which implies that $W_t$ is also an $(\mathbb{F}^Y, \mathbb{P}^0)$-Brownian motion. Moreover, since $\eta^0(t, Y_t, dz)$ is $\mathbb{F}^Y$-predictable, it provides the $(\mathbb{F}^Y, \mathbb{P}^0)$-predictable projection of the measure $m(dt, dz)$ and the observation process $Y$ satisfies $dY_t = \sigma_1(t, Y_t) dW_t + \int_{\mathbb{R}} z m(dt, dz)$. In particular, $\eta^0(t, Y_t, \mathbb{R}) := \eta^0(t, Y_t, \mathbb{R})$ is the $(\mathbb{F}^Y, \mathbb{P}^0)$-intensity of the point process which counts the total jumps of $Y$ until time $t$.

Theorem 14 (The Zakai equation). Under Assumptions 4 and 10 and condition (38), let $\mathbb{P}^0$ be the probability measure defined in Proposition 13. For every $f \in C^1_0([0, T] \times \mathbb{R})$, the unnormalized filter defined in Eq. (33) satisfies the equation

$$d p_t(f) = \left\{ p_t(\mathcal{L}_f^X) - p_t(\lambda^0) + \eta^0_t(\mathbb{R}) p_t(f) \right\} dt + \left\{ p_t\left( \frac{b_1 f}{\sigma_1(t, Y_t)} \right) + \rho p_t \left( \sigma_0 \frac{\partial f}{\partial x} \right) \right\} dW_t$$

$$+ \left\{ \int_{\mathbb{R}} \frac{dp_t(f)\tilde{Z}_t}{d\eta^0_t}(z) m(dt, dz) \right\}$$

(42)

See Ref. [18, Theorem 3.6] for the proof.

3.1. Uniqueness of the filtering equations

In this section, we show pathwise uniqueness for the solution of the Kushner-Stratonovich and the Zakai equations. The first result provides the equivalence of uniqueness of the solutions to the filtering Eqs. (21) and (42).

Theorem 15. Let Assumptions 4 and 10 and condition (38) hold.

i. Assume strong uniqueness for the solution to the Zakai equation, let $\mu$ be a $\mathbb{P}(\mathbb{R})$-valued process which is a strong solution of the Kushner-Stratonovich equation. Then $\mu_t = \pi_t \mathbb{P}$ - a.s. for all $t \in [0, T]$.

ii. Conversely, suppose that pathwise uniqueness for the solution of the Kushner-Stratonovich equation holds and let $\xi$ be an $\mathcal{M}(\mathbb{R})$-valued process which is a strong solution of the Zakai equation. Then $\xi_t = p_t \mathbb{P}$ - a.s. for all $t \in [0, T]$.

Proof. The proof follows by Ref. [18, Theorems 4.5 and 4.6]. Here, note that Assumption 10 implies that the measures $\mu_{-}(\lambda \phi(dz))$ and $\pi_{-}(\lambda \phi(dz))$ are equivalent.

Finally, strong uniqueness for the solution of both filtering equations is established in the subsequent theorems.

Theorem 16. Let $(X, Y)$ be the partially observed system defined in Eq. (3), and assume in addition to Assumptions 4 and 10 and condition (15) that

$$\sup_{t, x, y, z} \left\{ \left| K_0(t, x; \zeta) \right| + \left| K_1(t, x, y; \zeta) \right| \right\} \nu(d\zeta) < \infty.$$  

(43)
Let $\mu$ be a strong solution of the Kushner-Stratonovich equation. Then $\mu_t = \pi_t \mathbb{P}$-a.s. for every $t \in [0, T]$.

**Proof.** See Ref. [17, Theorem 3.3].

**Theorem 17.** Let $(X, Y)$ be the partially observed system in Eq. (3). Under Assumptions 4 and 10 and conditions (38) and (43), let $\xi$ be a strong solution to the Zakai equation, then $\xi_t = p_t \mathbb{P}$-a.s. for every $t \in [0, T]$.

**Proof.** The proof follows by Ref. [18, Theorem 4.7], after noticing that under Assumption 10 the measures $\xi_t / C_0 \left( \lambda \phi(\cdot) \right)$ and $p_t / C_0 \left( \lambda \phi(\cdot) \right)$ are equivalent.

4. A financial application to risk minimization

In the current section, we focus on a financial application. We consider a simple financial market where agents may invest in a risky asset whose price is described by the process $Y$ given in Eq. (3) and a riskless asset with price process $B$. Without loss of generality, we assume that $B_t = 1$ for every $t \in [0, T]$. We also assume throughout the section the following dynamics for the process $Y$:

$$
dY_t = Y_t \left( \sigma(t, Y_t) dW_1^t + \int Z K(t, X_{t-}, Y_{t-}; \zeta) \left( N(dt, d\zeta) - \nu(d\zeta) dt \right) \right), \quad Y_0 = y_0 \in \mathbb{R}^+ \tag{44}
$$

for some functions $\sigma(t, y)$ and $K(t, x, y; \zeta)$ such that $\sigma(t, y) > 0$ and $K(t, x, y; \zeta) > -1$.

This choice for the dynamics of $Y$ has a double advantage. On one side assuming a geometric form, together with the condition that $K(t, x, y; \zeta) > -1$ guarantees nonnegativity which is desirable when talking about prices. On the other hand, we are modeling $Y$ directly under a martingale measure, and by Assumption 18, it turns out to be a square integrable $(\mathbb{F}, \mathbb{P})$-martingale.

Considering Eq. (44) corresponds to take in system (3)

$$
b_1(t, x, y) = -y \int Z K(t, x, y; \zeta) \nu(d\zeta), \quad \sigma_1(t, y) = y \sigma(t, y), \quad K_1(t, x, y; \zeta) = y K(t, x, y; \zeta). \tag{45}
$$

In addition, we make the following assumption.

**Assumption 18.**

$$
0 < c_1 < \sigma(t, y) < c_2, \quad |K(t, x, y; \zeta)| < c_3, \quad \nu(D_t) < c_4, \tag{46}
$$

for every $(t, x, y) \in [0, T] \times \mathbb{R} \times \mathbb{R}^+$, $\zeta \in \mathbb{Z}$ and for some positive constants $c_1, c_2, c_3, c_4$.

**Remark 19.** In the sequel, it might be useful to specify the dynamics of $Y$ also in terms of the jump measure $m(dt, dz)$. Recalling Eqs. (6) and (14), we have

$$
dY_t = Y_t \sigma(t, Y_t) dW_1^t + \int_{\mathbb{R}} z \left( m(dt, dz) - \lambda(t, X_{t-}, Y_{t-}) \phi(t, X_{t-}, Y_{t-}, dz) dt \right). \tag{47}
$$
The stochastic factor $X$ which affects intensity and jump size distribution of $Y$ may represent the state of the economy and is not directly observable by market agents. This is a typical situation arising in real financial markets.

We model by $\mathcal{F}^Y$ the available information to investors. Since $Y$ is $\mathcal{F}^Y$ adapted, it is in particular an $(\mathbb{R}^1, \mathbb{P})$-martingale with the following decomposition:

$$Y_t = y_0 + \int_0^t Y_s \sigma(s, Y_s) dI_s + \int_0^t \int_\mathcal{R} z(\lambda dz)\sigma(s, Y_s) dI_s$$

By Eqs. (14) and (45), in this setting the first component of the innovation process $I$ defined in Eq. (16) is given by $I_t = W_t^1 + \int_0^t \frac{1}{\gamma_0(y_s, Y_s)} \int_\mathcal{R} z(\lambda dz)\phi(s, X_s, Y_s) ds$.

Suppose that we are given a European-type contingent claim whose final payoff is a square integrable $\mathcal{F}_T^Y$-measurable random variable $\xi$, that is, $\xi \in L^2(\mathcal{F}_T^Y)$ where

$$L^2(\mathcal{F}_T^Y) := \{\text{random variables } \Gamma \in \mathcal{F}_T^Y : \mathbb{E}[\Gamma^2] < \infty\}.$$  

The objective of the agent is to find the optimal hedging strategy for this derivative. Since the number of random sources exceeds the number of tradeable risky assets, the market is incomplete. It is well known that in this setting, perfect replication by self-financing strategies is not feasible. Then, we suppose that the investor intends to pursue the risk-minimization approach. Risk minimization is a quadratic hedging method that allows determining a dynamic investment strategy that replicates perfectly the claim with minimal cost. Let us properly introduce the objects of interest. We start with the following notation. For any pair of $\mathbb{F}$-adapted (respectively, $\mathbb{F}^Y$-adapted) processes $\Psi^1, \Psi^2$ we refer to $\langle \Psi^1, \Psi^2 \rangle^\mathbb{F}$ for the predictable covariation computed with respect to filtration $\mathbb{F}$ (respectively, $\langle \Psi^1, \Psi^2 \rangle^\mathbb{F}^Y$ for the predictable covariation computed with respect to filtration $\mathbb{F}^Y$). Note that

$$\langle Y \rangle^\mathbb{F}_t = \int_0^t Y_s^2 \sigma^2(s, Y_s) ds + \int_\mathcal{R} K^2(s, Y_s) \nu(d\zeta) ds$$

$$= \int_0^t \left( Y_s^2 \sigma^2(s, Y_s) + \int_\mathcal{R} z^2 \lambda(s, Y_s) \phi(s, Y_s, dz) \right) ds, \quad t \in [0, T].$$

and since $Y$ is also $\mathbb{F}^Y$ adapted, we also have

$$\langle Y \rangle^\mathbb{F}^Y_t = \int_0^t \left( Y_s^2 \sigma^2(s, Y_s) + \int_\mathcal{R} z^2 \pi_s \phi(dz) \right) ds, \quad t \in [0, T].$$

We stress that, due to the presence of a jump component, the predictable quadratic variations of $Y$ with respect to filtrations $\mathbb{F}$ and $\mathbb{F}^Y$ are different.

Now we introduce a technical definition of two spaces, $\Theta(\mathbb{F})$ and $\Theta(\mathbb{F}^Y)$
**Definition 20.** The space $\Theta(F_Y)$ (respectively, $\Theta(F)$) is the space of all $F_Y$-predictable (respectively, $F$-predictable) processes $\theta$ such that
\[
E\left[\int_0^T \theta_u^2 d\langle Y \rangle_u^F \right] < \infty \quad \text{(respectively, } E\left[\int_0^T \theta_u^2 d\langle Y \rangle_u^F \right] < \infty \text{)}.
\] (52)

We observe that for every $\theta \in \Theta(F_Y)$, thanks to $F_Y$-predictability, we have
\[
E\left[\int_0^T \theta_u^2 d\langle Y \rangle_u^F \right] = E\left[\int_0^T \theta_u^2 d\langle Y \rangle_u^F \right] < \infty,
\] (53)
which implies that $\Theta(F_Y) \subseteq \Theta(F)$.

Since we have two different levels of information represented by the filtrations $F$ and $F_Y$, we may define two classes of admissible strategies.

**Definition 21.** An $F_Y$-strategy (respectively, $F$-strategy) is a pair $\psi = (\theta, \eta)$ of stochastic processes, where $\theta$ represents the amount invested in the risky asset and $\eta$ is the amount invested in the riskless asset, such that $\theta \in \Theta(F_Y)$ (respectively, $\theta \in \Theta(F)$) and $\eta$ is $F_Y$-adapted (respectively, $F$-adapted).

This definition reflects the fact that investor’s choices should be adapted to her/his knowledge of the market. The value of a strategy $\psi = (\theta, \eta)$ is given by
\[
V_t(\psi) = \theta_t Y_t + \eta_t, \quad t \in [0, T],
\] (54)
and its cost is described by the process
\[
C_t(\psi) = V_t(\psi) - \int_0^t \theta_u dY_u, \quad t \in [0, T].
\] (55)

In other terms, the cost of a strategy is the difference between the value process and the gain process. For a self-financing strategy, the value and the gain processes coincide, up to the initial wealth $V_0$, and therefore the cost is constant and equal to $C_t = V_0$, for every $t \in [0, T]$. We continue by defining the risk process, in the partial information setting.

**Definition 22.** Given an $F_Y$-strategy (respectively, an $F$-strategy) $\psi = (\theta, \eta)$, we denote by $R_{F_Y}^\psi(t)$ (respectively, $R_F^\psi(t)$) the associated risk process defined as
\[
R_{F_Y}^\psi(t) := E\left[\left( C_T(\psi) - C_t(\psi) \right)^2 | F_Y^t \right], \quad \text{(respectively } R_F^\psi(t) := E\left[\left( C_T(\psi) - C_t(\psi) \right)^2 | F^t \right]),
\] (56)
for every $t \in [0, T]$.

Then, we have the following definition of risk-minimizing strategy under partial information.
Definition 23. An $\mathbb{F}^Y$-strategy $\psi$ is risk minimizing if

i. $V_T(\psi) = \xi,$

ii. for any other $\mathbb{F}^Y$-strategy $\tilde{\psi}$ we have $R^\mathbb{F}_T(\psi) \leq R^\mathbb{F}_T(\tilde{\psi}),$ for every $t \in [0, T].$

The corresponding definitions of risk process and risk-minimizing strategy under full information can be obtained replacing $\mathbb{F}^Y$ and $R^\mathbb{F}_T$ with $\mathbb{F}$ and $R^\mathbb{F}_T$ in Definition 23. To differentiate, when it is necessary, we use the terms $\mathbb{F}^Y$-risk-minimizing strategy or $\mathbb{F}$-risk-minimizing strategy. The criterion (ii) in Definition 23 can be also written as

$$\min_{\psi \in \Theta(\mathbb{F}^Y)} \mathbb{E}\left[ (C_T(\psi) - C_t(\psi))^2 \right], \quad t \in [0, T],$$

(57)

which intuitively means that a strategy is risk minimizing if it minimizes the variance of the cost. This equivalent definition allows to obtain a nice property of risk-minimizing strategies which turn out to be self-financing on average, that is, the cost process $C$ is a martingale and therefore has constant expectation (see, e.g., Ref. [27, Lemma 2] or [28, Lemma 2.3]).

In the sequel, we aim to characterize the optimal hedging strategy for the contingent claim $\xi$ under full and partial information, that is, the $\mathbb{F}$- and the $\mathbb{F}^Y$-risk-minimizing strategies. To this, we introduce two orthogonal decompositions known as the Galtchouk-Kunita-Watanabe decompositions under full and partial information (see, e.g., [30]). To understand better the relevance of these decompositions, we assume for a moment completeness of the market and full information. Then, it is well known that for every European-type contingent claim with final payoff $\xi,$ there exists a self-financing strategy $\psi = (\theta, \eta)$ such that

$$\xi = V_0 + \int_0^T \theta_u dY_u, \quad \mathbb{P} - \text{a.s.}$$

(58)

that is, a replicating portfolio is uniquely determined by the initial wealth and the investment in the risky asset. When the market is incomplete, decomposition Eq. (58) does not hold in general. Intuitively, this implies that we might expect additional terms in Eq. (58), and according to the risk-minimization criterion, this additional terms need to be such that the final cost does not deviate too much from the average cost, in the quadratic sense. Specifically, we have the following decomposition of the random variable $\xi$:

$$\xi = V_0 + \int_0^T \theta_u dY_u + G_T, \quad \mathbb{P} - \text{a.s.}$$

(59)

where $G_T$ is the value at time $T$ of a suitable process $G.$ The minimality criterion requires that $G$ is a martingale orthogonal to $Y.$ We refer the reader to Ref. [28] for a detailed survey. Under suitable hypothesis, the above decomposition takes the name of Galtchouk-Kunita-Watanabe decomposition.
Now we wish to be more formal, and we introduce the following definitions:

Consider a random variable $\xi \in L^2(F_Y^T)$. Since $F_Y^T \subseteq F_T$, we can define the following decompositions for $\xi$.

**Definition 24.**

a. The Galtchouk-Kunita-Watanabe decomposition of $\xi \in L^2(F_Y^T)$ with respect to $Y$ and $\mathbb{F}$ is given by

$$\xi = U_0^F + \int_0^T \theta_u^F dY_u + G_T^F \quad \text{P - a.s.,} \quad (60)$$

where $U_0^F \in L^2(F_0)$, $\theta_t^F \in \Theta(F)$ and $G^F$ is a square integrable $(\mathbb{F}, \mathbb{P})$-martingale, with $G_0^F = 0$, orthogonal to $Y$, that is, $\langle G^F, Y \rangle_t^F = 0$ for every $t \in [0, T]$.

b. The Galtchouk-Kunita-Watanabe decomposition of $\xi \in L^2(F_Y^T)$ with respect to $Y$ and $\mathbb{F}^Y$ is given by

$$\xi = U_0^{F^Y} + \int_0^T \theta_u^{F^Y} dY_u + G_T^{F^Y} \quad \text{P - a.s.,} \quad (61)$$

where $U_0^{F^Y} \in L^2(F_0^Y)$, $\theta_t^{F^Y} \in \Theta(F_Y)$ and $G^{F^Y}$ is a square integrable $(\mathbb{F}^Y, \mathbb{P})$-martingale, With $G_0^{F^Y} = 0$, strongly orthogonal to $Y$, that is, $\langle G^{F^Y}, Y \rangle_t^{F^Y} = 0$ for every $t \in [0, T]$.

In the sequel, we refer to Eqs. (60) and (61) as the Galtchouk-Kunita-Watanabe decompositions under full information and under partial information, respectively. Since $Y$ is a square integrable martingale with respect to both filtrations $\mathbb{F}$ and $\mathbb{F}^Y$, decompositions Eqs. (60) and (61) exist.

Next proposition provides a relation between the integrands $\theta^F$ and $\theta^{F^Y}$ of decompositions Eqs. (60) and (61) in terms of predictable projections. For any $(\mathbb{F}, \mathbb{P})$-predictable process $A$ of finite variation, we denote by $A^{\mathbb{P}^Y}$ its $(\mathbb{F}^Y, \mathbb{P})$-dual-predictable projection.

**Proposition 25.**

The integrands in decompositions Eqs. (60) and (61) satisfy the following relation:

$$\theta_t^{F^Y} = \frac{d \left( \int_0^t \theta_u^{F^Y} d(Y_u)^{\mathbb{P}^Y} \right)^{\mathbb{P}^Y}}{d(Y_t)^{\mathbb{P}^Y}}, \quad t \in [0, T]. \quad (62)$$

Here, $(Y)^{\mathbb{P}^Y}$ denotes the $(\mathbb{F}^Y, \mathbb{P})$-dual-predictable projection of $(Y)^{\mathbb{F}}$ and it is given by

---

1We call $(\mathbb{F}^Y, \mathbb{P})$-dual predictable projection of a process $A$ the $\mathbb{F}^Y$-predictable finite variation process $A^{\mathbb{F}^Y}$ such that for any $\mathbb{F}^Y$-predictable-bounded process $\phi$ we have

$$E \left[ \int_0^T \phi dA \right] = E \left[ \int_0^T \phi dA^{\mathbb{F}^Y} \right]$$
\[
\langle Y \rangle^{P,Y}_t = \langle Y \rangle^{F}_t = \int_0^t \sigma^2(s, Y_s) \, ds + \int_0^t \frac{1}{2} \pi_\sigma^2(\lambda \phi(dz)) \, ds, \quad t \in [0, T].
\] (63)

**Proof.** First note that the \((F^Y, P)\)-dual-predictable projection of the process \(\langle Y \rangle^F\) coincides with the predictable quadratic variation of the process \(Y\) itself, computed with respect to its internal filtration, given in Eq. (51), since for any \((F^Y, P)\)-predictable-(bounded) process \(\phi\), we have that

\[
\mathbb{E}\left[ \int_0^T \phi_u \, d\langle Y \rangle^F_u \right] = \mathbb{E}\left[ \int_0^T \phi_u \, d\langle Y \rangle^{P,Y}_u \right].
\] This proves Eq. (63).

Let

\[
\theta_t := \frac{d\left( \int_0^t \phi_u \, d\langle Y \rangle^F_u \right)^{P,Y}}{d\langle Y \rangle^{P,Y}_t}, \quad t \in [0, T].
\] (64)

By the Galtchouk-Kunita-Watanabe decomposition Eq. (60), we can write

\[
\xi = U^F_0 + \int_0^T \theta_u \, dY_u + G_T^F + \tilde{G}_T \quad P - \text{a.s.},
\] (65)

where \(\tilde{G}_t := \int_0^t (\theta_u^F - \theta_u) \, dY_u\) for every \(t \in [0, T]\). We observe that for every \(F^Y\)-predictable process \(\phi\) the following holds:

\[
\mathbb{E}\left[ \int_0^T \phi_u \theta_u \, d\langle Y \rangle^F_u \right] = \mathbb{E}\left[ \int_0^T \phi_u \theta_u \, d\langle Y \rangle^{P,Y}_u \right]
\]

\[
= \mathbb{E}\left[ \int_0^T \phi_u (\theta_u^F \, d\langle Y \rangle^F_u)^{P,Y} \right] = \mathbb{E}\left[ \int_0^T \phi_u \theta_u^F \, d\langle Y \rangle^{P,Y}_u \right].
\] (66)

By choosing \(\phi = \theta\) and applying the Cauchy-Schwarz inequality, we obtain

\[
\mathbb{E}\left[ \int_0^T (\theta_u^2)^2 \, d\langle Y \rangle^{P,Y}_u \right] \leq \mathbb{E}\left[ \int_0^T (\theta_u^F)^2 \, d\langle Y \rangle^{P,Y}_u \right] < \infty.
\] (67)

This implies that \(\theta \in \Theta(F^Y) \subseteq \Theta(F)\) and that \(\tilde{G}\) is an \((F, P)\)-martingale. Taking the conditional expectation with respect to \(F^Y_T\) in Eq. (65) leads to

\[
\xi = \mathbb{E}\left[ U^F_0 | F^Y_T \right] + \int_0^T \theta_u \, dY_u + G_T^F + \tilde{G}_T = \mathbb{E}\left[ U^F_0 | F^Y_T \right] + \int_0^T \theta_u \, dY_u + \tilde{G}_T^{F,Y} \quad P - \text{a.s.}
\] (68)

where

\[
\tilde{G}_t^{F,Y} := \mathbb{E}\left[ U^F_0 | F^Y_t \right] - \mathbb{E}\left[ U^F_0 | F^Y_0 \right] + \mathbb{E}\left[ G_T^F | F^Y_t \right] + \mathbb{E}\left[ \tilde{G}_T | F^Y_t \right], \quad t \in [0, T].
\] (69)
which provides the Galtchouk-Kunita-Watanabe decomposition Eq. (61) if we can show that
the \((\mathbb{F}^Y, \mathbb{P})\)-martingale \(\tilde{G}^{F^Y}\) is strongly orthogonal to \(Y\), that is, if for any \((\mathbb{F}^Y, \mathbb{P})\)-predictable-(bounded) process \(\phi\) the following holds:

\[
\mathbb{E}\left[ \tilde{G}^{F^Y}_T \int_0^T \phi_u \, dY_u \right] = 0.
\] (70)

Note that orthogonality of the term \(\mathbb{E}[U_0^Y | \mathcal{F}_T] - \mathbb{E}[U_0^Y | \mathcal{F}_0] + \mathbb{E}[G_T^F | \mathcal{F}_T]\) follows by the orthogonality of \(G^F\) and \(Y\). Moreover, we have

\[
\mathbb{E}\left[ \mathbb{E}[\tilde{G}_T | \mathcal{F}_Y]^T \int_0^T \phi_u \, dY_u \right] = \mathbb{E}\left[ \tilde{G}_T \int_0^T \phi_u \, dY_u \right] = \mathbb{E}\left[ \int_0^T \phi_u (\theta_u^F - \theta_u) \, d\langle Y \rangle_u \right],
\] (71)

and by Eq. (64)

\[
\mathbb{E}\left[ \int_0^T \phi_u \theta_u \, d\langle Y \rangle_u \right] = \mathbb{E}\left[ \int_0^T \phi_u \theta_u \, d\langle Y \rangle_u^F \right] = \mathbb{E}\left[ \int_0^T \phi_u \theta_u \, d\langle Y \rangle_u^F \right],
\] (72)

which proves strong orthogonality.

Theorem 26 shows the relation between the Galtchouk-Kunita-Watanabe decompositions and the optimal strategies under full and partial information.

**Theorem 26.** i. Every contingent claim \(\xi \in L^2(\mathbb{F}_T^Y, \mathbb{P})\) admits a unique \(\mathbb{F}\)-risk-minimizing strategy \(\psi^{*^F} = (\theta^{*^F}, \eta^{*^F})\), explicitly given by

\[
\theta^{*^F} = \theta^F, \quad \eta^{*^F} = V(\psi^{*^F}) - \theta^{*^F} Y,
\] (73)

where \(V_t(\psi^{*^F}) = \mathbb{E} [\xi | \mathcal{F}_t]\) for every \(t \in [0, T]\), with minimal cost

\[
C_t(\psi^{*^F}) = U_0^F + G^F_t, \quad t \in [0, T].
\] (74)

Here, \(\theta^F, U_0^F,\) and \(G^F\) are given in Definition 24 part a.

ii. Moreover, it also admits a unique \(\mathbb{F}^Y\)-risk-minimizing strategy \(\psi^{*^Y} = (\theta^{*^Y}, \eta^{*^Y})\), explicitly given by

\[
\theta^{*^Y} = \theta^Y, \quad \eta^{*^Y} = V(\psi^{*^Y}) - \theta^{*^Y} Y,
\] (75)

where \(V_t(\psi^{*^Y}) = \mathbb{E} [\xi | \mathcal{F}_t^Y]\) for every \(t \in [0, T]\), with minimal cost

\[
C_t(\psi^{*^Y}) = U_0^{F^Y} + G^F_t, \quad t \in [0, T],
\] (76)
and \( \theta^F \), \( U_0^F \) and \( G^F \) are given in Definition 24 part 2.

**Proof.** The proof of part \( i. \) is given, for example, in Ref. [28, Theorem 2.4]. For part \( ii., \) note that using the martingale representation of \( Y \) with respect to its inner filtration given in Eq. (48) and the fact that \( \xi \in L^2(\mathcal{F}_T) \), it is possible to reduce the partial information case to full information and apply again [28, Theorem 2.4].

Proposition 25 helps us in the computation of the optimal strategy under partial information. Indeed, it is sufficient to compute the corresponding strategy \( \theta^Y \) under full information and the Radon-Nikodym derivative given in Eq. (62). To get more explicit representations, we assume that the payoff of the contingent claim has the form \( \xi = H(T, Y_T) \), for some function \( H : [0, T] \times \mathbb{R}^+ \rightarrow \mathbb{R} \). Let \( \mathcal{L}^{X,Y} \) denote the Markov generator of the pair \((X, Y)\), that is

\[
\mathcal{L}^{X,Y} f(t, x, y) = \frac{\partial f}{\partial t} + b_0(t, x) \frac{\partial f}{\partial x} + b_1(t, x, y) \frac{\partial f}{\partial y} + \frac{1}{2} \sigma_0^2(t, x) \frac{\partial^2 f}{\partial x^2} + \rho y \sigma_0(t, x) \sigma(t, y) \frac{\partial^2 f}{\partial x \partial y} + \frac{1}{2} \sigma^2(t, y) \frac{\partial^2 f}{\partial y^2} + \int_Z \Delta f(t, x, y; \zeta) \nu(d\zeta)
\]

(77)

for every \( f \in C_b^{1,2,2}([0, T] \times \mathbb{R} \times \mathbb{R}^+) \), where

\[
\Delta f(t, x, y; \zeta) := f(t, x + K_0(t, x; \zeta), y(1 + K(t, x, y; \zeta))) - f(t, x, y).
\]

(78)

By the Markov property, we have that for any \( t \in [0, T] \) there exists a measurable function \( h(t, x, y) \) such that

\[
h(t, X_t, Y_t) = \mathbb{E}[H(T, Y_T)|\mathcal{F}_t].
\]

(79)

If the function \( h \) is sufficiently regular, for instance \( h \in C_b^{1,2,2}([0, T] \times \mathbb{R} \times \mathbb{R}^+) \), we can apply Itô’s formula and get that

\[
h(t, X_t, Y_t) = h(0, X_0, Y_0) + \int_0^t \mathcal{L}^{X,Y} h(s, X_s, Y_s) ds + M^h_t
\]

(80)

where \( M^h \) is the \((\mathcal{F}, \mathcal{P})\)-martingale given by

\[
dM^h_t = \int_0^t \frac{\partial h}{\partial x}(s, X_s, Y_s) \sigma_0(s, X_s) dW^0_s + \int_0^t \frac{\partial h}{\partial y}(s, X_s, Y_s) Y_s \sigma(s, Y_s) dW^1_s
\]

\[
+ \int_0^t \int_Z \Delta h(s, X_s, Y_s; \zeta) \left( N(ds, d\zeta) - \nu(d\zeta) ds \right).
\]

(81)

By Eq. (79), the process \( \{h(t, X_t, Y_t), t \in [0, T]\} \) is an \((\mathcal{F}, \mathcal{P})\)-martingale. Then, the finite variation term vanishes, which means that the function \( h \) satisfies \( \mathcal{L}^{X,Y} h(t, X_t, Y_t) = 0 \), \( \mathcal{P}\)-a.s. and for almost every \( t \in [0, T] \). The next proposition provides the risk-minimizing strategy under partial information.
Proposition 27. Assume $h \in C^1_b([0, T] \times \mathbb{R} \times \mathbb{R}^+)$. Then the first components $\theta^x, F$ and $\theta^y, FY$ of the risk-minimizing strategies under full and partial information are given by

$$\theta^x, F_t = \frac{g(t, X_t, Y_t)}{Y^2_{t-} \sigma^2(t, Y_{t-}) + \int_{\mathbb{R}} z^2 \lambda(t, X_{t-}, Y_{t-}) \phi(t, X_{t-}, Y_{t-}, dz)}, \quad t \in [0, T]$$

$$\theta^y, FY_t = \frac{\pi_{t-}(g)}{Y^2_{t-} \sigma(t, Y_{t-}) + \int_{\mathbb{R}} z^2 \pi_{t-}(\lambda \phi(dz))}, \quad t \in [0, T]$$

respectively, where the function $g(t, x, y)$ is

$$g(t, x, y) = \rho \sigma_0(t, x) y \sigma(t, y) \frac{\partial h}{\partial x} + y^2 \sigma^2(t, y) \frac{\partial h}{\partial y} + \int_Z y K(t, x, y; \zeta) \Delta h(t, x, y; \zeta) \nu(d\zeta).$$

Proof. Consider decomposition Eq. (60) for $\xi = H(T, Y_T)$. Then, conditioning on $\mathcal{F}_t$ we get

$$h(t, X_t, Y_t) = U_0 + \int_0^t \theta^x, F_s dY_s + C^F_t.$$

Taking the covariation with respect to $Y$ and $\mathcal{F}$, we obtain

$$\langle h(\cdot, X, Y), Y \rangle^\mathcal{F}_t = \int_0^t \theta^x, F_s d\langle Y \rangle^\mathcal{F}_s.$$

On the other hand, $h(t, X_t, Y_t) = M^\mathcal{F}_t$, then taking Eqs. (81) and (44) into account we get that

$$\langle h(\cdot, X, Y), Y \rangle^\mathcal{F}_t = \int_0^t g(s, X_s, Y_s) ds,$$

where $g(t, x, y)$ is given in Eq. (84). Hence, by Eqs. (50) and (87), we may represent $\theta^x, F$ as

$$\theta^x, F_t = \frac{d\langle h(\cdot, X, Y), Y \rangle^\mathcal{F}_t}{d\langle Y \rangle^\mathcal{F}_t} = \frac{g(t, X_{t-}, Y_{t-})}{Y^2_{t-} \sigma^2(t, Y_{t-}) + \int_{\mathbb{R}} z^2 \lambda(t, X_{t-}, Y_{t-}) \phi(t, X_{t-}, Y_{t-}, dz)}, \quad t \in [0, T]$$

Note that by Eq. (51) and

$$\left( \int_0^t \theta^x, F_s d\langle Y \rangle^\mathcal{F}_s \right)^\mathcal{P} = \left( \int_0^t g(s, X_s, Y_s) ds \right)^\mathcal{P} = \int_0^t \pi_s(g) ds,$$

applying Eq. (62) we get representation Eq. (83).

Our ultimate objective in this section is to investigate on the relation between costs of the $\mathcal{F}$-optimal strategy and the $\mathcal{F}^Y$-optimal strategy, or equivalently the associated risk processes.
It clearly holds that $\theta^{n,F}_T \in \Theta(F)$, and then the $F^\gamma$-risk-minimizing strategy is also an $F$-strategy. Considering the corresponding risks, we have

$$
\mathbb{E}\left[\left( C_T(\psi^{n,F}_T) - C_1(\psi^{n,F}_T) \right)^2 \big| F_T \right] = \mathbb{E}\left[\left( C_T(\psi^{n,F}_T) - C_1(\psi^{n,F}_T) \right)^2 \big| F_1 \right]
$$

and then $\mathbb{E}[R^F_t(\psi^{n,F}_T)] \leq \mathbb{E}[R^\gamma_t(\psi^{n,F}_T)]$, for every $t \in [0, T]$. In the remaining part of the paper, we assume that $F^\gamma_0 = F_0 = \{\Omega, \emptyset\}$, and we wish to measure the difference in the total risk taken by an informed investor, endowed with a filtration $F$, and a partially informed investor, whose information is described by $F^\gamma$. Precisely, we compute the difference $R^\gamma_0(\psi^{n,F}_T) - R^F_0(\psi^{n,F}_T)$. By decompositions Eqs. (60) and (61), we have that $C_T(\psi^{n,F}_T) - C_0(\psi^{n,F}_T) = G^F_T$ and also

$$
G^\gamma_T = U^F_0 - U^\gamma_0 + \int_0^T (\theta^\gamma_T - \theta^F_T) dY_T + G^F_T,
$$

since $F^\gamma_0 = F_0 = \{\Omega, \emptyset\}$, $U^F_0 = U^\gamma_0$. Then computing the square of $G^\gamma_T$ and taking the expectation we get

$$
\mathbb{E}\left[ (G^\gamma_T)^2 \right] = \mathbb{E}\left[ (G^F_T)^2 \right] + \mathbb{E}\left[ \left( \int_0^T (\theta^\gamma_T - \theta^F_T) dY_T \right)^2 \right] + 2\mathbb{E}\left[ G^F_T \int_0^T (\theta^\gamma_T - \theta^F_T) dY_T \right].
$$

It follows from Itô isometry and the fact that $G^F$ is orthogonal to $Y$, that

$$
\mathbb{E}\left[ (G^\gamma_T)^2 \right] = \mathbb{E}\left[ (G^F_T)^2 \right] + \mathbb{E}\left[ \int_0^T (\theta^\gamma_T - \theta^F_T)^2 d\langle Y \rangle_T \right].
$$

Then the difference that we want to evaluate becomes

$$
R^\gamma_0(\psi^{n,F}_T) - R^F_0(\psi^{n,F}_T) = \mathbb{E}\left[ (G^\gamma_T)^2 \right] - \mathbb{E}\left[ (G^F_T)^2 \right] = \mathbb{E}\left[ \int_0^T (\theta^\gamma_T - \theta^F_T)^2 d\langle Y \rangle_T \right] - 2\mathbb{E}\left[ \int_0^T \theta^\gamma_T \theta^F_T d\langle Y \rangle_T \right].
$$

Using Eq. (62) and the definition of $F^\gamma$-dual-predictable projections, we have that

$$
\mathbb{E}\left[ \int_0^T \theta^\gamma_T \theta^F_T d\langle Y \rangle_T \right] = \mathbb{E}\left[ \int_0^T (\theta^\gamma_T)^2 d\langle Y \rangle_T^\gamma \right] = \mathbb{E}\left[ \int_0^T (\theta^\gamma_T)^2 d\langle Y \rangle_T^\gamma \right],
$$

which implies
\[ R_{0}^{\psi Y}(\psi^*, \mathcal{F}) - R_{0}^{\psi^*}(\psi^*, \mathcal{F}) = \mathbb{E} \left[ \int_{0}^{T} (\theta_{t}^{*} - \theta_{t})^2 \, dY_{t} \right] - \mathbb{E} \left[ \int_{0}^{T} (\theta_{t}^{* - Y})^2 \, dY_{t} \right]. \]  

(96)

Plugging in the expressions for the optimal strategies given in Eqs. (82) and (83), respectively, and denoting \( \Sigma(t, X_{t}, Y_{t}) := Y_{t}^2 \left( \sigma^2(t, Y_{t}) + \int_{Z} Z^2 \lambda(t, X_{t}, Y_{t}, Y_{t}, dz) \right) \), we have

\[ R_{0}^{\psi Y}(\psi^*, \mathcal{F}) - R_{0}^{\psi^*}(\psi^*, \mathcal{F}) = \mathbb{E} \left[ \int_{0}^{T} \left( \frac{g^2(t, X_{t}, Y_{t})}{\Sigma(t, X_{t}, Y_{t})} - \frac{\pi^2_t(g)}{\pi_t(\Sigma)} \right) \, dt \right] \]

\[ \leq C \mathbb{E} \left[ \int_{0}^{T} \left( g^2(t, X_{t}, Y_{t}) - \pi^2_t(g) \right) \, dt \right] = C \mathbb{E} \left[ \int_{0}^{T} \left( g(t, X_{t}, Y_{t}) - \pi_t(g) \right)^2 \, dt \right] \]

(97)

for some \( C > 0 \), where the inequality follows by Assumption 18, and in the last equality, we used \( \mathbb{E} \left[ \int_{0}^{T} 2g(t, X_{t}, S_{t}) \pi_t(g) \, dt \right] = \mathbb{E} \left[ \int_{0}^{T} 2\pi_t(g)^2 \, dt \right] \).

We can conclude by saying that we found an upper bound for the expected difference between the total risks taken by an informed investor and a partially informed one which is directly proportional to the mean-squared error between the process \( \{g(t, X_{t}, S_{t}), t \in [0, T]\} \) and its filtered estimate \( \pi(g) = \{\pi_t(g), \, t \in [0, T]\} \).
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