EXISTENCE OF THE STATIONARY NAVIER-STOKES FLOW IN $\mathbb{R}^2$
AROUND A RADIAL FLOW

YASUNORI MAEKAWA\textsuperscript{1} AND HIROYUKI TSURUMI\textsuperscript{2}

Abstract. We consider the stationary Navier-Stokes equations on the whole plane $\mathbb{R}^2$. We show that for a given small and smooth external force around a radial flow, there exists a classical solution decaying like $|x|^{-1}$. In our result, it is not necessary to impose any symmetric conditions on external forces.

1. Introduction

We consider the two-dimensional stationary Navier-Stokes equations

\begin{equation}
\begin{aligned}
-\Delta u + u \cdot \nabla u + \nabla p &= F, \quad x \in \mathbb{R}^2, \\
\nabla \cdot u &= 0, \quad x \in \mathbb{R}^2.
\end{aligned}
\end{equation}

Here $u = (u_1(x), u_2(x))$ and $p = p(x)$ denote the unknown velocity vector and the unknown pressure of the fluid at the point $x = (x_1, x_2) \in \mathbb{R}^2$, respectively, while $F = (F_1(x), F_2(x))$ is the given external force. Here $u \cdot \nabla u := \sum_{j=1,2} u_j \partial_{x_j} u$.

For three or higher dimension case, the system (1.1) have been studied well. For instance, Leray \cite{18} and Ladyzhenskaya \cite{17} showed the existence of strong solutions to (1.1), and Heywood \cite{10} constructed solutions of (1.1) as a limit of solutions of the non-stationary Navier-Stokes equations. Later on, various researchers have found scaling invariant spaces of $F$ guaranteeing the existence of solutions in $\mathbb{R}^3$, such as Chen \cite{2} in the Lebesgue space, Kozono-Yamazaki \cite{15} in the Morrey space, and Kaneko-Kozono-Shimizu \cite{16} in the Besov space. These theories, however, cannot be applied for the two dimension case, since it is hard to estimate the advection term $u \cdot \nabla u$ in scaling invariant function spaces. Hence, until now, the two dimension case has been considered independently of higher dimension ones.

Actually, in two dimensional exterior domains, the system (1.1) has been investigated for many years. Classically, Finn-Smith \cite{3} considered a solution $u$ to (1.1) with $F = 0$, which satisfies $u(x) \to v$ as $|x| \to \infty$ with some constant vector $v \neq 0$. Then Amick \cite{11} showed the existence of solutions for given external forces when an exterior domain is invariant under the transformation $(x_1, x_2) \mapsto (-x_1, x_2)$, and this work was later generalized by Pileckas-Russo \cite{21} for example. For such solutions, Galdi-Sohr \cite{4} and \cite{21} precisely investigated the regularity and asymptotic behavior under some symmetric conditions on $F$. After that, Yamazaki \cite{23} showed the existence of strong and weak solutions for every $F = \nabla \cdot \tilde{F}$ with $\tilde{F} \in (L^2(\Omega))^4$ on an exterior domain $\Omega$ which is invariant under some symmetric group action. Especially in the exterior of the disk, Hillairet-Wittwer \cite{14} constructed stationary
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solutions around the radial and rotational flow $\mu x^2/|x|^2$ with a sufficiently large constant $\mu$. The flow $\mu x^2/|x|^2$ is the well-known exact solution decaying in the scale-critical order $O(|x|^{-1})$ under the zero flux condition, and the key observation in [14] is that the vorticity transport by the flow $\mu x^2/|x|^2$ leads to the essential change of the decay structure for the fundamental solution of its linearization. The largeness condition of $\mu$ plays a key role here, and in particular, it is not known in general whether or not the stationary solution exists when $\mu$ is not large. We note that the stability of $\mu x^2/|x|^2$ for small perturbations was proved by M. [19] when $|\mu|$ is small enough; see also Higaki [11] for the generalization of this stability result. Recently, Higaki-M.-Nakahara [13, 12] showed the existence and uniqueness of stationary solutions around a rotating obstacle with small external forces and low speed of rotation, and later on, Gallagher-Higaki-M. [6] generalized it with high speed.

On the other hand, on the whole plane $\mathbb{R}^2$, Yamazaki [22] showed the existence of small solutions to (1.1) in the weak $L^2$ space when given external forces decay sufficiently and have some symmetric properties, such as $f_1(x_2, x_1) = f_2(x_1, x_2)$ for example. Galdi-Yamazaki [5] later showed the stability of the above solutions more precisely. For its uniqueness, Nakatsuka [20] constructed more general theory. Recently, Guillod [7] showed the existence of a pair $(u, F)$ solving (1.1), where $F$ is dependent on $u$ and is constructed around an arbitrarily given small function $k$ having zero integral and decaying faster than $|x|^{-3}$. Moreover, Guillod-Wittwer [9] found solutions to (1.1) which is scaling invariant with respect to a rotation conversion.

This paper contributes to the open problem related to [14], in the sense that at least in the $\mathbb{R}^2$ setting, rather than the exterior problem, we show that the stationary solution behaves like $\mu x^2/|x|^2$ for $|x| \gg 1$ is constructed for small but nonzero $\mu$ for a suitable class of the external forces. Let us suppose that a external force $F$ is divergence-free and can be expressed as $F = \nabla \perp \phi := (\partial_{x_2} \phi, -\partial_{x_1} \phi)$ with some flow $\phi$. Actually, by the Helmholtz decomposition, we can write $F$ as a sum of the rotation-free term and divergence-free one. Then the curl-free term is absorbed in the pressure term $\nabla p$, and the divergence-free one is written as $\nabla \perp \phi$ if $F$ decays sufficiently. Under such a situation, we will show that for every small compact supported radial flow $\phi_*$ having non-zero integral and its smaller perturbation $\varphi$ decaying faster than $|x|^{-2}$, there exist solutions $(u, p)$ of (1.1) for $F = \nabla \perp (\phi_* + \varphi)$. This decay condition implies

$$\int_{\mathbb{R}^2} F(x) dx = 0,$$

which means that the source term $F$ provides no net force. Here we should note that Guillod-Wittwer [8] showed more complicated behavior of a solution in the far-field when $F$ provides non-zero net force. In our result, we also impose the smoothness of $\phi_*$ and $\varphi$, so that we may obtain $u$ as a classical solution in $C^2(\mathbb{R}^2; \mathbb{R})$.

The standard approach to (1.1) is to analyze the vorticity-streamfunction system as below, which is equivalent with (1.1) in a suitable functional framework.

\begin{align*}
(1.2) \\
\Delta \psi = -\omega, \\
\Delta \omega = \nabla \times (\nabla \perp \psi \cdot \nabla (\nabla \perp \psi)) + \Delta \phi, \quad x \in \mathbb{R}^2.
\end{align*}

Here $\psi = \psi(x)$ is the stream function, which generates the divergence-free flow as $u = \nabla \perp \psi$, while $\omega := \nabla \times u := \partial_{x_1} u_2 - \partial_{x_2} u_1$ is the vorticity field. In addition, we convert
orthogonal coordinates \((x_1, x_2)\) to polar ones \((r, \theta)\), and consider the Fourier series \(\psi(r, \theta) = \sum_{n \in \mathbb{Z}} \psi_n(r)e^{in\theta}\) and \(\omega(r, \theta) = \sum_{n \in \mathbb{Z}} \omega_n(r)e^{in\theta}\) with respect to the angular valuable \(\theta\). Then (1.2) is expressed as the system of ordinary differential equations of \(\{\psi_n\}_{n \in \mathbb{Z}}\) and \(\{\omega_n\}_{n \in \mathbb{Z}}\) with the radius valuable \(r\). For this method, we especially refer to Hillairet-Wittwer [4].

This paper is organized as follows. In the next section, we will define the Fourier modes of vector fields on polar coordinates and some important function spaces of them, and we will state our main theorem. In the third section, we will first state the policy of the proof, and then we show some required propositions.

2. Main result

We will analyze the equations in the polar coordinates. Actually, some key structures are found by decomposing the system (1.2) into the Fourier mode with respect to the angular valuable. For later use, let us introduce the Fourier series, as

\[
f(r \cos \theta, r \sin \theta) = \sum_{n \in \mathbb{Z}} f_n(r)e^{in\theta}, \quad (r, \theta) \in [0, \infty) \times [0, 2\pi),
\]

where \(f_n\) denotes the \(n\)-mode of \(f\) defined by

\[
f_n(r) = \frac{1}{2\pi} \int_0^{2\pi} f(r \cos \theta, r \sin \theta)e^{-in\theta} d\theta, \quad 0 \leq r < \infty.
\]

In what follows, we write \(\hat{f} = (f_n)_{n \in \mathbb{Z}}\) and \(\tilde{f} = (f_n)_{n \in \mathbb{Z} \setminus \{0\}}\) for the Fourier mode of \(f\). We now introduce the following function spaces for the Fourier mode. For simplicity, we write continuous and smooth function spaces as

\[
C^m := C^m([0, \infty); \mathbb{C}), \quad \hat{C}^m := (C^m)^\mathbb{Z}, \quad \tilde{C}^m := (C^m)^\mathbb{Z}\setminus\{0\}
\]

for \(m \in \mathbb{N} \cup \{0\}\). Let \(\alpha > 0\) and \(\kappa > 1\). For a function \(f \in C^l\), define the weight function \(\mathcal{M}^l_{n;\alpha,\kappa}[f]\) as

\[
\mathcal{M}^l_{n;\alpha,\kappa}[f](r) := (1 + r)^{\alpha+l}(1 + |n|)^{\kappa-l} |\partial^l_r f(r)|, \quad n \in \mathbb{Z}, \quad l \in \mathbb{N} \cup \{0\}, \quad l < \kappa.
\]

We note here that \(\alpha\) counts the decay in \(r\) and \(\kappa\) the decay in \(n\). In addition, the order \(l\) of derivative makes the decay in \(r\) faster and the decay in \(n\) slower. In this paper, we applied this weight \(\mathcal{M}^l_{n;\alpha,\kappa}\) for the Fourier mode \(f_n\) with the same \(n \in \mathbb{Z}\), so that in what follows, we use the abbreviation as

\[
\mathcal{M}^l_{\alpha,\kappa}[f_n](r) := \mathcal{M}^l_{n;\alpha,\kappa}[f_n](r).
\]

In association with this weight function, we define some norms and spaces as follows. As for spaces of the vorticity and external force, we define the norm

\[
\|\hat{f}\|_{\alpha,\kappa}^m := \sum_{l=0}^m \sup_{n \in \mathbb{Z}} \sup_{r \geq 0} \mathcal{M}^l_{n;\alpha,\kappa}[f_n](r), \quad \hat{f} \in \hat{C}^m, \quad m \in \mathbb{N} \cup \{0\}, \quad m < \kappa
\]

and set

\[
\mathcal{U}^m_{\alpha,\kappa} := \left\{ \hat{f} \in \hat{C}^m; \quad \|\hat{f}\|_{\alpha,\kappa}^m < \infty, \quad f_{-n} = \int_n^{-1} \forall n \in \mathbb{Z}, \quad f_{nn}(0) = 0 \forall n' \in \mathbb{Z}\setminus\{0\} \right\}.
\]
Here $\overline{f}$ denotes the complex conjugate of $f$. Actually, for each component $\hat{f} \in \mathcal{U}_{\alpha,\kappa}^m$, we see for large $r$ that
\[
|\partial_r^l f_n(r)| \leq C(1 + r)^{-\alpha - l}, \quad \forall n \in \mathbb{Z}, \; 0 \leq l \leq m,
\]
while for small $r$ that
\[
|f_n(r)| \leq Cr, \quad \forall n \in \mathbb{Z}\backslash\{0\}.
\]

On the other hand, as a space of stream functions, we set
\[
\mathcal{V}_{\alpha,\kappa}^m := \{ \hat{f} = (f_0, \hat{f}) \in \mathcal{V}_{\alpha,\kappa}^m \times \hat{\mathcal{V}}_{\alpha,\kappa}^m : \|\hat{f}\|_{\mathcal{U}_{\alpha,\kappa}^m} := \|f_0\|_{\mathcal{V}_{\alpha,\kappa}^m} + \|\hat{f}\|_{\hat{\mathcal{V}}_{\alpha,\kappa}^m} < \infty \},
\]
where
\[
\mathcal{V}_{\alpha,\kappa}^m := \left\{ f_0 \in C^m ; \|f_0\|_{\mathcal{V}_{\alpha,\kappa}^m} := \sum_{l=0}^{m} \sup_{r \geq 0} M_{l,0}^0[f_0](r) < \infty, \; f_0 = \overline{f_0} \right\},
\]
\[
\hat{\mathcal{V}}_{\alpha,\kappa}^m := \left\{ \hat{f} \in \hat{C}^m ; \|\hat{f}\|_{\hat{\mathcal{V}}_{\alpha,\kappa}^m} := \sum_{l=0}^{m} \sup_{\nu \in E(z_0,0)} \sup_{r \geq 0} M_{l,0}^0[f_n](r) < \infty, \; f = \overline{f} \quad \forall n \in \mathbb{Z} \right\}.
\]

We note that as for $\hat{f} \in \mathcal{V}_{\alpha,\kappa}^m$, we do not consider the zero mode $f_0$ itself, but consider its differential. In addition, each differential $\partial_r^l f_0$ decays as $|\partial_r^l f_0(r)| \lesssim (1 + r)^{-\alpha - l}$, while that of non-zero mode $\partial_r^l f_n$ decays as $|\partial_r^l f_n(r)| \lesssim (1 + r)^{-\alpha - l}$.

We easily see that the above $\mathcal{U}_{\alpha,\kappa}^m$ is a Banach space with its norm. Moreover, there hold the embeddings $\mathcal{U}_{\alpha,\kappa}^m \subset \mathcal{U}_{\alpha',\kappa'}^{m'}$ and $\mathcal{V}_{\alpha,\kappa}^m \subset \mathcal{V}_{\alpha',\kappa'}^{m'}$ for every $0 < \alpha' \leq \alpha$, $1 < \kappa' \leq \kappa$, and $1 \leq m' \leq m$ with the estimates
\[
\|\hat{f}\|_{\mathcal{U}_{\alpha',\kappa'}^{m'}} \leq \|\hat{f}\|_{\mathcal{U}_{\alpha,\kappa}^m}, \quad \|\hat{f}\|_{\mathcal{V}_{\alpha',\kappa'}^{m'}} \leq \|\hat{f}\|_{\mathcal{V}_{\alpha,\kappa}^m}.
\]

Our main result now reads:

**Theorem 2.1.** There exists a constant $\delta > 0$ such that the following statement holds.

Let $\phi_* \in C^2_c(\mathbb{R}^2; \mathbb{R})$ be a radial function expressed as $\phi_*(r) \in C^2_c([0, \infty); \mathbb{R})$ in polar coordinates $(r, \theta)$, and let $R_* \geq 1$ be such that supp($\phi_* \subset [0, R_*]$). Moreover, define
\[
\mu_* := \int_0^{R_*} s \phi_*(s) ds, \quad \rho_* := \sqrt{2} \left[ \left\{ 1 + \left( \frac{\mu_*}{2} \right)^2 \right\}^{\frac{1}{2}} + 1 \right]^{-\frac{1}{2}} - 2,
\]
\[
\nu_* := \sup_{0 \leq r \leq R_*} \left| \int_0^r s \phi_*(s) ds \right| + \sup_{0 \leq r \leq R_*} (1 + r)^2 |\phi_*(r)| + \sup_{0 \leq r \leq R_*} (1 + r)^2 |\partial_r \phi_*(r)|,
\]
and suppose that
\[
(2.1) \quad \mu_* \neq 0, \quad R_*^\alpha \nu_* < \delta.
\]

Then for every $0 < \alpha < \min\{1/2, \rho_* \}$, there exists a constant $\varepsilon = \varepsilon(R_*^\alpha, \alpha) > 0$ such that for every $\varphi \in C^2(\mathbb{R}^2; \mathbb{R})$ whose Fourier mode satisfies $\|\hat{\varphi}\|_{U_{\alpha,\kappa}^{m+2,\kappa+2}} < \varepsilon$ for some $\kappa > 1$, there exists a solution $u \in C^2(\mathbb{R}^2; \mathbb{R})$ of (1.1) for an external force $F = \nabla^\perp(\phi_* + \varphi)$ having the decay property
\[
(2.2) \quad \sup_{r \geq 0} \sup_{0 \leq \theta < 2\pi} (1 + r)^{1+\alpha} \left| u(r, \theta) - \left( \frac{1}{r} \int_0^r s(\phi_* + \varphi_0)(s) ds \right) e_\theta \right| < \infty,
\]
where $\varphi_0$ denotes the Fourier zero-mode of $\varphi$, and $e_\theta := (-\sin \theta, \cos \theta)$ denotes the basis for the direction of increasing angle in polar coordinates.
Here we remark that $\mu_*^*$ is also written as $(2\pi)^{-1}\int_{\mathbb{R}^2}\phi_*(x)dx$. On the other hand, $\rho_* = \Re[(4 + 2i\mu_*)^{1/2}] - 2$ ($\Re[z]$ denotes the real part of $z$) appears in the partial linearization of the system regarding to the Fourier $\pm 2$ modes. The asymptotic estimate (2.2) implies that the solution $u$ behaves like the radial and rotational flow $cx^\perp/|x|^2$ with some $c \in \mathbb{R}$ that decays in the scale-critical order $O(|x|^{-1})$. From the proof we know that the constant $c$ is small but nonzero. Hence our result is contrasting to [14], where the constant $c$ must be large enough in the case of the exterior disk. The key observation in the proof of Theorem 2.1 is that the system (1.2) has two opposite aspects; the one is related to the analysis in the Fourier $\pm 2$ modes with respect to the angular variable $\theta$, where one needs to use the effect of the vorticity transport by the flow $\mu_* x^\perp/|x|^2$ as in [14] to avoid the appearance of the logarithmic loss from the scale-critical decay pointed out by Guillod [7, Section 3]. The other is related to the Fourier $\pm 1$ modes, where we find the key cancellation property in the nonlinear term $\nabla \times (u \cdot \nabla u)$ that seems to be available only by regarding the linearized term around $\mu_* x^\perp/|x|^2$ as the perturbation. Hence, we build up the iteration scheme by taking this observation into account, that is, the transport term by the flow $\mu_* x^\perp/|x|^2$ is incorporated as the principal term for the Fourier $\pm 2$ modes, while this term is handled as the perturbation for the other Fourier modes and we use the smallness of $\mu_*$ and the cancellation property in the Fourier $\pm 1$ modes. The smallness condition of (2.1) is then needed to close the linear estimate. Another advantage of our result is that there is no restriction on $\phi$ regarding to its structure such as symmetry, while the previous studies [5, 20, 22, 23] require such structural assumptions.

3. Proof

3.1. Outline. We now fix $\phi_* \in C^2([0, \infty); \mathbb{R})$ satisfying $\text{supp}(\phi_*) \subset [0, R_*]$ and $\mu_* \neq 0$. Since $\rho_* < \mu_* < \nu_*$, and since the smallness condition in (2.1) should be satisfied, we assume that $0 < \rho_* < 1$ in what follows.

In terms of the polar coordinates, the vorticity-streamfunction system (1.2) is expressed as

\begin{equation}
\left\{
\begin{array}{ll}
\Delta_{r,\theta}\psi = -\omega, & (r, \theta) \in [0, \infty) \times [0, 2\pi), \\
\Delta_{r,\theta}\omega = G + \Delta_{r,\theta}\phi, & (r, \theta) \in [0, \infty) \times [0, 2\pi).
\end{array}
\right.
\end{equation}

Here $\Delta_{r,\theta} := \partial_r^2 + (1/r)\partial_r + (1/r^2)\partial_{\theta}^2$ denotes the Laplacian in the polar coordinates, and

\begin{equation}
G := -\frac{1}{r^2}\partial_r(r\partial_r D + \partial_\theta E) + \frac{1}{r^3}(1 + \partial_\theta^2)D,
\end{equation}

where

$$D := \partial_r \psi \partial_\theta \psi, \quad E := \frac{(\partial_\theta \psi)^2}{r} - r(\partial_r \psi)^2.$$ 

On the other hand, since

$$\nabla \times (\nabla^\perp \psi \cdot \nabla (\nabla^\perp \psi)) = \nabla^\perp \psi \cdot \nabla \omega$$

by $\nabla \cdot \nabla^\perp \psi = 0$, we also see that

\begin{equation}
G = \frac{1}{r}(\partial_\theta \psi \partial_r \omega - \partial_r \psi \partial_\theta \omega).
\end{equation}
Since $\phi_*$ depends only on $r$, we see that
\[
(\psi, \omega) = (\psi_*(r), \omega_*(r)) := \left( -\int_0^r \frac{1}{s} \int_0^s t \phi_*(t) dt ds, \phantom{xxx} \phi_*(r) \right)
\]
are exact classical solutions of (3.1) for $\psi = \phi_*$. Therefore, for given small $\varphi \in C^2(\mathbb{R}^2; \mathbb{R})$, we aim to construct solutions of (3.1) for $\phi = \phi_* + \varphi$ such as
\[
\left\{ \begin{array}{l}
\psi(r, \theta) = \psi_*(r) + \gamma(r, \theta) = \psi_*(r) + \sum_{n \in \mathbb{Z}} \gamma_n(r) e^{in\theta}, \\
\omega(r, \theta) = \omega_*(r) + w(r, \theta) = \omega_*(r) + \sum_{n \in \mathbb{Z}} w_n(r) e^{in\theta},
\end{array} \right.
\]
where $(\gamma, w)$ denote the perturbations and $(\hat{\gamma}, \hat{w}) = ((\gamma_n)_{n \in \mathbb{Z}}, (w_n)_{n \in \mathbb{Z}})$ are those Fourier modes. Now let us suppose that $(\psi, \omega)$ in (3.4) are smooth enough and really solutions of (3.1) for the moment. Since $\Delta_{r, \theta} \psi_* = -\omega_*$ and $\Delta_{r, \theta} \omega_* = \Delta_{r, \theta} \phi_*$, the perturbations $(\hat{\gamma}, \hat{w})$ should satisfy the following system.
\[
\left\{ \begin{array}{l}
\Delta_{r, \theta} \gamma_n = -w_n, \quad n \in \mathbb{Z}, \ r \geq 0, \\
\Delta_{r, \theta} w_n = G^*_n + \Delta_{r, \theta} \varphi_n, \quad n \in \mathbb{Z}, \ r \geq 0.
\end{array} \right.
\]
Here $\hat{\varphi} = (\varphi_n)_{n \in \mathbb{Z}}$ denotes the Fourier mode of $\varphi$, $\Delta_{r, \theta} := \partial^2_r + (1/r) \partial_r - (n^2/r^2) I$, and
\[
G^*_n = G_n(\psi_*, \gamma) := -\frac{1}{r^2} \partial_r (r \partial_r D_n(\psi_*, \hat{\gamma}) + in E_n(\psi_*, \hat{\gamma})) + \frac{1}{r^2} (1 - n^2) D_n(\psi_*, \hat{\gamma})
\]
is the Fourier mode of $G$ associated with (3.2), where
\[
D_n(\psi_*, \gamma) := i \sum_{k+l=0} k \gamma_k \partial_r \gamma_l + in \gamma_l \partial_r \psi_* , \quad n \in \mathbb{Z},
\]
\[
E_n(\psi_*, \gamma) := -\frac{1}{r} \sum_{k+l=0} kl \gamma_k \gamma_l - r \sum_{k+l=0} \partial_r \gamma_k \partial_r \gamma_l - 2r \partial_r \gamma_l \partial_r \psi_* , \quad n \in \mathbb{Z}\setminus\{0\}.
\]
On the other hand, in the notation of (3.3), $G^*_n$ is also expressed as
\[
G^*_n = H_n(\psi_*, \omega_*, \hat{\gamma}, \hat{w}) := \frac{i}{r} \sum_{k+l=0} (k \gamma_k \partial_r w_l - lw_l \partial_r \gamma_k) + \frac{in \partial_r \omega_*}{r} \gamma_n - \frac{in \partial_r \psi_*}{r} w_n.
\]
Since $f(r) = e^{\pm |n|}$ are fundamental solutions of the ordinary equation $\Delta_{r, \theta} f = 0$ for each $n \in \mathbb{Z}\setminus\{0\}$, $(\hat{\gamma}, \hat{w})$ satisfying the system (3.5) are expressed as
\[
\gamma_n(r) = \left\{ \begin{array}{l}
\frac{\gamma^\infty_n[w_n](r)}{1} + \frac{\gamma^0_n[w_n](r)}{1}, \quad r \geq 0, \ n \in \mathbb{Z}\setminus\{0\}, \\
-\int_0^r \frac{1}{s} \int_0^s t w_0(t) dt ds, \quad r \geq 0, \ n = 0,
\end{array} \right.
\]
\[
\omega_n(r) = \left\{ \begin{array}{l}
-\frac{\omega^\infty_n[G^*_n](r)}{1} + \frac{\omega^0_n[G^*_n](r)}{1} + \varphi_n(r), \quad r \geq 0, \ n \in \mathbb{Z}\setminus\{0\}, \\
-\int_r^\infty \frac{1}{s} \int_0^s t G^*_0(t) dt ds + \varphi_0(r), \quad r \geq 0, \ n = 0.
\end{array} \right.
\]
Here we define integrals $I^T_T$ and $J^T_T$ as
\[
I^T_T[f](r) := \frac{\nu^z}{2z} \int_r^T s^{1-z} f(s) ds, \quad z \in \mathbb{C}\setminus\{0\}, \ 0 \leq r \leq T \ (0 \leq r < \infty \text{ if } T = \infty),
\]
\[
J^T_T[f](r) := \frac{1}{2z r^z} \int_r^T s^{1+z} f(s) ds, \quad z \in \mathbb{C}\setminus\{0\}, \ t \leq r < \infty.
\]
We will mainly analyze the expressions (3.10) and (3.11) with $G^0_n$ of the expression (3.6), while we will apply (3.9) to confirm the non-singularity at $r = 0$. It should be emphasized here that the expression (3.6) reveals the key cancellation for $|n| = 1$ in achieving the desired spatial decay, which is difficult to see if one uses only (3.9). However, there exists a problem in analysis of (3.11) when $|n| = 2$. Indeed, it is difficult to derive the decay property $\lim_{r \to \infty} (1 + r)^2 |w_{\pm 2}(r)| = 0$ from the expression (3.11). Therefore, in order to solve such a problem for $n = \pm 2$, we utilize the effect of $\phi_r$ as follows. Since

$$\partial_r \omega_s(r) = \partial_r \phi_s(r) \equiv 0, \quad \partial_r \psi_s(r) = -\frac{1}{r} \int_0^r s \phi_s(s) ds = -\frac{\mu_s}{r}$$

for every $r \geq R_s$, we can rewrite the system (3.3) locally as

$$\begin{cases}
\Delta_{r,n} \gamma_n = -w_n, & n \in \mathbb{Z}, r > R_s, \\
\Delta_{r,\zeta_n} w_n = G^0_n + \Delta_{r,n} \varphi_n, & n \in \mathbb{Z}, r > R_s,
\end{cases}$$

where $\zeta_n := (n^2 + \imath n \mu_n)\frac{1}{2}$, $\Delta_{r,\zeta_n} := \partial_r^2 + (1/r) \partial_r - (\zeta_n^2/r^2) \text{Id}$, and

$$G^0_n := G_n(0, \gamma, \varphi, \omega).$$

Then using the fundamental solutions $f(r) = r^{\pm \zeta_n}$ for $\Delta_{r,\zeta_n} f = 0$, we have the other expression of $w_n$ such that

$$w_n(r) = -I_n^{R_s} [G^0_n + \Delta_{r,n} \varphi_n](r) - J_n^{R_s} [G^0_n + \Delta_{r,n} \varphi_n](r), \quad r > R_s, \quad n \in \mathbb{Z} \setminus \{0\}.$$  \hspace{1cm} (3.13)

Actually, we can find the better decay property for $w_{\pm 2}$ of (3.13) than those of (3.11). Hence in the case of $|n| = 2$, we set $w_n$ as

$$w_n(r) = \begin{cases}
-I_n^{R_s} [G^0_n + \Delta_{r,n} \varphi_n](r) - J_n^{R_s} [G^0_n + \Delta_{r,n} \varphi_n](r) + c_1 r^{n|n|}, & 0 \leq r \leq R_s, \\
-I_n^{\infty} [G^0_n + \Delta_{r,n} \varphi_n](r) - J_n^{R_s} [G^0_n + \Delta_{r,n} \varphi_n](r) + c_2 r^{\zeta_n}, & R_s \leq r < \infty,
\end{cases}$$

where $c_1, c_2 \in \mathbb{R}$ are constants. In this case, we should fix $c_1$ and $c_2$ so that $w_n$ defined by (3.14) becomes continuous and differentiable at $r = R_s$, the detail of which will be stated later.

3.2. Linear estimates for $(3.10)$. Based on the above discussion, let us construct the theory to obtain solutions of (3.10) and the original system (1.1). In what follows, we introduce the notation $A \lesssim B$, which means that there exists a constant $c > 0$ independent of any given data such that $A \leq cB$. First of all, let us define the linear map $\mathcal{L}$ associated with (3.10), which has the following property.

**Proposition 3.1.** Let $0 < \alpha < 1/2$ and $\kappa > 1$. For every $\hat{w} \in \mathcal{U}^{1}_{\alpha + 2, \kappa + 2}$, define the map $\mathcal{L} : \hat{w} \mapsto \hat{\gamma}$ as

$$\gamma_n(r) := \begin{cases}
I^{\infty}_{|n|}[w_n](r) + J^{0}_{|n|}[w_n](r), & n \in \mathbb{Z} \setminus \{0\}, \\
-\int_0^r \frac{1}{s} \int_0^s tw_0(t) dt ds, & n = 0.
\end{cases}$$

Then $\hat{\gamma}$ belongs to $\mathcal{V}^{2}_{\alpha, \kappa + 4}$, and there hold

$$\|\gamma_0\|_{\mathcal{V}^{2}_{\alpha, \kappa + 4}} \lesssim \frac{1}{\alpha} \|\hat{w}\|_{\mathcal{U}^{1}_{\alpha + 2, \kappa + 2}}, \quad \|\hat{\gamma}\|_{\mathcal{V}^{2}_{\alpha, \kappa + 4}} \lesssim \|\hat{w}\|_{\mathcal{U}^{1}_{\alpha + 2, \kappa + 2}}.$$  \hspace{1cm} (3.15)
More precisely, we see

\begin{equation} \label{3.16}
{\mathcal{M}}_{0,0}^{l}[\gamma_0](r) \lesssim \|\hat{w}\|_{L_{\alpha+2,\kappa+2}^0} \min\{\alpha^{-1}, r^{2-l}\}, \quad l = 1, 2,
\end{equation}

\begin{equation} \label{3.17}
{\mathcal{M}}_{\alpha,\kappa+4}^{l}[\gamma_n](r) \lesssim \begin{cases} \\
\|\hat{w}\|_{L_{\alpha+2,\kappa+2}^0} \min\{1, r^{1-l}\}, & |n| = 1 \\
\|\hat{w}\|_{L_{\alpha+2,\kappa+2}^0} \min\{1, r^{2-l}\}, & |n| = 2 \\
\|\hat{w}\|_{L_{\alpha+2,\kappa+2}^0} \min\{1, r^{2-l}\}, & |n| \geq 3 \\
\end{cases}, \quad l = 0, 1, 2.
\end{equation}

We note here that the concrete estimate \eqref{3.16} and \eqref{3.17} are used later to analyze the behaviors of some bilinear forms in the neighborhood of $r = 0$.

**Proof of Proposition 3.7** \ Let $\hat{w} \in U_{n+2,\kappa+2}^0$. By the definition, there holds

\begin{equation} \label{3.18}
|w_n(r)| = \frac{{\mathcal{M}}_{\alpha+2,\kappa+2}^0[w_n](r)}{(1 + |n|)^{\kappa+2}(1 + r)^{\alpha+2}}, \quad n \in \mathbb{N}.
\end{equation}

We first consider the case $n = 0$. We have the expression of $\partial_r^n \gamma_0$, $l = 1, 2$ for every $r \geq 0$ as

$$
\partial_r \gamma_0(r) = -\frac{1}{r} \int_0^r s w_0(s) ds, \quad \partial_r^2 \gamma_0(r) = \frac{1}{r^2} \int_0^r s w_0(s) ds - w_0(r).
$$

These expressions, \eqref{3.18}, and an inequality

$$
\int_0^r \frac{s}{(1 + s)^{\alpha+2}} ds \lesssim \min \left\{ \frac{1}{\alpha}, r^2 \right\}
$$

yield \eqref{3.16} for $\gamma_0$ and \eqref{3.17}.

We next consider the case $n \neq 0$. Each $\partial_r^n \gamma_n$, $l = 1, 2$, is calculated as follows.

$$
\partial_r \gamma_n(r) = \frac{|n|}{r} \int_{|n|}^\infty |w_n|(r) - \frac{|n|}{r} I_{|n|}^0[w_n](r),
$$

$$
\partial_r^2 \gamma_n(r) = \frac{|n|(|n| - 1)}{r^2} I_{|n|}^\infty[w_n](r) + \frac{|n|(|n| + 1)}{r^2} I_{|n|}^0[w_n](r) - w_n(r).
$$

As for $I_{|n|}^\infty[w_n]$, we have

\begin{equation} \label{3.19}
|I_{|n|}^\infty[w_n](r)| \lesssim \begin{cases} \\
\|\hat{w}\|_{L_{\alpha+2,\kappa+2}^0} r(1 + r)^{-(\alpha+1)}, & |n| = 1 \\
\|\hat{w}\|_{L_{\alpha+2,\kappa+2}^0} (1 + |n|)^{-(\kappa+4)} \min\{r^{2}, r^{-\alpha}\}, & |n| = 2 \\
\|\hat{w}\|_{L_{\alpha+2,\kappa+2}^0} (1 + |n|)^{-(\kappa+4)} \min\{r^{2}, r^{-\alpha}\}, & |n| \geq 3 \\
\end{cases}
\end{equation}

Indeed, when $|n| \neq 2$, we can derive \eqref{3.19} by the estimate

$$
|I_{|n|}^\infty[w_n](r)| \leq \frac{\|\hat{w}\|_{L_{\alpha+2,\kappa+2}^0} r^{|n|}}{2|n|(1 + |n|)^{\kappa+2}} \int_r^\infty \frac{s^{-|n|}}{(1 + s)^{\alpha+2}} ds,
$$

which can be also applied for the case $|n| = 2$ with $r \geq 1$. For the case $|n| = 2$ with $0 \leq r < 1$, we derive \eqref{3.19} as

$$
|I_{|n|}^\infty[w_n](r)| \lesssim r^2 \int_r^1 s^{-1} |w_n(s)| ds + \|\hat{w}\|_{L_{\alpha+2,\kappa+2}^0} r^2 \int_1^\infty \frac{s^{-1}}{(1 + s)^{\alpha+2}} ds
\lesssim \|\hat{w}\|_{L_{\alpha+2,\kappa+2}^0} r^2.
$$
Here we have used the inequality

\[ |s^{-1}w_n(s)| \leq \sup_{s \geq 0} |\partial_s w_n(s)| \lesssim \|\hat{w}\|_{L_{t,x}^{1,\infty}} \quad n \in \mathbb{Z}\setminus\{0\} \]  

for \(0 \leq s \leq 1\) in the case of \(|n| = 2\), which is derived by the mean-value theorem. On the other hand, for \(J_n^0[w_n]\), there holds

\[ |J_n^0[w_n](r)| \leq \frac{\|\hat{w}\|_{L_{t,x}^{1,\infty}}}{2|n|(1 + |n|)\alpha + 2} \int_0^r \frac{s^{1+|n|}}{(1 + s)^{\alpha + 2}} ds \lesssim \|\hat{w}\|_{L_{t,x}^{1,\infty}} (1 + |n|)^{-\alpha} \min \{r^2, r^{-\alpha}\}, \quad |n| \geq 1. \]

Here we have used \(\alpha < 1/2\) when \(|n| = 1\). Using these estimates for integrals and the expressions of \(\partial_t \gamma_n\) above, we obtain (3.15) and (3.17).

\[ \square \]

3.3. Bilinear estimates of \(D_n, E_n, \text{ and } H_n\). Using Proposition 3.1 and the inequality

\[ \sum_{k+l=n} \frac{1}{(1 + |k|)^{\lambda_1} (1 + |l|)^{\lambda_2}} \lesssim \frac{1}{(1 + |n|)^{\min(\lambda_1, \lambda_2)}}, \quad n \in \mathbb{Z}, \quad \lambda_1, \lambda_2 > 1 \]

(see Hillairet-Wittwer [14] Section 5) for example), we can easily show the following estimates for the bilinear forms \(D_n, E_n\), which compose \(G_n^{*}\), as follows.

**Proposition 3.2.** Let \(\alpha > 0\), \(\kappa > 1\), and \(\hat{\gamma} \in V_{t,x}^2\). Then \(D_n(\psi, \hat{\gamma})\) and \(E_n(\psi, \hat{\gamma})\), defined in (3.7) and (3.8), respectively, are estimated as

\[
\begin{align*}
\|D_n(\psi, \hat{\gamma})\|_{L_{t,x}^{r,\infty}} &\lesssim \left\{ \begin{array}{ll}
\|\hat{\gamma}\|_{V_{t,x}^2}^2, & n = 0, \\
\|\psi\|_{V_{t,x}^2} \|\hat{\gamma}\|_{V_{t,x}^2} + \|\psi\|_{V_{t,x}^2} \|\hat{\gamma}\|_{V_{t,x}^2} & n \neq 0,
\end{array} \right. \\
\|E_n(\psi, \hat{\gamma})\|_{L_{t,x}^{r,\infty}} &\lesssim \left\{ \begin{array}{ll}
\|\hat{\gamma}\|_{V_{t,x}^2} \|\hat{\gamma}\|_{V_{t,x}^2} + \|\psi\|_{V_{t,x}^2} \|\hat{\gamma}\|_{V_{t,x}^2} & n \neq 0.
\end{array} \right.
\end{align*}
\]

Combining Proposition 3.1-3.2 we obtain the following corollary.

**Corollary 3.1.** Let \(0 < \alpha < 1/2\), \(\kappa > 1\), \(\hat{w} \in U_{t,x}^1\), and let \(\hat{\gamma} = \mathcal{L}(\hat{w})\).

1. The \(U_{t,x}^1\) norms of \(D_n(\psi, \hat{\gamma})\) and \(E_n(\psi, \hat{\gamma})\) are estimated as

\[
\begin{align*}
\|D_n(\psi, \hat{\gamma})\|_{U_{t,x}^1} &\lesssim \left\{ \begin{array}{ll}
\|\hat{w}\|_{L_{t,x}^{1,\infty}}^2, & n = 0, \\
\left( \frac{1}{\alpha} \|\hat{w}\|_{L_{t,x}^{1,\infty}}^2 + \|\psi\|_{V_{t,x}^2} \|\hat{w}\|_{L_{t,x}^{1,\infty}} \right) & n \neq 0,
\end{array} \right. \\
\|E_n(\psi, \hat{\gamma})\|_{U_{t,x}^1} &\lesssim \left\{ \begin{array}{ll}
\left( \frac{1}{\alpha} \|\hat{w}\|_{L_{t,x}^{1,\infty}}^2 + \|\psi\|_{V_{t,x}^2} \|\hat{w}\|_{L_{t,x}^{1,\infty}} \right) & n \neq 0.
\end{array} \right.
\end{align*}
\]

2. There hold

\[ D_n(0) = E_n(0) = 0, \quad n \in \mathbb{Z}\setminus\{0\}. \]

For the case \(n = 0\), it holds for \(0 \leq r \leq 1\) that

\[ |\partial_t D_0(r)| \lesssim \|\hat{w}\|_{L_{t,x}^{1,\infty}}^2 r^{2-l}, \quad l = 0, 1. \]
Proof of Corollary 3.1. (1) is a direct result from (3.15) and Proposition 3.2. We can also show (3.23) easily by using (3.16) and (3.17), since the \( y \) may hold \( \partial_r \gamma(0) \neq 0 \) only if \( n = \pm 1 \). For \( D_0 \), which is expressed as

\[
D_0(r) = i \sum_{k \in \mathbb{Z} \setminus \{0\}} k^2 \gamma_k(r) \partial_r \gamma_k(r),
\]

we can show (3.24) as follows. Since \( \gamma_k = \gamma_{-k} \) and hence \( \gamma_{-k} \partial_r \gamma_k = \gamma_k \partial_r \gamma_{-k} \), we see

\[
D_0 = i \sum_{k=1}^{\infty} k(\gamma_k \partial_r \gamma_{-k} - \gamma_{-k} \partial_r \gamma_k) = -2 \sum_{k=1}^{\infty} k \Im[\gamma_k \partial_r \gamma_{-k}],
\]

where \( \Im[f] \) denotes the imaginary part of \( f \). Moreover, since

\[
\partial_r \gamma_{-k} = \frac{|k|}{r} f_k^{\infty}[w_k] - \frac{|k|}{r} j_{k}^0[w_k] = \frac{|k|}{r} \left( f_k^{\infty}[w_k] - j_{k}^0[w_k] \right),
\]

we obtain the detailed expression of \( D_0 \) as

\[
D_0 = \frac{2}{r} \sum_{k=1}^{\infty} k^2 \Im[\tilde{f}_k^{\infty}[w_k] j_{k}^0[w_k] - f_k^{\infty}[w_k] j_{k}^0[w_k]].
\]

Therefore, from the property (3.14) and (3.21), we have (3.24). \( \square \)

Actually, we will use (3.24) to compute the zero mode of vorticity in the neighborhood of \( r = 0 \). For analysis of the non-zero mode with small \( r \), we use \( H_n \) instead of \( G_n^* \). Here we state the estimate of \( H_n \) as follows.

**Proposition 3.3.** Let \( 0 < \alpha < 1/2, \kappa > 1, \hat{w} \in \mathcal{U}^{1}_{\alpha+2,\kappa+2} \), and let \( \gamma = \mathcal{L}(\hat{w}) \). Then \( H_n(\psi, \omega, \hat{\gamma}, \hat{w}) \) defined in (3.9) is estimated as

\[
|H_n(r)| \lesssim \frac{1}{(1 + |n|)^{\kappa+1}} \left\{ \frac{\alpha^{-1}||\hat{w}||^{2}_{\mathcal{U}^{1}_{\alpha+2,\kappa+2}} + \nu_*||\hat{w}||^{2}_{\mathcal{U}^{1}_{\alpha+2,\kappa+2}}}{(1 + r)^{\alpha+2}} + \frac{||\hat{w}||^{2}_{\mathcal{U}^{1}_{\alpha+2,\kappa+2}}}{(1 + r)^{\alpha+1}} \right\}
\]

for every \( 0 \leq r < \infty \) and \( n \in \mathbb{Z} \).

**Proof of Proposition 3.3.** We decompose \( H_n \) as

\[
H_n = \frac{i}{r} \sum_{k+l=\mathbb{Z}} (k \gamma_k \partial_r \omega_l) - \frac{i}{r} \sum_{k+l=\mathbb{Z}} (lw_l \partial_r \gamma_k) + \frac{\partial \omega_*}{r} \gamma_n - \frac{\partial \gamma_*}{r} \omega_n
\]

\[
= : H_{n,1} - H_{n,2} + H_{n,3} - H_{n,4}.
\]

By (3.14), the inequality (3.22) and

\[
|\partial_r w_n(r)| = \frac{\mathcal{M}^{1}_{\alpha+2,\kappa+2}[w_n](r)}{(1 + |n|)^{\kappa+1}(1 + r)^{\alpha+3}}, \quad n \in \mathbb{Z},
\]

we easily see that

\[
|H_{n,1}(r)| \lesssim \frac{||\hat{w}||^{2}_{\mathcal{U}^{1}_{\alpha+2,\kappa+2}}}{(1 + |n|)^{\kappa+1}(1 + r)^{\alpha+3}}.
\]
Similarly, we have
\[
|H_{n,3}(r)| \lesssim \frac{\|w\|_{U_{\alpha+2,\kappa+2}^1} (1 + r)^2 |\partial_r \omega_s(r)|}{(1 + |n|)^{\kappa+1}(1 + r)^{\alpha+2}} \lesssim \frac{\|\hat{w}\|_{U_{\alpha+2,\kappa+2}^1} \nu}{(1 + |n|)^{\kappa+1}(1 + r)^{\alpha+2}}.
\]

On the other hand, if \(|k| \neq 1\), then by (3.16) and (3.17), we see that
\[
\left| t^{-1}w_l(r) \frac{\partial_r \gamma_k(r)}{r} \right| \lesssim \frac{\alpha^{-1}\|\hat{w}\|_{U_{\alpha+2,\kappa+2}^1}^2}{(1 + |l|)^{\kappa+1}(1 + |k|)^{\kappa+3}(1 + r)^{\alpha+2}},
\]
while if \(|k| = 1\), then by (3.20), we see
\[
\left| t^{-1}w_l(r) \frac{\partial_r \gamma_k(r)}{r} \right| \lesssim \frac{\|\hat{w}\|_{U_{\alpha+2,\kappa+2}^1}^2}{(1 + |l|)^{\kappa+1}(1 + \kappa)^{\kappa+3}(1 + r)^{\alpha+1}}.
\]

Therefore, using (3.22), we have
\[
|H_{n,2}(r)| \lesssim \frac{\|\hat{w}\|_{U_{\alpha+2,\kappa+2}^1}^2}{(1 + |n|)^{\kappa+1}} \left( \frac{1}{(1 + r)^{\alpha+2}} + \frac{1}{(1 + r)^{\alpha+1}} \right).
\]

As for \(H_{n,4}\), we see
\[
|H_{n,4}(r)| \lesssim \frac{\|\hat{w}\|_{U_{\alpha+2,\kappa+2}^1}^2 (r^{-1}|\partial_r \psi_s(r)|)}{(1 + |n|)^{\kappa+1}(1 + r)^{\alpha+3}} \lesssim \frac{\|\hat{w}\|_{U_{\alpha+2,\kappa+2}^1} \nu}{(1 + |n|)^{\kappa+1}(1 + r)^{\alpha+3}}.
\]

Here we have used the inequality
\[
\left| \frac{1}{r} \int_0^r s \phi_s(s)ds \right| \lesssim \sup_{0 \leq r \leq R_s} |\phi_s(r)| < \nu.
\]

Together with the above estimates, we obtain (3.25). \(\square\)

### 3.4. Solution map for (3.11) and (3.14)

Finally, let us define the map \(S\) associated with (3.11) and (3.14) as follows. For fixed \(0 < \alpha < 1/2\) and \(\kappa > 1\), we take \((\hat{w}, \hat{\sigma}) \in U_{\alpha+2,\kappa+2}^1 \times U_{\alpha+2,\kappa+2}^1\) arbitrarily, and let \(\hat{\gamma} = \mathcal{L}(\hat{w})\). Then we define \(\hat{y} = S(\hat{w}, \hat{\sigma})\) as

\[
y_n(r) := \begin{cases} 
-I_{[n]}^\infty [G_n^\ast](r) - J_{[n]}^0 [G_n^\ast](r) + \sigma_n(r), & r \geq 0, n \in \mathbb{Z}\setminus\{0, \pm 2\}, \\
y_{n,1}(r) := \mathcal{P}_{n,1}(r) + Q_{n,1}[\sigma_n](r) & 0 \leq r \leq R_s, n = \pm 2, \\
y_{n,2}(r) := \mathcal{P}_{n,2}(r) + Q_{n,2}[\sigma_n](r) & r > R_s, n = \pm 2, \\
- \int_0^r \frac{1}{s} \int_0^s t G_0^\ast(t) dt ds + \sigma_n(r), & r \geq 0, n = 0,
\end{cases}
\]

where each \(G_n^\ast\) is that of (3.8) or (3.9),

\[
\mathcal{P}_{n,1}(r) := - I_{[n]}^R [G_n^\ast](r) - J_{[n]}^0 [G_n^\ast](r) \\
+ \left( \frac{r}{R_s} \right)^{|n|} \left\{ (\zeta_n - |n|) J_{[n]}^0 [G_n^\ast](R_s) - 2 \zeta_n I_{[n]}^\infty [G_n^\ast](R_s) \right\}, & 0 \leq r \leq R_s,
\]
\[
\mathcal{P}_{n,2}(r) := - I_{[n]}^\infty [G_n^\ast](r) - J_{[n]}^R [G_n^\ast](r) \\
+ \left( \frac{R_s - r}{|n| + \zeta_n} \right) \left\{ (\zeta_n - |n|) I_{[n]}^\infty [G_n^\ast](R_s) - 2 |n| J_{[n]}^0 [G_n^\ast](R_s) \right\}, & r > R_s
\]
with $G_0^0$ of \textbf{[3.4]}, and

\[
Q_{n,1}[\sigma_n](r) := \sigma_n(r) + \frac{(r/R_s)^{|n|}}{|n| + \zeta_n} \left\{ -2\zeta_n I^\infty_n[\Delta_{r,n}\sigma_n](R_s) - \zeta_n \sigma_n(R_s) - R_s \partial_r \sigma_n(R_s) \right\}, \quad 0 \leq r \leq R_s,
\]

\[
Q_{n,2}[\sigma_n](r) := -I^\infty_n[\Delta_{r,n}\sigma_n](r) - J^R_n[\Delta_{r,n}\sigma_n](r)
+ \frac{(R_s/r)^{\zeta_n}}{|n| + \zeta_n} \left\{ - (\zeta_n - |n|) I^\infty_n[\Delta_{r,n}\sigma_n](R_s) + |n| \sigma_n(R_s) - R_s \partial_r \sigma_n(R_s) \right\}, \quad r > R_s.
\]

In the case $|n| = 2$, we see from the above expressions that if $y_{n,1}$ and $y_{n,2}$ are well-defined and differentiable in each domain, there hold

\[
\partial^l \mathcal{P}_{n,1}(R_s) = \lim_{r \to R_s^+} \partial^l \mathcal{P}_{n,2}(r), \quad l = 0, 1
\]

and

\[
\partial^l Q_{n,1}[\sigma_n](R_s) = \lim_{r \to R_s^+} \partial^l Q_{n,2}[\sigma_n](r), \quad l = 0, 1,
\]

so that each of $y_{l,2}$ belongs to the $C^1$ class on $[0, \infty)$.

First of all, we compute the integrals associated with $G_n^*$ and $G_0^0$.

**Proposition 3.4.** Suppose that $\kappa > 1$ and $\hat{w} \in U_{n,2,\kappa+2}$.

1. Let $n \in \mathbb{Z}\setminus\{0, \pm 2\}$ and $0 < \alpha < 1/2$. Then for every $0 \leq r < \infty$, there holds

\[
\mathcal{M}_{n+2,\kappa+2}[I^Y_n[G_n^*]](r) + \mathcal{M}_{n+2,\kappa+2}[J^R_n[G_n^*]](r) \lesssim \frac{1}{\alpha} \|\hat{w}\|^2_{U_{n+2,\kappa+2}} + \nu_* \|\hat{w}\|_{U_{n+2,\kappa+2}}.
\]

2. Let $n = \pm 2$, $0 < \alpha < 1/2$ and $0 \leq r \leq R_s$. Then

\[
\mathcal{M}_{n+2,\kappa+2}[I^R_n[G_n^*]](r) \lesssim \left( \frac{1}{\alpha} \|\hat{w}\|^2_{U_{n+2,\kappa+2}} + \nu_* \|\hat{w}\|_{U_{n+2,\kappa+2}} \right),
\]

\[
\mathcal{M}_n^0[\partial^2_{r,n}[G_n^*]](r) \lesssim R_s^{\alpha} \left( \frac{1}{\alpha} \|\hat{w}\|^2_{U_{n+2,\kappa+2}} + \nu_* \|\hat{w}\|_{U_{n+2,\kappa+2}} \right).
\]

3. Let $n = \pm 2$, $0 < \alpha < \min\{1/2, \rho_*\}$ and $R_s \leq r < \infty$. Then

\[
\mathcal{M}_n^0[\partial^2_{r,n}[I^Y_n[G_n^*]](r) \lesssim \frac{1}{\alpha} \|\hat{w}\|^2_{U_{n+2,\kappa+2}}
\]

and

\[
\mathcal{M}_n^0[\partial^2_{r,n}[J^R_n[G_n^*]](r) \lesssim \frac{1}{\alpha(\rho_* - \alpha)} \|\hat{w}\|^2_{U_{n+2,\kappa+2}}.
\]

**Proof of Proposition 3.4.** (1) We firstly consider the case $1 \leq r < \infty$. Using \textbf{[3.3]} and integration by parts, we see

\[
I^\infty_n[G_n^*](r) = -\frac{r^{\left|n\right|}}{2\left|n\right|} \int_r^\infty \left[ s^{1-\left|n\right|}\partial_s(s \partial_s \mathcal{D}_n(s) + in \mathcal{E}_n(s)) + s^{-2-\left|n\right|}(1 - n^2) \mathcal{D}_n(s) \right] ds
\]

\[
= \frac{1}{2\left|n\right|} \partial_r \mathcal{D}_n(r) + \frac{1 + \left|n\right|}{2\left|n\right|r} \mathcal{D}_n(r) + \frac{in}{2\left|n\right|r} \mathcal{E}_n(r)
- (1 + \left|n\right|)r^{\left|n\right|} \int_r^\infty s^{-2-\left|n\right|} \mathcal{D}_n(s) ds - \frac{in(1 + \left|n\right|)}{2\left|n\right|r} \int_r^{\infty} s^{-2-\left|n\right|} \mathcal{E}_n(s) ds
\]


and

\[ J^n_0[\mathcal{G}_n^0](r) = -\frac{1}{2|n| r^n} \int_0^r \left[ s^{n-1} \partial_k(s \partial_k D_n(s) + i n E_n(s)) + s^{n-2}(1 - n^2) D_n(s) \right] ds \]
\[ = -\frac{1}{2|n|} \partial_r D_n(r) + \frac{|n| - 1}{2|n|r} D_n(r) - \frac{in}{2|n|r} E_n(r) \]
\[ + \frac{1 - n}{r^n} \int_0^r s^{n-2} D_n(s) ds + \frac{in(|n| - 1)}{2|n|r^n} \int_0^r s^{n-2} E_n(s) ds, \]

where \( D_n = D_n(\psi_\ast, \gamma) \) and \( E_n = E_n(\psi_\ast, \gamma) \), and we have used (3.23) when \(|n| = 1\). Here we should note that if \(|n| = 1\), then the second, fourth, and fifth parts of \( J^n_0[\mathcal{G}_n^0] \) are vanished. Corollary 3.1 (1) yield

\[ r^n \int_0^\infty s^{-2-|n|} |D_n(s)| ds = (1 + |n|)^{-(\kappa + 3)} r^n \int_0^\infty \frac{\mathcal{M}_\kappa^0 |D_n(s)| ds}{s^{2+|n|}(1 + s)^{\alpha + 1}} \]
\[ \lesssim (1 + |n|)^{-(\kappa + 4)} \left( \frac{1}{\alpha} |\tilde{w}|_U_{\alpha + 2, \kappa + 2}^2 + ||\psi_\ast||_{\mathcal{H}^\kappa} ||\tilde{w}||_{U_{\alpha + 2, \kappa + 2}} \right) r^{-(\alpha + 2)} \]

and the same estimate for \( E_n \) for every \( n \in \mathbb{Z} \setminus \{0\} \). Hence, we obtain

\[ \mathcal{M}_\alpha^{\alpha + 2, \kappa + 2} [I^n_0[\mathcal{G}_n^0]](r) \lesssim \frac{1}{\alpha} ||\tilde{w}||_{U_{\alpha + 2, \kappa + 2}}^2 + ||\psi_\ast||_{\mathcal{H}^\kappa} ||\tilde{w}||_{U_{\alpha + 2, \kappa + 2}}, \quad n \in \mathbb{Z} \setminus \{0\}. \]

for every \( 1 \leq r < \infty \). On the other hand, it holds that

\[ \frac{1}{r^n} \int_0^r s^{n-2} |D_n(s)| ds = \frac{(1 + |n|)^{-(\kappa + 3)}}{r^n} \int_0^r \frac{s^{n-2}}{(1 + s)^{\alpha + 1}} \mathcal{M}_\alpha^{\alpha + 2, \kappa + 2} |D_n(s)| ds \]
\[ \lesssim (1 + |n|)^{-(\kappa + 4)} \left( \frac{1}{\alpha} ||\tilde{w}||_{U_{\alpha + 2, \kappa + 2}}^2 + ||\psi_\ast||_{\mathcal{H}^\kappa} ||\tilde{w}||_{U_{\alpha + 2, \kappa + 2}} \right) \times \begin{cases} r^{-(\alpha + 2)}, & |n| \geq 3, \\ r^{-2}, & |n| = 2, \end{cases} \]

where we should use \( 0 < \alpha < 1/2 \) when \(|n| = 3\). Since we also obtain the same estimate for \( E_n \), we have

\[ \mathcal{M}_\alpha^{\alpha + 2, \kappa + 2} [J^n_0[\mathcal{G}_n^0]](r) \lesssim \frac{1}{\alpha} ||\tilde{w}||_{U_{\alpha + 2, \kappa + 2}}^2 + ||\psi_\ast||_{\mathcal{H}^\kappa} ||\tilde{w}||_{U_{\alpha + 2, \kappa + 2}}, \quad n \in \mathbb{Z} \setminus \{0, \pm 2\} \]

for every \( 1 \leq r < \infty \).

We next consider the case \( 0 \leq r \leq 1 \). Using (3.30) and (3.25), we have

\[ |I^n_0[\mathcal{G}_n^0](r)| \leq \frac{r^n}{2|n|} \int_0^\infty s^{1-|n|} |H_n(s)| ds \]
\[ \lesssim \frac{1}{(1 + |n|)^{\alpha + 2}} \left( \frac{1}{\alpha} ||\tilde{w}||_{U_{\alpha + 2, \kappa + 2}}^2 + ||\psi_\ast||_{\mathcal{H}^\kappa} \right) r \]

and

\[ |J^n_0[\mathcal{G}_n^0](r)| \leq \frac{1}{r^{1+|n|}} \int_0^r s^{1+|n|} |H_n(s)| ds \]
\[ \lesssim \frac{1}{(1 + |n|)^{\alpha + 2}} \left( \frac{1}{\alpha} ||\tilde{w}||_{U_{\alpha + 2, \kappa + 2}}^2 + ||\psi_\ast||_{\mathcal{H}^\kappa} \right) r^2, \]

which, (3.29), (3.31), and the inequality \( ||\psi_\ast||_{\mathcal{H}^\kappa} \lesssim \nu_0 \) yield (1).
(2) For $I_{|n|}^{R*}[G_n^*]$, which is expanded as

\[
I_{|n|}^{R*}[G_n^*](r) = \frac{1}{2|n|} \partial_r D_n(r) + \frac{1 + |n|}{2|n|r} D_n(r) + \frac{in}{2|n|r} \mathcal{E}_n(r) - (1 + |n|r) \int_r^{R*} s^{-2-|n|} D_n(s) ds - \frac{in(1 + |n|)}{2|n|} \int_r^{R*} s^{-2-|n|} \mathcal{E}_n(s) ds
\]

we easily obtain the same estimate as (3.29) for $1 \leq r \leq R*$, that is,

\[
\mathcal{M}_{\alpha+2, \kappa+2}[I_{|n|}^{R*}[G_n^*]](r) \lesssim \frac{1}{\alpha} \|\hat{\psi}\|^2_{U_{\alpha+2, \kappa+2}} + \|\psi\| \|\hat{\psi}\| \|\hat{\varphi}\|_{U_{\alpha+2, \kappa+2}}, \quad 1 \leq r \leq R*.
\]

Moreover, by using (3.30) with $|n| = 2$ and the inequality $(1 + r) - 2 \lesssim R^*_n(1 + r) - 2 - \alpha$ in $1 \leq r \leq R*$, we also have the estimate for $J_{|n|}^0[G_n^*]$ as

\[
\mathcal{M}_{\alpha+2, \kappa+2}[J_{|n|}^0[G_n^*]](r) \lesssim R^*_n \left( \frac{1}{\alpha} \|\hat{\psi}\|^2_{U_{\alpha+2, \kappa+2}} + \|\psi\| \|\hat{\psi}\| \|\hat{\varphi}\|_{U_{\alpha+2, \kappa+2}} \right), \quad 1 \leq r \leq R*.
\]

Moreover, we can also apply the same theory as (1) for the case $0 \leq r \leq 1$. This completes the proof of (2).

(3) Let $n = \pm 2$ and $r \geq R_*$. First of all, let us confirm that

\[
|\zeta_{\pm 2}| = 2 \left[ 1 + \left( \frac{\mu_*}{2} \right)^2 \right]^{\frac{1}{2}}, \quad |r \zeta_{\pm 2}| = r \Re[\zeta_{\pm 2}] = r \mu_* + 2,
\]

where $\Re[f]$ denotes the real part of $f$.

The results of the calculation of $I_{\zeta_n}^\infty[G_n^0]$ and $J_{\zeta_n}^{R*}[G_n^0]$ by integration by parts are as follows.

\[
I_{\zeta_n}^\infty[G_n^0](r) = \frac{1}{2\zeta_n} \partial_r D_n^0(r) + \frac{1 + \zeta_n}{2\zeta_n r} D_n^0(r) + \frac{in}{2\zeta_n r} \mathcal{E}_n^0(r)
- \frac{1 - n^2 - (1 + \zeta_n)^2}{2\zeta_n} \int_r^\infty s^{-2-\zeta_n} D_n^0(s) ds - \frac{in(1 + \zeta_n)}{2\zeta_n} \int_r^\infty s^{-2-\zeta_n} \mathcal{E}_n^0(s) ds,
\]

\[
J_{\zeta_n}^{R*}[G_n^0](r) = -\frac{1}{2\zeta_n} \partial_r D_n^0(r) + \frac{\zeta_n - 1}{2\zeta_n r} D_n^0(r) - \frac{in}{2\zeta_n r} \mathcal{E}_n^0(r)
+ \frac{1 - n^2 - (1 - \zeta_n)^2}{2\zeta_n r \zeta_n} \int_r^{R_*} s^{\zeta_n - 2} D_n^0(s) ds + \frac{in(\zeta_n - 1)}{2\zeta_n r \zeta_n} \int_r^{R_*} s^{\zeta_n - 2} \mathcal{E}_n^0(s) ds
+ \frac{1}{2\zeta_n r \zeta_n} \left( R_n^* \partial_r D_n^0(R_*) - (\zeta_n - 1) R_n^{\zeta_n - 1} D_n^0(R_*) + in R_n^{\zeta_n - 1} \mathcal{E}_n^0(R_*) \right).
\]

Here $D_n^0 := D_n(0, \gamma)$ and $\mathcal{E}_n^0 := \mathcal{E}_n(0, \gamma)$ are independent of $\psi_\ast$. For the integrals, we see

\[
|\zeta_n| \int_r^\infty s^{-2-\zeta_n} D_n^0(s) ds \lesssim (1 + |n|)^{-(\kappa + 3)} r^{\mu_* + 2} \int_r^\infty \frac{\mathcal{M}_{\alpha+1, \kappa+3}[D_n^0](s)}{s^{\mu_* + 4}(1 + s)^{\alpha+1}} ds \lesssim (1 + |n|)^{-(\kappa + 3)} \left( \frac{1}{\alpha} \|\hat{\psi}\|^2_{U_{\alpha+2, \kappa+2}} \right) r^{-(\alpha + 2)},
\]
\[
\left| \frac{1}{r} \int_{R^n} s^{-2} D^n_0(s) ds \right| \lesssim \left( \frac{1 + |n|}{r} \right)^{-(\kappa+3)} \int_0^r \frac{s^\rho_\star}{(1 + s)^{\alpha+1}} M^n_{\alpha+1, \kappa+3}(D^n_0(s)) ds \\
\lesssim \left( \frac{1 + |n|}{r} \right)^{-(\kappa+3)} \left( \frac{1}{\alpha} \left\| \hat{w} \right\|^2 u_{\alpha+2, \kappa+2} + \frac{1}{\rho_\star - \alpha} \left\| \hat{\sigma} \right\| u_{\alpha+2, \kappa+2} \right) r^{-\alpha+2},
\]
and the same estimates for \( \mathcal{E}_n^0 \). Here we have used \( 0 < \alpha < \rho_\star \) for the last integration. Therefore, we obtain the estimate for \( I_n^\infty [G^0_n] \) and \( J_n^R [G^0_n] \) for \( n = \pm 2 \) as (3). \( \square \)

Using Proposition 3.4, we obtain the following key estimate for the solution map \( S \).

**Proposition 3.5.** Let \( 0 < \alpha < \min\{1/2, \rho_\star \} \) and \( \kappa > 1 \). Then the map \( S : (\hat{w}, \hat{\sigma}) \mapsto \hat{y} \) defined by (3.26) is bounded from \( \mathcal{U}_{\alpha+2, \kappa+2} \times \mathcal{U}_{\alpha+2, \kappa+2} \) to \( \mathcal{U}_{\alpha+2, \kappa+2} \). Moreover, there holds

\[
\left\| S(\hat{w}, \hat{\sigma}) \right\|_{\mathcal{U}_{\alpha+2, \kappa+2}} \lesssim R^n_{\rho_\star \alpha} \left( \frac{1}{\alpha} \left( \frac{1}{\rho_\star - \alpha} \right) \left\| \hat{w} \right\|_{\mathcal{U}_{\alpha+2, \kappa+2}}^2 + \nu_\star \left\| \hat{w} \right\|_{\mathcal{U}_{\alpha+2, \kappa+2}} + \frac{1}{\rho_\star - \alpha} \left\| \hat{\sigma} \right\|_{\mathcal{U}_{\alpha+2, \kappa+2}} \right).
\]

**Proof of Proposition 3.5**

**Step 1:** The case \( n = 0 \). We see

\[
G^0_0 = -\frac{1}{r^2} \partial_r (r \partial_r D_0) + \frac{1}{r^2} D_0,
\]
where \( D_0 = D_0(0, \hat{\gamma}) \) depends only on \( \hat{\gamma} \). Using (3.24) and integration by parts, we have

\[
y_0(r) = -\int_r^\infty \frac{1}{s} \int_0^s \left[ -\frac{1}{t} \partial_t (t \partial_t D_0(t)) + \frac{1}{t^2} D_0(t) \right] dt + \sigma_0(r) \\
= -\frac{1}{r} D_0(r) + 2 \int_r^\infty \frac{1}{s^2} D_0(s) ds + \sigma_0(r).
\]

Hence for every \( 0 \leq r < \infty \), we see from (3.24) again that

\[
\mathcal{M}^0_{\alpha+2, \kappa+2}[y_0](r) \lesssim \mathcal{M}^0_{\alpha+1, \kappa+3}[D_0](r) \\
+ (1 + r)^{-(\alpha+2)} \int_r^\infty \mathcal{M}^0_{\alpha+1, \kappa+3}[D_0](s) ds + \mathcal{M}^0_{\alpha+2, \kappa+2}[\sigma_0](r) \\
\lesssim \left\| \hat{w} \right\|_{\mathcal{U}_{\alpha+2, \kappa+2}}^2 + \left\| \hat{\sigma} \right\|_{\mathcal{U}_{\alpha+2, \kappa+2}}.
\]

Moreover, since

\[
\partial_r y_0(r) = -\frac{1}{r} \partial_r D_0(r) - \frac{1}{r^2} D_0(r) + \partial_r \sigma_0(r),
\]
we see by (3.24) that

\[
\mathcal{M}^1_{\alpha+2, \kappa+2}[y_0](r) \lesssim \left\| \hat{w} \right\|_{\mathcal{U}_{\alpha+2, \kappa+2}}^2 + \left\| \hat{\sigma} \right\|_{\mathcal{U}_{\alpha+2, \kappa+2}}, \quad 0 \leq r < \infty.
\]

**Step 2:** The case \( n \in \mathbb{Z} \backslash \{0, \pm 2\} \). By Proposition 3.4 (1), we obtain

\[
\mathcal{M}^0_{\alpha+2, \kappa+2}[y_n](r) \lesssim \frac{1}{\alpha} \left\| \hat{w} \right\|_{\mathcal{U}_{\alpha+2, \kappa+2}}^2 + \nu_\star \left\| \hat{w} \right\|_{\mathcal{U}_{\alpha+2, \kappa+2}} + \left\| \hat{\sigma} \right\|_{\mathcal{U}_{\alpha+2, \kappa+2}}.
\]

In addition, since

\[
\partial_r y_n(r) = -\frac{|n|}{r} I^\infty_{|n|} [G^*_n](r) + \frac{|n|}{r} j^0_{|n|} [G^*_n](r) + \partial_r \sigma_n(r),
\]
we also obtain

\begin{equation}
\mathcal{M}_{\alpha+2,\kappa+2}^1[y_n](r) \lesssim \frac{1}{\alpha} \|\hat{\nu}\|^2_{U_{\alpha+2,\kappa+2}^4} + \nu_s \|\hat{\nu}\|_{U_{\alpha+2,\kappa+2}^4} + \|\hat{\sigma}\|_{U_{\alpha+2,\kappa+2}^4}. \tag{3.37}
\end{equation}

(For the case \(0 \leq r \leq 1\), we pay attention to \(3.32\) and \(3.33\)).

**Step 3-1:** The case \(n = \pm 2\) with \(1 \leq r < \infty\). First, let us consider \(\mathcal{P}_{n,1}\) and \(\mathcal{P}_{n,2}\). If \(1 \leq r \leq R_s\), then

\begin{equation}
|I_{\infty}^\infty[G_n^0](R_s)| \lesssim \frac{\mathcal{M}_{\alpha+2,\kappa+2}^0[I_{\infty}^\infty[G_n^0]](R_s)}{(1 + r)^{\alpha+2}(1 + |n|)^{\kappa+2}},
\end{equation}

and if \(R_s < r < \infty\), then

\begin{equation}
\left(\frac{R_s}{r}\right)^\zeta n \leq \frac{\mathcal{M}_{\alpha+2,\kappa+2}^0[I_{\infty}^\infty[G_n^0]](R_s)}{(1 + r)^{\alpha+2}(1 + |n|)^{\kappa+2}},
\end{equation}

Hence, using these and Proposition \(3.33\) (2)-(3), we obtain the estimates of \(\mathcal{P}_{n,1}\) and \(\mathcal{P}_{n,2}\) as

\begin{equation}
\mathcal{M}_{\alpha+2,\kappa+2}^0[\mathcal{P}_{n,1}](r) \lesssim \frac{R_s^{\alpha-\alpha} \mathcal{M}_{\alpha+2,\kappa+2}^0[I_{\infty}^\infty[G_n^0]](R_s)}{(1 + r)^{\alpha+2}(1 + |n|)^{\kappa+2}},
\end{equation}

\begin{equation}
\mathcal{M}_{\alpha+2,\kappa+2}^0[\mathcal{P}_{n,2}](r) \lesssim \frac{R_s^{\alpha-\alpha} \mathcal{M}_{\alpha+2,\kappa+2}^0[I_{\infty}^\infty[G_n^0]](R_s)}{(1 + r)^{\alpha+2}(1 + |n|)^{\kappa+2}}.
\end{equation}

in \(1 \leq r \leq R_s\) and \(R_s < r < \infty\), respectively.

Secondly, let us consider \(Q_{n,1}\) and \(Q_{n,2}\). Using integration by parts, we have

\begin{equation}
I_{\zeta n}^\infty[\Delta_{r,n}\sigma_n](r) = \frac{r^{\zeta n}}{2\zeta n} \int_r^\infty s^{1-\zeta n} \left(\frac{1}{s} \partial_n(s \partial_n \sigma_n(s)) - \frac{n^2}{s^2} \sigma_n(s)\right) ds
= \frac{1}{2\zeta n} r \partial_n \sigma_n(r) - \frac{1}{2} \sigma_n(r) + \left(\frac{\zeta n}{2} - \frac{2}{\zeta n}\right) r^{\zeta n} \int_r^\infty s^{-\zeta n-1} \sigma_n(s) ds
\end{equation}

and

\begin{equation}
J_{\zeta n}^R_s[\Delta_{r,n}\sigma_n](r) = \frac{1}{2\zeta n} \int_{R_s}^r s^{1+\zeta n} \left(\frac{1}{s} \partial_n(s \partial_n \sigma_n(s)) - \frac{n^2}{s^2} \sigma_n(s)\right) ds
= \frac{1}{2\zeta n} r \partial_n \sigma_n(r) - \frac{1}{2} \sigma_n(r) + \left(\frac{\zeta n}{2} - \frac{2}{\zeta n}\right) \frac{1}{r^{\zeta n}} \int_{R_s}^r s^{-\zeta n-1} \sigma_n(s) ds
- R_s^{\zeta n} \partial_n \sigma_n(R_s) + \frac{R_s^{\zeta n}}{2\zeta n} \sigma_n(R_s).
\end{equation}

Since

\begin{equation}
|\int_r^\infty s^{-\zeta n-1} \sigma_n(s) ds| \lesssim (1 + |n|)^{-(\kappa+2)} r^{\rho_0+2} \int_r^\infty \frac{\mathcal{M}_{\alpha+2,\kappa+2}^0[\sigma_n](s)}{s^{\rho_0+2}(1 + s)^{\alpha+2}} ds
\lesssim (1 + |n|)^{-(\kappa+2)} ||\hat{\sigma}||_{U_{\alpha+2,\kappa+2}^4}^{-\alpha+2}
\end{equation}
Applying a similar discussion to Step 2, we also obtain the estimates for $\hat{r}$ for 

$$s^\alpha \int_{R_s} s^{\alpha-1} \sigma_n(s) ds \lesssim \left( 1 + |n| \right)^{-\left( \kappa + 2 \right)} \frac{1}{r^{\rho_s+2}} \int_0^r \frac{s^\alpha M_{\alpha+2,\kappa+2}[\sigma_n](s)}{(1 + s)^{\alpha+2}} ds \lesssim \frac{\left( 1 + |n| \right)^{-\left( \kappa + 2 \right)}}{\rho_s - \alpha} \| \hat{\sigma} \|_{U^\alpha_{n+2,\kappa+2}} r^{-\left( \alpha + 2 \right)},$$

we see for $r \geq R_s$ that

$$M_{\alpha+2,\kappa+2}[I^r_s \| \Delta_n \sigma_n \|_n](r) \lesssim \| \hat{\sigma} \|_{U^\alpha_{n+2,\kappa+2}}.$$  

(3.41)

Hence by (3.41) and a similar discussion to (3.35) and (3.39), $Q_{n,1}$ and $Q_{n,2}$ are estimated as

$$M_{\alpha+2,\kappa+2}[Q_{n,1}](r) \lesssim \frac{1}{\rho_s - \alpha} \| \hat{\sigma} \|_{U^\alpha_{n+2,\kappa+2}}$$

(3.42)

for $r \geq 1$. By (3.40) and (3.42), we obtain

$$M_{\alpha+2,\kappa+2}[y\| \Delta_n y_n \|_n](r) \lesssim R^\kappa_s \left( \frac{1}{\alpha(\rho_s - \alpha)} \| \hat{\sigma} \|_{U^\alpha_{n+2,\kappa+2}} \right)$$

(3.43)

for $r \geq 1$. On the other hand, in a similar way to Step 2 with regard to the form of $\partial_y y_n$, we also have

$$M_{\alpha+2,\kappa+2}[y\| \Delta_n y_n \|_n](r) \lesssim R^\kappa_s \left( \frac{1}{\alpha(\rho_s - \alpha)} \| \hat{\sigma} \|_{U^\alpha_{n+2,\kappa+2}} \right) r \geq 1.$$  

(3.44)

Step 3-2: The case $n = \pm 2$ and $0 \leq r \leq 1$. It is sufficient to reconsider $P_{n,1}$ and $Q_{n,1}$. Applying a similar discussion to Step 2, we also obtain the estimates for $0 \leq r \leq 1$ such that

$$M_{\alpha+2,\kappa+2}[y\| \Delta_n y_n \|_n](r) \lesssim \left( \frac{1}{\alpha} \| \hat{\sigma} \|_{U^\alpha_{n+2,\kappa+2}} + \nu_s \| \hat{\sigma} \|_{U^\alpha_{n+2,\kappa+2}} \right)$$

(3.45)

and

$$M_{\alpha+2,\kappa+2}[y\| \Delta_n y_n \|_n](r) \lesssim \left( \frac{1}{\alpha} \| \hat{\sigma} \|_{U^\alpha_{n+2,\kappa+2}} + \nu_s \| \hat{\sigma} \|_{U^\alpha_{n+2,\kappa+2}} \right).$$  

(3.46)

(3.31), (3.32), (3.33) - (3.37), and (3.38) - (3.46) completes the proof of Proposition 3.5  

□

3.5. Proof of Theorem 2.1 Finally, let us prove our main theorem. In what follows, let $\kappa > 1$.

Step 1: Existence and regularity of solutions of (3.5).
By Proposition 3.3, there is a constant $C_0 > 0$ such that

$$
\|S(\hat{w}, \hat{\sigma})\|_{U_{n+2, n+2}^{1}} \\
\leq C_0 R^s \left( \frac{1}{\alpha(\rho_s - \alpha)} \|\hat{w}\|_{U_{n+2, n+2}^{1}}^2 + \nu_s \|\hat{w}\|_{U_{n+2, n+2}^{1}} + \frac{1}{\rho_s - \alpha} \|\hat{\sigma}\|_{U_{n+2, n+2}^{1}} \right) \\
=: K_1 \|\hat{w}\|_{U_{n+2, n+2}^{1}}^2 + K_2 \nu_s \|\hat{w}\|_{U_{n+2, n+2}^{1}} + K_3 \|\hat{\sigma}\|_{U_{n+2, n+2}^{1}} 
$$

for every $0 < \alpha < \min\{1/2, \rho_s\}$, $\hat{w} \in U_{n+2, n+2}^{0}$, and $\hat{\sigma} \in U_{n+2, n+2}^{1}$. We should note that $K_1$ and $K_3$ are constants dependent on $R_s, \rho_s$, and $\alpha$, while $K_2$ is a constant dependent only on $R_s$ and $\rho_s$. Then in advance, we set $\phi_s$ so that

$$R^s \nu_s < \frac{1}{C_0} =: \delta,$$

in order to see $K_2 \nu_s < 1$. Moreover, let $\varepsilon > 0$ be such as

$$\varepsilon := \frac{(1 - K_2 \nu_s)^2}{4 K_1 K_3}$$

so that

$$(1 - K_2 \nu_s)^2 - 4 K_1 K_3 \|\hat{\sigma}\|_{U_{n+2, n+2}^{1}} > 0$$

for every $\hat{\sigma} \in U_{n+2, n+2}^{1}$ such that $\|\hat{\sigma}\|_{U_{n+2, n+2}^{1}} < \varepsilon$.

We now take $\varphi \in C^2(\mathbb{R}^2; \mathbb{R})$ such that

$$\|\hat{\varphi}\|_{U_{n+2, n+2}^{1}} < \varepsilon. \tag{3.47}$$

We note here that by continuity of $\varphi$ at $r = 0$, it holds automatically that $\varphi_n(0) = 0$ for $n \in \mathbb{Z}\setminus\{0\}$. Therefore, $\hat{\varphi}$ automatically satisfies the condition of $U_{n+2, n+2}^{1}$ at $r = 0$. Then we define the approximative sequence $(\hat{w}^{(j)})_{j \in \mathbb{N}}$ to the solution of the equation

$$\hat{w} = S(\hat{w}, \hat{\varphi}) \tag{3.48}$$

as

$$\begin{cases} \\
\hat{w}^{(1)} := \hat{\Phi}(\hat{\varphi}), \\
\hat{w}^{(j)} := S(\hat{w}^{(j-1)}, \hat{\varphi}), \quad j \geq 2, 
\end{cases}$$

where $\hat{\Phi}(\hat{\varphi}) = (\Phi_n(\hat{\varphi}))_{n \in \mathbb{Z}}$ is such that

$$\Phi_n(\hat{\varphi}) := \begin{cases} \\
\varphi_n, \quad n \in \mathbb{Z}\setminus\{\pm 2\}, \\
Q_{n,1}[\varphi_n], \quad n = \pm 2, \ 0 \leq r \leq R_s, \\
Q_{n,2}[\varphi_n], \quad n = \pm 2, \ r > R_s. 
\end{cases}$$

Let $M > 0$ be as

$$M := \frac{1 - K_2 \nu_s - \sqrt{(1 - K_2 \nu_s)^2 - 4 K_1 K_3 \|\hat{\varphi}\|_{U_{n+2, n+2}^{1}}}}{2 K_1}. \tag{3.32}$$

Then we see from the estimate of $\Phi(\hat{\varphi})$ in the proof of Proposition 3.3 (see (3.32)) that

$$\|\hat{w}^{(1)}\|_{U_{n+2, n+2}^{1}} \leq K_3 \|\hat{\varphi}\|_{U_{n+2, n+2}^{1}} \leq M,$$
and if \( \| \hat{w}^{(j)} \|_{U_{h+2,k+2}} \leq M \) for some \( j \in \mathbb{N} \cup \{0\} \), then

\[
\| \hat{w}^{(j+1)} \|_{U_{h+2,k+2}} \leq K_1 M^2 + K_2 \nu_* M + K_3 \| \hat{\sigma} \|_{U_{h+2,k+2}} = M.
\]

Therefore, by induction, we see that the sequence \( \{\| \hat{w}^{(j)} \|_{U_{h+2,k+2}}\}_{j \in \mathbb{N}} \) is uniformly bounded by \( M \). Moreover, since \( \mathcal{L}, I^T_2 \) and \( J^I_2 \) are linear functionals, and since it holds

\[
\mathcal{N}(f_1, f_2) - \mathcal{N}(g_1, g_2) = \mathcal{N}(f_1, f_2 - g_2) + \mathcal{N}(f_1 - g_1, g_2)
\]

for every bilinear form \( \mathcal{N} \) appearing in \( G^0_n \), we inductively see

\[
\| \hat{w}^{(j+1)} - \hat{w}^{(j)} \|_{U_{h+2,k+2}} \leq \| S(\hat{w}^{(j)}, \hat{\varphi}) - S(\hat{w}^{(j-1)}, \hat{\varphi}) \|_{U_{h+2,k+2}} \\
\leq (2K_1 M + K_2 \nu_*) \| \hat{w}^{(j)} - \hat{w}^{(j-1)} \|_{U_{h+2,k+2}} \\
\leq (2K_1 M + K_2 \nu_*)^{j-1} \| S(\hat{\Phi}^{(j)}, \hat{\varphi}) - \hat{\Phi}^{(j)} \|_{U_{h+2,k+2}} \\
\leq (2K_1 M + K_2 \nu_*)^j M
\]

by reviewing the proof of Proposition 3.5. Since \( 2K_1 M + K_2 \nu_* < 1 \), we see

\[
\sum_{j=1}^{\infty} \| \hat{w}^{(j+1)} - \hat{w}^{(j)} \|_{U_{h+2,k+2}} < \infty,
\]

which and the completeness of \( U_{h+2,k+2} \) yield that \( \hat{w}^{(j)} \) converges to some \( \hat{w}^\infty \in U_{h+2,k+2} \) under the condition \([3.47]\). Since

\[
\| S(\hat{w}^\infty, \hat{\varphi}) - S(\hat{w}^{(j)}, \hat{\varphi}) \|_{U_{h+2,k+2}} \leq (2K_1 M - K_2 \nu_*) \| \hat{w}^\infty - \hat{w}^{(j)} \|_{U_{h+2,k+2}} \to 0
\]

as \( j \to \infty \), we see that \( \hat{w}^\infty \) is a solution of \([3.48]\).

In what follows, we fix a pair \( (\hat{w}, \hat{\varphi}) \in U_{h+2,k+2} \times U_{h+2,k+2} \) of solutions obtained as above. Then this pair satisfies

\[
w_n(r) := \begin{cases} \\
-I^\infty_0 [G^*_n](r) - J^{00}_n [G^*_n](r) + \varphi_n(r), & r \geq 0, \ n \in \mathbb{Z} \setminus \{0, \pm 2\}, \\
w_{n,1}(r) := P_{n,1}(r) + Q_{n,1}[\varphi_n](r) & 0 \leq r \leq R_*, \ n = \pm 2, \\
w_{n,2}(r) := P_{n,2}(r) + Q_{n,2}[\varphi_n](r) & r > R_*, \ n = \pm 2, \\
-\int_{-1}^{r} \frac{1}{s} \int_{0}^{s} t G^*_n(t) dt ds + \varphi_n(r) & r \geq 0, \ n = 0,
\end{cases}
\]

together with \( \hat{\gamma} := \mathcal{L}(\hat{w}) \in V^2_{h+2,k+2} \). Since \( \hat{w} \in U_{h+2,k+2} \) and \( \hat{\Phi}_n^* := H_n \) is finite at \( r = 0 \) (see \([3.25]\) in Proposition 3.3), we see that each of \( \Delta_{r,n} w_n \ (|n| \neq 2), \Delta_{r,n} w_{n,1} \) and \( \Delta_{r,\zeta,n} w_{n,2} \ (|n| = 2) \) is well-defined and continuous in each domain, and is expressed as

\[
\Delta_{r,n} w_n(r) = G^*_n(r) + \Delta_{r,n} \varphi_n(r), \quad 0 \leq r < \infty, \ n \in \mathbb{Z} \setminus \{\pm 2\},
\]

\[
\Delta_{r,n} w_{n,1}(r) = G^*_n(r) + \Delta_{r,n} \varphi_n(r), \quad 0 \leq r \leq R_*, \ |n| = 2,
\]

\[
\Delta_{r,\zeta,n} w_{n,2}(r) = G^*_n(r) + \Delta_{r,\zeta,n} \varphi_n(r), \quad R_* < r < \infty, \ |n| = 2.
\]

From \([3.50], [3.51]\), and the connecting properties \([3.27]\) and \([3.28]\), we see

\[
\partial^l_r w_{n,1}(R_*) = \lim_{r \to R_*} \partial^l_r w_{n,2}(r), \ l = 0, 1, 2.
\]
and hence each of $\Delta_{r,n}w_{\pm 2}$ is also well-defined and continuous in $[0,\infty)$, and satisfies (3.4). Therefore, we see that $(\gamma, \hat{w}) = (\mathcal{L}(\hat{w}), \hat{w})$ are strong solutions of the system (3.5).

Step 3: Existence of a solution of (1.1) and its decay property. Using the above solutions $(\gamma, \hat{w})$ of (3.5), we set

$$
\gamma(r, \theta) := \sum_{n \in \mathbb{Z}} \gamma_n(r)e^{in\theta}, \quad w(r, \theta) := \sum_{n \in \mathbb{Z}} w_n(r)e^{in\theta}
$$

for every $(r, \theta) \in [0, \infty) \times [0,2\pi)$. By the definition of $V_{2, \alpha, \kappa+4}$ and $U_{1, \alpha+2, \kappa+2}$, and the discussion in Step 2, we see $\gamma \in C^2(\mathbb{R}^2; \mathbb{R})$ and $w \in C^2(\mathbb{R}^2; \mathbb{R})$. Moreover, by summing up Fourier modes of the system (3.5), we also see that $(\gamma, w)$ is a strong solution of the vorticity-streamfunction system (3.1), i.e., (1.2) for $\phi = \phi_0 + \varphi$.

We note here that by the elliptic regularity of the Poisson equation, we see that $\psi \in C^3(\mathbb{R}^2, \mathbb{R})$.

Now let $u := \nabla^\perp \psi$. Then we see $u \in C^2(\mathbb{R}^2, \mathbb{R})$. On the other hand, $\partial_r \gamma_0$ is actually expressed as

$$
\partial_r \gamma_0(r) = -\frac{1}{r} \int_0^r \left[ -\mathcal{D}_0(s) + 2s \int_s^\infty \frac{\mathcal{D}_0(t)}{t^2} dt + s\varphi_0(s) \right] ds
$$

$$
= -r \int_r^\infty \frac{\mathcal{D}_0(s)}{s^2} ds - \frac{1}{r} \int_0^r s\varphi_0(s)ds.
$$

We see from (3.24) that the modulus of this first term is bounded by $(1 + r)^{-(\alpha+1)}$. Hence together with $\hat{\gamma} \in \hat{V}_{2, \alpha, \kappa+4}$, we obtain the decay property (2.2) of $u$ by using the formula $\nabla^\perp(\phi_0 + \varphi_0) = -\partial_r(\phi_0 + \varphi_0)e_\theta$. Furthermore, this $u$ and $\omega$ satisfy

$$
\begin{cases}
\Delta \omega = u \cdot \nabla \omega + \Delta(\phi_0 + \varphi), & x \in \mathbb{R}^2, \\
\nabla \cdot u = 0 & x \in \mathbb{R}^2,
\end{cases}
$$

and the decay properties

$$
|u(r, \theta)| \lesssim (1 + r)^{-1}, \quad |\nabla u(r, \theta)| \lesssim (1 + r)^{-2}, \quad |\nabla \omega(r, \theta)| \lesssim (1 + r)^{-3}.
$$

Hence using a similar method to Hillairet-Wittwer [14, Section 3], we see that $u$ becomes a classical solution of the Navier-Stokes system (1.1) for $F = \nabla^\perp(\phi_0 + \varphi)$ together with some pressure $p$. \qed
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