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Abstract

Feature selection of high-dimensional labeled data with limited observations is critical for making powerful predictive modeling accessible, scalable, and interpretable for domain experts. Spectroscopy data, which records the interaction between matter and electromagnetic radiation, particularly holds a lot of information in a single sample. Since acquiring such high-dimensional data is a complex task, it is crucial to exploit the best analytical tools to extract necessary information. In this paper, we investigate the most commonly used feature selection techniques and introduce applying recent explainable AI techniques to interpret the prediction outcomes of high-dimensional and limited spectral data. Interpretation of the prediction outcome is beneficial for the domain experts as it ensures the transparency and faithfulness of the ML models to the domain knowledge. Due to the instrument resolution limitations, pinpointing important regions of the spectroscopy data creates a pathway to optimize the data collection process through the miniaturization of the spectrometer device. Reducing the device size and power and therefore cost is a requirement for the real-world deployment of such a sensor-to-prediction system as a whole. Furthermore, we consider a wide range of machine learning models that have been proven to be successful for the prediction of the Cetane Number of fuels. We specifically design three different scenarios to ensure that the evaluation of ML models is robust for the real-time practice of the developed methodologies and to uncover the hidden effect of noise sources on the final outcome. The evaluation is performed for both the full model and reduced models using different feature selection techniques on a real dataset. Finally, we propose a correctness metric for the feature selection techniques to assess the conformance of the selected subset
of features to the domain expertise. As a result, the Support Vector Regression yields better prediction accuracy and generalization power as it leads to less complex and computationally more efficient than model Neural Network. More importantly, using the reduced subset of features from original data creates a pathway to deploying less complex, scalable, and explainable prediction models.
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1. Introduction

Nowadays, Machine Learning (ML) is widely used in a variety of fields. ML is broadly designed to aid decision-making processes within organizations. ML refers to a group of computational and statistical techniques that maps a set of input characteristics to a response, with a priori unknown relationships, such that the estimated mapping (model) can be utilized for response prediction of unseen future observations.

There are a group of ML models with explicit functional form, either linear (e.g., Linear Regression [1]) or non-linear (e.g., K-Nearest Neighbor [2]). Several problems can be addressed by modeling linear relationships between a response value and a set of predictor variables that a human observing the process easily understands. In contrast, others require a more sophisticated mapping, which gave birth to various non-linear ML modeling techniques. On the other hand, more advanced ML modeling techniques have recently become prevalent, with no explicit functional form associated with the modeling. Instead, the mapping follows an architecture connecting input characteristics to output through a large set of nodes with a chain of transformations. Although such network-based models yield black-box complex functional form, they successfully capture the non-linearity and specific properties of the underlying unknown function. In reality, the nature of the underlying mapping is not known in advance.

Presently, machine learning has been successfully implemented to solve a range of problems from finance, engineering, medicine to applied sciences. In some applications, these models achieve better performance than humans, such as object recognition, detection, and tracking [3][4], beating world Chess and Go champions [5][6], solving protein folding problems [7], etc. Unlike a human, however, a trained black-box model cannot provide reasons for a spe-
cific decision or choice, even though the results are often accurate. Therefore, these models lack a very important component of human behavior – explainability.

Predictive models in practice are often inaccessible to the domain researchers and practitioners since they are typically designed by vendors and thus exclusive. This lack of transparency makes it difficult to understand the prediction outcome and has also led practitioners to reject these products due to a lack of trust. Hence, the interpretability of ML models or, in general, AI tools for decision-making processes is inevitable. Interpretability can be defined as a degree to which a human can understand the cause of a decision from an ML model [8]. System transparency aids better human decisions at critical steps. More importantly, having an interpretable AI system allows incorporating human intelligence to guide the rest of the automated process, making the system more scalable and efficient. This alleviates the pressure to build a perfect automated and black-box AI system and instead focus on constructing a powerful hybrid decision-making process. André Meyer-Vitali et al. [9] argue that designing a strategy that uses human judgment and interaction with the system improves the performance of either manual or fully automated systems.

To interpret the ML decision process, there exist two groups of model-based and model-agnostic techniques. The model-based interpretability is focused on constraining the structure of ML models so that they readily provide useful information about the uncovered relationships. As a result of these constraints, the space of potential models is smaller, which may sacrifice training predictive accuracy [10] to achieve a better generalization performance. Linear Regression (LR) [1], Logistic Regression [11] and Decision Trees [12] are innately interpretable. Therefore, analyzing the interactions between features or between features and response within such models allow the observer to explain the model outcome. The model-agnostic methods, on the other hand, can be used on any ML model and are usually applied post hoc (post-model) after the model training stage. The widely used preprocessing techniques such as Principal Components Analysis (PCA) [13] and Partial Least Squares (PLS) [14] with its variants, such as Interval PLS [15], Forward and Backward Interval PLS [16], Moving Window PLS [17] and few others, are also independent of the model and can be used before the training stage. Local and global interpretation methods are two types of model-agnostic interpretation methods [18]. Global methods explain the on-average effect of features on the final prediction outcome. Local techniques,
however, seek to explain particular predictions. The latter group of techniques is more useful when we do not have access to a lot of data and want to explain the behavior of the model for every single instance of the data. Most of the local model-agnostic interpretable techniques require a surrogate or a simple proxy model that can be applied to learn a locally faithful approximation of a complex, black-box model based on outputs returned by the black-box model [19]. This approach is also known as knowledge distillation [20]. Alternative to local interpretation that helps explain individual prediction, are global methods that describe entire model behavior across all predictions. Global methods offer transparency about what is going on inside a model on an abstract level [21]. The advantage of Model-agnostic techniques is their flexibility to explain any model, providing consistency in explanation across various prediction methods. Therefore, we can select certain attributes that affect the target outcome using these interpretable methods, which will be summarized later. As mentioned above, some models are interpretable by nature, and some are complex black-box. The biggest advantage of model-agnostic techniques is their ability to explain such complex models. Moreover, this advantage can be extended from complex models to simpler ones as well.

This paper focuses on completing the human-machine loop on the example of a fuel sensor for the next generation of Unmanned Aircraft Systems (UAS) propulsion system. The purpose is to leverage the power of machine learning to accurately predict the ignition properties of fuel through its spectroscopic signature in real-time and at scale. Having access to a limited number of training samples and a large number of attributes results in a more complex problem setting. Hence, the advantage of developing a framework that adopts a subset of attributes for prediction is two-folded, first, making the prediction efficient and at scale in real-time. Secondly, reducing the complexity to avoid overfitting issues on the unobserved noisy test set. Furthermore, the reduced dimensionality of such a tool would enable a more interpretable and accessible model for domain specialists.

While the data collection is typically peripheral to constructing predictive models, it is essential to scale such models to solve real-world engineering problems. In this paper, we consider the collection of spectroscopy data which is a costly task that requires a robust, sizable sensor. Such sensor, however, can be miniaturized to capture only selected region of spectroscopic signature if, and only if, there is enough information in those regions to differentiate between various types of fuels and their properties. Although
in reality such regions are continuous, due to instrument resolution limitations, they are represented by a discrete feature location on wavelength axis. Therefore, pinpointing these regions creates a pathway to optimize the data collection process, which is a requirement for the real-world deployment of such a sensor-to-prediction system as a whole.

That being said, spectroscopic data of fuels was collected to prepare a framework capable of predicting the fuel ignition quality. Several spectroscopy techniques are used in real-world applications, one of them known as Raman spectroscopy. This is a spectroscopic method that works on the light scattering principle where the incident laser light is scattered by the sample’s molecules to produce a unique Raman spectrum. The spectroscopic data can be visualized as a series of data where each feature is recorded as the scattering intensity value occurring at a particular wavelength axis position. This technique is frequently used in chemistry to provide a structural fingerprint by which substrate molecules can be identified. Explicitly, the fundamental Chemical Functional Groups (CFG) present in the sample are the main reason for producing unique chemical fingerprints of the sample under observation. As a unique structural fingerprint is acquired for each sample, fuel ignition quality such as Derived Cetane Number (DCN) can be measured for each sample and associated with its Raman spectral data, thus providing a framework for predicting the DCN of unknown and unseen fuel samples.

DCN, or just Cetane Number (CN), is one of the main indicators of fuel ignition quality. Similar to spectroscopic and CFG correlations, CN is highly correlated to the quantity and type of functional groups present in the fuel [22, 23, 24]. Thus, feature selection is performed in selecting the right functional groups, particularly wavenumbers. This can be validated using the knowledge gained from the physical chemistry analysis, completing the human-in-the-loop approach.

Spectroscopy can suffer from several measurement accuracy issues: poor signal intensity, broad fluorescence baseline interference, and dark current noise. Although various pre-treatment and calibration techniques are often used before the analysis to ensure precise and consistent data readings, both spectroscopy data and measured CN values have an observable level of statistical noise. Notably, these noise levels are correlated to periods of time when data was collected. Bearing that in mind, we divide our dataset into “old” and “new” sets, depending on when it was collected. The resulting sets are further divided into three separate scenarios: Control (old data only), Mixed
While the body of research on spectroscopic analysis is extensive, to the best of our knowledge, there is no single comprehensive work focused on developing both explainable and scalable predictive models for spectroscopic data. Most publications in the field either solely focus on obtaining prediction, for example, applying popular ML methods for octane prediction using infrared spectroscopy [25], or the use of common feature elimination techniques [26] to improve the prediction accuracy. The implementation of explainable black-box models is limited to interpreting functional near-infrared spectra data in developmental cognitive neuroscience using simple multi-variate analysis [27] and using Local Interpretable Model-Agnostic Explanations (LIME) [28] on optical emission spectroscopy of plasma [29].

Therefore, the purpose of this paper is to investigate the performance of a wide range of successful predictive models and implement model-based and model-agnostic interpretable techniques to achieve at-scale models for real-time practice. We consider three predictive models, from basic Linear Regression to non-linear Support Vector Machine (SVM) [30] and network-based Neural Network (NN) [31] regressions. Furthermore, we consider PCA, PLS, Ridge Regression [32] and Random Forest [33] for model-based feature selection methods, as well as popular local model-agnostic interpretable techniques, such as LIME and Shapley Additive Explanation (SHAP) [34], and Global Surrogate (GS) [35] as global model-agnostic method.

Performing a set of comprehensive experiments, we discuss the set of tools for spectroscopy data analysis beyond what has been covered in literature so far and provide informative insights on their challenges in a high-dimensional and limited spectra data setting.

To provide a precise evaluation of feature selection techniques, we propose two metrics: Correctness, which measures selected features’ adherence to known chemistry using domain expertise, and Performance, which measures testing error on a predicted CN value. Additionally, we construct a trade-off scale between Correctness and Performance to evaluate the overall accuracy of the above-mentioned techniques in identifying such attributes.

In Section §2, we analyze the current literature on machine learning, the role of spectroscopic data analysis in chemometrics, and the significance of machine learning in spectra data analysis. We further discuss feature selection and explainable AI techniques research and how these methods help to interpret complex models. Next, we review two major components of
our work: predictive modeling and feature selection and interpretation techniques. In Section § 3 we provide background on popular and successful machine learning models, particularly in the chemometrics domain, including SVM and NN. In Section § 4 we review feature selection methods which help us identify important spectroscopy features and provide details on interpretation techniques used to explain the behavior of prediction models. In Section § 5 we focus our attention on the practical implementation of these methods and include details about the deployment challenges in the real-time setting. Finally, in Section § 6 we provide experimental results and discuss our findings and summarize the work done in Section § 7.

2. Related Works

The history of predictive modeling dates back to Legendre (1805) and Gauss (1809), who used least-squares linear regression to predict planetary movement. With the advancements of computational hardware in recent times, training highly complex models including Artificial Neural Networks consist of neurons has became prevalent. Artificial neurons were originally proposed in 1943 by McCulloch and Pitts and represented a model of the computational unit with multiple inputs, and a binary output. It was later in 1958 when Rosenblatt proposed a full network of neurons, called perceptrons. Although the field of artificial intelligence was then stagnated for decades, with the official introduction of backpropagation by Rumelhart, Hinton, and Williams in 1986, the interest in neural networks as problem-solving algorithms has exploded. In the meantime, many other learning methods were developed, including Support Vector Machines, developed at AT&T Bell Laboratories by Vladimir Vapnik and his colleagues in 1963 and modified in 1992. Support Vector Machines can construct a set of hyperplanes in multi-dimensional space that efficiently separate observations into separate categories, making it one of the most robust models with strong generalization performance.

Spectroscopic techniques have been widely used for different purposes in various domains such as petrochemical, medical, pharmaceutical, and biological, food and agricultural, engineering, and material and geologic analysis to monitor reactions and conditions of a final product.

There is an extensive literature in the petrochemical industry and the chemometrics discipline that use spectroscopic data to predict fuel Cetane
or Octane Number. The data is usually collected using the following techniques: Gas Chromatography-Mass Spectroscopy [25, 53], Fourier-transform Infrared (FTIR) Spectroscopy [54, 55, 50, 57], Quantitative Structure Property Relationships analysis [58], Fatty Acid Methyl Esters (FAME) composition analysis [59], Nuclear Magnetic Resonance (NMR) Spectroscopy [22], as well as Near Infrared (NIR) [49, 26, 60, 61, 62], Mid-Infrared (MIR) and Raman Spectroscopy [61, 63, 57].

Summarizing the existing body of work on spectroscopy analysis (Table 1), it is worth mentioning that the majority of studies on fuel spectroscopy do not collect their own data or have a limited dataset size, as the spectroscopy data collection process is complicated, time-consuming, and expensive. Our project focuses on using Raman spectroscopy since it allows collecting fuel spectroscopy without major preparation or damage to the sample, further aiding the goal of real-world deployment. While the majority of the literature cover fuel ignition qualities prediction, the choice of the predictive model is often limited to either linear or non-linear methods, and rarely are both compared. Additionally, fewer topics are dedicated to extracting or explaining (see Interpretability column in Table 1), spectroscopic features. To this end, they mainly applied model-based feature selection techniques to identify and remove noisy features in order to improve prediction accuracy and computational efficiency [64, 61, 62, 65, 25, 60, 57, 26, 60, 67]. In another body of work, popular feature selection methods such as PCA [68], and PLS [69] were employed to discover the correlation between decomposed fuel spectra and fuel sample clustering results [54], help isolate certain chemical groups responsible for the deviation in predicted values [49, 25], and correlate certain spectra regions of pharmaceutical tablets to the concentration of antiviral drug [62].

As previously discussed, few works focus on explaining learning and predictive modeling using spectra data. In [27] authors applied linear multivariate analysis to interpret development cognitive neuroscience spectroscopy data. Direct visualization of gradient-weighted class activation mapping of Convolutional Neural Network was developed in [75] to interpret detection of volatile organic compounds.

Recently, model-agnostic methods have attracted a lot of attention for feature evaluation, such as Shapley Additive Explanation (SHAP) [34] and LIME [28]. Explainable AI techniques in general have been widely used to explain predictions in financial and chemical time-series data [77, 78, 79, 80] vibrational-based Structural Health Monitoring signals [50], hyperspectral
This Work

| Work | Collected Data | Linear Models | Non-linear Models | Model-based FS | Model-agnostic FS | Scalability | Interpretability |
|------|----------------|---------------|-------------------|----------------|------------------|-------------|------------------|
|      | -              | +             | -                 | -              | +                | -           | -                |
|      | +              | +             | +                 | -              | +                | -           | -                |
|      | +              | +             | +                 | +              | +                | -           | -                |
|      | +              | +             | +                 | +              | +                | -           | -                |
|      | +              | +             | +                 | +              | +                | -           | -                |
|      | +              | +             | +                 | +              | +                | -           | -                |
|      | +              | +             | +                 | +              | +                | -           | -                |
|      | +              | +             | +                 | +              | +                | -           | -                |
|      | +              | +             | +                 | +              | +                | -           | -                |
|      | +              | +             | +                 | +              | +                | -           | -                |
|      | +              | +             | +                 | +              | +                | -           | -                |
|      | +              | +             | +                 | +              | +                | -           | -                |
|      | +              | +             | +                 | +              | +                | -           | -                |
|      | +              | +             | +                 | +              | +                | -           | -                |
|      | +              | +             | +                 | +              | +                | -           | -                |
|      | +              | +             | +                 | +              | +                | -           | -                |
|      | +              | +             | +                 | +              | +                | -           | -                |
|      | +              | +             | +                 | +              | +                | -           | -                |

Table 1: Summary of related work in comparison to this work

imaging [81] and electrocardiogram data [82]. However, to the best of our knowledge, only one recent work focused on using the model-agnostic method (LIME) to explain the non-linear predictions of spectroscopy data to characterize plasma solution conductivity [29].

After investigating the existing research, we develop an efficient, scalable framework that ensures prediction accuracy and transparency together. This paper simultaneously investigates the performance of the most successful ML models in the literature, including SVM and NN, and covers a comprehensive examination of both model-based and model-agnostic explainable AI techniques for spectroscopy data analysis. The goal is to derive the most accurate, scalable prediction model. More importantly, we aim to ensure the interpretability and transparency of the prediction outcome to the human expert, supporting the fact that predictions are grounded in domain science and, therefore, can be fully trusted to make further decisions. We also focus on modeling raw, unscaled, noisy data to ensure it can be deployed fast in the real world without any major preprocessing.
3. Predictive Modeling

Machine Learning is referred to statistical tools encoded in a machine to make predictions about future observations based on historical data. There are many ways to categorize ML methods; supervised and unsupervised, linear and non-linear, etc. In this paper, we group them into two categories: interpretable and non-interpretable (black-box), with Linear Regression [1] being an example of the former one, and Support Vector Machines [30], and Neural Networks [31] being an example of the latter. As discussed in § 2, the two popular methods in chemometrics are PLS Regression [14], and PCA Regression [13], as they can first provide insight into important features in high-dimensional data by decomposing it into latent structures using PCA and PLS, and build interpretable linear regression models on top for prediction.

There is a long tradition of employing linear models in chemometrics. As more recent examples, Jameel et al. used multiple LR and nuclear magnetic resonance spectroscopy to predict fuel ignition quality [22]. Barra et al. used PLS regression with FTIR spectroscopy to predict cetane number in diesel fuels [56]. Balabin et al. also compared the performance of PLS and PCA regression models with NN while analyzing biodiesel properties using near-infrared (NIR) spectroscopy [67]. However, the main drawback of any linear model is its inability to capture complex non-linear relationships within the data, especially when the access to the training data is limited. Therefore, the use of Support Vector Regression (SVR) and deep learning models has been particularly prominent in chemometrics. Using SVR, Kiefer et al. achieved superior results on Raman spectroscopy of algal production of complex polysaccharides over LR [70], while Alves et al. noted that SVR outperformed PLSR for NIR spectra analysis [71]. Balabin et al. has also explored the deployment of NN and SVR for analytical chemistry and concluded that not only SVR outperforms PCA and PLS regression methods [67], but that SVR also performs similarly to NN, with SVR having the advantage in producing a more generalized model capable of efficiently dealing with non-linear relationships [74]. Similarly, NN is also capable of capturing unique spatial features and have been shown to perform well on spectroscopy data analysis [41, 54, 25, 53], given a wealthy amount of data. In our work, we investigate the performance of LR, SVR, and NN models to process high-dimensional spectra data for prediction and explainability effort.
3.1. Support Vector Regression

Support Vector Machine is a supervised learning model grounded in Vapnik–Chervonenkis computation learning theory [83], which explains the learning process from a statistical point of view, ensuring high generalization ability on unseen data. SVM solves both classification and regression problems by identifying an optimal separating hyperplane with maximum margin to the training observations, formulated as a convex optimization problem. In a regression setting, the optimal hyperplane is the decision surface that best approximates the continuous-valued function [84]. The goal is to first arrive at minimized convex loss function that produces an error in predicted values at most equal to the specified margin, called the maximum error $\varepsilon$ (epsilon). At the same time, the decision surface must stay as flat as possible while containing most of the training samples [85]. An important property of SVR is its ability to map input vectors to a high-dimensional feature space where a non-linear decision surface can be constructed that fits the data within a threshold of values within a specified margin. Since the data can often not be separable in initial finite-dimensional space, mapping it into a much higher-dimensional space, aka kernel space, makes the separation easier.

The optimization, which has a unique solution, is further solved, and since not all points are going to fall within the margins, slack variables $\xi_n$ and $\xi_n^*$, which denote deviation from the margin, are introduced to deal with otherwise infeasible constraints. The constant $C$ is then introduced to impose a penalty on observations that lie outside the margin to prevent overfitting and determine the trade-off between the flatness and amount of deviation that can be tolerated. Ultimately, the decision surface is confined using support vectors, which are the most influential instances that lie outside the tube boundaries and affect its shape. In order to minimize the computational complexity of the described optimization problem, it is solved using Lagrange dual formulation. Mathematically speaking, given the set of observations $X$ where each $X_i \in \mathbb{R}^M$, for $i = 1, \ldots, N$ and where $N$ is the number of samples and $M$ is the number of features (dimensions), with $y_i$ being the predicted value, we can express the optimization problem as:
\[
\begin{align*}
\min & \frac{1}{2}||w||^2 + C \sum_{i=1}^{N} \xi_i + \xi^*_n \\
\text{s.t.} & \\
& y_i - w^T \varphi(X_i) \leq \varepsilon + \xi_i^* \quad i = 1, \ldots, N \\
& w^T \varphi(X_i) - y_i \leq \varepsilon + \xi_i, \quad i = 1, \ldots, N \\
& \xi_n, \xi_n^* \leq 0, \quad i = 1, \ldots, N
\end{align*}
\] (1)

Where \( w \) is the weight vector of the separating hyperplane and \( \varphi(\cdot) \) is a transformation function, i.e. kernel, that maps vector \( X \) to a high-dimensional space, that computes inner products of the input vectors. Using kernel, or kernel trick, pairwise similarity comparisons between training data observations are used instead transforming data to avoid extremely high number of combinations. Two popular kernel functions include: Linear dot product \( \varphi(X_i, X_j) = \langle X_i, X_j \rangle \) and Polynomial \( \varphi(X_i, X_j) = (\gamma \langle X_i, X_j \rangle + \text{Coef}0)^d \), for \( d > 0 \) where \( \gamma \) is a scale factor that defines how a support vector shapes the decision surface, and \( \text{Coef}0 \) is an independent term used to overcome dot product computation issues for high-dimensional data. The parameters are further covered in Section \$5.3\).

3.2. Neural Networks

NN is a computing system that is commonly used for supervised learning. It is represented by a network of artificial neurons or nodes connected by links, where each link has an associated randomly initialized weight and activation level. Each node has an input function (typically summing over-weighted inputs), an activation function, and an output. The weights are updated through a forward and backward propagation until they converge to optimal estimates.

Through the forward approach, the input function of each unit is passed through the activation function, typically a non-linear function, and transformed to a new value that would be passed to the nodes in the subsequent layer. This process is known as forward propagation, during which a network learns and creates its own features. Mathematically, the operations in input layer are shown in Equation [5], where \( a^1 \) is input layer activation, expressed as function \( g \) of weights \( w \) and training data \( X \). Working forward through the network, the input function of each unit is applied to the weighted sum.
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of the activation on the links feeding into that node. Forward propagation ends at the final (output) layer $L$, which produces a value based on function $h_w(X)$ of all previous layer transformations (Equation 6). Lastly, the total prediction error is calculated using problem-specific loss (or cost) function, e.g. mean squared error (Equation 24), cross-entropy (Equation 7), so that the gradients which are used to update the weights in next step can be derived.

$$a^1 = g(w^1 X)$$

$$h_w(X) = a^L = g(w^L a^{L-1})$$

$$J(w) = (1 - y)(\log(1 - \hat{y}) + y \log(\hat{y}))$$

Each node $j$ in layer $l$ is “responsible” for fraction of the error $\delta^l_j$ in output nodes it is connected to. Hence, through the backward approach, the error associated with each unit from the preceding layers are back-calculated following Equations 8-9 and the contributing weights are adjusted, accordingly. This process is known as backpropagation, during which partial derivatives of error measurement are calculated to track gradient descent, $\Delta^l$, Equation 10 that minimizes cost function until convergence is reached.

$$\delta^L = a^L - y$$

$$\delta^l = (w^l)^T \delta^{l+1} (a^l * (1 - a^l))$$

$$\Delta^l = \Delta^l + \delta^{l+1} (a^{(l)})^T$$

The choice of network hyperparameters determines the network architecture and how the network is trained and, therefore, is crucially important to obtain a high-performing model. The most common methods of hyperparameter selection are Grid Search, Random Search, and Bayesian Optimization. In this paper, we will adopt Bayesian Optimization to identify the optimal NN architecture. There has been several activation functions proposed in the literature including the most common ones such as Sigmoid and Relu.
4. Feature Selection

4.1. Model-based Methods

4.1.1. Principal Component Analysis

PCA is an unsupervised dimension reduction method that transforms data to a new coordinate system with a reduced set of variables that retains most of the information from the original space. The transformed space can be imagined as \( P \)-dimensional ellipsoid, where longest axis of an ellipsoid represent direction of maximum variance within the data for \( P < M \), where \( M \) is the number of original features (dimensions). Given \( N \) number of samples and an \( N \times M \) matrix of data \( X \), where \( X_i \in \mathbb{R}^M \), for \( i = 1, \ldots, N \) and \( j = 1, \ldots, M \), the data has to be standardized to be centered around 0 by subtracting the mean value of each variable from individual data points in a given dimension. The key idea behind PCA is to combine original variables into a set of latent vectors \( Z \) in a linear way, where \( Z_p \in \mathbb{R}^M \) for \( p = 1, \ldots, P \) same as \( X \) since it is its linear combination. More formally, the latent vectors can be presented as follows:

\[
Z_p = \sum_{j=1}^{M} w_j X_j
\]

(11)

The latent variables are constructed sequentially. The first projection \( z_1 \) can be written as:

\[
Z_1 = w_1 X_1 + \cdots + w_j X_j,
\]

(12)

Where \( w \) is the vector of weights constrained so that its sum of squares is equal to 1. According to [86], since the matrix \( X \) contains variation relevant to the problem, it seems reasonable to have as much as possible of that variation also in \( Z \). Suppose this amount of variation in \( Z \) is appreciable. In that case, it can serve as a good summary of the \( X \) variables, hence, allowing us to reduce the number of variables used in the original space. The problem is therefore constructed as maximizing the variance of \( Z \) with respect to the optimal weights. By substituting (Equation 12) into mathematical notation for returning the argument \( w \) of the maximization function and rewriting it in a vectorized format, we obtain the following objective function:

\[
w_p = \arg \max_{||w||=1} (\text{var}(Z)) = \arg \max_{||w||=1} (w^T X^T X w)
\]

(13)
Using the result of the covariance matrix, $X^TX$, we find that the optimal $w$ are therefore the eigenvectors of $X^TX$, where the first ordered eigenvector corresponds to $u_1$ and so on. Scaled by the variance, which is squared root of corresponding orthogonal eigenvalues, columns of $w$ are therefore called loadings in PCA. As a result, reconstructed back to the original space and applied to fuel spectroscopy, the output of the PCA model contains information on scores of various features that contribute most to the explained variance in recorded absorption values.

4.1.2. Partial Least Squares

PLS is a supervised alternative to PCA and is arguably the most widely used technique in the chemometrics domain. Similar to PCA, it identifies a set of features that are linear combinations of the original features. Unlike PCA, however, PLS considers the response $y$ and finds the multidimensional coordination of the feature space $X$ that contributes to most variance in the response $y$. Essentially, partial least squares seek directions that have high variance and have a high correlation with the response, in contrast to principal components regression which keys only on high variance [87]. After standardizing the data to have 0 mean and variance of 1, both $X$ and $y$ are decomposed as a product of a common set of orthogonal vectors and a set of specific loadings [88]. The data and response matrices are decomposed as:

$$
X = ZP^T
$$

$$
y = ZQ^T
$$

Where $Z$ is a matrix of latent vectors, and $P, Q$ are the loading coefficient matrices. A rank regression is then performed to construct a matrix of latent components $Z$ as linear transformation of $X$, where $w$ is a vector of weights:

$$
Z = Xw
$$

The idea behind PLS is to perform decomposition so that the information from both $X$ and $y$ is taken into account.

The elements of the weight vector $w$ are defined such that the squared sample covariance between response and the latent components is maximal under the condition that the latent components are mutually uncorrelated [89]. Finally we adopt the following objective function to find optimal set of weights for each latent vector $p = 1, \ldots, P$, that we later use for feature selection:
\[ w_p = \arg \max_w (w^T X^T y y^T X w) \] (16)

### 4.1.3. Random Forest

Random Forest is an ensemble learning method, which constructs multiple de-correlated decision trees trained on different subsets of the data and subsets of selected attributes to reduce the variance in \( y \). Although Random Forest is a prediction tool, it is widely used to rank the importance of the variables based on the number of times they are used during node splitting. For each node \( t = 1, \ldots, K \), where \( K \) is total number of nodes within a binary tree \( r = 1, \ldots, T \), where \( T \) is number of trees of the random forest, the optimal split in a classification setting is determined by impurity, measuring how well a potential split separates observations that are similar to each other \[ 90 \]. In regression problems, the measure of impurity \( (i(t)) \) is variance of the predicted value of observations within each partition. Therefore, the importance \( (w) \) of a feature \( (j) \) is computed as the (normalized) total reduction of variance \( (\Delta i) \) brought by that feature across all trees. Mathematically it can be expressed as:

\[ w_j = \sum_{r=1}^{T} \sum_{t=1}^{K} \Delta i_j(t, r) \] (17)

### 4.1.4. Ridge Regression

The linear regression regularization method is used to reduce model complexity by adding penalties to coefficients of variables in the cost function, such that the Residual Sum of Squares (RSS) loss function for \( i = 1, \ldots, N \) and \( j = 1, \ldots, M \), where \( N \) is number of samples and \( M \) is number of data dimensions, takes the form:

\[ \text{RSS} = \sum_{i=1}^{N} (y_i - \hat{y_i})^2 + \alpha \sum_{j=1}^{M} w_j^2 \] (18)

The first term in the above equation is the sum of squared error and the second term is the regularization component. \( \alpha \) is the penalty parameter used over all weights of features \( w \) to shrink the magnitude of the unimportant ones to ensure that the model does not overfit.

Tuning \( \alpha \) hyperparameter controls the strength of the penalty term or essentially the amount of shrinkage, which results in sparse models, easier to
analyze than high-dimensional data models with large numbers of parameters.

4.2. Model-agnostic Methods

4.2.1. SHAP Method

SHAP stands for Shapley additive Explanations, which is considered a popular state of the art in explaining black-box machine learning models. SHAP is a technique to calculate the impact of each feature on the prediction outcome using Shapely Values. Shapley values were introduced in the 1950s by Lloyd Shapley [91], who introduced it as a solution concept in cooperative game theory. The main idea is that any model output does not rely only on one single feature but on the entire set of features in the data set.

Suppose that we have a predictive model, where the game outcome represents the model prediction, and the players in the game represent the features. Considering all possible coalition among the players (features) and their effect on the game (model outcome), each player contributes to the team’s result. The sum of the contributions for each player from each possible coalition returns the value of the target variable (model outcome) given a particular feature. As a result, Shapely Values calculates the contribution of each feature to the target value, which is referred to as local marginal contribution or local Shapley Values. Repeating the same process using combinatorial calculus and retraining the model over all possible combinations of features, we can calculate all local Shapley Values for a specific feature. The average absolute value of the local Shapley Values can be used as a measure of feature importance.

More formally, let $S$ be a subset of features that does not include the feature for which we calculate the importance. Let $M$ be the full set of features. Given a model $g(x)$ trained to predict $f(x)$, the marginal contribution of feature $i$ to the model’s prediction and accordingly to the $f(X)$ is:

$$w_j = \sum_{S \subseteq M \setminus j} \frac{|S|!(|M| - |S| - 1)!}{|M|!}[g(S \cup j) - g(S)],$$

(19)

Where $S \cup j$ is the subset that includes features in $S$ plus feature $j$ and $S \subseteq M \setminus i$ indicates all sets $S$ that are subsets of the full set of features $M$, excluding feature $j$.

The computation time increases exponentially with the number of features. One solution to keep the computation time manageable is to compute
contributions for only a few samples of the possible coalitions. Lately, Lundberg and Lee developed an algorithm for interpreting model predictions [34], which uses the Shapely Values to reverse-engineer the output of any predictive algorithm and identify features’ contributions. SHAP approximates the conditional expectations of SHAP values by using a selection of background samples to reduce the computation time. By aggregation over multiple background samples, SHAP estimates values such that they sum up to the difference between the expected model output on the passed background samples and the current model output $(f(x) - E[f(x)])$. Features that contribute the most to the difference between the expected model output on the passed background samples and the naive case prediction are chosen as important features by SHAP. SHAP method can be used to analyze the prediction for both classification and regression models.

4.2.2. LIME

The LIME explanation method was originally proposed by Ribeiro et al. in 2016 [28]. The key idea of LIME is to locally approximate a black-box model by a simpler glass-box model such as Linear Regression or Random Forest, which is easier to interpret. Such an interpretable model must be locally faithful, meaning it must correspond to how the black-box model behaves in the vicinity of the instance being predicted. LIME works by perturbing any individual data point and generating synthetic data, which gets evaluated by the black-box model and is ultimately used as a training set for the simple model. The variables are perturbed by sampling from a normal distribution and doing the inverse operation of mean-centering and scaling the values according to the means and standard deviations in the original training set. The LIME is capable of explaining any model, and thus it is model-agnostic. The aim of LIME is to minimize a loss function $L(f, g, \pi_x)$ that can be expressed mathematically in the following way:

$$
\xi(x) = \arg \min_g L(f, g, \pi_x) + \Omega(g)
$$

(20)

Where $f$ is the original model, $g$ is an interpretable model, and $\pi_x$ is the similarity kernel that measures the proximity of a new perturbed sample point $z$ to the original data point $x$. Additionally, the $\Omega(f)$ is referred to as a measure of complexity, opposed to interpretability. The Equation 20 demonstrates that perturbed samples are generated around $x$ and weighted by $\pi_x$ to approximate $L(f, g, \pi_x)$. Using this approximation LIME can explain
local behaviour of the original model $f$ and measure the relative error between the explanation $\xi(x)$ and the original model predictions.

4.2.3. Global Surrogate

Similar to LIME, the global surrogate model is used to approximate the predictions of highly non-linear ML models with simpler, interpretable models. Since it is a global method, the surrogate model tries to mimic the function of the entire black-box model to understand its overall behavior. A global surrogate model does not require any information on how the original black-box model works and thus is considered model-agnostic. The process of training a surrogate involves obtaining the predictions of the black-box model on the training dataset $X$. Then, a selected interpretable model is trained on $(X, \hat{Y})$ using black-box predictions as targets. The surrogate model can be any interpretable model, such as Linear Regression, Decision Tree, K-nearest neighbor, or any model that the coefficients could provide insights into the model behavior. The ability of the surrogate to capture the behavior of the black-box model is estimated by computing the error between surrogate and black-box predictions, typically using the r-squared score. A caveat of global surrogate models is that the performance of the underlying black-box model in predicting the actual outcome plays no part in training the interpretable black-box model [18].

5. Explainable Prediction for Spectra Data

5.1. Domain

In the Physical Chemistry and Combustion domain, it is well established that chemical functional groups are the building blocks of any hydrocarbon structure such as fuels. A functional group can be defined as any portion of a molecule composed of a group of atoms, which governs both its physical and chemical properties as well as chemical reactivity [92]. Practical fuels, such as gasoline, comprise a large number of hydrocarbon molecules, which in turn might contain different functional groups. Knowing the quantity and type of functional groups present in a compound allows researchers to determine its properties. One of such properties is fuel ignition quality, which is an indicator of the combustion speed of the fuel. Fuel ignition quality is one of the most important properties that scientists from the applied combustion field have been working for over the years. It is critical to measure ignition quality and correlate it to the fuel’s functional groups. The functional groups
have unique properties resulting in different light absorption values captured during spectroscopy analysis and data collection. Therefore, this paper aims to detect their location on the spectral band using explainable AI tools and feature selection techniques.

In the context of predicting fuel ignition properties, the task of feature selection is to select a subset of wavelengths that improves model interpretability (further called correctness) and at-scale prediction performance. In a model with higher correctness, selected features must represent locations of chemical functional groups that determine fuel ignition properties, making the overall process transparent to the human operator. Involving a group of domain experts, we choose 120 wavenumbers [93] that correspond to chemical bonds in different functional groups within our data and compare them to the outputs of the above-listed feature selection techniques (Section § 4).

Since measured wavenumber location can deviate due to instrument noise, we generate “bins” that capture the discrete output of attribute selection methods and match it to the expected locations.

Note that each functional group stretches over certain regions of spectra, which can be identified by multiple peaks in that region. The exact locations of these peaks are unknown, however, using the literature on pure components [93] that make up the mixtures, we can try to estimate their locations. Each peak is considered as a feature selected by the expert $S_{Ex}$.

Furthermore, there is a need for miniaturized spectroscopic instruments for high-profile applications in collecting the respective spectra for detailed analysis. Feature selection opens up a pathway towards such miniaturization. By selecting the important subset of wavelengths over the entire range of the spectrum, which affects the prediction performance of the output variable, it is possible to group the features into regions of importance. Once these regions are known, the spectroscopic instrument can be miniaturized by selecting filters such that the data is only collected for the important subset of wavelengths. As the scope of the spectral range has reduced, a smaller instrument could be designed for the same application without trading off the prediction accuracy. Also, another approach could be to use lower resolution instruments which would require smaller components and thus a smaller instrument.

5.2. Dataset

The spectroscopy data used in this paper was collected at UIC High-Pressure Shock Tube Laboratory using a Raman spectrometer. The entire
dataset includes 245 observations from 49 unique fuel samples collected at various times. The first 145 observations (based on 29 unique mixtures replicated five times each) were collected at a single session over four hours non-stop, where the laser power stayed consistent with minimizing the instrument noise. Note that environmental conditions (e.g., temperature) are exogenous factors that can affect the laser power. The second 100 observations are collected later in a separate session over two hours. This separate data collection allows us to consider noise in the data for our scenario analysis. During the collection of the old dataset’s observations, the laser power was measured as 350.5 mW, and for the new dataset, it was measured as 364.2 mW.

For both collected datasets, the resolution was set to $7.1 \text{ cm}^{-1}$, with wavelength range between 52.52 and 3712.89 $\text{cm}^{-1}$. The Raman laser power was set at the maximum laser power setting to ensure consistent readings for all observations. Each sampled spectra data initially had 2048 features (intensity values at different wavelength locations) and a measured CN value as the response. The datasets were pre-processed to filter out highly noisy regions outside of wavelengths range [181.45, 3200.82] $\text{cm}^{-1}$, resulting in 1562 features. Note that the fingerprint region normally starts at 500 $\text{cm}^{-1}$, however, in this paper, we aim to investigate the presence of functional groups in the [181.45-500] $\text{cm}^{-1}$ region. We specifically trimmed [50.52-181.45] $\text{cm}^{-1}$ since no absorption value is recorded in this region. Similarly, we removed the data in [3200.82, 3712.89] $\text{cm}^{-1}$ region because no functional groups were present for the considered fuel mixtures.

For simplicity we call the first 145 collected observations as old dataset and the 100 observations as new dataset.

Three scenarios are constructed accordingly to observe the effect of noise on feature selection and prediction accuracy that is inevitable in the real-time practice of ML for ignition delay. The Control scenario includes 145 old observations, and the Mixed scenario includes 245 old, and new observations merged, both split into training, testing and validation set 80/10/10. As for the Real-time scenario, 145 old data points are split into training and validation sets 80/20, while the new 100 points are used as the testing set.

Using the preprocessed dataset for each scenario the reduced subset of attributes is identified implementing considered feature selection techniques including PCA, PLS, RF, Ridge, SHAP, GS, and LIME. Each predictive model, that shall be elaborated in Section §5.3, is then fitted on the reduced subsets for each scenario as well as full set of 1562 features of data. The former is referred to as Full model and the latter as Reduced models.
5.3. Predictive Modeling For Spectra Data

To implement ML models for CN prediction there are hyperparameters associated with each considered models discussed in Section §3 including SVR and NN. Due to the small overall dataset size and to avoid data splitting and model training bias, the data is randomly split 30 different ways using a random seed generator during each model development. The performance of the models is assessed based on the mean ($\mu$) and standard deviation ($\sigma$) across 30 random executions. To choose optimal hyperparameters, we perform Bayesian Optimization (BO) using a predefined range of parameters for SVR (Table 2) and NN (Table 3) for both Full and Reduced models trained on various subsets of features for each scenario. We use epsilon-SVR from the libsvm\(^1\) package for SVR modeling and Keras\(^2\) sequential model package to construct our NN.

| Parameters | Options |
|------------|---------|
| Kernel     | ['poly', 'rbf', 'sigmoid', 'linear'] |
| Degree ($d$) | [1 : 4] |
| Gamma ($\gamma$) | [0.0001 : 1] |
| Coef0       | [0.01 : 10] |
| C           | [0.1 : 1000] |
| Epsilon ($\epsilon$) | [0.01 : 10] |

Table 2: SVR hyperparameters considered for optimization

For SVR, the regularization hyperparameter $C$ is a free parameter that trades off the influence of higher-order versus lower-order terms in the polynomial. $Gamma(\gamma)$ is a scaling parameter that controls the shape of Support Vector curvature, allowing it to fit the peaks observed in our data. $Epsilon(\epsilon)$ is a margin term that allows more points to be included in the decision surface without penalizing them during the training. The choice of the kernel in SVM determines the shape of the transformed high-dimensional hyperplane and allows to avoid complex calculations, while the parameters $Degree(d)$ and $Coef0$ are typically used for the polynomial kernel to determine the degree of polynomial fit and adjust the independent term accordingly. It is

\(^1\)https://pypi.org/project/libsvm/
\(^2\)https://keras.io/guides/sequential_model/
Table 3: Keras Neural Network hyperparameters considered for optimization

| Parameters                          | Options                                                                 |
|-------------------------------------|-------------------------------------------------------------------------|
| Activation (hidden)                 | ['relu', 'sigmoid']                                                     |
| Number of hidden layers             | [1 : 10]                                                                |
| Hidden units                        | min_value=32, max_value=8000, step=32                                   |
| Activation (output)                 | ['linear', 'sigmoid']                                                   |
| Optimizer                           | ['adam', 'sgd', 'rmsprop']                                              |
| Learning rate                       | [1e-4 : 1.0]                                                            |
| Kernel regularization               | [0.0001 : 0.01]                                                         |
| Kernel weight initializers          | ['random_normal', 'glorot_uniform', 'he_normal']                        |
| Batch size                          | [32 : 100]                                                              |
| Epochs                              | [100 : 1000]                                                            |
| Architecture                        | ['up', 'down', 'up-down', 'down-up', 'random']                          |

worth mentioning that the (implicit) feature space of a polynomial kernel is equivalent to that of polynomial regression, but without the combinatorial blowup in the number of parameters to be learned [94]. The algorithm used in epsilon-SVR calculates the outer product of two vectors of features (or a vector with itself), which can be used as an approximation of the polynomial kernel feature space instead of explicitly computing the outer product, which can be extremely inefficient. The resulting kernel space has the same dimensions as original training data, while full third-degree polynomial expansion of 1562 features would result in over 620 million features.

The optimal hyperparameters of SVR for both Full and Reduced models are obtained using open source Bayesian Optimization tool [3] as: Kernel='poly', Degree (d)=3, Gamma (γ)=0.7, C=0.7, Coef0=0.1, Epsilon (ε)=0.1, with maximum number of iterations of the solver fixed to 100,000. This model is therefore referred to as BO-Tuned SVR.

The complexity of the SVR model is defined based on the number of support vectors defining the decision boundary. Table [4] illustrates the complexity of the SVR model for each scenario. Since the reduced subsets are created based on a smaller subset of individual wavenumbers to capture the complexity of the spectra data, the model needs a larger number of support

[3]https://github.com/fmfn/BayesianOptimization
vectors to define the decision boundary. For example, in Table 4 we observe that 50 support vectors are selected for the Full model setting, and on average, 63 support vectors are necessary for the Reduced setting in a Real-time scenario. Moreover, the number of support vectors increases from 50 in the Control scenario (145 observations) to 113 vectors in the Mixed scenario (245 observations) for the Full model setting, where the noisy observations were included. This is also reflected in the average runtime shown in Table 6 as training time increases drastically for SVR with the addition of new noisy samples. For example, the average training time for the BO-Tuned SVR model in Control scenario is 0.17 seconds, compared to 1.4 seconds in the Mixed scenario.

Since our goal is to ultimately deploy a strong predictive model in real-time, it requires a certain level of generalization to ensure accurate prediction of new, previously unseen observations. The SVR hyperparameter $\varepsilon$ plays a significant role in the generalization power of the model. While BO maximizes exploitation of training data distribution, fine-tuning this parameter allows the construction of decision surfaces both accurate in shape and wide enough to generalize to unseen fuel spectroscopy samples, as will be shown in the Real-time scenario when test data is noisy. Using softer epsilon margin ($\varepsilon = 0.66$) results in a reduced number of support vectors (33 compared to 50 for Full model in Real-time scenario), which further simplifies the model and makes computation more efficient (Figure 3a), aiding our scalability effort. More importantly, fine-tuned SVR drastically improves the performance of SVR for our Real-time scenario, in some cases decreasing testing error by the factor of 10.

When constructing Neural Network, the following hyperparameters are considered. **Kernel weight initializer** determines the distribution of weights associated with each layer before the commencement of training and their consequent update through backpropagation. The **number of hidden layers and Hidden units** determines the power of the network to perform a linear or non-linear transformation on inputs and guides over model complexity. An **Activation function** in a neural network defines how the weighted sum of the input is transformed into an output from a node or nodes in a layer of the network [95]. The **Kernel regularization**, also known as weight decay, is

---

4Note that the values represented under column “Time (s)” is the total computation time of 30 executions.
|               | # of Support Vectors |
|---------------|----------------------|
|               | Control  | Mixed  | Real-time |
| Full Model    | 50       | 113    | 50        |
| Expert        | 52       | 107    | 52        |
| PCA           | 73       | 126    | 73        |
| PLS           | 79       | 132    | 79        |
| RF            | 64       | 122    | 64        |
| Ridge         | 66       | 122    | 66        |
| SHAP          | 61       | 121    | 61        |
| GS            | 63       | 128    | 63        |
| LIME          | 48       | 119    | 48        |

|               | # of Support Vectors |
|---------------|----------------------|
|               | Control  | Mixed  | Real-time |
| Full Model    | 33       | 67     | 33        |
| Expert        | 28       | 63     | 28        |
| PCA           | 36       | 77     | 36        |
| PLS           | 53       | 88     | 53        |
| RF            | 34       | 75     | 34        |
| Ridge         | 28       | 60     | 28        |
| SHAP          | 37       | 68     | 37        |
| GS            | 33       | 66     | 33        |
| LIME          | 32       | 70     | 32        |

Table 4: SVR Complexity
aimed at reducing the likelihood of model overfitting by keeping the values of the weights and biases small. *Optimizer* is an algorithm used to adjust model parameters (weights) to maximize a selected loss function (in our case, it’s *mean squared error*), while the *Learning rate* determines the rate of adjustment. *Batch size* defines a number of samples to propagate through the network at one time, and *Epochs* is a measure of the number of cycles it takes to train the network with all training data.

We select optimal hyperparameters for Full and Reduced models using KerasTuner\(^5\) framework with the objective function aimed at reducing validation Mean Squared Error (MSE). The MSE mathematical formula is provided in Equation 24. The global random seed is set to ensure consistent kernel weight initialization and reproducible results. We also include an architecture-specific hyperparameter that dictates whether the overall architecture shape expands/shrinks or is produced at random in the optimal setting, for each consecutive layer of the network. We introduce a set of constraints to limit the exponentially large solution space of hyperparameters and make the optimization computationally stable while exploring versatile architectures. The number of nodes and layers are given the flexibility to be chosen at random or follow the pattern where the number of nodes is doubled or reduced by a factor of 2 for each subsequent hidden layer and constrained to a maximum of 8,000 nodes. The widening and shrinkage of the network can be both symmetric or asymmetric, with respect to the number of layers before and after the layer with minimum/maximum number of nodes. In an asymmetric case, the number of layers and nodes is selected randomly after picking layers with minimum/maximum nodes.

Given the budget of 1000 trials for BO, the optimal Full model architecture is determined to consist of the input layer, one hidden layer, and a final output layer with *1562-5984-1* nodes. The optimal Reduced model is selected using an asymmetric architecture that has input, four hidden layers and output layer with *512-1024-2048-4096-512-1* nodes. Total of 11,800,000 and 13,170,000 trainable parameters are used in the Full and Reduced models, respectively. The optimal selected *Activation (hidden)* function for the input and hidden layers is *sigmoid* for the Full model and is *relu* for the Reduced model. Other hyperparameters for both Full and Reduced NN models are selected as: *Batch size=32, Learning rate=0.0011* and *Optimizer='Adam’*. No

\(^5\)https://keras.io/api/keras_tuner/tuners/bayesian/
significant difference is found using different kernel regularizers and weight initializers. Therefore no regularization was used, and weights were set using default `glorot_uniform` initializer. Other parameters are fixed to `Epochs=200` and `Activation (output)='linear'`.

When dealing with high-dimensional limited sample data, Network models lead to overfitting and model instability due to highly variant gradients [96]. Hence, identifying the optimal Reduced model architecture requires more complexity and includes more trainable parameters than the Full model during the optimization step. Such behavior can be justified by that the network models tend to compensate through the generation of new internal features to capture hidden non-linearity in the Reduced sparse setting. Unlike SVR, the number of parameters for NN is fixed and does not increase with the addition of new noisy data. As a result, computational time increases marginally, which can be observed in average runtime in Table 6. After testing the final model in the Real-time scenario, we observe that the model performs worse than the Full model. Therefore, hyperparameter optimization is biased towards reducing the validation error that follows the training set distribution. Hence, Bayesian optimization does not find the optimal model capable of generalizing on unobserved data.

Since we obtain two distinct architectures through BO, referred to as Shallow for Full model and Deep for Reduced model, we now cross-check their overall generalization ability. To this end, we employ heuristics on the constructed models, i.e., Shallow and Deep architectures for both Full and Reduced settings for the Real-time scenario (Table 5). As determined through optimization for the Reduced setting, the Shallow model performs better on unseen data than the Deep model for the Full setting. In contrast, through an iterative reduction in the number of trainable parameters, based on the training (Figure 1a), validation (Figure 1b) and testing (Figure 1c) error, we observe that a less complex Shallow model (with only 0.5 million parameters) performed better in predicting unseen data observations compared to previously found “optimal” Reduced model with Deep architecture (Figure 2). Such scaled model is also computationally more efficient (Figure 3b). Hence, a more simple Shallow architecture proves to have better generalization ability for both Full and Reduced settings. Fine-tuned Reduced model with one hidden layer (472-954-1 nodes) is selected as the new optimal architecture.
Figure 1: Average (a) Training, (b) Validation and (c) Testing error of Shallow NN on reduced subsets for various number of trainable parameters in three scenarios.
|            | Full Model | Reduced Model |
|------------|------------|---------------|
| Shallow NN | 32.3       | 42.5          |
| Deep NN    | 34.2       | 55.8          |

Table 5: NN architecture generalization ability on Real-time data, recorded as Test MSE using different architectures on Full and Reduced sets of data.

Figure 2: Shallow NN vs DNN testing error on reduced subsets in Real-time scenario.

Figure 3: Average computation time of (a) SVR (b) NN on reduced subsets of data for Real-time scenario with various model complexity levels.
5.4. Feature Selection for Spectra Data

The following steps and tuning are performed to employ the considered feature selection and explainable AI techniques discussed in Section §4 for spectroscopy analysis.

First, we select the optimal number of latent components for PCA and PLS by iteratively fitting spectroscopy data in scikit-learn corresponding decomposition libraries. For PCA, the number of components can be determined by plotting cumulative explained variance for $p$ components and selecting optimal number using point of maximum curvature (Figure 4). Since PLS considers the relationship between feature space and predicted output, we can determine an optimal number of components based on the uncertainty of test results for the different numbers of latent variables. Therefore, using PLS Regression, we fit the cross-decomposed data and record Mean Square Error (MSE) between predicted and true values of CN for a given number of components (Figure 5). Hence, the optimal number of latent components is selected based on the lowest associated MSE value. The optimal number of PCA components is determined to be $P = 4$, and the optimal number of latent dimensions for PLS is determined to be $P = 7$.

![Figure 4: PCA cumulative sum of explained variance by number of components](image)

Consequently, we employ one additional step to determine the true contribution of each feature to the overall explained variance within the data. To accomplish that, we first calculate Explained Variance (EV), which is the ratio between the variance of that principal component and the total variance in data for PCA or predictions for PLS. We then take each component...
Figure 5: PLS Regression cross-decomposition and prediction results by number of components

and multiply its EV with the loading vector to obtain individual feature importance.

\[
EV_1 = 1 - \frac{MSE_1}{\sum_i^N (y_i - \bar{y})^2}
\]

\[
EV_{p+1} = EV_p - \left(1 - \frac{MSE_{p+1}}{\sum_i^N (y_i - \bar{y})^2}\right),
\]

The sklearn toolbox allows us to directly access both the explained variance by component and loading vectors for PCA, while for PLS, we calculate EV of the first component \( p = 1 \) using formula (21). For the remaining components \( p = 2, \ldots, P \), the EV is calculated using Equation (22) to return the final cumulative explained variance by component normalized between 0 and 1. The features with the highest absolute weight values across all components are then aggregated and sorted. After filtering out features with zero weight, we achieve a true collection of selected features and their corresponding wavelengths that help explain most of the variance in the data.

To determine the optimal number of trees (\( T \)) to be used in the Random Forest Regression model and select the optimal \( \alpha \) parameter for the Ridge Regression model, we use a similar approach as for PLS. We iteratively fit the data to the above-mentioned models and record MSE between predicted and true values of CN for given parameter \( T \) in the range \([0.001, 1] \) and \( \alpha \) in the range \([1, 200] \). The optimal number of trees for the Random Forest
Regression model is $T = 91$. Similarly, for Ridge Regression we find optimal parameter value $\alpha = 0.001$.

After the adjustments, 299 features are found to explain over 80% of the total variance in training data using PCA, and 604 features are necessary using PLS, which is twice more than PCA selects. By extracting feature importance ($w$) from the Random Forest model, we observe that 119 features account for 80% of explained variance in data, significantly less than both PCA and PLS. As for Ridge Regression, 175 features with the highest corresponding linear weights ($w$) explain most of the variance in the data.

We use the LimeTabular package\(^6\) to locally explain the behavior of optimized and trained NN and SVR models using Linear Regression as a simple model approximation. After perturbing the interpretable model input, features that contribute to individual fuel sample CN prediction are calculated, one observation at a time. In order to obtain a global explanation across the entire distribution of data, we record features with the highest associated coefficients (weights $w$) for each individual sample explanation using LR as a surrogate model. We then rank features selected most commonly across all sample instances and select them as the final subset of the most important features.

The SHAP explainer\(^7\) takes any combination of a predictive model and masker, which constrains the rules of the cooperative game used to explain the model and returns a callable subclass object that implements an estimation algorithm. We use SVR and NN prediction functions as input models to be explained and select a random subset of samples, generated by random seed function, to be used as a background (masking) set. By stratifying the background set on the model output results, instead of using the whole training data, we drastically reduce calculation time while maintaining a good representation of our sample distribution. For Global Surrogate\(^8\) similar to LIME, we use an interpretable linear regression model to estimate general model behavior.

\(^6\)https://github.com/marcotcr/lime
\(^7\)https://github.com/slundberg/shap
\(^8\)https://github.com/interpretml/interpret-community
Figure 6: Spectroscopy data for 145 sample Control scenario plotted. Regions of importance are marked as follows: Features selected by various techniques (a) PCA, (b) PLS, (c) Random Forest, (d) Ridge, (e) SHAPley, (f) Global Surrogate, (g) LIME are highlighted with red and expert features are highlighted with yellow.
5.5. Evaluation Metrics

5.5.1. Correctness

In this paper, the goal of feature selection is to select a subset of features in the spectra data that are considered most informative or relevant to the predicted CN values while adhering to known chemistry. The selected subset of features can be further compared to the theoretical locations of chemical functional groups within the spectroscopy data known from the domain expertise. Incorporating human knowledge in the learning loop allows us to evaluate the faithfulness of the applied techniques and ensure that a model can be trusted. To evaluate the performance of the feature selection techniques discussed in Section §4, we define a measure to calculate the alignment of the selected subset of features using different techniques with the selected features by the expert. We refer to this measure as correctness.

The selected wavenumbers are binned by unique centered intervals to represent their true location, which can be otherwise shifted by several wavenumbers due to instrument noise. The method Correctness is then calculated using simple Jaccard Similarity ($J$) [97] between a given subset of binned features indicated by $S_F$, which is obtained from considered feature selection techniques, and expert-selected locations indicated by $S_{Ex}$. The method Correctness can also be measured by converting proportion $J$ to percentage to obtain values between 0 and 100%, representing a percent match to all expert-selected locations. The Jaccard Similarity is calculated as follows:

$$J(S_F, S_{Ex}) = \frac{|S_F \cap S_{Ex}|}{|S_F \cup S_{Ex}|} = \frac{|S_F \cap S_{Ex}|}{|S_F| + |S_{Ex}| - |S_F \cap S_{Ex}|}$$

Although the performance of a predictive model after reducing the original feature space is important for at-scale implementation in real-time, the correctness of the feature selection techniques is inevitable for transparency. In §6, we provide numerical results for the correctness of different considered techniques.

5.5.2. Performance

To aid the scalability and efficiency of the model deployment in practice, the model fitted on the reduced subset of features must be comparable in terms of performance to the model trained on full-spectrum and to a reduced model trained on an expert-selected subset of features. However, note that the reduced model is more efficient for the data collection process. Since fuel CN is recorded and predicted as a real number, the performance of
each model is evaluated using the Mean Squared Error (MSE) metric that calculates the deviation between the predicted and the true response values on the testing set. The MSE is formally represented as follows:

\[
MSE = \frac{1}{N} \sum_{i=1}^{N} (y_i - \hat{y}_i)^2
\]  

(24)

6. Results

Figure 6 illustrates the results of the considered feature selection techniques on our Control scenario dataset. The red bars indicate the selected features by the feature selection methods and the yellow bar indicates the features selected by the domain expert. As we can observe, the results indicate partial overlap of selected features with expert features around “fingerprint” region (500-1800 cm\(^{-1}\)) and “Carbon-Hydrogen (CH) stretching” (2800-3200 cm\(^{-1}\)) region, depending on the feature selection technique. Visual inspection suggests that similar subset of features is selected with model-agnostic methods. Note that features selected by Random Forest are notably more uniformly spread across the entire spectrum than other approaches and have the least number of features from the CH stretching region. This behavior can be justified by the fact that Random Forest considers different subsets of features randomly selected for each of the individual models (Decision Trees) in its bag of models. Such considerations allows different attributes to be shown up in the tree structures and be considered for model construction. As a result, we can observe a wider range of locations selected as important in the spectra data. PLS and PCA results are more clustered in different regions. Both of these techniques are based on components that are linear combinations of original features. Hence, if attributes in one specific region are all important, they are assigned large loading values in multiple components and ranked higher in the final selected attributes.

Figure 7 represents the correctness evaluation of the considered techniques. The plot shows similarity proportion between subset of 120 Expert features \(S_{E2}\) and 120-500 features selected using various techniques \(S_F\). We immediately observe that PCA and PLS are outperformed by other techniques in correlating to expert features even when we increase the upper bound on the number of selected features, averaging 17%-60% from 120 to
The results indicate that LIME, SHAP, Ridge, GS, and Random Forest feature selections performed competitively in model explainability resulting on average in 33%-85% of overlap with the selected features by the expert going from 120 to 500 features. Further, we notice that selecting 120 features from each method only partially overlaps with features selected by the expert. Recall that the exact locations of the majority of 120 expert-selected wavenumbers are rough estimations by the domain practitioners. Further, only a small subset of these features contribute to the variance in CN prediction. It is worth mentioning that the features selected by the considered feature selection methodologies are mainly returned, optimizing prediction performance. Hence, there are other locations than $S_{Ex}$ selected by such techniques. Since the expert selected features are based on rough peak location approximations, there might be actual locations that are missed. ML-based feature selection techniques might actually be able to discover the true locations of the functional groups’ peaks. However, there is no solid approach to confirm this statement.

![Figure 7: Method Correctness, displayed as proportion of wavenumbers matched with the domain-defined features.](image)

Table 6 shows the comprehensive numerical prediction results of the considered Support Vector, and Neural Network regression models, as well as computational time. The NN model tuned through the Bayesian Optimization approach (BO-Tuned NN) results in a low testing MSE for Control and Mixed scenarios for both Full and Reduced sets of features. In a Real-time scenario, however, the minimum MSE is found to be 32.3 and 39.5 for Full
and Reduced sets, accordingly. In contrast, after fine-tuning the NN, we can observe an increase in testing MSE for both Control and Mixed scenarios, while the error for Real-time scenarios becomes significantly smaller, achieving the new minimum MSE of 16 in the Reduced setting using Random Forest. Using the BO-Tuned SVR model, we obtain more competitive testing results across all three scenarios, achieving the lowest MSE of 33.7 for the Full set and even lower 32.9 for the Reduced set of features. Upon further adjusting the SVR margin parameter, we notice a slight increase in testing error for Control and Mixed scenarios while achieving all-time low MSE for Real-time scenarios of 14.8 for Full and 4.6 for the Reduced set of attributes selected by Random Forest. While not included in the table, using Linear Regression, we achieve the lowest MSE of 88.8 for the Full model and 233 for the Reduced model, using the Random Forest subset of attributes.

The “curse of dimensionality” affects both models equally, therefore only through a careful selection of hyperparameters we are able to avoid excessive overfitting. Although we reach similar performance for NN in some cases compared to SVR, parameter optimization for SVR, in general, is a much easier task, as fewer parameters are considered. As a result, after thorough tuning, Fine-Tuned SVR performs significantly better across all three scenarios (Figure 8), with LR performing the worst. Notably, the Reduced Fine-Tuned SVR and NN models trained on features selected by Random Forest have significantly lower testing error and variance in Real-time scenarios compared to the Full model. To that extent, the Fine-Tuned SVR model with RF features produces the lowest Test MSE out of all models for Real-time scenarios and is, therefore, selected as the best performing feature selection technique. We can explain the superior performance of RF feature selection in that it creates decision trees on boot-strapped subsets of observed data and randomly selected subsets of features (as previously discussed) before taking the majority vote on features that reduce the variance. Since this ensemble model considers different combinations of data and features, it has a better ability to identify important attributes for prediction. Since we are dealing with a small number of samples, one or two observations can really change overall data distribution. Therefore, RF has a better sense of variance when translated to unobserved data and results in better generalization ability.

Using the Fine-Tuned SVR model as a benchmark, we observe that Reduced models trained on features selected by Ridge, SHAP, GS, and LIME have competitive testing error with that of expert-selected features. One
| Number of samples | 145 | 245 | 165 | 88 |
|-------------------|-----|-----|-----|----|
|                   |     |     |     |    |
| FS method         |     |     |     |    |
|                   |     |     |     |    |
| Full Model        | 2338 | 2404 | 2533 | 11.8 mil |
| Expert            | 3506 | 4170 | 2922 | 13.2 mil |
| PCA               | 3607 | 4239 | 2439 | 13.2 mil |
| PLS               | 3896 | 4832 | 2835 | 13.2 mil |
| RF                | 3421 | 4260 | 2421 | 13.2 mil |
| Ridge             | 3327 | 4122 | 2855 | 13.2 mil |
| SHAP              | 3266 | 4620 | 2806 | 13.2 mil |
| GS                | 3285 | 4410 | 2460 | 13.2 mil |
| LIME              | 3217 | 4350 | 2444 | 13.2 mil |
|                   |     |     |     |    |
| Avg. runtime      | 111 | 139 | 88  |    |
|                   |     |     |     |    |
| Full Model        | 2404 | 2617 | 2613 | 11.8 mil |
| Expert Features   | 344  | 375  | 351  | 0.5 mil |
| PCA               | 380  | 391  | 358  | 0.5 mil |
| PLS               | 391  | 462  | 366  | 0.5 mil |
| RF                | 377  | 470  | 456  | 0.5 mil |
| Ridge             | 361  | 377  | 396  | 0.5 mil |
| SHAP              | 384  | 470  | 357  | 0.5 mil |
| GS                | 362  | 383  | 369  | 0.5 mil |
| LIME              | 366  | 376  | 333  | 0.5 mil |
|                   |     |     |     |    |
| Avg. runtime      | 19.89 | 21.51 | 20.82 |    |
|                   |     |     |     |    |
| Full Model        | 58   | 11.4 | 33.67 | 0.63 |
| Expert Features   | 1.2  | 35.97 | 33.95 | 1.2  |
| PCA               | 2.75 | 42.25 | 34.55 | 2.65 |
| PLS               | 30.8 | 61.12 | 42.52 | 30.27 |
| RF                | 5.2  | 56.78 | 42.12 | 5.35 |
| Ridge             | 1.3  | 41.97 | 37.99 | 1.33 |
| SHAP              | 1.8  | 39.84 | 32.85 | 1.83 |
| GS                | 1.7  | 38.93 | 36.63 | 1.63 |
| LIME              | 1    | 37.63 | 36.37 | 1.06 |
|                   |     |     |     |    |
| Avg. runtime      | 0.17 | 1.4  | 0.2  |    |
|                   |     |     |     |    |
| Full Model        | 0.41 | 5.18 | 14.81 | 0.45 |
| Expert Features   | 0.36 | 17.2 | 14.21 | 0.36 |
| PCA               | 0.97 | 24.1 | 15.12 | 0.98 |
| PLS               | 5.1  | 39.2 | 16.24 | 5    |
| RF                | 0.49 | 5.5  | 4.6  | 0.5  |
| Ridge             | 0.37 | 7.9  | 11.87 | 0.37 |
| SHAP              | 0.7  | 22.3 | 12.57 | 0.73 |
| GS                | 0.68 | 16.1 | 11.81 | 0.7  |
| LIME              | 0.56 | 14.7 | 13.99 | 0.55 |
|                   |     |     |     |    |
| Avg. runtime      | 0.04 | 0.6  | 0.04 |    |

Table 6: Performance of NN, SVR and LR predictive models fitted with Full and Reduced sets of features measured using mean training and testing error ($\mu$ MSE) with corresponding mean deviation across 30 random splits of data ($\sigma$). Average computation time for training one model summarized below the performance results for each scenario.
Figure 8: Testing error for Fine-Tuned SVR and NN models on Reduced subsets in Real-time scenario.

PCA and PLS show the most unexpected results since these revered methods perform noticeably worse under different settings in both correctness and performance categories compared to all other methods. One possible explanation for their previous widespread use in chemometric analysis is the assumption that most chemical processes and reactions are linear. Both PCA and PLS decompose the data into linear combinations of original features and are commonly paired with linear regression in the literature. However, given the non-linearity of spectroscopic data, presence of noise, and overall high dimensionality, a further attempt at selecting a reduced number of important attributes results in poor performance of these methods. Further, PCA and PLS have simple and efficient implementation. Therefore, at first glance, complicated methods that can be superior to PCA and PLS were excluded from consideration in the literature until now.

Figure 9 demonstrates the Correctness versus Performance trade-off for both Fine-Tuned SVR and NN models, we can conclude that Random Forest selects the most meaningful subsets of attributes both from an explainability and prediction performance standpoint. This paper shows that optimizing hyperparameters for NN can be a challenging task that requires paying significant attention to the underlying data distribution. We also determine that given the high-dimensional limited size of data, SVR predictive model
outperforms NN, although a further increase in the size of data can tip the scales back in favor of NN.

7. Conclusion

This paper identified a gap in the scalability and interpretability of ML-based spectroscopy data analysis literature. To address it, we applied a diverse and comprehensive set of ML tools to solve a real-world chemometrics
problem and explain the machine decision process behind the solution to any domain practitioner. We provided a detailed description of the theoretical background and implementation considerations for all techniques used. Finally, we interpreted the ML results from both the domain and data science perspectives to promote congruent explanations.

Our experiment results demonstrated that applying less complex ML predictive models is preferred for fuel spectroscopy analysis over linear or more complex network-based techniques. A small training sample size, inherent non-linearity in the underlying relationship of features with the response, the presence of the noise in the data, and processing of highly-dimensional data are major reasons for such observations.

Constructing support vector decision boundary has shown to have better scaling and generalization power for real-world deployment and proved to yield better Cetane Number prediction results than Neural Network model. The choice of hyperparameters is crucial task to handle overfitting for both models, the task which is more complicated in NN.

Using various feature selection techniques, we were able to confirm that the reduced subset of features in general results in a less complex, computationally more efficient, and yet accurate prediction model. Based on our interpretability evaluation, we were also able to confirm the conformance of the attribute selection and prediction results in terms of known chemistry, ensuring that the domain expert can trust such algorithmic results. We were able to explain the behavior of complex ML models using various model-agnostic methods, which has not been done before in chemometrics to this extent, and report on performance of model-based methods. As discovered, using model-agnostic explanation techniques, features derived from complex ML models were generally of higher quality than from model-based methods, with the exception of subset of Random Forest features that performed best overall on Performance-Explainability trade-off scale. While the PCA and PLS decomposition are still considered as the primary and widely-used techniques for spectroscopy data analysis, our investigation concluded that these methods were inferior to all other feature extraction techniques covered in this work.
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