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Abstract—The accurate electromagnetic modeling of both low- and high-frequency physics is crucial in the signal and power integrity analysis of electrical interconnects. The boundary element method (BEM) is appealing for lossy conductor modeling because it can capture the frequency-dependent variation of skin depth with only a surface-based discretization of the structure. Conventional BEM formulations rely on the mutual coupling of electric and magnetic fields, and can become inaccurate or unstable at low frequencies. We develop a new full-wave BEM formulation based on potentials which can accurately model lossy conductors from exactly DC to very high frequencies. A new set of simple boundary conditions is proposed along with a modified Lorenz gauge to ensure that the proposed formulation has a stable condition number down to DC. Moreover, coupling the potential-based integral equations to a circuit model allows the straightforward extraction of network parameters. Realistic numerical examples at both the chip and package level demonstrate the accuracy and stability of the proposed method from DC to high frequencies, beyond the capabilities of state-of-the-art BEM formulations based on fields.
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I. INTRODUCTION

Advances in the design of integrated circuits at both the chip and the package level have made full-wave electromagnetic simulation tools indispensable. Signal and power integrity analysis requires predicting port parameters such as reflection, transmission, and crosstalk over a wide range of frequency, including both the static and high-frequency limits. These parameters are heavily influenced by the skin depth, which undergoes large variations over such a wide range of frequency. Therefore, the skin effect must be modeled accurately from DC to tens of hundreds of gigahertz in typical chip- and package-level applications.

The finite element method [1]–[4] and volume integral equations [5]–[9] tend to be robust. However, they become computationally expensive at high frequencies, where an increasingly fine 3D mesh is needed near the surface of conductors to resolve the shrinking skin depth. The boundary element method (BEM) [10], [11], in contrast, utilizes a surface integral representation of Maxwell’s equations [12] and requires only a 2D mesh on the surface of conductors, while still capturing the variations in skin depth and the coupling between objects.

A multitude of BEM formulations for full-wave skin effect modeling have been proposed in the literature [13]–[20], all of which compute the tangential electric and/or magnetic field on the surface of each conductive object. These formulations rely on the coupling between electric and magnetic fields. At very low frequencies, the fields begin to decouple, which can cause field-based BEM formulations to become poorly conditioned or inaccurate [21]–[23]. Therefore, different computational methods are often needed for different frequency ranges, which can be inconvenient. For example, surface impedance boundary conditions [24] are useful for capturing the extremely small skin depth at high frequencies in both boundary element and finite element contexts. Instead, quasistatic approximations are often used for capacitance [25], inductance [26], and impedance [27]–[30] extraction at low frequencies. Full-wave solvers involving a volumetric mesh for conductors can also be used in the low frequency range [1], [6]–[9], [31], but can struggle to resolve the skin depth at high frequencies. Combining results from these different tools can lead to discontinuities in the port parameters, which in turn may cause numerical issues and causality violations when computing the time domain response [32], [33]. Moreover, it is not easy to predict the frequency range over which a particular method or formulation is valid, especially for the multiscale structures encountered in chip- and package-level applications: at the same frequency, some geometric features may be operating in the quasistatic regime while others may already be experiencing wave effects.

Several BEM techniques have been proposed to enable accurate electromagnetic modeling at extremely low frequencies. Loop-star and loop-tree basis functions have been studied extensively [34]–[38], but require searching the mesh for global loops, which can be expensive for complex geometries. The Calderón multiplicative preconditioner was shown to be very effective for perfect conductors [39], [40], conductors with a simple impedance boundary condition [41], and dielectrics [42]–[44]. Projectors based on a Helmholtz decomposition have also been developed for the case of perfect conductors [45]. However, the effectiveness of these techniques in the context of chip- and package-level structures is not clear; in some cases, the Calderón-preconditioned system of equations seems to become inaccurate for lossy objects [46].
Wideband field-based BEM formulations specifically designed for lossy conductor modeling have also been proposed [47]–[50], but they eventually become inaccurate in the static limit due to the decoupling of the fields. Indeed, it will be shown in Section III that state-of-the-art BEM formulations based on fields [47], [48] yield inaccurate network parameters below the $\sim 100$ kHz–$1$ MHz range for chip-level structures.

The need for broadband electromagnetic solvers recently sparked an interest in BEM formulations based on electromagnetic potentials, rather than fields [51]–[53]. Potential-based integral equations (PIEs) are appealing because they do not exhibit the low-frequency breakdown behavior of field-based methods [12], [51], [52]. However, much of the recent literature on PIE methods focuses on perfect electric conductors [51], [53]–[55], making these formulations unsuitable for chip- and package-level simulations. Modeling lossy conductors with a full-wave PIE formulation is significantly more challenging than the perfect conductor case because an additional set of unknown quantities and integral operators is required [52], [56]. Boundary conditions on the potentials must be imposed carefully to ensure that unique solutions are found. The lossy case was briefly considered in [46], but without a mathematical description and only in the context of scattering.

Magneto-quasistatic PIE methods were extensively studied for eddy current modeling in lossy conductors [57]–[61], but are not applicable at high frequencies. A PIE approach was proposed for dielectrics [56], but was studied only in a theoretical sense and may not be suitable for lossy conductors; it requires adding together integral equations associated with adjacent materials, with can be inaccurate for conductors embedded in a dielectric. A full-wave PIE formulation for lossy conductors was recently proposed [62] for electromagnetic scattering analysis. Though the method in [62] is accurate over extremely wide ranges of frequency and conductivity, it requires solving for a relatively large number of unknowns compared to field-based formulations, and does not address port parameter extraction in coupled electromagnetic-circuit problems.

In this article, we propose a new full-wave PIE formulation for electromagnetic problems involving lossy conductors. The proposed method can be used to extract port parameters for coupled electromagnetic-circuit systems, and is accurate from exactly DC to tens or hundreds of gigahertz for typical interconnect structures at the chip and package levels. To the best of our knowledge, this DC-to-high-frequency modeling capability has not been achieved by existing BEM formulations for lossy conductors. We leverage the gauge invariance of potentials [63] to devise new boundary conditions for the vector potential which are simpler than those used in existing PIE methods [52], [56], [62]. We also discuss a modified form of the Lorenz gauge which allows modeling the magnetic vector potential accurately inside each object, regardless of the choice of reference for the electric scalar potential. We describe how the PIEs associated with the regions external and internal to each object can be directly coupled to a circuit with the help of the continuity equation and Kirchoff’s voltage law (KVL), allowing a straightforward extraction of port parameters. With realistic numerical examples, we demonstrate that our method can solve coupled electromagnetic-circuit systems at both the chip and package levels from DC to high frequencies.

The goal of this work is to describe the various mathematical considerations involved in developing the proposed formulation, and to study its accuracy for representative examples. Practical considerations such as incorporating acceleration algorithms and modeling layered substrates are not considered here. The proposed method is described in Section II, starting with a discussion of the proposed boundary conditions (Section II-A) and the modified Lorenz gauge (Section II-B), followed by a derivation of the pertinent PIEs (Section II-C) and the proposed discretization scheme (Section II-E). Finally, several numerical examples are presented in Section III, followed by concluding remarks in Section IV.

II. PROPOSED FORMULATION

Consider an object occupying volume $\mathcal{V}$ with permittivity $\varepsilon$, permeability $\mu$, and conductivity $\sigma > 0$, as shown in Fig. 1. Region $\mathcal{V}$ is bounded by the surface $\mathcal{S}$ with outward unit normal vector $\hat{n}$. Surface $\mathcal{S}$ is composed of two parts: $\mathcal{S}_T$ is an electrically small portion of $\mathcal{S}$ which facilitates the connection to a terminal of an external circuit, while the remaining portion $\mathcal{S}_U$ is not connected. The object may be attached to multiple terminals, in which case $\mathcal{S}_T = \bigcup_i \mathcal{S}_{Ti}$, where $\mathcal{S}_{Ti}$ corresponds to the $i$th terminal surface, and $N_T$ is the number of terminals on the object. The object resides in free space, $\mathcal{V}_0$, with permittivity $\varepsilon_0$ and permeability $\mu_0$. We assume that the attached circuit provides the excitation, and there are no other sources in $\mathcal{V}$ or $\mathcal{V}_0$.

For $\mathring{\mathcal{r}} \in \mathcal{V}_0$, the magnetic vector and electric scalar potentials, $\mathring{\mathbf{A}}'(\mathring{\mathcal{r}})$ and $\phi' (\mathring{\mathcal{r}})$, respectively, can be defined via [63]

$$\mu_0 \mathring{\mathbf{H}} (\mathring{\mathcal{r}}) = \nabla \times \mathring{\mathbf{A}}' (\mathring{\mathcal{r}}),$$
$$\mathring{\mathbf{E}} (\mathring{\mathcal{r}}) = -j \omega \mathring{\mathbf{A}}' (\mathring{\mathcal{r}}) - \nabla \phi' (\mathring{\mathcal{r}}),$$

where $\omega$ is the angular frequency, $\mathring{\mathbf{H}} (\mathring{\mathcal{r}})$ is the magnetic field, and $\mathring{\mathbf{E}} (\mathring{\mathcal{r}})$ is the electric field. Equations (1) and (2) imply that a new set of potentials $\mathring{\mathbf{A}} (\mathring{\mathcal{r}})$ and $\phi (\mathring{\mathcal{r}})$ can be chosen via the gauge transformation

$$\mathring{\mathbf{A}} (\mathring{\mathcal{r}}) = \mathring{\mathbf{A}}' (\mathring{\mathcal{r}}) + \nabla \chi (\mathring{\mathcal{r}}),$$
$$\phi (\mathring{\mathcal{r}}) = \phi' (\mathring{\mathcal{r}}) + j \omega \chi (\mathring{\mathcal{r}}),$$

which leaves $\mathring{\mathbf{E}} (\mathring{\mathcal{r}})$ and $\mathring{\mathbf{H}} (\mathring{\mathcal{r}})$ unchanged [63]. In this work, the scalar function $\chi (\mathring{\mathcal{r}})$ will be chosen strategically to derive surface integral equations in terms of $\mathring{\mathbf{A}} (\mathring{\mathcal{r}})$ and $\phi (\mathring{\mathcal{r}})$ with simple boundary conditions. One integral equation will be
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\[ \varepsilon_0^{-1} \rho_s (\vec{r}) = -j \omega n \cdot \vec{A} (\vec{r}) - n \cdot \nabla \phi (\vec{r}), \quad (\vec{r} \in S^+). \] (10)

Using (7) in (10) gives

\[ \varepsilon_0^{-1} \rho_s (\vec{r}) = -n \cdot \nabla \phi (\vec{r}), \quad (\vec{r} \in S^+), \] (11)
valid at any frequency. Equation (11) is rather intuitive because it implies that the electric surface charge density on \( S^+ \) for a perfect conductor is related only to the scalar potential, and not to the vector potential, when gauge freedom [63] is exploited via the proposed boundary condition (7). In the formulation we propose, \( n \cdot \nabla \phi (\vec{r}) \) is not taken as an unknown, but if needed it can be computed as a simple post-processing step by solving the scalar potential integral equation [52], [56], after \( \phi (\vec{r}) \) has been computed [54], [62], [64]. Then, \( \rho_s (\vec{r}) \) can obtained via (11) if desired. In the case of a lossy conductor, \( \rho_s (\vec{r}) \) would represent an equivalent surface charge density on \( S^+ \) [52].

2) Tangential component of \( \vec{A} (\vec{r}) \): For the tangential fields \( n \times \vec{A} (\vec{r}) \) and \( n \times \nabla \times \vec{A} (\vec{r}) \), we use the conventional boundary conditions [52], [56]

\[ n \times \vec{A} (\vec{r}) |_{S^-} = n \times \vec{A} (\vec{r}) |_{S^+} \] (12)

and

\[ \frac{1}{\mu_0} n \times \nabla \times \vec{A} (\vec{r}) |_{S^-} = \frac{1}{\mu} n \times \nabla \times \vec{A} (\vec{r}) |_{S^+}. \] (13)

Equation (13) follows from (1), (3), and the continuity of \( n \times \vec{H} (\vec{r}) \) across \( S \),

\[ n \times \vec{H} (\vec{r}) |_{S^-} = n \times \vec{H} (\vec{r}) |_{S^+}. \] (14)

B. Choice of Gauge

Maxwell’s equations [65] along with (1)–(4) can be used to derive a partial differential equation for \( \vec{A} (\vec{r}) \),

\[ \nabla^2 \vec{A} (\vec{r}) + \kappa_0^2 \vec{A} (\vec{r}) - j \omega \vec{E}_0 \vec{A} (\vec{r}) = 0, \quad (\vec{r} \in \mathcal{V}_h), \] (15)

where \( \kappa_0 = \sqrt{\varepsilon_0 \mu_0} \) is the wave number in \( \mathcal{V}_h \). Similarly, for \( \vec{r} \in \mathcal{V} \), we have

\[ \nabla^2 \vec{A} (\vec{r}) + \kappa_0^2 \vec{A} (\vec{r}) - j \omega \mathcal{V} \vec{A} (\vec{r}) = 0, \quad (\vec{r} \in \mathcal{V}), \] (16)

where \( k = \sqrt{-j \omega \mu (j \omega \varepsilon + \sigma)} \) is the wave number in \( \mathcal{V} \). As in existing works [51], [52], [56], for \( \vec{r} \in \mathcal{V}_h \), we use the usual Lorenz gauge

\[ \nabla \cdot \vec{A} (\vec{r}) = j \omega \varepsilon_0 \mu_0 \phi (\vec{r}), \quad (\vec{r} \in \mathcal{V}_h), \] (17)

in (15) to obtain the Helmholtz equation

\[ \nabla^2 \vec{A} (\vec{r}) + k_0^2 \vec{A} (\vec{r}) = 0, \quad (\vec{r} \in \mathcal{V}_h). \] (18)

However, for \( \vec{r} \in \mathcal{V} \), we propose a modified Lorenz gauge,

\[ \nabla \cdot \vec{A} (\vec{r}) = (j \omega \varepsilon + \sigma) \mu \phi_0 (\vec{r}), \quad (\vec{r} \in \mathcal{V}), \] (19)

where \( \phi_0 (\vec{r}) \) is obtained by extracting the object’s average surface potential from \( \phi (\vec{r}) \),

\[ \phi_0 (\vec{r}) = \phi (\vec{r}) - \phi_a, \] (20)

\[ \phi_a = \frac{1}{|S|} \int_{S} dS \phi (\vec{r}). \] (21)

Using (19) in (16) and recalling that \( \phi_a \) is a constant leads to the Helmholtz equation

\[ \nabla^2 \vec{A} (\vec{r}) + k^2 \vec{A} (\vec{r}) = 0, \quad (\vec{r} \in \mathcal{V}). \] (22)

The modified gauge (19) is used for the following reasons: in order to determine \( \phi (\vec{r}) \) uniquely within \( \mathcal{V} \), one must specify a boundary condition on \( \mathcal{S} \) and a reference point; if the conventional Lorenz gauge

\[ \nabla \cdot \vec{A} (\vec{r}) = (j \omega \varepsilon + \sigma) \mu \phi (\vec{r}), \quad (\vec{r} \in \mathcal{V}) \] (23)
is used, a change in reference for $\phi (\vec{r})$ will lead to a change in $\nabla \cdot \vec{A} (\vec{r}) \mid _{V}$. In other words, $\nabla \cdot \vec{A} (\vec{r}) \mid _{V}$ cannot be determined uniquely until a reference is set for $\phi (\vec{r})$; this is undesirable because it implies that $\vec{A} (\vec{r}) \mid _{V}$ may not be uniquely defined by (22) even when the appropriate boundary conditions are provided, which implies a possible null space associated with the internal region, which can cause numerical issues. Instead, when the constant average potential $\phi_{a}$ is extracted from $\phi (\vec{r})$, the remainder $\phi_{t} (\vec{r})$ becomes independent of the reference, as does $\nabla \cdot \vec{A} (\vec{r}) \mid _{V}$ when the modified gauge (19) is used. Equations (1) and (3) reveal that $\nabla \times \vec{A} (\vec{r}) \mid _{V}$ is already independent of the reference for $\phi (\vec{r})$. By ensuring that neither $\nabla \cdot \vec{A} (\vec{r}) \mid _{V}$ nor $\nabla \times \vec{A} (\vec{r}) \mid _{V}$ depends on $\phi_{a}$, the modified gauge (19) makes sure that $\vec{A} (\vec{r}) \mid _{V}$ is independent of the choice of reference for $\phi (\vec{r})$ and avoids the aforementioned null space. The effectiveness of the modified gauge is demonstrated numerically in Section III-A: the condition number of the final system of equations with the modified gauge (19) is compared to the case when the conventional gauge (23) is used; the latter leads to rank deficiency at low frequency.

The decomposition of $\phi (\vec{r})$ into $\phi_{a}$ and $\phi_{t} (\vec{r})$ and the use of the modified gauge (19) have an intuitive physical interpretation. To compute the self capacitance of an object, its potential with respect to a reference must be known. Instead, to compute its resistance or inductance, only the potential difference across the object is involved. The decomposition of $\phi (\vec{r})$ into $\phi_{a}$ and $\phi_{t} (\vec{r})$ maps to this physical interpretation: $\phi_{a}$ captures the choice of reference and is related to the capacitance of $V$ with respect to that reference, while $\phi_{t} (\vec{r})$ captures the spatial variation of $\phi (\vec{r})$ along $S$ independently of the reference, and so is related to the inductance and resistance of $V$. Therefore, the modified gauge (19) simply implies that the inductive and resistive properties of $V$ are captured via $\vec{A} (\vec{r}) \mid _{V}$ and $\phi_{t} (\vec{r})$, while capacitive properties are modeled via $\phi_{a}$.

C. Vector Potential Integral Equations

As described in [52], the vector Green’s second identity can be used along with (22) to derive potential-based surface integral equations in terms of $\vec{A} (\vec{r})$ and its derivatives for both the internal and external regions.

1) Internal region: For the internal region, we have [52]

$$
\mathcal{L} \left[ \hat{n}' \times \nabla' \times \vec{A} (\vec{r}') \right] + \mathcal{K} \left[ \hat{n}' \times \vec{A} (\vec{r}') \right] + \vec{A} (\vec{r}) - \mathcal{L} \left[ \nabla' \cdot \vec{A} (\vec{r}') \hat{n}' \right] - \nabla \mathcal{L} \left[ \hat{n}' \cdot \vec{A} (\vec{r}') \right] = 0, \quad (24)
$$

where $\vec{r} \in V$, $\vec{r}' \in S^{-}$, and primed (unprimed) coordinates denote source (test) points, respectively. The integral operators in (24) are defined as [11]

$$
\mathcal{L} [\hat{a} (\vec{r'})] = \int_{S} dS' \mathcal{G} (k, \vec{r}, \vec{r'}) \hat{a} (\vec{r'}), \quad (25)
$$

$$
\mathcal{K} [\hat{a} (\vec{r'})] = \int_{S} dS' \nabla \mathcal{G} (k, \vec{r}, \vec{r'}) \times \hat{a} (\vec{r'}), \quad (26)
$$

where $\mathcal{G} (k, \vec{r}, \vec{r'})$ is the Green’s function associated with the material in $V$,

$$
G (k, \vec{r}, \vec{r'}) = \frac{e^{-jk|\vec{r} - \vec{r}'|}}{4\pi |\vec{r} - \vec{r}'|}. \quad (27)
$$

Two separate integral equations can be derived from (24) by taking its tangential and normal components [52]. Applying the modified Lorenz gauge (19) and letting $\vec{r} \rightarrow S^{-}$, the tangential and normal components of (24) become, respectively,

$$
\hat{n} \times \mathcal{L} \left[ \hat{n}' \times \nabla' \times \vec{A} (\vec{r}') \right] + \hat{n} \times \mathcal{K} \left[ \hat{n}' \times \vec{A} (\vec{r}') \right] + \frac{1}{2} \hat{n} \times \vec{A} (\vec{r}) + (j\omega \varepsilon + \sigma) \mu \hat{n} \times \mathcal{L} \left[ \phi_{t} (\vec{r}') \hat{n}' \right]
$$

$$
- \hat{n} \times \nabla \mathcal{L} \left[ \hat{n}' \cdot \vec{A} (\vec{r}') \right] = 0, \quad (28)
$$

and

$$
\hat{n} \cdot \mathcal{L} \left[ \hat{n}' \times \nabla' \times \vec{A} (\vec{r}') \right] + \hat{n} \cdot \mathcal{K} \left[ \hat{n}' \times \vec{A} (\vec{r}') \right] + (j\omega \varepsilon + \sigma) \mu \hat{n} \cdot \mathcal{L} \left[ \phi_{t} (\vec{r}') \hat{n}' \right]
$$

$$
- \mathcal{H} \left[ \hat{n}' \cdot \vec{A} (\vec{r}') \right] + \frac{1}{2} \hat{n} \cdot \vec{A} (\vec{r}) = 0, \quad (29)
$$

where

$$
\mathcal{H} [a (\vec{r'})] = \int_{S} dS' \hat{n} \cdot \nabla \mathcal{G} (k, \vec{r}, \vec{r'}) \hat{a} (\vec{r'}). \quad (30)
$$

In (28) (29), and (30), the symbol $\mathcal{L}$ and dashes through the operators indicate that the associated integrals are computed in a principal value sense [11].

2) External region: The coupling between the electromagnetic and circuit problems can be modeled through the external problem. We assume that the structure to be simulated contains one or more electrically small lumped ports, where each port consists of two terminals connected to a Thévenin equivalent circuit [66], with resistance $R$ and voltage source $V_s$. The approach described here is applicable for any number of ports and objects, but we consider the setup in Fig. 2 for simplicity, which shows a two-port network with two objects and a voltage source at port 1.

A vector potential integral equation analogous to (24) can be derived for the external region,

$$
\mathcal{L}_0 \left[ \hat{n}' \times \nabla' \times \vec{A} (\vec{r}') \right] + \mathcal{K}_0 \left[ \hat{n}' \times \vec{A} (\vec{r}') \right] - \vec{A} (\vec{r}) - \mathcal{L}_0 \left[ \nabla' \cdot \vec{A} (\vec{r}') \hat{n}' \right] - \nabla \mathcal{L}_0 \left[ \hat{n}' \cdot \vec{A} (\vec{r}') \right] = 0. \quad (31)
$$

Fig. 2: Two-port network considered in Section II-C2.
Taking the tangential component of (31) and applying the Lorenz gauge (17), the boundary condition (7), and the decomposition (20),
\[
\begin{align*}
\hat{n} \times \mathcal{L}_0 \left[ \hat{n}' \times \nabla' \times A(r') \right] \\
+ \hat{n} \times \mathcal{K}_0 \left[ \hat{n}' \times A(r') \right] - \frac{1}{2} \hat{n} \times A(r) \\
+ j \omega \varepsilon_0 \mu_0 \hat{n} \times \mathcal{L}_0 \left[ (\phi_r (r') + \phi_a) \hat{n}' \right] = 0,
\end{align*}
\]
where \( r, r' \in S^+ \), and the subscript “0” on the operators indicates that the Green’s function associated with \( \lambda_0 \) is used. Unlike for the internal problem, we next take the divergence of (31) [53],
\[
\begin{align*}
\mathcal{L}_0 \left[ \nabla' \cdot \left( \hat{n}' \times \nabla' \times A(r') \right) \right] \\
+ j \omega \varepsilon_0 \mu_0 \mathcal{M}_0 \left[ (\phi_r (r') + \phi_a) \right] + \frac{1}{2} j \omega \varepsilon_0 \mu_0 (\phi_r (r') + \phi_a) \\
+ \mathcal{L}_0 \left[ J_T(r') \right] = 0,
\end{align*}
\]
rather than its normal component. In (33), equations (17), (7), and (20) were all used, and
\[
\mathcal{M}_0 \left[ a(r') \right] = \int_S dS' \hat{n}' \cdot \nabla G(k, r, r') \hat{a}(r') .
\]
The divergence of the vector potential integral equation (33) is related to the 2D continuity equation on \( S^+ \) in weak form [53]. This allows us to introduce in (33) the terminal volume current density \( J_T(r') \) associated with the attached circuit, where \( J_T(r') \) is normal to \( S^+ \) and is non-zero only for \( r' \in S^+ \). Therefore, the external circuit can be incorporated in a straightforward manner by introducing an additional set of equations to relate \( J_T(r') \) in (33) to the connected circuit [66].
The additional equations for \( J_T(r') \) are obtained by writing the KVL for each terminal of port \( i \),
\[
\begin{align*}
\left. \phi(r) \right|_{S^+_1} - \left. \phi(r) \right|_{S^+_2} + J^{(i)}_{T1} A^{(i)}_{T1} R = V_{n(i)}, \\
\left. \phi(r) \right|_{S^+_1} - \left. \phi(r) \right|_{S^+_2} - J^{(i)}_{T2} A^{(i)}_{T2} R = V_{n(i)},
\end{align*}
\]
where superscript \( (i) \) indicates that the associated quantity is related to port \( i \). In (35) and (36), \( S^{(i)}_{T1} \) denotes terminal \( t \) of port \( i \), and \( A^{(i)}_{T1} \) is the area of \( S^{(i)}_{T1} \). In (35) and (36), \( J^{(i)}_{T1} \) is the normal component of the volume current density flowing into terminal \( t \) of port \( i \).

\section*{D. Charge Neutrality Enforcement}
At very low frequencies, and particularly at DC, charge neutrality must be enforced for numerical stability. A similar requirement exists for several field-based formulations [49], [50], [67], [68]. However, unlike in those methods, the electric surface charge density is not available as an unknown in the proposed approach. Therefore, we enforce charge neutrality indirectly through \( \phi_a \). For a single conductive object at DC (Fig. 1), the capacitance \( C \) with respect to infinity can be defined via
\[
C \phi_a = Q,
\]
where \( Q \) is the total charge on the object. For charge neutrality, we require \( Q = 0 \), which implies \( \phi_a = 0 \). However, we are concerned with multiple objects connected to each other through ports, which requires a more general treatment. If \( N_c \) objects are connected through ports (e.g., Fig. 2, where \( N_c = 2 \)), we can define a capacitance \( C_c \) associated with the entire set with respect to infinity as
\[
C_c \phi_{ac} = Q_c,
\]
where
\[
Q_c = \sum_i Q_i,
\]
\[
\phi_{ac} = \frac{1}{N_c} \sum_i \phi_{ai},
\]
and \( \phi_{ai} \) is the average surface potential of object \( i \). From (38), we see that \( Q_c = 0 \) can be enforced by requiring
\[
\phi_{ac} = 0.
\]
Equation (41) is necessary only at low frequencies, so we enforce it when the structure’s electrical diameter is less than \( 0.1 \lambda_0 \), where \( \lambda_0 = 2\pi/\lambda_0 \) is the wavelength in free space. A more general charge conservation condition can also be applied when a non-zero total charge \( Q_c \) is to be specified, by taking \( \hat{n} \cdot \nabla \phi(r) \big|_{S^+} \) as an additional unknown and solving the scalar potential integral equation in addition to the vector-potential based equations described in Section II-C [52], [62]. If the neutrality condition (41) is not enforced, the formulation becomes poorly conditioned at low frequency, as shown numerically in Section III-A.

\section*{E. Discretization}
For convenience, we define \( S = \bigcup_{i=1}^{N_{obj}} S_i \), where \( S_i \) is the surface of object \( i \). \( (N_{obj} = 2 \) for the case of Fig. 2).

1) Choice of basis and testing functions: A triangular mesh is generated for \( S \), and we adopt the discretization scheme proposed in [62] for the vector potential integral equations (28), (29), (32), and (33). Quantity \( \hat{n} \times \nabla \times A(r) \) is expanded with Rao-Wilton-Glisson (RWG) functions [69] \( f_n(r) \) normalized by edge length. Instead, \( \hat{n} \times \hat{A}(r) \) is expanded with Buffa-Christiansen functions [70] \( \tilde{g}_a(r) \), which are defined on a barycentric refinement of the mesh. This discretization scheme ensures that the mutual orthogonality of \( \hat{n} \times \nabla \times \hat{A}(r) \) and \( \hat{n} \times \hat{A}(r) \) is respected, eventually leading to well tested operators [68]. Scalar quantities \( \phi(r) \) and \( \hat{n} \cdot \hat{A}(r) \) are expanded with unit-amplitude pulse functions \( h_n(r) \). Using nodal linear functions to expand \( \phi(r) \) may lead to better matrix conditioning and smaller errors than with pulse functions [71], but the proposed discretization scheme still provides excellent accuracy for complex structures, as verified in Section III. Finally, the normal component of the terminal current density \( J_T(r) \) is expanded with normalized pulse functions \( h_n(r) / A_n \), where \( A_n \) is the area of the \( n \)th triangle. We assume that each terminal is associated with a single mesh triangle, so that there are as many unknown coefficients associated with \( J_T(r) \) as the number of terminals. This
assumption can be relaxed easily by introducing an additional
equation to enforce a constant scalar potential on all triangles
associated with a terminal [66].

2) Scalar potential remainder term: In order to en-
force (41), and considering (20), we take $\phi_0(\vec{r})$ and $\phi_a$ as separate unknowns. From (20), it is apparent that $\phi_0(\vec{r}) |_{S_t}$ has a zero average value over $S_t$ because it represents the remainder after extracting the average surface potential of that object $\phi_a^{(i)}$. The choice of basis function for $\phi_0(\vec{r}) |_{S_t}$ must preserve this zero-mean property. In the following, we assume that the mesh for object $i$ contains $N_{tri}^{(i)}$ triangles, and column vector $\Phi_{r}^{(i)}$ contains unknown coefficients associated with $\phi_0(\vec{r}) |_{S_t}$. To preserve the zero-mean property of $\phi_0(\vec{r}) |_{S_t}$, vector $\Phi_{r}^{(i)}$ should belong to the subspace $C(N_{tri}^{(i)} - 1)$. Accordingly, we seek a basis $D_{r}^{(i)}$ of dimension $N_{tri}^{(i)} - 1$ to expand $\phi_0(\vec{r}) |_{S_t}$. Then, the discrete counterpart of (20) can be written for each object $i$ as

$$D_{r}^{(i)} \Phi_{r}^{(i)} = \Phi - I^{(i)} \phi_a^{(i)}, \quad (42)$$

where $\Phi_{r}^{(i)} \in C(N_{tri}^{(i)} - 1)$ and $\Phi^{(i)} \in C(N_{tri}^{(i)})$. In (42), $\Phi^{(i)}$ contains the unknown coefficients associated with $\phi_0(\vec{r}) |_{S_t}$, and column vector $I^{(i)} \in \mathbb{R}^{N_{tri}^{(i)}}$ contains all ones. Matrix $D_{r}^{(i)} \in \mathbb{R}^{N_{tri}^{(i)} \times (N_{tri}^{(i)} - 1)}$ is sparse and will be defined below. To check that the zero-mean property of $\phi_0(\vec{r}) |_{S_t}$ is preserved in the discrete domain, we can left-multiply (42) by $(I^{(i)})^T$,

$$(I^{(i)})^T D_{r}^{(i)} \Phi_{r}^{(i)} = (I^{(i)})^T \Phi - (I^{(i)})^T I^{(i)} \phi_a^{(i)}, \quad (43)$$

which is the discrete equivalent to an integral over $S_t$. The first term on the right-hand side of (43) can be written as

$$(I^{(i)})^T \Phi = N_{tri}^{(i)} \phi_a^{(i)}, \quad (44)$$

because of the definition of $\phi_a^{(i)}$, and the second term on the right-hand side of (43) is

$$(I^{(i)})^T I^{(i)} \phi_a^{(i)} = N_{tri}^{(i)} \phi_a^{(i)}. \quad (45)$$

Using (44) and (45) in (43) immediately reveals that

$$(I^{(i)})^T D_{r}^{(i)} \Phi_{r}^{(i)} = 0, \quad (46)$$

as desired.

There are several possible choices for $D_{r}^{(i)}$ which satisfy (42). Here, we choose

$$D_{r}^{(i)} \triangleq \begin{bmatrix} I_r & (I^{(i)})^T \end{bmatrix}, \quad (47)$$

where $I_r \in \mathbb{R}^{N_{tri}^{(i)} \times (N_{tri}^{(i)} - 1)}$ is the identity matrix. Physi-
cally, this choice implies that the entries of $\Phi_{r}^{(i)}$ represent potentials relative to the average surface potential on $S_t$. Finally, the vectors of scalar potential unknowns associated with each object are concatenated together by defining

$$\Phi_{r} = \begin{bmatrix} \Phi_{r}^{(1)} \\ \Phi_{r}^{(2)} \end{bmatrix}, \quad \Phi_a = \begin{bmatrix} \phi_a^{(1)} \\ \phi_a^{(2)} \end{bmatrix}, \quad (48)$$

so that

$$\Phi = D_{r} \Phi_{r} + I \Phi_a, \quad (49)$$

where

$$D_{r} = \begin{bmatrix} D_{r}^{(1)} & 0 \\ 0 & D_{r}^{(2)} \end{bmatrix}, \quad (50)$$

$$I = \begin{bmatrix} I^{(1)} & 0 \\ 0 & I^{(2)} \end{bmatrix}. \quad (51)$$

F. Final System of Equations

The vector equations (28) and (32) are tested with $\hat{n} \times \text{RWG}$ functions, while the scalar equations (29) and (33) are tested with $\hat{n} \times (\vec{r}) / A_n$. To assemble the final system of equations, the discrete versions of (32), (28), (33), and (29), and the KVL equations (35) and (36), are concatenated. The resulting system of equations (52) is at the top of the following page. In (52), we have introduced the following symbols for simplicity,

$$K_0^{(fg)} = K_0^{(fg)} - \frac{1}{2} G^{(fg)}, \quad (53)$$

$$K_r^{(fg)} = K_r^{(fg)} + \frac{1}{2} G^{(fg)}, \quad (54)$$

$$M_0^{(hh)} = M_0^{(hh)} + \frac{1}{2} G^{(hh)}, \quad (55)$$

$$M^{(hh)} = M^{(hh)} (T) - \frac{1}{2} G^{(hh)}, \quad (56)$$

where in (52)–(56), $L$, $K$ and $M$ are the discretized $L$, $K$ and $A$ operators, respectively. The superscript labels $(m)$ of each matrix operator represent the testing and basis functions involved, respectively. Operators $G^{(fg)}$ and $G^{(hh)}$ are Gram matrices linking the associated basis and testing function spaces. The matrix operators associated with the internal problem, which appear in the second and fourth equations in (52), have a block diagonal structure where the number of blocks equals $N_{obj}$, because they are local to each object. Term $D$ is a sparse incidence matrix linking mesh edges and triangles, whose definition can be found in [67], and $D_{r}$ is a sparse incidence matrix which selects triangles associated with terminals [66]. Matrix $P$ contains negative and positive ones to compute potential differences between the terminals of each port, and $R$ contains the resistance associated with the Thévenin equivalent circuit attached to each port [66].

The fifth equation in (52) is the discrete counterpart of the charge neutrality condition (41), where $S$ contains ones and adds the average potential of both objects. This equation is only included when the structure’s electrical diameter is smaller than $0.1 \lambda_0$ as mentioned in Section II-D. In that case, the system is no longer square, and a corresponding number of equations is deleted from the third row in (52), which is the discrete version of (33). The deletion is accomplished with the sparse matrix $F$, which removes one equation per set of connected objects. For example, the two objects in Fig. 2 are connected by ports and therefore part of a set; only one equation is deleted for the pair [67]. For isolated objects not connected to any port, one equation is deleted per object. When the electrical diameter of the structure is larger than $0.1 \lambda_0$, the fifth equation and $F$ are excluded from the system. Column vectors $A_{c}$, $A_{r}$, $A_{n}$, and $J_{r}$ contain the unknown coefficients associated with $\hat{n} \times \vec{A}(\vec{r})$, $\hat{n} \times \vec{A}(\vec{r})$, $\hat{n} \cdot \vec{A}(\vec{r})$, and $J_{r}(\vec{r})$, respectively. In order to obtain a stable condition number even at low frequencies, the equations and
unknowns are scaled strategically, as suggested in [62]. Quantity \( \xi \) is the average mesh edge length, \( \gamma_0 = j\omega\varepsilon_0\mu_0 \), and \( \gamma = (j\omega\varepsilon + \sigma)\mu \). If different objects are composed of different materials, the appropriate value of \( \gamma \) associated with each material should be used. With this scaling scheme, each block in the system matrix in (52) is dimensionless, while each vector in the list of unknowns has units of the magnetic vector potential, \( \mathrm{V} \cdot \mathrm{s} / \mathrm{m} \). The condition number of the system matrix in (52) is reported from DC to high frequencies for some of the numerical examples in Section III, and remains stable down to DC, unlike many field-based formulations [21]. In particular, the results and analysis of condition numbers in Section III show that accurate results are obtained despite the presence of some poorly tested matrix blocks.

G. Implementation Considerations

In (52), some matrix blocks such as \( \mathbf{L}^{(\text{hh})} \) and \( \mathbf{K}^{(\text{hh})} \) involve basis functions tangential to \( \mathcal{S} \) and testing functions normal to \( \mathcal{S} \), or vice versa. In these cases, the testing functions may not be in the correct range space for the associated integral operator [72], so the corresponding matrix block may be poorly conditioned. An improved discretization scheme is beyond the scope of this work; instead, we ensure that the entries of these poorly tested matrices are computed with high accuracy, particularly for the matrix blocks associated with the internal region, to mitigate the effect of poor conditioning on the overall accuracy. To this end, we employ the polar-coordinate integration technique proposed in [14] for all discrete integral operators in (52) which are associated with the internal region, even at low frequencies.

For the polar-coordinate integration scheme applied to internal region operators, we use Gaussian quadrature of order 14 for the integration over edges of the source triangle [14]. For the test triangle, we use a cubature rule which depends on the distance between the test and source triangles. For test triangles which share at least one vertex with the source triangle, or are within \( 5\xi \) of the source triangle, we use a cubature rule of order 25. For all other test triangles we use an order of 13. The numerical results are fairly insensitive to the integration order for matrix operators associated with the external region, and standard quadrature rules and singularity extraction techniques can be used [73]. The stronger requirement on integration accuracy of the proposed method compared to field-based methods is made worthwhile by DC-to-high-frequency modeling capability, unlike conventional BEM formulations. An improved discretization scheme would be desirable to relax these requirements on integration accuracy, and will be considered in future work. The numerical examples presented in Section III show that accurate results are obtained.

III. RESULTS

Numerical examples drawn from chip- and package-level applications are presented here. The scattering \( (S) \) parameters computed via the proposed method (52) are compared against those obtained via the commercial finite element solver Ansys HFSS, and two state-of-the-art field-based BEM formulations which are stable at low frequency by design: the augmented generalized impedance boundary condition (AGIBC) [14], [47] and the enhanced augmented electric field integral equation (eAEFIE) [48], [68]. Though these field-based BEM formulations surpass many others in their ability to model conductors at low frequency, we show that they too eventually become inaccurate at very low frequencies, while the proposed method does not. In all methods, a direct solver based on LU factorization [74] is used to solve the final system of equations.

A. Interconnects With a Trapezoidal Cross Section

We first consider a pair of copper conductors 1 mm long with a trapezoidal cross section (Fig. 3), meshed with 2,008 triangles. The structure is excited with a differential signal via two ports at either end, as shown in Fig. 3. Fig. 4 and Fig. 5 show, respectively, the magnitude and phase of the \( S \) parameters for each of the methods considered. In both Fig. 4 and Fig. 5, the top panel shows the entire frequency range considered, from DC to 100 GHz, while the bottom panel focuses on the high-frequency regime to better resolve the sharper variations in the \( S \) parameters. As frequency decreases, the \( S \) parameter magnitude is expected to remain constant, while the phase should approach 0°. The proposed method is the only one which remains accurate in terms of both magnitude and phase down to DC. In particular, HFSS aborts with a solver error below \( \sim 10 \) kHz, while the field-based methods become inaccurate below \( \sim 100 \) kHz. Moreover, since the proposed full-wave method does not employ any quasistatic approximations, it also remains accurate at very high frequencies up to 100 GHz. Fig. 4 and Fig. 5 thus demonstrate the excellent broadband capabilities of the proposed potential-based formulation.
We next studied the condition number of the system matrix in (52), as shown in Fig. 6. To demonstrate the need and importance of the modified gauge (19) and the charge neutrality condition (41), we compared the proposed approach to the case when the conventional gauge (23) is used in the internal problem, and the charge neutrality condition (41) is not applied. Fig. 6 shows that the condition number of the proposed system matrix in (52) remains stable over the entire frequency range down to exactly DC. Instead, without (19) and (41), the condition number increases dramatically as frequency increases and the system becomes rank deficient. Although the condition number associated with the proposed method is decreased and the system becomes rank deficient. Although the condition number increases dramatically as frequency increases, indicating that the proposed formulation is accurate down to DC, while HFSS encounters an error below $\sim$10 kHz and the field-based methods become inaccurate below $\sim$100 kHz. Fig. 10 shows the condition number of the system matrix in (52) over the entire frequency range, and confirms that the condition number remains constant at very low frequencies, indicating that the proposed formulation is stable down to DC despite the nontrivial geometry.

**B. Differential Pair With a Microvia Array**

Next, we consider a differential pair composed of copper traces, where one of the traces transitions to a different elevation through an $8 \times 8$ array of microvias. This is a challenging structure which contains multiscale features, and the geometry and port definitions are provided in Fig. 7. The structure is meshed with 3,662 triangles. Again, the magnitude (Fig. 8) and phase (Fig. 9) of the $S$ parameters show excellent agreement between the proposed method and all other methods at high frequency. Again, the proposed approach remains accurate down to DC, while HFSS encounters an error below $\sim$10 kHz and the field-based methods become inaccurate below $\sim$100 kHz. Fig. 10 shows the condition number of the system matrix in (52) over the entire frequency range, and confirms that the condition number remains constant at very low frequencies, indicating that the proposed formulation is stable down to DC despite the nontrivial geometry.
C. On-Chip Inductor Coil

An on-chip copper inductor coil is considered here, which is a $4 \times$ scaled version of the geometry described in [20] and is based on the structure in [75]. The two-port structure is meshed with 2,030 triangles. Fig. 11 and Fig. 12 show the excellent accuracy of the proposed method in both magnitude and phase, respectively. In the high-frequency regime, the proposed method captures the resonance correctly, while at intermediate frequencies, it models the variations in skin depth accurately. It is also the only technique among the ones considered which remains accurate down to DC as in the previous examples, whereas HFSS and the field-based methods cannot be applied below $\sim 10$ kHz. Fig. 13 demonstrates the stable condition number at very low frequencies, again demonstrating the robustness of the proposed formulation for nontrivial geometries.

D. Part of an IC Package with Vias and Bondwires

Finally, we consider a package-level structure obtained from the library of examples provided by Ansys HFSS. The structure contains non-trivial features such as vias and bondwires, but was modified to remove the large ground and power planes to ensure that the LU factorization could be performed within the available computational resources. The geometry and port definitions of the IC package section are shown in Fig. 14; the structure was meshed with 5,058 triangles. The proposed method captures the high-frequency response of the structure with excellent accuracy, as confirmed in the bottom panels.
of Fig. 15 and Fig. 16. It is also accurate at DC, unlike the other methods considered. In this case, HFSS cannot solve the problem below $\sim 10$ Hz, while the field-based methods become inaccurate below $\sim 1$ Hz.

Although the use of acceleration algorithms, such as the fast multipole method [76], [77] and those based of fast Fourier transforms [31], [78], will be necessary to allow modeling larger structures, the realistic examples considered here demonstrate the excellent accuracy and stability of the proposed method for both chip- and package-level applications. Its ability to model structures continuously down to DC can be useful in signal integrity analysis, where digital and mixed signals may contain DC components in addition to high frequencies, and for power integrity applications, where a DC supply with minimal voltage ripple is desirable. The proposed potential-based formulations is therefore a promising alternative to field-based methods for the wideband full-wave modeling of electrical interconnects.

IV. CONCLUSION

We have presented a new boundary element formulation based on electromagnetic potentials rather than fields, for the full-wave modeling of electrical interconnects. A set of vector potential integral equations was devised for modeling the regions both internal and external to each conductive object, taking into account the coupling to an external circuit. This article systematically addressed several mathematical challenges associated with the use of potentials instead of fields. Several realistic numerical examples demonstrate that the proposed formulation yields accurate network parameters from DC to very high frequencies, and has a condition number which remains stable as the frequency decreases. To the best of our knowledge, the ability to model lossy conductors continuously down to DC has not been achieved by existing full-wave BEM formulations. This article demonstrates that potential-based techniques, such as the one presented here, hold great promise for the broadband analysis of electrical interconnects at the chip and package levels.
Using (3) in (18), we may write
\[ \nabla^2 \tilde{A}'(\vec{r}) + k_0^2 \tilde{A}'(\vec{r}) \]
\[ + \nabla \left( \nabla^2 \chi(\vec{r}) + k_0^2 \chi(\vec{r}) \right) = 0, \quad (\vec{r} \in \mathcal{V}_0). \] \hspace{1cm} (57)

To obtain a Helmholtz equation for \( \tilde{A}'(\vec{r}) \) from (57), we can choose \( \chi(\vec{r}) \) such that
\[ \nabla^2 \chi(\vec{r}) + k_0^2 \chi(\vec{r}) = 0, \quad (\vec{r} \in \mathcal{V}_0). \] \hspace{1cm} (58)

Together, (58) and (8) can be interpreted as an exterior Neumann boundary value problem for the Helmholtz equation [10],
\[ \nabla^2 \chi(\vec{r}) + k_0^2 \chi(\vec{r}) = 0, \quad (\vec{r} \in \mathcal{V}), \] \hspace{1cm} (59a)
\[ \hat{n} \cdot \nabla \chi(\vec{r}) \big|_{S^+} = -\hat{n} \cdot \tilde{A}'(\vec{r}) \big|_{S^+}, \] \hspace{1cm} (59b)
which has a unique solution [10].

Similarly, for \( \vec{r} \in \mathcal{V} \), we can use (3) in (22) to obtain
\[ \nabla^2 \tilde{A}'(\vec{r}) + k_0^2 \tilde{A}'(\vec{r}) \]
\[ + \nabla \left( \nabla^2 \chi(\vec{r}) + k_0^2 \chi(\vec{r}) \right) = 0, \quad (\vec{r} \in \mathcal{V}), \] \hspace{1cm} (60)
which can be reduced to a Helmholtz equation for \( \tilde{A}'(\vec{r}) \) by requiring
\[ \nabla^2 \chi(\vec{r}) + k_0^2 \chi(\vec{r}) = 0, \quad (\vec{r} \in \mathcal{V}). \] \hspace{1cm} (61)

Given a solution \( \chi(\vec{r}) \big|_{S^+} \) of (59a)–(59b), equation (60) together with the boundary condition (6) can be interpreted as an interior Dirichlet boundary value problem [10] for the Helmholtz equation,
\[ \nabla^2 \chi(\vec{r}) + k_0^2 \chi(\vec{r}) = 0, \quad (\vec{r} \in \mathcal{V}), \] \hspace{1cm} (62a)
\[ \chi(\vec{r}) \big|_{S^-} = \bar{\chi}(\vec{r}) \big|_{S^+}, \] \hspace{1cm} (62b)
which also has a unique solution when \( \mathcal{V} \) is conductive and \(|k| > 0 \) [10]. Though the solution may not be unique at DC, it is sufficient for our purposes that at least one solution exists [10]. The existence of at least one solution of the boundary value problems (59a)–(59b) and (62a)–(62b) implies that a function \( \chi(\vec{r}) \) can always be found such that (8) is satisfied. This justifies imposing the boundary condition (7) at any frequency.

### APPENDIX

### Existence of \( \chi(\vec{r}) \) to Justify (7) and (8)

To obtain \( \tilde{A}(\vec{r}) \big|_{\mathcal{V}_0} \) via the gauge transformation (3) such that (7) is satisfied, a function \( \chi(\vec{r}) \) must exist which satisfies (8). The goal here is to formulate a boundary value problem for \( \chi(\vec{r}) \) and demonstrate that a solution satisfying (8) always exists.
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