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Abstract

Hybrid clustering combines partitional and hierarchical clustering for computational effectiveness and versatility in cluster shape. In such clustering, a dissimilarity measure plays a crucial role in the hierarchical merging. The dissimilarity measure has great impact on the final clustering, and data-independent properties are needed to choose the right dissimilarity measure for the problem at hand. Properties for distance-based dissimilarity measures have been studied for decades, but properties for density-based dissimilarity measures have so far received little attention. Here, we propose six data-independent properties to evaluate density-based dissimilarity measures associated with hybrid clustering, regarding equality, orthogonality, symmetry, outlier and noise observations, and light-tailed models for heavy-tailed clusters. The significance of the properties is investigated, and we study some well-known dissimilarity measures based on Shannon entropy, misclassification rate, Bhattacharyya distance and Kullback-Leibler divergence with respect to the proposed properties. As none of them satisfy all the proposed properties, we introduce a new dissimilarity measure based on the Kullback-Leibler information and show that it satisfies all proposed properties. The effect of the proposed properties is also illustrated on several real and simulated data sets.
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1. Introduction

Clustering or cluster analysis is a well-known unsupervised statistical learning tech-
K. Møllersen et al.

Clustering, which describes the formation of groups in a data set based on the relation between the observations. The common understanding of a cluster is that the observations within the cluster are more closely related to each other than to the observations in another cluster. The definition of closely related observations depends both on the problem at hand and the user’s understanding of the cluster concept, and hence there exists a wide range of clustering techniques. Figure 1 shows one way of categorising clustering techniques, which will be helpful for the understanding of hybrid clustering and dissimilarity measures. At the top level, clustering techniques are divided into partitional and hierarchical clustering. Partitional clustering provides a single partition of the data, whereas hierarchical clustering provides a nested series of partitions. At each step in a hierarchical clustering, either two subclusters are merged (agglomerative clustering) or one subcluster is divided into two subclusters (divisive clustering). A dissimilarity measure defines which two subclusters will be merged at each step in agglomerative clustering, and might be based on a probability density function or a proper distance function. Several other categorisations of clustering techniques exist; for a comprehensive overview, we refer the readers to [1]-[3].

Hybrid clustering combines partitional and hierarchical clustering to overcome the shortcomings of each separate technique. Model-based partitional clusterings, like Gaussian mixture model (GMM) and k-means [4] [5], impose shape restrictions on the clusters [6], which are a drawback if the model does not fit the data well. Model-free partitional clusterings are more versatile, but for high-dimensional data, sparsity makes low- and high-density regions difficult to distinguish. On the other hand, the hierarchical clustering technique does not impose restrictions on the cluster shape, but it has extensive computational complexity. Hybrid clustering takes advantage of the versatility of hierarchical clustering, but avoids the computational costs, and can be described as follows: Initially, a partitional clustering defines K subclusters. These are then merged hierarchically into C final clusters. Hybrid clustering and its related issues have been studied for decades; see e.g. [6]-[15].

To illustrate how different clustering techniques give us different outcomes, let us consider the well-known Old Faithful Geyser data, which is available in R. The data set consists of the length of 272 eruptions, and eruption length versus previous eruption length is shown in Figure 2(a). The observations are clearly clustered, and the objective...
of a clustering technique is to identify the clusters. The actual number of clusters is unknown, and it has served as an illustrative example for a number of techniques. It illustrates the clustering concept through a set of observations where some are more closely related than others, but also the inherit subjectivity since not all observations have a clear cluster membership, and the number of clusters depends on the user’s subjective understanding. Clustering includes both assigning the observations to a specific cluster and estimating the number of clusters. Depending on the observer’s subjective understanding, there are either three or four clusters in Figure 2(a), and different cluster number estimation techniques give different results. For a discussion on three versus four clusters for this particular data set, see [16]. Figure 2(b) shows an example of a clustering result where the Bayesian information criterion (BIC) was used to estimate the number of clusters, and the observations have been clustered using GMM and labelled according to the maximum a posteriori probability (MAP). Alternatively, the gap statistic (see Section 2.2) can be used to estimate the number of clusters, which resulted in three clusters. The partitional clustering in Figure 2(b) can then be regarded as the initial step in a hybrid clustering, where BIC was used to estimate the number of subclusters $K$. The next and final step will then be to merge two of the subclusters to reach the number of final clusters, $C = 3$. It turns out that the choice of dissimilarity measure has significant impact on the final result of hybrid clustering. The well-known distance-based dissimilarity measures, single-link, complete-link and average-link merge blue-green coloured, blue-red coloured and blue-green coloured observations, respectively. On the other hand, the measures $SE$ (see Section 3.3) and $Bhat$ (see Section 3.3), both density-based, merge blue-green coloured and blue-red coloured observations, respectively. There is no definition of “true” clusters, but some results are more agreeable with the cluster concept. The results when using single-link,
average-link or SE as dissimilarity measure, have, to our knowledge, not been proposed for this well-known data-set.

In the above example, the choice of dissimilarity measure can be done based on whether the result agrees with the user’s own perception. However, when the dimension is larger than three, the user cannot check the clustering result by visual inspection. If the user already has a clear opinion on how the data should be clustered, a clustering technique is not needed. For other situations, when clustering is used to explore the data, to discover patterns or as a pre-processing for other tasks, the clustering result must be interpreted in view of the method used. The result can be interpreted in view of how the chosen dissimilarity measure behaves under various circumstances, or vice-versa; the dissimilarity measure can be chosen based on pre-defined requests. Since the same dataset can lead to very different clustering results, as illustrated in the above example, the clustering result itself says very little about the data unless some analysis of the method is included.

In the present work, we have investigated one crucial aspect of clustering: the choice of dissimilarity measure. The investigation is restricted to density-based measures, and is exemplified on the partitional-hierarchical hybrid clustering technique. At first, we have identified a set of properties that are relevant for density-based dissimilarity measures in the hybrid clustering context (see Section 3.2). The properties have been identified by observing known dissimilarity measures’ behaviour under circumstances that are likely to occur in the hybrid clustering context. Further, we have analysed a set of known dissimilarity measures in view of these properties, and none of them fulfil all. Furthermore, we propose a new density-based dissimilarity measure that fulfils all the proposed properties. The new measure is constructed to be robust to background noise, a property that none of the other dissimilarity measures fulfil.

The performance of a dissimilarity measure on a specific data set does not imply that it will perform equally good or bad on another data set. Data-independent properties to evaluate dissimilarity measures enable us to choose a dissimilarity measure based on the user’s understanding of the cluster concept for a given problem without extra knowledge about the data set. For instance, whether a small subcluster, such as the red observations in Figure 2(b), should be considered a proper cluster or the effect of noise observations can be known beforehand, regardless of the actual data. The preferred concepts may differ, and data-independent properties will serve to categorise the dissimilarity measures. Properties for distance-based dissimilarity measures have been discussed for decades [2] [3] [17]-[20]. To our best knowledge, there has been no attempt in investigating data-independent properties for density-based dissimilarity measures, except in the context of image analysis [21]. However, many density-based dissimilarity measures originate from divergence functions, which possess certain properties (see Section 3.1). In this article, we propose additional properties regarding clustering-specific problems related to small outlying subclusters, low-density subclusters associated with background noise, and light-tailed models for heavy-tailed data (see Section 3.2). We would like to point out that this is not an attempt to describe the
best dissimilarity measure, but rather to provide a tool for evaluation and categorisation depending upon prior knowledge on the data and the user’s understanding regarding the clustering concept. In addition, several density-based dissimilarity measures have been proposed for hybrid clustering, and since none of them satisfy all the proposed properties, we propose a new one that does.

The rest of the article is organised as follows. Hybrid clustering is discussed in Section 2. Section 3 introduces the $\ell$-divergences and proposes a set of properties for dissimilarity measures. Section 3.3 investigates well-known dissimilarity measures and proposes a new dissimilarity measure. Section 4 illustrates the dissimilarity measures’ impact on the final clustering based on different simulated and real data. Some concluding remarks are mentioned in Section 5. The appendices provide the necessary technical details.

2. Hybrid Clustering Techniques

As discussed in the Introduction, hybrid clustering seeks to take advantage of the versatility of hierarchical clustering, but at the same time avoid the computational complexity. Hybrid clustering can be summarised in three steps:

1) Partition the data into $K$ subclusters by partitional clustering.
2) Hierarchically merge the two subclusters with lowest dissimilarity.
3) Repeat the merging until some stopping rule applies.

Let $K$ denote the number of initial partitions, $N$ denote the number of observations, and $C$ denote the number of final clusters. When $K$ is close to $N$, the shape restrictions of the initial partitioning technique does not have significant impact on the final result. On the other hand, when $K$ is close to $C$, the computational complexity will be optimised, and hence, there is a trade-off between versatility and computational complexity. For a more thorough discussion on the computational complexity of partitional, hierarchical and hybrid clustering, see [15]. The subsequent subsections discuss each of the three steps.

2.1. Partitional Clustering

Various techniques have been used for initial partitioning, among them the well-known $k$-means [6] [8]-[10], and GMM [7] [8] [22]. For other examples, see [11]-[13] [23]. A brief description of the GMM is as follows.

Any continuous distribution $f(x)$ can be approximated with arbitrary accuracy by a mixture of Gaussian distributions [24] [25]:

$$f(x) \approx f_k(x) = \sum_{i=1}^{K} \pi_i \phi(x \mid \mu_i, \Sigma_i),$$

where $\pi_i > 0, \sum_{i=1}^{K} \pi_i = 1.$

Here, $\pi_i$ is the a priori probability associated with the $i$-th class, and $\mu_i$ and $\Sigma_i$ are the location and the scale parameters of the Gaussian distribution of the $i$-th component. When the underlying distribution is unknown, the GMM is fitted to the observed values, most commonly by the EM algorithm [26], and the accuracy will
depend on how the observations were generated from the parent distribution. The number of components must be estimated separately, with a trade-off between good fit and model complexity. A common procedure is to fit several GMMs, having \( K_{\min}, \ldots, K_{\max} \) components, and then use a criterion like BIC [27] or the Akaike information criterion (AIC) [28] to select the number of components. For other criteria and a discussion, the reader is referred to [29], p. 175.

For any choice of dissimilarity measure, the final clustering depends on the partitional clustering technique through the initial subclusters’ purity. In a totally pure subcluster, all observations belong to the same “true” cluster, but frequently one or more subclusters will contain observations from at least two different “true” clusters. The final clustering will therefore rely on the purity of the partitional clustering. We illustrate this on the Yeast data from the UCI machine learning repository [30]. Franczak et al. chose three variables (McGeoch’s method for signal sequence recognition (mcg), the score of the ALOM membrane spanning region prediction program (alm), and the score of discriminant analysis of the amino acid content of vacuolar and extracellular proteins (vac)), and two classes (localisation sites CYT (cytosolic or cytoskeletal) and ME3 (membrane protein, no N-terminal signal)) to illustrate Laplace clustering [31]. Figure 3(a) shows the observations labelled according to class.

We use GMM and BIC for partitional clustering, and the observations are assigned to a subcluster according to MAP. The result can be seen in Figure 3(b) where the subcluster shown as yellow crosses contains observations from both classes. Figure 3(c) shows the partitional clustering when using Student’s \( t \) mixture distribution instead of GMM, and we see that the subclusters are purer. To be able to separate the impact of the dissimilarity measure from that of the partitional clustering technique (see Section 4) we define minimum misclassification rate as the minimum proportion of observations assigned to the wrong cluster when all possible final clusterings are considered. The minimum misclassification rates in this example are 7.8% for GMM and 3.4% for Student’s \( t \). The superior performance of Student’s \( t \) in this example was expected, since Student’s \( t \) mixture distributions are more robust to heavy tails than GMMs [32]. In general, the best partitional clustering technique will depend on the problem at hand.
2.2. Dissimilarity Measure and Stopping Rule

Dissimilarity measures for hybrid clustering can be based on distance functions (for example, [12]) or density functions (for example, [8]). The dissimilarity measure will be involved in each step in the hierarchical merging, and therefore, the choice of dissimilarity measure might have significant impact on the final outcome, as discussed in the Introduction. Density-based dissimilarity measures are functions of the subclusters’ density and size (also referred to as weight), estimated from the data. If the partitional clustering is done by mixture distribution fitting, the components’ probability density function (pdf) and a priori probability of the class represent the subclusters’ density and weight, and the dissimilarity measure is a function of the observations indirectly through the estimated mixture distribution.

The number of clusters can be estimated from the data using, for example, the gap statistic [33] or integrated completed likelihood (ICL) [34]. For demonstration, an example is shown in Figure 2(a). The dissimilarity measure can define the stopping rule by setting a threshold value at which the merging process will stop. This threshold can be pre-defined by the user, or defined by analysing the dissimilarity as a function of the number of subclusters, \( K, K-1, \cdots, 1 \) [33], see Figure 11. The number of clusters can also be chosen by the user based on prior knowledge about the data. To gain insight about different stopping rules, the reader may read [19].

3. Data-Independent Properties for Density-Based Dissimilarity Measures

The divergence between two probability distributions essentially measures the distance between them, and hence there is a close relationship between density-based dissimilarity measures and divergences. There have been many attempts to define the distance between two probability distributions, and the concept is context dependent and subjective like clustering. Note that many divergences do not satisfy symmetry or triangular inequality, and are therefore not proper distances. Ali and Silvey [35] defined four properties for divergences, and through them defined the class of \( f \)-divergences. The \( f \)-divergences are of special interest due to their properties and since they have been used directly or in modified form as dissimilarity measures for hybrid clustering [15] [21] [36]. Many well-known distance functions or information criteria are \( f \)-divergences, for example, variational distance, Hellinger/Kolmogorov distance, Kullback-Leibler information, Kullback-Leibler/Jeffrey divergence, Chernoff distance, Bhattacharyya distance, Matusita distance [35] [37]-[39], and therefore automatically satisfy the properties.

Dissimilarity measures used as merging criteria attempt to measure the distance between two subclusters with respect to which two subclusters are most appropriate to merge. We therefore introduce properties specifically for dissimilarity measures which offer the user a data-independent tool for choosing, evaluating or modifying dissimilarity measures.
3.1. Properties for $f$-Divergences

The $f$-divergences, introduced independently in [38] and in [35], are defined as follows [39].

**Definition:** Let $X$ be a random vector defined on a subset of $\mathbb{R}^d$, and $p_k()$ be the probability density function of the probability distribution function $P_k()$. For any convex function $f$ having $f(1) = 0$ and $0 f(0/0) = 0$

$$d(P_k, P_l) = \int_{\mathcal{X}} p_k(x) f\left(\frac{p_k(x)}{p_l(x)}\right) dx,$$

is an $f$-divergence. Here $\mathcal{X}$ is the support of the probability distribution function induced by the random vector $X$.

The $f$-divergences satisfy, by construction, the following properties:

1) An $f$-divergence $d(P_k, P_l)$ is defined for all pairs $P_k, P_l$ on the same sample space.
2) For any measurable transformation $t()$, $d(P_k, P_l) \geq d\left(P_k t^{-1}, P_l t^{-1}\right)$.
3) The $f$-divergence $d(P_k, P_l)$ takes its minimum when $P_k = P_l$ and maximum when $P_k$ and $P_l$ are orthogonal, denoted by $P_k \perp P_l$.
4) If $\{p_\theta; \theta \in (a, b)\}$ is a family of densities on $\mathbb{R}$ with monotone likelihood ratio, then for $a < \theta_1 < \theta_2 < \theta_3 < b$, we have $d\left(P_{\theta_1}, P_{\theta_2}\right) \leq d\left(P_{\theta_2}, P_{\theta_3}\right)$.

We will refer to them as $f$-properties. For more rigorous definitions, details, explanations, examples and discussions, see [35]. The first property simply ensures validity of the divergence. The second property, which is extensively studied in [38], implies that a measurable transformation will not increase the divergence between two probability distributions. At first, this property might seem counterintuitive in a clustering context, since transformations are often used to increase discernability between clusters. However, these transformations are applied on the observations before density estimation, and hence, the increased discernability will be reflected by the new density estimates. The third property stating minimum value at equality and maximum value at orthogonality follows immediately from the concept of a divergence being a measure of the distance between two probability distributions. A definition of orthogonality between distributions can be found in [40] (see also Appendix A). The fourth property ensures that when $P_{\theta_1}$ is further away from $P_{\theta_2}$ than $P_{\theta_3}$ is, the divergence between $P_{\theta_1}$ and $P_{\theta_0}$ will be larger than between $P_{\theta_1}$ and $P_{\theta_2}$, which also follows from the divergence being a concept of distance. There has been extensive research on $f$-divergences, and they have other properties not listed here. We have presented these four properties for the reader to gain insight about $f$-divergences since they are popular as fundamentals for dissimilarity measures.

3.2. Properties for Dissimilarity Measures for Hybrid Clustering

An important difference between divergences and dissimilarity measures is that subclusters can have different weights (corresponding to the a priori probability), as opposed to probability distributions. Figure 4(a) shows an example of a Gaussian mixture...
distribution where all three components have equal variance. Since the Gaussian distribution has monotone likelihood ratio, it follows from the fourth $F$-property that the two components with smallest distance between the means will have the smallest $F$-divergence. Since the blue and the red components are slightly closer to each other than the red and the green components are, those are the two with the smallest $F$-divergence. This illustrative example shows that dissimilarity measures should be functions of both the subclusters' density and weight, and that dissimilarity measures should have other properties than divergences. We will continue this section with motivation for the data-independent properties presented here.

Figure 4 shows Gaussian mixture densities and their components, and illustrates different aspects of merging in the following situation: The coloured lines represent the probability densities of the current subclusters, and the next step in the hybrid clustering is to merge the two subclusters with lowest dissimilarity. These examples illustrate the demand for the properties introduced later in this section. The details are found in Appendix B, where also the results of different dissimilarity measures (see Section 3.3) are given.

Here, we illustrate that the presence of outlier and noise observations can obstruct the clustering. Because of this, we propose properties that involve robustness to outlier and noise observations. Since density-based dissimilarity measures are functions of the observations indirectly through the density and weight estimates of the subclusters, we refer to an outlying component as one having small weight and large distance from the other components (see Figure 4(b)), and noise component as one having large scatter...
and low maximum density (see Figure 4(c)). Robustness, in this context, refers to the concept that the presence or absence of an outlier component or noise component should not influence the final clustering significantly. This can be illustrated by the example in Figure 4(b). Let the small component to the right be an outlying component, and let the stopping rule of this particular clustering be to stop at two clusters. If the outlying component were absent, the clustering would not involve merging, and the two components to the left would define the two final clusters. In the presence of the outlying component, any robust dissimilarity measure would merge the outlying component with one of the large components, as this has minimal influence on the final clustering. Similarly, for Figure 4(c), the noise component should be merged with one of the other components instead of constituting a cluster of its own in the case of a two-cluster solution.

There are other ways to deal with outliers and noise than by having robust dissimilarity measures. A common approach is to remove outliers and noise observations by pre-processing of the data (for example, trimming or snipping, [41]), and for hybrid clustering, several algorithms have been proposed [8] [9] [13] [14]. The drawback of this approach is that it usually requires some user-set parameter, which in turn requires knowledge of the data. Huber and Ronchetti ([42], p. 4) discussed several other issues regarding robustness versus pre-processing. Another important issue that they addressed ([42], p. 8) is the difference between robustness and diagnostics, where the purpose of diagnostics is to detect the outliers. Clearly, if the main objective of a particular clustering procedure is diagnostics then the dissimilarity measure should not be robust to outliers. It is therefore important to know whether the chosen dissimilarity measure satisfies a given outlier property.

Hybrid clustering assumes that the model used for partitional clustering is different from the final clusters, else, there would be no need for a merging step. An example is the GMM for heavy-tailed clusters, as illustrated in Figure 4(d) where the red and the green components have the same mean, and unequal variances. Whether the red and the green component actually belong to the same cluster depends on the particular understanding of the cluster concept, and having a data-independent property for this particular situation enables the user to choose the proper dissimilarity measure.

The third property (minimum at equality and maximum at orthogonality) is fundamental for divergences, but can cause trouble for dissimilarity measures. In Figure 4(b), the outlying component is nearly orthogonal to the two other components, but if the dissimilarity measure is robust to outliers, it cannot at the same time attain its maximum value. We therefore propose an additional \( \pi_k = \pi_l \), where \( \pi_k \) and \( \pi_l \) are the weights of subcluster \( k \) and \( l \), to the third property to make it suitable for dissimilarity measures. We use the \( \pi_l \) both to denote a priori probabilities for a mixture distribution, and the subclusters’ weight, since one is an estimate of the other. Figure 4(e) shows a four-component GMM where the two rightmost components are identical, and therefore the green component is hidden behind the pink. The Shannon entropy dissimilarity measure, \( SE \), defined in Section 3.3, does not attain its minimum value at
equality, and as a result, the dissimilarity between the blue and the red component is smaller than that between the identical green and pink components.

First, we propose a symmetry property, which does not require further explanation. The other five properties are motivated by the discussions earlier in this section. Suppose that \( p_k \) is the pdf associated with the \( k \)-th subcluster having weight \( \pi_k \), where \( \sum_{i=1}^{K} \pi_i = 1 \). The dissimilarity between the subclusters \( k \) and \( l \) is denoted by \( D(k,l) \). Let \( m = \min(D) \) when \( \min(D) > -\infty \), or arbitrarily small when \( \min(D) = -\infty \), and let \( M = \max(D) \) when \( \max(D) < \infty \), or arbitrarily large when \( \max(D) = \infty \).

**Symmetry:** The dissimilarity measure \( D(k,l) \) is symmetric, \( D(k,l) = D(l,k) \) for all \( k \) and \( l \).

**Equality:** If \( \pi_k = \pi_l \) and \( p_k(x) = p_l(x) \), then \( D(k,l) = \min(D) \).

**Orthogonality:** If \( \pi_k = \pi_l \) and \( p_k(x) \perp p_l(x) \), then \( D(k,l) = \max(D) \).

**Outlier:** If \( p_k(x) \) and \( p_l(x) \) are not orthogonal, and if one of the weights is close to zero, the dissimilarity measure will be close to its minimum. That is, for every \( \epsilon > 0 \), there exists a \( \delta > 0 \) such that \( \min(\pi_k, \pi_l) < \delta \Rightarrow |D(k,l) - \max(\min(D), m)| < \epsilon \).

**Noise:** If the maximum density of the large-scatter subcluster, \( p_k(x) \), is close to zero, the dissimilarity measure will be close to its minimum. That is, if \( \max(p_k(x)) < \min(p_l(x)) \) and \( p_k(x) \geq \min(p_l(x)) \) for all \( x \), then for every \( \epsilon > 0 \), there exists a \( \delta > 0 \) such that \( \max(p_k(x)) < \delta \Rightarrow |D(k,l) - \max(\min(D), m)| < \epsilon \).

**Mode:** Let \( p_k \) and \( p_l \) be two Gaussian probability density functions with location parameters \( \mu_k \) and \( \mu_l \), respectively, and scatter parameters \( \Sigma_k \) and \( \Sigma_l \), respectively. Further, suppose that \( \mu_k = \mu_l \) and \( \Sigma_l = a\Sigma_k \), where \( a \in (0,1) \) is a constant. Under such circumstances, for every \( \epsilon > 0 \), there exists a \( \delta > 0 \) such that \( a < \delta \Rightarrow |D(k,l) - \min(\max(D), M)| < \epsilon \). And, for every \( \epsilon' > 0 \), there exists a \( \delta' > 0 \) such that \( a > 1 - \delta' \Rightarrow |D(k,l) - \max(\min(D), m)| < \epsilon' \).

The properties do not state whether the outlying component in Figure 4(b), the noise component in Figure 4(c), or the two components with equal mean in Figure 4(d) should be merged. They state that, at some point, for a very small component, for a component with very low maximum density, or for two components with equal mean, the dissimilarity measure should attain its minimum value.

### 3.3. Dissimilarity Measures for Hybrid Clustering

We here present some density-based dissimilarity measures, illustrating which properties some well-known dissimilarity measures satisfy. Many dissimilarity measures are closely connected, e.g. the Shannon entropy and the Kullback-Leibler information, but they satisfy different properties. The list of dissimilarity measures is not, and cannot be, extensive, but shows a variety and includes dissimilarity measures both based on \( \ell \)-divergences and the Shannon entropy. None of the dissimilarity measures we could find in the literature satisfies all of the properties, and we therefore propose one that does; a Kullback-Leibler information based dissimilarity measure, \( KL_{inf} \).
which properties each dissimilarity measure satisfies. The technical details are provided in Appendix A. In the following, \( p_k \) and \( p_l \) are the pdf’s of the probability measures \( P_k \) and \( P_l \), respectively, and \( \pi_k \) and \( \pi_l \) are the weights of the \( k \)-th and the \( l \)-th subcluster, respectively, and \( w_k = \frac{\pi_k}{(\pi_k + \pi_l)} \) and \( w_l = \frac{\pi_l}{(\pi_k + \pi_l)} \).

1) Shannon entropy

The Shannon entropy for a continuous distribution, \( f(x) \), is defined as [43]

\[
H(f) = -\int f(x) \log f(x) \, dx.
\]

We here present three dissimilarity measures for probability measures \( P_k \) and \( P_l \) that are functions of the Shannon entropy; the Shannon entropy dissimilarity measure (SE), the weighted Shannon entropy dissimilarity measure (wSE), and the Jensen-Shannon dissimilarity measure (JS).

\[
SE(k,l) = H(\pi_k p_k + \pi_l p_l) - H(\pi_k p_k) - H(\pi_l p_l)
\]

\[
wSE(k,l) = (\pi_k + \pi_l)H(p_k + p_l) - \pi_k H(p_k) - \pi_l H(p_l)
\]

\[
JS(k,l) = H(w_k p_k + w_l p_l) - w_k H(p_k) - w_l H(p_l)
\]

SE minimises the Shannon entropy of the resulting merging [22]. wSE measures the divergence between the two components and their merging, multiplied by the subclusters’ weights [36]. Straightforward algebra shows that JS is a weighted version of the Kullback-Leibler divergence [44].

As discussed in Section 3.2, the Shannon entropy dissimilarity measure does not satisfy the Equality property, with the result seen in Figure 4(e). The weighted version, wSE, neither satisfies the Equality nor the Orthogonality property. The Jensen-Shannon dissimilarity measure is a function of relative weights, and an example of its consequences is seen in Figure 4(f), showing a large component to the left (blue) and three equally sized components to the right (red, green, and pink). Since the red component is relatively small compared to the blue one, but has the same size as the green one, the Jensen-Shannon dissimilarity between the blue and the red component is smallest.

Table 1. Dissimilarity measures and properties. “x” indicates satisfaction and “-” indicates violation.

| Dissimilarity measure | Property |
|-----------------------|----------|
|                        | Equality | Orthogonality | Symmetry | Outlier | Noise | Mode |
| SE                    | -        | x             | x        | -       | -     | -    |
| wSE                   | -        | -             | x        | -       | -     | -    |
| JS                    | x        | -             | x        | -       | -     | -    |
| Err                   | x        | x             | x        | -       | -     | x    |
| Bhat                  | x        | x             | x        | x       | -     | x    |
| KLdiv                 | x        | x             | x        | x       | -     | x    |
| KLinf                 | x        | x             | x        | x       | x     | x    |
2) Probability of misclassification

The error probability of the Bayes classifier for two classes is

\[ \text{Err}(k,l) = 1 - \int \min \left( w_k p_k(x), w_l p_l(x) \right) dx. \]

Err is an example of a dissimilarity measure that does not satisfy the Outlier property. As a consequence, the small outlying component in Figure 4(b) will not be merged with any of the other components even if its size decreases to a minimum.

3) Bhattacharyya distance

The Bhattacharyya coefficient measures how much two distributions overlap, and is defined as

\[ \rho(p_k, p_l) = \int \sqrt{p_k(x) p_l(x)} dx. \]

The Bhattacharyya distance is one of the most classical distance function used in the literature [45] [46], and is defined as

\[ \text{Bhat}(k,l) = -\min(\pi_k, \pi_l) \log \rho(p_k, p_l). \]

As we will see in Sections 4.1 and 4.2, Bhat performs very well in many situations, but can fail in the presence of a noise component, since it does not satisfy the Noise property. In Figure 4(c), Bhat would have merged the blue and the red component.

4) Kullback-Leibler information

When one distribution is approximated by another, information is lost. The amount of lost information can be measured by the Kullback-Leibler information. For two probability measures \( P_k \) and \( P_l \), the Kullback-Leibler information, \( I \), and Kullback-Leibler divergence, \( J \) are defined as [47]

\[ I(k,l) = \int p_k(x) \log \frac{p_k(x)}{p_l(x)} dx \]

\[ J(k,l) = I(k,l) + I(l,k) = \int \left( p_k(x) - p_l(x) \right) \log \frac{p_k(x)}{p_l(x)} dx. \]

Since the Kullback-Leibler information is not symmetric, it is less suited for hybrid clustering. The Kullback-Leibler divergence was evaluated as dissimilarity measure for hybrid clustering by [21], but in the unweighted version. We therefore define a dissimilarity measure based on the Kullback-Leibler divergence as

\[ KLdiv(k,l) = \min(\pi_k, \pi_l) \int \left( p_k(x) - p_l(x) \right) \log \frac{p_k(x)}{p_l(x)} dx. \]

A new dissimilarity measure.

\( KLdiv \) does not satisfy the Noise property, and we therefore propose a symmetric dissimilarity measure based on the symmetrisation of the Kullback-Leibler information by the minimum function. The new dissimilarity measure is denoted by \( KLinf \), and for two probability measures \( P_k \) and \( P_l \), it is defined as

\[ KLinf(k,l) = \min(\pi_k, \pi_l) \min \left( \int p_k(x) \log \frac{p_k(x)}{p_l(x)} dx, \int p_l(x) \log \frac{p_l(x)}{p_k(x)} dx \right). \]

\( KLinf \) satisfies all our proposed properties in Section 3.2 and we therefore expect it to perform well in situations where these properties are desirable.
4. Illustration of the Dissimilarity Measure's Impact on the Final Clustering

We here illustrate how the choice of dissimilarity measure impacts the final clustering in view of the proposed properties. GMM is used to estimate the density, and BIC and AIC are used to estimate the number of components, corresponding to the number of subclusters. It does not suggest that this is the best partitional clustering technique, but for illustrational purposes it is appropriate, since it is well-known, relatively fast, and easily available. A pre-defined number of clusters is used as stopping rule since the focus of this article is the dissimilarity measure and not the stopping rule. The results for $wSE$ are not displayed since its shortcomings are illustrated by $SE$ and $JS$.

We compare the performances of the dissimilarity measures by the difference between the misclassification rate, which is dependent on the dissimilarity measure, and the minimum misclassification rate, which is defined by the partitional clustering (see Section 2.1). The misclassification rate is defined as the proportion of the observations wrongly clustered by the final clustering. To compare the dissimilarity measures, we define true cluster membership according to the samples' origin, as illustrated in Figure 5, which deviates from the usual concept of cluster. However, defining cluster membership by the relation between observations will favour some

![Figure 5](image_url)

**Figure 5.** Examples of random samples of 500 observations drawn from different types of two-dimensional distributions. The colours indicate which cluster each sample is drawn from. (a) Student's $t$, $\nu = 2$; (b) Cauchy (Student's $t$, $\nu = 1$); (c) Uniform; (d) Gamma; (e) Gaussian with uniform noise; (f) Gaussian-Laplace mixture.
dissimilarity measures over others by construction, according to how relation is defined.

4.1. Simulation Study

We here present a simulation study for six types of distributions (for details, see Appendix C), shown in Figure 5. The wide variety in distributions and their deviance from the model for partitional clustering illustrate the relevance of the proposed properties. For each random sampling, a partitional clustering is performed by GMM, where the number of components is estimated by BIC and AIC. The hierarchical clustering is then performed according to each dissimilarity measure, until three clusters is reached. Figure 6 shows the entire merging process. The mean values of 100 repetitions and their 95% confidence intervals are shown in Figure 7. There are eight varieties for each distribution: BIC (blue) or AIC (red) for the number of components, small (open) or large (filled) data sets, and dimension 2 (circles) or 3 (triangles). The noise observations in Figure 5(e) are not counted as misclassified, regardless of which cluster they are assigned to. As discussed in Section 2, both partitional clustering and the stopping criterion impact the final clustering, and it is possible that the results would have been different with another partitional clustering technique on the same data set.

From the above study we see that no dissimilarity measure performs uniformly best. We have observed some phenomena for different dissimilarity measures. The three dissimilarity measures that satisfy the Equality, Orthogonality and Outlier properties (Bhat, KLdiv, and KLinf) have overall lower misclassification than those that do not satisfy the aforementioned properties (JS, SE, and Err). When the observations are generated from a Student’s t distribution with 2 degrees of freedom, the clusters are well separated, symmetric and dense (see Figure 5(a)), but still, JS, SE, and Err fail to perform well. The poor performance of SE is shown in Figure 6. The misclassification rates for JS, SE, and Err are higher using AIC than using BIC because the number of components is higher with AIC, and consequently, the subcluster weights are smaller.

For most distributions, there are no clear distinctions among Bhat, KLdiv, and KLinf, with some exceptions. For the Gaussian-Laplace mixture distribution, an example of a heavy-tailed distribution, KLinf performs better than KLdiv. This can be explained by investigating at which rate the dissimilarity measure changes according to changes in the constant $a$ described in the Mode property; $\text{KLinf} \to \infty$ faster than $\text{KLdiv} \to \infty$ as $a \to 0$ (see Appendix A for details). For the Gaussian with uniform noise distribution, Bhat and KLdiv, which do not satisfy the noise property, perform worse than KLinf. Bhat also does not perform well for the Cauchy distribution due to the noise-like observations from the heavy tails; The sparsely scattered observations with different origins result in one component with large scatter and low density. The AIC and the Kullback-Leibler information measure the fit of the model to the true distribution in a similar manner [28]. However, this will not favour the Kullback-Leibler based dissimilarity measures because they measure the fit between components.
Figure 6. A random sample from Student’s t distribution with 2 degrees of freedom. (a) True cluster membership (dots, circles, crosses); (b) MAP-component membership for a six-component GMM fitted to the observations; (c) The best merging in terms of minimum misclassification rate; (d)-(f) and (g)-(i) Hierarchical merging using $KL_{inf}$ and $SE$, respectively. (d) First merging step; $KL_{inf}$; (e) Second step; $KL_{inf}$; (f) Final merging; $KL_{inf}$; (g) First merging step; $SE$; (h) Second step; $SE$; (i) Final merging; $SE$.

Several other studies have investigated hybrid clustering by simulated data. We illustrate the performance of the dissimilarity measures for the simulated data described in [22], where GMM/BIC was used for partitioning in hybrid clustering, in [32] and [34], where GMM/BIC was used as reference for ICL and Student’s t mixture fitting, respectively. Figure 8 shows the results for the data from [34] (blue), [32] (red), and [22] (cyan). The data are generated by random sampling from the distributions described in the respective papers, with 100 repetitions. The trends that appeared in
Figure 7. Difference between misclassification rate and minimum misclassification rate, and the 95% confidence intervals, for BIC and AIC, small and large data sets, dimension 2 and 3, for random samples from the distributions in Figure 5, obtained by GMM fitting and three final clusters. The number of components estimated by BIC and AIC varies for each sample. (a) Student’s $t$, $\nu = 2$; (b) Cauchy (Student’s $t$, $\nu = 1$); (c) Uniform; (d) Gamma; (e) Gaussian with uniform noise; (f) Gaussian-Laplace mixture.

Figure 8. Difference between misclassification rate and minimum misclassification rate, and the 95% confidence intervals for simulated data, using GMM/BIC as partitioning clustering.
Figure 7 are also seen in Figure 8 where no dissimilarity measure is uniformly best, but that $Bhat$, $KLdiv$, and $KLinf$ perform better. For the Gaussian mixture distribution (cyan) described in [22], the choice of dissimilarity measure has very little impact on the final clustering. Interestingly, their proposed dissimilarity measure, $SE$, does not perform better than the others. $KLinf$ fails more often than $Bhat$ and $KLdiv$ for the Uniform and Gaussian distribution.

4.2. Application to Real Data

**Wisconsin diagnostic breast cancer data:** The Wisconsin diagnostic breast cancer data, available from the UCI machine learning repository [30], consists of 569 observations in 30 dimensions and is labelled according to diagnosis, which defines the classes. Fraley and Raftery [48] used the three features selected by Mangasarian et al. [49] and achieved a misclassification rate of 5%. We have here used sequential forward feature selection. At each step, the feature that improves a quadratic discriminant classifier the most in terms of correctly classified observations is added. The process is stopped when adding a new feature results in an improvement of less than $10^{-6}$. The training and testing of the classifier is performed on separate sets, using cross-validation. The dimension of the resulting data sets varied from three to nine, and all features were selected at least once in 100 repetitions. Figure 9(a) shows an example with three dimensions chosen by the feature selection. The mean misclassification rate for $KLinf$ and $Bhat$ was 5%. The result is shown in Figure 10. As we have observed the phenomena in the simulated data, here also, $Bhat$, $KLdiv$ and $KLinf$ perform better than $JS$, $SE$, and $Err$. The Wisconsin breast cancer data is an example of data with higher dimensions, in this example, up to nine dimensions. The dissimilarity measures themselves are not limited by the number of dimensions and data sparsity, but indirectly they will suffer from bad density estimation.

**Yeast data:** A Student’s $t$ mixture distribution was used for partitional clustering of the Yeast data described in Section 1 (see Figure 3). The result for 10 repetitions is shown in Figure 10. We used Student’s $t$ mixture on the Yeast data to illustrate the use of another partitional clustering technique. The variation is due to slightly different estimated parameters for each repetition.

![Figure 9](image-url)  
Figure 9. The Wisconsin diagnostic breast cancer data. (a) The initial partitioning, labelled according to MAP. Final clustering using (b) $Bhat$ and (c) $SE$. 
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5. Discussion

In the literature, the choice of density-based dissimilarity measure for hybrid clustering has been given little attention, despite its heavy influence on the final clustering. We have proposed data-independent properties. The Equality and Orthogonality properties are presented as axiomatic for divergences [35], and although we will not claim that they are axiomatic for dissimilarity measures, it is indeed hard to imagine how they would be a drawback in hybrid clustering. The Outlier and the Noise properties ensure that the dissimilarity measure is robust to certain types of outlier and noise observations, meaning that whether outlier or noise observations are present or absent has little effect on the clustering. One can choose a partitional clustering that is less likely to produce small outlying subclusters (for example Student’s $t$ instead of GMM), but the possibility cannot be ruled out. Detection of outliers in pre-processing can reduce the necessity for robust dissimilarity measures, but requires extra knowledge about the data. The Mode property is valid only for the case of two Gaussian components with equally shaped covariance matrices, which is a special case. However, light-tailed models for heavy-tailed clusters are an important issue in hybrid clustering, since the need for hybrid clustering arises from a situation where the partitional clustering model does not fit the cluster distribution, and the Mode property can contribute in explaining a dissimilarity measure’s behaviour under these circumstances.
The illustration of clustering results for different dissimilarity measures shows that the choice of dissimilarity measure can have significant impact on the final clustering. It also shows that the behaviour of a dissimilarity measure can be anticipated based on which properties it satisfies. However, the properties will not give a full description of a dissimilarity measure's behaviour, and analysis can give further insight. The different behaviour of \( KL_{\text{div}} \) and \( KL_{\text{inf}} \) for the Gaussian-Laplace mixture required further analysis, since both dissimilarity measures satisfied the Mode property. Data-independent properties can be used to choose the right dissimilarity measure, evaluate new dissimilarity measures, and modify existing ones. As an example of modification, the factor \( \min(\pi_k, \pi_i) \) in the dissimilarity measures \( Bhat \), \( KL_{\text{div}} \), and \( KL_{\text{inf}} \) can be changed to, for example, \( \log(\min(\pi_k, \pi_i)) \). The dissimilarity measures will satisfy the Outlier property, but the behaviour with respect to how small the outlying component in Figure 4(b) must be before it is merged despite its near orthogonality, will change.

The final number of clusters is another legitimate issue in hybrid clustering. A property for dissimilarity measures when used for cluster number estimation, for instance by setting a threshold or searching for an “elbow” should be a topic for future studies. Figure 11 shows the values for \( KL_{\text{inf}} \) and \( SE \) as the number of clusters goes from six to one for the sample in Figure 6. Both show an elbow at \( C = 3 \). The three-cluster solution is more appropriate for the \( KL_{\text{inf}} \)-based merging than for the \( SE \)-based merging.

Figure 11. The normalised values of \( KL_{\text{inf}} \) (red) and \( SE \) (blue). They both show an elbow at \( C = 3 \).
5.1. Main Contribution of the Article

We have proposed data-independent properties for density-based dissimilarity measures for hybrid clustering. Data-independent properties provide a tool for evaluating and comparing dissimilarity measures on a more general level than for particular data sets with known or user defined clusters.

The significance of the properties has been illustrated through studies on simulated and real data. We have evaluated several well-known dissimilarity measures in terms of the proposed properties. Besides, we have proposed a new dissimilarity measure, $KL_{inf}$ that satisfies all the proposed properties. It shows good performance in both simulated and real data. However, we do not claim that $KL_{inf}$ is the best density-based dissimilarity measure for hybrid clustering; the concept of clustering is far too complex and diverse.

5.2. Concluding Remarks

Clustering is an exploratory tool for use in situations where the data have no ground truth. The diversity of clustering problems and the inherit subjectivity demands different dissimilarity measures for different problems. In this article, we have proposed specific properties, and those properties offer a tool to choose the most appropriate dissimilarity measure and to interpret the clustering result. In particular, a measure that does not fulfil the Equality or Orthogonality properties can give peculiar results, since it violates the most common concepts of “distance”. Similarly, a dissimilarity measure that does not fulfil the Outlier property can lead to extreme results in many situations (see e.g. Figure 9(c)). The data presented in this article are in two or three dimensions, for illustration purposes, but for higher dimensions, the user cannot visually inspect the clustering result, and analytical knowledge is then crucial.
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Appendix

Appendix A

Some preliminaries:
1) It is straightforward to see that the dissimilarity measures in Section 3.3 are symmetric.
2) The integral is taken over $\mathcal{X}$ unless otherwise noted. Here $\mathcal{X}$ denotes the support of the distribution function associated with the random variable $X$. Let $p_k(x)$ be the pdf of subcluster $k$, and $\pi_k$ denote the weight, $\pi_k > 0$. Let $w_k = \pi_k/(\pi_k + \pi_i)$ and $w_i = \pi_i/(\pi_k + \pi_i)$. $D(k,l)$ denotes the dissimilarity measure between the two subclusters $k$ and $l$.
3) Orthogonality is defined as [40]: $p_k(x)$ and $p_l(x)$ are orthogonal if for any $\epsilon > 0$, there exist $S_k$ and $S_l$ such that
   $$\int_{S_k} p_k(x) dx > 1 - \epsilon, \int_{S_k} p_l(x) dx < \epsilon, \int_{S_l} p_l(x) dx > 1 - \epsilon$$ and $\int_{S_l} p_k(x) dx < \epsilon$.
   where $S_k \cup S_l = \mathcal{X}$.
4) Note that $\int_{S_k} p_l(x) dx < \epsilon \forall \epsilon > 0$ implies that for any $\delta > 0$, $p_l(x) < \delta$ almost everywhere (a.e.) on $S_k$, since $p_l(x) \geq 0$, and similarly $\int_{S_l} p_k(x) dx < \epsilon$ for any $\epsilon > 0$ implies that for any $\delta > 0$, $p_k(x) < \delta$ a.e. on $S_l$, since $p_k(x) \geq 0$.
5) The logarithmic function is monotonic increasing, and consequently, $\log (a+b) > \log (a)$, if $b > 0$. Since $p_k(x)$ is a pdf, $\int p_k(x) dx = 1$.
6) If a dissimilarity measure does not satisfy either the Equality or the Orthogonality property, the Mode property will not be satisfied, since $a \to 1$ gives $p_k(x) = p_l(x)$, and $a \to 0$ gives $p_k(x) \perp p_l(x)$. If a dissimilarity measure is an $F$-divergence, the Mode property is automatically satisfied. This is not necessarily true for modified $F$-divergences.

Next, we investigate whether the dissimilarity measures in Section 3.3 satisfy the properties proposed in Section 3.2.

Shannon entropy based measures
1) Unweighted version, $SE$: Recall that
$$SE(k,l) = -\int \pi_k p_k(x) \log (\pi_k p_k(x) + \pi_l p_l(x)) dx - \int \pi_l p_l(x) \log (\pi_l p_l(x) + \pi_k p_k(x)) dx + \int \pi_k p_k(x) \log \pi_k p_k(x) dx + \int \pi_l p_l(x) \log \pi_l p_l(x) dx,$$
and note that $\max (SE) = 0$ and $\min (SE) = -\infty$. We have the following results:

Equality: Set $\pi_i = \pi_k$ and $p_i(x) = p_k(x)$. We now have
$$SE(k,l) = -\int \pi_k p_k(x) \log (\pi_k p_k(x) + \pi_k p_k(x)) dx - \int \pi_k p_k(x) \log (\pi_k p_k(x) + \pi_k p_k(x)) dx + \int \pi_k p_k(x) \log \pi_k p_k(x) dx + \int \pi_k p_k(x) \log \pi_k p_k(x) dx = -2\int \pi_k p_k(x) \log 2 dx + 2\int \pi_k p_k(x) \log \pi_k p_k(x) dx + 2\pi_k \log p_k dx = -2\pi_k \log 2.$$
This implies that SE does not satisfy the Equality property, since \( \min(SE) = -\infty \).

**Orthogonality:** Let \( p_i(x) \perp p_i(x) \), and \( S_i \cap S_j = \emptyset \). Then we can write

\[
SE(k,l) = -\int_{S_k} \pi_k p_i(x) \log(p_i) dx + \int_{S_k} \pi_k p_i(x) \log(\pi_k p_i(x)) dx
\]

Let

\[
\left| -\int_{S_k} \pi_k p_i(x) \log(p_i) dx + \int_{S_k} \pi_k p_i(x) \log(\pi_k p_i(x)) dx \right| < \epsilon_1,
\]

\[
\left| -\int_{S_l} \pi_l p_i(x) \log(p_i) dx + \int_{S_l} \pi_l p_i(x) \log(\pi_l p_i(x)) dx \right| < \epsilon_2,
\]

\[
\left| \int_{S_k} \pi_k p_i(x) \log(p_i) dx \right| < \epsilon_3,
\]

\[
\left| -\int_{S_l} \pi_l p_i(x) \log(p_i) dx + \int_{S_l} \pi_l p_i(x) \log(\pi_l p_i(x)) dx \right| < \epsilon_4,
\]

\[
\left| -\int_{S_l} \pi_l p_i(x) \log(p_i) dx + \int_{S_l} \pi_l p_i(x) \log(\pi_l p_i(x)) dx \right| < \epsilon_5,
\]

\[
\left| \int_{S_l} \pi_l p_i(x) \log(p_i) dx \right| < \epsilon_6.
\]

Since \( p_i(x) < \delta \) a.e. on \( S_k \) and \( p_i(x) < \delta \) a.e. on \( S_j \) for any \( \delta > 0 \), there exists a \( \delta \) such that \( \sum_{i=1}^{n} \epsilon_i < \epsilon \). Consequently, \( |SE(k,l)| < \epsilon \). Since this is true for any \( \epsilon > 0 \), and \( \max(SE) = 0 \), it follows that SE satisfies the Orthogonality property.

**Outlier:** Without loss of generality, let \( \min(\pi_k, \pi_l) = \pi_k < \delta \). Let

\[
\left| -\int_{S_k} \pi_k p_i(x) \log(p_i) dx + \int_{S_k} \pi_k p_i(x) \log(\pi_k p_i(x)) dx \right| < \epsilon_1,
\]

\[
\left| -\int_{S_l} \pi_l p_i(x) \log(p_i) dx + \int_{S_l} \pi_l p_i(x) \log(\pi_l p_i(x)) dx \right| < \epsilon_2,
\]

\[
\left| \int_{S_k} \pi_k p_i(x) \log(p_i) dx \right| < \epsilon_3.
\]

For any \( \epsilon > 0 \), there exists a \( \delta > 0 \) such that \( \sum_{i=1}^{n} \epsilon_i < \epsilon \). Consequently, \( |SE(k,l)| < \epsilon \), and since \( \min(SE) = -\infty \), it follows that SE satisfies the Outlier property.

**Noise:** Let \( \max(p_i(x)) < \delta \), and let

\[
\left| -\int_{S_k} \pi_k p_i(x) \log(p_i) dx + \int_{S_k} \pi_k p_i(x) \log(\pi_k p_i(x)) dx \right| < \epsilon_1,
\]

\[
\left| -\int_{S_l} \pi_l p_i(x) \log(p_i) dx + \int_{S_l} \pi_l p_i(x) \log(\pi_l p_i(x)) dx \right| < \epsilon_2,
\]

\[
\left| \int_{S_l} \pi_l p_i(x) \log(p_i) dx \right| < \epsilon_3.
\]

For any \( \epsilon > 0 \), there exists a \( \delta > 0 \) such that \( \sum_{i=1}^{n} \epsilon_i < \epsilon \). Consequently, \( |SE(k,l)| < \epsilon \), and since \( \min(SE) = -\infty \), it follows that SE does not satisfy the Noise
property.

Mode: Since SE does not satisfy the Equality property, it will not satisfy the Mode property.

2) Weighted version, \( wSE \): Recall that

\[
(\log d) log d, k \leq k, l \leq l \\
\pi = \pi_k + \pi_l \\
k kl kl k k kSS \\
l kl kl l l lSS \\
k kl kl k k kSS \\
l kl kl l l lSS \\
\]

and note that \( \min (wSE) = -\infty \) and \( \max (wSE) = 0 \). We have the following results:

Equality: Let \( \pi_i = \pi_k \) and \( p_i(x) = p_k(x) \). We then have

\[
wSE(k, l) = -\pi_k \int \left( p_k(x) + p_l(x) \right) \log \left( p_k(x) + p_l(x) \right) dx \\
- \pi_l \int \left( p_k(x) + p_l(x) \right) \log \left( p_k(x) + p_l(x) \right) dx \\
+ \pi_k \int p_k(x) \log p_k(x) dx + \pi_l \int p_l(x) \log p_l(x) dx,
\]

Since \( wSE(k, k) \) attains its minimum only if \( p_k(x) \) has infinite entropy, the Equality property is not satisfied.

Orthogonality: Let \( p_i(x) \perp p_l(x) \), and \( S_i \cap S_j = \emptyset \). Then we can write

\[
wSE(k, l) = -\pi_k \int_{S_i} \left( p_k(x) + p_l(x) \right) \log \left( p_k(x) + p_l(x) \right) dx + \pi_k \int_{S_i} p_k(x) \log p_k(x) dx \\
- \pi_l \int_{S_j} \left( p_k(x) + p_l(x) \right) \log \left( p_k(x) + p_l(x) \right) dx + \pi_l \int_{S_j} p_l(x) \log p_l(x) dx \\
- \pi_k \int_{S_i} \left( p_k(x) + p_l(x) \right) \log \left( p_k(x) + p_l(x) \right) dx + \pi_k \int_{S_i} p_k(x) \log p_k(x) dx \\
- \pi_l \int_{S_j} \left( p_k(x) + p_l(x) \right) \log \left( p_k(x) + p_l(x) \right) dx + \pi_l \int_{S_j} p_l(x) \log p_l(x) dx.
\]

Let

\[
-\pi_k \int_{S_i} \left( p_k(x) + p_l(x) \right) \log \left( p_k(x) + p_l(x) \right) dx + \pi_k \int_{S_i} p_k(x) \log p_k(x) dx = \epsilon_1, \\
-\pi_l \int_{S_j} \left( p_k(x) + p_l(x) \right) \log \left( p_k(x) + p_l(x) \right) dx = \epsilon_2, \\
+\pi_k \int_{S_i} p_k(x) \log p_k(x) dx = \epsilon_3, \\
-\pi_k \int_{S_i} \left( p_k(x) + p_l(x) \right) \log \left( p_k(x) + p_l(x) \right) dx + \pi_l \int_{S_j} p_l(x) \log p_l(x) dx = \epsilon_4, \\
-\pi_k \int_{S_i} \left( p_k(x) + p_l(x) \right) \log \left( p_k(x) + p_l(x) \right) dx = \epsilon_5, \\
+\pi_k \int_{S_i} p_k(x) \log p_k(x) dx = \epsilon_6.
\]

Consequently,

\[
wSE(k, l) = \sum_{i=1}^{6} \epsilon_i - \pi_k \int_{S_i} p_k(x) \log \left( p_k(x) + p_l(x) \right) dx \\
- \pi_k \int_{S_i} p_k(x) \log \left( p_k(x) + p_l(x) \right) dx.
\]
and attains its maximum only if the two latter terms are equal to zero. It follows that \( wSE \) does not satisfy the Orthogonality property.

**Outlier:** Without loss of generality, let \( \min(\pi_k, \pi_l) = \pi_k < \delta \). Let

\[
-\pi_k \int (p_k(x) + p_l(x)) \log(p_k(x) + p_l(x)) \, dx = \epsilon_1,
\]

\[
\pi_l \int p_k(x) \log p_k(x) \, dx = \epsilon_2.
\]

Consequently,

\[
wSE(k,l) = \epsilon_1 + \epsilon_2 - \pi_k \int (p_k(x) + p_l(x)) \log(p_k(x) + p_l(x)) \, dx
\]

\[
+ \pi_l \int p_l(x) \log p_l(x) \, dx
\]

and attains its minimum only if the two latter terms are infinite. It follows that \( wSE \) does not satisfy the Outlier property.

**Noise:** Let \( \max(p_k(x)) < \delta \), and let

\[
-\pi_k \int p_k(x) \log(p_k(x) + p_l(x)) \, dx = \epsilon_1,
\]

\[
-\pi_l (p_k(x) + p_l(x)) \log(p_k(x) + p_l(x)) + \pi_l \int p_l(x) \log p_l(x) \, dx = \epsilon_2,
\]

\[
\pi_k \int p_k(x) \log p_k(x) \, dx = \epsilon_3.
\]

Consequently, \( wSE(k,l) = \sum_{c_i} c_i - \pi_k \int p_l(x) \log p_l(x) \, dx \), and attains its minimum only if the entropy of \( p_l(x) \) is infinite. It follows that \( wSE \) does not satisfy the Noise property.

**Mode:** Since \( wSE \) does not satisfy the Equality and the Orthogonality properties, it will not satisfy the Mode property.

3) **Jensen-Shannon dissimilarity measure, JS:** Recall that

\[
JS(k,k) = -\int (w_k p_k(x) + w_l p_l(x)) \log(w_k p_k(x) + w_l p_l(x)) \, dx
\]

\[
+ w_k \int p_k(x) \log p_k(x) \, dx + w_l \int p_l(x) \log p_l(x) \, dx,
\]

and note that \( \min(JS) = 0 \) and \( \max(JS) = \log 2 \).

**Equality:** Set \( \pi_l = \pi_k \) and \( p_l(x) = p_k(x) \), and hence, \( w_k = w_l = 1/2 \). We then have

\[
JS(k,k) = -\int (w_k p_k(x) + w_k p_k(x)) \log(w_k p_k(x) + w_k p_k(x)) \, dx
\]

\[
+ w_k \int p_k(x) \log p_k(x) \, dx + w_k \int p_k(x) \log p_k(x) \, dx
\]

\[
= -2w_k \int p_k(x) \log 2w_k p_k(x) \, dx + 2w_k \int p_k(x) \log p_k(x) \, dx
\]

\[
= -\int p_k(x) \log p_k(x) \, dx + \int p_k(x) \log p_k(x) \, dx = 0.
\]

Since \( \min(JS) = 0 \), the Equality property is satisfied.

**Orthogonality:** Let \( p_k(x) \perp p_l(x) \), and \( S_k \cap S_l = \emptyset \). Then we can write

\[
JS(k,l) = -\int_{S_k} (w_k p_k(x) + w_l p_l(x)) \log(w_k p_k(x) + w_l p_l(x)) \, dx
\]

\[
+ w_k \int_{S_k} p_k(x) \log p_k(x) \, dx + w_l \int_{S_l} p_l(x) \log p_l(x) \, dx
\]

\[
- \int_{S_k} (w_k p_k(x) + w_l p_l(x)) \log(w_k p_k(x) + w_l p_l(x)) \, dx
\]

\[
+ w_k \int_{S_k} p_k(x) \log p_k(x) \, dx + w_l \int_{S_l} p_l(x) \log p_l(x) \, dx.
\]
and

\[-\int_S w_i p_i(x) \log (w_i p_i(x) + w_j p_j(x)) \, dx + w_i \int_S p_i(x) \log p_i(x) \, dx \]

\[-w_i \log w_i \int_S p_i(x) \, dx + \epsilon_i = -w_j \log w_j \left(1 - \epsilon_j\right) + \epsilon_i = -w_i \log w_k + \epsilon_i + \epsilon_j\]

\[-\int_S w_i p_i(x) \log (w_i p_i(x) + w_j p_j(x)) \, dx = \epsilon_i\]

\[-\int_S w_j p_j(x) \log (w_i p_i(x) + w_j p_j(x)) \, dx + w_j \int_S p_j(x) \log p_j(x) \, dx \]

\[-w_i \log w_i \int_S p_i(x) \, dx + \epsilon_i = -w_j \log w_j \left(1 - \epsilon_j\right) + \epsilon_i = -w_i \log w + \epsilon_i + \epsilon_j\]

\[-\int_S w_i p_i(x) \log (w_i p_i(x) + w_j p_j(x)) \, dx = \epsilon_j, \]

\[-\int_S w_i p_i(x) \log p_i(x) \, dx = \epsilon_k \]

Consequently, \(JS(k,l) = \sum_{i=1}^{8} \epsilon_i - w_k \log w_k - w_l \log w_l\). Since \(JS(k,l)\) will attain its maximum value only if \(w_k = w_l\), the Orthogonality property is not satisfied.

**Outlier:** Let \(\pi_l = \pi_k\). Then \(w_k\) and \(w_l\) are constant regardless of the value of \(\pi_k\), and

\[JS(k,l) = -\left(\int w_i p_i(x) \right) \log (w_i p_i(x) + w_j p_j(x)) \, dx + w_i \int p_i(x) \log p_i(x) \, dx + w_j \int p_j(x) \log p_j(x) \, dx\]

does not satisfy the Outlier property.

**Noise:** Let \(\max (p_i(x)) < \delta\), and let

\[-\int w_i p_i(x) \log (w_i p_i(x) + w_j p_j(x)) \, dx + w_j \int p_j(x) \log p_j(x) \, dx = -w_j \log w_i + \epsilon_i, \]

\[-\int w_i p_i(x) \log (w_i p_i(x) + w_j p_j(x)) \, dx = \epsilon_j, \]

\[-w_i \log w_i \int p_i(x) \, dx = \epsilon_k.\]

Consequently, \(JS(k,l) = \sum_{i=1}^{3} \epsilon_i - w_j \log w_i\). Since the latter term attains zero only if \(w_j = 1\) or \(w_i = 0\), the Noise property is not satisfied.

**Mode:** Since \(JS\) does not satisfy the Orthogonality property, it will not satisfy the Mode property.

**Probability of misclassification**

1) **Probability of misclassification, Err:** Recall that

\[Err(k,l) = 1 - \min (w_i p_i(x), w_j p_j(x)) \, dx,\]

and note that \(\min (Err) = 1/2\) and \(\max (Err) = 1\). Note also that \(Err\) is an \(f\)-divergence, and hence satisfies the **Equality, Orthogonality** and **Mode** properties.

**Outlier:** Without loss of generality, let \(\min (\pi_k, \pi_j) = \pi_k < \delta\). For any \(\epsilon > 0\) there exists a \(\delta > 0\) such that

\[1 - \int \min (w_i p_i(x), w_j p_j(x)) \, dx > 1 - \epsilon,\]

and hence \(Err(k,l)\) does not satisfy the Outlier property, since \(\min (Err) = 1/2\).
Noise: Let \( \max(p_k(x)) \leq \delta \). For any \( \epsilon > 0 \) there exists a \( \delta > 0 \) such that
\[
1 - \int \min(w_k p_k(x), w_l p_l(x)) \, dx > 1 - \epsilon,
\]
and hence \( \text{Err}(k, l) \) does not satisfy the Noise property, since \( \min(\text{Err}) = 1/2 \).

Bhattacharyya distance

1) Weighted Bhattacharyya distance, Bhat: Recall that
\[
\text{Bhat}(k, l) = -\min(\pi_k, \pi_l) \log \int_{\mathbb{R}} p_k(x) p_l(x) \, dx,
\]
and note that \( \min(\text{Bhat}) = 0 \) and \( \max(\text{Bhat}) = \infty \). Note also that the Bhattacharyya distance, \( -\log \int p_k(x) p_l(x) \, dx \), is an \( f \)-divergence, and hence it is straightforward to show that \( \text{Bhat} \) satisfies the \textbf{Equality} and \textbf{Orthogonality} properties.

Outlier: Without loss of generality, let \( \min(\pi_k, \pi_l) = \pi_k < \delta \). Then, for any \( \epsilon > 0 \), there exists a \( \delta > 0 \) such that
\[
\text{Bhat}(k, l) = -\min(\pi_k, \pi_l) \log \int_{\mathbb{R}} p_k(x) p_l(x) \, dx < \epsilon
\]
for \( -\log \int p_k(x) p_l(x) \, dx < \infty \), and hence, \( \text{Bhat}(k, l) \) satisfies the Outlier property.

Noise: Let \( \max(p_k(x)) < \delta \). Then, for any \( \epsilon > 0 \), there exists a \( \delta > 0 \) such that
\[
\text{Bhat}(k, l) = -\min(\pi_k, \pi_l) \log \int_{\mathbb{R}} p_k(x) p_l(x) \, dx > \epsilon,
\]
and hence, \( \text{Bhat}(k, l) \) does not satisfy the Noise property.

Mode: Since the Bhattacharyya distance is an \( f \)-divergence, it is straightforward to show that \( \text{Bhat} \) satisfies the Mode property. However, it is of interest to know how \( \text{Bhat} \) behaves as a function of \( a \). The Bhattacharyya distance between two normal distributions is
\[
\frac{1}{4}(\mu - \mu) + (\Sigma + \Sigma)^{-1}(\mu - \mu) + \frac{1}{2} \log |(\Sigma + \Sigma)^{-1}| + \frac{1}{2} \log \left| \frac{\Sigma + \Sigma}{2} \right|
\]
and hence in the special case of \( \mu = \mu_k, \Sigma = a \Sigma \), we have
\[
\text{Bhat}(k, l) = \min(\pi_k, \pi_l) \frac{1}{2} \log \left| \frac{\Sigma + a \Sigma}{2} \right| = \frac{1}{2} \log \left( \frac{a + 1}{2} \right) \frac{|\Sigma|}{a^{d/2}} = \frac{1}{2} \log \left( \frac{a + 1}{2} \right) a^{d/2}.
\]

Kullback-Leibler information

Kullback-Leibler divergence and Kullback-Leibler information: Recall that
\[
I(k, l) = \int p_k(x) \log p_k(x) \, dx - \int p_l(x) \log p_l(x) \, dx
\]
\[
J(k, l) = I(k, l) + I(l, k)
\]
\[
\text{KLinf}(k, l) = \min(\pi_k, \pi_l) \min(I(k, l), I(l, k))
\]
\[
\text{KLdiv}(k, l) = \min(\pi_k, \pi_l) J(k, l)
\]
and note that \( \min(I) = 0 \) and \( \max(I) = \infty \), and hence \( \min(\text{KLinf}) = 0 \), \( \max(\text{KLinf}) = \infty \), \( \min(\text{KLdiv}) = 0 \), \( \max(\text{KLdiv}) = \infty \). Note also that \( I \) and \( J \) are \( f \)-
divergences, and hence it is straightforward to show that KLinf and KLdiv satisfy the Equality and Orthogonality properties.

**Outlier:** Without loss of generality, let \( \min(\pi_k, \pi_l) = \pi_k < \delta \). Then, for any \( \epsilon > 0 \), there exists a \( \delta > 0 \) such that
\[
KLdiv(k, l) = -\min(\pi_k, \pi_l)J(k, l) < \epsilon
\]
\[
KLinf(k, l) = -\min(\pi_k, \pi_l)I(k, l) < \epsilon
\]
for \( I(k, l) < \infty \) and \( J(k, l) < \infty \), and hence, KLdiv and KLinf satisfy the Outlier property.

**Noise:** Let \( \max(p_k(x)) < \delta \). Then, for any \( \epsilon > 0 \), there exists a \( \delta > 0 \) such that
\[
I(k, l) = \int p_k(x) \log p_k(x) dx - \int p_l(x) \log p_l(x) dx < \epsilon
\]
\[
I(l, k) = \int p_l(x) \log p_l(x) dx - \int p_k(x) \log p_k(x) dx > \epsilon
\]
and hence, KLdiv\((k, l)\) does not satisfy the Noise property. However, KLinf\((k, l)\) satisfies the Noise property.

**Mode:** Since both \( I(k, l) \) and \( J(k, l) \) are \( \ell \)-divergences, it is straightforward to show that KLdiv and KLinf satisfy the Mode property. However, it is of interest to know how the dissimilarity measures behave as a function of \( a \). The Kullback-Leibler information between two normal distributions is
\[
\frac{1}{2} \left( \text{tr} \left( \Sigma_1^{-1} \Sigma_2 + (\mu_1 - \mu_2)^T \Sigma_1^{-1} (\mu_1 - \mu_2) - d \right) - \log \frac{|\Sigma_2|}{|\Sigma_1|} \right),
\]
and hence in the special case of \( \mu_k = \mu_\ell \) and \( \Sigma_k = \sigma \Sigma_\ell \), we have
\[
\frac{1}{2} \left( \text{tr} \left( \Sigma_\ell^{-1} \sigma \Sigma_\ell^{-1} \right) - d \log \frac{|\Sigma_\ell|}{|\Sigma_\ell|} \right),
\]
which result in
\[
I(k, l) = \frac{1}{2} \left( \frac{d}{a} - d - \log \frac{1}{a} \right) \quad \text{and} \quad I(l, k) = \frac{1}{2} (ad - d - \log a).
\]

**Appendix B**

The probability density functions displayed in Figure 4 are Gaussian mixtures,
\[
\phi(x) = \sum_{i=1}^K \pi_i \phi_i(x)
\]
where \( \phi_i(x) \) is a Gaussian distribution with mean \( \mu_i \) and variance \( \sigma_i \), and \( \sum_{i=1}^K \pi_i = 1 \). In the hybrid clustering context we have the following scenario: The coloured lines represent the current subclusters and the next step is to merge the two subclusters with lowest dissimilarity. The figures illustrate the relevance of the proposed properties.

(a) The distribution consists of three components with equal variance, but different component weights. We have that \( |\mu_1 - \mu_2| < |\mu_2 - \mu_3| \), and therefore \( d(\phi_1, \phi_2) < d(\phi_2, \phi_3) \) for any \( \ell \)-divergence independent of component weights, e.g. the (original) Bhattach-
aryya distance and the (original) Kullback-Leibler information. This is due to the fourth $f$-property, and also applies for other dissimilarity measures that fulfil this property. From left to right:

Blue: $\mu_i = -3, \sigma_i = 1, \pi_i = 0.475$
Red: $\mu_i = 0, \sigma_i = 1, \pi_i = 0.475$
Green: $\mu_i = 3.1, \sigma_i = 1, \pi_i = 0.05$

(b) The distribution consists of three components, where one of the components is small and near orthogonal to the others. Orthogonality can be achieved by increasing the distance between the means, by reducing the variance, or by decreasing the size of the smallest component. In this example, $SE(\phi_1, \phi_2) < SE(\phi_3, \phi_1)$ and $Err(\phi_1, \phi_2) < Err(\phi_2, \phi_1)$, which is consistent with their violation of the Outlier property (see Section 3.2 and Table 1). This is true for any dissimilarity measure that fulfils the Orthogonality property but violates the Outlier property, as the size of the smallest component approaches zero. From left to right:

Blue: $\mu_i = -1, \sigma_i = 1, \pi_i = 0.505$
Red: $\mu_i = 4, \sigma_i = 1, \pi_i = 0.490$
Green: $\mu_i = 10, \sigma_i = 0.5, \pi_i = 0.005$

(c) The distribution consists of four components, where the background noise consists of two components. In this example, $Bhat(\phi_1, \phi_2) < Bhat(\phi_1, \phi_i + \phi_3)$, which is consistent with the violation of the Noise property (see Section 3.2 and Table 1). This is true for any dissimilarity measure that violates the Noise property, as the maximum of the noise density approaches zero, in this example, e.g., by increasing the variances of the two noise components.

Blue: $\mu_i = -1.5, \sigma_i = 1, \pi_i = 0.332$
Red: $\mu_i = 1.5, \sigma_i = 1, \pi_i = 0.332$
Green: $\pi_3\phi(x | \mu_3, \sigma_3) + \pi_4\phi(x | \mu_4, \sigma_4), \mu_i = -15, \sigma_i = 15, \pi_3 = 0.168, \mu_4 = 15, \sigma_4 = 15, \pi_4 = 0.168$

(d) The distribution consists of three components, where two of them have equal mean but unequal variance. In this example, $KLdiv(\phi_1, \phi_2) < KLdiv(\phi_1, \phi_3)$ but $KLinf(\phi_1, \phi_2) > KLinf(\phi_2, \phi_3)$. Both fulfil the Mode property, but they behave different as a function of $a$, where $\Sigma_i = a\Sigma_i$ (see Appendix A).

Blue: $\mu_i = 0, \sigma_i = 1, \pi_i = 1/3$
Red: $\mu_i = 3, \sigma_i = 1, \pi_i = 1/3$
Green: $\mu_i = 3, \sigma_i = 0.2, \pi_i = 1/3$

(e) The distribution consists of four components, where the green and the pink component are identical, and therefore only the pink line is visible. In this example, $SE(\phi_1, \phi_2) < SE(\phi_3, \phi_1)$, which is consistent with $SE$ violating the Equality property (see Section 3.2 and Table 1).

Blue: $\mu_i = -2.9, \sigma_i = 1, \pi_i = 0.4$
Red: $\mu_i = 0, \sigma_i = 1, \pi_i = 0.4$
Green: $\mu_i = 2.5, \sigma_i = 0.24, \pi_i = 0.1$
Pink: $\mu_i = 2.5, \sigma_i = 0.24, \pi_i = 0.1$
(f) This distribution consists of four components, where three of the components have the same weights, and are small relative to the first component. In this example $\text{JS}(\phi_1,\phi_2) < \text{JS}(\phi_3,\phi_4)$, and illustrates that a dissimilarity measure should be a function of the absolute values of the component weights, not only the pairwise relative weights.

Blue: $\mu_1 = -4, \sigma_1 = 0.75, \pi_1 = 2/3$
Red: $\mu_2 = 4, \sigma_2 = 0.75, \pi_2 = 1/9$
Green: $\mu_3 = 6, \sigma_3 = 0.75, \pi_3 = 1/9$
Pink: $\mu_4 = 8, \sigma_4 = 0.75, \pi_4 = 1/9$

Appendix C

The following six distributions with $C = 3$ clusters in $d = 2$ or $d = 3$ dimensions are used. In the following, we list the parameters with a brief description along with different distributions.

$\mu$: The location vector.
$\Sigma$: The scatter matrix.
$\nu$: The degrees of freedom.
$\lambda$: The scale parameter.
$a$ and $b$: The parameters of a uniform distribution.
$\alpha$ and $\gamma$: The parameters of multivariate Gamma distribution parameters (see [50] for details).

When $d = 2$, only the values corresponding to the first two dimensions are used.
$I_d$ is the identity matrix of $d$ dimensions.

1) Student’s $t (\nu = 2)$: $\mu = [0 \ 0 \ 0], \mu_2 = [20 \ 15 \ 10], \mu_3 = [15 \ -15 \ 10], \Sigma = I_1.$
2) Cauchy: $\mu = [0 \ 0 \ 0], \mu_2 = [20 \ 15 \ 10], \mu_3 = [15 \ -15 \ 10], \Sigma = I_1.$
3) Uniform: $a_1 = [-5 \ -5 \ -5], a_2 = [5 \ 5 \ 5], a_3 = [10 \ 5 \ 5], b_1 = [6 \ 6 \ 6], b_2 = [10 \ 10 \ 10], b_3 = [20 \ 20 \ 20].$
4) Gamma: $\mu = [0 \ 0 \ 0], \mu_2 = [0 \ -2 \ 10], \mu_3 = [10 \ 10 \ 10], \alpha_1 = [1 \ 2 \ 4 \ 4], \alpha_2 = [0.5 \ 1 \ 2 \ 2], \alpha_3 = [2 \ 2 \ 5 \ 5], \gamma_1 = [1 \ 1 \ 1], \gamma_2 = [1 \ 1 \ 1], \gamma_3 = [1 \ 1 \ 1].$
5) Gaussian with uniform noise: $\mu = [0 \ 0 \ 0], \mu_2 = [2 \ 3 \ 2], \mu_3 = [5 \ -2 \ 10], \Sigma_1 = I_3, \Sigma_2 = \Sigma_3 = 2 \ast I_3, a = [-30 \ -30 \ -30], b = [40 \ 40 \ 40], n_{\text{noise}} = d \ast 50.$
6) Gaussian-Laplace mixture: $\mu_{11} = \mu_{12} = [0 \ 0 \ 0], \mu_{22} = [15 \ -5 \ 10], \mu_{13} = [5 \ -10 \ 15], \Sigma = 5 \ast I_3, \lambda = 0.1, \pi = 0.5.$

The three clusters have sample size $n_1 = d \ast 100, n_2 = d \ast 100, n_3 = d \ast 50$ (small) and $n_1 = 10 \ast d \ast 100, n_2 = 10 \ast d \ast 100, n_3 = 10 \ast d \ast 50$ (large). Because the integrals cannot be solved analytically, we used importance sampling from the fitted GMM with 100,000 samples. For the GMM fitting, we used the following parameters: number of repetitions = 10; maximum number of iterations = 1000; number of components = 1,⋯,25; starting points: randomly selected observations. $10^*$ was added to the diagonal of the covariance matrices to ensure that they are positive-definite.
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