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Abstract

We consider the problem of describing the typical (possibly) non-linear code of minimum distance bounded from below over a large alphabet. We concentrate on block codes with the Hamming metric and on subspace codes with the injection metric. In sharp contrast with the behavior of linear block codes, we show that the typical non-linear code in the Hamming metric of cardinality $q^{n-d+1}$ is far from having minimum distance $d$, i.e., from being MDS. We also give more precise results about the asymptotic proportion of block codes with good distance properties within the set of codes having a certain cardinality. We then establish the analogous results for subspace codes with the injection metric, showing also an application to the theory of partial spreads in finite geometry.

1 Introduction

Understanding how the typical error-correcting code having certain properties looks like is a standard problem in information theory. The most common question is probably whether or not a uniformly random code meets a given bound (e.g. the Hamming or the Singleton bound) when the block length goes to infinity. This question was formally addressed in [1] using probability methods; see also [7] and [4], among many others, on closely related topics.

In this paper, in contrast with previous literature, we ask ourselves how the typical code over a large alphabet looks like, keeping the block length fixed. It is well-known and quite easy to see that most of the linear block codes having a certain dimension are MDS over a sufficiently large field. More precisely, for all $n \geq k \geq 1$ we have

$$
\lim_{q \to +\infty} \frac{\text{number of } [n,k]_q \text{ MDS codes}}{\text{number of } [n,k]_q \text{ codes}} = 1.
$$

In other words, the probability that a uniformly random $k$-dimensional linear block code is MDS approaches 1 as the field size $q$ grows. Note that the same result is far from being true when the block length goes to infinity.
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**Remark 1.1.** An intuitive explanation for the density of linear MDS codes might be that, for $q$ large, most pairs of vectors are far from each other in the Hamming metric. Accordingly, a uniformly random set of such vectors is expected to have optimal distance properties. In this short paper, we show that this intuitive explanation is in fact incorrect.

We depart from the linear setting and investigate the distance properties of the typical (possibly) non-linear block code of a given cardinality, finding that the probability that a uniformly random code of cardinality $q^{n-d+1}$ has minimum distance $d$ goes to 0 as $q$ grows. This is in sharp contrast with the behavior of linear MDS codes described above. In fact, we investigate more generally the asymptotic density of codes of given cardinality and minimum distance bounded from below, showing that the decisive cardinality for sparseness/density is (asymptotically)

$$\sqrt{q^{n-d+1}},$$

i.e., the square root of the maximum cardinality of a block code $C \subseteq \mathbb{F}_q^n$ of minimum distance lower bounded by $d$.

The proof techniques used in this paper rely on an approach developed in [6] where we prove that maximum rank-distance codes are sparse over large fields, with only very few exceptions. We refer to [6] for the proofs and include references when we do so.

In the second part of the paper we investigate the asymptotic density of subspace codes endowed with the injection metric. We establish the analogues of the results obtained in the Hamming metric and determine the decisive asymptotics for sparseness/density. As an application of our results in finite geometry, we study the density of partial spreads within the collection of $k$-subspaces having a prescribed cardinality.

## 2 Preliminaries

Throughout the paper, $q$ is a prime power, $\mathbb{F}_q$ is the finite field with $q$ elements, and $n \geq 2$ denotes an integer. We start by recalling some notions from classical coding theory; see e.g. [9].

**Definition 2.1.** A (block) code is a subset $C \subseteq \mathbb{F}_q^n$ of cardinality $|C| \geq 2$. The minimum (Hamming) distance of $C$ is

$$d_H(C) = \min\{d_H(x, y) \mid x, y \in C, x \neq y\},$$

where $d_H$ denotes the Hamming distance on $\mathbb{F}_q^n$.

**Remark 2.2.** Block codes in the Hamming metric can be defined over any alphabet of at least two symbols. In this paper, we only consider alphabet sizes that are equal to prime powers in order to treat block codes and subspace codes in a uniform way. All the results on block codes however extend to arbitrary alphabets.

It is well-known that the cardinality of a code $C \subseteq \mathbb{F}_q^n$ with $d_H(C) \geq d$ satisfies

$$\log_q(|C|) \leq n - d + 1;$$

see [10]. This inequality is the famous Singleton bound and codes meeting it with equality are called MDS (Maximum Distance Separable).

Recall that the Hamming ball of radius $0 \leq r \leq n$ and center $x \in \mathbb{F}_q^n$ is the set
\[ \{ y \in \mathbb{F}_q^n \mid d^H(x, y) \leq r \}. \] Its size is
\[ \sum_{i=0}^{r} \binom{n}{i} (q-1)^i \]
and does not depend on the center \( x \). The (asymptotics of the) size of the Hamming ball will be of crucial importance in Section 4.

It is natural to ask how the typical code of a given cardinality looks like in certain parameter ranges. In this paper, we concentrate on the scenario where the alphabet size \( q \) is large. To address this question formally, we consider the problem of estimating the proportion of codes of minimum distance lower bounded by a given integer, say \( d \), within the family of codes having the same cardinality. In order to simplify arguments in the sequel, we introduce the following terminology.

**Definition 2.3.** For \( 1 \leq d \leq n \), let
\[ \delta^H_q(n, S, d) = \frac{|\{ C \subseteq \mathbb{F}_q^n \mid |C| = S, d^H(C) \geq d \}|}{|\{ C \subseteq \mathbb{F}_q^n \mid |C| = S \}|} \]
denote the density function of codes in \( \mathbb{F}_q^n \) of cardinality \( S \) and minimum distance at least \( d \), among all codes in \( \mathbb{F}_q^n \) of cardinality \( S \).

Since we focus on large alphabets, we study the asymptotics of the previous problem for \( q \) going to infinity. More formally, we denote by \( Q \) the set of prime powers, fix \( n \) and \( d \), and consider a sequence \( (S_q)_{q \in Q} \) of integers with \( S_q \geq 2 \) for all \( q \in Q \). We want to study how the asymptotic density \( \lim_{q \to +\infty} \delta_q(n, S_q, d) \) depends on the asymptotics of the sequence \( (S_q)_{q \in Q} \).

**Notation 2.4.** We use the Bachmann-Landau notation (“Little O” and “∼”) to describe the asymptotic growth of real-valued functions defined on \( Q \); see e.g. [2]. We omit “\( q \in Q \)” when writing \( q \to +\infty \) and often omit “as \( q \to +\infty \)” when writing, for example, “\( f(q) \in o(1) \)”.

In the second part of the paper, we will consider the same problem in the context of subspace codes endowed with the injection metric. Other distance functions can be studied with the same method. In this article, we only treat the Hamming and the injection distances because of space constraints.

**Definition 2.5.** For an integer \( 1 \leq k \leq n \), we denote by \( \mathcal{G}_q(k, n) \) the set of all \( k \)-dimensional subspaces of \( \mathbb{F}_q^n \), also known as the Grassmannian. The (injection) distance between \( X, Y \in \mathcal{G}_q(k, n) \) is \( d^I(X, Y) = k - \dim(X \cap Y) \) and the minimum (injection) distance of a subspace code \( \mathcal{C} \subseteq \mathcal{G}_q(k, n) \) is
\[ d^I(\mathcal{C}) = \min\{ d^I(X, Y) \mid X, Y \in \mathcal{C}, X \neq Y \}. \]

Note that the injection distance on \( \mathcal{G}_q(k, n) \) coincides with the so-called subspace distance divided by 2.

**Remark 2.6.** It is well-known and easy to see that taking orthogonals induces a one-to-one correspondence between subspace codes in \( \mathcal{G}_q(k, n) \) of cardinality \( S \) and minimum distance \( d \) and subspace codes in \( \mathcal{G}_q(n-k, n) \) of cardinality \( S \) and minimum distance \( d \);
see e.g. [8, Section III]. Therefore, to simplify certain statements throughout the paper, we will always assume \( k \leq n - k \) in the sequel.

As for the Hamming distance, we will need to consider the ball of a certain radius in the metric space \( (G_q(k, n), d^I) \). For a radius \( 0 \leq r \leq k \), the latter is the set \( \{ Y \in G_q(k, n) \mid d^I(X, Y) \leq r \} \). Its cardinality can be conveniently expressed in terms of the \( q \)-ary binomial coefficient, which counts the number of \( \ell \)-dimensional subspaces of an \( m \)-dimensional space over \( \mathbb{F}_q \) and is denoted by

\[
\binom{m}{\ell}_q.
\]

**Proposition 2.7** (see [8, Theorem 5]). For all \( X \in G_q(k, n) \) we have

\[
|\{ Y \in G_q(k, n) \mid d^I(X, Y) \leq r \}| = \sum_{i=0}^{r} q^i \binom{k}{i} \binom{n-k}{i}_q.
\]

In particular, the size of the injection ball in \( G_q(k, n) \) does not depend on the choice of its center.

The following is the analogue of the Singleton bound in the context of subspace codes.

**Theorem 2.8** (see [8, Theorem 9]). Suppose \( k \leq n-k \). For any subspace code \( C \subseteq G_q(k, n) \) with minimum distance \( d^I(C) \geq d \) we have

\[
|C| \leq \binom{n-d+1}{n-k}_q.
\]

While computing the largest size of a subspace code of given minimum distance is an open problem, a family of asymptotically optimal subspace codes has been constructed in [8]. These are the so-called Reed-Solomon-like codes.

**Theorem 2.9** (see [8, Section V]). For \( k \leq n-k \) and \( 1 \leq d \leq k \), there exists a subspace code \( C \subseteq G_q(k, n) \) with \( d^I(C) = d \) and \( |C| = q^{(n-k)(k-d+1)} \).

Note that in this paper we only concentrate on the Singleton-type bound because it is asymptotically sharp for \( q \) large. Several other bounds on the size of subspace codes are available [3, 12].

The following is the analogue of Definition 2.3 for subspace codes.

**Definition 2.10.** For \( 1 \leq d \leq k \), let

\[
\delta_q^d(n, k, S, d) = \frac{|\{ C \subseteq G_q(k, n) \mid |C| = S, d^I(C) \geq d \}|}{|\{ C \subseteq G_q(k, n) \mid |C| = S \}|}
\]

denote the density function of subspace codes in \( G_q(k, n) \) of cardinality \( S \) and minimum distance at least \( d \), among all subspace codes in \( G_q(k, n) \) of cardinality \( S \).

When studying the typical subspace code, we will fix the three parameters \( (n, k, d) \) and consider a sequence \( (S_q)_{q \in Q} \) of integers with \( S_q \geq 2 \) for all \( q \in Q \). We will then study how the asymptotic density \( \lim_{q \to +\infty} \delta_q(n, k, S_q, d) \) depends on the asymptotics of \( (S_q)_{q \in Q} \) for \( q \) large.
3 Graph Theory Tools

In this section we briefly state some graph theory tools we will need later. The results are taken from [6] and the proofs are omitted.

**Definition 3.1.** A (directed) bipartite graph is a 3-tuple $\mathcal{B} = (\mathcal{V}, \mathcal{W}, \mathcal{E})$, where $\mathcal{V}$ and $\mathcal{W}$ are finite non-empty sets and $\mathcal{E} \subseteq \mathcal{V} \times \mathcal{W}$. The elements of $\mathcal{V} \cup \mathcal{W}$ are the vertices of the graph. We say that a vertex $W \in \mathcal{W}$ is isolated if there is no $X \in \mathcal{V}$ with $(X, W) \in \mathcal{E}$. We say that $\mathcal{B}$ is left-regular of degree $\partial \geq 0$ if for all $X \in \mathcal{V}$

$$|\{W \in \mathcal{W} \mid (X, W) \in \mathcal{E}\}| = \partial.$$

In order to give bounds for the number of non-isolated vertices in a bipartite graph, we need the notion of an association.

**Definition 3.2.** Let $\mathcal{V}$ be a finite non-empty set and let $r \geq 0$ be an integer. An association on $\mathcal{V}$ of magnitude $r$ is a function $\alpha : \mathcal{V} \times \mathcal{V} \to \{0, \ldots, r\}$ satisfying the following:

(i) $\alpha(X, X) = r$ for all $X \in \mathcal{V}$;

(ii) $\alpha(X, Y) = \alpha(Y, X)$ for all $X, Y \in \mathcal{V}$.

Let $\mathcal{B} = (\mathcal{V}, \mathcal{W}, \mathcal{E})$ be a finite bipartite graph and let $\alpha$ be an association on $\mathcal{V}$ of magnitude $r$. We say that $\mathcal{B}$ is $\alpha$-regular if for all $(X, Y) \in \mathcal{V} \times \mathcal{V}$ the number of vertices $W \in \mathcal{W}$ with $(X, W) \in \mathcal{E}$ and $(Y, W) \in \mathcal{E}$ only depends on $\alpha(X, Y)$. If this is the case, we denote this number by $\mathcal{W}_r(\alpha)$, where $r = \alpha(X, Y)$.

**Remark 3.3.** Note that an $\alpha$-regular bipartite graph for an association $\alpha$ is necessarily left-regular of degree $\partial = \mathcal{W}_r(\alpha)$.

The main results stated in this paper will be derived by the following two bounds.

**Lemma 3.4 (see [6, Lemma 3.2]).** Let $\mathcal{B} = (\mathcal{V}, \mathcal{W}, \mathcal{E})$ be a bipartite and left-regular graph of degree $\partial > 0$. Let $\mathcal{F} \subseteq \mathcal{W}$ be the collection of non-isolated vertices of $\mathcal{W}$. We have

$$|\mathcal{F}| \leq |\mathcal{V}| \partial.$$

**Lemma 3.5 (see [6, Lemma 3.5]).** Let $\mathcal{B} = (\mathcal{V}, \mathcal{W}, \mathcal{E})$ be a finite bipartite $\alpha$-regular graph, where $\alpha$ is an association on $\mathcal{V}$ of magnitude $r$. Let $\mathcal{F} \subseteq \mathcal{W}$ be the collection of non-isolated vertices of $\mathcal{W}$. If $\mathcal{W}_r(\alpha) > 0$, then

$$|\mathcal{F}| \geq \frac{\mathcal{W}_r(\alpha)^2 |\mathcal{V}|^2}{\sum_{\ell=0}^r \mathcal{W}(\alpha) |\alpha^{-1}(\ell)|}.$$

The previous lemma follows by combining the notion of an association and the Cauchy-Schwarz Inequality. We refer to [6] for the complete proof.

4 The Typical Block Code

We show how to apply the results of Section 3 to derive estimates for the number of codes in the Hamming metric having minimum distance bounded from below.
Notation 4.1. In this section, let $n$ and $d$ be fixed integers with $2 \leq d \leq n$ and let $(S_q)_{q \in Q}$ be a sequence of integers with $S_q \geq 2$ for all $q \in Q$ and for which $\lim_{q \to +\infty} S_q$ exists. We work with the bipartite graphs
\[ \mathcal{G}_q = (\mathcal{Y}_q, \mathcal{W}_q, \mathcal{E}_q), \]
where $\mathcal{Y}_q = \{ \{x, y\} \subseteq \mathbb{F}_q^n \mid x \neq y, d^H(x, y) \leq d - 1\}$, $\mathcal{W}_q$ is the collection of codes in $\mathbb{F}_q^n$ of cardinality $S_q$, and $(\{x, y\}, C) \in \mathcal{E}_q$ if and only if $\{x, y\} \subseteq C$.

From now on, let $b_q^H$ denote the size of the Hamming ball in $\mathbb{F}_q^n$ of radius $d - 1$. We have
\[ |\mathcal{V}_q| = \frac{1}{2} q^n (b_q^H - 1), \quad |\mathcal{W}_q| = \left( \frac{q^n}{S_q} \right). \]

It follows from the definitions that $\mathcal{G}_q$ is a left-regular graph of degree
\[ \left( \frac{q^n - 2}{S_q - 2} \right). \]

Therefore, by applying Lemma 3.4 we obtain the following result.

**Theorem 4.2.** Let $\mathcal{F}_q^H$ be the collection of codes $\mathcal{C} \subseteq \mathbb{F}_q^n$ that have cardinality $S_q$ and minimum Hamming distance at most $d - 1$. For all $q \in Q$ we have
\[ |\mathcal{F}_q^H| \leq \frac{1}{2} q^n (b_q^H - 1) \left( \frac{q^n - 2}{S_q - 2} \right). \]

We now use Lemma 3.5 to derive a lower bound for the number of codes of minimum distance bounded from above.

**Theorem 4.3.** Let $\mathcal{F}_q^H$ be the collection of codes $\mathcal{C} \subseteq \mathbb{F}_q^n$ that have cardinality $S_q$ and minimum Hamming distance at most $d - 1$. Define the quantities
\[ \beta_q^H(0) = \frac{1}{2} q^n (b_q^H - 1) - 2b_q^H + 3, \]
\[ \beta_q^H(1) = 2b_q^H - 4, \]
\[ \Omega_q^H = 1 + \beta_q^H(1) \frac{S_q - 2}{q^n - 2} + \beta_q^H(0) \frac{(S_q - 2)(S_q - 3)}{(q^n - 2)(q^n - 3)}. \]

For all $q \in Q$ we have
\[ |\mathcal{F}_q^H| \geq \frac{q^n (b_q^H - 1) \left( \frac{q^n - 2}{S_q - 2} \right)}{2 \Omega_q^H}. \]

**Proof.** Let $\alpha : \mathcal{Y}_q^H \times \mathcal{Y}_q^H \to \{0, 1, 2\}$ be defined by
\[ \alpha(\{x, y\}, \{t, z\}) := 4 - |\{x, y, t, z\}| \]
for all $x, y, t, z \in \mathbb{F}_q^n$. 
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Claim A. For all \( q \in Q \) we have
\[
|\alpha^{-1}(2)| = |\gamma_q^H|,
|\alpha^{-1}(1)| = 2|\gamma_q^H|(b_q^H - 2),
|\alpha^{-1}(0)| = |\gamma_q^H|(|\gamma_q^H| - 2b_q^H + 3).
\]

Proof of the claim. It is easy to see that \( |\alpha^{-1}(2)| = |\gamma_q^H| \). The elements of \( \alpha^{-1}(1) \) can all be constructed by freely choosing \( \{x, y\} \in \gamma_q^H \) and then \( \{z, t\} \in \gamma_q^H \) with either \( t = x \) or \( t = y \) and
\[
z \in \{v \in F_q^n \mid d^H(t, v) \leq d - 1\}\backslash\{x, y\}.
\]
Therefore
\[
|\alpha^{-1}(1)| = 2|\gamma_q^H|(b_q^H - 2).
\]
To compute \( |\alpha^{-1}(0)| \) we simply note that
\[
|\gamma_q^H|^2 = |\alpha^{-1}(0)| + |\alpha^{-1}(1)| + |\alpha^{-1}(2)|.
\]
Therefore the value of \( |\alpha^{-1}(0)| \) follows from the values of \( |\alpha^{-1}(1)| \) and \( |\alpha^{-1}(2)| \). ▲

One easily checks that \( \alpha \) is an association on \( \gamma_q^H \) and that the bipartite graph \( \mathcal{B}_q^H \) is regular with respect to \( \alpha \). More precisely, for \( (\{x, y\}, \{t, z\}) \in \mathcal{B}_q^H \times \gamma_q^H \) let \( \ell = \alpha(\{x, y\}, \{t, z\}) \). Then
\[
\mathcal{W}_q,\ell(\alpha) := |\{W \in \mathcal{W}_q^H \mid \{x, y, t, z\} \subseteq W\}| = \left(\frac{q^n - 4 + \ell}{s - 4 + \ell}\right).
\]

We can now apply Lemma 3.3 obtaining that \( |\mathcal{B}_q^H| \) is lower bounded by
\[
\frac{|\alpha^{-1}(2)| \mathcal{W}_q,2(\alpha)^2 |\gamma_q^H|^2}{|\alpha^{-1}(2)| \mathcal{W}_q,2(\alpha) + |\alpha^{-1}(1)| \mathcal{W}_q,1(\alpha) + |\alpha^{-1}(0)| \mathcal{W}_q,0(\alpha)}.
\]
Finally, combining the identity
\[
\binom{m}{\ell} = \frac{m}{\ell} \binom{m - 1}{\ell - 1} \tag{4.2}
\]
with the formulas in Claim A and (4.1), easy computations yield the desired result. □

We can use the previous two results to study the asymptotic density of non-linear codes of given size and minimum distance bounded from below.

Corollary 4.4. For all \( q \in Q \) we have
\[
\delta_q^H(n, S_q, d) \geq 1 - \frac{(b_q^H - 1)S_q(S_q - 1)}{2(q^n - 1)},
\delta_q^H(n, S_q, d) \leq 1 - \frac{(b_q^H - 1)S_q(S_q - 1)}{2\Omega_q^H(q^n - 1)},
\]
where \( \Omega_q^H \) is defined as in Theorem 4.3.
It is now interesting to study the asymptotics of the previous bounds as the alphabet size \( q \) tends to infinity. For this, we will need the following estimate:

\[
\binom{n}{d-1} q^{d-1} \sim \frac{n}{d} \quad \text{as} \quad q \to +\infty.
\] (4.3)

We are now ready to state and prove one of the main results of this paper.

**Theorem 4.5.** Let \( \gamma_q^H = \sqrt{q^{n-d+1}} \). We have

\[
\lim_{q \to +\infty} \delta_q^H(n, S_q, d) = \begin{cases} 1 & \text{if} \ S_q \in o(\gamma_q^H), \\ 0 & \text{if} \ \gamma_q^H \in o(S_q). \end{cases}
\]

**Proof.** If \( S_q \in o(\gamma_q^H) \), then

\[
\lim_{q \to +\infty} \frac{(b_q^H - 1) S_q (S_q - 1)}{2 (q^n - 1)} = 0.
\] (4.4)

Along with Corollary 4.4 this yields the first limit in the statement. Now suppose that \( \gamma_q^H \in o(S_q) \) as \( q \to +\infty \). Then it is not hard to see that

\[
\Omega_q^H \sim \frac{n}{d-1} \frac{S_q^2}{2 (\gamma_q^H)^2} \quad \text{as} \quad q \to +\infty.
\]

Therefore, since \( 1 \in o(S_q) \) as \( q \to +\infty \), we have

\[
\frac{(b_q^H - 1) S_q (S_q - 1)}{2 \Omega_q^H (q^n - 1)} \sim 1 \quad \text{as} \quad q \to +\infty.
\]

This gives the second limit in the statement thanks to Corollary 4.4. \( \square \)

**Remark 4.6.** The Gilbert-Varshamov bound (see [5, 11]) can be used to show the existence of error-correcting codes \( \mathcal{C} \subseteq F_q^n \) having minimum distance lower bounded by \( d \geq 2 \) and cardinality

\[
\sim q^{n-d+1} \binom{n}{d-1} \quad \text{as} \quad q \to +\infty.
\]

Our results show that, while these codes exist, they are very far from being dense. In particular, over a sufficiently large alphabet, the typical non-linear code whose cardinality is close to the Gilbert-Varshamov bound computed for a given distance \( d \), has minimum distance strictly smaller than \( d \).

### 5 The Typical Subspace Code

In this section we establish the analogue of Theorem 4.5 for subspace codes endowed with the injection metric.

**Notation 5.1.** We fix integers \( n, k \) and \( d \) with \( 2 \leq d \leq k \leq n - k \) and let \( (S_q)_{q \in Q} \) be a sequence of integers with \( S_q \geq 2 \) for all \( q \in Q \) and for which \( \lim_{q \to +\infty} S_q \) exists. We
consider the bipartite graphs

\[ \mathcal{B}_q^I = (\mathcal{Y}_q^I, \mathcal{W}_q^I, \mathcal{E}_q^I), \]

where \( \mathcal{Y}_q^I = \{\{X, Y\} \subseteq \mathcal{G}_q(k, n) \mid X \neq Y, d^I(X, Y) \leq d - 1\} \), \( \mathcal{W}_q^I \) is the collection of subspace codes in \( \mathcal{G}_q(k, n) \) having cardinality \( S_q \), and \( (\{X, Y\}, \mathcal{C}) \in \mathcal{E}_q^I \) if and only if \( \{X, Y\} \subseteq \mathcal{C} \).

From now on, let \( b_q^I \) denote the size of the injection ball in \( \mathcal{G}_q(k, n) \) of radius \( d - 1 \) given in Proposition 2.7. We have

\[ |\mathcal{V}_q^I| = \frac{1}{2} \left[ \begin{array}{c} n \\ k \end{array} \right]_q (b_q^I - 1), \quad |\mathcal{W}_q^I| = \left( \begin{array}{c} n \\ k \end{array} \right)_q, \quad |\mathcal{E}_q^I| = \left( \begin{array}{c} n \\ k \end{array} \right)_q S_q. \]

By applying Lemma 3.5, we obtain the following upper bound.

**Theorem 5.2.** Let \( \mathcal{F}_q^I \) be the collection of subspace codes \( \mathcal{C} \subseteq \mathcal{G}_q(k, n) \) of cardinality \( S_q \) and minimum injection distance at most \( d - 1 \). We have

\[ |\mathcal{F}_q^I| \leq \frac{1}{2} \left[ \begin{array}{c} n \\ k \end{array} \right]_q (b_q^I - 1) \left( \begin{array}{c} n \\ k \end{array} \right)_q - 2 \left( \begin{array}{c} n \\ k \end{array} \right)_q S_q - 2. \]

We then proceed as we did for block codes, obtaining the analogue of Theorem 4.3. The proof is omitted.

**Theorem 5.3.** Let \( \mathcal{F}_q^I \) be the collection of subspace codes \( \mathcal{C} \subseteq \mathcal{G}_q(k, n) \) of cardinality \( S_q \) and minimum injection distance at most \( d - 1 \). Define the quantities

\[ \beta_q^I(0) = \frac{1}{2} \left[ \begin{array}{c} n \\ k \end{array} \right]_q (b_q^I - 1) - 2b_q^I + 3, \]
\[ \beta_q^I(1) = 2b_q^I - 4, \]
\[ \Omega_q^I = 1 + \beta_q^I(1) \left( \begin{array}{c} n \\ k \end{array} \right)_q - 2 + \beta_q^I(0) \left( \begin{array}{c} n \\ k \end{array} \right)_q - 2 \left( \begin{array}{c} n \\ k \end{array} \right)_q S_q - 2. \]

We have

\[ |\mathcal{F}_q^I| \geq \frac{\left[ \begin{array}{c} n \\ k \end{array} \right]_q (b_q^I - 1) \left( \begin{array}{c} n \\ k \end{array} \right)_q - 2 \left( \begin{array}{c} n \\ k \end{array} \right)_q S_q - 2}{2\Omega_q^I}. \]

From Theorems 5.2 and 5.3, we derive bounds on the density functions of subspace codes in \( \mathcal{G}_q(k, n) \) of cardinality \( S_q \) and minimum distance at least \( d \).
Corollary 5.4. Let $\Omega^I_q$ be defined as in Theorem 5.3. For all $q \in Q$ we have

$$\delta^I_q(n, k, S_q, d) \geq 1 - \frac{(b^I_q - 1) S_q(S_q - 1)}{2 \left( \binom{n}{k}_q - 1 \right)}$$

$$\delta^I_q(n, k, S_q, d) \leq 1 - \frac{(b^I_q - 1) S_q(S_q - 1)}{2 \Omega^I_q \left( \binom{n}{k}_q - 1 \right)}$$

In order to compute the asymptotic density of subspace codes, we will need the following result.

Proposition 5.5. We have $b^I_q \sim q^{(d-1)(n-d+1)}$ as $q \to +\infty$.

The proof of Proposition 5.5 follows from well-known estimates for $q$-ary binomial coefficients and is therefore omitted.

Theorem 5.6. Let $\gamma^I_q = \sqrt{q^{k(n-k)-(d-1)(n-d+1)}}$. We have

$$\lim_{q \to +\infty} \delta^I_q(n, k, S_q, d) = \begin{cases} 
1 & \text{if } S_q \in o(\gamma^I_q), \\
0 & \text{if } \gamma^I_q \in o(S_q).
\end{cases}$$

Proof. If $S_q \in o(\gamma^I_q)$ as $q \to +\infty$, then one can check easily that

$$\lim_{q \to +\infty} \frac{(b^I_q - 1) S_q(S_q - 1)}{2 \left( \binom{n}{k}_q - 1 \right)} = 0. \quad (5.1)$$

This computes the first limit in the statement thanks to Corollary 5.4. If $\gamma^I_q \in o(S_q)$ as $q \to +\infty$, then

$$\Omega^I_q \sim \frac{S_q^2}{2(\gamma^I_q)^2} \quad \text{as } q \to +\infty.$$ 

Therefore

$$\frac{(b^I_q - 1) S_q(S_q - 1)}{2 \Omega^I_q \left( \binom{n}{k}_q - 1 \right)} \sim 1 \quad \text{as } q \to +\infty,$$

concluding the proof by Corollary 5.4. \qed

6 Partial Spreads in Finite Geometry

The results of the previous section have a curious application in finite geometry. A subspace code $\mathcal{C} \subseteq \mathcal{G}_q(k, n)$ with injection distance $k$ is a so-called partial spread. Therefore, our results tell us for which cardinalities $S$ a uniformly random collection of $S$ subspaces in $\mathcal{G}_q(k, n)$ form a partial spread with high probability (for $q$ large). The decisive
The cardinality for sparseness/density, in the asymptotics, is

\[ S_q \sim \sqrt{q^{n-2k+1}}. \]

More precisely, the following holds.

**Corollary 6.1.** Let \( n \geq k \geq 1 \) be integers. We have

\[
\lim_{q \to +\infty} \delta^t_q(n, k, S_q, k) = \begin{cases} 
1 & \text{if } S_q \in o\left(\sqrt{q^{n-2k+1}}\right), \\
0 & \text{if } \sqrt{q^{n-2k+1}} \in o(S_q). 
\end{cases}
\]

In particular, assume that \( k \) divides \( n \) and let \( \mathcal{C} \) be a uniformly random collection of \( (q^n - 1)/(q^k - 1) \) \( k \)-subspaces of \( \mathbb{F}_q^n \). The probability that \( \mathcal{C} \) is a spread goes to 0 as \( q \) tends to infinity.

### 7 Discussion and Future Work

We described the behavior of the typical non-linear code in the Hamming and the injection metric. In the Hamming metric setting, the typical non-linear code of minimum distance at least \( d \) and large cardinality is far from being MDS. This is in strong contrast with the behavior of linear block codes in the Hamming metric.

An application of our results in projective geometry, we determine the (asymptotics of) cardinalities \( S \) for which a uniformly random collection of subspaces form a partial spread with high probability over a large field. In particular, we conclude that spreads are very rare objects.

A natural problem inspired by the above results is that of understanding which structural invariants of a metric space determine the distance properties of a uniformly random subset. The approach taken in this paper shows that graph theory is a valid tool for understanding these structural invariants. There are very natural information theory questions connected to these problems, which will be explored in future work.
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