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This article will provide a unifying perspective on perception and cognition via the route of linguistic representations of emotion. Linguistic representations of emotions provide a fertile ground for explorations into the nature and form of integration of perception and cognition because emotion has facets of both perceptual and cognitive processes. In particular, this article shows that certain types of linguistic representations of emotion allow for the integration of perception and cognition through a series of steps and operations in cognitive systems, whereas certain other linguistic representations of emotion are not so representationally structured as to permit the unity of perception and cognition.

It turns out that the types of linguistic representations of emotion that readily permit the desired unity of perception and cognition are exactly those that are linguistically encoded emotive representations of everyday objects, events, and things around us. It is these ordinary objects, events and things that provide the scaffolding for task-dependent or goal-oriented activities of cognitive systems including autonomous systems. In this way, cognitive systems can be saliently tuned to the outer world by being motivated and also subtly governed by emotion-driven representations. This helps not only tie together perceptual and cognitive processes via the interface between language and emotive representations, but also reveal the limits of emotive representations in amalgamating perceptual and cognitive processes in cognitive systems.
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INTRODUCTION

This paper aims to offer a conceptual analysis of parallels and formal similarities between linguistic representations of emotion and perception, thereby offering a way of integrating perceptual representations and cognitive representations (especially linguistically encoded representations of emotion) for cognitive systems. At this point, it is essential to clarify the terminology to be used. By integrating the notions of representation and concepts in Connell and Lynott (2014), cognitive representations can be demarcated as specific, situated, contextually driven, or context-free structures and/or schemas that are realized as conglomerations of neural

1Cognitive systems are those (including humans and autonomous/computational systems) that perform cognitive tasks, such as communicating, understanding, learning, adapting, planning, deciding, problem-solving, analyzing, and judging, through integration of action and perception.
activation patterns for the interpretation and evaluation of objects, events, situations in the outer world, and include both online (part of current experience) and offline (not part of current experience) information. Cognitive representations in this sense include experiences or conceptual representations that can be re-activated/triggered in an offline format (for example, experiences of rain that can be re-activated when there is no rain) and hence may draw upon neural resources across perceptual, motor, emotive/affective, linguistic, and other areas. Crucially, cognitive representations have been traditionally thought to be amodal, proposition-type representations in the mind (Fodor and Pylyshyn, 1988) and are supposed to exclude sensory-motor and emotive/affective representations, although this is what is challenged in embodied theories of cognition (see Barsalou, 2008; Shapiro, 2019). Linguistic representations and perceptual representations refer, respectively, to cognitive representations coded in language and representations grounded in the sensory systems. When emotive/affective representations are expressed in natural language and assume the typical character of cognitive representations, we may call such representations linguistically encoded representations of emotion. Now we turn to the main issue.

Despite representational and domain-specific differences between emotion and perceptual systems, there are some formal correspondences at the representational level between emotion and perception. Given that emotions exhibit facets of both non-cognitive processes (Damasio, 1994, 2003; Oatley and Johnson-Laird, 2002; Zinck and Newen, 2008; Pansepp and Biven, 2012) and cognitive mechanisms (Scherer, 1984; Ortony et al., 1988; Lazarus, 1991), any kind of emotion-perception homologies can help uncover the properties and aspects of convergences between cognition and perception at a fundamental level. On the one hand, much of mainstream cognitive science often segregates perception from the rest of cognition (see Fodor, 1998; Pylyshyn, 1999; Burge, 2010; Block, 2014, 2018; Firestone and Scholl, 2016). On the other hand, recent research reveals significant convergences and overlaps between perception and cognition (Tacca, 2011; Clark, 2013, 2016; Montemayor and Haladjian, 2017). Linguistic encoding of emotive representations will play a special role in showing patterns of correspondences between perception and cognition since linguistically encoded representations of emotion are cognitive representations (Mondal, 2016a) and these representations also evoke a perceptual character in view of emotion-perception homologies. Invariances across the perception-cognition spectrum can help us understand the dimensions of processing and representation in cognitive systems that deal with the computational load of attending to only relevant detail from within a morass of irrelevant detail in the perceptual environment. This paper will show that a specific class of linguistically encoded representations of emotion readily admit of the desired unity of perception and cognition, and if so, it is the formalization of such representations that may hold the key to task-directed perception in AI systems, crucially because these representations will carry aspects of feature salience as part of the linguistic (and hence cognitive) encoding of emotive contents. These cognitive representations of emotive contents understood as linguistically encoded representations of emotion, are special because they can selectively direct cognitive systems including AI systems to certain unique and relevant aspects of the outer world. Cognitive representations of emotive contents are often valenced, infused with affective valuation, and also amenable to inferential calculations. In virtue of being saliently tuned to those specific linguistically shaped emotive/affective representations of objects, things, and events that are distilled from perceptual representations, cognitive systems can discriminate between what is perceptually significant and what is or may not (see Pessoa, 2019, p. 164–165). Thus, the problem of how to reduce the perceptual complexity of the outer world for discrimination, classification, and task-switching can be partly tackled by building cognitive representations of emotive contents that allow for manipulations for inferences, reasoning, and planning. The aim of this paper was to show what such representations are, and in doing so, attempts to offer directions for formulating coordination principles between perception and cognitive representations via the route of emotive representations.

This paper is structured as follows. “Two Types of Linguistic Representation of Emotions” will discuss the distinction between two types of linguistic encoding of emotions and their links to cognitive representations and processes. “Emotion-Perception Parallels” will focus on the parallels between emotion and perception in order to flesh out the link between perception and cognition via the route of emotions that partially partake of aspects of cognition. Then “The Formalization of the Linguistic Encoding of Emotive Contents of Extensive Equivalence and Perception-Cognition Coordination” will show how to formalize the type of linguistic encoding of emotions that readily admits of the desired unity of perception and cognition, with a view to highlighting its implications for coordination principles between perception and cognitive representations and/or processes in cognitive systems. Finally, “Concluding Remarks” will offer concluding remarks.

**TWO TYPES OF LINGUISTIC REPRESENTATION OF EMOTIONS**

The representational contents of emotions are what emotions stand for or are about or simply represent. Hence representational contents of emotions are part of emotive/affective representations in the brain as external or internal stimuli are transformed into meaningful experiences of things, events, situations. There is neuroscientific evidence that such contents are encoded in medial prefrontal cortex and/or insula and the temporal–parietal memory circuits (see LeDoux, 2020: R620-621). The frontal lobe has also been found to be involved in this (Freeman, 2000). Work from the philosophy of language and mind to be drawn upon below aligns well with this.

---

2 It is not necessary that emotive/affective representations have to be always valenced or else they cannot count as emotive affective states. Some emotive/affective representations can be neutral in the sense that the relevant states are akin to feeling nothing in particular. Such neutral states have been experimentally observed to engage the working memory just like any other emotive/affective representations and also guide cognition and behavior (Gasper et al., 2019).
The emotive contents characterize the *intentional* contents\(^1\) of emotions. The intentional contents of emotions can include both *thin contents* characterized by the relational structure inherent in the representational contents of emotions, and also *thick contents* that include sensory qualities of experiences, subjective qualities of experiences, particular affect or feelings associated with experiences, and crucially modes or ways of viewing or experiencing (also called Fregean contents) (Georgalis, 2006; Montague, 2009). Both these types of emotive contents are encoded in linguistic expressions/representations of emotions. They can also be distinctly segregated in linguistic expressions of emotions. Some representative cases can exemplify this.

1. Roy is jubilant at his victory over Joy.
2. Maya is not happy about the purchase of the truck.
3. They have been quite excited about the arrival of the machinery from Russia.
4. Ron is fond of Superman.
5. Danny loves the City of Light.
6. We hate the guest of honor in today's event.

First of all, in (1) Roy is jubilant at his victory over Joy but not at Joy's defeat even if both Roy's victory and Joy's defeat are *logically* equivalent and so intersubstitutable. The special nature of emotive contents in this case is such that even if Roy is made to understand that his victory over Joy and Joy’s defeat are one and the same thing, the relevant inference cannot be so executed in Roy whose jubilation is oriented *only* toward his victory over Joy but not toward Joy’s defeat *per se*. Similarly, in (2) if Maya is not happy about the purchase of the truck, it does not follow that Maya is not happy about the sale of the truck from whatever place it was sold. Likewise, in example (3) they have been excited about the arrival of the machinery from Russia but not about the departure/dispatch of the machinery from Russia. In all these three cases, the special nature of emotive contents expressed in language makes it hard and well-nigh impossible to get inferences and reasoning to affect and intersperse with emotions. On the basis of such observations, Montague (2009) has notably contended that the intentionality of emotion is unique and cannot be reduced to that of other mental states, such as beliefs, reasoning, or cognitions. That is because the intentional content of emotions is intimately associated with the experiential valuation and modes of viewing or experiencing things. It is to this experiential valuation and mode of experiencing that we appeal when referring to thick contents. Thin contents, on the other hand, can be easily characterized, by means of a *relation* on the set of things that participate in any emotive attitude. Thus, for example, the schema in (7) captures the basic thin content of (1–3).

7. \(sRt=s\) is related by \(R\) to \(t\)

Here, \(s\) is the agent/actor who holds an emotive attitude and \(t\) is the thing toward which the attitude is held by \(s\). The relation \(R\) is an *intentional* mode applicable to each specific instance of an emotive predicate—“jubilant,” “not happy,” and “have been excited” in (1), (2), and (3), respectively, each instantiate \(R\). An emotive attitude is thus exemplified by an intentional mode which is a psychological event that may be perceiving, thinking, believing, or something else. Interestingly, adopting an intentional mode has been found to be supported by a mentalizing system in the brain consisting of dorsal and ventral areas of medial prefrontal cortex, posterior cingulate cortex, and temporal poles (Spunt et al., 2011).

Interestingly, Montague points out that the resistance of emotive contents to inferential processes of cognition is not exhibited by all contexts of linguistically encoded expressions of emotive contents. Some cases of linguistic encoding of emotive contents distinctively diverge from the pattern in (1–3). The examples in (4–6) can help figure out what these contexts are. Given example (4), it may now be observed that Ron is actually fond of Clark Kent if Ron eventually recognizes that Superman and Clark Kent are one and the same person. Likewise, in (5) it may turn out that Danny learns that Paris is the City of Light, and if that happens, Danny then loves Paris. Similar considerations apply to (6) as well, because if the speakers hate the guest of honor in the specific event talked about, these speakers will also hate Mr. X (who is a neighbor of the speakers, let us suppose) if Mr. X turns out to be the guest of honor in that event. In such cases, the resistance to inferences from the rest of cognition is not that strong. One proviso is in order here. When we say that the resistance to inferences in cases like (4–6) is not that strong, it may be a matter of degree. If the actor(s) concerned [in examples (4–6)] already have an opposite disposition toward Clark Kent or Paris or Mr. X, the resistance can be strong. Another example can clarify the point here. Let us suppose that someone believes that Mr. Hyde is a rogue and hence abhors him because Mr. Hyde has hit this person once. In addition, this person also knows Dr. Jekyll who lives close by. Now if the person comes to discover all of a sudden that Dr. Jekyll is none other than Mr. Hyde, this person cannot but believe that Dr. Jekyll is a rogue, no matter how difficult it may be for this person to take in this fact. This indicates that the resistance to reasoning and associated inferential processes sort of breaks down in this case. Notwithstanding this point, if the person concerned not only knows Dr. Jekyll but also likes him, then this person may not readily abhor Dr. Jekyll just because he has turned out to be none other than Mr. Hyde. It seems that some sort of indeterminacy may operate here. However, the very fact of the person's resistance to feeling hatred for Dr. Jekyll along with the concomitant indeterminacy presupposes that the relevant inferences have already gone through. That is, the relevant inferences regarding the identity

\(^1\)Intentional contents are *qualitative* properties of intentionality which is characterized by the directedness of mental states toward things, events etc. (Searle, 1983)—for instance, thinking of a concert is *directed* toward the concert and the content of this thinking is the intentional content. In this sense, the experiences toward which emotions are directed are intentional contents, since emotion in the form of awareness involving global states of cooperative activity in the forebrain is essential for intentional actions (see Freeman, 2000).
of Dr. Jekyll and Mr. Hyde must have gone through. Hence
the resistance to reasoning and inferential processes cannot
be very strong here.

Montague argues that this kind of inferential sensitivity is
eminently present in contexts of belief and cognitions but
seems to collapse for other emotional contexts, as in (1–3).
Montague's position is that the intentional content of emotion
cannot be generally or uniformly reduced to that of other
mental states like beliefs, cognitions. But one may wonder
why this difference occurs. By analyzing these emotive contexts
closely, Mondal (2016a) has contended that the fundamental
difference between the two linguistic contexts of emotive
encoding lies in the logical form of the noun phrases that
characterize the intentional object toward which the emotive
attitude is directed. That is, noun phrases "his victory over
Joy," "the purchase of the truck," and "the arrival of the
machinery from Russia" in (1–3), respectively, have a special
equivalence relationship with their counterparts (that is, with
"Joy's defeat," "the sale of the truck," and "the departure/dispatch
of the machinery from Russia"). The equivalence concerned is one of entailment and thus logically necessary.
If X gains victory over Y, it automatically follows that Y is
defeated by X; if X is bought, it follows that X must have
been sold (by someone); if X arrives from Y, then it is necessary
that it goes from Y to X. In contrast, the equivalence of
terms between "Superman" and "Clark Kent," as in (4), is not
logical. The equivalence concerned is merely extensional and
hence based on the physical extension of the terms involved.
In other words, "Superman" and "Clark Kent" both converge
on the singular physical extension of the person who is known
by the two names. The same argument applies to the equivalence
between "the City of Light" and "Paris" in (5) and also to
that between "the guest of honor" and "Mr X" (as an example)
in (6). Even though it may be thought that the extensional
equivalence applies to specific objects, closer scrutiny may
reveal that we are surrounded by all sorts of entities that can
have different names/terms. One's father and mother's husband
have the same extension; a person eating at Table 5 in a
restaurant and Mr. Z (as an example) can have the same
extension; one's favorite dish and lasagna, for example, have
the same extension; the deadly virus that has invaded human
lives now and coronavirus have the same extension; a blue-
colored book on cognition in the library and Frank George's
book "Cognition," for example, have the same extension; the
toilet paper guy in the office and Mr. Y (as an example) are
one and the same person. In all these cases, the equivalence
is anchored in our commonsense knowledge and hence may
change over time as new roles are taken by new entities (such
as the president of a country). It is this type of equivalence
that readily permits emotive contents to be affected by inferences.
Perception in cognitive systems can be guided by the recognition
of such equivalence, for it obviates the need to pay attention
to irrelevant sensory-cognitive features and properties of the
entities concerned. This warrants recognizing the other label(s)
for the same entity. Emotive contents in the case of extensional
equivalence, in virtue of being guided by cognitions, can
be tuned to predictive coding because it also helps modulate
emotional contents in accordance with the internal and external
causes of changes within the internal realms of cognitive
systems (Seth, 2013). Given our case for emotive contents
tuned to extensional equivalence, entities with different terms
or labels can be causes of changes within cognitive systems
that can assume recurrent patterns so that the equivalence is
instantly recognized and what is perceptually significant can
be isolated from the rest.

**EMOTION-PERCEPTION PARALLELS**

Emotion and perception have a number of formal and
organizational similarities. For one thing, if sensory perception
has certain characteristics that are shared with emotions, this
in itself would be indicative of the common threads in emotion
and perception. For another, if the bipartite division in emotive
contents can be found in perception as well, this can buttress
the case for emotion-perception parallels from the perspective
of emotions. Thus, homologous cognitive structures at formal
and functional levels of emotion and perception can exist. In
fact, constructivist theories of emotion have amassed a wealth
of empirical evidence showing that states of perception cannot
be told apart from those of emotion because language shapes
sensory experiences into experiences of emotion and also vice
versa, especially in emotion perception (Lindquist et al., 2015).
Beyond mere analogies between emotion and perception, there
is also neuroscientific evidence that the functional connectivity
doing the cortial and sub-cortical circuits responsible for both
sensory-perceptual processes and emotion is characterized by
overlapping networks (Pessoa, 2017) and involves the same
pathways at the level of general networks of cognition (LeDoux
and Brown, 2017; LeDoux, 2020).

Interestingly, Searle (1983) has argued that the formal
structure of intentionality (when applied to emotions in our
case) and visual perception is common, in that both in essence
are states that have the property of being directed to something.
Solomon (1978) and Maiese (2011) have also provided support
for the view that emotions and perceptions are alike in nature
and form. From another perspective, Roberts (1995) has
maintained that emotions are like perceptions. Just as perception
can be veridical or non-veridical in terms of aspects or
dimensions, such as situation, importance, type, and object,
emotions can have a similar character. For instance, one can
be thrilled about the falling star by associating it with wish
fulfillment even if it is a false indication (an error in terms of
situation misrepresentation). Likewise, one can be angry
with someone for a trivial offence (an error in terms of
importance misrepresentation). Equally possible is a case in
which one is nervous about a thing but in fact excited about
it (an error as a consequence of type misrepresentation).
Finally, a person can be frightened of a game but is actually
fearful of himself/herself (an error due to object
misrepresentation). At this juncture, it is also worthwhile to
recognize that emotion and perception can be dissimilar too,
for emotions have cognitive ingredients or elements and may
have a normative character due to cultural and subjective
influences, they resemble one another in terms of their immediacy, intentional property, quasi-modularity and impoverished sensitivity to inferences in many cases (see Salmela, 2011). In any case, the underlying affinity between emotion and perception cannot be sidelined, because emotions share the characteristics of interoceptive states displayed by perceptions (Prinz, 2006), in that emotions are interoceptive states characteristic of perceptual systems in virtue of registering rather than representing bodily changes. 

Just as the characteristic properties of sensory perception at basic levels of organization can be found to be reflected in emotion, the essential facets of emotion can be mirrored in perception. Emotion and perception can work in an integrated manner when emotion influences perception (such as height perception) by way of providing embodied information about actions (see Zadra and Clore, 2011). Perception thus comes to exhibit aspects or features that are inherited from or true of emotions (see for discussion, Tyng et al., 2017; Niedenthal and Wood, 2019). Against a backdrop of this understanding, we may now figure out if the bipartite division in emotive contents is also mirrored in some form in perception. From one perspective, sensory perception can be non-transitive in its formal structure, especially if we find X and Y to be perceptually indistinguishable and then Y and Z to be also perceptually indistinguishable, and yet we may not find X and Z indistinguishable (Van Deemter, 2010). This may hold when degrees of differences between X and Y on the one hand and between Y and Z on the other add up, thereby making up a sizable difference that is ultimately detected in perception. An example may help understand this better. Suppose that we have three toys, namely, A, B, and C that have the same size, shape, color, substance and form. Any difference between these toys is only at a minute level of detail not easily detectable through our eyes. But whatever minuscule physical difference exists between A and B is a bit smaller than that between B and C. Hence, A and B may look indistinguishable and so may B and C on independent grounds. But the difference between A and B and that between B and C amount to a recognizable difference that is perceptually recognizable. Thus, this helps recognize a difference between A and C. This may extend to other modalities of sensory perception as well (see Mondal, 2016b.). Now this kind of non-transitivity can straightforwardly apply to the emotional contexts of (1–3) in “Two Types of Linguistic Representation of Emotions”. The case of logical equivalence and the concomitant absence of inferential sensitivity are most appropriate for the exploration into the formal structure of emotions by way of extrapolations from the formal organization of perception. 

We may consider the case of (1) as a representative example. If Roy’s victory over Joy (say, A) and Joy’s defeat (say, C) do not look the same in the emotional context of utterance of (1), it is plausible that there is a representation of, say, B, intermediate between A and C such that Roy finds A and B on the one hand and B and C on the other equivalent in emotional valuation in the context of (1). Let us also suppose that this intermediate representation B is the final checkmate move in chess in which Roy won a victory over Joy. Now for Roy, his victory over Joy (A) and the final checkmate move (B) may be indistinguishable in emotional valuation and then the final checkmate move (B) and Joy’s eventual defeat (C) may also turn out to be so indistinguishable. If this holds, the transition from A through B to C can gather and accumulate substantial differences in emotional valuation between A and C. This would be translated into a kind of non-transitivity in the linguistic encoding of emotive contents. We may now turn to the case of extensional equivalence in the encoding of emotive contents in order to see if any other property of perception is also congruent with extensional equivalence with its inferential sensitivity. 

From another perspective, sensory perception can sometimes be transitive as well when an intermediate thing or representation facilitates the recognition of the identity between two otherwise dissimilar entities in emotional valuation. In simpler terms, non-transitivity in sensory perception may presuppose transitivity in sensory perception. Transitivity in sensory perception would guarantee that if there are three things, say A, B, and C and if A is found to be similar to, or indistinguishable from, B and B is in turn found to be indistinguishable from C, then A and C would look indistinguishable from one another. For example, two cars—C1 and C2—may be found to be similar or indistinguishable and then C2 may also be found to be similar to, or indistinguishable from, a third car C3. In this case, one may find C1 and C3 to be perceptually similar or indistinguishable. This suggests that C2 must have perceptual features or properties that are shared with both C1 and C3 in order that the similarity or identity in question can be perceptually established. This can have significant consequences for the way two things are registered and/or conceptualized in emotional valuation in cases like (4–6). If we apply this line of reasoning to example (4) in “Two Types of Linguistic Representation of Emotions”, it becomes evident that the identity between “Superman” and “Clark Kent” as terms has to be inferentially established via an intermediate representation. The intermediate representation must have to capture the essential attributes of both Superman and Clark Kent in order for the appropriate inference to establish the desired identity. Similar considerations apply to example (5). For Danny to love Paris, he has to mentally construct an intermediate representation that encodes the essential emotionally relevant attributes of both the City of Light and Paris once he learns that Paris is the City of Light. Likewise, in example (6) for the speakers to eventually hate Mr. X, an intermediate representation encapsulating the emotionally relevant attributes of the guest of honor of the specific event and Mr. X may be built. It needs to be noted that the psychological construction of an intermediate representation is eminently necessary, especially when the salient emotionally relevant attributes of any two entities whose identity is supposed to be established are somehow incongruent in valuation. As already discussed in “Two Types of Linguistic Representation of Emotions”, it is plausible that even though the guest of honor in example (6) may be hated by the speakers, Mr. X may be revered by them. In such a situation, the common emotionally relevant attributes of both the guest of honor
and Mr. X, if there are any, have to coalesce into some form in order for the integration of the uncommon attributes of both the guest of honor and Mr. X to occur. Besides, even if the salient emotionally relevant attributes of any two entities are not otherwise incongruent in valuation, the common emotionally relevant attributes or features have to be re-constructed anyway, precisely because the identity between those two entities is not recognized in advance. In view of these considerations, the mirroring of transitivity of sensory perception in emotions can be schematized in terms of the diagram in Figure 1.

Here, $a_1\ldots a_m$ & $c_1\ldots c_n$ are the salient emotionally relevant attributes of A and C, respectively, and $a_1, a_2, a_3, c_1, c_2$ symbolizes the integration of the most essential perceived attributes of both A and C into B, the intermediate representation. Note that $i\ldots k$ may or may not coincide with $l\ldots m$ and $i\ldots n$, because these sequences may not coincide with each other when incompatible features/attributes from A and C, if put together or juxtaposed, are in need of elimination (this will become clearer in the next section). Also, $d_1$ and $d_2$ in Figure 1 are the degrees of similarity or indistinguishability that make A and B on the one hand and B and C on the other indistinguishable, respectively, for the pairs (A, B) and (B, C). This indicates that there are uncommon attributes in A and C that make A and C look distinguishable, but they may need to be unified in B too. Significantly, the integration of all common attributes of both A and C, if any, into B has to be achieved via the establishment of some sort of isomorphism between a subpart of $a_1, a_2, a_3, a_4$ (say, $a_1, a_2$) from A and a subpart of $c_1, c_2, c_3$ (say, $c_1, c_2$) from C since not all of $a_1, a_2, a_3, a_4$ or $c_1, c_2, c_3$ may be common between A and C. This is tantamount to the recognition of the commonalities between A and C. This can be shown in Figure 2.

The common attributes of A and C in B may also be conceived of in terms of a feature structure $[f_1\ldots f_n]$ such that this feature structure of B can subsume the feature structure of either A (say, $[f_1\ldots f_m]$) or C (say, $[f_1\ldots f_n]$), given that the subsumption relation (symbolized by “$\sqsubseteq$”) is used to describe a feature structure containing a subset of the information contained in another feature structure (Shieber, 2003). Thus, $[f_1\ldots f_n] \sqsubseteq [f_1\ldots f_m]$ and $[f_1\ldots f_n] \sqsubseteq [f_1\ldots f_n]$ hold true. Therefore, unless incompatible feature structures from A and C are involved, we have that $B = [f_1\ldots f_n] \cup [f_1\ldots f_n]$, where “$\cup$” symbolizes unification given that $[f_1\ldots f_n] \sqsubseteq B$ and $[f_1\ldots f_n] \sqsubseteq B$. This formulation is going to be very helpful for the formalization of the linguistic encoding of emotive contents in the case of extensional equivalence. This is what we shall turn to now.

### THE FORMALIZATION OF THE LINGUISTIC ENCODING OF EMOTIVE CONTENTS OF EXTENSIONAL EQUIVALENCE AND PERCEPTION-COGNITION COORDINATION

In order to make explorations into the coordination principles between perception and cognitive representations and processes in cognitive systems including autonomous systems, we need to formalize the linguistically encoded emotive representations of extensional equivalence because it readily applies to everyday objects, events, and things around us. This would also offer significant insights into the nature and form of integration of perception and cognition. With this in mind, we may now move on to describe emotive representations of extensional equivalence. Cases like (4–6) require warrant at least a basic distinction between the feature structures of two objects that are described in a certain way in the linguistic encoding of emotions. For our purpose, we may adopt the labels used for transitivity in emotive contents in “Emotion-Perception Parallels”. So if A and C are the two terms of description of these two objects whose identity is in question, they may be specified with respect to a relevant emotive attitude. Let this attitude be denoted by $R^E_A$, which is mathematically a relation. Thus, an agent (or subject) S would first hold what (8) specifies.

8. $R^E_A$

It is easy to note the parallel between (8) and (7) as the relation $R^E$ in (8) relates an agent S to its intentional object. Then the same agent is supposed to hold what (9) specifies via the execution of the appropriate inference.
Qualia properties are constituted from A and C have to coalesce into B in some way. While the isomorphism between (a subpart of) a...
A recurrent neural network in backpropagation modeling \( sR^k_A \to sR^k_C \).

\[
\text{Inference State}(k) = \text{Forget}(k) \circ \text{Inference State}(k-1) + \text{Input Valuation}(k) \circ C^k.
\]

In (18) \( o_{i,k} \) is the concatenation of vectors and \( \Sigma \) as a function implements the inference \( sR^k_A \to sR^k_C \) from the matrix of connection weights \( W \) between layers of the network multiplied by the value of the previous activations represented by \( o_{i,k} \) with an added bias \( b \). Each \( W \) or \( b \) is indexed with the value of the processing at time point \( k \). \( \text{Forget}(k) \), \( \text{Input Valuation}(k) \), and \( \text{Inference State}(k) \) are all vectors. \( \text{Forget}(k) \) determines the strength of activations in some dimension of a previous Inference State at \( k-1 \), and \( \text{Input Valuation}(k) \) determines the strength of input valuation when \( A \) and \( C \) are presented. Finally, \( \text{Inference State}(k) \) determines which values are to be erased in view of \( \text{Forget}(k) \) (the element-wise multiplication of \( \text{Forget}(k) \) and a previous Inference State at \( k-1 \)) and which ones are to be encoded next in view of \( \text{Input Valuation}(k) \) and a fresh valuation \( C^k \) vector for the Inference State at \( k \). Here, the strength of \( sR^k_A \) is fixed by \( \text{Forget}(k) \), and \( \text{Inference State}(k) \) determines the erasure of incompatible dimensions (qualia properties) with the accommodation of the valuation of \( sR^k_C \) in \( B \) and then the consequent establishment of \( sR^k_A = sR^k_C \) with the fresh valuation.

In all, this discussion is meant to suggest that the coordination principles between perception and cognition in cognitive systems must include, among all other things, a strategy of creating proxy labels for perceptual objects such that these proxy labels can help focus on the most significant perceptual details in virtue of being marked with emotionally salient attributes/values. The emotionally salient attributes/values will constitute the task-relevant perceptual detail for the system that runs inferences of some sort. The relatively small amount of perceptual detail needed for, say, a task of picking out a red ball from a trash can is the emotionally salient valuation (for example, solid-round-object • favorite-color \( \otimes \) see play-in-garden) of a proxy representation, say, “the garden favorite” for the red ball. Likewise, an old chair in a room can be endowed with emotional attributes/values that help attend to its most relevant perceptual detail. If its proxy label is, let us suppose, “the comfort of the corner room” having the valuation physical-object-with-four-legs • comfort-of-corner-room \( \otimes \) see sit-on \( \otimes \) Agentive make, this can help focus solely on the emotionally salient perceptual detail of the object in question. In this way, the emotional/affective valuation attributes help identify objects of perception with the help of proxy labels in just the same way the proxy label “the guest of honor” in the event mentioned in example (6) helps identify “Mr X.” Since the perceptual world is full of complexity due to the clutter of a lot of irrelevant detail, linguistically encoded emotive representations of everyday objects, events, and things in terms of extensionally equivalent terms/labels or representations help tame this complexity, for inferences involved in establishing the identity imbue objects with cognitive salience via emotional valuation. Thus, perception becomes infused with cognitive representations via emotions. The “functional capabilities” of autonomous systems (see Langley et al., 2009) must then be integrated in a manner that ensures the affective valuation of all perceived objects whose representations are created and manipulated as the systems learn. This will come with the

**Figure 3** | A recurrent neural network in backpropagation modeling \( sR^k_A \to sR^k_C \).
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\( t+x \) and \( t+y \) may refer to different points in time after \( t \) because the implications may be relevant for \( S \) at future points of time too. Most importantly, \( d \), in the context of the current work would be the discovery that \( A \) is \( C \), and then the unification of qualia properties and/or the elimination of incompatible qualia properties in \( B \) are nothing but representations of \( D \). That is, the specifications of the common and incompatible qualia properties in \( B \) by way of unification and/or elimination are deductions that help arrive at the conclusion that \( A = C \). Such deductions in the form of inferences are constitutive of (minimal) understanding for an (autonomous) agent/cognitive system (see Thórisson and Helgasson, 2012; Mondal, 2021). Equipped with this understanding, we think it appropriate to suggest that the relevant inference \( sR^k_A \to sR^k_C \) can be thought of as one of the functions in a recurrent neural network behaving like a long short-term memory (see Elman, 1990; Hochreiter and Schmidhuber, 1997). The schematic representation in Figure 3 shows the stripped-down form of a neural network of this kind that maintains the same state when passing from one step to another in backpropagation (the activation links from the input layer to the hidden layer(s) are not shown).

**Figure 3** shows how \( sR^k_A \to sR^k_C \) can be easily modeled. Here, \( i_1, \ldots, i_n \) and \( o_1, \ldots, o_n \) are the input and output vectors, respectively. This network at time point \( k \) takes \( i_k \) and \( o_k \), for its computation, when \( k \) can be any value within \( 1, \ldots, n \). \( F \) in each box represents a function that can also double as a network. The inputs to this network can be thought of the sequence of terms, that is, \( A \) and \( C \), and the outputs would be 1 or 0 indicating whether \( A = C \) or not. The output values may actually be probabilistic. Then the formulations in (18) specify how \( sR^k_A \to sR^k_C \) can be modeled.

18. \( \text{Forget}(k) = \Sigma (W^i o_{i,k} + b^i) \)

Input Valuation(k) = \( \Sigma (W^i o_{i,k} + b^i) \).
consequence that all of what the systems learn from the perceptual world becomes a matter of learning emotional/affective attributes/values of objects of perception.

CONCLUDING REMARKS

This paper has attempted to show that linguistic representations of emotive concepts can offer a unifying conceptual perspective on the problem of perception–cognition integration. It turns out that linguistic representations of emotions allowing for extensional equivalence are the ones that readily help tackle the problem of excessive computational burden of perceptual complexity the perceptual world affords. This paper has shown some directions toward this goal with the hope that further research along this line may be conducted.

AUTHOR CONTRIBUTIONS

The author confirms being the sole contributor of this work and has approved it for publication.

FUNDING

The author wishes to acknowledge the funding received from the Cumulative Professional Development Allowance of the Indian Institute of Technology Hyderabad.

REFERENCES

Barsalou, L. W. (2008). Grounded cognition. *Annu. Rev. Psychol.* 59, 617–645. doi: 10.1146/annurev.psych.59.103006.093639

Block, N. (2014). Seeing as in the light of vision science. *Philos. Phenomenol. Res.* 89, 560–572. doi: 10.1111/phpr.12135

Block, N. (2018). If perception is probabilistic, why does it not seem probabilistic? *Philos. Trans. R. Soc. B* 373:20170341. doi: 10.1098/rstb.2017.0341

Burge, T. (2010). *Origins of Objectivity*. New York: Oxford University Press.

Clark, A. (2013). Whatever next? Predictive brains, situated agents, and the future of cognitive science. *Behav. Brain Sci.* 36, 181–204. doi: 10.1017/S0140525X12000477

Clark, A. (2016). Surfacing Uncertainty: Prediction, Action, and the Embodied Mind. New York: Oxford University Press.

Connell, L., and Lynott, D. (2014). Principles of representation: why you can’t represent the same concept twice. *Top. Cogn. Sci.* 6, 390–406. doi: 10.1111/tops.12097

Damasio, A. R. (1994). *Descartes’ Error: Emotion, Reason and the Human Brain*. New York: Putnam.

Damasio, A. R. (2003). *Descartes’ Error: Emotion, Reason and the Human Brain*. New York: Harcourt.

Elman, J. L. (1990). Finding structure in time. *Cogn. Sci.* 14, 179–211. doi: 10.1207/s15516709cog1402_1

Firestone, C., and Scholl, B. J. (2016). Cognition does not affect perception: evaluating the evidence for “top-down” effects. *Behav. Brain Sci.* 39, 1–77.

Fodor, J. A. (1998). *Concepts: Where Cognitive Science Went Wrong*. Oxford: Clarendon Press.

Fodor, J. A., and Pylyshyn, Z. W. (1988). Connectionism and cognitive architecture: a critical analysis. *Cognition 28*, 3–71. doi: 10.1016/0010-0277(88)90031-5

Freeman, W. J. (2000). *Emotion Is Essential to all Intentional Behaviors*. United States: University of California Berkeley.

Gasper, K., Spencer, L. A., and Hu, D. (2019). Does neutral affect exist? How challenging three beliefs about neutral affect can advance affective research. *Front. Psychol.* 10:2476. doi: 10.3389/fpsyg.2019.02476

Georgalis, N. (2006). The Primacy of the Subjective: Foundations for a Unified Theory of Mind and Language. Cambridge: MIT Press.

Hochreiter, S., and Schmidhuber, J. (1997). Long short-term memory. *Neural Comput.* 9, 1735–1780. doi: 10.1162/neco.1997.9.8.1735

Langley, P., Laird, J. E., and Rogers, S. (2009). Cognitive architectures: research issues and challenges. *Cogn. Syst. Res.* 10, 141–160. doi: 10.1016/j.cogsys.2008.07.004

Lazarus, R. (1991). Progress on a cognitive-motivational-relational theory of emotion. *Am. Psychol.* 46, 819–834. doi: 10.1037/0003-066X.46.8.819

LeDoux, J. E. (2020). Thoughtful feelings. *Curr. Biol.* 30, R617–R634. doi: 10.1016/j.cub.2020.04.012

LeDoux, J. E., and Brown, R. (2017). A higher-order theory of emotional consciousness. *Proc. Natl. Acad. Sci.* 114, E2016–E2025. doi: 10.1073/pnas.1619316114

Lindquist, K. A., MacCormack, J. K., and Shablock, H. (2015). The role of language in emotion: predictions from psychological constructionism. *Front. Psychol.* 6:444. doi: 10.3389/fpsyg.2015.00444

Maiese, M. (2011). *Embodiment, Emotion and Cognition*. Basingstoke: Palgrave Macmillan.

Mondal, P. (2016a). *Language and Cognitive Structures of Emotion*. Berlin: Springer Nature.

Mondal, P. (2016b). “Non-transitivity at the cross-section of language, emotion and olfaction,” in *Words for Odors: Language Skills and Cultural Insights*, 23–38. ed. M. Barkat-Defradas (England: Cambridge Scholars’ Publishing).

Mondal, P. (2021). Meaning relations, syntax, and understanding. *Axiomathes*, 1–17. doi: 10.1007/s10516-021-09534-x

Montague, M. (2009). The logic, intentionality and phenomenology of emotion. *Philos. Stud.* 145, 171–192. doi: 10.1007/s11098-008-9218-0

Montemayor, C., and Haladjian, H. H. (2017). Perception and cognition are largely independent, but still affect each other in systematic ways: arguments from evolution and the consciousness-attention dissociation. *Front. Psychol.* 8:40. doi: 10.3389/fpsyg.2017.00040

Nedenthall, P. M., and Wood, A. (2019). Does emotion influence visual perception? Depends on how you look at it. *Cognit. Emot.* 33, 77–84. doi: 10.1080/02699931.2018.1561424

Oatley, K., and Johnson-Laird, P. (2002). “Emotion and reasoning and consistency,” in *Emotional Cognition*. eds. S. Moore and M. Oaksford (Amsterdam: John Benjamins), 157–181.

Ortony, A., Clore, G., and Collins, A. (1988). *The Cognitive Structure of Emotions*. Cambridge: Cambridge University Press.

Panksepp, J., and Biven, L. (2012). *The Archaeology of Mind: Neuro Evolutionary Origins of Human Emotion*. New York: W. W. Norton and Company.

Pessoa, L. (2017). A network model of the emotional brain. *Trends Cogn. Sci.* 21, 357–371. doi: 10.1016/j.tics.2017.03.002

Pessoa, L. (2019). Intelligent architectures for robotics: The merging of cognition and emotion. *Phys Life Rev* 31, 157–170. doi: 10.1016/j.plrev.2019.04.009

Prinz, J. (2006). Is emotion a form of perception? *Can. J. Philos.* 32, 136–160. doi: 10.1353/cjp.2007.0035

Pustejovsky, J. (1995). *The Generative Lexicon*. Cambridge, MA: MIT Press.

Pustejovsky, J., and Jezek, E. (2008). Semantic coercion in language: Beyond distributional analysis. *Italian J. Ling.* 20, 181–214.

Pustejovsky, J., and Jezek, E. (2016). Integrating generative lexicon and lexical semantic resources, LREC Tutorials. http://lrec2016.lrec-conf.org/media/file_public/2016/05/10/tutorialmaterial_pustejovsky.pdf (Accessed May 23, 2016).

Pylyshyn, Z. W. (1999). Is vision continuous with cognition? The case for cognitive impenetrability of visual perception. *Behav. Brain Sci.* 22, 341–365. doi: 10.1017/S0140525X99002022

Roberts, R. C. (1995). Feeling one’s emotions and knowing oneself. *Philos. Stud.* 77, 319–338. doi: 10.1007/BF00989577
Salmela, M. (2011). Can emotion be modeled on perception? *Dialectica* 65, 1–29. doi: 10.1111/j.1746-8361.2011.01259.x

Scherer, K. R. (1984). "On the nature and function of emotion: A component process approach," in *Approaches to Emotion*, eds. K. R. Scherer and P. Ekman (Hillsdale: Erlbaum), 293–318.

Searle, J. (1983). *Intentionality: An Essay in the Philosophy of Mind*. New York: Cambridge University Press.

Seth, A. K. (2013). Interoceptive inference, emotion, and the embodied self. *Trends Cogn. Sci.* 17, 565–573. doi: 10.1016/j.tics.2013.09.007

Shapiro, L. (2019). *Embodied Cognition*. 2nd Edn. London: Routledge.

Shieber, S. M. (2003). *An Introduction to Unification-Based Approaches to Grammar*. Massachusetts: Microtome Publishing.

Solomon, R. (1978). *The Passions: The Myth and Nature of Human Emotion*. New York: Anchor.

Spunt, R. P., Satpute, A. B., and Lieberman, M. D. (2011). Identifying the what, why, and how of an observed action: An fMRI study of mentalizing and mechanizing during action observation. *J. Cogn. Neurosci.* 23, 63–74. doi: 10.1162/jocn.2010.21446

Tacca, M. C. (2011). Commonalities between perception and cognition. *Front. Psychol.* 2:358. doi: 10.3389/fpsyg.2011.00358

Thórsson, K. R., and Helgasson, H. P. (2012). Cognitive architectures and autonomy: A comparative review. *J. Artificial Gen. Int.* 3, 1–30. doi: 10.2478/v10229-011-0015-3

Thórsson, K. R., Kremelberg, D., Steunebrink, B. R., and Nivel, E. (2016). "About understanding," in *Proceedings of the Ninth Conference on Artificial General Intelligence*, eds. B. Steunebrink, P. Wang and B. Goertzel (Berlin: Springer Nature), 106–117.

Tyng, C. M., Amin, H. U., Saad, M. N. M., and Malik, A. S. (2017). The influences of emotion on learning and memory. *Front. Psychol.* 8:1454. doi: 10.3389/fpsyg.2017.01454

Van Deemter, K. (2010). *Not Exactly: In Praise of Vagueness*. New York: Oxford University Press.

Zadra, J. R., and Clore, G. L. (2011). Emotion and perception: the role of affective information. *Wiley Interdiscip. Rev. Cogn. Sci.* 2, 676–685. doi: 10.1002/wcs.147

Zinck, A., and Newen, A. (2008). Classifying emotion: A developmental account. *Synthese* 161, 1–25. doi: 10.1007/s11229-006-9149-2

**Conflict of Interest:** The author declares that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

**Publisher’s Note:** All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the publisher, the editors and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.

Copyright © 2022 Mondal. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.