Newton method with explicit group iteration for solving large scale unconstrained optimization problems
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Abstract. Numerous numerical methods have been used to solve unconstrained optimization problems. The Explicit Group iteration is one of the numerical methods that has an advantage of the efficient block iteration scheme for solving any linear system. In this paper we applied a combination of the Newton method with two-point Explicit Group (2-point EG) iterative scheme for solving large scale unconstrained optimization problems. In order to evaluate the performance of this method, combination between Newton method with classical Iterative methods namely Jacobi and Gauss-Seidel iterations were used as reference method. The numerical results show that our proposed method is more efficient than the reference method in terms of execution time, number of iteration and absolute error.

1. Introduction
Large scale unconstrained optimization problems are one of the most challenging problems in applied mathematics and physics which extensively and increasingly used in engineering, medical, computational economics, finance, marketing, telecommunications and manufacturing. Most of these problems arise from modeling systems with a demanding structure can be solved by different methods such as steepest descent method [1], Newton’s method [2], modified Newton method [3], Levenberg-Marquardt’s method [4], conjugate gradient method [5], Quasi-Newton method [6], Boryden-Fletcher-Goldfarb-Shanno method [7], Powell’s method [8] and the Nelder-Mead algorithm [9]. Choosing method for large scale unconstrained optimization may vary according to how much information on the characteristics of the objective function and its gradient for any point are accessible. A better method can be chosen if the second order derivatives are exists. Otherwise, finite difference or automatic differentiation can be used. Although all of these methods can solve large scale unconstrained optimization problems, only Newton method will be discussed in this paper. This is due to the fact that Newton method is the best known method for its good performance when the starting point is chosen appropriately and also will yield the best convergence properties which is quadratic convergence.

For that reasons, numerous researchers also deal with this method [10-25]. Moré and Sorensen [10] have been presented and explored on Newton’s method for unconstrained minimization which are appropriate for large scale problem. They pointed out that it is possible to reduce amount of work and storage for the Newton method by using the Cholesky decomposition of symmetric matrix. In that regard, Gundersen and Steihaug [11] also shown that the ratio of the number of arithmetic operation of Newton’s method is constant per iteration for a large class of sparse matrices. Other than that, the basic idea of Newton method for unconstrained optimization have been discussed in [12-16] and noted that by using the quadratic approximation to the objective function with the starting point is close to the
optimum the Newton method will converge quickly. However, when the starting point is far away from
the optimum, the Newton method is not guaranteed to converge. In particular, the method may not be a
descent method. Therefore, Sorensen [17], Goldstein and Price [18], Sisser [19] and Dasril et. al. [20]
have modified the Newton iteration so that the descent property holds. Furthermore, as a result of
modifying Newton’s method several methods are proposed such as Newton-type method [21], truncated
Newton method [22], nonmonotone Newton’s method [23] and inexact Newton’s method [24].

Apart from discussing family of modified Newton methods, Lin et. al. in [26] and Lin and Lin in
[27,28] have discussed a different approach than what has been discussed in [10-25]. They have
proposed a method by combining an approximate scale gradient method with block iterative method
to solve large scale unconstrained optimization problems. Lin et. al. in [26] presented an efficient descent
algorithm for a class of unconstrained optimization problems of nonlinear large mesh-interconnected
systems by combining an approximate scale gradient method with textured decomposition-based block
Gauss-Seidel (TDBGGS) method. Similarly in [27], they presented a new efficient method for solving
large scale unconstrained optimization problems by combining an approximate scaled gradient method
with a block Gauss-Seidel with line search (BGSLG) method. By using the idea of this approach as well,
in this paper, we have proposed a method by combining the Newton method with 2-point EG iterative
methods, namely Newton-EG for solving a large scale unconstrained optimization problems. This
combination is motivated by the advantage of the EG iterative method which is known as one of the
efficient block iterative methods which have been demonstrating by Evan [29], Yousef and Evans
[30,31], Abdullah [32] and Othman and Abdullah [33].

To investigate the capability of Newton-EG method, let us consider a large scale unconstrained
optimization problem be defined as

\[
\min_{x \in \mathbb{R}^n} f(x)
\]  

(1)

where the objective function \( f: \mathbb{R}^n \rightarrow \mathbb{R} \) is twice continuously differentiable. In order to solve problem
(1) by using the Newton method, an important search direction name as Newton direction, can be
obtained by solving the linear system involving the Hessian matrix and the negative gradient. Thus, in
this paper, we approximate Newton direction using an EG iterative method as an inner iteration and find
an approximate solution for problems (1) by using Newton method as an outer iteration. Then, for the
purpose of comparison, this paper also considered Jacobi and Gauss-Seidel iterative methods and
namely Newton-Jacobi and Newton-GS.

2. Formulation of Newton Scheme

In this section, we will describe Newton iterative method using the basic idea of Newton method for
solving large unconstrained optimization by iteratively by using the second-order quadratic
approximation to the objective function \( f(x) \) in problem (1) at the current iterate \( x^{(k)} \). In other words,
\( f(x) \) can be approximated directly from the Taylor series using the first three terms as

\[
f(x) \approx f(x^{(k)}) + \nabla f(x^{(k)})^T (x - x^{(k)}) + \frac{1}{2} (x - x^{(k)})^T H(x^{(k)})(x - x^{(k)}),
\]

(2)

where \( \nabla f(x^{(k)}) \) is the gradient of \( f(x) \) and \( H(x^{(k)}) = \nabla^2 f(x^{(k)}) \) is the Hessian matrix of \( f(x) \). Since
approximation (2) is a quadratic function, we can simply find the minimizer of approximation (2) by
differentiating it with respect to \( x \) and equating the resulting expression to zero. Note that \( H(x^{(k)}) \) is a
symmetric matrix, hence we can have;

\[
\nabla_x \left( f(x^{(k)}) + \nabla f(x^{(k)})^T (x - x^{(k)}) + \frac{1}{2} (x - x^{(k)})^T H(x^{(k)})(x - x^{(k)}) \right) = 0
\]

\[
\Rightarrow \nabla f(x^{(k)}) + H(x^{(k)})(x - x^{(k)}) = 0
\]
In equation (3), the new iteration is given by substituting $x = x^{(k)}$ as:

$$x^{(k+1)} = x^{(k)} - H(x^{(k)})^{-1} \nabla f(x^{(k)})$$

(4)

where $H(x^{(k)})^{-1}$ is the inverse of the Hessian matrix $H(x^{(k)})$. Notice that, by letting $x^{(k+1)} = x^{(k)} + d^{(k)}$ in equation (4) such as

$$d^{(k)} = -H(x^{(k)})^{-1} \nabla f(x^{(k)})$$

(5)

will give us the Newton direction. Obviously, this Newton direction is a descent direction because it satisfies

$$\nabla^T f(x^{(k)}) d^{(k)} = - \nabla^T f(x^{(k)}) H(x^{(k)})^{-1} \nabla f(x^{(k)}) < 0$$

(6)

if $H(x^{(k)})$ is positive definite. Equation (5) also can be written as

$$H(x^{(k)})d^{(k)} = -\nabla f(x^{(k)})$$

(7)

3. Derivation of proposed Iterative Methods

Based on linear system in equation (7), it can be seen that the characteristic of its coefficient matrix has large scale. Therefore, using direct method to solve it is not a smart choice to store and factor the dense Hessian matrix. Thus, we proposed method by using iterative method as in [34,35]. Since equation (7) is known as a linear system, let the linear system be rewritten as

$$Ad = b$$

(8)

where,

$$A = \begin{bmatrix} a_{1,1} & a_{1,2} & a_{3,1} & \ldots & a_{1,n} \\ a_{1,2} & a_{2,2} & a_{3,2} & \ldots & a_{2,n} \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ a_{1,n} & a_{2,n} & a_{3,n} & \ldots & a_{n,n} \end{bmatrix}, \quad d = \begin{bmatrix} d_1 \\ d_2 \\ \vdots \\ d_n \end{bmatrix} \quad \text{and} \quad b = \begin{bmatrix} b_1 \\ b_2 \\ \vdots \\ b_n \end{bmatrix}.$$
in which $D$ is the nonzero diagonal entries of $A$, $L$ is strictly lower matrix and $U$ is strictly upper matrix. Then, the general form of the Gauss-Seidel iterative method for solving the linear system (8) can be stated in vector form as

$$d^{(k+1)} = (D - L)^{-1} Ud^{(k)} + (D - L)^{-1} b$$

(10)

For the implementation of point iterations, the formulation of Gauss-Seidel iterative method and equation (10) can be represented the $i$th component of the vector $d_i$ yields

$$d_i^{(k+1)} = \frac{1}{a_{i,i}} \left( b_i - \sum_{j=1}^{i-1} a_{i,j} d_j^{(k+1)} - \sum_{j=i+1}^{n} a_{i,j} d_j^{(k)} \right), i = 1,2,...,n$$

(11)

Clearly, the formulation in equation (11) can be categorized as one of the point iterative methods. Based on the concept of this point Gauss-Seidel iterative method, the next subsection will discuss the formulation of block Gauss-Seidel method which is known as the Explicit Group (EG) iterative method.

3.2. Formulation of 2-point Explicit Group (EG) Iterative Method

As we know that Evans [29] has also proposed four point block iterative methods via the Explicit Group iterative method for solving large linear systems. Due to the advantages of the implementation of block iterations, this paper is to examine the performance of 2-point Newton-EG iterative method for solving a large linear system generated by imposing the Newton method to large scale unconstrained optimization problem (1). Therefore, this section shows on how to derive the formulation of 2-point Newton-EG iterative method. To derive the formulation of the proposed iterative method, let us consider a group of two points from the linear system (8) as follows [36,37];

$$\begin{bmatrix} a_{i,i} & a_{i,i+1} \\ a_{i+1,i} & a_{i+1,i+1} \end{bmatrix} \begin{bmatrix} d_i \\ d_{i+1} \end{bmatrix} = \begin{bmatrix} S_1 \\ S_2 \end{bmatrix}$$

(12)

where,

$$S_t = b_{i+t-1} - \sum_{j=1}^{i-1} a_{i+t-1,j} d_j^{(k+1)} - \sum_{j=i+1}^{n} a_{i+t-2,j} d_j^{(k)}, t = 1,2.$$ 

Hence, solving and simplifying equation (12) gives that the general form of the 2-point EG iteration can be stated as;

$$d_i^{(k+1)} = \frac{a_{i+1,i+1} S_1 - a_{i,i+1} S_2}{\alpha},$$

$$d_{i+1}^{(k+1)} = \frac{a_{i,i} S_2 - a_{i+1,i} S_1}{\alpha},$$

(13)

where,

$$\alpha = (a_{i,i})(a_{i+1,i+1}) - (-a_{i,i+1})(-a_{i+1,i})$$

Therefore, by using equation (8) and (13), we proposed the algorithm of 2-point Newton-EG iterative method for solving problem (1), as stated in Algorithm 1.
Algorithm 1. Newton-EG Scheme

i. Initialize
   Set up the objective function: $f(x), f(x^k) \in \mathbb{R}, x^{(0)} \in \mathbb{R}^n, \varepsilon_1 \leftarrow 10^{-5}, \varepsilon_2 \leftarrow 10^{-10}$,
   $n \leftarrow \{1000, 5000, 10000, 20000, 30000\}$.

ii. For $j = 1, 2, \ldots, n$, implement
   a. Set $d^{(0)} \leftarrow 0$
   b. Calculate $f(x^{(k)})$
   c. For $i = 1, 2, \ldots, n$, calculate iteratively
      Solve equation (8) by using equation (13),
   d. Check the convergence test, $\|d^{(k+1)} - d^{(k)}\| < \varepsilon_2$. If yes, go to step (e). Otherwise go back to step (b)
   e. For $i = 1, 2, \ldots, n$, calculate
      $x^{(k+1)} \leftarrow x^{(k)} + d^{(k)}$
   f. Check the convergence test, $\|\nabla f(x^{(k)})\| \leq \varepsilon_1$. If yes, go to (iii). Otherwise go back to step (a)

iii. Display approximate solutions.

4. Numerical Experiments

Based on algorithm 1, three well-known test functions stated in [38-40] have been tested to compare the efficiency of the combination algorithm between Newton and three different iterative methods such as Newton-Jacobi, Newton-GS and Newton-EG. The efficiency of these iterative methods are evaluated based on the comparison of number of iterations (inner and outer), the execution time to reach the minimum points and absolute error for all the methods. The three test functions are labelled Example 1, Example 2 and Example 3 as follows;

**Example 1**: Dixon and Price Function [38]

$$f(x) = (x_1 - 1)^2 + \sum_{i=2}^{n} ((2x_i^2 - x_{i-1}^2)^2$$

This function has a global minimum, $f^* = 0$ at $x_i^* = 2^{-\frac{1}{2^{i-2}}}$, for $i = 1, 2, \ldots, n$ with Figure 1 shows the graph of this function when $n = 2$.

**Example 2**: Strait Function [39]

$$f(x) = \sum_{i=1}^{n-1} (x_{i+1} - x_i^2)^2 + 100(1 - x_i)^2$$

This function has a global minimum, $f^* = 0$ at $x_i^* = 1$, for $i = 1, 2, \ldots, n$ with Figure 2 shows the graph of this function when $n = 2$.

**Example 3**: Rosenbrock’s Function [40]

$$f(x) = \sum_{i=1}^{n-1} (x_i - 1)^2 + 100(x_{i+1} - x_i^2)^2$$

This function has a global minimum, $f^* = 0$ at $x_i^* = 1$, for $i = 1, 2, \ldots, n$ with Figure 3 shows the graph of this function when $n = 2$. 

The numerical calculations are compiled by using C language (Borland C++). Each of the test functions is tested with three different initial points, $\chi^{(0)}$ (stated in Table 1) which is closer to the solution point, $\chi^*$ and run for number of different order of Hessian matrix as $n = 1000, 5000, 10000, 20000$ and $30000$. All outer iterations considered the same stopping criterion for the outer iterative $\|\nabla f(\chi)\| < \varepsilon_1$, where $\varepsilon_1 = 10^{-5}$. While the stopping criterion of inner iteration was set to be $\varepsilon_2 = 10^{-10}$. The efficiency comparison results for the execution time (seconds) are presented in Table 1 and the numerical results are tabulated in Table 2.

### Table 1. Comparison in term of execution time (seconds).

| Example | $\chi^{(0)}$ | method | $n$ | 1000 | 2000 | 10000 | 20000 | 30000 |
|---------|--------------|---------|-----|------|------|-------|-------|-------|
| 1       | (0.5,0.5,...,0.5,0.5) | Newton-J | 0.01 | 0.04 | 0.08 | 0.16 | 0.23  |
|         |              | Newton-GS | 0.01 | 0.04 | 0.07 | 0.13 | 0.19  |
|         |              | Newton-EG | 0.01 | 0.02 | 0.04 | 0.07 | 0.09  |
|         | (1.0,1.0,...,1.0,1.0) | Newton-J | 0.01 | 0.05 | 0.10 | 0.20 | 0.30  |
|         |              | Newton-GS | 0.01 | 0.05 | 0.09 | 0.18 | 0.25  |
|         |              | Newton-EG | 0.00 | 0.02 | 0.04 | 0.09 | 0.12  |
|         | (0.8,1.1,...,0.8,1.1) | Newton-J | 0.02 | 0.08 | 0.14 | 0.28 | 0.41  |
|         |              | Newton-GS | 0.02 | 0.07 | 0.13 | 0.25 | 0.34  |
|         |              | Newton-EG | 0.00 | 0.03 | 0.06 | 0.11 | 0.16  |
| 2       | (0.5,0.5,...,0.5,0.5) | Newton-J | 0.01 | 0.01 | 0.02 | 0.03 | 0.06  |
|         |              | Newton-GS | 0.00 | 0.01 | 0.01 | 0.02 | 0.05  |
|         |              | Newton-EG | 0.00 | 0.00 | 0.01 | 0.01 | 0.03  |
|         | (1.5,1.5,...,1.5,1.5) | Newton-J | 0.01 | 0.02 | 0.03 | 0.04 | 0.07  |
|         |              | Newton-GS | 0.00 | 0.01 | 0.02 | 0.03 | 0.06  |
|         |              | Newton-EG | 0.00 | 0.00 | 0.01 | 0.02 | 0.02  |
|         | (0.5,1.5,...,5.1,5.1) | Newton-J | 0.01 | 0.02 | 0.02 | 0.04 | 0.05  |
|         |              | Newton-GS | 0.00 | 0.01 | 0.02 | 0.03 | 0.04  |
|         |              | Newton-EG | 0.00 | 0.00 | 0.01 | 0.02 | 0.03  |
| 3       | (1.2,1.2,...,1.2,1.2) | Newton-J | 0.74 | 3.68 | 6.99 | 13.74 | 20.45 |
|         |              | Newton-GS | 0.50 | 2.68 | 4.86 | 10.02 | 15.10 |
|         |              | Newton-EG | 0.10 | 0.46 | 0.90 | 1.78  | 2.54  |
|         | (1.5,1.5,...,1.5,1.5) | Newton-J | 1.05 | 5.78 | 10.35 | 20.54 | 29.01 |
|         |              | Newton-GS | 0.81 | 3.94 | 8.14  | 14.44 | 21.82 |
|         |              | Newton-EG | 0.13 | 0.56 | 1.03  | 1.98  | 3.37  |
|         | (1.3,1.6,...,1.3,1.6) | Newton-J | 1.08 | 5.46 | 10.26 | 20.07 | 29.91 |
|         |              | Newton-GS | 0.83 | 4.47 | 8.84  | 16.90 | 25.26 |
|         |              | Newton-EG | 0.11 | 0.48 | 0.94  | 1.83  | 2.75  |
Table 2. Comparison of number of inner iteration, number of outer iteration and absolute error for Newton-J, Newton-GS and Newton-EG method with \( n = 1000, 5000, 10000, 20000 \) and 30000.

| No. of Value of | \( x_0 \) | \( n \) | Newton-J | Newton-GS | Newton-EG |
|----------------|---------|--------|----------|-----------|-----------|
|                | 1000    | 5000   | 10000   | 20000    | 30000    |
| Inner Iteration | (0.5, 0.5, ... , 0.5, 0.5) | 32 | 32 | 32 | 32 | 32 |
|                | (1.0, 1.0, ... , 1.0, 1.0) | 44 | 44 | 44 | 44 | 44 |
|                | (0.6, 1.1, ... , 0.6, 1.1) | 51 | 51 | 51 | 51 | 51 |
|                | (1.2, 1.2, ... , 1.2, 1.2) | 55715 | 55715 | 55715 | 55715 | 23879 |
|                | (1.5, 1.5, ... , 1.5, 1.5) | 77509 | 77509 | 77509 | 77509 | 35793 |
|                | (1.3, 1.6, ... , 1.3, 1.6) | 81578 | 81578 | 81578 | 81578 | 39702 |
| Outer Iteration | (0.5, 0.5, ... , 0.5, 0.5) | 5 | 5 | 5 | 5 | 5 |
|                | (1.0, 1.0, ... , 1.0, 1.0) | 8 | 8 | 8 | 8 | 8 |
|                | (0.6, 1.1, ... , 0.6, 1.1) | 9 | 9 | 9 | 9 | 9 |
|                | (1.2, 1.2, ... , 1.2, 1.2) | 32 | 32 | 32 | 32 | 32 |
|                | (1.5, 1.5, ... , 1.5, 1.5) | 77509 | 77509 | 77509 | 77509 | 35793 |
|                | (1.3, 1.6, ... , 1.3, 1.6) | 81578 | 81578 | 81578 | 81578 | 39702 |
| Absolute Error | (0.5, 0.5, ... , 0.5, 0.5) | 3.53e-14 | 3.53e-14 | 3.53e-14 | 3.53e-14 | 3.53e-14 |
|                | (1.0, 1.0, ... , 1.0, 1.0) | 3.53e-14 | 3.53e-14 | 3.53e-14 | 3.53e-14 | 3.53e-14 |
|                | (0.6, 1.1, ... , 0.6, 1.1) | 3.53e-14 | 3.53e-14 | 3.53e-14 | 3.53e-14 | 3.53e-14 |
|                | (1.2, 1.2, ... , 1.2, 1.2) | 3.53e-14 | 3.53e-14 | 3.53e-14 | 3.53e-14 | 3.53e-14 |
|                | (1.5, 1.5, ... , 1.5, 1.5) | 3.53e-14 | 3.53e-14 | 3.53e-14 | 3.53e-14 | 3.53e-14 |
|                | (1.3, 1.6, ... , 1.3, 1.6) | 3.53e-14 | 3.53e-14 | 3.53e-14 | 3.53e-14 | 3.53e-14 |
5. Conclusion
In this paper, a combined algorithm of the Newton method and Iterative methods has been presented for solving large scale unconstrained optimization problems. We have considered three different combinations with two of them were used as a reference. According to Table 1, we have shown that the execution time for our proposed combination algorithm (Newton-EG) is more efficient in comparison with the combination algorithm between Newton and other classical iterative method (Newton-Jacobi and Newton-GS). This result is consistent with what we can observe in Table 2, that our proposed method give a minimum number of inner iterations. In term of accuracy, almost all absolute errors for our proposed method (with the different is very small) are less than others. The efficiency of our proposed combination algorithm is obvious.
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