Statistical and systematic uncertainties in pixel-based source reconstruction algorithms for gravitational lensing

Amitpal S. Tagore and Charles R. Keeton
Department of Physics & Astronomy, Rutgers University, 136 Frelinghuysen Road, Piscataway, NJ 08854, USA

28 August 2014

ABSTRACT
Gravitational lens modeling of spatially resolved sources is a challenging inverse problem with many observational constraints and model parameters. We examine established pixel-based source reconstruction algorithms for de-lensing the source and constraining lens model parameters. Using test data for four canonical lens configurations, we explore statistical and systematic uncertainties associated with gridding, source regularisation, interpolation errors, noise, and telescope pointing. Specifically, we compare two gridding schemes in the source plane: a fully adaptive grid that follows the lens mapping but is irregular, and an adaptive Cartesian grid. We also consider regularisation schemes that minimise derivatives of the source (using two finite difference methods) and introduce a scheme that minimises deviations from an analytic source profile. Careful choice of gridding and regularisation can reduce “discreteness noise” in the $\chi^2$ surface that is inherent in the pixel-based methodology. With a gridded source, some degree of interpolation is unavoidable, and errors due to interpolation need to be taken into account (especially for high signal-to-noise data). Different realisations of the noise and telescope pointing lead to slightly different values for lens model parameters, and the scatter between different “observations” can be comparable to or larger than the model uncertainties themselves. The same effects create scatter in the lensing magnification at the level of a few percent for a peak signal-to-noise ratio of 10, which decreases as the data quality improves.
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1 INTRODUCTION
The gravitational deflection of light produces a variety of observable effects that can be used to study the mass distributions of deflectors (e.g., galaxies and clusters of galaxies) and the structure of light sources (e.g., distant quasars and star-forming galaxies), and to constrain cosmological parameters (see the review by Schneider, Kochanek & Wambsganss 2006). In this paper, we focus on strong gravitational lensing in which light bending creates multiple images of the source.

If the source is compact and unresolved, the images and source are each characterised by just three numbers: two position coordinates and a flux. If the source is extended, the resolved images provide many constraints but the structure of the source must be included in the modeling. One approach is to assume the source has elliptical symmetry and analyse isophotal shapes (e.g., Blandford, Surpi & Kundic 2001) or peak surface brightness curves (e.g., Kochanek, Keeton & McLeod 2001) in Einstein rings. A more general approach is to reconstruct the source on a grid in order to permit complex structure and reproduce the data pixel by pixel. Pixel-based source reconstruction (PBSR) algorithms take full advantage of the information in the lensed images, but the large numbers of constraints (image pixels) and free parameters (source pixels) demand advanced techniques and more computational effort.

The history of extended image lens modeling is rich. Early implementations of PBSR algorithms (e.g., Wallington, Kochanek & Narayan 1996; Koopmans 2005) used a two-loop method in which an outer loop varied the lens model parameters, while an inner loop varied source parameters to find the best fit given a lens model. The lens was described parametrically, typically using standard galaxy and halo mass profiles. The source, by contrast, was constructed on a Cartesian grid, and a penalty function was used to disfavor source models that seemed too unphysical. Varying all of the source pixels independently was a costly step. Warren & Dye (2003) simplified the inner loop by showing that the lensing equation can be written as a matrix equation, allowing the optimal source to be found in a single, analytic step (see §2). To improve the spatial resolution, Dye & Warren...
(2005) and Vegetti & Koopmans (2009) introduced irregular source grids while keeping the inner loop linear (see §1).

As the number of approaches to lens modeling grew, Brewer & Lewis (2006) used a Bayesian framework to argue that the methods are basically equivalent and differ only in the choice of priors. Suyu et al. (2006) extended the framework, further developing the idea of using a penalty function to "regularise" the source, and determining the strength of regularisation using Bayesian inference. Both Brewer & Lewis (2006) and Suyu et al. (2006) showed that the choice of prior depends on the data and the unlensed source.

To date, there have been many applications of PBSR for both lens-plane and source-plane science. Suyu et al. (2009, 2010) simultaneously reconstruct the mass distribution of the lens B1608+656 and combine the lens model with the measured time delays to constrain the Hubble constant. Suyu et al. (2012) disentangle the disk, bulge, and halo components in the lens B1933+503. Suyu & Halkola (2010), Vegetti, Czoske & Koopmans (2010), and Vegetti et al. (2010, 2012) all show that mass substructure in lenses can be detected through its effects on lensed images. Sharon et al. (2012) and Dye et al. (2014) explore the intrinsic properties of lensed high-redshift source galaxies.

We note that additional techniques have been developed for analysing radio observations of lensed systems. Because radio interferometers sample the visibility function (the Fourier transform of the sky brightness), radio astronomy has put much effort into developing reliable reduction algorithms. The CLEAN algorithm (Hogbom 1974) fits the "dirty" map of observed surface brightnesses with point sources. It finds the brightest region in the map and subtracts a point source convolved with the instrumental beam, and then iterates until a stopping criterion is met. LensClean (Kochanek & Narayan 1992) adds a step in which the point source is gravitationally lensed before the images are subtracted, allowing the lens model and source to be fit simultaneously.

In this paper, we present a new software called pixsrc that performs PBSR in conjunction with the established lensmodel software (Keeton 2001) for exploring the lens model parameter space. We present the methodology behind pixsrc and then discuss issues that arise during the lens modeling process. In particular, we investigate statistical uncertainties and systematic biases inherent in PBSR methods by analysing representative galaxy-galaxy strong lensing events. We examine the effects of noise and telescope pointing on the lens model analysis, as well the effects of different choices of gridding and priors.

2 BAYESIAN FRAMEWORK

For a given dataset, there may be lens models that fit the data well but require a source that seems unrealistic. (A model with no mass can fit the data perfectly if the source looks exactly like the image.) There may also be models for which the source fits the noise in addition to the lens data. Using Bayesian inference, priors can be used to reject models that are unphysical or overfit the noise. This section reviews the formal framework for PBSR, which has been discussed in detail by Suyu et al. (2006) and Vegetti & Koopmans (2009). We reproduce only the key aspects here.

2.1 Most likely solution

In the absence of dust or other attenuation, lensing conserves surface brightness. The mapping between the source plane and image plane can therefore be written as

\[ \mathbf{d} = \mathbf{Ls} + \mathbf{n}, \]  

where \( \mathbf{L} \) is a linear "lensing operator" that acts on surface brightness values. This operator can encode not only the gravitational deflections of the lens but also effects from the atmosphere and telescope. For example, if \( \mathbf{G} \) characterises the lens while \( \mathbf{B} \) is a "blurring operator" that characterises the point spread function (PSF) of the observations, we can define \( \mathbf{L} \equiv \mathbf{BG} \) to capture the combined effects. \( \mathbf{s} \) and \( \mathbf{d} \) are vectors containing the surface brightness values in the source plane and image plane, respectively, and \( \mathbf{n} \) is the noise present in the data. If the source and data are two-dimensional images with surface brightness values specified on a Cartesian grid, the one-dimensional vectors \( \mathbf{s} \) and \( \mathbf{d} \) can be constructed by column- or row-stacking the two-dimensional images. If the source grid is irregular, the structure of \( \mathbf{s} \) can be more complicated, but the formal framework still applies. For reference, we note that the numbers of pixels in the source and image plane maps are \( N_s \) and \( N_d \), respectively.

If the noise is Gaussian, we can write the likelihood of observing data \( \mathbf{d} \) given a lensing operator \( \mathbf{L} \) and source \( \mathbf{s} \) as

\[ P(\mathbf{d} \mid \mathbf{L}, \mathbf{s}) \propto \exp \left(- \frac{1}{2} E_{\text{d}}(\mathbf{d} \mid \mathbf{L}, \mathbf{s})\right), \]  

where

\[ E_{\text{d}}(\mathbf{d} \mid \mathbf{L}, \mathbf{s}) = \frac{1}{2} \chi^2(\mathbf{s}) = \frac{1}{2} (\mathbf{Ls} - \mathbf{d})^\top \mathbf{C}_d^{-1} (\mathbf{Ls} - \mathbf{d}), \]  

and \( \mathbf{C}_d \) is the symmetric noise covariance matrix, which contains pixel-to-pixel noise correlations. For the case of uniform, pixel-independent noise, \( \mathbf{C}_d \) is diagonal with entries equal to \( \sigma^2 \), where \( \sigma \) is the standard deviation of the noise. Suyu et al. (2006) define the most likely solution, \( \mathbf{s}_{\text{ml}} \), as the source model that maximises the likelihood and thus minimises \( E_{\text{d}} \). Setting \( \nabla E_{\text{d}}(\mathbf{s}) = 0 \), we find that \( \mathbf{s}_{\text{ml}} \) satisfies

\[ \mathbf{F} \mathbf{s} = \mathbf{f}, \]  

where \( \mathbf{F} = \mathbf{L}^\top \mathbf{C}_d^{-1} \mathbf{L} \) and \( \mathbf{f} = \mathbf{L}^\top \mathbf{C}_d^{-1} \mathbf{d} \). Because \( \mathbf{F} \) is square and invertible by construction, \( \mathbf{s}_{\text{ml}} \) is given by

\[ \mathbf{s}_{\text{ml}} = \mathbf{F}^{-1} \mathbf{f}. \]  

If the left-inverse, \( \mathbf{L}^{-1}_{\text{left}} \), of \( \mathbf{L} \) exists\(^1\), then Eq. 5 reduces to

\[ \mathbf{s}_{\text{ml}} = \mathbf{L}^{-1}_{\text{left}} \mathbf{f} \]  

1 We adopt the following conventions: one-dimensional vectors are denoted by bold lower-case letters, two-dimensional matrices are denoted by bold capital letters, and scalars are unbolded.
2 \( \mathbf{F}^{-1} \) will fail to exist if there are source pixels that cannot be constrained by the image pixels (i.e., there are too many source pixels overall, or source pixels that do not map to regions of the image plane with useful data), or if there are image pixels that lack corresponding source pixels. Those situations can generally be avoided with reasonable choices of grids. It is conceivable that certain grid configurations could also create problems for \( \mathbf{F}^{-1} \), but these should be rare.
3 \( \mathbf{L}^{-1}_{\text{left}} \) will exist and be unique if \( \mathbf{L} \) is square and non-singular. If \( \mathbf{L} \) is rectangular, \( \mathbf{L}^{-1}_{\text{left}} \) will exist if there are more image pixels than source pixels and \( \mathbf{L} \) has full column rank. These conditions...
what one might naively expect: 

$$s_{\text{ml}} = L_{\text{d}d}^{-1}d.$$  \hfill (6)

### 2.2 Most probable solution

Unfortunately, $s_{\text{ml}}$ will fit the noise in the data in addition to the lensed images. There are several different ways to avoid such overfitting. Maximum entropy methods (MEMs; Wallington, Narayan & Kochanek 1994) favor sources whose pixel values follow broad distributions expected from information theory, as opposed to sources with some pixels that are very different from the rest. MEMs also prohibit negative surface brightness values. They do not constrain surface brightness variations between adjacent pixels, however, and can lead to large fluctuations over small scales. To favor sources that are smooth, we might introduce a function that penalises large values of the first or second derivative (the particular choice depends on the data and underlying source; see Brewer & Lewis 2006; Suyu et al. 2006). If the penalty function is quadratic in the source surface brightness, the source that maximises the likelihood while minimising the penalty is still given by a linear equation.

Suppose, for example, that we want to introduce a function $E_d(s)$ that penalises large surface brightness gradients. We can define a derivative operator $H$ that acts on a source vector $s$ to produce a vector $Hs$ containing the gradient of the surface brightness at each pixel. Then we put

$$E_d(s) = \frac{1}{2} (Hs) \top Hs = \frac{1}{2} s \top (H \top H)s = \frac{1}{2} s \top Rs,$$  \hfill (7)

where $R = H \top H$. In other words, when sandwiched between two source vectors, $R$ returns the square of the gradient summed over source pixels. A similar construction can return the sum of the squares of the curvature (see §4.3).

It is important to strike a balance between fitting the data and regularising the source (especially since any given regularisation scheme may not accurately represent the true source surface brightness). This can be done by writing the full posterior probability distribution for the source model as

$$P(s \mid L, R, d, \lambda) \propto \exp \left(-M(s)\right),$$  \hfill (8)

where

$$M(s) \equiv E_d(s) + \lambda E_o(s),$$  \hfill (9)

and $\lambda$ is a dimensionless parameter that determines which term in Eq. (8) dominates. When the “regularisation strength” $\lambda$ is small, the Bayesian framework will primarily fit the data; while when $\lambda$ is large, the framework will enforce strong priors on the source. Suyu et al. (2006) define the most probable solution $s_{\text{mp}}$ as the source model that maximises the posterior and thus minimises $M(s)$. To find this model, we Taylor expand $E_d$ to second order about its minimum,

$$E_d(s) = E_d(s_{\text{ml}}) + \frac{1}{2} (s - s_{\text{ml}}) \top F(s - s_{\text{ml}}).$$  \hfill (10)

The matrix $F$ that appears here is the Hessian of $E_d$, but from Eq. (5) this is the same as $F$ defined in Eq. (2). Setting $\nabla M(s) = 0$, we find that $s_{\text{mp}}$ satisfies

$$As = Fs_{\text{ml}},$$  \hfill (11)

where $A = F + \lambda R$ is the Hessian of $M$ from Eq. (9). Because $A$ is square and invertible by construction, $s_{\text{mp}}$ is given by

$$s_{\text{mp}} = A^{-1}Fs_{\text{ml}} = A^{-1}f.$$  \hfill (12)

It remains to determine the regularisation strength $\lambda$ seen in Eq. (7). In the Bayesian framework, the optimal value of $\lambda$ is found by maximising (see Suyu et al. 2006 for a full discussion)

$$P(\lambda \mid d, L, R) \propto P(d \mid L, \lambda, R)P(\lambda).$$  \hfill (13)

We assume a uniform logarithmic prior, $P(\lambda) \propto \lambda^{-1}$, because we do not know the scale of $\lambda$ a priori. The optimal regularisation strength, $\lambda$, can then be found numerically.

Formally, $s_{\text{mp}}$ is a biased estimator of the true source surface brightness $s_{\text{true}}$. Suyu et al. (2006) show that averaging over many realisations yields

$$\langle s_{\text{mp}} \rangle = A^{-1}F s_{\text{true}},$$  \hfill (14)

which differs from $s_{\text{true}}$ to the extent that $A^{-1} = (F + \lambda R)^{-1}$ differs from $F^{-1}$. The simulations presented in Figure 5 allow us to quantify the extent to which the bias translates into errors on recovered lens model parameters.

### 2.3 Model ranking

Once we solve for the source at a fixed lens model, we must rank different models by evaluating the posterior probability

$$P(L, R \mid d) \propto P(d \mid L, R) \times \text{priors on } L \text{ and } R.$$  \hfill (15)

If the priors on the lens models and regularisation scheme are flat, then we can just evaluate the Bayesian evidence

$$P(d \mid L, R) = \int P(d \mid L, \lambda, R)P(\lambda) d\lambda.$$  \hfill (Suyu et al. 2006)

suggest that the distribution for $\lambda$ can be expected to have a sharp peak, so instead of computing the full integral we can just evaluate the integrand at its peak.

Examining Eqs. (2) and (15) we can infer that

$$-2 \ln \mathcal{E} = \chi^2 + V,$$  \hfill (16)

where $\mathcal{E}$ is shorthand for the evidence and $V$ is a constant that depends on the available prior volume of the parameter space. Thus, we will use $\chi^2$ and $-2 \ln \mathcal{E}$ interchangeably. For a more detailed discussion on the connection between evidence and $\chi^2$, see Jenkins & Peacock (2011).

---

4 The Hessian of a function is a matrix that contains the second order partial derivatives of the function. In this case, the derivatives are taken with respect to the source vector. For example, the $(i,j)$ entry of $F$ would hold the second order derivative of $E_d$ with respect to the $i^{th}$ and $j^{th}$ source pixels.

5 Strictly speaking, this is not the full evidence because the lens model parameters are not marginalised, but the terminology is standard.
3 TEST DATA

To explore possible uncertainties and biases in PBSR algorithms, we construct test data using a simple but realistic lens and source. The lens is a singular isothermal ellipsoid (SIE), which is a popular choice for modeling elliptical galaxies. Although the dark and luminous mass profiles are not simple power laws individually, the total density profile appears to be close to isothermal (Kronawitter et al. 2000; Koopmans et al. 2009; Treu 2010). The SIE is placed at the origin and fixed with an Einstein radius of 3″, ellipticity of 0.3, and position angle of 60° east of north. The source luminosity profile is an elliptical Gaussian with a half-light radius of 0.125″ and peak surface brightness of 5 (in arbitrary units). The position and orientation of the source are varied to create four canonical lens configurations that let us assess whether uncertainties in PBSR algorithms are sensitive to the image morphology. Fig. 1 shows a 2-image configuration along with three configurations that nominally have four images: a source near the center of the caustic produces a “cross” configuration with four distinct images; a source just inside the caustic curve produces two short arcs and a long arc from two merging images (a “fold” configuration); and a source inside a cusp in the caustic produces one long arc from three merging images along with an isolated image on the other side (a “cusp” configuration). In the following sections we vary the amount of noise in the mock data (Fig. 2) and the resolution (i.e., the pixel scale; Fig. 3).

4 ISSUES INTRINSIC TO THE ALGORITHM

Some of the practical challenges in PBSR are inherent to the algorithm itself. We have already mentioned the need for regularisation. Dealing with gridded data makes some degree of interpolation unavoidable. Also, different parts of the image plane probe different spatial scales in the source plane, depending on the lensing magnification. Using an adaptive source plane grid helps take full advantage of the information contained in a lensed image, but leads to challenges with interpolating and calculating derivatives on an irregular grid. In this section we examine how these issues affect the source reconstruction and lens model ranking.
4.1 Gridding

In PBSR, the image and source grids do not have to be the same. Image pixels have definite dimensions set by the instrument and data processing. But source “pixels” are more general; they refer loosely to positions (and small regions around them) where one chooses to reconstruct the surface brightness of the source. The shape and density of source pixels are arbitrary, and they can vary across the source plane. The source pixel density directly limits the resolution of the reconstruction.

If source pixels outnumber image pixels, the reconstruction problem will be underconstrained. The regularisation strength will be driven to high values, effectively decreasing the number of independent source pixels. In each of the gridding schemes discussed below, the grid is constructed so the number of source pixels is approximately half the number of image pixels.

The size and shape of the grid can be limited to specific regions on the sky. Using all image pixels may be computationally expensive, and it can make the regularisation less effective (because most of the source pixels would just contain noise). Therefore it may be useful to construct masks around regions that contain lensed images. Wayth et al. (2005) comment on the importance of careful pixel masking, because pixels that do not contain flux can be as important as those that do. If a model fits the observed surface brightness but also puts flux where no light is observed, the model should be penalised but overly aggressive masking might cause the faulty pixels to be ignored. As a precaution, pixsrc can find and include all pixels that are “sisters” to the pixels in the masked region(s). Doing so requires some care because the number of image pixels that get used can vary with the lens model.

We describe three different schemes for gridding the source plane: one Cartesian and two adaptive. Fig. 4 shows examples of the two adaptive grids. We compare the performance of the two adaptive gridding schemes in §4.4.

4.1.1 Cartesian grid

We begin with a simple Cartesian grid. The pixel density and resolution in the source plane are uniform. The grid dimensions and pixel scale can be set manually or chosen to achieve $N_s \approx N_d/2$, as this seems to adequately reconstruct the source without being underconstrained. Benefits of the Cartesian grid lie in its simplicity: the grid, lensing operator, and regularisation operator are easily and quickly constructed. However, the uniform resolution means that small scales cannot be probed without incurring a large number of source pixels and a correspondingly large regularisation strength.

4.1.2 Fully adaptive grid

Vegetti & Koopmans (2009) introduced a gridding scheme in which some of the image plane pixels are mapped to the source plane and used to construct the source grid (see Fig. 5). By default we choose to use every other pixel to construct the grid, which helps to ensure that $N_s \approx N_d/2$. The advantage of this “fully adaptive” grid is that the density of pixels in the source plane is set directly by the lens mapping, so it automatically achieves the natural resolution of lensing. The challenge is that computing the derivatives needed for regularisation can be difficult on an irregular grid (see §4.3 and Fig. 6).

Figure 4. Triangulation of a fully adaptive grid (top) and an adaptive Cartesian grid (bottom). The lens model used is specified in §4.1: a SIE located at the origin with Einstein radius 3″, ellipticity 0.3, and position angle 60° east of north.
4.1.3 Adaptive Cartesian grid

The adaptive Cartesian grid builds from the Cartesian grid. An initial two-dimensional grid is refined, adding or removing pixels, so the pixel density varies according to some criterion. Such adaptive mesh refinement algorithms have been used in many fields of research, including star formation modeling, radiative transfer codes, and magnetohydrodynamic simulations. For PBSR, we implement an adaptive Cartesian grid similar to that used by Dye & Warren (2005), which is designed to place more source pixels in regions of higher magnification. We first give a heuristic description of the gridding scheme, and then provide more details.

An initial, zeroth level grid is constructed as a box just large enough to contain all of the ray-traced image pixels, with five grid points (at the corners and center). A zeroth level magnification, \( \mu_0 \), is ascribed to this grid. Then each quadrant is examined, and if the magnification in this quadrant, \( \mu_1 \), is larger than four times the magnification of the parent grid (\( \mu_1 \geq 4\mu_0 \)), the quadrant is split into a (first level) subgrid, itself consisting of four quadrants. The factor of four here is necessary because as we add a subgrid, we split a quadrant into four more quadrants, increasing the spatial resolution by a factor of four (in area). Then, for each of these first level quadrants, we add a second level of subgridding if \( \mu_2 \geq 4\mu_1 = 16\mu_0 \). This process is repeated for every quadrant and subquadrant.

In practice, it would be computationally expensive to examine every quadrant and subquadrant, and it would be undesirable to do so since many source pixels would be unused in the lensing operator. Instead, every image pixel is ray-traced back to the source plane, the local magnification at that location is computed, the appropriate level of subgridding is determined based on the ratio of the local magnification to the zeroth level magnification, and only the minimum number of source pixels (three or fewer) needed are created.

It still remains to determine \( \mu_0 \). Because the size of the zeroth level grid is arbitrary, \( \mu_0 \) is also arbitrary. This freedom is what Dye & Warren (2005) encapsulate in their “splitting factor.” We note that Dye & Warren (2005) allow their splitting factor to vary in the source reconstruction.

We have not explored this additional freedom. Instead, we fix \( \mu_0 \) so that \( N_s \approx N_h/2 \).

The appeal of the adaptive Cartesian grid lies in its use of the magnification as a physical motivation for adaptive gridding. As we will see in §§4.4 and Fig. 14, the noise in the \( \chi^2 \) surface is larger using the adaptive Cartesian grid. The higher noise is thought to be due to the discrete change in magnification required to trigger the subgridding. However, as discussed in §§4.3 and Fig. 8, derivatives seem to be computed more accurately.

4.2 Interpolation

The surface brightness of an image pixel is calculated by ray-tracing the pixel to the source plane and linearly interpolating over up to three adjacent source pixels. Such interpolation amounts to treating the source as a collection of small planes, which may or may not provide an accurate approximation to the true surface brightness distribution (depending on the pixel scale). Errors from the interpolation can be important if they are large compared with the random noise in the data.

As an illustration, Fig. 6 shows data, model, and residuals for a high-quality image of a source in the cusp configuration. The peak S/N is 500, and the image resolution is 0.03 arcsec/pixel. The lens model was fixed at the correct model, and the fully adaptive grid was constructed as usual, but the source surface brightness was fixed at the known value for the cusp source (rather than being reconstructed). By visual inspection, the data and model seem to agree well, but the residuals show clear structure. Also, the \( \chi^2 \) value is 13,236, which corresponds to a reduced \( \chi^2 \) of 1.60. This is troubling since the lens and source models were fixed at the true values. The residuals, and hence the large \( \chi^2 \) value, arise from interpolation errors. To see this, Fig. 8 shows the difference between an image constructed directly from the analytic source and an image constructed from the interpolated version. The structure of the interpolation errors clearly explains the structure of the model residuals.

We need a way to account for these errors. Strictly speaking, we would have to know the true surface brightness of the source in order to determine interpolation errors in the first place. As an approximation, we fit an analytic model (comprising one or more Sérsic profiles) to the pixelated source. We use this analytic model to compute a map of interpolation errors, as shown in the top right panel of Fig. 8. (The error map can be blurred by the PSF as needed.) We then modify the noise covariance matrix \( C_d \) in Eq. 3 with the substitution

\[
C_d \rightarrow C_d + C_{\text{interp}}.
\]  

We make \( C_{\text{interp}} \), a diagonal matrix containing the squares of the interpolation errors (which omits any correlations in errors among pixels but is a simple and effective approach). This modification lowers the \( \chi^2 \) value for the case shown in Fig. 8 to 8275, which corresponds to a reduced \( \chi^2 \) of 0.999.

Accounting for interpolation errors in this way is a conservative practice, as the effect is to broaden the \( \chi^2 \) surface.

8 If the fit to the pixelated source is poor, we do not account for interpolation errors.
Uncertainties in pixel-based source reconstruction

Figure 6. Visualisation of interpolation errors for a source in the cusp configuration with a peak S/N of 500 and a resolution of 0.03 arcsec/pixel. From top left, clockwise: data, interpolation errors, model residuals, model. The lens and source models were fixed at their correct values, but there are significant residuals with the same structure as the interpolation errors. Accounting for interpolation errors lowers the $\chi^2$ from 13,236 to 8275, corresponding to a change in reduced $\chi^2$ from 1.60 to 0.999.

As an example, Fig. 7 shows a one dimensional cut of the Bayesian evidence for a cusp configuration with a pixel scale of 0.05 arcsec/pixel and a peak S/N of 100. All lens model parameters except the Einstein radius are fixed at their true values. The curves show the Bayesian evidence as a function of $R_E$ for two forms of regularisation (discussed in §4.3) when we do or do not account for interpolation errors. Although the location of the minimum does not appear to change, the $\chi^2$ curve becomes shallower when interpolation errors are addressed, reflecting a larger uncertainty in the Einstein radius.

The scale of interpolation errors depends on the lens configuration and image resolution. Fig. 8 shows the minimum and maximum interpolation errors as a function of the pixel scale for all four lens configurations, using both the fully adaptive and adaptive Cartesian grids. The lens model and source brightness are again fixed at their true values. As the image resolution improves, the interpolation errors decrease. The doubly-imaged source is not as highly magnified as the other cases, so the effective resolution in the source plane is lower and the interpolation errors are larger (reaching about 20% of the peak flux). The quad configurations show interpolation errors up to about 7%.

4.3 Regularisation

In §2.2 we discussed regularising the source by penalising large values of the first or second derivative of the surface brightness distribution. In this section we explore two methods for computing the required numerical derivatives: a finite difference method (FDM) and a divergence theorem method (DTM). Note that the formulae in this section are deliberately written so that each source pixel receives equal weight in the regularisation; the formulae would have to be modified to weight pixels by the area they subtend in order to obtain true derivatives of the source surface brightness distribution. We use equal weighting to take advantage of the fact that

Figure 7. Effect of interpolation errors, when the errors are comparable to the noise level. The test data have a source in the cusp configuration with a peak S/N of 100 and a resolution of 0.05 arcsec/pixel. Red, solid lines and blue, dashed lines correspond to curvature regularisation and ASR, respectively (see §4.3 for a discussion of regularisation schemes). The upper lines do not account for interpolation errors, while the lower lines do. Because we focus on differences in $\chi^2$, vertical offsets have been applied, but differences between same colour curves are meaningful. Qualitatively, we see that accounting for interpolation errors broadens the $\chi^2$. Quantitatively, the ranges of $\chi^2$ change by factors of 1.8 and 1.2 for curvature regularisation and ASR, respectively.

Figure 8. Minimum and maximum interpolation errors are shown as a function of the pixel scale for both gridding schemes. (The pixel scale is quoted for the image plane because that is the quantity known from data, but bear in mind that interpolation occurs in the source plane.) From top left, clockwise: cusp, fold, cross, and 2-image configurations. The lens and source models were fixed at their correct values. The percent error in any given image pixel is calculated by taking the ratio of the interpolation error in that pixel to the peak signal in the image. The doubly-imaged configuration shows the largest errors, because the magnification is lower and hence the number of source pixels that cover the source is smaller.
lensing effectively gives higher resolution in regions that are more highly magnified (see Vegetti & Koopmans 2009 for more discussion). This choice makes the regularisation sensitive to the lens model through the density of source pixels, so in principle it might introduce model-dependent biases into the regularisation. The simulations presented in Fig. 9 suggest that such biases are small in practice.

Fig. 9 shows how the two methods perform on both the fully adaptive and adaptive Cartesian grids. The source is an elliptical Gaussian with ellipticity 0.3, and the magnitude of the gradient is shown. It is important to note that only relative magnitudes are meaningful, because the regularisation strength can absorb multiplicative factors. For the fully adaptive grid, DTM yields much better results. For the adaptive Cartesian grid, the difference is less significant but there is still some improvement going from FDM to DTM.

We also introduce a regularisation scheme that penalises the source model for deviations from an analytic source profile and refer to this method as analytic source regularisation (ASR).

### 4.3.1 Finite difference method

Using Taylor’s theorem, we can calculate derivatives on a grid using the finite difference method (FDM). For a simple Cartesian grid, the gradient at a particular pixel \( m \) can be approximated by taking directional finite differences of the surface brightness along the grid axes at the pixel \( m \).

\[
\mathbf{g}[m] = \frac{1}{2} \sum_n \left( \mathbf{s}[n] - \mathbf{s}[m] \right) \frac{\mathbf{r}[n] - \mathbf{r}[m]}{|\mathbf{r}[n] - \mathbf{r}[m]|^2} \propto \sum_n \left( \mathbf{s}[n] - \mathbf{s}[m] \right) \mathbf{r}_{nm},
\]

where \( \mathbf{g} \) is a vector containing the derivatives at each source pixel, \( \mathbf{r} \) is a vector containing the position vectors of each source pixel, \( \mathbf{r}_{nm} \) is a unit vector pointing from \( n \) to \( m \), and the sums are over the four nearest pixels. The last proportionality holds because, for a Cartesian grid, the distances between adjacent pixels are identical and can be absorbed into the regularisation strength. To approximate the second derivative across the source plane, we write down the Laplacian as

\[
\mathbf{h}[m] = \nabla \cdot \mathbf{g}[m] 
\]

\[
\propto \nabla \cdot \left( \sum_n \left( \mathbf{s}[n] - \mathbf{s}[m] \right) \mathbf{r}_{nm} \right) \propto \left( \sum_n \mathbf{s}[n] \right) - N \mathbf{s}[m],
\]

where \( \mathbf{h} \) is a vector containing the second derivative at each source pixel and the sum is again over the \( N = 4 \) nearest pixels. In both cases, if the pixel is not on the edge of the grid then the sums include the four pixels to the immediate left, right, top, and bottom of the pixel in question. If the pixel is on the edge, the “missing” pixels are assumed to contain zero flux. This effectively assumes the surface brightness outside the source grid is zero, which can lead to ineffective regularisation if the grid is small enough that the edges are close to the region of interest. 

As Suyu et al. (2006) note that the derivative calculations can be modified to avoid assuming zero surface brightness outside the grid, but that can lead to problems for ranking lens models.

The preceding discussion can be extended to adaptive
Uncertainties in pixel-based source reconstruction

The method described here is developed in Xu & Liu (2006), we reproduce some of the key elements. It is called by the authors an irregular grid finite difference method based on the Green-Gauss theorem (as Green’s theorem reduces to Gauss’ theorem in two dimensions). The theorem states that for a scalar function \( F \) defined on \( \mathbb{R}^2 \) with continuous partial derivatives, we can relate the surface integral over some region \( \Omega \) to a line integral along the boundary of \( \Omega \):

\[
\int \int_{\Omega} \nabla F \, d\Omega = \oint_{\partial \Omega} \hat{n} \cdot \nabla F \, ds,
\]

where \( \hat{n} \) is a unit normal vector on the boundary, pointing outwards. Suppose \( \Omega \) is a region, called a stencil, small enough that \( \nabla F \) is approximately constant across the region. Then we can pull the gradient out of the integral and write

\[
\nabla F = \frac{1}{\Omega} \oint_{\partial \Omega} \hat{n} \cdot \nabla F \, ds,
\]

from which it follows that

\[
\nabla \cdot (\nabla F) = \frac{1}{\Omega} \oint_{\partial \Omega} \hat{n} \cdot \nabla F \, ds,
\]

For implementation, the integrals are converted to sums, and \( \Omega \) is defined by connecting centroids of Delaunay triangles to adjacent midpoints of the sides of the triangles (see Fig. 11). Depending on the density of source pixels, the stencil \( \Omega \) may not be small enough for \( \nabla F \) to be constant. We nevertheless take Eq. 23 to define an effective gradient for each pixel.\(^{10}\)

Unlike the FDM, the DTM does not assume the flux vanishes outside the grid. Eq. 23 and \( 24 \) can be applied to the grid edges, as long as care is taken in closing the line integrals. Thus, edge effects in the regularisation are minimal. Fig. 9 suggests that derivatives calculated with the FDM can be inaccurate. Certain configurations of points on the fully adaptive grid can cause virtual pixels to lie very close to \( m \), leading to an anomalously high estimate for the derivative. Such events are rare and do not have a dramatic effect on the source reconstruction. The adaptive Cartesian grid is less susceptible to such grading issues.

4.3.3 Analytic source regularisation

As an alternative to derivative-based regularisation, we have developed a quadratic form of regularisation that penalises the source for deviations in surface brightness from one or more analytic profiles. We find that analytic source regularisation (ASR) is especially useful in recovering the surface brightness of the source in noisy data. Currently, the reference surface brightness distribution has a Sérsic profile,

\[
I(\vec{r}) = I_0 \exp \left[ - \left( \frac{r^p}{r_v} \right)^{1/n} \right],
\]

where

\[
\begin{split}
\nabla^2 [g[m]] &= \sum_n \left( \frac{D[v_{n-1}, s_{n-1}]}{D[v_{n-1}, m]D[s_{n-1}, s_n]} \vec{r}_{s_{n-1}} + \frac{D[v_{n+1}, s_{n+1}]}{D[v_{n+1}, m]D[s_{n+1}, s_n]} \vec{r}_{s_{n+1}} \right) s[s_n] \\
&\quad - \left( \sum_n \frac{1}{D[m, v_n]} \right) s[m],
\end{split}
\]

where the sums run from \( n = 1 \) to \( n = 4 \), \( D[r, s] \) is a functional that returns the distance between points \( r \) and \( s \), \( v_p \) is the \( p \)th virtual pixel, and \( \vec{r}_p \) is a unit vector pointing toward the \( p \)th virtual pixel. For simplicity of notation, we let the indices wrap around (e.g., \( v_0 = v_2 \) and \( v_1 = v_3 \)).

Fig. 9 suggests that derivatives calculated with the FDM can be inaccurate. Certain configurations of points on the fully adaptive grid can cause virtual pixels to lie very close to \( m \), leading to an anomalously high estimate for the derivative. Such events are rare and do not have a dramatic effect on the source reconstruction. The adaptive Cartesian grid is less susceptible to such grading issues.

4.3.2 Divergence theorem method

The method described here is developed in Xu & Liu (2006), we reproduce some of the key elements. It is called by the authors an irregular grid finite difference method based on the Green-Gauss theorem (as Green’s theorem reduces to Gauss’ theorem in two dimensions). The theorem states that for a scalar function \( F \) defined on \( \mathbb{R}^2 \) with continuous partial derivatives, we can relate the surface integral over some region \( \Omega \) to a line integral along the boundary of \( \Omega \):

\[
\int \int_{\Omega} \nabla F \, d\Omega = \oint_{\partial \Omega} \hat{n} \cdot \nabla F \, ds,
\]

where

\[
\begin{split}
\nabla^2 [h[m]] &= \sum_n \left( \frac{D[v_{n-1}, s_{n-1}]}{D[v_{n-1}, m]D[s_{n-1}, s_n]} \vec{r}_{s_{n-1}} + \frac{D[v_{n+1}, s_{n+1}]}{D[v_{n+1}, m]D[s_{n+1}, s_n]} \vec{r}_{s_{n+1}} \right) s[s_n] \\
&\quad - \left( \sum_n \frac{1}{D[m, v_n]} \right) s[m],
\end{split}
\]

where the sums run from \( n = 1 \) to \( n = 4 \), \( D[r, s] \) is a functional that returns the distance between points \( r \) and \( s \), \( v_p \) is the \( p \)th virtual pixel, and \( \vec{r}_p \) is a unit vector pointing toward the \( p \)th virtual pixel. For simplicity of notation, we let the indices wrap around (e.g., \( v_0 = v_2 \) and \( v_1 = v_3 \)).
where $I_0$ is the normalisation, $r_s$ is the scale radius, and $n$ is the Sérsic index. Elliptical models are created from a linear transformation of coordinates. More complicated sources can be built from a combination of Sérsic profiles that represent multiple, blended sources (such as "knots" in star-forming galaxies).

To implement ASR, we first find the analytic source $s_a$ that best fits the data. We vary the position, normalisation, scale radius, Sérsic index, ellipticity, and position angle of the analytic source using a downhill simplex optimisation routine (Press et al. 2002). We then use the best-fit analytic source to construct a regularisation matrix, $H$, that acts on a source vector, $s$, to produce a deviation vector, $\Delta = Hs$, whose value at pixel $m$ is given by

$$\delta[m] = \left( \sum_n s[n] \right) - N_s \frac{s[m]}{s_a}.$$  

(26)

where $s_a[p]$ is the flux at $p$ from the analytic source, and the sum is over $N$ pixels that share a Delaunay triangle with pixel $m$. The deviation vector vanishes if the source vector agrees completely with the analytic profile, or indeed if $s$ is any real multiple of $s_a$. More generally, $\Delta$ quantifies the degree to which $s$ does not match a multiple of $s_a$. Because the inverse brightness values in Eq. (26) can become large toward the outer regions of the analytic profile, we set the analytic source flux to 10% of the noise level once it falls below this value. Fig. 12 suggests that ASR is more effective than derivative-based regularisation at recovering the source from noisy data. This result is perhaps not surprising; because ASR assumes a functional form for the source, it is a stronger prior than derivative-based regularisation. It is important to note that ASR will yield accurate source reconstructions only if the true source is well described by the assumed functional form.

At this point we should consider whether regularisation introduces any biases in the values or uncertainties for recovered lens model parameters. Because the noise is Gaussian and centered on zero, we conjecture that analysing many different realisations of the noise can uncover the true underlying likelihood function (as an alternative to explicitly regularising the source surface brightness). We construct thousands of "observations" of a cusp lens with a peak S/N of 1 (see the top left panel of Fig. 2) and a resolution of 0.05 arcsec/pixel. Clockwise from top left: the true source surface brightness followed by sources reconstructed from gradient-based regularisation, curvature-based regularisation, and analytic source regularisation. The source recovered using ASR best matches the true source brightness. In the case of blended sources (not shown), ASR also outperforms derivative-based regularisation.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure12.png}
\caption{Comparison of sources reconstructed from noisy data. The test data have a source in the cusp configuration with a peak S/N of 1 (see the top left panel of Fig. 2) and a resolution of 0.05 arcsec/pixel. Clockwise from top left: the true source surface brightness followed by sources reconstructed from gradient-based regularisation, curvature-based regularisation, and analytic source regularisation. The source recovered using ASR best matches the true source brightness. In the case of blended sources (not shown), ASR also outperforms derivative-based regularisation.}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure13.png}
\caption{Effects of regularisation on parameter estimation. The $y$-axis label "statistic" denotes $\chi^2$ and $-2\ln\mathcal{L}$ for cases without and with regularisation, respectively, but for simplicity we refer to both as $\chi^2$. (We have applied a vertical offset to facilitate comparing the curves.) We construct many realisations of a cusp lens with a peak S/N of unity and a resolution of 0.1 arcsec/pixel. After stacking the results, we expect the $\chi^2$ curve without regularisation (shown in red) to represent the true errors on the ellipticity. ASR (shown in blue) seems to agree well with the reference case. By contrast, curvature regularisation (shown in green) has a minimum that is shifted away from the true value $e = 0.3$. Also, the $\chi^2$ curve rises rapidly away from the minimum, causing the parameter uncertainties to be underestimated. For each case, the dark, thick line corresponds to the median value, and the bands are 68% confidence intervals, estimated from bootstrapping.}
\end{figure}

11 Because ASR can obtain a minimum for $s \neq 0$, some of the algebra in Eq. (12) is modified. However, the key results (specifically Eqs. (12), (16) are unchanged.
4.4 Effect on $\chi^2$

When exploring the lens model parameter space, we find that the likelihood surface can be jagged even for our clean test data. Wallington, Narayan & Kochanek (1994) remarked on “glitches” in $\chi^2$ for their maximum entropy analysis, but noted that the glitches disappeared as the PSF and noise vanished. In our analysis, the jaggedness is reduced but not eliminated in that limit. It arises, we suspect, from the discrete nature of PBSR itself. A small, continuous change in the lens model parameters can shift the source pixels in a way that causes the Delaunay algorithm to connect the pixels in a different way, leading to abrupt changes in the lensing operator and regularisation matrix.

To probe these issues, we examine one-dimensional cuts of the $\chi^2$ surface for various gridding and regularisation schemes. We focus on test data for the cusp configuration with a peak S/N of 25 and pixel scale of 0.05 arcsec/pixel. We fix all lens model parameters at their correct values and vary only the ellipticity of the lensing galaxy. We consider different combinations of grids (fully adaptive or adaptive Cartesian) and priors (gradient regularisation with FDM or DTM, or ASR). The results are shown in Fig. 14.

Qualitatively, we find that the fully adaptive grid shows less small-scale fluctuation in $\chi^2$ than the adaptive Cartesian grid. Since the fully adaptive grid is constructed by ray tracing image pixels to the source plane, it more naturally accommodates small changes in the lens model. The adaptive Cartesian grid, by contrast, either remains fixed or changes discretely (if the magnification crosses the criterion for subgridding; see §4.1.3). Thus, even though the adaptive Cartesian grid yields more accurate derivative calculations (recall Fig. 7), that benefit seems to be outweighed by gridding noise in $\chi^2$. It may be possible to improve the performance of the adaptive Cartesian grid by developing a different criterion for subgridding, but such modifications have not yet been explored.

Turning to regularisation, the DTM yields somewhat smaller fluctuations than the FDM, at least for the fully adaptive grid (with the adaptive Cartesian grid, the noise is dominated by the gridding anyway). ASR leads to the smoothest $\chi^2$ curves for both types of grids. As the lens model parameters vary, the best fit analytic source and the corresponding weights in the regularisation matrix can vary smoothly as well. It is interesting that the fully adaptive grid with the DTM does not show a similar level of smoothness, because that method also changes continuously with lens model parameters. The difference may occur because the deviation vector $\delta$ in Eq. 26 is a dimensionless ratio of surface brightnesses, whereas the derivatives used for gradient or curvature regularisation have units of surface brightness divided by distance or squared distance. Using a dimensionless measure of deviation allows each pixel to have equal weight in the regularisation matrix, a quality that the derivative-based methods do not necessarily have.

Finally, we note that the $\chi^2$ curve is flatter near the minimum for ASR than it is for gradient regularisation (focusing now on the fully adaptive grid). This causes ASR to yield larger uncertainties in the ellipticity of the lensing galaxy, as we saw already in Fig. 13. If the ASR is taken to represent the true posterior probability distribution, then the errors reported using the fully adaptive grid with gradient regularisation are being underestimated.

In summary, we find that the gridding and regularisation schemes both affect the level of noise in the Bayesian evidence. These two algorithmic issues need to be considered carefully in applications of PBSR.

5 PRACTICAL ISSUES

In real data, the image resolution is typically fixed by the observational equipment, but the telescope pointing and the noise in the data are particular realisations; on a different day, the same observation would not actually be identical. We now consider whether such chance events introduce any statistical or systematic uncertainties into conclusions derived from lens modeling. We examine noise and pointing both separately and jointly, with and without a PSF.

We sometimes just optimising the parameters and sometimes performing a full parameter space exploration. We assume Gaussian noise with zero mean, which can be considered to represent electron read-out noise, Poisson noise (in the large mean limit), or sky noise. As a fiducial case, we use a lens in the cusp configuration with a pixel scale of 0.05 arcsec/pixel and a peak S/N of 10, but we examine different choices as discussed below. Since ASR is computationally expensive, and curvature regularisation is well suited for initial parameter space explorations (see §6 for more discussion), we use the fully adaptive grid with curvature regularisation and FDM here.

5.1 Effects of noise

While the noise level will affect the uncertainty in lens model parameters, the particular noise realisation will also affect the best-fit values of the parameters. To explore this possibility, we create 100 “observations” with the same data but different realisations of the noise, for the various noise levels shown in Fig. 2. We optimise the parameters and examine the scatter among best-fit values (at this point we are not fully quantifying the parameter uncertainties). The pixel scale is fixed at the high resolution of 0.02 arcsec/pixel (see Fig. 8), so that effects due to pixel size are minimised.

Fig. 15 shows the results in terms of different two-dimensional parameter projections, along with the median and 68% confidence intervals for individual parameters. There is no significant bias in the parameter values. Empirically, the scatter among best-fit values appears to have a power law dependence on S/N with a slope of $\sim -0.8$ across all lens model parameters.

5.2 Effects of pointing

Telescope pointing affects how photons are collected into pixels, so small shifts may influence the data and hence the observations often include multiple exposures to handle cosmic rays, bad pixels, dithering, and subsampling the PSF. We imagine our analysis being applied to the final image after data reduction.

The PSF is used both in creating the mock data and in modeling the lens.
Figure 14. Effective $\chi^2$ as a function of ellipticity for various gridding and regularisation schemes. The test data have a source in the cusp configuration with a peak S/N of 25 and a resolution of 0.05 arcsec/pixel. The columns correspond to different grids (left is fully adaptive, right is adaptive Cartesian). The rows correspond to different regularisation schemes (top is gradient regularisation with FDM, middle is gradient regularisation with DTM, bottom is analytic source regularisation [ASR]). The different panels have the same vertical range (and the vertical offsets are not meaningful). In general, the fully adaptive grid leads to less noise in $\chi^2$ than the adaptive Cartesian grid. ASR produces the smoothest curve over large scales, presumably because the regularisation matrix does not change discretely and the deviation from an analytic profile is measured in a dimensionless way.
Figure 15. Best-fit lens model parameters for different realisation of noise in the data. The source is in the cusp configuration. Red, green, and blue points correspond to peak S/N levels of 1, 10, and 25, respectively. The points marked correspond to optimal lens model parameters; this analysis does not include full parameter uncertainties. The quoted uncertainties indicate the ranges that enclose 68% of the best-fit values. The pixel scale is fixed at 0.02 arcsec/pixel so the effects of pixel size are minimal. Dashed, yellow lines mark the true values.

5.3 Effects of noise and pointing

Now we consider noise and telescope pointing together, and we extend the analysis to all four test image configurations. We again create multiple “observations” but now each contains both a different realisation of the noise and a different random pointing. Table 5.3 quantifies the spread in best-fit parameter values for all four image configurations and peak S/N values of 1, 10, and 500.

In general, the scatter decreases as the S/N increases. The 2-image case tends to have more scatter than the other cases because a 2-image configuration provides weaker constraints than configurations that have additional images and/or long arcs. The high-S/N cases show some small formal biases in the parameters, but we expect those would be reduced if a PSF were included.

For some applications, we are interested in the intrinsic properties of the source galaxy (e.g., Sharon et al. 2012, Dye et al. 2014). Depending on the information available, it may be possible to estimate the luminosity, dynamical mass, mass-to-light ratio, gas mass fraction, and star formation rate for the source. Such applications require knowledge of the lensing magnification, so we examine uncertainties in the magnification associated with noise and pointing. Specifically, for each lens model in Table 5.3, we compute the total magnification of the source. We quantify the scatter using the 68% confidence interval, and then divide by the true magnification to obtain the fractional uncertainty for each lens configuration. (We are still just examining the scatter among best-fit models for different realisations of noise and pointing; we are not yet characterising the full uncertainties in individual lens models.)

Fig. 18 shows the results. At low S/N, the cusp configuration has the largest uncertainties, presumably because the source lies in a region where small changes in the model can lead to large changes in the magnification. At higher S/N,
Figure 16. Best-fit lens model parameters for different realisations of the telescope pointing. The source is in the cusp configuration. The shifts are drawn from a uniform distribution that is one pixel in each direction. Red, green, and blue points correspond to image resolutions of 0.1, 0.05, and 0.03 arcsec/pixel, respectively. The peak S/N is $5 \times 10^5$ so that effects related to noise are negligible. Dashed, yellow lines mark the true values.

Figure 17. Similar to Fig. 16 but including a PSF. The source is placed in the cusp configuration, and the image resolution is fixed at 0.05 arcsec/pixel. The red points have no PSF, while the green and blue points have circular Gaussian PSFs with FWHM equal to 0.059 and 0.12 arcsec, respectively.
Table 1. Best-fit lens model parameters when we consider different noise realizations and telescope pointings simultaneously. The observations correspond to peak S/N values of 1, 10, and 500, and the resolution is 0.05 arcsec/pixel. For each set of observations, the middle column corresponds to the median value recovered, and the lower and upper bounds of the 68% CI are shown in the first and third columns, respectively.

|           | S/N = 1          | S/N = 10         | S/N = 500         |
|-----------|------------------|------------------|-------------------|
|           | lower median upper | lower median upper | lower median upper |
| **cusp**  |                  |                  |                   |
| R\(_E\)   | 2.99328 2.99564 2.99762 | 2.99746 2.99919 3.00102 | 3.00005 3.00014 3.00023 |
| R.A.      | -0.01945 -0.01232 -0.00487 | -0.00904 -0.00372 -0.00032 | -0.00249 -0.00177 -0.00100 |
| Dec.      | -0.00182 0.00290 0.00665 | -0.00001 0.00291 0.00624 | -0.00146 -0.00084 -0.00001 |
| \(\epsilon\) | 0.29112 0.29323 0.29523 | 0.29384 0.29620 0.29828 | 0.29887 0.30019 0.30046 |
| P.A.      | 58.53260 58.84365 59.13420 | 59.07300 59.43300 59.71600 | 59.96060 59.99050 60.02560 |
| **fold**  |                  |                  |                   |
| R\(_E\)   | 2.99380 2.99665 3.00037 | 2.99795 2.99983 3.00218 | 2.99936 2.99944 2.99957 |
| R.A.      | -0.00199 0.00135 0.00526 | -0.00170 0.00118 0.00322 | -0.00125 -0.00108 -0.00093 |
| Dec.      | -0.01047 -0.00417 0.00234 | -0.00402 0.00008 0.00250 | -0.00213 -0.00194 -0.00168 |
| \(\epsilon\) | 0.29785 0.30296 0.30593 | 0.29769 0.29949 0.30265 | 0.30081 0.30096 0.30108 |
| P.A.      | 60.20580 60.47370 60.73450 | 59.93500 60.07180 60.25280 | 59.99680 60.00150 60.00790 |
| **cross** |                  |                  |                   |
| R\(_E\)   | 2.99555 2.99761 2.99968 | 2.99678 2.99856 3.00088 | 2.99965 2.99976 2.99985 |
| R.A.      | -0.00175 0.00071 0.00426 | -0.00266 0.00006 0.00230 | -0.00009 0.00005 0.00019 |
| Dec.      | -0.00738 -0.00386 -0.00125 | -0.00347 -0.00163 0.00037 | -0.00002 0.00007 0.00017 |
| \(\epsilon\) | 0.30288 0.30509 0.30734 | 0.30090 0.30237 0.30458 | 0.30031 0.30037 0.30046 |
| P.A.      | 59.89760 60.18280 60.38430 | 59.94060 60.05030 60.16430 | 59.99650 60.00070 60.00500 |
| **2-image** |                  |                  |                   |
| R\(_E\)   | 2.97860 2.99953 3.01204 | 2.99677 3.00013 3.00300 | 2.99906 2.99990 3.00028 |
| R.A.      | -0.01245 -0.00311 0.01188 | -0.00307 0.00033 0.00429 | -0.00198 -0.00029 0.00102 |
| Dec.      | -0.01217 -0.00199 0.01642 | -0.00356 -0.00058 0.00329 | -0.00276 -0.00076 0.00013 |
| \(\epsilon\) | 0.28867 0.30182 0.31261 | 0.29752 0.29995 0.30272 | 0.29957 0.30005 0.30073 |
| P.A.      | 59.25010 60.40420 62.02710 | 59.71070 60.01155 60.46840 | 59.95650 60.00555 60.07990 |

5.4 Full parameter space exploration

To this point we have only examined how the best-fit lens model parameters change with different realisations of the noise and telescope pointing. Now for each “observation” we use an adaptive Markov Chain Monte Carlo (MCMC) algorithm to explore the full parameter space and characterise the posterior distribution of parameters. The width of the posterior depends on the noise level, while the peak location depends on the particular realisation of the noise and pointing. By comparing the width of each posterior to the scatter across realisations, we can investigate how the scatter from pointing compares to the scatter from noise. Note that noise contributes to this analysis twice: to the width of each posterior, and to the scatter between them. We consider this “double counting” when interpreting the results, as discussed below.

Fig. 19 shows the 68% and 95% confidence intervals for lens model parameters when we combine all of the realisations. The noise level is fixed so the peak S/N is 10, and the image resolution is fixed at 0.05 arcsec/pixel. We analyse the cusp configuration, both without a PSF and with a PSF that has a FWHM of 0.12 or 0.24 arcsec. Adding a PSF causes the distributions to shift and broaden to some degree, but the true values always lie within the 95% confidence interval. Parameter inference, in other words, is robust.

Let \(S_\text{tot}\) be the width of the posterior from the combined analysis\(^{15}\). For comparison, let \(S_i\) be the width from an individual “observation.” Since \(S_i\) only accounts for noise

\(^{15}\) We quantify the width in terms of the 68% confidence interval, and use the symbol \(S\) to distinguish this scatter from the standard deviation.
Figure 19. Marginal posterior probability distributions for lens model parameters, using a source in the cusp configuration with an image resolution of 0.05 arcsec/pixel and a peak S/N of 10. We use a Markov Chain Monte Carlo analysis to explore the parameter space and combine 100 realisations of the noise and telescope pointing. The contour plots show 68% and 95% confidence intervals for the various 2-dimensional projections. The top plots show individual probability distributions (normalised to the same peak), with the 95% confidence interval marked by points (defined so 2.5% of the integrated probability is in each of the left and right tails). Solid blue, dashed green, and dot-dashed red curves correspond to data created with circular Gaussian PSFs having FHWMs of 0.0, 0.12, and 0.24 arcsec, respectively.

Figure 18. Scatter in the lensing magnification (shown as a fractional uncertainty, quoted as a percentage) for different realisations of the noise and telescope pointing. (This analysis does not take full lens model parameter uncertainties into account.) Statistical errorbars on the scatter are computed with a bootstrap analysis.

while $S_{\text{tot}}$ accounts for both noise and pointing, we generally expect $S_{\text{tot}} > S_i$. Indeed, Fig. 20 shows that this ratio typically has values between 1 and 2. To understand what we might expect, consider that if the distributions were Gaussian then the total scatter would be the quadrature sum of the width of each run and the scatter between runs:

$$\sigma_{\text{tot}} \approx \left(\sigma_{\text{width}}^2 + \sigma_{\text{scatter}}^2\right)^{1/2} \approx \left(2\sigma_{\text{noise}}^2 + \sigma_{\text{pointing}}^2\right)^{1/2},$$

where $\sigma_{\text{width}} \approx \sigma_{\text{noise}}$ while $\sigma_{\text{scatter}} \approx \left(\sigma_{\text{noise}}^2 + \sigma_{\text{pointing}}^2\right)^{1/2}$. In other words, we might naively predict that the ratio in Fig. 20 has the form

$$\frac{S_{\text{tot}}}{S_i} \approx \left(\frac{2\sigma_{\text{noise}}^2 + \sigma_{\text{pointing}}^2}{\sigma_{\text{noise}}^2}\right)^{1/2}.$$ 

If the scatter from pointing is negligible compared with the scatter from noise, the ratio $S_{\text{tot}}/S_i$ would have a value near $\sqrt{2} \approx 1.4$. As the scatter from pointing increases, the ratio would likewise increase. We could therefore interpret scatter ratios above $\sqrt{2}$ as evidence that scatter due to pointing contributes significantly.

Fig. 20 does not provide such evidence, however. The cusp lens configuration scatter ratios that are all consistent with $\sqrt{2}$. The 2-image configuration has values that are nominally higher but still consistent with $\sqrt{2}$ given the uncertainties. Therefore, we do not see strong evidence for significant pointing scatter. While our analytic argument relies
We have introduced a new pixel-based source reconstruction (PBSR) software called pixsrc and applied it to mock data in order to investigate statistical and systematic uncertainties in modeling lenses with extended sources. We have examined several issues that are intrinsic to the pixel-based approach:

- The $\chi^2$ surface contains “discreteness noise” that is influenced by the gridding and regularisation schemes.
- Errors associated with interpolating surface brightness values in the source plane need to be taken into account, especially for high-S/N data.
- Adaptive grids are often used to achieve good resolution in the source plane, but they require some care when computing numerical derivatives.
- A new regularisation scheme called analytic source regularisation (ASR) reconstructs a source with more fidelity than derivative-based regularisation when the data are noisy.
- Compared to ASR, curvature regularisation may underestimate parameter uncertainties for noisy data.

We have also examined statistical issues that arise because any given data set has a particular realisation of the noise and telescope pointing. For the cusp configuration, we find that different realisations of the noise lead to scatter in the best-fit model parameters that scales as a power law in S/N with a slope of $\sim -0.8$. Different realisations of the pointing lead to scatter that scales as a power law in the pixel scale with a slope of $\sim 3.3$. Some parameters show small but statistically significant biases, but those can be washed out with the inclusion of a PSF. When we fully characterise the model uncertainties, the 95% confidence intervals always include the true parameter values, with or without a PSF. These results are not highly sensitive to the image configuration, except that our 2-image lens has more scatter than our 4-image lenses because the constraints on the lens model are weaker.

The scatter in noise and pointing lead to scatter in the lensing magnification, which is important for determining the intrinsic properties of the source. The magnification scatter does vary with the lens configuration because it is sensitive to how rapidly the magnification changes at the location of the source. This scatter decreases with increasing S/N, but more slowly for the 2-image configuration than for the 4-image cases. For S/N $\gtrsim 10$ the scatter in magnification associated with noise and pointing is $\lesssim 10\%$ for all lens configurations.

We note that real data may have complications beyond the issues we have addressed. Examples include irregular structure in the source, differential extinction by dust in the lens galaxy, departures from a smooth lensing potential, incomplete knowledge of the PSF, and intricate aspects of image reduction. Such issues will be specific to particular data sets and need to be examined in conjunction with the algorithmic issues presented here.

We have discussed a number of different approaches to PBSR, so let us summarise our suggestions for modeling that is both efficient and effective. If the images can be separated, it may be useful to take their positions and fluxes and perform an initial parameter search assuming point-like images. Then using an analytic source characterised by a small number of free parameters can help identify the appropriate region of parameter space. When undertaking full PBSR, derivative-based regularisation is good for computational efficiency, but analytic source regularisation is a valuable step if the source is reasonably well described by an analytic profile or a collection of such profiles. Finally, it is a good idea to find the best-fit lens and source models and create many realisations of similar observations (as in §5.3). That is an effective way to understand the uncertainties and biases in model results given the specific characteristics of the data.
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**Figure 20.** Ratio of the overall scatter, $S_{\text{tot}}$, to the scatter for individual runs, $S_i$, for the various lens model parameters. The point corresponds to the median value of the ratio, while the errorbars are computed with a bootstrap analysis. A value of $S_{\text{tot}}/S_i \approx \sqrt{2} \approx 1.4$ indicates that the scatter between runs is comparable to the width of the posterior for an individual run (assuming Gaussianity; see text). A larger value indicates that there is more scatter between runs. Results are shown for the cusp configuration with or without a PSF, and the 2-image configuration with a PSF. The pixel scale is 0.05 arcsec/pixel, and the peak S/N is 10.
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