Spectral dimensions of hierarchical scale-free networks with shortcuts
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The paper is organized as follows. In Section II, the hierarchical network model and the formalism to derive the spectral density function of the Laplacian matrix from the Gaussian model is briefly introduced along with their relation to the RTO probability of RWs. In Section III, we apply the RG approach to the Gaussian model and obtain the spectral density function explicitly. In Section IV, numerical results of the RTO probability are presented and compared with the analytic solutions. We summarize our findings and discuss their implications in Section V.

I. INTRODUCTION

The problem of random walks (RWs) on complex networks has attracted much attention as a model to study diffusion processes on complex systems such as fad or disease spreading over social networks, data packets transport in the Internet, data mining on the web, and so on [1,2]. Such importance in theoretical and application aspects has led to the extensive studies on the problem [3,4,5,6,7,8,9,10,11,12,13,14,15,16,17,18,19], but it still remains unclear how RW properties depend on network structure. In this paper, we investigate the effect of shortcut links on RW motion. Shortcuts may be classified into two types: Long-range shortcuts, utilized in a skeleton or superhighways, and local shortcuts, complementary to the skeleton or local roads [16,17,18]. It was recently shown systematically [19] that long-range shortcuts can change the type of networks from fractal to non-fractal. The fractal (non-fractal) network is the one in which the mean separation between two nodes scales with system size in a power-law (logarithmic) manner. We are particularly interested in how RW properties are changed as long-range shortcuts are added and thereby the network changes from a fractal to a non-fractal network.

The Gaussian model is useful to study RW problems analytically [20], which we use to understand the RW motion on hierarchical scale-free networks [21,22,23,24]. In this artificial network, we can control the degree distribution and the link weight of shortcuts. We consider RWs on this hierarchical network, and obtain the exact solution of the return-to-origin (RTO) probability by applying the renormalization group (RG) approach to the Gaussian model. The RTO probability is related to the free energy of the Gaussian model and the spectral density function of the Laplacian matrix, all of which are characterized by the spectral dimension $d_s$ [21,22]. The hierarchical network is recursively organized, so that one can obtain analytically the spectral density function by using the decimation method of the RG transformation. We find that when the network structure is a fractal, the spectral dimension $d_s$ varies in the range $1 < d_s < 2$; however, it is fixed at $d_s = 2$ for the non-fractal networks. These analytic results are confirmed by numerical simulations. Moreover, we perform the numerical simulations of RWs on various real-world networks and check the relationship between the network fractality and the spectral dimension.

II. MODEL AND FORMALISM

The network we use in the paper is a modified version of an existing hierarchical network model [21,22,23,24], in which shortcuts are assigned weights. We call this modified model the weighted flower (WF) network. The WF network contains two types of links, type I and II, which evolve differently. The WF network is constructed iteratively as follows. We start from a single type-I link between two nodes, which is the 0-th generation. At the next generation, two chains are added between the two nodes at both ends of the type-I link. On one chain, $u-1$ nodes are located and thereby $u$ links are placed. On the other chain, $v-1$ nodes are located and thereby $v$ links...
are placed. Those $u + v$ links are assigned as type-I links, and the type of the seed link is changed to type II. These steps - adding nodes and links and assigning link types - are performed at every generation. Every link is assigned weight: 1 for each type-I link and $p$ for each type-II link. The link weights will be used for the transition rate of RWers. The growth of the WF network with $u = 2$ and $v = 4$ is depicted in Fig. 1(a). We consider only the case $u \geq 2$ and $v \geq 2$ throughout this paper. The type-II links play a role as shortcuts in the system and the parameter $p$ represents the transition rate across a type-II link. We point out that in the previous model of the hierarchical network [21–24], the parameter $p$ was used as the occupation probability of the type-II links, but here, it is used as the weight of the type-II links. Thus, the two network models are equivalent if $p = 0$ or $p = 1$. Otherwise, they are different.

The link weights of the WF network at the $n$-th generation are represented in a symmetric matrix form

$$ W_{eq} = \begin{cases} 1 & (\ell q) \in E_n^{(I)}, \\ p & (\ell q) \in E_n^{(II)}, \\ 0 & \text{otherwise}, \end{cases} $$

(1)

where $E_n^{(I)}$ and $E_n^{(II)}$ denote the set of type-I and type-II links at the $n$-th generation, respectively, and $(\ell q)$ represents the link connecting node $\ell$ and $q$. Basic structural properties of the WF networks can be obtained analytically [22–24] and are summarized in Table I. Here we defined the degree $k_\ell$ of node $\ell$ as $k_\ell = \sum_q W_{\ell q}$. The distance between two nodes was defined as the length of the minimum-cost path with the link cost $c_{\ell q}$ given by a decreasing function of $W_{\ell q}$ satisfying $c_{\ell q} \rightarrow \infty$ as $W_{\ell q} \rightarrow 0$ [23]. While the degree exponent depends on $u$ and $v$ but remains the same under the variation of the weight $p$, the mean distance between nodes depends on $p$. When $p = 0$, the type-II links are not considered in determining the minimum-cost paths. Then the mean distance $D$ between nodes in the WF networks is related to the total number of nodes as [22–24]

$$ D \sim N^{1/d_f} \text{ with } d_f = \frac{\log(u+v)}{\log(\min\{u,v\})}. $$

(2)

Here $d_f$ is the fractal dimension [26] of the WF networks with $p = 0$. When $0 < p \leq 1$, shortcuts may participate in the minimum-cost paths and the mean distance is proportional to the number of nodes logarithmically [22, 27]

$$ D \sim \log N. $$

(3)

Let us consider a RWer located initially at node $\ell_0$ and going around in the network with the transition probability $W_{eq}/\sum_\ell W_{eq}$ from node $q$ to $\ell$. Then the probability $P_{\ell q}(t)$ to find the RWer at node $\ell$ after time $t$ is given by $(I - L)^t$, where $I$ is the identity matrix and $L$ is the Laplacian matrix defined as $L_{\ell q} = \delta_{\ell q} - W_{eq}/k_\ell$ with $k_\ell = \sum_q W_{\ell q}$.

The RTO probability $P_0(t) = N^{-1} \sum_\ell P_{\ell 0}(t)$ is determined by the eigenvalues $\mu_i$ ($i = 0, 1, 2, \ldots, N - 1$) of the Laplacian matrix $L$ as

$$ P_0(t) = \frac{1}{N} \text{Tr}(I - L)^t = \frac{1}{N} \sum_{i=0}^{N-1} (1 - \mu_i)^t \sim \int_0^\infty d\tau \rho(\mu) e^{-\mu \tau} + (-1)^t \int_0^\infty d\tilde{\mu} \rho(2 - \tilde{\mu}) e^{-\tilde{\mu} \tau}, \quad \text{for} \quad \mu \leq 1, $$

(4)

where we introduced the spectral density function $\rho(\mu) \equiv \sum_i N^{-1} \delta(\mu - \mu_i)$ in the thermodynamic limit $N \rightarrow \infty$. 

![FIG. 1. Weighted Flower (WF) network and the renormalization of the Gaussian model. (a) Construction of the WF network with $u = 2$ and $v = 4$ from generation $n = 0$ to $n = 2$. Type-I links (solid line) and type-II links (dotted line) have link weight 1 and $p$, respectively. (b) Renormalization of a leaf and a type-II link. A leaf has two chains and one type-II link. The upper chain has $u - 1$ variables and the lower chain has $v - 1$ variables. After a RG transformation, each leaf is replaced by a type-I link. A type-II link outside the leaves remains after a RG transformation.]

| Number of Type-I Links | $L_n^{(I)} = (u + v)^n$ |
|------------------------|--------------------------|
| Number of Type-II Links | $L_n^{(II)} = (u + v)^n$ |
| Number of Nodes        | $N_n = (u + v)^n$ |
| Type-I Degree          | $k^{(I)}_\ell = 2^{n-\ell+1}$ |
| Type-II Degree         | $k^{(II)}_\ell = p2^{n-\ell+1}$ |
| Degree Distribution    | $p(k) \sim k^{-\gamma}$ with $\gamma = 1 + \frac{\log(u+v)}{\log 2}$ |

TABLE I. Basic properties of the WF network at generation $n$. Here $\ell$ is the node index and $n_\ell$ denotes the birth generation of node $\ell$. The degree of a node is defined here as the sum of the weights of connected links.
For large $t$, the term $(1 - \mu_i)^t$ in Eq. (1) is dominant as $\mu_i \to 0$ and $\mu_i \to 2$. The contribution from $\mu_i \approx 0$, however, cannot be larger than that from $\mu_i \approx 2$ since $P_o(t) \geq 0$, but can cause an oscillatory behavior in $P_o(t)$ depending on whether $t$ is even or odd. For example, in $d$-dimensional regular lattices, the eigenvalues are symmetrically distributed about $\mu = 1$, and $\rho(\mu) = \rho(2 - \mu) \sim \mu^{d/2 - 1}$ for small $\mu$. Then, it follows from Eq. (3) that $P_o(t) \sim t^{-d/2}$ when $t$ is even and $P_o(t) = 0$ when $t$ is odd.

For fractal lattices, the spectral density function and the RTO probability are characterized by the spectral dimension $d_s$ as [28]:

$$
\rho(\mu) \sim \mu^{d_s/2 - 1} \text{ for } \mu \to 0, \text{ and } P_o(t) \sim t^{-d_s/2} \text{ for } t \to \infty.
$$

We use these formulae in further discussion later.

The mean first passage time $T$ between two nodes is related to the eigenvalues of the Laplacian matrix via $T = \sum \mu_i^{-1}$, which scales with system size $N$ as $T \sim N^{2/d_s}$ for $d_s < 2$ and $T \sim N$ for $d_s > 2$ [11]. For the fractal WF network with $p = 0$ in the $n$-th generation, it was shown that $T \sim (uv)^n \sim N^{\log(uv)/\log(u + v)}$ based on the scaling behavior of the mean first passage time between two hub nodes [22, 23]. Thus, it follows that $d_s = 2 \log(u + v)/\log(uv)$ for the case $p = 0$. On the other hand, the mean first passage time for a non-fractal WF network with $u = 1$, $v = 2$ and $p = 0$ was calculated, which scales as $T \sim 3^n \sim N$ [11, 24]. Thus, the spectral dimension is $d_s = 2$ in this case. These results suggest that the spectral dimension can be different depending on whether a network is fractal or non-fractal. Motivated by these previous works, we study the spectral dimension of the hierarchical network as it crosses over from a fractal to a non-fractal by varying the parameter $p$ in the range $0 \leq p \leq 1$.

To derive the spectral density function of the matrix $L$, we use the Gaussian model of which the partition function is given as

$$
Z(\mu) = \int D\phi \exp \left[ i \sum_{\ell, q} \phi_\ell H_{\ell q}(\mu) \phi_q \right] = \sqrt{\frac{i(2\pi)^N}{\text{det} H}} \prod_{\ell, q} \sum_{\nu} z_{\nu}(\phi_\ell, \phi_q),
$$

where $N$ is the number of nodes, $\text{det} H = \prod_{\ell, q} \phi_\ell H_{\ell q}$, and $H = \mu I - L$. $L$ is a similarity-transformed Laplacian matrix given in Appendix A, $\mu$ is a parameter introduced in the Gaussian model. The spectral density function $\rho(\mu)$ is derived from the free energy $f(\mu) \equiv -\lim_{N \to \infty} N^{-1} \log Z(\mu)$ as

$$
\rho(\mu) = -\frac{2}{\pi} \text{Im} \frac{\partial f}{\partial \mu},
$$

where $\mu$ is assumed to possess a positive infinitesimal imaginary part.

III. RENORMALIZATION GROUP APPROACH TO GAUSSIAN MODEL

A. Fixed points and RG flow

The parameter $\mu$ in Eq. (6) is renormalized differently for the two types of links in the WF networks. Thus, we first rescale $\phi_\ell$ as $\phi_\ell/\sqrt{E}$ in Eq. (3) and introduce distinct parameters $\mu_1$ and $\mu_2$ for the respective link types. The Hamiltonian then takes the form $H_{\ell q} = [(\mu_1 - 1)k_1^2 + (\mu_2 - 1)k_2^2] \delta_{\ell q} + W_{\ell q}$, where $W_{\ell q}$ is given in Eq. (1). The partition function in the $n$-th generation is written as

$$
Z_n(\mu_1, \mu_2, p)
= \int D\phi \prod_{(\ell q) \in E_n^{(I)}} z_n^{(I)}(\phi_\ell, \phi_q) \prod_{(\ell q) \in E_n^{(II)}} z_n^{(II)}(\phi_\ell, \phi_q),
$$

where

$$
z_n^{(I)}(\phi_\ell, \phi_q) = \exp \left( -i(1 - \mu_1)(\phi_\ell^2 + \phi_q^2) + 2i\phi_\ell \phi_q \right),
$$

and

$$
z_n^{(II)}(\phi_\ell, \phi_q) = \exp \left( -i(1 - \mu_2) p(\phi_\ell^2 + \phi_q^2) + 2ip\phi_\ell \phi_q \right).
$$

(8)

Note that $\mu_1 = \mu_2 = \mu$ initially. The RG transformations for the shortcut weight $p$, and the parameters $\mu_1$, and $\mu_2$ are carried out to obtain the spectral dimension $d_s$. As we show later, $\mu_2$ is invariant under the RG transformation and we investigate the fixed points and the RG flow in the $(\mu_1, p)$ plane. If there is only one fixed point at $p = 0$, then the spectral dimension $d_s$ will be the same regardless of $p$. On the other hand, more than one fixed points will indicate a crossover or a transition of $d_s$ depending on $p$.

The WF network in the $n$-th generation contains $L_{n-1}^{(I)}$ leaves and $L_{n-1}^{(II)}$ links, and the partition function may be written as

$$
Z_n = \int D\phi' \prod_{(\ell' q') \in E_n^{(I-1)}} Z_{\text{leaf}}(\phi'_{\ell'}, \phi'_{q'}) \prod_{(\ell' q') \in E_n^{(II-1)}} z_{n-1}^{(II)}(\phi'_{\ell'}, \phi'_{q'}).\n$$

Here, each leaf contains $u + v$ nodes, among which $u + v - 2$ are the youngest nodes, and the two remaining old nodes are connected by a type-II link as shown in Fig. (b). Integrating out the $\phi$ variables on the youngest nodes, we find that $Z_{\text{leaf}}(\phi'_1, \phi'_2)$ takes a similar form to $z_{n-1}^{(I)}(\phi'_1, \phi'_2)$ as

$$
Z_{\text{leaf}}(\phi'_1, \phi'_2) = (\pi i / 2)^{(u + v - 2)/2} G(\mu_1)^{-1/2} \times \exp \left[ -i \left( 2(1 - \mu_1) + p(1 - \mu_2) - h_1(\mu_1) \right) (\phi_1'^2 + \phi_2'^2) + 2i \left( p + h_2(\mu_1) \right) \phi'_1 \phi'_2 \right],
$$

(9)

where

$$
c(\ell, a, b) = 1 - a - \cos(\ell \pi / b),
$$

$$
G(\mu_1) = \prod_{\ell = 1}^{a-1} c(\ell, \mu_1, u) \prod_{q = 1}^{a-1} c(q, \mu_1, v),
$$

and

$$
\mu_1 \approx 0, \mu_2 \approx 2,
$$

is the solution for the fixed points.
The derivation of Eq. 9 and the properties of $G(\mu_1), h_2(\mu_1)$, and $h_2(\mu_1)$ for small $\mu_1$ are given in Appendices B and C. In order for $Z_{\text{leaf}}(\phi'_1, \phi'_2)$ in Eq. 9 to take the same functional form as $z_{\text{leaf}}(\phi'_1, \phi'_2)$, all the $\phi$ variables should be rescaled as $\phi' = \sqrt{p + h_2(\mu_1)}$ so that the coefficient of $\phi'_1 \phi'_2$ be unity. With the introduction of $\mu'_1$, $\mu'_2$, and $p'$ given by

$$1 - \mu'_1 = \frac{2(1 - \mu_1) + p(1 - \mu_2) - h_1(\mu_1)}{p + h_2(\mu_1)},$$

$$\mu'_1 = \mu_2,$$

$$p' = \frac{p}{p + h_2(\mu_1)},$$

the partition function $Z_n$ is related to $Z_{n-1}$ as

$$Z_n(\mu_1, \mu_2, p) = \exp[-N_n g(\mu_1, p)] Z_{n-1}[\mu'_1, \mu'_2, p'],$$

where the function $g(\mu_1, p)$ is defined as

$$g(\mu_1, p) = \frac{L_n^{(1)}}{2 N_n} \log[G(\mu_1)] + \frac{N_{n-1}}{2 N_n} \log[p + h_2(\mu_1)].$$

As this RG transformation is repeated, the parameters $\mu_1$ and $p$ are renormalized successively according to Eq. 11. The parameter $\mu_2$ remains at its initial value $\mu$. On the other hand, the parameter $\mu_1$ is renormalized in a non-trivial way.

For small $\mu_1$, one finds two fixed points in the $(\mu_1, p)$ plane located at

$$(\mu'_1, p^*) = (0, 0) \text{ and } (0, 1 - u^{-1} - v^{-1}).$$

These two fixed points meet when $(u, v) = (2, 2)$. Let us first consider the case $(u, v) \neq (2, 2)$. Near the fixed point $(\mu'_1 = 0, p^* = 0)$, the RG equation, 11, is linearized as

$$\mu'_1 = u v \mu_1 \text{ and } p' = \frac{u v}{u + v} p,$$

and therefore, after $\tau$ RG transformations, $\mu_1$ and $p$ take the following values:

$$\mu_1^{(\tau)} = (u v)^{\tau} \mu \text{ and } p^{(\tau)} = \left(\frac{u v}{u + v}\right)^{\tau} p.$$  

Since $u v$ and $u v/(u + v)$ are not smaller than 1 for $u \geq 2$ and $v \geq 2$, the fixed point $(0, 0)$ is unstable. Around the other fixed point $(\mu'_1 = 0, p^* = 1 - u^{-1} - v^{-1})$, the linearized RG equation is written as

$$\left(\begin{array}{c} \mu'_1 \\ p' - p^* \end{array}\right) = R \left(\begin{array}{c} \mu_1 \\ p - p^* \end{array}\right) + \mu \left(\begin{array}{c} 1 - u^{-1} - v^{-1} \\ 0 \end{array}\right),$$

where

$$R = \left(\begin{array}{cc} u + v & 0 \\ (u v - u - v) / (u v) & u + v \end{array}\right).$$

The matrix $R$ has two eigenvalues $u + v$ and $(u + v)/(u v)$ and the parameters after $\tau$ RG transformations are given by

$$\mu_1^{(\tau)} = \mu \left(\begin{array}{c} (u + v)(u v - 1) / (u v) + \{(u + v)^{\tau} - 1\} + 1 \\ 3(u v - u - v)^{\tau} / (u + v - 1) \{1 - (u + v)^{\tau}\} + (p - p^*) \left(\frac{u + v}{u v}\right)^{\tau} \end{array}\right).$$

If $(u, v) = (2, 2)$, there is only one fixed point at $(\mu'_1 = 0, p^* = 0)$ for small $\mu_1$. The renormalized value $p^{(\tau)}$ can be calculated from Eq. 11 as

$$p^{(\tau)} = \frac{1}{\tau + p^{-1}}.$$

Note that $p^{(\tau)}$ is not as small as $\mu$. Inserting Eq. 19 into Eq. 11, a recursive relation for $\mu_1$ is obtained, which can be solved to give

$$\mu_1^{(\tau)} = \frac{(1 + 3 p^{-1}) 4^{\tau} - 1}{3(\tau + p^{-1})} \mu.$$

To understand the renormalization of $\mu_1$ and $p$, which depends on their initial values as well as the the network model parameters $u$ and $v$, we consider the following three cases:

(I) $p = 0,$

(II) $p \neq 0$ and $(u, v) \neq (2, 2),$

(III) $p \neq 0$ and $(u, v) = (2, 2).$

(I) If $p = 0$ initially, $p$ remains at zero and $\mu_1$ increases according to Eq. 11. (II) If $p > 0$ initially and $(u, v) \neq (2, 2)$, both $\mu_1$ and $p$ increase by Eq. 11 and the RG flow runs outward from $(0, 0)$ along the curve $p \sim \mu_1^{1 - \log(u+v)/\log(u v)}$ as obtained from Eq. 11. The RG flow then runs towards the other fixed point $(0, 1 - u^{-1} - v^{-1})$, driven by one eigenvalue $(u v)/(u v)$ less than $1$ of $R$ in Eq. 11. Once $p$ gets sufficiently close to $p^*$, the RG flow is bent outward along the line $p - p^* = -\mu_1 (u v - (u + v))/(3 u v)$, parallel to the other eigenvector of $R$ (see Fig. 2(a)). (III) When $(u, v) = (2, 2)$, the two fixed points coincide each other. The RG flow along the $p$ axis runs quite slowly as the corresponding eigenvalue of $R$ is $1$. If $p = 0$, $\mu_1$ and $p$ are renormalized in the same way as in (I). If $p \neq 0$, the RG flow runs along the curve $\mu_1 \sim p^{1/p}$ as obtained from Eq. 20, which is depicted in Fig. 2(b).
The free energy per node in the thermodynamic limit 

\[ f(\mu) = -\lim_{n \to \infty} N_n^{-1} \log Z_n(\mu, \mu, p) \]

by using \( g(\mu_1, p) \) in Eq. (13) as

\[ g(\mu_1, p) = \sum_{\tau=0}^{\infty} g(\mu_1^{(\tau)}, p^{(\tau)}) \left( \frac{u+v}{u+v-1} \right)^\tau, \]

where we used \( N_{n-1}/N_n \approx (u+v)^{-1} \) for large \( n \). Using the expansion of the functions \( G(\mu_1) \) and \( h_2(\mu_1) \) given in Appendix 13 we can obtain the expansion of \( g(\mu_1^{(\tau)}, p^{(\tau)}) \) up to the first order in \( \mu_1^{(\tau)} \) and \( p^{(\tau)} - p^* \) as

\[ g(\mu_1^{(\tau)}, p^{(\tau)}) \approx \frac{1}{2(u+v)(u+v-2)} \left[ \log(G(0)) + \log \left( 1 - \frac{\mu_1^{(\tau)}}{\mu_{c1}} \right) \right] \]

\[ + \frac{1}{2(u+v)} \left[ \log(G(0)) \left[ p^* + u^{-1} + v^{-1} \right] \right] \]

where we used \( L_{n-1}/N_n \approx (u+v-1)/((u+v)(u+v-2)) \) and introduced a constant

\[ \mu_{c1} = \frac{3}{u^2 + v^2 - 2}. \]

The renormalized values of \( \mu_1 \) and \( p \) obtained above for each case of (I), (II), and (III) can be used in Eqs. (21) and (22) to evaluate the free energy \( f(\mu) \).

For the case (I), the shortcuts have no weight and the network is a fractal as long as \( u \geq 2 \) and \( v \geq 2 \). The parameter \( p \) remains at zero under the RG transformation and \( \mu_1 \) is renormalized by Eq. (16). Inserting Eq. (16) in Eqs. (21) and (22) with \( p^{(\tau)} = p^* = 0 \), we obtain the free energy and then the spectral density function via Eq. (7), which is calculated as

\[ \rho_{(I)}(\mu) \approx 2 \pi \int \frac{dx}{x} \frac{\delta(z - \mu_{c1}/(u+v))}{\log(\mu_{c1}/(u+v))} \]

\[ \approx \frac{\log(\mu_{c1}/(u+v))}{\log(u+v)}. \]

Here we used the relation \( \log x = \log |x| + i\pi \theta(-x) \) for real \( x \), where \( \theta(x) \) is the Heaviside-step function. Comparing Eq. (23) with (24), we find that the spectral dimension \( d_s \) for the case (I) is

\[ d_s(I) = \frac{2 \log(u+v)}{\log(u+v)}. \]

This is consistent with the previous result obtained for the mean first passage time studied in Ref. 23. The spectral dimension in Eq. (25) is reduced to 2 when \( u = v = 2 \), and ranges between 1 and 2 when \( u \) and \( v \) differ from 2. Note that it is different from the fractal dimension given in Eq. (7).

For the case (II), the RG flow starting from a point with non-zero values of \( \mu_1 \) and \( p \) first approaches the fixed point \((0, 1 - u^{-1} - v^{-1})\), and then it is repelled in the direction of one eigenvector of the matrix \( R \) in Eq. (17) as shown in Fig. 2(a). Using Eq. (18) and setting \( p^* = 1 - u^{-1} - v^{-1} \) in Eqs. (21) and (22), we obtain the spectral density function

\[ \rho_{(II)}(\mu) \approx 2 \pi \int \frac{dx}{x} \frac{\delta(z - \mu_{c1}/(u+v))}{\log(\mu_{c1}/(u+v))} \]

\[ \approx \frac{\log(\mu_{c1}/(u+v))}{\log(u+v)}. \]

For the case (III), the shortcuts have a weight and the network is a fractal as long as \( u \geq 2 \) and \( v \geq 2 \). The parameter \( p \) remains at zero under the RG transformation and \( \mu_1 \) is renormalized by Eq. (16). Inserting Eq. (16) in Eqs. (21) and (22) with \( p^{(\tau)} = p^* = 0 \), we obtain the free energy and then the spectral density function via Eq. (7), which is calculated as

\[ \rho_{(III)}(\mu) \approx 2 \pi \int \frac{dx}{x} \frac{\delta(z - \mu_{c1}/(u+v))}{\log(\mu_{c1}/(u+v))} \]

\[ \approx \frac{\log(\mu_{c1}/(u+v))}{\log(u+v)}. \]

This is consistent with the previous result obtained for the mean first passage time studied in Ref. 23. The spectral dimension in Eq. (25) is reduced to 2 when \( u = v = 2 \), and ranges between 1 and 2 when \( u \) and \( v \) differ from 2. Note that it is different from the fractal dimension given in Eq. (7).
\[ \int_1^\infty dz \frac{\delta(z - \frac{u}{v})}{z \mu \log(u+v)} + \frac{\delta(z - \frac{v}{u})}{z \mu \log(u+v)} \approx \kappa_{(11)}, \]  
\[ \approx \kappa_{(11)}, \]  
where

\[ c = \frac{(u+v)(uv-1)}{(uv)(u+v-1)}. \]

Then

\[ \mu_{c3} = \frac{3uv(u+v-1)}{(uv-1)(u+v)(u^2+v^2-u-v-1)}, \]

and

\[ \kappa_{(11)} = \frac{(uv-1)(u^2+v^2-u-v)}{3uv(u+v-2) \log(u+v)}. \]

Thus, the spectral density function for the case (II) is a constant for small \( \mu \), indicating that

\[ d_s^{(11)} = 2. \]  

This means that the spectral dimension is changed by the addition of shortcuts. Remarkably, \( d_s \) remains at 2 regardless of \( u \) or \( v \).

For the case (III), there is only one fixed point and \( p^{(r)} \) remains to be \( O(1) \). Inserting Eqs. (19) and (20) in Eqs. (21) and (22) with \( p^* = 0 \), the spectral density function for \( u = v = 2 \) is calculated as

\[ \rho_{(11)}(\mu) \approx \frac{2^2}{\pi} \text{Im} \sum_{\tau=0}^{\infty} \frac{\partial \mu_{(1)}^{(r)}}{\partial \mu} \left| g(\mu_{(1)}^{(r)}, p^{(r)}) \right| \]

\[ \approx \int_1^\infty dz \mu^2 \log 4 \left[ \frac{1}{8} \left( z - \mu^2 \left( 3 \left( 1 + p \log_4 z \right) \right) \right) \right] \]

\[ \approx \frac{p+3}{6 \log 4 (1+p \log_4 (1/\mu))}. \]  

We remark that Eq. (28) with \( p = 0 \) is reduced to Eq. (24). On the other hand, for \( p > 0 \), the spectral density function takes a logarithmic form, \( \rho(\mu) \sim (\log(1/\mu))^{-1} \) for \( \mu \rightarrow 0 \). In the scaling regime where \( \mu \exp(p^{-1}) \) is finite, the spectral density function displays the following crossover behavior:

\[ \rho_{(11)}(\mu) \sim \left\{ \begin{array}{ll}
\frac{p+3}{6 \log_4 (1/\mu)} & \text{for } \mu e^{p^{-1}} \ll 1, \\
\frac{1}{6 \log_4} & \text{for } \mu e^{p^{-1}} \gg 1.
\end{array} \right. \]  

IV. THE return-TO-ORIGIN PROBABILITY

In this section, we derive the RTO probability \( P_o(t) \) of RWs from the spectral density function \( \rho(\mu) \) obtained in the previous section. The behavior of \( \rho(\mu) \) around \( \mu = 2 \), which should be known for Eq. (1), can be understood by the symmetry property of the RG equation (11). First let us consider two cases. (i) When both \( u \) and \( v \) are odd, \( G(\mu_1) \) and \( h_2(\mu_1) \) are symmetric and \( h_1(\mu_1) \) are anti-symmetric with respect to \( \mu_1 = 1 \). Thus, the variable \( \tilde{\mu}_1 \equiv 2 - \mu_1 \) and \( p \) are renormalized in the same manner as Eqs. (16) and (18) around the fixed points \( (\tilde{\mu}_1^* = 2, p^* = 0) \) and \( (\tilde{\mu}_1^* = 2, p^* = 1 - u^{-1} - v^{-1}) \), respectively. This leads to \( \rho(2-\mu) = \rho(\mu) \). (ii) When \( p = 0 \) and both \( u \) and \( v \) are even, \( G(\mu_1) \) are symmetric and \( h_1(\mu_1) \) and \( h_2(\mu_1) \) are anti-symmetric with respect to \( \mu_1 \). Interestingly, the parameter \( \mu_1 \) initially close to 2 is renormalized by one RG transformation to a value near zero by Eq. (11), and then follows the same RG flow as given in Eqs. (16) and (18). Therefore, the spectral density function is symmetric about \( \mu = 1 \). In these two cases (i) and (ii), it follows that

\[ P_o(t) \approx (1 + (-1)^t) \int_0^\infty d\mu \rho(\mu) e^{-\mu t}. \]  

For other cases than (i) or (ii), there is no fixed point on the line \( \mu_1 = 2 \) and thus the contribution of \( \rho(\mu) \) around \( \mu = 2 \) to \( P_o(t) \) for large \( t \) is subdominant, leading to

\[ P_o(t) \approx \int_0^\infty d\mu \rho(\mu) e^{-\mu t}. \]  

Taking account of different behaviors of \( \rho(\mu) \) for small \( \mu \) in the cases (I), (II), and (III), we obtain from Eq. (4)

\[ P_o(t) \approx \left\{ \begin{array}{ll}
\kappa_{(1)} \Gamma(d_s^{(1)} / 2) t^{-d_s^{(1)} / 2} & \text{ (I)}, \\
\kappa_{(1)} t^{-1} & \text{ (II),} \\
\frac{p+3}{6 \log_4} t^{-1} \left( 1 + p \log_4 t \right)^{-1} & \text{ (III),}
\end{array} \right. \]  

where \( \Gamma(x) \) is the Gamma function and the spectral dimension \( d_s^{(1)} \) in the case (I) is given in Eq. (24). Note that for the case (III), a logarithmic term appears. As discussed above, the coefficient \( p_o \) is 2 when both \( u \) and \( v \) are odd or when \( p = 0 \) and both \( u \) and \( v \) are even. Otherwise, it is 1.

We performed numerical simulations of RWs on the WF networks. In the simulation, \( 10^6 \) independent RWers moved around on the networks with the transition probability \( W_{tq}/k_q \) in Eq. (1). The RTO probability \( P_o(t) \) is measured as the fraction of the walkers who are found in their own initial positions at \( t \). The measured RTO probabilities for various values of \( p \) and \( u, v \) are shown in Fig. 3.

The spectral dimension is obtained from the power-law decay of \( P_o(t) \). When \( p = 0 \), the measured values of \( d_s \) for various \( u \) and \( v \) are in good agreement with Eq. (24) (see Fig. 3 (a)). On the other hand, when \( p = 1 \), the numerical values of \( d_s \) are somewhat larger than the theoretical value 2, weakly dependent on \( u \) and \( v \) ranging \( 2 \sim 2.2 \) as shown in Fig. 3 (b). Given the logarithmic term for \( u = v = 2 \) in Eq. (32), this slight deviation as \( (u, v) \) approaches \( (2, 2) \) can be a finite-size effect. The faster decay of \( P_o(t) \) for \( p = 1 \) than \( p = 0 \) is caused by shortcuts. Other structural factors such as the degree distribution, however, do not affect the spectral dimension, unlike the case \( p = 0 \).
The case $0 < p < 1$ is also interesting. For $(u,v) \neq (2,2)$, we obtain that $d_s$ increases rapidly with $p$ as shown in the case $(u,v) = (3,5)$ in Fig. 3(c). The curve looks more concave as $N$ increases. Thus we expect that $d_s$ is independent of $p$ in the thermodynamic limit as long as $p > 0$. For $(u,v) = (2,2)$, the RTO probability is expected to have a logarithmic term as $P_o(t) \simeq P_{o,\text{th}}(1)t^{-1(1 + p \log_4 t)^{-1}}$ with $P_{o,\text{th}}(1) = p_o(p + 3)/(6 \log 4)$. We plot $(1 + p \log_4 t)P_o(t)/P_{o,\text{th}}(1)$ versus $t$ for various values of $p$ in Fig. 3(d), in which the data are well collapsed onto $t^{-1}$ as predicted in Eq. (32).

V. SUMMARY AND DISCUSSION

In this paper, we have obtained the exact solution for the RTO probability of RWs and the spectral density function of the Laplacian matrix in hierarchical scale-free networks by applying the RG approach to the Gaussian model. Particularly, we monitored the spectral dimension as we controlled the weight of the shortcuts. When the shortcut weight is zero, the network is a fractal, and its spectral dimension varies in the range $(1,2]$. It depends on the parameters controlling network structure. On the other hand, when the weight is larger than zero, the spectral dimension is 2, which is robust under structural variations. This result demonstrates that shortcuts strongly affect the RW motion even when the shortcut weight is small.

It was shown that the organization of shortcuts in a network was essential in the classification of network structures. Let $p(r)$ denote the probability of finding a shortcut between a pair of nodes that would be apart by distance $r$. If the decay of $p(r)$ is slower than $r^{-2d_f}$ with $d_f$ being the fractal dimension of the network, the network is renormalized to the complete graph. Otherwise, the network is renormalized to the corresponding fractal network. In the non-fractal WF networks, we ob-
tain that $p(r) \sim r^{-\alpha}$, where $\alpha/d_1$ is in the range between 1.6 and 2. Thus, the hierarchical networks with shortcuts belong to the former case, which can be related to our finding that the spectral dimension $d_s$ is robust against the variation of $u$ or $v$ in the $p > 0$ regime.

We performed the numerical simulations of RWs on the following real-world complex networks: the protein interactions network of the yeast [30], the human protein interaction network [31], the coauthorship network of the cond-mat archive [32], and the Internet at the autonomous system level [33]. Among them, the two protein interaction networks are known as fractals and both the coauthorship network and the Internet are non-fractals [34]. The spectral dimensions obtained from the power-law decay of the RTO probabilities turned out to be larger for non-fractal networks than fractal networks. The numerical values of $d_s$ were approximately 1.4 and 2 for the yeast and the human protein interaction network, respectively, and 4 and 5.1 for the coauthorship network and the Internet, respectively. The probability $R$ that a RWer will ever return to the origin is equal to the RTO probability as $R = 1 - 1/\sum_{t=0}^{\infty} P_0(t)$ and thus RWs are recurrent (transient) if $d_s \leq 2$ ($d_s \geq 2$) [1-3]. In this sense, the structure of the hierarchical networks with shortcuts studied in this work, having $d_s = 2$, is marginal in the RW motion; RWers can never return to the origin if the network structure is more entangled. It would be interesting to see the case of the Internet. Since the spectral dimension is larger than 2 for the Internet, packets roaming on the Internet may not return to its origin or a destination if they follow the RW motion. Therefore the studied hierarchical network could be a good sample for the construction of the Internet.
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Appendix A: Other Laplacians

The Laplacian matrix $L$, defined as $L_{\ell q} = \delta_{\ell q} - W_{\ell q}/k_q$, can be brought into a symmetric form by a similarity transformation $\hat{L} = SLS^{-1}$ with $S_{\ell q} = k_q^{-1/2} \delta_{\ell q}$ [35]

$$\hat{L}_{\ell q} = \delta_{\ell q} - \frac{1}{\sqrt{k_\ell k_q}} W_{\ell q}.$$  \hspace{1cm} (A1)

The eigenvalues of $\hat{L}$ and $L$ are identical. Another Laplacian matrix $L'_{\ell q} = k_\ell \delta_{\ell q} - W_{\ell q}$ [35] has different eigenvalues from $L$ or $\hat{L}$. We consider $\hat{L}$ in Eq. (A1) for our analysis of the RW problem but the main results hold also for $L$ and $L'$ [36].

Appendix B: Derivation of Eq. (9)

In this section, we derive the partition function $Z_{\text{leaf}}(\phi_1', \phi_2')$ in Eq. (9) for a leaf in Fig. 1(b). Using Eq. (8), we can represent $Z_{\text{leaf}}(\phi_1', \phi_2')$ as

$$Z_{\text{leaf}}(\phi_1', \phi_2') = z_n(\phi_1', \phi_2') \prod_{\ell=1}^{u-1} \prod_{q=1}^{v-1} \left[ z_n(\phi_{\ell q}^{(\text{up})}, \phi_{\ell q}^{(\text{lo})}) \right].$$

where

$$\phi_{\ell q}^{(\text{up})} = \phi_1' + \phi_2' \left( \phi_1^{(\text{up})} + \phi_2^{(\text{up})} \right) \phi_{\ell q}^{(\text{up})},$$

and

$$\phi_{\ell q}^{(\text{lo})} = \phi_1' + \phi_2' \left( \phi_1^{(\text{lo})} + \phi_2^{(\text{lo})} \right) \phi_{\ell q}^{(\text{lo})}.$$  \hspace{1cm} (B4)

respectively, and $Z_{\text{leaf}}(\phi_1', \phi_2')$ is rewritten as

$$Z_{\text{leaf}}(\phi_1', \phi_2') = \exp \left[ -i(1 - \mu_2) p(\phi_1'^2 + \phi_2'^2) \right].$$
which can be derived by considering the following integral on a circle the radius \( R \) of which goes to infinity:

\[
\int dz \cot(\pi z) = i \left\{ \sum_{n=-\infty}^{\infty} \frac{1}{(n-a)^2} - \frac{\pi^2}{\sin^2(\pi a)} \right\} = 0.
\]

Using Eq. (C4), the sum \( S_1(n) \) is evaluated as

\[
S_1(n) = \sum_{j=1}^{n-1} \frac{1}{\sin^2\left(\frac{\pi j}{2n}\right)} = \frac{n-1}{2} \sum_{j=1}^{n-1} \left( \frac{1}{\sin^2\left(\frac{\pi j}{2n}\right)} + \frac{1}{\sin^2\left(\frac{\pi (2n-j)}{2n}\right)} \right).
\]

\[
= \frac{4n^2}{\pi^2} \sum_{s=1}^{\infty} \left( \frac{1}{s^2} - \frac{1}{(sn)^2} \right) = \frac{2(n^2-1)}{3}.
\]

Similarly, the sum \( S_2(n) \) is given by

\[
S_2(n) = \sum_{j=1}^{n-1} \frac{(-1)^{j+1}}{\sin^2\left(\frac{\pi j}{2n}\right)} = \frac{4n^2}{\pi^2} \sum_{j=1}^{n-1} \sum_{k=0}^{\infty} \frac{(-1)^{j+1}}{(j-2nk)^2} + \frac{(-1)^{j+1}}{(-j-2nk)^2}
\]

\[
= \left\{ \begin{array}{ll}
\frac{4n^2}{\pi^2} \sum_{s=1}^{\infty} \frac{(-1)^{s+1}}{s^2} + \frac{1}{(sn)^2} & \text{if } n \text{ is even,} \\
\frac{4n^2}{\pi^2} \sum_{s=1}^{\infty} \frac{(-1)^{s+1}}{s^2} & \text{if } n \text{ is odd,}
\end{array} \right.
\]

\[
= \frac{n^2-1}{3} + \frac{1+(-1)^n}{2}.
\]

Inserting Eqs. (C6) and (C7) into Eq. (C2), we find that

\[
G(\mu_1) \simeq G(0) \left( 1 - \mu_1 \frac{u^2 + v^2 - 4}{3} \right),
\]

\[
h_1(\mu_1) \simeq 2 - \frac{u + v}{uv} + \mu_1 \times \left( \frac{2u^2 - 3u + 1}{3u} + \frac{2v^2 - 3v + 1}{3v} \right),
\]

\[
h_2(\mu_1) \simeq \frac{u + v}{uv} + \mu_1 \left( \frac{u^2 - 1}{3u} + \frac{v^2 - 1}{3v} \right).
\]
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