MLRM: A Multiple Linear Regression Based Model for Average Temperature Prediction of a Day
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ABSTRACT

Weather is a phenomenon that affects everything and everyone around us on a daily basis. Weather prediction has been an important point of study for decades as researchers have tried to predict the weather and climatic changes using traditional meteorological techniques. With the advent of modern technologies and computing power, we can do so with the help of machine learning techniques. We aim to predict the weather of an area using past meteorological data and features using the Multiple Linear Regression Model. The performance of the model is evaluated and a conclusion is drawn. The model is successfully able to predict the average temperature of a day with an error of 2.8 degrees Celsius.
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1 Introduction

Weather prediction is the science of predicting the conditions of the atmosphere at a particular time and place [1][3]. This prediction has been attempted formally and informally for decades using quantitative data and measurement tools [4][6]. Traditionally, meteorologists use various tools for various purposes [7][10]. Some of these tools include thermometers for temperature measurement, barometers for air pressure measurement, anemometers for wind speed measurement, etc. [11][14]. With the advancement of new tools and technologies and an increase in data and computing power, we can use the data collected by these devices to predict the weather using modern techniques which include statistical techniques and machine learning [15][18]. Weather prediction can be called a form of data mining that is concerned with finding hidden patterns inside largely available meteorological data [19][22].

An accurate weather prediction is advantageous for a significant amount of the population. In fact, every person and everything happening around us is affected by the current weather condition [23][26]. Some of the areas include disaster management farming, navigation for ships and airplanes, operation of hydro-power plants, sports and entertainment events, and even common household activities [27][30]. The process of trying to predict the weather based on recurring meteorological and astronomical events began with early human civilizations [31][33].

A vast amount of meteorological data is available even for the general public which encourages the need to monitor the weather and atmospheric changes on a daily basis [34][37]. Many satellites just record atmospheric parameters and conditions [38][41]. Thus this large amount of data can be used by machine learning models as an advantage over
traditional techniques to save time and increase accuracy [42–45]. We used Multiple Linear Regression with the data that are given at hand to predict the temperature of a city for the upcoming days. The main focus is made on accuracy which has to be more than the traditional methods.

2 Related Work

As the data is available cheaply and in vast quantity, researchers have previously tried to propose models for predicting the weather. The nature of weather is of course non-linear which makes the accuracy of prediction fairly lower as expected [46–50]. In paper [51], a review of scientific studies based on the prediction of weather using artificial neural networks is carried out. The benefits of using artificial neural networks consisted of yielding good results. Hence it can be used as an easy alternative to the traditional meteorological approach. Artificial Neural Network can be seen as capable of predicting most of the weather phenomena including rainfall, wind speed, temperature, etc. [52] used backpropagation neural network model and tested the idea with a real-time dataset. They compared the results with the practical work of the meteorological department. The results were confirmed that the model has the potential for successful application to temperature forecasting.

Predict and classification of thunderstorms using ANN is also done by [53]. They designed the model to predict the occurrence of thunderstorms in two geographical regions. ANN can be used effectively for the forecasting of thunderstorms with a more than satisfactory level of accuracy. Derivation of artificial neural networks for the purpose of weather prediction for a particular location is done by [54]. They used a backpropagation neural network model for initial modeling. Then the results obtained by the BPN model are used to feed the Hopfield Networks. They used attributes such as wind speed, humidity, and temperature. They collected three years of data comprising of around 15000 instances. [55] applied the K-Nearest Neighbor method to find the hidden pattern in a large dataset containing meteorological data of a particular area. They achieved a very high rate of accuracy but their model is unsuitable to use in remote areas.

3 Proposed Model

The working of the proposed model is described in this section followed by accuracy computation of the model. We are trying to predict the mean temperature of a day using the weather data for the last 3 days and the regression technique of machine learning. We have used the Multiple Linear Regression algorithm to train our model. Also, we have applied the feature selection method to select the most decisive features out of all the features available in our initial dataset. A diagram of this model can be seen in Fig. 1.

![Figure 1: Block diagram of proposed model](image-url)
The initial dataset is passed to the feature selection process which does two tasks, first, it removes all the features that are not linearly dependent on the dependent variable, and then it removes all the features that are not significant. The output of this block is a refined dataset which is then passed to the next process which uses this dataset to train our machine. The output of the training process is a continuous function that is used to predict the temperature.

3.1 Feature Selection
An important assumption in applying multiple linear regression is that there should be a linear relationship between dependent and independent variables. To check the linear behavior between dependent and independent variables, we calculate the Pearson correlation coefficient \( r \) between all possible pairs of dependent and independent variables. Pearson’s correlation coefficient’s value lies between -1 and 1 inclusively, where negative value shows negative correlation and positive value shows positive correlation. For a sufficient linear relationship to exist, the value of \( r \) should be either less than -0.6 or more than 0.6. So, we discarded all the features where the absolute value of \( r \) is less than 0.6.

After this, we applied the Backward Elimination method to remove insignificant features. In Backward elimination, we use a hypothesis test. The idea is to check the effect of the removal of a feature on the model. We calculate the P-value to prove the insignificance of a feature. We first select a significance level (in our case it is 5%), then we train our model and check the P-value of all the features. The maximum P-value found is compared with the significant level and if found greater, the corresponding feature is discarded and the process is repeated with the remaining features until all the features have a P-value lesser than the significant level.

3.2 Model Training by Multiple Linear Regression
After feature selection is done, we obtain a refined dataset. We use this dataset to train our machine using a multiple linear regression algorithm. The dataset is split into two parts, one is used to train the model and the other is used to test the performance of the prediction. The training set stores 80% of the data and the test set stores 20% of the data.

The formula to predict the value in multiple linear regression model (or the regression function) is given in Eq. (1). Here, \( k_0, k_1, ..., k_n \) in are the free parameters, \( y \) is the predicted value, and \( x_1, x_2, ..., x_n \) are the values of the features. Once the value is predicted, we calculate the square of the difference between actual and predicted values. Then we add all the square values, and this sum is known as the error. The objective of the algorithm is to minimize this error.

\[
y = k_0 + k_1 * x_1 + k_2 * x_2 + k_3 * x_3 ...... + k_n * x_n
\]

4 Results and Analysis
4.1 Experimental Setup
For our model, the dataset that we have used is created using the Weather Underground’s API web service. This dataset has 997 instances, and each instance stores the mean temperature of a day along with the weather details for the last 3 days. The weather details for the last three days include mean temperature, mean dew point temperature, mean humidity, precipitation, etc. of each day.

4.2 Feature Selection Results
To select linear features, the ‘corr’ function of Pandas library in Python was used to calculate the correlation coefficient \( r \). Fig. 2 shows the value of \( r \) after the removal of non-linear features. You can see in the diagram that all the values are greater than 0.6. We have used the Stats Models Library available in Python to get the P-value for all features. Fig. 3 shows the results of the final features selection. Here, it can be seen that all the P-values are less than the significant level (0.5). So, after the completion of the feature selection step, we are left with 7 features that will be used as input to multiple linear regression.

4.3 Performance Results
We used sklearn to train our model. Sklearn is a library for python users, it provides multiple methods that implement various machine learning algorithms and other different machine learning tasks. After training our model, we predict the temperature of test set instances, we then plot a graph using matplotlib in Python to have a graphical view of the accuracy of our model. We draw a scatter plot between predicted values and actual values. The closer the scatter plot is to line \( y = x \), the model is more accurate. Fig. 4 shows the scatter plot of the results obtained. We can see in Fig. 3 that our scatter plot is closer to line \( y = x \), which implies good accuracy.
Figure 2: Absolute values of correlation coefficient of all the possible pairs of dependent and independent variables sorted in ascending order.

| Variable          | Correlation Coefficient |
|-------------------|-------------------------|
| maxdewptm_3       | 0.829230                |
| maxtempm_3        | 0.832974                |
| mindewptm_3       | 0.833546                |
| meandewptm_3      | 0.834251                |
| mimtempm_3        | 0.836340                |
| maxdewptm_2       | 0.839893                |
| meamdewptm_2      | 0.848907                |
| mindewptm_2       | 0.852760                |
| mintempm_2        | 0.854320                |
| meantempm_3       | 0.855662                |
| maxtempm_2        | 0.863906                |
| meantempm_2       | 0.881221                |
| maxdewptm_1       | 0.887235                |
| meandewptm_1      | 0.896681                |
| mindewptm_1       | 0.899000                |
| mintempm_1        | 0.905423                |
| maxtempm_1        | 0.923787                |
| meantempm_1       | 0.937563                |
| meantempm         | 1.000000                |

Figure 3: Summary of trained model after applying backward elimination.

```
OLSR Regression Results

Dep. Variable: meantempm R-squared:  0.894
Model: OLS Adj. R-squared:  0.894
Method: Least Squares F-statistic: 1196.
Date: Sun, 17 Nov 2019 Prob (F-statistic): 0.00
Time: 22:04:15 Log-Likelihood:  5379.
No. Observations: 997 AIC:  5379.
Df Residuals: 989 BIC:  5419.
Df Model: 7
Covariance Type: nonrobust

|           | coef  | std err | t     | P>|t| | [0.025] | [0.975] |
|-----------|-------|---------|-------|------|---------|---------|
| const     | 1.1534| 0.411   | 2.804 | 0.005| 0.346   | 1.961   |
| mintempm_1| 0.1310| 0.053   | 2.458 | 0.014| 0.026   | 0.236   |
| mintempm_2| -0.0964| 0.037  | -2.620| 0.009| -0.169  | -0.024  |
| mintempm_3| 0.0886| 0.041   | 2.183 | 0.029| 0.009   | 0.168   |
| maxdewptm_1| -0.1939| 0.047  | -4.117| 0.000| -0.286  | -0.101  |
| maxdewptm_3| 0.1269| 0.049   | 3.191 | 0.001| 0.049   | 0.205   |
| mindewptm_1| 0.3352| 0.051   | 6.605 | 0.000| 0.236   | 0.435   |
| maxdewptm_2| 0.5506| 0.024   | 22.507| 0.000| 0.503   | 0.599   |

Omnibus: 13.123 Durbin-Watson: 1.969
Prob(Omnibus): 0.001 Jarque-Bera (JB): 16.871
Skew: -0.163 Prob(JB): 0.000217
Kurtosis: 3.548 Cond. No. 134.
```
5 Conclusion

A significant number of study has been done on weather forecasting in the past to benefit human society as an accurate weather prediction can contribute to saving losses including financial and human losses, and to predict day-to-day functioning. Meteorological data is available freely or at a low cost with numerous features and instances. Feature selection is important to reduce the number of redundant and unrequired features. We started with more than 30 features and they were reduced to 7. We calculated the absolute mean error on our test set. The absolute mean error thus obtained in the end is 2.8, which implies that our model can predict the mean temperature of a day with an error of 2.8 degrees Celsius, given the weather information of the last three days. The deviation of 2.8 degrees Celsius is not much so the model can be used in a simulation to get the idea of what the temperature is going to be.
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