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Abstract—This paper considers a single-cell massive multiple-input multiple-output (MIMO) system equipped with a base station (BS) that uses one-bit quantization and investigates the energy efficiency (EE) and spectral efficiency (SE) trade-off. We first propose a new precoding scheme and downlink power allocation strategy that results in uplink-downlink SINR duality for one-bit MIMO systems. Taking into account the effect of the imperfect channel state information, we obtain approximate closed-form expressions for the uplink and downlink achievable rates under duality with maximum ratio combining/matched-filter and zero-forcing processing. We then focus on joint optimization of the competing SE and EE objectives over the number of users, pilot training duration and operating power, using the weighted product method to obtain the EE/SE Pareto boundary. Numerical results are presented to verify our analytical results and demonstrate the fundamental tradeoff between EE and SE for different parameter settings.
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I. INTRODUCTION

In the past decade, there has been considerable work focused on improving wireless system spectral efficiency (SE) and throughput triggered by spectrum scarcity and the demand for higher rates for multimedia applications. Massive multiple-input multiple-output (MIMO) technology is considered to be an important component of 5th generation (5G) wireless communication systems, and has been shown to potentially achieve increases in SE by orders of magnitude over contemporary systems. The main idea of massive MIMO is based on equipping the base stations (BSs) with many antenna elements, providing unprecedented spatial degrees of freedom for simultaneously serving multiple user terminals on the same time-frequency channel [1]–[4]. However, with a large number of antenna elements deployed at the BS, system cost and power consumption will be excessive if each antenna element and corresponding radio frequency (RF) chain is equipped with high-resolution and power-hungry analog-to-digital converter/digital-to-analog converters (ADCs/DACs). In addition, as huge bandwidths and correspondingly high sampling rates will be required in next generation wireless systems, high-speed ADCs are either unavailable or too costly for practical implementation [5]. Therefore, the use of low-resolution ADCs/DACs, especially those that operate with only one bit, has been suggested for massive MIMO systems [6], [7]. One-bit ADCs/DACs significantly reduce power consumption and cost since they consist of a simple comparator and do not require automatic gain control or linear amplifiers, and hence greatly simplify the analog RF front end. It has been shown that MIMO capacity is not severely reduced by the coarse quantization at low signal-to-noise ratios (SNRs) [8]; the power penalty due to one-bit quantization is approximately equal to only π/2 (1.96dB) in the low SNR region [9]. In addition, [8] and [9] showed that, compared with the conventional MIMO systems with perfect hardware implementation, the loss of SE in one-bit MIMO systems can be compensated for by deploying around 2.2–2.5 times more antennas at the BS. Therefore the use of one-bit ADC/DACs can make massive MIMO systems more viable in practice.

While SE is the most common performance metric for designing wireless systems [12], [13], recent efforts to promote energy efficient or “green” communications have recently attracted considerable research interest [14], [15]. There has been a large amount of work devoted to maximizing the EE for massive MIMO in various scenarios, including single cell and multi-cell deployments [16], [17]. SE and EE are typically competing objectives; increasing one usually leads to degradation in the other. Since both are important factors in wireless systems, it is important to consider both when optimizing the system design. Multiple objective optimization approaches are useful for obtaining reasonable operating points on the Pareto performance boundary that balance the two criteria [18]–[20].

There has been limited prior work on the EE-SE tradeoff in various wireless communication systems [21]–[24]. The authors of [21] proposed a new paradigm for the EE-SE tradeoff in OFDMA cellular networks and showed that a
significant amount of bandwidth can be saved with a slight increase in energy consumption by using the proposed paradigm. In [22], the relationship between EE and SE for downlink multiuser distributed antennas systems (DAS) is investigated, and an algorithm to allocate the available power to balance EE and SE is also proposed. A full duplex relay system was considered in [23], and several power scaling schemes were proposed that achieve a good trade-off between SE and EE. The work of [24] investigated the SE-EE tradeoff using multi-objective optimization subject to a maximum total transmit power constraint for downlink massive MIMO systems for several different parameter settings.

In this paper, we consider a single-cell massive MIMO system with a BS equipped with one-bit ADC/DACs and we simultaneously address the EE-SE tradeoff for both uplink and downlink. Our goal is to provide insight on how the number of active terminals, the pilot training length and the system operating power affect the EE and SE for different linear processing schemes. Our specific contributions are summarized below.

- Since uplink-downlink duality is helpful when jointly designing the precoder and receiver, we prove the uplink-downlink SINR duality for one-bit MIMO systems operating at low SNR. On the basis of this duality, we propose a new precoding scheme and downlink power allocation strategy that achieve the same SINR in both the uplink and downlink. In addition, we show that by using our proposed power allocation strategy, the required range of power amplifier gains is small, especially for a large number of transmit antennas.

- We quantify the theoretical rate achievable in both the uplink and downlink using MRC/MF and ZF processing based on linear minimum mean-squared error (LMMSE) channel estimation. Closed-form expressions for the uplink and downlink achievable rates with MRC/MF and ZF are obtained as well, which enable us to simultaneously examine the uplink and downlink performance to evaluate the system SE and EE.

- Using a standard multiple objective optimization approach, we investigate the optimal number of active terminals, pilot training length and system operating power that achieve a good tradeoff between SE and EE, and we show the benefit of doing so via several numerical examples. We further show that the power penalty in one-bit systems can be compensated for by deploying 2-2.5 times more antennas for MRC/MF processing, while for ZF processing, more and more antennas are required as the SNR increases.

The rest of this paper is organized as follows. In the next section, we present the assumed system architecture and signal model for both the uplink and downlink. In Section III, we investigate channel estimation and data transmission for one-bit MIMO systems using the Bussgang decomposition. The uplink-downlink SINR duality in one-bit MIMO systems is proved in Section IV. In Section V, we provide approximate expressions for the uplink and downlink achievable rate. We focus on the energy and spectral efficiency trade-off in Section VI, and investigate the effect of optimal resource allocation in improving both the SE and EE. Simulation results are presented in Section VI and we conclude the paper in Section VII.

**Notation:** The following notation is used throughout the paper. Bold uppercase (lowercase) letters denote matrices (vectors); $(\cdot)^\dagger$, $(\cdot)^T$, and $(\cdot)^H$ denote complex conjugate, transpose, and Hermitian transpose operations, respectively; $\|\cdot\|$ represents the 2-norm of a vector; $\text{tr}(\cdot)$ represents the trace of a matrix; $\text{diag}\{X\}$ denotes a diagonal matrix containing only the diagonal entries of $X$; $\otimes$ represents the Kronecker product; $[X]_{ij}$ denotes the $(i, j)$th entry of $X$; $x \sim \mathcal{CN}(a, B)$ indicates that $x$ is a complex Gaussian vector with mean $a$ and covariance matrix $B$; $E\{\cdot\}$ and $\text{Var}\{\cdot\}$ denote the expected value and variance of a random variable, respectively.

**II. SYSTEM MODEL**

As depicted in Fig. 1, we consider a single-cell massive MIMO system, where each antenna of the base station (BS) is assumed to be equipped with one-bit ADC/DACs. For the uplink, the one-bit ADCs convert the real and imaginary part of the received signal from the analog domain, while for the downlink transmission, the one-bit DACs convert the precoded data symbols fed to the analog domain. We assume the BS is deployed with a large array of $M$ antennas and communicates with $K \gg 1$ out of $K_{\text{max}}$ single-antenna terminals at a time, where we refer to the $K$ terminals as *active terminals* and to the remaining $K_{\text{max}} - K$ as *silent terminals*. The $K$ active terminals are randomly selected in a round-robin fashion, such that the subset of active terminals changes over time, and hence the index of the terminal $k \in \{1, ..., K\}$ corresponds to different terminals at different times. The geographical position of the $k$th terminal is assumed to be a random variable drawn from a circular uniform distribution with maximum radius $r_{\text{max}}$ and minimum radius $r_{\text{min}}$.

Let $g_k \in \mathbb{C}^{M \times 1}$ denote the channel vector between the $k$th active terminal and the BS, which includes the effects of independent fast fading, geometric attenuation and log-normal shadow fading:

$$g_k = \sqrt{\beta_k} h_k, \quad (1)$$
where $h_k \sim \mathcal{CN}(0, I)$ represents the fast fading channel of the $k$th active terminal and is assumed to be Gaussian distributed with zero mean and unit variance, and $\beta_k$ is the large-scale fading coefficient that models both the geometric attenuation and shadow fading. The large scale fading coefficient of the $k$th active terminal is modeled as

$$\beta_k = \frac{d_k}{(d_k/r_{\text{min}})^\kappa},$$

where $d$ is a non-logarithmic shadowing value, $\kappa$ is the path-loss exponent and $d_k$ represents the distance between the $k$th user and the BS. Due to the slow-varying nature of the long term channel statistics, we assume the large scale fading coefficients are known at the BSs.

We assume that the one-bit massive MIMO system operates in time-division duplex (TDD) mode and the channels of the $K$ active terminals undergo block fading in which the channel state remains constant over a coherence interval of length $T$ symbols. Assuming reciprocal uplink and downlink channels, the BS can process both the uplink and downlink signals using the uplink channel measurement.

### A. Uplink Signal Model

During the uplink phase, we assume the $K$ active terminals simultaneously transmit independent data symbols to the BS. Thus the uplink received signal at the BS is

$$y_u = \sum_{k=1}^{K} \sqrt{p_k} g_k s_k + n_u,$$

where the subscript ‘$u$’ stands for ‘uplink’, $p_k$ and $s_k$ are respectively the transmit power and transmit data symbol of the $k$th active terminal. In addition we assume $E\{|s_k|^2\} = 1$ and $E\{|s_i s_k^H\} = 0$ for $i \neq k$. The additive noise is assumed to be Gaussian: $n_u \sim \mathcal{CN}(0, I) \subset \mathbb{C}^{M \times 1}$. The total uplink transmit power is then given by $P_{\text{total}} = \sum_{k=1}^{K} p_k$.

In most existing work, fixed and equal uplink transmit power is assumed for each active terminal. This may result in a large rate disparity between the nearest and furthest active terminals due to path loss. However, we assume a statistically-aware power control strategy in which the data symbols from the $k$th terminal have transmit power $p_k = \beta_k^{-1} \rho_a$, where $\rho_a$ is a system design parameter we refer to as the system operating power [12]. The quantized signal obtained after the one-bit ADCs is represented as

$$r_u = Q(y_u) = Q\left( \sum_{k=1}^{K} \sqrt{p_k} g_k s_k + n_u \right),$$

where $g_k^\text{eff} = \sqrt{p_k} g_k = \sqrt{\rho_a} d_k$ represents the effective power-controlled channel of the $k$th active terminal. Since the large scale fading coefficients can be compensated for by adjusting the transmit power, we model the effective channel as $g_k^\text{eff} \sim \mathcal{CN}(0, \rho_a I)$, which implies that a uniform terminal experience can be guaranteed since each active terminal has the same channel statistics. The operator $Q(.)$ represents the one-bit quantization, which is applied separately to the real and imaginary parts as $Q(.) = \frac{1}{\sqrt{2}} (\text{sign}(\Re(.)) + j \text{sign}(\Im(.)))$. Thus, the output set of the one-bit quantization is equivalent to the quadrature phase-shift keying (QPSK) constellation points $\Omega = \frac{1}{\sqrt{2}} \{1 + j, 1 - j, -1 + j, -1 - j \}$.

### B. Downlink Signal Model

For the downlink, we assume that the data symbol $x_k$ for the $k$th active terminal is multiplied by a precoder $t_k$, and then the real and imaginary parts are quantized by a one-bit DAC:

$$r_d = Q(y_d) = Q\left( \sum_{k=1}^{K} t_k x_k \right),$$

where the subscript ‘$d$’ stands for ‘downlink’, the data symbols $x_k$ are zero mean with unit variance and satisfy $E\{|x_k|^2\} = 1$ and $E\{|x_i x_k^H\} = 0$ for $i \neq k$. Again, each element of $r_d$ lies in the set $\Omega$ due to the one-bit quantization. As we assume that the system operates in TDD mode, the received signal at the $k$th active terminal is given by

$$u_{d,k} = g_k^T Q r_d + n_{d,k}$$

$$= g_k^T Q \left( \sum_{k=1}^{K} t_k x_k \right) + n_{d,k},$$

where $n_{d,k} \sim \mathcal{CN}(0, I)$ is additive white Gaussian noise at the $k$th active terminal, $Q$ is a diagonal matrix that represents the power allocated to each BS antenna, and hence the total transmit power for the downlink is $P_{\text{total}} = \text{tr}(Q Q^H)$.

Note that contrary to conventional MIMO systems where the transmit power allocation can be considered jointly with the precoding vector, the power allocated to each BS antenna in a one-bit MIMO system should be considered separately since the power of each element of the output signal $r_d$ is normalized due to the one-bit quantization. We later show how to design the precoding vector $t_k$ and the transmit power matrix $Q$ to achieve the same achievable rate performance in the downlink as in the uplink.

### III. CHANNEL ESTIMATION AND DATA TRANSMISSION FOR ONE-BIT MIMO SYSTEMS

We assume each coherence interval $T$ is divided into three parts: the first $\tau = \tau_0 K$ symbols reserved for pilot training, and then the remaining $T - \tau$ symbols are split between the uplink and downlink data transmission phases. The factor $\tau_0$ represents the number of pilots relative to the number of active terminals. In conventional MIMO systems, the value that maximizes SE is $\tau_0 = 1$, while for one-bit systems SE is in general maximized for $\tau_0 > 1$ [8]. We denote $\gamma \in (0, 1)$ as the fraction of the coherence interval allocated for uplink transmission and $1 - \gamma$ the fraction for downlink transmission.
A. Channel Estimation

We assume the CSI is estimated based on pilot sequences of length \( \tau \) symbols:

\[
Y_t = \sum_{k=1}^{K} \sqrt{p_k} \phi_k^T + N_t = \sum_{k=1}^{K} \tilde{g}_{k}^{\text{eff}} \phi_k^T + N_t, \tag{7}
\]

where the subscript ‘t’ stands for ‘training’, \( Y_t \in \mathbb{C}^{M \times \tau} \) is the received training signal matrix, \( p_k \) and \( \phi_k \in \mathbb{C}^{\tau \times 1} \) are the pilot transmit power and the pilot sequence of the \( k \)th user, respectively. In this paper, all pilot sequences are assumed to be mutual orthogonal, i.e., \( \phi_i^T \phi_k = \tau \) and \( \phi_i^T \phi_k = 0 \) for \( i \neq k \).

To match the matrix form of (7) to the vector form of (4), we vectorize the received signal as

\[
y_t = \text{vec}(Y_t) = \sum_{k=1}^{K} \tilde{\phi}_k g_k^{\text{eff}} + n_t, \tag{8}
\]

where \( \tilde{\phi}_k = (\phi_k \otimes I_M) \) and \( n_t = \text{vec}(N_t) \). After one-bit ADCs, the quantized signal is expressed as

\[
r_t = Q(y_t) = Q \left( \sum_{k=1}^{K} \tilde{\phi}_k g_k^{\text{eff}} + n_t \right), \tag{9}
\]

where each element of \( r_t \) takes values from the set \( \Omega \). We would like to remark that the output of (9), \( r_t \), is independent of any real-valued scaling factor applied to \( y_t \). Using the Bussgang decomposition [25], we can reformulate the nonlinear quantization using a statistically equivalent linear operator that will simplify the channel estimator and the resulting analysis:

\[
r_t = Q(y_t) = A_t y_t + \eta_t = \sum_{k=1}^{K} \tilde{\phi}_k \tilde{g}_k^{\text{eff}} + \tilde{n}_t, \tag{10}
\]

where \( \eta_t \) is the quantization noise, \( \tilde{\phi}_k = A_t \phi_k \), \( \tilde{n}_t = A_t n_t + \eta_t \) is the total effective noise, and \( A_t \) is chosen to make \( \eta_t \) uncorrelated with \( y_t \) [25], or equivalently, to minimize the power of the equivalent quantization noise. If the received signal \( y_t \) is Gaussian, then \( A_t \) is given by [8]

\[
A_t = \sqrt{\frac{2}{\pi} \text{diag} \left( C_{y_t} \right)^{-1}} \left( \frac{1}{K \rho_u + 1} \right) \tag{11}
\]

where \( C_{y_t} \) denotes the covariance matrix of \( y_t \).

We can see from (11) that \( A_t \) is related to the diagonal terms of \( C_{y_t} \) and therefore, to the pilot sequences. In order to obtain a simple expression for \( A_t \), we consider pilot sequences composed of submatrices of the discrete Fourier transform (DFT) operator [26]. The benefits of using DFT pilot sequences are: i) all elements of the pilot sequences have the same magnitude, which simplifies peak transmit power constraints, and ii) the diagonal terms of \( \phi_k \phi_k^H \) are always equal to 1, which results in the following simple expression for \( A_t \):

\[
A_t = \sqrt{\frac{2}{\pi} \frac{1}{K \rho_u + 1}} \mathbf{I} \triangleq \alpha \mathbf{I}. \tag{12}
\]

Since the one-bit quantization always results in a signal \( r_t \) with unit variance, the individual transmit power \( p_k \) of each user is difficult to estimate [27]. Therefore we estimate the effective channels \( g_k^{\text{eff}} \) including the uplink power-control instead of the true channel \( g_k \). In this way, we can estimate the channel without taking the transmit power \( p_k \) into account. According to [28] and the fact that \( \eta_t \) is uncorrelated with the channel \( g_k^{\text{eff}} \) (see [8] for a detailed proof), the LMMSE channel estimate of \( g_k^{\text{eff}} \) can be expressed as

\[
\hat{g}_k^{\text{eff}} = \rho_u \tilde{g}_k^H C_{r_t}^{-1} r_t, \tag{13}
\]

where \( C_{r_t} \) is the auto-correlation matrix of \( r_t \). It has been shown in [29] that for one-bit ADCs, the arcsine law can be used to obtain \( C_{r_t} \):

\[
C_{r_t} = \frac{2}{\pi} \left( \text{arcsin} \left( \frac{\Sigma_y}{\sqrt{\Sigma_g}} \right) \right)^2 + j \text{arcsin} \left( \frac{\Sigma_y}{\sqrt{\Sigma_g}} \right), \tag{14}
\]

where we define \( \Sigma_y = \text{diag} (C_{y_t}) \) . The covariance matrix of the estimation error \( \varepsilon_k^{\text{eff}} = g_k^{\text{eff}} - \hat{g}_k^{\text{eff}} \) is then given by

\[
C_{\varepsilon_k^{\text{eff}}} = E \left\{ (g_k^{\text{eff}} - \hat{g}_k^{\text{eff}})(g_k^{\text{eff}} - \hat{g}_k^{\text{eff}})^H \right\} = \rho_u I_M - \rho_u^2 \tilde{g}_k^H C_{r_t}^{-1} \tilde{g}_k \tag{15}
\]

and the mean-squared error (MSE) is \( \text{MSE}_k = \text{tr}(C_{\varepsilon_k^{\text{eff}}}) \).

Note that \( C_{y_t} \) is a circulant matrix, and hence \( C_{r_t} \) is also circulant since the arcsine operation is performed elementwise. Note also that the inverse of a circulant matrix is also circulant, and that circulant matrices can be diagonalized by a DFT matrix. Therefore, another advantage of using the DFT matrix as pilot sequences is that, by using the channel estimator in (13), the elements of the channel estimate are mutually uncorrelated. Thus, the covariance matrix of the error in (15) is diagonal.

B. Data Transmission

During the data transmission phase, the BS considers the channel estimates as the true channel and employs a linear receiver to decode the uplink signals from the \( K \) active terminals, and a linear precoder to broadcast the downlink signal to the \( K \) terminals.

1) Linear Receiver: During the uplink, the \( K \) users simultaneously transmit their data symbols to the BS. We again employ the Bussgang decomposition and reformulate the nonlinear quantizer \( Q(\cdot) \) as a linear function, and the quantized signal at the BS can be expressed as

\[
r_u = Q(y_u) = Q \left( \sum_{k=1}^{K} \sqrt{p_k} g_k s_k + n_u \right) = A_u \sum_{k=1}^{K} \tilde{g}_k^{\text{eff}} s_k + A_u n_u + \eta_u, \tag{16}
\]

where the same definitions as in the previous sections apply, but replacing the subscript ‘t’ with ‘u’. Again, according to the Bussgang decomposition, the matrix \( A_u \) for a Gaussian...
input is given by

\[ A_u = \sqrt{\frac{2}{\pi}} \text{diag} \left( C_{Y_u} \right)^{-\frac{1}{2}} \]

\[ = \sqrt{\frac{2}{\pi}} \text{diag} \left( \sum_{k=1}^{K} g_k^\text{eff} (g_k^\text{eff})^H + I_M \right)^{-\frac{1}{2}} \]

\[ \cong \sqrt{\frac{2}{\pi}} \sqrt{\frac{1}{\rho_u K}} I_M = \alpha I_M, \quad (17) \]

where the approximation is reasonable since we assume \( K \gg 1 \) and i.i.d. effective channel coefficients.

Note that unlike (11), where the pilot sequences are fixed and the expectation operation is taken over the channel vectors, the expectation in (17) is taken over the data symbols for each individual channel realization. As such, the effect that the quantization noise sometimes appears to coherently combine with the data symbols as observed in [9] can be avoided.

With a linear receiver, the quantized signal \( r_u \) is separated into \( K \) streams by multiplication by the matrix \( W^T \) as follows:

\[ \hat{s} = W^T r_u \]

\[ = W^T A_u \sum_{k=1}^{K} g_k^\text{eff} s_k + W^T A_u n_u + W^T \eta_u. \quad (18) \]

Then the \( k \)th stream is used to decode the signal transmitted from the \( k \)th active terminal, which can be expressed as

\[ \hat{s}_k = w_k^T A_u g_k^\text{eff} s_k + w_k^T \sum_{i \neq k} A_u g_i^\text{eff} s_i + w_k^T A_u n_u + w_k^T \eta_u, \]

where \( w_k \) is the \( k \)th column of \( W \). The last three terms in (19) respectively correspond to user interference, AWGN noise and quantization noise.

2) Linear Precoding: Similar to the uplink, in the downlink we can reformulate the precoded signal model of (5) using the Bussgang decomposition:

\[ r_d = Q \left( \sum_{k=1}^{K} t_k x_k \right) = A_d \sum_{k=1}^{K} t_k x_k + \eta_d, \quad (20) \]

where the same definitions as in the previous sections apply, but replacing the subscript ‘t’ with ‘d’. The matrix \( A_d \) for a Gaussian input is given by

\[ A_d = \sqrt{\frac{2}{\pi}} \text{diag} \left( C_{Y_d} \right)^{-\frac{1}{2}} = \sqrt{\frac{2}{\pi}} \text{diag} \left( \sum_{k=1}^{K} t_k t_k^H \right)^{-\frac{1}{2}}. \quad (21) \]

Substituting (20) into (6), the received signal at the \( k \)th terminal can be expressed as

\[ u_{d,k} = g_k^T Q Q \left( \sum_{k=1}^{K} t_k x_k \right) + n_{d,k} \]

\[ = g_k^T Q A_d t_k x_k + g_k^T Q A_d \sum_{i \neq k} t_i x_i + g_k^T Q \eta_d + n_{d,k}. \quad (22) \]

The last three terms in (22) respectively correspond to multiuser interference, quantization noise and AWGN noise.

IV. UPLINK-DOWNLINK SINR DUALITY IN ONE-BIT MIMO SYSTEMS

The receiver and precoder can be designed in a variety of ways to satisfy specific uplink and downlink SINR requirements. In general, it is more difficult to optimize the downlink precoder than the uplink receiver, and the uplink-downlink SINR duality theorem is a key tool which substantially simplifies the problem of joint precoder and receiver design. The duality between the downlink (broadcast) and the uplink (multiple access) channels in unquantized MIMO systems has been proved in previous work [30]. As with conventional MIMO systems, establishing SINR duality for the one-bit case is useful because, for example, it allows one to transform the more difficult problem of downlink precoder design and power allocation to the easier dual uplink problem. Thus, in the following, we establish the conditions for which the uplink and downlink duality holds in one-bit systems. As we will see later, this uplink-downlink duality allows us to derive an EE-SE tradeoff that is valid for both links.

According to the signal model of (19) and (22), the uplink and downlink SINR of the \( k \)th active user can be expressed as (23) and (24) shown on the top of the next page, where \( C_{\eta_p} \) denotes the covariance matrix of the quantizer noise \( \eta_p \)

\[ C_{\eta_p} = C_{Y_p} - A_p C_{Y_p} A_p^H, \quad (25) \]

where the subscript ‘p’ represents either the training, uplink or downlink phase, \( p \in \{ t, u, d \} \). According to the arcsine law, we can rewrite \( C_{\eta_p} \) as

\[ C_{\eta_p} = \frac{2}{\pi} \text{arcsin}(X_p) + j \text{arcsin}(Y_p) - \frac{2}{\pi}(X_p + jY_p), \quad (26) \]

where

\[ X_p = \text{diag}(C_{Y_p})^{-\frac{1}{2}} \text{Re}(C_{Y_p}) \text{diag}(C_{Y_p})^{-\frac{1}{2}}, \]

\[ Y_p = \text{diag}(C_{Y_p})^{-\frac{1}{2}} \text{Im}(C_{Y_p}) \text{diag}(C_{Y_p})^{-\frac{1}{2}}. \]

Due to the nonlinear arcsine function, it is complicated to prove the SINR duality directly. However, we note the approximation that

\[ \frac{2}{\pi} \text{arcsin}(a) \approx \begin{cases} 1, & a = 1 \\ 2a/\pi, & a < 1 \end{cases} \]

Thus if the non-diagonal elements of \( X_p \) and \( Y_p \) are much smaller than 1, we can approximate (26) as

\[ C_{\eta_p} \approx (1 - 2/\pi)I, \quad (30) \]

which implies that the quantizer noise is approximately uncorrelated. By using this approximation, we arrive at Theorem 1 below.

**Theorem 1:** Assume a one-bit MIMO system with the uplink linear receiver \( W = [w_1, ..., w_K] \), user power allocation vector \( p = [p_1, ..., p_K]^T \) with \( \|p\|_1 = P_{\text{total}} \) and uncorrelated quantizer noise. If the \( k \)th user achieves \( \text{SINR}^{(UL)}_k = \gamma_k \) in the uplink, then the same \( \text{SINR}^{(DL)}_k = \gamma_k \) can also be achieved using equal total power in the downlink if the downlink precoders and BS antenna power allocation is chosen...
\[
\text{SINR}_{k}^{(UL)} = \frac{p_k |w_k^T A_u g_k|^2}{\sum_{i \neq k} p_i |w_i^T A_u g_i|^2 + \|w_k^T A_u g_k\|^2 + w_k^T C_{\eta_{k}} w_k},
\]
\[
\text{SINR}_{k}^{(DL)} = \frac{|g_k^T Q A_{\hat{d}} t_i|^2}{\sum_{i \neq k} |g_k^T Q A_{\hat{d}} t_i|^2 + g_k^T Q C_{\eta_{k}} Q^H g_k^* + 1},
\]

as follows:
\[
t_i = \sqrt{\frac{q_i}{\|A_u w_i\|^2}} A_u w_i \triangleq \sqrt{q_i} t_i,
\]
\[
Q = \text{diag} \left( \sum_{i = 1}^{K} t_i t_i^H \right)^\frac{1}{2},
\]
where \(A_u\) is defined in (17) and \(q_i\) is the \(i\)th element of vector \(q\) defined by
\[
q = \frac{\pi}{2} (I - D \Psi)^{-1} D 1_K,
\]
where \(\|q\|_1 = P_{\text{total}}^{(DL)} = P_{\text{total}}^{(UL)}, D\) is a \(K \times K\) diagonal matrix whose \(k\)th diagonal element is
\[
[D]_{k,k} = \gamma_k |g_k^T t_k|^2,
\]
and \(\Psi\) is a \(K \times K\) matrix, whose \((k, i)\)th element is
\[
[\Psi]_{k,i} = \begin{cases} |g_k^T t_i|^2 + \left( \frac{\pi}{2} - 1 \right) \hat{t}_i^H \text{diag}(g_k^* g_k^T) \hat{t}_i, & i \neq k \\ \left( \frac{\pi}{2} - 1 \right) \hat{t}_i^H \text{diag}(g_k^* g_k^T) \hat{t}_i, & i = k \end{cases}
\]

**Proof:** See Appendix A

**Corollary 1:** Assume a one-bit MIMO system with the downlink linear precoder \(T = [t_1, \ldots, t_K]\), BS antenna power allocation \(Q = \text{diag} \left( \sum_{i = 1}^{K} t_i t_i^H \right)^\frac{1}{2}\) with \(\text{tr}(QQ^H) = P_{\text{total}}^{(DL)}\) and uncorrelated quantizer noise. If the \(k\)th user achieves the \(\text{SINR}_{k}^{(DL)} = \gamma_k\) in the downlink, then the same \(\text{SINR}_{k}^{(UL)} = \gamma_k\) can also be achieved using equal total power in the uplink if the uplink receivers and user power allocation vector is chosen as
\[
w_i = A_u^{-1} t_i / \| t_i \|_2
\]
\[
p = \frac{\pi}{2} (I - D \Psi^T)^{-1} D 1_K,
\]
where \(\|p\|_1 = P_{\text{total}}^{(UL)} = P_{\text{total}}^{(DL)}\). The matrices \(A_u, D\) and \(\Psi\) are defined in (17), (34) and (35), respectively.

Note that the uplink-downlink SINR duality holds for arbitrary user power allocation and linear receivers, and the key point is that the quantizer noise has to be uncorrelated. Since it is expected that the number of users is large and the SNR per-antenna is low due to the availability of a large array gain in massive MIMO systems, the assumption of uncorrelated quantizer noise using the approximation in (30) is quite reasonable. Therefore, we conclude that uplink-downlink SINR duality holds in massive MIMO systems operating at low SNR.

**V. Achievable Rate Approximation in One-Bit Massive MIMO Systems**

In one-bit MIMO systems, the quantizer noise for the both uplink and downlink is not Gaussian due to the one-bit quantization. However the entropy of the uncorrelated effective noise is upper-bounded by the entropy of Gaussian noise, and this minimizes the mutual information of the input and output [31]. Therefore, a lower bound for the achievable rate can be found by modeling the quantizer noise \(\eta_{UL}\) and \(\eta_{DL}\) as Gaussian with the same covariance matrix given in (25). Thus the ergodic achievable rate for both the uplink and downlink in one-bit MIMO systems is lower bounded by
\[
\tilde{R}_k^{\text{Link}} = E \left\{ \log_2 \left( 1 + \text{SINR}_k^{(Link)} \right) \right\},
\]
where \(\text{Link} \in \{\text{UL}, \text{DL}\}\), and \(\text{SINR}_{k}^{(UL)}\) and \(\text{SINR}_{k}^{(DL)}\) are given in (23) and (24), respectively. In this section we derive closed-form expressions for the achievable rate in the low SNR region.

The covariance matrix of the estimated effective channel \(g_{\text{eff}}^k\) in (13) is given by
\[
C_{g_{\text{eff}}} = \rho_{\alpha}^2 \tilde{\phi}_k^H C_r \tilde{\phi}_k.
\]

We see that the expression above involves the covariance matrix \(C_r\), which is complicated due to the arcsine law of [14]. However, using the approximation of (30) for low SNR and using the linear form of \(r_k\) given in (10), the covariance of \(C_n\) can be approximated as
\[
C_{r_k} = \sum_{k=1}^{K} \rho_{\alpha} \tilde{\phi}_k \tilde{\phi}_k^H + A_k A_k^H + C_{\eta_{k},\eta_{k}}
\]
\[
\cong \sum_{k=1}^{K} \rho_{\alpha} \tilde{\phi}_k \tilde{\phi}_k^H + (\alpha^2 + 1 - \frac{2}{\pi}) I.
\]

Note that although the elements of the channel estimate \(\hat{g}_{\text{eff}}^k\) are not Gaussian distributed due to the one-bit quantization, we can approximate them as Gaussian according to Cramér’s central limit theorem [32] since each element of \(g_{\text{eff}}^k\) can be expressed as the summation of a large number of random variables. Therefore, in the sequel each element of the channel estimate \(\hat{g}_{\text{eff}}^k\) is approximated as Gaussian with covariance matrix
\[
C_{\tilde{g}_{\text{eff}}} \cong \rho_{\alpha}^2 \tilde{\phi}_k \left( \sum_{k=1}^{K} \rho_{\alpha} \tilde{\phi}_k \tilde{\phi}_k^H + \left( \alpha^2 + 1 - \frac{2}{\pi} \right) I \right)^{-1} \tilde{\phi}_k
\]
\[
= \frac{\alpha^2 \rho_{\alpha}^2}{\alpha^2 \tau \rho_{\alpha}^2 + \alpha^2 + 1 - 2/\pi} I = \sigma^2 I,
\]
which implies that, at low SNR, each element of the channel estimate \(\hat{g}_{\text{eff}}^k\) is approximated as independent and identically

Gaussian distributed (i.i.d) with zero mean and variance $\sigma^2$.

**A. Uplink Transmission**

In this section, we focus on deriving a closed-form expression for the uplink achievable rate. Since there is no efficient way to directly calculate the achievable rate in (38), we borrow Lemma 1 from [33] to derive an approximate closed-form expression. For completeness, we provide it below.

**Lemma 1:** If $X = \sum_{i=1}^{M} X_i$ and $Y = \sum_{j=1}^{M} Y_j$ are both sums of nonnegative random variables $X_i$ and $Y_j$, then the following approximation holds

$$E \left\{ \log_2 \left( 1 + \frac{X}{Y} \right) \right\} \approx \log_2 \left( 1 + \frac{E[X]}{E[Y]} \right).$$

**Proof:** See [33].

Note that the approximation in Lemma 1 does not require the random variables $X$ and $Y$ to be independent and becomes more accurate as $M$ increases.

According to Lemma 1 and substituting $A_k = \alpha I$, we can approximate the uplink ergodic achievable rate $R_k^{(UL)}$ by

$$R_k^{(UL)} = \log_2 \left( 1 + \frac{\alpha^2 E \left\{ \left\| w_k^T g_k^{\text{eff}} \right\|^2 \right\}}{\sum_{i \neq k} \alpha^2 E \left\{ \left\| w_k^T g_i^{\text{eff}} \right\|^2 \right\} + \text{AQN}_k} \right),$$

where we define

$$\text{AQN}_k = \alpha^2 E \left\{ \left\| w_k^T \right\|^2 \right\} + E \left\{ w_k^T C_{\eta_k} w_k^T \right\},$$

and the expectation operation is taken with respect to the channel realizations. In this paper, we will consider the performance of the standard MRC and ZF receivers, defined by

$$W_k^{\text{MRC}} = \hat{G}_k^{\text{eff}},$$

$$W_k^{\text{ZF}} = \left( \hat{G}_k^{\text{eff}} \hat{G}_k^{\text{eff}} \right)^{-1} \hat{G}_k^{\text{eff}},$$

respectively, where $\hat{G}_k^{\text{eff}} = \left[ g_1^{\text{eff}}, ..., g_K^{\text{eff}} \right]$.

**Theorem 2:** For an MRC receiver based on the LMMSE channel estimate and operating at low SNR, the uplink achievable rate for each active terminal in a one-bit massive MIMO system can be approximated by

$$R_k^{(UL)} = \log_2 \left( 1 + \frac{\alpha^2 (\sigma^2 M + \rho_\text{a})}{\rho_\text{a} \alpha^2 (K - 1) + \alpha^2 + 1 - 2/\pi} \right).$$

**Proof:** See Appendix B.

**Theorem 3:** For a ZF receiver based on the LMMSE channel estimate and operating at low SNR, the uplink achievable rate for each active terminal in a one-bit massive MIMO system can be approximated by

$$R_k^{(UL)} = \log_2 \left( 1 + \frac{\alpha^2 \sigma^2 (M - K - 1) + \alpha^2 \rho_\text{a}}{\alpha^2 (K - 1)(\rho_\text{a} - \sigma^2) + \alpha^2 + 1 - 2/\pi} \right).$$

**Proof:** See Appendix C.

Note that equal achievable rates can be guaranteed to all active terminals due to the power control strategy; thus we omit the subscript $k$ in the achievable rate expressions of (47) and (48).

**B. Downlink Transmission**

For conventional MIMO systems, in order to satisfy the conditions for uplink-downlink duality, the precoding vectors are assumed to satisfy $t_k = \sqrt{q_k/\|w_k\|^2}$, where the scaling $q_k$ is chosen to satisfy the constraint that the total transmission power of the uplink and downlink are equal. However, according to Theorem 1, in order to ensure the SINR duality holds, we consider the modified matched-filter (MF) and ZF precoding schemes for the $k$th user

$$t_k^{\text{MF}} = \sqrt{\frac{q_k}{\|A_k w_k^{\text{MRC}}\|^2}} A_k w_k^{\text{MRC}},$$

$$t_k^{\text{ZF}} = \sqrt{\frac{q_k}{\|A_k w_k^{\text{ZF}}\|^2}} A_k w_k^{\text{ZF}},$$

where $w_k^{\text{MRC}}$ and $w_k^{\text{ZF}}$ are the $k$th column of $W^{\text{MRC}}$ and $W^{\text{ZF}}$, respectively.

**Theorem 4:** Employing the precoding strategies shown in (49) and (50) and allocating transmit power as in (32), the downlink achievable rate of each active terminal in one-bit MIMO systems can be approximated by (47) and (48), respectively.

**Proof:** This follows directly from the uplink-downlink SINR duality in Theorem 1.

**VI. OPTIMAL SYSTEM DESIGN OF EE-SE TRADEOFF FOR ONE-BIT MASSIVE MIMO**

Most prior work focuses on optimizing either the spectral or the energy efficiency individually. Since the two are competing objectives, improving one inevitably leads to a degradation of the other. Since both are of importance for current wireless systems, here we investigate the joint optimization of both the spectral and energy efficiency for one-bit massive MIMO systems by properly allocating resources such as the number of active terminals $K$, the training length $\gamma$ and the system operating power $\rho_\text{a}$ for a fixed number of BS antennas $M$ and coherence interval $T$.

The SE is defined as the average achievable rate over the coherence interval $T$:

$$SE = \frac{T - \gamma}{T} K \left( \gamma R_A^{(UL)} + (1 - \gamma) R_A^{(DL)} \right),$$

where $A \in \{\text{MRC, ZF}\}$. The EE is defined as the average achievable rate achieved per-unit transmit power:

$$EE = \frac{T - \gamma}{T} K \frac{R_A^{(UL)}}{\gamma \left\{ \sum_{i=1}^{T} P_{\text{total}}^{(UL)} \right\}} + (1 - \gamma) R_A^{(DL)},$$

Note that the total transmit power $P_{\text{total}}^{(UL)}$ changes since the active terminals are randomly selected and the large scale fading coefficients are different for each user. Therefore, instead of considering the instantaneous total transmit power, here we consider the average total transmit power. For different

1The term “conventional MIMO system” refers to MIMO systems equipped with infinite-resolution ADC/DACs.
channel realizations, the average total transmit power can be expressed as

\[
\mathbb{E}\left\{ P_{\text{total}}^{(UL)} \right\} = \sum_{k=1}^{K} p_k = \sum_{k=1}^{K} \mathbb{E}\{\beta_k^{-1}\} \rho_a = K\rho_a \frac{r_{\min}^{\kappa+2} - r_{\min}^{\kappa+2}}{d(1 + \kappa/2)(r_{\max}^{\kappa} - r_{\min}^{\kappa})r_{\min}^{\kappa}}. \tag{53}
\]

Since, according to the uplink-downlink duality derived in Theorem 1, any target rate achieved in the uplink can be achieved in the downlink while maintaining \( P_{\text{total}}^{(UL)} = P_{\text{total}}^{(DL)} \), we drop the superscript \(^{(UL)}\) and \(^{(DL)}\) and rewrite the SE and EE as

\[
F_{\text{SE}} = \frac{(T - \tau)}{T} K R_A, \tag{54}
\]

\[
F_{\text{EE}} = \frac{(T - \tau)}{T} R_A d(1 + \kappa/2)(r_{\max}^{\kappa} - r_{\min}^{\kappa})r_{\min}^{\kappa}. \tag{55}
\]

Next we investigate the number of users and operating power that jointly optimize the spectral and energy efficiency in one-bit massive MIMO systems. Since the SE and EE are competing objectives, we will use a multiobjective optimization approach to balance the two criteria and obtain a Pareto optimal solution. In particular, we will employ the weighted product method, expressed as

\[
(K^*, \tau^*, \rho_a^*) = \arg \max_{K, \tau, \rho_a} \left( F_{\text{SE}} \right)^{w_{\text{SE}}}, \left( F_{\text{EE}} \right)^{w_{\text{EE}}}, \tag{56}
\]

where the weights \( w_{\text{SE}} \) and \( w_{\text{EE}} \) indicate the relative significance of the objective functions. The specific Pareto optimal operating point provided as the solution depends on which weights are used. For example, if \( w_{\text{SE}} \neq 0 \) and \( w_{\text{EE}} = 0 \), then the optimization problem reduces to maximizing only the spectral efficiency at the expense of the energy efficiency. The opposite is true if \( w_{\text{SE}} = 0 \) and \( w_{\text{EE}} \neq 0 \). The specific choice of the weights depends on the system design requirements. In the simulations that follow, we will show the Pareto boundary achieved by a wide range of weights, as well as the specific solution obtained with \( w_{\text{SE}} = w_{\text{EE}} = 1 \).

Note that, by using the uplink-downlink duality, it is guaranteed that the optimal solutions for the number of active terminals \( K^* \), training length \( \tau^* \) and the operating power \( \rho_a^* \) is the same for both the uplink and downlink.

VII. NUMERICAL RESULTS

For our simulations, we consider a cell with a radius of 500 meters and \( K_{\text{max}} \) terminals distributed randomly and uniformly over the cell, with the exclusion of a central disk of radius 100 meters. According to [34], we choose \( d = 10^{0.8} \) and \( \kappa = 3.8 \) for a typical urban cellular environment.

We first evaluate the validity of the approximations for the achievable rate for the MRC and ZF receivers derived in Theorems 2 and 3 compared with the ergodic rate given in (53). Fig. 2 shows the sum spectral efficiency versus operating power \( \rho_a \) for different numbers of transmit antennas \( M = \{32, 64, 128\} \). We choose the length of the coherence interval to be \( T = 200 \), the number of active terminals \( K = 8 \), and training length \( \tau = 16 \), such that the relative pilot length \( \tau_0 = 2 \). The straight lines represent the sum spectral efficiencies obtained numerically from (47) and (48), while the dashed lines with markers represent the ergodic sum spectral efficiencies obtained from (53). Apparently, for both MRC and ZF processing, the gap between the bounds and the empirical ergodic rates is small, especially for low operating power. This implies that the approximation for the achievable rate given in (47) and (48) is a good predictor of the performance of one-bit massive MIMO systems. Thus, in the following plots we will show only the approximation when evaluating performance.

In the downlink, as analyzed in previous sections, since each transmit antenna should be equipped with a power amplifier in order to implement the power allocation in (52), it is desirable that the power amplifier gains be confined to a limited range of values. Fig. 3 shows the cumulative density function of the downlink transmit power of the individual BS antennas for \( M = \{32, 64, 128\} \) and total transmit power \( P_{\text{total}}^{(DL)} = P_{\text{total}}^{(UL)} = 10^4 \) dB for the modified MF and ZF precoding in (49) and (50), respectively. We assume the statistically-aware power control strategy is used in the uplink, while the power allocation as in (52) is implemented in the downlink to ensure the SINR duality. We can see that the ranges of the power amplifier gains are indeed small. We also observe that the ranges for both the modified MF and ZF precoding decrease as the number of transmit antennas increases. Interestingly, we note that for larger antenna arrays, both modified MF and ZF precoding have almost the same ranges of power amplifier gains.

Next we study the SE vs. EE tradeoff. In conventional massive MIMO systems, a common rule of thumb is that the number of BS antennas \( M \) should be roughly 10 times more than the number of active terminals \( K \) and the optimal pilot training length should be equal to the number of active terminals, i.e., \( \tau = K \). An interesting question is whether the aforementioned rule is still true for one-bit massive MIMO systems. To answer this question, Fig. 4 plots the SE versus
EE for different numbers of BS antennas \( M \) and a coherence interval \( T = 400 \) for MRC/MF and ZF processing. The solid lines and the dash-dot line represent the Pareto boundary of the one-bit system design and the unquantized case \([16]\), respectively, when the number of active terminals \( K \), the training length \( \tau \) and the operating power \( \rho_0 \) are jointly optimized. The dashed line represents the Pareto boundary of the benchmark case for one-bit systems, which is obtained by setting \( M = 200 \), \( K = 0.1M \), \( \tau = K \) and only optimizing the operating power \( \rho_0 \).

The tradeoff between SE and EE is clearly visible and in this example is nearly linear for the one-bit case; e.g., increasing the SE by 10% leads to approximately a 10% reduction in EE. We also note that the non-optimized benchmark configuration leads to a considerably lower operating point in terms of both SE and EE; optimization of the system parameters provides a significant benefit. In both figures, we see the power penalty of \( 2/\pi \) that separates the performance of conventional unquantized massive MIMO from that for one-bit systems at low SNR (low SE). The curves for the conventional unquantized system plotted for \( M = 200 \) show different behavior for the MRC/MF and ZF methods. We see that for MRC/MF processing, the optimized one-bit system can achieve the same performance as the unquantized system when the number of antennas deployed ranges from twice as many (\( M = 400 \)) at low SE values (low operating SNR) to 2.5 times as many (\( M = 500 \)) for large SEs (high operating SNR). For ZF processing, twice as many antennas are needed for low SNR/SE, but the amount of extra antennas grows beyond a factor of 2.5 for high SNR/SE. This is because at high SNR, unlike MRC/MF, the quality of the estimated CSI in the conventional system improves and ZF can eliminate more and more multiuser interference. The operating point achieved by \([16]\) with \( w_{SE} = w_{EE} = 1 \) shown by the small circle on each Pareto boundary yields a reasonable compromise between the SE and EE.

Fig. 5-6 show the optimal ratio of \( K^*/M \) and the optimal relative training length \( \tau_0 \), which are obtained by \([16]\) with \( w_{SE} = w_{EE} = 1 \), versus the number of BS antennas \( M \) for different coherence intervals \( T \). We see from the plots that the optimal number of active terminals and pilot training length does not generally follow the assumption of \( K = 0.1M \) and \( \tau = K \). The optimal loading factor \( K/M \) can be as high as 0.25 for MRC/MF when \( M = 100 \) and \( T = 400 \), but it decreases as \( M \) increases or \( T \) decreases. The optimal length of the training interval is considerably larger for one-bit systems compared with conventional MIMO, where \( \tau_0 = 1 \) is known to be optimal. For values of \( M \) below 200, 2-4 times as much training should be used depending on \( T \) and the type of processing used. For larger and larger \( M \), \( \tau_0 \) converges towards unity.

Since our analysis is based on the assumption of low...
operating power, we finally verify whether this assumption is reasonable or not. Fig. 7 illustrates the optimal operating power $\rho_u$ versus the number of BS antennas $M$ for MRC/MF and ZF processing. At the BS, using the Bussgang decomposition, we derived approximate closed-form expressions at low SNR for the uplink achievable rate in a one-bit massive MIMO system assuming MRC or ZF receivers that operate with imperfect CSI. We derived the conditions under which uplink-downlink SINR duality holds for one-bit massive MIMO systems, and under these conditions we examined the spectral and energy efficiency tradeoff. We optimized a weighted product of the two competing objectives over the number of active users, the length of the training data and the operating power and compared the resulting performance with an unoptimized benchmark system design and the optimized unquantized massive MIMO system. The results show that depending on the operating SNR, the one-bit systems require 2-2.5 times more antennas to achieve the same spectral/energy efficiency as a conventional unquantized system. We also illustrated that, in general, one-bit systems require more training than conventional systems at the optimal operating point, up to 2.5 times as much depending on the length of the coherence interval and the number of antennas. We also observed that MRC/MF processing can be competitive when compared with ZF when energy efficiency is taken into account, since it can service more users with less operating power and computational complexity.

**APPENDIX A**

Suppose $\gamma_k$ is the target SINR achieved by the $k$th active user for both uplink and downlink transmission. For the downlink, we assume the precoding vector is

$$t_k = \sqrt{q_k} \frac{A_u w_k}{\|A_u w_k\|_2} \triangleq \sqrt{q_k} \hat{t}_k.$$

(57)

where $q_k = \|t_k\|^2$, $\hat{t}_k = t_k / \sqrt{q_k}$ with $\|\hat{t}_k\|^2 = 1$, and the power allocation for the downlink is

$$Q = \text{diag} \left( \sum_{i=1}^{K} t_i t_i^H \right)^{\frac{1}{2}}.$$

(58)
With this notation, we have

$$P_{\text{total}}^{(\text{DL})} = \text{tr}(\mathbf{Q} \mathbf{Q}^H) = \sum_{i=1}^{K} q_i,$$  \hfill (59) $$

which allows us to transfer the problem of power allocation for each antenna into the problem of power allocation for each precoding vector. Substituting (58) into (24) and assuming uncorrelated quantizer noise $\mathbf{q}_d$ such that $C_{q_d} = (1 - \frac{1}{2}) \mathbf{I}$, the downlink SINR can be expressed as

$$\gamma_k = \frac{q_k |\mathbf{g}_k^H \hat{\mathbf{t}}_k|^2}{\sum_{i \neq k} q_i |\mathbf{g}_k^H \hat{\mathbf{t}}_i|^2 + \left(\frac{\pi}{2} - 1\right) |\hat{\mathbf{t}}_k^H \mathbf{A} \hat{\mathbf{t}}_k|}. \hfill (60)$$

The second line in (60) holds thanks to the following identity for each antenna into the problem of power allocation for each precoding vector.

$$\sum_{i \neq k} q_i |\mathbf{g}_k^H \hat{\mathbf{t}}_i|^2 + \left(\frac{\pi}{2} - 1\right) \sum_{i=1}^{K} q_i \hat{\mathbf{t}}_i^H \mathbf{g}_k \hat{\mathbf{t}}_i + \frac{\pi}{2}. \hfill (61)$$

For the uplink transmission, since $\mathbf{A}_w \mathbf{w}_k = \hat{\mathbf{t}}_k$, the uplink SINR in (24) can be rewritten as

$$\gamma_k = \frac{p_k |\mathbf{t}_k^H \mathbf{g}_k|^2}{\sum_{i \neq k} p_i |\mathbf{t}_k^H \mathbf{g}_i|^2 + 1 + \left(1 - \frac{2}{\pi}\right) t_k^H \mathbf{A}_w^{-2} \hat{\mathbf{t}}_k}. \hfill (62)$$

After substituting (17) into (62), the denominator of (62) can be expressed as

$$\sum_{i \neq k} p_i |\mathbf{t}_k^H \mathbf{g}_i|^2 + 1 + \left(\frac{\pi}{2} - 1\right) \text{diag} \left(\sum_{i=1}^{K} p_i \mathbf{g}_i \mathbf{g}_i^H + \mathbf{I}_k \right) \hat{\mathbf{t}}_k \hfill (63)$$

By using the notation of (34) and (35), we can then express (63) as

$$\mathbf{D} \hat{\mathbf{t}}_k = \sum_{i=1}^{K} p_i |\mathbf{g}_i^H \hat{\mathbf{t}}_i| \mathbf{g}_i + \frac{\pi}{2}. \hfill (64)$$

After stacking it into vector form, we have

$$\mathbf{p} = \mathbf{D} \mathbf{p} + \frac{\pi}{2} \mathbf{D} \mathbf{1}_K \Leftrightarrow \mathbf{p} = \frac{\pi}{2} (\mathbf{I} - \mathbf{D} \mathbf{p}^T)^{-1} \mathbf{D} \mathbf{1}_K, \hfill (65)$$

where $\mathbf{p} = [p_1, ..., p_K]^T$. Using the matrix inversion lemma and the fact that $\mathbf{D} = \mathbf{D}^T$, we have $(\mathbf{I} - \mathbf{D} \mathbf{p})^{-1} \mathbf{D} = (\mathbf{I} - \mathbf{D} \mathbf{p}^T)^{-1} \mathbf{D}$, which implies that the total transmit power for the uplink and downlink are the same:

$$P_{\text{total}}^{(\text{UL})} = \|\mathbf{p}\| = \|\mathbf{q}\| = P_{\text{total}}^{(\text{DL})}. \hfill (66)$$

This completes the proof.
\[
\frac{\rho_0 - \sigma^2}{\sigma^2 (M - K)}.
\]  
Similarly, we can obtain
\[
AQN_k = \frac{\alpha_0^2 + 1 - 2/\pi}{\zeta_k (M - K)}.
\]  
Substituting (76)-(79) into (43), we arrive at Theorem 3.
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