Numerical Solution of Partial Differential Equations with Fractional Variable Coefficients Using New Iterative Method (NIM)
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Abstract

In this paper, we studied to obtain numerical solutions of partial differential equations with fractional variable coefficient by MAPLE 18 software algorithm on New Iterative Method. We examined and investigated behaviours of the fractional variable coefficients (Even and Odd) on first order partial differential equation; we obtain numerical solution and plot 2D/3D graphs representation of eight (8) cases for the study of the sequential trend of the fractional coefficients. The simplicity and the accuracy of the proposed numerical scheme are verified. More numerical examples will be used in the future for further testing the ability of the proposed scheme for solving some classical problems in engineering sciences.
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1. Introduction

Partial differential equations (PDEs) arise in all fields of engineering and sciences. Most real physical processes are governed by partial differential equations. In many cases, simplifying approximations are made to reduce the governing PDEs to ordinary differential equations (ODEs) or even to algebraic equations. However, because of the ever-increasing requirement for more accurate modeling of physical processes, engineers and scientists are more and more required to solve the actual PDEs that govern the physical problem being examined and investigated. A partial differential equation (PDE) is an equation stating a relationship between function of two or more independent variables and the partial derivatives of this function with respect to these independent variables. Partial differential equations with variable coefficient have arisen from daily activities such as physics, chemistry, applied sciences, technology of space, communication systems, nonlinear science, numerical simulation and control engineering problems. The coefficients in a partial differential equation depend on the structure of physical problem [1,2]. Computational and numerical techniques are very important in understanding the physical phenomena because of the longstanding challenges faced in analytical solution of some classical partial differential equation [3]. In recent years, various numerical and analytical methods have been developed and successfully used to solve PDEs such as the differential transform method (DTM) [4], the homotopy analysis method (HAM) [5], the Adomian decomposition method (ADM) [6], the variational iteration method (VIM) [7], the homotopy perturbation method (HPM) [8], the Laplace decomposition method (LDM) [9], the Sumudu decomposition method (SDM) [10] and [11] proposed the discrete Adomian decomposition method for the solution of integer order Schrödinger equation. Some of these methods use specific transformations and others give the solution as a series which converges to the exact solution.

Solving and writing reliable algorithms for the numerical solution for Partial Differential Equations can be therefore a quite difficult task for users with no particular expertise in computational mathematics. Thus the objectives of this paper is to illustrate and write the basic codes of MAPLE 18 mathematical software using New Iterative procedures for the numerical solution of fractional variable coefficient of the first order partial differential equation in order to overcome the mathematical stress of integral involves.

In this paper, we shall investigate effect of fractional variable coefficient on first order partial differential equation of the form:

\[
\frac{\partial u(x,t)}{\partial t} + \lambda(x) \frac{\partial u(x,t)}{\partial x} + u(x,t) = g(x) \quad 0 < x < 1, t > 0
\]

subject to initial condition

\[
u(x,t) = f(x)
\]

Where \( \lambda(x) = \frac{x^k}{k} \) such that \( k \in \mathbb{R}^+ \), \( g(x) \) is a known function and \( f(x) \) is a polynomial function.

In solving PDE problems like that of (1), most of these methods come with their drawbacks of huge computational work, but the NIM as one of the newly introduced method by Daftardar-Gejji and Jafari is user friendly, simple to understand and easier to implement using computer packages [12,13,14,15].

This paper is concern with usage of MAPLE 18 software algorithm by New Iterative Method to examine the numerical trend of fractional variable coefficient of partial differential equation (1) couple with initial condition (2). The structure of the rest of the paper is as follows: In section II presents the New Iterative Method (NIM) and the algorithm for solving the equation in (1), section III presents the numerical experiment for eight cases (8) of using the NIM to solve the equation (1) with initial conditions, results, 2D and 3D graphs are presented in section IV. Finally, relevant discussion and conclusions are drawn in section V.

2. The Description of The New Iterative Method (NIM)

In this section, we present the New Iterative Method (NIM) as a numerical technique for solving
functional equations. Consider a non-linear functional equation of the form:

\[ u(\bar{x}) = f(\bar{x}) + N(u((\bar{x}))) \quad (3) \]

where N a nonlinear operator from a Banach is space \( B \to B \) and \( f(\bar{x}) \) is a known function and \( \bar{x} = (x_1, x_2, x_3, ..., x_n) \). We need to obtain the solution \( u(\bar{x}) \) of (3) having the series form:

\[ u(\bar{x}) = \sum_{j=0}^{\infty} u_j(\bar{x}) \quad (4) \]

The nonlinear operator which is on the right-hand side of (3) can be decomposed as follow:

\[ N\left(\sum_{j=0}^{\infty} u_j(\bar{x})\right) = N(u_0) + \sum_{i=1}^{\infty} \left\{ N\left(\sum_{j=0}^{i} u_j\right) - N\left(\sum_{j=0}^{i-1} u_j\right) \right\} \quad (5) \]

Substituting equations (4) and (5) into the equation (3); becomes;

\[ \sum_{i=0}^{\infty} u_i(\bar{x}) = f(\bar{x}) + N(u_0) + \sum_{i=1}^{\infty} \left\{ N\left(\sum_{j=0}^{i} u_j\right) - N\left(\sum_{j=0}^{i-1} u_j\right) \right\} \quad (6) \]

The recurrence relation is given by:

\[
\begin{cases}
  u_0 = f \\
  u_1 = N(u_0) \\
  \vdots \\
  u_{m+1} = N(u_0 + u_1 + \cdots + u_m) - N(u_0 + u_1 + \cdots + u_{m-1}) \\
  m = 1, 2, 3, \ldots
\end{cases}
\]

then.

\[ N(u_0 + u_1 + \cdots + u_m) = N(u_0 + u_1 + \cdots + u_{m-1}) \quad m = 1, 2, 3, \ldots \quad (8) \]

and

\[ \sum_{i=0}^{\infty} u_i = f + N\left(\sum_{i=0}^{\infty} u_i\right) \quad (9) \]

The \( k \)-term approximate solution of (3) is given by;

\[ u = u_0 + u_1 + \cdots + u_{k-1} \quad (10) \]

**NIM Algorithm for fractional variable coefficient \( \lambda(x) \) PDE**

We consider equation (1)

\[ \frac{\partial u(x, t)}{\partial t} + \lambda(x) \frac{\partial u(x, t)}{\partial x} + u(x, t) = g(x) \quad (11) \]

We further express as;

\[ \frac{\partial u(x, t)}{\partial t} = g(x) - \lambda(x) \frac{\partial u(x, t)}{\partial x} - u(x, t) \quad (12) \]
Couple with initial condition

\[ u(x, 0) = f(x) \quad (13) \]

Where \( \frac{\partial u(x,y)}{\partial t} \) is a linear function and \( g(x) - \lambda(x) \frac{\partial u(x,t)}{\partial x} - u(x,t) \) is an analytical function of \( u \) and \( \partial u(x,y) \) (partial derivatives of \( u(x,t) \) with respect to \( x \) and \( t \)) with the initial value problem. (12) to (13) is equivalent to the following integral equation:

\[ u(x, t) - u(x, 0) = \int_0^t \left( g(x) - \lambda(x) \frac{\partial u(x,t)}{\partial x} - u(x,t) \right) dt \quad (14) \]

\[ u(x, t) = u(x, 0) \int_0^t \left( g(x) - \lambda(x) \frac{\partial u(x,t)}{\partial x} - u(x,t) \right) dt \quad (15) \]

\[ u(x, t) = f(x) + \int_0^t \left( g(x) - \lambda(x) \frac{\partial u(x,t)}{\partial x} - u(x,t) \right) dt \quad (16) \]

\[ u(\bar{x}) = f(x) + N(u(\bar{x})) \quad (17) \]

Where \( f(x) \) is the known function and \( N(u) = \int_0^t \left( g(x) - \lambda(x) \frac{\partial u(x,t)}{\partial x} - u(x,t) \right) dt \). We get the solution of (17) following the procedure in (7).

**Using MAPLE 18 mathematical software Algorithm for NIM as follows:**

```
restart;
\lambda(x) = \frac{x}{k};
f(x) := A;
g(x) := B;
u_0 := f(x) + t * g(x);
N := C;
for i from 0 to N do
e := \lambda * diff(u_i, x) + u_i;
f := -int(e, [t = 0 ... t]);
u_{i+1} := value(f);
end do
U := sum(u_j, j = 0, 1 ... N + 1);
```

where \( C \) is the iteration step length.

**3. Computational Experiment**

In this section, we examine the trend movement of \( \lambda(x) \) using NIM MAPLE 18 algorithm developed in (8). The examples considered here are first order partial differential equation with fractional variable coefficient.
and quadratic function $g(x)$. We have successfully solved the PDE with specific initial condition as follow:

$$\frac{\partial u(x, t)}{\partial t} + \lambda(x) \frac{\partial u(x, t)}{\partial x} + u(x, t) = g(x) \quad 0 < x < 1, t > 0$$

(19)

subject to initial condition

$$u(x, t) = f(x)$$

(20)

where

$$\lambda(x) = \begin{cases} \frac{x}{k} & k = 1,3,5,7 \ldots \text{(odd)} \\
\frac{x}{k} & k = 2,4,6,8, \ldots \text{(even)} \end{cases}, \quad \begin{cases} f(x) = A \\
g(x) = B \end{cases}$$

Substitute the above given functions into equation (8) on each cases 1 to 8, we obtain the following approximate solutions $u(x, t)$ presented in Tables 1 to 4.

Table 1. Numerical solution $u(x, t)$ for case 1 and case 2

| $x$ | $t$ | Exact Solution | NIM Solution | Exact Solution | NIM Solution |
|-----|-----|----------------|--------------|----------------|--------------|
| 0.1 | 0.1 | 0.0273116931   | 0.0273116932| 0.0280065683   | 0.0280065684|
| 0.2 | 0.2 | 0.1000812004  | 0.1000812004| 0.1054289090   | 0.1054289089|
| 0.3 | 0.3 | 0.02066494724 | 0.02066494724| 0.0224095375   | 0.0224095375|
| 0.4 | 0.4 | 0.0373317881  | 0.0373317879| 0.0376371834    | 0.03763718348|
| 0.5 | 0.5 | 0.4843510439  | 0.4843510442| 0.5555247172    | 0.5555247175|
| 0.6 | 0.6 | 0.6418300178  | 0.6418300178| 0.7549618802    | 0.7549618796|
| 0.7 | 0.7 | 0.8055739720  | 0.8055739729| 0.9688907281    | 0.9688907284|
| 0.8 | 0.8 | 0.727283494    | 0.727283443 | 1.1924054080    | 1.1924054080|
| 0.9 | 0.9 | 1.1414237260   | 1.1414237250| 1.4215546050    | 1.4215546050|
| 1.0 | 1.0 | 1.3104729690   | 1.3104729820| 1.6533138160    | 1.6533138130|

Table 2. Numerical solution $u(x, t)$ for case 3 and case 4

| $x$ | $t$ | Exact Solution | NIM Solution | Exact Solution | NIM Solution |
|-----|-----|----------------|--------------|----------------|--------------|
| 0.1 | 0.1 | 0.0282443811   | 0.0282443811| 0.0283644896   | 0.0283644853|
| 0.2 | 0.2 | 0.1073389328   | 0.1073389328| 0.1083206483   | 0.1083206483|
| 0.3 | 0.3 | 0.2305786509   | 0.2305786509| 0.2340424679   | 0.2340424678|
| 0.4 | 0.4 | 0.3921523273   | 0.3921523275| 0.4007362096   | 0.4007362096|
| 0.5 | 0.5 | 0.5863311441   | 0.5863311441| 0.6036712159    | 0.6036712161|
| 0.6 | 0.6 | 0.8073238314   | 0.8073238315| 0.8378617042    | 0.8378617038|
| 0.7 | 0.7 | 1.0494181500   | 1.0494181490| 1.0980876690    | 1.0980876690|
| 0.8 | 0.8 | 1.3072028490   | 1.3072028520| 1.3790651010    | 1.3790651010|
| 0.9 | 0.9 | 1.5757690460   | 1.5757690450| 1.6756558710    | 1.6756558710|
| 1.0 | 1.0 | 1.8508503750   | 1.8508503770| 1.9830590530    | 1.9830590520|
Table 3. Numerical solution $u(x, t)$ for case 5 and case 6

| $X$  | $t$  | $u(x, t)$ Exact Solution | NIM Solution | $u(x, t)$ Exact Solution | NIM Solution |
|------|------|--------------------------|--------------|--------------------------|--------------|
| 0    | 0    | 0.0000000000000000      | 0.0000000000000000 | 0.0000000000000000      | 0.0000000000000000 |
| 0.1  | 0.1  | 0.0284369448             | 0.0284369449  | 0.0284854123             | 0.0284854141 |
| 0.2  | 0.2  | 0.1089186337             | 0.1089186337  | 0.1093211231             | 0.1093211231 |
| 0.3  | 0.3  | 0.2361832771             | 0.2361832771  | 0.2376378418             | 0.2376378418 |
| 0.4  | 0.4  | 0.4061383242             | 0.4061383236  | 0.4098524679             | 0.4098524689 |
| 0.5  | 0.5  | 0.6148066620             | 0.6148066623  | 0.6225653035             | 0.6225653038 |
| 0.6  | 0.6  | 0.8578947760             | 0.8578947764  | 0.8720513113             | 0.8720513124 |
| 0.7  | 0.7  | 1.1307172480             | 1.1307172480  | 1.1541118510             | 1.1541118520 |
| 0.8  | 0.8  | 1.4283054480             | 1.4283054490  | 1.4641292920             | 1.4641292930 |
| 0.9  | 0.9  | 1.7455927400             | 1.7455927400  | 1.7972211760             | 1.7972211780 |
| 1.0  | 1.0  | 2.0776122450             | 2.0776122460  | 2.1484286300             | 2.1484286310 |

Table 4. Numerical solution $u(x, t)$ for case 7 and case 8

| $X$  | $t$  | $u(x, t)$ Exact Solution | NIM Solution | $u(x, t)$ Exact Solution | NIM Solution |
|------|------|--------------------------|--------------|--------------------------|--------------|
| 0    | 0    | 0.0000000000000000      | 0.0000000000000000 | 0.0000000000000000      | 0.0000000000000000 |
| 0.1  | 0.1  | 0.0285201128             | 0.0285201128  | 0.0285461824             | 0.0285461824 |
| 0.2  | 0.2  | 0.1096105258             | 0.1096105257  | 0.1098286348             | 0.1098286350 |
| 0.3  | 0.3  | 0.2386906511             | 0.2386906512  | 0.2394879964             | 0.2394879963 |
| 0.4  | 0.4  | 0.6282817169             | 0.6282817164  | 0.4146291280             | 0.4146291273 |
| 0.5  | 0.5  | 0.6282817169             | 0.6282817174  | 0.6326687198             | 0.6326687194 |
| 0.6  | 0.6  | 0.8825866475             | 0.8825866477  | 0.8907325828             | 0.8907325830 |
| 0.7  | 0.7  | 1.1717027220             | 1.1717027220  | 1.1854092310             | 1.1854092330 |
| 0.8  | 0.8  | 1.4913483360             | 1.4913483360  | 1.5127302040             | 1.5127302620 |
| 0.9  | 0.9  | 1.8368605950             | 1.8368605850  | 1.8682321030             | 1.8682321040 |
| 1.0  | 1.0  | 2.2033666610             | 2.2033666620  | 2.2471870730             | 2.2471870740 |

4. 2D and 3D Graph Representation of Numerical solution Fractional variable coefficients PDE

Fig.1. Solution of fractional variable coefficients NIM When $\lambda(x) = \frac{x}{1} \cdot \frac{x}{3} \cdot \frac{x}{5} \cdot \frac{x}{7}$ Odd number 3D plot
Fig. 2. Solution of fractional variable coefficients NIM when $\lambda(x) = \frac{x}{1^2} + \frac{x}{3} + \frac{x}{5} + \frac{x}{7}$ at $t = 0.5$ 2D plot

Fig. 3. Solution of fractional variable coefficients NIM when $\lambda(x) = \frac{x}{2^2} + \frac{x}{4} + \frac{x}{6} + \frac{x}{8}$ Evb number 3D plot

Fig. 4. Solution of fractional variable coefficients NIM when $\lambda(x) = \frac{x}{2^2} + \frac{x}{4} + \frac{x}{6} + \frac{x}{8}$ at $t=0.5$ 2D plot
5. Discussion and Conclusion

Discussion

Fig. 1 and Fig. 2 illustrate the influence and trend of variable coefficient \( \lambda(x) \) on equation (1) which indicate the numerical behaviours of integer \( k \) when is odd numbers. As integer \( k \) increasing tends to higher numerical
solutions of $u(x,t)$. Similarly, Fig.3 and Fig.4 show a similar trend and behaviours when integer $k$ is even numbers. Fig. 5 and Fig. 6 depict a combined plots of numerical trend of fractional variable coefficient when $k = 1,2,3,4,5,6,7,8, \ldots$. We finally established that as $k$ increases, the numerical solution of equation (1) is also increases but with little or no significant difference as $\lambda(x) \to \epsilon$.

**Conclusions**

In this paper, the nonhomogeneous fractional variable coefficient of partial differential equations are numerically investigated by a proposed MAPLE 18 algorithm written using New Iterative Method, which overcome the length computation and evaluation of integral involve. This approach is combines the following three advantages: easier, faster and reliable. A numerical example is provided in this paper and the distributions of solutions and absolute errors are shown to validate the accuracy of the proposed algorithm. Therefore, the simplicity and the accuracy of the proposed numerical scheme are verified. In view of this, we recommend the proposed new iterative Algorithm for general purpose in all areas of applied sciences and engineering especially in heat transfer, thermodynamics, population models, chemical kinetics and fluid mechanics.
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