BIRATIONAL AUTOMORPHISM GROUPS AND THE MOVABLE CONE THEOREM FOR CALABI-YAU COMPLETE INTERSECTIONS OF PRODUCTS OF PROJECTIVE SPACES

JOSÉ IGNACIO YÁÑEZ

Abstract. For a Calabi-Yau manifold \(X\), the Kawamata – Morrison movable cone conjecture connects the convex geometry of the movable cone \(\text{Mov}(X)\) to the birational automorphism group. Using the theory of Coxeter groups, Cantat and Oguiso proved that the conjecture is true for general varieties of Wehler type, and they described explicitly \(\text{Bir}(X)\). We generalize their argument to prove the conjecture and describe \(\text{Bir}(X)\) for general complete intersections of ample divisors in arbitrary products of projective spaces. Then, under a certain condition, we give a description of the boundary of \(\text{Mov}(X)\) and an application connected to the numerical dimension of divisors.
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1. Introduction

A Calabi-Yau manifold is a smooth projective manifold \(X\) such that \(\mathcal{O}_X(K_X) \simeq \mathcal{O}_X\) and \(H^1(X, \mathcal{O}_X) = 0\).

When studying the geometry of a variety \(X\), the Néron-Severi group \(N^1(X)\) of divisors modulo numerical equivalence plays a major role. In particular, certain cones inside the real vector space \(N^1(X)_\mathbb{R}\) can give precise information about geometric properties of \(X\). Given, for example, that the automorphism group of \(X\) acts naturally on the nef cone, one can ask if the structure of \(\text{Nef}(X)\) is related to the complexity of \(\text{Aut}(X)\). These kinds of questions are addressed by the Kawamata-Morrison conjecture.

Conjecture 1.1 ([Mor93, Kaw97]). Let \(X\) be a Calabi-Yau manifold.

(a) There exists a rational polyhedral cone \(C\) which is a fundamental domain for the action of \(\text{Aut}(X)\) on \(\text{Nef}^e(X) := \text{Nef}(X) \cap \text{Eff}(X)\). More explicitly,

\[
\text{Nef}^e(X) = \bigcup_{g \in \text{Aut}(X)} g^* C,
\]
and \( \text{int} \ C \cap \text{int} \, g^* C = \emptyset \), unless \( g^* = \text{id} \).

(b) There exists a rational polyhedral cone \( C \) which is a fundamental domain for the action of \( \text{Bir}(X) \) on \( \overline{\text{Mov}}^e(X) := \overline{\text{Mov}}(X) \cap \text{Eff}(X) \). More explicitly,

\[
\overline{\text{Mov}}^e(X) = \bigcup_{g \in \text{Bir}(X)} g^* C,
\]

and \( \text{int} \ C \cap \text{int} \, g^* C = \emptyset \), unless \( g^* = \text{id} \).

Roughly speaking, the conjecture says that if the nef cone (movable cone) of \( X \) is not rational polyhedral, then the (birational) automorphism group is infinite. On the other hand, if the (birational) automorphism group is finite, then the nef cone (movable cone) has to be rational polyhedral.

The conjecture has been proven in several cases (see [LOP18] for an in-depth discussion of the conjecture). In [CO15], Cantat and Oguiso prove Conjecture 1.1 for a series of examples.

Let \( X \) be a hypersurface of multidegree \((2, \ldots, 2)\) in \((\mathbb{P}^1)^{n+1}\), with \( n \geq 3 \). Then \( X \) is a Calabi-Yau manifold of dimension \( n \), and the following theorem holds.

**Theorem 1.2** ([CO15]). Assume that \( X \) is given by a (very) general divisor of multidegree \((2, \ldots, 2)\). Then:

(a) \( \text{Aut}(X) \) corresponds to a finite subgroup of \( \text{Aut}((\mathbb{P}^1)^{n+1}) \), and it acts trivially on \( N^1(X)_{\mathbb{R}} \). For a very general choice of the divisor, \( \text{Aut}(X) \) is trivial.

(b) \( \text{Bir}(X) \) is isomorphic to \( \text{Aut}(X) \cdot (\mathbb{Z}/2\mathbb{Z} \ast \cdots \ast \mathbb{Z}/2\mathbb{Z}) \).

(c) Conjecture 1.1 holds for \( X \). More precisely, \( \text{Nef}(X) \) is rational polyhedral and it is a fundamental domain for the action of \( \text{Bir}(X) \).

Let \( \mathbb{P} := \mathbb{P}^{n_1} \times \cdots \times \mathbb{P}^{n_l} \) such that \( \sum n_i \geq 4 \), and if \( l = 2 \) then \((n_1, n_2) \neq (2, 2)\). Let \( X \) be a complete intersection Calabi-Yau subvariety in \( \mathbb{P} \) given by the intersection of \( m \) ample divisors, with \( m \leq \min\{n_i\} \). In this article we generalize Theorem 1.2 to this context.

**Theorem 1.3.** Assume that \( X \) as above is given by a general choice of ample divisors. Then:

(a) \( \text{Aut}(X) \) corresponds to a finite subgroup of \( \text{Aut}(\mathbb{P}) \), and it acts trivially on \( N^1(X)_{\mathbb{R}} \).

(b) \( \text{Bir}(X) \) is isomorphic to \( \text{Aut}(X) \cdot (\mathbb{Z}/2\mathbb{Z} \ast \cdots \ast \mathbb{Z}/2\mathbb{Z}) \), where

\[
J = \{ j \mid n_j = \min\{n_i\} = \text{codim} X \}.
\]

(c) Conjecture 1.1 holds for \( X \). More precisely, \( \text{Nef}(X) \) is rational polyhedral and it is a fundamental domain for the action of \( \text{Bir}(X) \).

This result also includes the results from [Ska17, Chapter 8], [Ogu14, Proposition 1.4], [Ogu18, Theorem 1.4], [Kaw97, Example 3.8 (4)] and [Ott15, Theorem 1.1 (ii) when \( d = 2 \)].

The case when \( l = 2 \) and \((n_1, n_2) = (2, 2)\) was studied by Silverman in [Sil91].

As in [CO15], the main tool we use is Coxeter groups. These groups, along with some results about Calabi-Yau manifolds, are introduced in Section 2. In Section 3 we prove parts (a) and (b) by realizing \( \text{Bir}(X) \) as a subgroup of a Coxeter group. In Section 4 we prove part (c) by establishing an isomorphism between the nef cone of \( X \) and the fundamental domain of the action of the Coxeter group.

Cantat and Oguiso give a description of the boundary of \( \overline{\text{Mov}}(X) \) in terms of what they call “chinese hat shells” (See [CO15, Sections 2.2.6, 2.2.7 and 2.2.8]). This view still works
in our case when $n = 1$. We give a description of the boundary of $\overline{\text{Mov}}(X)$ in terms of cones involving the eigenvectors of elements of $\text{Bir}(X)$. See Figure 1 for an example.

**Theorem 1.4.** Let $\{h_1, \ldots, h_l\}$ be the set of extremal rays of the simplicial cone $\text{Nef}(X)$ and suppose that $\text{Bir}(X)$ is Lorentzian, seen as a subgroup of a Coxeter group. Then the boundary of the movable cone $\overline{\text{Mov}}(X)$ is the closure of the union of the following sets:

1. The $\text{Bir}(X)$-orbit of the codimension one faces $\{\sum_{k \neq i} a_k h_k \mid a_k \geq 0\}$, for $i \notin J$; and
2. The $\text{Bir}(X)$-orbit of the cones $\{a_\lambda v_\lambda + \sum_{k \neq i,j} a_k h_k \mid a_k \geq 0, a_\lambda \geq 0\}$, with $i, j \in J$,

where $v_\lambda$ is:

- If $n \geq 2$, an eigenvector associated to the unique eigenvalue $\lambda > 1$ of $(\iota_i \iota_j)^*$; or
- If $n = 1$, $v_\lambda = 0$.

**Figure 1.** Example of the movable cone for $X$ given by the intersection of divisors of multidegree $(2, 2, 1)$ and $(2, 1, 2)$ in $\mathbb{P}^3 \times \mathbb{P}^2 \times \mathbb{P}^2$. In this case $J = \{2, 3\}$. On the left, the Movable cone obtained as the $\text{Bir}(X)$-orbit of $\text{Nef}(X)$ (in gray). Notice that the top right and top left thicker lines correspond to accumulations of chambers. On the right, the boundary of the Movable cone computed using Theorem 1.4. In blue, the cones corresponding to Theorem 1.4 (1), and in red, the cones corresponding to Theorem 1.4 (2).

Finally, in Section 5 we give a small application for these examples, expanding the possible values of the numerical dimension $\nu_{\text{vol}}^{\mathbb{R}}$ introduced in [Les19] and [McC19]. Lesieutre used Oguiso’s example [Ogu14, Proposition 1.4] to produce a divisor class with a numerical dimension $\kappa_{\mathbb{R}}$ and $\nu_{\text{vol}}^{\mathbb{R}}$ equal to $3/2$, giving a counterexample to the notion that all numerical dimension of divisors coincide. We show that if $|J| \geq 3$, then $X$ has infinitely many divisor classes with numerical dimension $\nu_{\text{vol}}^{\mathbb{R}}$ equal to $(\dim X)/2$, and if Conjecture 4.12 is true, then this is the only possible value that can be obtained from eigenvectors.
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2. Preliminaries

In this section we give some definitions and results that will be needed in this paper.

2.1. Coxeter groups. For a complete introduction to Coxeter groups we refer to [Hum90]. Let \( W \) be a finitely generated group and let \( S = \{ s_i \}_{i=1}^n \) be a finite set of generators. We say that the pair \((W, S)\) is a Coxeter system if there are integers \( m_{ij} \in \mathbb{Z}_{\geq 0} \cup \{\infty\} \) such that

- \( W = \langle s_i \mid (s_is_j)^{m_{ij}} = 1 \rangle \),
- \( m_{ii} = 1 \) for all \( i \),
- \( m_{ij} = m_{ji} \geq 2 \) or \( = \infty \).

A group is called a Coxeter group if there is a finite subset \( S \subset W \) such that \((W, S)\) is a Coxeter system.

Let \( J \subseteq \{1, \ldots, n\} \). Define \( W_J \) as the subgroup of \( W \) of all elements that can be generated by the set \( \{ s_j \mid j \in J \} \).

We associate a matrix \( B \) to \((W, S)\) as follows:

\[
(B)_{ij} = \begin{cases} 
- \cos \frac{\pi}{m_{ij}} & \text{if } m_{ij} < \infty \\
-c_{ij} & \text{if } m_{ij} = \infty
\end{cases}
\]

where the \( c_{ij} \) are arbitrarily chosen real numbers such that \( c_{ij} = c_{ji} \geq 1 \). Classically, \( c_{ij} = 1 \), but after the work of Vinberg [Vin71], we can have \( c_{ij} \geq 1 \).

Let \( V \) be a real vector space of dimension \( n \), with basis \( \Delta = \{ \alpha_s \}_{s \in S} \) and denote \( \alpha_{si} = \alpha_i \).

We can define a bilinear form \( B \) on \( V \) by \( B(\alpha_i, \alpha_j) = \alpha_i^T B \alpha_j = (B)_{ij} \), for \( s_i, s_j \in S \). For a vector \( v \in V \) define

\[
\sigma_v(w) = w - 2 \frac{B(w, v)}{B(v, v)} v.
\]

Then the homomorphism \( \rho: W \to GL(V) \) defined by \( s \mapsto \sigma_s \) is a faithful geometric representation of the Coxeter group \( W \). (For the classic case, see [Hum90] Section 5.4 Corollary. For the general case, this is [Vin71] Theorem 2 (6)).

Define in the dual space \( V^* \) the convex cone \( D \subset V^* \) as the intersection of the half-spaces

\[
D_s^+ := \{ f \in V^* \mid f(\alpha_s) \geq 0 \}
\]

for all \( s \in S \).

Denote the dual representation of \( W \) on \( V^* \) as \( \rho^* \). Then we define the Tits cone \( T \) as the union

\[
T := \bigcup_{w \in W} \rho^*(w)(D).
\]

From [Vin71] Theorem 2 and Proposition 8] we have that \( T \) is a convex cone and \( D \) is a fundamental domain for the action of \( W \).

Throughout this article we assume that \( m_{ij} = \infty \) if \( i \neq j \), and that \( c_{ij} \in \mathbb{R}_{\geq 1} \). In this situation, the group \( W \) is isomorphic to \( \mathbb{Z}/2\mathbb{Z} \ast \cdots \ast \mathbb{Z}/2\mathbb{Z} \), and the \( n \times n \) matrix \( M(n) \)
associated to $\sigma_{s_j}$ with respect to the basis $\{\alpha_i\}$ is

$$M(n)_j = \begin{pmatrix}
1 & 0 & \cdots & 0 & 0 & \cdots & 0 \\
0 & 1 & \cdots & 0 & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & 1 & 0 & \cdots & 0 \\
2c_{j1} & 2c_{j2} & \cdots & 2c_{jj-1} & -1 & 2c_{j+1} & \cdots & 2c_{jn} \\
0 & 0 & \cdots & 0 & 0 & 1 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \ddots & \vdots \\
0 & 0 & \cdots & 0 & 0 & 0 & \cdots & 1
\end{pmatrix}$$

Notice that the geometric representation depends on the matrix $B$, so we keep track of this by denoting our Coxeter system as $(W,S)_B$.

When studying the boundary of $T$ it is convenient to work on $\mathbb{P}V$ as follows. Choose $V_1$ a hyperplane such that each ray $\mathbb{R}_{>0}\alpha$, for $\alpha \in \Delta$, intersects at one point and denote it $\hat{\alpha}$. Let $\varphi$ be the linear form such that $V_1$ is $\varphi(v) = 1$. Define

$$\hat{v} = \frac{v}{\varphi(v)} \text{ for } v \in V \setminus \{\varphi(v) = 0\}.$$

We will refer to points in $\mathbb{P}V$ as directions of $V$.

For Theorem 1.4 we need to study some properties of $W_J$. We say that the subgroup $W_J$ is Lorentzian if the signature of the matrix $B_J$, obtained by removing the rows and columns with indices not in $J$, has signature $(|J| - 1, 1)$.

The main consequence of this property is that given an infinite reduced word $w = s_{k_1}s_{k_2}\cdots$ in $W_J$, any injective sequence $\{w_i \cdot \hat{x}\}$, where $w_i = s_{k_1}s_{k_2}\cdots s_{k_i}$, converges to the same direction, regardless of $\hat{x} \in \mathbb{P}V$.

**Theorem 2.1.** Let $w$ an infinite reduced word in a Lorentzian subgroup $W_J$. Then every injective convergent sequence $\{w_i \cdot \hat{x}\}$ converge to a same unique direction $\hat{\gamma}(w)$.

**Proof.** This result follow from [CL17, Theorem 2.5], [CL17, Corollary 2.6], [CL17, Theorem 2.8] and [CL17, Corollary 2.9].

2.2. Calabi-Yau manifolds. We define a Calabi-Yau manifold as a smooth projective manifold $X$ such that $\mathcal{O}_X(K_X) \simeq \mathcal{O}_X$ and $H^1(X, \mathcal{O}_X) = 0$. In particular, a Calabi-Yau manifold in the strict sense, i.e. a smooth projective manifold with $\mathcal{O}_X(K_X) \simeq \mathcal{O}_X$ and $H^0(X, \Omega_X^k) = 0$ for $0 < k < \dim X$, is a Calabi-Yau manifold.

Denote the Néron-Severi group, generated by the numerical classes of line bundles, by $N^1(X)$. The rank of $N^1(X)$, $\rho(X)$, is the Picard number of $X$. Let $N^1(X)_{\mathbb{R}}$ the real vector space generated by $N^1(X)$. Let $\text{Amp}(X) \subseteq N^1(X)_{\mathbb{R}}$ the open cone of ample divisors, $\text{Nef}(X)$ the closed cone of Nef divisors, $\text{Big}(X)$ the open cone of big divisors, and $\text{Eff}(X)$ the cone of effective divisors. As usual, $\text{Amp}(X) = \text{Nef}(X)$ and $\text{Big}(X) = \text{Eff}(X)$. This last cone is called the pseudoeffective cone of $X$.

We say that a divisor is movable if the base locus of $|D|$ has a codimension 2. The movable cone $\text{Mov}(X)$ is the closure of the convex cone generated by the classes of movable divisors. Define the movable effective cone $\text{Mov}_e(X)$ as $\text{Mov}(X) \cap \text{Eff}(X)$. Similarly, define $\text{Nef}^e(X) = \text{Nef}(X) \cap \text{Eff}(X)$.
Let Aut(X) be the group of automorphisms of X, and Bir(X) the group of birational automorphisms. By Theorem 2.3 we have that every birational automorphism is an isomorphism in codimension 1. So if \( g \in \text{Bir}(X) \) and \( D \) is movable, then \( g^*D \) is again movable. Hence Bir(X) acts naturally on Mov(X), Eff(X) and Mov^(X). This is the setup for the Kawamata-Morrison conjecture (Conjecture 1.1).

We need a few more results related to Calabi-Yau manifolds:

**Theorem 2.2** ([Kaw88], Theorem 5.7). Any flopping contraction of a Calabi-Yau manifold is given by a codimension one face of Nef(X) up to automorphisms of X.

**Theorem 2.3** ([Kaw08], Theorem 1). Every element of Bir(X) can be decomposed as a sequence of flops, and an automorphism of X. That is, for every \( g \in \text{Bir}(X) \) there is a sequence of flops \( \gamma_i: X_i \rightarrow X_{i-1} \) such that

\[
g = f \circ \gamma_n \circ \cdots \circ \gamma_1,
\]

with \( X_0 = X_n = X \), and \( f \in \text{Aut}(X) \).

**Theorem 2.4** ([CO15], Theorem 3.1). Let \( n \geq 3 \) be an integer and \( V \) be a Fano manifold of dimension \((n+1)\). Let \( M \) be a smooth member of the linear system \( |-K_V| \). Let \( \eta: M \rightarrow V \) be the natural inclusion. Then:

1. \( M \) is a Calabi-Yau manifold of dimension \( n \geq 3 \).
2. The pull-back morphism \( \eta^*: \text{Pic}(V) \rightarrow \text{Pic}(M) \) is an isomorphism, and it induces an isomorphism of Nef cones:
   
   \[
   \eta^*(\text{Nef}(V)) \simeq \text{Nef}(M).
   \]
3. \( \text{Aut}(M) \) is a finite group.

**Proof.** By the adjunction formula we have that \( \mathcal{O}_M(K_M) \simeq \mathcal{O}_M \), and by the Lefschetz hyperplane theorem, \( \pi_1(M) \simeq \pi_1(V) = \{1\} \), because V is Fano, and so simply connected. Now, taking the long exact sequence in cohomology induced by the exact sequence

\[
0 \rightarrow \mathcal{O}_V(K_V) \rightarrow \mathcal{O}_V \rightarrow \mathcal{O}_M \rightarrow 0
\]

we get that \( h^k(\mathcal{O}_M) = 0 \) for \( 0 < k < n \), and by Hodge symmetry we obtain that \( h^0(\Omega^k_M) = 0 \) for \( 0 < k < n \). This proves (1).

The first part of (2) follows from Lefschetz hyperplane theorem, and the second follows from a result of Kollár [Bar91, Appendix] which says that the natural map \( \eta_*: \overline{\text{NE}}(M) \rightarrow \overline{\text{NE}}(V) \) is an isomorphism. The result follows by taking dual cones.

For (3), notice that part (1) implies that \( h^0(T_M) = 0 \) and so \( \dim \text{Aut}(M) = 0 \). Given that Nef(M) is rational polyhedral, there exists a divisor class \( h \) that is fixed by Aut(M).

Consider the embedding \( M \rightarrow \mathbb{P}(H^0(M, L^k))^\vee \), with L a line bundle such that \( c_1(L) = h \). We then have that the image of Aut(M) is the algebraic subgroup of PGL(H^0(M, L^k))^\vee that preserves the image of M. Then Aut(M) is finite because \( \dim \text{Aut}(M) = 0 \). \( \square \)

### 2.3. Calabi-Yau complete intersection of products of projective spaces.

Let \( l \geq 2 \), and \( \{n_1, n_2, \ldots, n_l\} \) be integers greater or equal to 1. In order to apply Theorem 2.4 we require that \( \sum n_i \geq 4 \), and that if \( l = 2 \), then \( (n_1, n_2) \neq (2, 2) \). Define

\[
P(n_1, \ldots, n_l) := \mathbb{P}^{n_1} \times \cdots \times \mathbb{P}^{n_l}
\]

\[
P(n_1, \ldots, n_l)_j := \mathbb{P}^{n_1} \times \cdots \times \mathbb{P}^{n_{j-1}} \times \mathbb{P}^{n_{j+1}} \times \cdots \times \mathbb{P}^{n_l}
\]
and denote the natural projections as
\[ p^j : P(n_1, \ldots, n_l) \to \mathbb{P}^{n_j} \]
\[ p_j : P(n_1, \ldots, n_l) \to P(n_1, n_2, \ldots, n_l)_j \]
Let \( H_j \) be the divisor class of \( (p^j)^*(\mathcal{O}_{\mathbb{P}^{n_j}}(1)) \). Then \( P(n_1, \ldots, n_l) \) is a Fano manifold of dimension \( \sum n_i \) that satisfies
\[
N^1(P(n_1, \ldots, n_l)) = \bigoplus_{j=1}^l \mathbb{R}H_j,
\]
\[-K_{P(n_1, \ldots, n_l)} = \sum_{j=1}^l (n_j + 1)H_j,\]
\[
\text{Nef}(P(n_1, \ldots, n_l)) = \left\{ \sum a_i H_i \mid a_i \in \mathbb{R}_{\geq 0} \text{ for all } i \right\}
\]
Set \( n := \min\{n_i\} \) and \( J = \{j \mid n_j = n\} \).
Let \( X \) be the complete intersection of general ample divisors \( D_1, \ldots, D_m \), with \( m \leq n \), such that \( \sum D_i = -K_{P(n_1, \ldots, n_l)} \).

**Proposition 2.5.** \( X \) is a Calabi-Yau manifold with \( \rho(X) = 1 \) and \( \text{Nef}(X) \) is a simplicial cone generated by \( h_j := \eta^*(H_j) \), where \( \eta: X \to P(n_1, \ldots, n_l) \) is the natural inclusion.

**Proof.** The divisors \( D_1, \ldots, D_m \) are chosen generally, so by Bertini’s theorem we get that \( X \), and all partial intersections \( D_{i_1} \cap D_{i_2} \cap \cdots \cap D_{i_l} \) are smooth. By the adjunction formula we get that each partial intersection is a Fano manifold. The conditions that \( \sum n_i \geq 4 \) and that if \( l = 2 \), then \( (n_1, n_2) \neq (2, 2) \), along with the restriction on the codimension of \( X \), implies that we can use Theorem 2.4 to obtain that \( \eta^*(\text{Nef}(\mathbb{P})) \simeq \text{Nef}(X) \).

Define the projections \( \pi_j := p_j \circ \eta: X \to P(n_1, \ldots, n_l)_j \). By taking general divisors, these projections are surjective, and if \( n_j = n \), then \( \pi_j \) defines a birational involution \( \iota_j \). This follows from the following result.

**Proposition 2.6.** If \( n_j = n \) and \( \text{codim } X = n \), then \( \pi_j \) is generically 2-to-1.

**Proof.** Write \( D_i = \sum_{k=1}^l a_{ik} H_k \), where \( a_{ik} \geq 1 \). Since \( \sum D_i = -K_{P(n_1, \ldots, n_l)} \), we have that \( \sum_{i=1}^n a_{ij} = n_j + 1 \). When \( n_j = n \) this means that one, and only one, \( a_{ij} \) has to be equal to 2 (and all the other \( a_{ij} \) are equal to 1). Because \( \dim X = \dim P(n_1, \ldots, n_l)_j \) we get that the projection \( \pi_j \) is generically 2-to-1.

We write \( \mathbb{P}(n) \) instead of \( P(n_1, \ldots, n_l) \) when there is no possible confusion.

### 3. Computing \( \text{Bir}(X) \)

The goal of this section is to prove Theorems 1.3(a) and (b). More precisely, we will show that the group generated by the involutions \( \iota_j \), with \( j \in J \), is isomorphic to \( W_J \), where \( (W, S) \) is the Coxeter system given by \( S = \{ s_i \}_{i=1}^l \) and \( m_{ij} = \infty \).

Throughout this section we assume that \( \text{codim } X = n \). See Remark 3.10 and Remark 4.8 for the case \( \text{codim } X < n \).

We begin by showing that the projections \( \pi_j = p_j \circ \eta: X \to \mathbb{P}_j \), where \( n_j = n \), are small, so that the non-finite locus of \( \pi_j \) has codimension at least 2 in \( X \).
Proposition 3.1 ([Ska17], Proposition 8.3.3). The maps
\[ \pi_j : X \rightarrow \mathbb{P}_j, \]
where \( n_j = n \), are small.

Proof. We recall the proof for the reader’s convenience. Without loss of generality, assume \( j = l \).

Let \( X = D_1 \cap \cdots \cap D_n \), and assume for simplicity, that \( a_{nl} = 2 \), i.e. that \( D_n \) is the divisor that has degree 2 on \( \mathbb{P}^n \). Let \( x_0, \ldots, x_n \) the coordinates of \( \mathbb{P}^n \).

If \( n = 1 \) we get that \( X = f_1(y)x_0^2 + f_2(y)x_0x_1 + f_3(y)x_1^2 = 0 \), where \( y \) are coordinates of \( \mathbb{P}(n)_l \). For a fixed point \( y_0 \in \mathbb{P}(n)_l \) we get that \( \pi_l^{-1}(y_0) \cong \mathbb{P}^1 \) if and only if \( x \in \{ f_1 = f_2 = f_3 = 0 \} \). We can assume the \( f_i \)'s are general so the set \( \{ f_1 = f_2 = f_3 = 0 \} \) has codimension \( \geq 3 \), implying that \( \pi_l \) contracts no divisor.

We need then to prove the case \( n \geq 2 \). In this case, \( X \) is defined by \( n - 1 \) linear equations and one quadratic equation in the variables \( x_0, \ldots, x_n \). More precisely, \( X \) is determined by the equations
\[
G_1(x, y) := g_{1,0}(y)x_0 + g_{1,1}(y)x_1 + \cdots + g_{1,n}(y)x_n = 0 \\
G_2(x, y) := g_{2,0}(y)x_0 + g_{2,1}(y)x_1 + \cdots + g_{2,n}(y)x_n = 0 \\
\vdots \\
G_{n-1}(x, y) := g_{n-1,0}(y)x_0 + g_{n-1,1}(y)x_1 + \cdots + g_{n-1,n}(y)x_n = 0 \\
F(x, y) := \sum_{0 \leq i \leq j \leq n} f_{ij}(y)x_ix_j = 0
\]
where \( y \) are coordinates of \( \mathbb{P}(n)_l \).

Let \( V \subset \mathbb{P}(n) \) be the subvariety defined by the \( G_i(x, y) \)'s, and consider \( \tau : V \rightarrow \mathbb{P}(n)_l \) the corresponding projection. Let \( y_0 \) be a point in \( \mathbb{P}(n)_l \). The fiber \( \tau^{-1}(y_0) \subset \mathbb{P}^n \) is given by
\[
g_{1,0}(y_0)x_0 + g_{1,1}(y_0)x_1 + \cdots + g_{1,n}(y_0)x_n = 0 \\
g_{2,0}(y_0)x_0 + g_{2,1}(y_0)x_1 + \cdots + g_{2,n}(y_0)x_n = 0 \\
\vdots \\
g_{n-1,0}(y_0)x_0 + g_{n-1,1}(y_0)x_1 + \cdots + g_{n-1,n}(y_0)x_n = 0
\]
so the dimension of the fiber \( \tau^{-1}(y_0) \) is determined by the rank of the \( (n-1) \times (n+1) \) matrix \([g_{i,j}(y_0)]\): the fiber \( \tau^{-1}(y_0) \) has dimension \( k \) if and only if \( \text{rk} [g_{i,j}(y_0)] = n-k \).

Define \( \text{Fib}_k = \{ y_0 \in \mathbb{P}(n)_l | \dim \tau^{-1}(y_0) \geq k \} \). Since the \( g_{i,j} \)'s are chosen generally, it follows that \( \text{codim Fib}_k = k^2 - 1 \) (see [Har92, Prop. 12.2] and [Ska17, Lemma 8.3.4]).

Then the locus of points where \( \pi_l^{-1}(y) \) has dimension \( k \) has codimension greater or equal to \( k^2 - 1 \). So to check that the map is small, we need to check the cases when \( k = 1 \) and \( k = 2 \).

Notice that \( \pi_l^{-1}(x) \) is given by \( \tau^{-1}(y) \cap (F(x, y) = 0) \). A quadric containing a line is a codimension 3 condition, and a quadric containing a plane is a codimension 6 condition. Since the \( D_i \)'s are chosen generally, these codimensions are achieved [Ska17, Lemma 8.3.5].

Therefore the locus of points where \( \pi_l^{-1}(y) \) has dimension 1 has codimension at least 3, and the locus of points where \( \pi_l^{-1}(y) \) has dimension 2 has codimension at least 6, which finishes the proof. \( \square \)
We now check that the action of $\text{Aut}(X)$ is trivial on $N^1(X)$. For this, we use the following lemma.

**Lemma 3.2** ([Ska17], Lemma 8.4.7). For all $j$, $H^0(X, \mathcal{O}_X(h_j)) \simeq H^0(\mathbb{P}(n), \mathcal{O}_{\mathbb{P}(n)}(H_j))$.

**Proposition 3.3** (Theorem 1.3 (a)). For a general choice of $D_1, \ldots, D_{n_i}$ the co-action of $\text{Aut}(X)$ on $N^1(X)_\mathbb{R}$ is trivial.

**Proof.** By Theorem 2.4 (3), $\text{Aut}(X)$ is finite. Let $\gamma \in \text{Aut}(X)$. From Theorem 2.4 (2), $\eta^*(\text{Nef}(\mathbb{P}(n))) \simeq \text{Nef}(X) = \text{cone}(h_1, \ldots, h_l)$. Because $\{h_1, \ldots, h_l\}$ are primitive generators of the extremal rays of $\text{Nef}(X)$, and the elements of $\text{Aut}(X)$ preserve the nef cone, we have that $\gamma$ preserves the set $\{h_1, h_2, \ldots, h_l\}$, and by Lemma 3.2 the action of $\gamma$ on the sections of $H^0(X, \mathcal{O}_X(h_j))$, for $1 \leq j \leq l$, induces an automorphism $\gamma_{\mathbb{P}(n)}|X = \gamma$.

Hence $\text{Aut}(X)$ is a subgroup of $\text{Aut}(\mathbb{P}(n)) = \left(\prod_{i=1}^l PGL_{n_i+1}(\mathbb{C})\right) \rtimes H$, where $H$ is a subgroup of $S_l$, the group of $l$ permutations, that depends on the $n_i$’s.

Let $G$ be the image of 

$$\text{Aut}(X) \rightarrow \text{Aut}(\mathbb{P}(n)) \rightarrow H.$$ 

If $g \in G$, with $g \neq \text{id}$, there exists a lift to an automorphism of $\mathbb{P}(n)$ that restricts to an automorphism of $X$. If $g \neq \text{id}$, this means that $g^*$ permutes the variables between the factors $\mathbb{P}^{n_i}$. Because the polynomials corresponding to the $D_j$ are chosen generally, it follows that this situation cannot happen, and so $G = \{\text{id}\}$.

This implies that $\text{Aut}(X)$ is a finite subgroup of $\prod_{i=1}^l PGL_{n_i+1}(\mathbb{C})$. The co-action of $\prod_{i=1}^l PGL_{n_i+1}(\mathbb{C})$ on $N^1(\mathbb{P}(n))_\mathbb{R}$, and so on $N^1(X)_\mathbb{R}$, is trivial. 

\[ \square \]

**Remark 3.4.** It seems that one could replicate the proof of Theorem 1.2 (1) to prove that $\text{Aut}(X)$ is trivial for a very general choice of $X$, but it is not clear how to extend the computations done in [CO15] to our more general setup.

To compare Bir$(X)$ with $W_j$ we need to understand the action of the involutions $\iota_j$, with $j \in J$, on $N^1(X)_\mathbb{R}$.

Write the divisors $D_i$ with respect to the basis $\{H_j\}$.

$$D_i = \sum_{j=1}^l a_{ij}H_j.$$ 

Consider $X$ as a codimension $n$ cycle in $\mathbb{P}(n)$

$$X = (D_1 \cdot \ldots \cdot D_n)_{\mathbb{P}(n)}$$

and define the numbers $b_{ij}$ as the coefficient of $H_iH_j^{n-1}$ in the cycle $X$.

Define a matrix $B$ as follows

$$ (B)_{ij} = \begin{cases} 1 & \text{if } i = j \\ -b_{ij}/2 & \text{if } i \neq j \text{ and } j \in J \\ -b_{ji}/2 & \text{if } i \neq j \text{ and } i \in J \\ -n_i & \text{if } i \neq j \text{ and } i \notin J \text{ and } j \notin J \end{cases} $$

Notice that if $j \in J$ we use the coefficient $b_{ij}$, and when $i \in J$ we use the coefficient $b_{ji}$. Then we need to check that if both $i$ and $j$ are in $J$, the coefficients $b_{ij}$ and $b_{ji}$ are equal.

**Proposition 3.5.** The matrix $B$ is well-defined.
Proof. We need to prove that \( b_{ij} = b_{ji} \) when both \( i \) and \( j \) are in \( J \). To do so, remember that the \( a_{kj} \)'s and the \( a_{ki} \)'s are all 1, except for one case where it is equal to 2. Then \( b_{ij} \) corresponds to the coefficient of \( xy^{n-1} \) in the expansion of \( 2(x + y)^n \) or \( (2x^2 + 4xy + 2y^2)(x + y)^{n-2} \). By symmetry, it is equal to the coefficient of \( yx^{n-1} \), which corresponds to \( b_{ji} \).

**Proposition 3.6.** Let \( j \in J \) and let \( \iota_j \) be the corresponding birational involution. Then, with respect to the basis \( \{h_i\}_{i=1}^n \) the matrix of \( \iota_j^* \) is \( M(l)_j^T \), with \( M(l)_j \) the matrix described at Section 2.1.

Proof. The proof here generalizes the proof from [Ogu14, Lemma 6.2] and [Sil91, Lemma 2.1]. Let \( j \in J \). By definition we have \( \iota_j^*(h_i) = h_i \) for \( i \neq j \), so we need to calculate \( \iota_j^*(h_j) \).

Let \( L_i \) be the divisor class on \( \mathbb{P}(n) \) corresponding to the pullback of \( O_{\mathbb{P}^n}(1) \). Then \( (\pi_j)_*(h_j) = \sum_{i \neq j} a_i L_i \). Using the projection formula we obtain the following equality:

\[
\begin{align*}
a_i = & \left( (\pi_j)_*(h_j).L_i^{n-1}. \prod_{k \notin \{i,j\}} F_k^n \right) \bigg|_{\mathbb{P}(n)_j} \\
= & \left( h_j.h_i^{n-1}. \prod_{k \notin \{i,j\}} h_k^n \right) \bigg|_X \\
= & \left( H_j.H_i^{n-1}. \prod_{k \notin \{i,j\}} H_k^n(D_1.D_2.\cdots.D_n) \right) \bigg|_{\mathbb{P}(n)}
\end{align*}
\]

Now we can use that \( \pi_j^*(\pi_j)_*(h_j) = h_j + \iota_j^*(h_j) \) to obtain that

\[
\iota_j^*(h_j) = -h_j + \sum_{i \neq j} b_{ij} h_i.
\]

Hence the matrix associated to \( \iota_j^* \) is

\[
\iota_j^* = \begin{pmatrix}
1 & 0 & \cdots & 0 & b_{1j} & 0 & \cdots & 0 \\
0 & 1 & \cdots & 0 & b_{2j} & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \ddots & \vdots \\
0 & 0 & \cdots & 1 & b_{j-1j} & 0 & \cdots & 0 \\
0 & 0 & \cdots & 0 & -1 & 0 & \cdots & 0 \\
0 & 0 & \cdots & 0 & b_{j+1j} & 1 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \ddots & \vdots \\
0 & 0 & \cdots & 0 & b_{jj} & 0 & \cdots & 1
\end{pmatrix}
\]

which is the transpose of \( M(l)_j \).

**Example 3.7.** Let \( X \) be given by the intersection of general divisors of multidegree \((2,2,1),(2,1,1)\) and \((1,1,2)\) in \( \mathbb{P}^4 \times \mathbb{P}^3 \times \mathbb{P}^3 \). Here \( n = 3 \), and so \( J = \{2,3\} \). We can write \( X \) as a cycle in \( \mathbb{P}(n) \).

\[
X = (2H_1 + 2H_2 + H_3).(2H_1 + H_2 + H_3).(H_1 + H_2 + 2H_3)
= 4H_1^3 + 2H_2^3 + 2H_3^3 + 10H_1^2H_2 + 12H_2^2H_3 + 19H_1H_2H_3 + 8H_1^2H_2^2 + 9H_1H_3^2 + 7H_2^2H_3 + 7H_2H_3^2
\]
To compute $B$ we need the coefficients $b_{12} = 8$, $b_{13} = 9$ and $b_{23} = b_{32} = 7$. The matrix $B$ is then

$$B = \begin{pmatrix} 1 & -8/2 & -9/2 \\ -8/2 & 1 & -7/2 \\ -9/2 & -7/2 & 1 \end{pmatrix}$$

To compute $\iota_2^*(h_2)$ we follow the proof of Proposition 3.6. Let $(\pi_2)_*(h_2) = a_1L_1 + a_3L_3$. We use intersection numbers to compute $a_3$.

$$a_1 = ((\pi_2)_*(h_2), L_1^3, L_3^3)_{P^4 \times \mathbb{P}^3 \times \mathbb{P}^3} = (H_2, H_1^3, H_3 \cdot X)_{P^4 \times \mathbb{P}^3 \times \mathbb{P}^3} = 8 = b_{12}$$

Similarly, we get $a_3 = 7 = b_{32}$. We can repeat this to compute $\iota_3^*$, and so we obtain

$$\iota_2^* = \begin{pmatrix} 1 & 8 & 0 \\ 0 & -1 & 0 \\ 0 & 7 & 1 \end{pmatrix}; \quad \iota_3^* = \begin{pmatrix} 1 & 0 & 9 \\ 0 & 1 & 7 \\ 0 & 0 & -1 \end{pmatrix}$$

Notice that following Section 2.1 we get that the matrices associated to $\rho(s_2)$ and $\rho(s_3)$ are

$$M(3)_2 = \begin{pmatrix} 1 & 0 & 0 \\ 8 & -1 & 7 \\ 0 & 0 & 1 \end{pmatrix} \quad \text{and} \quad M(3)_3 = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 9 & 7 & -1 \end{pmatrix}$$

respectively, which correspond to the transpose of $\iota_2^*$ and $\iota_3^*$.

We will now prove that every element of $\text{Bir}(X)$ is a composition of the involutions $\iota_j$, up to an automorphism.

**Proposition 3.8** (cf. [CO15], Theorem 3.3(4)). $\text{Bir}(X) \simeq \text{Aut}(X) \cdot \{\iota_j \mid j \in J\}$.

**Proof.** For $j \in J$, let $X \xrightarrow{\pi_j} \overline{X}_j \xrightarrow{q_j} \mathbb{P}(n)_j$ be the Stein factorization of $\pi_j$. Then $\pi_j$ is the small contraction corresponding to the codimension 1 face given by $\sum_{k \neq j} \mathbb{R}_{\geq 0} h_k$ of $\text{Nef}(X)$. Thus, $\rho(X/\overline{X}_j) = 1$ with relative ample generator $h_j$, and so $\pi_j$ is a flopping contraction. We can describe the flop of $\pi_j$ explicitly.

The birational involution $\iota_j$ induces an automorphism $\tilde{\iota}_j$ of $\overline{X}_j$, satisfying $\pi_j \circ \iota_j = \tilde{\iota}_j \circ \pi_j$. Define

$$\pi_j^+ = (\iota_j)^{-1} \circ \pi_j : X \to \overline{X}_j.$$  

Then $\iota_j \circ \pi_j^+ = \pi_j$. In Proposition 3.6 we computed that

$$\iota_j^*(h_j) = -h_j + \sum_{i \neq j} b_{ij} h_i,$$

so $\iota_j^*(h_j)$ is $\pi_j^+$-anti-ample. Hence $\pi_j^+$ is the flop of $\pi_j$, and $(\pi_j^+)^{-1} \circ \pi_j = \iota_j$.

From Theorem 2.2 we have that every flopping contraction is given by a codimension 1 face of $\text{Nef}(X)$, up to an automorphism of $X$, and since there is no codimension 1 face of $\text{Nef}(X)$ aside from $\sum_{k \neq j} \mathbb{R}_{\geq 0} h_k$, $1 \leq j \leq s$, it follows that the only flops are $\iota_j$, with $j \in J$. On the other hand, Theorem 2.3 says that the every element of $\text{Bir}(X)$ can be decomposed as a finite sequence of flops, modulo an automorphism of $X$. Combining this two results we obtain that $\text{Bir}(X) \simeq \text{Aut}(X) \cdot \{\iota_j \mid j \in J\}$. 

\qed
Corollary 3.9 (Theorem 1.3 (b)). Let \((W, S)\) be the Coxeter system with \(S = \{s_i\}_{i=1}^l\) and \(m_{ij} = \infty\) when \(i \neq j\). Then \(\langle \iota_j \mid j \in J \rangle \simeq W_J \simeq \mathbb{Z}/2\mathbb{Z} \ast \cdots \ast \mathbb{Z}/2\mathbb{Z} / |J|\).

Proof. This follows from the fact that the geometric representation of \(W\) obtained with the matrix \(B\) is faithful. \(\square\)

Remark 3.10. Theorem 2.2 implies that if \(\text{codim } X < n\) then \(X\) has no flopping contractions, and so Theorem 2.3 implies that \(\text{Bir}(X) = \text{Aut}(X)\). On the other hand, Proposition 3.3 remains true in this case, so \(\text{Aut}(X)\) is finite and acts trivially on \(N^1(X)\).

The only case remaining is when \(\text{codim } X = n + 1\). This case has been partially studied ([HT18, Section 3], [LW21]) and it seems that it has a very rich group of birational automorphisms.

4. Movable cone of \(X\)

Throughout this section \(X\) denotes a codimension \(n\), general complete intersection Calabi-Yau manifold in \(\mathbb{P}(n)\) that satisfies Theorem 1.3 (1) and (2).

Let \((W, S)\) be the Coxeter system associated to \(X\) described for Proposition 3.5. We want to give a description of \(\text{Mov}^e(X)\) using the Tits cone obtained from the geometric representation of \(W\) associated to the bilinear form \(B\).

To study the Tits cone we can identify the dual \(V^*\) to \(V\) using the bilinear form \(B\). Let \(B(v, w) = v^T B w\) be the quadratic form defined by \(B\). Then the fundamental domain \(D\) can be identified with the vectors \(w\) such that \(B(w, \alpha_i) \geq 0\) for all \(i\). Define the vectors \(c_i\) as

\[B(c_i, \alpha_i) = 1\]

and

\[B(c_i, \alpha_j) = 0, j \neq i.\]

This identification also identifies the action \(\rho^*\) with \(\rho\).

Define \(T_J\) as the orbit of \(D\) under the action of \(W_J\). More precisely,

\[T_J := \bigcup_{w \in W_J} \rho(w)(D).\]

Notice that if \(k \notin J\), then \(\rho(s_j).c_k = c_k\) for all \(j \in J\).

Theorem 4.1. Let \(\Phi: V \to N^1(X)_\mathbb{R}\) be the linear map such that \(\Phi(c_i) = h_i\) for all \(1 \leq i \leq l\), and let \(\Psi: W_J \to \text{Bir}(X)\) given by \(s_j \mapsto \iota_j\) for \(j \in J\). Then

1. \(\Phi \circ \rho(w) = \Psi(w)^* \circ \Phi\).
2. The fundamental domain \(D\) of \(W\) is mapped onto the the nef cone \(\text{Nef}(X)\) by \(\Phi\).
3. The subcone \(T_J \subset T\) is mapped onto the the movable effective cone \(\text{Mov}^e(X)\) by \(\Phi\).

The first statement follows from the computations of Section 3. The second statement follows simply because both \(D\) and \(\text{Nef}(X)\) are the convex hull of the \(c_i\)'s and \(h_i\)'s respectively. So we need to prove the last statement.

First we need to show that the subcone \(T_J\) is convex.

Proposition 4.2. The cone \(T_J\) is convex.

Proof. First, if \(J = \{1, \ldots, l\}\), then \(W_J = W\) and \(T_J\) corresponds to the Tits cone which is convex.
Now assume that $J \subsetneq \{1, \ldots, l\}$. For $w \in W$, let $D_w := \rho(w)(D)$ the chamber obtained by the action of $w$ on the fundamental domain, with vertices $v_j := \rho(w)c_j$. The chamber $D_{w \circ s_i}$ is adjacent to $D_w$, and

$$D_w \cap D_{w \circ s_i} = \{ \sum_{j \neq i} a_j v_j \mid a_j \geq 0 \}$$

For each $D_w$, let $\Pi^i_w$ be the half-space defined by the hyperplane $\text{Span}\{v_1, \ldots, \hat{v}_i, \ldots, v_l\}$ that contains the vector $v_i$. Notice that $D_{w \circ s_i}$ is not contained in $\Pi^i_w$. Define

$$P := \bigcap_{w \in W, i \notin J} \Pi^i_w.$$ 

We want to show that $T_J = T \cap P$. Because $T$ is convex, and $P$ is the intersection of half-spaces, then it follows that $T_J$ is convex.

We use the following lemma.

**Lemma 4.3.** If $\text{int}(D_w) \cap P^c \neq \emptyset$, then $\text{int}(D_w) \subseteq P^c$.

**Proof.** By contradiction, assume that there exists $w' \in W_J$, $i \in J$ and $x, y \in \text{int}(D_w)$ such that $x \in \Pi^i_{w'}$ and $y \in (\Pi^i_{w'})^c$.

By [Vin71, Lemma 1], each segment in $T$ passes through a finite number of chambers, so we can choose $x' \in \text{int}(D_{w'})$ and $y' \in \text{int}(D_{w' \circ s_i})$ such that the segments $\overline{xx'}$ and $\overline{yy'}$ satisfy the following:

1. The segment intersects at most at one point of each codimension one face of the chambers that it passes through; and
2. the point of intersection of each face lies in the interior of the codimension one face.

Under these conditions, the chambers that intersect the segments $\overline{xx'}$ and $\overline{yy'}$ form sequences

$$D_{w'} = D_{w_1}, D_{w_2}, \ldots, D_{w_{m+1}} = D_w$$

and

$$D_{w' \circ s_i} = D_{w'_1}, D_{w'_2}, \ldots, D_{w'_{r+1}} = D_w$$

with

$$D_{w_{j+1}} = D_{w_{j \circ s_{k_j}}} : \quad D_{w'_{j+1}} = D_{w'_{j \circ s'_{k'_j}}}$$

and $s_{k_{j+1}} \neq s_{k_j}$ and $s'_{k_{j+1}} \neq s'_{k'_j}$.

![Figure 2. An example of the situation in Lemma 4.3.](image)
Because $\overline{x}x' \subset \Pi^{i}_{w'}$ and $\overline{y}y' \subset (\Pi^{i}_{w'})^{c}$, we have that $s_{k_{1}} \neq s_{i}$ and that $s_{k'_{1}} \neq s_{i}$. Then

$$w = w' \prod_{j=1}^{m} s_{k_{j}} = w' s_{i} \prod_{j=1}^{r} s_{k'_{j}},$$

so

$$\prod_{j=1}^{m} s_{k_{j}} = s_{i} \prod_{j=1}^{r} s_{k'_{j}}.$$  

But the previous condition implies that both are reduced expressions, $s_{k_{1}} \neq s_{i}$, contradicting the fact that $W$ is a free product of $l$ copies of $\mathbb{Z}/2\mathbb{Z}$.

Therefore either $\text{int}(D_{w}) \subset \text{P}$ or $\text{int}(D_{w}) \subset P^{c}$. $\square$

Back to the proof of Proposition 4.2. Lemma 4.3 implies that it is enough to show that a chamber $D_{w} \subset P^{c} \cap T$ if and only if $w \notin W_{J}$. To do so, we use the same segment argument used in the proof of Lemma 4.3.

First, assume that $D_{w} \subset P^{c} \cap T$, so $D_{w} \subset (\Pi^{i}_{w'})^{c}$ for some $w' \in W_{J}$ and $i \notin J$. Then there exists a segment $\overline{xy}$ with $x \in D_{w}$ and $y \in D_{w's_{i}}$ totally contained in $(\Pi^{i}_{w'})^{c}$. Then

$$w = w's_{i} \prod_{j=1}^{r} s_{k'_{j}},$$

implying that $w \notin W_{J}$.

Assume now that $w \notin W_{J}$. We can write $w = w's_{i}w''$, with $w' \in W_{J}$. If $D_{w'} \subset \Pi^{i}_{w'}$, then there exists a segment $\overline{xy}$ with $x \in D_{w'}$ and $y \in D_{w}$. Then $w = w's_{k_{1}} \prod_{j=2}^{r} s_{k_{j}}$, with $s_{k_{1}} \prod_{j=2}^{r} s_{k_{j}}$ a reduced expression, and $s_{k_{1}} \neq s_{i}$, which is a contradiction.

Hence $D_{w} \subset P^{c} \cap T$ if and only if $w \notin W_{J}$.

To finish the proof, let $w' \in W_{J}$. We just proved that $D_{w'} \not\subset P^{c}$, so by Lemma 4.3 $D_{w'} \subset P$, implying that $T_{J} = T \cap P$. $\square$

Now, because the divisor classes $h_{j}$ are semiample (and therefore movable) and they generate $\text{Nef}(X)$, we have that $\text{Nef}(X) \subset \text{Mov}^{c}(X)$. Because the movable effective cone is invariant under the action of $\text{Bir}(X)$, we have that the orbit of the nef cone $\text{Nef}(X)$ is contained in $\text{Mov}^{c}(X)$, so

$$\Phi(T_{J}) \subset \text{Mov}^{c}(X).$$

We then need to show the following proposition.

**Proposition 4.4.** Let $X$ be a general complete intersection Calabi-Yau manifold in $\mathbb{P}(n)$ that satisfies Theorem 1.3 (1) and (2).

1. For all $g \in \text{Bir}(X)$ such that $g^{*} \neq \text{Id}$, $g^{*}(\text{Nef}(X)) \cap \text{Nef}(X) = \emptyset$.
2. $\text{Mov}^{c}(X) \subseteq \Phi(T_{J})$.

**Proof.** If $g \in \text{Bir}(X)$ satisfies $g^{*}(\text{Nef}(X)) \cap \text{Nef}(X) \neq \emptyset$, then [Kaw97, Lemma 1.5] implies that $g \in \text{Aut}(X)$. From Proposition 3.3 we have that $\text{Aut}(X)$ acts trivially on $N^{1}(X)_{\mathbb{R}}$, so $g^{*} = \text{Id}$, which completes the proof of (1).

To prove (2) we need the following lemma.

**Lemma 4.5** (cf. [C014], Lemma 4.4). For any given pseudoeffective integral divisor class $E$ of $X$, there is a birational automorphism $g$ of $X$ such that $g^{*}(E) \in \text{Nef}(X)$.
Proof. Define \( E_1 := E \). In \( N^1(X)_\mathbb{R} \) we can write

\[
E_1 = \sum_{i=1}^{l} \beta_i(E_1) h_i,
\]

where the \( \beta_i(E_1) \) are integers. Set

\[
s(E_1) := \sum_{i=1}^{l} \beta_i(E_1).
\]

Since \( E_1 \) is pseudoeffective, and the \( h_i \) are nef, we get the following facts:

1. \( \beta_k(E_1) \geq 0 \) for \( k \notin J \). This follows from the fact that \( n_k > n \) and

\[
\left( \prod_{i=1}^{n} a_{ik} \right) \beta_k(E_1) = \left( E_1, h_k^{n_k-(n+1)} \prod_{i \neq k} h_i^{n_i} \right)_X \geq 0.
\]

2. At most one \( \beta_j(E_i) < 0 \) for \( j \in J \). To get this, notice that for \( j_1, j_2 \in J \)

\[
\left( E_1, h_{j_1}^{n_{j_1}} \prod_{i \neq j_1, j_2} h_i^{n_i} \right)_X = 2\beta_j(E_1) + b_{j_1, j_2} \beta_{j_2}(E_1) \geq 0
\]

and

\[
\left( E_1, h_{j_2}^{n_{j_2}} \prod_{i \neq j_1, j_2} h_i^{n_i} \right)_X = 2\beta_{j_2}(E_1) + b_{j_2, j_1} \beta_{j_1}(E_1) \geq 0.
\]

From Proposition 3.5 we have that \( b_{j_1, j_2} = b_{j_2, j_1} \geq 0 \), so \( \beta_{j_1} + \beta_{j_2} \geq 0 \). This implies that at most one \( \beta_j(E_1) < 0 \) for \( j \in J \).

Even more, this implies that \( s(E_1) \) is non-negative. Say for example that \( 1, 2 \in J \) and that \( \beta_1(E_1) < 0 \). Then

\[
s(E_1) = (\beta_1(E_1) + \beta_2(E_2)) + \beta_3(E_1) + \cdots + \beta_l(E_1) \geq 0\]

If \( E_1 \in \text{Nef}(X) \) we can take \( g = \text{Id} \). So we can assume that \( E_1 \) is not nef, and so that \( \beta_j(E_1) < 0 \) for some \( j \in J \).

Consider the divisor class \( E_2 := \iota_j^*(E_1)h_j \). It is effective and so \( s(E_2) \geq 0 \), and by the matrices from Proposition 3.6 we have

\[
E_2 = -\beta_j(E_1)h_j + \sum_{i \neq j} (\beta_i(E_1) + b_{ij}\beta_j(E_1))h_i.
\]

We can compute \( s(E_2) \) to obtain

\[
s(E_2) = -\beta_j(E_1) + \sum_{i \neq j} (\beta_i(E_1) + b_{ij}\beta_j(E_1)) = s(E_1) - 2\beta_j(E_1) + \sum_{i \neq j} b_{ij}\beta_j(E_1)
\]

where the last inequality follows from the fact that the \( b_{ij} \geq 2 \) and \( \beta_j(E_1) < 0 \).

If all the \( \beta_i(E_2) \) are non-negative, then \( E_2 \in \text{Nef}(X) \) and we are done. If not, there is a unique \( j' \in J \) such that \( \beta_{j'}(E_2) < 0 \). Consider \( E_3 = \iota_{j'}^*(E_2) \). Then, as above, we get that \( E_3 \) is effective and \( s(E_3) < s(E_2) \). At each step of this process \( s(\cdot) \) decreases, and because \( s \) is non-negative, this process stops. This implies that there exists an effective divisor \( E_k \) in the Bir(\(X\))-orbit of \( E_1 \) such that \( E_k \) is nef.
Example 4.6. As in Example 3.7 let $X$ be given by the intersection of general divisors of multidegree $(2, 2, 1), (2, 1, 1)$ and $(1, 1, 2)$ in $\mathbb{P}^3 \times \mathbb{P}^3 \times \mathbb{P}^3$. Let $E_1 = \beta_1(E_1)h_1 + \beta_2(E_1)h_2 + \beta_3(E_1)h_3$ a pseudoeffective integral divisor class. Then

$$4\beta_1(E_1) = (E_1, h_1^3, h_2^3)_X \geq 0$$

and

$$2\beta_2(E_1) + 7\beta_3(E_1) = (E_1, h_1^4, h_2^4)_X \geq 0$$

$$7\beta_2(E_1) + 2\beta_3(E_1) = (E_1, h_1^5, h_2^5)_X \geq 0$$

so $\beta_2(E) + \beta_3 \geq 0$. Assume that $\beta_2(E_1) < 0$. Then we compute $E_2 = \iota_2^*(E_1)$

$$E_2 = \beta_1(E_1)h_1 + (8\beta_2(E_1))h_2 - 2\beta_2(E_1)h_2 + 7\beta_2(E_1)h_3 + \beta_3(E_1)h_3$$

$$= (\beta_1(E_1) + 8\beta_2(E_1))h_1 - \beta_2(E_1)h_2 + (\beta_3(E_1) + 7\beta_2(E_1))h_3$$

and so

$$s(E_2) = (\beta_1(E_1) + 8\beta_2(E_1)) - \beta_2(E_1) + (\beta_3(E_1) + 7\beta_2(E_1))$$

$$= \beta_1(E_1) + 14\beta_2(E_1) + \beta_3(E_1)$$

$$= s(E_1) + 13\beta_2(E_1)$$

$$< s(E_1).$$

To finish the proof of Proposition 4.4 let $u$ be an element of $\overline{\text{Mov}}^\epsilon(X)$. We can write

$$u = \sum_{i=1}^m r_i E_i$$

with $r_i$ positives real numbers and $E_i$ effective divisor classes. From the previous lemma we have that each $E_i$ is in the image of $T_J$, and because $T_J$ is convex we have that $u \in \Phi(T_J)$, and so $\overline{\text{Mov}}^\epsilon(X) \subseteq \Phi(T_J)$. \hfill \Box

Corollary 4.7 (Theorem 1.3 (c)). Conjecture 1.4 holds for $X$.

Remark 4.8. Performing a similar computation as in Lemma 4.5 we can check that if $\text{codim} X < n$, then every pseudoeffective integral divisor class $E$ of $X$ is nef, implying that $\text{Nef}(X) = \overline{\text{Mov}}(X)$. This together with Remark 3.10 implies that Theorem 1.3 is true when $\text{codim} X < n$.

The goal now is to describe the boundary of the movable cone $\overline{\text{Mov}}(X)$. The Kawamata-Morrison conjecture gives a description of $\overline{\text{Mov}}^\epsilon(X)$ in terms of the action of $\text{Bir}(X)$, but it is not clear what happens at the boundary of the movable cone.

From Theorem 4.1 (3), the problem of describing the boundary of the movable cone is equivalent to describing the boundary of the subcone $T_J$ of the Tits cone $T$. In general, this is not an easy task, but we can give a precise description when $W_J$ is Lorentzian.

Then, in order to prove Theorem 1.4, we show the equivalent statement in $T_J \subset V$.

Theorem 4.9. Suppose that the subgroup $W_J$ is Lorentzian. The boundary of the cone $T_J$ is the union of the following sets:

1. The $W_J$-orbit of the codimension one faces $\{\sum_{k \neq i} a_k c_k \mid a_k \geq 0\}$, for $i \notin J$; and
2. The $W_J$-orbit of the cones $\{a_\lambda v_\lambda + \sum_{k \neq i,j} a_k c_k \mid a_k \geq 0, a_\lambda \geq 0\}$, for $i, j \in J$, where $v_\lambda$ is:
• If \( n \geq 2 \), an eigenvector associated to the unique eigenvalue \( \lambda > 1 \) of \( \rho(s_is_j) \); or
• If \( n = 1 \), \( v_\lambda = 0 \).

First we study the eigenvalues of the matrices involved in the theorem.

**Proposition 4.10.** For \( i \neq j \), the matrix \( \rho(s_js_i) \) has one eigenvalue \( \lambda > 1 \) if \( n \geq 2 \), and if \( n = 1 \), then it is not diagonalizable and 1 is its only eigenvalue.

**Proof.** First notice that the matrix \( (\iota_j\iota_i)^* \) is the transpose of \( \rho(s_js_i) \), so it is enough to show the result for \( (\iota_j\iota_i)^* \).

From Proposition 3.6, we can write the matrices \( \iota_i^* \) and \( \iota_j^* \) in terms of their columns as

\[ \iota_i^* = (e_1 e_2 \cdots e_{i-1} v_i e_{i+1} \cdots e_l) \]

and

\[ \iota_j^* = (e_1 e_2 \cdots e_{j-1} v_j e_{j+1} \cdots e_l) \]

where

\[ v_i = (b_{1i}, b_{2i}, \ldots, b_{i-1i}, -1, b_{i+1i}, \ldots, b_{li}), \]

and

\[ v_j = (b_{1j}, b_{2j}, \ldots, b_{j-1j}, -1, b_{j+1j}, \ldots, b_{lj}). \]

Then, by computing the product of these matrices, the characteristic polynomial of \( (\iota_j\iota_i)^* = \iota_i^*\iota_j^* \) is

\[ (x - 1)^{l-2}(x^2 - b_{ij}^2x + 2x + 1). \]

If \( n = 1 \), then \( b_{ij} = 2 \), and so the characteristic polynomial is \( (x - 1)^l \), but because \( (\iota_j\iota_i)^* \) is not the identity matrix, \( (\iota_j\iota_i)^* \) is not diagonalizable.

If \( n \geq 2 \), then \( b_{ij} > 2 \), and so \( (x^2 - b_{ij}^2x + 2x + 1) \) has two different real roots \( \lambda_1, \lambda_2 \). Because \( \lambda_1\lambda_2 = 1 \), then one of them is greater than 1.

\[ \square \]

Notice that the vectors \( c_k \) with \( k \neq i, j \) are the eigenvectors corresponding to the eigenvalue 1 of \( \rho(s_js_i) \).

**Proposition 4.11.** Assume that \( n \geq 2 \). Let \( v_\lambda \) be an eigenvector associated to the largest eigenvalue \( \lambda > 1 \) of \( \rho(s_js_i) \), such that \( v_\lambda \in \overline{T}_J \). Then the convex cone generated by the set \( \{c_k \mid k \neq i, j\} \cup \{v_\lambda\} \) is a face of the boundary of \( \overline{T}_J \).

**Proof.** Given that \( \overline{T}_J \) is invariant under multiplication by elements of \( W_J \), it follows from the Perron-Frobenius-Birkhoff theorem [Bir67] that such \( v_\lambda \) exists in \( \overline{T}_J \).

Let

\[ v := b_1v_\lambda + \sum_{k \neq i,j} a_kc_k, \quad a_k \geq 0, b_1 \geq 0 \]

be an arbitrary vector on \( C := \text{cone}\{c_k \mid k \neq i, j\} \cup \{v_\lambda\} \). From Proposition 4.10 we have that the set \( \{c_k \}_{k \neq i,j} \cup \{v_\lambda, v_{\lambda-1}\} \) is a basis of \( V \). Even more, if all the coefficients of a linear combination of these vectors are positive, then the vector is in \( \overline{T}_J \).

Fix \( \epsilon > 0 \), and let \( \delta \) be a positive number. Consider \( b_2 \gg 0 \) such that

\[ \sum_{k \neq i,j} (a_k + \delta)c_k + (b_1 + \delta)v_\lambda - b_2v_{\lambda-1} \]

is not in \( \overline{T}_J \). Let \( n \gg 0 \) such that \( \lambda^{-n}b_2 < \delta \).
Let
\[
v_{\delta} := \rho(s_j s_i)^n \left( \sum_{k \neq i,j} (a_k + \delta) c_k + \lambda^{-n} (b_1 + \delta) v_\lambda + b_2 v_{\lambda-1} \right)\]
\[
= \sum_{k \neq i,j} (a_k + \delta) c_k + (b_1 + \delta) v_\lambda + \lambda^{-n} b_2 v_{\lambda-1}
\]
and
\[
v_{-\delta} := \rho(s_j s_i)^n \left( \sum_{k \neq i,j} (a_k + \delta) c_k + \lambda^{-n} (b_1 + \delta) v_\lambda - b_2 v_{\lambda-1} \right)\]
\[
= \sum_{k \neq i,j} (a_k + \delta) c_k + (b_1 + \delta) v_\lambda - \lambda^{-n} b_2 v_{\lambda-1}.
\]
Then for a constant \(p\), and \(\delta < \epsilon \), \(v_{\delta}\) and \(v_{-\delta}\) are in the ball of radius \(\epsilon\) centered at \(v\), but \(v_{\delta}\) is in the interior of \(T_J\), and \(v_{-\delta}\) is not in \(T_J\), so \(v\) is on the boundary of \(T_J\).

**Proof of Theorem 4.9.** Recall that from the proof of Proposition 4.12 we have that \(T_J = T \cap P\), so the \(W_J\)-orbit of the codimension one faces \(\{ \sum_{k \neq i} a_k c_k \mid a_k \geq 0 \}\), for \(i \notin J\), are on the boundary of \(T_J\).

The rest of the boundary corresponds to accumulations of chambers \(D_w\) as follows. Let \(x \in \partial T_J\). Then there exists \(\{ D_{w_i} \}\) an injective sequence of chambers, with \(w_i \in W_J\), such that there exist \(x_i \in D_{w_i}\), with \(x_i \to x\). We can assume that the \(w_i\) corresponds to a reduced word in \(W_J\), and even more we can assume, by possibly extending the sequence, that the sequence of chambers is given by adjoin chambers. This means that \(w_i = s_{k_1}s_{k_2}\cdots s_{k_r}\). So from each sequence of chambers we obtain an infinite reduced word \(w = s_{k_1}s_{k_2}s_{k_3}\cdots\), and because \(W_J\) is a free product of \(\mathbb{Z}/2\mathbb{Z}\) this correspondence is unique.

For some \(m > 0\), let \(\{ v_{k_1}, \ldots, v_{k_r} \}\), where \(v_{k_j} = w_{m\cdot c_{k_j}}\), be the set of vertices fixed by all \(w_i\), for \(i \geq m\). This set might be empty, and it cannot have more than \(l - 2\) elements. From Theorem 2.1 the chambers \(D_{w_i}\) converge to the cone \(C\) generated by the \(\{ v_{k_1}, \ldots, v_{k_r} \} \cup \{ \gamma(w) \}\).

Let \(C'\) be one of the cones \(\{ a_\lambda v_\lambda + \sum_{k \neq i,j} a_k c_k \mid a_i \geq 0 \}\), such that \(\{ v_{k_1}, \ldots, v_{k_r} \} \subseteq \{ w_{m\cdot c_k} \mid k \neq i,j \}\). Then again, by Theorem 2.1, we have that the sequence of cones \(\{ w_i, C' \}\) converges to \(C\). Therefore \(C'\) is on the closure of the \(W_J\)-orbit of \(C\), and because \(C\) is on the boundary of \(T_J\), by Proposition 4.11 then so is \(C'\).

The fact that the subgroup \(W_J\) is Lorentzian is strongly used in the proof of Theorem 1.4. If \(|J| = 2\) and \(n \geq 2\), or \(|J| = 3\), then \(W_J\) is Lorentzian. If \(|J| = 4\), we cannot conclude this, but using arguments from [Kra09], the proof of Theorem 1.4 remains true. Also, when \(n = 1\) this is proven in [CO15] for \(|J| \geq 3\). If \(|J| = 2\) and \(n = 1\), we have that \(\rho(X) \geq 3\), so \(W_J\) can be though as a subgroup of a Lorentzian group, so Theorem 2.1 remains true.

Using the help of a computer, we checked that for \(n < 500\) and \(|J| < 50\) the subgroup \(W_J\) is Lorentzian. It is interesting to see if this property holds for all \(n\) and all \(|J|\).

**Conjecture 4.12.** Let \(X\) be a general complete intersection Calabi-Yau manifold in \(\mathbb{P}(n)\) that satisfies Theorem 1.3. Then \(W_J\) is Lorentzian.

Proving Conjecture 4.12 is equivalent to proving the following.
Proposition 4.13. Let \( n \geq 2 \) and let \( 0 \leq r_1 \leq r_2 \leq \ldots \leq r_n \) be a partition of \( |J| \), i.e., \( \sum r_i = |J| \). Let \( A_r \) be a \( r \times r \) matrix given by

\[
(A_r)_{ij} = \begin{cases} 
1 & \text{if } i = j \\
-n & \text{if } i \neq j
\end{cases}
\]

Let \( B_J \) be the matrix formed by the blocks \( A r_k \) on the diagonal, and outside of it the entries of the matrix only have the value \(-(2n+1)/2\). Then Conjecture 4.12 is true if and only if the signature of \( B_J \) is \((|J|−1,1)\) for all \( n \), for all \( |J| \), and for all partitions \( 0 \leq r_1 \leq r_2 \leq \ldots \leq r_n \) of \( |J| \).

Example 4.14. Let \( X \) be the intersection of general divisors of multidegree \((3,1,2,1,1,2,1)\), \((2,2,1,2,1,1,1)\) and \((2,3,1,1,1,1,2)\) in \( \mathbb{P}^6 \times \mathbb{P}^5 \times \mathbb{P}^3 \times \mathbb{P}^3 \times \mathbb{P}^3 \). Then the matrix \( B_J \) is

\[
B_J = \begin{pmatrix}
1 & -7/2 & -7/2 & -3 & -7/2 \\
-7/2 & 1 & -3 & -7/2 & -7/2 \\
-7/2 & -3 & 1 & -7/2 & -7/2 \\
-3 & -7/2 & -7/2 & 1 & -7/2 \\
-7/2 & -7/2 & -7/2 & -7/2 & 1
\end{pmatrix}
\]

By swapping rows and columns 1 and 5 we get that \( B_J \) is similar to the matrix

\[
\begin{pmatrix}
1 & -7/2 & -7/2 & -7/2 & -7/2 \\
-7/2 & 1 & -3 & -7/2 & -7/2 \\
-7/2 & -3 & 1 & -7/2 & -7/2 \\
-7/2 & -7/2 & -7/2 & 1 & -3 \\
-7/2 & -7/2 & -7/2 & -3 & 1
\end{pmatrix}
\]

which is the matrix obtained in Proposition 4.13 with \( r_1 = 1 \) and \( r_2 = r_3 = 2 \). In this case, the eigenvalues of \( B_J \) are

\[
\text{Eigenvalues} = \{−4−\sqrt{74}, 5, −4+\sqrt{74}, 4, 4\}
\]

and so the signature is \((4,1)\), which implies that \( W_J \) is Lorentzian.

Using Proposition 4.13 it is easy to check that Conjecture 4.12 is true when \( r_n = |J| \) and when \( |J| = n \) and all \( r_i = 1 \).

5. Application: Numerical dimension of divisors

In \cite{Les19} and \cite{McC19} it is proven that the different notions of numerical dimension of a divisor might not coincide. In particular, two new numerical dimensions are introduced for a divisor \( D \): \( \kappa^R_\nu(D) \) and \( \nu^R_\vol(D) \). We focus on the latter.

Definition 5.1. Suppose that \( X \) is a projective smooth variety and \( D \) a pseudoeffective divisor class on \( X \). Fix an ample divisor \( A \). We define \( \nu^R_\vol(D) \) as the largest real number \( k \) for which there is a constant \( C \) such that

\[
Ct^{\dim X−k} < \vol(tD + A)
\]

for all \( t > 0 \).

From \cite{Les19} we have a formula to compute \( \nu^R_\vol(D) \).
Proposition 5.2 ([Les19], Lemma 8). Suppose that \( \phi : X \to X \) is a pseudoautomorphism such that the spectral radius of \( \phi^* \) is greater than 1. Let \( \lambda_1 \) be the spectral radius of \( \phi^* \) and \( \mu_1 \) the spectral radius of \( \phi^{-1*} \). Suppose that there exist a \( \lambda_1 \)-eigenvector \( \Delta_+ \) for \( \phi^* \) and a \( \mu_1 \)-eigenvector \( \Delta_- \) for \( \phi^{-1*} \) with the property that \( A = \Delta_+ + \Delta_- \) is ample. Then
\[
\nu^R_{\text{vol}}(\Delta_+) = (\dim X) \left( 1 + \frac{\log \mu_1}{\log \lambda_1} \right)^{-1}
\]

For \( X \) as in Section 4 because of Theorem 1.3 (3), we just need \( A = \Delta_+ + \Delta_- \) to be big. From the proof of Proposition 4.2 and Theorem 2.1, if \( W_J \) is Lorentzian, then each \( g \in \text{Bir}(X) \) with spectral radius greater than 1 satisfies the hypothesis of Proposition 5.2. Even more, we have the following proposition regarding the eigenvalues of \( g^* \).

Proposition 5.3. Suppose that \( W_J \) is Lorentzian. If \( g \in \text{Bir}(X) \) has spectral radius \( \lambda > 1 \), then the eigenvalues of \( g^* \) are \( \lambda, \lambda^{-1} \) and the rest of the eigenvalues have modulus equal to 1.

Proof. The existence of an eigenvalue equal to \( \lambda \) is again a consequence of the Perron-Frobenius-Birkhoff theorem [Bir67]. Because \( g^* \) fixes the divisor classes \( h_i, \) with \( i \not\in J \), then \( g^* \) has \( l - |J| \) eigenvalues equal to 1. On the other hand, the rest of the eigenvalues are equal to the eigenvalues of the minor obtained by deleting the rows and columns with index not in \( J \). The obtained matrix corresponds to an isometry of a Lorentz space, so [Rie58, Section 3.7] implies the rest of the proposition.

Corollary 5.4. For \( m \geq 3 \), let
\[
\mathcal{Q}_m = \{ \nu^R_{\text{vol}}(D) \mid \dim X = m, \ D \text{ is a pseudoeffective divisor class on } X \}.
\]
Then \( (\dim X)/2 \in \mathcal{Q}_m \).

Proof. From [CO15, Section 2.2.2] we have that if \( n = 1 \), \( W_J \) is Lorentzian. Also, by [Kra09], we have that the composition of all the involutions of \( X \) satisfies the hypothesis of Proposition 5.2. By Proposition 5.3, \( \lambda_1 = \mu_1 \), so
\[
\nu^R_{\text{vol}}(\Delta_+) = (\dim X) \left( 1 + 1 \right)^{-1} = \frac{\dim X}{2}.
\]

Corollary 5.5. If \( |J| \geq 3 \), then there are infinitely many divisor classes \( D \) on \( X \) with \( \nu^R_{\text{vol}}(D) = (\dim X)/2 \).

Proof. If we restrict to a subgroup of \( W_J \) generated by 3 generators it is Lorentzian, and the set of elements \( w \) with eigenvalue \( \lambda > 1 \) is not empty (see the proof of [CL17, Theorem 3.10]). This implies that there exists a divisor class \( D \) with \( \nu^R_{\text{vol}}(D) = (\dim X)/2 \) from Proposition 5.3, and so the infinitely many elements of the Bir(\( X \))-orbit of \( D \) we also have \( \nu^R_{\text{vol}} = (\dim X)/2 \).

Remark 5.6. If Conjecture 4.12 is true, this would imply that \( (\dim X)/2 \) is the only interesting value that can be obtained for \( \nu^R_{\text{vol}} \) using Proposition 5.2 on our \( X \). On the other hand, a counterexample for Conjecture 4.12 would very likely generate a divisor class \( \Delta \) with irrational numerical dimension \( \nu^R_{\text{vol}}(\Delta) \).
Remark 5.7. Proposition 5.2 says nothing about the numerical dimension of the divisor classes obtained as the accumulation point of a general infinite reduced word $w$. In general it is not true that the numerical dimension has any type of semi-continuity, making it hard to see a relation between this computation and the one presented in Proposition 5.2. This could be a source of interesting numerical dimension values.

REFERENCES

[Bir67] Garrett Birkhoff. Linear transformations with invariant cones. *Amer. Math. Monthly*, 74:274–276, 1967.

[Bor91] Ciprian Borcea. Homogeneous vector bundles and families of Calabi-Yau threefolds. II. In *Several complex variables and complex geometry, Part 2 (Santa Cruz, CA, 1989)*, volume 52 of *Proc. Sympos. Pure Math.*, pages 83–91. Amer. Math. Soc., Providence, RI, 1991.

[CL17] Hao Chen and Jean-Philippe Labbé. Limit directions for Lorentzian Coxeter systems. *Groups Geom. Dyn.*, 11(2):469–498, 2017.

[CO15] Serge Cantat and Keiji Oguiso. Birational automorphism groups and the movable cone theorem for Calabi-Yau manifolds of Wehler type via universal Coxeter groups. *Amer. J. Math.*, 137(4):1013–1044, 2015.

[Har92] Joe Harris. *Algebraic geometry*, volume 133 of *Graduate Texts in Mathematics*. Springer-Verlag, New York, 1992. A first course.

[HT18] Shinobu Hosono and Hiromichi Takagi. Movable vs monodromy nilpotent cones of Calabi-Yau manifolds. *SIGMA Symmetry Integrability Geom. Methods Appl.*, 14:Paper No. 039, 37, 2018.

[Hum90] James E. Humphreys. *Reflection groups and Coxeter groups*, volume 29 of *Cambridge Studies in Advanced Mathematics*. Cambridge University Press, Cambridge, 1990.

[Kaw88] Yujiro Kawamata. Crepant blowing-up of 3-dimensional canonical singularities and its application to degenerations of surfaces. *Ann. of Math. (2)*, 127(1):93–163, 1988.

[Kaw97] Yujiro Kawamata. On the cone of divisors of Calabi-Yau fiber spaces. *Internat. J. Math.*, 8(5):665–687, 1997.

[Kaw08] Yujiro Kawamata. Flops connect minimal models. *Publ. Res. Inst. Math. Sci.*, 44(2):419–423, 2008.

[Les19] John Lesieutre. Notions of numerical Iitaka dimension do not coincide. *arXiv e-prints*, page arXiv:1904.10832, April 2019.

[LOP18] Vladimir Lazić, Keiji Oguiso, and Thomas Peternell. The Morrison-Kawamata cone conjecture and abundance on Ricci flat manifolds. In *Uniformization, Riemann-Hilbert correspondence, Calabi-Yau manifolds & Picard-Fuchs equations*, volume 42 of *Adv. Lect. Math. (ALM)*, pages 157–185. Int. Press, Somerville, MA, 2018.

[LW21] Ching-Jui Lai and Sz-Sheng Wang. The movable cone of certain Calabi-Yau threefolds of Picard number two. *arXiv e-prints*, page arXiv:2101.04093, January 2021.

[McC19] Nicholas McCleerey. Volume of Perturbations of Pseudoeffective Classes. *arXiv e-prints*, page arXiv:1905.02858, May 2019.

[Mor93] David R. Morrison. Compactifications of moduli spaces inspired by mirror symmetry. *Astérisque*, (218):243–271, 1993. Journées de Géométrie Algébrique d’Orsay (Orsay, 1992).

[Ogu14] Keiji Oguiso. Automorphism groups of Calabi-Yau manifolds of Picard number 2. *J. Algebraic Geom.*, 23(4):775–795, 2014.

[Ogu18] Keiji Oguiso. A criterion for the primitivity of a birational automorphism of a Calabi-Yau manifold and an application. *Math. Res. Lett.*, 25(1):181–198, 2018.

[Ott15] John Christian Ottem. Birational geometry of hypersurfaces in products of projective spaces. *Math. Z.*, 280(1-2):135–148, 2015.

[Rie58] Marcel Riesz. *Clifford numbers and spinors (Chapters I–IV)*. Lectures delivered October 1957-January 1958. Lecture Series, No. 38. The Institute for Fluid Dynamics and Applied Mathematics, University of Maryland, College Park, Md., 1958.

[Sil91] Joseph H. Silverman. Rational points on K3 surfaces: a new canonical height. *Invent. Math.*, 105(2):347–373, 1991.

[Ska17] Bjørn Skauli. The cone conjecture for some calabi-yau varieties. Master’s thesis, University of Oslo, 2017.
[Vin71] É. B. Vinberg. Discrete linear groups that are generated by reflections. *Izv. Akad. Nauk SSSR Ser. Mat.*, 35:1072–1112, 1971.

Department of Mathematics, University of Utah, 155 South 1400 East, Salt Lake City, UT 84112, USA.

Email address: yanez@math.utah.edu