Accurate and high-resolution crop yield and crop water productivity (CWP) datasets are required to understand and predict spatiotemporal variation in agricultural production capacity; however, datasets for maize and wheat, two key staple dryland crops in China, are currently lacking. In this study, we generated and evaluated a long-term data series, at 1-km resolution of crop yield and CWP for maize and wheat across China, based on the multiple remotely sensed indicators and random forest algorithm. Results showed that MOD16 products are an accurate alternative to eddy covariance flux tower data to describe crop evapotranspiration (maize and wheat RMSE: 4.42 and 3.81 mm/8d, respectively) and the proposed yield estimation model showed accuracy at local (maize and wheat rRMSE: 26.81 and 21.80%, respectively) and regional (maize and wheat rRMSE: 15.36 and 17.17%, respectively) scales. Our analyses, which showed spatiotemporal patterns of maize and wheat yields and CWP across China, can be used to optimize agricultural production strategies in the context of maintaining food security.

Background & Summary

Crop water productivity (CWP), calculated as the ratio of crop yield to gross evapotranspiration (ET), is a quantitative indicator of agricultural performance that may be used to assess the impact of agri-environment and crop management strategies on crop growth. Thus, accurate measurement of crop yield and ET as components of CWP is important in agricultural production decision-making and management of water resources.

Methods that measure ET, such as lysimeter devices and the eddy covariance technique, and approaches to its estimation, such as the energy balance Bowen ratio and the Penman-Monteith algorithm, have tended to be used in point-scale and small area-scale studies, while crop yield has generally been measured using quantitative field-based sampling, qualitative farmer or expert estimates, and micrometeorological measurements. Policy-driven management of agricultural production often requires regional-scale, high spatial resolution monitoring of yield and ET; however, conventional methods and approaches to ET measurement and estimation are limited by low levels of efficiency and a lack of suitability for regional scale studies. Thus, remote-sensing technology has been adopted as an alternative data source for regional-scale, high spatial resolution estimates of ET, including in the Surface Energy Balance Algorithm for Land, the Surface Energy Balance System, the Two-source Energy Balance method, and improved Penman-Monteith and Priestley-Taylor algorithms.
where the widely used MOD16 ET product, generated using the improved Penman–Monteith method, has been shown to have good levels of accuracy\textsuperscript{18,19}. Estimates of remotely sensed (RS) crop yields derive from data assimilation (DA) in crop models\textsuperscript{20–22} or regression analysis of RS indicators (RSIs)\textsuperscript{1,23}. In general, the DA approach has been applied over a wide range of crops and land surface and environment conditions\textsuperscript{23}, for example, Jin, et al\textsuperscript{23} assimilated RS data from RADARSAT-2 and HJ-1A/B into an AquaCrop model to estimate wheat yields ($R^2 = 0.42$). However, performance of crop models is limited by complexity and uncertainty of input parameters, such as soil properties, meteorological data, crop cultivars, and management practices, that negatively affect simulation processes and cause larger errors in crop yield estimates\textsuperscript{26}. In contrast, approaches that use RSIs are based on fitted relationships, which tend to be nonlinear\textsuperscript{24,27}, between \textit{in-situ} measurements of yield and indicators, such as vegetation indices (VIs), ET, and gross primary productivity (GPP)\textsuperscript{28–30}. These approaches have been widely used, due to their simplicity and efficiency; for example, Noland, \textit{et al.}\textsuperscript{31} found 81−90% of the variation in alfalfa yields was explained by VIs calculated from multispectral data and Cao, \textit{et al.}\textsuperscript{32} found the combination of the enhanced vegetation index (EVIs) with deep-learning algorithms accounted for 71% of the variation in winter wheat yields. Machine-learning algorithms are well suited for dealing with nonlinear heteroscedastic problems and are used for efficient data processing and data mining\textsuperscript{33,34}, and algorithms, such as support vector regression\textsuperscript{35}, random forest (RF) regression\textsuperscript{36}, and artificial neural networks\textsuperscript{37}, have been used successfully to analyze agricultural RS data. For example, Maimaitijiang, \textit{et al.}\textsuperscript{38} analyzed multimodal data (canopy texture and structure, spectra and temperature) collected by unmanned aerial vehicles (UAV) using machine-learning algorithms to estimate field-scale soybean yields, while Johansen, \textit{et al.}\textsuperscript{39} leveraged multi-spectral UAV data and a RF model to predict tomato phenotype yield and biomass.

The distribution of water resources across China is heterogenous, with particular areas of scarcity in the northwest\textsuperscript{38}, and nationally, agricultural production accounts for 60−65% of water consumption\textsuperscript{39}. Maize and wheat are staple dryland crops in China, with areas of cultivation of $4.3 \times 10^6$ and $2.37 \times 10^6$ ha, respectively, in 2019, so the accurate estimation of CWP at high spatial resolution is essential for ensuring sustainable agricultural production and water resource management in the context of maintaining food security. Currently, understanding of CWP of key food security crops in China is lacking, therefore, the aim of this study was to estimate CWP of maize and wheat across China at a high level of spatiotemporal resolution, based on multiple remote sensing indicators and combined ensemble machine learning and RF algorithms. Specifically, our objectives were to: (1) evaluate the accuracy of the MOD16 ET product in the estimation of crop water consumption; (2) test the accuracy of estimates of CWP based on RS-EVI and combined machine learning and RF algorithms; and, (3) quantify spatiotemporal patterns of crop yield and CWP across China.

**Methods**

**Study area.** China ($3°31′00″–53°33′47″N, 73°29′59.79″–135°2′30″E$) covers a land area of approximately $9.6 \times 10^6$ km$^2$ that is largely dominated by temperate climate conditions, with tropical climate conditions prevalent over a smaller relative area. The study area comprised the Qinghai Tibet Plateau (QTP), Huang-Huai-Hai Plain (HHHP), Loess Plateau (LP), Sichuan Basin (SB), Middle-lower Yangtze River Plain (MLYR), Northeast China Plain (NeCP), Yunnan-Guizhou Plateau (YP), and the Northern arid and semiarid region (NaR) regions of agricultural production, but excluded Southern China (SC) due to the small areas of cultivation of maize and wheat\textsuperscript{40} (Fig. 1).

**Study parameters and data sources.**

**Cropland map.** We used cultivation area, yield, and CWP data for maize and wheat from 2001 to 2015. Data for cultivation area of maize and wheat were obtained from the 1-km National Land Cover Dataset (NLCD) (http://www.resdc.cn; Fig. 2) and generally showed an increase over the study period in most regions, where area of maize cultivation was greatest in NeCP and HHHP and area of wheat cultivation was greatest in HHHP.

**Input variables.** We selected seven indicators of crop yield (GPP; ET; land surface temperature, $T_s$; leaf area index, LAI; and, soil content of clay, sand, silt) as model inputs to estimate maize and wheat yield. Crop phenology data (annual at 1-km) were obtained from the ChinaCropPhen1km dataset\textsuperscript{41,42} that comprises Julian day (day of the year, DOY) of the main crop growth stages: from V3 in maize (the third leaf is fully expanded) to maturity, and from emergency (spring wheat) or green up (winter wheat) to maturity in wheat.

For $T_s$ and crop ET, GPP, and LAI were obtained from MOD11A2 $T_s$ products, MOD16A2 ET products, MOD17A2 GPP products, and MOD15A2 LAI products, respectively, for regular 500-m grid cells aggregated to 1 km, to harmonize with the 1-km resolutions of the NLCD and ChinaCropPheno datasets, for the global vegetated land surface at an 8-d composite. Soil clay, silt, and sand content data were obtained from the 1.1 million soil type map and soil profile data were obtained from the Second China Soil Survey\textsuperscript{43}; all soil data were at a spatial resolution of 1 km.

**In situ crop yield.** Crop yield data across the study period at the administrative county level were obtained from the China Rural Statistical Yearbook in the National Bureau of Statistics of China (NBSC, http://www.stats.gov.cn/), with gaps of several years in parts of some counties, and outliers were identified and excluded if they were outside the range of biophysical attainable yields (maize: $<500$ kg/ha or $>15,000$ kg/ha; wheat: $<500$ kg/ha $>15,000$ kg/ha), or they were greater or less than 3 SD from the study period average, or derived from counties with $>10,000$ ha of planting area\textsuperscript{24,45}. As a result of this filtering process, our dataset comprised 1981 and 2487 records of maize and wheat yields, respectively. Pixel-level crop yield data, derived from the National Meteorological Data Center of China\textsuperscript{46}, were measured at 12 (in which, a total of 9 sites recorded two year’s samples and others only recorded one year’s sample) and 23 (in which, a total of 11 sites recorded three year’s
samples, 6 sites recorded two year’s samples and others only recorded one year’s sample) study sites for maize and wheat, respectively, and at 42 study sites (only recorded one year’s sample) for both crops in a rotation. In summary, a total of 63 maize yield samples and 103 wheat yield samples were available for validation. It should be noted that the crop yield at county level and pixel level were recorded based on the harvested and measured grain yield, in which the maize yield was converted at the moisture of 14% and wheat yield was at 12.5%.

**Flux tower observations.** We derived EC data from ChinaFLUX recording stations located in maize and wheat crops in Daxing, Guantao, Huailai, Luancheng, and Yucheng for MOD16 ET assessment (Fig. 1), where ET was cumulated over 8-d periods, to harmonize with the MOD16 ET product temporal resolution (8-day composite). Table 1 shows the main information and sources of all data used in this study.
Estimation of crop water productivity. Model process of evapotranspiration and yield. Crop ET was derived from the MOD16 ET product, using an improved Penman-Monteith algorithm and crop yields were estimated using the Random Forest (RF) regression algorithm. The steps for generating the crop yield dataset are as follows:

1. Collecting the input variables: ET, GPP, LAI, Ts and three soil properties datasets. All the variables were resampled to 1 km spatial resolution by using Nearest algorithm.
2. Using the 1 km National Land Cover Dataset (NLCD) to mask the seven input variables.
3. Using the 1 km ChinaCropPheno dataset to calculate the cumulative value of ET, GPP and Ts and the averaged value of LAI from the V3 stage of maize (emergency or green up stage of wheat) to maturity stage.
4. Statistic the seven indicators processed in (2) and (3) to county-level to match the annual crop yield from National Bureau of Statistics of China (NBSC).
5. Using RF to fit the seven indicators in county-level with the crop yield. In which, the 80% of the county-level maize yield samples were randomly selected for training the model estimates of yield, to ensure reliability, and the remaining 20% of samples were used to validate accuracy of the estimates. Model training data should contain maximum and minimum yield values. Given temperature, GPP, LAI, and ET affect crop yield, they were input to the model individually and in combination, with effects of soil clay, sand, and silt content held as constant, to compare levels of accuracy of yield estimates and build the optimal model.
6. After optimal model training for yield estimation had been completed, the input indicators at pixel-level resolution (processed in (2) and (3)) were directly input to generate pixel-level annual crop yield datasets, at a spatial resolution of 1 km. Using the point-scale crop yield data derived from the National Meteorological Data Center of China to assess the generated dataset. See Fig. 3 for workflow of data preprocessing, model construction, and generation of datasets.

Crop water productivity definition. We defined CWP (kg/m²) of maize and wheat as the ratio of yield to cumulative ET (Eq. 1):

$$CWP = \frac{Yield}{\sum ET}$$

where crop yield (kg/ha) was estimated by the proposed model; cumulative ET (mm) is across the main crop growth stage. In terms of the spatial difference of crop phenology, the cumulative ET was calculated using the ET from V3 stage of maize (emergency or green up stage of wheat) to maturity, which is the main period of crop growth stage. Therefore, it should be the cumulative ET in this study will less than other studies which were calculated in the whole crop growth period.

Random forest algorithm. Random Forest (RF) regression algorithm is widely used ensemble learning method by combining multiple decision trees, where each regression tree represents a set of restrictions or conditions on indicators of the target variable; in this study, the variable is county-level crop yield. The RF algorithm begins with subsamples randomly selected from the training set, and then the regression tree is fitted to the subsamples; the final modeled value is the average across all trees. The details of RF can be referred to the study of Breiman.

Table 1. Data types, spatiotemporal resolution, and sources.

| Data type                  | Temporal resolution | Spatial resolution | Source                                                                 |
|----------------------------|---------------------|--------------------|------------------------------------------------------------------------|
| Evapotranspiration (ET)    | 8-day composite     | 500 m (Aggregated to 1 km) | NASA, MOD16A2 ET product (http://ladsweb.modaps.eosdis.nasa.gov)        |
| Gross primary productivity (GPP) | 8-day composite     | 500 m (Aggregated to 1 km) | NASA, MOD17A2 GPP product (http://ladsweb.modaps.eosdis.nasa.gov)      |
| Surface temperature (Ts)   | 8-day composite     | 500 m (Aggregated to 1 km) | NASA, MOD11A2 Ts product (http://ladsweb.modaps.eosdis.nasa.gov)   |
| Leaf area index (LAI)      | 8-day composite     | 500 m (Aggregated to 1 km) | NASA, MOD15A2 LAI product (http://ladsweb.modaps.eosdis.nasa.gov) |
| Soil properties            | n/a                 | 1 km               | Resource and Environment Science and Data Center, Chinese Academy of Science (http://www.resdc.cn) |
| Phenology information      | Yearly              | 1 km               | ChinaCropPheno1km (https://doi.org/10.6084/m9.figshare.8313530)        |
| Cultivated-land layer      | Yearly              | 1 km               | Resource and Environment Science and Data Center, Chinese Academy of Science (http://www.resdc.cn) |
| Recorded yield (regional-scale) | Yearly              | County-level       | China Rural Statistical Yearbook, National Bureau of Statistics of China (http://www.stats.gov.cn) |
| Measured yield             | Yearly              | Point-scale        | National Meteorological Data Center of China (http://data.cma.cn)     |
| Flux tower observed data   | Daily (Cumulated to eight days) | Point-scale | ChinaFLUX (http://www.chinaflux.org)                                 |

Table 1. Data types, spatiotemporal resolution, and sources.
Assessment of model input and output accuracy.  

**Evapotranspiration dataset.** The EC method of estimating ET measures $\lambda ET$ (latent heat flux) from covariance in heat and moisture fluxes, with vertical velocity using rapid response sensors at frequencies typically equal to or greater than 10 Hz, and is regarded as the most effective method for the estimation of ET\textsuperscript{10}. The energy balance closure issue, which indicates the sum of sensible heat ($H$), $\lambda ET$ and soil heat flux ($G$), is not equal to net radiation ($R_n$), is frequently found in the EC method, so values measured using this system value should be filtered and corrected. Here, data with energy balance closure ratios ($ECR$, Eq. 2) $<80\%$ were not selected for validation\textsuperscript{56} and the remaining data with $ECR >80\%$ were corrected using the Bowen ratio energy balance correction (Eq. 3)\textsuperscript{57}.

$$ECR = \frac{H + \lambda ET}{R_n - G}$$  \hspace{1cm} (2)

$$\lambda ET_{cor} = \frac{R_n - G}{H + \lambda ET} \times \lambda ET$$  \hspace{1cm} (3)

where $R_n$, $G$, $H$ and $\lambda ET$ are values measured using the EC system, and $\lambda ET_{cor}$ is the corrected value. To ensure reliable evaluation, the pixel value at the flux tower location (area: $1 \times 1$ km) was extracted for comparison with the measured value\textsuperscript{59}.

**Estimated yield.** We used county-level empirical yield data in the model for yield estimation, where 20% of the samples (maize N = 396; wheat N = 497) were used for regional-scale validation of crop yields and empirical
Model performance. We calculated the adjusted coefficient of determination ($R^2$), root-mean-square error (RMSE), relative root-mean-square error (rRMSE), and mean bias error (MBE), following Jin et al. (2020), to quantify model performance:

$$R^2 = 1 - \left(1 - \frac{\sum_{i=1}^{n}(M_i - \bar{M})^2}{\sum_{i=1}^{n}(O_i - \bar{O})^2}\right) \frac{n - 1}{n - m - 1}$$

(4)

$$\text{RMSE} = \sqrt{\frac{1}{n} \sum_{i=1}^{n}(M_i - O_i)^2}$$

(5)

$$\text{rRMSE} = \frac{\text{RMSE}}{\bar{O}} \times 100\%$$

(6)

$$\text{MBE} = \frac{1}{n} \sum_{i=1}^{n}(M_i - O_i)$$

(7)

where $M$ and $O$ are the estimated and recorded/measured value (ET or yield), respectively, $n$ is the number of samples, and $m$ is the number of variables.

Spatial autocorrelation analysis. Spatial patterns of crop yield are affected by spatiotemporal variations in soil properties, climate, land-use change, diseases, and management practices, so heterogeneity and dependency of crop yield may similarly vary spatially, particularly over large areas. While assumptions of location invariance and spatial independence have been applied to yield estimates, they may lead to inaccurate model estimates without spatial variation and autocorrelation analysis. To cope with this issue, we used Global Moran’s I (Moran, which ranges from $-1$ to 1, to examine spatial autocorrelations between model yield estimate errors) that were calculated as the difference between estimated and measured yields at the county level. Global Moran’s I represents the spatial autocorrelation of errors in estimates of yield or the degree of clustering, and it has been used widely in the evaluation of model spatial performance. In this study, a Global Moran’s I of zero indicates a random spatial distribution, while a near zero value indicates that errors in the estimates of yield were randomly distributed, where higher randomness tends to indicate better model performance over space. Global Moran’s I was calculated as follows:

$$I = \frac{n \times \sum_{i=1}^{n} \sum_{j=1}^{n} \omega_{ij} (x_i - \bar{x}) (x_j - \bar{x})}{S \times \sum_{i=1}^{n}(x_i - \bar{x})^2}$$

(8)

where $n$ is number of counties; $\omega_{ij}$ is the weight matrix between counties $i$ and $j$, with a value of 1 or 0 when the two counties are adjacent or nonadjacent, respectively; $x_i$ and $x_j$ are the difference between estimated yield and recorded yield of counties $i$ and $j$, respectively; and, $S$ is the sum of $\omega_{ij}$.

Model performance, based on $R^2$, rRMSE and Moran’s I across input single and combined indicators, was tested using one-way analysis of variance (ANOVA) at $P < 0.01$ in SPSS (Version 21, IBM Corp., Armonk, US). Similarly, differences in crop yield and CWP among the eight agricultural production regions were tested using ANOVA.

Data Records
The dataset that was generated using random forest regression and multiple remotely sensing indicators, at a spatial resolution of 1 km and a yearly temporal resolution, which can be used for optimizing agricultural production strategies and water resources management, etc. The crop yield and water productivity dataset for China is distributed under a Creative Commons Attribution 4.0 International license. The dataset is named ChinaCYWP and consists of 15 years of data, with the format of TIF. More information and data are freely available from the Zenodo repository at https://doi.org/10.5281/zenodo.512184266.

Technical Validation
Validation of evapotranspiration dataset. Crop rotations at the five EC flux measurement stations comprised maize-wheat rotations, and we used the EC estimates of ET to validate MOD16 estimates of ET (Fig. 4). For maize, MOD16 estimates of ET varied from 4.18 to 27.51 mm/8d ($R^2 = 0.73$; RMSE = 4.42 mm/8d), while for wheat, ET estimates varied from 1.39 to 26.32 mm/8d ($R^2 = 0.74$; RMSE = 3.81 mm/8d). In general, MOD16 estimates of crop ET were lower than observed EC estimates of ET (maize MBE = $-0.99$ mm/8d; wheat MBE = $-0.68$ mm/8d).
In addition to the MOD16 ET product, several other ET products, such as Global Land Evaporation Amsterdam Model, GLEAM\textsuperscript{77}, Global Land Data Assimilation System, GLDAS\textsuperscript{88}, and Evapotranspiration-Energy Balance, ET-EB\textsuperscript{99} products, generated by different algorithms have been evaluated in previous studies\textsuperscript{19,70,71}. Algorithms for the estimation of RS ET tend to be complementary, with contrasting strengths and weaknesses\textsuperscript{72}; for example, the spatiotemporal resolution (500 m and 8-d composite) of MOD16 is finer than other ET products, including GLEAM (0.25° and daily), GLDAS (0.25° and monthly), and ET-EB (0.1° and daily), and is more appropriate for the generation of crop yield and CWP data at 1-km spatial resolution. As a result, we found that MOD16 yielded an acceptable level of accuracy for describing the ET of maize and wheat. Previous research has also demonstrated the greater estimate accuracy of MOD16 products, including Velpuri, et al.\textsuperscript{19}, who concluded that accuracy of MOD16 for estimates of cropland flux tower data was greater than that of SSEBop, while Khan, et al.\textsuperscript{73} similarly found that accuracy of MOD16 in cropland was greater (bias: 0.22 mm/8 d) than that of GLDAS and GLEAM (4.32 and 5.35 mm/8d, respectively). Although validation of flux tower data represent a useful method for ET measurement, uncertainties remain, including large error size (10–30%) in eddy covariance flux tower data\textsuperscript{70,74} and mismatches between flux tower footprint and RS information caused by effects of wind direction, atmospheric stability, and surface type\textsuperscript{75}.

**Validation of model yield estimates.** Regional-scale. In general, the accuracy of maize and wheat yield estimates improved with increasing number of input indicators, with four indicators accounting for the greatest amount of variation in yield estimates (maize $R^2 = 0.80$, rRMSE = 15.36%; wheat $R^2 = 0.66$, rRMSE = 17.17%), and while there were no differences in $R^2$ and rRMSE indicators of model estimates between the two crops ($P < 0.01$), RMSE for maize (1025 – 1598 kg/ha) was larger than for wheat (845 – 1166 kg/ha) ($P < 0.01$) (Fig. 5). In general, Moran’s I decreased with increasing number of indicators included in the model (i.e., better spatial applicability), where it was lowest for maize with the inclusion of four indicators ($I = 0.16$) and lowest in wheat when ET, LAI, and Ts were included ($I = 0.13$) (Fig. 5).

Overall, inclusion of four indicators led to best estimates of maize ($R^2 = 0.80$; rRMSE = 15.36%) and wheat ($R^2 = 0.66$; rRMSE = 17.17%) yields (Fig. 6). Thus, the pixel-level crop yield dataset was generated using the four indicators.

Point-scale. We found pixel-scale estimates of maize and wheat yields, based on point-scale yield data, were similar (maize: $R^2 = 0.65$, RMSE = 2144.75 kg/ha, rRMSE = 26.81%; wheat: $R^2 = 0.51$, RMSE = 1119.22 kg/ha, rRMSE = 21.81%), while model performance was less accurate than for regional-scale estimates, with underestimates (MBE) of maize and wheat crop yield, compared with empirical data, of $–928.91$ and $–275.10$ kg/ha, respectively (Fig. 7).

**Summary.** Approaches for crop yield estimation based on RS data\textsuperscript{29,32,35,37,76,77} tend to use single or multi-phase RS images to describe crop growth status and estimate yield; for example, Maimaitijiang, et al.\textsuperscript{35} used single-phase UAV images (multi-sensors) at the start of the pod stage of soybean to estimate yield. However, given the status of each stage of the entire growth period may contribute to crop final yield, phenological information, such as that provided by crop growth stage indicators, is likely to be essential for accurate crop yield estimation. Indeed, Guo, et al.\textsuperscript{74} found the inclusion of phenology and climate data led to more accurate model estimates of rice yield in China ($R^2 = 0.33$ and RMSE = 737 kg/ha). Remotely sensed data for yield estimation tends to be based on VIs, such as in the studies by Cao, et al.\textsuperscript{35} and Chen, et al.\textsuperscript{77}, who used RS normalized difference vegetation index (NDVI) and a combination of NDVI, enhanced vegetation index (EVI), and soil adjusted vegetation index (SAVI), respectively, to estimate maize yield in China. Although physiological indicators of crop growth, such as GPP and ET, correlate with crop yield\textsuperscript{28,56,78}, characterization of crop growth status by VIs may be limited, whereas relative indicators of temperature, such as growing degree days and effective accumulated temperature (EAT), have been shown to be associated with crop growth status and yield\textsuperscript{80–82}. Of the single
indicators used in this study, we found that cumulative Ts, which may be regarded as EAT without threshold filtering, explained most of the variation in maize yield (Fig. 5); in contrast, Maimaitijiang, et al.35 found that Ts were poor predictors of soybean yield, possibly due to the use of single-phase images.

In order to further explore the influence by the accuracy of the input indicators to model performance, a sensitive analysis was conducted by taking the maize yield estimation as an example, i.e., a random error was artificially set in each indicator or multi-indicators, and the changes in performance were analyzed. The sensitive analysis method was referred to Cheng, et al.39 and Long, et al.83. The results were showed in Fig. 8. In general, the model still performed good ($R^2 > 0.62$ and rRMSE < 20%) when only one indicator had errors, even if a random error between 0 to 40% ($-40$ to 0) was set. The model results changed the most when the errors were existed in Ts. But these differences among the four indicators was small. However, when the four indicators all had errors, the model performance changed a lot. The $R^2$ was decreased to 0.30 when random errors of 0 to 40% were existed in the four indicators and rRMSE was increased to 28.12% when random errors of $-40$ to 0 were existed, which were the worst situation. As reported in previous studies, MODIS products have errors to

Fig. 5 Model estimates of crop yield based on inclusion of single and combined indicators: histogram of (a) $R^2$, (b) RMSE, (c) rRMSE, and (d) Moran’s I; distribution of median and range (±95% CI) of (e) $R^2$, (f) RMSE, (g) rRMSE, and (h) Moran’s I. Different letters indicate differences in accuracy of crop model yield estimates at $P < 0.01$. 
different extents. For example, MOD16 ET product showed approximately 15–30% errors in China\textsuperscript{39}. MOD17 GPP product has been evaluated by Liu, \textit{et al.}\textsuperscript{84} and showed $R^2$ varied from 0.21 to 0.90 in China. Be that as it may, the proposed method still performed an acceptable robustness and tolerance when confronted to the uncertainties of indicators accuracy. Which was likely contributed by the correlations among indicators, i.e., when the information of a specific indicator was loss caused by the accuracy errors, the other indicators which have strong correlation, may fill this information gap.

Overall, our proposed model for estimation of maize and wheat yields performed with good accuracy at county-level (rRMSE: 15.36 and 17.17%, respectively) and pixel-level validation (rRMSE: 26.81 and 21.80%, respectively). These levels of accuracy are comparable to, or greater than previous studies\textsuperscript{29,32,77} and, although the accuracy of the yield estimates improved with increasing number of input indicators, we found the accuracy of wheat yield estimates was lower than that for maize, possibly as a result of duplicated information among some indicators. We note a lower performance of model estimates of maize and wheat yield performance at the

---

Fig. 6 Regional-scale validation of estimated maize (a) and wheat (b) yields based on model inclusion of GPP, ET, Ts, and LAI. Note: $R^2$ indicates coefficient of determination and rRMSE indicates relative root-mean-square error.

Fig. 7 Point-scale validation of estimated maize (a) and wheat (b) yields based on model inclusion of GPP, ET, Ts, and LAI.

Fig. 8 Sensitive analysis of the effect of input variables to yield prediction.
Many scholars have made efforts to estimate CWP. Bastiaanssen and Steduto estimated the average value of global maize CWP by using WATPRO model as 2.25 ± 0.94 kg/m³; Edreira, et al. estimated that the CWP of maize in Africa was 1.8 kg/m³ and that in Europe was 2.9 kg/m³ by using meteorological data and crop models. Li, et al. estimated the CWP of maize in Hetao irrigated area as 2.59–3.34 kg/m³ by using the AquaCrop model. In comparing, the CWP estimated in this study presented relative higher than others (4.14 ± 1.62 and 4.78 ± 2.43 kg/m³ for maize and wheat, respectively), three causes were discussed as follows: (1) as proved in Section 4.1, MOD16 presented a certain underestimation of crop ET, in which, MBE was −0.99 mm/8d for maize and −0.68 mm/8d for wheat; (2) the cumulative ET of the crop growth period in this study was calculated using the ET from V3 stage of maize (emergency or green up stage of wheat) to maturity stage, which was shorter than the whole crop growth period; The short time period also caused the lower accumulated ET; (3) this study was conducted covering whole China planting area of maize and wheat, including rainfed and spring maize planting area, which lead the lower ET than irrigated area and summer maize planting area. However, the lower ET estimation caused the higher CWP. Despite all this, the CWP dataset generated in this study presented a certain accuracy and comparability of spatial and temporal.

Although we found that maize and wheat ET and yield were good predictors of observed CWP, direct verification of RS CWP is difficult, because in situ benchmark values for CWP tend not to be available; however, given some calculations of CWP have been based on GPP, rather than crop yield, it is possible to directly evaluate estimates using EC flux tower observations. Even though we found separate validation of the two CWP components to be acceptable, the uncertainties from error propagation should not be ignored and we recommend further studies to identify improved methods for the validation of gridded CWP datasets.

**Code availability**

The codes we developed for crop yield computation and crop yield dataset generation are available at [https://doi.org/10.5281/zenodo.6444614](https://doi.org/10.5281/zenodo.6444614). The code was programmed using Python 3.9. In this code, we used the sklearn library for calling machine learning algorithm and GDAL library for raster data reading and processing. Moreover, the band calculation tool of ArcGIS 10.4 was used for crop water productivity dataset generation.
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