A keypoint-based object detection method with wide dual-path backbone network and attention modules
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Abstract
Keypoint-based object detection is one of the most efficient and speedy methods at present, yet its performance is often worse than the anchor-based method. Without prior settings in the keypoint-based method, the huge search space of the keypoints results in high recall but low precision. In this paper, the wide dual-path backbone network is introduced as a feature extractor to extract richer original information, which has fewer parameters and better classification performance. Then, the attention fusion module is designed to effectively fuse the dual-path with the consideration of the respective advantages of the residual-path and the densely connected path. In order to provide more accurate pixel-level information for keypoint prediction, the upsampling dual-attention module is proposed to recover the spatial size of the feature map, which integrates multi-scale of channel-wise and spatial attention. Compared with other state-of-the-art detectors, this method has achieved accuracy-efficiency results with fewer parameters, lower FLOPs, and smaller model size. Experimental results show that the proposed wide dual-path backbone network has achieved 4.98% top1-error on the CIFAR-10 classification dataset. On the PASCAL VOC object detection dataset, this model has achieved an accuracy-efficiency tradeoff result of 78.3% mAP at the speed of 41 FPS.

1 INTRODUCTION

Object detection, as one of the most fundamental and challenging tasks in computer vision, aims to localize all possible objects in images and provide their class-label confidences, has been rapidly advanced with the development of convolutional neural networks. One of the most common components of state-of-the-art detectors is anchor boxes, which are predefined and placed with various sizes and aspect ratios, and regressed to ground-truth places.

Anchor-based detectors often densely place pre-designed anchor boxes on feature maps to ensure sufficient overlap with most of ground-truth boxes. Liu et al. proposed single shot multiBox detector (SSD) [1] to place more than 8k pre-designed anchor boxes, while more than 100k in RetinaNet [2], on feature maps to overlap with ground-truth boxes. Ren et al. [3] set 3 scales and 3 width and height ratios of anchors at each point in Faster R-CNN. Redmon et al. [4] found another way to learn the anchor settings through the K-Means cluster method in YOLOv2. Yu et al. [5] designed the anchor cascade framework to improve anchor quality. Kong et al. [6] proposed FoveaBox to directly predict bounding boxes of objects. Li et al. [7] introduced the pose anchor boxes to utilize the prior knowledge. Nevertheless, only a few anchors will overlap with ground-truth and the hyper-parameters of anchors differ detection performance, which will create tremendous computational wastage and an imbalance between positive and negative anchors.

Keypoint-based object detection is a sort of approach that generates object bounding boxes by detecting their keypoints without any predefined anchor boxes, as shown in Figure 1. Law et al. [8] proposed CornerNet to find top-left and bottom-right bounding box corners as a pair of keypoints and predict embedding vectors to group a pair of corners belong to the same object. Duan et al. [9] developed CenterNet-Triplets based on CornerNet to predict both corner points and centre points of objects. Zhou et al. [10] introduced ExtremeNet to detect the top-most, left-most, bottom-most, right-most, and centre points of all objects; and group these extreme points...
into objects with a geometry-based approach. Zhou et al. [11] presented CenterNet to detect objects by a single point as their bounding box centre. It uses a fully convolutional network [12], to generate heatmaps of all categories for the centres of all instances in an image, and then directly predicts their heights and widths. Besides, the keypoint-based method can extend to other tasks with minor efforts, such as object tracking [13–15], pose estimation [16–18] and 3D object detection [19–21].

The performance of detectors is tremendously affected by the backbone network, which results in the backbone network structure design has been one of the most important research. Karen et al. [22] provided a simple and practical backbone network structure design guidance in VGGNet, which stacks blocks with the same shape. ResNet [23] proposed by He et al. and DenseNet [24] proposed by Gao et al. are the two most popular backbone networks in recent years. ResNet adds the output directly to the input while DenseNet concatenates the output to the input. Chen et al. [25] presented DPN by combining the advantages of ResNet and DenseNet, which remarkably reduced computational complexity and improved performance. Recently, more and more lightweight networks [26–28] are proposed to satisfy the need for real-time or mobile detection. Depth-wise convolution [29] is wildly used among them to effectively reduce the number of parameters.

In recent years, the attention mechanism has become one of the important methods to improve the performance of the network. As shown in Figure 2, the attention mechanism instructs the network where to focus along with enhancing the expression of features in key-areas. Hu et al. [30] proposed SENet to model the importance of channels. Cao et al. [31] proposed GCNet via combining the advantages of the non-local global context modelling capability of NLNet [32] and the computation-saving ability of SENet. In the convolutional bottleneck attention module (CBAM) [33], the authors exploited both spatial attention and channel attention via two lightweight attention modules. Li et al. [34] developed SKNet to generate the attention map across two network branches. Some networks [35] intensify the
feature expression by fusing the features of the adjacent stage but ignore diverse representations of different features.

In this paper, we present DPANet for object detection, based on the encoding-decoding framework, shown in Figure 3. In DPAnet, it first extracts features from the input image via the wide dual-path backbone network at the decoding stage. Then the AFM is used to generate the channel-wise attention map and fuse the dual-path of the backbone network for the preparation of the decoding stage. At the decoding stage, three UDM are stacked to gradually recover the feature map with a combination of the low-level features from the encoding stage. At last, three convolution predictors are assigned to predict the results. Our main contributions are as follows:

1. In this paper, we propose a wide dual-path backbone network by introducing depth-wise convolution, which has fewer parameters and achieves better performance on the classification dataset.
2. We build the lightweight AFM to effectively develop and fuse the respective advantages of residual-path and densely connected path. Then, three UDM are stacked to generate precise pixel-level information for spatial size recovering.
3. Combining the wide dual-path backbone network with AFM and UDM, we build a novel keypoint-based dual-path attention network for object detection. Experiments show that our model has achieved accuracy-efficiency tradeoff results on the PASCAL VOC object detection dataset.

The rest of this paper is organized as follows. In Section II, we briefly introduce the related works about three main parts of this paper. Section III describes the wide dual-path backbone network in detail. Attention modules are explained in Section IV. Section V illustrates the dual-path attention network architecture. Section VI gives the experimental comparison results of the proposed model with the state-of-the-art models and ablation studies. Section VII draws the conclusion of this paper.

2 Related Work

2.1 Keypoint-based object detection

Keypoint-based detectors are usually more computationally efficient than anchor-based detectors while having a competitive performance of accuracy. Both CornerNet and ExtremeNet have constructed robust keypoint-based detectors. However, the grouping stage significantly reduces its time efficiency. CenterNet directly predicts the center point and height and width per object without grouping stage or post-processing. This makes it very fast and effective while competitive with other detectors. Besides, its method is general and can be extended to other tasks with minor effort.

2.2 Backbone network architecture

The performance of the backbone network relies on well-designed network architecture. ResNet, which uses skip connections to push the depth of the backbone network to hundreds of layers, has greatly promoted the development of backbone network architecture. DenseNet, which also uses skip connections, concatenates the input to the output instead of adding. In DPN, the authors provide a deeper understanding of relations between residual networks and densely connected networks and...
QU ET AL. present a novel dual path network architecture that has achieved better accuracy but lower computing complexity.

2.3 Attention mechanism

The performance of the backbone network has been significantly improved by the attention mechanism. SENet designs the SEBlock to get channel-wise attention by explicitly modelling the interdependence between channels. To achieve better results on various computer vision tasks, GCNet designs GCBlock to combine the non-local global context modelling capability of NLNet with the computation-saving ability of SENet. Nevertheless, spatial attention is neglected in these approaches. In CBAM, the authors construct two effective attention modules to exploit both spatial attention and channel attention. Furthermore, they also verify that the use of both spatial and channel-wise attention is superior to simply use channel-wise attention.

3 WIDE DUAL-PATH BACKBONE NETWORK

Our proposed backbone network consists of an input stem and four subsequent stages, which have been shown in Appendix A. At the input stem, most of the networks use a $7 \times 7$ kernel size convolution with a stride of 2 to get large receptive field, which is more expensive than $3 \times 3$ kernel size convolution. In our proposed backbone network, we replace the original $7 \times 7$ kernel size convolution with three $3 \times 3$ kernel size convolutions and set the stride to 1. This strategy resolves the input image size not to drop too fast at the input stem, and more information can be obtained with the same receptive field. Then, we use various settings of channels to achieve different accuracy-efficiency tradeoff. Other models, such as InceptionV2 [36] and ShuffleNet, have likewise implemented this strategy to keep the same receptive field while having better accuracy but fewer parameters.

Group convolution is first proposed in AlexNet [37] to solve the problem of insufficient GPU memory. The authors found that group convolution could dramatically reduce the number of parameters and make the model not overfit easily. Depthwise convolution, first introduced in ref. [29], is a kind of special grouping convolution with the same number of groups, input channels, and output channels. It tremendously decreases the number of parameters and lessens computational complexity compared to the standard convolution operation. Hence, we replace the standard $3 \times 3$ convolution in each stacked block with $3 \times 3$ depth-wise convolution to lessen the overall parameters and computational complexity of the entire backbone network.

At the downsample block, DPN used a $1 \times 1$ convolution with a stride of 2 to downsample the feature map as shown in Figure 4. That method will result in the loss of the input spatial information according to Ref. [38]. To minimize spatial information loss, we add a $2 \times 2$ average pooling with the stride of 2 before $1 \times 1$ convolution and changed the stride of $1 \times 1$ convolution from 2 to 1. The performance will be improved in this way while with little additional computational cost. The detailed calculation process of wide dual-path block is given in Appendix B.

Based on the DPN structure, we redefine the numbers of stacked blocks in each stage and the depth of the whole backbone network is consistent with ResNet-50. However, insufficient numbers of stacked blocks will severely affect the performance of the densely connected path. To tackle this issue, we widen the width of each dual-path block, which we call it the wide dual-path block. In detail, we increase the channels of convolution kernel at each wide dual-path block and the width increment of the densely connected path. We customize different scales of channel width using Wide_DPN-50_1.0 $\times$ as the baseline. Wide_DPN-50_1.5 $\times$ means scaling the number of channels in Wide_DPN-50_1.0 $\times$ by 1.5 times and Wide_DPN-50_2.0 $\times$ by 2 times.

4 ATTENTION MODULES

4.1 Attention fusion module

At the end of the encoding stage, it is necessary to fuse the dual-path of the backbone network into one merged path since the dual-path is not available at the decoding stage. As discussed in ref. [25], the residual-path is capable of reusing features, while the densely connected path is adept in discovering new or redundant features. In essence, fusing the dual-path is aggregating encoded channel information of each path, and full use of channel information is critical to the final performance. Besides, the output feature map of the last encoding stage contains rich semantic information. The importance of the channels in the dual-path should be distinguished carefully when fusing them.
Instead of using element-wise summation or concatenating straightly to fuse the dual-path, we take respective specialities of the residual-path and the densely connected path into consideration. While striving to improve the expression of reused features in the residual-path, we also raise the importance of new-finding features and suppress redundant features in the densely connected path. To achieve this goal, we take the channel-wise attention mechanism to model the channel relationship before fusing the dual-path. The multi-path attention mechanism has proved great success in SKNet, which generates attention maps across two network branches. Inspired by SKNet, we design a novel attention module, attention fusion module (AFM) as illustrated in Figure 5, to provide guidance by channel-wise attention for fusing the dual-path.

AFM is fed by the feature maps of the dual-path as the input and made of two parts—model, fuse and two branches—residual branch and densely connected branch. For the model part, it is mainly to generate the channel-wise attention of the dual-path. Firstly, we use an element-wise summation to connect the dual-path for computation saving. Then we aggregate global contextual information via global average pooling, and the channel relationship is generated by sending global information into two fully connected (FC) layers. For more desirable efficiency, the first FC layer reduces the channel dimension to $1/r$ ($r = 16$ is the setting in our experiment), and the second FC layer raises the channel dimension back to its original size. At last, a softmax operator is applied to generate the channel-wise attention maps after FC layers.

As for the fuse part, it uses the channel-wise attention maps generated by the model part to weight the original feature maps of the two branches separately via element-wise product. The final fused feature map is produced by merging the weighted feature maps of the two branches. Details have been shown in Appendix C.

5 | UPSAMPLE DUAL-ATTENTION MODULE

The size of the feature map continuously becomes smaller at the encoding stage, yielding more abstract pixel-level spatial information. For keypoint-based detectors, rough pixel-level information is not conducive to accurately predicting keypoints. Thus, it is essential to recover the feature map to a certain resolution before making predictions. Some encoder-decoder networks \cite{39, 40} use transposed convolution layers to gradually recover the resolution while others fuse different scales of feature maps to recover spatial information which are proven to be effective. Ref. \cite{41–43} have shown that the attention mechanism can effectively enhance expressions of valuable information and suppress worthless information.

We attempt to extract attention from multi-scale features through a lightweight attention module, and then apply attention to the up-sampled features. The up-sampled features generated in this way have richer pixel-level spatial information and semantic information, which can narrow the search space of keypoints and facilitate accurate prediction. The channel attention module in CABM is used to generate the channel-wise attention map: it first performs global average pooling and global max pooling on feature maps to aggregate channel information; then the two results of the previous operation are forwarded to a multi-layer perceptron (MLP) to compute channel-wise attention map.

As for spatial attention, we present a novel method to generate spatial attention maps. It consists of two branches: (1) Perform global average pooling and global max pooling then concatenate the results and use a $1 \times 1$ convolution to aggregate spatial information; (2) Parallel convolution is performed by different kernels on low-level features, which are concatenated to obtain multi-scale spatial information. We use an element-wise summation to fuse the spatial information of the two branches and perform a sigmoid operation to get the final spatial attention map. The detailed generation of the spatial attention is given in Appendix D.

Combining the two methods above, our proposed upsample dual-attention module (UDM), as shown in Figure 6, aggregates multi-scale spatial attention and channel-wise attention into upsampled features. It generates channel-wise attention from the high-level feature map with stronger semantic information, and spatial attention from the low-level feature map with rich spatial information. Unlike most attention methods that apply the attention map directly on the feature map, we adopt the strategy of applying channel-wise attention first and then spatial attention, which is simple and effective, and high-level channel-wise attention can provide the guidance information for the low-level spatial attention. Both elementwise summation and concatenation operation are used to apply the attention map on the upsampled feature map as shown in Figure 7.

5.1 | Dual-path attention network

Based on the encoding-decoding framework, we present dual-path attention network (DPANet) for object detection, shown in Figure 2. The network structure is made of three parts: the encoding stage, the decoding stage, and prediction.

The backbone network has a great influence on the final performance of the object detector, and most of the detection time is spent on it. Besides, more and more detectors are transferred to mobile terminals with less hardware capability, which has a high limitation on model size and computational complexity.
Our proposed wide dual-path network series have powerful performance on the feature extraction with smaller size and less computational complexity. So we use our proposed wide dual-path backbone network as the backbone network for feature extraction at the encoding stage, which consists of a stem block and four stages of stacking multiple wide dual-path blocks. We perform downsampling by the first block of each stage, and the input will be downsampled to $32 \times$ in the encoding stage. The numbers of stacked blocks are $\{3, 4, 6, 3\}$ at each stage, and the total weighted layers are 52.

For the keypoint-based object detection, pixel-level information is critical for the prediction. Feature information has been encoded by the backbone network at the encoding stage, and need to be decoded at the decoding stage. Our proposed UDM can recover precise pixel-level information via fusing the multi-scale attention map, but the dual-path is not available in the UDM. The AFM is introduced to solve this problem. Therefore, the decoding stage contains one AFM and three UDMs. We fist use the AFM to generate channel-wise attention and fuse of the dual-path from the encoding stage. Then, three UDMs are stacked to upsample the feature map and generate the multi-scale attention map. More specifically, the low-level feature of the first UDM’s comes from the output of stage 3, the second one comes from the output of stage 2, and the third one from stage 1. Finally, the decoding stage will recover the resolution to a quarter of the input.

In the prediction part, three convolution predictors are assigned to predict results: keypoint predictor for predicting keypoint heatmaps, width and height predictor for predicting...
6 | EXPERIMENTAL RESULTS AND ANALYSIS

We evaluate our wide dual-path backbone network on the CIFAR-10 classification dataset and report the top-1 errors. Then we test our dual-path attention network on PASCAL VOC and MS COCO [44] object detection dataset, and report mean average precision (mAP). All the results are the averages of 3 runs by default. Experiments are conducted under the Windows10 system and Mxnet frameworks using the i9 9900k CPU, and the RTX 2080ti GPU.

6.1 | CIFAR-10 classification

CIFAR-10 dataset consists of 10 classes of nature images and the train and test sets contain 50k images and 10k images respectively with 32 × 32 pixels each. Random flip and crop are used as data augmentation to avoid over-fitting. We adopt the cosine learning rate decay strategy [38] to control training process. And we use SGD to optimize the loss with a weight decay of 0.0005 and a momentum of 0.9.

Table 1 shows the results of the CIFAR-10 validation set with different backbone networks. Wide_DPN-50_2.0x achieves the best accuracy among compared backbone networks, with a 4.98% top-1 error. In the meantime, our Wide_DPN-50_1.5x outperforms DenseNet-121, while Wide_DPN-50_1.0x with fewer params outperforms ResNet-50. Our best accurate backbone network, Wide_DPN-50_2.0x, has 12% fewer params comparing with 92 layers DPN. And all of our Wide_DPN-50 series outperform ResNet-50.

We also evaluate the differences in three modifications on the basic dual-path block, the results are shown in Table 2. From the results, we can see these changes did not bring too many changes of parameters and complexity. On the contrary, they can bring some extend of improvement: Replacing the 7 × 7 convolution with three 3 × 3 ones reduces about 0.6% error while replacing normal 3 × 3 convolution with 3 × 3 depthwise convolution brings another 0.3% improvement; adding an avgpool can bring about 0.5% improvement. The total improvement of an error on the basic wide dual-path network is more than 1%.

6.2 | PASCAL VOC object detection

PASCAL VOC is one of the most famous object detection datasets. Our models are trained on the VOC 2007 and 2012 train val sets (contain 16,551 images), and tested on the VOC 2007 test set (contain 4952 images). For a fair comparison, we use the same objective, optimizer, and data augmentation of CenterNet to train our DPANet. Noting that we did not pretrain our backbone network on ImageNet and directly train our network on VOC dataset from scratch. To get considerable results in comparison with other pre-trained models, we increased the number of training epochs. All layers are randomly initialized by Xavier [45] method. Learning rate decays at every 60 epochs and the initial learning rate is 0.003. Other models and codes are downloaded from Mxnet model-zoo to test FPS.

Table 3 and Figure 8 show our experimental results and test results on VOC 2007 test set. Relationship between the performance and the model size is shown in Figure 9, compared with state-of-the-art models. Our DPANet_2.0x achieves the best accuracy (79.9% mAP at 11 FPS). However, considering with DPANet_1.0 x and DPANet_1.5x, this improvement cost too much time. Our DPANet_1.0x achieves an accuracy-efficiency trade-off result (78.3% mAP at 41 FPS). Compared with CenterNet with Resnet-50 backbone, our three versions of DPANet outperform it by 1.2%, 2.3%, and 2.8% respectively in mAP.

Compared the FPS, mAP, and model size of three versions of DPANet, we find that although DPANet_2.0x can achieve a better mAP, its speed is too slow (11 FPS). Compared with DPANet_1.5x, it only improves mAP by 0.5%, but the speed is 53% slower than DPANet_1.5x, and its model size is 36% larger than DPANet_1.5x. Therefore, simply widening the network by increasing the number of channels can get better accuracy but cannot achieve an accuracy-efficiency tradeoff. We also evaluate our model using DPN-92 as baseline, which achieves 79.1% mAP at 26 FPS. The results suggest that our 50 layers of wide dual-path backbone 1.5 x can achieve the performance of 92 layers of DPN with faster speed and smaller model size.

For those keypoint-based detectors with the Hourglass network as backbone network, although their performance is relatively good (more than 81% mAP), the speed is very slow.
| Method          | Backbone     | Input size     | FPS | Model size  | mAP (%) |
|-----------------|--------------|----------------|-----|-------------|---------|
| Two-stage:      |              |                |     |             |         |
| Faster R-CNN [3]| Resnet-50    | 600 \times 1000|     | 130 MB      | 78.3    |
| Faster R-CNN [3]| Resnet-101   | 600 \times 1000|     | 203 MB      | 79.5    |
| R-FCN [46]      | Resnet-50    | 600 \times 1000|     | 135 MB      | 77.2    |
| R-FCN [46]      | Resnet-101   | 600 \times 1000|     | 208 MB      | 78.4    |
| One stage:      |              |                |     |             |         |
| YOLOv3 [47]     | Darknet-53   | 320 \times 320  | 49  | 235 MB      | 79.3    |
| YOLOv4 [48]     | CSPDarknet-53| 512 \times 512  | 53  | 289 MB      | 82.4    |
| SSD [1]         | VGG-16       | 300 \times 300  | 46  | 101 MB      | 77.6    |
| SSD [1]         | VGG-16       | 512 \times 512  | 31  | 140 MB      | 78.4    |
| CornerNet [8]   | Hourglass-104| 511 \times 511  | 3   | —           | 81.2    |
| CenterNet-Triplets [9] | Hourglass-104 | 511 \times 511 | 2   | —           | 83.6    |
| ExtremeNet [10] | Hourglass-104| 511 \times 511  | 2   | —           | 81.1    |
| CenterNet [8]   | Resnet-50    | 384 \times 384  | 55  | 117 MB      | 77.1    |
| CenterNet [8]   | Resnet-101   | 384 \times 384  | 32  | 189 MB      | 78.9    |
| Ours:           |              |                |     |             |         |
| DPANet          | DPN-92       | 384 \times 384  | 26  | 165 MB      | 79.1    |
| DPANet_1.0x     | Wide_DPN-50_1.0x | 384 \times 384 | 41  | 76 MB      | 78.3    |
| DPANet_1.5x     | Wide_DPN-50_1.5x | 384 \times 384 | 29  | 128 MB     | 79.4    |
| DPANet_2.0x     | Wide_DPN-50_2.0x | 384 \times 384 | 11  | 175 MB     | 79.9    |

**FIGURE 8** Test results of DPANet on VOC object detection dataset
The relationship between performance and model size of DPANet and state-of-arts (lower than 5 FPS). Two main reasons are responsible for their slow speed: (1) Backbone network. The Hourglass network is a powerful backbone network that can extract accurate pixel information to predict keypoints. However, due to its complex network structure, it contains more parameters and needs more time. (2) Post-processing methods. For ExtremeNet and CenterNet-Triplets, they are essentially the upgraded methods of CornerNet. After predicting multiple keypoints of objects, they need to apply additional processes to assemble the keypoints of the same object. So it takes extra time to deal with the predictions of the keypoints.

As for our proposed model, we use our wide dual-path network as backbone, which is configured to obtain different information extraction capabilities through different network width settings. We also merge the multi-scale features by using our proposed attention module AFM and UDM to provide more accurate pixel information. In addition, after predicting the centre point of an object instance, our model directly predicts the height and width of the object. It does not need to spend more time to assemble the keypoint information of the object, so our model is faster.

6.3 Ablation study on VOC object detection

6.3.1 Effectiveness and generality of UDM

We compare the effects of different attention applying methods: element-wise summation, concatenation, element-wise summation then concatenation. Table 4 shows that using both element-wise summation and concatenation attention map on the upsampled feature map achieves better performance while loses negligible speed. This is similar to the idea of the dual-path network; using both element-wise summation and concatenation to apply attention map on upsampled feature map, which will double the number of output channels but it can be beneficial to discover more feature details. Therefore, the performance is better but speed is relatively slower.

| Attention applying method      | mAP%  | FPS  | Model size |
|--------------------------------|-------|------|------------|
| DPANet_1.0x                    |       |      |            |
| +Summation                     | 78.22 | 41.7 | 76 MB      |
| +Concatenation                 | 78.15 | 42.2 | 76 MB      |
| +Summation and Concatenation   | 78.31 | 41.4 | 76 MB      |

6.3.2 Channel increment of Wide_DPN-50

It can be seen from Table 3: although DPANet_1.0x has achieved better accuracy and has a smaller model size, its speed is slower than CenterNet with ResNet-50 backbone. In this part, we try to explore the factors that affect the speed of DPANet. From Table 8, it can be seen that except for DPANet_2.0x, the

| TABLE 4 | The results of different attention applying methods on accuracy and speed |
|---------|---------------------|
| Attention applying method | mAP%  | FPS  | Model size |
| DPANet_1.0x                    |       |      |            |
| +Summation                     | 78.22 | 41.7 | 76 MB      |
| +Concatenation                 | 78.15 | 42.2 | 76 MB      |
| +Summation and Concatenation   | 78.31 | 41.4 | 76 MB      |

6.3.1 Effectiveness and generality of UDM

We study the contribution of AFM and UDM to the performance of DPANet. Table 5 shows that using AFM and UDM can improve mAP by 0.5% and 1.7% respectively. If we use the two modules together, the improvement will be better than using the two modules separately, and the speed will be faster. The reason is that AFM can effectively gather channel information of the dual-path and reduce the number of channels, which is better than using $1 \times 1$ convolution to change channels.

To test generality of UDM, we apply it in CenterNet. Table 6 shows the result of CenterNet with UDM: it improves 1.4% mAP and loses 19 FPS on speed. Since the output channels of the last layer in Resnet-50 is very large (2048), the speed loses a lot and the model size also increases. If we could use a lightweight module like AFM to aggregate global channel information and reduce the number of channels before UDM, the speed loss can be lowered and the performance can be better. We believe that UDM can be used in any decoder-encoder structure model, and improve their performance to some extent without losing too much speed.

| TABLE 5 | Ablation study on DPANet. Noting that we replacing UDM with normal transposed convolution layers on basic DPANet_1.0x |
|---------|-------------------------------------------------|
| DPANet  | mAP (%) | FPS  | Model size |
| DPANet_1.0x (basic) | 76.2 | 37   | 68 MB      |
| +AFM    | 76.7    | 37   | 65 MB      |
| +UDM    | 77.9    | 28   | 80 MB      |
| +AFM, UDM | 78.3 | 41   | 76 MB      |

6.3.2 Channel increment of Wide_DPN-50

It can be seen from Table 3: although DPANet_1.0x has achieved better accuracy and has a smaller model size, its speed is slower than CenterNet with ResNet-50 backbone. In this part, we try to explore the factors that affect the speed of DPANet. From Table 8, it can be seen that except for DPANet_2.0x, the

| TABLE 6 | CenterNet with Resnet-50 backbone achieves better results when normal upsample layers replaced with UDM |
|---------|-------------------------------------------------|
| CenterNet | mAP (%) | FPS  | Model size |
| Resnet-50 | 77.1    | 55   | 117 MB     |
| +UDM      | 78.5    | 36   | 197 MB     |
TABLE 7  Keypoint-based object detection comparison on the MS COCO validation dataset

| Method                  | Backbone   | Input size | FPS | AP  | AP50 | AP75 | AP5 | AP25 | AP49 | AP49 |
|-------------------------|------------|------------|-----|-----|------|------|-----|------|------|------|
| CornerNet [8]           | Hourglass-104 | 511 × 511  | 3.6 | 40.5 | 58.2 | 45.1 | 20.9 | 44.8 | 56.7 |
| ExtremeNet [10]         | Hourglass-104 | 511 × 511  | 2.7 | 40.2 | 55.3 | 43.2 | 20.4 | 43.2 | 53.1 |
| CenterNet-Triplets [9]  | Hourglass-104 | 511 × 511  | 2.5 | 44.7 | 61.9 | 47.5 | 25.2 | 47.0 | 57.1 |
| CenterNet [8]           | Resnet-101  | 512 × 512   | 21.3| 37.9 | 56.8 | 40.4 | 17.9 | 41.4 | 49.2 |
| DPANet                  | DPN-92      | 512 × 512   | 19.4| 38.5 | 57.9 | 42.1 | 18.8 | 42.9 | 51.1 |
| DPANet_1.0              | Wide_DPN-50_1.0X | 512 × 512  | 11.5| 2.8G | 167.4 MB | 37 |
| DPANet_1.5              | Wide_DPN-50_1.5X | 512 × 512  | 22.6| 5.5G | 228.6 MB | 25 |
| DPANet_2.0              | Wide_DPN-50_2.0X | 512 × 512  | 31.8| 8.3G | 283.1 MB | 9 |

TABLE 8  Comparison of parameters, FLOPs, and memory reads and writes between Resnet-50 and Wide_DPN-50 series. Noting the input size is 384 × 384

| Method                  | #params | FLOPs | Memory | FPS |
|-------------------------|---------|-------|--------|-----|
| CenterNet:              | 25.5 M  | 12.1G | 322.3 MB | 55 |
| Resnet-50               |         |       |        |     |
| DPANet(basic):          |         |       |        |     |
| Wide_DPN-50_1.0X        | 11.5 M  | 2.8G  | 167.4 MB | 37 |
| Wide_DPN-50_1.5X        | 22.6 M  | 5.5G  | 228.6 MB | 25 |
| Wide_DPN-50_2.0X        | 31.8 M  | 8.3G  | 283.1 MB | 9 |

TABLE 9  Results of different channel increments in the densely connected path

| DPANet_1.0X | #params | FLOPs | Memory | FPS | mAP (%) |
|-------------|---------|-------|--------|-----|---------|
| A: {16,32,32,64} | 9.6 M  | 2.5G  | 156 MB | 44.6 | 77.6 |
| B: {32,64,64,128} | 11.5 M | 2.8G  | 167.4 MB | 41.5 | 78.3 |
| C: {64,128,128,256} | 15.6 M | 3.6G  | 190.3 MB | 33.2 | 78.5 |

6.4 | MS COCO object detection

We also evaluate our method on the MS COCO dataset (2017 train-val), which contains 80 categories and more than 1.5 million object instances, and make comparison with keypoint-based methods. Our models are trained on the 2017 train dataset, and tested on the 2017 validation dataset. Other keypoint-based models are downloaded pretrained models from original publication and tested on the validation-set with our local machine. We report average precision (APs) at different IOU thresholds, and APs for different object sizes.

Table 7 presents the comparison with the state-of-the-art keypoint-based detectors, and Figure 10 shows detection results on MS COCO 2017 validation dataset. CenterNet-Triplets with Hourglass-104 backbone network outperforms all other keypoint-based detectors with 44.7% AP and 2.9 FPS. However, its speed is nearly 15 times slower than our method and 8 times slower than CenterNet with Resnet-101 backbone network.

As for our DPANet series, we fix the input resolution to 512 × 512, and our DPANet_1.5X outperforms the baseline with 0.6% AP and 2.7 FPS improvement. Given that the baseline uses a 92 layers DPN network, our proposed wide dual-path backbone network achieves better accuracy-efficiency tradeoff. Our DPANet_2.0X achieves the best performance with 39.3% AP at 11.4 FPS, and DPANet_1.0X achieves the fast speed with 36.8% AP at 33.5 FPS.

7 | CONCLUSION

In this paper, we focus on improving the detection of the objects’ centre point. We mainly improve it from two aspects: proposing a Wide_DPN-50 and introducing two attention modules (AFM and UDM). Our proposed DPANet series, which is a combination of our proposed Wide_DPN-50, AFM, and UDM, have achieved better performance in PASCAL VOC object detection datasets. We have also proved that our proposed attention module, UDM, can be also used in other models.

In the future, we will continue to improve the performance of the keypoint-based detector from two aspects: (1) Adopt a lightweight network structure to build a more powerful backbone network for accelerating inference speed. (2) Combine
attention mechanism with multi-keypoint methods to improve the accuracy of object detection.
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APPENDIX A: Backbone architecture

TABLE 10  Architecture comparison of ResNet and our proposed Wide_DPN-50 series. The symbol (+k) denotes the increment on the densely connected path.

| Stage  | Output size | ResNet-50 | Wide DPN-50 1.0x | Wide DPN-50 1.5x | Wide DPN-50 2.0x |
|--------|-------------|-----------|------------------|------------------|------------------|
| Stem   | 256 × 256   | 7 × 7, 64, stride 2 | 3 × 3, 32, stride 1 | 3 × 3, 48, stride 1 | 3 × 3, 64, stride 1 |
| 128 × 128 | 3 × 3 maxpool, stride 2 | 1 × 1, 64 | 3 × 3, 32, 128 | 1 × 1, 128, 192 | 1 × 1, 265, 32 |
| Stage 2 | 64 × 64 | 3 × 3, 128 | 1 × 1, 128 | 3 × 3, 256 | 1 × 1, 320 |
| Stage 3 | 32 × 32 | 1 × 1, 256 | 3 × 3, 384 | 3 × 3, 512 | 1 × 1, 640 |
| Stage 4 | 16 × 16 | 1 × 1, 1024 | 1 × 1, 512 | 1 × 1, 768 | 1 × 1, 1280 |
| 1 × 1 | Average pool, 10-d fc, softmax |

APPENDIX B: Algorithm of dual-path block forward propagation

Algorithm 1. The forward propagation of wide dual-path block

Input: residual, dense, chanIn;
Output: residual, dense;
(1) inData = Concat(residual, dense);
(2) if downsample: true then
(3) \{inData = Avgpool(inData);
(4) inData = Conv1 × 1(inData);
(5) dataResidual = Split(inData, residual.channel);
(6) dataDense = Split(inData, dense.channel);\}
(7) else if downsample: false then
(8) \{dataResidual = residual;
(9) dataDense = dense;\}
(10) end if
(11) conv = Conv1 × 1(inData);
(12) conv = DWConv3 × 3(conv);
(13) conv = Conv1 × 1(conv);
(14) convResidual = Split(conv, residual.channel);
(15) convDense = Split(conv, dense.channel + chanIn);
(16) residual = convResidual + residual;
(17) dense = Concat(convDense, dense);

APPENDIX C: Algorithm of AFM

Algorithm 2. Attention guided fusion of the dual-path

Input: residual, dense;
Output: mergedPath;
(1) \texttt{att} = residual + dense;
(2) \texttt{att} = GlobalAvgPool(\texttt{att});
(3) \texttt{att} = FC(\texttt{att});
(4) \texttt{att} = Softmax(\texttt{att});
(5) \texttt{attResidual} = Split(\texttt{att}, residual.channel);
(6) \texttt{attResidual} = \texttt{attResidual} × residual;
(7) \texttt{attDense} = Split(\texttt{att}, dense.channel);
(8) \texttt{attDense} = \texttt{attDense} × dense;
(9) \texttt{mergedPath} = \texttt{attResidual} + \texttt{attDense};
APPENDIX D: Algorithm of spatial attention generation

Algorithm 3. Generation of the spatial attention

|   | Input: lowFeature; |
|---|-------------------|
|   | Output: spatialAtt; |
| 1 | \( \text{avg} = \text{Avgpool}(\text{lowFeature}) \); |
| 2 | \( \text{max} = \text{Maxpool}(\text{lowFeature}) \); |
| 3 | \( \text{att} = \text{Concat}(\text{avg}, \text{max}) \); |
| 4 | \( \text{att} = \text{Conv1} \times 1(\text{att}) \); |
| 5 | \( \text{conv1} = \text{Conv1} \times 1(\text{lowFeature}) \); |
| 6 | \( \text{conv3} = \text{Conv3} \times 3(\text{lowFeature}) \); |
| 7 | \( \text{conv5} = \text{Conv5} \times 5(\text{lowFeature}) \); |
| 8 | \( \text{conv7} = \text{Conv7} \times 7(\text{lowFeature}) \); |
| 9 | \( \text{spatial} = \text{Concat}(\text{conv1}, \text{conv3}, \text{conv5}, \text{conv7}) \); |
|10| \( \text{spatialAtt} = \text{Sigmoid}(\text{att} + \text{spatial}) \); |