Dissipative spinodal decomposition in systems with nonreciprocal effective interactions
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Abstract. Reciprocity of action and reaction, well known as the third Newton's law, can be violated in open complex systems of different nature. We analyze the dynamic behavior of the binary system with variable nonreciprocal interactions. We demonstrate that the resulting state in these systems is determined by interplay between dissipation and energy release (due to the interaction nonreciprocity), allowing bi-stability and corresponding dissipative phase transitions. The results of the Article shed light to a role of interactions nonreciprocity, intrinsic for different classes of open dynamical systems, from chemical physics and materials science to multi-agent systems and financial markets.

1. Introduction

Open systems of various kinds are intrinsic for physics, chemistry, materials sciences, biology, and even sciences which deal with multi-agent systems, including neuron nets, artificial intelligence, and financial markets. Owing to its interdisciplinarity, understanding of principal mechanisms and drivers responsible for collective phenomena in both inanimate and live systems, like self-organization, synchronization, dissipative phase transitions and criticality, is important for a wide range of problems in statistical physics and a lot of related areas. In particular, it is valuable for material science in tasks related to the creation of new materials with unique properties for example for photonics problems [1–6].

Interactions between individual particles in open or non-equilibrium complex systems can be non-conservative, that is related with a visible violation of the third Newton's law, one of the basic cornerstones of equilibrium mechanics: The forces of action and reaction have an equal magnitude and the opposite directions. The brake of the action-reaction symmetry results in fundamentally changed dynamics of the system[7–9].
Nonreciprocal interactions between particles can be determined by their internal state or by local environment. Figure 1 illustrates the “nonreciprocal World” of such systems. As the simplest examples, one can mention colloidal suspensions and complex plasmas Fig. 1(a) with interaction driven by flows [7, 10–12], non-equilibrium fluctuations [13], optical beams [14], environment flows [10–12], diffusiophoresis [15–18], shadows and wakes in complex plasmas [8, 19–25]. Systems of self-moving particles, whose dynamics is determined by the local environment [26–29], are next in complexity. Owing to nonreciprocity of interactions, the systems exhibit complex collective behavior, for example in bacteria systems [30–32], Fig. 1(b). Nonreciprocity plays an important role in behavior of large groups of animals, despite the “interaction” has a completely different nature. The most clearly they manifest themselves in the formation of swarms, flocks [33–37] or other groups [38–40], shown sketchily in Figs. 1(c-f). Moreover, non-reciprocity is an important feature of humans’ behavior in crowds [41], pedestrian dynamics [42–44] or panic behavior [45], as schematically shown in Fig. 1(g). Additionally to fundamental significance for statistical physics, nonreciprocity appears in such practically-important systems as distributed self-organized networks of mobile agents (for instance, sensors) [35, 46, 47], automated delivery of payloads [35], traffic management of unmanned vehicles [48]. In spite of generalized coordinates and forces in these systems have different nature and specificity, their dynamics is well described by equation of Langevin’s type, that means that collective phenomena can occur in similar manner.

In present Article, we study an influence of nonreciprocal interactions on statistical mechanics and collective phenomena in dynamical systems. We show that radial-dependent nonreciprocity leads to heating of the system until it reaches a stationary state determined by competition between this energy source and dissipation. If nonreciprocity parameter changes with the distance between particles, a set of dynamical equilibrium points arises. As a result arise conditions for dissipative phase transitions of the first kind, which have never been studied in such systems yet, to our knowledge.

Figure 1. The ‘nonreciprocal World’: Examples of systems with broken the third Newton’s law, schematically depicted in the center. (a) Complex plasmas and colloidal suspensions in flows; (b) bacterial colonia, (c) birds flocks, (d) swarms of insects, (e) school of fish, (f) various systems of victims and predators, (g) human crowds, (h) networks, financial markets, epidemic spreading, neuron systems etc.
2. Methods

To analyze the behavior of the system with nonreciprocal interactions we performed molecular dynamic (MD) simulation, which is a standard tool for many-particle modeling [8–10, 49–53]. We consider a two-dimensional system consisting of \( N = 2 \times 10^4 \) particles separated into two equal subsystems 1 and 2. The motion of the particles corresponds to Langevin dynamics:

\[
m\ddot{\mathbf{r}}_i = \mathbf{F}_i - m\tau^{-1}\dot{\mathbf{r}}_i + \sqrt{2mT_{th}/\tau}\mathbf{R}_i(t),
\]

(1)

where \( i \) is particle index, \( \mathbf{F}_i \) is the total interaction force acting on the \( i \)-th particle, \( \tau \) and \( T_{th} \) are the damping time and the thermostat temperature respectively and \( \mathbf{R}_i(t) \) is the stochastic force satisfying the conditions:

\[
\langle \mathbf{R}_i(t) \rangle = 0, \quad \langle R_{\alpha\beta}(t)R_{\gamma\beta}(t') \rangle = \delta_{\alpha\gamma}\delta_{\beta\delta}(t - t'),
\]

(2)

where \( i, j \) are the indices of different particles, \( \alpha \) and \( \beta \) are the spatial projection indices, and \( \delta(t) \) denotes the Dirac delta function. Force \( \mathbf{F}_i \) of interparticle interaction is determined in accordance with expression:

\[
\mathbf{F}_i = -\sum_{j\neq i} (1 + \Delta_{s's}(r)) \frac{\partial \varphi(|\mathbf{r}_j - \mathbf{r}_i|)}{\partial \mathbf{r}_i}
\]

(3)

where \( \varphi(r) \) potential energy of reciprocal part of interaction, \( \Delta_{s's}(r) \) is function characterizing nonreciprocity, \( s' \) and \( s \) are indexes of \( j \) and \( i \) particles subsystems respectively i.e., they can take on values 1 or 2 depending on belonging of particle to correspond subsystem. We chose following explicit forms of \( \varphi(r) \) and \( \Delta_{s's}(r) \) function:

\[
\varphi(r) = \begin{cases} 
\epsilon(1 - r/r_0)^2/2, & r < r_0; \\
0, & r \geq r_0;
\end{cases}
\]

(4)

\[
\Delta_{s's}(r) = (1 - r/r_0)\text{sign}(s'-s)
\]

(5)

where \( r_0 \) and \( \epsilon \) are spatial scale and magnitude of interaction. All simulations by molecular dynamic method were performed in LAMMPS simulation package [54–55]. The numbers of time steps in different simulations were ranged from \( 4 \times 10^6 \) to \( 2 \times 10^8 \) with constant time step value \( \Delta t = 5 \times 10^{-3}\sqrt{mr_0^2/\epsilon} \). All results presented in units of \( r_0, \epsilon, \sqrt{mr_0^2/\epsilon} \) for length, energy, and time values respectively. The simulations and analysis were performed at different damping times \( \tau \) and thermostat temperatures \( T_{th} \).

In addition to direct MD simulation, we implement the balance approach to analyze steady states [9], which based on comparing the powers of the energy source and dissipation in the system. In the steady state, energy release compensated by dissipation:

\[
N_1P_1 + N_2P_2 - (N_1 + N_2)P_{NR} = 0,
\]

(6)

where \( N_{1,2} \) are the number of particles in the subsystems, \( P_{1,2} = 2\tau^{-1}(T_{1,2} - T_{th}) \) is the energy dissipation power per particle in subsystems 1 and 2, \( P_{NR} \) is the power of energy release per particle due to the nonreciprocity of interactions. In the simulations, we observed that in a steady state both subsystems have nearly Maxwellian velocity distributions with effective temperatures \( T_1 \) and \( T_2 \) of the subsystems. Moreover, the ratio of kinetic energy \( K_1 \) of subsystem 1 to kinetic energy \( K_2 \) of subsystem 2 is weakly influenced by the thermostat (if \( \min\{T_1, T_2\} > T_{th} \)) and mainly determined by the average kinetic energy of the system \( K \) [9].

To calculate \( P_{NR}(K) \), we firstly determine the dependence \( K_1/K_2 \) on the average energy \( K \) at \( \tau \to \infty \). After what we performed simulations with separate thermostating of subsystems
Figure 2. Results for a binary system with the radially-dependent nonreciprocity of interactions. (a) Time evolution of the average kinetic energy $K(t)$ in the system (at different values of the relaxation time $\tau$) from the initial states with low and high energies, shown by solid and dashed lines, respectively. (b) Comparison of the energy powers caused by nonreciprocity $P_{NR}$ and interaction with thermostat $P_D$. $P_{NR}$ is shown by the black dashed line, while the colored solid lines are $P_D$ at different relaxation time $\tau$. (c) The inset demonstrates the ratio of kinetic energy $K_1$ of subsystem 1 to kinetic energy $K_2$ of subsystem 2 at different average kinetic energy $K$ in the system. (d) Average kinetic energy $K$ in steady states obtained at different relaxation time $\tau$. Blue dashed and red solid lines correspond to the MD calculations and balance approach. Thermostat temperature is $T_{th} = 10^{-2}$, the relaxation times $\tau$ are notified in the legend in panel (d), labeled by letters A-H and colored in the same manner over the figures (a), (b), and (d).

at the temperatures $T_1$ and $T_2$ such that $T_1/T_2 = K_1/K_2$ where ratio $K_1/K_2$ determined by $K$ in accordance with the result of the previous step. Finally, the energy source power can be calculated in MD as:

$$P_{NR} = \langle \mathbf{v} \cdot \mathbf{F} \rangle.$$  \hspace{1cm} (7)

where $\mathbf{v}$ is the velocity of the system particle and $\mathbf{F}$ is force acting on it, $\langle ... \rangle$ denote averaging over the ensemble.

3. Results

In Fig. 2 are summarized results obtained at thermostat temperature $T_{th} = 10^{-2}$. Evolution of the average kinetic energy $K(t)$ starting from ‘cold’ and ‘hot’ initial states at different relaxation time $\tau$ of the thermostat is shown in Fig. 2(a) by solid and dotted lines respectively. The purple curve $A$, corresponding to the non-dissipative case $\tau \to \infty$ ($\gamma = 0$). Notice that exist the region of finite $\tau$ where the steady state becomes depending on the initial state as is shown by lines D–G in Fig. 2(a), i.e. there is bistability. As result, the hysteresis loop are formed on the dependence of asymptotic kinetic energy values from $\tau$ as it seen in Fig. 2(d).

The time evolution of the energy $K(t)$ is determined by competition between the powers of the energy release $P_{NR}$ due to nonreciprocity and dissipation $P_D$. The dependencies of power $P_{NR}$ (dashed black line) and $P_D$ (lines colored accordingly to $\tau$) from average kinetic energy $K$ are presented at Fig. 2(b). Steady states are arise where $P_{NR} = P_D$ and $P_D$ increase faster when $P_{NR}$ with $K$ increasing. At large and low $\tau$ values $P_D$ and $P_{NR}$ curves intersect only once forming the stable states. However, at intermediate values of $\tau$ (cases E and F) the points of tangency arise, as shown in Fig. 2(b). In the range of $\tau$ between these two cases of tangency, the curves $P_D$ and $P_{NR}$ intersect in three points, two of which are stable and the middle one is
Figure 3. Dissipative phase transitions in the system with nonreciprocal interaction
(a) Dependencies of the steady state energy $K$ on the relaxation time $\tau$ at different temperatures of thermostat $T_{th}$. The dissipative “spinodal” is shown by the dashed red line with critical point (CP) in the vertex, while the dashed black line is the averaged kinetic energy at activated and non-activated branches of the spinodal. The legend provides the temperatures of thermostat $T_{th}$, the lines are colored and marked by letters A-F accordingly. (b) Dependencies of the entropy production rate $\dot{S}$ on the relaxation time $\tau$ at different temperatures of thermostat $T_{th}$. The dissipative spinodal are justified by area of bi-stability

The evolution $K(t)$ at different $\tau$ and discussed hysteresis behavior of steady states are summarized in Fig. 2(d), where the blue symbols are MD results, blue dashed line is their interpolation. The solid red line is given by the power balance, while the points B-H mark the steady states shown in Fig. 2(b). Note that the balance method yields a remarkable accuracy of the determined asymptotic steady states.

The observed behavior of steady states can be interpreted as a dissipative phase transition, that provides a remarkable analogy between the nonreciprocal systems and, e.g., classical van-der-Waals theory of spinodal decomposition. This analogy is illustrated in Fig. 3(a), where the steady states in $\tau - K$ plane are shown at different $T_{th}$. With an increase in the thermostat temperature $T_{th}$, energy dissipation and the width of the hysteresis loop decrease, and dynamic decomposition vanishes at value $T_{CP}$, which plays a role of critical thermostat temperature. Lines corresponding to different $T_{th}$ play a role of dissipative isotherms in $\tau - K$ coordinates, presented in Fig. 3(a). The limit points at each isotherm form a line of dissipative spinodal with the vertex in the dissipative critical point (CP).

Inspired by this analogy of the observed dissipative phase transitions with Van-der-Waals theory, we analyzed the dissipative spinodal in vicinity of the critical point and observed that it is well described by the power law (see Fig. 4 for details):

$$K_+ - K_- \propto (\tau - \tau_{CP})^\beta,$$

where $\tau_{CP}$ is the critical value of the relaxation time, $K_\pm$ are the kinetic energies of activated and non-activated steady states denoted by $\pm$ indices, respectively. The parameters of the critical point are determined by particular form of the nonreciprocal interaction, similarly to the theory of phase transitions.

Apart from kinetic energy, the hysteresis dissipative behavior manifests in entropy production rate, $\dot{S}$. Since the powers of energy release per particle in the subsystems are $Q_{1,2} =
Figure 4. Near-critical behavior of energy. Energy decomposition $\Delta K$ on the dissipative spinodal near the critical value of relaxation time $\tau_{CP}$. Blue symbols are results of MD simulations, orange lines are fits by Eq. 8, the vertical orange dashed line indicates position of $\tau_{CP}$.

\[2\tau^{-1}(T_{1,2} - T_{th}) + P_{NR},\] for the rate $\dot{S} = \dot{Q}_1/T_1 + \dot{Q}_2/T_2$ we have

\[\frac{dS}{dt} = 4\tau^{-1} + (P_{12} - 4\tau^{-1}T_{th}) \left( \frac{1}{T_1} + \frac{1}{T_2} \right). \tag{9}\]

Dependencies $\dot{S}(\tau)$ are shown in Fig. 3(b) for the same temperatures $T_{th}$ as in Fig. 3(a). One can see that the dependencies justify the hysteresis behavior, existence of bistability area, dissipative phase transitions and critical point. The activated and inactivated states correspond to the high or low rate of entropy production. This also provides analogy with high-entropy (strongly disordered, gas) and low-entropy (fluid, more ordered) states. One can see in Fig. 3(b) that the discrepancy between $\dot{S}(\tau)$ given by the balance approach and MD results increases significantly at small $\tau$, while the energy $K$ in the system is close to the temperature of Langevin thermostat $T_{th}$. In this case, the kinetic energy of the ‘cold’ subsystem becomes smaller than $T_{th}$, deviations from Maxwellian velocity distribution in the subsystem increase, that enhances the error of $P_{NR}$ given by the balance approach.

4. Conclusions

In conclusion, we have studied the dynamics of systems with nonreciprocal effective interactions between particles. Shown that in case of radially-dependent nonreciprocity there are areas of bistability, i.e. exist the specific range of $\tau$ values (at low thermostat temperatures) where the average kinetic energy of a steady state depends on the initial state and hysteresis loop is observed. At the same time, in limits of low and high values of $\tau$ bistability is absent. Moreover, the range of $\tau$ values corresponding to bistability decrease with thermostat temperature $T_{th}$ increasing and vanish at the critical value. As a result, in the $\tau$–$K$ plane formed the dissipative spinodal line with the dissipative critical point. Such complex behavior is explained by the complicated dependence of powers of the energy source and dissipation on the average kinetic energy of the system.
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