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1. Introduction

Information geometry has been established by Amari and Nagaoka [1] as a very powerful method for statistical inference. Recently, this approach was applied to the estimation of the transition matrix of the Markovian process [2]. When we observe the \( n \) sequential data subject to a certain Markovian process, if we focus on the geometry based on the probability distribution of the \( n \) data, the geometrical structure changes according to the increase of the number \( n \). To resolve this problem, the paper [2] focuses on information geometry of transition matrices given by Nakagawa and Kanaya [3] and Nagaoka [4]. This is because this geometric structure depends only on the transition matrices, and does not change as the number \( n \) increases. Based on this property, the paper [2] introduced the curved exponential family of transition matrices, and derived the Cramér-Rao inequality for the family, which shows the optimality of the inverse of Fisher information matrix for the transition matrices.

On the other hand, the hidden Markov model (HMM) is an important statistical model in many fields including Bioinformatics [5] Econometrics [6] and Population genetics [7] (See also the recent overview [8]). Some of preceding studies [9, 10] to estimate the transition matrix of the hidden Markov process have already employed information geometry by using an em-algorithm when the transition matrix is unknown and the state spaces is finite. However, their em-algorithm is based on the geometry of probability distributions, which changes according to the increase of the number \( n \) of observations.
**Figure 1.** Pair of transition matrices: The transition matrix $W$ determines the Markovian process on the set $X$ of hidden states. The transition matrix $V$ determines the observed variable $Y$ with the condition on the hidden variable $X$. If $k$ is sufficiently large, the joint distribution on $Y_1, \ldots, Y_{k+1}$ uniquely determines the transition matrices $W$ and $V$. The partial observation model is applied to the $k+1$ joint system on $X_1, Y_2, \ldots, X_{k+1}, Y_{k+2}$.

So, their estimation processes become complicated when $n$ is large. Hence, it is hard to evaluate the asymptotic behavior of the estimation error, rigorously.

In this paper, we apply the information geometry of transition matrices to the estimation of the transition matrix of the hidden Markovian process with finite state space. Since we need to estimate the hidden structure from the observed value, we apply the em-algorithm based on the geometry of transition matrices. Usually, the joint distribution for $Y_i, Y_{i+1}$ cannot uniquely determine the transition matrix to characterize the hidden Markov process. However, if the positive integer $k$ is sufficiently large and the system is stationary, the joint distribution for $Y_i, \ldots, Y_{i+k}$, i.e., the $k$-memory transition matrix for $Y$, uniquely determines the transition matrix to characterize the hidden Markov chain. In this paper, exploiting this relation, we propose our method to estimate the transition matrix to characterize the hidden Markov chain. For this aim, we formulate a partial observation model of the Markovian process, which is composed of observed variables and unobserved variables, and establish the em-algorithm based on this model. Then, we apply the partial observation model to the $k+1$ joint system on $X_{i-1}, Y_i, \ldots, X_{i+k}, Y_{i+k+1}$, where the observed variables are given as random variables determined by $Y_i, \ldots, Y_{i+k+1}$.

Next, using the transition matrix version of the projective Fisher information, we evaluate the asymptotic error in the partial observation model of the Markovian process under a certain regularity condition. To apply the partial observation model of the Markovian process to the observed $k$-memory joint distribution, we formulate an exponential family of $k$-memory transition matrices. As the merit of our method, the calculation complexity of the em-algorithm does not depend on the number $n$ of observations in this application because the geometrical structure does not depend on $n$. As another result of the partial observation model of the Markovian process, we propose an efficient method for $\chi^2$-test to verify the validity of the given model, and show that it works well. Since it checks the validity of a given model, we can employ it to choose a model among plural models.

We have another difficulty in the hidden Markovian process. There is ambiguity for the transition matrix to express the hidden Markovian process. That is, there is a possibility that two different transition matrices express the same hidden Markovian process. This problem is called the equivalence problem and was solved by Ito, Kobayashi, and Amari [11]. The asymptotic error is characterized by the local geometrical structure, and the equivalence problem with local structure was discussed in another paper [12], which is needed to make parametrization without duplication. Employing the parametrization given in [12], we apply our partial observation model of the Markovian process to the estimation of the transition matrix of the hidden Markovian process.
The remaining of this paper is organized as follows. Section 2 gives a brief summary of the obtained results, which is crucial for understanding the structure of this paper. As a preparation, Section 3 reviews the fundamental facts for an exponential family of transition matrices and its properties. Section 4 discusses the partial observation model for the Markovian process, in which we can observe a part of random variables. Section 5 applies the model to the case of k-memory transition matrices. To apply our result to the hidden Markovian process given in Fig. 1, Section 6 gives a proper parametrization based on the results of the paper [12] for an exponential family of pairs of transition matrices. Section 7 applies the result of Section 4 to the estimation of the transition matrix of the hidden Markovian process.

2. Summary of results

2.1. Estimation in partial observation model

As the first part of our main result, in Section 4, we address the partial observation model in a general Markovian process, and discuss the estimation of the parameter to identify the Markovian process in a parametric family of Markovian processes. Since the partial observation model is a general model containing hidden Markovian process, this discussion works as a crucial preparation of estimation of hidden Markovian process. In Sections 5, 6, and 7, the partial observation model will be applied to the k joint distribution on $X_i, Y_{i+1}, \ldots, X_{i+k}, Y_{i+k+1}$. We consider a large exponential family of transition matrices $W_{\theta_1, \theta_2, 3}$ generated by $l_1 + l_2 + l_3$ independent variables $g_1, \ldots, g_{l_1+1}, \ldots, g_{l_1+l_2+l_3}$. In this setting, our observation is limited to the $l_1 + l_2$ variables $g_1, \ldots, g_{l_1+l_2}$, and the true transition matrix is assumed to belong to an exponential family of transition matrices $W_{0, \theta_{2, 3}}$. In the above application, the variables $g_1, \ldots, g_{l_1+l_2}$ are functions of $Y_{i+1}, \ldots, Y_{i+k+1}$. The definition of the exponential family of transition matrices generated by variables is given in Section 3.3.

In this setting, we discuss how to estimate the parameter $\theta$ from the average $\bar{Y}_{1, 2}^n$ of $n$ observed data of the variables $g_1, \ldots, g_{l_1+l_2}$. For this aim, as in Section 3.3, we introduce the expectation parameter $\bar{\eta}_{1, 2}, \bar{\eta}_{3}$ corresponding the variables $g_1, \ldots, g_{l_1+l_2+l_3}$. Using Legendre transform, we define the conversion from the expectation parameter $\bar{\eta}_{1, 2}, \bar{\eta}_{3}$ to the natural parameter $\tilde{\theta}(\bar{\eta}_{1, 2}, \bar{\eta}_{3})$, whose detail calculation formula is given in (3.11). Then, we propose our estimator as

$$
\hat{\theta}_{2, 3}(\bar{Y}_{1, 2}^n) := \arg\min_{\theta_{2, 3} \in \Theta_{2, 3}} \min_{\bar{\eta}_{3} \in \mathcal{V}_{3}} D(W_{\theta_{1, 2, 3}} || W_{0, \theta_{2, 3}}),
$$

(2.1)

where $\mathcal{V}_{3}$ is the $l_3$-dimensional real vector space and $D(W_{\theta_{1, 2, 3}} || W_{0, \theta_{2, 3}})$ is the divergence between two transition matrices $W_{\theta_{1, 2, 3}}$ and $W_{0, \theta_{2, 3}}$, whose detail calculation formula is given in Section 3.5. As explained in Section 4, this estimator can be calculated by using the em-algorithm with respect to the divergence for transition matrices. Then, we show the following theorem.

Theorem 2.1. Under regularity conditions C1, C2, and C3 given in Section 4, the distribution of the estimation error of the estimator $\hat{\theta}_{2, 3}(\bar{Y}_{1, 2}^n)$ converges to the zero-mean Gaussian distribution whose variance is the inverse of the projective Fisher information, whose definition will be given in (4.4).

In the above theorem, the estimation error means the random variable $\hat{\theta}_{2, 3}(\bar{Y}_{1, 2}^n) - \bar{\theta}_{2, 3, 0}$, where $\bar{\theta}_{2, 3, 0}$ is the true natural parameter. Next, we consider how to select a suitable model among several models. In the case of hidden Markov processes, a submodel is given as a set of singular points.
Hence, it is quite hard to apply conventional model selection methods. Fortunately, the $\chi^2$-test can be formulated as follows.

**Theorem 2.2.** We assume that $\Theta_{2,3}$ is an open set, any element of $\Theta_{2,3}$ satisfies the same condition as Theorem 2.1, and the true parameter belongs to $\Theta_{2,3}$. The random variable $2n \min_{\vec{\theta}_{2,3} \in \Theta_{2,3}} \min_{\vec{\eta} \in V_3} D(W_{\vec{\theta}}(\vec{Y}_{1:n}, \vec{\eta}^3)) \leq W_{0,\vec{\theta}_{2,3}}(\vec{\eta}^3)$ is subject to $\chi^2$-distribution with degree $l_1 - l(\Theta_{2,3})$, where $l(\Theta_{2,3})$ is an integer defined in Theorem 4.3.

Hence, when the number $n$ of observations is sufficiently large, the random variable given in Theorem 2.2 can be used for the $\chi^2$-test. Thus, a suitable model can be selected among several models when we fix a certain significance level $\alpha > 0$. We choose the model with the minimum dimension among models passing this $\chi^2$-test with the significance level $\alpha$. As explained in Section 4, the minimum in (2.1) and Theorem 2.2 can be calculated by the em-algorithm, and the calculation complexity does not depend on $n$.

2.2. Estimation in hidden Markovian model

Next, we address the estimation of the transition matrix of the hidden Markovian process given in Fig. 1, where $Y$ is the observed finite state system and $X$ is the hidden finite state system. In this paper, to clarify the correspondence between the finite state system and the random variable, we denote the finite state space by $X$ when it corresponds to the variable $X$. As explained in Section 1, the hidden Markov process is modeled by a pair of transition matrices $(W, V)$. For this aim, after reviewing the result of the paper [12], we parametrize the hidden Markov process as an exponential family of pairs of transition matrices $(W_{\vec{\theta}}, V_{\vec{\theta}})$ with generators $g_{l_1+1}, \ldots, g_{l_1+l_2+l_3}$. Then, we estimate the parameter $\vec{\theta}$ under the above family from $\bar{n} - 1$ observed data $Y_1, \ldots, Y_{\bar{n}-1}$. If we employ several functions of $Y_1, \ldots, Y_{\bar{n}-1}$ as our estimator of $\vec{\theta}$, the calculation complexity increases in some order as $\bar{n}$ increases. To avoid this problem, we impose the following constraints. We set $\bar{n} = n + k$ and allow to use only the averages of $k$-input functions. That is, we prepare functions $g_1, \ldots, g_{l_1+l_2}$ with $k$ inputs and use only their averages $Y_i^n := \sum_{j=0}^{n-1} \frac{1}{n} g_i(Y_{j+1}, \ldots, Y_{j+k})$ with $i = 1, \ldots, l_1 + l_2$. Here, $g_{l_1+1}, \ldots, g_{l_1+l_2}$ are observed generators across $k$ observed systems. In this case, the estimate is given as a function $\hat{Y}^n := (Y_1^n, \ldots, Y_{l_1+l_2}^n) \rightarrow \hat{\vec{\theta}}$.

We focus on the Markovian process with $k - 1$-memory, and apply the discussion in Section 2.1 to the $l_1 + l_2 + l_3$ variables $g_1, \ldots, g_{l_1+l_2+l_3}$ given in the above way. Then, the exponential family of pairs of transition matrices $(W_{\vec{\theta}}, V_{\vec{\theta}})$ is parametrized by an $l_2 + l_3$-dimensional parameter space $\Theta_{2,3}$, and we have the estimate $\hat{\vec{\theta}}_{2,3}(\hat{Y}^n)$ given in (2.1). In this application, we obtain the following result.

**Theorem 2.3.** We fix $k$ as an integer greater than a certain threshold (the concrete value will be given in Condition F3 after Theorem 7.2.), and we consider the limit as $n$ tends to infinity. If the parameter space $\Theta_{2,3}$ satisfies some regularity conditions and the true pair of transition matrices belongs to $\{(W_{\vec{\theta}}, V_{\vec{\theta}}) \mid \vec{\theta} \in \Theta_{2,3}\}$, then the projective Fisher information is invertible and the distribution of the estimation error of the estimator $\hat{\vec{\theta}}_{2,3}(\hat{Y}^n)$ converges to the zero-mean Gaussian distribution whose variance is the inverse of the projective Fisher information. (For the definition of the estimation error, see the sentence after Theorem 2.1.)

Since the estimator of Theorem 2.1 is calculated by the em-algorithm, the calculation complexity of our estimator from the averages $Y_i^n := \sum_{j=0}^{n-1} \frac{1}{n} g_i(Y_{j+1}, \ldots, Y_{j+k})$ with $i = 1, \ldots, l_1 + l_2$ depends
only on the integer $k$ and does not depend on the other integer $n$. This is because the maximization problem to obtain the estimate from $Y_i^n$ is written as a maximization problem in a vector space whose dimension depends only on $k$ and the sizes of state spaces of $\mathcal{X}$ and $\mathcal{Y}$, and is independent of $n$. As the integer $k$ is fixed, the calculation complexity is $O(1)$ once we obtain the averages. Although the calculation complexity of $Y_i^n$ is $O(n)$, its space complexity is $O(\log n)$, which is an advantage over existing methods [9, 10, 29, 37] as explained in the 4th paragraph of Section 8.

3. Exponential family of transition matrices

3.1. Preparation

The aim of this paper is to handle hidden Markov process in the terms of exponential family of transition matrices. To achieve this aim, we need several definitions for transition matrices on the finite state space $\mathcal{X}$, which are introduced as follows. A non-negative matrix $W$ is called irreducible when for each $x, x' \in \mathcal{X}$, there exists a natural number $n$ such that $W^n(x | x') > 0$ [13]. The irreducibility depends only on the support $\mathcal{X}_W^2 := \{(x, x') \in \mathcal{X}^2 | W(x | x') > 0\}$ for a non-negative matrix $W$ over $\mathcal{X}$. In the irreducible case, the average $\sum_{i=1}^{n} \frac{1}{n} W^n P$ converges to the stationary distribution $P_W$ for any initial distribution $P$ on $\mathcal{X}$ as $n$ goes to infinity [14, 15]. An irreducible matrix $W$ is called ergodic when there are no input $x'$ and no integer $n'$ such that $W^n(x' | x') = 0$ unless $n$ is divisible by $n'$ [13] \footnote{The definition of the ergodicity depends on the research area. For example, in the quantum information, the ergodicity is defined as the property of the convergence of the average $\sum_{i=1}^{n} \frac{1}{n} W^n P$ to the unique stationary distribution. In this area, the property of the output distribution is called mixing property [16, 17, 18].}. It is known that the output distribution $W^n P$ converges to the stationary distribution of $W$ if and only if the transition matrix $W$ is ergodic [15, 14, 13]. In this section, we treat only irreducible transition matrices and the class of ergodic transition matrices will be discussed in Section 5.1.

To handle the transition matrix by using the joint distribution on $\mathcal{X}^2$, we introduce the stationary condition for a distribution $P$ on $\mathcal{X}^2$ as

$$\sum_{x' \in \mathcal{X}} P(x', x) = \sum_{x' \in \mathcal{X}} P(x, x'). \quad (3.1)$$

For a transition matrix $W$ on $\mathcal{X}$, we introduce the joint stationary distribution $P_W^2$ as $P_W^2(x, x') := W(x | x') P_W(x')$ and the set of transition matrices $\mathcal{W}_{\mathcal{X}, W}$ as\footnote{ $\mathcal{X}_V^2$ is defined by the same way as $\mathcal{X}_W^2$ with replacing the transition matrix $W$ by $V$.}

$$\mathcal{W}_{\mathcal{X}, W} := \{ V | V \text{ is a transition matrix and } \mathcal{X}_W^2 = \mathcal{X}_V^2 \}. \quad (3.2)$$

Then, we have the following lemma.

**Lemma 3.1.** The set of distributions $P_W^2$ equals that the set of distributions on $\mathcal{X}_W^2$ satisfying the stationary condition (3.1). More precisely,

$$\{ P_W^2 | W' \in \mathcal{W}_{\mathcal{X}, W} \} = \left\{ P \left| P \text{ is a distribution with support } \mathcal{X}_W^2 \right. \text{ to satisfy the stationary condition (3.1).} \right\}$$

**Proof.** Since the joint distribution $P_W^2$ satisfies the stationary condition (3.1) for any $W' \in \mathcal{W}_{\mathcal{X}, W}$, we have the relation $\subset$. For a joint distribution $P$ on $\mathcal{X}^2$ satisfying the stationary condition (3.1), we define
3.1. Differentiability

The conditional distribution $W$ as $W(x|x') := \frac{P(x,x')}{P_X(x')}$, where $P_X(x') := \sum_{x''} P(x'', x')$. Due to the stationary condition (3.1), $P_X$ is the stationary distribution. Hence, we obtain the opposite relation $\subseteq$.

3.2. Linear independence

Exponential family of transition matrices is generated by the variables defined as functions on $X^2_W$. The linear independence of generators is a key concept for the exponential family because we need to avoid duplicate parametrization of transition matrices. Hence, before introducing an exponential family, we prepare the following lemma.

**Proposition 3.2** ([2, Lemma 3.1]). Consider an irreducible transition matrix $W$ over $X$ and a real-valued function $g$ on $X \times X$. Define $\phi(\theta)$ as the logarithm of the Perron-Frobenius eigenvalue of the matrix $\lambda$; $\lambda_g(x|x') := W(x|x')e^{\theta g(x,x')}$. Then, the function $\phi(\theta)$ is convex. Further, the following conditions for the function $g$ are equivalent.

1. No real-valued function $f$ on $X$ satisfies that $g(x, x') = f(x) - f(x') + c$ for any $(x, x') \in X^2_W$ with a constant $c \in \mathbb{R}$.
2. The function $\phi(\theta)$ is strictly convex, i.e., $\frac{d^2\phi}{d\theta^2}(\theta) > 0$ for any $\theta$.
3. $\frac{d^2\phi}{d\theta^2}(\theta)|_{\theta=0} > 0$.

Given two distinct transition matrices $W$ and $V$, we assume that $X^2_W \subset X^2_V$ and $X^2_W$ is irreducible. Then, we denote the logarithm of the Perron-Frobenius eigenvalue of the matrix $W(x|x')^{1+s}V(x|x')^{-s}$ by $\varphi_{W,V}(1+s)$ under the condition given below. Proposition 3.2 guarantees the differentiability of $\varphi_{W,V}(1+s)$. So, we define the divergence $D(W||V)$ as $D(W||V) := \frac{d\varphi_{W,V}}{ds}(1)$.

3.3. Exponential family

To define an exponential family for transition matrices, we focus on an irreducible transition matrix $W(x|x')$ from $X$ to $X$. A set of real-valued functions $\{g_j\}$ on $X \times X$ is called linearly independent under the transition matrix $W(x|x')$ when any linear non-zero combination of $\{g_j\}$ satisfies the condition (1), (2) or (3) for the function $g$ given in Proposition 3.2. For $\bar{\theta} = (\theta^1, \ldots, \theta^l)$ and linearly independent functions $\{g_j\}$, we define the matrix $W_{\bar{\theta}}(x|x')$ from $X$ to $X$ in the following way.

$$W_{\bar{\theta}}(x|x') := W(x|x')e^{\sum_{j=1}^{l} \theta^j g_j(x,x')}.$$ (3.3)

Using the Perron-Frobenius eigenvalue $\lambda_{\bar{\theta}}$ of $W_{\bar{\theta}}$, we define the potential function $\phi(\bar{\theta}) := \log \lambda_{\bar{\theta}}$. In the following, we introduce geometrical structure based on the potential function $\phi(\bar{\theta})$, i.e., we employ the information geometry induced by the potential function $\phi(\bar{\theta})$ because the potential function $\phi(\bar{\theta})$ yields all the statistical characteristics even in a Markovian process [19].

Note that, since the value $\sum_x W_{\bar{\theta}}(x|x')$ generally depends on $x'$, we cannot make a transition matrix by simply multiplying a constant with the matrix $W_{\bar{\theta}}$. For deeper understanding, we employ the linear

---

3For the Perron-Frobenius eigenvalue and Perron-Frobenius eigenvector, see Appendix D.
space \( \mathcal{V}_\mathcal{X} := \{ v = (v_x)_{x \in \mathcal{X}} | v_x \in \mathbb{R} \} \). The inner product between \( v, v' \in \mathcal{V}_\mathcal{X} \) is given as \( \langle v | v' \rangle := \sum_{x \in \mathcal{X}} v_x v'_x \). We identify the vector \( v' \) with the notation \( |v'| \). The functional over \( \mathcal{V}_\mathcal{X} \) given as \( v' \mapsto \langle v | v' \rangle \) is denoted by \( \langle v \rangle \). Hence, \( \langle v' \rangle (v) \) expresses the linear map on \( \mathcal{V}_\mathcal{X} \): \( v'' \mapsto \langle v' \rangle (v) \). A transition matrix \( W \) on \( \mathcal{X} \) can be regarded as a linear map on \( \mathcal{V}_\mathcal{X} \): \( (Wv)_x := \sum_{x' \in \mathcal{X}} W(x|x') v_x' \).

To make a transition matrix from the matrix \( \overrightarrow{W}_\theta \) we recall that a non-negative matrix \( U \) from \( \mathcal{X} \) to \( \mathcal{X} \) is a transition matrix if and only if the vector \( u_x := (1, \ldots, 1)^T \in \mathcal{V}_\mathcal{X} \) is an eigenvector of the transpose \( U^T \) and the eigenvalue is 1. In order to resolve this problem, we focus on the structure of the matrix \( \overrightarrow{W}_\theta \). We denote the Perron-Frobenius eigenvectors of \( \overrightarrow{W}_\theta \) and its transpose \( \overrightarrow{W}_\theta^T \) by \( \overrightarrow{P}_\theta \) and \( \overrightarrow{P}_\theta^T \).

Then, similar to [3, (16)] [4, (2)], we define the matrix \( W_\theta(x|x') \) as

\[
W_\theta(x|x') := \lambda^{-1} \overrightarrow{P}_\theta(x) \overrightarrow{P}_\theta^T(x|x')^{-1}. \tag{3.4}
\]

The matrix \( W_\theta(x|x') \) is a transition matrix because the vector \( (1, \ldots, 1)^T \) is an eigenvector of the transpose \( W_\theta^T \) and its Perron-Frobenius eigenvalue is 1. The stationary distribution \( P_{W_\theta} \) of the given transition matrix \( W_\theta \) is the Perron-Frobenius normalized eigenvector of the transition matrix \( W_\theta \), which is given as \( P_{W_\theta}(x) = \frac{\overrightarrow{P}_\theta(x) \overrightarrow{P}_\theta^T(x|x')}{\sum_{x' \in \mathcal{X}} \overrightarrow{P}_\theta(x|x') \overrightarrow{P}_\theta^T(x|x')} \text{[2, (4.3)]} \) In the following, we call the family of transition matrices \( \mathcal{E} := \{ W_\theta \} \) an exponential family of transition matrices generated by \( W \) with the generator \( \{ g_1, \ldots, g_l \} \).

Since the generator \( \{ g_1, \ldots, g_l \} \) is linearly independent, due to Proposition 3.2,

\[
\sum_{i,j} c_i c_j \frac{\partial^2 \phi}{\partial \theta_i \partial \theta_j} = \frac{d^2 \phi(c)}{dc^2} \text{ is strictly positive definite for an arbitrary non-zero vector } \bar{c} = (c^1, \ldots, c^l).
\]

That is, the Hesse matrix \( \mathcal{H}_\phi(\theta) = \left[ \frac{\partial^2 \phi}{\partial \theta_i \partial \theta_j} \right]_{i,j} \) is strictly positive. Using the potential function \( \phi(\theta) \), we discuss several concepts for transition matrices based on Proposition 3.2, formally. While the parameter \( (\theta^1, \ldots, \theta^l) \) is called the natural parameter, we introduce the expectation parameter \( \eta_j(\bar{\theta}) := \frac{\partial \phi}{\partial \theta_j}(\bar{\theta}) = \sum_{x,x'} g_j(x,x') P_{W_\theta}(x,x') \). For \( \bar{\eta} = (\eta_1, \ldots, \eta_l) \), we define \( \theta^1(\bar{\eta}), \ldots, \theta^l(\bar{\eta}) = \eta_j(\theta^1(\bar{\eta}), \ldots, \theta^l(\bar{\eta}) = \eta_j \).

Here, to avoid the duplicate parametrization, we introduce the quotient space. For a given transition matrix \( W \), we consider a two-input function \( g(x,x') \) defined on the subset \( \mathcal{X}_W^2 \), and denote the linear space of such two-input functions by \( \mathcal{G}(\mathcal{X}_W^2) \). We define the linear subspace \( \mathcal{N}(\mathcal{X}_W^2) \) of the space \( \mathcal{G}(\mathcal{X}_W^2) \) as the set of functions \( f(x) - f(x') + c \). Then, we discuss the quotient space \( \mathcal{G}(\mathcal{X}_W^2) / \mathcal{N}(\mathcal{X}_W^2) \), and the equivalent class containing \( g \) is written as \([g]_4^4\).

**Proposition 3.3** ([2, Lemma 4.1]). The following conditions are equivalent for the generator \( \{ g_j \} \) and the transition matrix \( W \).

1. The set of functions \( \{ g_j \} \) is linearly independent in the quotient space \( \mathcal{G}(\mathcal{X}_W^2) / \mathcal{N}(\mathcal{X}_W^2) \).
2. The map \( \bar{\theta} \rightarrow \bar{\eta}(\bar{\theta}) \) is one-to-one.
3. The Hesse matrix \( \mathcal{H}_\bar{\theta}[\phi] \) is strictly positive definite for any \( \bar{\theta} \), which implies the strict convexity of the potential function \( \phi(\bar{\theta}) \).
4. The Hesse matrix \( \mathcal{H}_\bar{\theta}[\phi]|_{\bar{\theta}=0} \) is strictly positive.
5. The parametrization \( \bar{\theta} \rightarrow W_\bar{\theta} \) is faithful for any \( \bar{\theta} \).

For linearly independent functions, we have the following lemma.

\( ^4 \)For the definition of quotient space, see the textbook [20].
Lemma 3.4. The following conditions for linearly independent function \( g_1, \ldots, g_l \) in \( \mathcal{G}(X^2_W) / \mathcal{N}(X^2_W) \) are equivalent.

1. The set of two-input functions \( \{g_j\} \) form a basis of the quotient space \( \mathcal{G}(X^2_W) / \mathcal{N}(X^2_W) \).
2. The set \( \{W_{\theta}^2\}_{\theta \in \mathbb{R}^l} \) equals the set of transition matrices with the support \( X^2_W \), i.e., \( \{W_{\theta}^2\}_{\theta \in \mathbb{R}^l} = \mathcal{W}_{X,W} \).
3. We have \( \{P_{W_{\theta}^2}^2\}_{\theta \in \mathbb{R}^l} = \left\{ P \left| P \text{ is a distribution with support } X^2_W \right. \right\} \) to satisfy the stationary condition (3.1).

Proof. (1) \( \iff \) (2): Any element \( W' \in \mathcal{W}_{X,W} \) can be written as \( W'(x|x') = W(x|x')e^{g(x,x')} \) by using an element \( g \in \mathcal{G}(X^2_W) \), because of the relation \( \log W'(x|x') \in \mathcal{G}(X^2_W) \). Since the relation \( \{W_{\theta}^2\}_{\theta \in \mathbb{R}^l} \subseteq \mathcal{W}_{X,W} \) holds, we have the equivalence relation between conditions (1) and (2).

(2) \( \iff \) (3): The equivalence between conditions (2) and (3) follows from Lemma 3.1.

This lemma shows that \( \mathcal{W}_{X,W} \) is an exponential family.

Lemma 3.5. Given generators \( g_1, \ldots, g_l \), we define the linear map \( F^2 \) from the set of first derivatives of \( P_{W_{\theta}^2}^2 \) to \( \mathbb{R}^l \) as

\[
F^2 \left( \left. \frac{d}{dt} P_{W_{\theta+\epsilon(t)}^2} \right|_{t=0} \right):= \left( \sum_{(x,x') \in X^2_W} g_j(x,x') \sum_{i=1}^{l} \frac{d\epsilon(t)}{dt} \frac{\partial^2}{\partial \theta^i \partial \theta^j} P_{W_{\theta}^2}^2(x,x') \right)_{j=1,\ldots,l},
\]

where \( \epsilon \) is a differentiable function from \( \mathbb{R} \) to \( \mathbb{R}^l \) such that \( \epsilon(0) = 0 \). Then, the linear map \( F^2 \) is invertible.

Proof. The expectation parameter \( \eta_j(\bar{\theta}) \) satisfies

\[
\frac{\partial^2 \phi(\bar{\theta})}{\partial \theta^i \partial \theta^j} = \frac{\partial}{\partial \theta^i} \eta_j(\bar{\theta}) = \sum_{(x,x') \in X^2_W} g_j(x,x') \frac{\partial}{\partial \theta^i} P_{W_{\theta}^2}^2(x,x').
\]

Since the Hessian \( \frac{\partial^2 \phi(\bar{\theta})}{\partial \theta^i \partial \theta^j} \) is a positive definite matrix, we have the desired statement.

Remark 1. Lemma 3.6 was essentially proven in a more general form as [12, Lemma 8]. Since its proof is composed of more complicated notations, we give a proof of Lemma 3.6 with current notations for readers’ convenience in Appendix B. Only Lemmas 3.1, 3.4, and 3.5 are novel in this section. Other statements in Section 3 are known.
In particular, when $W$ is a positive transition matrix, i.e., $\mathcal{X}_W^2 = \mathcal{X}^2$, the subspace $\mathcal{N}(\mathcal{X}_W^2)$ does not depend on $W$ and is abbreviated to $\mathcal{N}(\mathcal{X}^2)$. In this case, $\mathcal{W}_{X,W}$ is the set of positive transition matrices. Then, it does not depend on $W$, and is abbreviated to $\mathcal{W}_X$.

We define the Fisher information matrix for the natural parameter by the Hesse matrix $H_{g|\theta} = \left[\frac{\partial^2 \tilde{\phi}}{\partial \theta_i \partial \theta_j}(\tilde{\theta})\right]_{i,j}$. The Fisher information matrix for the expectation parameter $\tilde{\eta}(\tilde{\theta})$ is given as $H_{\tilde{\eta}|\theta}^{-1}$. It is known that the inverse of Fisher information matrix gives the minimum mean square error of estimation under the respective parameters [2, Section 8]. Further, for fixed values $\theta_0, \ldots, \theta_o$, we call the subset \( \{ W_{\tilde{\theta}} \in \mathcal{E} | \tilde{\theta} = (\theta_1, \ldots, \theta_k, \theta_k+1, \ldots, \theta_o) \} \) an exponential subfamily of $\mathcal{E}$.

In the above discussion, we denote an element of the tangent space by an element $g$ or $[g]$ of $G_{1,W}(\mathcal{X}_W^2)$ or $G(\mathcal{X}_W^2)/\mathcal{N}(\mathcal{X}_W^2)$. However, it is possible to express an element of the tangent space by an element $W_+g$ of $L_1(\mathcal{X}_W^2)$, i.e., \( (W_+g)(x,x') = g(x,x')W(x|x') \). The former expression is called the exponential representation ($e$-representation), and the latter is called the mixture representation ($m$-representation).

### 3.4. Mixture family

In the following, we characterize the set of transition matrices when we have a part of information. For this aim, we assume that the functions $\{g_j\}$ satisfy the condition of Proposition 3.3. For fixed values $\eta_{o,1}, \ldots, \eta_{o,k}$, we call the subset \( \{ W_{\tilde{\eta}} \in \mathcal{E} | \tilde{\eta}(\tilde{\theta}) = (\eta_{o,1}, \ldots, \eta_{o,k}, \eta_{k+1}, \ldots, \eta_l) \} \) a mixture subfamily of $\mathcal{E}$. Given a transition matrix $W$, when the expectation values of real-valued functions $g_j$ on $\mathcal{X}_W^2$ are known to be real numbers $b_j$, we consider that the true transition belongs to the set \( \{ V \in \mathcal{W}_{X,W} | \sum_{x,x'} g_j(x,x')V(x|x')P_V(x') = b_j \forall j \} \), which is called a mixture family on $\mathcal{X}_W^2$ generated by the constraints $\{g_j = b_j\}$. Note that a mixture family on $\mathcal{X}_W^2$ does not necessarily contain $W$ because its definition depends on the real numbers $b_j$. When $W$ is a positive transition matrix, it is simply called a mixture family generated by the constraints $\{g_j = b_j\}$ because $\mathcal{W}_{X,W}$ is the set of positive transition matrices. For a given transition matrix $W$ and two mixture families $M_1$ and $M_2$ on $\mathcal{X}_W^2$, the intersection $M_1 \cap M_2$ is also a mixture family on $\mathcal{X}_W^2$.

### 3.5. Divergence

To discuss the difference between transition matrices, we characterize the divergence by using the potential function $\phi(\tilde{\theta})$ as follows.

**Proposition 3.7** ([2, Lemma 4.3]). Two transition matrices $W_{\tilde{\theta}}$ and $W_{\tilde{\eta}}$ satisfy

\[
D(W_{\tilde{\theta}} \| W_{\tilde{\eta}}) = \sum_{j=1}^{l} (\theta^j - \eta^j) \frac{\partial \phi}{\partial \theta_j}(\tilde{\theta}) - \phi(\tilde{\theta}) + \phi(\tilde{\eta}). \tag{3.7}
\]

The Fisher information matrix $H_{g|\theta}$ can be characterized by the limit of the divergence as follows.

**Proposition 3.8** ([2, Lemma 4.4]). For $\tilde{c} = (c_1, \ldots, c_l)$, we have

\[
\lim_{t \to 0} \frac{2}{t^2} D(W_{\tilde{\theta}} \| W_{\tilde{\theta} + \tilde{c}t}) = \lim_{t \to 0} \frac{2}{t^2} D(W_{\tilde{\theta} + \tilde{c}t} \| W_{\tilde{\eta}}) \sum_{i,j} H_{g|\theta}^{i,j} c_i c_j. \tag{3.8}
\]
The right hand side of (3.7) can be regarded as the Bregman divergence \cite{21} of the strictly convex function \( \phi(\bar{\theta}) \). In the following, we derive several properties of the divergence by using Bregman divergence. That is, the following properties follow only from the strong convexity of \( \phi(\bar{\theta}) \) and the properties of Bregman divergence.

Using \cite[(40)]{22}, we have another expression of \( D(W_\theta^x||W_\bar{\theta}^x) \) as

\[
D(W_\theta(\tilde{\theta})||W_\bar{\theta}(\tilde{\theta})) = \sum_{j=1}^{l} \theta_j^2(j_j - \eta_j) - \nu(\tilde{\eta}) + \nu(\tilde{\eta}), \tag{3.9}
\]

where \( \nu(\tilde{\eta}) \) is defined as Legendre transform of \( \phi(\bar{\theta}) \) as

\[
\nu(\tilde{\eta}) := \max_{\bar{\theta}} \sum_{i=1}^{l} \theta_i \eta_i - \phi(\bar{\theta}) = \sum_{i=1}^{l} \theta_i(\tilde{\eta}_i - \phi(\tilde{\eta})) \tag{3.10}
\]

\[
\tilde{\theta}(\tilde{\eta}) = \arg\max_{\bar{\theta}} \sum_{i=1}^{l} \theta_i \eta_i - \phi(\bar{\theta}). \tag{3.11}
\]

Since \( \nu(\tilde{\eta}) \) is convex as well as \( \phi(\bar{\theta}) \), we have the following lemma.

**Proposition 3.9** (\cite[Lemma 4.5]{2}). (1) For a fixed \( \tilde{\theta} \), the map \( \tilde{\theta} \mapsto D(W_{\tilde{\theta}}||W_\bar{\theta}) \) is convex. (2) For a fixed \( \bar{\theta} \), the map \( \tilde{\eta} \mapsto D(W_{\tilde{\theta}(\tilde{\eta})}||W_{\bar{\theta}}) \) is convex.

It is known that Bregman divergence satisfies the Pythagorean theorem \cite{1][22, (34)]\cite{6}. Here, we should remark that Bregman divergence is defined for a strictly convex function, not for a distribution family. This kind of generality of Bregman divergence is the key point for information geometry discussed in this paper. As mentioned in \cite[Proposition 4.6]{2}, applying this fact, we have the following proposition as the Pythagorean theorem.

**Proposition 3.10** (\cite[(23)]{4}). We focus on two points \( \tilde{\theta} = (\theta^1, \ldots, \theta^l) \) and \( \bar{\theta} = (\theta^1, \ldots, \theta^l) \). We choose the exponential subfamily of \( \mathcal{E} \) whose natural parameters \( \theta^{k+1}, \ldots, \theta^l \) are fixed to \( \theta^{k+1}, \ldots, \theta^l \), and the mixture subfamily of \( \mathcal{E} \) whose expectation parameters \( \eta_1, \ldots, \eta_k \) are fixed to \( \eta_1(\bar{\theta}), \ldots, \eta_k(\bar{\theta}) \). Let \( \tilde{\theta}^j = (\theta^{j+1}, \ldots, \theta^l) \) be the natural parameter of the intersection of these two subfamilies of \( \mathcal{E} \). That is, \( \theta^j = \bar{\theta} \) for \( j = k + 1, \ldots, d \) and \( \eta_j(\tilde{\theta}^j) = \eta_j(\tilde{\theta}) \) for \( k = 1, \ldots, k \). Then, we have

\[
D(W_{\tilde{\theta}^j}||W_{\bar{\theta}}) = D(W_{\tilde{\theta}^j}||W_{\bar{\theta}^x}) + D(W_{\bar{\theta}^x}||W_{\bar{\theta}}). \tag{3.12}
\]

### 3.6. Central limit theorem

Given an irreducible transition matrix \( W \) and a general two-input function \( g \in \mathcal{G}(\mathcal{X}_k^d) \), we consider the random variable \( g^n(X^{n+1}) := \sum_{k=1}^{n} g(X_{k+1},X_k) \) when the random variables \( X^{n+1} := \)

\(^5\)Amari-Nagaoka \cite{1} also defined the same quantity as the Bregman divergence with the name “canonical divergence.”

\(^6\)The derivation of the Pythagorean theorem for Bregman divergence is also available in \cite[Section 2.2.2]{23}.
(\(X_{n+1}, \ldots, X_1\)) are subject to the joint distribution
\[
(W^{\times n} \times P)(x_n, \ldots, x_1) := W(x_{n+1}|x_n) \cdots W(x_2|x_1)P(x_1)
\]
with an arbitrary initial distribution \(P\) on \(\mathcal{X}\).

To discuss the expectation and the variance, we introduce the notations \(E_{P,W}\) and \(V_{P,W}\), which describe the expectation and the variance under the distribution \(W^{\times n} \times P\), respectively. We also denote the logarithm of the Perron Frobenius eigenvalue of the matrix \(e^{sg(x|x')}W(x|x')\) by \(\varphi(s)\). The following proposition is known as the central limit theorem\(^7\).

**Proposition 3.11** ([24, 25, 26, 27, 28, 19]). *The relations*
\[
\lim_{n \to \infty} \frac{1}{n} E_{P,W}[g^n(X^{n+1})] = \langle n\mathcal{X}|(W_s g)P_W \rangle = \frac{d}{ds} \varphi(s)|_{s=0},
\]
\[
\lim_{n \to \infty} \frac{1}{n} V_{P,W}[g^n(X^{n+1})] = \frac{d^2}{ds^2} \varphi(s)|_{s=0}
\]
hold. Further, the random variable \(\frac{1}{\sqrt{n}}(g^n(X^{n+1}) - n \frac{d}{ds} \varphi(s)|_{s=0})\) asymptotically obeys the zero-mean Gaussian distribution with variance \(\frac{d^2}{ds^2} \varphi(s)|_{s=0}\).

Now, we consider a more general case, in which, multiple functions \(\tilde{g}_1, \ldots, \tilde{g}_k \in \mathcal{G}(\mathcal{X}_W^2)\). Given \(\tilde{s} := (s^1, \ldots, s^k)\), we denote the logarithm of the Perron Frobenius eigenvalue of the matrix \(e^{\sum_{i=1}^k s^i \tilde{g}_i(x|x')}W(x|x')\) by \(\tilde{\varphi}(\tilde{s})\). So, the above lemma can be generalized as follows.

**Proposition 3.12** ([2, Theorem 8.2]). *The random variables* \(\frac{1}{\sqrt{n}}(\tilde{g}_i^n(X^{n+1}) - n \frac{\partial}{\partial \theta_i} \tilde{\varphi}(\tilde{s})|_{\theta = 0})\) *asymptotically obey the Gaussian distribution with average 0. The variance is given by the Hessian of \(\tilde{\varphi}\) at \(s = 0\), i.e., \(\frac{\partial^2}{\partial s^i \partial s^j} \tilde{\varphi}(\tilde{s})|_{s=0}\).*

Now, we consider the exponential family with generator \(g_1, \ldots, g_k \in \mathcal{G}(\mathcal{X}_W)\). Since the expectation of \(\frac{1}{n} E_{P,W}[g^n(X^{n+1})]\) converges to the expectation parameter \(\frac{\partial}{\partial \theta} \tilde{\varphi}(\tilde{\theta})|_{\tilde{\theta} = 0} = \eta(\tilde{\theta})\), the random variable \(\frac{1}{\sqrt{n}}(\tilde{g}_i^n(X^{n+1}))\) works as an estimator of the expectation parameter. Its asymptotic variance is the Hessian of \(\tilde{\varphi}\), which is the minimum variance under suitable conditions for estimator [2, Section 8.2].

### 4. Partial observation model

In this section, we consider how to estimate the parameter describing the transition matrix when our observation is restricted to some of generators. As seen in Section 3.6, this model can be considered as a generalization of estimation of hidden Markov process. That is, we extend the contents of Subsection 3.6 to such a restricted case. For this purpose, we introduce additional notations. Given positive integers \(l_1, l_2, l_3\), we denote the vector spaces \(\mathcal{V}_j := \mathbb{R}^{l_j}\) for \(j = 1, 2, 3\), and the vector spaces \(\mathcal{V}_{1,2,3} := \mathcal{V}_1 \oplus \mathcal{V}_2 \oplus \mathcal{V}_3\), and \(\mathcal{V}_{1,2} := \mathcal{V}_1 \oplus \mathcal{V}_2\), and \(\mathcal{V}_{2,3} := \mathcal{V}_2 \oplus \mathcal{V}_3\). In the following, we regard the spaces \(\mathcal{V}_j\) and \(\mathcal{V}_{i,j}\) as subspaces of \(\mathcal{V}_{1,2,3}\), respectively. We denote the coordinate projection from \(\mathcal{V}_{1,2,3}\) to the subspaces \(\mathcal{V}_j\) and \(\mathcal{V}_{i,j}\) by the \((l_j \times (l_1 + l_2 + l_3))\) matrix \(P_j\) and the \((l_i + l_j) \times (l_1 + l_2 + l_3)\) matrix \(P_{i,j}\), respectively. For a vector \(\bar{v} \in \mathcal{V}_{1,2,3}\), we denote \(P_j \bar{v}\) and \(P_{i,j} \bar{v}\) by \(\bar{v}_j\) and \(\bar{v}_{i,j}\), respectively.

\(^7\)Its detailed review is available in [19, Remark 7.3]
Let $W$ be an irreducible transition matrix on $X$, and $g_1, \ldots, g_{l_1+l_2+l_3}$ be linearly independent functions as elements of $\mathcal{G}(X_\theta)/\mathcal{N}(X_\theta)$. So, we define the potential function $\phi$ by using the generator $\{g_1, \ldots, g_{l_1+l_2+l_3}\}$ in the way given in Section 3.3. Let $\mathcal{W} := \{W_{\vec{\theta}_1, \vec{\theta}_2, 3}\}$ be the exponential family of transition matrices on $X$ by $W$ with the above generator. Then, we define the expectation parameter $\eta_j(\vec{\theta}_1, \vec{\theta}_2, 3) := \frac{\partial \phi}{\partial \theta_j}(\vec{\theta}_1, \vec{\theta}_2, 3)$. Now, we consider the exponential subfamily $\mathcal{W}_2 := \{W_{0, \vec{\theta}_2, 3}\}_{\vec{\theta}_2, 3 \in \Theta_2, 3}$, where the parametric space $\Theta_2, 3 \subset \mathcal{V}_2, 3$ will be discussed in a careful way.

Now, we assume that we can observe only the sample mean of the part of generators $g_1, \ldots, g_{l_1+l_2}$ with $n+1$ observations. That is, we can observe the sample mean $\vec{Y}_{1, 2}^n := \left(\frac{g_1(X_{n+1}^n)}{n}, \ldots, \frac{g_{l_1+l_2}(X_{n+1}^n)}{n}\right)$, where $g_j(X_{n+1}^n) := \sum_{i=1}^{n} g_j(X_{i+1}^n, X_i)$. So, Proposition 3.12 guarantees that the expectation of the sample mean $\vec{Y}_{1, 2}^n$ converges to $\vec{\eta}_{1, 2}(0, \vec{\theta}_2, 3)$ as $n$ goes to infinity with whatever initial distribution when the true transition matrix is $W_{0, \vec{\theta}_2, 3}$. Now, we propose an estimator $\hat{\vec{\theta}}_{2, 3}(\vec{Y}_{1, 2}^n)$ for $\vec{\theta}_2, 3$ from the observed sample mean $\vec{Y}_{1, 2}^n$ as follows (Fig. 2).

$$\hat{\vec{\theta}}_{2, 3}(\vec{Y}_{1, 2}^n) := \arg\min_{\vec{\theta}_2, 3 \in \Theta_2, 3} \min_{\vec{\eta}_3 \in \mathcal{V}_3} D(W_{\vec{\theta}_2, 3, \vec{\eta}_3}^{\vec{Y}_{1, 2}^n}) \| W_{0, \vec{\theta}_2, 3} \).$$

(4.1)

For the definition of $\hat{\vec{\theta}}(\vec{Y}_{1, 2}, \vec{\eta}_3)$, see (3.11). Here, $\arg\min_{\vec{\theta}_2, 3 \in \Theta_2, 3}$ is not unique in general. In this case, we choose one of elements $\vec{\theta}_2, 3 \in \Theta_2, 3$ attaining the minimum.
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**Figure 2.** Estimator of partial observation model

This estimator can be calculated approximately by using the EM-algorithm in the following way. Firstly, we fix the initial point $\vec{\theta}_{2, 3, 0} \in \Theta_2, 3$. Then, repeating the following procedure, we calculate $\hat{\vec{\theta}}_{2, 3, j} \in \Theta_2, 3$ from $\hat{\vec{\theta}}_{2, 3, j-1} \in \Theta_2, 3$ iteratively as follows.

**E-step** We find the e-minimum point $\vec{\eta}_{3, j} := \arg\min_{\vec{\eta}_3} D(W_{\vec{\theta}(\vec{Y}_{1, 2}^n, \vec{\eta}_3)} \| W_{0, \vec{\theta}_{2, 3, j-1}} \).$

**M-step** Next, we find m-minimum point $\vec{\theta}_{2, 3, j} := \arg\min_{\vec{\theta}_2, 3} D(W_{\vec{\theta}(\vec{Y}_{1, 2}^n, \vec{\eta}_{3, j})} \| W_{0, \vec{\theta}_{2, 3, j-1}} \).$

The implementation is discussed in Appendix A. Since the maps $\vec{\eta}_3 \mapsto D(W_{\vec{\theta}(\vec{Y}_{1, 2}^n, \vec{\eta}_3)} \| W_{0, \vec{\theta}_{2, 3, j-1}} \)$ and $\vec{\theta}_{2, 3, j} \mapsto D(W_{\vec{\theta}(\vec{Y}_{1, 2}^n, \vec{\eta}_{3, j})} \| W_{0, \vec{\theta}_{2, 3, j-1}} \)$ are convex due to Proposition 3.9, these can be calculated by the convex optimization.
Pythagorean theorem (Proposition 3.10) guarantees the equations
\[
D(W_{\tilde{\theta}(\hat{Y}_{1,2}^{n}, \tilde{\theta}_{3,j})} \mid W_{0, \tilde{\theta}_{2,3,j}}) = D(W_{\tilde{\theta}(Y_{1,2}^{n}, \tilde{\theta}_{3,j})} \mid W_{0, \tilde{\theta}_{2,3,j}}) - D(W_{\tilde{\theta}(Y_{1,2}^{n}, \tilde{\theta}_{3,j})} \mid W_{0, \tilde{\theta}_{2,3,j}})
\]
(4.2)
\[
D(W_{\tilde{\theta}(Y_{1,2}^{n}, \tilde{\theta}_{3,j})} \mid W_{0, \tilde{\theta}_{2,3,j}}) = D(W_{0, \tilde{\theta}_{2,3,j}} \mid W_{0, \tilde{\theta}_{2,3,j}})
\]
(4.3)

So, repeating this procedure, we can achieve a local minimum value.

For a given point \( \bar{\theta}_{2,3,o} \in \Theta_{2,3} \), we fix \( \bar{\eta}_{1,o} := \bar{\eta}_{1}(0, \bar{\theta}_{2,3,o}) \). We denote the Hessian for the potential \( \phi \) with respect to the parameters \( (\bar{\theta}_{1}, \bar{\theta}_{2,3}) \) at \( (0, \bar{\theta}_{2,3,o}) \) by \( H_{0, \bar{\theta}_{2,3,o}}[\phi] \). We define the \((l_{2} + l_{3}) \times (l_{2} + l_{3})\) Jacobi matrix \( A(\bar{\theta}_{2,3,o}) \) whose \((i,j)\) component is \( \frac{\partial \eta_{i}(0, \bar{\theta}_{2,3,o})}{\partial \eta_{j}}(i = 1, \ldots, l_{2} + l_{3} \text{ and } j = l_{1} + 1, \ldots, l_{1} + l_{2} + l_{3}) \). Then, the Jacobi matrix \( A(\bar{\theta}_{2,3,o}) \) is calculated to be \( P_{3}H_{0, \bar{\theta}_{2,3,o}}[\phi]P_{3}^{T} \).

Then, we define the projective Fisher information matrix \( \tilde{H}_{\bar{\theta}_{2,3,o}} \) at \( \bar{\theta}_{2,3,o} \) by
\[
\tilde{H}_{\bar{\theta}_{2,3,o}} := A(\bar{\theta}_{2,3,o})^{T}H_{0, \bar{\theta}_{2,3,o}}[\phi]^{-1}
- H_{0, \bar{\theta}_{2,3,o}}[\phi]^{-1}P_{3}^{T}(P_{3}H_{0, \bar{\theta}_{2,3,o}}[\phi]^{-1}P_{3}^{T})^{-1}P_{3}H_{0, \bar{\theta}_{2,3,o}}[\phi]^{-1}A(\bar{\theta}_{2,3,o}).
\]
(4.4)

Then, we have the following lemma, whose proof is given in Appendix C.

**Lemma 4.1.** The following conditions are equivalent.

**B1** The rank of \( A(\bar{\theta}_{2,3,o}) \) is \( l_{2} + l_{3} \).

**B2** The matrix \( \tilde{H}_{\bar{\theta}_{2,3,o}} \) is invertible.

We call the condition of Lemma 4.1 the Jacobi matrix condition because the matrix \( A(\bar{\theta}_{2,3,o}) \) is the Jacobi matrix. Now, we impose the following condition to the parametric space \( \Theta_{2,3} \):

**C1** The parametric space \( \Theta_{2,3} \) is an open connected subset of \( \mathbb{R}^{l_{2} + l_{3}} \).

**C2** The map \( \bar{\theta}_{2,3} \in \Theta_{2,3} \rightarrow \bar{\eta}_{1,2}(0, \bar{\theta}_{2,3}) \) is one-to-one.

**C3** The matrix \( A(\bar{\theta}_{2,3}) \) has rank \( l_{2} + l_{3} \) for any element \( \bar{\theta}_{2,3} \in \Theta_{2,3} \). That is, the projective Fisher information matrix \( \tilde{H}_{\bar{\theta}_{2,3,o}} \) is invertible.

To satisfy these conditions, the number \( l_{3} \) needs to be smaller than \( l_{1} \). The feasibility of the above assumption will be discussed in Theorem 7.2.

Then, to refine Theorem 2.1, as an extension of Proposition 3.12, we obtain the following theorem, whose proof is given in Appendix C.

**Theorem 4.2.** Assume that the exponential family \( \{W_{0, \bar{\theta}_{2,3}}\}_{\bar{\theta}_{2,3} \in \Theta_{2,3}} \) satisfies the conditions **C1**, **C2**, and **C3**. If the true natural parameter is \( \bar{\theta}_{2,3,o} \), then the random variable \( \sqrt{n}(\bar{\theta}_{2,3,2}(\hat{Y}_{1,2}^{n}) - \bar{\theta}_{2,3,o}) \) asymptotically obeys the zero-mean Gaussian distribution of covariance matrix \( \tilde{H}_{\bar{\theta}_{2,3,o}}^{-1} \).

To discuss the validity of our model or our estimate, as a precise statement of Theorem 2.2, we prepare the following theorem, whose proof is given in Appendix C.
Theorem 4.3. We assume the following conditions

D1 Θ_{2,3} is an open set.
D2 The neighborhood of any element of Θ_{2,3} satisfies the same condition as Theorem 4.2,
D3 The integer \( \text{rank}(A(\hat{\theta}_{2,3})) \) is a constant value for \( \hat{\theta}_{2,3} \in \Theta_{2,3} \). So, we define the integer \( l(\Theta_{2,3}) := \text{rank}(A(\hat{\theta}_{2,3})) - l_2 \).
D4 The true parameter belongs to Θ_{2,3}.

Then, the random variable \( 2n \min_{\hat{\theta}_{2,3} \in \Theta_{2,3}} \min_{n_3} D(W \| W_0, \hat{\theta}_{2,3}) \) is subject to \( \chi^2 \)-distribution with degree \( l_1 - l(\Theta_{2,3}) \).

Under the assumption of Theorem 2.1, if the true transition matrix contains the model \( \mathcal{W} \) and the number \( n \) of observations is sufficiently large, the value \( 2n \min_{\hat{\theta}_{2,3} \in \mathcal{V}_3} D(W \| W_0, \hat{\theta}_{2,3}) \) is approximately subject to \( \chi^2 \)-distribution with degree \( l_1 - l(\Theta_{2,3}) \). If this value obtained by the above em-algorithm is very far from typical values in \( \chi^2 \)-distribution with degree \( l_1 - l(\Theta_{2,3}) \), we need to perform the above em-algorithm again with another initial value. If the value still does not do the above condition after several trials of the em-algorithm, we need to consider the possibility that our model \( \mathcal{W} \) is not correct.

Hence, when the number of observation \( n \) is sufficiently large, the random variable given in Theorem 2.2 can be used for the \( \chi^2 \)-test. Thus, we can choose a suitable model among several models when we fixed a certain significance level \( \alpha > 0 \). We choose the model with the minimum dimension among models passing this \( \chi^2 \)-test with the significance level \( \alpha \). Using Theorem 4.3, we can apply \( \chi^2 \)-test to the hypothesis testing with

H0: Null hypothesis The true transition matrix is contained in our model \( \mathcal{W} \).
H1: Alternative hypothesis The true transition matrix is not contained in our model \( \mathcal{W} \).

When the risk probability is \( \alpha \) and the observed value \( \min_{\hat{\theta}_{2,3} \in \mathcal{V}_3} D(W \| W_0, \hat{\theta}_{2,3}) \) is greater than \( F_{l_1 - l(\Theta_{2,3})}(1 - \alpha) \), we can reject the null hypothesis H0, where \( F_l \) is the cumulative distribution function of \( \chi^2 \)-distribution with degree \( l \). In other words, when we observe the value \( \chi^2 := \min_{\hat{\theta}_{2,3} \in \mathcal{V}_3} D(W \| W_0, \hat{\theta}_{2,3}) \), we can reject the null hypothesis H0 with risk probability \( 1 - F_{l_1 - l(\Theta_{2,3})}(\chi^2) \). In this way, we can estimate the validity of our model even though the true point is a singular point.

5. \( k \) - 1-memory transition matrices

5.1. \( k \) - 1-memory transition matrix and joint distribution

To apply the partial observation model to the hidden Markovian model, we consider the case when the distribution of the outcome on \( \mathcal{X} \) depends on the previous \( k - 1 \) outcomes. Such a sequence is called a Markovian chain with order \( k - 1 \), and is given as a \( k - 1 \)-memory transition matrix on \( \mathcal{X} \), which is described as \( W = \{ W(x_k|x_{k-1}, \ldots, x_1) \}_{x_k \in \mathcal{X}, (x_{1}, \ldots, x_{k-1}) \in \mathcal{X}^{k-1}} \). That is, the \( k \)-th distribution depends on the previous \( k - 1 \) outputs \( (x_{k-1}, \ldots, x_1) \). Then, we denote the support of \( W \) by \( \mathcal{X}_W^k := \{ (x_k, x_{k-1}, \ldots, x_1) \in \mathcal{X}^k | W(x_k|x_{k-1}, \ldots, x_1 > 0) \} \). In this definition, a \( k \) - 1-memory transition matrix can be regarded as a \( k \)-memory transition matrix.
The $k-1$-memory transition matrix $W$ can be naturally regarded as a transition matrix $W_{|X^{k-1}}$ on $X^{k-1}$ as
\[
W_{|X^{k-1}}(x_{k-1}, \ldots, x_1|x'_{k-1}, \ldots, x'_1) := W(x_{k-1}|x'_{k-1}, \ldots, x'_1)\delta_{x_{k-2},x'_{k-1}} \cdots \delta_{x_1,x'_2}.
\]
We say that a $k-1$-memory transition matrix $W$ is irreducible (ergodic) when the transition matrix $W_{|X^{k-1}}$ is an irreducible (ergodic) matrix. Then, we also define the divergence of two $k-1$-memory transition matrices $W$ and $W'$ as $D(W||W') := D(W_{|X^{k-1}}||W'_{|X^{k-1}})$. Thus, using the stationary distribution $P_W$ on $X^{k-1}$, we have
\[
D(W||W') = \sum_{x_{k-1}, \ldots, x_1} P_W(x_{k-1}, \ldots, x_1)D(W_{x_{k-1}, \ldots, x_1}||W'_{x_{k-1}, \ldots, x_1}). \tag{5.1}
\]
Now, we introduce the stationary condition for a distribution $P$ on $X^k$ as
\[
\sum_{x' \in X^k} P(x', x_{k-1}, \ldots, x_1) = \sum_{x' \in X^k} P(x_{k-1}, \ldots, x_1, x'). \tag{5.2}
\]
Also, we introduce the joint distribution $P^k_W$ and the set of transition matrices $W_{X^{k-1},W}$ as
\[
P^k_W(x_k, x_{k-1}, \ldots, x_1) := W(x_k|x_{k-1}, \ldots, x_1)P_W(x_{k-1}, \ldots, x_1)
\]
\[W_{X^{k-1},W} := \{ V| V is a k-1-memory transition matrix and X^k_V = X^k_W \}.
\]
Since $(X^{k-1})^2_{X^{k-1}}$ has one-to-one relation with $X^k_W$ as
\[
(X^{k-1})^2_{X^{k-1}} = \left\{ (x_{k-1}, \ldots, x_1, x'_{k-1}, \ldots, x'_1) \in X^{2k-2} \left| (x_{k-1}, x'_k, \ldots, x'_1) \in X^k_W \right| x_{k-2} = x'_{k-1}, \ldots, x_1 = x'_2 \right\}, \tag{5.3}
\]
applying Lemma 3.1 to the transition matrix $W_{X^{k-1}}$ on $X^{k-1}$, we find the following lemma.

**Lemma 5.1.** The set of distributions $P^k_W$ equals that the set of joint distributions on $X^k$ satisfying the stationary condition (5.2). More precisely,
\[
\{ P^k_W \}|W' \in W_{X^{k-1},W} = \left\{ P \left| P is a distribution with support X^k_W \right. \to satisfy the stationary condition (5.2). \right\}
\]

The next lemma shows that an ergodic $k-1$-memory transition matrix can be realized in a natural setting.

**Lemma 5.2.** Assume that a $k-1$-memory transition matrix $W$ is ergodic. If $W$ is regarded as a $k$-memory transition matrix, then any initial distribution on $X^k$ converges to the joint distribution $P^k_W$. Hence, $W$ is ergodic as a $k$-memory transition matrix.

This lemma guarantees that any ergodic transition matrix can be regarded as an ergodic $k-1$-memory transition matrix $W$, inductively.
Proof. Whatever initial distribution is, the distribution for \((x_k, \ldots, x_2)\) converges to the stationary distribution \(P_W\). When the marginal distribution for \((x_k, \ldots, x_2)\) of the initial distribution on \(X^k\) is \(P_W\), the output distribution is \(P_W^k\). Hence, we obtain the desired statement.

Remark 2. Here, we should remark that an irreducible \(k - 1\)-memory transition matrix \(W\) is not necessarily irreducible as a \(k\)-memory transition matrix. For simplicity, we consider the case with \(k = 2\). Assume that \(X\) is \(\mathbb{Z}_+\) and \(W(x|x') = \delta_{x,x' + 1}\), i.e., \(W\) has a cyclic form. Then, \(W\) is irreducible, but is not ergodic. When \(W\) is regarded as a \(2\)-memory transition matrix, we have \(W_{X^2}(x_2, x_1|x_2', x_1') = \delta_{x_2, x_2'} \delta_{x_1, x_1'}\). Then, the subset \(\{(2, 1), (3, 2), \ldots, (d, d - 1), (1, d)\}\) is closed in the application of \(W_{X^2}\). Hence, \(W_{X^2}\) is not irreducible.

5.2. Exponential family of \(k - 1\)-memory transition matrices

Now, we define an exponential family of \(k - 1\)-memory transition matrices as a natural extension of an exponential family of transition matrices as follows. Firstly, we fix an irreducible \(k - 1\)-memory transition matrix \(W\) on \(X\). Then, we denote the Perron-Frobenius eigenvalue by \(\lambda_{\bar{\theta}}\) and denote the Perron-Frobenius eigenvector by \(\bar{\eta}\). Also, we denote the Perron-Frobenius eigenvalue of the transpose \(W_{g \bar{\theta}}^T\) by \(\lambda_{g \bar{\theta}}\). Then, we define the \(k - 1\)-memory transition matrix \(W_{g \bar{\theta}}\) as

\[
W_{g \bar{\theta}}(x_k|x_{k-1}, \ldots, x_1) := \lambda_{g \bar{\theta}}^{-1} \sum_{j=1}^{l} \theta^j g_j(x_{k-1}, \ldots, x_1) W(x_{k-1}|x_{k-1}', \ldots, x_1') \delta_{x_{k-2}, x_{k-2}'} \cdots \delta_{x_1, x_1'}.
\]  

(5.4)

That is, we call \(\{W_{g \bar{\theta}}\}_{\bar{\theta} \in \Theta}\) the exponential family of \(k - 1\)-memory transition matrices generated by the generators \(g_1, \ldots, g_l\) at \(W\). The expectation parameter \(\eta_j(\bar{\theta})\) with \(j = 1, \ldots, l\) is given as

\[
\eta_j(\bar{\theta}) := \sum_{x \in X^k} g_j(x, x_{k-1}, \ldots, x_1) P_{W_{g \bar{\theta}}}^k(x, x_{k-1}, \ldots, x_1).
\]  

(5.6)

Then, combining Lemma 3.5 and (5.3), we have the following lemma.

Lemma 5.3. We define the linear map \(F^k\) from the set of first derivatives of \(P_{W_{g \bar{\theta}}}^k\) to \(\mathbb{R}^l\) as

\[
F^k \left( \sum_{i=1}^{l} a_i \frac{\partial}{\partial \theta^i} P_{W_{g \bar{\theta}}}^k \right) := \left( \sum_{x \in X^k} g_j(x, x_{k-1}, \ldots, x_1) \sum_{i=1}^{l} a_i \frac{\partial}{\partial \theta^i} P_{W_{g \bar{\theta}}}^k(x, x_{k-1}, \ldots, x_1) \right)_{j=1, \ldots, l}.
\]  

(5.7)
Then, the linear map $F^k$ is invertible.

Also, the set $\{W_{\hat{\theta}}(X^{k-1})\}_{\hat{\theta}}$ forms an exponential family of transition matrices on $\chi^{k-1}$ because

$$W_{\hat{\theta}}(X^{k-1})(x_{k-1}, \ldots, x_1 | x'_{k-1}, \ldots, x'_1) = \lambda_{\hat{\theta}}^{-1} F_{\hat{\theta}}(x_{k-1}, \ldots, x_1) W_{\hat{\theta}}(X^{k-1})(x_{k-1}, \ldots, x_1 | x'_{k-1}, \ldots, x'_1) F_{\hat{\theta}}(x'_{k-1}, \ldots, x'_1)^{-1}.$$  

In this sense, we call $\phi(\hat{\theta}) := \log \lambda_{\hat{\theta}}$ the potential function. Then, similar to (3.7), we have $D(W_{\hat{\theta}} || W_{\hat{\theta}'}) = \sum_{j=1}^d (\hat{\theta}^j - \hat{\theta}'^j) \frac{\partial \phi}{\partial \hat{\theta}^j}(\hat{\theta}) - \phi(\hat{\theta}) + \phi(\hat{\theta}').$

For linearly independent functions, the combination of Lemma 3.4 and (5.3) yields the following lemma.

**Lemma 5.4.** The following conditions for linearly independent function $g_1, \ldots, g_l$ in $G(\chi^k_W) / N(\chi^k_W)$ are equivalent.

1. The set of two-input functions $\{g_j\}$ form a basis of the quotient space $G(\chi^k_W) / N(\chi^k_W).$
2. The set $\{W_{\hat{\theta}}(X^k_W)_{\hat{\theta} \in \mathbb{R}^l}\}$ equals the set of transition matrices with the support $\chi^k_W$, i.e., $\{W_{\hat{\theta}}(X^k_W)_{\hat{\theta} \in \mathbb{R}^l}\} = \mathcal{W}_{\chi^{k-1}} W.$
3. We have $\{P_{W_{\hat{\theta}^l}}^k\}_{\hat{\theta} \in \mathbb{R}^l} = \left\{ P \mid P \text{ is a distribution with support } \chi^k_W \right\}$ to satisfy the stationary condition (5.2).

This lemma shows that $\mathcal{W}_{\chi^{k-1}} W$ is an exponential family. When $W$ has no zero entry, the dimension of $N(\chi^k_W)$ is $|\chi|^k - 1$, hence, the dimension of $G(\chi^k_W) / N(\chi^k_W)$ is $|\chi|^k - |\chi|^{k-1}$.

### 5.3. Partial observation model of $k - 1$-memory transition matrices

In this subsection, we rewrite the results in Section 4 for $k$-memory transition matrices, which will work as preparation of our application of the partial observation model to the hidden Markovian model. Let $W$ be an irreducible $k$-memory transition matrix on $\chi$, and $g_1, \ldots, g_{l_1+l_2+l_3}$ be linearly independent functions as elements of $G(\chi^k_W) / N(\chi^k_W).$ Let $\mathcal{W} := \{W_{\hat{\theta}}(X_{\theta}^{k-1})\}$ be the exponential family of $k - 1$-memory transition matrices on $\chi$ by $W$ with the generator $\{g_1, \ldots, g_{l_1+l_2+l_3}\}$. So, we can define the potential function $\phi$. Now, we consider the exponential subfamily $\mathcal{W}_2 := \{W_{\hat{\theta}^l, \hat{\theta}^2, \hat{\theta}^3}\}_{\hat{\theta}^2, \hat{\theta}^3 \in \Theta_2, 3}$, where the parametric space $\Theta_2, 3 \subset \mathcal{V}_2, 3$ will be discussed in a careful way.

Now, we assume that we can observe only the sample mean of the a part of generators $g_1, \ldots, g_{l_1+l_2}$ with $n + k$ observations $X_{n+k} = (X_1, \ldots, X_{n+k}).$ That is, we can observe the sample mean $\bar{Y}_{1,2}^n := (\bar{g}_1(X_{n+k}), \ldots, g_{l_1+l_2}(X_{n+k}))$, where $g_j(X_{n+k}) := \sum_{i=1}^n g_j(X_{i-1+k}, \ldots, X_i)$. So, the expectation of the sample mean $\bar{Y}_{1,2}^n$ converges to $\bar{g}_{1,2}(0, \hat{\theta}_2, 3) := \sum_{i=1}^n g_j(X_{i+k}, \ldots, X_i)$. Now, we propose an estimator $\hat{\theta}_{2,3}(Y_{1,2}^n)$ for $\hat{\theta}_{2,3}$ from the observed sample mean $Y_{1,2}^n$ as follows.

$$\hat{\theta}_{2,3}(Y_{1,2}^n) := \arg \min \min_{\bar{\theta}_{2,3} \in \Theta_2, 3} \min_{\bar{\theta}_{3} \in \mathcal{V}_3} D(\bar{W}_{\bar{\theta}_{1,2}^n, \bar{\theta}_{2,3}} || W_0, \bar{\theta}_{2,3}),$$  

(5.8)
Here, argmin_{\hat{\theta}_{2,3} \in \Theta_{2,3}} is not unique in general. In this case, we choose one of elements \( \hat{\theta}_{2,3} \in \Theta_{2,3} \) attaining the minimum.

In this case, still we need to care about the conditions C1, C2, and C3. At least, we need to verify the Jacobi matrix condition given in Lemma 4.1. In the next two sections, we will investigate the equivalence problem when we apply the partial observation model to the \( k - 1 \)-memory joint distribution.

6. Hidden Markov model

6.1. Equivalence problem

To discuss estimation of the transition matrix of the hidden Markovian process, we need to understand the relation between the stochastic behavior of the observed data and the transition matrix for hidden data. Indeed, there is a possibility that two different transition matrices for hidden and observed variables yield the same stochastic behavior for the observed variables. Since such two transition matrices cannot be distinguished, we need to identify them and consider that they are equivalent, in practice. As a preparation to apply the result of Section 4 to hidden Markov process, we need a parametrization by taking account into this equivalence relation for transition matrices. That is, a proper parametrization without duplication is essential for the estimation of hidden Markov process. For this aim, in this section, we review the result of the paper [12].

Given a transition matrix \( W(x|x') \) from the hidden system \( \mathcal{X} \) to itself and a transition matrix \( V(y|x') \) from the hidden system \( \mathcal{X} \) to the observed system \( \mathcal{Y} \), we say that the pair \((W,V)\) is a pair of transition matrices \((W,V)\) on \( \mathcal{X} \) with \( \mathcal{Y} \). Since the pair \((W,V)\) gives a transition matrix \( P_{XY}^{21}[W,V](x,y|x'y') := W(x|x')V(y|x') \) on \( \mathcal{X} \times \mathcal{Y} \), it yields a hidden Markovian process with an observed variable \( Y \) and a hidden variable \( X \). When the transition matrix \( W \) is irreducible, we call the pair \((W,V)\) of transition matrices irreducible. When the transition matrix \( W \) is ergodic, and the image of the matrix \( V \) is the vector space \( \mathcal{Y}_0 \), the transition matrix \( P_{XY}^{21}[W,V] \) is irreducible. Hence, we call the pair \((W,V)\) of transition matrices irreducible in this case.

In the following, for simplicity, we identify \( \mathcal{X} \) and \( \mathcal{Y} \) with \( \{1, \ldots , d\} \) and \( \{1, \ldots , d_Y\} \), respectively. That is, \( |\mathcal{X}| = d \) and \( |\mathcal{Y}| = d_Y \). In this section, we assume the above irreducibility. When the initial distribution is \( P \) and the transition matrices are \( W \) and \( V \), the probability that the sequence \((y_k, y_{k-1}, \ldots , y_1) \in \mathcal{Y}^k \) is given as

\[
\sum_{(x_0, x_1, \ldots , x_{k-1}) \in \mathcal{X}^k} V(y_k|x_{k-1})W(x_{k-1}|x_{k-2})V(y_{k-1}|x_{k-2}) \cdots W(x_1|x_0)V(y_1|x_0)P(x_0). \tag{6.1}
\]

For the following discussion, we employ the vector space \( \mathcal{V}_X := \{v = (v_x)_{x \in \mathcal{X}}|v_x \in \mathbb{R}\} \), i.e., the space \( \mathcal{V}_X \) is spanned by basis \( \{e_x\}_{x \in \mathcal{X}} \). We define the vector \( V_y \in \mathcal{V}_X \) as \( V_y(x') := V(y|x') \) and the matrix \( D(v) \) on \( \mathcal{V}_X \) as the diagonal matrix whose diagonal entries are given by a vector \( v \in \mathcal{V}_X \). Also, we define the vector \( V_{y,x'} \in \mathcal{V}_Y \) as \( V_{y,x'}(y) := V(y|x') \) for a transition matrix \( V(y|x') \) from \( \mathcal{X} \) to \( \mathcal{Y} \).

By using these notations and products of matrices on \( \mathcal{V}_X \), the transition matrix \( P^k[(W,V)] \) is defined as

\[
P^k[(W,V)](y_k, \ldots , y_1|x') := \sum_{x \in \mathcal{X}} (WD(V_{y_k})W \cdots WD(V_{y_1}))(x|x')
\]

\[
= \sum_{x \in \mathcal{X}} (D(V_{y_k})W \cdots WD(V_{y_1}))(x|x').
\]
Hence, the joint distribution \((6.1)\) on \(Y^k\) is given as

\[
P^k([W, V]) \cdot P(y_k, \ldots, y_1) = \sum_{x' \in X} (P^k([W, V])((y_k, \ldots, y_1|x')) P(x'),
\]

where \(\cdot\) express the matrix product on \(Y_X\).

The integer \(k_{(W, V)}\) is defined to be the minimum integer \(k_0\) to satisfy the condition \(\text{Ker} P^{k_0}([W, V]) = \bigcap_k \text{Ker} P^k([W, V])\). For a distribution \(P\) on \(X\), the subspace \(Y^k(P)\) is defined as the subspace of \(Y^k_X/\text{Ker} P^k([W, V])\) spanned by \([WD(V_{y_k})W \cdots WD(V_{y_1})P]|y_j \in Y, j \leq k\], where \([v]\) expresses the element of \(Y^k_X/\text{Ker} P^k([W, V])\) whose representative is \(v \in Y_X\). Then, the integer \(k_{(P, (W, V))}\) is defined to be the minimum integer \(k_1\) to satisfy the condition \(\cup_{k=1}^{\infty} Y^k(P) = Y^{k_1}(P)\). Then, the following proposition gives the meaning of the integers \(k_{(W, V)}\) and \(k_{(P, (W, V))}\).

**Proposition 6.1** ([12]). The following conditions are equivalent for \(P, W, V\) and \(P', W', V'\).

1. The relations \(k_{(W, V)} = k_{(W', V')}\), \(k_{(P, (W, V))} = k_{(P', (W', V'))}\), and \(P^k([W, V]) \cdot P = P^k([W', V'])\).

   \(P'\) hold with \(k = k_{(W, V)} + k_{(P, (W, V))} + 1\).

2. The relation \(P^k([W, V]) \cdot P = P^k([W', V'])\) holds with any integer \(k\).

3. The relation \(P^k([W, V]) \cdot P = P^k([W', V']) \cdot P'\) holds for \(k = \max(k_{(W, V)}, k_{(W', V')}) + \max(k_{(P, (W, V))}, k_{(P', (W', V'))}) + 1\).

When the condition of the above proposition holds, we say that the triple \(P, W, V\) is equivalent to the triple \(P', W', V'\). For a triple \(P, W, V\), the triple \(P', W', V'\) is called the minimum realization of the triple \(P, W, V\) when the triple \(P^k, W^k, V^k\) has the minimum set \(X\) among equivalent triples [11]. The numbers \(k_{(W, V)}\) and \(k_{(P, (W, V))}\) are upper bounded as follows.

**Proposition 6.2** ([11],[12]). The inequalities \(k_{(W, V)} \leq d\) and \(k_{(P, (W, V))} \leq d - \dim\text{Ker} P^k([W, V])\) hold.

In a special case, \(k_{(W, V)}\) is characterized as follows.

**Proposition 6.3** ([12]). Given a pair of transition matrices \((W, V)\) on \(X\) with \(Y\) and a distribution \(P\) on \(X\), we assume that the vectors \(\{V_{x|x'}\} x' \in X\) are linearly independent. Then, \(\text{Ker} P^1([W, V]) = \{0\}\) and \(k_{(W, V)} = 1\).

Although Proposition 6.3 guarantees the relation \(\text{Ker} P^k([W, V]) = \{0\}\) under a certain condition for the transition matrix \(V\), the condition is too strong because it does not hold when \(d_Y < d\). Even when \(d_Y < d\), we can expect the relations \(\text{Ker} P^k([W, V]) = \{0\}\) and \(V^k(P) = Y_X\) under some natural condition. The following lemma shows how frequently these conditions hold.

**Proposition 6.4** ([12]). We fix a transition matrix \(V\), and assume the existence of \(y \in Y\) such that \(V_y\) is not a scalar times of \(v_X\). The relations \(\text{Ker} P^k([W, V]) = \{0\}\) and \(V^k(P) = Y_X\) hold almost everywhere with respect to \(W\) and \(P\). Also, the relations \(\text{Ker} P^k([W, V]) = \{0\}\) and \(V^k(P) = Y_X\) hold almost everywhere with respect to \(W\).
### 6.2. Exponential family

Next, to give a suitable parametrization, we define the exponential family of pairs of transition matrices on $\mathcal{X}$ with $\mathcal{Y}$. Firstly, we fix a pair of transition matrices $(W, V)$ on $\mathcal{X}$, where $W$ is irreducible. Then, we denote the stationary distribution of $W$ by $P_W$, and denote the support of $(W, V)$ by $(\mathcal{X}^2 \cup (\mathcal{Y} \times \mathcal{X}))(W,V) := \mathcal{X}_W^2 \cup (\mathcal{Y} \times \mathcal{X})_V$. Also, we denote the linear space of real-valued functions $g = (g_a(x, x'), g_b(y, x'))$ defined on $(\mathcal{X}^2 \cup (\mathcal{Y} \times \mathcal{X}))(W,V)$ by $\mathcal{G}_{(W,V)}$. In this notation, for an element $(x, x') \in \mathcal{X}^2$, the function is given as $g_a(x, x')$, and for an element $(y, x') \in \mathcal{Y} \times \mathcal{X}$, the function is given as $g_b(y, x')$. In particular, we denote the linear space of real-valued functions $g = (g_a(x, x'), g_b(y, x'))$ defined on $(\mathcal{X}^2 \cup (\mathcal{Y} \times \mathcal{X}))(W,V)$ with this constraint $\sum_{y \in \mathcal{Y}} V(y|x')g_b(y, x') = 0$ for $x' \in \mathcal{X}$ on $G_{0,(W,V)}$. Additionally, we define the subspace $\mathcal{N}_{(W,V)}^I$ as the subspace of functions with form $g_a(x, x') = f(x) - f(x') + c$ and $g_b(y, x') = 0$.

To give the relation between $e$-representation and $m$-representation, we define the linear map $(W, V)_*$ on $G_{(W,V)}$ as

$$(W, V)_*(B, C) = (W_*(B), (D(V)_y)_{y \in \mathcal{Y}}).$$

(6.2)

Hence, an element $(B, C) \in (W, V)_* \mathcal{G}_{0}((\mathcal{X}^2 \cup (\mathcal{Y} \times \mathcal{X}))(W,V))$ satisfies $\sum_y C_y = 0$.

Then, we define the subspaces of $G_{(W,V)}$ as

$$\mathcal{L}_{1,W,V}^I := \{(B, C) \in G_{(W,V)} \big| B^T u_\mathcal{X} = 0, \sum_{y \in \mathcal{Y}} C_y = 0\},$$

$$(W, V)_* \mathcal{L}_{1,W,V}^I := \{(g_a, g_b) \big| \forall x', \sum_x g_a(x, x')W(x|x') = 0, \sum_y g_b(y, x')V(y|x') = 0\}. \quad (6.3)$$

When functions $\hat{g}_1, \ldots, \hat{g}_l \in G_{(W,V)}$ are linearly independent as elements of $G_{(W,V)}/\mathcal{N}_{(W,V)}^I$ for $\hat{\theta} := (\theta^1, \ldots, \theta^l) \in \mathbb{R}^l$, we define the matrices

$$V_{\hat{\theta}}(y|x') := e^{\sum_{j=1}^l \theta^j \hat{g}_j(y,x')} V(y|x')/ \sum_{y'} e^{\sum_{j=1}^l \theta^j \hat{g}_j(y',x')} V(y'|x')$$

(6.4)

$$\overline{W}_{\hat{\theta}}(x|x') := \sum_y e^{\sum_{j=1}^l \theta^j (\hat{g}_j,a(x,x') + \hat{g}_j,b(y,x'))} V(y|x') W(x|x'),$$

(6.5)

and denote the Perron-Frobenius eigenvalue by $\lambda_{\hat{\theta}}$. Also, we denote the Perron-Frobenius eigenvector of the transpose $\overline{W}_{\hat{\theta}}^T$ by $\overline{P}_{\hat{\theta}}^3$. Then, we define the transition matrix

$$W_{\hat{\theta}}(x|x') := \lambda_{\hat{\theta}}^{-1} \overline{P}_{\hat{\theta}}^3(x|x') \overline{W}_{\hat{\theta}}(x|x') \overline{P}_{\hat{\theta}}^3(x|x')^{-1}$$

(6.6)
on $\mathcal{X}$. We call $\{ (W_{\hat{\theta}}, V_{\hat{\theta}}) \}_{\hat{\theta}}$ an exponential family of pairs of transition matrices generated by $\hat{g}_1, \ldots, \hat{g}_l$. For the latter discussion, we define $l'$ be the dimension of the subspace $G(\mathcal{Y}) \cap < \hat{g}_1, \ldots, \hat{g}_l >$, where $< \hat{g}_1, \ldots, \hat{g}_l >$ is the subspace spanned by $\hat{g}_1, \ldots, \hat{g}_l$ and $G(\mathcal{Y})$ is defined as the subspace of elements $g = (0, g_0(y, x'))$ in $G(\mathcal{W}, \mathcal{V})$ such that $g_0(y, x')$ depends only on $y$. Then, we reselect the generators as a basis $\hat{g}_1, \ldots, \hat{g}_l$ of the subspace $< \hat{g}_1, \ldots, \hat{g}_l >$ such that $\hat{g}_1, \ldots, \hat{g}_l \in G(\mathcal{Y})$. As explained in the paper [12, Section 4.1], this exponential family can be regarded as a special case of exponential families of transition matrices on $\mathcal{X} \times \mathcal{Y}$. The combination of (6.4), (6.5), and (6.6) gives the form of $W_{\hat{\theta}}(x|x')V_{\hat{\theta}}(y|x')$ as

$$W_{\hat{\theta}}(x|x')V_{\hat{\theta}}(y|x') = \lambda^{-1}_{\hat{\theta}}P_{\hat{\theta}}^2(x)\sum_{j} \theta^j (g_{1,a}(x,x') + g_{j,b}(y,x'))V(y|x')W(x|x')P_{\hat{\theta}}^3(x')^{-1}.$$ 

**Example 1 ([12]).** As an example, we consider the full parameter model of pairs of transition matrices on $\mathcal{X}$ with $\mathcal{Y}$. That is, we assume that the support $(\mathcal{X}^2 \cup (\mathcal{Y} \times \mathcal{X}))_{(W,V)}$ is $\mathcal{X}^2 \cup (\mathcal{Y} \times \mathcal{X})$ and $W$ is irreducible. The tangent space of the model is given by the space $L_{(W,V)}^1$, whose dimension is $l := d^2 - d + dd_Y - d = d(d + d_Y - 2)$. In this case, we can easily find the generators as follows. Here, we do not necessarily choose the generators from $G(\mathcal{W}, \mathcal{V})$. That is, it is sufficient to choose them as elements of $G(\mathcal{W}, \mathcal{V})$. Remember that $\mathcal{X} = \{1, \ldots, d\}$ and $\mathcal{Y} = \{1, \ldots, d_Y\}$. To define $\hat{g}_j$ for $1 \leq j \leq l$, we choose the functions $\hat{g}_{j,a}$ and $\hat{g}_{j,b}$ for $1 \leq j \leq d_Y - 1$, the functions $\hat{g}_{i(d_Y-1)+j,a}$ and $\hat{g}_{i(d_Y-1)+j,b}$ for $1 \leq i \leq d - 1$, $1 \leq j \leq d_Y - 1$, and the functions $\hat{g}_{d(d_Y-1)+(i-1)(d-1)+j,a}$ and $\hat{g}_{d(d_Y-1)+(i-1)(d-1)+j,b}$ for $1 \leq i \leq d$, $1 \leq j \leq d - 1$ as

$$\hat{g}_{j,a}(x, x') := 0, \quad \hat{g}_{j,b}(y, x') := \delta_{y,j}, \quad \hat{g}_{i(d_Y-1)+j,a}(x, x') := 0 \tag{6.7}$$

$$\hat{g}_{i(d_Y-1)+j,b}(y, x') := \delta_{x',i}\delta_{x,j} \tag{6.8}$$

$$\hat{g}_{d(d_Y-1)+(i-1)(d-1)+j,a}(x, x') := \delta_{x',i}\delta_{x, j} \tag{6.9}$$

$$\hat{g}_{d(d_Y-1)+(i-1)(d-1)+j,b}(y, x') := 0. \tag{6.10}$$

Then, the functions $\hat{g}_i := (\hat{g}_{i,a}, \hat{g}_{i,b})$ are linearly independent. We can parametrize the full model of pairs of transition matrices by using these generators. In particular, the first $d_Y - 1$ functions belong to $G(\mathcal{Y})$. That is, the maximum number $l'$ of observed generators is $d_Y - 1$. Then, we have the exponential family of pairs of transition matrices $(W_{\hat{\theta}}, V_{\hat{\theta}})$, which is generated by the above generators $\hat{g}_1, \ldots, \hat{g}_l$ at $(W, V)$.

The following proposition guarantees that Example 1 characterizes all pairs of transition matrices with full support.

**Proposition 6.5 ([12]).** If the pair of transition matrices $(W, V)$ satisfies Condition $(\mathcal{X}^2 \cup (\mathcal{Y} \times \mathcal{X}))_{(W,V)} = \mathcal{X}^2 \cup (\mathcal{Y} \times \mathcal{X})$, then the set $\{ (W_{\hat{\theta}}, V_{\hat{\theta}}) \}_{\hat{\theta}}$ defined in Example 1 equals the set of pairs of transition matrices $(W', V')$ on $\mathcal{X}$ with $\mathcal{Y}$ satisfying the relation $(\mathcal{X}^2 \cup (\mathcal{Y} \times \mathcal{X}))_{(W',V')} = \mathcal{X}^2 \cup (\mathcal{Y} \times \mathcal{X})$.

**6.3. Local equivalence**

However, as discussed in Subsection 6.1, we cannot necessarily distinguish all the elements of the above exponential family because due to the equivalence problem. Here, we discuss the equivalence...
problem among generators. For this aim, we define several subspaces of $G_{(W,V)}$. First, we define the subspace $L_{P,W,V}^I$ as

$$L_{P,W,V}^I := \left\{ (B,C) \in G_{(W,V)} \left| \text{Conditions (6.12) and (6.13) hold} \right. \right\},$$

(6.11)

where Conditions (6.12) and (6.13) are defined as

$$B^T |u_X| = 0,$$

(6.12)

$$(W D(C_y) + BD(V_y))(V_{k(P,W,V)}(P) + \text{Ker } P_{k(W,V)}(W,V)) \subset \text{Ker } P_{k(W,V)}(W,V).$$

(6.13)

Here, $V_{k(P,W,V)}(P) + \text{Ker } P_{k(W,V)}(W,V)$ expresses the subspace of $V_X$ generated by $\text{Ker } P_{k(W,V)}(W,V)$ and the representatives of $V_{k(P,W,V)}(P)$ while $V_{k(P,W,V)}(P)$ is a subspace of the quotient space $V_X / \text{Ker } P_{k(W,V)}(W,V)$. Then, we define the subspaces as

$$L_{2,W,V}^I := \{(|W|A),C)|A^T |u_X| = 0, W[D(V_y),A] = W(D(C_y))\}.$$

(6.14)

When $W$ is invertible, we define $N_{I1}(W,V) := (W,V)^{-1}(L_{2,W,V})$ and $N_{I1}(W,V) := (W,V)^{-1}(L_{I,P,W,V})$. By using $N_{I(W,V)}$ and these spaces, the following proposition characterizes the equivalent conditions for generators in the asymptotic setting. That is, it addresses what generators yield an observed infinitesimal change.

**Proposition 6.6 ([12]).** Assume that the transition matrix $W$ is irreducible. Then, the following conditions are equivalent for functions $g_1, \ldots, g_t \in G_{1,(W,V)}$ and a vector $\vec{a} \in \mathbb{R}^I$, where $\{(\vec{W},V_{\theta})\}$ is the exponential family of pairs of transition matrices generated by the generators $\{g_i\}_{i=1}^t$.

1. The function $\sum_{j=1}^t a_j g_j \in G_{1,(W,V)}$ belongs to $N_{I1}(W,V) + N_{P_{W}(W,V)}$.
2. The relation $\sum_{j=1}^t a_j \frac{\partial}{\partial \theta} P_{k(W,V)}(W_{\theta},V_{\theta}) \cdot P_{W_{\theta}} |_{\theta=0} = 0$ holds for any positive integer $k$.
3. The relation $\sum_{j=1}^t a_j \frac{\partial}{\partial \theta} P_{k(W,V)}(W_{\theta},V_{\theta}) + k(P_{W}(W,V)) + 1 |(W_{\theta},V_{\theta}) \cdot P_{W_{\theta}} |_{\theta=0} = 0$ holds.
4. The relation $\sum_{j=1}^t a_j \frac{\partial}{\partial \theta} P_{k(W,V)}(W_{\theta},V_{\theta}) \cdot P_{W_{\theta}} |_{\theta=0} = 0$ holds with a certain integer $k \geq k(W,V) + k(P_{W}(W,V)) + 1$.

Due to this theorem, under the above identification, the local and asymptotic equivalence class at $\theta$ is given as the quotient space $G_{(W,V)} / (N_{I1}(W,V) + N_{P_{W}(W,V)} + N_{I2}(W,V))$. When the generators of our exponential family are not linearly independent in the sense of the quotient space $G_{(W,V)} / (N_{I1}(W,V) + N_{P_{W}(W,V)} + N_{I2}(W,V))$, the parametrization around $(W,V)$ does not express distinguishable information. That is, the parametrization is considered to be redundant.

**Proposition 6.7 ([12]).** We assume that all the vectors $V_{*,x}$ are different and the relations $\text{Ker } P_{k(W,V)}(W,V) = \{0\}$ and $V_{k(P,W,V)}(P) = V_X$ hold. Then, the relations $\dim L_{2,W,V}^I = \dim L_{I,P,W,V}^I = 0$ hold.

Since all the vectors $V_{*,x}$ are different almost everywhere with respect to $V$, Propositions 6.4 and 6.7 guarantee that the relation $\dim L_{2,W,V}^I = \dim L_{I,P,W,V}^I = 0$ holds almost everywhere with respect to $V,W$ in the exponential family $(\vec{W},V_{\theta})$ of Example 1. However, in several points, the dimensions of these spaces are not zero. We call such points singular points.
7. Estimation in hidden Markovian model

7.1. Application of Theorem 4.2

In this section, we apply the framework of a partial observation model given in Section 4 to an exponential family of transition matrices as $k-1$-memory transition matrices given in Section 5. For this aim, we prepare several notions for the application of Theorem 4.2.

When the transition matrix $W$ is ergodic and the image of the matrix $V$ is the vector space $V_Y$, we can show that the transition matrix $P_{XY}^{(1)}[(W, V)]$ on $X \times Y$ is ergodic in the similar way as Lemma 5.2. Hence, we call the pair $(W, V)$ of transition matrices ergodic in this case. In this section, we assume this property. We prepare generators $g_1, \ldots, g_l$ defined on the support of $(W, V)$, i.e., $(X^2 \cup (Y \times X)) \cap (W, V) = X^2_Y \cup (Y \times X)_V$, where $g_i$ has a form $(\hat{g}_{i,a}, \hat{g}_{i,b})$ for $i = 1, \ldots, l$. We assume that the initial $l'$ generators $\hat{g}_1, \ldots, \hat{g}_{l'}$ are given as functions of $Y$, i.e., $\hat{g}_{i,a} = 0$ and $\hat{g}_{i,b}(y, x)$ depends only on $y$ for $i = 1, \ldots, l'$. Hence, $\hat{g}_i$ can be regarded as an element of $G(Y)$ for $i = 1, \ldots, l'$. Then, we address the exponential family of pairs of transition matrices $(W_{\bar{g}}, V_{\bar{g}})$, which is generated by the generators $\hat{g}_1, \ldots, \hat{g}_l$ with $(W, V)$. That is, we treat the pair of transition matrices $(W_{\bar{g}}, V_{\bar{g}})$ as $k-1$-memory transition matrices $P_{XY}^{k-1}[(W_{\bar{g}}, V_{\bar{g}})]$ on $\bar{X} := X \times Y$ in the following way.

$$P_{XY}^{k-1}[(W_{\bar{g}}, V_{\bar{g}})](x_k, y_k | x_{k-1}, y_{k-1}, \ldots, x_1, y_1) := W_{\bar{g}}(x_k | x_{k-1})V_{\bar{g}}(y_k | x_{k-1}).$$

In particular, we have

$$P_{XY}^{k-1}[(W, V)](x_k, y_k | x_{k-1}, y_{k-1}, \ldots, x_1, y_1) := W(x_k | x_{k-1})V(y_k | x_{k-1}).$$

Since the pair $(W, V)$ of transition matrices is ergodic, Lemma 5.2 guarantees that the $k-1$-memory transition matrix $P_{XY}^{k-1}[(W, V)]$ is ergodic. When the distribution $P$ on $X$ has the full support, the support of $P_{XY}^{(1)}[(W_{\bar{g}}, V_{\bar{g}})] \cdot P$ does not depend on the parameter $\bar{g}$, and equals that of $P_{XY}^{k-1}[(W, V)] \cdot P$. Hence, we denote the support by $\mathcal{Y}(W_{\bar{g}}, V_{\bar{g}})$. We focus on the function space $G(\mathcal{Y}(W, V))$ on $\mathcal{Y}(W, V)$, and the subspace $\mathcal{N}(\mathcal{Y}(W, V))$, which is defined as the subspaces of functions of the form $f(y_k, y_{k-1}, \ldots, y_0) - f(y_k, y_{k-2}, \ldots, y_1) + c$ for $(y_k, y_{k-1}, \ldots, y_1) \in \mathcal{Y}(W, V)$. In the following, we identify an element $g \in G(\mathcal{Y})$ with an element $\bar{g}$ of $G(\mathcal{Y}(W_{\bar{g}}, V_{\bar{g}}))$ as $\bar{g}(y_k, \ldots, y_1) := g(y_k)$. In this way, $G(\mathcal{Y})$ can be regarded as a subspace of $G(\mathcal{Y}(W_{\bar{g}}, V_{\bar{g}}))$. Hence, the generators $\hat{g}_1, \ldots, \hat{g}_{l'}$ can be regarded as linearly independent as elements of $G(\mathcal{Y}(W_{\bar{g}}, V_{\bar{g}}))/\mathcal{N}(\mathcal{Y}(W_{\bar{g}}, V_{\bar{g}}))$. We choose observed generators $g_1, \ldots, g_l$, as elements of $G(\mathcal{Y}(W_{\bar{g}}, V_{\bar{g}}))/\mathcal{N}(\mathcal{Y}(W_{\bar{g}}, V_{\bar{g}}))$ such that $g_1, \ldots, g_l, \hat{g}_1, \ldots, \hat{g}_{l'}$ is a basis of the space $G(\mathcal{Y}(W_{\bar{g}}, V_{\bar{g}}))/\mathcal{N}(\mathcal{Y}(W_{\bar{g}}, V_{\bar{g}}))$. Then, we choose $l_2 := l'$ and $l_3 := l - l'$, and define $g_{l+1}$ to be $\hat{g}_i$ for $i = 1, \ldots, l'$.

Using the generators $g_1, \ldots, g_{l_1+l_2+l_3}$ and the $k-1$-memory transition matrix $P_{XY}^{k-1}[(W, V)]$ on $\mathcal{Y} \times X$, we define the exponential family of $k-1$-memory transition matrices $P_{XY}^{k-1}[(W_{\bar{g}}, V_{\bar{g}})]$ on $\bar{X}$, where $\bar{g}_1 = (\theta^1, \ldots, \theta^{l_1})$ and $\bar{g}_{2,3} = (\theta^{l_1+1}, \ldots, \theta^{l_1+l_2+l_3})$. Since $P_{XY}^{k-1}[(W_{\bar{g}}, V_{\bar{g}})]$, we can apply the method in Section 4 to the exponential family of $k-1$-memory transition matrices $P_{XY}^{k-1}[(W_{\bar{g}}, V_{\bar{g}})]$ on $\bar{X}$, for the estimation of the parameter of the exponential family of pairs of transition matrices $(W_{\bar{g}}, V_{\bar{g}})$. 
Here, to give a concrete form of $P_{XY|\theta}^{k|k-1}([W,V])$ for $\theta = (\vec{\theta}_1, \vec{\theta}_2, \vec{\theta}_3)$, we define a matrix $\tilde{W}_{\theta}^{k|k-1}$ on $\tilde{X}^{k-1}$ as
\[
\tilde{W}_{\theta}^{k|k-1}(\tilde{x}_{k-1}, \ldots, \tilde{x}_2, \tilde{x}_1)
:= \delta_{\tilde{x}_{k-2}, \tilde{x}'_{k-1}}, \ldots, \delta_{\tilde{x}_2, \tilde{x}_1} P_{XY}^{k|k-1}([W,V])((\tilde{x}_{k-1}|\tilde{x}'_{k-1}, \ldots, \tilde{x}_1) e^\sum_{i=1}^{d_l} l_{2i}^\theta g_i(\tilde{x}_{k-1}, \tilde{x}'_{k-1}, \ldots, \tilde{x}_1).
\]

We denote the Perron-Frobenius eigenvalue and the Perron-Frobenius eigenvector of $(\tilde{W}_{\theta}^{k|k-1})^T$ by $\lambda_{\theta}$ and $P_{XY}^{k|k-1}$, respectively. Then, $P_{XY}^{k|k-1}([W,V])$ is written as
\[
P_{XY}^{k|k-1}([W,V])((\tilde{x}_k|\tilde{x}_{k-1}, \ldots, \tilde{x}_1))
= \lambda_{\theta}^{-1} P_{XY|\theta}^{k|k-1}(\tilde{x}_k, \ldots, \tilde{x}_2) \tilde{W}_{\theta}^{k|k-1}(\tilde{x}_k, \ldots, \tilde{x}_2) \tilde{W}_{\theta}^{k|k-1}(\tilde{x}_{k-1}, \ldots, \tilde{x}_1) P_{XY}^{k|k-1}((\tilde{x}_{k-1}, \ldots, \tilde{x}_1))^{-1}
\]
for $(\tilde{x}_k, \tilde{x}_{k-1}, \ldots, \tilde{x}_1) \in \tilde{X}^k$.

**Example 2.** As a typical example, we apply the above discussion to the exponential family $(W_{\vec{\theta}}, V_{\vec{\theta}})$ given in Example 1. Hence, we assume the same assumption as Example 1. Since $(\mathcal{X}^2 \cup (\mathcal{Y} \times \mathcal{X}))|(W,Y) = \mathcal{X}^2 \cup (\mathcal{Y} \times \mathcal{X})$, the dimension of $\mathcal{G}(\mathcal{Y}^k)/\mathcal{N}(\mathcal{Y}^k)$ is $d_{Y}^k - d_{Y}^{k-1}$. Since $l_2 = l' = d_Y - 1$, we have $l_1 = d_{Y}^k - d_{Y}^{k-1} - d_Y + 1$ and $l_3 = l - l_2 = (d - 1)(d - 1 - d_Y)$. In the following, we choose $l_1$ functions $g_1, \ldots, g_{l_1}$ as elements of $\mathcal{G}(\mathcal{Y}^k)$.

Now, we identify the set $\mathcal{Y}$ with the set $\{1, \ldots, d_Y\}$, and the set $\mathcal{Y}^{k-1}$ with the set $\{1, \ldots, d_Y^{k-1}\}$. Then, we define the functions $g_{i + (j - 1)(d_Y^{k-1} - 1)}$ on $\mathcal{Y}^k$ for $i = 1, \ldots, d_Y^{k-1} - 1$ and $j = 1, \ldots, d_Y - 1$ as
\[
g_{i + (j - 1)(d_Y^{k-1} - 1)}(y_k, \bar{y}) := \delta_{j, y_k} \delta_{i, \bar{y}}, \tag{7.1}
\]
where $y_k \in \mathcal{Y}$ and $\bar{y} \in \mathcal{Y}^{k-1}$. Then, we define $g_{l_1 + 1}, \ldots, g_{l_1 + l_2 + l_3}$ by $g_{l_1 + i} := \tilde{g}_i$ for $i = 1, \ldots, l_2 + l_3$, where $\tilde{g}_1, \ldots, \tilde{g}_{l_2 + l_3}$ are given in (6.7)–(6.10).

Now, we apply the framework of a partial observation model of $k - 1$-memory transition matrices given in Subsection 5.3 to the case when $\mathcal{X}$ is $\mathcal{Y} \times \mathcal{X}$, the generators $g_1, \ldots, g_{l_1 + l_2 + l_3}$ are given in the above way, and the $k - 1$-memory transition matrix $W$ is given by the $k - 1$-memory transition matrix $P_{XY}^{k|k-1}([W,V])$ on $\mathcal{Y} \times \mathcal{X}$. While the projective Fisher information matrix $H_{\theta_{2,3}}$ is defined in (4.4) and plays a central role in Section 4, $H_{\theta_{2,3,0}}^{k|k-1}$ expresses this matrix for the exponential family of $k - 1$-memory transition matrices $P_{XY|\theta}^{k|k-1}([W,V])$ on $\tilde{X}$. The aim of this application is the estimation of the parameter $\theta_{2,3}$ to identify the $k - 1$-memory transition matrix $P_{XY}^{k|k-1}([W_{\vec{\theta}'}, V_{\vec{\theta}}])$ from the average of the observation on $\mathcal{Y}^k$. In this application, we employ the estimator $\hat{\theta}_{2,3}(\mathcal{Y}^k)$ given in (5.8). However, in order that Theorem 4.2 gives its asymptotic behavior, we need Conditions C1, C2, and C3 in Subsection 4. At least, the projective Fisher information matrix $H_{\theta_{2,3,0}}^{k|k-1}$ needs to be invertible. For this issue, we have the following lemma by considering the condition B1 of Lemma 4.1.
Lemma 7.1. The following conditions are equivalent for a fixed positive integer \( k \), \( \tilde{\theta}_0 \), and the generators \( g_{l_1+1}, \ldots, g_{l_1+l_2+l_3} \).

E1 We focus on the distribution \( P^k[(W_{\tilde{\theta}}, V_{\tilde{\theta}})] \cdot P_{W_{\tilde{\theta}}} \) on \( \mathcal{Y}^k \). The partial derivatives \( \frac{\partial}{\partial \theta} P^k[(W_{\tilde{\theta}}, V_{\tilde{\theta}})] \cdot P_{W_{\tilde{\theta}}} \) are linearly independent for \( j = l_1 + 1, \ldots, l_1 + l_2 + l_3 \).

E2 The Jacobi matrix condition, i.e., the condition of Lemma 4.1 holds at \( \tilde{\theta}_0 \).

Proof. For \( i = 1, \ldots, l_1 + l_2 \) and \( j = l_1 + 1, \ldots, l_1 + l_2 + l_3 \),

\[
A(\tilde{\theta}_0)_{i,j} = \frac{\partial g_i(0, \tilde{\theta}_0)}{\partial \theta_j} \bigg|_{\tilde{\theta}_0 = \tilde{\theta}_0} = \frac{\partial}{\partial \theta_j} \sum_{\tilde{y} \in \mathcal{Y}^k} g_i(\tilde{y}) P^k[(W_{\tilde{\theta}}, V_{\tilde{\theta}})] \cdot P_{W_{\tilde{\theta}}}(\tilde{y}) \bigg|_{\tilde{\theta} = \tilde{\theta}_0} = \sum_{\tilde{y} \in \mathcal{Y}^k} g_i(\tilde{y}) \frac{\partial}{\partial \theta_j} P^k[(W_{\tilde{\theta}}, V_{\tilde{\theta}})] \cdot P_{W_{\tilde{\theta}}}(\tilde{y}) \bigg|_{\tilde{\theta} = \tilde{\theta}_0}.
\]

(7.2)

Therefore, since \( g_1, \ldots, g_{l_1+l_2} \) span the space \( \mathcal{G}(\mathcal{Y}^k)/\mathcal{N}(\mathcal{Y}^k) \), due to Lemmas 5.3 and 5.4, the linear independence of the vectors \( (A(\tilde{\theta}_0)_{i,l_1+1}), \ldots, (A(\tilde{\theta}_0)_{i,l_1+l_2+l_3}) \) is equivalent to the linear independence of the partial derivatives \( \frac{\partial}{\partial \theta_i} P^k[(W_{\tilde{\theta}}, V_{\tilde{\theta}})] \cdot P_{W_{\tilde{\theta}}} \) for \( i = 1, \ldots, l_1+l_2+l_3 \).

Theorem 7.2. Let \( \{(W_{\tilde{\theta}}, V_{\tilde{\theta}})\}_{\tilde{\theta} \in \mathbb{R}^{l_2+l_3}} \) be the exponential family of pairs of transition matrices given in Example 2. We choose an open subset \( \Theta_{2,3} \subset \mathbb{R}^{l_2+l_3} \) to satisfy the conditions C1 and C2 given in Section 4. If the following conditions hold at any element \( \tilde{\theta} = \tilde{\theta}_{2,3:o} \in \Theta_{2,3} \), then the projective Fisher information matrix \( H^{k(k-1)}_{\tilde{\theta}_{2,3:o}} \) is invertible. Hence, when the true parameter is \( \tilde{\theta}_{2,3:o} \), the random variable \( \tilde{\theta}_{2,3}(Y_{1:n}^{(3)}) - \tilde{\theta}_{2,3:o} \) asymptotically obeys the Gaussian distribution with the covariance matrix \( \frac{1}{n}(H^{k(k-1)}_{\tilde{\theta}_{2,3:o}})^{-1} \).

F1 \( \text{Ker } P^k[(W_{\tilde{\theta}}, V_{\tilde{\theta}})] = \{0\} \) and \( V^{k^P}(W_{\tilde{\theta}}, V_{\tilde{\theta}})(P) = V_X \).

F2 All the vectors \( V_{\tilde{\theta}_{2,3:o}} \) are different.

F3 The inequality \( k \geq k^P(W_{\tilde{\theta}}, V_{\tilde{\theta}}) + k^P(W_{\tilde{\theta}}, V_{\tilde{\theta}}) + k^P(W_{\tilde{\theta}}, V_{\tilde{\theta}}) \) holds.

Proof. Proposition 6.7 and Conditions F1 and F2 guarantee the relations \( \dim \mathcal{L}^T_{2,W,V} = \dim \mathcal{L}^T_{P,W,V} = 0 \). Hence, \( g_{l_1+1}, \ldots, g_{l_1+l_2+l_3} \) are linearly independent at any element \( \tilde{\theta}_{2,3:o} \in \Theta_{2,3} \) in the sense of the
quotient space $G_{(W,V)}/(N_{(W,V)} + N_{P_{WV}-(W,V)} + N_{2,(W,V)})$. The combination of this fact, the condition \textbf{F3}, and Proposition \textbf{6.6} implies the condition \textbf{E1} of Lemma 7.1 at any element $\tilde{\theta}_{2,3,o} \in \Theta_{2,3}$. Hence Lemmas 4.1 and 7.1 show that the projective Fisher information $H^{k|k-1}_{\tilde{\theta}_{2,3,o}}$ is invertible at any element $\tilde{\theta}_{2,3,o} \in \Theta_{2,3}$. Due to Theorem 4.2, the random variable $\hat{\theta}_{2,3} (\hat{Y}_{1,2}^n) - \tilde{\theta}_{2,3,o}$ asymptotically obeys the zero-mean Gaussian distribution of covariance matrix $\frac{1}{n} (H^{k|k-1}_{\tilde{\theta}_{2,3,o}})^{-1}$ when the true parameter is $\tilde{\theta}_{2,3,o}$. \hfill \Box 

Now, we freely choose the transition matrix $W$ on $\mathcal{X}$ and the transition matrix $V$ from $\mathcal{X}$ to $\mathcal{Y}$. Since Conditions \textbf{F2} and \textbf{F3} hold almost everywhere, due to Proposition 6.4, all the Conditions \textbf{F1, F2,} and \textbf{F3} hold almost everywhere. Hence, when our model is given by the exponential family given in Example 2, the estimator $\hat{\theta}_{2,3} (\hat{Y}_{1,2}^n)$ given in (5.8) estimates the true parameter except for measure-zero sets.

\textbf{7.2. Special cases}

Although we have discussed how to apply our result in the special case in Example 2, we analyze the more details in the more special case, which might be helpful for the readers to understand the mathematical structure discussed in this paper. In this subsection, we employ the parametrization given in Examples 1 and 2.

\textbf{7.2.1. $d = 2$ and $d_Y = 2$}

When $d_Y = 2$, we choose $W$ and $V$ as $W = V = \begin{pmatrix} 1 & 1 \\ 1 & 1 \end{pmatrix}$. As discussed in [12], the subset of singular elements equals the set of non-memory cases, which can be characterized as $\theta^2 = 0$ or $\theta^3 = \theta^4 = 0$. This case is simply described by a binomial distribution and denoted by the model $\theta^{1 \times 2}$. Hence, the set of non-singular elements are given as $\mathbb{R} \times (\mathbb{R} \setminus \{0\}) \times (\mathbb{R}^2 \setminus \{(0,0)\})$, which can be divided into two connected components $\theta^{2 \times 2} := \mathbb{R} \times (0, \infty) \times (\mathbb{R}^2 \setminus \{(0,0)\})$ and $\mathbb{R} \times (-\infty, 0) \times (\mathbb{R}^2 \setminus \{(0,0)\})$. Each connected component has a one-to-one correspondence to non-singular elements divided by the equivalence class. When we have a possibility for two models $\theta^{2 \times 2}$ and $\theta^{1 \times 2}$, we need to choose one of the two models. For this aim, employing Theorem 4.3, we apply the $\chi^2$-test for this choice with a certain significance level $\alpha > 0$. That is, when the smaller model $\theta^{1 \times 2}$ passes the $\chi^2$-test we adopt it. Otherwise, we adopt the larger one.

\textbf{7.2.2. $d = 2$ and $d_Y \geq 3$}

When $d_Y \geq 3$, we choose $W$ and $V$ as $W = \begin{pmatrix} 1 & 1 \\ 1 & 1 \end{pmatrix}$, $V = \begin{pmatrix} 1 \\ d_Y \\ d_Y \\ \vdots \\ d_Y \\ d_Y \end{pmatrix}$. As discussed in [12], the subset of singular elements equals the set of non-memory cases, which can be characterized as $\theta^{d_Y} = \cdots = \theta^{2d_Y-2} = 0$ or $\theta^{2d_Y-1} = \theta^{2d_Y} = 0$. We denote this model by $\theta^{1 \times d_Y}$. Let $\theta^{NM}$ be the set $(\mathbb{R}^{d_Y-1} \times \{0, \ldots, 0\}) \times \mathbb{R}^2) \cup (\mathbb{R}^{2d_Y-2} \times \{0, 0\})$. Then, the set $\mathbb{R}^{2d_Y} \setminus \theta^{NM} = \mathbb{R}^{d_Y-1} \times (\mathbb{R}^{d_Y-1} \setminus \{0, 0\}) \times (\mathbb{R}^2 \setminus \{(0,0)\})$ equals to the set of non-singular elements. However, it is impossible to
divide the set $\mathbb{R}^{2d_Y} \setminus \theta^{NM}$ into components satisfying the following conditions. (1) Each component is an open set. (2) Each component gives a one-to-one parametrization for non-singular elements. This is because the set $\mathbb{R}^{2d_Y} \setminus \theta^{NM}$ is connected. We denote this model by $\theta^{2 \times d_Y}.$

Hence, we need to adopt a duplicated parametrization because the parametric space is needed to be open due to the assumption of Theorem 4.2. Adopting this parametrization, we apply the em-algorithm to find the estimate $\hat{\theta}_{2,3}(Y_{1,2}^{n})$ given in (5.8). In this case, we find one parameter $\hat{\theta}_{2,3}(Y_{1,2}^{n})$ of parameters to attain the minimum (5.8). We measure the error by the difference between the estimate $\hat{\theta}_{2,3}(Y_{1,2}^{n})$ and the parameter that is close to the estimate among parameters to generate the true process. In this case, the asymptotic behavior is characterized by Theorem 4.2. Further, when we have a possibility for two models $\theta^{2 \times d_Y}$ and $\theta^{1 \times d_Y},$ we can employ the $\chi^2$-test for the model selection.

7.2.3. $d \geq 3$

When $d \geq 3,$ it is not so easy to characterize all the singular points. Indeed, given $d_Y,$ it is not trivial to identify the number $d$ of hidden states. When $d$ is fixed, due to Proposition 6.5, the model given in Examples 1 covers all the transition matrices of $d$ hidden states with full support. We denote this model by $\theta^{d \times d_Y}.$ Similar to the above case, we employ the parametric space $\mathbb{R}^{d(d+d_Y-2)},$ and use the estimate $\hat{\theta}_{2,3}(Y_{1,2}^{n})$ by using the em-algorithm. It is not clear how large the error of the estimation is when the true parameter is a singular point. But, if the pair of transition matrices parametrized by the estimate is close to the true one, this method works well.

When the number $d$ of hidden states is unknown, we need to employ the model selection. In this case, we apply the $\chi^2$-test for each model $\theta^{d \times d_Y}$ with a certain significance level $\alpha > 0$ in the sense of Theorem 4.3. Then, we adopt the model with the minimum $d$ among passing models. Indeed, when the true parameter belongs to the set of singular points except for the submodels, Theorem 4.3 cannot be applied. Hence, we cannot guarantee the quality of this model selection in this exceptional case.

8. Conclusion

We have formulated estimation of hidden Markov process by using the information geometrical structure (e.g., the exponential family, the natural parameter, the expectation parameter, divergence, projective Fisher information matrix, the Pythagorean theorem, and the em-algorithm) of transition matrices. Since this geometrical structure does not change according to the number $n$ of observations, the calculation complexity of our em-algorithm does not depend on the number $n$ of observations. We have also derived the asymptotic evaluation of the error of our estimator.

For this discussion, we have first formulated the partial observation model of the Markovian process. Under this model, we have formulated an estimator by using the em-algorithm based on the geometry of transition matrices. Then, we have asymptotically evaluated the error of the estimator by using the projective Fisher information. To apply these results to the estimation of the transition matrix of the hidden Markovian process, we have employed the result for the equivalence problem in terms of the tangent space by another paper [12]. Then, we have discussed the application of the results of a partial observation model to an exponential family of pairs of transition matrices. In particular, we have given a concrete parametrization of this application in a typical case as Example 2.

In summary, once we obtain the sample mean of the generators $g_1, \ldots, g_{l_1+l_2}$ given in Example 2, we can calculate the estimator $\hat{\theta}_{2,3}(Y_{1,2}^{n})$ given in (5.8), whose calculation complexity does not depend on $n$ and depends on $k.$ Since the estimation error is asymptotically characterized by the projective Fisher information matrix $\hat{\mathcal{H}}_{k|k-1}^{k|k-1}$, it is sufficient to choose $k$ such that the projective Fisher information matrix $\hat{\mathcal{H}}_{k|k-1}^{k|k-1}$ is not so small. That is, we do not need to increase $k$ as $n$ increases. At
least, Theorem 7.2 guarantees that the matrix $H_{k|k-1}$ is invertible when $k$ is sufficiently large. Hence, when we apply our method $\hat{\theta}_{2,3}(Y^n_{1,2})$ given in (5.8) with the parametrization given in Example 2, the calculation complexity is $O(1)$ once we obtain the averages $Y^n_i := \sum_{j=0}^{n-1} \frac{1}{n} g_i(Y_{i+1}, \ldots, Y_{i+k})$ with $i = 1, \ldots, l_1 + l_2$. This method employs an optimization over the probability distribution on the state space whose size depends only on $k$ and the sizes $d$ and $d_Y$ of the state spaces $X'$ and $Y'$.

Therefore, we can compare our method with the existing methods, e.g., Baum-Welch algorithm [29, 37] and the conventional em-algorithm [9, 10, 37] as follows. Both methods contain the optimization based on several steps of iterations. In the existing methods, each iteration needs space complexity $O(n)$ and time complexity $O(n)$. Also, the required number of iterations for the convergence depends on $n$, and the evaluation of its dependence is a difficult problem and has been studied actively [37]. In contrast, in our method, each iteration needs only space complexity $O(1)$ and time complexity $O(1)$ because our optimization problem does not change dependently of the number $n$ of samples. Also, the required number of iterations for the convergence does not depend on $n$. In fact, while these numbers depend on $k$ and $k$ depends on $d$ and $d_Y$, $k$ is a constant number and is independent of $n$. Although these existing methods do not need the preparation stage, as the preparation for the optimization, our method needs to calculate the sample mean of the generators $g_1, \ldots, g_{l_1+l_2}$. This preparation stage requires the calculation complexity $O(n)$, but its space complexity is $O(\log n)$ because we only need to keep the histogram of past observations. We do not need to repeat this preparation step. That is, our method has an advantage for space complexity and time complexity as summarized in Table 1.

Although the above discussion shows the advantage of our method over the existing methods, to clarify the advantage more explicitly, it is needed to numerically compare our method with the existing methods. For this comparison, we need to implement the proposed algorithm, which needs various knowledges of numerical optimizations. Since these optimizations require special skills for numerical calculation, this implementation and the above numerical comparison are beyond the scope of this paper, and should be done as an independent research. These numerical analyses are very important future studies.

Here, we need to mention that there are several singular points in this model. Our asymptotic evaluation of the estimation error does not work when the true parameter is close to the singular point. In this situation, the set of singular points is considered as another model. Hence, it is needed to apply model selection. Although there are several other methods to select our model, e.g., AIC and BIC, (MDL), these usually assume that there is no singularity. In this paper, to discuss the model selection even with singularity, we propose to use the $\chi^2$-test as Theorem 4.3. However, to apply our method, we need to classify the singular points in the model of hidden Markov process. Since this problem is too difficult, we could not discuss this problem. This is an interesting future problem.

### Table 1. Comparison between our method and existing method

|                | Time complexity | Space complexity | Number of iterations | Time complexity | Space complexity |
|----------------|-----------------|------------------|----------------------|----------------|------------------|
| Existing method [29, 9, 10, 37] | $O(n)$          | $O(n)$           | #                    | $O(1)$         | $O(1)$           |
| Our method     | $O(1)$          | $O(1)$           | $O(1)$               | $O(n)$         | $O(\log n)$     |

*: The required number of iterations depends on $n$. Its evaluation is very complicated and is actively studied. It is one of the main issues in the study of conventional em-algorithm [37, Section 2].
Acknowledgment

The author is very grateful to Professor Takafumi Kanamori, Professor Vincent Y. F. Tan, and Dr. Wataru Kumagai for helpful discussions and comments. The works reported here were supported in part by Guangdong Provincial Key Laboratory (Grant No. 2019B121203002), the JSPS Grant-in-Aid for Scientific Research (B) No. 16KT0017, (A) No.17H01280, the Okawa Research Grant and Kayamori Foundation of Informational Science Advancement.

References

[1] S. Amari and H. Nagaoka, Methods of Information Geometry. Oxford University Press (2000).
[2] M. Hayashi and S. Watanabe, “Information Geometry Approach to Parameter Estimation in Markov Chains,” Annals of Statistics, Volume 44, Number 4, 1495-1535 (2016).
[3] K. Nakagawa and F. Kanaya, “On the converse theorem in statistical hypothesis testing for markov chains,” IEEE Trans. Inform. Theory, Vol. 39, No. 2, 629-633 (1993).
[4] H. Nagaoka, “The exponential family of Markov chains and its information geometry” Proceedings of The 28th Symposium on Information Theory and Its Applications (SITA2005), Okinawa, Japan, Nov. 20-23, (2005).
[5] R. Durbin, S. Eddy, A. Krogh, and G. Mitchison, Biological Sequence Analysis: Probabilistic Models of Proteins and Nucleic Acids. CUP: Cambridge (1998).
[6] S. Kim, N. Shephard, and S. Chib, “Stochastic Volatility: Likelihood Inference and Comparison with ARCH Models.” Rev. Econom. Stud. 65 361–393. (1998).
[7] J. Felsenstein, and G. A. Churchill, “A Hidden Markov Model Approach to Variation Among Sites in Rate of Evolution,” Mol. Biol. Evol. 13 93–104 (1996).
[8] O. Cappé, T. Rydén, and E. Moulines, Inference in Hidden Markov Models. Springer-Verlag: New York. (2005).
[9] S. Amari, “Information geometry of the EM and em algorithms for neural networks,” Neural Networks, Vol. 8, No. 9, 1379–1408 (1995).
[10] Y. Fujimoto and N. Murata, “A modified EM algorithm for mixture models based on Bregman divergence,” Annals of the Institute of Statistical Mathematics, Vol. 59, No. 1, 3–25 (2007).
[11] H. Ito, S. -I. Amari, and K. Kobayashi, “Identifiability of Hidden Markov Information Sources and Their Minimum Degrees of Freedom,” IEEE Trans. Inform. Theory, Vol. 38, No. 2, 324-333, (1992).
[12] M. Hayashi, “Local Equivalence Problem in Hidden Markov Model,” Information Geometry, vol 2, 1 – 42 (2019).
[13] M. Mitzenmacher and E. Upfal, Probability and Computing: Randomized Algorithms and Probabilistic Analysis, Cambridge University Press (2005).
[14] A. Dembo and O. Zeitouni, Large Deviations Techniques and Applications, 2nd ed. Springer (1998).
[15] J. G. Kemeny and J. L. Snell, Finite Markov Chains, Undergraduate Texts in Mathematics, Springer-Verlag, New York Berlin Heidelberg Tokyo (1960).
[16] D. Burgarth and V. Giovannetti, “The generalized Lyapunov theorem and its application to quantum channels,” New J. Phys. 9, (2007) 150.
[17] D. Burgarth, G. Chiribella, V. Giovannetti, P. Perinotti, and K. Yuasa, “Ergodic and mixing quantum channels in finite dimensions,” New J. Phys. 15, (2013) 073045.
[18] Y. Yoshida and M. Hayashi, “Mixing and Asymptotically Decoupling Properties in General Probabilistic Theory,” arXiv:1801.03988 (2018).
[19] S. Watanabe and M. Hayashi, “Finite-length Analysis on Simple Hypothesis Testing for Markov Chain,” Annals of Applied Probability, Vol. 27, No. 2, 811–845 (2017).
[20] P. Halmos, Finite dimensional vector spaces, Springer (1974).
[21] L. Bregman, “The relaxation method of finding a common point of convex sets and its application to the solution of problems in convex programming,” Comput. Math. Phys. USSR, vol. 7, pp. 200-217, 1967.
[22] S. Amari, “α-Divergence Is Unique, Belonging to Both f-Divergence and Bregman Divergence Classes,” IEEE Trans. Inform. Theory, Vol. 55, No. 11, 4925-4931 (2009).
[23] M. Hayashi, Quantum Information Theory, Graduate Texts in Physics, Springer (2017).
[24] I. Ben-Ari and M. Neumann, “Probabilistic Approach to Perron Root, the Group Inverse, and Applications,” Linear and Multilinear Algebra Vol. 60, 39-63 (2012).
[25] I. Kontoyiannis and S. P. Meyn, “Spectral theory and limit theorems for geometrically ergodic Markov processes,” Annals of Applied Probability, Vol. 13, 304-362 (2003).
[26] G. L. Jones, “On the Markov chain central limit theorem,” Probability Surveys, Vol. 1, 299-320 (2004).
[27] S. Lalley, “Ruelle’s Perron-Frobenius theorem and the central limit theorem for additive functionals of one-dimensional Gibbs states” In Adaptive statistical procedures and related topics (Hayward, CA: Institute of Mathematical Statistics, 1986), edited by John Van Ryzin, pp. 428-446
[28] S. P. Meyn and R. L. Tweedie, Markov Chains and Stochastic Stability, Springer-Verlag, London (1993).
[29] L.E.Baum and T.Petrie, “Statistical inference for probabilistic functions of finite state Markov chains,” The Annals of Mathematical Statistics, vol.37, no.6, 1554–1563 (1966).
[30] S. Boyd and L. Vandenberghe, Convex Optimization, Cambridge University Press (2004).
[31] A. A. R. Conn, K. Scheinberg, and L. N. Vicente, Introduction to derivative-free optimization, Vol. 8, SIAM, (2009).
[32] J. A. Nelder and R. Mead, “A simplex method for function minimization,” The Computer Journal, 7(4), 308 – 313 (1965).
[33] K. Matsui, W. Kumagai, and T. Kanamori, “Parallel Distributed Block Coordinate Descent Methods based on Pairwise Comparison Oracle,” Journal of Global Optimization; vol. 69, no. 1, 1 – 21 (2017), arXiv:1409.3912 (2014).
[34] I. Ekeland and R. Téman, Convex Analysis and Variational Problems (North-Holland, Amsterdam, 1976); (SIAM, Philadelphia, 1999).
[35] N. Murata, T. Takenouchi, T. Kanamori, and S. Eguchi, “Information geometry of U-Boost and Bregman divergence” Neural Computation, 16(7), 1437–1481 (2004).
[36] E. Seneta, Non Negative Matrix and Markov Chains, Springer-Verlag, New York, second edition (1981).
[37] W. Khreich, E. Granger, A. Miri, and R. Sabourin, “A survey of techniques for incremental learning of HMM parameters,” Information Sciences vol. 197, 105 – 130 (2012).

Appendix A: Implementation of em-algorithm

It is not trivial to implement E-step and M-step because it is not easy to calculate the derivatives of the Perron-Frobenius eigenvalue. Although the implementation of the em-algorithm based on Bregman divergence and its related algorithm were discussed in [10, 35], we discuss this problem in a different way. Fortunately, we can avoid the calculations of the derivatives as follows. In the M-step, we find
\( \hat{\theta}_{2,3,j} \) from \( \hat{\eta}_{3,j} \) as follows. Using the formula (3.11), we calculate \( \hat{\eta}(Y_{1,2}^n, \hat{\eta}_{3,j}) \). Then, by using (3.7), \( \hat{\theta}_{2,3,j} \) is given as
\[
\arg \min_{\tilde{\theta}} \phi(\tilde{\theta}) - \sum_{i=1+l_2}^{l_1+l_2} \theta^i(Y_{1,2}^n) i - \sum_{i=1+l_2}^{l_1+l_2+l_3} \theta^i(\hat{\eta}_{3,j}) i. \tag{A.1}
\]

These calculations can be done by derivative-free optimization algorithms [31, 33] represented by Nelder-Mead method [32]. A derivative-free optimization algorithm maximizes a concave function without calculating the derivative only with calculating the outcomes with several inputs.

In the E-step, we find \( \tilde{\eta}_{3,j} \) from \( \hat{\theta}_{3,j-1} \) as follows. By using the formula (3.9) and (3.10), \( \hat{\eta}_{3,j} \) is given as
\[
\arg \max_{\hat{\eta}_3} \min_{\tilde{\theta}} \sum_{i=1+l_2}^{l_1+l_2} (\tilde{\theta} - \hat{\theta}_{2,3,j-1})^i(Y_{1,2}^n) i + \sum_{i=1+l_2}^{l_1+l_2+l_3} (\tilde{\theta} - \hat{\theta}_{2,3,j-1})^i(\hat{\eta}_3) i - \phi(\tilde{\theta}). \tag{A.2}
\]
Since \( (\tilde{\theta} - \hat{\theta}_{2,3,j-1})^i(Y_{1,2}^n) i + \sum_{i=1+l_2}^{l_1+l_2+l_3} (\tilde{\theta} - \hat{\theta}_{2,3,j-1})^i(\hat{\eta}_3) i - \phi(\tilde{\theta}) \) is concave for \( \tilde{\theta} \) and is linear for \( \hat{\eta}_3 \), using the minimax theorem [34, Chap. VI Prop. 2.3], we have
\[
\min_{\hat{\eta}_3} \max_{\tilde{\theta}} \sum_{i=1+l_2}^{l_1+l_2} (\tilde{\theta} - \hat{\theta}_{2,3,j-1})^i(Y_{1,2}^n) i + \sum_{i=1+l_2}^{l_1+l_2+l_3} (\tilde{\theta} - \hat{\theta}_{2,3,j-1})^i(\hat{\eta}_3) i - \phi(\tilde{\theta}) = \max_{\tilde{\theta}} \min_{\hat{\eta}_3} \sum_{i=1+l_2}^{l_1+l_2} (\tilde{\theta} - \hat{\theta}_{2,3,j-1})^i(Y_{1,2}^n) i + \sum_{i=1+l_2}^{l_1+l_2+l_3} (\tilde{\theta} - \hat{\theta}_{2,3,j-1})^i(\hat{\eta}_3) i - \phi(\tilde{\theta}). \tag{A.3}
\]

The RHS of (A.3) can be easily calculated. However, the maximization of the RHS of (A.3) cannot directly give the value of \( \hat{\eta}_{3,j} \). To calculate this value, we calculate
\[
\hat{\theta}_j := \arg \max_{\tilde{\theta}} \sum_{i=1+l_2}^{l_1+l_2} (\tilde{\theta} - \hat{\theta}_{2,3,j-1})^i(Y_{1,2}^n) i - \phi(\tilde{\theta}). \tag{A.4}
\]
So, we have \( (Y_{1,2}^n, \hat{\eta}_{3,j}) i = \frac{\partial \phi}{\partial \eta_j}(\hat{\theta}_j) \). Fortunately, we can avoid to calculate the derivatives as follows. Since the stationary distribution is given as the Perron-Frobenius eigenvector, this value can be calculated as the expectation of \( g_j \) under the stationary distribution.

**Appendix B: Proof of Lemma 3.6**

**Step 1:** We will show that
\[
\mathcal{V}_{\mathcal{X}} = \mathcal{N}_{W} := \{(W_{+}g)^T u_{\mathcal{X}}) | g \in \mathcal{N}(\mathcal{X}F_{W})\}. \tag{B.1}
\]
For this purpose, we will show that the function $|f| - \langle f | P_W | u_X \rangle$ belongs to the RHS of (B.1) for any function $f$. Since

$$
((W_* (-|f|) u_X | + |u_X| (f))^T | u_X \rangle)_{x'} = \sum_x W(x|x') (-f(x) + f(x')) = f(x') - \sum_x f(x) W(x|x') = f(x') - (W^T f)|_{x'},
$$

the vector $|f| - W^T f$ belongs to the set $\mathcal{N}_W$. So, $|f| - W^T f + W^T f - W^TW^T f = |f| - W^TW^T f$ belongs to the set $\mathcal{N}_W$. Repeating this procedure, we see that $|f| - (W^T)^n f$ belongs to the set $\mathcal{N}_W$. Since $\lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^n f(x) W^i(x|x') = \sum_x f(x) P_W(x) = \langle f | P_W \rangle$ for any $x' \in X$, we have

$$
\lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^n (|f| - (W^T)^i f) = |f| - \langle f | P_W | u_X \rangle, 
$$

i.e., $|f| - \langle f | P_W | u_X \rangle$ belongs to the set $\mathcal{N}_W$. Since

$$
((W_* |u_X\rangle |u_X\rangle)^T | u_X \rangle)_{x'} = \sum_x W(x|x') = 1 = |u_X\rangle_{x'},
$$

$|u_X\rangle$ belongs to the set $\mathcal{N}_W$. Thus, any function $f$ belongs to the set $\mathcal{N}_W$, which implies (B.1).

**Step 2:** It is sufficient to show that for $g' \in \mathcal{G}(\mathcal{X}_W^2)$, there exists $g \in \mathcal{G}_1 \mathcal{W} (\mathcal{X}_W^2)$ such that $[g'] = [g]$. Due to (B.1), we can choose an element $g'' \in \mathcal{N}(\mathcal{X}_W^2)$ such that $(W_* g')^T | u_X \rangle = (W_* g'')^T | u_X \rangle$. Hence, $g := g' - g''$ belongs to $\mathcal{G}_1 \mathcal{W} (\mathcal{X}_W^2)$ because

$$
W_* g^T | u_X \rangle = (W_* g')^T | u_X \rangle - (W_* g'')^T | u_X \rangle = 0.
$$

Since $g'' \in \mathcal{N}(\mathcal{X}_W^2)$, we find that $[g'] = [g]$.

**Appendix C: Proofs of statements in Section 4**

To show Lemma 4.1, we prepare the following lemma.

**Lemma C.1.** Let $K$ be a strictly positive definite matrix on $\mathcal{V}_{1,2,3}$, i.e., $K$ does not have zero eigenvalue. Then, $P_{1,2} K P_{1,2}^T - (P_{1,2} K P_{3}^T) (P_{3} K P_{3}^T)^{-1} (P_{3} K P_{1,2}^T)$ is a strictly positive definite matrix on $\mathcal{V}_{1,2}$.

**Proof of Lemma C.1:** Let $\bar{u}_{1,2}$ and $\bar{u}_{3}$ be arbitrary vectors in $\mathcal{V}_{1,2}$ and $\mathcal{V}_{3}$, respectively. Schwartz inequality guarantees that

$$
\langle \bar{u}_{1,2} | P_{1,2} K P_{1,2}^T | \bar{u}_{1,2} \rangle \langle \bar{u}_{3} | P_{3} K P_{3}^T | \bar{u}_{3} \rangle \geq \langle \bar{u}_{3} | P_{3} K P_{1,2}^T | \bar{u}_{1,2} \rangle^2.
$$

(C.1)

Choosing $|\bar{u}_{3}\rangle := (P_{3} K P_{3}^T)^{-1} P_{3} K P_{1,2}^T | \bar{u}_{1,2} \rangle$, we have

$$
\langle \bar{u}_{1,2} | P_{1,2} K P_{1,2}^T | \bar{u}_{1,2} \rangle > \langle \bar{u}_{1,2} | (P_{1,2} K P_{3}^T) (P_{3} K P_{3}^T)^{-1} (P_{3} K P_{1,2}^T) | \bar{u}_{1,2} \rangle.
$$

(C.2)

Proofs of Lemma 4.1 and Theorem 4.2:
Step 1 (Preparation): In the following, we assume that the matrix $H_{0, \bar{\theta}_{2,3,0}}[\hat{\theta}]$ is invertible. Otherwise, we remove linear dependent generators among $g_1, \ldots, g_l$. Notice that the linearly independence of $g_{l_1+1}, \ldots, g_{l_1+l_2}$ is guaranteed by the assumption C3. Even if we make this change, the projective Fisher information matrix $H_{\bar{\theta}_{2,3,0}}$ nor the estimator does not change. So, we define the matrix $J := H_{0, \bar{\theta}_{2,3,0}}[\hat{\theta}]^{-1}$ on the whole space $\mathcal{V}_{1,2,3}$, and the matrix $C$ as the square root of $P_{1,2}J P_{1,2}^T - (P_{1,2} J P_{1,2}^T) (P_{3} J P_{3}^T)^{-1} (P_{3} J P_{1,2}^T)$ on the subspace $\mathcal{V}_{1,2}$. Lemma C.1 guarantees that $C$ is a full rank matrix on $\mathcal{V}_{1,2}$. Also, we define the $(l_1 + l_2 + l_3) \times (l_2 + l_3)$ matrix $A := P_{1,2}^T A(\bar{\theta}_{2,3,0})$. Now, we define the matrix $B$ on the direct sum space $\mathcal{V}_{1,2,3} = \mathcal{V}_{1,2} \oplus \mathcal{V}_3$ as

$$B := \begin{pmatrix} C & 0 \\ (P_{3} J P_{3}^T)^{-1/2} (P_{3} J P_{1,2}^T) (P_{3} J P_{3}^T)^{1/2} & \end{pmatrix}. \quad \text{(C.3)}$$

So, the map $B$ maps the subspace $\mathcal{V}_3$ to itself. Also, the matrix $B$ satisfies that

$$P_3 B P_3^T = (P_{3} B P_{3}^T)^T \quad \text{(C.4)}$$

$$B J^{-1} B^T = I \quad \text{(C.5)}$$

$$P_{1,2} B = C P_{1,2} \quad \text{(C.6)}$$

$$P_{3}^T P_3 B P_3 = B P_3 \quad \text{(C.7)}$$

$$B^T B = J \quad \text{(C.8)}$$

$$B^T P_{3}^T P_3 B = \begin{pmatrix} (P_{3} J P_{1,2}^T)^T (P_{3} J P_{3}^T)^{-1} P_{3} J (P_{3} J P_{1,2}^T) (P_{3} J P_{1,2}^T) & (P_{3} J P_{3}^T)^T \\ (P_{3} J P_{1,2}^T)^T (P_{3} J P_{3}^T)^{-1} P_{3} J (P_{3} J P_{1,2}^T) & (P_{3} J P_{3}^T)^T \end{pmatrix}$$

$$= J P_{3}^T (P_{3} J P_{3}^T)^{-1} P_{3} J. \quad \text{(C.9)}$$

Also, we have

$$P_{1,2}^T P_{1,2} B^T B P_{1,2}^T P_{1,2} - P_{1,2}^T P_{1,2} B^T P_{3}^T P_3 B P_{1,2}^T P_{1,2}$$

$$= \begin{pmatrix} C^2 + ((P_{3} J P_{3}^T)^{-1/2} (P_{3} J P_{1,2}^T)) (P_{3} J P_{3}^T)^{-1/2} (P_{3} J P_{1,2}^T) \ 0 \\ 0 & 0 \end{pmatrix}$$

$$- \begin{pmatrix} ((P_{3} J P_{3}^T)^{-1/2} (P_{3} J P_{1,2}^T)) (P_{3} J P_{3}^T)^{-1/2} (P_{3} J P_{1,2}^T) \ 0 & 0 \end{pmatrix}$$

$$= \begin{pmatrix} C^2 & 0 \\ 0 & 0 \end{pmatrix} = B^T P_{1,2}^T P_{1,2} B. \quad \text{(C.10)}$$

Then,

$$\left(C A(\bar{\theta}_{2,3,0})\right)^T (CA(\bar{\theta}_{2,3,0})) = \left(C P_{1,2} H_{0, \bar{\theta}_{2,3}}[\hat{\theta}] P_{2,3}\right)^T (C P_{1,2} H_{0, \bar{\theta}_{2,3}}[\hat{\theta}] P_{2,3})$$

$$\overset{(a)}{=} (P_{1,2} B H_{0, \bar{\theta}_{2,3}}[\hat{\theta}] P_{2,3})^T (P_{1,2} B H_{0, \bar{\theta}_{2,3}}[\hat{\theta}] P_{2,3})$$

$$= (H_{0, \bar{\theta}_{2,3}}[\hat{\theta}] P_{2,3})^T (B^T P_{1,2}^T P_{1,2} B) (H_{0, \bar{\theta}_{2,3}}[\hat{\theta}] P_{2,3}) \quad \text{(C.11)}$$

$$\overset{(b)}{=} (H_{0, \bar{\theta}_{2,3}}[\hat{\theta}] P_{2,3})^T (P_{1,2} P_{1,2} B^T B P_{1,2} P_{1,2} - P_{1,2} P_{1,2} B^T P_{3} P_{3} B P_{1,2} P_{1,2}) H_{0, \bar{\theta}_{2,3}}[\hat{\theta}] P_{2,3}$$
We denote the projection to $V$ of $A$. Since the map $A$ maps the subspace $V$ to itself, the vector $\overline{\eta}$ is the same as that of $\hat{H}_{0,\overline{\theta}_{2,3}}$. So, we obtain the desired statement.

Step 3 (Proof of Theorem 4.2): We show the statement with three steps.

Step 3-1: For this purpose, we introduce another parametrization of a transition matrix. For $\eta \in V_{1,2,3}$, we define the transition matrix $W_{\eta}^m$ as $W_{\eta}^m = W_{\overline{\eta}}$ with the condition $\eta = \overline{\eta}(\overline{\theta})$. Also, we introduce another parametrization

$$\tilde{\xi}(\overline{\eta}) := \sqrt{n}B(\overline{\eta} - \eta(0,\overline{\theta}_{2,3,o})).$$

(C.13)

Thus, when $\eta = \eta(\overline{\theta})$ and $\eta'$ is close to $\overline{\eta}$, (C.5) implies that

$$2nD(W_{\eta}^m||W_{\eta'}^m) = n(||\tilde{\xi}(\eta')||^2 + o(||\tilde{\xi}(\eta')||^2)).$$

(C.14)

Also, we introduce two vectors

$$\tilde{\xi}_{1,2} := P_{1,2} \tilde{\xi}(\overline{Y}_{1,2}^n, 0) = \sqrt{n}P_{1,2}B(\overline{Y}_{1,2}^n - \overline{\eta}_{1,2}(0,\overline{\theta}_{2,3,o}), 0),$$

(C.15)

$$\tilde{\xi}_3 := P_3 \tilde{\xi}(\overline{Y}_{1,2}^n, \overline{\eta}_3^n),$$

(C.16)

$$= \sqrt{n}P_3B(\overline{Y}_{1,2}^n - \overline{\eta}_{1,2}(0,\overline{\theta}_{2,3,o}), 0) + \sqrt{n}P_3B(0, \overline{\eta}_3^n - \overline{\eta}_3^n(0,\overline{\theta}_{2,3,o})).$$

Since the map $B$ maps the subspace $V_3$ to itself, the vector $\tilde{\xi}_3$ also belongs to $V_3$. Thus,

$$\tilde{\xi}(\overline{Y}_{1,2}, \overline{\eta}_3^n) = \tilde{\xi}_{1,2} + \tilde{\xi}_3.$$  

(C.17)

Further, we divide the subspace $V_{1,2}$ into two orthogonal spaces $V_4$ and $V_5$ such that $V_4$ is the image of $P_{1,2}BH_{0,\overline{\theta}_{2,3,o}}[\phi]P_{2,3}^T = P_{1,2}BP_{1,2}^T P_{1,2}H_{0,\overline{\theta}_{2,3,o}}[\phi]P_{2,3}^T = P_{1,2}BA.$

(C.18)

We denote the projection to $V_j$ by the matrix $P_j$ from $V_{1,2}$ to $V_j$ for $j = 4, 5$. Hence,

$$P_{2,3}H_{0,\overline{\theta}_{2,3,o}}[\phi]B P_{1,2}^T P_{1,2} H_{0,\overline{\theta}_{2,3,o}}[\phi]P_{2,3}^T = P_{2,3}H_{0,\overline{\theta}_{2,3,o}}[\phi]B P_{1,2}^T P_{1,2} H_{0,\overline{\theta}_{2,3,o}}[\phi]P_{2,3}^T.$$
Due to the condition C2, the dimension of \( \mathcal{V}_4 \) is \( l_2 + l_3 \). So, the dimension of \( \mathcal{V}_5 \) is \( l_1 - l_3 \). Since the input and output spaces of \( P_4 P_{1,2} B H_{0, \hat{\theta}_{2,3,0}} [\phi] P_{2,3}^T \) have the same dimension \( l_2 + l_3 \) and it is surjective, we can consider its inverse matrix.

**Step 3-2:** We show

\[
\sqrt{n}(\hat{\theta}_{2,3}(\bar{Y}^n_{1,2}) - \bar{\theta}_{2,3,0}) \approx (P_4 P_{1,2} B H_{0, \hat{\theta}_{2,3,0}} [\phi] P_{2,3}^T)^{-1} P_4 \hat{\xi}_{1,2}. \quad (C.20)
\]

Using

\[
\hat{\zeta}_{2,3} := \sqrt{n}(\hat{\theta}_{2,3} - \bar{\theta}_{2,3,0}), \quad (C.21)
\]

we have

\[
2n D(W_{\hat{\theta}_{2,3}}(\bar{Y}^n_{1,2}, \hat{\eta}^n_{2,3}) \| W_{0, \bar{\theta}_{2,3,0}}) \approx \| \hat{\zeta}(\bar{Y}^n_{1,2}, \hat{\eta}^n_{2,3}) - \zeta(0, \bar{\theta}_{2,3,0}) \|^2
\]

\[
= \| \hat{\zeta}_{1,2} - P_1 B H_{0, \bar{\theta}_{2,3,0}} [\phi] \zeta_{2,3} \|^2 + \| \zeta_{1,2} - P_2 B H_{0, \bar{\theta}_{2,3,0}} [\phi] \zeta_{2,3} \|^2. \quad (C.22)
\]

So, the minimization with respect to \( \hat{\eta}_{2,3} \) is converted to that with respect to \( \hat{\zeta}_{2,3} \). That is, the minimum is realized when \( \hat{\zeta}_{2,3} = P_2 B H_{0, \bar{\theta}_{2,3,0}} [\phi] \zeta_{2,3} \).

Next, we consider the minimization of the first term \( \| \hat{\zeta}_{1,2} - P_1 B H_{0, \bar{\theta}_{2,3,0}} [\phi] \zeta_{2,3} \|^2 \). The definitions of \( P_4 \) and \( P_5 \) yield that

\[
\| \hat{\zeta}_{1,2} - P_1 B H_{0, \bar{\theta}_{2,3,0}} [\phi] P_{2,3}^T \zeta_{2,3} \|^2
\]

\[
= \| P_5 \hat{\zeta}_{1,2} \|^2_2 + \| P_4 \hat{\zeta}_{1,2} - P_1 P_{1,2} B H_{0, \bar{\theta}_{2,3,0}} [\phi] P_{2,3}^T \zeta_{2,3} \|^2
\]

\[
= \| P_5 \hat{\zeta}_{1,2} \|^2_2
\]

\[
+ \| (P_4 P_{1,2} B H_{0, \bar{\theta}_{2,3,0}} [\phi] P_{2,3}^T)^{-1} P_4 \hat{\zeta}_{1,2} - \zeta_{2,3} \|^2. \quad (C.23)
\]

So,

\[
\hat{\zeta}_{2,3} := \arg\min_{\hat{\zeta}_{2,3}} \| \hat{\zeta}_{1,2} - P_1 B H_{0, \bar{\theta}_{2,3,0}} [\phi] P_{2,3}^T \zeta_{2,3} \|^2
\]

\[
= (P_4 P_{1,2} B H_{0, \bar{\theta}_{2,3,0}} [\phi] P_{2,3}^T)^{-1} P_4 \hat{\zeta}_{1,2}. \quad (C.24)
\]

Since \( \hat{\theta}_{2,3}(\bar{Y}^n_{1,2}) = \arg\min_{\theta_{2,3} \in \mathcal{V}_{2,3}} \min_{\bar{\eta}_{2,3} \in \mathcal{V}_3} D(W_{\hat{\theta}_{2,3}}(\bar{Y}^n_{1,2}, \bar{\eta}_{2,3}) \| W_{0, \bar{\theta}_{2,3,0}}), \quad (C.22) \) and \( (C.21) \), \( (C.24) \) guarantees that

\[
\sqrt{n}(\hat{\theta}_{2,3}(\bar{Y}^n_{1,2}) - \bar{\theta}_{2,3,0}) \approx \hat{\zeta}_{2,3}, \quad (C.25)
\]

which implies \( (C.20) \) because of \( (C.24) \).

**Step 3-3:** We show the statement by using \( (C.20) \). Proposition 3.12 guarantees that the random variable \( \sqrt{n}(\bar{Y}^n_{1,2} - \bar{\eta}_{1,2}(0, \bar{\theta}_{2,3,0})) \) asymptotically obeys the Gaussian distribution with the covariance
matrix $P_{1,2}H_{0,\tilde{\theta}_{2,3,0}}[\phi]P_{1,2}^T$. Hence, due to (C.5) and (C.6), the random variable $\tilde{\xi}_{1,2}$ asymptotically obeys the Gaussian distribution with the covariance matrix

$$P_{1,2}BP_{1,2}H_{0,\tilde{\theta}_{2,3,0}}[\phi]P_{1,2}^TB^TP_{1,2}^T = P_{1,2}BP_{1,2}^T = P_{1,2}IP_{1,2}^T = P_{1,2}P_{1,2}^T. \quad (C.26)$$

Thus, the equation (C.20) guarantees that the random variable $\sqrt{n}(\tilde{\theta}_2(\tilde{Y}_1^n) - \tilde{\theta}_{2,0})$ asymptotically obeys the Gaussian distribution whose covariance matrix is

$$(P_{4}P_{1,2}B)H_{0,\tilde{\theta}_{2,3,0}}[\phi]P_{2,3}^T)^{-1}((P_{4}P_{1,2}B)H_{0,\tilde{\theta}_{2,3,0}}[\phi]P_{2,3}^T)^{-1} = (P_{2,3}H_{0,\tilde{\theta}_{2,3,0}}[\phi]P_{2,3}^T)^{-1}P_{1,2}BP_{1,2}BH_{0,\tilde{\theta}_{2,3,0}}[\phi]P_{2,3}^T)^{-1}$$

$$(a) = (P_{2,3}H_{0,\tilde{\theta}_{2,3,0}}[\phi]P_{2,3}^T)^{-1}((P_{1,2}P_{2,3}^T)^{-1}(P_{1,2}^TP_{2,3}B)H_{0,\tilde{\theta}_{2,3,0}}[\phi]P_{2,3}^T)^{-1} \equiv (P_{2,3}H_{0,\tilde{\theta}_{2,3,0}}[\phi]P_{2,3}^T)^{-1}, \quad (C.27)$$

where the equation (a) follows from (C.19), and the equation (b) does from the equation between (C.11) and (C.12). Thus, we obtain the statement.

Proof of Theorem 4.3: Now, we prove Theorem 4.3 by using the notations in the proof of Theorem 4.2. In this setting, the dimension of $\mathcal{V}_4$ is $l_2 + l[\Theta_{2,3}]$. So, the dimension of $\mathcal{V}_5$ is $l_1 - l[\Theta_{2,3}]$. The relations (C.22), (C.23) and (C.24) guarantee that

$$2n \min_{\tilde{\theta}_{2,3,0} \in \Theta_{2,3}} \min_{\tilde{\xi}_{1,2} \in \mathcal{V}_3} D(W_{\tilde{\theta}_2(\tilde{Y}_1^n)}||W_{0,\tilde{\theta}_{2,3,0}}) \approx \|P_5\tilde{\xi}_{1,2}\|_2. \quad (C.28)$$

Due to (C.26), $\tilde{\xi}_{1,2}$ is subject to the standard Gaussian distribution. Since $P_5$ is the projection to the $l_1 - l[\Theta_{2,3}]$-dimensional space $\mathcal{V}_5$, the random variable $\|P_5\tilde{\xi}_{1,2}\|_2$ is subject to the $\chi^2$-distribution with degree $l_1 - l[\Theta_{2,3}]$. Hence, we obtain the desired statement.

Appendix D: Perron-Frobenius theorem

Since we employ Perron-Frobenius theorem in this paper, we review it. When any component of a matrix $W$ is a non-negative real number, $W$ is called a positive matrix.

Proposition D.1 ([14, Theorem 3.1.][36]). Let $W = (W_{i,j})$ be an irreducible positive matrix. (1) There uniquely exists a positive real number $\lambda > 0$ such that $\lambda$ is an eigenvalue of $W$ and any other eigenvalue $a$ (possibly, complex) is strictly smaller than $r$ in absolute value, $|a| < \lambda$. (2) There exist eigenvectors $v$ and $v'$ of $W$ and $W^T$ corresponding to the eigenvalue $\lambda$ that have strictly positive components. (3) In addition, these eigenvectors are unique up to a constant multiple.

The above eigenvalue $\lambda$ is called the Perron-Frobenius eigenvalue of $W$, and the above eigenvector of $W$ is called the Perron-Frobenius eigenvector of $W$. 