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Abstract—In this paper, we consider an information update system where wireless sensor sends timely updates to the destination over a random blocking terahertz channel with the supply of harvested energy and reliable energy backup. The paper aims to find the optimal information updating policy that minimize the time-average weighted sum of the Age of information (AoI) and the reliable energy costs by formulating an infinite state Markov decision process (MDP). With the derivation of the monotonicity of value function on each component, the optimal information updating policy is proved to have a threshold structure. Based on this special structure, an algorithm for efficiently computing the optimal policy is proposed. Numerical results show that the optimal policy proposed outperforms baseline policies.

Index Terms—Age of information, information update, energy harvesting, reliable energy backup, terahertz communication.

I. INTRODUCTION

Timely information updates from wireless sensors to the destination are critical in real-time monitoring and control systems. In order to describe the timeliness of information update, the metric Age of Information (AoI) is proposed [1]. Different from general performance metrics such as delay and throughput, AoI refers to the time elapsed since the destination received the latest information. A lower AoI usually reflects the more timely information is updated, which is also expected. However, due to the limited energy of wireless sensors and the uncertainty of the transmission channel, frequent information update is not necessarily the optimal information updating policy. Therefore, information updating policies under energy-constrained and random channel conditions have been widely studied [2]–[4].

Meanwhile, energy harvesting, as a promising technology, is widely used in autonomous wireless sensor networks [5]. Energy harvesting can continuously replenish energy for the sensor by extracting energy from solar power, ambient RF and thermal energy. Many works are based on the setting of energy harvesting to design information updating policy [6]–[8]. In [6], the author discussed the impact of the capacity of the battery used to store harvesting energy on the optimal updating policy. When the battery size is one, the optimal policy is proved to have a threshold structure. Then in [7], this result is generalized to any integer battery capacity. Further, in [8], the random battery recharge (RBR) model and incremental battery recharge (IBR) model are considered to minimize AoI for data transmission of energy harvesting sensors. However, these studies did not take into account the limitations of energy harvesting. For example, in some systems that require periodic information updates, wireless sensors may not have enough energy to send updates due to the uncertainty of energy arrival. Wireless sensors that rely solely on energy harvesting to update information are unreliable.

Therefore, it is necessary to consider a mixed energy supply mode in which reliable energy backup and harvested energy coexist [9]–[13]. This kind of design is not only researched by academia [9], but also actively promoted by industry [10]. The additional reliable energy backup can enable the entire EH-aided wireless sensor to operate without interruption and increase the speed of cold start from empty energy storage. Nevertheless, at the same time, this also brings about the problem of energy management. Since harvested energy is free to use while the use of reliable energy requires a price, the wireless sensor should make full use of the harvested energy and minimize the backup energy consumption [11]–[13]. However, in the information update system, keeping the data fresh while minimizing the cost of using reliable energy is still an open problem.

In order to solve this problem, we consider a point-to-point information update system where the sensor can use both harvested energy and reliable energy to send information updates to the destination through a wireless channel. Since the amount of data contained in an update may be very large, it is necessary to consider terahertz communication, which can provide greater bandwidth and higher transmission rates. The terahertz communication has a probability of being blocked by moving objects, so it can be modeled as a random blocking channel [14]. This paper will minimize the long-term average weighted sum of the AoI and the paid energy costs to find the optimal information updating policy. The key contributions of this paper are as follows:

- Modeling the above problem as an infinite state Markov decision process (MDP), and by showing the monotonicity of the value function on each component, we prove the threshold structure of the optimal policy.
- An efficient algorithm for solving the optimal policy is proposed based on the known threshold structure. The simulation results verify the threshold structure and show the influence of system parameters on the performance of the optimal policy. The optimal policy always performs better than the zero-wait policy and the periodic policy.
II. SYSTEM MODEL AND PROBLEM FORMULATION

A. System Model Overview

In this paper, we consider an information update system consisting of an EH-aided wireless sensor and a destination, as shown in Fig. 1. With the supply of free harvest energy in the rechargeable battery and paid reliable energy backup, the sensor generates and transmits real-time environmental information updates to the destination over a random blocking channel. And there is a noise-free acknowledgement feedback channel from the destination to the sensor.

Without loss of generality, time is slotted with equal length and normalized to unity. In each time slot, the sensor decides whether to generate and transmit an update to the destination or stay idle. The decision action, denote by \( a[t] \), takes value from action set \( A = \{0, 1\} \). In time slot \( t \), \( a[t] = 1 \) means that the sensor decide to generate and transmit an update to the destination over the wireless blocking channel while \( a[t] = 0 \) means the sensor is idle. The destination will feed back an ACK to the sensor when it has successfully received an update and a NACK otherwise. Note that according to our assumptions, the above processes can be completed in one time slot.

B. Age of Information

Age of Information (AoI), a freshness indicator, is defined as the elapsed time since the destination received the latest update in this paper. Let \( U[t] \) be the time slot of the latest update before time slot \( t \), \( \Delta[t] \) denotes the AoI of destination in time slot \( t \). Then, the AoI is given by

\[
\Delta[t] = t - U[t].
\]

In particular, the AoI will decreases to one if a new update is successfully received. Otherwise it will increase by one. To summarize, the evolution of AoI can be expressed as follows:

\[
\Delta[t + 1] = \begin{cases} 
1, & \text{successful transmission,} \\
\Delta[t] + 1, & \text{otherwise.}
\end{cases}
\]

C. Description of Energy Supply

The EH-aided wireless sensor can send updates with the energy supply from energy harvesting and reliable energy backup. The harvested energy is quantified as energy packets. Denote \( b[t] \) as the number of energy packets at the beginning of time slot \( t \). It is assumed that the arrival process of energy packets is a Bernoulli Process with parameter \( \lambda \). The distribution of \( b[t] \) is as follows:

\[
\begin{align*}
\Pr \{b[t] = k_1\} &= \lambda, \\
\Pr \{b[t] = 0\} &= 1 - \lambda,
\end{align*}
\]

where \( \lambda \in (0, 1] \) and \( k_1 \in \mathbb{Z}^+ \). Assume that all the harvested energy is stored in a rechargeable battery with an initial capacity of 0 in the sensor. The maximum storage capacity of the battery is \( B \) (we assume that \( B > 1 \)). When the stored energy reaches \( B \), the battery can not store the coming energy unless the sensor consumes battery energy to generate and send an update in this time slot. Let \( q[t] \) denotes the battery state, which means the stored energy which can be provided for data generation and transmission in time slot \( t \). Then \( q[t] \) takes value from the set \( B = \{0, 1, ..., B\} \). Generally, the sensor will give priority to using free harvesting energy for possible information updates and each information update consumes one harvested energy packet. Due to the randomness of energy harvesting in the changing environment, the battery energy may sometimes be insufficient to support update. Therefore, when the battery is empty, the sensor will automatically switch to the system’s reliable energy backup. It is worth noting that the system can still harvest energy when battery state \( q[t] = 0 \). The evolution of battery state between time slot \( t - 1 \) and \( t \) can be summarized as follows:

\[
q[t] = \max \{\min\{q[t - 1] + b[t] - a[t]u(q[t - 1]), B\}, 0\},
\]

where \( u(\cdot) \) is unit step function, which is defined as

\[
u(x) = \begin{cases} 
1, & \text{if } x > 0, \\
0, & \text{otherwise.}
\end{cases}
\]

D. Channel Model

A random blocking channel model is used to characterize the terahertz channel. Let \( h[t] \) denote the state of channel in time slot \( t \). The channel has two states: ‘block’ and ‘unblock’, the corresponding probabilities are \( p \) and \( 1 - p \), respectively. Note that \( p \in (0, 1) \). So the probability distribution of blocked channels is given by:

\[
\begin{align*}
\Pr \{h[t] = \text{‘block’}\} &= p, \\
\Pr \{h[t] = \text{‘unblock’}\} &= 1 - p.
\end{align*}
\]

It is assumed that the channel blocking probability distributions are i.i.d. in different time slots.

E. Problem Formulation

This paper aims to find the optimal information updating policy that achieves the minimum of the time-average weighted sum of the AoI and the paid reliable energy costs. Let \( \Pi \) denotes the set of the stationary and deterministic policies. For any \( \pi \in \Pi \), it can be represented by a sequence of actions, i.e., \( \pi = (a[0], a[1], a[2], ..., a[t], ...) \). Suppose that under paid reliable energy supply, the cost of generating and transmitting
an information update is a non-negative value $C_r$, then we formulate our problem as follows:

$$
\min_{\pi \in \Pi} \lim_{T \to \infty} \sup_{\tau \in T} \frac{1}{T} \mathbb{E} \left\{ \sum_{t=0}^{T-1} [\Delta[t] + \omega C_r \alpha[t] \mathbb{I}(q[t])] \right\},
$$

(7)

where $\omega$ is the positive weighting factor and $\mathbb{I}(\cdot)$ is indicator function defined as follows:

$$
\mathbb{I}(x) = \begin{cases} 
1, & \text{if } x = 0, \\
0, & \text{otherwise.} 
\end{cases}
$$

(8)

It appears here because sensor may use paid reliable energy and generate corresponding cost only when the battery state $q[t]$ is 0.

### III. Optimal Policy Analysis

In this section, we aim to solve the problem (7) and obtain the optimal policy. The original problem is first reformulated as a time-average cost MDP with infinite state space. By analysing the properties of the value function, we prove that the optimal policy is of a threshold structure related to AoI with a given battery state. Moreover, this paper also proposes a modified value iteration algorithm (VIA) based on the known threshold structure to reduce the computational complexity of finding the optimal policy.

#### A. Markov Decision Process Formulation

Markov decision process is typically used to model and analyze model-based sequential decision problems with per-stage cost. According to the system description mentioned on the previous section, the MDP is formulated as follows:

- **State Space.** The state of a sensor $x[t]$ in slot $t$ is a couple of the current destination-AoI and the battery state, i.e., $(\Delta[t], q[t])$. The state space $S = \mathbb{Z}^+ \times \mathbb{B}$ is thus infinite countable.
- **Action Space.** The sensor’s action $a[t]$ in time slot $t$ only takes value from the action set $A = \{0, 1\}$.
- **Transition Probability.** Denote $\Pr(x[t+1] | x[t], a[t])$ as the transition probability that current state $x[t]$ transits to next state $x[t+1]$ after taking action $a[t]$. When $k_1 = 1$, the transition probability is divided into two cases conditioned on different values of action.

**Case 1.** $a[t] = 0$,

$$
\begin{align*}
\Pr\{(\Delta + 1, q + 1) | (\Delta, q), 0\} &= \lambda, & \text{if } q < B, \\
\Pr\{(\Delta + 1, B) | (\Delta, B), 0\} &= 1, & \text{if } q = B, \\
\Pr\{(\Delta + 1, q) | (\Delta, q), 0\} &= 1 - \lambda, & \text{for all } q.
\end{align*}
$$

(9)

In this case, the evolution of AoI follows form equation (2). The evolution of the battery state follows equation (4). It is worth noting that when the harvested energy is $B$, the arrival energy can not be stored in the rechargeable battery.

**Case 2.** $a[t] = 1$,

$$
\begin{align*}
\Pr\{(\Delta + 1, q) | (\Delta, q), 1\} &= p\lambda, & \text{if } q > 0, \\
\Pr\{(1, q) | (\Delta, q), 1\} &= (1-p)\lambda, & \text{if } q > 0, \\
\Pr\{(\Delta + 1, q - 1) | (\Delta, q), 1\} &= p(1-\lambda), & \text{if } q > 0, \\
\Pr\{(1, q - 1) | (\Delta, q), 1\} &= (1-p)(1-\lambda), & \text{if } q > 0, \\
\Pr\{(\Delta + 1, 0) | (\Delta, 0), 1\} &= p\lambda, & \text{if } q = 0, \\
\Pr\{(1, 0) | (\Delta, 0), 1\} &= (1-p)\lambda, & \text{if } q = 0, \\
\Pr\{(\Delta + 0, 0) | (\Delta, 0), 0\} &= p(1-\lambda), & \text{if } q = 0, \\
\Pr\{(1, 0) | (\Delta, 0), 0\} &= (1-p)(1-\lambda), & \text{if } q = 0.
\end{align*}
$$

(10)

In this case, the evolution of AoI still follows from equation (2). The evolution of the battery state should be discussed by two situations, i.e., $B \geq q > 0$ and $q = 0$. In the first situation, the battery state follows (4). While in another situation, if there harvests a unit energy, the battery state increases by one due to that the sensor uses the paid reserved energy in this slot. Otherwise, the battery state keeps zero. When $k_1 > 1$, we can get the transition probability model through the same steps. Note that in the rest of the paper we will focus on this transition probability model where $k_1 = 1$.

- **One-step Cost.** For the current state $x = (\Delta, q)$, the one-step cost $C(x, a)$ of taking action $a$ is expressed by

$$
C(x, a) = \Delta + \omega C_r a \mathbb{I}(q).
$$

(11)

After the above modeling, the original problem (7) is transformed into obtaining the optimal policy for the MDP to minimize the average cost in an infinite horizon:

$$
\lim_{T \to \infty} \sup_{\tau \in T} \frac{1}{T} \mathbb{E}_\pi \left\{ \sum_{t=0}^{T-1} C(x[t], a[t]) \right\},
$$

(12)

According to [15], a stationary deterministic policy to minimize the above unconstrained MDP with infinite countable state and action space exists under certain verifiable conditions. The next section, the structure properties of optimal policy is investigated.

#### B. Structure Analysis of Optimal Policy

In this section, some preliminary lemmas are established to reveal the properties of value function. Based on these, it is proved that the optimal policy is of a threshold structure. Therefore, an efficient algorithm, naming modified value iteration algorithm, for obtaining the optimal policy based on the threshold structure will be presented.

According to [16], there exits a value function $V(x)$ which satisfies the following Bellman equation for the infinite horizon average cost MDP:

$$
\lambda + V(x) = \min_{a \in A} \left\{ C(x, a) + \sum_{x' \in S} \Pr(x'|x, a) V(x') \right\},
$$

(13)

where $\lambda$ is the average cost by following the optimal policy. Denote $Q(x, a)$ as the state-action value function which means
the value of taking action \(a\) in state \(x\). We have:

\[
Q(x, a) = C(x, a) + \sum_{x' \in S} \Pr(x'|x, a)V(x').
\] (14)

So the optimal policy in state \(x\) can be expressed as follows:

\[
\pi^*(x) = \arg \min_{a \in A} Q(x, a).
\] (15)

Next, we first prove the monotonicity of the value function on different dimensions, which is summarized in the following lemma.

**Lemma 1.** For a fixed channel blocking probability \(p\), given the battery state \(q\) and for any \(1 \leq \Delta_1 \leq \Delta_2\), we have

\[
V(\Delta_1, q) \leq V(\Delta_2, q),
\] (16)

and, given AoI \(\Delta \geq 1\),

\[
V(\Delta, q) \geq V(\Delta, q + 1)
\] (17)

holds for any \(q \in \{0, 1, ..., B - 1\}\).

**Proof:** See Appendix [VI-A] in Supplementary Material [17].

Based on Lemma 1 we then establish the incremental property of the value function, which is shown in the following lemma.

**Lemma 2.** For a fixed channel blocking probability \(p\), for any \(\Delta_1 \leq \Delta_2\) and given \(q \in B\), we have:

\[
V(\Delta_2, q) - V(\Delta_1, q) \geq \Delta_2 - \Delta_1.
\] (18)

And, for any \(q \in \{0, 1, ..., B - 1\}\) and \(\Delta \in \mathbb{Z}^+\), we have:

\[
V(\Delta + 1, q + 1) - V(\Delta, q + 1) \geq p[V(\Delta + 1, q) - V(\Delta, q)].
\] (19)

**Proof:** See Appendix [VI-B] in Supplementary Material [17].

With Lemma 1 and Lemma 2 we directly provide our main result in the following Theorem.

**Theorem 1.** Assuming that the channel blocking probability \(p\) is fixed. For given battery state \(q\), there exists a threshold \(\Delta_q\), such that when \(\Delta < \Delta_q\), the optimal action \(\pi^*(\Delta, q) = 0\), i.e., the sensor keeps idle; when \(\Delta \geq \Delta_q\), the optimal action \(\pi^*(\Delta, q) = 1\), i.e., the sensor chooses to generate and transmit a new update.

**Proof:** The optimal policy is of a threshold structure if \(Q(x, a)\) has a sub-modular structure, that is,

\[
Q(\Delta, q, 0) - Q(\Delta, q, 1) \leq Q(\Delta + 1, q, 0) - Q(\Delta + 1, q, 1).
\] (20)

We will divided the whole proof by the following three cases:

**Case 1.** When \(q = 0\), for any \(\Delta \in \mathbb{Z}^+\) we have:

\[
Q(\Delta, q, 0) - Q(\Delta, q, 1) = \lambda V(\Delta + 1, q + 1) + (1 - \lambda) V(\Delta + 1, q)
\]

\[
-\Delta - \omega C_r - p\lambda V(\Delta + 1, q + 1) + p(1 - \lambda) V(\Delta + 1, q)
\]

\[
- (1 - p)\lambda V(\Delta + 1, q + 1) - (1 - p)(1 - \lambda) V(\Delta + 1, q)
\]

\[
= (1 - p)\lambda V(\Delta + 1, q + 1) - V(\Delta + 1, q + 1)
\]

\[
+ (1 - p)(1 - \lambda) V(\Delta + 1, q) - V(\Delta + 1, q)) - \omega C_r.
\] (21)

Therefore, we have

\[
Q(\Delta + 1, q, 0) - Q(\Delta + 1, q, 1) = [Q(\Delta, q, 0) - Q(\Delta, q, 1)]
\]

\[
- (1 - p)\lambda V(\Delta + 2, q + 1) - V(\Delta + 1, q + 1)
\]

\[
+ (1 - p)(1 - \lambda) V(\Delta + 2, q) - V(\Delta, q))
\]

\[
\geq 0,
\] (22)

where the last inequality is due to the monotonicity property revealed by (16) in Lemma 1. This completes the proof of this case.

**Case 2.** When \(q \in \{1, ..., B - 1\}\), for any \(\Delta \in \mathbb{Z}^+\) we have:

\[
Q(\Delta + 1, q, 0) - Q(\Delta + 1, q, 1) = |Q(\Delta, q, 0) - Q(\Delta, q, 1)]
\]

\[
= \lambda[V(\Delta + 2, q + 1) - V(\Delta + 1, q + 1)]
\]

\[
- p\lambda[V(\Delta + 2, q) - V(\Delta + 1, q)]
\]

\[
+ (1 - \lambda)[V(\Delta + 2, q) - V(\Delta + 1, q)]
\]

\[
- p(1 - \lambda)[V(\Delta + 2, q - 1) - V(\Delta + 1, q - 1)]
\]

\[
\geq 0,
\] (23)

where the last inequality is due to the incremental property revealed by (19) in Lemma 2. This completes the proof of this case.

**Case 3.** When \(q = B\), for any \(\Delta \in \mathbb{Z}^+\) we have:

\[
Q(\Delta + 1, q, 0) - Q(\Delta + 1, q, 1) = |Q(\Delta, q, 0) - Q(\Delta, q, 1)]
\]

\[
= (1 - \lambda)[V(\Delta + 2, q + 1) - V(\Delta + 1, q)]
\]

\[
- p(1 - \lambda)[V(\Delta + 2, q - 1) - V(\Delta + 1, q - 1)]
\]

\[
\geq 0,
\] (24)

where the last inequality is also due to the incremental property revealed by (19) in Lemma 2. Therefore, we have completed the whole proof.

**Proof:** Since the optimal action in a certain state is to generate and transmit update, then in the state with the same battery state and larger AoI, the optimal action must be the same. Based on this unique threshold structure, we propose a modified value iteration algorithm that efficiently reduce the computational complexity of solving the optimal policy. See Algorithm [11] for details.

**IV. NUMERICAL RESULT**

In this section, the simulation results are presented to show the threshold structure of optimal policy and compare the performance affected by the system parameters. In our
Algorithm 1 Modified Value Iteration Algorithm

Input:
- Iteration number $k$ and iteration threshold: $\epsilon$.

Output:
- Optimal policy $\pi^*(x)$ for all state $x$.

1: Initialization: $V_0(x) = m_x$.
2: while $k > 0$ do
3: \hspace{1em} $Q_k(x, a) \leftarrow C(x, a) + \sum_{x' \in S} \Pr(x'|x, a) V_k(x')$
4: \hspace{1em} $V_{k+1}(x) \leftarrow \min_{a \in A} Q_k(x, a)$
5: \hspace{1em} if $\|V_{k+1}(x) - V_k(x)\| \leq \epsilon$ then
6: \hspace{2em} break;
7: \hspace{1em} else
8: \hspace{2em} $k \leftarrow k + 1$
9: \hspace{1em} end if
10: end while
11: for $x = (\Delta, q) \in S$ do
12: \hspace{1em} if $\pi(\Delta - 1, q) = 1$ then
13: \hspace{2em} $\pi(x) \leftarrow 1$,
14: \hspace{1em} else
15: \hspace{2em} $\pi(x) \leftarrow \arg\min_{a \in A} Q(x, a)$
16: \hspace{1em} end if
17: end for
18: $\pi^*(x) \leftarrow \pi(x)$

simulation, we assume that cost of reliable energy for one update is $C_r = 2$ and the maximum battery capacity $B = 20$.

Fig. 2 shows the optimal policy under different channel blocking probability and energy harvesting probability. Note that the weighting factor $\omega$ is set to be 10. All the subfigures in Fig. 2 reflect the threshold structure. Comparing subfigure 1 and subfigure 2, we found that under the same energy harvesting probability, the greater the channel blocking probability $p$, the higher the threshold corresponding to each battery state. This is also in line with cognition, because as the channel uncertainty increases, the action of transmitting data may not necessarily bring about a reduction in AoI, but may move in the direction of consuming paid reliable energy. Comparing subfigure 2 and subfigure 3, under the same channel blocking probability, the greater the probability of energy harvesting, the threshold corresponding to most battery states will be reduced accordingly. An 'abnormal' phenomenon is that when $q = 0$, the corresponding AoI threshold increases as the probability of energy harvesting increases. The reasonable explanation here is that the sensor is willing to pay the price of AoI growth to wait for the free harvested energy.

Then, we show the average cost performance of optimal policy in Fig. 3 under different weighting factor $\omega$. Optimal policy is compared with zero-wait policy and the periodic policy (period = 5) under the same channel blocking probability $p = 0.2$ and the energy harvesting probability $\lambda = 0.5$ in this simulation. It can be found that under different weighting factor $\omega$, the optimal policy proposed in this paper can obtain the minimum long-term average cost, compared with the other two policies. When $\omega$ tends to 0, the zero-wait policy tends to the optimal policy. This is because when there is no need to consider the update cost brought by paid reliable energy, that is, when there is no energy consumption limit, the optimal policy is to update information in every time slot.

In Fig. 4 we present the impact of different energy harvesting probabilities on different strategies. In this simulation, we set the channel blocking probability $p = 0.2$ and weighting factor $\omega = 10$. It can be found from the Fig. 4 that for different energy harvesting probabilities, the proposed optimal update policy outperforms the zero-wait policy and the periodic policy (period = 5), that is, the long-term average cost is always smaller. The interesting point is that when the probability of energy harvesting tends to 1, that is, when energy arrives in each time slot, the performance of the zero-wait policy is close to the optimal policy, while there is still a performance gap between the periodic policy and the optimal policy. This is predictable, because the optimal policy in that case must be to generate and transmit updates all the time without the need to use paid energy. However the periodic policy can not make use of this information and wastes a lot of opportunities to update information without paying any cost.

V. Conclusion

In this paper, we have studied the optimal updating policy for energy harvesting aided terahertz communication over random block channel. This scheduling problem has been transformed into an infinite state Markov decision process, and its goal is to minimize the long-term average weighted sum of the AoI and the energy consumption supplied by the paid energy. Some preliminary lemmas are first provided. Based on them, we prove that the optimal policy structure is of threshold type by exploiting the monotonicity of the value function. At the same time, an efficient policy search algorithm is proposed. Simulation results show that the threshold structure exists, and the thresholds are affected by the probability of energy harvesting and channel blocking. At the same time, it has been verified that the optimal policy is better than the zero-wait policy and the periodic policy.

REFERENCES

[1] S. Kaul, R. Yates, and M. Gruteser, "Real-time status: How often should one update?" in Proceedings IEEE INFOCOM, 2012, pp. 2731–2735.
[2] Y. Sun, E. Uysal-Biyikoglu, R. D. Yates, C. E. Koksal, and N. B. Shroff, "Update or wait: How to keep your data fresh," IEEE Transactions on Information Theory, vol. 63, no. 11, pp. 7492–7508, 2017.
[3] J. Yun, C. Joo, and A. Eryilmaz, "Optimal real-time monitoring of an information source under communication costs," in IEEE Conference on Decision and Control (CDC), 2018, pp. 4767–4772.
[4] F. Peng, X. Chen, and X. Wang, "Channel quality-based optimal status update for information freshness in internet of things," Entropy, vol. 23, no. 7, p. 912, 2021.
[5] D. Ma, G. Lan, M. Hassan, W. Hu, and S. K. Das, “Sensing, computing, and communications for energy harvesting iots: A survey," IEEE Communications Surveys & Tutorials, vol. 22, no. 2, pp. 1222–1250, 2019.
[6] X. Wu, J. Yang, and J. Wu, “Optimal status update for age of information minimization with an energy harvesting source," IEEE Transactions on Green Communications and Networking, vol. 2, no. 1, pp. 193–204, 2017.
Fig. 2. Optimal policy conditioned on different parameters.

Fig. 3. Performance comparison of the zero-wait policy, periodic policy and proposed policy versus the weighting factor \( \omega \) with simulation conditions \( p = 0.2, \lambda = 0.5 \) and \( B = 20 \).

Fig. 4. Comparison of the Zero-wait policy, periodic policy and proposed policy versus the energy harvesting probability with simulation conditions \( p = 0.2, \omega = 10 \) and \( B = 20 \).

[7] B. T. Bacinoglu, Y. Sun, E. Uysal-Biyikoglu, and V. Mutlu, “Achieving the age-energy tradeoff with a finite-battery energy harvesting source,” in 2018 IEEE International Symposium on Information Theory (ISIT). IEEE, 2018, pp. 876–880.

[8] A. Arafa, J. Yang, S. Ulukus, and H. V. Poor, “Age-minimal transmission for energy harvesting sensors with finite batteries: Online policies,” IEEE Transactions on Information Theory, vol. 66, no. 1, pp. 534–556, 2019.

[9] N. Jackson, J. Adkins, and P. Dutta, “Capacity over capacitance for reliable energy harvesting sensors,” in Proceedings of the 18th International Conference on Information Processing in Sensor Networks, 2019, pp. 193–204.

[10] T. Instruments, “Bq25505 ultra low-power boost charger with battery management and autonomous power multiplexer for primary battery in energy harvester applications,” Bq25505 Datasheet, vol. 3, 2019.

[11] X. Wu, L. Tan, and S. Tang, “Optimal energy supplementary and data transmission schedule for energy harvesting transmitter with reliable energy backup,” IEEE Access, vol. 8, pp. 161838–161846, 2020.

[12] J. Wu and W. Chen, “Delay-optimal scheduling for energy harvesting aided mmwave communications with random blocking,” in ICC 2020-2020 IEEE International Conference on Communications (ICC). IEEE, 2020, pp. 1–6.

[13] S. Draskovic and L. Thiele, “Optimal power management for energy harvesting systems with a backup power source,” in 2021 10th Mediterranean Conference on Embedded Computing (MECO). IEEE, 2021, pp. 1–9.

[14] Y. Wu, J. Kokkoniemi, C. Han, and M. Junnti, “Interference and coverage analysis for terahertz networks with indoor blockage effects and line-of-sight access point association,” IEEE Transactions on Wireless Communications, vol. 20, no. 3, pp. 1472–1486, 2020.

[15] E. Altman, Constrained Markov decision processes. CRC Press, 1999, vol. 7.

[16] L. I. Sennott, “Average cost optimal stationary policies in infinite state markov decision processes with unbounded costs,” Operations Research, vol. 37, no. 4, pp. 626–633, 1989.

[17] L. Wang, “Supplementary material,” https://cloud.tsinghua.edu.cn/f/3a9b8281161f4347b60a/, accessed September 15, 2021.
Supplementary Material for the paper "Optimal Update in Energy Harvesting Aided Terahertz Communications with Random Blocking"

VI. APPENDIX

A. Proof of Lemma[7]

The proof requires the use of value iteration algorithm (VIA) and mathematical induction. First, give a brief introduction to VIA, which obtains the value of the value function in different states through continuous iteration. The specific iteration process is as follows:

\[
\begin{align*}
V_0(x) &= m_x, \\
Q_k(x, a) &= C(x, a) + \sum_{x' \in S} \Pr(x'|x, a)V_k(x'), \\
V_{k+1}(x) &= \min_{a \in A} Q_k(x, a),
\end{align*}
\]  

(25)

where \(m_x\) is an arbitrary initial value of \(V_0(x)\) with respect to state \(x\) and \(k \in \mathbb{Z}\). It’s worth noting that \(V_{k+1}(x)\) will converge when \(k\) goes into infinity for any state \(x\), which can be expressed as follows:

\[
\lim_{k \to \infty} V_k(x) = V(x), \forall x \in \mathcal{S}.
\]  

(26)

Then we will use mathematical induction to prove the monotonicity of the value function in each component.

First prove (16). At the beginning of the induction method, we need to verify that the inequality \(V_1(\Delta_1, q) \leq V_1(\Delta_2, q)\) holds when \(k = 1\). By assuming \(V_0(x) = 0, \forall x \in \mathcal{S}\), we have:

\[
V_1(\Delta_1, q) = \min_{a \in A} \{Q_0(\Delta_1, q, a)\}
\]

\[
= \min_{a \in A} \{Q_0(\Delta_1, q, 0), Q_0(\Delta_1, q, 1)\}
\]

\[
= \min \{\Delta_1 + \omega C_r \mathbb{1}(q), \Delta_1\}
\]

\[
= \Delta_1,
\]  

(27)

and,

\[
V_1(\Delta_2, q) = \min_{a \in A} \{Q_0(\Delta_2, q, a)\}
\]

\[
= \min_{a \in A} \{Q_0(\Delta_2, q, 0), Q_0(\Delta_2, q, 1)\}
\]

\[
= \min \{\Delta_2 + \omega C_r \mathbb{1}(q), \Delta_2\}
\]

\[
= \Delta_2.
\]  

(28)

Therefore, if \(\Delta_1 \leq \Delta_2\), \(V_1(\Delta_1, q) = \Delta_1 \leq \Delta_2 = V_1(\Delta_2, q)\). Then we assume that at the \(k\)th step of the induction method, the following formula holds:

\[
V_k(\Delta_1, q) \leq V_k(\Delta_2, q), \forall \Delta_1 \leq \Delta_2.
\]  

(29)

So the next formula that needs to be verified is

\[
V_{k+1}(\Delta_1, q) \leq V_{k+1}(\Delta_2, q), \forall \Delta_1 \leq \Delta_2
\]  

(30)

Since \(V_{k+1}(x) = \min_{a \in A} Q_k(x, a)\), we need to bring out \(Q_k(x, a)\) first. The state-action value function \(Q_k(x, a)\) at state \(x = (\Delta, q)\) is as follows:

\[
\begin{align*}
Q_k(\Delta, q, 0) &= C(\Delta, q, 0) + \sum_{x' \in S} \Pr(x'|x, 0)V_k(x'), \\
Q_k(\Delta, q, 1) &= C(\Delta, q, 1) + \sum_{x' \in S} \Pr(x'|x, 1)V_k(x').
\end{align*}
\]  

(31)

Due to the complexity of the transition probability situation and one-step cost function, we will discuss the following three cases:

Case 1. \(q = 0\),

In this case, according to transition probability (9) and (10), we have the state-value function \(Q_k(\Delta, q, 0)\) and \(Q_k(\Delta, q, 1)\) as follows:

\[
\begin{align*}
Q_k(\Delta, q, 0) &= \Delta + \lambda V_k(\Delta + 1, q + 1) \\
&\quad + (1 - \lambda)V_k(\Delta + 1, q),
\end{align*}
\]  

(32)

and,

\[
\begin{align*}
Q_k(\Delta, q, 1) &= \Delta + \omega C_r + p\lambda V_k(\Delta + 1, q + 1) \\
&\quad + p(1 - \lambda)V_k(\Delta + 1, q) \\
&\quad + (1 - p)\lambda V_k(\Delta + 1, q + 1) \\
&\quad + (1 - p)(1 - \lambda)V_k(\Delta, q).
\end{align*}
\]  

(33)

Due to that \(V_k(\Delta, q)\) is assumed to be non-decreasing function with respect to \(\Delta\) for any fixed \(q\), it is obviously that both \(Q_k(\Delta, q, 0)\) and \(Q_k(\Delta, q, 1)\) are non-decreasing with respect to \(\Delta\). Therefore, for any \(\Delta_1 \leq \Delta_2\) we have:

\[
V_{k+1}(\Delta_1, q) = \min_{a \in A} \{Q_k(\Delta_1, q, a)\}
\]

\[
= \min \{Q_k(\Delta_1, q, 0), Q_k(\Delta_1, q, 1)\}
\]

\[
\leq \min \{Q_k(\Delta_2, q, 0), Q_k(\Delta_2, q, 1)\}
\]

\[
= V_{k+1}(\Delta_2, q).
\]  

(34)

As a result, with the induction we prove that \(V_k(\Delta, q)\) is non-decreasing function for any \(k\) with respect to \(\Delta\) and \(q = 0\). By taking the limits on both side of (29) we prove that (16) holds in the case \(q = 0\).

Case 2. \(0 < q < B\),

In this case, according to transition probability (9) and (10), we have the state-value function \(Q_k(\Delta, q, 0)\) and \(Q_k(\Delta, q, 1)\) as follows:

\[
\begin{align*}
Q_k(\Delta, q, 0) &= \Delta + \lambda V_k(\Delta + 1, q + 1) \\
&\quad + (1 - \lambda)V_k(\Delta + 1, q),
\end{align*}
\]  

(35)
and,
\[
Q_k(\Delta, q, 1) = \Delta + p\lambda V_k(\Delta + 1, q) + p(1 - \lambda)V_k(\Delta + 1, q - 1) + (1 - p)\lambda V_k(1, q) + (1 - p)(1 - \lambda)V_k(1, q - 1).
\]

Due to \( V_k(\Delta, q) \) is assumed to be non-decreasing function with respect to \( \Delta \) for any fixed \( q \), it is obviously that both \( Q_k(\Delta, q, 0) \) and \( Q_k(\Delta, q, 1) \) are non-decreasing with respect to \( \Delta \). Therefore, for any \( \Delta_1 \leq \Delta_2 \) we have:
\[
V_{k+1}(\Delta_1, q) = \min_{a \in A} \{ Q_k(\Delta_1, q, a) \} = \min \{ Q_k(\Delta_1, q, 0), Q_k(\Delta_1, q, 1) \} \leq \min \{ Q_k(\Delta_2, q, 0), Q_k(\Delta_2, q, 1) \} = V_{k+1}(\Delta_2, q).
\]

As a result, with the induction we prove that \( V_k(\Delta, q) \) is non-decreasing function for any \( k \) with respect to \( \Delta \) and any \( q \in \{ 1, ..., B - 1 \} \). By taking the limits on both side of (29) we prove that (16) holds in the case \( \Delta = \Delta_1 \leq \Delta_2 \leq \Delta_0 \) and

\[
\begin{align*}
Q(\Delta, q, 0) & = \Delta + \lambda V(\Delta + 1, q) + \lambda V(\Delta + 1, q - 1) + (1 - \lambda)V(1, q) + (1 - \lambda)V(1, q - 1) \\
& = \Delta + \lambda V(\Delta + 1, q) + (1 - \lambda)V(1, q).
\end{align*}
\]

**Case 3.** \( q = B \).

In this case, according to transition probability (9) and (10), we have the state-value function \( Q_k(\Delta, q, 0) \) and \( Q_k(\Delta, q, 1) \) as follows:
\[
Q_k(\Delta, q, 0) = \Delta + \omega C_r \leq \Delta + \omega C_r + p\lambda V_k(\Delta + 1, q) + p(1 - \lambda)V_k(\Delta + 1, q - 1) + (1 - p)\lambda V_k(1, q) + (1 - p)(1 - \lambda)V_k(1, q - 1).
\]

Due to \( V_k(\Delta, q) \) is assumed to be non-decreasing function with respect to \( \Delta \) for any fixed \( q \), it is obviously that both \( Q_k(\Delta, q, 0) \) and \( Q_k(\Delta, q, 1) \) are non-decreasing with respect to \( \Delta \). Therefore, for any \( \Delta_1 \leq \Delta_2 \) we have:
\[
V_{k+1}(\Delta_1, q) = \min_{a \in A} \{ Q_k(\Delta_1, q, a) \} = \min \{ Q_k(\Delta_1, q, 0), Q_k(\Delta_1, q, 1) \} \leq \min \{ Q_k(\Delta_2, q, 0), Q_k(\Delta_2, q, 1) \} = V_{k+1}(\Delta_2, q).
\]

As a result, with the induction we prove that \( V_k(\Delta, q) \) is non-decreasing function for any \( k \) with respect to \( \Delta \) and \( q = B \). By taking the limits on both side of (29) we prove that (16) holds in the case \( q = B \).

To sum up, (16) holds and we complete the proof of the first part in Lemma [1].

According to the exact same mathematical induction, we can also verify that the formula (17) holds. Due to limited space, the specific certification steps are omitted here. Thus we complete the proof of Lemma [1].

**B. Proof of Lemma [2]**

First, let’s prove (18). By the (16) of Lemma [1] assuming \( \Delta_1 \leq \Delta_2 \) and \( q \in \{ 1, ..., B - 1 \} \), it is easy to yield
\[
Q(\Delta, q, 0) - Q(\Delta_1, q, 0) = \Delta_2 - \Delta_1 + \lambda[\Delta_2 + 1, q + 1) - V(\Delta_1 + 1, q + 1)] + (1 - \lambda)[V(\Delta + 1, q + 1) - V(\Delta_1 + 1, q + 1)] + (1 - p)\lambda[V(1, q) - V(\Delta_1 + 1, q + 1)] + (1 - p)(1 - \lambda)[V(1, q) - V(\Delta_1 + 1, q + 1)] \\
\geq \Delta_2 - \Delta_1,
\]

and,
\[
Q(\Delta_2, q, 1) - Q(\Delta_1, q, 1) = \Delta_2 - \Delta_1 + \lambda[\Delta_2 + 1, q - 1) - V(\Delta_1 + 1, q - 1)] + (1 - \lambda)[V(\Delta + 1, q - 1) - V(\Delta_1 + 1, q - 1)] + (1 - p)\lambda[V(1, q) - V(\Delta_1 + 1, q - 1)] + (1 - p)(1 - \lambda)[V(1, q) - V(\Delta_1 + 1, q - 1)] \\
\geq \Delta_2 - \Delta_1.
\]

Due to \( V(x) = \min_{a \in A} Q(x, a) \), we prove that formula (18) holds for all \( q \in \{ 1, ..., B - 1 \} \). Through the same proof process, it can also be verified that (18) is also valid when \( q = 0 \) and \( q = B \). Therefore, we have proved \( V(\Delta_2, q) - V(\Delta_1, q) \geq \Delta_2 - \Delta_1 \) holds for any \( \Delta_1 \leq \Delta_2 \) and fixed \( q \in B \). Second, we will tackle formula (19). The following proof needs to apply VIA and mathematical induction. For the convenience of explanation, an equivalent transformation is made to formula (19) as follows:
\[
V(\Delta + 1, q + 1) + pV(\Delta, q) \geq V(\Delta, q + 1) + pV(\Delta + 1, q),
\]

for state \( x \), we have
\[
V(x) = \min_{a \in A} \{ Q_k(x, 0), Q_k(x, 1) \} = \min_{a \in A} \{ Q_k(x, 0), Q_k(x, 1) \}.
\]

So every value function in (43) has two possible values. In order to prove formula (43), theoretically we need to discuss \( 2^4 = 16 \) cases, which is obviously a bit too cumbersome. Here we use a little trick, that is, as long as we prove that for the \( 2^2 = 4 \) possible combinations on the left side of the inequality sign, there exists a combination on the right side of the inequality sign to make \"\geq\" hold, then we can prove formula (43). Next, we make a mapping, using four numbers to sequentially represent the action taken by the minimum state-action value function in formula (43), that is, \"01010" \ represents the following:
\[
Q(\Delta + 1, q + 1) + pQ(\Delta, q, 0) \geq Q(\Delta, q + 1) + pQ(\Delta + 1, q, 0),
\]

So according to the previous trick, we only need to verify \"0000", \"01010", \"0101", \"1111" to prove formula (43). Due to limited space, we only show the verification process of \"01010" in the following proof. The other three cases can also be proved by the same steps.
Now we start to apply VIA. Assuming that $V_0(x) = 0$ for any states $x$, we have:

\[ Q_0(\Delta + 1, q + 1, 1) + pQ_0(\Delta, q, 0) \]

\[- [Q_0(\Delta, q, 1) + pQ_0(\Delta + 1, q, 0)] \]

\[ = \Delta + 1 + p(\Delta + \omega I(q)C_r) - [\Delta + p(\Delta + \omega I(q)C_r)] \]

\[ = 1 \geq 0. \quad (46) \]

Then for $Q_0(x)$ we can also verify the same property in the "0000", "0101", "1111" case by the similar calculation, which implies:

\[ V_1(\Delta + 1, q + 1) + pV_1(\Delta, q) \geq V_1(\Delta, q + 1) + pV_1(\Delta + 1, q), \quad (47) \]

for any $q \in \{0, 1, ..., B - 1\}$ and $\Delta \in \mathbb{Z}^+$. By induction, assuming that for any $q \in \{0, 1, ..., B - 1\}$ and $\Delta \in \mathbb{Z}^+$, we have:

\[ V_k(\Delta + 1, q + 1) + pV_k(\Delta, q) \geq V_k(\Delta, q + 1) + pV_k(\Delta + 1, q). \quad (48) \]

What we need to do is to verify that formula (43) still holds in the next value iteration. Again, we take a look at the "1010" case. For $\Delta \in \mathbb{Z}^+$ and $q \in \{0, 1, ..., B - 1\}$, we have:

\[ Q_k(\Delta + 1, q + 1, 1) + pQ_k(\Delta, q, 0) \]

\[- [Q_k(\Delta, q + 1, 1) + pQ_k(\Delta + 1, q, 0)] \]

\[ = \Delta + 1 + p\lambda V_k(\Delta + 2, q + 1) + p(1 - \lambda)V_k(\Delta + 2, q) \]

\[ + (1 - p)\lambda V_k(1, q + 1) + (1 - p)(1 - \lambda)V_k(1, q) \]

\[ + p[\Delta + \omega C_r + \lambda V_k(\Delta + 1, q + 1) + (1 - \lambda)V_k(\Delta + 1, q)] \]

\[ - \Delta - p\lambda V_k(\Delta + 1, q + 1) - p(1 - \lambda)V_k(\Delta + 1, q) \]

\[ - (1 - p)\lambda V_k(1, q + 1) - (1 - p)(1 - \lambda)V_k(1, q) \]

\[ - p[\Delta + 1 + \omega C_r + \lambda V_k(\Delta + 2, q + 1) - (1 - \lambda)V_k(\Delta + 2, q)] \]

\[ = 1 - p \geq 0. \quad (49) \]

Therefore, by the similar step, we can verify the other three cases and get the following formula

\[ V_{k+1}(\Delta+1, q+1) + pV_{k+1}(\Delta, q) \geq V_{k+1}(\Delta, q+1) + pV_{k+1}(\Delta+1, q) \quad (50) \]

holds for any $\Delta \in \mathbb{Z}^+$ and $q \in \{0, 1, ..., B - 1\}$. By induction we confirm that for any $k$, the formula (48) holds. Take the limits of $k$ on both side then we are able to prove that (43) holds, which is equivalent to (19) holds. Hence, we complete the whole proof.