Abstract

(Gradient) Expectation Maximization (EM) is a widely used algorithm for estimating the maximum likelihood of mixture models or incomplete data problems. A major challenge facing this popular technique is how to effectively preserve the privacy of sensitive data. Previous research on this problem has already lead to the discovery of some Differentially Private (DP) algorithms for (Gradient) EM. However, unlike in the non-private case, existing techniques are not yet able to provide finite sample statistical guarantees. To address this issue, we propose in this paper the first DP version of (Gradient) EM algorithm with statistical guarantees. To do this, we propose a new mechanism for privately estimating the mean of a heavy-tailed distribution, which significantly improves a previous result in [Wang et al., 2020], and it could be extended to the local DP model, which has not been studied before. Next, we apply our general framework to three canonical models: Gaussian Mixture Model (GMM), Mixture of Regressions Model (MRM) and Linear Regression with Missing Covariates (RMC). Specifically, for GMM in the DP model, our estimation error is near optimal in some cases. For the other two models, we provide the first finite sample statistical guarantees. Our theory is supported by thorough numerical experiments.

1 INTRODUCTION

As one of the most popular techniques for estimating the maximum likelihood of mixture models or incomplete data problems, Expectation Maximization (EM) algorithm has been widely applied to many areas such as genomics [Laird, 2010], finance [Faria and Gonçalves, 2013], and crowdsourcing [Dawid and Skene, 1979]. EM algorithm is well-known for its convergence to an empirically good local estimator [Wu et al., 1983]. Recent studies have further revealed that it can also provide finite sample statistical guarantees [Balakrishnan et al., 2017b, Zhu et al., 2017, Wang et al., 2015, Yi and Caramanis, 2015]. Specifically, [Balakrishnan et al., 2017b] showed that classical EM and its gradient ascent variant (Gradient EM) are capable of achieving the first local convergence (theory) and finite sample statistical rate of convergence. They also provided a (near) optimal minimax rate for some canonical statistical models such as Gaussian mixture model (GMM), mixture of regressions model (MRM) and linear regression with missing covariates (RMC).

The wide applications of EM also present some new challenges to this method. Particularly, due to the existence of sensitive data and their distributed nature in many applications like social science, biomedicine, and genomics, it is often challenging to preserve the privacy of such data as they are extremely difficult to aggregate and learn from. Consider a case where health records are scattered across multiple hospitals (or even countries), it is not possible to process the whole dataset in a central server due to privacy and ownership concerns. A better solution is to use some differentially private mechanisms to conduct the aggregation and learning tasks. Differential Privacy (DP) [Dwork et al., 2006] is a commonly-accepted criterion that provides provable protection against identification and is resilient to arbitrary auxiliary information that might be available to attackers.

Thus, to be able to use (Gradient) EM algorithm to learn from these sensitive data, it is urgent to design some DP versions of the (gradient) EM algorithm. [Park et al., 2017] proposed the first DP EM algorithm which mainly focuses on the practical behaviors of the method. Their algorithm needs quite a few assumptions on the model and the data, which make it difficult to extend to some canonical models mentioned above. Furthermore, unlike the aforementioned non-private case, their algorithm does not provide any finite sample statistical guarantee on the solution (see Related Work section for detailed comparison). Thus, it is still unknown whether there exists any DP variant of the
(gradient) EM algorithm that has finite sample statistical guarantees.

To answer this question, we propose in this paper the first $(\epsilon, \delta)$-DP (Gradient) EM algorithm with finite sample statistical guarantees. Specifically,

- We first show that, given an appropriate initialization $\beta^{\text{init}}$ (i.e., $\|\beta^{\text{init}} - \beta^*\|_2 \leq \kappa\|\beta^*\|_2$ for some constant $\kappa \in (0, 1)$), if the model satisfies some additional assumptions and the number of sample $n$ is large enough, the output $\beta^{\text{priv}}$ of our DP (Gradient) EM algorithm is guaranteed to have a bounded estimation error, $\|\beta^{\text{priv}} - \beta^*\|_2 \leq O\left(\frac{\kappa^2}{\sqrt{n}}\right)$, with high probability, where $d$ is the dimensionality and $\tau$ is an upper bound of the second-order moment of each coordinate of the gradient function. To get the result, we propose a new mechanism for privately estimating the mean of a heavy-tailed distribution, which is based on a finer analysis of the mechanism given by [Wang et al., 2020]. Moreover, our mechanism could be easily extended to the local privacy model, which is the first result on the problem. Thus, we believe our mechanism could be used in other machine learning problems.

- We then apply our general framework to the three canonical models: GMM, MRM and RMC. Our private estimator achieves an estimation error that is upper bounded by $O\left(\frac{d^2}{\sqrt{n}}\right), O\left(\frac{\tau^2}{\sqrt{n}}\right)$ and $O\left(\frac{d^2}{\sqrt{n}}\right)$ for GMM, MRM and RMC, respectively. We note that they are the first statistical guarantees for MRM and RMC in the Differential Privacy model, and the error bound for GMM is near optimal in some cases. We also conduct thorough experiments on the these three models. Experimental results on these models are consistent with our theoretical analysis.

Due to the space limit, some additional background and experiments and omitted proofs are included in the Appendix. The source code of experiments can also be found in the Supplementary Material.

2 RELATED WORK

As we mentioned previously, designing DP version of EM algorithm is still not well studied. To our best knowledge, the only work on DP EM algorithm is given by [Park et al., 2017]. However, their result is incomparable with ours for the following reasons. Firstly, our work aims to achieve finite sample statistical guarantees for the DP EM algorithm, while [Park et al., 2017] mainly focuses on designing practical DP EM algorithm that does not provide any statistical guarantees. Particularly, [Park et al., 2017] assumed that datasets are pre-processed such that the $\ell_2$-norm of each data record is less than 1. This means that their algorithm will likely introduce additional bias on the statistical guarantees. Secondly, [Park et al., 2017] studied only the exponential family so that noise can be directly added to the sufficient statistics. However, most of the latent variable models do not satisfy such an assumption. This includes the MRM and RMC models to be considered in this paper.

In this paper, we implement our general framework on three specific models, and DP GMM is the only one that has been studied previously. Specifically, [Nissim et al., 2007] provided the first result for the general $k$-GMM based on the sample-and-aggregate framework. Later on, [Kamath et al., 2019] improved the result by a factor of $\sqrt{d/\epsilon}$, and also claimed that their sample complexity is near optimal. Compared with their result, our proposed algorithm ensures that when $\epsilon$ is some constant, it has the same sample complexity. Also, although their algorithm has polynomial time complexity, it is actually not very practical and thus no practical study has been conducted. Moreover, their algorithm is heavily dependent on a previous clustering algorithm; it is unclear whether it can be extended to other mixture models. From these two perspectives, our framework is more general and practical.

3 PRELIMINARIES

Let $Y$ and $Z$ be two random variables taking values in the sample spaces $\mathcal{Y}$ and $\mathcal{Z}$, respectively. Suppose that the pair $(Y, Z)$ has a joint density function $f_{\beta}$ that belongs to some parameterized family $\{f_{\beta}; \beta \in \Omega\}$. Rather than considering the whole pair of $(Y, Z)$, we observe only component $Y$. Thus, component $Z$ can be viewed as the missing or latent structure. We assume that the term $h_{\beta}(y)$ is the marginal distribution over the latent variable $Z$, i.e., $h_{\beta}(y) = \int_{\mathcal{Z}} f_{\beta}(y, z)dz$. Let $k_{\beta}(z|y)$ be the density of $Z$ conditional on the observed variable $Y = y$, that is, $k_{\beta}(z|y) = \frac{f_{\beta}(y,z)}{h_{\beta}(y)}$.

Given $n$ observations $y_1, y_2, \ldots, y_n$ of $Y$, the EM algorithm is to maximize the log-likelihood $\max_{\beta} \ell_n(\beta) = \sum_{i=1}^{n} \log h_{\beta}(y_i)$. Due to the unobserved latent variable $Z$, it is often difficult to directly evaluate $\ell_n(\beta)$. Thus, we consider the lower bound of $\ell_n(\beta)$. By Jensen’s inequality, we have

$$\frac{1}{n} \left[ \ell_n(\beta) - \ell_n(\beta') \right] \geq \frac{1}{n} \sum_{i=1}^{n} \int_{\mathcal{Z}} k_{\beta'}(z|y_i) \log f_{\beta}(y_i, z)dz - \frac{1}{n} \sum_{i=1}^{n} \int_{\mathcal{Z}} k_{\beta'}(z|y_i) \log f_{\beta'}(y_i, z)dz. \quad (1)$$

Let $Q_n(\beta; \beta') = \frac{1}{n} \sum_{i=1}^{n} q_i(\beta; \beta')$, where

$$q_i(\beta; \beta') = \int_{\mathcal{Z}} k_{\beta'}(z|y_i) \log f_{\beta}(y_i, z)dz. \quad (2)$$

Also, it is convenient to let $Q(\beta; \beta')$ denote the expectation of $Q_n(\beta; \beta')$ w.r.t $\{y_i\}_{i=1}^{n}$, that is,

$$Q(\beta; \beta') = \mathbb{E}_{y \sim h_{\beta'}} \int_{\mathcal{Z}} k_{\beta'}(z|y) \log f_{\beta}(y, z)dz. \quad (3)$$

We can see that the second term on the right hand side of (1) is independent on $\beta$. Thus, given some fixed $\beta'$, we can

\[\text{We use } q(\beta; \beta') \text{ for general sample } y.\]
maximize the lower bound function $Q_n(\beta; \beta')$ over $\beta$ to obtain sufficiently large $\ell_n(\beta) - \ell_n(\beta')$. Thus, in the $t$-th iteration of the standard EM algorithm, we can evaluate $Q_n(\beta; \beta')$ at the E-step and then perform the operation of $\beta^{t+1} = \max_{\beta \in \mathcal{B}} Q_n(\beta; \beta')$ at the M-step. See McLachlan and Krishnan 2007 for more details.

In addition to the exact maximization implementation of the M-step, we add a gradient ascent implementation of the M-step, which performs an approximate maximization via a gradient descent step.

**Gradient EM Algorithm** [Balakrishnan et al. 2017b]

When $Q_n(\beta; \beta')$ is differentiable, the update of $\beta'$ to $\beta^{t+1}$ consists of the following two steps.

- **E-step**: Evaluate the functions in (2) to compute $Q_n(\beta; \beta')$.
- **M-step**: Update $\beta^{t+1} = \beta' + \eta \nabla Q_n(\beta; \beta')$, where $\nabla$ is the derivative of $Q_n$ w.r.t the first component and $\eta$ is the step size.

Next, we give some examples that use the gradient EM algorithm. Note that they are the typical examples for studying the statistical property of EM algorithm [Wang et al. 2015; Balakrishnan et al. 2017b; Yi and Caramanis 2015; Zhu et al. 2017]. See Appendix C for their specified $\nabla Q_n(\beta; \beta')$ in (2).

**Gaussian Mixture Model (GMM)** Let $y_1, \cdots, y_n$ be $n$ i.i.d samples from $Y \in \mathbb{R}^d$ with

$$Y = Z \cdot \beta^* + V,$$  

where $Z$ is a Rademacher random variable (i.e., $\mathbb{P}(Z = +1) = \mathbb{P}(Z = -1) = \frac{1}{2}$), and $V \sim \mathcal{N}(0, \sigma^2 I_d)$ is independent of $Z$ for some known standard deviation $\sigma$.

**Mixture of (Linear) Regressions Model (MRM)** Let $(x_1, y_1), (x_2, y_2), \cdots, (x_n, y_n)$ be $n$ samples i.i.d sampled from $Y \in \mathbb{R}$ and $X \in \mathbb{R}^d$ with

$$Y = Z(\beta^*, X) + V,$$

where $X \sim \mathcal{N}(0, I_d)$, $V \sim \mathcal{N}(0, \sigma^2)$, $Z$ is a Rademacher random variable, and $X, V, Z$ are independent.

**Linear Regression with Missing Covariates (RMC)** We assume that $Y \in \mathbb{R}$ and $X \in \mathbb{R}^d$ satisfy

$$Y = (X, \beta^*) + V,$$  

where $X \sim \mathcal{N}(0, I_d)$ and $V \sim \mathcal{N}(0, \sigma^2)$ are independent. Let $x_1, x_2, \cdots, x_m$ be $n$ observations of $X$ with each coordinate of $x_i$ missing (unobserved) independently with probability $p_m \in [0, 1]$.

Next, we provide several definitions on the required properties of functions $Q_n(\cdot; \cdot)$ and $Q(\cdot; \cdot)$. Note that some of them have been used in previous studies on the statistical guarantees of EM algorithm [Balakrishnan et al. 2017b; Wang et al. 2015; Zhu et al. 2017].

**Definition 1.** Function $Q(\cdot; \beta^*)$ is self-consistent if $\beta^* = \arg\max_{\beta \in \mathcal{B}} Q(\beta; \beta^*)$. That is, $\beta^*$ maximizes the lower bound of the log likelihood function.

**Definition 2 (Lipschitz-Gradient-2(\gamma, \mathcal{B}))**. $Q(\cdot; \cdot)$ is called Lipschitz-Gradient-2(\gamma, \mathcal{B}) if for the underlying parameter $\beta^*$ and any $\beta \in \mathcal{B}$ for some set $\mathcal{B}$, the following holds

$$\|\nabla Q(\beta; \beta^*) - \nabla Q(\beta; \beta)\|_2 \leq \gamma \|\beta - \beta^*\|_2.$$  

We note that there are some differences between the definition of Lipschitz-Gradient-2 and the Lipschitz continuity condition in the convex optimization literature [Nesterov 2013]. Firstly, in (7), the gradient is w.r.t the second component, while the Lipschitz continuity is w.r.t the first component. Secondly, the property holds only for fixed $\beta^*$ and any $\beta$, while the Lipschitz continuity is for all $\beta, \beta' \in \mathcal{B}$.

**Definition 3 (\mu-smooth)**. $Q(\cdot; \beta^*)$ is $\mu$-smooth, that is if for any $\beta, \beta' \in \mathcal{B}$, $Q(\beta; \beta^*) \geq Q(\beta'; \beta^*) + (\beta - \beta')^T \nabla Q(\beta'; \beta^*) - \frac{\mu}{2} \|\beta - \beta'\|_2^2$.

**Definition 4 (\upsilon-strongly concave)**. $Q(\cdot; \beta^*)$ is $\upsilon$-strongly concave, that is if for any $\beta, \beta' \in \mathcal{B}$, $Q(\beta; \beta^*) \leq Q(\beta'; \beta^*) + (\beta - \beta')^T \nabla Q(\beta'; \beta^*) - \frac{\upsilon}{2} \|\beta - \beta'\|_2^2$.

In the following we will propose the assumptions that will be used throughout the whole paper. Note that these assumptions are commonly used in other works on statistical analysis of EM algorithm such as [Balakrishnan et al. 2017a; Zhu et al. 2017; Wang et al. 2015].

**Assumption 1.** We assume that function $Q(\cdot; \cdot)$ in (3) is self-consistent, Lipschitz-Gradient-2(\gamma, \mathcal{B}), $\mu$-smooth, $\upsilon$-strongly concave over some set $\mathcal{B}$. Moreover, we assume that $\forall j \in [d]$ and $\beta \in \mathcal{B}$, there is some known upper bound $\tau$ on the second-order moment of the $j$-coordinate of $\nabla^2 Q(\beta; \beta)$, i.e., $\mathbb{E}_\beta(\nabla^2 Q(\beta; \beta)) \leq \tau$ and for each $i \in [n]$, $\nabla^2 q_i(\beta, \beta)$ is independent with others.

**Definition 5 (Differential Privacy)** [Dwork et al. 2006].

Given a data universe $\mathcal{X}$, we say that two datasets $D, D' \subseteq \mathcal{X}$ are neighbors if they differ by only one entry, which is denoted as $D \sim D'$. A randomized algorithm $\mathcal{A}$ is $(\mathcal{A}, \delta)$-differentially private (DP) if for all neighboring datasets $D, D'$ and for all events $S$ in the output space of $\mathcal{A}$, we have $\mathbb{P}(\mathcal{A}(D) \in S) \leq e^\delta \mathbb{P}(\mathcal{A}(D') \in S) + \delta$.

**Definition 6 (Gaussian Mechanism)**. Given a function $q : \mathcal{X}^n \rightarrow \mathbb{R}^p$, the Gaussian Mechanism is defined as: $\mathcal{M}(D, q, \varepsilon) = (q(D) + Y)$, where $Y$ is drawn from a Gaussian Distribution $\mathcal{N}(0, \sigma^2 I_p)$ with $\sigma \geq \frac{\sqrt{2\ln(1.25/\delta)}}{\varepsilon} \Delta_2(q)$. $\Delta_2(q)$ is the $\ell_2$-sensitivity of the function $q$, i.e., $\Delta_2(q) = \sup_{D \sim D'} \|q(D) - q(D')\|_2$. Gaussian Mechanism preserves $(\varepsilon, \delta)$-differentially private.

Due to the similarity with the Gradient Descent algorithm and the simplicity of illustrating our idea compared with the original EM algorithm, in this paper, we will mainly focus on DP Gradient EM algorithm. See Appendix I for the statistical guarantees of the DP EM algorithm.
4 MAIN METHOD

4.1 MAIN DIFFICULTY

In the previous section, we introduced the Gradient EM algorithm, which updates the estimator via the gradient \( \nabla Q_{\phi}(\beta'; \beta) \). It is notable that this idea is quite similar to the Gradient Descent algorithm. Moreover, we know that there are several DP versions of the (Stochastic) Gradient Descent algorithm such as \cite{Bassily2014, Wang2017, Song2013, Wang2019, Lee2018}. The key idea of DP Gradient Descent is adding some randomized noise such as Gaussian noise to preserve DP property in each iteration, and by the composition theorem of DP \cite{Dwork2014}, the whole algorithm will still be DP. Thus, motivated by this, to design a DP variant of Gradient EM algorithm, the most direct way is adding some Gaussian noise to the gradient \( \nabla Q_{\phi}(\beta'; \beta') \) in each iteration and updating the parameter.

However, it is notable that we cannot add Gaussian noise directly to the gradient in the Gradient EM algorithm. The main reason is that all previous DP Gradient Descent algorithms need to assume that each component of the gradient (which correspond to the function \( \nabla q_i \)) is bounded, or the loss function is \( O(1) \)-Lipschitz, such as Logistic Regression, so that its \( \ell_2 \)-norm sensitivity is bounded and thus the Gaussian mechanism can be used. However, in the Gradient EM algorithm, each component \( (\nabla q_i(\beta'; \beta')) \) in (2) is unbounded in most of the cases. For example, we can easily show the following fact.

**Theorem 1.** Consider the GMM in (4), there is a case with fixed \( \beta \), such that for each constant \( c \), with **positive probability** w.r.t \( y \) we have \( \| \nabla q(\beta; \beta) \|_2 \geq c \).

Thus, to design a DP (Gradient) EM algorithm, the major difficulty lies in how to process the gradient to make its sensitivity bounded. Two main approaches are used in previous work: (1) \cite{Park2017} assumed that datasets are pre-processed such that the \( \ell_2 \)-norm of each sample is bounded by 1. However, as mentioned previously, our goal is to achieve the statistical guarantees for the DP (Gradient) EM algorithm. If a similar approach is adopted in our algorithm, the (manual) normalization can easily destroy many statistical properties of the data and force the private estimator to introduce additional bias, making it inconsistent\footnote{An estimator \( \beta_n \) is consistent if \( \lim_{n \to \infty} \| \beta_n - \beta^* \|_2 = 0 \).} instead of normalizing the datasets, \cite{Abadi2017} first clipped the gradient to ensure that the \( \ell_2 \)-norm of each component of the gradient is bounded by the threshold \( C \), and then added Gaussian noise (see Algorithm 1 for more details). However, such an approach may cause two issues. First, in general clipping gradient could introduce additional bias even in statistical estimation, which has also been pointed out in \cite{Song2017}. Second, the threshold \( C \) actively affects the convergence speed and selecting the best \( C \) is quite difficult (see Experimental section for more details). Due to these two reasons, it is hard to study the statistical guarantees of Algorithm 1. Thus, we need a new approach to pre-process the gradient to ensure that it has not only bounded \( \ell_2 \)-norm but also consistent statistical guarantee.

**Algorithm 1** Clipped DP Gradient EM

**Input:** \( D = \{y_i\}_{i=1}^n \subset \mathbb{R}^d \), privacy parameters \( \epsilon, \delta : Q_{\phi}(\cdot \cdot) \) and its \( q(\cdot \cdot) \), initial parameter \( \beta_0 \), gradient norm \( C \), step size \( \eta \) and the number of iterations \( T \).

1: for \( t = 1, 2, \ldots, T \) do
2: For each \( i \in [n] \), evaluate the function in (2) to compute \( q_i(\beta; \beta^{-1}) \).
3: Clip gradient:
   \[ \nabla \tilde{q}_i(\beta^{-1}; \beta^{-1}) = \frac{\nabla q_i(\beta^{-1}; \beta^{-1})}{\max\{1, \|\nabla q_i(\beta^{-1}; \beta^{-1})\|_2\}} . \]
4: Update \( \beta' = \beta + \eta (\nabla \tilde{q}_i(\beta^{-1}; \beta^{-1}) + \mathcal{N}(0, C^2 \sigma^2 I_d) \), where \( \nabla \tilde{q}_i(\beta^{-1}; \beta^{-1}) = \frac{1}{n} \sum_{i=1}^n \nabla q_i(\beta^{-1}; \beta^{-1}) \) and \( \sigma^2 = C^2 \log \frac{1}{\delta/\epsilon^2} \) for some constant \( c \).
5: end for
6: Return \( \beta^* \)

4.2 OUR METHOD

In this section, we will propose our method to overcome the aforementioned difficulties. Since our method is motivated by a robust and private mean estimator for heavy-tailed distributions, which was given in \cite{Wang2020}, and it is derived from the robust mean estimator in \cite{Holland2019}. To be self-contained, we first review their estimator.

We now consider a 1-dimensional random variable \( x \) and assume that \( x_1, x_2, \ldots, x_n \) are i.i.d. sampled from \( x \). The estimator consists of three steps:

**Scaling and Truncation** For each sample \( x_i \), we first re-scale it by dividing \( s \) (which will be specified later). Then, the re-scaled one was passed through a soft truncation function \( \phi \). Finally, we put the truncated mean back to the original scale. That is,

\[ \frac{s}{n} \sum_{i=1}^n \phi \left( \frac{x_i}{s} \right) \approx \mathbb{E}X. \]

Here, we use the function given in \cite{Catoni2017},

\[ \phi(x) = \begin{cases} 
-\sqrt{s}, & -\sqrt{s} \leq x \leq \sqrt{s} \\
\frac{2x^3}{3}, & x > \sqrt{s} \\
\frac{2}{\sqrt{s}}, & x < -\sqrt{s}.
\end{cases} \]

A key property for \( \phi \) is that \( \phi \) is bounded, that is, \( |\phi(x)| \leq 2\sqrt{s}/3 \).

**Noise Multiplication** Let \( \eta_1, \eta_2, \ldots, \eta_n \) be random noise generated from a common distribution \( \eta \approx \mathcal{N} \) with \( \mathbb{E}\eta = 0 \).
We multiply each data \(x_i\) by a factor of \(1 + \eta_i\), and then perform the scaling and truncation step on the term \(x_i(1 + \eta_i)\). That is,
\[
\tilde{x}(\eta) = \frac{s}{n} \sum_{i=1}^{n} \phi\left(\frac{x_i + \eta_i x_i}{s}\right).
\] (10)

**Noise Smoothing** In this final step, we smooth the multiplicative noise by taking the expectation w.r.t. the distributions. That is,
\[
\hat{x} = \mathbb{E}\tilde{x}(\eta) = \frac{s}{n} \sum_{i=1}^{n} \int \phi\left(\frac{x_i + \eta_i x_i}{s}\right) d\chi(\eta_i).
\] (11)

Computing the explicit form of each integral in (11) depends on the function \(\phi(\cdot)\) and the distribution \(\chi\). Fortunately, [Catoni and Giulini, 2017] showed that when \(\chi \sim \mathcal{N}(0, \frac{1}{\beta})\) (where \(\beta\) will be specified later), we have for any \(a\) and \(b > 0\)
\[
\mathbb{E}_\theta \phi(a + b\sqrt{\beta} \eta) = a(1 - \frac{b^2}{2}) - \frac{a^3}{6} + \tilde{\mathcal{C}}(a, b),
\] (12)
where \(\tilde{\mathcal{C}}(a, b)\) is a correction term which is easy to implement and its explicit form will be given in the Appendix D.

The estimation error of the mean estimator \(\hat{x}\) after these three steps is given as following.

**Lemma 1** (Lemma 5 in [Holland, 2019]). Let \(x_1, x_2, \ldots, x_n\) be i.i.d. samples from distribution \(x \sim \mu\). Assume that there is some known upper bound on the second-order moment, i.e., \(\mathbb{E}_\mu x^2 \leq \tau\). For a given failure probability \(\xi\), if set \(\beta = 2 \log \frac{1}{\xi}\) and \(s = \sqrt{\frac{\tau \log \frac{2}{\xi}}{2 \log \xi}}\), then with probability at least \(1 - \xi\)
\[
|\hat{x} - \mathbb{E}x| \leq O\left(\sqrt{\frac{\tau \log \frac{2}{\xi}}{n \xi}}\right).
\] To obtain an \((\epsilon, \delta)\)-DP estimator, the key observation is that the bounded function \(\phi(\cdot)\) in (9) also makes the integral form of (11) bounded by \(\frac{2 \sqrt{\pi}}{\sqrt{\xi}}\). Thus, we know that the \(f_2\)-norm sensitivity is \(\frac{s}{\pi} \frac{4 \sqrt{2}}{\beta^2}\). Hence, the query \(\mathcal{A}(D) = \hat{x} + Z, Z \sim \mathcal{N}(0, \sigma^2), \sigma^2 = O\left(\frac{s^2 \log \frac{1}{\delta}}{\epsilon^2 \eta^2}\right)\) (13) will be \((\epsilon, \delta)\)-DP, which leads to the following result.

**Lemma 2** (Theorem 6 in [Wang et al., 2020]). Under the assumptions in Lemma 1 with probability at least \(1 - \xi\) the following holds
\[
|\mathcal{A}(D) - \mathbb{E}x| \leq O\left(\sqrt{\frac{\tau \log \frac{1}{\delta}}{n \xi}}\right).\] (14)

Although in Lemma 2 we just need to assume that \(x\) has bounded second order moment instead of bounded norm, there are still other two problems: First, Lemma 2 is directly followed by Lemma 1 with the same parameter \(s\) and \(\beta\). However, due to the noise we add, is it possible that we can further improve the result by some other specific \(s\) and \(\beta\)? Second, by using the previous parameters we cannot extend to the local DP model since it will have a huge error (we can easily see that in the local DP setting, the mechanism is equivalent to (13) with \(\sigma^2 = O\left(\frac{s^2 \log \frac{1}{\delta}}{\epsilon^2 \eta^2}\right)\), which could be considered as a constant error since it is not decayed to zero when \(n\) increases. See Appendix E for details). Thus, can we extend the method to the local DP model? In the following we provide affirmative answer to these two questions through finer analysis of the mechanism (13). Our analysis is started from a Legendre transform of the mapping given by [Catoni, 2004] for details.

**Theorem 2.** Let \(x_1, x_2, \ldots, x_n\) be i.i.d. samples from distribution \(x \sim \mu\). Assume that there is some known upper bound on the second-order moment, i.e., \(\mathbb{E}_\mu x^2 \leq \tau\). For a given failure probability \(\zeta\), if set \(\beta = \sqrt{\frac{\tau \log \frac{1}{\zeta}}{2 \log \frac{1}{\zeta}}}\) and \(s = \sqrt{\frac{n \sqrt{\pi}}{2 \log \frac{1}{\zeta}}}\), then with probability at least \(1 - \zeta\) mechanism (13) satisfies
\[
|\mathcal{A}(D) - \mathbb{E}x| \leq O\left(\sqrt{\frac{\tau \log \frac{1}{\delta}}{n \xi}}\right).\] (15)

**Remark 1.** Compared with (14), we can see the error bound in (15) improves a factor of \(O\left(\frac{1}{\sqrt{\xi}}\right)\). We will also see that, by using a similar analysis, we can have a local DP version of (13) with an error bound of \(O\left(\sqrt{\frac{\tau \log \frac{1}{\delta}}{\sqrt{n} \xi}}\right)\) (see Appendix F for details). To our best knowledge, this is the first result on private mean estimation of heavy-tailed distribution in the local DP model.

Inspired by the previous private 1-dimensional mean estimation, we propose our method (Algorithm 2). In Algorithm 2 the key idea is that, in the \(r\)-th iteration of Gradient EM algorithm, we first apply the previous private estimator to each coordinate of the gradient \(\mathbb{V}Q_\mu (\beta^{-1}; \beta^{-1})\), and then perform the M-step. We can easily show that Algorithm 2 is \((\epsilon, \delta)\)-DP.

**Theorem 3 (Privacy guarantee).** For any \(0 < \epsilon, \delta < 1\), Algorithm 2 is \((\epsilon, \delta)\)-DP.

In the following, we will show the statistical guarantee for the models under Assumption 1 if the initial parameter \(\beta^0\) is closed to the underlying parameter \(\beta^\ast\) enough.

**Theorem 4.** Let the parameter set \(\mathcal{B} = \{ \beta : |\beta - \beta^\ast| \leq R \}\) for \(R = \kappa \|\beta^\ast\|_2\) for some constant \(\kappa \in (0, 1)\). Assume that Assumption 1 holds for parameters \(\gamma, \mathcal{B}, \mu, v, \tau\) satisfying the condition of \(1 - 2\frac{\sqrt{v}}{v + \mu} \leq 0, 1\). Also, assume that \(\|\beta^0 - \beta^\ast\|_2 \leq \frac{R}{2}, n\) is large enough so that
\[
\tilde{\mathcal{O}}\left(\frac{1}{v - \gamma} d^2 \tau T \sqrt{\frac{\log \frac{1}{\delta}}{\epsilon n^2}}\right) \leq n.\] (17)
Algorithm 2 DP Gradient EM Algorithm

**Input:** $D = \{y_i\}_{i=1}^n \subset \mathbb{R}^d$, privacy parameters $\epsilon, \delta, Q(\cdot; \cdot)$ and its $q_i(\cdot; \cdot)$, initial parameter $\beta^0 \in \mathcal{B}$, $\tau$ which satisfies Assumption $[1]$, the number of iterations $T$ (to be specified later), step size $\eta$ and failure probability $\zeta > 0$.

1. Let $\bar{\epsilon} = \sqrt{\log \frac{1}{\delta} + \epsilon} - \sqrt{\log \frac{1}{\delta}}$, $s = \frac{\sqrt{\bar{\epsilon} T}}{2 \log \frac{1}{\zeta}}$, $\beta = \sqrt{\log \frac{2}{\epsilon}}$.
2. for $t = 1, 2, \cdots, T$ do
3. For each $j \in [d]$, calculate the robust gradient by (8)-(12) and add Gaussian noise, that is,

\[
g_j^{-1}(\beta^{t-1}) = \frac{1}{n} \sum_{i=1}^n \left( \nabla q_i(\beta^{t-1}, \beta^{t-1}) (1 - \frac{\nabla^2 q_i(\beta^{t-1}, \beta^{t-1})}{2x^2\beta}) - \frac{\nabla^3 q_i(\beta^{t-1}, \beta^{t-1})}{6x^2} \right) + \frac{s}{n} \sum_{i=1}^n \zeta \left( \frac{\nabla q_i(\beta^{t-1}, \beta^{t-1})}{s\sqrt{\beta}} \right) + Z_j^{t-1},
\]

where $Z_j^{t-1} \sim \mathcal{N}(0, \sigma^2)$ with $\sigma^2 = \frac{16\epsilon^2dT}{9n^2\beta^2} = \frac{4dT\tau}{n\beta^2 \epsilon}$.
4. Let vector $\bar{\nabla}Q(\beta^{t-1}) \in \mathbb{R}^d$ denote $\bar{\nabla}Q(\beta^{t-1}) = (g_1^{-1}(\beta^{t-1}), g_2^{-1}(\beta^{t-1}), \cdots, g_d^{-1}(\beta^{t-1}))$.
5. Update $\beta^t = \beta^{t-1} + \eta \bar{\nabla}Q(\beta^{t-1})$.
6. end for

Then, with probability at least $1 - \zeta$, we have, for all $t \in [T]$, $\beta^t \in \mathcal{B}$. If it holds and if taking $T = O(\frac{n^{1/2} \log n}{\epsilon^2})$ and $\eta = \frac{2}{\mu+7}$, we have

\[
\|\beta^T - \beta^*\|_2 \leq \bar{O}(\sqrt{\frac{v+\mu}{(v-\gamma)^3}} \sqrt{\log \frac{1}{\delta} \log \frac{1}{\epsilon} \sqrt{T}}),
\]

where the $\bar{O}$-term and $\Omega$-term omit log, log, and other factors (see Appendix for the explicit form of the result).

**Remark 2.** There are several points that need to note. Firstly, the assumptions of the parameter set $\beta$ and the initial parameter $\beta^0$ are commonly used in other papers on statistical guarantees of (Gradient) EM algorithm such as Balakrishnan et al. [2017a, Zhu et al., 2017, Wang et al., 2015]. Even though Theorem 4 requires that the initial estimator be close enough to the optimal one, our experiments show that the algorithm actually performs quite well for any random initialization. Secondly, in (17) we need to assume that $n = \frac{1}{R^2}$, where $R$ is the radius of $\mathcal{B}$. This is due to that in Algorithm 2 we need to keep each $\beta^t \in \mathcal{B}$ under perturbation. When $R$ is small, we have to let the noise be small enough, which means that $n$ should be large enough. Finally, for specific models, $R, v, \mu, \tau$ are constants, this means that the error in (18) is $\bar{O}(\frac{d \sqrt{\tau}}{\sqrt{\tau}})$. However, here $\tau$ depends on the model, which may also depend on $d$ and $\|\beta^*\|_2$.

We can see the main idea of our algorithm is motivated by a result of estimating the mean of heavy-tailed distributions in DP model. It is notable that recently Kamath et al. [2019] and Brunel and Avella-Medina [2020] also studied the same problem. In Appendix we will talk about why we cannot use their method to our problem (or why ours is better).

5 Implications for Some Specific Models

In this section, we apply our framework (i.e., Algorithm 2) to the models mentioned in the Preliminaries section. To obtain results for these models, we only need to find the corresponding $\mathcal{B}, \gamma, k, R, v, \mu, \tau$ to ensure that Assumption 1 and the assumptions in Theorem 4 hold. Due to the space limit, theoretical results of RMC are included in Appendix A.

5.1 Gaussian Mixture Model

**Lemma 3** (Balakrishnan et al. [2017b, Yi and Caramanis 2015]). If $\frac{\|\beta^0 - \beta^*\|_2}{\tau} \geq r$, where $r$ is a sufficiently large constant denoting the minimum signal-to-noise ratio (SNR), then there exists an absolute constant $C > 0$ such that the properties of self-consistent, Lipschitz-Gradient-2, $\mu$-smoothness and $v$-strongly concave hold for function $Q(\cdot; \cdot)$ with $\gamma = \exp(-C^2/2), \mu = v = 1, R = k\|\beta^*\|_2, k = \frac{\tau}{\gamma},$ and $\mathcal{B} = \{\beta : \|\beta - \beta^*\|_2 \leq R\}$.

**Lemma 4.** With the same notations as in Lemma 3 for each $\beta \in \mathcal{B}$, the $j$-the coordinate of $\nabla q(\beta; \beta)$ (i.e., $\nabla q_j(\beta; \beta)$) satisfies the following inequality

\[
\mathbb{E}_\psi(\nabla q_j(\theta; \beta))^2 \leq O(\|\beta^\tau\|_2^2 + \sigma^2).
\]

Also, for fixed $j \in [d]$, each $\nabla q_j(\theta; \beta)$, where $i \in [n]$, is independent with others. Combining with Lemma 3 and Theorem 4 we have the following statistical guarantee for GMM.

**Theorem 5.** With the same notations as in Lemma 3 in Algorithm 2 assume that $\|\beta^0 - \beta^*\|_2 \leq \frac{1}{8} \|\beta^*\|_2$ and $n$ is large enough so that

\[
\hat{\Omega}(\sqrt{\|\beta^*\|_2^2 + \sigma^2} \sqrt{\log \frac{1}{\delta} \log \frac{1}{\epsilon}}) \leq n.
\]
Moreover, if we take $T = O(\log n)$ and $\eta = O(1)$, then we have with probability at least $1 - \zeta$

$$
\|\beta^T - \beta^\star\|_2 \leq \tilde{O}(\|\beta^\star\|_2 \sqrt{\sum \log \frac{1}{d} \log \frac{1}{\zeta} \sqrt{\|\beta^\star\|_2^2 + \sigma^2} \sqrt{n \epsilon}}),
$$

where the $\tilde{\Omega}, \tilde{\Omega}$ terms omit logarithmic and other factors.

Remark 3. Note that if we assume that $\sigma, \|\beta^\star\|_2 = O(1)$, then the error in (20) is upper bounded by $\tilde{O}(\epsilon^{\frac{1}{2}} \sqrt{\frac{d}{\epsilon n} \log \frac{1}{\zeta}})$. This means that to achieve the error of $\alpha \in (0, 1)$, the sample complexity is $\tilde{O}(\frac{d^2}{\epsilon^3})$. It is notable that for GMM, the near optimal rate is $\tilde{O}(d^2 \sqrt{\frac{1}{\epsilon} + \frac{1}{\alpha \epsilon}})$ [Kamath et al., 2019]. Thus when $\epsilon$ is some constant, our result matches their near optimal rate. However, as mentioned in section 5.1, their algorithm is too complicated to be practical and it is difficult to extend their method to other Mixture models.

5.2 MIXTURE OF REGRESSIONS MODEL

Lemma 5 ([Balakrishnan et al., 2017b] [Yi and Caramanis, 2015]). If $\frac{\|\beta^\star\|_2^2}{\epsilon^2} \geq r$, where $r$ is a sufficiently large constant denoting the required minimal signal-to-noise ratio (SNR), then function $f(\cdot)$ of the Mixture of Regressions Model has the properties of self-consistent, Lipschitz-Gradient-2($\gamma, \beta$), $\mu$-smoothness, and $\nu$-strongly with $\gamma \in (0, \frac{1}{4})$, $\mu = \nu = 1$, $\beta = \{\beta: \|\beta - \beta^\star\|_2 \leq 1\}$. Thus $\epsilon \geq 1$ is some constant, our result matches their near optimal rate. However, as mentioned in section 5.1, their algorithm is too complicated to be practical and it is difficult to extend their method to other Mixture models.

Algorithm 2 assume that $\|\beta^\star\|_2 = O(1)$, then the error in (20) is upper bounded by $\tilde{O}(\epsilon^{\frac{1}{2}} \sqrt{\frac{d}{\epsilon n} \log \frac{1}{\zeta}})$. This means that to achieve the error of $\alpha \in (0, 1)$, the sample complexity is $\tilde{O}(\frac{d^2}{\epsilon^3})$. It is notable that for GMM, the near optimal rate is $\tilde{O}(d^2 \sqrt{\frac{1}{\epsilon} + \frac{1}{\alpha \epsilon}})$ [Kamath et al., 2019]. Thus when $\epsilon$ is some constant, our result matches their near optimal rate. However, as mentioned in section 5.1, their algorithm is too complicated to be practical and it is difficult to extend their method to other Mixture models.

6 EXPERIMENTS

In this section, we evaluate the performance of Algorithm 2 on three canonical models: GMM, MRM, and RMC. Since in the paper we mainly focus on the statistical setting and its theoretical behaviors, we evaluate our algorithm on both the synthetic data and the real world dataset ADULT, IPUMS-BR and IPUMS-US. Note that due to space limit, we refer readers to Appendix B for the experimental settings and more experimental results.

Baseline Methods We compare our approach against two baseline algorithms. One is the Gradient EM algorithm [Balakrishnan et al., 2017b], namely, EM, as our non-private baseline method. The other is clipped DP Gradient EM (Algorithm 1), namely, clipped, as our private baseline method. As we mentioned previously, previous DP EM method in [Park et al., 2017] needs strong assumptions on the model and the data itself to ensure DP property, which do not hold for our models. Thus we can not compare with their method.

Experimental Results Firstly, we will show that the performance of Algorithm 1 is heavily affected by the clipping threshold $C$. As shown in Figure 1, we conduct the algorithm on three canonical models with fixed data size $n$, dimension $d$, and privacy budget $\epsilon$. If $C$ is set to be a small value (e.g., 0.1), it significantly reduces the adding noise in each iteration but at the same time it leads much information loss in gradient estimation. Conversely, if $C$ is set too high (e.g., 5 or 10), the noise variance becomes high, resulting in introducing too much noise to the estimation. Thus, selecting the optimal $C$ is quite difficult since too large or too small values of $C$ has a negative effect on the performance of Algorithm 1. Even for $C = 1$ that achieves lowest estimation error among other threshold values, the estimation error does not decay as the number of iterations increases, whereas under the same privacy guarantee, our proposed algorithm achieves the same convergence behavior as EM, and thoroughly outperforms Algorithm 1. For fair comparison, we fixed $C = 1$ for Algorithm 1 in the following experiments.

In Figure 2, 3 and 4 we test how privacy budget $\epsilon$, data dimension $d$ and data size $n$ affect the estimation error $\|\beta - \beta^\star\|_2$ of all algorithms on three canonical models over iteration $t$. We can see that the estimation error of our proposed algorithm in each of the three models decreases when $\epsilon$ increases, $d$ decreases or $n$ increases, which are consistent with our theoretical results. In these figures, our algorithm exhibits nearly the same convergence behavior as the non-private baseline method and outperforms Algorithm 1. We further present the estimation error of different algorithms on GMM model over three real world datasets, as shown in Figure 5. We can observe that our proposed algorithm still outperforms the baseline algorithms under different privacy budgets.
Figure 1: Estimation error of Algorithm 1 (clipped) v.s. iteration $t$ under different clipping threshold $C$.

(a) GMM, $n = 1000, d = 20, \varepsilon = 0.2$
(b) MRM, $n = 1000, d = 20, \varepsilon = 0.2$
(c) RMC, $n = 1000, d = 20, \varepsilon = 0.2$

Figure 2: Estimation error of GMM w.r.t privacy budget $\varepsilon$, data dimension $d$, data size $n$ and iteration $t$.

(a) $n = 2000, d = 10$
(b) $n = 2000, \varepsilon = 0.5$
(c) $d = 10, \varepsilon = 0.5$

Figure 3: Estimation error of MRM w.r.t privacy budget $\varepsilon$, data dimension $d$, data size $n$ and iteration $t$.

(a) $n = 2000, d = 10$
(b) $n = 2000, \varepsilon = 0.5$
(c) $d = 10, \varepsilon = 0.5$

Figure 4: Estimation error of RMC w.r.t privacy budget $\varepsilon$, data dimension $d$, data size $n$ and iteration $t$.

(a) $n = 2000, d = 10$
(b) $n = 2000, \varepsilon = 0.5$
(c) $d = 10, \varepsilon = 0.5$

Figure 5: Estimation error of GMM over three real datasets: ADULT, IPUMS-US and IPUMS-BR.

(a) ADULT
(b) IPUMS-US
(c) IPUMS-BR
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A IMPLICATION TO LINEAR REGRESSION WITH MISSING COVARIATES

Lemma 7 ([Balakrishnan et al., 2017b, Yi and Caramanis, 2015]). If $\frac{\|P\|_2}{\sigma} \leq r$ and $p_m < \frac{1}{1 + \beta_*^2 r^2}$, where $r$ is a constant denoting the required maximum signal-to-noise ratio (SNR) and $b = r^2(1 + k)^2$ for some constant $k \in (0, 1)$, then function $Q(\cdot, \cdot)$ of the linear regression with missing covariates has the properties of self-consistent, Lipschitz-Gradient-$2(\gamma, \varnothing)$, $\mu$-smoothness and $\varnothing$-strongly with
\[
\gamma = \frac{b + pm(1 + 2b + 2b^2)}{1 + b} < 1, \mu = v = 1, \quad \varnothing = \{\beta: \|\beta - \beta^*\|_2 \leq R\}, \text{ where } R = k\|\beta^*\|_2.
\]

We can show the following second-order moment bound for $\nabla q(\beta, \beta)$.

Lemma 8. With the same assumptions as in Lemma 7 for each $\beta \in \varnothing$ and $j \in [d]$ \( \nabla q(\beta; \beta) \) satisfies
\[
\mathbb{E}(\nabla q(\beta; \beta))^2 \leq O((\sqrt{d}\|\beta^*\|_2 + \sigma^2 + \|\beta^*\|_2^2)). \tag{22}
\]

Also, for fixed $j \in [d]$, each $\nabla q_i(\beta; \beta)$, where $i \in [n]$, is independent with others.

Combining with Lemma 7, 8 and Theorem 4 we have the following statistical guarantee for RMC.

Theorem 7. With the same notations as in Lemma 7 in Algorithm 2, assume $\|\beta_0 - \beta^*\|_2 \leq \frac{1}{2}\|\beta^*\|_2$, $n$ is large enough so that
\[
\tilde{\Omega} = \frac{d^2}{e\|\beta^*\|_2} \log \frac{1}{\Delta} \log \frac{1}{\delta} \leq n.
\]

Moreover, if we take $T = O(n^{\log n})$ and $\eta = O(1)$, then we have, with probability at least $1 - \zeta$,
\[
\|\beta_T - \beta^*\|_2 \leq \tilde{O}\left(\frac{d^2(\sqrt{d}\|\beta^*\|_2 + \sigma^2 + \|\beta^*\|_2^2)\sqrt{\log \frac{1}{\Delta}} \log \frac{1}{\delta}}{e\|\beta^*\|_2}\right) \leq n.
\]

Definition 7. For a sub-exponential random vector $X$, its sub-exponential norm $\|X\|_{\psi_1}$ is defined as
\[
\|X\|_{\psi_1} = \sup_{p \geq 1} p^{-\frac{1}{p}}(\mathbb{E}|X|^p)^{\frac{1}{p}}.
\]

Definition 8 ($\xi$-sub-exponential). A random variable $X$ with mean $\mathbb{E}(X)$ is $\xi$-sub-exponential for $\xi > 0$ if for all $|t| \leq \frac{\xi}{\mathbb{E}X}$, $\mathbb{E}\{\exp(tX - \mathbb{E}(X))\} \leq \exp(t^2\xi^2)$.\n
Lemma 9. Let $X$ be a sub-exponential random variable, then there are absolute constants $c, C > 0$, such that when $|t| \leq \frac{\xi}{\|X\|_{\psi_1}}$, \( \mathbb{E}\{\exp(tX)\} \leq \exp(Ct^2\|X\|_{\psi_1}^2). \)

Lemma 10. From Definition 7, 8 we can see that for a zero-mean sub-exponential random variable $X$, second-order moment is bounded, i.e., $\mathbb{E}X^2 \leq O(\|X\|_{\psi_1}^2)$.

Lemma 11 (Bernstein’s inequality). Let $X_1, \cdots, X_n$ be $n$ i.i.d realizations of a sub-exponential random variable $X$ with mean $\mu$. Then,
\[
\Pr(\left|\frac{1}{n}\sum_{i=1}^{n}X_i - \mu\right| \geq t) \leq 2\exp\left(-n\min\left(-\frac{t^2}{2\sigma^2}, \frac{t^2}{2\mu^2}\right)\right).
\]

Definition 9. A random variable $X$ is sub-Gaussian with variance $\sigma^2$ if for all $t > 0$, the following holds
\[
\Pr(|X - \mathbb{E}X| \geq t) \leq 2\exp\left(-\frac{t^2}{2\sigma^2}\right).
\]

Definition 10. For a sub-Gaussian random variable $X$, its sub-Gaussian norm $\|X\|_{\psi_2}$ is defined as
\[
\|X\|_{\psi_2} = \sup_{p \geq 1} p^{-\frac{1}{2}}(\mathbb{E}|X|^p)^{\frac{1}{2}}.
\]

Lemma 12. If $X$ is sub-Gaussian or sub-exponential, then $\|X - \mathbb{E}X\|_{\psi_2} \leq 2\|X\|_{\psi_2}$ or $\|X - \mathbb{E}X\|_{\psi_1} \leq 2\|X\|_{\psi_1}$ holds, respectively.

Lemma 13. For two sub-Gaussian random variables $X_1, X_2$, $X_1 \cdot X_2$ is a sub-exponential random variable with
\[
\|X_1 \cdot X_2\|_{\psi_1} \leq C\max\{\|X_1\|_{\psi_2}, \|X_2\|_{\psi_2}\}.
\]

Lemma 14. Let $X_1, X_2, \cdots, X_k$ be $k$ independent zero-mean sub-Gaussian random variables, and $X = \sum_{j=1}^{k}X_j$. Then, $X$ is sub-Gaussian with $\|X\|_{\psi_2} \leq C\sum_{j=1}^{k}\|X_j\|_{\psi_2}^2$, for some absolute constant $C > 0$.

B PRELIMINARIES

First, we will recall some definitions and lemmas on the sub-exponential and sub-Gaussian random variables. See [Vershynin, 2010] for details.
Lemma 15. Let \( y_1, y_2, \ldots, y_n \) be the \( n \) independent realizations of the random vector \( Y \in \mathcal{Y} \), and \( \mathcal{F} \) be a function class defined on \( \mathcal{Y} \). For any increasing convex function \( \phi(\cdot) \), the following holds
\[
\mathbb{E}\{ \phi(\sup_{f \in \mathcal{F}} [\sum_{i=1}^{n} f(y_i) - \mathbb{E}(f(Y))] ) \} \leq \mathbb{E}\{ \phi(\sup_{f \in \mathcal{F}} [\sum_{i=1}^{n} \epsilon_i f(y_i)]) \},
\]
where \( \epsilon_1, \ldots, \epsilon_n \) are i.i.d Rademacher random variables that are independent of \( y_1, \ldots, y_n \).

Lemma 16. Let \( y_1, \ldots, y_n \) be \( n \) independent realizations of the random vector \( Z \in \mathcal{Z} \), and \( \mathcal{F} \) be a function class defined on \( \mathcal{Z} \). If Lipschitz functions \( \beta(\cdot) \) and \( \phi(\cdot) \) satisfy the following for all \( v, v' \in \mathbb{R} \)
\[
|\phi(v) - \phi(v')| \leq L|v - v'|
\]
and \( \phi(0) = 0 \), then for any increasing convex function \( \phi(\cdot) \), the following holds
\[
\mathbb{E}\{ \phi(\sup_{f \in \mathcal{F}} [\sum_{i=1}^{n} \epsilon_i \phi(f(y_i))]) \} \leq \mathbb{E}\{ \phi[2L \sup_{f \in \mathcal{F}} [\sum_{i=1}^{n} \epsilon_i f(y_i)]]) \},
\]
where \( \epsilon_1, \ldots, \epsilon_n \) are i.i.d Rademacher random variables that are independent of \( y_1, \ldots, y_n \).

C IMPLICATION FOR LATENT VARIABLE MODELS

Gaussian Mixture Model We have
\[
\nabla q(\beta; \beta) = [2w_\beta(y) - 1] \cdot y - \beta, \tag{23}
\]
where \( w_\beta(y) = \frac{1}{1 + \exp(-y(\beta, x)/\sigma^2)} \).

Mixture of Regression Model In this case, we have
\[
\nabla q(\beta; \beta) = (2w_\beta(x, y) - 1) \cdot y - x^T \cdot \beta, \tag{24}
\]
where \( w_\beta(x, y) = \frac{1}{1 + \exp(-y(\beta, x)/\sigma^2)} \).

Linear Regression with Missing Covariates In this case, we have
\[
\nabla q(\beta; \beta) = y \cdot m_\beta(x^{\text{obs}}, y) - k_\beta(x^{\text{obs}}, y) \beta, \tag{25}
\]
where the functions \( m_\beta(x^{\text{obs}}, y) \in \mathbb{R}^d \) and \( k_\beta(x^{\text{obs}}, y) \in \mathbb{R}^{d \times d} \) are defined as:
\[
m_\beta(x^{\text{obs}}, y) = z \odot x + \frac{y - (\beta, z \odot x)}{\sigma^2 + \| (1 - z) \odot \beta \|^2 \frac{1}{2}}, \tag{26}
\]
and
\[
k_\beta(x^{\text{obs}}, y) = \text{diag}(1 - z) + m_\beta(x^{\text{obs}}, y) \cdot [m_\beta(x^{\text{obs}}, y)]^T
\]
\[
- [(1 - z) \odot m_\beta(x^{\text{obs}}, y)] \cdot [(1 - z) \odot m_\beta(x^{\text{obs}}, y)]^T, \tag{27}
\]
where vector \( z \in \mathbb{R}^d \) is defined as \( z_j = 1 \) if \( x_j \) is observed and \( z_j = 0 \) if \( x_j \) is missing, and \( \odot \) denotes the Hadamard product of matrices.

D EXPLICIT FORM OF (12)

We first define the following notations:
\[
V_- := \sqrt{\frac{2}{\pi}} - a \sqrt{\frac{2}{\pi}}V_+ = \sqrt{\frac{2}{\pi}} + a \sqrt{\frac{2}{\pi}}
\]
\[
F_- := \Phi(-V_-), F_+ := \Phi(-V_+)
\]
\[
E_- := \exp(-\frac{V_-^2}{2}), E_+ := \exp(-\frac{V_+^2}{2}),
\]
where \( \Phi \) denotes the CDF of the standard Gaussian distribution. Then
\[
\hat{C}(a, b) = T_1 + T_2 + \cdots + T_5,
\]
where
\[
T_1 := \frac{2 \sqrt{2}}{3} (F_- - F_+)
\]
\[
T_2 := -(a - \frac{a^3}{6})(F_- + F_+)
\]
\[
T_3 := \frac{b}{\sqrt{2\pi}} (1 - \frac{a^2}{2})(E_+ - E_-)
\]
\[
T_4 := \frac{ab^2}{2} \left( F_- + F_+ + \frac{1}{\sqrt{2\pi}} (V_+ E_+ + V_- E_-) \right)
\]
\[
T_5 := \frac{b^3}{6\sqrt{2\pi}} ((2 + V_-^2) E_- - (2 + V_+^2) E_+).
\]

E PROOF OF THE IMPROVED METHOD

Proof of Theorem 2 Let \( \mathcal{P}(\mathbb{R}) \) denote all the probability measures on \( \mathbb{R} \), with an appropriate \( \sigma \)-field tacitly assumed. Consider any two measures \( v, v_0 \in \mathcal{P}(\mathbb{R}) \), and \( h : \mathbb{R} \mapsto \mathbb{R} \) a \( v_0 \)-measurable function. By [Catoni 2004], it is proved that a Legendre transform of the mapping \( v \mapsto K(v, v_0) \) takes the form of a cumulant generating function, namely
\[
\sup_v (\int \! h(u)dv(u) - K(v, v_0)) = \log \int \! \exp(h(u))dv_0(u), \tag{28}
\]
where the supremum is taken over \( v \in \mathcal{P}(\mathbb{R}) \). Following [Catoni and Giulini 2017], we use the Kullback divergence for the Legendre transform of the mapping, so we define
\[
K(v, v_0) = \log \left( \frac{dv}{dv_0} \right) dv \tag{29}
\]
iff \( v_0 \ll v \), and \( K(v, v_0) = +\infty \) otherwise.

This identity is a technical tool and the choice of \( h \) and \( v_0 \) are parameters that can be adjusted to fit the application. In actually setting these parameters, we will follow the technique given by [Catoni and Giulini 2017], which is later adapted by [Holland 2019]. Note the term
\[
\phi\left(\frac{x_i + \eta x_j}{s}\right)
\]
depends on two terms, namely the data \( x_i \) and the artificial noise \( \eta_i \) (if we fix \( s \)). Thus, for convenience we denote

\[
f(\eta, x) := \phi\left( \frac{x + \eta x}{s} \right).
\]

By the definition of \( \phi \) we can see that \( f : \mathbb{R}^2 \to \mathbb{R} \) is measurable and bounded. Next, we denote that

\[
h(\eta) = \sum_{i=1}^{n} f(\eta, x_i) - c(\eta),
\]

where \( c(\epsilon) \) is a term to be determined shortly. Take \( h(\eta) \) into (28) we have

\[
B := \sup_{v} \left( \log \int \exp\left( \frac{\eta}{s} \right) dv(\eta) \right)
\]

Taking the exponential of this \( B \) and then taking expectation with respect to the sample, we have

\[
\mathbb{E} \exp(B) = \mathbb{E} \left( \exp\left( \int \frac{\eta}{s} dv(\eta) \right) \right)
\]

The first equality comes from simple log/exp manipulations, and the second equality from taking the integration over the sample inside the integration with respect to \( v \), valid via Fubini’s theorem. By setting

\[
c(\eta) = n \log \mathbb{E} \exp(f(\eta, x)).
\]

With this preparation done, we can start on the high-probability upper bound of interest:

\[
P(B \geq \frac{1}{\zeta}) = P(\exp(B) \geq \frac{1}{\zeta})
\]

where the last equality is due to \( \mathbb{E} \exp(B) = 1 \) by setting \( c(\eta) = n \log \mathbb{E} f(\eta, x) \). Note that since our setting of \( c(\eta) \) is such that \( c(\cdot) \) is \( \nu \)-measurable (via the measurability of \( f \)), the resulting \( h \) is indeed measurable w.r.t \( \nu \). Thus by the definition of \( B \) we have with probability at least \( 1 - \zeta \)

\[
sup_{\nu} \left( \log \int h(u) dv(\nu) - K(v, v_0) \right) \leq \log \frac{1}{\zeta}.
\]

Take the implicit form of \( B \) via \( h(\eta) \) and \( c(\eta) \) and divide by \( n \) form both side we have

\[
\frac{1}{n} \sum_{i=1}^{n} f(\eta, x_i) dv(\eta) \leq \log \mathbb{E} \exp(f(\eta, x)) dv(\eta) + \frac{K(v, v_0) + \log \frac{1}{\zeta}}{n}.
\]

It is notable that by definition \( \hat{\chi} \) in (13) satisfies

\[
\hat{\chi} = \frac{s}{n} \sum_{i=1}^{n} \phi\left( \frac{x_i + \eta_i x_i}{s} \right) dv(\eta) = \frac{s}{n} \sum_{i=1}^{n} f(\eta, x_i) dv(\eta)
\]

In the following we will bound the term of \( \int \log \mathbb{E} \exp(f(\eta, x)) dv(\eta) \) and \( K(v, v_0) \). Starting with the first term, recall the definition of the truncation function \( \phi(\cdot) \) in (20) we can it satisfies that for all \( u \in \mathbb{R} \)

\[
-log(1 - u + \frac{u^2}{2}) \leq \phi(u) \leq \log(1 + u + \frac{u^2}{2}).
\]

Thus we have

\[
\int \log \mathbb{E} \exp(f(\eta, x)) dv(\eta)
\]

Thus, combining with (32) and (33) we have with probability at least \( 1 - \zeta \)

\[
\hat{\chi} \leq \mathbb{E} x + \frac{\mathbb{E} x^2}{2s} \left( \frac{1}{\beta} + 1 \right) + \frac{s}{n} \frac{\beta}{2} + \log \frac{1}{\zeta}.
\]

Thus, by the definition of \( \mathcal{A}(D) \) and the concentration bound of Gaussian distribution we have with probability at least \( 1 - 2\zeta \),

\[
\mathcal{A}(D) - \mathbb{E} x \leq O\left( \frac{\tau}{s \beta} + \frac{\log \frac{1}{\zeta} \beta}{n} + \frac{s \log \frac{1}{\zeta} \sqrt{\log \frac{1}{\zeta}}}{\zeta \beta} \right).
\]
Next, we will get a lower bound of $\mathcal{A}(D) - \mathbb{E}x$. The proof is quite similar as in the above proof. The main difference is here we set

$$f(\eta, x) := -\phi\left(\frac{x + \eta x}{s}\right).$$

Thus we have

$$-\hat{x} = \frac{s}{n} \sum_{i=1}^{n} \int -\phi\left(\frac{x_i + \eta x_i}{s}\right)d\chi(\eta_i) = \frac{s}{n} \int \sum_{i=1}^{n} f(\eta, x_i)d\nu(\eta)$$

$$\leq s \int \log \mathbb{E} \exp\left(f(\eta, x)\right)d\nu(\eta) + \frac{sK(v, v_0) + s \log \frac{\tau}{\delta}}{n}$$

$$\leq s \int \log \mathbb{E} \exp\left(-\phi\left(\frac{x + \eta x}{s}\right)\right)d\nu(\eta) + \frac{sK(v, v_0) + s \log \frac{\tau}{\delta}}{n}$$

By (31) we have

$$-\hat{x} \leq s \int \log \mathbb{E} \exp\left(-\phi\left(\frac{x + \eta x}{s}\right)\right)d\nu(\eta) + \frac{sK(v, v_0) + s \log \frac{\tau}{\delta}}{n}$$

$$\leq s \int \log \mathbb{E} \exp\left(-\phi\left(\frac{x + \eta x}{s}\right)\right)d\nu(\eta) + \frac{sK(v, v_0) + s \log \frac{\tau}{\delta}}{n}$$

$$\leq -\mathbb{E}x + \frac{\mathbb{E}x^2}{2s^2} \frac{1}{\beta} + 1 + \frac{s \beta}{2} + \log \frac{1}{\xi}.$$

Thus we have

$$\mathbb{E}x - \mathcal{A}(D) \leq O\left(\frac{\tau}{s^2 \beta} + \frac{s \log \frac{1}{\beta}}{n} + \frac{s \log \frac{\tau}{\delta}}{\varepsilon n}\right). \quad (36)$$

In total we have with probability at least $1 - \delta$,

$$|\mathbb{E}x - \mathcal{A}(D)| \leq O\left(\frac{\tau}{s^2 \beta} + \frac{s \log \frac{1}{\beta}}{n} + \frac{s \log \frac{\tau}{\delta}}{\varepsilon n}\right). \quad (37)$$

We can get the proof by setting $\beta = \sqrt{\log \frac{1}{\xi}}$ and $s = \frac{\sqrt{\log \frac{\tau}{\delta}}}{\log \frac{1}{\tau} \log \frac{1}{\varepsilon^2} + \frac{1}{\xi}}$.

### G COMPARING WITH PREVIOUS RESULTS

We can see the main idea of our algorithm is motivated by a result of estimating the mean of a $d$-dimensional heavy-tailed distributions in DP model. It is notable that recently [Kamath et al. 2019] and [Brunel and Avella-Medina 2020] also studied estimating the mean of heavy-tailed distributions differentially privately. In this section, we will provide a detailed comparison with these work.

[Brunel and Avella-Medina 2020] derived concentration inequalities for differentially private median and mean estimators building on the Propose-test-release (PTR) mechanism. Specifically, for the $1$-dimensional mean estimation problem, they showed that if the data samples sampled from some distribution with bounded third-order moment, then there is an $(\varepsilon, \delta)$-DP algorithm whose output $M(X)$ satisfies $|M(D) - \mathbb{E}(x)|^2 \leq O\left(\frac{\log \frac{1}{\delta}}{\varepsilon^2 n^2}\right)$ with probability at least $1 - \delta'$. We can see our result in Theorem 2 is much more better than theirs. Moreover we can see in Theorem 2 we just need the bounded second-order moment assumption while [Brunel and Avella-Medina 2020] needs bounded third-order moment. Moreover, there is no experimental study of their algorithm. Thus, from this view, our method is better than theirs.

Recently, [Kamath et al. 2019] studied the private mean estimation problem under finite $\theta$-th order moment assumption with $\theta \in [2, \infty)$. Specifically, if the data distribution...
We can easily see that W.l.o.g, we assume that \( \beta \) (see Theorem 4.7 in Kamath et al. [2019] for details). Combining this result and our proofs we can get an improved upper bound of \( \frac{\sqrt{T \log n \log 2}}{\sqrt{\beta \eta}} \) (we omit the proof here).

Thus, from this perspective, our bounds are larger. However, there are one critical issue that forbid using the result of Kamath et al. [2019]. That is, we can see that these two bounds hold with probability at least \( 0.7 \times T \), where \( T \) is the iteration number, and \( T = O(\log n) \) in our algorithm. That is when in the large scale case or when the condition number \( \frac{\beta}{\alpha} \) is large, the probability of success will be closed to or even less than zero, which is meaningless. Compared to this, our results hold with probability \( 1 - \delta' \) for any \( \delta' \in (0, 1) \). Moreover, the algorithm in Kamath et al. [2019] is quite complicated and impractical, and it is unclear whether we can extend their method to the local DP model. Thus, our method is more practical and more general.

H OTHER OMITTED PROOFS

**Proof of Theorem**\(^1\) Note that by (23), we have

\[
\nabla q(\beta; \beta) = \left[ \frac{2}{1 + \exp(-(\beta, y)/\sigma^2)} - 1 \right] y - \beta.
\]

W.l.o.g. we assume that \( \beta = (1, 0, \ldots, 0)^T \) and \( \sigma = 1 \) in the GMM model. Then, we can see that for each constant \( c \geq 0 \), if

\[
\|y\|_2 \geq c \quad \|\beta\|_2 \\
\langle \beta, y \rangle \geq \ln 2 \\
y \geq 0
\]

and denote the set of \( y \) satisfying the above assumptions as \( \mathcal{S} \), we have

\[
\|\nabla q(\beta; \beta)\|_2 \geq \frac{\|y\|_2}{\sqrt{3}} - \|\beta\|_2 \geq c.
\]

The above assumptions hold if \( y = (\ln 2 + 1, 3s, a_3, a_4, \ldots, a_d) \), where \( s \geq c \), and \( a_3, \cdots, a_d \geq 0 \). We can easily see that \( \mathbb{P}[y \in \mathcal{S}] > 0 \) since \( y \) follows a mixture of Gaussian distributions.

**Proof of Theorem**\(^2\) We first give the definition of \( z \)-CDP in Bun and Steinke [2016].

**Definition 11.** A randomized algorithm \( \mathcal{A} : \mathcal{X}^n \rightarrow \mathcal{Y} \) is \( \rho \)-zero Concentrated Differentially Private (zCDP) if for all neighboring datasets \( D \sim D' \) and all \( \alpha \in (1, \infty) \),

\[
D_\alpha(\mathcal{A} (D) \| \mathcal{A} (D')) \leq \rho \alpha,
\]

where \( D_\alpha(\mathcal{P} \| \mathcal{Q}) = \frac{1}{\alpha} \log \mathbb{E}_{X \sim \mathcal{P}}[\mathcal{Q}(X)^{\alpha}]/\mathcal{Q}(X)^{\alpha/\alpha} \) denotes the Rényi divergence of order \( \alpha \).

We first convert \( (\epsilon, \delta) \)-DP to \( \rho \)-zCDP by using the following lemma

**Lemma 17** (Bun and Steinke [2016]). Let \( M : \mathcal{X}^n \rightarrow \mathcal{Y} \) be a randomized algorithm. If \( M \) is \( \rho \)-zCDP, it is \( (\rho + 2\sqrt{\rho \log \frac{1}{\delta}}, \delta) \)-DP for all \( \delta > 0 \).

Thus, it suffices to show that Algorithm 2 is \( \hat{\epsilon}^2 = (\sqrt{\epsilon + \log \frac{1}{\delta}} - \sqrt{\log \frac{1}{\delta}})^2 \)-zCDP. The following lemma shows that adding some Gaussian noise will preserve zCDP.

**Lemma 18.** Given a function \( q : \mathcal{X}^n \rightarrow \mathbb{R}^p \), the Gaussian Mechanism is defined as: \( \mathcal{M}(\mathcal{D}, q, \epsilon) = q(D) + Y \), where \( Y \) is drawn from a Gaussian Distribution \( \mathcal{N}(0, \sigma^2 I_p) \) is \( \frac{\Delta_2(q)}{2\sigma^2} \)-zCDP. \( \Delta_2(q) \) is the \( \ell_2 \)-sensitivity of the function \( q \), i.e.,

\[
\Delta_2(q) = \sup_{D, D'} \|q(D) - q(D')\|_2.
\]

By Lemma 2 we know \( \Delta_2(g_j^{-1}(\beta^{-1})) = \frac{4\sqrt{2} \epsilon}{\sqrt{n}} \). By simple calculation we can show that in each iteration and each coordinate, outputting \( g_j^{-1}(\beta^{-1}) \) will be \( \hat{\epsilon}^2 \)-zCDP. Thus by the composition property of zCDP, we know that it is \( \hat{\epsilon}^2 \)-zCDP.

**Proof of Theorem**\(^4\) Consider \( t \)-th iteration, under the assumption that \( \beta^{t-1} \in \mathcal{B} \) we have

\[
\|\beta^{t-1} - \beta^*\|_2 \leq \|\beta^{t-1} + \eta \nabla Q_\alpha(\beta^{t-1}) - \beta^*\|_2 \\
\leq \|\beta^{t-1} + \eta \nabla Q(\beta^{t-1}; \beta^{-1}) - \beta^*\|_2 \\
+ \eta \|\nabla Q_\alpha(\beta^{t-1}) - \nabla Q(\beta^{t-1}; \beta^{-1})\|_2
\]

We first bound the first term of (42).

\[
\|\beta^{t-1} + \eta \nabla Q(\beta^{t-1}; \beta^{-1}) - \beta^*\|_2 \\
\leq \|\beta^{t-1} + \eta \nabla Q(\beta^{t-1}; \beta^*) - \beta^*\|_2 \\
+ \eta \|\nabla Q(\beta^{t-1}; \beta^*) - \nabla Q(\beta^{t-1}; \beta^{-1})\|_2
\]

We then consider the first term of (43). We note that the self-consistent property in Definition 1 implies that

\[
\beta^* = \text{arg max } Q(\beta; \beta^*),
\]

which means that \( \beta^* \) is a maximizer of \( Q(\beta; \beta^*) \). Thus, the proof follows from the convergence rate of the strongly convex and smooth functions \( Q(\beta; \beta^*) \) in Nesterov [2013]. For the step size \( \eta = \frac{2}{\mu + v} \), we have

\[
\|\beta^{t-1} + \eta \nabla Q(\beta^{t-1}; \beta^*) - \beta^*\|_2 \leq (\frac{\mu - v}{\mu + v}) \|\beta^{t-1} - \beta^*\|_2.
\]
Thus, by the Lipschitz-Gradient-2(γ, ℒ) condition, we get the following of (43)

\[ ||β^t - 1 + η∇Q(β^{-1}; β^t) - β^*||_2 \]
\[ \leq ||β^t - 1 + η∇Q(β^{-1}; β^t) - β^*||_2 + η ||∇Q(β^{-1}; β^t) - ∇Q(β^{-1}; β^t)||_2 \]
\[ \leq \left( \frac{μ - ν}{μ + ν} \right) ||β^t - 1||_2 + η ||β^t - 1 - β^*||_2 \]
\[ = (1 - 2\frac{ν - γ}{μ + ν}) ||β^t - 1 - β^*||_2 \] (46)

where the the last inequality is due to taking η = \( \frac{2}{μ + ν} \).

Next we bound the second term of (42). For convenience we denote the first sum of (16) (i.e., the robust mean estimator) as \( g_j^{-1}(β^{-1}) \). So we have

\[ ||∇Q(β^{-1}) - ∇Q(β^{-1}; β^{-1})||_2 \]
\[ = \sum_{j=1}^{d} (g_j^{-1}(β^{-1}) - E∇_j q(β^{-1}; β^{-1}))^2 \] (47)
\[ \leq \sum_{j=1}^{d} (g_j^{-1}(β^{-1}) - E∇_j q(β^{-1}; β^{-1}))^2 + \sum_{j=1}^{d} |Z_j^{-1}|^2 \] (48)

The first equality is due to Assumption[1]. For the second term of (48), by the high probability concentration bound of Gaussian random variable we have for fixed \( j \) with probability at least \( 1 - \frac{ζ}{δ} \), \( |Z_j^{-1}|^2 \leq \frac{8τdτ log \frac{d}{n}}{9βnε} \). Thus with probability at least \( 1 - δ \), we have

\[ \sum_{j=1}^{d} |Z_j^{-1}|^2 \leq \frac{8τdτ \log \frac{d}{n}}{9βnε} \] (49)

For the first term of (48), by Lemma [1] and taking \( ζ = \frac{δ}{2} \), we have for a fixed \( j \in [d] \), \( (g_j^{-1}(β^{-1}) - E∇_j q(β^{-1}; β^{-1}))^2 \leq O(\frac{τ log \frac{d}{n}}{n}) \). Thus, with probability at least \( 1 - \frac{δ}{2} \), we have

\[ \sum_{j=1}^{d} (g_j^{-1}(β^{-1}) - E∇_j q(β^{-1}; β^{-1}))^2 \leq O(\frac{dτ \log \frac{d}{n}}{n}) \].

Hence, we have, with probability at least \( 1 - 2ζ \), for some constant \( C_2 \)

\[ ||∇Qn(β^{-1}) - ∇Q(β^{-1}; β^{-1})||_2 \leq C_2 \frac{dτ \log \frac{d}{n}}{βnε} \] (49)

Plugging (49) and (46) into (42), we have, with probability at least \( 1 - 2ζ \) and for some constant \( C_3 \),

\[ ||β^t - β^*||_2 \leq (1 - 2\frac{ν - γ}{μ + ν}) ||β^t - 1 - β^*||_2 + C_3 \frac{2}{μ + ν} \frac{dτ \log \frac{d}{n}}{βnε} \] (50)

Next, we will show that when \( n \) is large enough, if \( ||β^t - β^*||_2 \leq \frac{ζ}{2} \) then \( ||β^t - β^*||_2 \leq \frac{ζ}{2} \) holds (and thus \( β \in ℒ \)) for all \( t \in [T] \) if (50) holds for all \( t \in [T] \) (and this hold with probability at least \( 1 - 2Tζ \)).

We will use induction. When \( t = 1 \), by (50) we have

\[ ||β^1 - β^*||_2 \]
\[ \leq (1 - 2\frac{ν - γ}{μ + ν}) ||β^0 - β^*||_2 + C_3 \frac{2}{μ + ν} \frac{dτ \log \frac{d}{n}}{βnε} \]
\[ \leq (1 - 2\frac{ν - γ}{μ + ν}) \cdot \frac{R}{2} + C_3 \frac{2}{μ + ν} \frac{dτ \log \frac{d}{n}}{βnε} \]

If \( C_3 \frac{2}{μ + ν} \cdot \frac{dτ \log \frac{d}{n}}{βnε} \leq 2\frac{ν - γ}{μ + ν} \cdot \frac{R}{2} \), then we can see that \( ||β^1 - β^*||_2 \leq \frac{ζ}{2} \). This holds if

\[ C_4 \frac{1}{ν - γ} d^2 \tau \log \frac{d}{n} \leq n \]

for some constant \( C_4 \).

Next, we will assume that (50) holds for all \( t \in [T] \) and \( β \in ℒ \) for all \( t \in [T] \). For convenience, we denote \( t = 1 - 2\frac{ν - γ}{μ + ν} \).

By (50), we have

\[ ||β^t - β^*||_2 \]
\[ \leq (1 - 2\frac{ν - γ}{μ + ν}) \tau ||β^0 - β^*||_2 + C_3 \frac{2}{μ + ν} \frac{dτ \log \frac{d}{n}}{βnε} \]
\[ = (1 - 2\frac{ν - γ}{μ + ν}) R + C_3 \frac{1}{1 - τ} \frac{2}{μ + ν} \frac{dτ \log \frac{d}{n}}{βnε} \]
\[ = (1 - 2\frac{ν - γ}{μ + ν}) R + O(\frac{dτ \log \frac{d}{n}}{βnε}) \].

Taking \( T = O(\frac{δ}{1 - \frac{δ}{2}} log \frac{δ}{d}) \), we have, with probability at least \( 1 - 2Tζ \),

\[ ||β^t - β^*||_2 \leq O(R \frac{μ + ν}{(ν - γ)^2} \frac{dτ \log n \log \frac{d}{n}}{βnε}) \].

Since \( ε = \sqrt{log \frac{1}{δ} + ε - \sqrt{log \frac{1}{δ}}} \), by using the Taylor series of the function \( √x + 1 - √x \), we have \( ε = O(\frac{ε}{log \frac{1}{δ}}) \). Thus, we have the proof by taking \( ζ = \frac{ε}{2τ} \).

Proof of Lemma[4] To prove Lemma[4] we need a stronger lemma.
Lemma 19. The \( j \)-th coordinate of \( \nabla q(\beta; \beta) \) is \( \xi \)-sub-exponential with

\[
\xi = C_1 \sqrt{\| \beta_j^* \|^2 + \sigma^2}, \tag{51}
\]

where \( C_1 \) is some absolute constant. Also, for fixed \( j \in [d] \), each \( \nabla_j q_i(\beta; \beta) \), where \( i \in [n] \), is independent with others.

If Lemma [19] holds, then by Lemma [10] we can get Lemma [4].

Proof of Lemma [19]. From (23) it is obvious that each \( \nabla_j q_i(\beta; \beta) \), where \( i \in [n], j \in [d] \), is independent with others. Next, we prove the property of sub-exponential for each coordinate.

Note that

\[
\nabla_j q(\beta; \beta)) = [2w_\beta(y) - 1]y_j - \beta_j,
\]

and

\[
\mathbb{E}_\beta \nabla_j q(\beta; \beta)) = \mathbb{E}_\beta (2w_\beta(Y)Y_j - Y_j) - \beta_j.
\]

By the symmetrization lemma in Lemma [15] we have the following for any \( t > 0 \)

\[
\mathbb{E}\{ \exp(t |\nabla_j q(\beta; \beta)) - \mathbb{E}_\beta \nabla_j q(\beta; \beta))|)\}
\leq \mathbb{E}\{ \exp(t |\varepsilon 2w_\beta(y) - 1|y_j)|)\}, \tag{52}
\]

where \( \varepsilon \) is a Rademacher random variable.

Next, we use Lemma [16] with \( f(y_j) = y_j, \mathcal{F} = \{ f \}, \phi(v) = |2w_\beta(y) - 1|v \) and \( \phi(v)) = \exp(v \cdot v) \). It is easy to see that \( \phi \) is 1-Lipschitz. Thus, by Lemma [16] we have

\[
\mathbb{E}\{ \exp(t |\varepsilon 2w_\beta(y) - 1|y_j)|)\} \leq \mathbb{E}\{ \exp(2t |\varepsilon y_j)|)\}. \tag{53}
\]

By the formulation of the model, we have \( y_j = z\beta_j^* + v_j \), where \( z \) is a Rademacher random variable and \( v_j \sim \mathcal{N}(0, \sigma^2) \). It is easy to see that \( y_j \) is sub-Gaussian and

\[
\|y_j\|_{\psi_2} = \|z \cdot \beta_j^* + v_j\|_{\psi_2} \leq C' \sqrt{\|z \cdot \beta_j^*\|_{\psi_2}^2 + \|v_j\|_{\psi_2}^2} \leq C' \sqrt{\|\beta_j^*\|^2 + \sigma^2}, \tag{54}
\]

for some absolute constants \( C, C' \), where the last inequality is due to the facts that \( \|z \cdot \beta_j^*\|_{\psi_2} \leq \|\beta_j^*\|_{\psi_2} \) and \( \|v_j\|_{\psi_2} \leq C'' \sigma \) for some \( C'' > 0 \). Since \( |\varepsilon y_j| = |y_j|, \|\varepsilon y_j\|_{\psi_2} = \|y_j\|_{\psi_2} \) and \( \mathbb{E}(\varepsilon y_j) = 0 \), by Lemma 5.5 in [Vershynin, 2010] we have that for any \( u' \) there exists a constant \( C'''' > 0 \) such that

\[
\mathbb{E}\{ \exp(u' \cdot \varepsilon \cdot y_j)|)\} \leq \exp(u'^2 \cdot C'''' \cdot (\|\beta_j^*\|^2 + \sigma^2)). \tag{55}
\]

Thus, for any \( t > 0 \) we get

\[
\mathbb{E}\{ \exp(2t \cdot |\varepsilon \cdot y_j)|)\} \leq 2 \exp(t^2 \cdot (C'''' \cdot (\|\beta_j^*\|^2 + \sigma^2)) \tag{56}
\]

for some constant \( C'''' \). Therefore, in total we have the following for some constant \( C'''' > 0 \)

\[
\mathbb{E}\{ \exp(t |\nabla_j q(\beta; \beta)) - \mathbb{E}_\beta \nabla_j q(\beta; \beta))|)\}
\leq \exp(t^2 \cdot (C'''' \cdot (\|\beta_j^*\|^2 + \sigma^2)) \leq \exp(t^2 \cdot (C'''' \cdot (\|\beta_j^*\|^2 + \sigma^2)) \tag{57}
\]

Combining this with Lemma [12] and the definition, we know that \( \nabla_j q(\beta; \beta) \) is \( O(\sqrt{\|\beta_j^*\|^2 + \sigma^2}) \)-sub-exponential.

Proof of Lemma 20. Just as in the proof of Lemma 4, we will show that \( \nabla_j q(\beta; \beta) \) is sub-exponential instead.

Lemma 20. For each \( \beta \in \mathcal{B} \), the \( j \)-th coordinate of \( \nabla q(\beta; \beta) \) is \( \xi \)-sub-exponential with

\[
\xi = C \max\{\|\beta_j^*\|^2 + \sigma^2, 1, \sqrt{d}\|\beta_j^*\|_2\}, \tag{58}
\]

where \( C > 0 \) is some absolute constant. Also, for fixed \( j \in [d] \), each \( \nabla_j q_i(\beta; \beta) \), where \( i \in [n] \), is independent with others.

Proof of Lemma 20. From (23) it is obvious that for fixed \( j \in [d] \), each \( \nabla_j q_i(\beta; \beta) \), where \( i \in [n] \), is independent with others. Next, we prove the property of sub-exponential.

Note that \( \mathbb{E}_\beta \nabla_j q(\beta; \beta) = \mathbb{E}_\beta 2w_\beta(x,y) \cdot x_j - \beta_j \). Thus, we have

\[
\nabla_j q(\beta; \beta) - \nabla_j q(\beta; \beta) = 2w_\beta(x,y)yx_j - \mathbb{E}_\beta 2w_\beta(x,y)yx_j
\]

\[
+ [xx^T - \beta_j]yx_j. \tag{59}
\]

For term A and any \( t > 0 \), we have

\[
\mathbb{E}\{ \exp(t |A)|)\} \leq \mathbb{E}\{ \exp(t^2 2w_\beta(x,y)yx_j)|)\}. \tag{60}
\]

Using Lemma [16] on \( f(yx_j) = yx_j, \mathcal{F} = f, \phi(v) = 2w_\beta(x,y)v \) and \( \phi(v) = \exp(uv) \), we have

\[
\mathbb{E}\{ \exp(t^2 2w_\beta(x,y)yx_j)|)\} \leq \mathbb{E}\{ \exp(4t |\varepsilon yx_j)|)\}. \tag{61}
\]

Note that since \( y = z\beta_j^* + v \) and \( \|z\beta_j^* + v\|_{\psi_2} = \|\beta_j^* + v\|_{\psi_2} \leq C \|\beta_j^*\|_{\psi_2} \) and \( \|v\|_{\psi_2} \leq C' \sigma \) for some constants \( C, C' > 0 \), by Lemma [14] we know that there exists a constant \( C'''' > 0 \) such that

\[
\|y\|_{\psi_2} \leq C'''' \sqrt{\|\beta_j^*\|^2 + \sigma^2}. \tag{62}
\]

Thus, by Lemma [13] we have

\[
\|yx_j\|_{\psi_1} \leq \max\{C'', \|\beta_j^*\|^2 + \sigma^2, C'''' \} \leq C_4 \max\{\|\beta_j^*\|^2 + \sigma^2, 1\}. \tag{63}
\]
For term B, we have
\[
\mathbb{E}\{\exp[\|B\|]\} = \mathbb{E}\{\exp[\|\sum_{k=1}^{d} x_j x_k \beta_k - \beta_j\|]\},
\]
(64)
where \(x_j, x_k \sim \mathcal{N}(0, 1)\). Now, by Lemma 13 we have
\[
\|x_j x_k \beta_k\| \leq \|\beta_k\|^{(5)} + \|\beta_k\|^{(5)},
\]
for some constant \(C^{(5)} > 0\). Thus, we get
\[
\|\sum_{k=1}^{d} x_j x_k \beta_k\| \leq C^{(5)} \|\beta\|.
\]

Also, we know that \(\|\beta\| \leq \sqrt{d} \|\beta\|_2\). Furthermore, we have
\[
\|\beta\|_2 \leq \|\beta^*\|_2 + \|\beta^* - \beta\|_2 \leq O(\|\beta^*\|_2),
\]
since \(\beta \in \mathcal{B}\) (by assumption). From Lemma 13 we get \(\|B\| \leq C^{(6)} \sqrt{d} \|\beta\|_2\) with some constant \(C^{(6)} > 0\).

Thus, we know that there exist some constants \(C^{(7)} > 0\) and \(C^{(8)} > 0\) such that
\[
\|\nabla q(\beta; \beta) - \mathbb{E}\nabla q(\beta; \beta)\|_2 \\
\leq C^{(7)} \max\{\|\beta^*\|_2^2 + \sigma^2, 1\} + C^{(8)} \sqrt{d} \|\beta^*\|_2 \\
\leq C^{(9)} \max\{\|\beta^*\|_2^2 + \sigma^2, 1, \sqrt{d} \|\beta^*\|_2\}.
\]
This means that \(\nabla q(\beta; \beta)\) is \(O(\max\{\|\beta^*\|_2^2 + \sigma^2, 1, \sqrt{d} \|\beta^*\|_2\})\)-sub-exponential. 

\[\square\]

**Proof of Lemma 8.** Just as in the proof of Lemma 4 we will show that \(\nabla q(\beta; \beta)\) is sub-exponential instead.

**Lemma 21.** For each \(\beta \in \mathcal{B}\) and \(j \in [d]\), \(\nabla q(\beta; \beta)\) is \(\xi\)-sub-exponential with
\[
\xi = C[(1 + k)(1 + kr)^2 \sqrt{d} \|\beta^*\|_2 \\
+ \max\{(1 + kr)^2, \sigma^2 + \|\beta^*\|_2^2\}] \\
= O(\sqrt{d} \|\beta^*\|_2 + \sigma^2 + \|\beta^*\|_2^2)
\]
for some constant \(C > 0\). Also, for fixed \(j \in [d]\), each \(\nabla q_i(\beta; \beta)\), where \(i \in [n]\), is independent with others.

\[\square\]

**Proof of Lemma 27.** From (25) it is oblivious that for fixed \(j \in [d]\), each \(\nabla q_i(\beta; \beta)\), where \(i \in [n]\), is independent with others. Next, we prove the property of sub-exponential.

For simplicity, we use notations \(\tilde{m} = m_{\beta}(x^{obs}, y), \tilde{m} = \beta(x^{obs}, y), K = K_{\beta}(x^{obs}, y), \tilde{K} = K_{\beta}(x^{obs}, y)\). Then, we have
\[
\nabla q(\beta; \beta) - \mathbb{E}\nabla q(\beta; \beta) = \frac{m_{\beta}(x^{obs}, y) y - \mathbb{E}[m_{\beta}(x^{obs}, y)]}{\mathbb{E}[\beta]} \\
+ \frac{\beta(x^{obs}, y) - \mathbb{E}[\beta(x^{obs}, y)]}{\mathbb{E}[\beta]} \beta.
\]
(66)

For the \(j\)-th coordinate of \(A\), we have
\[
A_j = \tilde{m}_j y - \mathbb{E}[\tilde{m}_j y].
\]
(67)

We note that \(\tilde{m}_j\) is a zero-mean sub-Gaussian random variable with \(\|\tilde{m}_j\|_2 \leq C(1 + k r)\) (see Lemma B.3 in [Wang et al., 2015]).

**Lemma 22.** Under the assumption of Lemma 6, for each \(j \in [d]\), \(\tilde{m}_j\) is sub-Gaussian with mean zero and \(\|\tilde{m}_j\|_2 \leq C(1 + k r)\).

Thus, by Lemma 13 we have
\[
\|\tilde{m}_j y\|_1 \leq C \max\{\|\tilde{m}_j\|_2^2, \|y\|_2^2\} \\
\leq C \max\{1 + k r, \sigma^2 + \|\beta^*\|_2^2\},
\]
(68)
where the last inequality is due to the fact that \(y = (\beta^*, x) + v\). Thus, \(\|y\|_2^2 \leq C_3(\|\beta^*, x\|_2^2 + \|v\|_2^2)\) for some \(C_3\).

For term B, we have
\[
K_j = (1 - z_j) \beta_j + \sum_{k=1}^{d} m_k \tilde{m}_k \beta_k - \sum_{k=1}^{d} (1 - z_k) \tilde{m}_j (1 - z_k) \tilde{m}_k \beta_k.
\]
(69)

For term C, we have the following (by Example 5.8 in [Vershynin, 2010]):
\[
\|1 - z_j\|_2 \leq \|\beta\|_2 \leq (1 + k) \sqrt{\sigma} \|\beta^*\|_2.
\]
(70)

For term D, by Lemma 22 and 13 we have
\[
\|\sum_{k=1}^{d} m_k \tilde{m}_k \beta_k\|_1 \leq \|\beta_k\| \|\tilde{m}_k\|_1 \\
\leq \sum_{k=1}^{d} \|\beta_k\| C_2 (1 + k r) \|\beta\|_1.
\]
(71)

Since \(\beta \in \mathcal{B}\), we get \(\|\beta\|_1 \leq \sqrt{d} \|\beta\|_2 \leq (1 + k) \sqrt{\sigma} \|\beta^*\|_2\). Thus, we have
\[
\|\sum_{k=1}^{d} m_k \tilde{m}_k \beta_k\|_1 \leq C \sqrt{d}(1 + k r)^2 \|\beta^*\|_2.
\]
(72)

For term E, since \(1 - z \in [0, 1]\), we have \(\|1 - z_j\|_2 \|\tilde{m}_j\|_2 \leq \|\tilde{m}_j\|_2 \leq C_{10}(1 + k r)\). Hence, by Lemma 13 we get
\[
\|\sum_{k=1}^{d} [(1 - z_k) \tilde{m}_j (1 - z_k) \tilde{m}_k]\|_1 \\
\leq \sum_{k=1}^{d} \|\beta_k\| \|\tilde{m}_j\| \|1 - z_k\| \|\tilde{m}_k\|_1 \\
\leq \sum_{k=1}^{d} \|\beta_k\| \|1 + k r\|^2 \|\beta^*\|_2.
\]
(73)
This gives us
\[ \| \tilde{K}_i \|_{w_i} \leq C_7 \sqrt{3} (1+k)(1+kr)^2 \| \beta^n \|_2. \] (74)
By Lemma 12 we get
\[ \| \nabla_j q(\beta; \beta) - \nabla_j q(\beta; \beta) \|_{w_i} \leq 2 \| \nabla_j q(\beta; \beta) \|_{w_i} \]
\[ \leq C_9 [(1+k)^2 (1+kr)^2 (\beta) \|_2
+ \max \{ (1+kr)^2, \sigma^2 + (\beta) \|_2^2 \}. \] (75)

I STATISTICAL GUARANTEES OF DP EXPECTATION MAXIMIZATION ALGORITHM

Motivated by idea of the Differentially Private version of Gradient EM algorithm in the previous section, in this section, we will propose a DP variant of EM algorithm.

Recall that compared with the Gradient EM algorithm, the main difference in EM algorithm is that, in each iteration, we will update the parameter as \( \beta^{t+1} = \arg\max_{\beta \in \Omega} Q_n(\beta; \beta^t) \), where the \( Q_n \)-function is in (3). Thus, to design a DP variant, we need to post-process the parameter \( \beta^{t+1} \) via the private 1-dimensional mean estimation of heavy-tailed distribution. Just as the way we post-process the Gradient in Algorithm 2, we wish to post-process each coordinate of \( \beta^{t+1} \) to make it DP. However, unlike the Gradient EM algorithm where the \( \nabla Q_n(\beta; \beta^t) \) can be written as a sum of \( n \) independent components \( \frac{1}{n} \sum_{i=1}^n \nabla q_i(\beta; \beta^t) \), \( \beta^{t+1} \) in the EM algorithm may not be written as \( n \) independent components (see the Examples below), or even there is no explicit form of \( \beta^{t+1} \). Thus, compared with the Assumption 1, we need addition assumptions on the form of \( \beta^{t+1} = \arg\max_{\beta \in \Omega} Q_n(\beta; \beta^t) \), which may not hold for some canonical models.

Assumption 2. We assume that for a fixed \( \beta \in \mathcal{B} \), the optimal solution \( M_n(\beta) = \arg\max_{\beta \in \Omega} Q_n(\beta; \beta^t) \) satisfies \( M_n(\beta^t) = \frac{1}{n} \sum_{i=1}^n f_i(\beta^t) \), where \( f_i(\cdot) \) is a function of \( y_i \).

Moreover, we assume that for each pair \( i \neq i' \), \( f_i(\beta^t), f_{i'}(\beta^t) \) are independent. For any fixed \( j \in d \), the \( j \)-th coordinate of \( f_i(\beta) \) has bounded second order moment, i.e., \( \mathbb{E}(f_j(\beta))^2 \leq \tau \). We also assume that function \( Q(\cdot; \cdot) \) in (3) is self-consistent, Lipschitz-Gradient-\( (\gamma, \mathcal{B}) \), \( \nu \)-strongly concave over some set \( \mathcal{B} \).

Note that compared with Assumption 1, Assumption 2 does not need \( Q \) to be smooth. However, it needs some unnatural assumptions in the form of \( M_n(\beta) \). To show that these assumptions are strong (especially the condition that \( f_i, f_{i'} \) are independent for each pair \( i \neq i' \), in the following, we will check the three canonical models in the previous section to see whether Assumption 2 holds.

4We denote function \( f(\cdot) \) as the function for general \( y \).

Gaussian Mixture Model For GMM in (4), the \( Q \) function can be written as
\[ Q_n(\beta; \beta^t) = -\frac{1}{2n} \sum_{i=1}^n (w_\beta(y_i) \| y_i - \beta^t \|_2^2 + [1 - w_\beta(y_i)] \| y_i + \beta^t \|_2^2), \]
where \( w_\beta(y) = \frac{1}{1 + \exp(-y/\sigma^2)} \). Thus, for \( M_n(\beta) = \arg\max_{\beta \in \mathcal{B}} Q_n(\beta; \beta^t) \) we have
\[ M_n(\beta^t) = 2n \sum_{i=1}^n w_\beta(y_i) y_i - \frac{1}{n} \sum_{i=1}^n y_i. \]
Thus
\[ M_n(\beta^t) = \frac{1}{n} \sum_{i=1}^n f_i(\beta^t) \]
for \( f_i(\beta^t) = 2w_\beta(y_i) y_i - y_i \) and for each \( i \in [n] \), \( f_i \) is independent with others. Later, combining with Lemma 5, we will show GMM satisfies Assumption 2.

Mixture of Regressions Model For MRM in (5), the \( Q_n \) function can be written as
\[ Q_n(\beta; \beta^t) = \frac{1}{2n} \left( -w_\beta(x_i, y_i) (y_i - \langle x_i, \beta \rangle)^2 \right.
\[ + [1 - w_\beta(x_i, y_i)] (y_i + \langle x_i, \beta \rangle)^2), \]
where \( w_\beta(x, y) = \frac{1}{1 + \exp(-y/\sigma^2)} \). Thus, for \( M_n(\beta) = \arg\max_{\beta \in \mathcal{B}} Q_n(\beta; \beta^t) \) we have
\[ M_n(\beta^t) = \frac{1}{n} \sum_{i=1}^n x_i x_i^T \right) - \frac{1}{n} \sum_{i=1}^n 2w_\beta(x_i, y_i) - 1 \right] \}
Thus \( M_n(\beta^t) = \frac{1}{n} \sum_{i=1}^n f_i(\beta^t) \) for \( f_i(\beta^t) = \left( \frac{1}{n} \sum_{i=1}^n x_i x_i^T \right) - \frac{1}{n} \sum_{i=1}^n 2w_\beta(x_i, y_i) - 1 \right] \}
However, we can see that this term of \( \left( \frac{1}{n} \sum_{i=1}^n x_i x_i^T \right) - \frac{1}{n} \sum_{i=1}^n 2w_\beta(x_i, y_i) - 1 \right] \}
for each \( i \in [n] \), \( f_i \) is dependent with others. Thus, MRM does not satisfy Assumption 2.

Linear Regression with Missing Covariates For RMC in (6), the \( Q_n \) function can be written as
\[ Q_n(\beta; \beta^t) = \frac{1}{2n} \sum_{i=1}^n y_i \beta^T m_\beta(x_i^{obs}, y_i) - \frac{1}{2n} \sum_{i=1}^n \beta^T K_\beta(x_i^{obs}, y_i) \beta^t, \]
where the functions \( m_\beta(x^{obs}, y), K_\beta(x^{obs}, y) \) are in (26) and (27), respectively. Thus, for \( M_n(\beta^t) = \arg\max_{\beta \in \mathcal{B}} Q_n(\beta; \beta^t) \) we have
\[ M_n(\beta^t) = \left( \frac{1}{n} \sum_{i=1}^n K_\beta(x_i^{obs}, y_i) \right) ^{-1} \left( \frac{1}{n} \sum_{i=1}^n y_i m_\beta(x_i^{obs}, y_i) \right). \]
Thus \( M_n(\beta^t) = \frac{1}{n} \sum_{i=1}^n f_i(\beta^t) \) for \( f_i(\beta^t) = \left( \frac{1}{n} \sum_{i=1}^n K_\beta(x_i^{obs}, y_i) \right) ^{-1} \left( \frac{1}{n} \sum_{i=1}^n y_i m_\beta(x_i^{obs}, y_i) \right). \) However, we can see that this term of \( \left( \frac{1}{n} \sum_{i=1}^n K_\beta(x_i^{obs}, y_i) \right) ^{-1} \left( \frac{1}{n} \sum_{i=1}^n y_i m_\beta(x_i^{obs}, y_i) \right), \) for each \( i \in [n] \), \( f_i \) is dependent with others. Thus, RMC does not satisfy Assumption 2.
From the previous models, we can see that two of them do not satisfy the condition of \( f_i \) is independent with others. We note that this assumption is necessary for our analysis of statistical guarantees, since we will use the private 1-dimensional mean estimator, which needs the i.i.d assumption on the samples. Thus, from this point of view, we can see that our DP Gradient EM algorithm needs to be presented before the DP EM algorithm.

### I.1 DP EM Algorithm

Next we will detail our DP EM algorithm and provide its statistical guarantee under Assumption 2 see Algorithm 3 for details. The key idea is that in each iteration, instead of post-processing the \( j \)-th coordinate of the gradient \( \nabla q_i(\beta^{t-1}, \beta^{t-1}) \), we will post-process \( j \)-th coordinate of the term \( f_i(\beta^{t-1}) \), i.e., \( f_i(\beta^{t-1}) \) via the previous private 1-dimensional mean estimator. We can easily show Algorithm 3 is \((\epsilon, \delta)-DP\).

**Theorem 9 (Privacy guarantee).** For any \( 0 < \epsilon, \delta < 1 \), Algorithm 3 is \((\epsilon, \delta)-DP\).

**Proof.** The proof is almost the same as that of Theorem 3 we thus omit it here.

As in Theorem 4 in the following, we will show the statistical guarantee for the models under the Assumption 2 if the initial parameter \( \beta^0 \) is close enough to the underlying parameter \( \beta^* \).

**Theorem 10 (Statistical guarantee of Algorithm 3).** Let the parameter set \( \mathcal{B} = \{ \beta : \| \beta - \beta^* \|_2 \leq \gamma \} \) for \( R = \kappa \| \beta^* \|_2 \) for some constant \( \kappa \in (0, 1) \). Assume that Assumption 2 holds for parameters \( \gamma, \mathcal{B}, v, \tau \) satisfying the condition of \( 1 - \frac{2}{v+\tau} \mu \in (0, 1) \). Also, assume that \( \| \beta^0 - \beta^* \|_2 \leq \frac{\epsilon}{\delta} \), \( n \) is large enough so that

\[
\frac{\Omega((\frac{v}{v-\gamma})^2 d^2 \tau T \sqrt{\log \frac{1}{\delta} \log \frac{1}{\tau}})}{\epsilon R^2} \leq n. \tag{77}
\]

Then with probability at least \( 1 - \zeta \), we have for all \( t \in [T] \), \( \beta^t \in \mathcal{B} \). If it holds and if we take \( T = O(\frac{\frac{v}{v-\gamma} \log n}{\epsilon}) \), then we have

\[
\| \beta^t - \beta^* \|_2 \leq \tilde{O}(R \sqrt{(\frac{v}{v-\gamma})^2 \frac{d^2 \tau T \sqrt{\log \frac{1}{\delta} \log \frac{1}{\tau}}}{\sqrt{n \tilde{e}}}}), \tag{78}
\]

where the \( \tilde{O} \)-term and \( \tilde{O} \)-term omit log \( d \), log \( n \) and other factors.

**Proof of Theorem 10.** For each iteration we denote \( M(\beta^{-1}) = \arg \max Q(\beta; \beta^{-1}) \), by the strongly concavity of \( Q(\beta; \beta^*) \) we have

\[
\langle \nabla Q(M(\beta^{-1}); \beta^*) - \nabla Q(\beta^*; \beta^*), M(\beta^{-1}) - \beta^* \rangle \\
\geq \nu \| M(\beta^{-1}) - \beta^* \|_2^2.
\]

On the other hand, by the Lipschitz-Gradient condition and the assumption of \( M(\beta^{-1}), \beta^{-1} \in \mathcal{B} \), we have

\[
\langle \nabla Q(M(\beta^{-1}); \beta^*) - \nabla Q(M(\beta^{-1}); \beta^* - M(\beta^{-1})), \beta^* - M(\beta^{-1}) \rangle \\
\leq \gamma \| \beta^{-1} - \beta^* \|_2 \| \beta^* - M(\beta^{-1}) \|_2.
\]

Also by the optimality of \( M(\beta^{-1}) \) we have

\[
\langle \nabla Q(M(\beta^{-1}); \beta^*) - \nabla Q(M(\beta^{-1}); \beta^* - M(\beta^{-1})), M(\beta^{-1}) - \beta^* \rangle \\
\leq \langle \nabla Q(M(\beta^{-1}); \beta^*) - \nabla Q(M(\beta^{-1}); \beta^*), M(\beta^{-1}) - \beta^* \rangle.
\]

Thus, we have

\[
v \| M(\beta^{-1}) - \beta^* \|_2 \leq \gamma \| \beta^{-1} - \beta^* \|_2 \| \beta^* - M(\beta^{-1}) \|_2.
\]

That is, \( \| M(\beta^{-1}) - \beta^* \|_2 \leq \frac{\gamma}{v} \| \beta^{-1} - \beta^* \|_2 \). Next, we will bound the term of \( \| \beta^t - M(\beta^{-1}) \|_2 \).

Under the assumption that \( f_i \) is independent with others, just as almost the same as in (47)-(49) via Lemma 2, we have that with probability at least \( 1 - \zeta \),

\[
\| \beta^t - M(\beta^{-1}) \|_2 = \| \tilde{f}(\beta^{-1}) - M(\beta^{-1}) \|_2 \leq O(\frac{d \sqrt{\tau T \log \frac{1}{\delta}}}{\sqrt{\beta n \tilde{e}}}).
\]

Thus, we have with probability at least \( 1 - \zeta \)

\[
\| \beta^t - \beta^* \|_2 \leq \frac{\gamma}{v} \| \beta^{-1} - \beta^* \|_2 + O(\frac{d \sqrt{\tau T \log \frac{1}{\delta}}}{\sqrt{\beta n \tilde{e}}}).
\]

Since we need to make \( \beta^t \in \mathcal{B} \), this will be true under the assumption that

\[
O(\frac{d \sqrt{\tau T \log \frac{1}{\delta}}}{\sqrt{\beta n \tilde{e}}}) \leq \frac{v}{v-\gamma} R.
\]

If this holds, then we have with probability at least \( 1 - T \zeta \)

\[
\| \beta^t - \beta^* \|_2 \leq (\frac{v}{v-\gamma} R + O(\frac{d \sqrt{\tau T \log \frac{1}{\delta}}}{\sqrt{\beta n \tilde{e}}}), \tag{78a}
\]

Taking \( T = O(\frac{\frac{v}{v-\gamma} \log n}{\epsilon}) \) and \( \tilde{e} = O(\frac{\epsilon}{\log \frac{1}{\tau}}) \), we have the result.

**Proof.** Comparing with Theorem 10 and Theorem 4, if we omit other factors instead of \( n, d, \epsilon, \delta \), we can see that the two error bounds are asymptotically the same.

In the following we will apply our general framework to the GMM model in (4). Just the same as in Theorem 5, we will first show that \( f_i(\beta) \) has a bounded second order moment.

**Lemma 23.** Consider the function \( f(\cdot) \) in GMM. Then, for each \( j \in [d] \) we have

\[
\mathbb{E} f_j^2(\beta) \leq O(\| \beta^* \|_2^2 + \sigma^2).
\]
Algorithm 3 DP EM Algorithm

**Input:** $D = \{y_i\}_{i=1}^{n} \subseteq \mathbb{R}^{d}$, privacy parameters $\varepsilon, \delta, Q(\cdot; \cdot)$ and its $f_{j}(\cdot)$ in Assumption 2, initial parameter $\beta^0 \in \mathcal{B}$, $\tau$ which satisfies Assumption 3, the number of iterations $T$ (to be specified later), and failure probability $\zeta$.

1. Let $\tilde{\varepsilon} = \sqrt{\log \frac{1}{\delta} + \varepsilon} - \sqrt{\log \frac{1}{\delta}}$, $s = \frac{\sqrt{\pi\tilde{\varepsilon}}}{2\log \frac{2}{\zeta}}$, $\beta = \sqrt{\log \frac{2}{\zeta}}$.
2. for $t = 1, 2, \ldots, T$ do
3. For each $j \in [n]$, calculate the robust estimator by (82) and add Gaussian noise, that is

$$g_j^t(\beta^{t-1}) = \frac{1}{n} \sum_{i=1}^{n} f_{i,j}((\beta^{t-1})_j(1 - \frac{f_{i,j}((\beta^{t-1})_j)}{2s^2\beta} - \frac{f_{i,j}((\beta^{t-1})_j)}{6s^2\beta})) + \frac{s}{n} \sum_{i=1}^{n} \tilde{C} \left( f_{i,j}(\beta^{t-1}) - \frac{f_{i,j}(\beta^{t-1})}{s} \right) + Z_j^{t-1}, \quad (76)$$

where $f_{i,j}(\beta^{t-1})$ is the $j$-th coordinate of $f_i(\beta^{t-1})$ and $Z_j^{t-1} \sim \mathcal{N}(0, \sigma^2)$ with $\sigma^2 = \frac{16\varepsilon^2dT}{9n}\tilde{\varepsilon} = \frac{4dT\varepsilon}{9n\beta^2\tilde{\varepsilon}}$.
4. Let vector $\tilde{f}(\beta^{t-1}) \in \mathbb{R}^d$ to denote $\tilde{f}(\beta^{t-1}) = (g_1^{t-1}(\beta^{t-1}), g_2^{t-1}(\beta^{t-1}), \ldots, g_d^{t-1}(\beta^{t-1})).$
5. Update $\beta^t = \tilde{f}(\beta^{t-1})$.
6. end for

**Proof of Lemma 23**. To prove Lemma 23 we need a stronger lemma.

**Lemma 24**. The $j$-the coordinate of $f(\beta)$ is $\xi$-sub-exponential with

$$\xi = C_1 \sqrt{\|\beta^*\|^2 + \sigma^2}, \quad (79)$$

where $C_1$ is some absolute constant. Also, for fixed $j \in [d]$, each $f_{i,j}(\beta)$, where $i \in [n]$, is independent with others.

If Lemma 24 holds, then by Lemma 10 we can get Lemma 23.

**Proof of Lemma 24**. The proof is almost the same as that of Lemma 4.

It is oblivious that each $f_i(\beta)$, where $i \in [n]$, is independent with others. Next, we prove the property of sub-exponential for each coordinate.

Note that

$$f_{j}(\beta) = [2w_{\beta}(y) - 1]y_j,$$

and

$$E_{Y}f_{j}(\beta) = E_{Y}[2 w_{\beta}(Y)Y_{j} - Y_{j}].$$

By the symmetrization lemma in Lemma 15, we have the following for any $t > 0$

$$\mathbb{E}\{\exp(t| f_{j}(\beta) - E_{Y}f_{j}(\beta))| \} \leq \mathbb{E}\{\exp(t|2w_{\beta}(y) - 1|y_{j})| \}, \quad (80)$$

where $\varepsilon$ is a Rademacher random variable.

Next, we use Lemma 16 with $f(y_{j}) = y_{j}$, $\mathcal{F} = \{ f \}$, $\phi(v) = [2w_{\beta}(y) - 1]v$ and $\phi(v) = \exp(a \cdot v)$. It is easy to see that $\phi$ is 1-Lipschitz. Thus, by Lemma 16 we have

$$\mathbb{E}\{\exp(t|2w_{\beta}(y) - 1|y_{j})| \} \leq \mathbb{E}\{\exp(2t|\varepsilon y_{j})| \}. \quad (81)$$

By the formulation of the model, we have $y_{j} = z\beta^{*}_{j} + v_{j}$, where $z$ is a Rademacher random variable and $v_{j} \sim \mathcal{N}(0, \sigma^2)$. It is easy to see that $y_{j}$ is sub-Gaussian and

$$\|y_{j}\|_{\psi_{2}} = \|z \cdot \beta^{*}_{j} + v_{j}\|_{\psi_{2}} \leq C \cdot \sqrt{\|z \cdot \beta^{*}_{j}\|_{\psi_{2}}^{2} + \|v_{j}\|_{\psi_{2}}^{2}} \leq C' \sqrt{\|\beta^{*}_{j}\|^{2} + \sigma^{2}}, \quad (82)$$

for some absolute constants $C, C'$, where the last inequality is due to the facts that $\|z\beta^{*}_{j}\|_{\psi_{2}} \leq |\beta^{*}_{j}|$ and $\|v_{j}\|_{\psi_{2}} \leq C'' \sigma^{2}$ for some $C'' > 0$.

Since $|\varepsilon y_{j}| = |y_{j}|, |\varepsilon y_{j}|_{\psi_{2}} = |y_{j}|_{\psi_{2}}$ and $\mathbb{E}(\varepsilon y_{j}) = 0$, by Lemma 5.5 in [Vershynin 2010], we have that for any $u'$ there exists a constant $C^{(u')} > 0$ such that

$$\mathbb{E}\{\exp(u' \cdot \varepsilon \cdot y_{j})\} \leq \exp(u'^{2} \cdot C^{(4)} \cdot (\|\beta^{*}_{j}\|^{2} + \sigma^{2})). \quad (83)$$

Thus, for any $t > 0$ we get

$$\mathbb{E}\{\exp(2t \cdot |\varepsilon \cdot y_{j})\} \leq \exp(t^{2} \cdot C^{(5)} \cdot (\|\beta^{*}_{j}\|^{2} + \sigma^{2})), \quad (84)$$

for some constant $C^{(5)}$. Therefore, in total we have the following for some constant $C^{(6)} > 0$

$$\mathbb{E}\{\exp(t||f_{j}(\beta) - E_{Y}f_{j}(\beta)||)\} \leq \exp(t^{2} \cdot C^{(6)} \cdot (\|\beta^{*}\|_{\psi_{2}}^{2} + \sigma^{2})), \quad (85)$$

Combining this with Lemma 12 and the definition, we know that $f_{j}(\beta)$ is $O(\sqrt{\|\beta^{*}\|_{\psi_{2}}^{2} + \sigma^{2}})$-sub-exponential.

Thus, combining with Lemma 3, Lemma 23 and Theorem 10, we have asymptotically the same result as in Theorem 5.

We omit the details here.
J ADDITIONAL EXPERIMENTS

Experimental Settings in Section 6. For each of these models, we generate synthesized datasets according to the underlying distribution. We also utilize $\|\beta - \beta^*\|_2$ to measure the estimation error. Instead of choosing the initial parameter $\beta^0$ that is close to the optimal one, we consider random initialization. As we will see later, even if we select random initial parameter, the performance of our private estimator is good enough. We set signal-to-noise ratio $\|\beta^*\|_2 = 3$. For the privacy parameters, we choose $\epsilon = \{0.2, 0.5, 1\}$ and $\delta = 1/n$. We also conduct experiments on three real world datasets: ADULT, IPUMS-BR and IPUMS-US. The ADULT dataset includes 48,842 data samples. The target is to predict whether the annual income is more than $50k or not. The IPUMS-BR and IPUMS-US are from IPUMS-International, which include 38,000 and 40,000 data samples of census microdata. The goal is to predict whether the monthly income of an individual is above $300 or not. To fit the real dataset into the GMM, we process the data as following. First, based the target we divide the whole dataset into two clusters and take the same amount of data record for each cluster, and then for each part we calculate the covariance matrix and its maximal eigenvalue. Then we take the maximal one as the $\sigma$ in (4). To get the $\beta^*$, we first calculate the mean of each cluster, then we calculate their midpoint. Next we transit all the data records along this midpoint. After transition, the mean a cluster will be the $\beta^*$. More Experiments In Figure 6, 7 and 8, we set $T = 22$ and compute the estimation error on $\hat{\beta} := \hat{\beta}^T$. We plot $\|\beta - \beta^*\|_2$ of all algorithm on three canonical models over data size $n$, data dimension $d$ and privacy budget $\epsilon$. As we can see from these figures, our proposed algorithm (Algorithm 2) on the three canonical models significantly outperforms the clipped algorithm (Algorithm 1).

In Figure 9 and 10 we compare DP EM (Algorithm 3) with DP Gradient EM and the original EM algorithm on GMM. We can see that DP Gradient EM has lower error compared with DP EM in all the cases.
Figure 6: Estimation error of GMM w.r.t privacy budget $\varepsilon$, data dimension $d$ and data size $n$ (we set $\beta := \beta^T$ with $T = 22$)

Figure 7: Estimation error of MRM w.r.t privacy budget $\varepsilon$, data dimension $d$ and data size $n$ (we set $\beta := \beta^T$ with $T = 22$)

Figure 8: Estimation error of RMC w.r.t privacy budget $\varepsilon$, data dimension $d$ and data size $n$ (we set $\beta := \beta^T$ with $T = 22$)

Figure 9: Estimation error of GMM w.r.t privacy budget $\varepsilon$, data dimension $d$ and data size $n$ (we set $\beta := \beta^T$ with $T = 5$)
Figure 10: Estimation error of GMM w.r.t privacy budget $\varepsilon$, data dimension $d$, data size $n$ and iteration $t$