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ABSTRACT

The research work in this paper attempts to describe the outbreak of Coronavirus Disease 2019 (COVID-19) with the help of a mathematical model using both the Ordinary Differential Equation (ODE) and Fractional Differential Equation. The spread of the disease has been on the increase across the globe for some time with no end in sight. The research used the data of COVID-19 cases in Nigeria for the numerical simulation which has been fitted to the model. We brought in the consideration of both asymptomatic and symptomatic infected individuals with the fact that an exposed individual is either sent to quarantine first or move to one of the infected classes with the possibility that susceptible individual can also move to quarantined class directly. It was found that the proposed model has two equilibrium points; the disease-free equilibrium point (DFE) and the endemic equilibrium point (E). Stability analysis of the equilibrium points shows (E) is locally asymptotically stable whenever the basic reproduction number, , is less than 1 and (E) is globally asymptotically stable whenever is greater than 1. Sensitivity analysis of the parameters in the (E) were conducted and the profile of each state variable was also depicted using the fitted values of the parameters showing the spread of the disease. The most sensitive parameters in the (E) are the contact rate between susceptible individuals and the rate of transfer of individuals from exposed class to symptomatically infected class. Moreover, the basic reproduction number for the data is calculated as . Existence and uniqueness of solution established via the technique of fixed point theorem. Also, using the least square curve fitting method together with the \textit{fminsearch} function in the \textsc{Matlab} optimization toolbox, we obtain the best values for some of the unknown biological parameters involved in the proposed model. Furthermore, we solved the fractional model numerically using the Atangana-Toufik numerical scheme and presenting different forms of graphical results that can be useful in minimizing the infection.

1. Introduction

A mathematical model is a description of the workings of the real world employing mathematical symbols, equations, and formulas. Mathematical models are commonly used in many fields, such as medicine [39], agriculture [25,47], management and social sciences [41] and references cited therein. Such models can either be linear or nonlinear, stochastic or deterministic. In the health sector,
With the arrival of COVID-19, researchers have been using and formulating mathematical models as a technique in gaining insight into the mode of spread of the pandemic, transmission, impact of the pandemic, prevention and control of the pandemic, the influence of preventive measure on the pandemic ranging from washing hands with a soap, use of face mask, see the recent literature [4,7,8,11,12,15,19,27-30,44,46,52].

The paper is organized as follows: In Section 2, we formulated the model together with the description of the parameters defined in the model. In Section 3, we obtain the invariant region. Also, we compute the basic reproduction number and study it is disease-free equilibrium (DFE), local stability, the existence of endemic equilibrium, local stability of the endemic equilibrium, and global stability of the endemic equilibrium. The existence and uniqueness of solutions were investigated via the techniques of fixed point theorems in Section 4. In Section 5, we present the model fitting as well as the estimation of the parameters. Besides, sensitivity analysis and numerical simulation are also highlighted. Finally, we give the conclusion of the paper in Section 6.

2. Model formulation

In this research paper, a model of the coronavirus (COVID-19) disease using simple rates of transmission is considered. Let \( N(t) \) be the total population of human. This population is divided into seven classes: susceptible individuals \( S(t) \), exposed individuals \( E(t) \), asymptotically infected individuals \( I_a(t) \), symptomatic infected individuals \( I_s(t) \), quarantined individuals \( Q(t) \), and individuals that have recovered/remove from COVID-19 \( R(t) \). Based on this consideration, the total population is \( N(t) = S(t) + E(t) + Q(t) + I_a(t) + I_s(t) + R(t) \).

The natural human natality and mortality rates are denoted by \( \Lambda \) and \( \mu \) respectively. Susceptible individuals \( S \) gets infected from enough contact with exposed individuals \( E \) at the rate of \( \beta \) or just move to quarantined class at the rate of \( \gamma \). The exposed individuals \( E \) may move to quarantined \( Q \) class first or get infected without symptoms (asymptomatic) \( I_a \) or with symptoms (symptomatic) \( I_s \) at the rates of \( \sigma \) and \( \eta \) respectively. Also quarantined individuals \( Q \) may be confirmed infected through a test with symptoms \( I_s \) or without symptoms \( I_a \) at the rates of \( \nu \) and \( \theta \) respectively. The asymptomatic infected individuals \( I_a \) may recover at the rate of \( r_1 \) and the symptomatic infected individuals \( I_s \) at the rate of \( r_2 \).
Each of these classes may decrease as a result of natural mortality $\mu$, while the class of individuals infected with symptoms ($I_2$) may also decrease as a result of death from the disease at the rate of $\delta$. In the infected class of individuals without symptoms ($I_1$), the death as a result of the disease is not considered. The possibility of reinfection after recovery has not been considered in this model.

Fig. 2.2, below depicted the schematic diagram showing the spread of COVID-19. Through the schematic diagram depicted in Fig. 2.2, a system of nonlinear differential equations is obtained and presented below (see Table 1):

$$\frac{dS(t)}{dt} = \Lambda - (r + \mu)S(t) - \beta S(t)E(t),$$
$$\frac{dE(t)}{dt} = \beta S(t)E(t) - \gamma E(t) - (\mu + \eta + \sigma)E(t),$$
$$\frac{dQ(t)}{dt} = \gamma E(t) = \eta E(t) + \nu Q(t) - (\delta + \mu + r_1)Q(t),$$
$$\frac{dL_1(t)}{dt} = \sigma E(t) + \theta Q(t) - (\mu + r_1)L_1(t),$$
$$\frac{dL_2(t)}{dt} = \eta E(t) + vQ(t) - (\delta + \mu + r_2)L_2(t),$$
$$\frac{dR(t)}{dt} = r_1L_1(t) + r_2L_2(t) - \mu R(t),$$

subject to the following initial conditions:
$$S(0) \geq 0, \ E(0) \geq 0, \ Q(0) \geq 0, \ L_1(0) \geq 0, \ L_2(0) \geq 0, \ R(0) \geq 0.$$  \hfill (2.2)

### 3. Qualitative analysis of the proposed model

Reproduction number is vital in the study of infection disease model [23]. This section presents the computation and presentation of basic reproduction number and invariant region for the proposed model (2.1) and study the

- Locally asymptotically stability of its disease free equilibrium (see Theorem 3.1).
- Unique endemic equilibrium point (see Theorem 3.2).
- Locally asymptotically stability of its unique endemic equilibrium point (see Theorem 3.3).
- Globally asymptotically stable of its endemic equilibrium (see Theorem 3.5).

### 3.1. Invariant region

Having described the human population in the model (2.1), it is vital to show that the state parameters $S(t), E(t), Q(t), L_1(t), L_2(t), R(t)$ are nonnegative for all $t \geq 0$. Solution with positive initial data remains positive for all $t \geq 0$ and are bounded. It is easy to see from systems (2.1) that $\frac{dS(t)}{dt} = \Lambda - \mu S(t)\delta E(t)$ and $\sup_{t \geq 0} N(t) \leq \frac{\Lambda}{\mu}$. As such we can study the system (2.1) in the following feasible region:

$$\Omega = \left\{ (S(t), E(t), Q(t), L_1(t), L_2(t), R(t)) \in \mathbb{R}_+^6 : 0 \leq N(t) \leq \frac{\Lambda}{\mu} \right\}.$$ \hfill (3.1)

(3.1) is now positive invariant in relation to (2.1). Meaning the proposed model (2.1) is epidemiologically well posed and all solutions of the system with $(S(t), E(t), Q(t), L_1(t), L_2(t), R(t)) \in \mathbb{R}_+^6$ remain in $\Omega$.

#### 3.2. Disease free equilibrium point (DFE)

Setting the parameters $E = Q = I_A = I_B = R = 0$, the disease free equilibrium is obtained. Therefore, the system (2.1) indicates that the DFE point is given by

$$DFE = \left( \frac{\Lambda}{r}, 0, 0, 0, 0 \right).$$ \hfill (3.2)

The basic reproduction number denoted by $\mathcal{R}_0$ is the expected value of infection rate per time unit. The infection occurs in a susceptible population, caused by an infected individual. Based on the system (2.1), the article generates an equation that involves the classes of exposed and infected population. The disease reproduction number $\mathcal{R}_0$ of the proposed model (2.1) is defined herein in the infected classes. This threshold quantity has been described in [23,51]. In all cases, $\mathcal{R}_0 < 1$ implies that disease will decline, whereas $\mathcal{R}_0 > 1$ implies that disease will persist within a community and $\mathcal{R}_0 = 1$ requires further investigation. $\mathcal{R}_0$ is obtained using the next generation matrix approach [23] where several authors have used it.

We implore the use of a next-generation matrix to find the basic reproduction number for the model (2.1). Without loss of generality, it is clear from the model (2.1), the article generates an equation that involves the classes of the exposed population, infected population without symptom, and infected population with symptom as follows:

$$\frac{dE(t)}{dt} = \beta S(t)E(t) - (\gamma + \mu + \eta + \sigma)E(t),$$
$$\frac{dQ(t)}{dt} = \gamma E(t) = \eta E(t) + \nu Q(t) - (\delta + \mu + r_1)Q(t),$$
$$\frac{dL_1(t)}{dt} = \sigma E(t) + \theta Q(t) - (\mu + r_1)L_1(t),$$
$$\frac{dL_2(t)}{dt} = \eta E(t) + \nu Q(t) - (\delta + \mu + r_2)L_2(t).$$ \hfill (3.3)

Referring to [51], from the equations (3.3), the study generates
matrix \( \mathcal{F} \) and \( \mathcal{F}' \), i.e.

\[
\mathcal{F} = \begin{pmatrix} \beta S(t)E(t) \\ 0 \\ 0 \end{pmatrix}.
\]

and

\[
\mathcal{F}' = \begin{pmatrix} (\gamma + \mu + \eta + \sigma)E(t) \\ -\tau S(t) - \gamma E(t) \right) + (\mu + v + \theta)Q(t) \\ -\sigma E(t) - \theta Q(t) + (\mu + r_1)I(t) \\ -\eta E(t) - \theta Q(t) + (\delta + \mu + r_2)I(t) \end{pmatrix}.
\]

The Jacobian matrix of \( \mathcal{F} \) and \( \mathcal{F}' \) at DFE, denoted by \( F \) and \( V \) are given as follows:

\[
F = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix},
\]

\[
V = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}.
\]

Therefore, \( FV^{-1} \) is the next generation matrix of the model structure (3.3). So, as described in [23], \( \mathcal{R}_0 = \rho(FV^{-1}) \) where \( \rho \) stands for spectral radius of the next-generation matrix \( FV^{-1} \). Thus,

\[
FV^{-1} = \begin{pmatrix} \frac{\beta \Lambda}{\Lambda(\tau + \mu)} & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}.
\]

So, \( \rho(FV^{-1}) = \frac{\beta \Lambda}{\Lambda(\tau + \mu)} = \mathcal{R}_0 \), where \( \Lambda = \gamma + \mu + \eta + \sigma \).

Therefore,

\[
\mathcal{R}_0 = \frac{\beta \Lambda}{(\gamma + \mu + \eta + \sigma)(\tau + \mu)} > 0.
\]

3.3. Local stability analysis of the disease free equilibrium

**Theorem 3.1.** The disease free equilibrium DFE is locally asymptotically stable if \( \mathcal{R}_0 < 1 \).

**Proof.** The Jacobian matrix with respect to the system (2.1) is given by:

\[
J = \begin{pmatrix} -(\tau + \mu) - \beta E & -\beta S & 0 & 0 & 0 & 0 \\ \beta E & -(\gamma + \mu + \eta + \sigma) & 0 & 0 & 0 & 0 \\ 0 & \tau & -\gamma & -\theta & -\mu & -\mu \\ 0 & 0 & \sigma & 0 & 0 & 0 \\ 0 & 0 & 0 & \eta & 0 & -\delta - \mu \\ 0 & 0 & 0 & 0 & r_1 & r_2 \end{pmatrix}.
\]

which implies

\[
J_{DFE} = \begin{pmatrix} -(\tau + \mu) - \beta \Lambda & 0 & 0 & 0 \\ 0 & \beta \Lambda - (\tau + \mu)(\gamma + \mu + \eta + \sigma) & 0 & 0 \\ 0 & 0 & \tau & -\gamma & -\mu & -\mu \\ 0 & 0 & 0 & \sigma & 0 & 0 \\ 0 & 0 & 0 & 0 & \eta & 0 \\ 0 & 0 & 0 & 0 & 0 & -\delta - \mu \\ 0 & 0 & 0 & 0 & 0 & r_1 \\ 0 & 0 & 0 & 0 & r_2 & -\mu \end{pmatrix}.
\]

The characteristic polynomial of the Jacobian matrix at DFE is given by \( \det(J_{DFE} - I) = 0 \), where \( \lambda \) is the eigenvalue and \( I \) is a 6x6 identity matrix. Thus, the determinant of \( (J_{DFE} - I) \) is

\[
\begin{vmatrix}
-(\tau + \mu) - \lambda & -\beta \Lambda & 0 & 0 & 0 & 0 \\
0 & \beta \Lambda - (\tau + \mu)(\gamma + \mu + \eta + \sigma) - \lambda & 0 & 0 & 0 & 0 \\
\tau & 0 & -\gamma & -\mu & -\mu & -\mu \\
0 & \sigma & 0 & 0 & 0 & 0 \\
0 & 0 & \eta & 0 & 0 & -\delta - \mu & -\mu \\
0 & 0 & 0 & 0 & r_1 & r_2 & -\mu \end{vmatrix} = 0.
\]

Simplifying and solving for \( \lambda \), gives

\[
\lambda_1 = -(\tau + \mu) < 0,
\]

\[
\lambda_2 = -(\mu + v) < 0,
\]

\[
\lambda_3 = -\mu < 0,
\]

\[
\lambda_4 = -\mu, \lambda_5 = -\mu, \lambda_6 = -\mu.
\]

This completes the proof.

3.4. Existence of endemic equilibrium point

In this subsection, we look at the existence of endemic equilibrium point. Let us denote the endemic equilibrium by \( E_1 = (S^*, E^*, Q^*, I_1, I_2, R^*) \). For simplicity, \( S(t) = S.E(t) - E.Q(t) = Q.I(t) = I_1, I_2(t) = I_2 \) and \( R(t) = R_i \), will be used henceforth. This endemic equilibrium always satisfies:

\[
\begin{align*}
0 &= \Lambda - (\tau + \mu)S^* - \beta S^*E^*, \\
0 &= \beta S^*E^* - (\gamma + \mu + \eta + \sigma)E^*, \\
0 &= tS^* + \gamma E^* - (\mu + v + \theta)Q^*, \\
0 &= \sigma E^* + \theta Q^* - (\mu + r_1)I_1, \\
0 &= \eta E^* + vQ^* - (\delta + \mu + r_2)I_2, \\
0 &= r_1 I_1^* + r_2 I_2^* - \mu R^*.
\end{align*}
\]

(3.6)
From the first Equation of (3.6), we obtain
\[ S' = \frac{\Lambda}{\gamma + \mu + \beta E}. \] (3.7)

Inserting (3.7) in the second Equation of (3.6), we get
\[ E' = \frac{(r + \mu)}{\beta} (\mathcal{R}_0 - 1). \] (3.8)

Substituting \( E' \) in (3.7), yields
\[ S' = \frac{\gamma + \mu + \eta + \sigma}{\beta}. \] (3.9)

Using (3.8) and (3.9) in the third Equation of (3.6), gives
\[ Q' = \frac{\tau \beta (\gamma + \mu + \eta + \sigma) + \gamma (r + \mu)}{\beta (\mu + \nu + \theta)} (\mathcal{R}_0 - 1). \] (3.10)

Substituting Eqs. (3.8) and (3.10), in the fourth Equation of (3.6), we have
\[ I_1' = \frac{(r + \mu)(\sigma \mu + \nu + \theta) + \gamma \theta}{\beta (\mu + \nu + \theta) (\mu + r_1)} (\mathcal{R}_0 - 1). \] (3.11)

Inserting Eqs. (3.8) and (3.10), in the fifth equation of (3.6) we get
\[ I_2' = \frac{(r + \mu)(\eta \mu + \nu + \theta) + \gamma \theta}{\beta (\mu + \nu + \theta) (\delta + \mu + r_2)} (\mathcal{R}_0 - 1). \] (3.12)

Bringing Eqs. (3.11) and (3.12), into the sixth equation of (3.6), yields
\[ R' = \frac{1}{\mu} \left[ \left( (r + \mu)(\sigma \mu + \nu + \theta) + \gamma \theta \right) r_1 \right] + \frac{1}{\mu} \left[ \left( (r + \mu)(\eta \mu + \nu + \theta) + \gamma \theta \right) r_2 \right] (\mathcal{R}_0 - 1). \] (3.13)

Thus, we conclude with the following theorem.

**Theorem 3.2.** The system (2.1) has unique endemic equilibrium point given by

\[
\begin{vmatrix}
\tau + \mu & \gamma + \mu + \eta + \sigma & 0 & 0 & 0 & 0 \\
\gamma + \mu + \eta + \sigma & -\lambda & 0 & 0 & 0 & 0 \\
\tau & \gamma & -\mu - \nu - \theta - \lambda & 0 & 0 & 0 \\
\sigma & \theta & -(\mu + r_1) - \lambda & 0 & 0 & 0 \\
\eta & \nu & 0 & -(\delta + \mu + r_2) - \lambda & 0 & 0 \\
0 & 0 & r_1 & r_2 & -\mu - \lambda \\
\end{vmatrix}
\]

where \( \mathcal{R}_0 > 1 \) and

\[
det(J_{E_1} - \lambda I) = \lambda^2 + (r + \mu) \mathcal{R}_0 \lambda + (\gamma + \mu + \eta + \sigma)^2 - (\mu + \nu + \theta) - \lambda \] 
\[ - (\mu + r_1) - \lambda \] 
\[ - (\delta + \mu + r_2) - \lambda \] 
\[ - \mu - \lambda \]

Simplifying the characteristic polynomial (i.e. making the characteristic equation) and solving for \( \lambda \), gives

\[
\lambda_1 = -\mu - \nu - \theta < 0,
\lambda_2 = -\mu + r_1 < 0,
\lambda_3 = -\delta + \mu + r_2 < 0,
\lambda_4 = -\mu < 0.
\] (3.14)

The quadratic \( \lambda^2 + (r + \mu) \mathcal{R}_0 \lambda + (\gamma + \mu + \eta + \sigma)^2 \) has all terms positive and thus, its roots must all be negative. Meanings \( \lambda_{5,6} < 0 \). This com-
3.6. Global stability analysis of the endemic equilibrium $E_1$

**Theorem 3.4.** The system (2.1) has no periodic orbits.

**Proof.** We employ the Dulac’s criterion to achieve this. Now, let $X = (S, E, Q, I_s, I_e, R)$. Taking the Dulac’s function

$$G = \frac{1}{SE}$$

we obtain

$$G\frac{dS}{dt} = \frac{\Lambda}{SE} (\tau + \mu) - \beta,$$

$$G\frac{dE}{dt} = \beta - \frac{(\gamma + \mu + \eta + \sigma)}{S},$$

$$G\frac{dQ}{dt} = \frac{\tau}{S} + \frac{\mu}{Q} (\mu + r_1)I_s,$$

$$G\frac{dI_s}{dt} = \frac{\eta + \mu}{S} (\delta + \mu + r_2)I_s,$$

$$G\frac{dI_e}{dt} = \frac{r_1I_s + r_2I_e}{SE} \mu R,$$

Thus,

$$\frac{dGX}{dt} = \frac{\partial}{\partial S} (G\frac{dS}{dt}) + \frac{\partial}{\partial E} (G\frac{dE}{dt}) + \frac{\partial}{\partial Q} (G\frac{dQ}{dt}) + \frac{\partial}{\partial I_s} (G\frac{dI_s}{dt})$$

$$= \frac{\partial}{\partial S} \left( \frac{\Lambda}{SE} (\tau + \mu) - \beta \right) + \frac{\partial}{\partial E} \left( \beta - \frac{(\gamma + \mu + \eta + \sigma)}{S} \right)$$

$$+ \frac{\partial}{\partial Q} \left( \frac{\tau}{S} + \frac{\mu}{Q} (\mu + r_1)I_s \right) + \frac{\partial}{\partial I_s} \left( \frac{\eta + \mu}{S} (\delta + \mu + r_2)I_s \right)$$

$$+ \frac{\partial}{\partial I_e} \left( \frac{r_1I_s + r_2I_e}{SE} \mu R \right),$$

$$= \frac{\Lambda}{SE} - \frac{(\mu + \gamma + \mu + \eta + \sigma)}{SE} - \mu,$$

$$< 0.$$  

Hence, the system (2.1) has no periodic orbit. This completes the proof. ■ Since $\Omega$ is positively invariant, it follows from Poincaré-Bendixon theorem that all solutions of the system (2.1) originate and remain in $\Omega$ for all $t$. We conclude with the following theorem:

**Theorem 3.5.** The endemic equilibrium $E_1$ for the system (2.1) is globally asymptotically stable whenever $\lambda_0 > 1$.

4. Fractional order model in the sense of ABC-fractional operator

In the current research work, researchers have shown that mathematical models constructed with the aid of fractional operators are often more precise and reliable compared to the integer-order case due to the enhanced degree of freedom. In fractional-order models, the memory property allows more knowledge from the past to be added, which predicts and translates models more accurately. Recently, Atangana and Baleanu [16], introduced new fractional derivatives without singularity and locality. The non-singularity and non-locality of the kernel give a better description of the memory. The aforementioned operator has found wide applications to model dynamics processes in many well-known fields of science, engineering, biology, medicine, and many other, see [31,45,5,17] and the references cited therein. Besides, in comparisons with classical Caputo, Caputo-Fabrizio, the ABC operator recorded the highest efficiency in terms of experimental data and numerical efficiency [42].

Motivated by the above-mentioned application, in this section, we generalize the proposed model (2.1) to fractional order in the sense of ABC-fractional derivative and study the existence and uniqueness of solutions for the generalized model using the techniques of fixed point theorems. Now, before we generalize the model (2.1), we recall some preliminaries definitions which are important throughout the section.

**Definition 4.1.** ([16]) For a given function $\omega \in \mathcal{H}^1(0,T)$, $T > 0$ and $\alpha > 0$. The fractional operator

$$\text{ABC}_{\alpha}^{D_{\alpha}^\mu} z(t) = \frac{N(\alpha)}{\chi(1/\alpha)} \int_{0}^{t} (t-x)^{-1-\alpha} \omega(x)dx,$$

(4.1)

is called the ABC-fractional operator where $N(\alpha)$ represent the normalization function and satisfies $N(0) = N(1) = 1$ and $\omega(.)$ denotes the one parameter Mittag–Leﬄer function of form:

$$E_{\alpha}(\mu) = \sum_{k=0}^{\infty} \frac{\mu^k}{\Gamma(\alpha k + 1)}.$$

(4.2)

**Definition 4.2.** ([16]) The fractional operator

$$\text{ABC}_{\alpha}^{D_{\alpha}^\mu} \omega (t) = \frac{1 - \alpha}{N(\alpha)} \omega (t) + \frac{\alpha}{N(\alpha) \chi(1/\alpha)} \int_{0}^{t} (t-x)^{-1-\alpha} \omega(x)dx, t > 0,$$

(4.3)

is referred to fractional integral operator associated with ABC-fractional derivative. Therefore, the proposed nonlinear fractional model in the sense of ABC-fractional operator is of the form:

$$\text{ABC}_{\alpha}^{D_{\alpha}^\mu} S(t) = \Lambda^\alpha (\tau + \mu^\alpha) S(t) - \beta^\alpha S(t) E(t),$$

$$\text{ABC}_{\alpha}^{D_{\alpha}^\mu} E(t) = \beta^\alpha S(t) E(t) - (\gamma^\alpha + \mu^\alpha + \eta^\alpha + \sigma^\alpha) E(t),$$

$$\text{ABC}_{\alpha}^{D_{\alpha}^\mu} Q(t) = r^\alpha S(t) + r^\alpha E(t) - (\mu^\alpha + \nu^\alpha + \phi^\alpha) Q(t),$$

(4.4)

$$\text{ABC}_{\alpha}^{D_{\alpha}^\mu} I_s(t) = \sigma^\alpha E(t) + \theta^\alpha Q(t) - (\delta^\alpha + \mu^\alpha + r_1^\alpha) I_s(t),$$

$$\text{ABC}_{\alpha}^{D_{\alpha}^\mu} I_e(t) = \eta^\alpha E(t) + \omega^\alpha Q(t) - (\delta^\alpha + \mu^\alpha + r_2^\alpha) I_e(t),$$

$$\text{ABC}_{\alpha}^{D_{\alpha}^\mu} R(t) = r_1^\alpha I_s(t) + r_2^\alpha I_e(t) - \mu^\alpha R(t),$$

where $\text{ABC}_{\alpha}^{D_{\alpha}^\mu} (\cdot)$ is the ABC-fractional derivative of order $0 < \alpha \leq 1$ and the variables are assumed to be non-negative with appropriate initial conditions.

**Remark 1.** It is worth mentioning here that, the parameters are assumed to be non-negative and have dimension time$^{-1}$. In this paper, the dimensionality consistency was taking into consideration when fractionalized the integer-order model as the dimension of each left-hand side equation carries time$^{-1}$, $(\alpha > 0)$, whereas the right sides remains dimensionally time$^{-1}$. This technique was proposed by Diethelm in [24].

4.1. Existence and uniqueness result

This subsection presents the existence and uniqueness of solutions of the proposed model using the techniques of fixed point theory. Here, we denote $E = \mathcal{H}^1(0,T,\mathbb{R})$ the Banach space of all continuous real-valued function equipped with the norm defined by

$$\|S, E, Q, I_s, I_e, R\| = \|S(t)\| + \|E(t)\| + \|Q(t)\| + \|I_s(t)\| + \|I_e(t)\| + \|R(t)\|,$$

where

$$\|S\| = \sup_{t \in [0,T]} |S(t)|, \quad \|E\| = \sup_{t \in [0,T]} |E(t)|, \quad \|Q\| = \sup_{t \in [0,T]} |Q(t)|,$$
\[ \| I_a \| = \sup_{t \in [0,T]} |I_a(t)|, \quad \| I_b \| = \sup_{t \in [0,T]} |I_b(t)| \text{ and } \| R \| = \sup_{t \in [0,T]} |R(t)|, \]

Now, applying the fractional integral operator $^{\mathbb{A}}D_{0+}^{a}$ on both sides of system (4.4), yields

\[ S(t) - S(0) = \frac{1}{\Gamma(a)} \int_0^t (t - u)^{a-1} F_1(u,S(u))du, \]
\[ E(t) - E(0) = \frac{1}{\Gamma(a)} \int_0^t (t - u)^{a-1} F_2(u,E(u))du, \]
\[ Q(t) - Q(0) = \frac{1}{\Gamma(a)} \int_0^t (t - u)^{a-1} F_3(u,Q(u))du, \]
\[ I_t(t) - I_t(0) = \frac{1}{\Gamma(a)} \int_0^t (t - u)^{a-1} F_4(u,I_t(u))du, \]
\[ I_s(t) - I_s(0) = \frac{1}{\Gamma(a)} \int_0^t (t - u)^{a-1} F_5(u,I_s(u))du, \]
\[ R(t) - R(0) = \frac{1}{\Gamma(a)} \int_0^t (t - u)^{a-1} F_6(u,R(u))du, \]

which implies

\[ S(t) = S(0) + \frac{1}{\Gamma(a)} \int_0^t (t - u)^{a-1} F_1(u,S(u))du, \]
\[ E(t) = E(0) + \frac{1}{\Gamma(a)} \int_0^t (t - u)^{a-1} F_2(u,E(u))du, \]
\[ Q(t) = Q(0) + \frac{1}{\Gamma(a)} \int_0^t (t - u)^{a-1} F_3(u,Q(u))du, \]
\[ I_t(t) = I_t(0) + \frac{1}{\Gamma(a)} \int_0^t (t - u)^{a-1} F_4(u,I_t(u))du, \]
\[ I_s(t) = I_s(0) + \frac{1}{\Gamma(a)} \int_0^t (t - u)^{a-1} F_5(u,I_s(u))du, \]
\[ R(t) = R(0) + \frac{1}{\Gamma(a)} \int_0^t (t - u)^{a-1} F_6(u,R(u))du, \]

\[ \text{(4.6)} \]

where

\[ F_1(t,S(t)) = N^e - (t^a + \mu^e)S(t) - \beta^eS(t)E(t), \]
\[ F_2(t,E(t)) = \beta^eS(t)E(t) - (t^a + \mu^e + \eta^e + \sigma^e)E(t), \]
\[ F_3(t,Q(t)) = t^aS(t) + \gamma^eE(t) - (t^a + \nu^e + \theta^e)Q(t), \]
\[ F_4(t,I_t(t)) = \sigma^eE(t) + \delta^eQ(t) - (t^a + \mu^e + \alpha^e)I_t(t), \]
\[ F_5(t,I_s(t)) = \eta^eE(t) + \nu^eQ(t) - (t^a + \mu^e + \alpha^e)I_s(t), \]
\[ F_6(t,R(t)) = \rho^eI_t(t) + \epsilon^eI_s(t) - (t^a + \mu^e + \alpha^e)R(t), \]

\[ \text{(4.7)} \]

Let us denote difference between successive components by $\Phi_i^t$, $i = 1, 2, \ldots 6$. So,

\[ \Phi_i^t = \begin{cases} \text{substring -- after(preceding -- sibling :: comment()|starts -- with(\text{'}, hskip')\text{[]}]}|1, \text{hskip}'\text{}}> pt > \mu^r(t). \]

| $M_i$ |
| $i = 1, 2, \ldots 6$ |
| $R(t)$ |
| $S_i(t)$ |
| $\mu^r(t)$ |
| $\Phi_i^t$ |
| $\text{hskip}'\text{}> pt > \mu^r(t)$ |

The kernels in Equations (4.7) satisfies the Lipschitz condition for $0 < M_i < 1$, $i = 1, 2, \ldots 6$, if and only if the nonlinear functions $S(t), E(t), Q(t), I_t(t), I_s(t)$ and $R(t)$ have an upper bound. Indeed, suppose $S(t)$ and $S'(t)$ be two functions, then we get

\[ \| F_1(t,S(t)) - F_1(t,S'(t)) \| \leq \max \left\{ |(t^a + \mu^e)S(t) - \beta^eS(t)E(t)|, \right\} \]
\[ \leq \max \left\{ (t^a + \mu^e)|S(t) - S'(t)|, \beta^eE(t)|S(t) - S'(t)| \right\} \]
\[ \leq M_1 |S(t) - S'(t)|, \]

\[ \text{(4.8)} \]

where $M_1 = \max \left\{ |(t^a + \mu^e) + \beta^e|E(t)| \right\}$. Thus,

\[ \| F_1(t,S(t)) - F_1(t,S'(t)) \| \leq M_1 |S(t) - S'(t)|, \]

\[ \text{(4.9)} \]

Repeating the same procedure as in Eq. (4.8) above, we have

\[ \| F_2(t,E(t)) - F_2(t,E'(t)) \| \leq M_2 |E(t) - E'(t)|, \]
\[ \| F_3(t,Q(t)) - F_3(t,Q'(t)) \| \leq M_3 |Q(t) - Q'(t)|, \]
\[ \| F_4(t,I_t(t)) - F_4(t,I_t'(t)) \| \leq M_4 |I_t(t) - I_t'(t)|, \]
\[ \| F_5(t,I_s(t)) - F_5(t,I_s'(t)) \| \leq M_5 |I_s(t) - I_s'(t)|, \]
\[ \| F_6(t,R(t)) - F_6(t,R'(t)) \| \leq M_6 |R(t) - R'(t)|, \]

\[ \text{(4.10)} \]
\[ \Phi(t) = \frac{1 - \alpha}{N(a)} (F(t, S_{n-1}(t)) - F(t, S_{n-2}(t))) \]

\[ + \frac{a}{N(a)} \frac{1}{F(a)} \int_{0}^{t} (t-x)^{\alpha-1} (F(x, E_{n-1}(x)) - F(x, E_{n-2}(x))) \, dx, \]

\[ \Phi(t) = E_{n}(t) - E_{n-1}(t) = \frac{1 - \alpha}{N(a)} (F(t, E_{n-1}(t)) - F(t, E_{n-2}(t))) \]

\[ + \frac{a}{N(a)} \frac{1}{F(a)} \int_{0}^{t} (t-x)^{\alpha-1} (F(x, E_{n-1}(x)) - F(x, E_{n-2}(x))) \, dx, \]

\[ \Phi(t) = Q(t) - Q_{n-1}(t) = \frac{1 - \alpha}{N(a)} (F(t, Q_{n-1}(t)) - F(t, Q_{n-2}(t))) \]

\[ + \frac{a}{N(a)} \frac{1}{F(a)} \int_{0}^{t} (t-x)^{\alpha-1} (F(x, Q_{n-1}(x)) - F(x, Q_{n-2}(x))) \, dx, \]

\[ \Phi(t) = I_{s}(t) - I_{n-1}(t) = \frac{1 - \alpha}{N(a)} (F(t, I_{s-1}(t)) - F(t, I_{s-2}(t))) \]

\[ + \frac{a}{N(a)} \frac{1}{F(a)} \int_{0}^{t} (t-x)^{\alpha-1} (F(x, I_{s-1}(x)) - F(x, I_{s-2}(x))) \, dx, \]

\[ \Phi(t) = I_{r}(t) - I_{n-1}(t) = \frac{1 - \alpha}{N(a)} (F(t, I_{r-1}(t)) - F(t, I_{r-2}(t))) \]

\[ + \frac{a}{N(a)} \frac{1}{F(a)} \int_{0}^{t} (t-x)^{\alpha-1} (F(x, I_{r-1}(x)) - F(x, I_{r-2}(x))) \, dx, \]

\[ \Phi(t) = R(t) - R_{n-1}(t) = \frac{1 - \alpha}{N(a)} (F(t, R_{n-1}(t)) - F(t, R_{n-2}(t))) \]

\[ + \frac{a}{N(a)} \frac{1}{F(a)} \int_{0}^{t} (t-x)^{\alpha-1} (F(x, R_{n-1}(x)) - F(x, R_{n-2}(x))) \, dx, \]

\[ (4.12) \]

Taking into consideration that \( S_{0}(t) = \sum_{i=0}^{n} \Phi_{i}(t) \), \( E_{0}(t) = \sum_{i=0}^{n} \Phi_{i}(t) \), \( Q_{0}(t) = \sum_{i=0}^{n} \Phi_{i}(t) \), \( I_{s}(t) = \sum_{i=0}^{n} \Phi_{i}(t) \), \( I_{r}(t) = \sum_{i=0}^{n} \Phi_{i}(t) \), \( R(t) = \sum_{i=0}^{n} \Phi_{i}(t) \). Taking the norm on both side of Equations (4.12) and using Equations (4.9) yields

\[ \| \Phi(t) \| = \frac{1 - \alpha}{N(a)} M_{r} + \frac{a}{N(a)} \frac{M_{r}}{\Gamma(\alpha)} \int_{0}^{t} (t-x)^{\alpha-1} \| \Phi(x) \| \, dx. \]

\[ (4.13) \]

Now, we are ready to state and prove the main theorem based on the above results.

**Theorem 4.3.** The fractional proposed model (4.4) possesses a unique solution for \( t \in [0, T] \) if the condition is satisfied

\[ \left( 1 - \frac{\alpha}{N(a)} M_{r} + \frac{a}{N(a)} \frac{M_{r}}{\Gamma(\alpha)} \right)^{(1, i = 1, 2, \ldots, 6).} \]

**Proof.** Since from the assumptions the functions \( S(t), E(t), Q(t), I_{s}(t), I_{r}(t), R(t) \) are bounded and satisfies the Lipschitz condition. Thus, in view of Eq. (4.13), we get

\[ \| \Phi(t) \| \]

(a)

(b)

**Fig. 5.3.** The daily COVID-19 cumulative cases time series in Nigeria from 1 July to July 31, 2020, with the best-fitted curve from simulations of the proposed model and (b) the residuals for the best-fitted curve.
Hence, the sequences above exist and as \( n \to \infty \), \( \| \Phi_i^n(0) \| \to 0 \), \( i = 1, 2, \ldots, 6 \). Also, utilizing the triangular inequality for any \( k \), Eq. (4.15) yields

\[
\begin{align*}
\|S_{n+k}(t) - S_n(t)\| &\leq \sum_{j=n+k}^{n+1} P_j \frac{p_{j+1} - p_{j+k+1}}{1 - P_j}, \\
\|E_{n+k}(t) - E_n(t)\| &\leq \sum_{j=n+k}^{n+1} P_j \frac{p_{j+1} - p_{j+k+1}}{1 - P_j}, \\
\|Q_{n+k}(t) - Q_n(t)\| &\leq \sum_{j=n+k}^{n+1} P_j \frac{p_{j+1} - p_{j+k+1}}{1 - P_j}, \\
\|I_{n+k}(t) - I_n(t)\| &\leq \sum_{j=n+k}^{n+1} P_j \frac{p_{j+1} - p_{j+k+1}}{1 - P_j}, \\
\|R_{n+k}(t) - R_n(t)\| &\leq \sum_{j=n+k}^{n+1} P_j \frac{p_{j+1} - p_{j+k+1}}{1 - P_j},
\end{align*}
\]

(4.16)

where the \( P_i \), \( i = 1, 2, \ldots, 6 \), are the terms within the bracket of Equations (4.15) and the condition \( \left( \frac{N}{M_1} M_1 + \frac{1}{M_1} M_1 T \right) \). Thus, by uniform convergent theorem the function \( S_n, E_n, Q_n, I_{n+k}, I_{n+k}, \) and \( R_n \) constitute a Cauchy sequence in \( E \). So, applying the limit theory on the equation (4.11) as \( n \to \infty \) shows that the limit of these sequences is the unique solution of the proposed model (4.4). In addition, we conclude the existence of a unique solution of the proposed model (4.4). ■

### Table 2

| Fitted parameter | Value (Range) | Units/remarks | Sources |
|------------------|---------------|---------------|---------|
| \( \tau \)      | 0.0002        | day\(^{-1} \) | Fitted  |
| \( \beta \)     | 0.0805        | day\(^{-1} \) | Fitted  |
| \( \delta \)    | 1.6728e−5     | day\(^{-1} \) | Fitted  |
| \( \gamma \)    | 2.0138e−4     | day\(^{-1} \) | Fitted  |
| \( \eta \)      | 0.4479        | day\(^{-1} \) | Assumed |
| \( \theta \)    | 0.0101        | day\(^{-1} \) | Assumed |
| \( \mu \)       | 0.0106        | day\(^{-1} \) | Fitted  |
| \( \nu \)       | 1.2084e−4     | day\(^{-1} \) | Fitted  |
| \( \sigma \)    | 0.0668        | day\(^{-1} \) | Assumed |
| \( \Lambda \)   | 0.02537       | day\(^{-1} \) | Assumed |
| \( r_1 \)       | 5.7341e−5     | day\(^{-1} \) | Assumed |
| \( r_2 \)       | 1.6728e−5     | day\(^{-1} \) | Assumed |

### Table 3

The elasticity indices for \( R_0 = 1.703052076 \) to the parameters of the model (2.1).

| Parameter | Baseline value | Elasticity index |
|-----------|----------------|-----------------|
| \( \Lambda \) | 0.02537 | 1 |
| \( \beta \) | 0.0805 | 1 |
| \( \tau \) | 0.0002 | -0.1851851852 \(-1 \) |
| \( \gamma \) | 2.0138e-4 | -0.3832879160 \(-3 \) |
| \( \eta \) | 0.4478 | -0.8523007686 |
| \( \sigma \) | 0.0668 | -0.1271408918 |
| \( \mu \) | 0.0106 | -1.001656533 |

![Fig. 5.4. Elasticity indices for significance of parameters in \( R_0 \).](image)

### 5. Model fitting and parameter estimation

One of the essential mechanisms for evaluating the transmission dynamics of a disease is the validation of a newly developed epidemiological model. The availability of real data for the underlying ailment contributes significantly to the completion of this task and the real data gives us an insight into how to determine the best values of some of the model’s unknown biological parameters. To this end, we employ the nonlinear least-squares curve fitting method with the help of “\texttt{fminsearch}” function from the MATLAB Optimization Toolbox. This approach states that, if a theoretical model \( t \to \Xi(t, q_1, q_2, \ldots, q_n) \) is attained and depend on a few unknown parameters \( q_1, q_2, \ldots, q_n \) and a sequence of actual data points \( (t_0, y_0), \ldots, (t_j, y_j) \) is also at hand then the aim is to obtain values of the parameters so that the error calculated can

\[
E := \sqrt{\sum_{i=0}^{j} (\Xi(t, q_1, q_2, \ldots, q_n) - y_i)^2},
\]

(5.1)

attain a minimum. 12 biological parameters are associated with the proposed model. Some of these parameters have been assumed while some have been best fitted (see Fig. 5.3). The initial conditions for the state variables are \( S(0) = 0.5, E(0) = 0.2, Q(0) = 0.1, I_0(0) = 0.2, I_0(0) = 0.1 \) and \( R(0) = 0 \) (see Table 2).

### 5.1. Sensitivity analysis

In this subsection, the concept of sensitivity analysis is used to discover the robust significance of the generic parameters present in the basic reproduction number \( R_0 \). Furthermore, both the analytical and numerical values of the \( R_0 \) parameters are derived from precise as-
sumptions using parameter values. If and only if the dynamics follow the model (2.1), the analytical expressions obtained can be used to shed some light on how to track the model’s onset in variant locations. The threshold value $R_0$ is a quantity known to be the primary way of reducing and aborting the ailment spread by reducing the number to less than unity. The sensitivity index technique is used to measure the most sensitive parameters in the model, those with the positive sign are considered to be highly and proportionally sensitive to the value of $R_0$ while those with the negative sign are less sensitive to decreasing $R_0$ and the other category is neutrally sensitive (with zero relative sensitivity). The cause of the transmission of the infringement is commonly recognized to be directly linked to the specific reproduction number $R_0$. The $R_0$ elasticity indices is given by Eq. (3.4):

$$\Upsilon_{R_0} = \frac{\partial R_0}{\partial P_i} \times \frac{P_i}{R_0},$$

(5.2)

where $R_0$ denotes the basic reproduction ratio and $P_i$ is as stated above. Following the described formula, we reach:

$$\Upsilon_N = 1, \quad \Upsilon_{\beta} = 1, \quad \Upsilon_r = \frac{r}{r + \mu + \eta + \sigma}, \quad \Upsilon_f = \frac{f}{f + \mu + \eta + \sigma}, \quad \Upsilon_\gamma = \frac{\gamma}{\gamma + \mu + \eta + \sigma}, \quad \Upsilon_\tau = \frac{\tau}{\tau + \mu} + \frac{\mu}{\tau + \mu}, \quad \Upsilon_\eta = \frac{\eta}{\eta + \mu + \eta + \sigma}, \quad \Upsilon_\sigma = \frac{\sigma}{\sigma + \mu + \eta + \sigma}, \quad \Upsilon_\mu = \mu (r + \mu + \eta + \sigma) (r + \mu + \eta + \sigma) - \frac{\Lambda \beta}{(r + \mu + \eta + \sigma) (r + \mu + \eta + \sigma)} (r + \mu + \eta + \sigma) (r + \mu + \eta + \sigma) \Lambda^{-1} \beta^{-1}.$$  

(5.3)

The numerical values indicating the relative significance of $R_0$ are given in Table 3. Some parameters are found to be positive while some are negative. A positive relationship for the parameters implies that an increase in that parameter’s values will have a major effect on the frequency of the ailment spread. While a negative relationship means that an increase in the importance of these parameters would help to

Fig. 5.5. Profiles for behavior of each state variable for the classical version of the model.
Fig. 5.6. Profiles for behavior of each state variable for the ABC version of the fractional model.
Fig. 5.7. Comparison of each state variables for classical and fractional order.
decrease the violence of the disease. The physical outlook of the numerical signs stated in Table 3 is depicted in Fig. 5.4.

5.2. Numerical simulations

To gain insight into the behavior of the solutions, a numerical solution is needed for both the classical order and the proposed fractional-order model as it involves a nonlinear equation. For this task, we used the recent numerical scheme proposed by Toufik and Atangana in [49]. The numerical scheme for the proposed model (4.4) used in the present analysis is presented by:

\[
S(t_{n+1}) = S(t_n) + \frac{1 - \alpha}{N(\alpha)} F_r(t_n, S(t_n)) + \alpha \sum_{m=0}^{k} \frac{h^m F_I(t_{m+1}, S(t_m))}{\Gamma(\alpha + 2)} (k + 1 - m)^\alpha (k - m + 2 + \alpha) \\
- (k - m)^\alpha (k - m + 2 + 2\alpha) \\
- \frac{h^m F_I(t_{m+1}, S(t_m))}{\Gamma(\alpha + 2)} [(k + 1 - m)^\alpha + 1] \\
- (k - m)^\alpha (k - m + 1 + \alpha)].
\]

(5.4)

\[
E(t_{n+1}) = E(t_n) + \frac{1 - \alpha}{N(\alpha)} F_r(t_n, E(t_n)) + \alpha \sum_{m=0}^{k} \frac{h^m F_I(t_{m+1}, E(t_m))}{\Gamma(\alpha + 2)} (k + 1 - m)^\alpha (k - m + 2 + \alpha) \\
- (k - m)^\alpha (k - m + 2 + 2\alpha) \\
- \frac{h^m F_I(t_{m+1}, E(t_m))}{\Gamma(\alpha + 2)} [(k + 1 - m)^\alpha + 1] \\
- (k - m)^\alpha (k - m + 1 + \alpha)].
\]

(5.5)

\[
Q(t_{n+1}) = Q(t_n) + \frac{1 - \alpha}{N(\alpha)} F_r(t_n, Q(t_n)) + \alpha \sum_{m=0}^{k} \frac{h^m F_I(t_{m+1}, Q(t_m))}{\Gamma(\alpha + 2)} (k + 1 - m)^\alpha (k - m + 2 + \alpha) \\
- (k - m)^\alpha (k - m + 2 + 2\alpha) \\
- \frac{h^m F_I(t_{m+1}, Q(t_m))}{\Gamma(\alpha + 2)} [(k + 1 - m)^\alpha + 1] \\
- (k - m)^\alpha (k - m + 1 + \alpha)].
\]

(5.6)

\[
I_1(t_{n+1}) = I_1(t_n) + \frac{1 - \alpha}{N(\alpha)} F_r(t_n, I_1(t_n)) + \alpha \sum_{m=0}^{k} \frac{h^m F_I(t_{m+1}, I_1(t_m))}{\Gamma(\alpha + 2)} (k + 1 - m)^\alpha (k - m + 2 + \alpha) \\
- (k - m)^\alpha (k - m + 2 + 2\alpha) \\
- \frac{h^m F_I(t_{m+1}, I_1(t_m))}{\Gamma(\alpha + 2)} [(k + 1 - m)^\alpha + 1] \\
- (k - m)^\alpha (k - m + 1 + \alpha)].
\]

(5.7)

To fit the model to the reality of the pandemic, we used the daily cases of the spread of the disease in Nigeria. For this study and for the current situation in the world we are only interested in infected individuals as the week’s pass. From Figs. 5.5–5.7, we observed that both population of infected individuals \(I_1\) and \(I_0\) have been declining as weeks pass which may not be unconnected to existing government restrictions on movement and other contact activities. Not only that, there is a possibility that the government has put in place a public health education system that made the population take safety measures. This further confirmed the result obtained from the fact that a decrease in contact among the population plays a vital role in curtailing the spread of the disease.

The behavior of the system further confirmed the current situation in Nigeria. Both the classical and fractional differential equations indicate that the disease is declining with a very high number of recovery. It is therefore easy to understand that in Nigeria restriction on social contact can work wonders in decreasing the number of infected individuals in addition to quarantine and testing. Meaning it should be of particular interest for all that in the fight against the pandemic is the exposure as a result of contact with infected individuals especially that there those who are asymptomatic \(I_q\). Equally important, there is also a strong agreement between the classical model and the fractional model as seen in Figs. 5.5 and 5.6.

6. Conclusion

In this current work, we developed a simple mathematical model to investigate the transmission and control of the novel coronavirus disease (COVID-19) from human to human. Principles drawn from the literature of mathematical epidemiology have been used to model how individuals are exposed and infected with the disease and their possible recovery. The mathematical analysis was done using both the ordinary differential equation (ODE) and the fractional differential equation.

It is important for health practitioners and the world at large to understand and predict infected individuals for health concern arrangement of the citizens and to control its spread rate with restricted supply. The data used in the simulation is based on the disease spread in Nigeria. Positivity of the model is established and the basic reproduction number, \(R_0\) is obtained for the model. It is observed that when \(R_0 < 1\) the disease-free equilibrium is locally asymptotically stable otherwise is unstable. The behavior of the system further confirmed the current sit-
ution in Nigeria. Both the classical and fractional differential equations indicate that the disease is declining with a very high number of recovery. It is easy to understand that in Nigeria restriction on social contact can work wonders in decreasing the number of infected individuals in addition to quarantine and testing. Meaning it should be of particular interest for all that in the fight against the pandemic, the exposure as a result of contact with infected individuals especially that there those who are asymptomatic ($I_0$), be curtailed. Equally important, there is also a strong agreement between the classical model and the fractional model as seen in Figs. 5.5 and 5.6. Also the endemic equilibrium $E_1$ exist and globally stable if $\mathcal{R}_0 > 1$. This means that the disease may persist in society. The sensitivity analysis of $\mathcal{R}_0$ concerning the parameters shows that the most sensitive parameter of our model structure that represents the chance of transmission is the contact rate between susceptible persons and exposed persons. It has the most dominant sensitivity to increase the endemicity of the disease while the rate of transfer of individuals to symptomatic class decreases the endemicity of the disease. Also, using the techniques of fixed point theorems, the existence and uniqueness of solutions are presented. Furthermore, given that the non-local (fractional order derivatives and integral) operator is better able to predict the future and better fit the experimental data compared to classical order derivatives and integrals, we have generalized the model to a fractional-order model in the sense of Atangana-Baeun derivative. Based on the actual data on the number of infected people in Nigeria and the best fitting techniques, we have obtained some of the values of the model’s unknown biological parameters, which successfully captured the COVID-19 pattern for the case $\alpha = 1$. Therefore, our results of the ODE form of the model present the situation in Nigeria and with this, we may conclude that authorities and health practitioners in Nigeria need to work hard to ensure that the contact between the exposed individual and susceptible individuals is minimized. This calls for strict social distance and quarantine.
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