Edge-computing Enabled Next Generation Wireless Networks: A Novel Approach to Provide Secure Multicast Services

Farid Sorouri
Department of Computer Engineering, Tehran Branch, Islamic Azad University, Tehran, Iran
Email: f.sorouri@iau-tnb.ac.ir

ABSTRACT:
Smart grids have received much attention in recent years in order to optimally manage the resources, transmission and consumption of electric power. In these grids, a comprehensive communication infrastructure is required to transmit the information required for observing, monitoring, making decisions, and applying load management controls. In these grids, one of the most important communication services is the multicast service. Providing multicast services in the smart communicative grid poses several challenges, including the heterogeneity of different communication media and the strict requirements of reliability, security and latency. Wireless technologies and PLC connections are the two most important media used in this grid, among which PLC connections are very unstable, which makes it difficult to provide reliability. In this research, the problem of geographically flooding of multicast data has been considered. First, this problem has been modeled as an optimization problem which is used as a reference model in evaluating the proposed approaches. Then, two MKMB and GCBT multicast tree formation algorithms have been developed based on geographical information according to the characteristics of smart grids. Comparison of these two approaches shows the advantages and disadvantages of forming a core-based tree compared to a source-based tree. Evaluation of these approaches shows a relative improvement in tree cost and the amount of end-to-end delay compared to basic algorithms. In the second part, providing security and reliability in data transmission has been considered. Both Hybrid and Multiple algorithms have been developed based on the idea of multiple transmission tree. In the Hybrid algorithm, the aim is to provide higher security and reliability, but in the Multiple algorithms, minimization of message transmission delay is targeted. In the section of behavior evaluation, these two algorithms have been studied in different working conditions, which indicates the achievement of the desired goals.
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1. INTRODUCTION
Nowadays, one of the most important issues in smart grids we face is heterogeneity. This means that we are faced with different communication media in different situations of the smart grids. Also, different smart media are usually used to transmit data, depending on whether we are talking about HAN, NAN or WAN. At the WAN level, various network technologies such as optical fiber, leased lines and WiMAX are used. Technologies such as optical fiber, WiMAX, PLC, satellite communication and cellular networks are used for distribution networks that connect NANs (Neighbor Area Network). At the radio access network level, short-range wireless technologies such as Bluetooth, ZigBee and WiFi are used.

Therefore, there is a need for connections among heterogeneous networks. This heterogeneity leads to problems in providing multicast services. For example, the crying baby problem is caused by the heterogeneity in this network. This means that the transmitter in the multicast group must coordinate itself with the receiver with the lowest received bandwidth. This issue reduces network throughput. On the other hand, due to the heterogeneity, one of the most important media used in this network is PLC connections. In [1], many problems that these links are encountered for data transfer was listed. Geocast, on the other hand, is one of the subclasses of the multicast problem. In Geocast, the point that makes different nodes a member of a multicast group is their geographical location and their placement within a certain boundary. Geocast can have many applications in the smart grid.

If it is going to determine a problem be solved in this research, consider this scenario: control center wants to reduce consumption by announcing a high cost per kilowatt hour of consumption to the industrial parts of
the city in order to meet peak consumption hours in the home sector. The control center should multicast a message containing the new cost for the next hours to the city's industrial area. In this study, we hypothesized that the control center should first transmit multicast packets to the wireless nodes located in the destination area via the urban WiMAX network, and then these wireless nodes deliver destination area of the packet into the nodes located in this area through the PLC connections. In fact, by considering the two wireless communication media and PLC, we have considered the heterogeneity of the smart grid. Delivery of these packets must meet the latency and reliability requirements which is in the standards defined for this protocol. In the meantime, the issue of security and reliability of network nodes is also raised.

Many protocols, such as DVMRP [2], CBT [3], and PIM [4] were introduced to provide multicast services on the Internet. Given the large volume of connections in the network, the need for multicasting arises by considering the heterogeneity of links. The RMX protocol [5, 6] or TOMA procedure [7] is among the works that has done in this field [8, 9]. Generally, the next generation wireless networks require impressive radio resource management (RRM) [10-15] and effective routing strategies for optimal power utilization [16-18], load balancing [19, 20], and security assurance [21, 22]. After the MANET networks were created and research work went toward these networks, some work was done to construct a multicast tree in these networks [23, 24]. In particular, the use of Geocast was considered in these networks, for which specific protocols were provided the same as [25, 26]. For smart grids, little effort has been made to provide multicast service on PLC connections. For example, in [27, 28], a method has been only presented for effective multicast on PLC connections, but the issue of locating PLC connections along wireless connections in multicast has not been considered so far.

The RMTP protocol [29] is a protocol based on a hierarchical structure and local grouping. Each group has a specific recipient who is responsible for the retransmitting. RMTP is a grouped DER protocol. SRM [30] allows all network nodes to retransmit.
Developments for local error retrieval are provided in this method. SRM therefore falls into the category of ungrouped DER protocols in this subdivision, and the developments provided for local retrieval in this algorithm fall into the category of grouped DER. The NP [31] algorithm can only retransmit multicast resources. Therefore, this algorithm falls into the CER category. The MESH protocol [32] is also known as a DER protocol that benefits from both local and global retrieval.

In this paper, two series of algorithms were presented to provide multicast security service in heterogeneous smart grids. The first series were algorithms worked with a single-step topology. That is, each PLC node had a wireless node next to itself with one step. MKMB and GCBT algorithms were proposed for this case. MKMB algorithm was an extension of KMB algorithm. The idea of GCBT method was to use geographical information in the CBT algorithm. An optimization model for constructing the Steiner tree was proposed and solved. The aim was to compare these algorithms with the optimal model in terms of construction costs. These algorithms are compared with each other and evaluated for their performance. The result was that the MKMB algorithm is not much different from the usual KMB method in terms of performance, and the GCBT method tried to use geographic information alongside the CBT protocol, which its performance was good, but because it did not take into account the variable status of PLC connections, it cannot be implemented in smart grids.

Also, two hybrid and multiple algorithms were presented. Their aim was to provide reliability for the nodes in the destination area by transmitting two wireless nodes into the destination area. We compared the two algorithms in terms of tree cost and average reliability of nodes in different scenarios and interpreted the obtained results. The main achievements of this research are:

1. To provide reliability to ensure that packets are received by nodes of the destination area by creating two optimal trees to transmit packets to each node.
2. To consider the security issues by selecting the wireless nodes with the most reliability.
3. 100% coverage of nodes in the destination area in terms of receiving multicast packets.
4. To reduce delay for arriving packets to destination nodes, which is useful for delay-sensitive applications in smart grids.
5. To provide a way to incorporate geographic information into the KMB algorithm in order to use this additional information for better routing in packet multicast process.
6. To incorporate geographic information into the CBT algorithm and provide GCBT method.

2. SYSTEM MODEL AND PROBLEM

FORMULATION

As mentioned earlier, the Steiner Tree problem is an NP-Complete problem. Therefore, to construct this tree, Integer Linear Programming (ILP) was used [33]. In the following, written model is introduced and its different parts are discussed.

Minimize \[ \sum_{i \in V} \sum_{j \in V} Y_{ij} \cdot W_{ij} \text{ over : } X, Y \]
subject to:
\[ Y_{ij} \leq E_{ij} \quad \forall \ i, j \in V \] (1)
\[ X_{i,j,k} \leq Y_{ij} \quad \forall i, j \in V \text{ and } k \in D \] (2)
\[ X_{i,j,k} \leq Y_{ij} \quad \forall i, j \in V \text{ and } k \in D \] (3)
\[ \sum_{<s,p> \in \text{ plus} (\text{src})} X_{s,v,k} - \sum_{<s,p> \in \text{ minus} (\text{src})} X_{s,v,k} = 1 \quad \forall k \in D \] (4)
\[ \sum_{<s,p> \in \text{ plus} (D[k])} X_{s,v,k} - \sum_{<s,p> \in \text{ minus} (D[k])} X_{s,v,k} = -1 \quad \forall k \in D \] (5)
\[ \sum_{<v,p> \in \text{ plus} (v)} X_{v,s,k} - \sum_{<s,p> \in \text{ minus} (v)} X_{s,v,k} = 0 \quad \forall k \in D, \forall v \in V - \{\text{src} \cup k\} \] (6)

In this model, we have a flat network consisting of N nodes. For simplicity, it is assumed that all nodes have the same features, and in particular have the same radio range equal to R. The set of nodes is \( V = \{v_0, v_1, ..., v_n\} \). In the following, the node \( i \) and the position of node \( i \) will be shown with \( v_i \). In addition, the position of each node is determined by a pair of coordinates \( v_i = (x_i, y_i) \). Suppose that \( d(v', v'') \) is the Euclidean distance between the positions \( v' = (x', y') \) and \( v'' = (x'', y'') \). Cumulative distance is defined as the distance between node \( v \) and destination nodes \( V^D \), where \( V^D \subseteq V \), and this distance is donated by \( cd(v, V^D) \). In fact, the cumulative distance is the sum of the distances between position \( v \) and the position of each node in \( V^D \).

\[ cd(v, V^D) = \sum_{\forall w \in V^D} d(v, w) \]

Another concept that has been introduced is cumulative progress. Consider two points: \( v' \) and \( v'' \). The cumulative progress of node \( v' \) to \( v'' \) towards nodes \( V^D \), which is denoted by \( cp(v', v'', V^D) \), is considered as the difference of the cumulative distance of node \( v'' \) from the cumulative distance of \( v' \).

\[ cp(v', v'', V^D) = cd(v', V^D) - cd(v'', V^D) \] (8)

This cumulative progress criterion can now be used to compare different options for selecting the next relay node.

In this method, the link with the most cumulative progress in the network is selected among the existed links. Then the \( cp \) value of each link is converted by the following formula.
NewCP=-1*cp + max

The lower value of NewCP is desirable. For example, if cp = max, the NewCP = 0, which is the lowest value. This formula also covers negative cp values. Negative values are related to the return edges. For example, consider the figure below.

Then the final weight of each edge is determined by the function f as follows:

\[
F(v', v'') = A \cdot \text{NewCP}(v', v'', V^D) + B \cdot \text{Delay}(v', v'')
\]

Depending on the importance of each factor of the distance to the destination area and the delay are assigned to the values related to A and B. Of course, it must be considered that the delay and distance values must be in the same range in order to see the effect of each. To do this, numbers related to delay are scaled to the interval numbers.

It was mentioned earlier that the first step of the proposed KMB method requires the implementation of the shortest path algorithm between each pair of nodes in the set S. The shortest path algorithm used to implement is the A* method. Before performing this step, the weight of the links is calculated according to the function F.
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**Fig. 3.** The resulted tree of execution the MKMB algorithm is indicated with the black color

---

3. THE PROPOSED MULTIHOP ALGORITHM

The algorithms to be talked about in the previous section focused on reducing the cost of the tree. In this section, we want to present two other algorithms that are more complete than the previous algorithms and also include the security and reliability factor.

In multicast articles, IP refers to a set of four interrelated problems. These four problems are:

1. Routing: Finding a route from one transmitter to other members in a multicast group
2. Reservation: To serve resources along this route
3. Reliability: To ensure that despite the loss of packets and their failure, all packets reach from one transmitter to all receivers
4. Flow control: To adjust the rate at which a transmitter transmits packets in a way that intermediate links and receivers are not overloaded.

These problems are more or less perpendicular to each other [34].

The protocol we are going to introduce in this section focuses on sections 1 and 3 of above, that is routing and reliability in multicast, because one of the most important requirements of the smart grid is the issue of reliability. This means that by creating backup routes and additional links, something must be done that if a link faces an error or congestion occurs, the package can be transmitted from an alternative route. Of course, this issue contradicts the delay factor while creating a tree. This is because creating a tree with more branches and non-optimal alternative paths can help increase reliability, but this increases the transmission delay. Of course, the issue of reliability is raised for the graph, not the tree, because in the tree, we have only one path to reach each node, and if we want to have two paths, then it will no longer be a tree and we will have a graph. Therefore, in order to have both delays by forming an optimal tree and increase reliability by creating separate paths, we came up with the idea that the nodes in the destination area are members of two transmission trees. These two trees are created by two wireless nodes connected to the destination area. We will talk more about this idea later.

The optimization model used to determine the location of wireless nodes is as follows:

**Minimize** \( \sum_{r=1}^{R} Z_r \)

**Over:** Z, X

**Subject to:**
1. \( X_{n, r} \leq Z_r \times G_k(n, r) \) \( \forall n, \forall r \) \hspace{1cm} (11)
2. \( \sum_{r=1}^{R} X_{n, r} = 1 \) \( \forall n \) \hspace{1cm} (12)

An important point to be considered is the level of awareness of the control center about this topology. We assume that the control center is aware of the position of the nodes relative to each other and the topology as a whole because the topology is static. Now the question may arise as to why the control center does not construct the optimal tree itself with its comprehensive knowledge of the network.
The answer is that the changing conditions of PLC connections have made them so unreliable that they need to be constantly updated on their status in decision centers. In fact, by transmitting these routing packets, the wireless nodes want to be aware of the latest status of PLC connections so that they can construct two trees based on the protocol intention.

The steps for doing this protocol, the exchanged packets and the function of each node are given below:

1. The control center wants to transmit a multicast message to a specific geographical area marked with a circle. The first thing it does is to determine the nodes in the destination area. Assume that c is the number of nodes in the destination area. The control center then creates an array of length c that corresponds to the id of the destination nodes. Each cell in the id array stores a node of the destination area. We call this array an area. It then identifies candidate nodes. Candidate nodes are nodes that are connected to at least one node (PLC or wireless) in the destination area. The nodes marked in black color in Figure 4 are the candidate nodes.

2. The control center then transmits the multicast packet to the candidate nodes through the tree. This transmission can either be the same as methods based on core to all wireless nodes (all of which are core) or it can only transmit to candidate nodes through source routing. This initial packet, in addition to containing the multicast data, includes the center point of the circle of the destination area and its radius, as well as the area array.

   All candidate nodes receive the initial packet from the control center. Each then broadcasts a routing packet through the PLC nodes from the destination area, to which they are connected, to the destination area. The contents of this packet consist of four sections:

   The center of the circle of the destination area and its radius is taken from the control center Wireless node itself. This id is needed because all candidate nodes in this packet transmit all broadcasts to the destination area and the PLC node needs to distinguish between these packets. An auxiliary array called parent whose length is c and is used to form a tree. In fact, for example, if parent [2] = 6, it means that the father of node 2 is node 6 in this tree. The initial value of this array is one of the following three conditions based on the status of node i:

   If i is the id node, it means that it is the node of a candidate that is in the destination area itself. Initial value -2 is assigned to nodes if the candidate node and the id identifier are outside the destination area, the initial value -2 is assigned to nodes that are one step away from it and are located in the destination area. Otherwise, the initial value is -1.

3.1 The Proposed Hybrid Algorithm

In this method, the goal is the security and reliability of wireless nodes. That is, we prefer reliability over delay and reliability to nodes. The various steps of the algorithm are presented as the following:

There are three points in this algorithm that need further explanation:

1) The candidate node, located in the destination area, itself becomes the first person responsible for transmitting to itself. In the continuation of the implementation process of the program, the second responsible person will be determined.
2) This is determined by examining the parents array sent by the wireless nodes. If, for example, parents [i] related to candidate id has a value of -1 according to the initial value of parents array, it is clear that id cannot have 100% coverage.
3) At this point in the flow graph, it may not be practically possible count = 1, that is there is only one node that is eligible for 100% coverage. Because if there is a node that has 100% coverage, and there is also another candidate node, it would certainly be selected and make count 2. Because that node is also connected to one node in the destination area, and it can access all of the destination area through it. Therefore, it is impossible to find count = 1, that is there is only one node with 100% coverage. The value of the count is either 0 or 2 or more. On the other hand, because of the issue of node reliability, we cannot reach a suitable responsible assignment. We have to use more than 2 candidate nodes to transmit in order to work like a case where multiple protocols work. Therefore, we use the multiple algorithm in this section to both cover 100% and have trees with the minimum possible depth. This is where we come to the meaning of the word “possible” in defining the purpose of the Hybrid algorithm. These are the problems that make it impossible to find 2 candidate nodes.
nodes through which we can make all the nodes in the destination area a member of two separate trees. In the following, an example of the result of implementation on topology [35] is given. The result of the implementation and the resulting trees are as follows. In fact, in this example, there are 4 candidate nodes including nodes 45, 47, 44 and 48. Among these 4 nodes, nodes 44 and 45 have been selected according to the above algorithm. A tree shown with yellow links has node 45 as its root, and the tree marked in red has node 44 as its root. As you can see, each node in the destination area is a member of two trees, and in general, two candidate nodes have been assigned to construct the tree.

In this section, we evaluate the proposed algorithms through simulation. Implementation of all proposed algorithms with C++ programming language. The C code was typed in the Linux environment and was compiled by the GCC compiler version 4.4.3 of the programs. During the implementation of the programs, any ready-made library related to the network was not used. We created the required topology ourselves, which in previous sections, we created these topologies according to the structure of the smart grid. SCIP solver was also used for linear programming models. The language of communication with this solver is zimpl, the language in which models were written and given to solve the SCIP program. This solver was used in the Linux environment. Linux scripts were used to perform repeated simulations with different values to speed up and facilitate the work. MATLAB software was used to display the status of the network and the generated trees. The failure related to the network topology seen in the previous sections is the output of this program.

The evaluation section of the proposed methods, like the section of the proposed methods, is divided into two parts: single-step and multi-step algorithms. The criteria used in each section are somewhat different, because the two have different requirements.

### 4.1. Evaluation of single-step algorithms

First, we want to examine the criteria by which we compared different algorithms. These criteria are:

1. Tree cost: It means the total weight of all tree links formed.

2. End-to-end delay (one-way delay): It means the time taken for the packet to be transmitted from the source to the farthest destination in the multicast tree.

In this study, we have excluded delivery delay, queuing delay, and packet scheduling versus link propagation delay. Because propagation delay usually has larger values than other delays, we have only considered this delay. This delay also indicates the heterogeneity of the smart grid.

On the other hand, we have several parameters in our program. By changing these parameters, we calculate the mentioned measurement criteria. In fact, these parameters are different perspectives on a program. We want to examine the results of generated algorithms under different conditions. These parameters are:

1. Radius of the destination area: Increasing the radius of the destination area leads to an increase in the number of nodes located in this area. It also...
increases both tree cost criteria and the end-to-end delay for different algorithms. The purpose of studying this parameter is to examine how to increase this criterion for different algorithms.

2. Different topologies: Because the generated topology is based on the generation of random numbers, Thus different topologies can be generated by changing the value of SEED related to the functions of generating random numbers. Now we examine the result of changing these parameters on different algorithms.

4.2. The parameter of the cost of the destination area
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**Fig. 5.** The cost of the four optimized algorithms with respect to the various radius

Regarding the evaluation of KMB and MKMB methods, achieved in figure 5, it should be said that to calculate the cost of the tree, we have compared the cost of trees obtained from the two methods with the assumption of the same link weight. In fact, if we calculated the weight of the MKMB tree based on the weight of the links including NewCP (section 1), the cost of the MKMB tree would definitely be more than KMB in all implementations. Thus, we stored the initial weights of the links that showed the delay in the MKMB algorithm. Then, the weight of the links was changed and the KMB algorithm was implemented. Finally, the weight of the resulted tree was calculated according to the initial weights of the links.

The reason the GCBT method costs too distant from the rest methods is that it uses a shared tree. As can be seen, the tree cost values for the optimal state obtained by implementing the optimization model are the minimum values for different radiuses. The important point in this graph is the almost identical values of the KMB and MKMB algorithms. It shows that because the two algorithms both follow the same procedure, even with the weight of different links, the results are almost the same.

4.3. End-to-end delay

As figure 6 exhibited, it shows the end-to-end delay for the first part algorithms. Like the tree cost parameter, the GCBT method has the highest end-to-end delay because the source and destination nodes reach each other through a fixed tree, which in most cases, it is too distant from the optimal tree. Another important point is the values of the optimization model, which is indicated by the name “optimal” in the graph. The “optimal” name in the previous graph was a good name, because it provided the optimal tree cost and was lower than other methods, but in the end-to-end delay parameter, this algorithm is not optimal. However, there are models, while minimizing the cost of the tree, are bounded by a certain end-to-end delay - although they do not minimize it. The best values are related to the MKMB algorithm, which has the least end-to-end delay.
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**Fig. 6.** The end-to-end delay of the four optimized algorithms with respect to the various radius

4.4. Evaluation of multi-step algorithms

In this section, we evaluate the performance of two Hybrid and Multiple algorithms. First, the criteria that are compared based on these two algorithms are given, then the parameters by which these criteria are measured are discussed. We compare these two algorithms in terms of two criteria: tree cost and average reliability of nodes. The parameters that we change are the radius of the destination area, the maximum number of steps that the PLC node reaches to a wireless node, and the size of the entire network. We have three parameters and two criteria that give a total of six different states and graphs.
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**Fig. 7.** The comparison of the Hybrid and Multi Hop approaches with respect to the various radius
4.5. The parameter of the radius of destination area

Based on Figure 8, the reliability of the trees of the two algorithms is compared when changing the radius of the destination area. In the hybrid algorithm, only two candidate nodes are assigned to construct the tree. Among all candidate nodes, only these two nodes receive the multicast packet from the control center. That is, all the shared tree connections on wireless nodes, only the connections leading in these two nodes from the control center will be involved in calculating the cost of the tree. In the Multiple algorithm, however, all candidate nodes must receive a multicast packet, and as a result, all the wireless connections leading to them will be included in the tree cost. But on the other hand, the trees generated by the Hybrid algorithm inside the destination area are deeper because we want to involve only two nodes. But in the Multiple method, the trees generated in the destination area have less depth because all the nodes try to generate the tree. In fact, in the Hybrid algorithm, the cost of the tree related to the wireless part of the connection and the shared tree is low, and in the part related to the tree inside the destination area is high. Conversely, in the Multiple algorithm, the major cost of the tree goes back to the shared tree.

In fact, as the radius of the destination area increases, the cost of trees generated within the destination area will be increased, but the cost of the tree associated with the shared tree section on wireless connections remains almost constant because the radius must increase so much that the candidate nodes add a new set, so that links leading to this new node to be included in the tree cost calculations. Therefore, increasing the slope of the wireless part of the tree costs is slight and has a steep slope in the part of the destination area and PLC nodes. Therefore, approximately up to 25 radiuses, the total tree cost of the Multiple method is greater than the Hybrid method. Because the small destination area up to this radius is the total cost of the tree depending on the wireless part of the tree, in which the Multiple algorithm has a more branched tree. But with the increase of the radius, the opposite is the case. The cost part of PLC connections is higher than the part of wireless connections and the total cost of the Hybrid tree increases compared to the Multiple method.

4.6. Parameter of network size

The following graph shows the average reliability of the nodes involved in the multicast tree per radius of different destination areas. Given that the Hybrid method has a higher priority for selecting candidate nodes with higher reliability, it was expected that it would have higher average reliability than the Multiple method. But the interesting point about this graph is that as the radius of the destination area increases, the average reliability for the Multiple method remains almost constant and increases for the Hybrid method. The reason is that as the radius of the destination area increases, new candidate nodes enter the algorithm, and the Hybrid algorithm has more options for the two intended candidate nodes, thus its average reliability increases. But, in the Multiple algorithm, because all candidate nodes are involved in calculating the average reliability, by the entering of new candidate nodes, its average reliability not only does not improve considerably, but may also decrease as in the graph.

The proposed multihop method provides different tree cost values for two algorithms for different network sizes. For this scenario, the maximum step size between the PLC and wireless nodes is 2 and the radius of the destination area is 20. This graph actually confirms the same results obtained from this figure. Of course, the
reason why the cost of the tree for the Hybrid algorithm has sharply decreased and increased again at 150 and 175 network size values is that due to the nature of the algorithm we used to construct the topology, more PLC nodes may be located in the destination area despite that the radius of the destination remains constant and the number of network nodes increases. In fact, because the topology construction algorithm does not expand much on the surface as the number of nodes increases, the network becomes more compact and new nodes are added in the empty holes between the nodes. The Hybrid algorithm, in fact, naturally faces more fluctuations in the cost of the tree and its other features due to the greedy choices it makes to select the node. But the Multiple algorithm has fewer fluctuations and is actually more stable because it involves all candidate nodes.

Figure 10 does not provide much specific information about the behavior of the algorithms. The only important observation that can be made is that by increasing the network size, the Hybrid method achieves higher averages in reliability because it has more choices.

4.7. Maximum step parameter for PLC node to reach wireless node

Figure 11 shows the cost of the tree for different values of the maximum step for a PLC node to reach a wireless node. In this scenario, the radius of the destination area is constant and the value is 30 and the number of network nodes is 200. This graph has amazing results. The reason why the Hybrid method costs so much more for a step than the Multiple method is that when there is a step between PLC and wireless, there will usually be many candidate nodes in an area within a radius of 30. Only 2 of these candidate nodes are selected in the Hybrid method, which must cover all nodes in the area. But in the Multiple method, all the candidate nodes only cover the nodes around themselves. Thus, this condition creates a lower tree cost. As the maximum number of steps increases, the number of candidate nodes decreases, and consequently the tree cost of the Hybrid method decreases.

Figure 12 shows the average reliability of nodes against the maximum step for reaching of PLC nodes to wireless. As we explained in the graph, in maximum step 1, there are many choices for the Hybrid method, from which the two that have the highest reliability are selected. It leads to a higher average than the Multiple method. But as the maximum step increases, the two methods get closer to each other because the number of candidate nodes decreases and the Hybrid algorithm becomes more and more limited in its choices. Finally, one or two candidate nodes do not remain. In this case, there is a difference between these in the average reliability.

5. Conclusion

In this paper, two series of algorithms were presented to provide multicast security service in heterogeneous smart grids. The first series were algorithms worked with a single-step topology. That is, each PLC node had a wireless node next to itself with one step. MKMB and GCBT algorithms were proposed for this case. MKMB algorithm was an extension of KMB algorithm. The idea of GCBT method was to use geographical information in the CBT algorithm. An optimization model for constructing the Steiner tree was proposed and solved. The aim was to compare these algorithms with the optimal mode in terms of construction costs. These algorithms are compared with each other and evaluated for their performance. The result was that the MKMB algorithm is not much different from the usual KMB.
method in terms of performance, and the GCBT method tried to use geographic information alongside the CBT protocol, which its performance was good, but because it did not take into account the variable status of PLC connections, it cannot be implemented in smart grids. Also, two hybrid and multiple algorithms were presented. Their aim was to provide reliability for the nodes in the destination area by transmitting two wireless nodes into the destination area. This paper also compared the two algorithms in terms of tree cost and average reliability of nodes in different scenarios and interpreted the obtained results.

As the simulation results showed, the methods of the first part, ie single-step methods, were not very successful and they supported a certain topology, but at the same time, the efforts of this part led to the presentation of the algorithms of the second part, ie multi-step. Hybrid and Multiple methods are methods that try to increase the level of reliability for arriving packets by providing the idea of two trees in the destination area. They also provide 100% coverage for destination nodes. At the same time, they try to maximize the level of reliability and to reduce the delay of packets reaching the nodes. The simulation results confirm these claims.

Finally, the main achievements of the project are:
1. To provide reliability to ensure that packets are received by nodes of the destination area by creating two optimal trees to transmit packets to each node.
2. To consider the security issues by selecting the wireless nodes with the most reliability.
3. 100% coverage of nodes in the destination area in terms of receiving multicast packets.
4. To reduce delay for arriving packets to destination nodes, which is useful for delay-sensitive applications in smart grids.
5. To provide a way to incorporate geographic information into the KMB algorithm in order to use this additional information for better routing in packet multicast process.
6. To incorporate geographic information into the CBT algorithm and provide GCBT method
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