ABSTRACT

Introduction There is a growing amount of real-world data generated from clinical practice that can be used to analyze the real-world evidence (RWE) of COVID-19 pharmacotherapy and validate the results of randomized clinical trials (RCTs). Machine learning (ML) methods are being increasingly used in RWE and are promising tools for precision-medicine. In this study, ML methods are applied to study retrospectively the efficacy of therapies on COVID-19 hospital admissions in the Valencian Region in Spain.

Methods 5244 and 1312 COVID-19 hospital admissions - dated between January 2020 and January 2021 from 10 health departments, were used respectively for training and validation of separate treatment-effect models (TE-ML) for remdesivir, corticosteroids, tocilizumab, lopinavir-ritonavir, azithromycin and chloroquine/hydroxychloroquine. 2390 admissions from 2 additional health departments were reserved as an independent test to analyze retrospectively the survival benefits of therapies in the population selected by the TE-ML models using cox-proportional hazard models. TE-ML models were adjusted using treatment propensity scores to control for pre-treatment confounding variables associated to outcome and further evaluated for futility. ML architecture was based on boosted decision-trees.

Results In the populations identified by the TE-ML models, only Remdesivir and Tocilizumab were significantly associated with an increase in survival time, with hazard ratios of 0.41 (P = 0.04) and 0.21 (P = 0.001), respectively. No survival benefits from chloroquine derivatives, lopinavir-ritonavir and azithromycin were demonstrated. Tools to explain the predictions of TE-ML models are explored at patient-level as potential tools for personalized decision making and precision medicine.

Conclusion ML methods are suitable tools toward RWE analysis of COVID-19 pharmacotherapies. Results obtained reproduce published results on RWE and validate the results from RCTs.
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1 Introduction

Evidence from prospective randomized clinical trials (RCTs) on COVID-19 pharmacotherapy efficacy and safety is accumulating and rapidly evolving. RCTs supporting the use of COVID-19 treatments often enroll narrow patient populations. However, a much wider patient population is likely to receive these drugs in clinical practice. As a result there is always a uncertainty between the effectiveness and safety of drugs as obtained from clinical trials and their real benefits and risks in the clinical practice. Ambiguity remains about optimal dosing strategies, contraindications for treatment, and the effectiveness of COVID-19 pharmacotherapy used in the treatment of different sub-populations of patients with COVID-19. There is an increasingly amount of real-world data generated from COVID-19 admissions that could potentially be used to understand the clinical practices in COVID-19 management as well as to analyze the real-world evidence (RWE) of COVID-19 pharmacotherapy used. RWE has the potential benefits of being less costly, evaluate patient populations not typically studied in RCTs and validate the results obtained in RCTs. In spite of the potential benefits of RWE, concerns about the validity and reliability of RWE evaluating medical interventions remain [Sherman et al., 2016; Jarow et al., 2017]. Potential disadvantages include lack of controlled and standardized measurements and lack of baseline randomization to control confounding resulting from treatment selection. RWE is helpful for making prescribing decisions only after its limitations are thoroughly addressed and accepted recommendations and methods for quality are followed [Franklin et al., 2021]. RWE is a necessary exercise to be done to confirm that the results obtained by clinical trials are replicable in the clinical practice. In medicine, clinical guidelines ensures that drugs are prescribed based on the evidence gathered from clinical studies done during drug development programs as well as post-commercialization programs. Clinical guidelines dictate the indications and populations that would benefit from an intervention and/or drug. Nonetheless even if those recommendations are substantiated by well designed clinical trials, and accumulated evidence, they lack the fine-grained customization required to adapt and tailor the recommendation to a particular patient. One of the most interesting and promising uses of machine learning (ML) in RWE is to build and validate prescription models that would personalize treatment beyond clinical guidelines. ML represents a means toward precision medicine by which the potential effectiveness and safety of specific treatments in a given individual could be predicted [Huang et al., 2018].

On this study, we aim to 1) contribute to the validation of RCTs on the effectiveness of most common COVID-19 pharmacotherapy, helping to identify the patient profiles based on their responsiveness to treatment using readily available data derived from electronic health records (EHRs), 2) follow a methodology widely accepted and successfully applied in a prior study on RWE of COVID-19 therapies [Lam et al., 2021] to investigate if their results on the effectiveness of remdesivir and corticosteroids are reproducible in a different population 3) apply the same methods to extend the RWE on other common COVID-19 pharmacotherapy and 4) enrich those experimental approaches in terms of explainability, futility and additive testing and negative treatment effect.

2 Methods

2.1 Source of data

After approval by the local EC and regional IRB, iterative extractions covering the period from January 2020 up to January 2021 retrieved the clinical data from hospital admissions of patients attended at 12 health departments from the Valencian Region, who had at least one confirmed positive covid test (serological or RT-PCR test). Clinical data was anonymized and covered, with varying degree of completeness, patient demography, dates of admissions and discharge, sequences of all hospital services where patients were transferred during each hospitalization, medication, gasometric tests, fluidotherapy, laboratory tests, covid microbiology tests, medical notes from all encounters including emergency room, hospitalizations, and intensive care units in natural language, vital signs, clinical scales, image reports and destination after hospital discharge. The source population totaled 12912 patients corresponding to 16718 hospital admissions -referred as all admissions-, totaling 5.1 millions data points. Each of the Valencian Region’s Health departments 5, 19, 2, 17, 12, 21, 16, 20, 18, 6, 8, 1 contributed a total of 1721, 1303, 1003, 993, 944, 747, 222, 210, 161, 152 and 117 COVID-19 admissions respectively.

2.2 Data Processing

Structured and semi-structured data There were a total of 7680 distinct laboratory name tests and not all of them were normalized to an unequivocal coding system. For cases not normalized, only local codes were available or no coding system was available. In order to disambiguate the laboratory tests of interest listed in Table 6 the following pre-processing pipeline was applied; if a normalized standard coding system was available it was used and values were converted to the most common unit for each laboratory test. Alternatively, if a normalized standard coding system was not available, then it was assigned to the code of the nearest laboratory test based on the similarity of the text by a fuzzy
string matching using the Levenshtein distance, the distance of the medians and the mean Student’s t-test comparison between the laboratory value distributions. Finally the obtained clusters were reviewed by a physician and manual regrouping was done when required.

Missing information was not imputed on this study because of several reasons. First it was not required by the ML methods employed and second, there were concerns of massive imputations of arrays of features with daily values. On the one hand, some of them were either too relevant for disease under study and value should not be imputed, such as temperature. On other cases a missing value had relevant clinical meaning as for example a missing lab test, not done because it was not clinically indicated for a particular clinical case, such as for example Troponines, or because it was already done at a prior time, as this is the case for transaminases that are usually not repeated on a daily basis.

Diagnoses at discharge were obtained from coded terms using the ICD-10 coding system. Drugs administered were mapped to the WHO Anatomical Therapeutic Chemical (ATC) classification system 5th level.

In-hospital survival information as well as discharge destination was available for all admissions.

Natural languageRadiological entities suggestive and or confirmatory of covid pneumonia were extracted from natural language in radiology reports applying a deep-learning multilabel text classifier [Bustos et al., 2020] further fine-tuned and validated on spanish radiology reports of x-rays in covid patients [de la Iglesia Vayá et al., 2020]. Radiological entities and corresponding UMLS Metathesaurus unique identifiers (cuis) for the COVID-19 radiological entities are listed in Table 4. Medical notes from clinical encounters found in natural language were not used on this study.

2.3 Study Population and Dataset Partitions

In order to filter only COVID-19 admissions, from all admissions, the selection criteria required at least 1 sars-cov-2 RT-PCR positive test or antigen test in a period extending from 3 weeks before the admission up to the discharge date AND either having a COVID-19 coded diagnosis at discharge OR having reported any COVID-19 radiological entity during the admission. The selected radiological entities and corresponding UMLS Metathesaurus cuis for the COVID-19 radiological entities are listed in Table 4. Eligible population had to be admitted to hospital, extending more than emergency-ward admission. After applying the selection criteria, the final study population totaled 8534 patients corresponding to 8971 hospital admissions.

An independent test set was set aside, consisting of all COVID-19 admissions from two different GVA Health Departments (17 and 19) totaling to a holdout test of 2390 admissions. Reserving entirely two different Health Departments was preferred over other partitioning criteria such as different time periods and/or random criteria so to test the models capability to generalize across different hospitals with varying clinical practices. Treatment-effect models (TE-ML) training and validation was done in the set of all other 10 Health departments, randomly choosing a proportion of 80:20 corresponding to 5244 admissions for training and 1312 admissions for validation.

2.4 Study Variables

All variables extracted are listed in Tables 5, 6 and 7.

2.4.1 Composite Variables

The following composite variables were obtained by combining two or more individual variables as follows:

Modified WHO COVID Outcomes Scale [Cao et al., 2020] The seven-category ordinal scale uses scores 1 to 8 of the WHO-recommended scale but collapses scores 6 and 7 into a single category and renumber the WHO category 8 to 7 (see Table 1). As patient status after discharge was not available, the following surrogates were used from the discharge destination to assign WHO categories: 3 if the discharge was a transfer to an acute care hospital (‘transfer to acute hospital’), 2 if the discharge was to another acute hospital (‘transfer to another acute hospital’), 1 if the patient was discharged as an outpatient (‘primary care team’, ‘outpatient consultations’, ‘address’, ‘day hospital’, ‘specialty center’, ‘voluntary discharge’, ‘escaped’, ‘general practitioner’, ‘midwife’, ‘mental health unit’) Following recommendations by O’Kelly and Li [2020] instead of using a limited number of time-point evaluations, a daily trajectory of the score over all days up to discharge was calculated for each patient and included as array of daily values (see Table 6).
Critical respiratory illness  Critical respiratory illness in the setting of COVID-19 was defined following Haimovich et al. [2020] as any COVID-19 patient meeting one of the following criteria: oxygenation flow rate greater than or equal to 10 L/min, high-flow oxygenation, noninvasive ventilation, invasive ventilation, or death.

Disease severity grade  Disease severity grade was defined following Linssen et al. [2020] as G 1-mild (patients admitted to the emergency room but discharged without requiring hospitalization), G 2-moderate (hospitalization <= 5 days without ICU/ventilation, recovered), G 3-severe (prolonged hospitalization > 5 days without ICU/ventilation, recovered), G 4-critical (life threatening requiring intensive care at any stage of hospitalisation, recovered) and G 5-fatal (death). This severity scale was chosen to capture the length of admissions in the outcome measures.

Charlson comorbidity index  The Charlson comorbidity index is a clinical ordinal scale ranging from 0 to 24 from less to more comorbidities that allows an estimation of the expected 10-year survival based on patient medical history and age. Both Charlson index and the estimated 10-year survival were obtained for all patients at the time of admission, regardless of COVID-19 associated respiratory manifestations and severity, following Charlson et al. [1987].

| Score | Description |
|-------|-------------|
| 1     | not hospitalized with resumption of normal activities |
| 2     | not hospitalized, but unable to resume normal activities |
| 3     | hospitalized, not requiring supplemental oxygen |
| 4     | hospitalized, requiring supplemental oxygen |
| 5     | hospitalized, requiring nasal high-flow oxygen therapy noninvasive mechanical ventilation, or both |
| 6     | hospitalized, requiring ECMO, invasive mechanical ventilation, or both |
| 7     | death |

Table 1: Modified WHO COVID Outcomes Scale [Cao et al., 2020]

2.4.2 Explicative Variables for Treatment Effect ML Models (TE-ML)

Baseline up to first 24 hours of hospitalization data (including emerging-ward time) were used as independent variables for treatment effect predictions (see section ML Methods 2.5). Explicative variables, or features, included in TE-ML are marked with \( i \) in Tables 5, 6 and 7. Of note, variables that could potentially leak outcome information were excluded from the independent features used to train the models. For variables in the form of arrays only the baseline value and subsequent value in the first 24 hours of hospitalization was used.

2.4.3 Covariates for Propensity Score Calculation

To control for confounding by treatment indication (see Section Stabilized Inverse Probability Weighting 2.5), also referred as treatment propensity, it is necessary to include a representative selection of information on admission and patient characteristics. Although there is no consensus as to which covariates to include in the model aimed to predict treatment propensity scores, in most circumstances, it is appropriate to include all measured pretreatment baseline characteristics regardless if they are balanced or not between the two groups. Including posttreatment characteristics in this model should be considered with great caution and should be included only if they are not affected by the treatment. Attending to these criteria, the covariates selected for training the ML models to predict propensity scores for each treatment are marked with \( c \) in Tables 5, 6 and 7.

2.4.4 Treatment Ascertainment for ML Models

We classified patients as treated or not treated for each of the most common COVID-19 drugs. COVID-19 drugs selected for the RWE study were those that were administered in at least 500 admissions: azithromycin (n = 4137), Hidroxicloroquine or Cloroquine (n = 1668), systemic corticosteroids -Dexametasone or Metilprednisolone (n = 3861), Lopinavir-ritonavir (n = 1004), Remdesivir (n = 530) and Tocilizumab (n = 829). Patients were classified as treated if they received each of those treatment by systemic route (IV or PO) within the first 4 days following hospital admission. Data from patients who received these drugs beyond the initial specified treatment windows were excluded from analysis. For each of the selected drugs, we trained a propensity score ML model and an adjusted TE-ML model.

2.4.5 Outcome Ascertainment

The outcome of interest was survival time (measured in days). Time to in-hospital mortality was known for the entire population. After discharge, survival time was censored up to last available clinical encounter in the follow-up period.
extending to January 2021. TE-ML algorithms to predict treatment responsiveness were trained following [Lam et al., 2021] using a binomial logistic objective that defined a positive class (improved disease if treated vs worsened disease if not treated) and a negative class (worsened disease if treated vs improved disease if not treated). Lam et al. [2021] defined improved disease as a last recorded oxygen saturation of \( \geq 95\% \), or survival (i.e. discharged alive), and worsened disease was defined as a last recorded oxygen saturation of \(< 95\% \), or death. Nonetheless, last recorded oxygen saturation is directly influenced by supplemental oxygen intervention and hence is not a measure of improved disease. For this reason, we substituted the binarized variable of last recorded saturation of oxygen by a binarized variable of last recorded modified WHO outcomes \( \geq 4 \) vs \(< 4 \) (see Table 1).

### 2.5 Statistics and Machine Learning Methods

For each of the selected COVID-19 pharmacotherapy, the following pipeline was followed:

**Stabilized Inverse Probability Weighting** Inverse probability-of-treatment weights were used to adjust for confounding. Inverse-probability weighting counteract confounding by creating a pseudo-population in which the treatment is independent of the measured confounders, and consequently, the causal effect of treatment on outcomes could be estimated. For this end, first, stabilized inverse probability-of-treatment weights (sIPTW), defined as the ratio of the marginal probability of being treated to the propensity score, were calculated for each admission. For treated patients the sIPTW is given by

\[
w(x) = \frac{P(T = 1)}{p(x)} = \frac{P(T = 1)}{P(T = 1 | X = x)}
\]

and for non-treated patients, the stabilized weight is

\[
w(x) = \frac{1 - P(T = 1)}{p(x)} = \frac{1 - P(T = 1)}{1 - P(T = 1 | X = x)}
\]

where \( p(x) \) is the propensity score, \( P \) is the probability of being treated with treatment \( T \) and \( X \) is the set of measured covariates for each admission.

Propensity scores for each treatment were calculated by fitting a ML gradient-boosted decision trees model (Catboost) as explained in section 2.5.

As using original IPTW may artificially increase the total sample size and furthermore, in cases where individuals have extremely small propensity scores, IPTW will be large and the estimation of the treatment effect is then dominated by these few observations with very large weights. As a result, this can lead to a noticeable increase in the variances of estimated effects. To address this issue and achieve stabilization in the modeling we redefined according to [Xu et al., 2010] the IPTW as the ratio of the marginal probability of being treated to the propensity score henceforth, referred to as stabilized IPTW (sIPTW)

Lastly, each admission was weighted by their corresponding sIPTW creating a pseudo-population where the distribution of values for potential co-founders was similar between treated vs non-treated arms. A subset of variables were chosen to visually verify that the variable distributions were similar among both arms in the new pseudo-population. sIPTW weighting, obtained from the propensity-score adjustment based on pretreatment confounders, was used for adjusting both the TE-ML model and the time-to-event survival curves.

**Machine Learning** For both the propensity score ML models and the TE-ML models, the architecture was based on gradient boosted decision trees, implemented using the CatBoost library [Dorogush et al., 2017] in the Python programming language. During training, a set of decision trees is built consecutively. Each successive tree is built with reduced loss compared to the previous trees. The number of trees is controlled by the starting parameters.

Propensity scores was calculated for each treatment by fitting a ML gradient-boosted decision trees model (Catboost) for both the TE-ML model and the time-to-event survival curves. Propensity scores was calculated for each treatment by fitting a ML gradient-boosted decision trees model (Catboost) for both the TE-ML model and the time-to-event survival curves. The model was trained and validated in the entire cohort of COVID-19 admissions with proportions 80:20, corresponding to 7176 admissions for training and 1790 for validation. The advantages of using a Catboost model over a multivariate logistic regression model are a) it implicitly handles missing data which is highly prevalent in real-world data extracted from EHR, b) it effectively deals with highly multidimensional data allowing the inclusion of a larger number of covariates than regression methods hence being able to consider a larger number of potential confounders.

A separate TE-ML model for each treatment was trained on the binomial logistic objective (see section 2.4.3).
10-fold cross-validation was applied with the goal to select model hyper parameters. Training parameters shared across all models trained were learning rate = 0.3, maximum depth = 6, loss function = Cross Entropy, evaluation metric = AUC. The final model was the best model applying early stopping.

Result metrics for the propensity scores ML models and TE-ML models are shown for validation and independent test set (see Table 2).

Last, we performed and report herein an explainability study of the model predictions using SHAP (SHapley Additive exPlanations) values [Lundberg and Lee, 2017]. SHAP assigns each feature an importance value for a particular prediction. SHAP plots were used to interpret the clinical properties of each treatment-effect estimator.

Survival Analysis Each TE-ML model was applied to the holdout test set of COVID-19 admissions 24 hours after patient admission. The performance of the sIPTW adjusted TE-ML models was measured using a time-to-event analysis on the test set to explore if patients selected by the ML model were associated with an increase in survival time. Survival time was measured through adjusted hazard ratios (HRs). The same method for adjustment for confounding applied to the TE-ML models, was applied to the survival analysis, adjusting also for the covariates described in sections 2.4.3. In essence, each admission was weighted by the IPTWs in the time-to-event models. To mitigate the effects of any misspecification in a model in the IPTWs, all adjustment covariates were also included in the final time-to-event models. A comparison of the survival time of treated and non treated patients was done 1) in the full population, 2) in the population of test patients who received supplemental oxygen (a more critically ill population, and a population for whom COVID-19 drugs are explicitly recommended per current clinical guidelines [NIH]) and 3) in the population of test patients predicted to derive a positive effect by the sIPTW adjusted TE-ML model and 4) in the population of test patients predicted to derive non or negative effect by the sIPTW adjusted TE-ML model. Analyses were performed, and are presented, separately for each COVID-19 treatment. We examined the associations between each treatment and mortality in unadjusted models (eg, models containing neither adjustment covariates nor IPTWs) and adjusted for confounding, then there should be an additive effect on the strength of survival association for patients selected with this model vs a dummy model in the training set. Conversely if applying the dummy model does not deteriorate the strength of the association achieved with the adjusted TE-ML model then we conclude that the signal of the treatment efficacy could not be detected by the model and observed differences in outcome were likely attributed to confounding instead of intervention. In order to avoid introducing additional uncertainties both the futile model training and survival analysis testing was done in the training set. Following this hypothesis, for each of the therapies where the TE-ML model resulted in the test set in statistically significant survival gains we did the following futility experiment: First an adjusted TE-ML model was trained with the binomial outcome substituted with randomly assigned values 0 or 1. The ML models, trained on this manner for each therapy, consistently yielded an AUC <= 0.5 in the validation set and hence were considered futile models. Second, we compared the survival results on the selected population in the training set of the adjusted ML futile models vs those from the adjusted treatment-effect models. Only if the strength of survival associations deteriorated, comparing the HR, 95% CI and p-values, in the population selected by adjusted futile ML model, the adjustment of confounding variables were considered valid enough to allow the model to detect a treatment effect signal, otherwise further experiments were terminated and no conclusions on survival effect were drawn for the intervention.

3 Results

3.1 Patient Population Description

For COVID-19 admissions (n = 8791), the mean age of patients was 66.5 +/-18.2 (0.0, 101.0) years and 56.1% were male. The mean age of hospitalized men were 65.4 +/-17.3 (0.0, 101.0) vs 67.8 +/-19.2 (0.0, 101.0) years in women (see age distribution in Fig 7). Mortality was higher for men 17.0% vs women 14.3%, being the mean age at death of 78.9 +/-10.7 (31.0, 101.0) and 83.0 +/-10.5 (30.0, 101.0) years respectively. There were a total of 979(10.9%) ICU admissions with a length of 14 +/-15 (0 , 209) days vs 4 +/-6 (0 , 56) days for non-COVID-19 ICU admissions. The mean hospitalization length of COVID-19 admissions was 10 +/-10 (0 , 247) days vs 5 +/-7 (0 , 145) days for non-COVID-19 related admissions. The distribution of dates of admissions is shown in Fig 8.
3.2 Performance Metrics of ML Models

Table 2 shows for each of the selected COVID-19 therapies, the performance achieved by the propensity score predictive model and the treatment effect predictive model on their respective final tasks, treatment prescription likelihood (yes vs no) and treatment response (positive vs negative classes). Models trained to predict for each therapy the prescription likelihood, achieved a high performance for lopinavir-ritonavir, chloroquine or hydroxychloroquine, remdesivir and tocilizumab, being all of those AUCs above 0.90 in the validation set. As described in section 2.5 these models were used to estimate the propensity scores. Models trained to predict the treatment response, after adjusted by sIPTW achieved the highest AUCs for Tocilizumab, Remdesivir and Lopinavir-Ritonavir ranging from 0.82 to 0.83 in the validation set and their predictive performance degraded to 0.73-0.74 in the out-held test set.

| Model                     | Propensity-Score Final Task | Adjusted Dummy Final Task | Adjusted Treatment-Effect Final Task |
|---------------------------|-----------------------------|---------------------------|-------------------------------------|
|                           | Treatment prescription likelihood (yes vs no) | Dummy outcome (positive vs negative) | Treatment response (positive vs negative) |
|                           | AUC Validation (N = 1790) | AUC Validation (N = 1312) | AUC Validation (N = 1312) | AUC Test (N = 2390) |
| Corticosteroids           | 0.88                        | N/A                       | 0.75                               | 0.55                 |
| Remdesivir                | 0.92                        | 0.47                      | 0.83*                              | 0.73                 |
| Chloroquine               | 0.96                        | N/A                       | 0.75                               | 0.66                 |
| Azithromycin              | 0.84                        | N/A                       | 0.68                               | 0.51                 |
| Lopinavir-Ritonavir       | 0.97                        | 0.5                       | 0.82*                              | 0.74                 |
| Tocilizumab               | 0.90                        | 0.48                      | 0.83*                              | 0.73                 |

Table 2: Machine learning models: This table summarizes all model trained, their final tasks, metrics and results. Propensity score models were trained and validated in the entire cohort of COVID-19 admissions as an independent test was not required. On the contrary all adjusted models for treatment effect and futile study were trained and validated in COVID-19 admissions excluding health departments 17 and 19 reserved for testing. Propensity adjusted dummy models for the futile analysis were only trained for therapies where the adjusted TE-ML models resulted in statistically significant survival benefits in the test set (marked with *). Legend: * = Adjusted TE-ML models where the survival analysis yielded statistically significant results in the test set. N/A = Not Applicable

3.3 Survival Analysis Testing of the Treatment Effect Models

The performance of the treatment-effect models were tested in 2390 admissions of unique patients, of whom 1073 received systemic corticosteroids, 255 received remdesivir, 664 received azithromycin, 384 received hydroxychloroquine or chloroquine, 142 received lopinavir-ritonavir and 230 received tocilizumab.

Systemic corticosteroids -dexametason and metilprednisolone  As shown in Fig[1] in the unadjusted time-to-event analysis, corticosteroid use was not associated with a decrease in survival time in the general population (HR = 1.19; P = 0.1). After adjustment for confounding by indication, corticosteroid use was not associated with survival in the COVID-19 test population. Among patients requiring supplemental oxygen (N = 1001) and those indicated by the ML model (N = 493), the relationship remained statistically non-significant, although the point estimate supported a survival benefit (HR = 0.8; P = 0.64) which was more pronounced for patients indicated by the TE-ML model (HR = 0.54; P = 0.13). Moreover, this protective treatment disappeared and the hazard inverted as shown in the survival analysis in the group of patients non-indicated to receive corticosteroids by the ML-models (HR = 1.2; p = 0.5).

Remdesivir  The unadjusted time-to-event analysis in the unselected test population found that remdesivir use was associated with a non-significantly increase in survival time (HR = 0.7; P = 0.07). Adjustment for confounding attenuated the relationship and the protective effect disappeared. The adjusted association in the group that received supplemental oxygen was similarly nonsignificant. However, remdesivir use was statistically significant associated with an increase in survival among those indicated by the algorithm (N = 319) as suitable for treatment with remdesivir (HR = 0.41; P = 0.04). This protective effect completely disappeared and even was inverted as shown in the survival analysis.
in the group of patients non-indicated to receive remdesivir by the ML-models (HR = 1.4; p = 0.2). As explained in the futility analysis test (see section 2), a propensity adjusted ML futile model was trained in a dummy outcome reaching an AUC = 0.47. The survival benefit was not longer statistically significant when the futile model was applied. In essence, differences in survival gains were not significant for the patient population selected by the futile model who received the treatment vs those selected by the futile model who did not receive it. This supports that the adjustment of confounding variables was adequate to allow the ML to detect a treatment effect signal over the effects of confounding.
factors and hence further experiments on survival analysis could be trusted. These results support that the TE-ML model can identify patients in whom remdesivir use is associated with improved survival outcomes and conversely can identify those that would not derive any survival benefit.

![Survival analysis in the test population](image)

Figure 2: **Remdesivir**: Survival analysis in the test population. a) Non-adjusted survival curves in treated vs non treated test population. b) Adjusted survival curves in treated vs non treated test population. c) Adjusted survival curves in treated vs non treated test population who were indicated for treatment by clinical guidelines. d) Adjusted survival curves in treated vs non treated test population who were indicated by the ML model. e) Adjusted survival curves in treated vs non treated test population who were not indicated for treatment by the ML model.

**Azithromycin** As shown in Fig.3 in the unadjusted time-to-event analysis, azithromycin use was associated with an increase in survival time in the general population (HR = 0.73; P = 0.0079). After adjustment for confounding by
indication, azithromycin use was not associated with survival in the unselected test of COVID-19 population. Among patients requiring supplemental oxygen and as well as those indicated by the ML model, the relationship remained statistically nonsignificant, and the point estimate did not support any survival benefit, being both hazard ratios above 1. These results support that there is no benefit on terms of survival neither in the unselected COVID-19 population after adjusting for confounding factors related to treatment prescription, not in the selected population requiring supplemental oxygen, not in the patients indicated by the adjusted ML model.

Figure 3: **Azithromycin**: Survival analysis in the test population. a) Non-adjusted survival curves in treated vs non treated test population. b) Adjusted survival curves in treated vs non treated test population. c) Adjusted survival curves in treated vs non treated test population who were indicated for treatment by clinical guidelines. d) Adjusted survival curves in treated vs non treated test population who were indicated by the ML model.

**Hidroxicloroquine or Chloroquine** Similarly to the results for azithromycin, as shown in Fig 4, in the unadjusted time-to-event analysis, hydroxychloroquine or chloroquine use was associated with an increase in survival time in the general unselected population (HR = 0.65; P = 0.0033). After adjustment for confounding by indication the association was not longer statistically significant neither in the unselected population (HR = 0.8, P = 0.58), not among patients requiring supplemental oxygen (HR = 1.2, P = 0.49) and not among those indicated by the ML model (HR = 0.58, P = 0.13). These results support that there is no benefit on terms of survival from the use of Hidroxicloroquine or Chloroquine.

**Lopinavir-ritonavir** As shown in Fig 5, the unadjusted time-to-event analysis did not find any association of lopinavir-ritonavir use with survival time, and survival curves of both treated and not treated patients overlapped. Adjustment for confounding revealed a relationship, where lopinavir-ritonavir was significantly associated an increase in survival time in the general unselected population (HR = 0.24, P = 0.0017). The adjusted survival association in the group that received supplemental oxygen as well as in the group indicated by the TE-ML model were similarly significant, yielding a HR = 0.23 (P = 0.00135) and a HR = 0.21 (P = 0.00115) respectively. As explained in the futility analysis test, a propensity adjusted ML futile model was trained in a dummy outcome reaching an AUC = 0.5 and this futile model still demonstrated statistically significant benefits in survival for the patient population selected by the model.
Figure 4: **Hidroxicloroquine or Cloroquine**: Survival analysis in the test population. a) Non-adjusted survival curves in treated vs non-treated test population. b) Adjusted survival curves in treated vs non-treated test population. c) Adjusted survival curves in treated vs non-treated test population who were indicated for treatment by clinical guidelines. d) Adjusted survival curves in treated vs non-treated test population who were indicated by the ML model.

who received the treatment vs those who did not receive it. This supported that the adjustment of confounding variables was not adequate to detect the efficacy signal by the TE-ML model and that the results should instead be attributed to confounding factors not properly corrected by the adjustment propensity method. As the futility analysis was positive, the survival effect was attributed to the confounding variables. As a result, further experimentation was aborted and survival analysis with Lopinavir-ritonavir was disregarded.

**Tocilizumab** Treated population vs the general COVID-19 population was younger (66.2 vs 66.11 years, with higher estimated Charlson 10 year survival (64.4 vs 62.7 years), lower day 1 SatO2 (91 vs 90%), higher day 1 FiO2 (36% vs 31%) and higher all-cause mortality rate (19% vs 16%). In the case of tocilizumab (see Fig 6), the unadjusted time-to-event analysis did not find any association of tocilizumab use with survival time, and survival curves of both treated and not treated patients overlapped. Nonetheless, after adjustment for confounding, a relationship was discovered where tocilizumab was significantly associated with an increase in survival time in the general unselected population (HR = 0.26, P = 0.008). The adjusted association in the group that received supplemental oxygen was not significant (HR = 0.37, P = 0.1) but the protective effect was strongly pronounced among those indicated by the algorithm as suitable for tocilizumab with a statistically significant increase in survival time (HR = 0.21, P = 0.00115). As explained in the futility analysis test (see section 2.5), a propensity adjusted ML futile model was trained in a dummy outcome reaching an AUC = 0.48 and contrary as for lopinavir-ritonavir, this association was not longer statistically significant in terms of benefits in survival for the patient population selected by the futile model who received the treatment vs those selected by the futile model who did not receive it. This supports that the adjustment of confounding variables was adequate to detect the treatment efficacy signal over the effects of confounding factors and hence further experiments on survival analysis could be trusted. The TE-ML model was capable of identifying high-risk, fragile patients (see Table 3, in whom Tocilizumab use is associated with improved survival outcomes. On the other hand, for those patients
not recommended by the TE-ML model, who overall were characterized by having a better expected 10-year survival by Charlon index than those recommended by the ML model, there was still significant survival benefit from the use of Tocilizumab. In essence, there were survival benefits for a subset of patients treated with tocilizumab even if not selected by the TE-ML model.

3.4 Clinical Characteristics of ML Treatment Indicated Population and Model Explainability

Clinical characteristics of all test set versus selected test subset indicated by the ML to receive each COVID-19 treatment are shown in Table 3 All adjusted-ML models that, among those patients indicated by the ML model, showed a positive clinically significant survival difference between treated and non-treated arms (Tocilizumab and Remdesivir), selected patients characterized by having more commorbidities, worst 10 year survival estimated by Charlson index and higher all-cause mortality than the general test population, being 50% vs 16% respectively.

Most important model features for generating predictions for a positive class (improved disease if treated vs worsened disease if not treated) included high FiO2 at day 1, old age and high temperature at day 1 for tocilizumab and low SatO2, high FiO2 and increased levels of GOT at day 1 for remdesivir (see Fig 9). For features selected as most important it is also useful to explore the strength and the direction of association with the model outputs. Fig. 10 illustrates that there is a direct association between temperature and predicted benefit of tocilizumab and an indirect association with platelets where lower levels of platelets are associated with larger benefits.

Tools used to explain ML models outputs, also allow to understand predictions at case level. Given a particular patient with a set of specific values for each of the clinical variables inputed in the model, it is possible to explore which are the most decisive feature values and on which direction they influenced the model prediction. For the Tocilizumab ML model, the average treatment benefit in the whole study dataset was -4.1 (base value) in a range between minimum...
Figure 6: **Tocilizumab**: Survival analysis in the test population. a) Non-adjusted survival curves in treated vs non treated test population. b) Adjusted survival curves in treated vs non treated test population. c) Adjusted survival curves in treated vs non treated test population who were indicated for treatment by clinical guidelines. d) Adjusted survival curves in treated vs non treated test population who were indicated by the ML model. e) Adjusted survival curves in treated vs non treated test population who were not indicated for treatment by the ML model.

Figure 7: Age distribution of COVID-19 admissions by gender

-10 up to maximum recommendation of 10. The negative value is explained in part as only 9.4% patients received the treatment. As shown in Fig. [1], a 31 years-old male patient positive for COVID-19 with 100% punctuation in the Barthel scale, an expected 10-years Charlson survival of 98%, radiological findings of covid pneumonia, not supplemental oxygen with a SatO2/FiO2 ratio = 462, basal SatO2 = 97 and fever of 39º at day 1, the model outputs -6.2, shifting
Figure 8: Distribution of COVID-19 admission dates by gender

| ML Treatment Indicated | All Patients (Test) (N=2390) | Lopinavir-Ritonavir (N=427) | Corticosteroids (N=493) | Tocilizumab (N=268) | Chloroquine or Hydroxychloroquine (N=437) | Azithromycin (N=1321) | Remdesivir (N=319) |
|------------------------|-------------------------------|----------------------------|-------------------------|---------------------|------------------------------------------|------------------------|-------------------|
| Age(years)             | 65.60                         | 71.07                      | 66.49                   | 79.15               | 72.47                                    | 66.12                  | 77.47             |
| Charlsom est. 10-y Sv (years) | 61.70                       | 51.72                      | 62.83                   | 29.75               | 49.54                                    | 64.40                  | 33.43             |
| Medical History        |                               |                            |                         |                     |                                          |                        |                   |
| Respiratory            | 16.03%                        | 19.91%                     | 22.11%                  | 25.00%              | 17.16%                                   | 15.22%                 | 24%               |
| Cardiovascular         | 23.18%                        | 26.00%                     | 23.73%                  | 35.07%              | 29.52%                                   | 20.89%                 | 34%               |
| Active Malignancy      | 4.02%                         | 4.22%                      | 2.64%                   | 8.21%               | 6.41%                                    | 3.03%                  | 7%                |
| Basal                  |                               |                            |                         |                     |                                          |                        |                   |
| SatO2 (%)              | 93.72                         | 91.95                      | 91.03                   | 88.49               | 92.66                                    | 93.41                  | 88.27             |
| FiO2 (%)               | 23.60                         | 26.05                      | 25.17                   | 29.76               | 26.34                                    | 23.98                  | 27.84             |
| RR (breaths/min)       | 21.75                         | 27.08                      | 22.49                   | 24.86               | 26.51                                    | 22.07                  | 24.65             |
| HR (beat/min)          | 93.77                         | 94.46                      | 97.40                   | 92.55               | 92.25                                    | 94.17                  | 94.85             |
| ANC (10^9/L)           | 5.70                          | 6.31                       | 6.33                    | 7.38                | 6.27                                     | 5.64                   | 7.20              |
| Temperature (Celsius)  | 36.66                         | 36.77                      | 36.82                   | 36.54               | 36.69                                    | 36.70                  | 36.72             |
| Day 1                  |                               |                            |                         |                     |                                          |                        |                   |
| SatO2 (%)              | 91.99                         | 89.98                      | 89.27                   | 86.16               | 90.56                                    | 91.66                  | 85.43             |
| FiO2 (%)               | 31.33                         | 38.14                      | 36.49                   | 51.13               | 36.56                                    | 32.11                  | 47.49             |
| RR (breaths/min)       | 24.03                         | 28.54                      | 25.14                   | 27.27               | 28.33                                    | 24.25                  | 27.22             |
| HR (beat/min)          | 97.84                         | 98.35                      | 100.76                  | 98.89               | 96.88                                    | 97.77                  | 100.02            |
| ANC (10^9/L)           | 5.78                          | 6.33                       | 6.39                    | 7.34                | 6.30                                     | 5.73                   | 7.22              |
| Temperature (Celsius)  | 37.18                         | 37.33                      | 37.36                   | 37.16               | 37.22                                    | 37.24                  | 37.22             |
| Outcome                |                               |                            |                         |                     |                                          |                        |                   |
| All-cause Mortality    | 16.11%                        | 29.74%                     | 21.50%                  | 50.75%              | 29.75%                                   | 15.37%                 | 50%               |

Table 3: Descriptive characteristics of all test set used for evaluating machine-learning treatment effect models and the descriptive characteristics of the selected subset indicated by the ML to receive each COVID-19 treatment. ANC = Absolute Neutrophil Count; RR = Respiratory Rate; HR = Heart Rate; SatO2 = peripheral Oxygen Saturation

On the contrary as shown in Fig. 11.a a 58 years-old man positive for COVID-19 with an expected 10-years Charlson survival of 95%,
Figure 9: SHAP Summary Plots for the top features for adjusted treatment-effect models for Tocilizumab and Remdesivir. Each summary plot combines feature importance with feature effects. Each point on the summary plot is a Shapley value for a feature and an instance. The position on the y-axis is determined by the feature and on the x-axis by the Shapley value. The color represents the value of the feature from low to high. Overlapping points are jittered in y-axis direction, reflecting the distribution of the Shapley values per feature. The features are ordered according to their importance.

Figure 10: SHAP feature dependence plots with interaction visualization for temperature and platelets at day 1

Radiological findings of covid pneumonia, a SatO2/FiO2 ratio = 241, basal SatO2 = 89, respiratory rate of 32 and 48 breaths/minute basal and at day 1 respectively, temperature of 36.5° at day 1 the model predicts a benefit gain of treatment with Tocilizumab and shifts the output towards the right.

4 Discussion

This study provides further evidence that ML approaches are capable of identifying which particular patients would benefit from COVID-19 pharmacotherapy based on EHR data.

For Remdesivir, and Tocilizumab, in an independent test population, the ML models identified the groups of patients where there was a statistically significant survival benefit, comparing retrospectively those who were treated vs those not treated. The magnitude of this benefit was more pronounced than that observed in the unselected test population and in those selected based on the requirement of supplemental oxygen respectively as dictated by clinical guidelines. This supports that ML based approaches would enable precision medicine for a more personalized and rational prescription
being potentially superior to current clinical guidelines and/or clinical practice. The results obtained for remdesivir and tocilizumab are also aligned with clinical trials evidence. Specifically for Tocilizumab, in two open-label trials that included patients on oxygen support with a C-reactive protein level $\geq 75$ mg/L or patients who had recently started high-flow oxygen or more intensive respiratory support, adding tocilizumab reduced 28-day mortality (28 to 29 percent versus 33 to 36 percent with usual care alone) [Investigators, 2021; Horby et al., 2021]. In the case of remdesivir, in a meta-analysis of four trials that included over 7000 patients with COVID-19, remdesivir did not reduce mortality (OR 0.9, 95% CI 0.7-1.12) or need for mechanical ventilation (OR 0.90, 95% CI 0.76-1.03) compared with standard of care or placebo [Siemieniuk et al., 2020]. This analysis, however, grouped patients with COVID-19 of all severities together, and based on results from one included placebo-controlled trial, there may be a mortality benefit for select patients with severe disease who only require low-flow supplemental oxygen.

Equally relevant is to be able to prove that the proposed ML approach effectively identifies patients not candidate for treatment by doing a reciprocal analysis - referred as negative treatment effect survival analysis - to test the lack or even detrimental effect of treatment on patients who were not recommended by the ML model. The negative treatment effect survival analysis showed that the ML model effectively identified patients who would not derive survival benefits from either remdesivir or corticosteroids in the test population. While the negative results for remdesivir or corticosteroids did not reach statistical significance, the protective effect in the non-selected population clearly vanished with an inversion of the survival curves and a HR $\geq 1.2$. For tocilizumab, the ML models failed to identify patients that are not candidate for those treatments in the test population, supporting the hypothesis that the TE-ML models only were able to identify a subset of the population who benefits, but not all. As shown in the adjusted survival analysis for unselected test population, their administration was associated with a strong beneficial effect on survival, almost comparable to those obtained in the population selected by the ML models. This observation together with the fact that the populations indicated by the ML models were enriched with worst all-cause mortality, 50% vs 16.1% for the unselected test population indicates that there was a subset of less critical patients that also benefits from those treatments but were not identified by the ML models. In general the prescription at the discretion of physicians (general unselected test population) proved to be almost as effective in terms of patient selection for survival gains than the ML-guided prescription, being both statistically significant.

In line with the published scientific evidence for lack of efficacy for chloroquine or hydroxichloroquine [Cavalcanti et al., 2020], and for azithromycin [Abaleke et al., 2021], the TE-ML models on the present study achieved a low performance both in validation and test sets, which, as reflected in the corresponding survival analysis tests, failed to select candidate patients associated with statistically significant gains in survival times.

In the case of Lopinavir-ritonovar there was statistically significant time gains in the survival analysis in the test set but the result was not trusted because the additive analysis proved that the adjustment of confounding variables was sub-optimal. Our results hence could not conclude any positive effect. Randomized trials have not demonstrated any clinical benefit from lopinavir-ritonavir [Horby et al., 2020].

Strengths of this study: Covering 12 different health-department provides an opportunity to capture larger data variability and to analyse patients across different demographics which strongly support that our data-driven approach rely on data that truly represent the underlying data distribution of the problem. While this is a well-known requirement, state-of-the-art algorithms are usually evaluated on carefully curated data sets, often originating from only a few sources. This can introduce biases where demographics (e.g., gender, age) or technical imbalances (e.g., acquisition protocol,
equipment manufacturer) skew predictions and adversely affect the accuracy for certain groups or sites. However, to capture subtle relationships between disease patterns, demographic factors, as well as complex and rare cases, it is crucial to expose a model to diverse cases and clinical settings that largely differed across hospitals during the pandemic. In addition reserving 2 entire health departments as independent population test allow evaluate the ability of the treatment-effect models to generalize to different hospitals. In this study, all models performed worst in the test set as compared to the validation set. For remdesivir and tocilizumab, the only models where survival analysis yielded statistically significant results in the test set and were trusted after the futility analysis, the AUC degraded from 0.83 to 0.74 from validation to test set. Nonetheless, the ML model performance for Remdesivir was higher than the previously reported AUC of 0.57 [Lam et al., 2021], even if the AUCs obtained on the present study, 0.83 and 0.73 in validation and test set respectively, still did not reach the commonly accepted threshold of an AUC > 0.85 considered as reasonable decision making. For both drugs studied by Lam et al. [2021], Remdesivir and Corticosteroids the direction and magnitude of treatment effects as well as the behaviour after model adjustment was similar, strengthening the evidence for the robustness of this ML approach as well as the replicability of results. Additionally on this study we explored the negative treatment effect, or lack of benefit, and showed to be reciprocal to the positive treatment effect for both remdesivir and corticosteroids, supporting that in the population not recommended to treatment, those that actually received them retrospectively did not derive any benefits in terms of survival compared to those that did not receive them. Another strength of this study is that its design assumes that residual confounding still exists even if a propensity-score adjustment has been done based on pretreatment confounders. As previously acknowledged by Lam et al. [2021], it is possible that residual confounding may have influenced the results despite the efforts to adjust for confounding variables. Under this premise, the futility analysis aims to increase the confidence in the treatment-effect estimator by discarding TE-ML models that do not have additive predictive capabilities to detect the efficacy signal over residual confounding. For those cases either the treatment effect is non-existent and only confounders determines the outcome or conversely there is a treatment effect but the adjustment failed to achieve a pseudo-population effectively randomized for pre-treatment confounders among treated and not treated patients. On this study this method leads us to not trust the survival analysis for lopinavir-ritonavir.

Lastly this study exemplifies how available ML tools for explainability could be potentially be used at patient-level for a more tailored and informed decision in the clinical practice. ML-based approaches accept larger set of clinical variables that better represent each patient profile as opposed to the reduced set of selected variables used by clinical guidelines. While none of the trained models surpassed the accepted threshold of 0.85 to be applicable to the real practice, we illustrate with an example how those models could be used hypothetically to guide treatment decisions at the patient level.

Potential limitations in this study are as follows: Not all health departments contributed all admissions attended during the study period, but as it obeyed to administrative reasons and not to medical reasons, it is not expected to have introduced a systemic selection bias in the population studied. Each admission was highly dimensional, with number of features approx. 1950, highly sparse as many laboratory test are not done by routine to most patients and completeness was low. As opposed to clinical trials, our data was not manually curated at patient level, and was supervised in an aggregated manner using descriptive statistics and exploratory data analysis. The hypothesis is that at larger amount of data, algorithms are more robust to data errors, inaccuracies and missings. Also, the small sample size for each treatment precluded any analysis of combinatorial treatments. Another limitation is that this study focused only on analyzing an efficacy outcome based on survival, and was not designed to study treatment safety and/or tolerability. Such an objective would require adverse event ascertainment from EHR data, in particular from clinical notes found in natural language which was out of the scope of the present study.

5 Conclusions

Machine learning methods are suitable tools toward precision medicine to prescribing COVID-19 therapies. This study replicated the method used in a prior study on corticosteroids and remdesivir and obtained concordant results. Furthermore, the method effectively identified the subgroups of patients that would derive survival benefits from the prescription of remdesivir and tocilizumab, which were statistically significant in an independent population test, helping to validate the results of randomized clinical trials. At the same time, this study also add evidence for the lack of benefit from chloroquine derivates, lopinavir-ritonavir and azithromycin.
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### Table 5: Study variables: Variables included as input features for the propensity score models are marked with \(^c\). Variables included as input features for the treatment-effect models are marked with \(^i\). For arrays with daily values, only the baseline and day 1 values are included in \(^c\) and \(^i\).
| Classification | Variable                                                                 | Type       | Unit                |
|----------------|--------------------------------------------------------------------------|------------|---------------------|
| **Complications** | COVID viral pneumonia                                                   | Binary     |                     |
|                 | Adult respiratory distress syndrome                                      | Binary     |                     |
|                 | Acute bronchitis                                                        | Binary     |                     |
|                 | Acute kidney injury                                                     | Binary     |                     |
|                 | Disturbance of consciousness and cognition                              | Binary     |                     |
|                 | Cytokine release syndrome                                               | Binary     |                     |
|                 | Disseminated intravascular coagulation                                  | Binary     |                     |
|                 | Gastroenteritis                                                         | Binary     |                     |
|                 | Heart disease                                                           | Binary     |                     |
|                 | Systemic inflammatory response syndrome                                 | Binary     |                     |
|                 | Lung embolism                                                           | Binary     |                     |
|                 | Secondary bacterial pneumonia                                           | Binary     |                     |
|                 | Deep venous thrombosis                                                  | Binary     |                     |
| **Image**       | Number of image studies with COVID associated radiological findings     | Integer    |                     |
|                 | COVID associated radiological findings                                  | Binary     |                     |
|                 | Number of image studies during hospitalization                          | Integer    |                     |
| **Laboratory**  | 25-Hydroxy Vitamin D, Albumin, B-Cells, B-type natriuretic peptide,     | Integer array that includes baseline value followed by the mean value for each hospitalization day |
|                 | Bicarbonate, Bilirubin, Calcium, Chloride, Creatine phosphokinase,       |            |                     |
|                 | Creatinine, D dimer, Erythrocyte, Glomerular filtration rate CKD-EPI,   |            |                     |
|                 | Glomerular filtration rate MDRD-4, Phosphate, Ferritine,                |            |                     |
|                 | Fibrinogen, Gamma-glutamyl transferase, Glucose, Aspartate              |            |                     |
|                 | Aminotransferase, Alanine Aminotransferase, Immature                    |            |                     |
|                 | granulocytes, Glycosylated hemoglobin, Hemoglobin, Days from admission   |            |                     |
|                 | to hypoglycemic episode, Hypoglycemic episode grade (Ordinal 0 - 3),    |            |                     |
|                 | Interleukin, Interleukin 6, Urine potassium, Lactate dehydrogenase,     |            |                     |
|                 | Lymphocytes absolute count, Leucocytes absolute count,                  |            |                     |
|                 | Magnesium, Monocytes absolute count, Neutrophiles absolute count,       |            |                     |
|                 | Neutrophil to lymphocytes ratio, C-Reactive Protein, Potassium, Protein,|            |                     |
|                 | Plaquetlets absolute count, procalcitonin, Prealbumin, Sodium, T Cell  |            |                     |
|                 | Count, CD4 Lymphocyte Count, CD8 Lymphocyte Count, Troponin, Partial    |            |                     |
|                 | thromboplastin time, Transferrin, Urea, Zinc                           |            |                     |
|                 | Glucose variation coefficient                                           | Integer array that includes the variation coefficient value for each hospitalization day |
| **Laboratory**  | Total CO2                                                               | Integer array that includes baseline value followed by the mean value for each hospitalization day |
|                 | Base excess                                                             |            |                     |
|                 | FiO2 reported in oxymetry                                               |            |                     |
|                 | Standard base excess                                                    |            |                     |
|                 | Oxygen arterial saturation                                              |            |                     |
|                 | Partial pressure of CO2                                                |            |                     |
|                 | pH                                                                     |            |                     |
|                 | Partial pressure of Oxygen                                             |            |                     |

Table 6: Study variables (continuation)
| Classification       | Variable                                                                 | Type          | Unit                                      |
|----------------------|---------------------------------------------------------------------------|---------------|-------------------------------------------|
| Microbiological      | Number of positive SARS-COV-2 RT-PCR                                     | Integer       |                                           |
| Microbiological      | Microbiological culture positive  
|                      | Number of SARS-COV-2 RT-PCR                                              | Binary        |                                           |
|                      |                                                                          | Integer       |                                           |
|                       |                                                                          | Integer array | that includes daily doses at each admission day |
|                       |                                                                          |               |                                           |
|                       | Anakinra  
|                       | Azithromycin  
|                       | Baricitinib  
|                       | Bemiparine  
|                       | Ciclosporine  
|                       | Cloroquine  
|                       | Convalescent plasma  
|                       | Systemic corticosteroids  
|                       | Darunavir cobicistat  
|                       | Eculizumab  
|                       | Enoxaparine  
|                       | Fosamprenavir  
|                       | G-CSF  
| COVID-19 Pharmacotherapy* | Heparine  
|                       | Hidroxichloroquine  
|                       | Immunoglobulins  
|                       | Interferon beta 1a  
|                       | Interferon beta 1b  
|                       | Ivermectine  
|                       | Lopinavir ritonavir  
|                       | Remdesivir  
|                       | Ruxolitinib  
|                       | Sarilumab  
|                       | Siltuximab  
|                       | Tacrolimus  
|                       | Tiamine vitamin B1  
|                       | Tocilizumab  
|                       | Tofacitinib  
|                       | Vitamine C  
|                       | Vitamine D  
|                       |                                                                          | Integer array | that includes baseline value followed by the minimum value for each hospitalization day |
|                       |                                                                          | Integer array | that includes baseline value followed by the mean value for each hospitalization day |
|                       |                                                                          | Integer       |                                           |
|                       |                                                                          | Integer array | that includes baseline value followed by the minimum value for each hospitalization day |
|                       |                                                                          | Integer array | that includes baseline value followed by the maximum value for each hospitalization day |
|                       |                                                                          | Integer       |                                           |
| Vital signs           | Diastolic blood pressure  
|                       | Heart rate  
|                       | Height  
|                       | Systolic blood pressure  
|                       | Temperature  
|                       | Weight  

Table 7: Study variables (continuation). * Covariates for propensity score calculation, marked as  included all pharmacotherapy except for each therapy for which the propensity score was calculated.