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Abstract: Calibration is a critical step in structured light 3D imaging systems. However, in the traditional calibration process, since the calibration plate is based on a two-dimensional model, the flatness of the calibration plate and the angle of the photo will affect the subsequent stitching steps based on the feature points. The number of photos also affects the calibration results. To improve the calibration accuracy, multiple photos need to be taken. The primary objective of this study was to achieve the simple and fast calibration of system parameters, so a method obtaining a large number of calibration data by homography matrix is presented, and a corresponding stereo target is designed in symmetry. First, using the relationship between the corner coordinates of the left and right parts of the stereo calibration plate and the coordinates of the world coordinate system, the homography matrix of the left and right calibration plates from the image coordinates to the world coordinates is calculated. Second, all the pixels in the stereo calibration plate are matched to the world coordinate system by using the homography matrix. In addition, we also compared the results of this method with those of traditional calibration methods. The experimental results show that the 3D geometric surface of the reconstruction result is smooth, it avoids the missing parts and the visual effect is excellent. Furthermore, the error range of small and complex objects can be reduced to 0.03 mm~0.05 mm. This method simplifies the calibration steps, reduces the calibration costs and has practical application value.
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1. Introduction

Camera calibration is a key content of computer vision research \([1–3]\). It is the process of determining the mapping relationship between two-dimensional image coordinate points and three-dimensional space points. As an acquisition device for the original image, the charge-coupled device (CCD) camera must be systematically calibrated. The CCD is an image sensor that converts an optical signal into an electrical signal. How to improve the calibration accuracy and simplify the calibration procedure has always been a concern of scholars at home and abroad. Tsai \([4]\) proposed a classic two-step method to simplify the calibration target to two dimensions. The two-step method is based on radial correction constraints, taking into account the camera’s distortion factor and improving the calibration accuracy, but camera calibration often requires expensive calibration equipment. Zhang \([5]\) proposed a calibration method based on a two-dimensional checkerboard plane target; this method relies on the position of the corner plate coordinates of the checkerboard image and the two-dimensional image.
of the checkerboard in different spatial positions, and optimizes the internal parameter matrix of the camera through iterative calculations. Since the checkerboard calibration image is in different spatial positions, the feature points of different corner points can be extracted.

In Zhang’s calibration method based on the two-dimensional checkerboard plane target, the iterative calculation of camera parameters can be simplified by increasing the feature point size of the two-dimensional image, so as to achieve the purpose of improving the accuracy of the calibration camera. Zhang and Huang proposed a novel method that uses a projector to capture an image like a camera, and uses absolute phase to map camera pixels to projector pixels [6–8]. The selection of the camera pose for acquiring the calibration object image has a greater influence on the accuracy of calibration. Peng S. proposed a system to guide users through a simple graphical user interface (GUI) to move the camera to the most suitable posture for calibrating the camera [9]. The system can calculate the best pose for each new image acquired and add the latest information about the inherent parameters. A posture selection method suitable for interactive calibration was proposed by Rojtberg P [10]. This method can deduce a set of compact and robust calibration postures, which indeed avoids the calibration uncertainty caused by the singular calibration postures. In the above method, since the camera is required to accurately obtain the reflected light of the measured object when the encoded pattern is projected as the basis for solving the phase, the material and shape of the calibration plate will affect the final calibration result. Tian Miao et al. designed a black and white ring fan disc calibration template and calibrated the template design center circle using a 1/4 gap black circle in order to eliminate the influence of the calibration template rotation on the corner point sorting [11]. Fang Xu et al. introduced polar coordinates to represent the positional relationship of feature points in world coordinates, improving the convenience of multicamera calibration and the diversity of the reference calibration plates [12]. Jason Geng used a planer calibration plate, where the camera does not have to be pre-calibrated [13]. The camera and the projector are calibrated at the same time according to the same reference point on the calibration board, so as to avoid the error caused by camera calibration affecting the projector calibration. The disadvantage of this method is that it is susceptible to the effects of the noise generated by different surface areas due to the light intensity changing over time and the reflection parameters. The above method is relatively difficult to operate and the calibration accuracy is limited by the accuracy of the target. In addition, the image is fixed when the picture is captured, which is inconvenient for demonstration purposes and is susceptible to environmental factors.

In view of the above problems, this paper proposes a new calibration method based on a structured light three-dimensional measurement system. Based on phase profilometry, a stereo calibration plate was designed. The calibration data are obtained by using the homography matrix, and the corresponding relationship between the image coordinates and the world coordinates is obtained according to the perspective projection constraint relationship of the corners of the rectangular frame. This helps in obtaining the coordinate correspondence relationship of the other remaining pixel points in the calibration plate, and completes the calibration of the structured light system.

2. Basic Principles

2.1. Camera Calibration

Any object encountered in real life can be represented by a coordinate system, that is, a coordinate system can be used to represent the whole world, and a world coordinate system is established based on this. We can take a 2D picture from a camera and use the camera coordinate system to identify the location of the object that it acquired. The changes between the coordinate systems are shown in Figure 1.
The world coordinate system is rotated and translated by the rigid body to obtain the camera coordinate system.
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where \(R_o \in \mathbb{R}^{3 \times 3}\), \(R_o = r_1 \ast r_2 \ast r_3\), and \(t \in \mathbb{R}^{3 \times 1}\).
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The camera coordinate system is converted to the image coordinate system through perspective projection.
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In Formula (5), \(s\) is a scale factor and its value not equal to 0. \(f_x\) and \(f_y\) are effective focal length of the scale factor in the direction of the pixel coordinates of \(u, v\). It is assumed here that \(f_x = f_y = f\).

\((X_c, Y_c, Z_c, 1)^T\) is the homogeneous coordinate of the spatial point in the camera coordinate system. \((X, Y, 1)^T\) denotes the homogeneous coordinate of image point \(p\) in the image coordinate system. The reason for citing the homogeneous coordinate system is that it can represent a vector that is originally \(n\) dimensions in \(n + 1\) dimensions, which can be used to clearly distinguish between vectors and points, and it is also easier to use for linear geometric changes. \((u_0, v_0)\) refers to the pixel coordinates of the center of the facet. \(\gamma\) is the tilt which expresses the deviation of the two axes from orthogonality, i.e., the skewness of the coordinate system. Here,

\[
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\(M \in \mathbb{R}^{3 \times 4}\)
where \( M \) refers to the parameter matrix of the camera, \( K_n = \begin{bmatrix} f & \gamma & u_0 & 0 \\ 0 & f & v_0 & 0 \\ 0 & 0 & 1 & 0 \end{bmatrix} \) and \( K_w = \begin{bmatrix} R & t \\ 0 & 1 \end{bmatrix} \). 

\( K_n \) is known as the internal parameter matrix for the projector, \( K_w \) is the outer parameter matrix of the projector, which represents the rotation and translation relationship from the world coordinate system to the camera coordinate system.

To improve the solution convenience, the internal parameter matrix of the camera is decomposed, and the pixel coordinates of the center of the phase plane are separated from the effective focal length. They are represented by separate matrices \( A \) and \( K^* \), where, \( AK^* \in \mathbb{R}^{3 \times 3} \) are all reversible matrices.

\[
K_n = \begin{bmatrix} f & \gamma & u_0 \\ 0 & f & v_0 \\ 0 & 0 & 1 \end{bmatrix} = \begin{bmatrix} 1 & 0 & u_0 \\ 0 & 1 & v_0 \\ 0 & 0 & 1 \end{bmatrix} \begin{bmatrix} f & \gamma & 0 \\ 0 & f & 0 \\ 0 & 0 & f \end{bmatrix} = AK^* \tag{7}
\]

Here, \( A = \begin{bmatrix} 1 & 0 & u_0 \\ 0 & 1 & v_0 \\ 0 & 0 & 1 \end{bmatrix}, K^* = \begin{bmatrix} f & \gamma & 0 \\ 0 & f & 0 \\ 0 & 0 & f \end{bmatrix} \).

The image coordinate system is converted to the pixel coordinate system.

\[
\begin{bmatrix} u \\ v \\ 1 \end{bmatrix} = \begin{bmatrix} 1/dX & 0 & u_0 \\ 0 & 1/dY & v_0 \\ 0 & 0 & 1 \end{bmatrix} \begin{bmatrix} X \\ Y \\ 1 \end{bmatrix} \tag{8}
\]

Here, \( dX \) and \( dY \) are the physical size of the pixel in the X and Y axis directions, respectively; and \( u_0, v_0 \) are the coordinates of the main point, that is, the original coordinates of the image.

2.2. Accurate Estimation of the Internal and External Parameter Matrix

The calibration method described in this paper can be divided into two steps to obtain an accurate estimation of the parameter matrix via stepwise optimization. The first step is to estimate the effective focal length under ideal conditions. Suppose the principal point is at the center of the image pixel coordinate system. When in an ideal state, the value of the skewness factor \( \gamma \) is 0. We estimate and optimize using the linear and nonlinear least squares focal length \( f \). Second, using the scale factor values obtained in the previous step, the orthogonality of the rotation matrix is used to obtain the constraint conditions, and the coordinates of the principal points and other parameters are obtained. Since each picture can calculate a set of data, multiple images can be optimized and fitted by a nonlinear optimization algorithm. Finally, the nonlinear optimization of the global parameters is performed according to the maximum likelihood estimation criterion.

The detailed process is as follows. The first step is to solve \( f \) using the least squares method, assuming that the main point of the image is at the center of the pixel coordinates. \( u_0 = c_1/2 \) and \( v_0 = c_2/2 \). The resolution of the camera is \( c_1 \times c_2 \). After this, matrix \( A = \begin{bmatrix} 1 & 0 & c_1/2 \\ 0 & 1 & c_2/2 \\ 0 & 0 & 1 \end{bmatrix} \).

\[
H = K^* \begin{bmatrix} r_1 & r_2 & t \end{bmatrix} \tag{9}
\]

where \( r_1 \in \mathbb{R}^3 \) and \( r_2 \in \mathbb{R}^3 \) are the first two column vectors of the rotation matrix. Then, we set up the auxiliary matrix \( P \in \mathbb{R}^{3 \times 3} \) as follows:

\[
P = A^{-1}H \tag{10}
\]

Simultaneously, the auxiliary matrix can also be expressed as

\[
P = K_n^* \begin{bmatrix} r_1 & r_2 & t \end{bmatrix} \tag{11}
\]
Subsequently, multiply both sides by matrix $K_{n}^{*^{-1}}$ and expand the formula to

$$r_1 = K_{n}^{*^{-1}}p_1, r_2 = K_{n}^{*^{-1}}p_2 \quad (12)$$

In the above formula, $p_1 = \begin{bmatrix} p_{11} & p_{21} & p_{31} \end{bmatrix}^T \in \mathbb{R}^3$ and $p_2 = \begin{bmatrix} p_{12} & p_{22} & p_{32} \end{bmatrix}^T \in \mathbb{R}^3$ are the first two column vectors of the set auxiliary matrix. Since the rotation matrix $R$ has orthogonality, the following constraints can be obtained:

$$r_1^T r_2 = 0 \Rightarrow p_1^T K_{n}^{*^{-1}} K_{n}^* p_2 = 0 \quad (13)$$
$$r_1^T r_1 = r_2^T r_2 \Rightarrow p_1^T K_{n}^{*^{-1}} K_{n}^{-1} p_1 = p_2^T K_{n}^{*^{-1}} K_{n}^{-1} p_2 \quad (14)$$

By expanding and sorting the above two formulas, the following linear equation can be obtained.

$$\begin{pmatrix} p_{11} p_{12} & p_{21} p_{22} \\ (p_{11} + p_{12})(p_{11} - p_{12}) & (p_{21} + p_{22})(p_{21} - p_{22}) \end{pmatrix} \times \begin{pmatrix} 1/f^2 \\ -p_{31} p_{32} \end{pmatrix} = \begin{pmatrix} -p_{31} p_{32} \\ (p_{31} + p_{32})(p_{31} - p_{32}) \end{pmatrix} \quad (15)$$

During the calibration process, for each image used, the corresponding homography matrix $H$ can be obtained. Then, Equation (10) is used to obtain matrix $P$. After this, Formula (14) can be used to obtain the constraints that further solve $f$. When multiple images are acquired, fitting using the least squares method can estimate a more accurate $f$.

The second step is as follows. First, find the coordinates of the principal points $u_0$ and $v_0$. Second, acquire step $f$ from step one. Using the unit orthogonality of the rotation matrix $R$ combined with Equation (9), the following constraints can be obtained:

$$r_1^T r_2 = 0 \Rightarrow h_1^T A^{-1} h_2 = 0 \quad (16)$$
$$r_1^T r_1 = r_2^T r_2 \Rightarrow h_1^T A^{-1} A_1^{-1} h_1 = h_2 A^{-1} A_1^{-1} h_2 \quad (17)$$

After Formulas (16) and (17) are expanded and sorted, the following formula can be obtained.

$$Vx = b \quad (18)$$

where $V \in \mathbb{R}^{2 \times 3}$, $b \in \mathbb{R}^2$, and $x \in \mathbb{R}^3$.

$$x = \begin{bmatrix} x_1 & x_2 & x_3 \end{bmatrix}^T = \begin{bmatrix} u_0 & v_0 & (u_0^2 / f_x^2 + v_0^2 / f_y^2) \end{bmatrix}^T \quad (19)$$

It can be seen from Equation (19) that $x_1$ is a nonlinear combination of $x_2$ and $x_3$, and so they are not independent of each other. The solution to the principal position $(u_0, v_0)$ can be completed in two steps. The first step is to use more than two images to calculate more than two homography matrices, and then use the least square method to linearly estimate the three-dimensional vector according to Equation (18). In the second step, the result obtained in the first step is used as the initial condition. The Levenberg–Marquardt algorithm is used to solve Equation (20), and the final solution $(x_1, x_2)$ is the center coordinates of the phase plane $(u_0, v_0)$.

$$\min \left\{ \sum_{i=0}^{n} \left( v_{i1} x_1 + v_{i2} x_2 + v_{i3} (x_1^2 / f_x^2 + x_2^2 / f_y^2) - b_i \right)^2 \right\} \quad (20)$$

where $v_{ik}$, $b_i$, $\forall i = 1, 2, \cdots, n$; $j = 1, 2$; $k = 1, 2, 3$ represents the relevant elements in the matrix $V$ and vector $b$ calculated using the image $i$, respectively. Finally, on the basis of the known internal parameter matrix $K_{nr}$, the external parameters are obtained by combining it with Equation (10) and using the orthogonality of the rotation matrix.
3. Improved Stereo Calibration Plate and Resulting Calibration Method

3.1. Structure of the Stereo Calibration Plate

As shown in Figure 2, this paper designs a stereo calibration plate that can be quickly calibrated. The calibration plate has two mutually perpendicular planes, and the image of the feature points on the calibration plate can be obtained by the camera. Subsequently, the parameters of the camera are calculated by the conversion relationship between the world coordinate system of the feature points on the calibration plate and the image coordinate system. For this reason, for cameras with different focal lengths, different sized plastic plates are customized, and the designed printing tape is pasted on the surface of the calibration plate. During the pasting process, it should be kept as flat as possible to avoid surface bubbles and distortion errors. The size of the printing tape should be the same as the plane of the calibration plate. The printed calibration paper is pasted on the left and right planes with five \(*\) seven dots on each side. The physical structure is shown in Figure 2. The patterns on both sides of the calibration plate need to be symmetrical about the center point of the vertical line, which can minimize the error.

![Figure 2. (Left) Front view of the solid calibration plate (right) Top view of the stereo calibration plate.](image)

3.2. Homography Matrix from the Phase Plane to the Stereo Calibration Plate Plane

In computer vision, homography is defined as the projection mapping from one plane to another. It plays a very important role in camera calibration, image correction, image stitching, camera pose estimation, visual SLAM and other fields [14,15]. With the homography matrix, images taken at different angles can be converted to the same viewing angle to conduct image stitching. That is, the homography matrix has the function of converting the viewing angle. Thus, the two planes of the three-dimensional calibration plate designed in this paper are perpendicular to each other as shown in Figure 3. The relationship between the \((X_w, Y_w)\) of each side plane of the stereo calibration plate and the corresponding pixel coordinate system \((u, v)\) can be represented by a homography matrix \(H\).

![Figure 3. Positional relationship between the homography matrix and the projector camera.](image)
Taking the right plane as an example, the homography matrix is a nonsingular $3 \times 3$ matrix. The homography matrix $H$ that defines the right phase plane to the spatial plane of the stereo calibration plate is as follows:

$$ H_r = \begin{bmatrix} h_{11} & h_{12} & h_{13} \\ h_{21} & h_{22} & h_{23} \\ h_{31} & h_{32} & h_{33} \end{bmatrix} \quad (21) $$

Then,

$$ \begin{bmatrix} X_w \\ Y_w \\ 1 \end{bmatrix} \sim \begin{bmatrix} h_{11} & h_{12} & h_{13} \\ h_{21} & h_{22} & h_{23} \\ h_{31} & h_{32} & h_{33} \end{bmatrix} \begin{bmatrix} u \\ v \\ 1 \end{bmatrix} \quad (22) $$

The matrix is expanded as

$$ X_w = \frac{h_{11}u + h_{12}v + h_{13}}{h_{31}u + h_{32}v + h_{33}}, \quad Y_w = \frac{h_{21}u + h_{22}v + h_{23}}{h_{31}u + h_{32}v + h_{33}} \quad (23) $$

Next, multiply Equation (19) by the denominator to get

$$ h_{11}u + h_{12}v + h_{13} - h_{31}uX_w - h_{32}vX_w - h_{33}X_w = 0 \quad (24) $$
\[ h_{21}u + h_{22}v + h_{23} - h_{31}uY_w - h_{32}vY_w - h_{33}Y_w = 0 \quad (25) $$

If the modulus of the homography matrix $H$ is changed to one, the homography matrix with eight degrees of freedom requires at least four corner points to be calculated.

$$ h_{11}^2 + h_{12}^2 + h_{13}^2 + h_{21}^2 + h_{22}^2 + h_{23}^2 + h_{31}^2 + h_{32}^2 + h_{33}^2 = 1 \quad (26) $$

In practical applications, the calculated point pairs will contain noise. For example, the position of a point may deviate by a few pixels. If only four point pairs are used to calculate the homography matrix, the probability of an error will be very large. To obtain more accurate data, generally, more than four points are used to calculate the homography matrix. In addition, using a direct linear solution to solve linear equations is usually not sufficient to obtain the optimal solution. Therefore, in actuality, we use the singular value decomposition calculation and then apply all the data collected to the matrix to obtain the entire matrix in the matrix box on the right side of the stereo calibration plate.

Through the stereo calibration plate, the image coordinates of the corner points of the rectangular frame and the corresponding world coordinates are obtained, and the homography matrix of the phase plane to the space plane is obtained. Furthermore, according to the characteristics of the designed stereo calibration plate, the remaining part in the rectangular frame is obtained by the homography matrix. The image coordinates of the element and the corresponding world coordinates are calibrated. Therefore, the method does not need to acquire a large number of coded pictures for the phase decoding in each pose.

4. Experimental Results and Analysis

4.1. Experimental Layout

The experiment described in this paper adopts the structure cursor positioning system to verify the accuracy and experimental effect of the improved stereo calibration plate on the object reconstruction. The experimental object is a screw model. The system uses an MV-UB130M black and white camera with a resolution of 1280 pixel $\times$ 1024 pixel, a DLP projector with a resolution of 1366$\times$768, a two-way swing arm control system, a PC software system and a stereo calibration board. The physical construction of the 3D reconstruction system is shown in Figure 4.
A certain frequency of structured light is projected onto the surface of the object by a projector, and a deformed raster image is generated on the surface of the object. Then, a CCD camera is used to obtain a two-dimensional distorted image of the object. Finally, the distorted raster image is compared with the reference grating, and after conducting Fourier transform dephasing, the 3D profile of the object can be obtained. The structure cursor system diagram and the multifrequency structure raster projection diagram are shown in Figure 5.

### 4.2. Stereo-Calibration Results

According to the solution algorithm of the homography matrix above, a homography matrix from the image plane to the spatial plane can be obtained, as shown in Table 1. In addition, OpenCV can very accurately calculate the homography matrix between the corresponding pairs of points. Usually, these corresponding point pairs are automatically calculated using a feature matching algorithm such as SIFT or SURF. However, some location information is manually selected here. The experiment can obtain multiple sets of calibration data, and the data can be input into the above formula to obtain the parameter matrix of the camera and the parameter matrix of the projector, as shown in Table 2.

![Structured light calibration system diagram.](image)

**Figure 4.** (Left) Top view of experimental equipment (right) Left view of experimental equipment.

![Multifrequency structure grating.](image)

**Figure 5.** (Left) Structured light calibration system diagram. (right) Multifrequency structure grating projection.

### Table 1. Uniform matrix of the image plane to the space plane.

| Matrix | The Left Plane of the 3D Object | The Right Plane of the 3D Object |
|--------|---------------------------------|---------------------------------|
| $H$    | 0.0948 0.0713 $-29.8136$ | 0.0607 $3.1263 \times 10^{-04}$ $-19.1748$ |
|        | 0.02074 $-11.2860$ 38.9553 | $-0.0157$ $-0.0560$ 28.3833 |
|        | 0.0013 $-1.1283 \times 10^{-04}$ 1 | $-7.1023 \times 10^{-04}$ $5.0013 \times 10^{-05}$ 1 |
The reprojection error graph reflects the accuracy of the calibration. In the calibration, we often use the phase shift method. A total of 192 pictures are projected \((8 \times 3 \times 2 \times 4 = 192)\). At the same time, ensure that the calibration plate cannot move during scanning. This is also inconvenient for a two-position calibration board that cannot be fixed. In the method proposed in this paper, first, a standard four-step phase-shift method is used to project a raster projection of three frequencies. Only 24 pictures need to be projected, and the stereo calibration plate does not need to concern the fixation problem. After this, the camera perspective of one of the attitudes is collected, and the relationship between the camera and the projector is obtained by solving the phase using the multi-frequency extrapolation method, and then a picture of the perspective of the projector is generated. Camera calibration is implemented based on MATLAB’s own toolkit CameraCalibrator. The comparison result of the back projection error after calibration is shown in Figure 6.

Each corner point is subjected to back projection imaging after applying the calibrated model, and the error magnitude can be visually represented by a reprojection error map \([16,17]\). Reprojection error refers to the error between the point projected theoretically and the measurement point on the image. The reprojection error graph reflects the accuracy of the calibration. In the calibration, we often use the reprojection error as the evaluation standard of the final calibration effect \([18,19]\). As can be seen from Figure 6, the backprojection error radius decreases to 0.2.

**Table 2. System calibration data.**

| \(M_{inc}\) | \(M_{up}\) |
|----------------|----------------|
| 12.3651 | −0.0013 | 3.4078 | 286.3699 |
| 0.2793 | −11.4860 | 3.9055 | 427.9648 |
| \(8.8289 \times 10^{-04}\) | −1.7289 \times 10^{-04} | 0.0645 | 1 |
| 0.0038 | −0.1204 | 0.0643 | 3.4562 |
| \(9.7289 \times 10^{-04}\) | −5.7289 \times 10^{-04} | 0.0216 | 1 |

The ease of operation of this method is compared with that of the traditional two-dimensional calibration method. The basic steps of the traditional two-dimensional calibration method can be divided into the following steps. First, print a checkerboard and paste it on a flat plate. Second, use a checkerboard to collect calibration data for eight poses. Each pose requires a camera picture. The projector needs to project sinusoidal phase shift coded pictures at three frequencies. Third, the projection of sine-coded pictures in both horizontal and vertical directions create the target image of the projector. In addition, the system dephases the multi-frequency grating based on the four-step phase shift method. A total of 192 pictures are projected \((8 \times 3 \times 2 \times 4 = 192)\). At the same time, ensure that the calibration plate cannot move during scanning. This is also inconvenient for a two-position calibration board that cannot be fixed. In the method proposed in this paper, first, a standard four-step phase-shift method is used to project a raster projection of three frequencies. Only 24 pictures need to be projected, and the stereo calibration plate does not need to concern the fixation problem. After this, the camera perspective of one of the attitudes is collected, and the relationship between the camera and the projector is obtained by solving the phase using the multi-frequency extrapolation method, and then a picture of the perspective of the projector is generated. Camera calibration is implemented based on MATLAB’s own toolkit CameraCalibrator. The comparison result of the back projection error after calibration is shown in Figure 6.

Each corner point is subjected to back projection imaging after applying the calibrated model, and the error magnitude can be visually represented by a reprojection error map \([16,17]\). Reprojection error refers to the error between the point projected theoretically and the measurement point on the image. The reprojection error graph reflects the accuracy of the calibration. In the calibration, we often use the reprojection error as the evaluation standard of the final calibration effect \([18,19]\). As can be seen from Figure 6, the backprojection error radius decreases to 0.2.

![Reprojection error graph](image)

**Figure 6.** Comparison of reprojection errors between the two methods. (The referenced line represents the radius of a 0.1-pixel circle).

### 4.3. Three Dimensional-Surface Reconstruction Results

To verify the measurement accuracy of the calibration method of this paper, a model with a small volume and a localized complex irregular screw part is scanned, and the screw scanning process is shown in Figure 7.
4.3. Three Dimensional-Surface Reconstruction Results

To verify the measurement accuracy of the calibration method of this paper, a model with a small volume and a localized complex irregular screw part is scanned, and the screw scanning process is shown in Figure 7.

The original picture of the screw is shown in Figure 8. The reconstruction result obtained after calibration is better than the traditional calibration method. A smaller amount of reconstructed object information is lost, and the splicing success rate is higher. In Figure 9a, the inaccuracy of the calibration may make the subsequent splicing steps based on the feature points difficult, resulting in the lack of fused information after reconstruction. In Figure 9b, after the calibration of the stereo icon fixed plate used in the figure, the surface of the screw is smooth, no information is missing, and the visual effect is good. The comparison of reconstruction parameters is shown in Table 3. According to the table data, the accuracy reached 0.03 mm–0.05 mm.

Figure 7. Multi-frequency grating projected onto screw model.

Figure 8. Physical picture of the screw.

Figure 9. (Left) traditional calibration method screw model fusion results. (Right) Screw model fusion result after the calibration of the stereo calibration plate.
Table 3. Comparison of reconstruction parameters.

| Screw                  | Length (mm) | Head Thickness (mm) | Hex Diameter (mm) | Tooth Pitch (mm) |
|------------------------|-------------|---------------------|-------------------|-----------------|
| Standard parameters    | 64.0        | 10.0                | 1.9               | 1.25            |
| Reconstruction parameters | 64.03      | 10.04               | 1.95              | 1.23            |

5. Conclusions

In this paper, a fast and simple calibration method for a structured light 3D system is proposed. Through the improved stereo calibration plate, a large amount of calibration data is obtained using the homography matrix. Subsequently, through the internal constraints of perspective projection, the internal and external parameters are optimized. The calibration of the structured optical system is realized. The experimental results show that the object can be accurately measured and reconstructed in three dimensions through the calibration method. Moreover, compared with the original method, the calibration time is shortened and the calibration step is simplified. However, there are still some shortcomings in the method of this paper. There is a great need for the surface of the homemade three-dimensional board to be flat. In the follow-up work, this aspect will be further studied to improve the calibration efficiency.
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