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Abstract
We investigate the problem of efficiently computing optimal transport (OT) distances, which is equivalent to the node-capacitated minimum cost maximum flow problem in a bipartite graph. We compare runtimes in computing OT distances on data from several domains, such as synthetic data of geometric shapes, embeddings of tokens in documents, and pixels in images. We show that in practice, combinatorial methods such as network simplex and augmenting path based algorithms can consistently outperform numerical matrix-scaling based methods such as Sinkhorn [8] and Greenkhorn [2], even in low accuracy regimes, with up to orders of magnitude speedups. Lastly, we present a new combinatorial algorithm that improves upon the classical Kuhn-Munkres algorithm.

1 Introduction
The optimal transport (OT) problem can be defined formally as follows: given a supply distribution \(r \in \mathbb{R}^n\) and a demand distribution \(c \in \mathbb{R}^m\), find the optimal flow \(X \in \mathbb{R}^{n \times m}\) that minimizes the overall transportation cost:

\[
\min_{X} \langle C, X \rangle, \quad \text{s.t.} \quad Xr = r \quad \text{and} \quad X^Tc = c,
\]

where \(C\) denotes the cost matrix, \(X\) the flow matrix, and \(1_r \in \mathbb{R}^m\) and \(1_c \in \mathbb{R}^n\) the all-ones vectors. The Hitchcock-Koopmans transportation problem is a special case of the above – where \(r\) and \(c\) consist of only positive integers. Further, the case when \(r\) and \(c\) are all-ones vectors is known as the assignment problem.

The OT problem has recently received much attention as an algorithmic subroutine, due to its relevance to the machine learning community [8 15 2 10 7 25 30].

At first glance, Equation 1.1 can simply be solved exactly using an efficient linear program solver [24] in about \(n^2.5\) time. However, to our knowledge, there have yet to be publically available packages that implement these more numerically driven methods efficiently. Numerical techniques based on entropic regularization [8, 4 15 2] have been shown to be scalable, both in terms of practice and their asymptotic runtimes. In particular, [8] and [2] are near-linear time additive approximation algorithms for the optimal transport problem.

On the other hand, many combinatorial techniques also give exact algorithms for the OT problem. The Kuhn-Munkres (a.k.a. Hungarian) algorithm [14 20 28] solves the assignment problem exactly in \(O(n^3)\) time. For the optimal transport problem, Gabow and Tarjan [12] gave an \(O(n^{2.5} \log(nN))\) time algorithm, involving scaling costs to integers and solving the transportation problem. Here, \(N\) refers to the largest element in the cost matrix. Using the technique of scaling to integer demands and supplies, min-cost flow algorithms such as network simplex [1] also provide exact algorithms for the optimal transport problem in \(O(n^3 \log n \log(nN))\) time. Recently, Lahn et. al. [22] modified the Gabow-Tarjan algorithm to give a faster approximation algorithm.

The computation of optimal transport distances has recently gained momentum across multiple problem domains, such as natural language processing [21] and image retrieval [21 8 32]. Additionally, computing optimal transport distances between probability distributions has direct applicability to tasks involving unsupervised learning [3 6], semi-supervised learning [33], clustering [10], and several other applications [17]. Therefore, it is essential to develop a good understanding of the efficiency and effectiveness of the various methods across different types and sizes of data. As far as we are aware, there have not been comprehensive studies that rigorously cross-examine the accuracies and performances of the classical and more recent methods to solve the OT problem. We seek to fill that void in this study, for a variety of relevant datasets. We also present a new batched KM algorithm that significantly outperforms classical KM in practice.

In this paper, we compare various exact and approximate OT algorithms ranging from combinatorial methods to numerical ones based on matrix rescaling. We perform comparisons in BLAS-optimized versions of C++ when possible [1].
2 Optimal Transport Algorithms

In this section, we outline the efficient OT algorithms evaluated in our experiments.

2.1 Network Simplex. Network simplex [1] is a specialized version of the simplex algorithm that solves the min-cost max-flow problem on graphs. Formulating the min-cost max-flow problem as a linear program, each edge corresponds to a variable. Similar to the set of basic variables in the original simplex algorithm, the network simplex algorithm maintains a spanning tree of edges.

The following observation explains why it is sufficient to maintain a spanning tree. Consider some flow on a graph. We say an edge is nonbasic if the amount of flow along it is not equal to 0 nor its capacity. If there exists an undirected cycle formed by nonbasic edges, we can send flow along the cycle clockwise or counterclockwise to decrease the cost until some edge becomes basic. Thus, we observe that in an optimal solution, the nonbasic edges always form a spanning tree (or forest).

The network simplex algorithm restricts its search amongst such spanning trees. In each step, the algorithm finds a basic edge (the entering edge) and the path in the spanning tree connecting the two endpoints of that edge. It then tries to push flow along the cycle formed by the edge and the path in a direction that decreases the total cost. The entering edge generally becomes nonbasic and is then included in the spanning tree, while another edge in the tree path (the leaving edge) becomes basic and leaves the tree.

2.2 Matrix Scaling. Matrix scaling methods are developed to derive approximate solutions to the optimal transport linear problem. Here we discuss Sinkhorn [8] and Greenkhorn [2].

To improve numerical stability of matrix scaling methods, we track and scale the logarithm of the flow values to avoid under- and overflows.

2.2.1 Sinkhorn. Cuturi [8] opened up a new line of work that uses matrix scaling to find approximate solutions to the optimal transport problem, by finding the Sinkhorn distance $d_n^\eta(r,c) := \langle X^\eta, C \rangle$, with $X^\eta$ a solution to the OT problem with entropy regularization:

$$X^\eta = \arg \min_{X} \left( \langle X, C \rangle - \frac{1}{\eta} h(X) \right)$$

where $\eta > 0$, $h(X) = -\sum_{i,j} X_{i,j} \log(X_{i,j})$ denotes entropy, and the flow $X$ is optimized over the feasible region where $X1_r = r$ and $X^T1_c = c$. The idea of entropic regularization for this problem, although not a novel one, proves very effective in finding approximate solutions to the OT problem.

Adding the entropy term to the objective function enforces a structure to the solution $X^\eta$: $X^\eta = D_1 e^{-\eta C} D_2$, where $e^{-\eta C} \in \mathbb{R}^{n \times m}$ is the entrywise exponential of $-\eta C$, and $D_1 \in \mathbb{R}^{n \times n}$ and $D_2 \in \mathbb{R}^{m \times m}$ are diagonal matrices.

Therefore, $X^\eta$ and hence the Sinkhorn distance $d_k$ can be computed by iterative matrix scaling on the matrix $e^{-\eta C}$, whereby all rows and all columns are alternately scaled to minimize the residue, i.e. the difference between current row or column sums and the target row or column sums.

After the residue $\|r - X1_r\|_1 + \|c - X^T1_c\|_1$ drops below a preset threshold $\epsilon$, the flow $X$ is rounded so that the solution lies in the feasible region, i.e. $X1_r = r$ and $X^T1_c = c$. As described in Section 2.2.2 this rounding does not necessarily bring the solution closer to the optimum.

2.2.2 Greenkhorn. Greenkhorn [2] is a greedy adaptation of Sinkhorn; instead of scaling all rows and all columns simultaneously, Greenkhorn scales one row or one column where the gain is the most, i.e. where the discrepancy between the current row or column sum and the target row or column sum is the largest. Greenkhorn brings the theoretical runtime down to $O(n^2 \log(n)) (N/\delta)^3$.

[2] shows that Greenkhorn converges with fewer row/column updates than Sinkhorn. However, one Greenkhorn update is more expensive than one Sinkhorn update, as Sinkhorn updates all rows or all columns simultaneously, whereas Greenkhorn needs to keep track of which row and which column to update next.

Rounding. Both Sinkhorn and Greenkhorn output not only an approximate OT distance, but also a feasible flow. This is achieved by a supplementary rounding procedure [2], which first scales all routed flows down to at most the target supplies and demands, and then distributes the leftover supplies proportional to the leftover demands. This routing of the leftover supplies, while ensuring feasibility of the solution, often results in a worse OT distance approximation on the datasets tested.

The effect of rounding on the objective can be bounded as follows: without rounding, since

$$\|r - X1_r\|_1 + \|c - X^T1_c\|_1 \leq \epsilon,$$

there exists a rounded solution $X'$ satisfying

$$X'1_r = r \text{ and } X'^T1_c = c,$$

such that

$$\| (C, X') - (C, X) \| \leq \epsilon \| C \|_\infty.$$ 

This loss in the objective is negligible compared to the total transport cost in most real world datasets.
2.3 Combinatorial Optimal Transport

2.3.1 Variations of the Hungarian algorithm. Combinatorial methods such as the Hungarian algorithm can be used to solve the min cost matching problem on a bipartite graph, the fastest implementation of which converges in $O(n(n+n \log n))$ time, where $n$ and $m$ are the number of vertices and edges, respectively. Gabow [11] developed a scaling algorithm for min cost matching, where the costs are doubled $\log(N)$ times, here $N$ is the largest magnitude of a cost. This algorithm converges in $O(mn^{3/4} \log(N))$ time.

Gabow and Tarjan [12] improved this result with a different scaling algorithm, wherein the costs are doubled $\log(nN)$ times instead of $\log(N)$ times, using an additional $\log(n)$ scalings to ensure that the last approximate optimum is exact. This scaling mechanism allows the algorithm to simulate both the Hungarian algorithm and the Hopcraft-Karp algorithm simultaneously, in the low-cost regime. The increased number of scalings improves the time to convergence to $O(m\sqrt{n} \log(nN))$. This matchings algorithm can be extended to produce an optimal transport flow in $O((m\sqrt{nS}+S \log(S)) \log(nN))$ time, where $S = \sum_{i} r_{i}$ is the sum over all supplies.

More recently, Lahn et al. [22] adapted the Gabow-Tarjan scaling algorithm to bound the runtime for approximate optimal transport flows with additive errors by $O(n^{2}(N/\delta) + n(N/\delta)^{2})$, where $\delta$ is the additive error.

Batched KM. We develop a new variant of the Hungarian (Kuhn-Munkres) algorithm using a single scaling factor, which while does not have improved theoretical performance over classical KM, outperforms classical KM in practice, as shown in Table 3. The technique is based on the observation that up to a small error, most of the OT data sets are well-approximated by one where all edge costs are small integers. The algorithm routes maximal sets of augmenting paths along the tight edges, and augments the matching with them. When no such augmentations are found, the algorithm then adjusts the dual potentials across a cut separating the left sources and the right sinks in the same manner as KM.

The main advantage of this ‘batched KM’ method is that the costs spent on finding the augmenting paths is amortized over the total number of edges after each step, and the number of tight edges at each round is small. Intuitively, the small edge weights mean that the maximum distance (dual potential) at the end is small. So each round of maximal path augmentation is analogous to computing a maximum matching on a (dense) graph, which in practice is a much easier problem.

2.3.2 MC64 and Matchbox

MC64. MC64 is a matching routine originally developed by Duff and Koster [25], and is popularly known as the MC64 subroutine in the HSL Mathematical Software Library [34]. MC64 produces a matrix column permutation that maximizes certain aspects of the diagonal terms, such as the smallest term or the sum or product of the diagonal terms. This can be easily adapted to solve bipartite matching problems. We benchmark using SuperLU’s [27] implementation.

Matchbox. Matchbox is a toolkit for exact and approximate matching problems developed at Purdue University. These algorithms are directly applicable to the assignment problem, and we benchmark using the bipartite matching algorithm that optimizes with respect to edge weights.

2.3.3 The auction algorithm. The auction algorithm [5] is a combinatorial algorithm that approximately solves the min cost matching problem on a bipartite graph. It maximizes the total reward $\sum_{ij} R_{ij}X_{ij}$, given bidders $u_{i}$, prices $p_{j}$, and pairwise rewards $R_{ij}$. The auction algorithm repeatedly attempts to find a matching where each individual reward is maximized at the current $p_{j}$, and while this not possible, incrementally raises $p_{j}$ until such a matching is possible. This can be used to find the optimal flow by setting $R_{ij} = -C_{ij}$. Note that the bidding and price increment phases can be parallelized. $\epsilon$-scaling can be used to accelerate the algorithm. Here we benchmark the auction algorithm in the unit-capacitated setting with $\epsilon$-scaling.

3 Experiments

3.1 Experimental Setup. All our code is in C++. All experiments are single threaded and performed on an Intel(R) Xeon(R) Platinum 8168 @ 2.70GHz cpu with Ubuntu 18.04.2 LTS (GNU/Linux 4.18.0-1024-azure x86_64). For matrix operations in the implementations of Sinkhorn and Greenkhorn, we use the highly optimized OpenBLAS [34] for Basic Linear Algebra Subprograms (BLAS).

3.2 Datasets. We consider four settings to compute the OT problem: between integral points filling geometric regions in the shape of a disk and a square, between word embeddings of texts, between MNIST images, and between CIFAR images. We release an expanded version of these datasets for public benchmarking.
CircleSquare. CircleSquare describes a min cost matching problem between integral points. Given a square region and circular region in $\mathbb{R}^2$ that share the same center and contain the same number of integral points, CircleSquare asks for a matching between the two sets of integral points such that the total Euclidean distance between matched points is minimum.

NLP. We create distributions from disjoint portions of the novel The Count of Monte Cristo. Each sample contains 900 lines of text, with varying lengths. The text is tokenized with AllenNLP[14] and stopwords are removed. The resulting tokens are embedded into $\mathbb{R}^{100}$ with 100-dimensional GloVe[29] word embeddings, creating a $N \times 100$ matrix, where $N$ is the number of tokens in the distribution. The capacities are integral vectors of size the number of tokens, and the cost matrix contains pairwise Euclidean distances between the token embeddings in a pair of distributions.

MNIST. The MNIST[23] dataset contains black and white images of size $28 \times 28$ pixels, thus each image gives a capacity distribution of length-784 ($28^2$), where capacity values are determined by pixel intensities. Since this vector is a priori sparse, we keep only the nonzero coordinates for efficiency. To compute the optimal transport between two distributions, the cost matrix consists of the pairwise Euclidean distances between the $(x, y)$ coordinates in each distribution. The supply and demand capacity vectors are appropriately normalized and rounded such that the supply and demand sum to the same.

CIFAR. The CIFAR[18][19] dataset contains color images of size $32 \times 32$ pixels. To construct a distribution from an image, we represent each pixel as a $(x, y, r, g, b)$ tuple, and scale each tuple such that the range of each coordinate is $[0, 1]$. Each image is thus represented as a $1024 \times 5$ matrix, and the cost matrix between two images is computed as the Euclidean distance matrix between the two $1024 \times 5$ representations. The capacities are integral vectors of size 1024, appropriately normalized and rounded such that the supply and demand capacities sum to the same.

Table[1] contains metadata about the various datasets that we test the algorithms on.

4 Results

4.1 Algorithm configurations. The following is a brief description of the parameters and settings used in the implementations of the algorithms described in Section[2]

Lemon NS. This is an exact solution using the network simplex algorithm. This is implemented in C++ by using the network simplex module from Lemon[5][9] as a blackbox which computes minimum cost flows.

KM and variants. We use an implementation using the Kuhn-Munkres (Hungarian) algorithm given by Ivanov Maxim[7] which is an exact algorithm.

We present the results of exact KM and our fast variant batched KM in Table[2] and Table[6]

MC64 and Matchbox. We use SuperLU’s implementation[7] for MC64 and the original implementation[7] for Matchbox. These implementations are applicable to graphs with unit-capacitated supplies and demands.

Auction. In the case when the edge weights are integral, the auction algorithm gives an exact solution when the slack parameter, $\epsilon$, is less than $1/n$, since a feasible solution produced by the auction algorithm is guaranteed to be within $n\epsilon$ of the optimal cost. In practice, however, increasing the value of $\epsilon$ can continue to yield exact solutions since integral edge weights lead to discrete solutions. We use the highest $\epsilon$ that still gives an exact solution, to obtain the fastest possible runtime.

However, the relation between runtimes and $\epsilon$ is not necessarily monotonic, especially when $\epsilon \gg 1$. In our implementation, we allow for some slack in the demand being satisfied by the algorithm, in particular, we make sure all but two nodes are matched. For the remaining two nodes on either side, we simply pick the cheaper assignment among the two possibilities.

$\epsilon$ scaling is often part of the auction algorithm to speed up convergence. Here $\epsilon$ is regularly decreased to allow for more exact routing of flows of similar costs. We refer to this version of the algorithm as AuctionScaled.

Sinkhorn. The approximation factor and runtime of the Sinkhorn algorithm depend on our choice of $\eta$ (the regularization parameter) and $\epsilon$ (the maximum allowed distance to feasible solution).

We first fix $\epsilon$ to be 0.1% of the total demand (or equivalently, total supply). In most popular implementations of Sinkhorn, this leftover demand is satisfied using a rounding technique, as discussed in Section[2]. However, rounding results in a significant timing overhead without always bringing the objective closer to optimality (in

---

[1] https://lemon.cs.elte.hu/trac/lemon
[2] http://e-maxx.ru/algo/assignment_hungary
[3] https://github.com/xiaoyell/superlu
[4] https://github.com/CSCsw/matchbox
[5] https://www.cs.toronto.edu/~kriz/cifar.html
| Dataset   | n   | m   | supply/demand range | total demand | cost range      |
|-----------|-----|-----|---------------------|--------------|-----------------|
| CS100     | 100 | 100 | 1 - 1               | 100          | 1365 - 1382653  |
| CS900     | 900 | 900 | 1 - 1               | 900          | 445 - 1554383   |
| CS2500    | 2500| 2500| 1 - 1               | 2500         | 0 - 1571480     |
| CS4900    | 4900| 4900| 1 - 1               | 4900         | 8 - 1579922     |
| mnist0    | 116 | 169 | 54 - 13818          | 999929       | 0 - 234         |
| mnist1    | 165 | 172 | 144 - 9194          | 999961       | 0 - 241         |
| mnist2    | 64  | 136 | 218 - 25833         | 999961       | 0 - 226         |
| mnist3    | 193 | 168 | 68 - 8671           | 999933       | 0 - 209         |
| mnist4    | 120 | 75  | 208 - 15741         | 999945       | 0 - 204         |
| mnist5    | 82  | 137 | 72 - 18332          | 999950       | 0 - 219         |
| mnist6    | 135 | 148 | 43 - 12037          | 999926       | 0 - 219         |
| mnist7    | 129 | 134 | 88 - 12107          | 999948       | 0 - 262         |
| mnist8    | 174 | 210 | 65 - 8297           | 999920       | 0 - 220         |
| mnist9    | 176 | 106 | 95 - 15903          | 999942       | 0 - 233         |
| NLP1      | 1389| 1638| 9 - 7270            | 81400        | 0 - 11577502    |
| NLP2      | 1860| 1614| 10 - 7020           | 89030        | 0 - 10839515    |
| NLP3      | 1556| 1555| 9 - 6760            | 80210        | 0 - 11512870    |
| NLP4      | 1788| 1757| 10 - 6390           | 88190        | 0 - 11480738    |
| NLP5      | 1705| 1775| 8 - 6729            | 81820        | 0 - 11401853    |
| CIFAR1    | 1024| 1024| 1 - 1               | 1024         | 5 - 610         |
| CIFAR2    | 1024| 1024| 1 - 1               | 1024         | 9 - 611         |
| CIFAR3    | 1024| 1024| 1 - 1               | 1024         | 10 - 619        |
| CIFAR4    | 1024| 1024| 1 - 1               | 1024         | 5 - 568         |
| CIFAR5    | 1024| 1024| 1 - 1               | 1024         | 3 - 600         |
| CIFAR6    | 1024| 1024| 1 - 1               | 1024         | 5 - 654         |

Table 1: Details of datasets used in our experiments.

4.2 Comparison between algorithms. We first compare the algorithms on graphs with unit demands and supplies, i.e., algorithms for the assignment problem. In Table 2, we compare the runtimes of exact algorithms for the problem.

At a high level, while the gap between algorithms is not large, we observe that Lemon NS outperforms other algorithms in most datasets. Note that Auction times out before achieving a perfect matching on CS4900. We visualize this in the following performance profile of the algorithms in Figure 1. For an algorithm, the performance factor \( f \in [1, \infty) \) is defined as the factor by which it is slower than the fastest algorithm on a particular dataset. The fastest algorithm has \( f = 1 \). For an algorithm, we plot \( f \) versus the number of datasets for which the algorithm has a performance factor at most \( f \).

Next, we compare the approximation algorithms for the assignment problem, shown in Table 3. For fair comparison, we fix the desired approximation factor to be 5 on average.

Greenkhorn. Similar to Sinkhorn, we fix \( \epsilon \) to be 0.1% of the total demand, and pick the smallest possible regularization parameter \( \eta \) for which we obtain a 1.1-approximate solution. Note that the relation between the approximation factor and the regularization parameter \( \eta \) is not affected by the order in which the rows and columns are updated. Hence, the values of \( \eta \) from Sinkhorn experiments are also applicable for Greenkhorn.

To maintain parity with Sinkhorn, we only compute the total flow cost once every \((m + n)/2\) iterations of Greenkhorn - corresponding to one iteration of Sinkhorn.
Table 2: Comparison of runtimes between various methods for exact OT computation on graphs with unit demands and supplies (assignment problem).

| Graph  | Lemon NS | KM    | Auction | Matchbox | MC64 |
|--------|----------|-------|---------|----------|------|
| CS100  | 0.001s   | 0.001s| <0.001s | 0.001s   | 0.001s|
| CS900  | 0.076s   | 0.155s| 0.405s  | 0.134s   | 0.157s|
| CS2500 | 1.253s   | 1.469s| 5.027s  | 2.692s   | 2.368s|
| CS4900 | 7.411s   | 14.53s| -       | 25.06s   | 23.02s|
| CIFAR1 | 0.178s   | 0.368s| 0.055s  | 0.346s   | 0.359s|
| CIFAR2 | 0.151s   | 0.142s| 0.073s  | 0.212s   | 0.206s|
| CIFAR3 | 0.167s   | 0.297s| 0.071s  | 0.379s   | 0.536s|
| CIFAR4 | 0.178s   | 0.297s| 0.133s  | 0.351s   | 0.219s|
| CIFAR5 | 0.216s   | 0.288s| 0.172s  | 0.308s   | 0.354s|
| CIFAR6 | 0.192s   | 0.528s| 0.351s  | 0.605s   | 0.678s|

Lastly, we evaluate algorithms which also allow for non-unit demands and supplies. Among the algorithms we discuss, only Lemon NS, Sinkhorn and Greenkhorn satisfy this property. We compare their runtimes in Table 4.

From Table 4 we see that despite allowing a 10% margin of error to Sinkhorn and Greenkhorn, they do not outperform Lemon NS on any dataset. In fact, Greenkhorn is at least an order of magnitude slower.

4.3 Effect of regularization in matrix scaling techniques. In both matrix scaling methods - Greenkhorn and Sinkhorn, the accuracy of the algorithm depends crucially on the choice of $\eta$. As we increase the value of $\eta$, the algorithm requires more iterations to converge and naturally also approaches a better approximation factor.

Figure 3 shows the relation between the accuracy of matrix scaling methods with increasing values of $\eta$. Note that this value of $\eta$ is selected assuming that the maximum value of the cost matrix is 1. This allows for a fair comparison between different datasets. The matrices have been scaled appropriately to accommodate this.

As can be seen from Figure 3, significantly high values of the regularization parameter $\eta$ are required for the algorithms to reach an approximation arbitrarily close to optimal. This creates many issues in practice because higher values of $\eta$ require higher float precision from the compiler (due to very small exponentials appearing).

Figure 4 shows the number of iterations needed for the algorithm to converge as a function of the desired approximation factor (or equivalently, $\eta$).

We see that the number of iterations grows super-linearly, and this can cause algorithms to be very slow when trying to reach a solution with high accuracy.
### Table 3: Comparison of runtimes between various approximation algorithms for OT on graphs with unit demands and supplies (assignment problem). Here, all methods produce a 1.1-approximate solution.

| Graph    | Lemon NS (exact) | Sinkhorn (1.1-approx) | Greenkhorn (1.1-approx) |
|----------|------------------|-----------------------|------------------------|
| CS100    | 0.002s           | 0.004s                | 0.071s                 |
| CS900    | 0.003s           | 0.008s                | 0.117s                 |
| CS2500   | 0.001s           | 0.001s                | 0.017s                 |
| CS4900   | 0.003s           | 0.025s                | 0.450s                 |
| CIFAR1   | 0.001s           | 0.001s                | 0.016s                 |
| CIFAR2   | 0.002s           | 0.008s                | 0.120s                 |
| CIFAR3   | 0.002s           | 0.003s                | 0.035s                 |
| CIFAR4   | 0.003s           | 0.005s                | 0.091s                 |
| CIFAR5   | 0.002s           | 0.005s                | 0.079s                 |

### Table 4: Comparison of runtimes between various methods for OT on graphs with non-unit demands and supplies.

| Graph | Lemon NS (exact) | Sinkhorn (1.1-approx) | Greenkhorn (1.1-approx) |
|-------|------------------|-----------------------|------------------------|
| mnist0| 0.454s           | 1.950s                | 9.246s                 |
| mnist1| 0.582s           | 2.901s                | 9.813s                 |
| mnist2| 0.464s           | 2.499s                | 7.838s                 |
| mnist3| 0.558s           | 1.776s                | 9.252s                 |
| mnist4| 0.547s           | 2.519s                | 9.801s                 |

### 5 Conclusion

This work systematically profiled the performance of two broad classes of algorithms to solve the optimal transport problem: combinatorial and matrix-scaling based methods. We observed that despite the design of asymptotically faster algorithms for optimal transport, combinatorial algorithms such as network simplex, auction algorithms, and adaptations of Kuhn-Munkres are able to significantly outperform newer matrix rescaling based algorithms in speed, despite a 10% error allowance for the latter. Matrix scaling methods still enjoy the advantage of being differentiable – hence more easily adaptable to neural network learning – as opposed to the combinatorial methods studied, this work leaves the door open for developing differentiable analogs of the combinatorial algorithms.
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