Coupling NCA Dimensionality Reduction with Machine Learning in Multispectral Rock Classification Problems
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Abstract: Though multitudes of industries depend on the mining industry for resources, this industry has taken hits in terms of declining mineral ore grades and its current use of traditional, time-consuming and computationally costly rock and mineral identification methods. Therefore, this paper proposes integrating Hyperspectral Imaging, Neighbourhood Component Analysis (NCA) and Machine Learning (ML) as a combined system that can identify rocks and minerals. Modestly put, hyperspectral imaging gathers electromagnetic signatures of the rocks in hundreds of spectral bands. However, this data suffers from what is termed the ‘dimensionality curse’, which led to our employment of NCA as a dimensionality reduction technique. NCA, in turn, highlights the most discriminant feature bands, number of which being dependent on the intended application(s) of this system. Our envisioned application is rock and mineral classification via unmanned aerial vehicle (UAV) drone technology. In this study, we performed a 204-hyperspectral to 5-band multispectral reduction, because current production drones are limited to five multispectral bands sensors. Based on these bands, we applied ML to identify and classify rocks, thereby proving our hypothesis, reducing computational costs, attaining an ML classification accuracy of 71%, and demonstrating the potential mining industry optimisations attainable through this integrated system.
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1. Introduction

The adoption of advanced automated technology into various industries has proven to be highly effective in improving sustainability and efficiencies. This is greatly due to the optimisation of system designs, data collection methods and the overall implementation of automation. With this said, the mining industry has been no stranger to this growing trend. This industry strives for the improvement of safety regulations via increasing the distance between miners and the environment [1]. This is where automated technology plays its part, by improving site data collection methods followed by high accuracy analysis methods [2]. One of such improvements has been demonstrated by researchers [2,3], where they employed hyperspectral signatures of rocks and a neural network to classify rocks based on their spectral signatures. With such studies have proved the advantages of using these technologies in terms of safety and improved data analysis, they have highlighted their main disadvantages. Though the hundreds of spectral bands in hyperspectral imaging...
provide a multitude of highly detailed data [4], this data suffers from what is referred to as the ‘dimensionality curse’. This is defined as the inability to visualise such depth possessing data structures [5].

Moreover, Tong et al. [6] highlight that though deep neural networks acquire high accuracy results, executing them is computationally costly and time-consuming, deeming them highly difficult to employ in rapid on-site investigations [7]. To counter these shortcomings, this paper is a proposal whose attempt is to improve the application of rock spectral imaging. By converting from hyperspectral imaging to multispectral imaging [8], this will be performed through dimensionality reduction (DR) via Neighbourhood Component Analysis (NCA). Lastly, employing different Machine Learning (ML) models whose purpose is to assess the attainable rock discrimination capabilities based on the NCA selected bands as summarised in Figure 1.

The benefits of employing this proposed system within the mining industry are endless. For instance, multispectral signatures of rocks are more than viable in the discrimination of rocks [9] for the purpose of determining the correct blasting procedures based on the type and state of rocks. Moreover, mining engineers are always faced with tasks, such as determining adequate slope angles within open pit mines, determining dilution ratios in the processing of ore, and determining waste rock quantities, amongst other standards [10]. These all depend on rock information, this rock information being attainable via rock multispectral signatures [9] without the need to employ expensive hyperspectral imaging, hence achieving cost efficiency, fast data collection times, and quicker analysis rates.

Other than this, with NCA, engineers should hypothetically be able to convert from using highly detailed hyperspectral data together with its often-redundant datasets [11], to using more specialised multispectral datasets. This specialisation can be set such that...
the multispectral bands focus on detecting specific phenomena, these being specific rocks, minerals, ores, tailings, dam metal contaminants, and more. Moreover, NCA can be used in determining the most important criteria \cite{12} in mining, ore processing, quarrying, geological, and geotechnical assessments. This is through assigning feature weights \cite{12} to datasets, such as rock hardness, presence of clay minerals, weathering intensity and water content, amongst others. These weights consequently allow for the elimination of redundant data based on the intended applications of such data \cite{13}.

Having determined the specific bands viable to discriminate a certain rock and/or mineral database, or equivalent via NCA, the selected features or multispectral bands can be accessed via various machine learning (ML) models to determine the distinguishing capabilities of such models. Their performances are usually judged based time required to train, global accuracies and sub-class precisions \cite{14,15}. Thereafter, engineers should potentially be able to commission the construction of a multispectral sensing device built using the best performing ML model. Consequently, making this integrated system a novel method in which specific rocks, minerals and other phenomena can be classified via a specialised multispectral sensor. Advantages of such would include improved remote sensing, which in turn improves workplace safety, traceability of data and results, and the overall optimisation of the classification system. As one can imagine, our proposed method is not only limited to mining industry applications, and it has the potential to be employed in multitudes of other industries, such as in agriculture, forensics, biology, and banking, amongst others.

To understand the technicalities of this proposed integrated system (Figure 1), we will explain each of these technologies and how they have been previously applied by other researchers in Section 2. Having defined the ideal number of spectral bands whose position within the electromagnetic spectrum will be determined by NCA, these said bands can potentially be employed in multiple areas within the mining industry. One of such potential applications is the development of 5-band-multispectral sensing cameras mountable on unmanned aerial vehicle (UAV) drones, because current industry standards for in-situ classifications related to the state of the environment are usually limited to 5-bands. Therefore, our paper will aim to satisfy the current 5-band multispectral production camera and drone trends, yet still demonstrate the different ways in which this integrated system can be taken advantage of in mining, rock and mineral engineering industries and/or studies.

2. Methodology for Coupling NCA Dimensionality Reduction with Machine Learning

2.1. Hyperspectral Imaging

Hyperspectral imaging, as defined by researchers \cite{2,14}, refers to the collection of hundreds of pixel-scale imagery information pertaining to a subject from within the electromagnetic spectrum. The collection of such data, which in our case was within the Visible-Near-Infrared-Range (VNIR), numerically translates to the 400–1000 nm electromagnetic range \cite{7}. Hyperspectral imaging is a graduation from multispectral imaging, meaning that within the same spectral range, hyperspectral imaging has a higher resolution, thereby facilitating the extraction of detailed spectral signatures \cite{2,7,14}. Since its discovery, it has seen various applications in fields, such as soil sciences, hydrology, geology and the mining industry \cite{7,15}. When an image is captured using hyperspectral camera, such as our 204 band Specim IQ capturing camera, information pertaining to the subject’s interaction with light is recorded \cite{16}. This makes each of the 204 VNIR spectral bands receive a specific signal within each of the approximately 3 nm wide spectral bands. It should be mentioned that camera specifications may differ in terms of the number of spectral bands per spectral range provided by a certain manufacturer. This, in essence, affects the width of each spectral band, it however does not affect the underlying signatures exhibited by specific rocks and minerals.

Having said this, it is evident that analysing hyperspectral data requires sophisticated analysis software. This is because this type of data is computationally costly to analyse, due to the depth of information bands it possesses—often referred to as dimensionalities \cite{5}, hence
the term dimensionality-curse [5,17,18]. To counter this phenomenon, a method referred to as DR needs to be applied to reduce or eliminate redundant information. Doing so requires a selection of the most representative spectral bands, able to distinguish rocks within our database without affecting or altering their inherent spectral signature differences.

2.2. Dimensionality Reduction

DR techniques have in the last couple of decades been a topic of interest for researchers working in computational statistics [19]. It is a key technique in data analysis, aimed at revealing expressive structures and unexpected relationships in multivariate data [20]. It should, however, be noted that, in general, it is not possible to preserve all pairwise relationships between data points in the DR process [12]. DR is used for many purposes; it is beneficial as a visualisation tool to present multivariate data in a humanly accessible form (lower dimensions). Moreover, DR can be applied as a method of feature extraction, and as a preliminary transformation applied to data, such as our rock hyperspectral database prior to the usage of other analysis tools like clustering and classification [21].

There are many criteria that can be used to sort the various methods of DR. With our objective being a classification task, the aim of our DR is, therefore, to project high-dimensional data points in a low-dimensional subspace whilst keeping most of the ‘intrinsic information’ contained in the original data preserved. This, in principle, keeps the within-class-sample compactness and between class-sample distinguishability [22]. The success of which means that low-dimensional presentation of original data may provide enough information for classification.

2.2.1. Supervised vs. Unsupervised Methods

Several DR techniques that reduce the size of the data table, while minimising loss of information have been studied, all of which can describe the essence of the primary data generated. Among these numerous methods, principal component analysis (PCA), linear discriminant analysis (LDA) and maximum margin criterion (MMC) are the most famous ones because of their simplicity and effectiveness [23]. Due to the nature of our data, we found that, geometrically, feature extractors based on maximum margin criterion (MMC) maximise the (average) margin between classes after dimensionality reduction. This would not improve our research as our goal is to use machine learning for this task [23].

On the other hand, the linear discriminant analysis (LDA) method operates by finding a linear combination of input features. However, the performance of LDA is degraded when encountering limited available low dimensional spaces and singularity problems, which is one of the disadvantages of LDA [23]. Lastly, PCA is a linear dimensionality reduction technique that transforms a set of correlated variables into a smaller number of uncorrelated variables called principal components, while retaining as much of the variation in the original dataset as possible [23–25].

In addition, sometimes the performance of these methods is limited, as these methods are often unsupervised. Therefore, these methods only use the global structure of the sample, while ignoring the local structure, which are extremely important in helping to improve the discrimination of the sample in the projection space. To improve on this, we have employed a supervised NCA method. The assumption being, with this supervised method, the outcome of interest informs the DR solution—this occurs because this method naturally considers the local structures and their labels [24].

2.2.2. Why Use NCA

While PCA is one of the most commonly used approaches for DR, the method does not reduce the number of variables [25]. The analyst chooses the number of components to include in analyses based on a prior defined criterion. For example, looking at the screen plot, selecting components with eigenvalues above one, or selecting the number of components that explain a prespecified proportion of the variance in the data [23]. Because PCA forces orthogonality between components, it imposes a rigid structure [23,24].
NCA, on the other hand, performs better both in terms of classification performance in the projected representation and in terms of visualisation of class separation as compared to the standard unsupervised methods. Moreover, regarding NCA, one can substantially reduce the storage, search, running and time spent on waiting costs at the test phase by forcing the learned distance metric to be low rank. This, therefore, favours its potential application in real-time field analyses [26].

NCA is a distance-based feature weighting, non-parametric supervised method, it works by automatically selecting the most significant features [11,25]. To calculate the correlation between features and target, a Mahalanobis distance-based fitness function is used. The weighting of features is carried out as follows; initial weights are assigned randomly, thereafter, weights are updated using the stochastic gradient descent or ADAM optimisation method and Mahalanobis distance-based function, hence positive weights are generated for each feature [11,25,26].

Though Goldberger et al. [11] applied their NCA algorithm for face recognition, they too mention that the NCA algorithm learns a training set distance metric, and can improve k-NN classifications, hence achieving very good performance. Koren & Carmel [20] further support the employment of an NCA model by saying it provides a linear transformation model that optimises the performance of k-NN in the learnt low-dimensional space. These said advantages influenced our desire to employ NCA in distinguishing rocks from within our rock hyperspectral database.

However, researchers [11,20,26,27] note that unlike the common PCA method, which is both convex and has an analytical solution, another key difference distinguishing the two is that NCA is a non-convex optimisation problem. This means every time one runs NCA, they may get a different solution, and like K-Means and other non-convex algorithms, it is advisable to run it more than once and take the best solution. Hence, our paper presents the best NCA bands from having run NCA multitudes of times and selected features that express themselves most frequently. Researchers [20,26] explain this by noting that this occurs as NCA components are not ordered nor dependent on the chosen target dimensions.

This, however, is not a drawback as run-times are extremely short. Moreover, once the number and specific band positions have been specified, subsequent classification tasks require significantly less storage, fewer test times, and the redundant bands are eliminated along with their datasets. These chosen components (spectral bands) are, therefore, assumed to be the most sufficient in determining the rocks within, or related to, a said database. These said sample signatures may include mine, laboratory or environmental rock spectral signatures, such as in our case.

2.3. Why Machine Learning?

Though NCA provides the opportunity to ignore redundant data-heavy bands, it does not provide any information related to the retained classification accuracy, hence the need to employ an ML algorithm(s). We use ML for multitudes of data-related tasks or problems. It has grown as a subdomain of Artificial Intelligence (AI) that comprises models capable of deriving useful information from data and utilising that information in self-learning that aids in making good classifications or predictions [7,8]. ML has gradually gained popularity, due to its accuracy and reliability [28]. Improved hardware and software components of machine vision systems have aided in building ML algorithms that process data faster and give reliable decisions in very little time [13]. Since we are dealing with a classification problem with labelled data, we employed and compared several supervised ML algorithms. Supervised learning requires learning a model from labelled training data that helps in making classification or predictions about the future data [13,29]. Supervised, in essence, indicates samples sets in which the desired output is known. In other words, the labelling of data is done to guide the machine to look for the exact desired pattern.
3. Practical Experiments
3.1. Capturing Rock Hyperspectral Signatures

To craft this proposed system, the approach involved a series of steps to be followed to get to the ultimate goal of rock classification from integrating hyperspectral imaging, NCA and ML. To develop, test and propose this system for rock engineering and classification problems, we employed 32 different igneous rocks belonging to eight rock lithologies (four samples per lithology), namely, granite, diorite, gabbro, granodiorite, rhyolite, andesite, basalt and dacite. These samples were specimens of Akita Mining Museum, each with several representative samples, such as shown in Figure 2.

![Figure 2. Images of some of the 32 rock samples from eight rock lithologies used in building our rock hyperspectral database.](image)

To capture their spectral signatures, we used a Specim IQ hyperspectral camera (VNIR 400–1000 nm, 204 bands) to record the pixel-by-pixel signatures from rocks; the main components of the spectral data extraction setup are illustrated in Figure 3. As van der Meer [3] has pointed out, gathering this data entails standardising the spectral signature recording process. This was done by initialising the camera with a white reference board (provided by the manufacturer, Specim), the purpose of which is to filter out the noise and verify subsequent data is recorded under the same standardised conditions. The experimental setup utilises tungsten-halogen lamps to illuminate the stage as they have high output capabilities throughout the VNIR, which coincides with the camera capturing range.

Having captured the depth possessing, high dimensionality hyperspectral imagery data of all rocks, this data is then converted to numerical data using hyperspectral analysing software. Converting to numerical data entails the extraction of spectra from specific pixel blocks. This is performed after having assigned a data extraction area to allow automatic selection of pixel blocks with spectra to be considered for analysis (Figure 4). Since the Specim IQ camera acquires images of 512 × 512 pixels from 204 bands, the software randomly and automatically extracts 20 × 20-pixel information from these 204 band images (Figures 4 and A1). Meaning, each spectrum is an average of the spectral reflectance information from a 20 × 20-pixels (400 pixels) area; hence, each block becomes an average
spectral strength with a depth of 204 bands (wavelength). The selection area boundaries are set by the user to ensure the software extracts only relevant data.

**Figure 3.** A hyperspectral signature capturing setup is used in collecting and building a rock and/or mineral spectral database. The curves are spectra in different spatial pixels of eight rock lithologies.

**Figure 4.** Automatic random extraction of rock pixel spectra captured via a Specim IQ camera that acquires $512 \times 512$ pixel images from 204 bands within the Visible-Near-Infrared-Range. Extracted spectra are used to build a rock hyperspectral database.
To extract 100% of the captured image spatial area of the $512 \times 512$ pixels = 262,144 total pixels, a total of approximately 655 spectra (the exact number is 655.36 pixels), each with a spatial area of $20 \times 20$ pixels = 400 pixels would have to be extracted. This is derived from dividing 262,144 pixels by 400 pixels to get 655. However, since the spectral extractor used in this study extracts 220 pixels per image, this results in approximately 30% [262,144/(220 $\times$ 400)] of the image area being used for analysis. This 30% (made up of 220 spectra minus manual elimination of non-rock spectra) of the extracted whole image area, however, can be placed anywhere on the image area using the spectral extraction boundary controlled by the user. Therefore, should a perfect 88,000 pixels ($220 \times 220$) area be defined by the user, 100% of the selected rock spectral information without background noise (see Figures 2 and 4) would be extracted. However, this was not the case in this study, as the extraction boundaries were randomly set judging from the area in which actual rock resides within each image.

Performing manual elimination (by the user) of unwanted spectra from the automatically extracted (by the software) 220 results in a lesser number of extracted spectra than the initial 220. As a result, from the 32 rock samples, we now have a total of 6825 [(220 spectra $\times$ 32 samples) minus unwanted background noise] viable representative spectra from eight rock lithologies, each with a 204-band depth having been extracted for analysis. This, in essence, means the quantitative dataset has a matrix of size $204 \times 6825 = 1,392,300$ spectral information, which is used as input data in subsequent procedures. This data goes through a preprocessing stage where each dataset is assigned a relevant label; hence, a hyperspectral rock database was built based on the eight igneous rock lithologies. It should be noted that this process can be performed on any rocks, minerals or the combination or which. The choice or type of data used to develop a database depends entirely on the purpose in which rock or mineral classification is intended to be based upon. This, as a result, enables the AI coupled system to be highly specialised in classifying that which is within or related to the database.

3.2. Selecting the Appropriate Feature Bands

As previously mentioned in Section 2.2, the common problem that may arise during a DR process is to define how many features to select for analysis. This is often dictated by the purpose of employing such a DR method. In this paper, based on the currently available industry produced spectral imaging devices, such as the ‘DJI P4 multispectral drone’ used in agricultural applications and environmental monitoring, our objective was to identify the appropriate rock classifying multispectral bands. From these bands, it would then be easier to develop a UAV drone-mountable multispectral sensing camera specialised in classifying rocks and minerals.

To achieve this, we convert heavy hyperspectral imagery classification data to less heavy multispectral classification data to meet weight restrictions, industry standards and production costs of developing such a device. This conversion is performed in consideration of the rocks and/or minerals from which subsequent multispectral data collection, such as from a UAV drone-mounted multispectral camera, is to be recorded and classified for a plethora of rock engineering purposes.

Transitioning from high dimensional hyperspectral to low dimensional multispectral data is not without challenges. The selection of a suitable method according to the type of data is a big issue that often needs to be addressed. It is essential to find a suitable mechanism to attain the highest level of accuracy when comparing the outputs of different DR techniques. Since it is well documented that supervised methods generally outperform unsupervised methods, we employed the NCA DR technique as it is a supervised and highly acclaimed method. As a way of determining the significance of employing the 204 spectral bands with all ‘redundant features’, we used our NCA algorithm to eliminate and record the attainable output accuracies in classifying the rocks. This was based on the full 204 feature bands, down to 100, 50, 25, 10, and finally, the current UAV drone-mountable multispectral 5-band feature classification...
bands. NCA DR eliminates redundant information by assigning each dimensionality from within the hyperspectral signatures a feature weight.

As [11,25–27] researchers have mentioned before, finding the relevant and important features is a problematic task. It entails domain knowledge, and human expertise to extract the most relevant features for future processing and selection of ML models for classification [8,13,28,29]. Employing NCA, however, makes this process easier as the algorithm assigns feature weights to each of the dimensions, thereby highlighting the most relevant features/bands for such a database. Having employed NCA to select the most relevant features that contribute most to the prediction (dependent) variable, the final step entails exporting the selected features into an ML model. The model is then trained, thereafter, we can determine the classification capabilities based solely on these feature bands.

3.3. Post-NCA Classification via ML

To commence with the post-NCA classification task, we begin by preprocessing our data based on the number of spectral bands intended to be used in the rock and mineral classification task. For the initial training and classification, 100% of all the 204 spectral band signature data is employed for classification—this acts as a control task. Thereafter, depending on NCA feature weights, only the high-feature-weight possessing spectral bands are employed in succeeding classifications, which in essence means discarding the rest of the data that is deemed redundant. By doing this, we decrease data storage costs, as well as take a step towards developing a field applicable multispectral band camera. The classification was performed for 204-bands, 100, 50, 25, 10 and 5-bands using various ML models, thereby allowing for classification accuracy checks for the various band reductions.

4. Experimental and Analytical Results

4.1. Findings Based on Hyperspectral Imaging

As a way of visualising the characteristic rock and light interactions at a pixel level from within the VNIR, Figure 5 hyperspectral signatures are typical illustrations used to visualise these inherent reflectance signatures. Each anomaly represents a given 20 × 20 pixels block as an average spectral reflectance strength from the image scene. Based on Figure 5, one can appreciate the differences in spectral reflectance strength signatures attainable from different pixels within the same hyperspectral image. Moreover, the way different rock sample variants of the same rock exhibit different signatures combined to form hyperspectral signatures, hence, each of the eight rock lithologies shows dispersed hyperspectral signatures. Taylor [30] employed VNIR spectroscopy on their ‘Mineral and Lithology Mapping of Drill Core Pulps’ problem and concluded that spectrometry, like XRD, provides an evaluation of quantitative mineralogy that is very reliable. Hence, we are confident in hyperspectral imaging is very useful in our rock identification problem, as has been hypothesised. We see these inherent differences in the spectral signatures exhibited by the rocks in our database (Figure 5).

Patterns can be drawn from hyperspectral signatures, enabling one to distinguish individual rocks and/or minerals. However, it is difficult to extract a certain anomaly from each of the eight hyperspectral rock signatures and deem it the most representative spectral signature of a particular rock and/or mineral. This can be said when for example, examining the general spectral patterns of granite with those of diorite. Their anomaly shapes seem rather similar in terms of resembling ‘check marks’, with some of them displaying comparable reflectance intensities even; the same can be said when comparing gabbro signatures with those of andesite (Figure 5). Having seen the advantages and disadvantages of hyperspectral signatures employed as a means for rock and/or mineral classification, one can acknowledge that there is a need to employ a method by which significant data is given priority over redundant data. This allows for better comparisons and distinguishability of rocks and/or minerals via their spectral signatures, which is where NCA improves on this method of rock discrimination.
Figure 5. Reflectance hyperspectral signatures of eight rock lithologies employed in the construction of a hyperspectral database. Each anomaly represents the interaction between each 20 × 20 pixels 2D area with a depth of 204 bands within a rock’s hyperspectral image with light, captured via a Visible-Near-Infrared-Range hyperspectral camera.

4.2. Findings Based on NCA

NCA is a method that seeks to identify and down-scale global unwanted variability within the data. The method changes the feature space used for data representation by a
global linear transformation which assigns large weights to relevant dimensions, which are the most discriminatory spectral bands. Consequently, low weights are assigned to irrelevant dimensions, which we can, thus, refer to as less discriminatory spectral bands [26]. These relevant dimensions are estimated using a subset of points that are known to belong to the same although unknown class, also referred to as chunklets [31]. These chunklets are obtained from equivalence relations by applying a transitive closure within the algorithm. This transformation is, therefore, intended to reduce clutter, so that in the new feature space, the inherent structure of the data can be more easily unravelled [31,32].

Based on Figure 6, our NCA algorithm flawlessly reduced the dimensionality space of the hyperspectral signatures. We are, therefore, able to compare the different projection graphs of each of the 5-bands against one another in 2D spaces, hence mapping or visualising the manner in which the rocks plot at these chosen high classification dimensionalities. Results from the NCA algorithm in Figure 6 show that there are multitudes of spectral bands which one would refer to as relevant as they possess a substantial feature weight relative to the rest. Depending on the computational resources an entity or individual possesses, the number of spectral bands one desires to employ for future classifications having done away with redundant bands, is upon the user. Having said this, we used Figure 6 to select the most rated bands as we can indeed see the redundancy in some of the feature bands.

![Figure 6. Neighbourhood Component Analysis feature selection which assigns higher weights to the most discriminatory hyperspectral bands by eliminating redundancy in data, with the top five feature-bands being 14, 46, 116, 133 and 169.](image)

As stated in Sections 1 and 3, our intended use of the most representative feature bands requires 5-bands which, according to Figure 6, are located at positions 14, 46, 116, 133 and 169 from the 204 feature bands of the VNIR. From these selected feature band positions, we can then convert these positions into electromagnetic wavelength bands. Doing so, we get 441 nm, 535 nm, 741 nm, 791 nm and 897 nm as the most discriminatory spectral bands for our rock database. It should be noted that, considering each of these spectral bands are approximately 3 nm wide, a system designed to classify rocks based on these five spectral bands would have an error of $\pm 3$ nm, as stated in Section 2.1. Having said this, we can safely say our NCA algorithm flawlessly assigns feature weights to high dimensionality hyperspectral data. This allows the user to select the number of spectral bands they wish to employ based on NCA assigned feature weights.

DR is the transformation of data from a high-dimensional space into a low-dimensional space so that the low-dimensional representation retains some meaningful properties of the original data, ideally close to its intrinsic dimension. From this statement and having
selected the now five multispectral bands to employ in future classification problems related to our data, our NCA breaks down the hyperspectral signatures. This allows for visualisation in 2D spaces whose X and Y planes are the NCA-defined spectral bands with the highest feature weights, as shown in Figure 7.

Figure 7. Projection of complex rock hyperspectral signature data points in dimensionality reduced (via Neighbourhood Component Analysis feature selection) 2D planes showing the relative reflectance spectral strength relationships between five different spectral bands for eight rock lithologies.
It should be noted that there are numerous ways in which these (Figure 7) dimensionally reduced band-by-band projections can be interpreted. Starting with the relative reflectance spectral strength scatter plots (normalised to 1), where each point represents the relative reflectance spectral strength of each rock sample’s previously extracted 20 × 20 pixels averages. The area within which every point plot within the scatter plots is governed by the relative spectral strength between its (previously extracted 20 × 20 block averages) spectral reflectance strength within its respective spectral band (for example, band 14), in relation to the other band (hence 2D), as well as in relation to the other seven rocks (eight in total). Having said this, the point with the highest relative spectral reflectance strength in these three categories (respective band, other band and other rocks) would plot at the right most region of the scatter plot. Having plotted these points, the relative frequency histogram sums and summarises the frequency densities of the points from 4 scatter plots into 1. Since these histograms are also relative, the most densely populated rock points are normalised to 1. From interpreting these relative scatter and histogram plots, we can assess the spectral reflectance strengths of rocks in lower, dimensionality reduced, 2D planes.

Here, is an example of interpretations deducible from Figure 7 where band 14 occupies the x-axis, and bands 46, 116, 133 and 169 occupy the y-axis. From band 14’s histogram (left most), we can make the following assumptions based on the number of rock spectral reflectance strength points summarising the scatter plots directly below it. Gabbro has the highest relative density of points (hence, the highest peak), meaning this rock has the highest concentration of points located within the further right small patch area of band 14. This is supported by the four scatter plot projections at bands 46, 116, 133 and 169, where we can see a similar dense cluster of gabbro data points (pink colour) located at this said location of the relative scatter plot projections (Figures 7 and A2). Within the same patch of area, we see that the next densely populated points belong to basalt and andesite, where basalt shows a slight edge over andesite. Below these point frequency densities, we find diorite, followed by rhyolite, granodiorite, granite and dacite as the least dense.

However, we see a difference in the density of points for the histogram bar on the immediate left to the previously described. The frequency of points starts from diorite as the most densely populated within this small area. This is followed by basalt, dacite, gabbro, granodiorite, a tie between andesite and rhyolite, and granite as the least dense. Within the same band 14 projection against other bands, we can see a relatively equal frequency density of data points within the first half (left to middle) of the projection for seven rocks. This is with the exception of granite, which has a higher density of points within this wide area. Therefore, we can make similar assessments of data points for the 46, 116, 133 and 169 band, as the x-axis and draw different patterns based on the frequency and location of rock relative reflectance strength points. Having said this, we can safely say, based on Figures 7 and A2 relative scatter and frequency histograms—thus, we can make predictions on future rock identification problems related to those of our study.

Hence, should new data, related to our rock database with similar multispectral bands (441 nm, 535 nm, 741 nm, 791 nm and 897 nm), be introduced, we expect such data to exhibit similar patterns as the rocks we have assessed. This may be in terms of relative frequency density relationships, or areas within which such rock relative reflectance spectral strength points are expected to exist. From these density histograms and scatter plots, we can make one more assumption. The more the frequency of data points exist within a small area, the easier it is to identify with a naked eye such rock relative points based on the scatter plots. The opposite is true for scattered data points. As much as NCA can reduce dimensionality, visual rock identification based on Figures 7 and A2 patterns alone is time-consuming and prone to some human error. Hence, there is a need to employ objective ML models which can draw patterns faster and accurately. Moreover, ML models give feedback with regards to the best rock delineation strategies.
4.3. Classification with ML, Post-NCA

Supervised Learning uses an algorithm that requires external help. The provided input database is automatically separated into training and testing datasets. The output variable is predicted or classified from the training database. Algorithms try to learn some shapes during training of the database and implement these learnt patterns to the testing database, which provides results in relation to the learnt patterns [13,28,29]. From these output results, we can evaluate the performance of each algorithm.

As shown in Figure 8, a 5-folds-cross-validation (6825 divided 5) was used to process the data at all times, resulting in 1365 (Figure A1) samples (including all eight rock lithologies) being used in each set. This ensures that every observation set (with each of the eight rocks contributing) from the original dataset has the chance of appearing in training and test sets as the ultimate goal is to classify entire rocks (Figure 8). This method generally results in a less biased model compared to other methods, it is said to be one of the best approaches whenever there is a limited amount of input data [29]. Since the number of samples is 6825 (rows), it does not reduce, only the number of bands/features reduces (columns, from 204 down to 5). Each row represents the spectral reflectance strength of each rock signature, whilst each column represents the position of the wavelength band from which the spectral strengths have been extracted, hence forming a 2D matrix. As a result, a breakdown of the input dataset matrices is as follows; for 204 bands (full database), input dataset is 204 (columns) × 6825 (rows) matrix = 1,392,300; for 100 bands, input dataset is 100 × 6825 matrix = 682,500; for 50 bands, input dataset is 50 × 6825 matrix = 341,250; for 25 bands, input dataset is 25 × 6825 matrix = 170,625; for 10 bands, input dataset is 10 × 6825 matrix = 68,250; for five bands, input dataset is 5 × 6825 matrix = 34,125.

![Figure 8. Database handling of training and testing sets. A 5-fold-cross-validation was used in all instances.](image)

Using MATLAB R2020b classification learner Machine Learning toolbox, we assessed multiple ML algorithms and combined the best five classification performers in terms of training, average per class precision, and time taken to train the algorithm. These attributes are said to be the most important classification evaluation criteria. Moreover, these attributes govern industrial applicability, and the overall viability of the algorithm. Table 1 is a compilation of the top-performing ML algorithms per given number of selected spectral bands from the pre-DR 204 spectral bands, down to 100, 50, 25, 10 and our intended goal of five spectral bands. It demonstrates the differences in classification based on bands with the most feature weights. Results from the ML models in Table 1 show that the highest performing model in all pre- and postclassifications was Cubic Support Vector Machine (SVM).
Table 1. Top five machine learning classification comparisons based on predimensionality reduction from 204-bands, to postdimensionality reduction (using Neighbourhood Component Analysis) for 100, 50, 25, 10 and 5 rock spectral bands.

| Number of Classification Bands Post-NCA | Machine Learning Algorithm | Global Accuracy (%) | Average per-Class Precision (%) | Training Time (s) |
|----------------------------------------|----------------------------|---------------------|---------------------------------|-------------------|
| 204-bands                              | SVM (Cubic SVM)            | 90.7                | 90.0                            | 28.7              |
|                                        | SVM (Quadratic SVM)        | 87.0                | 86.0                            | 27.3              |
|                                        | SVM (Linear SVM)           | 79.1                | 76.5                            | 13.8              |
|                                        | Linear discriminant        | 80.4                | 78.4                            | 4.6               |
|                                        | Ensemble (Subspace discriminant) | 81.2         | 79.3                            | 41.5              |
| 100-bands                              | SVM (Cubic SVM)            | 89.4                | 88.7                            | 37.7              |
|                                        | SVM (Quadratic SVM)        | 84.7                | 83.8                            | 21.8              |
|                                        | Quadratic Discriminant     | 77.9                | 77.5                            | 1.0               |
|                                        | SVM (Linear SVM)           | 76.9                | 76.0                            | 5.9               |
|                                        | Linear Discriminant        | 76.7                | 75.6                            | 1.1               |
| 50-bands                               | SVM (Cubic SVM)            | 86.9                | 85.7                            | 39.1              |
|                                        | SVM (Quadratic SVM)        | 84.3                | 82.1                            | 23.2              |
|                                        | Quadratic Discriminant     | 79.1                | 78.9                            | 1.1               |
|                                        | SVM (Linear SVM)           | 76.1                | 75.4                            | 5.3               |
|                                        | Ensemble (Subspace KNN)    | 75.2                | 75.0                            | 34.9              |
| 25-bands                               | SVM (Cubic SVM)            | 86.3                | 86.2                            | 45.1              |
|                                        | SVM (Quadratic SVM)        | 83.9                | 82.6                            | 28.2              |
|                                        | SVM (Fine Gaussian SVM)    | 75.9                | 70.6                            | 6.7               |
|                                        | Quadratic Discriminant     | 75.7                | 75.3                            | 1.2               |
|                                        | Ensemble (Subspace KNN)    | 75.4                | 70.0                            | 29.2              |
| 10-bands                               | SVM (Cubic SVM)            | 81.0                | 80.3                            | 78.2              |
|                                        | SVM (Quadratic SVM)        | 78.2                | 76.0                            | 40.7              |
|                                        | SVM (Fine Gaussian SVM)    | 72.7                | 70.1                            | 8.2               |
|                                        | Ensemble (Bagged trees)    | 71.0                | 69.8                            | 19.1              |
|                                        | Ensemble (Subspace KNN)    | 70.6                | 70.3                            | 17.9              |
| 5-bands                                | SVM (Cubic SVM)            | 70.9                | 72.0                            | 182.1             |
|                                        | Ensemble (Bagged trees)    | 68.6                | 67.0                            | 12.3              |
|                                        | SVM (Quadratic SVM)        | 68.4                | 65.8                            | 76.7              |
|                                        | SVM (Fine Gaussian SVM)    | 68.4                | 66.6                            | 7.5               |
|                                        | KNN (Fine KNN)             | 67.3                | 66.0                            | 5.7               |

1 Predimensionality reduction.

A similar approach was applied by Galdames et al. [4] where they performed a feature selection from 2424 spectral channels to 73 spectral channels. Their study employed colour images, a VNIR sensor, as well as a SWIR (900–2500 nm) sensor. They achieved a classification performance of 99.73% using Conditional Mutual Information Maximisation to select their most important features. Considering the tools and number of bands selected at the most intrinsic bands, we would argue our methods achieves more for less. On the other hand, Mei et al. [33] employed Unsupervised Spatial-Spectral Feature Learning by 3D Convolutional Autoencoder for Hyperspectral Classification. Though with high classification capabilities, we believe this method is computationally taxing as convolutional neural networks are known to require a lot of training data and times, making CNNs invalid in our five feature bands quest.

From the results compiled in Table 1, we can appreciate the differences in accuracies acquired and elapsed times when training our ML models before and after DR. This confirms our hypothesis, which stated that with NCA, ML will maintain rapid run times and good accuracies, while maintaining without compromise, the fundamental differences in the hyperspectral signatures of rocks within our database. Global accuracy refers to the validation accuracy acquired during training. Average per-class precision refers to the individual rock classification sum averages in testing the models. Lastly, training time
refers to elapsed time in training the models to classify the rocks based on the number of spectral band datasets.

As our goal was to reduce the number of hyperspectral bands to five multispectral bands capable of distinguishing rocks at a substantial, industry applicable accuracy, we assessed the highest performing Cubic SVM ML model for the 5-band classification. The results are presented in Figure 9. To assess the viability of this Cubic SVM model, Figure 9 presents two performance metrics. The first is True Positive Rates (TPR), defined as the probability that an actual positive will test positive (Equation (1)). The second is False Negative Rates (FNR), defined as the probability that a true positive will be missed by the test (Equation (2)). Both variables are highly viable in assessing the capability of the ML model in classifying each rock. Another assessment that can be drawn from Figure 9 confusion matrix is the average per-class precision of 72%. This is substantial considering the magnitude of the DR from 100% of that hyperspectral data (204-bands) to approximately 2.5% (5-bands), which we now refer to as multispectral data. We have, therefore, determined an applicable classification model for this particular problem. In addition to this, we gained a reduction in computational costs and storage requirements, ease of data management, ease of data application and visualisation, and most importantly, viability in rapid field applications.

![Figure 9](image-url)  
**Figure 9.** Confusion matrix from a Cubic SVM machine learning model used in evaluating the classification viability of post dimensionality reduction spectral bands.

In addition to the above-given assessment, Figure 9 illustrates the in depth classification capabilities of the ML algorithm post-DR for each class of rocks employed in this study. From the Figure 9 confusion matrix, 63.3% of the initial input andesite datasets (for 5-bands) were correctly (TPR) classified as andesite. On the other hand, the remaining 36.7% (FNR) was incorrectly classified as basalt (15.6%), dacite (4.8%), diorite (4.4%), gabbro (5.9%), granite (1.1%), granodiorite (1.9%), and rhyolite (3.0%). Similar assessments can be made for all rocks, resulting in different ratios of both TPR and FNR. Comparing Figures 7 and 9, we can make the following assumptions; the flatter the relative frequency histograms (Figures 7 and A2), the higher the prediction precision (Figure 9), hence granite has the highest ML prediction precision. On the other hand, the steeper the relative fre-
quency histograms (Figures 7 and A2), the lower the ML prediction precision (Figure 9), hence basalt and gabbro have lower ML prediction precision outcomes. By developing algorithms on a particular type of rock, it is possible to improve any of the Figure 9 results to favour that specific rock, mineral or environmental phenomenon of interest. This thereby makes this system highly applicable in a magnitude of highly specialised classification problems. Doing so simply requires importing the most discriminative hyperspectral bands of any particular rock, mineral, or phenomenon, and giving them priority over other spectral bands, hence improving their succeeding ML classification outputs. However, since the goal of this paper was to classify eight igneous rock lithologies as a collective based on five multispectral bands, our system was not preprogrammed to be biased towards any of the eight igneous rock lithologies, but rather used the data as is, hence the true/unmodified results.

True Positive Rates (TPR):

$$TPR = \frac{TP}{TP + FN} \times 100$$

(1)

False Negative Rates (FNR):

$$FNR = \frac{FN}{FN + TP} \times 100$$

(2)

where FN is false negatives, and TP is true positives.

5. Significance of Proposed System

Therefore, given our findings, we can confirm that our proposed system, which consists of DR of rock hyperspectral data and subsequently employing specific discriminant features for our igneous rock database, performs extremely well. This, in essence, means for rock engineering, problems requiring discrimination of rocks, minerals, soils and other environmental phenomena based on their spectral signatures can indeed employ this system. By setting desired attributes founded on preknowledge of a site, such as types of rocks present within a mine site, rocks transported via a conveyer belt, or the general mapping of the environment, it is possible to maximise data collection. Based on specific multispectral bands, we can eliminate unnecessary storage, processing or classification costs associated with massive data.

With our integrated system, here are several optimisations we were able to achieve:

- Through DR, we can reduce the storage capacity required to store and handle a database, thereby reducing storage costs as we have proven there is no need to collect, store and process redundant data;
- With DR, we were able to break down hyperspectral signature data into different dimensionalities, hence the ability to plot such data in 2D planes, which as a result allows for easy visual assessment;
- As proven with post-NCA specialised multispectral imaging, we can attain respectable classification accuracies. This proves that multispectral imaging is a good enough option as it can be programmed to be highly specialised, costs less, has lower operation costs, has the flexibility of being applied in specialised multispectral imaging, such as on a UAV drone. Having said this, it is important to note that samples used in this study were clean and manually prepared before analysis, which is not the state in which rocks are found in the field, due to dirt and other matter. Therefore, classification accuracy variations in our envisioned identification of these rocks in the field, compared to the study’s attained results, are likely to exist;
- Through ML, we can analyse and classify multispectral signatures produced by rocks and minerals with high accuracies. By finding the right model for a particular dataset, subsequent related data is relatively easier to classify as the training data always assists the model in future predictions as proven;
- With our proposed combined system, we have proved that any industry looking to cut spectral data (or equivalent) analysis costs whilst still retaining high classification accuracies, DR via a feature selection supervised NCA algorithm to specify
the most discriminative bands, and verifying the viability of selected bands via ML, thereafter employing these 5-bands (or more, depending on application) in future specialised classifications, could potentially be the key to achieving several system design optimisations;

• Via a post-NCA 5-band rock and mineral classification specialised multispectral camera mounted on a UVA drone, such as the ‘DJI P4 Multispectral drone used in agricultural applications’, there is a plethora of applications in which this specialised technology could find potential use. This, as a result, minimises purchase, operation and data interpretation costs as compared to a hyperspectral imaging system. This could aid in remote sensing from long distances without the need for physical presence, as well as rapid in situ assessments of the state of the environment via the UAV drone, possibilities are endless.

• Lastly, there is potential to employ such a post-NCA specialised multispectral camera in the frequent monitoring of mine dams. This would allow quicker assessment of contaminants based on spectral signatures produced by unexpected and/or anticipated metal contaminants. Hence, we deem this proposed system viable in all mining-related stages, from exploration, operation and closure.

6. Conclusions

This paper proposes the combination and DR of hyperspectral data via NCA to multispectral imaging, coupled with ML as a method by which subsequent spectral characteristics of rocks, minerals and the environment can be performed without unnecessary processing of redundant data. With our NCA algorithm, we proved the viability of our hyperspectral data DR from 204-bands, to 100, 50, 25, 10, and finally, the industry standard 5-band multispectral dimensionality. Thus, from NCA, we can conclude that the most viable discriminative five multispectral bands viable in the classification of igneous rocks, such as granite, diorite, gabbro, granodiorite, rhyolite, andesite, basalt and dacite, are bands with the following wavelengths—441 nm, 535 nm, 741 nm, 791 nm and 897 nm. With this DR, we were able to produce 2D data plots, which provide better interpretation, visualisation and somewhat data prediction capabilities in the form band-against-band scatter plots, as well as frequency density histograms. Therefore, it can be said that by eliminating redundant features, DR can be a useful technique employable for various datasets possessing the dimensionality curse.

The proposed method flawlessly merges with several ML models. Hence, we are provided with quantitative outputs pertaining to the classification abilities of each ML model, an example being our Cubic SVM model, which outperformed all other ML models in the classification of igneous rocks in our database. This, in essence, deems the Cubic SVM ML model the most viable as it attained a global classification accuracy of 71%, and an average per-class accuracy of 72%, which is considerable given the magnitude of the DR from 204-bands to 5-bands.
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Appendix A

Figure A1. Summary of rock spectral reflectance strength data accumulation and preprocessing prior to dimensionality reduction via Neighbourhood Component Analysis and Machine Learning (a continuation from Figure 5).

Figure A2. Relative scatter and histogram plots of rock spectral reflectance strengths in 2D plane projections, where bands 441 nm is the x-axis, and bands 535 nm, 741 nm, 791 nm and 897 nm are the y-axis. The position of each point (spectra) is based on the relative intensities between bands, as well as between rocks.
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