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Abstract—Effective management of operating room resources relies on accurate predictions of surgical case durations. This prediction problem is known to be particularly difficult in pediatric hospitals due to the extreme variation in pediatric patient populations. We propose a novel metric for measuring accuracy of predictions which captures key issues relevant to hospital operations. With this metric in mind we propose several tree-based prediction models. Some are automated (they do not require input from surgeons) while others are semi-automated (they do require input from surgeons). We see that many of our automated methods generally outperform currently used algorithms and even achieve the same performance as surgeons. Our semi-automated methods can outperform surgeons by a significant margin. We gain insights into the predictive value of different features and suggest avenues of future work.

I. INTRODUCTION

Operating rooms are a critical hospital resource that must be managed effectively in order to deliver high quality of care at a reasonable cost. Because of the expensive equipment and highly trained staff, operating rooms are necessarily very expensive with the average cost of operating room time in the US being roughly $4000 per hour [1], [2]. In addition, mismanaged operating rooms lead to cancelled surgeries with each cancellation decreasing revenue by roughly $1500 per hour [3], [4], [5]. The management process is complicated and must account for heterogeneity of patient needs, uncertainty in patient recovery times, and uncertainty in surgical durations. In this paper, we aim to design models that predict surgical durations with high accuracy. The motivating idea is that better predictions enable better operational decisions.

Specifically, we consider the problem of predicting pediatric surgical durations. Currently, many pediatric hospitals rely on surgeons to provide predictions and this alone increases costs. Not only is a surgeon’s individual time expensive, a surgeon may depend on the help of their staff to make the predictions. Each of these contributions may seem insignificant on its own, but these manhours add up to increased costs. Consequently, although our primary goal is to increase prediction accuracy, automating the prediction process even without increasing accuracy can help reduce costs and improve efficiency.

A major reason that pediatric hospitals rely on surgeons’ medical expertise is that accurately predicting pediatric surgical case lengths is a very difficult problem. It is considered to be a more difficult problem than predicting adult surgical durations because compared to patient populations at adult hospitals, patient populations at pediatric hospitals are characterized by extreme variation in patient age, size, and developmental level. This has been discussed in the academic medical literature for specific procedures [6] and is also supported by anecdotal evidence at Lucile Packard Children’s Hospital (LPCH) Stanford. Although we use data from LPCH, our goal in is to design models that apply to all pediatric hospitals. In particular, none of the features used by our models are specific to LPCH. Moreover, even though we consider a multitude of different procedure types, we only use features that are relevant to all kinds of surgical procedures. In this sense, we aim to provide a “one-size-fits-most” solution that is broadly applicable to pediatric hospitals regards of size or case load profile.

Given this broad motivation, there are several papers on the topic of predicting surgical durations. However, the majority are focused on adult patient populations (e.g. [7], [8], [9]) with pediatric populations only being of very recent interest, e.g. [10]. In addition, many of these studies rely on simple methods like ordinary least squares regression [7], [8], [9]; regression trees are the most modern technique considered in the literature [10]. For adult surgeries, researchers typically see “modest improvements in accuracy” [9] over human experts (e.g. surgeons and nurses). In contrast, for pediatric surgeries, the difficulty of the problem leads to negative conclusions with [10] reporting that “none of the variables previously associated with case time in adults were generally correlated with case time in our pediatric population”. These papers demonstrate that compared to predicting adult surgical durations, predicting pediatric surgical durations is still a difficult open problem.

The remainder of our paper is organized as follows. In Section II we discuss how surgical duration predictions are made and used at LPCH. We also discuss current research on predictive models for pediatric surgical durations. In Section III we motivate and define a performance metric that we use to quantify prediction accuracy. This metric models operational concerns in a hospital setting and motivates a nonlinear transformation of the data. In Section IV we define some benchmark prediction methods, propose our own prediction models, and present a comparison. We find that our models outperform currently used algorithms as well as expert predictions. This demonstrates that (in spite of the results in [10]), tree-based regression methods can be used to predict pediatric surgical durations. In Section V we describe some
II. The Importance of Accurate Predictions and the State of the Art

In this section we provide background into the prediction problem at hand. First we explain how predictions influence the scheduling of surgical environments at hospitals like LPCH. We then explain the methods that are currently used to make these predictions. We discuss the academic literature on the topic.

A. The State of Practice

Scheduling a surgical procedure can be a very complicated process for the patient as well as for the hospital. Depending on the type of procedure, the scheduling process may begin several weeks before the procedure actually takes place. The patient and primary physician will coordinate with the appropriate surgical service to meet the clinical needs of the patient. Because patient preferences and hospital policies play a big role in determining these coarse-grained scheduling decisions, we will not describe them in detail. The most important feature of the coarse-grained scheduling is that operating rooms are shared across different surgical services with block scheduling. This means that a particular surgical service will have an operating room for a large block of time; at LPCH a single block constitutes the entire day. Different block scheduling strategies can be used, e.g. [11], but regardless of how blocks are allocated across the week or month, block scheduling causes many similar procedures to be scheduled back-to-back.

The fine-grained scheduling decisions are made in the days immediately preceding a surgery. The two-step process we describe is somewhat specific to LPCH but similar systems exist at other pediatric surgical hospitals. The first step is the prediction: surgeons (with varying levels of assistance from their administrative staff) will need to predict the duration of each surgical procedure. The second step is the scheduling: a group of nurses and physicians use the predictions to schedule the operating rooms (ORs) and the Ambulatory Procedure Unit (APU). Although the scheduling is done manually rather than by an optimization algorithm, the nurses and physicians who make the scheduling decisions have several objectives in mind. One is to have all procedures completed by the end of the day; at LPCH a single block constitutes the entire day. Different block scheduling strategies can be used, e.g. [11], but regardless of how blocks are allocated across the week or month, block scheduling causes many similar procedures to be scheduled back-to-back.

The predictions impact all of these objectives and more. Consider a scenario in which some surgeries finish earlier than predicted and other surgeries finish later than predicted. Suddenly there is an unexpected spike in demand for recovery beds that the nursing staff is unable to accommodate. Patients will need to wait (in the ORs) for beds and this delays other surgeries. If these delays are acute, surgeries will need to be rescheduled. This operational inefficiency reduces quality of care for patients and increases costs for the hospital. Patients whose surgeries have been cancelled may opt to have their procedures done at other hospitals. Thus, inaccurate predictions not only increase costs but also reduce revenue.

The prediction process is essential to delivering high quality care while maintaining efficiency, but the current prediction methods are somewhat primitive. There are two competing methods available to most pediatric surgical hospitals. The first is historical averaging. When a particular surgeon is scheduled to perform a particular surgery, historical averaging predicts that the surgical duration is the average (arithmetic mean) of the past five times the surgeon performed that procedure. This method does not take into account the substantial variation in the patients and can be quite inaccurate. The second method is to rely on expert opinions. Surgeons (potentially with the assistance of their staff) can provide an estimate of how much time they need to complete a given procedure. This is the system currently used at LPCH. Although surgeons have extensive experience, their predictions are not necessarily accurate. One reason is that physicians are not using quantitative models so their predictions are merely “guesstimates.” Another reason is that physicians may have financial incentives that cause them to systematically misestimate the surgical durations. For example, surgeons do not bear the overtime costs of surgeries running past the end of the day. As a result, in an effort to maximize the number of surgeries scheduled in a block (and hence maximize their personal compensation), surgeons may underestimate the amount of time required to complete a procedure.

Given the inadequacies of both historical averaging and expert predictions, it is not clear which method is superior. Not only does this comparison depend on the types of procedures and the population of patients, it also depends significantly on the surgical teams. At LPCH, expert prediction is currently used but this might not be the best choice for other hospitals. As we develop and evaluate our predictive models, we will need to compare our performance to both of these existing benchmark practices.

B. Literature Review

Much of the applied statistics and academic medical literature on surgical procedure durations focuses on modeling problems rather than on prediction problems. For example, in [12] it was shown that lognormal distributions model the uncertainty of surgical procedure times better than normal distributions. A consequent line of research explores different methods for fitting lognormal distributions, e.g. [13], [14]. Although this work does not directly address the prediction problem and is not focused on pediatrics, it does point out that surgical times tend to follow heavy-tailed distributions. This insight is valuable when designing predictive models and is discussed more in Section III.

The literature on predictive modeling for pediatric surgeries is sparse; the primary paper on this topic is based on data from Boston Children’s Hospital [10]. This pioneering work identi-
The negative results in [10] demonstrate that building predictive models for pediatric surgical durations is very difficult but we must raise some concerns with their statistical approach. Our primary criticisms are that the authors rely on a single learning algorithm and that they impose restrictions on this algorithm in a way that inhibits its performance. Specifically, the authors rely on the CART algorithm [15]. However, the authors opt to learn a separate tree for each procedure. This essentially forces the tree to split until each node has only one procedure type and then CART is used to learn the remainder of the tree. The motivating idea is that the procedure name is a very important feature but this model restriction unnecessarily fragments the data. A related issue is that for many procedures the authors had only 30 observations, creating training sets of 20 observations and testing sets of 10 observations. Given these small sample sizes, the authors restrict the learned trees to have depths of at most three. Although this model restriction may be appropriate for procedures with small sample sizes, for some procedures the authors had hundreds of observations and with larger sample sizes, deeper trees can be learned.

We also note that CART is inherently unstable, i.e. the learned tree is very sensitive to the training data [16]. As a result, although it is easy to draw conclusions from the topology of a learned decision tree, it is difficult to have confidence in these conclusions. This is exacerbated by small sample sizes. Consequently, the conclusions presented in [10] should be viewed with skepticism.

Despite our concerns with the statistical methodology of [10], we think that a more fundamental issue is the modeling methodology. The authors use mean square error (MSE) as the information criterion for fitting their decision tree models. In addition, they use root mean square error (RMSE), mean absolute error (MAE), and mean absolute percentage error (MAPE) as performance metrics. Although these metrics are statistically meaningful, they are not necessarily operationally meaningful. Given that scheduling decisions are made by human experts, we feel that performance metrics should be more easily interpretable by physicians and nurses. We address this concern in the following section.

To formalize the insights from these hypotheticals, we consider the following model

\[ Y = f(X) + \epsilon \]  

(1)
where \( X \) is a vector of features describing a particular surgical case, \( Y \) is the amount of time required for the surgeon to perform this procedure, \( f(\cdot) \) is the target function, and \( \epsilon \) is noise. We can use a learning procedure to predict \( Y \) with \( \hat{Y} = f(X) \) where \( f(\cdot) \) is an approximation to \( f(\cdot) \). Given the discussion above, we propose the following metric for quantifying if this prediction is accurate. We say that the prediction is accurate (i.e. “correct”) if

\[
|Y - \hat{Y}| < \tau(\hat{Y})
\]

(2)

where

\[
\tau(\hat{Y}) = \min \left\{ \max \left\{ p\hat{Y}, m \right\}, M \right\},
\]

(3)

\( p \in (0, 1) \), and \( M > m \geq 0 \). We see that \( \tau(\hat{Y}) \) encapsulates the issues raised by our hypotheticals: \( \tau(\hat{Y}) \) is essentially a percentage of \( Y \) that is restricted to being within \([m, M]\). This is depicted in Figure 1.

One drawback of this metric is that it is binary and hence treats all incorrect predictions as equally incorrect. This is an artifact of our focus on quantifying accuracy rather than error. Given the critical nature of the patient scheduling, all inaccurate predictions should be avoided regardless of the magnitude of inaccuracy. A benefit of this approach is that we can easily measure accuracy on the unit interval. This is particularly helpful when presenting results to non-technical healthcare professionals.

Another drawback of this performance metric is the induced loss function:

\[
\ell(Y, \hat{Y}) = \begin{cases} 
1, & |Y - \hat{Y}| \geq \tau(\hat{Y}) \\
0, & |Y - \hat{Y}| < \tau(\hat{Y})
\end{cases}
\]

(4)

This loss function is discontinuous and moreover the discontinuity is sensitive to \( p, m, \) and \( M \). This sensitivity is problematic. Although we developed \( \tau(\hat{Y}) \) (and hence \( \ell(Y, \hat{Y}) \)) based on expert input from healthcare professionals, translating these qualitative insights into precise parameter values is fraught with difficulties. Methods like the Delphi technique could be used to translate expert input into parameter values, but such methods are not always reliable [17].

To alleviate these issues, we would like to “massage” this loss function into a form that is less sensitive to \( p, m, \) and \( M \). We sketch the idea as follows. Suppose that \( m \) is sufficiently small and \( M \) is sufficiently large so that \( \tau(\hat{Y}) = p\hat{Y} \). Then

\[
|Y - \hat{Y}| < \tau(\hat{Y}) = p\hat{Y}.
\]

(5)

Dividing by \( \hat{Y} \) gives us that

\[
|Y/\hat{Y} - 1| < p
\]

(6)

which is equivalent to

\[
1 - p < Y/\hat{Y} < 1 + p
\]

(7)

and taking logarithm shows that this is equivalent to

\[
\log(1 - p) < \log(Y) - \log(\hat{Y}) < \log(1 + p).
\]

(8)

If we let \( \epsilon(p) = \min \{ -\log(1 - p), \log(1 + p) \} \), then this shows that

\[
(\log(Y) - \log(\hat{Y}))^2 < \epsilon(p)^2 \implies \ell(Y, \hat{Y}) = 0.
\]

(9)

So if we aim to minimize \((\log(Y) - \log(\hat{Y}))^2\) then we will likely also have \(\ell(Y, \hat{Y})\) equal to zero.

Although taking the logarithm of \( Y \) is not quite the same as estimating \( \log(Y) \), this sketch suggests that given our operational performance metric, it is reasonable to perform the prediction in log-space under mean-square loss. Specifically, if we let \( Z = \log(Y) \) then we can use the model

\[
Z = g(X) + \eta
\]

(11)

where \( g(\cdot) \) is the target function and \( \eta \) is the error. We can then learn \( g(\cdot) \) to get \( \hat{Z} = \hat{g}(X) \). We can then use \( \exp(\hat{Z}) \) as a prediction for \( Y \).

We note that this sketch merely suggests that using a logarithmic transformation is appropriate, but it does not provide any guarantees regarding \( \ell(\cdot, \cdot) \). In particular, we see that by doing the learning in log-space under mean-square loss, we are not taking into account the asymmetry of the original loss function. Our sketch suggests that when \( m \) is small and \( M \) is large this approach is reasonable but it by no means optimal. Though we sacrifice optimality, there are several practical benefits to this transformation. As mentioned earlier, a key benefit is that our models are no longer sensitive to the parameters \( p, m, \) and \( M \) which are necessarily subjective.

Technical note: One might think that because the logarithm is continuous, we can find some \( \delta(p) > 0 \) such that

\[
|Y - \hat{Y}| < \delta(p) \implies |\log(Y) - \log(\hat{Y})| < \epsilon(p)
\]

(10)

which would suggest that minimizing \((Y - \hat{Y})^2\) will also likely give us \(\ell(Y, \hat{Y}) \). However, no such \( \delta(p) \) exists that is independent of both \( Y \) and \( \hat{Y} \). This is because \( x \mapsto \log(x) \) is not uniformly continuous on \((0, \infty)\) See [13] Chapter 4] for a definition of uniform continuity.
Furthermore, by transforming the data and relying on mean-square loss, we can now apply existing implementations of a variety of machine learning algorithms. This is useful not only for research and prototyping but for eventual deployment as well.

The logarithmic transformation can also be motivated with more traditional applied statistics methodology. For example, consider the histograms in Figure 2. The original quantity has a heavy right tail (i.e. a positive skew) but after the logarithmic transformation the histogram is fairly symmetric. This also agrees with the lognormal models discussed in Section II-B. Although logarithmic transformations are common, they are not always acceptable; see [19] for some examples of when logarithmic transformations can actually introduce skew. However, as noted in [20], for many practical problems logarithmic transformations can be very useful.

With this discussion in mind, we will train our prediction models in log-space under mean-square loss to learn \( \hat{g}(\cdot) \).

When evaluating a model on a test set \( \{(Y_i, X_i)\}_{i=1}^N \), the average prediction error will be defined as

\[
\frac{1}{N} \sum_{i=1}^{N} \ell(Y_i, e^{\hat{g}(X_i)})
\]

and the average prediction accuracy will be defined as

\[
\frac{1}{N} \sum_{i=1}^{N} (1 - \ell(Y_i, e^{\hat{g}(X_i)})).
\]

Based on input from nurses and physicians at LPCH, we have chosen \( p = 0.2, m = 15 \) (minutes), and \( M = 60 \) (minutes). We perform a brief empirical sensitivity analysis in Section IV.

IV. PROPOSED MODELS AND EMPIRICAL RESULTS

In this section we describe two benchmark methods that model the current state of practice (i.e. historical averaging by surgeon and expert prediction) and propose several tree-based prediction models. Some of these models provide an automated prediction: they use features that are available in electronic records and they do not require input from surgeons. Other models provide a semi-automated prediction: they use features that are available in electronic records but they also take advantage of input from surgeons. We use cross-validation to compare the performance of these models for several pediatric surgical procedure types. Averaged over all procedures, the automated ensemble methods are on par with expert prediction. Given the fact that surgeons have extensive medical expertise and can potentially use a patient’s entire medical record, it is remarkable that we can achieve this high level of performance without relying on complicated features. When we augment these ensemble methods with input from surgeons, we find that semi-automated prediction significantly outperforms all other methods including expert prediction.

We note that our models assume the observations are independently and identically distributed (IID). Although IID assumptions are common, in most situations such assumptions are idealizations and this situation is no different. In our case, the IID assumption is reasonable because patients are treated separately and generally do not impact each other significantly. However, there can be correlations between their surgical times if they are scheduled in the same block. For example, suppose two surgeries are scheduled on the same day for the same surgeon. If the first surgery runs overtime, the surgeon may feel pressure to complete the second surgery more quickly. We are assuming that situations like this are not common and are a second-order concern.

A. Benchmark Prediction Methods

As described in Section II-A there are currently two options for predicting surgical case durations:

1) Historical Averaging: If a surgeon is planning on performing a particular surgical procedure, we take the
### Table I
**Definition of the American Society of Anesthesiologists (ASA) Physical Status Classification System as described in [21]**

| ASA Classification | Definition                                                                 | Examples                                                                 |
|--------------------|---------------------------------------------------------------------------|-------------------------------------------------------------------------|
| ASA I              | A normal healthy patient                                                  | Healthy, non-smoking, no/minimal alcohol use                            |
| ASA II             | A patient with mild systemic disease                                      | Smoking, social alcohol drinker, obesity                                |
| ASA III            | A patient with severe systemic disease                                     | Active hepatitis, alcohol dependence/abuse, morbid obesity              |
| ASA IV             | A patient with severe systemic disease that is a constant threat to life  | Ongoing cardiac ischemia or severe valve dysfunction, sepsis           |
| ASA V              | A moribund patient who is not expected to survive without the operation   | A ruptured abdominal/thoracic aneurysm, massive trauma, intracranial bleed with mass effect |
| ASA VI             | A declared brain-dead patient whose organs are being removed for donor purposes |

average (arithmetic mean) of the last five times the surgeon performed this particular procedure and use this value as the prediction. In the case that a surgeon has not performed this particular surgery at least five times, we use the average of all surgeons’ past five procedure times as the prediction.

2) Expert Predictions: A surgeon (perhaps with the assistance of his staff) gives an expert prediction of how long a surgical procedure will last.

Since we are not explicitly modeling any temporal relationship between observations, historical averaging cannot be directly evaluated and we instead consider a prediction method **AVG** that is used as follows. Given a training set for a particular procedure, for each surgeon we record the average amount of time used to complete the procedure. When predicting how long a procedure in the testing set will take for a particular surgeon, we use the average computed from the training set. If there are fewer than five observations for a particular surgeon in the training set, we average over all surgeons in the training set.

To model expert predictions, we can use the actual amount of time that was predicted for each procedure; this amount of time is recorded in the data set. Since these are the predictions that were used to make actual scheduling decisions, we refer to this prediction method as **SCH**.

### B. Tree-Based Prediction Methods

Given our critique in Section [1B] of the regression tree method used in [10], we propose three tree-based automated prediction methods. Motivated by the discussion in Section [11] for each of these methods, we perform the prediction in log-space and transform the result back to a linear scale by exponentiating.

Each of the proposed models uses the following features:
- Gender of the patient (male vs. female)
- Weight of the patient (in kilograms)
- Age of the patient (in years)
- American Society of Anesthesiologists (ASA) physical status/score of the patient as described in Table [11]
- Primary surgeon identity
- Location (in an OR vs. in the APU)
- Patient class (in-patient vs. out-patient)
- Procedure name

We did not “mine” our data to choose these features; each of these features is motivated by our domain knowledge. For example, the first four features (gender, weight, age, and ASA score) provide a crude summary of the patient’s clinical state. Although [10] reported that the surgeon identity was not useful, conventional wisdom suggests that surgeon identity is useful and so we opt to include it as a feature. The location and patient classification provide some basic information about the expected complexity of the procedure – procedures performed in the APU are typically shorter and simpler; out-patient procedures also tend to be less complex.

The procedure name has obvious predictive power but is actually quite nuanced. The procedure display names that are currently used for operational purposes do not necessarily fully distinguish different procedures. For example, 18 cases in our data set were scheduled with the procedure name “Radiation Treatment.” This name does not include the type of radiation treatment (i.e. internal vs. external) or the part of the body. Current Procedural Terminology (CPT) codes provide a detailed and standardized way of describing procedures. Although a set of potential CPT codes is known to the surgeon *ex ante*, the particular CPT code used is only recorded *ex poste*. Consequently, we rely on the procedure display name rather than CPT code as a feature.

Each of the proposed models is based on regression trees. The simplest model is a single decision tree regressor [15], denoted **DTR**. We also consider ensembles of trees. In particular, we use a random forest regressor [22], denoted **RFR**, and an ensemble of adaptively boosted regression trees [23], denoted **ABR**. For each of these methods, we rely on the implementations provided by the scikit-learn package [25].

Note that while **DTR** may seem like the same method that was used (unsuccessfully) in [10], recall that we are fitting our trees in log-space and we are also measuring performance according to an alternative criterion.

**DTR**, **RFR**, and **ABR** each provide an automated prediction method: the aforementioned features are easily pulled from electronic medical records and can be plugged into the learned models. However, we can also use these methods in a semi-automated fashion. In addition to the aforementioned features, we can also use the prediction provided by the surgeon as a feature. The idea is that the surgeon can still provide expert input and the model can use the other features to adjust the
expert prediction. Since the expert prediction is the output of SCH, we refer to DTR-SCH, RFR-SCH, and ABR-SCH as DTR, RFR, and ABR with the additional feature of the expert prediction. The potential benefit of this approach is improved prediction accuracy, but we immediately lose the benefits of automation. Another downside of this approach is concept drift: surgeon behavior may adapt and the model may need to be periodically re-trained. We discuss these issues more in Section 5.

C. Prediction Results

Our data set includes all surgical procedures performed at LPCH from May 2014 through January 2016. This data set includes 4475 unique procedure names, but we need to pare this list to avoid the small sample problems in 10. We only consider procedures for which we have at least 40 observations. There are only 12 procedure names that meet this restriction; these procedures are listed alphabetically in Table III. Overall, we have 917 observations which is sufficient for fitting our tree-based models. Although this sample size restriction limits the breadth of our study, it also focuses our study on procedure types with the most significant operational impact. In addition, we note that our chosen features are not specific to these procedure types and so our conclusions should generalize to other procedures.

We use 5 × 5-fold cross-validation to estimate the average prediction accuracy for each method and also provide a breakdown based on each procedure name; the results are shown in Table III. We use the shorthand “Method 1 ≺ Method 2” to indicate that the estimated mean prediction accuracy of Method 1 is less than or equal to Method 2. We also describe this as Method 2 outperforming Method 1. Overall, we see that

\[ \text{AVG} \prec \text{DTR} \prec \text{SCH} \]

\[ \prec \text{DTR-SCH} \prec \text{RFR} \prec \text{ABR} \prec \text{ABR-SCH} \prec \text{RFR-SCH} \]

with RFR and ABR achieving the same estimated mean prediction accuracy. Although DTR does not outperform expert prediction, RFR and ABR are able to outperform expert predictions, albeit only slightly. By including expert predictions as a feature to these methods, we significantly increase prediction accuracy with the semi-automated prediction models DTR-SCH, RFR-SCH, and ABR-SCH all outperforming their automated counterparts. By including expert information, RFR-SCH and ABR-SCH both outperform SCH significantly.

We gain additional insights by breaking down the results by procedure; we first compare the automated methods to the benchmarks. We see that DTR outperforms AVG for 10 of the procedures. This shows that while DTR is better than AVG overall, it is not better for all procedures. We also see that SCH outperforms AVG for only 10 procedures so even expert prediction is not always better than historical averaging. In contrast, RFR and ABR outperform AVG for all procedures. This shows that either RFR or ABR could be used as replacements for historical averaging as an automated prediction method.

Although RFR and ABR outperform AVG, it is less clear whether they truly outperform SCH. Although RFR and ABR slightly outperform SCH overall, RFR and ABR each outperform SCH for only 4 procedures. When RFR and ABR outperform SCH, they often do so by a large margin. For example, when predicting bronchoscopy durations, RFR and ABR outperform SCH by a factor of 3. In contrast, when SCH outperforms RFR and ABR, the margin is often small. For example, when predicting adenoidectomies, SCH only barely outperforms RFR and ABR. However, SCH can sometimes outperform RFR and ABR by a large margin; for example, this is the case for portacath removals. Because the results are somewhat mixed, it seems that RFR and ABR should not replace expert predictions outright; if we wanted to rely on an automated prediction method, it would be more appropriate for RFR or ABR to replace expert predictions only for certain procedures.

Now consider the semi-automated prediction methods, DTR-SCH, RFR-SCH, and ABR-SCH. All of these methods outperform AVG for each procedure and overall. They outperform SCH overall, but again we need to breakdown the results procedure by procedure. DTR-SCH outperforms SCH for only 6 procedures so DTR-SCH and SCH are best viewed as comparable. However, RFR-SCH outperforms SCH for 9 procedures and ABR-SCH outperforms SCH for 11 procedures. This shows that the semi-automated ensemble methods offer an improvement in prediction accuracy over raw expert predictions. Of course, RFR-SCH and ABR-SCH are potentially more expensive than RFR and ABR (they require input from surgeons), but depending on hospital needs the improvement in prediction accuracy may be worth it.

D. Feature Importance

Because we are using tree-based methods, we can also use the mean decrease in risk across splits as a heuristic for relative feature importance [13]. For each method, this heuristic provides a non-negative score for each feature with these scores summing to one. We average the relative importance across the 5 × 5 cross-validation and show the results in Table III. Note that because the semi-automated methods have an additional feature, the relative importance scores of the automated methods should not be compared directly to the relative importance scores of the semi-automated methods.

First consider the automated methods. For DTR, RFR, and ABR, the procedure name, patient weight, and primary surgeon identity are the most important features. Procedure name and primary surgeon identity are basic pieces of information that have obvious predictive value; indeed, this is why historical averaging is currently so common. This contradicts the conclusion in 10 that surgeon identity is not a useful feature.

It may be surprising that patient weight is such an important feature, but we offer two explanations. We first note that age is typically used to indicate developmental status in children and weight correlates strongly with age; in our data the Pearson correlation coefficient between weight and age is
is known to lead to complications during surgery [27]. These ideas are supported by Figure 3 which shows patient weight as a function of age. Figure 3 shows a strong correlation between age and weight but it also shows that the distribution of weights is positively skewed, particularly for teenage patients.

We can also gain insights about the features with low relative importance. Recall that location and patient class are included as features because they contain some information about the complexity of the operation. Although each of these features has fairly low importance, for RFR and DTR the combined importance of these features is comparable to the importance of patient weight. This suggests that location and patient class are fairly effective proxies for procedure complexity. We see that the patient ASA score has a low relative importance. We conjecture that this is because information encoded in the ASA score is better represented by other features. In particular, Table I shows that obesity is part of the ASA score, but this information is better represented by the patient weight. We also see that patient gender has low predictive power. Patient gender is typically not a useful predictor for surgical times; in fact, patient gender was not used in [10].

Now consider the semi-automated methods. We see that expert prediction is by far the most important feature to DTR-SCH, RFR-SCH, and ABR-SCH. However, the next three most important features are procedure name, primary surgeon,
and weight. We also see the same trend that gender and ASA score are not very important features.

E. Sensitivity to the Performance Metric

Finally, we make a brief comment regarding the performance metric. As noted in Section III, the choice of $p$, $m$, and $M$ is inherently subjective and the estimated prediction accuracy of each method is sensitive to these parameters. In Figure 4, we plot the estimated prediction accuracy as $p$ varies with $m = 15$ and $M = 60$ fixed. As $p$ increases, the performance requirements become more lax and the estimated accuracies of all methods generally increase. We note the following trends:

- **AVG** is by far the least accurate method
- **DTR** is much better than **AVG**
- **SCH** is slightly better than **DTR**
- **RFR, ABR, and DTR-SCH** outperform **SCH** and have comparable performance for all $p$
- **RFR-SCH** and **ABR-SCH** are by far the most accurate methods and have comparable performance for all $p$

This suggests that although the estimated prediction accuracy depends on the choice of parameters, the general trends that we’ve noted should hold for a wide range of parameter choices.

V. DIRECTIONS OF FUTURE WORK

Our current work suggests some new directions. Although we chose to focus on tree-based methods to draw a contrast with the negative results from [10], there are other nonparametric regression methods (e.g. nearest neighbor regression and kernel regression [28]) that are also worth exploring. In addition, given that different methods will have higher predictive accuracy for different procedures, it may be worth determining which methods are best suited for different scenarios.

There are also many other methods of incorporating expert opinions into prediction models. In particular, Bayesian methodologies could provide a rigorous framework for incorporating expert knowledge from surgeons and nurses. Bayesian methods can also help us deal with smaller samples sizes. This can help us broaden the applicability of our results to procedures that are less common.

As noted above, when incorporating expert opinions we increase the possibility of concept drift: surgeons may adapt to the semi-automated methods so that the prediction accuracy degrades. There are different ways of handling concept drift, e.g. [29], [30], which should be explored as we work towards a deployment.

In addition to considering different methods, it may also be useful to consider different features. Our current feature set is intentionally generic: the features that we consider can be used at any pediatric hospital and for any procedure, giving our models broad applicability. However, it may be worth sacrificing this broad applicability to use more specific features that yield improved prediction accuracy. For example, in teaching hospitals it is known that having a resident in the OR will lead to longer surgeries [31], [32]. For specific procedures, it may be useful to have more detailed clinical information about the patient. Feature engineering can be an open-ended process but more extensive feature engineering is likely to improve the predictive power of our models.

VI. CONCLUSIONS

Motivated by operational problems in hospitals, we have studied the problem of building prediction models for pediatric surgical case durations. We have proposed a novel performance metric for prediction in this application. Not only does this performance metric capture issues relevant to hospital operations, it also motivates a nonlinear transformation of the data. In light of the negative results in the medical literature, we opt to focus on tree-based prediction models. We demonstrate that contrary to the medical literature, our models outperform currently used algorithms and are often on par with human experts. When we take advantage of expert opinions, our models can significantly outperform surgeons. These positive results point to new directions of research that will ultimately enable automated and semi-automated prediction methods to be deployed in pediatric hospitals.
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