Quantitative estimates of the field excited by an emitter in a narrow region between two circular inclusions*
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Abstract

A field excited by an emitter can be enhanced due to presence of closely located inclusions. In this paper we consider such field enhancement when inclusions are disks of the same radii, and the emitter is of dipole type and located in the narrow region between two inclusions. We derive quantitatively precise estimates of the field enhancement in the narrow region. The estimates reveal that the field is enhanced by a factor of $\epsilon^{-1/2}$ in most area, where $\epsilon$ is the distance between two inclusions. This factor is the same as that of gradient blow-up when there is a smooth back-ground field, not a field excited by an emitter. The method of deriving estimates shows clearly that enhancement is due to potential gap between two inclusions.
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1 Introduction and statements of results

The purpose of this paper is to derive precise estimates for enhancement of fields excited by a dipole-type emitter in presence of closely located inclusions. In this paper we deal with the case when inclusions are of circular shapes as typical examples of domains with smooth boundaries to see how much the field is enhanced. This work is a continuation of its companion paper [7] where the field enhancement is estimated when the inclusions are of a bow-tie shape with corners being separated by a small distance.

The problem of this paper and its companion paper is closely related to the study of enhancement of the smooth back-ground field, typically a uniform field, in the presence of closely located inclusions. Such a study is motivated by the effective medium theory of densely packed perfect conductors [4, 8] and analysis of stress in composites with stiff inclusions [2, 9]. There has been significant progress on this subject in last two decades or so, for that we refer to [7] and references therein.
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In this paper we deal with the case when the field is excited by an emitter and enhanced by closely located inclusions, motivated by the study of nano-antennas (see, e.g., [11]). The problem of this paper can be described in terms of the following mathematical model:

\[
\begin{align*}
\Delta u &= a \cdot \nabla \delta_p \quad \text{in } \mathbb{R}^2 \setminus (D_1 \cup D_2), \\
u &= c_j \quad \text{on } \partial D_j, \ j = 1, 2, \\
\int_{\partial D_j} \partial_n u \, ds &= 0, \ j = 1, 2, \\
u(x) &= O(|x|^{-1}) \quad \text{as } |x| \to \infty.
\end{align*}
\] (1.1)

Here, \(D_1\) and \(D_2\) are bounded planar domains representing two inclusions whose distance is small, say \(\epsilon\):

\[\epsilon = \text{dist}(D_1, D_2).\]

The second line in (1.1) requires that the solution \(u\) attains constant values \(c_j\) on \(\partial D_j\), which indicates that the inclusions \(D_j\) are perfect conductors, namely, their conductivities are infinite. In general, the constant values are different, that is, \(c_1 \neq c_2\), and this potential gap induces gradient blow-up or field enhancement. It is worthwhile to emphasize that \(c_j\) are not prescribed, but to be determined by the problem. In particular, they depend on \(\epsilon\).

The quantity \(a \cdot \nabla \delta_p\) in the first line represents the emitter of the dipole type so that the unit vector \(a\) is the direction of the dipole and \(p\) its location. We assume that \(p\) is located in the narrow region in between two inclusions. Further, \(\nu\) is the unit normal vector on \(\partial D_1 \cup \partial D_2\) pointing inward to \(D_1 \cup D_2\).

Let \(N_p(x)\) be the fundamental solution to the Laplacian in two dimensions, namely,

\[N_p(x) := \frac{1}{2\pi} \log |x - p|.\] (1.2)

Then, \(\Delta N_p(x) = \delta_p(x)\). Thus, in absence of inclusions, the solution to \(\Delta u = a \cdot \nabla \delta_p\) is given by

\[a \cdot \nabla N_p(x) = \frac{1}{2\pi} \frac{a \cdot (x - p)}{|x - p|^2},\] (1.3)

and hence its gradient field has singularity at \(p\) of size \(|x - p|^{-2}\). This singularity may be amplified by the interaction between two inclusions.

The objective of this paper is to estimate the gradient field in a narrow region in-between \(D_1\) and \(D_2\) when they are disks. We assume that they are disks of same radii and their radii is of much larger scale than \(\epsilon\). Thus we suppose that their common radius is 1. Then after translation and rotation we may assume that

\[D_j = B_1((-1)^j(1 + \epsilon/2), 0), \quad j = 1, 2.\] (1.4)

Here and throughout this paper, \(B_r(c)\) denotes the open disk of radius \(r\) centered at \(c\). If \(c\) is the origin \(o\), we simply write \(B_r\). We assume that the emitter is located on the \(x_2\)-axis, i.e., \(p = (0, p)\) for some \(p\) with \(|p| \leq C\) for some \(C\), say \(C = 1/2\). We believe that similar results hold even if the radii are different even though analysis would be much more complicated technically, and it is not our intention here to pursue such a case.

The following are the main theorems of this paper in which (and throughout this paper) we employ commonly used symbols: the expression \(\alpha \lesssim \beta\) implies that there exists
a positive constant $C$ independent of $\epsilon$ (sufficiently small) such that $\alpha \leq C \beta$, and $\alpha \simeq \beta$ implies that both $\alpha \lesssim \beta$ and $\beta \lesssim \alpha$ hold.

**Theorem 1.1** Let $u$ be the solution to (1.1). If $a \neq (0,1)$, then for any $M > 0$ there exist positive constants $C_1, C_2, A_\alpha, \epsilon_0$ depending on $a$ and $M$ such that the following estimates hold for all $x \in B_{1/2} \setminus D_1 \cup D_2$, for all $p$ with $|p| < M \sqrt{\epsilon}$, and for all $\epsilon < \epsilon_0$:

(i) if $|x - p| \leq C_1 \epsilon$, then

$$|\nabla u(x)| \simeq \frac{1}{|x - p|^2}, \quad (1.5)$$

(ii) if $|x - p| \geq C_2 \epsilon \log \epsilon$, then

$$|\nabla u(x)| \simeq \frac{1}{\sqrt{\epsilon} (\epsilon + x_2^2)}, \quad (1.6)$$

(iii) if $C_1 \epsilon < |x - p| < C_2 \epsilon \log \epsilon$, then

$$|\nabla u(x)| \lesssim \frac{1}{|x - p|^2} \exp \left( -A_\alpha \frac{|x - p|}{\epsilon} \right) + \epsilon^{-3/2}. \quad (1.7)$$

The constants involved in the relations $\simeq$ and $\lesssim$ above depend on $a$ and $M$.

We mention that (1.5) and (1.6) are estimates from below as well as from above, while (1.7) shows that near the location of the emitter, the size of the field is of the same order as $|\nabla (a \cdot \nabla \mathcal{N}_p(x))|$. It is (1.6) which exhibits field enhancement. It is instructive to look into the estimate (1.7) when $p$ is located close to $o$, the origin. If $|p| \leq \sqrt{\epsilon}$, then we see from (1.6) that

$$|\nabla u(x)| \simeq \frac{1}{\sqrt{\epsilon} (\epsilon + x_2^2)} \simeq \frac{1}{\sqrt{\epsilon} |x - p|^2},$$

(1.8)

provided that $|x| \geq 2 \sqrt{\epsilon}$. Since the field $\nabla (a \cdot \nabla \mathcal{N}_p(x))$ excited by the emitter is of size $|x - p|^{-2}$, this inequality shows that the field is enhanced by the factor of $\epsilon^{-1/2}$. It is quite interesting to observe that $\epsilon^{-1/2}$ is the order of gradient blow-up when there is a smooth background field, not emitter (see, e.g., [1, 9, 12]).

We have the following theorem when $a = (0,1)$, which shows no enhancement of field.

**Theorem 1.2** Let $u$ be the solution to (1.1). If $a = (0,1)$, then there exists a positive constant $A$ such that

$$|\nabla u(x)| \lesssim \frac{1}{|x - p|^2} \exp \left( -A \frac{|x - p|}{\sqrt{\epsilon} |x - p| + |px + (0, \epsilon)|} \right) \quad (1.9)$$

for all $x = (x_1, x_2) \in B_{1/2} \setminus D_1 \cup D_2$, provided that $\epsilon$ is sufficiently small and $|p| < 1/2$.

In fact, (1.9) shows not only that field enhancement does not occur in this case, but also that $|\nabla u|$ decays very fast. For example, if $|p| \leq \sqrt{\epsilon}$ and $|x| > 2 \sqrt{\epsilon}$ for $\epsilon$ sufficiently small, then

$$|\nabla u(x)| \lesssim \frac{1}{|x - p|^2} \exp \left( -A \frac{1}{3 \sqrt{\epsilon}} \right) \leq \exp \left( -A \frac{1}{4 \sqrt{\epsilon}} \right).$$
To prove these theorems, we decompose $u$ as
\[ u = Q + r \quad \text{in } \mathbb{R}^2 \setminus (D_1 \cup D_2), \tag{1.10} \]
where $Q$ and $r$ satisfy
\[
\begin{cases}
\Delta Q = 0 & \text{in } \mathbb{R}^2 \setminus (D_1 \cup D_2), \\
Q = u (= c_j) & \text{on } \partial D, \ j = 1, 2, \\
\int_{\mathbb{R}^2 \setminus (D_1 \cup D_2)} |\nabla Q|^2 \, dx < \infty,
\end{cases}
\tag{1.11}
\]
and
\[
\begin{cases}
\Delta r = a \cdot \nabla \delta_p & \text{in } \mathbb{R}^2 \setminus (D_1 \cup D_2), \\
r = 0 & \text{on } \partial D, \ j = 1, 2, \\
\int_{\mathbb{R}^2 \setminus (D_1 \cup D_2)} |\nabla (r - a \cdot \nabla N_p)|^2 \, dx < \infty.
\end{cases}
\tag{1.12}
\]
We construct $Q$ and $r$ rather explicitly (see (2.13)), and estimate their gradients in the narrow region, say $B_{1/2} \setminus (D_1 \cup D_2)$. One can see from the conditions on $\partial D_j$ in (1.11) and (1.12) that blow-up of $\nabla Q$ is caused by the potential difference on the closely located inclusions (and the emitter), while that of $\nabla r$ is caused solely by the existence of emitter.

As the following proposition and Theorem 1.1 show, if $a \neq (0, 1)$ and the emitter is located sufficiently close to the origin, then $\nabla Q$ dominates $\nabla u$ in almost all areas except a small neighborhood of the location of the emitter, which means that the field excited by the emitter is enhanced by the interaction of closely located inclusions.

**Proposition 1.3** The solution $u$ to (1.1) admits the decomposition (1.10) where $Q$ and $r$ satisfy (1.11) and (1.12), respectively. Moreover, there exists a positive constant $A$ such that the following inequalities hold for all sufficiently small $\epsilon$, all $p$ with $|p| < 1/2$, all $x = (x_1, x_2) \in B_{1/2} \setminus (D_1 \cup D_2)$ and all unit vectors $a = (a_1, a_2)$:
\[
|\nabla Q(x)| \simeq |a_1| \frac{\sqrt{\epsilon}}{(\epsilon + p^2)(\epsilon + x_2^2)} \tag{1.13}
\]
and
\[
|\nabla r(x)| \lesssim \frac{1}{|x - p|^2} \exp \left( -A \frac{|x - p|}{\sqrt{\epsilon} |x - p| + |p x + (0, \epsilon)|} \right). \tag{1.14}
\]
The constants involved in the relations $\simeq$ and $\lesssim$ in the above can be chosen independently of $p$ and $a$ as well as $\epsilon$.

The estimate (1.13) shows that if $a = (0, 1)$, then $\nabla Q(x) = (0, 0)$, thus (1.9) in Theorem 1.2 is nothing but (1.14). The proof of Proposition 1.3 is presented in Section 2 and that of Theorem 1.1 is in the section that follows.
2 Proof of Proposition \[1.3\]

We begin this section by recalling a special function. Let \( R_j \) be the inversion with respect to the circle \( \partial D_j \) for \( j = 1, 2 \). Then the iterated inversions \( R_1R_2 \) and \( R_2R_1 \) have two fixed points \( e_1 \in D_1 \) and \( e_2 \in D_2 \). It is proved in [6] that

\[
e_j = \left( (-1)^j \sqrt{c + O(\varepsilon)}, 0 \right), \quad j = 1, 2.
\] (2.1)

The following function was introduced in [12]:

\[
q(x) = N_{e_1}(x) - N_{e_2}(x),
\] (2.2)

where \( N_{e_j} \) is defined by (1.2). The function \( q \) is harmonic in \( \mathbb{R}^2 \setminus (D_1 \cup D_2) \) and attains a constant value on each boundary \( \partial D_j \) since \( \partial D_1 \) and \( \partial D_2 \) are Apollonius circles of \( e_1 \) and \( e_2 \). Thanks to symmetry of \( D_1 \cup D_2 \) with respect to the \( x_2 \)-axis, we have

\[
q|_{\partial D_1} = -q|_{\partial D_2}.
\] (2.3)

Since \( \Delta N_{e_j} = \delta_y \) and \( q \) is constant on \( \partial D_j \), we see that

\[
\int_{\partial D_j} v \partial_\nu q \, ds = \int_{\partial D_j} v \partial_\nu q \, ds - \int_{\partial D_j} \partial_\nu v \, q \, ds = (-1)^j v(e_j)
\] (2.4)

for any harmonic function \( v \) in \( D_1 \cup D_2 \). In particular, we have

\[
\int_{\partial D_j} \partial_\nu q \, ds = (-1)^j, \quad j = 1, 2.
\] (2.5)

It is helpful to emphasize here that the normal vector \( \nu \) is pointing inward to \( D_1 \cup D_2 \). Moreover, we have

\[
q(x) = O(\|x\|^{-1}) \quad \text{as} \quad \|x\| \to \infty.
\] (2.6)

We now briefly discuss on existence of the solution to (1.1). Uniqueness of the solution can be easily shown using Green’s theorem (or Hopf’s lemma). Let \( v \) be the unique solution to the problem

\[
\begin{cases}
\Delta v = 0 & \text{in} \ \mathbb{R}^2 \setminus \overline{(D_1 \cup D_2)}, \\
v = -a \cdot \nabla N_p & \text{on} \ \partial D_1 \cup \partial D_2,
\end{cases}
\] (2.7)

satisfying

\[
\int_{\mathbb{R}^2 \setminus \overline{(D_1 \cup D_2)}} \|\nabla v\|^2 \, dx < \infty.
\] (2.8)

The existence of \( v \) can be shown using the Lax-Milgram theorem. Moreover, we infer from (2.8) that \( \|\nabla v(x)\| = O(\|x\|^{-2}) \) as \( \|x\| \to \infty \). Thus we have

\[
\int_{\partial D_1} v \, ds + \int_{\partial D_2} v \, ds = 0.
\] (2.9)

Then one can see easily that the function \( u \), defined by

\[
u(x) = a \cdot \nabla N_p(x) + v(x) + cq(x) - v_0,
\] (2.10)
is the unique solution to (1.1). Here

\[ c := \int_{\partial D_1} \partial_\nu v \, ds \quad \text{and} \quad v_0 := \lim_{|x| \to \infty} v(x). \quad (2.11) \]

We see from (2.10) that

\[ u|_{\partial D_j} = cq|_{\partial D_j} - v_0, \quad j = 1, 2. \quad (2.12) \]

Thus we may take for the decomposition (1.10)

\[ Q = cq - v_0 \quad \text{and} \quad r = a \cdot \nabla N_p + v. \quad (2.13) \]

### 2.1 Proof of (1.13)

We see from (2.12) that

\[ c = u|_{\partial D_2} - u|_{\partial D_1} = \frac{u|_{\partial D_2} - u|_{\partial D_1}}{q|_{\partial D_2} - q|_{\partial D_1}}. \quad (2.14) \]

We then adapt an argument in [6] to show that

\[ u|_{\partial D_2} - u|_{\partial D_1} = (a \cdot \nabla N_p)(e_2) - (a \cdot \nabla N_p)(e_1). \quad (2.15) \]

In fact, by (2.5), we have

\[ u|_{\partial D_2} - u|_{\partial D_1} = \int_{\partial D_1 \cup \partial D_2} u \, \partial_\nu q \, ds. \]

We then have from (2.10) that

\[ u|_{\partial D_2} - u|_{\partial D_1} = \int_{\partial D_1 \cup \partial D_2} a \cdot \nabla N_p \, \partial_\nu q \, ds + \int_{\partial D_1 \cup \partial D_2} (v + cq - v_0) \, \partial_\nu q \, ds. \]

Using (2.5) and the definition of c (in (2.11)), one can see that

\[ \int_{\partial D_1 \cup \partial D_2} q \partial_\nu (v + cq - v_0) \, ds = 0. \]

Then Green’s theorem yields

\[ \int_{\partial D_1 \cup \partial D_2} (v + cq - v_0) \, \partial_\nu q \, ds = 0, \]

and hence

\[ u|_{\partial D_2} - u|_{\partial D_1} = \int_{\partial D_1 \cup \partial D_2} a \cdot \nabla N_p \, \partial_\nu q \, ds. \]

Now (2.15) follows by (2.4).

We see from (2.15) that

\[ u|_{\partial D_2} - u|_{\partial D_1} = \frac{1}{2\pi} \frac{a \cdot (e_2 - p)}{|e_2 - p|^2} - \frac{1}{2\pi} \frac{a \cdot (e_1 - p)}{|e_1 - p|^2}. \]
Thus one can show using (2.1) that
\[ |u|_{\partial D_2} - u|_{\partial D_1} \simeq |a_1| \frac{\sqrt{\epsilon}}{\epsilon + p^2}, \] (2.16)
if \( \epsilon \) is sufficiently small.

Using the explicit expression (2.2) of the function \( q \) one can see that
\[ q|_{\partial D_2} - q|_{\partial D_1} \simeq \sqrt{\epsilon} \] (2.17)
and
\[ |\nabla q(x)| \simeq \frac{\sqrt{\epsilon}}{\epsilon + x_2^2} \] (2.18)
for all \( x = (x_1, x_2) \in B_{1/2} \setminus (D_1 \cup D_2) \), if \( \epsilon \) is sufficiently small.

It now follows from (2.14), (2.16) and (2.17) that
\[ |c| \simeq \frac{|a_1|}{\epsilon + x_2^2}, \]
which, together with (2.18), leads us to (1.13).

### 2.2 Proof of (1.14)

Define the transformation \( \Phi \) by
\[ \Phi(y) = \frac{y - p}{|y - p|^2} + p, \] (2.19)
which enjoys the property that \( \Phi(\Phi(y)) = y \) for all \( y \neq p \). Let
\[ \Omega_j := \Phi(D_j), \quad j = 1, 2. \] (2.20)

One can see that
\[ \Omega_j = \epsilon_* D_j + p_*, \] (2.21)
where
\[ \epsilon_* = \frac{1}{\epsilon + p^2 + (\epsilon^2/4)} \quad \text{and} \quad p_* = (0, p(1 - \epsilon_*)). \] (2.22)

Here and afterwards, \( \epsilon_* D_j \) denotes the dilation of \( D_j \) by \( \epsilon_* \).

Recall that \( r = a \cdot \nabla N_p + v \), and define \( r_1 \) by
\[ r_1(y) := r(\Phi(y)). \] (2.23)

A straightforward computation shows that \( \Delta r_1 = 0 \) in \( \mathbb{R}^2 \setminus (\Omega_1 \cup \Omega_2 \cup \{p\}) \). Since
\[ \lim_{y \to p} r_1(y) = \lim_{|x| \to \infty} r(x) = v_0, \]
the point \( p \) is a removable singularity of \( r_1 \). Thus \( r_1 \) satisfies
\[ \begin{cases} \Delta r_1 = 0 \quad \text{in} \ \mathbb{R}^2 \setminus \Omega_1 \cup \Omega_2, \\ r_1 = 0 \quad \text{on} \ \partial \Omega_1 \cup \partial \Omega_2. \end{cases} \] (2.24)
Moreover, (2.8) yields
\[ \int_{\mathbb{R}^2 \setminus (D_1 \cup D_2)} |\nabla \left( r_1(y) - a \cdot (\nabla N_p)(\Phi(y)) \right)|^2 dy < \infty. \]
Since
\[ a \cdot \nabla N_p(\Phi(y)) = \frac{1}{2\pi} \frac{a \cdot (\Phi(y) - p)}{|\Phi(y) - p|^2} = \frac{1}{2\pi} a \cdot (y - p), \]
we have
\[ \int_{\mathbb{R}^2 \setminus (D_1 \cup D_2)} |\nabla r_1(y) - (1/2\pi)a|^2 dy < \infty. \] (2.25)
Define \( r_2 \) by
\[ r_2(z) = r_1(\epsilon z + p_\ast), \quad z \in \mathbb{R}^2 \setminus (D_1 \cup D_2). \] (2.26)
Then (2.24) and (2.25) show that \( r_2 \) satisfies
\[ \begin{cases} \Delta r_2 = 0 & \text{in } \mathbb{R}^2 \setminus (D_1 \cup D_2), \\ r_2 = 0 & \text{on } \partial(D_1 \cup D_2), \end{cases} \] (2.27)
with
\[ \int_{\mathbb{R}^2 \setminus (D_1 \cup D_2)} |\nabla r_2(z) - (\epsilon/2\pi)a|^2 dz < \infty. \] (2.28)
Here we recall two known results. For a given harmonic function \( h \) defined in \( \mathbb{R}^2 \), let \( u_h \) be the solution to
\[ \begin{cases} \Delta u_h = 0 & \text{in } \mathbb{R}^2 \setminus (D_1 \cup D_2), \\ u_h = 0 & \text{on } \partial(D_1 \cup D_2), \end{cases} \] (2.29)
with
\[ \int_{\mathbb{R}^2 \setminus (D_1 \cup D_2)} |\nabla(u_h - h)(z)|^2 dz < \infty. \] (2.30)
It is proved in [6, Theorem 2.1] that for any \( R > 0 \) there exists a constant \( C_1 \) such that
\[ |\nabla u_h(z)| \leq C_1 \] (2.31)
for all \( z \in B_R \setminus (D_1 \cup D_2) \) and all sufficiently small \( \epsilon \). On the other hand, it is proved in [5, Theorem 3] that there exist positive constants \( A, \delta, \) and \( C_2 \) such that
\[ |\nabla u_h(z)| \leq C_2 \exp \left( -\frac{A}{\sqrt{\epsilon + |z|^2}} \right) \] (2.32)
for all \( z \in B_{\delta \setminus (D_1 \cup D_2) \cup D_2} \) and all sufficiently small \( \epsilon \). Actually these results are obtained with the condition (2.30) replaced by
\[ u_h(z) = h(z) - a_h = O(|z|^{-1}) \quad \text{as } |z| \to \infty \]
for some constant \( a_h \). However, the same proofs are valid even with the condition (2.30).

From these results we obtain the following lemma.
Lemma 2.1 There exists a positive constant $A$ independent of $a$ such that

$$|\nabla r_2(z)| \lesssim \epsilon_* \exp \left( -\frac{A}{\sqrt{\epsilon} + |z|} \right)$$

(2.33)

for all $z \in \mathbb{R}^2 \setminus (D_1 \cup D_2)$ and all sufficiently small $\epsilon$.

Proof. Let $h(z) = (1/\pi) a \cdot z$ so that $r_2(z) = \epsilon_* u_{h}(z)$ following notation in (2.29). By (2.32), there are positive constants $A$, $\delta$, and $C_1$ such that

$$|\nabla r_2(z)| \leq C_1 \epsilon_* \exp \left( -\frac{A}{\sqrt{\epsilon} + |z|} \right)$$

(2.34)

for all $z \in B_{\delta} \setminus (D_1 \cup D_2)$.

Suppose that $R$ is large enough so that $B_R$ contains $D_1 \cup D_2$. By (2.31), there is $C_2 > 0$ such that

$$|\nabla r_2(z)| \leq C_2 \epsilon_*$$

(2.35)

for all $z \in B_R \setminus (D_1 \cup D_2)$. Thus we have

$$\|\nabla r_2 - (\epsilon_*/2\pi) a\|_{L^\infty(\partial B_R)} \leq (C_2 + (1/2\pi)) \epsilon_*$$

Thanks to (2.28), we can apply the maximum principle on $\mathbb{R}^2 \setminus B_R$ to obtain the following inequality for all $z \in \mathbb{R}^2 \setminus B_R$:

$$|\nabla r_2(z)| \leq |\nabla r_2(z) - (\epsilon_*/2\pi) a| + |(\epsilon_*/2\pi) a| \leq \|\nabla r_2 - (\epsilon_*/2\pi) a\|_{L^\infty(\partial B_R)} + (\epsilon_*/2\pi) \leq C_3 \epsilon_*$$

(2.36)

with $C_3 := C_2 + 1/\pi$.

Let $A$ and $\delta$ be constants appearing in (2.34) and let $C_4 = \exp(A/\delta)$. If $z \in \mathbb{R}^2 \setminus B_{\delta}$, then

$$1 \leq C_4 \exp(-A/\delta) \leq C_4 \exp \left( -\frac{A}{\sqrt{\epsilon} + |z|} \right) \leq C_4 \exp \left( -\frac{A}{\sqrt{\epsilon} + |z|} \right)$$

Thus we have from (2.35) and (2.36) that

$$|\nabla r_2(z)| \leq C_3 C_4 \epsilon_* \exp \left( -\frac{A}{\sqrt{\epsilon} + |z|} \right)$$

for all $z \in \mathbb{R}^2 \setminus ((D_1 \cup D_2) \cup B_{\delta})$. This together with (2.34) yields (2.33). Moreover, since (2.33) holds when $a = (1,0)$ and $a = (0,1)$, and $r_2$ depends on $a$ linearly, we infer that $A$ satisfying (2.33) can be chosen independently of $a$. □

Recall that

$$r(x) = r_1(y) = r_2(z),$$

(2.37)

where

$$x = \Phi(y), \quad y = \epsilon_* z + p_*$$

(2.38)

with $\epsilon_*$ and $p_*$ defined in (2.22). Since the complex conjugate of $\Phi$ is analytic, the Cauchy-Riemann equations hold:

$$\frac{\partial x_1}{\partial y_1} = -\frac{\partial x_2}{\partial y_2} \quad \text{and} \quad \frac{\partial x_1}{\partial y_2} = \frac{\partial x_2}{\partial y_1}.$$
Thus, we have
\[
\left( \frac{\partial x_1}{\partial y_1}, \frac{\partial x_2}{\partial y_1} \right) \cdot \left( \frac{\partial x_1}{\partial y_2}, \frac{\partial x_2}{\partial y_2} \right) = 0,
\]
and
\[
\sqrt{\left| \frac{\partial x_1}{\partial y_1} \right|^2 + \left| \frac{\partial x_2}{\partial y_2} \right|^2} = \sqrt{2}\left| \frac{\partial x_1}{\partial y_1} \right| = \sqrt{2}|y - p|^{-2} = \sqrt{2}|x - p|^2. \tag{2.39}
\]
We see from (2.37) and (2.38) that
\[
|\nabla r_2(x)| = \left| \frac{\partial r_1}{\partial y_1}(y) \frac{\partial y_1}{\partial z_1}(y) \frac{\partial y_2}{\partial z_2}(y) \right| = \epsilon_s |\nabla \phi(y)|
\]
\[
= \epsilon_s |\nabla r(x)| \sqrt{\left| \frac{\partial x_1}{\partial y_1} \right|^2 + \left| \frac{\partial x_2}{\partial y_2} \right|^2}.
\]
It then follows from (2.39) that
\[
|\nabla r_2(x)| = \sqrt{2}\epsilon_s|x - p|^2|\nabla r(x)|. \tag{2.40}
\]
Then (2.33) yields
\[
|\nabla r(x)| \lesssim \frac{1}{|x - p|^2} \exp \left( -A \frac{1}{\sqrt{\epsilon} + |z|} \right).
\]
Note that
\[
|z| = \left| \epsilon_s^{-1}(y - p_s) \right| = \left| \epsilon_s^{-1}(y - p) + (0, p) \right|
\]
\[
= \left| \epsilon_s^{-1} \frac{x - p}{|x - p|^2} + (0, p) \right|
\]
\[
= |x - p|^{-1}|p(x - p) + (0, \epsilon_s^{-1})| = |x - p|^{-1}|px + (0, \epsilon + \epsilon^2/4)|.
\]
Thus
\[
|\nabla r(x)| \lesssim \frac{1}{|x - p|^2} \exp \left( -A \frac{|x - p|}{\sqrt{\epsilon}|x - p| + |px + (0, \epsilon + \epsilon^2/4)|} \right). \tag{2.41}
\]
Now (1.14) follows from the following lemma and the proof is complete.

**Lemma 2.2** It holds that
\[
\sqrt{\epsilon}|x - p| + |px + (0, \epsilon + \epsilon^2/4)| \simeq \sqrt{\epsilon} |x - p| + |px + (0, \epsilon)| \tag{2.42}
\]
for all \(x \in \mathbb{R}^2\), all \(\epsilon < 1/2\) and all \(p = (0, p)\).

**Proof.** Since
\[
|x_1| + |x_2| \simeq |(x_1, x_2)|
\]
for all \( x = (x_1, x_2) \in \mathbb{R}^2 \) and \( p \) is of the form \((0, p)\), we have

\[
\sqrt[2]{|x - p| + |px + (0, \epsilon + \epsilon^2/4)|} \simeq (\sqrt[2]{\epsilon + |p|})|x_1| + (\sqrt[2]{\epsilon}|x_2 - p| + |px_2 + \epsilon + \epsilon^2/4|),
\]

\[
\sqrt[2]{|x - p| + |px + (0, \epsilon)|} \simeq (\sqrt[2]{\epsilon + |p|})|x_1| + (\sqrt[2]{\epsilon}|x_2 - p| + |px_2 + \epsilon|).
\]

Thus it suffices to show that

\[
\sqrt[2]{|x_2 - p| + |px_2 + \epsilon + \epsilon^2/4|} \simeq \sqrt[2]{|x_2 - p|} + |px_2 + \epsilon|.
\] (2.43)

We now consider two cases separately: when \( \sqrt[2]{|x_2 - p|} \geq \epsilon^2 \), and when \( \sqrt[2]{|x_2 - p|} < \epsilon^2 \).

The triangular inequality yields the following inequalities:

\[
\sqrt[2]{|x_2 - p|} - \epsilon^2/4 + |px_2 + \epsilon| \leq \sqrt[2]{|x_2 - p|} + |px_2 + \epsilon + \epsilon^2/4| \leq \sqrt[2]{|x_2 - p|} + \epsilon^2/4 + |px_2 + \epsilon|.
\]

Moreover, if \( \sqrt[2]{|x_2 - p|} \geq \epsilon^2 \), we have

\[
\sqrt[2]{|x_2 - p|} + (\epsilon^2/4) + |px_2 + \epsilon| \leq 2 (\sqrt[2]{|x_2 - p|} + |px_2 + \epsilon|),
\]

\[
\sqrt[2]{|x_2 - p|} - (\epsilon^2/4) + |px_2 + \epsilon| \geq (3/4) (\sqrt[2]{|x_2 - p|} + |px_2 + \epsilon|).
\]

Thus, (2.43) holds in the first case, namely, when \( \sqrt[2]{|x_2 - p|} \geq \epsilon^2 \).

In the second case, we prove that

\[
|px_2 + \epsilon + \epsilon^2/4| \simeq |px_2 + \epsilon|,
\] (2.44)

which clearly implies the desired estimate (2.43).

To prove (2.44), we start with inequalities

\[
p^2 + \epsilon - (|p(x_2 - p)| + \epsilon^2/4) \leq |px_2 + \epsilon + \epsilon^2/4| \leq p^2 + \epsilon + (|p(x_2 - p)| + \epsilon^2/4),
\] (2.45)

which are consequences of the triangular inequality. Since \( \sqrt[2]{|x_2 - p|} < \epsilon^2 \), we have

\[
|p(x_2 - p)| + \epsilon^2/4 \leq (p^2 + |x_2 - p|^2)/2 + \epsilon^2/4 \leq (p^2 + \epsilon^3)/2 + \epsilon^2/4.
\]

So, if \( \epsilon < 1/2 \), then

\[
|p(x_2 - p)| + (\epsilon^2/4) \leq 1/2 (p^2 + \epsilon).
\]

Thus, (2.45) yields

\[
1/2 (p^2 + \epsilon) \leq |px_2 + \epsilon + \epsilon^2/4| \leq 3/2 (p^2 + \epsilon).
\]

Since \( |x_2 - p| < \epsilon^{3/2} \), one can easily that

\[
p^2 + \epsilon \simeq |px_2 + \epsilon|.
\]

Thus (2.43) follows in the second case, and the proof is complete. \( \square \)

11
3 Proof of Theorem 1.1

We first recall that \( p \) satisfies the following condition for some \( M \):

\[
|p| < M\sqrt{\epsilon}.
\]  
(3.1)

If \( |x - p| \leq \epsilon/4 \), then \( |x| < (M + 1/4)\sqrt{\epsilon} \) for all sufficiently small \( \epsilon \), and hence we infer from (1.13) that

\[
|\nabla Q(x)| \simeq \epsilon^{-3/2}.
\]  
(3.2)

Let \( u_0(x) := a \cdot \nabla N_p(x) \) for ease of notation, and write \( u \) as

\[
u(x) = Q(x) + (r(x) - u_0(x)) + u_0(x).\n\]

We see from (1.14) that

\[
|\nabla r(x)| \lesssim \epsilon^{-2} \quad (3.3)
\]

for all \( x \) satisfying \( |x - p| = \epsilon/4 \). Note that

\[
\nabla u_0 = \frac{1}{2\pi|x - p|^2} \left[ a - \frac{2a \cdot (x - p)(x - p)}{|x - p|^2} \right].
\]

Moreover, one can easily see that

\[
\left| a - \frac{2a \cdot (x - p)(x - p)}{|x - p|^2} \right| = |a| = 1
\]
for all \( x \neq p \), and hence

\[
|\nabla u_0(x)| = \frac{1}{2\pi|x - p|^2}. \quad (3.4)
\]

In particular, if \( |x - p| = \epsilon/4 \), then

\[
|\nabla u_0(x)| = \frac{8}{\pi}\epsilon^{-2}. \quad (3.5)
\]

Since \( \Delta u_0 = a \cdot \nabla \delta_p \), we have \( \Delta (r - u_0)(x) = 0 \) if \( |x - p| \leq \epsilon/4 \). Moreover, we have from (3.3) and (3.5) that

\[
|\nabla (r - u_0)(x)| \leq |\nabla r(x)| + |\nabla u_0(x)| \lesssim \epsilon^{-2}
\]
if \( |x - p| = \epsilon/4 \). Thus the maximum principle yields

\[
|\nabla (r - u_0)(x)| \lesssim \epsilon^{-2} \quad (3.6)
\]
for all \( x \) such that \( |x - p| \leq \epsilon/4 \).

Now we infer using (3.2), (3.4) and (3.6) that there exists a constant \( C_1 \leq 1/4 \) such that

\[
|\nabla u(x)| \simeq \frac{1}{|x - p|^2}
\]
for all \( x \) with \( |x - p| < C_1\epsilon \). This proves (1.5).
If $|\mathbf{x} - \mathbf{p}| \geq 2M\sqrt{\varepsilon}$, then we have $|\mathbf{x}| \geq M\sqrt{\varepsilon}$ thanks to (3.1), and hence

$$2|\mathbf{x} - \mathbf{p}| \geq |\mathbf{x} - \mathbf{p}| + |\mathbf{p}| \geq |\mathbf{x}|.$$ 

Since $a_1 \neq 0$, it follows from (1.13) and (3.1) that

$$|\nabla Q(\mathbf{x})| \simeq \frac{1}{\sqrt{\varepsilon}(\varepsilon + x_2^2)},$$

(3.7)

and from (1.14) that

$$|\nabla r(\mathbf{x})| \lesssim \frac{1}{|\mathbf{x} - \mathbf{p}|^2} \lesssim \frac{1}{|\mathbf{x}|^2} \leq \frac{2}{M^2\varepsilon + x_2^2}.$$ 

Thus, if $|\mathbf{x} - \mathbf{p}| \geq 2M\sqrt{\varepsilon}$, we have

$$|\nabla u(\mathbf{x})| \simeq \frac{1}{\sqrt{\varepsilon}(\varepsilon + x_2^2)}$$

(3.8)

for all sufficiently small $\varepsilon$.

Now suppose that $0 < |\mathbf{x} - \mathbf{p}| \leq 2M\sqrt{\varepsilon}$. Then $|x_2| \leq |\mathbf{x}| \leq 3M\sqrt{\varepsilon}$. Thus we have from (3.7) that

$$|\nabla Q(\mathbf{x})| \simeq \frac{1}{\varepsilon \sqrt{\varepsilon}}.$$ 

(3.9)

Moreover, one can see that

$$\sqrt{\varepsilon}|\mathbf{x} - \mathbf{p}| + |p\mathbf{x} + (0, \varepsilon)| \leq (2M + 3M^2 + 1)\varepsilon.$$ 

Thus it follows from (1.14) that

$$|\nabla r(\mathbf{x})| \lesssim \frac{1}{|\mathbf{x} - \mathbf{p}|^2} \exp\left(-A_* \frac{|\mathbf{x} - \mathbf{p}|}{\varepsilon}\right),$$ 

(3.10)

where $A_*$ is the constant defined by

$$A_* = \frac{A}{2M + 3M^2 + 1}.$$ 

If further $C_2\varepsilon|\log \varepsilon| \leq |\mathbf{x} - \mathbf{p}| \leq 2M\sqrt{\varepsilon}$ with $C_2 = \frac{1}{2A_*}$, then it follows from (3.10) that

$$|\nabla r(\mathbf{x})| \lesssim \frac{1}{|\mathbf{x} - \mathbf{p}|^2} \exp(-|\log \varepsilon|/2) \leq \frac{1}{\varepsilon \sqrt{\varepsilon}} |\log \varepsilon|^2.$$ 

We then see from (3.9) that

$$|\nabla u(\mathbf{x})| \simeq |\nabla Q(\mathbf{x})| \simeq \frac{1}{\varepsilon \sqrt{\varepsilon}} \simeq \frac{1}{\sqrt{\varepsilon}(\varepsilon + x_2^2)}.$$ 

(3.11)

for all sufficiently small $\varepsilon$. Now (1.6) follows from (3.8) and (3.11).

The inequality (1.7) is an immediate consequence of (3.9) and (3.10). This completes the proof. 

□
Conclusion

We study enhancement, in the presence of closely located circular inclusions, of the field excited by an emitter and derive precise estimates quantifying such enhancement. Estimates show that the field is enhanced at points away from the emitter and it is due to strong interaction between inclusions. They also show that the magnitude of enhancement is of the factor $\epsilon^{-1/2}$ where $\epsilon$ is the distance between two inclusions. This factor is the same as that for the field enhancement in the case that a smooth background field, not an emitter, is present. In the companion paper [7] the field enhancement is considered in the presence of a bow-tie structure, and it is showed with precise estimates that the field is enhanced near vertices due to corner singularities.

It is likely that the field is enhanced by the factor of $\epsilon^{-1/2}$ for general strictly convex inclusions with smooth boundaries in two dimensions. It would be quite interesting to clarify this. Field enhancement in presence of an emitter and spherical inclusions in three dimensions is also studied to confirm that the factor of the enhancement is $(\epsilon \log \epsilon)^{-1}$. This factor is in accordance with results obtained in [3] [10]. This result will be reported in a forthcoming paper.

References

[1] H. Ammari, H. Kang and M. Lim, Gradient estimates for solutions to the conductivity problem, Math. Ann. 332 (2005), 277–286.

[2] I. Babuška, B. Andersson, P. Smith and K. Levin, Damage analysis of fiber composites. I. Statistical analysis on fiber scale, Comput. Methods Appl. Mech. Engrg. 172 (1999), 27–77.

[3] E.S. Bao, Y. Li and B. Yin, Gradient estimates for the perfect conductivity problem, Arch. Rational. Mech. Anal. 193 (2009), 195–226.

[4] J. E. Flaherty and J. B. Keller, Elastic behavior of composite media, Comm. Pure. Appl. Math. 26 (1973), 565–580.

[5] H. Kang, H. Lee and K. Yun, Optimal estimates and asymptotics for the stress concentration between closely located stiff inclusions, Math. Ann. 363 (2015), 1281–1306.

[6] H. Kang, M. Lim and K. Yun, Asymptotics and computation of the solution to the conductivity equation in the presence of adjacent inclusions with extreme conductivities, J. Math. Pure. Appl. 99 (2013), 234–249.

[7] H. Kang and K. Yun, Precise estimates of the field excited by an emitter in presence of closely located inclusions of a bow-tie shape, arXiv:1810.08945.

[8] J. B. Keller, Conductivity of a medium containing a dense array of perfectly conducting spheres or cylinders or nonconducting cylinders, J. Appl. Phys. 34 (1963), 991–993.
[9] J.B. Keller, Stresses in narrow regions, Trans. ASME J. Appl. Mech. 60 (1993), 1054–1056.

[10] M. Lim and K. Yun, Blow-up of electric fields between closely spaced spherical perfect conductors, Comm. Part. Diff. Equa., 34 (2009), pp. 1287–1315.

[11] V. Pacheco-Penâ, M. Beruete, A.I. Fernández-Domínquez, Y. Luo and M. Navarro-Cía, Description of bow-tie nanoantennas excited by localized emitters using conformal transformation, ACS Photonics 3 (2016), 1223-1232.

[12] K. Yun, Estimates for electric fields blown up between closely adjacent conductors with arbitrary shape, SIAM J. Appl. Math. 67 (2007), 714–730.