Countries struggling to overcome the profound and devastating effects of COVID-19 have started taking steps to return to the "new normal." Any accurate forecasting can help countries and decision-makers make plans and decisions in returning to normal life. In this regard, it is needless to mention the criticality and importance of accurate forecasting. In this study, daily cases of COVID-19 are estimated based on mobility data, considering the proven human-to-human transmission factor. The data of seven countries, namely Brazil, France, Germany, Italy, Spain, the United Kingdom (UK), and the United States of America (USA), are used to train and test the models. These countries represent around 57% of the total cases in the whole world. In this context, various machine learning algorithms are implemented to obtain accurate predictions. Unlike most studies, the predicted case numbers are evaluated against the actual values to reveal the methods' real performance and determine the most effective methods. The results indicated that it is unlikely to propose the same algorithm for forecasting COVID-19 cases for all countries. Also, mobility data can be enough to predict the COVID-19 cases in the USA.

1. Introduction
Coronavirus disease 2019 (COVID-19) pandemic, causing 6,799,713 confirmed cases and 397,388 deaths in 216 countries as of June 7, 2020, has had impacts that are difficult to recover in the short term [1]. The outbreak affected people's health and lifestyles and brought problems such as the global economic downturn, psychological distress, and adverse effects on daily activities [2]. To minimize or eliminate such problems, countries have taken various public policy decisions regarding health, social, and economical. When making such short- or long-term decisions, predictions regarding the outbreak are crucial inputs.

Considering valid parameters in estimates significantly affects the accuracy of the results, the mobility variable is considered significant in predicting COVID-19 cases. This situation can be explained as follows. Various factors contribute to the global spread of infectious diseases, including increased speed and reach of human mobility and increased volumes of trade and tourism [3]. As an infectious disease, COVID-19 caused the suspension of international and domestic flights and lockdown restrictions in many countries [4, 5]. Such radical decisions, proving that mobility is a significant parameter, were made to minimize mobility and hence human-to-human transmission [6]. Human-to-human transmission happens through the respiratory droplets released when infected patients sneeze or cough [7].

Recent studies also claimed that mobility and human-to-human transmission are effective factors in the spread of COVID-19 [8-10]. In addition, Kraemer, Yang [11] analyzed the impact of human mobility in China and found that the mobility statistics provided a precise record of the spread of COVID-19 among Chinese cities in early 2020. Tagliazucchi, Balenzuela [12] considered mobility through utilizing cell phone data to model the expansion of the COVID-19 in Argentina.

It can be concluded that the mobility of people and the population are the primary sources of human-to-human transmission. Therefore, these two factors are included in the prediction models in this study. This study's main objective is to assess the impact of mobility and determine the most effective methods in predicting daily COVID-19 cases. In this context, numerous machine learning models are formed. To train and test the models, the data of seven countries, namely Brazil, France, Germany, Italy, Spain, the United Kingdom (UK), and the United States of America (USA), are used. These countries had approximately 57% of the total number of cases in the world as of May 26, 2020. Thus, more than half of the total COVID-19 cases are involved in the analysis.
Although Russia has many confirmed cases, it was excluded from the analysis as the detailed mobility data do not exist for the country.

There have been some studies based on forecasting COVID-19 cases. Yousaf, Zahir [13] estimated COVID-19 cases, recoveries, and deaths in Pakistan through Auto-Regressive Integrated Moving Average Model (ARIMA). In addition, some other studies predicted daily cases and deaths, alone or together in different countries. Salgotra, Gandomi [14] predicted confirmed cases and death cases in India; Ayinde, Lukman [15] proposed and compared several models for COVID-19 cases in Nigeria; Mandal, Jana [16] predicted cases in three states on India; Parbat and Chakraborty [17] implemented support vector regression to predict cases in India; Chimmula and Zhang [18] predicted COVID-19 transmission in Canada; and Fanelli and Piazza [19] predicted cases in China, France, and Italy. It can be inferred that different models were adopted to forecast COVID-19 cases in one country in general. Unlike other studies, in the present study, seven countries are included in the analysis, and the predicted cases are evaluated against actual cases. Also, updated real data are used. Considering the data size is significant in analyzing machine learning methods, the present study also contributes to the literature using the most recent and considering a broader timeframe than earlier studies. To the best of my knowledge, no reports or studies are available in literature at the time of preparing this study, which uses the most up-to-date and such broad data, addresses several countries, and evaluates the prediction results against real cases. Therefore, the purpose of this study constitutes the first successful and complete in determining the most effective methods for predicting daily COVID-19 cases considering seven countries by using updated data and evaluating the predicted results with real data.

2. Materials and methods

2.1. Study Area

Seven countries, namely Brazil, France, Germany, Italy, Spain, the UK, and the USA, are considered in the analysis. As mentioned earlier, these countries represent approximately 57% of the total cases worldwide as of preparing the present study. These are the countries most affected by the COVID-19 pandemic in terms of the total case. Figure 1 presents the daily cases of each country. Most cases were located in the USA, followed by Spain, Brazil, the UK, Italy, Germany, and France as of May 20, 2020 [20].

2.2. Data

The mobility data were obtained from Apple Mobility Trends Reports (https://www.apple.com/covid19/mobility). Figures 2, 3, and 4 demonstrate the comparison of driving, transit, and walking indices of countries, respectively. The data for May 11 – 12 is not available. Therefore, the data from Jan 13, 2020 to May 10, 2020 were used for training the models, and the data from May 13, 2020 to May 20, 2020 were used to test the models. The beginning of the training data was determined, considering the incubation period of COVID-19 changes from 1 day to 14 days [21]. Besides, the daily cases were obtained from the EU Open Data Portal [20].

Figure 2 illustrates that countries’ driving index differs; however, there is a similar trend for all. In other words, a sharp decrease in March and an increasing tendency afterward can be observed in the figure. Remaining the highest for a while and falling to the lowest values, Spain's index can be the summary of the story of this country once being the epicenter of COVID-19.
2.3. Description of the Methods

The methods are briefly described as follows:

1. **Linear Regression Models** deliver an output (prediction) based on a linear combination of inputs. The significant advantages of these models are ease of application and interpretability. However, these models can deliver misleading predictions if the relationship between input and output cannot be reasonably interpreted through a linear function.

2. **Gaussian Process Regression Models** are based on a practical and probabilistic approach to learning [22]. Gaussian process regression (GPR) models represent a probabilistic method appropriate for nonlinear regression problems. These models can deal with complex problems that have different features, including small samples, nonlinearity, and high dimensions. They can detect uncertainty and deliver compelling predictions.

3. **Support Vector Machine (SVM)** is implemented for regression, time-series, and classification problems owing to its optimal global capacity, flexibility, forecasting ability, and minimal overfitting issues being one of the common issues in modeling high-dimensional data [23].

4. **Decision Tree** defines a dependent variable as a function of numerous independent variables. As practical algorithms, Decision Trees allow dealing with different response data types, including numeric, categorical ratings. Also, they can process missing data in both independent and dependent variables. Boosted and bagged procedures are the two most commonly used approaches. Boosted is for joining multiple classifiers to deliver better
performance compared to the individual classifier alone. Bagged is for producing several versions of a predictor through bootstrap replicates of the training data set and integrating them to better accuracy. These two procedures differ in how data are resampled [24].

5. Ensemble Learning (EL) comprises various learners that help to deliver accurate predictions for a given problem. Less prone to a potential data overfitting problem than a single learner and improved generalization abilities make it preferable [25].

2.4. Implementation of the Algorithms

The mobility indices and populations of the countries are used as inputs to reveal whether these are enough to forecast daily COVID-19 cases through machine learning techniques. In this context, numerous machine learning methods are implemented. The training data are used to train each approach. Then, each model's performance is evaluated against actual data in each country observed from May 13, 2020 to May 20, 2020. Thus, the models are evaluated in general and country-specific. The performance of each model is assessed based on the mean absolute percentage error.

3. Results and discussion

The results showed that it is impossible to forecast daily COVID-19 cases in all countries based on the mobility index through machine learning methods. This outcome may result from the spread of COVID-19 cases to be chaotic or an indication that the mobility index and population are not sufficient as inputs. The first case seems more relevant. Arias Velásquez and Mejía Lara [26] claimed that the COVID-19 pandemic has behaved in changing ways and unpredictable in all countries, depending on the factors used in its treatment. It is a fact that every country has written its own story during the COVID-19 pandemic. Countries differ in factors such as treatment methods, monitoring the number of infected patients, adequate health infrastructure, mortality rates, and the number of tests performed. All these factors directly or indirectly determine the number of COVID-19 cases in a country. Therefore, it can be inferred that it is more reasonable to evaluate each country separately with the results obtained.

The most accurate forecasting results were obtained for the USA. Table 1 presents the actual and predicted COVID-19 cases from May 13, 2020 to May 20, 2020 in this country.

Table 1. Confirmed COVID-19 cases and forecasted cases in the USA

| Date       | Confirmed Cases | Rational Quadratic GPR | Linear Regression | Fine Tree | Cubic SVM | Ensemble Boosted Trees |
|------------|-----------------|------------------------|------------------|-----------|-----------|-----------------------|
| 5/13/2020  | 22048           | 23896                  | 29392            | 24781     | 33100     | 24703                 |
| 5/14/2020  | 20782           | 23519                  | 30250            | 24781     | 33008     | 24703                 |
| 5/15/2020  | 27143           | 22284                  | 34311            | 24781     | 34630     | 23880                 |
| 5/16/2020  | 25508           | 21777                  | 34939            | 24781     | 38595     | 24703                 |
| 5/17/2020  | 24487           | 23781                  | 29449            | 24781     | 34630     | 24703                 |
| 5/18/2020  | 18873           | 19360                  | 30271            | 24781     | 33083     | 24703                 |
| 5/19/2020  | 21841           | 17847                  | 32074            | 24781     | 34357     | 24703                 |
| 5/20/2020  | 19970           | 16229                  | 33054            | 24781     | 34919     | 23880                 |

To analyze the errors, mean absolute percentage errors were calculated, as given in Table 2. To be noted that only the best performing approach for each method group (linear regression, Gaussian process regression, support vector machine, decision tree, and ensemble learning) is given. The results reveal that the rational quadratic GPR provided the most accurate predictions, followed by ensemble boosted trees and fine trees, considering that low mean absolute percentage error values indicate better estimations. Also, the percentage error of Cubic SVM is higher than 50%, meaning that forecasting is inaccurate.

Table 2. The mean absolute percentage errors of predictions in the USA

| Rational Quadratic GPR | Linear Regression | Fine Tree | Cubic SVM | Ensemble Boosted Trees |
|------------------------|-------------------|-----------|-----------|------------------------|
| 12.07%                 | 41.91%            | 16.24%    | 55.34%    | 13.82%                 |

In addition, the lowest mean absolute percentage errors were provided for Brazil, the United Kingdom, and Germany by linear regression (20.69%), linear regression (30.14%), and rational quadratic GPR (47.03%), respectively. The errors for Spain, Italy, and France were at unacceptable levels. In other words, the machine learning methods based on the mobility index data could not provide accurate results for these three countries. The forecasting accuracy might be improved by including more parameters in the analysis.
Some results can be outlined. First, numerous machine learning methods were implemented to forecast daily COVID-19 cases in seven countries. Based on these countries' results, it is not possible to recommend the same model for all countries. In other words, no model provided accurate predictions for all countries. This outcome is consistent with the study conducted by [27]. Shahid, Zameer [27] used machine learning methods to forecast COVID-19 cases and evaluated different models' performance, including deep learning. In this regard, they considered ten countries, namely Brazil, China, Germany, India, Israel, Italy, Russia, Spain, the UK, and the USA. According to their results, long short-term memory (LSTM) provided the best predictions for China's confirmed cases and deaths. However, primarily, the present study results reveal that rational quadratic GPR can be used to predict daily COVID-19 cases in the USA. This result may be consistent with the reason for the studies considering just one country in their analyses. In this context, Tomar and Gupta [28] implemented methods such as LSTM to predict the number of COVID-19 cases in India and posited that the proposed method was effective. Arora, Kumar [29] applied deep learning methods such as recurrent neural network-based LSTM to forecast and analyze COVID-19 positive cases in India, and the proposed method produced high accuracy with an error of less than 3% for daily prediction results and less than 8% for weekly results. Alzahrani, Aljamaan [30] implemented the ARIMA model to predict the spread of the COVID-19 pandemic in Saudi Arabia and found that the proposed ARIMA model outperformed other models. The results also indicated that mobility data were not enough the predict cases in Spain, Italy, and France. Several other studies implemented machine learning approaches for different countries. Ribeiro, da Silva [31] implemented machine learning methods for estimating the cumulative confirmed COVID-19 cases in Brazil and claimed that support vector regression and stacking-ensemble learning model could be used to estimate COVID-19 cases. Sujath, Chatterjee [32] applied machine learning methods to forecast cases in India and posited that multilayer perceptron provided more accurate results than linear regression. Tuli, Tuli [33] implemented machine learning models to forecast the growth and trend of COVID-19 pandemic considering various countries and obtained different results for each country. Wang, Zheng [34] applied logistic model and machine learning methods to predict the COVID-19 trend globally, in Brazil, India, Indonesia, Peru, and Russia and estimated that the global peak would be in late October. The number of studies can be extended. Last, machine learning methods can handle extensive data and provide successful results. A larger dataset might improve the accuracy of the forecasting.

The present study might have some limitations. First, the mobility parameters that reflect the impact of human-to-human transmission were considered in this study. Although the predicted results indicated that the mobility variables were enough to estimate COVID-19 cases in the USA, more variables might improve forecasting results' accuracy. Meteorological parameters were found to be effective in COVID-19 cases [21, 35-38]. However, the fact that the COVID-19 pandemic has affected countries without regard to their development level reflects that the use of many parameters, such as economical in the COVID-19 prediction, can be misleading and unsuccessful. Second, each country has followed different strategies, and its strategies determine the expansion of COVID-19 cases. Thus, not including the specific actions taken by countries might cause inaccurate predictions in some countries. Last, due to machine learning methods producing significant results based on extensive data, conducting similar analysis after a while may increase the accuracy of results. Overall, it can be concluded that it may not be easy to propose a general model for forecasting COVID-19 cases in each country at the moment.

To sum up, the USA's recent protests have proven the mobility effect on the spread of COVID-19. Standing in the crowd for a long time increases the risk of transmission of COVID-19. It is believed that the protests created chaos, violence, and protests that can further trigger cases of COVID-19 [39]. The present study and tangible cases prove that the mobility data are crucial inputs on forecasting COVID-19 cases. Admittedly, additional variables may be required for higher accurate predictions.

4. Conclusions

Unlike other studies, this study analyzed whether COVID-19 cases could be predicted based on mobility data alone. In this context, various machine learning models were implemented to forecast daily COVID-19 cases in Brazil, France, Germany, Italy, Spain, the UK, and the USA. Using the real data of these countries, the models were trained and tested with the actual number of cases.

The results indicated that it was not possible to use the same model for all countries. This outcome is in line with the real-life situation as each country has followed different strategies to fight the COVID-19 pandemic. The results also revealed that the rational quadratic GPR could be used to predict COVID-19 cases in the USA. It is worth reminding that this model has achieved this only with mobility and population data. However, the mobility and population data alone could not yield useful results in estimating the number of cases in Spain, France, and Italy.

Including some other parameters such as meteorological and economical in the models, using different models, and analyzing each country separately may increase the results' effectiveness. These may be situations to consider for future work.
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