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Abstract

The index of a Lie algebra \( \mathfrak{g} \) is defined by \( \text{ind} \ \mathfrak{g} = \min_{f \in \mathfrak{g}^*} \dim(\ker(B_f)) \), where \( f \) is an element of the linear dual \( \mathfrak{g}^* \) and \( B_f(x, y) = f([x, y]) \) is the associated skew-symmetric Kirillov form. We develop a broad general framework for the explicit construction of regular (index realizing) functionals for seaweed subalgebras of \( \mathfrak{gl}(n) \) and the classical Lie algebras: \( A_n = \mathfrak{sl}(n + 1) \), \( B_n = \mathfrak{so}(2n + 1) \), and \( C_n = \mathfrak{sp}(2n) \). Until now, this problem has remained open in \( \mathfrak{gl}(n) \) and in all the classical types.
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1 Introduction

The index of a Lie algebra $\mathfrak{g}$ is an important algebraic invariant which was first formally introduced by Dixmier ([9], 1974). It is defined by

$$\text{ind } \mathfrak{g} = \min_{f \in \mathfrak{g}^*} \dim(\ker(B_f)),$$

where $f$ is an element of the linear dual $\mathfrak{g}^*$ and $B_f$ is the associated skew-symmetric Kirillov form defined by

$$B_f(x, y) = f([x, y]), \text{ for all } x, y \in \mathfrak{g}.$$

Here, we focus on a class of matrix algebras called seaweed algebras, or simply “seaweeds”. These algebras, along with their evocative name, were first introduced by Dergachev and A. Kirillov in ([8], 2000), where they defined such algebras as subalgebras of $\mathfrak{gl}(n)$ preserving certain flags of subspaces developed from two compositions of $n$. The passage to the classical seaweeds is accomplished by requiring that elements of the seaweed subalgebra of $\mathfrak{gl}(n)$ satisfy additional algebraic conditions. For example, the Type-$A$ case ($A_n = \mathfrak{sl}(n+1)$) is defined by a vanishing trace condition. There is a basis-free definition but we do not require it here.

On a given seaweed $\mathfrak{g}$, index-realizing functionals are called regular and exist in profusion, being dense in both the Zariski and Euclidean topologies of $\mathfrak{g}^*$ (see [15]). Even so, methods for explicitly constructing regular functionals are few.

One such method is due indirectly to Kostant. In 1960, and after the fashion of the Gram-Schmidt orthogonalization process, Kostant developed an algorithm, called a cascade,[1] that produces a set of strongly orthogonal roots from a root system which defines a Lie algebra. In 2004, Tauvel and Yu [18] noted that, in many cases, and as a by-product of this process, a regular functional could be constructed using representative elements in $\mathfrak{g}$ of the root spaces for the highest roots generated by the cascade. For Frobenius (index zero) seaweeds, the cascade will always produce a regular, or Frobenius, functional (see [13], p. 19), but in the non-Frobenius case the cascade will often fail.

Beyond the Kostant cascade, and prior to the work here, the authors were not aware of an algorithmic procedure that would produce a regular functional in the generic case for seaweeds of classical type. Indeed, Joseph has noted that the resolution of this gap is a significant open problem in even the Type-$A$ case (see [13], p. 774).

Why the cascade sometimes fails to produce a regular functional, or rather for what seaweeds it fails, is the starting point for our investigation. This research is detailed in [3] and [10], where it becomes apparent that the success or failure of the cascade depends on the homotopy type of the seaweed, a component structure of a certain planar graph called a meander. Meanders were introduced in [8] by Dergachev and A. Kirillov, where they showed that the index of a seaweed subalgebra of $\mathfrak{gl}(n)$ – and by an easy extension, $\mathfrak{sl}(n)$ – could be computed by an elementary combinatorial formula based on the number and type of the connected components of the meander associated with the seaweed. Even so, significant computational complexity persists. This complexity can be be mollified by “winding-down” the meander through a sequence of deterministic graph-theoretic moves (“winding-down moves”) which yields the meander’s essential configuration, which we call the meander’s homotopy type (see [6] and [4]). This winding down procedure may be regarded as a graph theoretic rendering of Panychev’s well-known reduction algorithm (see [16]). (Reversing the winding-down moves yields “winding-up” moves from which any meander (and so any seaweed), of any size or configuration, can be constructed.[2]

The strategy for producing a regular functional on a seaweed $\mathfrak{g}$ in the classical types considered here is to first develop an explicit regular functional $F_n$ on $\mathfrak{gl}(n)$ – see Section 3. One then uses $\mathfrak{g}$’s meander to

---

1 See ([12], 1976) for an early description of the cascade by Anthony Joseph. This paper cites Bertram Kostant and Jacques Tits as discovering this process independently; Tits is cited as ([19], 1960), and Kostant is cited as private communication with no specified year. For a more recent paper on the cascade by Kostant, see ([14], 2012).

2 In [5], Coll et al. extended this formulaic construction to the Type-$C$ and Type-$B$ cases (cf. [17]). More recently, Cameron (in his 2019 Ph.D. thesis at Lehigh University [2]) has extended these results to the Type-$D$ case, thus completing the combinatorial classification of seaweeds in the classical types (cf.[11]).
show how the meander’s components identify a “configuration” of admissible positions in \( g \). Each of these configurations contains certain square matrix blocks \( C_{\text{exc}} \), called core blocks of the configuration. The union of all core blocks over all configurations constitutes \( C \) - the core of the seaweed \( g \). To build a regular functional on \( g \), one inserts a copy of \( F_\nu \) into \( C_{\text{exc}} \), for all \( C \) in \( C \), and zeros elsewhere in the admissible locations of \( g \) – with some exceptions based on aspects of the seaweed’s “shape”. The regularity of the adjusted functional is established by Theorem 6. This not only resolves the open problem for seaweed subalgebras of \( \mathfrak{gl}(n) \), but, in conjunction with Theorem 9, more broadly delivers an algorithmic procedure for the construction of regular functionals on seaweeds in the classical types \( A, B, \) and \( C \) – see section 4. To ease exposition, we consider types \( A \) and \( C \) first, and then conclude with the type \( B \) case.

2 Preliminaries

2.1 Seaweed subalgebras of \( \mathfrak{gl}(n) \)

Notation: All Lie algebras \( g \) are finite-dimensional over the complex numbers, and by Ado’s theorem (see [1]) are therefore assumed to be subalgebras of \( \mathfrak{gl}(n) \). We assume that \( g \) comes equipped with a triangular decomposition \( g = u \oplus \mathfrak{h} \oplus u_- \), where \( \mathfrak{h} \) is a Cartan subalgebra of \( g \) and \( u \), \( u_- \) consist of the upper and lower triangular matrices, respectively. Any seaweed is conjugate, over its algebraic group, to a seaweed in this standard form. A basis-free definition (due to Panyushev [16]) reckons seaweed subalgebras of a simple Lie algebra \( g \) as the intersection of two parabolic algebras whose sum is \( g \). For this reason, Joseph has elsewhere [13] called these algebras biparabolic. We do not require the latter definition in our work here.

The basic objects of our study are the evocatively named “seaweed” Lie algebras first introduced by Dergachev and A. Kirillov in [8] and defined as follows.

Definition 1. Let \( (a_1, \ldots, a_m) \) and \( (b_1, \ldots, b_l) \) be two compositions of \( n \), and let \( \{0\} = V_0 \subset V_1 \subset \cdots \subset V_m = \mathbb{C}^n \), and \( \mathbb{C}^n = W_0 \supset W_1 \supset \cdots \supset W_l = \{0\} \), where \( V_i = \text{span}\{e_{1,i}, \ldots, e_{a_1+\ldots+a_i,1}\} \) and \( W_j = \text{span}\{e_{b_1+\ldots+b_j+1,1}, \ldots, e_n\} \). The standard seaweed \( g \) of type \( \frac{a_1, \ldots, a_m}{b_1, \ldots, b_l} \) is the subalgebra of \( \mathfrak{gl}(n) \) which preserves the spaces \( V_i \) and \( W_j \).

To each seaweed of type \( \frac{a_1, \ldots, a_m}{b_1, \ldots, b_l} \) we associate a planar graph called a meander, constructed as follows. First, place \( n \) vertices \( v_1 \) through \( v_n \) in a horizontal line. Next, create two partitions of the vertices by forming top and bottom blocks of vertices of size \( a_1, a_2, \ldots, a_m \), and \( b_1, b_2, \ldots, b_l \), respectively. Place edges in each top (likewise bottom) block in the same way. Add an edge from the first vertex of the block to the last vertex of the same block. Repeat this edge addition on the second vertex and the second to last vertex within the same block and so on within each block of both partitions. Top edges are drawn concave down and bottom edges are drawn concave up. We say that the meander is of type \( \frac{a_1, \ldots, a_m}{b_1, \ldots, b_l} \) (see Example 1). To any seaweed \( g \), denote the meander associated with \( g \) by \( M(g) \).

Example 1. Consider \( g \) of type \( \frac{41}{31} \). The meander \( M(g) \) is illustrated in Figure 1 (left).

A meander can be visualized inside its associated seaweed \( g \) if one views the diagonal entries \( e_{i,i} \) of \( g \) as the \( n \) vertices \( v_i \) of the meander and reckons the top edges \( (v_i, v_j) \) with \( i < j \) of the meander as the unions of line segments connecting the matrix locations \( (i,i) \to (j,i) \to (j,j) \) and the bottom edges \( (v_i, v_j) \) with \( i < j \) of the meander as the unions of line segments connecting the matrix locations \( (i,i) \to (i,j) \to (j,j) \). See Figure 1 (right), where the asterisks represent possible nonzero entries from \( \mathbb{C} \); blank locations are forced zeroes.
which reduces \( M \) are the component deletion moves which appear (in order) in the signature of the meander, then

\[
\text{Figure 1: Meander of type } \frac{4|1}{2|1|2} \text{ (left) visualized in its seaweed (right)}
\]

2.2 The index and homotopy type of a seaweed algebra

The index of a Lie algebra \( \mathfrak{g} \) is defined by

\[
\text{ind } \mathfrak{g} = \min_{f \in \mathfrak{g}^*} \dim \ker B_f.
\]

Using the meander associated with a Lie algebra, Dergachev and A. Kirillov provide a combinatorial formula for the index of \( \mathfrak{g} \) in terms of the number and type of the meander’s connected components.

**Theorem 1** (Dergachev and A. Kirillov [8]). If \( \mathfrak{g} \) is a seaweed subalgebra of \( \mathfrak{gl}(n) \), and \( M(\mathfrak{g}) \) is its associated meander, then

\[
\text{ind } \mathfrak{g} = 2C + P,
\]

where \( C \) is the number of cycles and \( P \) is the number of paths in \( M(\mathfrak{g}) \).

We have the following immediate Corollary.

**Theorem 2.** The Lie algebra \( \mathfrak{gl}(n) \) has index \( n \).

Any meander can be contracted, or “wound down,” to the empty meander through a sequence of graph-theoretic moves, each of which is uniquely determined by the structure of the meander at the time of the move application.

Make note of Panychev....

**Lemma 1** (Coll, Hyatt, and Magnant [6]). Let \( \mathfrak{g} \) be a seaweed of type \( \frac{a_1|\ldots|a_m}{b_1|\ldots|b_t} \) with associated meander \( M(\mathfrak{g}) \). Create a meander \( M' \) by one of the following moves.

1. **Block Elimination** (Bl): If \( a_1 = 2b_1 \), then \( M(\mathfrak{g}) \mapsto M' \) of type \( \frac{b_1|a_2|\ldots|a_m}{b_2|b_3|\ldots|b_t} \).

2. **Rotation Contraction** (R): If \( b_1 < a_1 < 2b_1 \), then \( M(\mathfrak{g}) \mapsto M' \) of type \( \frac{b_1|a_2|\ldots|a_m}{(2b_1-a_1)|b_2|\ldots|b_t} \).

3. **Pure Contraction** (P): If \( a_1 > 2b_1 \), then \( M(\mathfrak{g}) \mapsto M' \) of type \( \frac{(a_1-2b_1)|b_2|\ldots|a_m}{b_2|b_3|\ldots|b_t} \).

4. **Flip** (F): If \( a_1 < b_1 \), then \( M(\mathfrak{g}) \mapsto M' \) of type \( \frac{b_1|b_2|\ldots|b_t}{a_1|\ldots|a_m} \).

5. **Component Deletion** (C(c)): If \( a_1 = b_1 = c \), then \( M(\mathfrak{g}) \mapsto M' \) of type \( \frac{a_2|\ldots|a_m}{b_2|\ldots|b_t} \).

These moves are called winding-down moves. For all moves, except the Component Deletion move, \( \mathfrak{g} \) and \( \mathfrak{g}' \) (the seaweed with meander \( M(\mathfrak{g}') = M' \)) have the same index.

Given a meander \( M(\mathfrak{g}) \), there exists a unique sequence of moves (elements of the set \{Bl, R, P, F, C(c)\}) which reduces \( M(\mathfrak{g}) \) to the empty meander. This sequence is called the **signature** of \( M(\mathfrak{g}) \). If \( C(c_1), \ldots, C(c_h) \) are the component deletion moves which appear (in order) in the signature of \( M(\mathfrak{g}) \), then \( M(\mathfrak{g}) \)'s homotopy
type, denoted $H(c_1, \ldots, c_h)$, is the meander of type $\frac{c_1}{c_{c_1}} \cdots \frac{c_h}{c_{c_h}}$. The individual meanders of type $\frac{c_i}{c_{c_i}}$ for each $i$ are the components of the homotopy type, with the numbers $c_i$ referred to as the sizes of the respective components.

**Example 2.** Let $M(\mathfrak{g})$ be the meander of type $\frac{173}{10446}$. By repeated applications of Lemma 1, $M(\mathfrak{g})$ has signature $\text{FRC}(4) \text{FB}(3)$. The unwinding of $M(\mathfrak{g})$ is demonstrated in Figure 2, and the homotopy type of $M(\mathfrak{g})$ is $H(4, 3)$. See Figure 3 where the meanders “essential configuration” is illustrated graphically.

![Figure 2](image2.png)

![Figure 3](image3.png)

**Theorem 3.** If $\mathfrak{g}$ is a seaweed with homotopy type $H(c_1, \ldots, c_h)$, then $\text{ind}(\mathfrak{g}) = \sum_{i=1}^{h} c_i$.

In what follows we will find it useful to define another meander associated with a seaweed.

**Definition 2.** Given a seaweed $\mathfrak{g}$ with signature $S$, the component meander $CM(\mathfrak{g})$ associated with $\mathfrak{g}$ is the meander with the same signature as $\mathfrak{g}$ except that the component deletions are all of size one.

**Example 3.** Consider $\mathfrak{g}$ of type $\frac{1023}{16}$. The signature of $\mathfrak{g}$ is $\text{FRC}(2) \text{C}(4)$, and $\mathfrak{g}$ has homotopy type $H(2, 4)$. The component meander of $\mathfrak{g}$ has signature $\text{FRC}(1) \text{C}(1)$. By reversing the winding-down moves (see Figure 4 where the path which results from the component of size four is red and the path which results from the component of size two is blue), we construct the component meander of $\mathfrak{g}$.

![Figure 4](image4.png)

See Figure (left) which illustrates $M(\mathfrak{g})$ with the component of size two in blue and the component of size four in red. Figure (right) illustrates the $CM(\mathfrak{g})$ with the resulting paths from the components of size four and two in red and blue, respectively.
be a subspace of restriction of a seaweed to one of its components often has no additional algebraic structure; it may simply the matrix form of the seaweed. A seaweed might have multiple components of the same size. Further, the index set of the component $(i,j)$ consists of each index $c_i$, the configuration of positions in the component $c_i$; that is the set of all matrices generated by $c_{i,j}$ such that $(j,k) \in \mathcal{I}_c$.

Example 5. Let $g$ be the seaweed from our running Example 3 and let $M(g)$ be its associated meander. See Figure 2 (left). By Lemma 1, the homotopy type of $g$ is $H(2,4)$. As before, we can visualize $M(g)$ inside of $g$ (see Figure 6 (right)). The restriction of $g$ to its individual components is the span of the matrices $c_{i,j}$, where $(i,j)$ is an index covered by the specified component in the visualization of the meander within the matrix form of the seaweed. A seaweed might have multiple components of the same size. Further, the restriction of a seaweed to one of its components often has no additional algebraic structure; it may simply be a subspace of $g$.

The following Theorem 4 is a trivial consequence of Definition 3.

Theorem 4. If $g$ is a seaweed with homotopy type $H(c_1, \ldots, c_h)$, then $g = \sum_{i=1}^{h} g_{c_i}$.

We now highlight two other important subsets of $g$ called, respectively, the core of $g$ and peak set of $g$. 

![Figure 5: $M(g)$ and $CM(g)$, where $g$ of type $\frac{10^{214}}{16}$](image)

The vertices of $CM(g)$ are $v_{A_1}, \ldots, v_{A_n}$, where $A_i$ is the set of indices for the adjacent vertices that were merged into one vertex in $CM(g)$ from $M(g)$. The size of the subscript for $v_{A_i}$ is equal to $c_j$ for its corresponding component in the homotopy type of $g$.

Example 4. Consider $g$ of Example 3. The vertex labels for $CM(g)$ are $v_{(1,2,3,4)}$, $v_{(5,6)}$, $v_{(7,8,9,10)}$, $v_{(11,12)}$, and $v_{(13,14,15,16)}$.

2.3 Distinguished subsets of a seaweed algebra

In this section, we highlight several important subsets of a seaweed. These subsets are defined by configurations of positions cut out of the seaweed by the components of the meander associated with the seaweed.

Definition 3. Let $g$ be a seaweed such that $M(g)$ has homotopy type $H(c_1, \ldots, c_h)$. Let $\mathcal{I}_c$ represent the index set of the component $c_i$ in $M(g)$. In other words, visualize the meander in the matrix form of $g$ (see Example 3); $\mathcal{I}_c$ consists of each index $(j,k)$ “covered” by an edge in the component $c_i$ of $M(g)$. Denote by $g|_{\mathcal{I}_c}$ the configuration of positions in the component $c_i$; that is the set of all matrices generated by $c_{i,j}$ such that $(j,k) \in \mathcal{I}_c$.

Example 5. Let $g$ be the seaweed from our running Example 3 and let $M(g)$ be its associated meander. See Figure 2 (left). By Lemma 1, the homotopy type of $g$ is $H(2,4)$. As before, we can visualize $M(g)$ inside of $g$ (see Figure 6 (right)). The restriction of $g$ to its individual components is the span of the matrices $c_{i,j}$, where $(i,j)$ is an index covered by the specified component in the visualization of the meander within the matrix form of the seaweed. A seaweed might have multiple components of the same size. Further, the restriction of a seaweed to one of its components often has no additional algebraic structure; it may simply be a subspace of $g$. 

![Figure 6: Meander of type $\frac{10^{214}}{16}$ (left), visualized in the seaweed (right)](image)
Definition 4. Let \( g \) be a seaweed with homotopy type \( H(c_1, \ldots, c_h) \) and component meander \( CM(g) \). Consider one component \( c_i \). Define the sets
\[
V_{c_i} = \{ A_j \mid v_{A_j} \text{ is a vertex in } CM(g) \text{ on the path of } c_i \},
\]
\[
\mathcal{C}_{c_i} = \{ A_I \times A_I \mid A_I \in V_{c_i} \}.
\]

The set \( \mathcal{C}_{c_i} \) is the core of \( g\mid_{c_i} \) – the set of \( c_i \times c_i \) blocks on the diagonal of \( g \) contained in \( g\mid_{c_i} \). Fix a vertex \( v_{A_i} \) on the path of \( c_i \) in \( CM(g) \). Partition \( V_{c_i} \) into two sets:
\[
\mathcal{A}_{c_i} = \{ A_j \mid \text{ the path from } v_{A_i} \text{ to } v_{A_j} \text{ has odd length} \}, \quad \text{and}
\]
\[
\mathcal{B}_{c_i} = \{ A_j \mid \text{ the path from } v_{A_i} \text{ to } v_{A_j} \text{ has even or zero length} \}.
\]

Note that the choice of partitioning by distance from \( V_{A_i} \) is arbitrary. Now orient \( CM(g) \) counter-clockwise (i.e., top edges are oriented from right to left, bottom edges are oriented left to right). Let \( E_{CM(g)} \) be the set of edges in the oriented \( CM(g) \). Define the peak set of \( g\mid_{c_i} \) as
\[
\mathcal{P}_{c_i} = \{ A_I \times A_J \mid A_I, A_J \in V_{c_i} \text{ with } (A_I, A_J) \in E_{CM(g)} \}.
\]

We define the core of \( g \) and the peak set of \( g \) as the union of the core and peak sets, respectively, of the components in the homotopy type. In other words,
\[
\mathcal{C}_g = \bigcup_{i=1}^h \mathcal{C}_{c_i} \quad \text{and} \quad \mathcal{P}_g = \bigcup_{i=1}^h \mathcal{P}_{c_i}.
\]

Example 6. Consider once again \( g \) from Example 3. Table 1 lists \( V_{c_i}, \mathcal{C}_{c_i}, \mathcal{A}_{c_i}, \mathcal{B}_{c_i}, \) and \( \mathcal{P}_{c_i} \) for \( c_1 = 2 \) and \( c_2 = 4 \). In the second and third columns of Table 1, \( g\mid_{c_i} \) is shaded to better highlight which configuration of \( g\mid_{c_i} \) is being identified. Further, \( \mathcal{C}_{c_i} \) and \( \mathcal{P}_{c_i} \) are represented as matrices with an asterisk to represent every index \( (i, j) \) which could appear in \( \bigcup_{c \in \mathcal{C}_{c_i}} C \) or \( \bigcup_{P \in \mathcal{P}_{c_i}} P \). Each individual \( c_i \times c_i \) block is a set of indices in the corresponding core or peak set.

| \( c_1 = 2 \) | \( c_2 = 4 \) |
|---|---|
| \( V_{c_1} \) | \( \{(5,6), (11,12)\} \) | \( \{(1,2,3,4), \{7,8,9,10\}, \{13,14,15,16\}\} \) |
| \( \mathcal{C}_{c_1} \) | | |
| \( \mathcal{A}_{c_1} \) | \( \{\{11,12\}\} \) | \( \{\{7,8,9,10\}, \{13,14,15,16\}\} \) |
| \( \mathcal{B}_{c_1} \) | \( \{\{5,6\}\} \) | \( \{\{1,2,3,4\}\} \) |
| \( \mathcal{P}_{c_1} \) | | |

Table 1: \( V_{c_i}, \mathcal{C}_{c_i}, \mathcal{A}_{c_i}, \mathcal{B}_{c_i}, \) and \( \mathcal{P}_{c_i} \) in \( g \) of type \( \frac{10|2|4}{16} \)
3 Regular functionals on \( \mathfrak{gl}(n) \)

In this section, we construct a regular functional \( F \) on a seaweed \( \mathfrak{g} \) with homotopy type \( H(c_1, \ldots, c_h) \). We do this by developing a broad analytic framework (see Section 3.1) which relies on the choices of regular functionals \( F_{c_i} \in \mathfrak{gl}(c_i)^* \). The construction of the functional \( F \) involves embedding copies of \( F_{c_i} \) into the core of \( \mathfrak{g} \) in such a way that the constructed functional \( F \) satisfies

\[
\dim \ker(B_F) = \sum_{i=1}^{h} \dim \ker(B_{F_{c_i}}).
\]

The regularity of the constructed \( F \) is assured by Theorem 5, the proof for which is an induction on the winding-down moves of Lemma 4. The induction makes heavy use of a \emph{relations matrix} (see Section 3.1), a bookkeeping device which encodes, among other things, the degrees of freedom in the system of the equations which define \( \ker(B_F) \).

Associated with a relations matrix \( B \) is a non-unique minimal set \( P \) of matrix positions \( (i, j) \). The entries in the remaining positions of \( B \) are explicitly determined as linear combinations of the entries in the positions in \( P \). Each assignment, \( \bar{b} = (b_{i,j} \mid (i,j) \in P) \), of complex numbers to the positions in \( P \) yields an element of \( \ker(B_F) \), so \( \dim \ker(B_F) = |P| \), and the resulting kernel elements span \( \ker(B_F) \).

In Section 3.2 we develop a framework for the construction of a regular functional on \( \mathfrak{gl}(n) \). The explicit functional is built in Section 3.3. We close with Section 3.4 where several more explicit regular functionals on \( \mathfrak{gl}(n) \) are established.

3.1 A relations matrix of a matrix vector space

Let \( \mathfrak{g} \) be a seaweed of type \( \sum_{i=1}^{m} \frac{a_{i,1}}{a_{i,0}} \mathbb{C} \). Every \( F \in \mathfrak{g}^* \) is defined in terms of the functionals \( e_{i,j}^* \). We may therefore write \( F \) in the form \( F = \sum_{(i,j) \in \mathcal{F}_F} c_{i,j}e_{i,j}^* \), with \( c_{i,j} \in \mathbb{C} \) and \( \mathcal{F}_F \subseteq \{1, \ldots, n\} \times \{1, \ldots, n\} \) the index set of \( F \). For any matrix \( B \), denote by \( B^t \) the transpose of \( B \). Similarly, if \( F = \sum_{(i,j) \in \mathcal{F}_F} c_{i,j}e_{i,j}^* \), define by \( F^t \) the transpose of \( F \) (i.e., \( F^t = \sum_{(i,j) \in \mathcal{F}_F} c_{j,i}e_{j,i}^* \)), and \( \mathcal{F}_{F^t} = \{(j,i) \mid (i,j) \in \mathcal{F}_F\} \). We call \( F \) (and similarly \( \mathcal{F}_F \)) \emph{symmetric} with respect to the main diagonal if \( F = F^t \) (i.e., \( \mathcal{F}_F = \mathcal{F}_{F^t} \)). Using the same terminology, we call \( \mathfrak{g} \) symmetric if \( \mathfrak{g}^t := \{X^t \mid X \in \mathfrak{g}\} = \mathfrak{g} \). This happens if and only if \( \mathfrak{g} = \mathfrak{b} \), or equivalently if and only if \( \mathfrak{g} = \bigoplus_{i=1}^{m} \mathfrak{g}(a_i) \). Denote by \( \mathcal{F}_\mathfrak{g} \) the set of all admissible locations in \( \mathfrak{g} \) (i.e., \( \mathfrak{g} \) is the linear span of \( \{e_{i,j} \mid (i,j) \in \mathcal{F}_\mathfrak{g}\} \)). If \( F \in \mathfrak{g}^* \) then we assume \( \mathcal{F}_F \subseteq \mathcal{F}_\mathfrak{g} \). We will use the superscript \( \mathfrak{t} \) to represent transposition across the antidiagonal (i.e., if \( F \) is defined on \( \mathfrak{gl}(n) \), then \( F^\mathfrak{t} = \sum_{(i,j) \in \mathcal{F}_F} c_{n+1-i,n+1-j}e_{n+1-i,n+1-j}^* \), etc.), and we have analogous definitions with respect to the antidiagonal. We will also use the superscript \( R \) to represent rotation of a matrix twice (i.e., \( B^R = (A_n)^{-1}B(A_n) \), where \( A_n = \bigoplus_{i=1}^{m} e_{i,n+1-i} \), and we have all the analogous definitions.

We now introduce a \emph{relations matrix} of a space of matrices, which is formally defined in Definition 5. This is an abstract bookkeeping device which encodes the dimension of a space through the degrees of freedom and an explicit basis for the space, demonstrating how entries of a matrix in a given vector space are related to each other. Therefore, a relations matrix is defined (up to a relabeling of the variables \( b_i \) encoding the degrees of freedom) by a choice of basis for a space, and so is defined up to conjugation by \( G \in GL(n; \mathbb{C}) \). Our purpose in constructing relations matrices for spaces is to infer the number of degrees of freedom of a space from it, so actual form does not matter. See example 7.

Definition 5. Given a subspace \( \mathfrak{q} \subseteq \mathfrak{gl}(n) \) with \( \dim \mathfrak{q} = m \), fix a basis \( \{q_1, \ldots, q_m\} \) of \( \mathfrak{q} \). Define a linear transformation \( f : \mathbb{C}^m \to \mathfrak{q} \) by \( f(e_i) = q_i \) for each \( i \). Given variables \( b_1, \ldots, b_m \), the matrix form

\[
B := f(b_1, \ldots, b_m) = \sum_{i=1}^{m} b_i q_i
\]

is a relations matrix of \( \mathfrak{q} \). By substitution of the variables \( b_i \) with elements of \( \mathbb{C} \), the matrix \( B \) satisfies the following statement: \( \mathfrak{q} = \{B \mid b_i \in \mathbb{C} \} \).
Example 7. Let $q \subseteq \mathfrak{gl}(2)$ be the space of matrices $\begin{pmatrix} x_1 & x_2 \\ x_3 & x_4 \end{pmatrix}$ subject to the constraints $x_1 = x_2 + x_4$ and $x_3 = x_2$. A basis for the space is

\[
\left\{ \begin{pmatrix} 1 & 1 \\ 1 & 0 \end{pmatrix}, \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \right\}.
\]

The matrix

\[
B = b_1 q_1 + b_2 q_2 = b_1 \begin{pmatrix} 1 & 1 \\ 1 & 0 \end{pmatrix} + b_2 \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} = \begin{pmatrix} b_1 + b_2 & b_1 \\ b_1 & b_2 \end{pmatrix}
\]

is a relations matrix of $q$.

To facilitate the construction of a relations matrix of $\ker(B_F)$, we make use of the following technical lemmas. The first, Lemma 2, is used to shorten the necessary calculations in constructing a relations matrix by any existent symmetry in the seaweed and functional.

Lemma 2. Let $F \in \mathfrak{g}^*$ for a seaweed $\mathfrak{g}$ such that $F$ and $\mathfrak{g}$ are symmetric with respect to the main diagonal (or the antidiagonal). Let $B = [b_{i,j}]$ be a relations matrix of $\ker(B_F)$. Let $\mathcal{I} = \{b_{i,j}\}$ be the set of free variables in $B$—i.e., if $\mathcal{I}$ is the set of indices in $\mathcal{R}$, then for each $(i,j) \in \mathcal{I}$, there exist complex $c_{\alpha,\beta}$ such that $b_{i,j} = \sum_{(\alpha,\beta) \in \mathcal{I}^2} c_{\alpha,\beta} b_{\alpha,\beta}$. For all $(i,j) \in \mathcal{I}$, if $b_{i,j} = \sum_{(\alpha,\beta) \in \mathcal{I}^2} c_{\alpha,\beta} b_{\alpha,\beta}$ with $c_{\alpha,\beta} \in \mathbb{C}$, then $b_{j,i} = \sum_{(\alpha,\beta) \in \mathcal{I}} c_{\alpha,\beta} b_{\beta,\alpha}$ (respectively, $b_{n+1-j,n+1-i} = \sum_{(\alpha,\beta) \in \mathcal{I}} c_{\alpha,\beta} b_{n+1-\alpha,n+1-\beta}$).

Proof. We establish the theorem assuming symmetry across the main diagonal (the antidiagonal proof is similar.) For each $(i,j) \in \mathcal{I}$, there exist $c_{\alpha,\beta} \in \mathbb{C}$ such that

\[
b_{i,j} = \sum_{(\alpha,\beta) \in \mathcal{I}^2} c_{\alpha,\beta} b_{\alpha,\beta}
\]

by the definition of $\mathcal{I}$. For each $B \in \ker(B_F)$, consider $B^t = [b_{i,j}^t]$ and note that $b_{i,j}^t = b_{j,i}$. Evidently, $B^t \in \ker(B_F^*)$, where $F^t$ is defined on $\mathfrak{g}^t$. However, $\mathfrak{g}^t = \mathfrak{g}$ and $F^t = F$ by assumption. Therefore, $B^t \in \ker(B_F)$, and

\[
b_{j,i} = b_{i,j}^t = \sum_{(\alpha,\beta) \in \mathcal{I}} c_{\alpha,\beta} b_{\alpha,\beta} = \sum_{(\alpha,\beta) \in \mathcal{I}} c_{\alpha,\beta} b_{\beta,\alpha}.
\]

\hfill \square

We have the following easy corollary to Lemma 2.

Lemma 3. If $F \in \mathfrak{g}^*$, and both $F$ and $\mathfrak{g}$ are symmetric with respect to the main diagonal (or the antidiagonal), then for any relations matrix $B$ of $\ker(B_F)$, $b_{i,j} = 0$ if and only if $b_{j,i} = 0$ (respectively, $b_{n+1-j,n+1-i} = 0$).

To prove that a matrix $B$ is in $\ker(B_F)$ for $F \in \mathfrak{g}^*$ amounts to showing that the entries $b_{i,j}$ in $B$ satisfy a specific system of equations. This system is developed in Lemma 4.

Lemma 4. Let $\mathfrak{g}$ be a seaweed, and let $F = \sum_{(i,j) \in \mathcal{I}^2} c_{i,j} e_{i,j}^* \in \mathfrak{g}^*$ with $c_{i,j} \in \mathbb{C}$. The space $\ker(B_F)$ is spanned by all matrices $B = [b_{i,j}]$ whose entries $b_{i,j}$ form a solution to the two sets of equations:

1. $\sum_{(s,j) \in \mathcal{I}} e_{s,j} b_{s,i} = \sum_{(i,s) \in \mathcal{I}} c_{i,s} b_{j,s}$, for all $(i,j) \in \mathcal{I}$;
2. $b_{i,j} = 0$, for all $(i,j) \notin \mathcal{I}$.

Proof. Let $B = [b_{i,j}] \in \ker(B_F)$. The second set of equations follow trivially. To show $B \in \ker(B_F)$, it is necessary and sufficient to require $B_F(B,e_{i,j}) = 0$, for all $(i,j) \in \mathcal{I}$. Consider the image of $e_{i,j}$ under $B_F(B,\cdot)$. To start, note that

\[
[B,e_{i,j}] = \begin{pmatrix} 0 & 0 & \cdots & 0 & b_{i,1} & 0 & \cdots & 0 \\ 0 & 0 & \cdots & 0 & b_{i,2} & 0 & \cdots & 0 \\ 0 & 0 & \cdots & 0 & b_{i,3} & 0 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & 0 & b_{i,n-1} & 0 & \cdots & 0 \\ 0 & 0 & \cdots & 0 & b_{i,n} & 0 & \cdots & 0 \end{pmatrix} = \begin{pmatrix} 0 & 0 & \cdots & 0 & 0 & 0 & \cdots & 0 \\ 0 & 0 & \cdots & 0 & 0 & 0 & \cdots & 0 \\ 0 & 0 & \cdots & 0 & 0 & 0 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & 0 & 0 & 0 & \cdots & 0 \\ 0 & 0 & \cdots & 0 & 0 & 0 & \cdots & 0 \end{pmatrix}
\]
Lemma 5. The dimension result follows. Given \( i \) and \( j \), the indices in \( \mathcal{I} \) and by Lemma 5 \( \mathcal{F} \) seaweed of homotopy type \( H(c_1, \ldots, c_k) \). Several explicit examples of regular functionals are provided in Sections 3.3 and 3.4. The indices in \( \mathcal{F}_c \) will be fixed as a subset of \( c \times c \).

**Definition 6.** Given a seaweed \( \mathfrak{g} \), a functional \( F \in \mathfrak{g}^* \), and \( a \in \mathbb{N} \), define the shift of \( F \) by \( a \) as the new functional

\[
F^a := \sum_{(i,j) \in \mathcal{F}_a} c_{i+a,j+a}.
\]

Note: The right-hand side of (2) is defined only when the indices are admissible indices in the seaweed.

Given \( \mathfrak{g}_1 \subseteq \mathfrak{gl}(n_1) \) and \( \mathfrak{g}_2 \subseteq \mathfrak{gl}(n_2) \) with \( F_i \in \mathfrak{g}_1^* \) and define the functional \( F_1 \oplus F_2 \) in \( (\mathfrak{g}_1 \oplus \mathfrak{g}_2)^* \) by \( F_1 + F_2^a \).

**Lemma 5.** Let \( \mathfrak{g} \) be a seaweed and assume that there exist \( \mathfrak{g}_i \subseteq \mathfrak{gl}(n_i) \) such that \( \mathfrak{g} = \bigoplus_{i=1}^{k} \mathfrak{g}_i \). Let \( F_i \in \mathfrak{g}_i^* \), for all \( i \) and define \( F = \bigoplus_{i=1}^{k} F_i \). A matrix \( B \) is a relations matrix of \( \ker(B_F) \) if and only if \( B = \bigoplus_{i=1}^{k} B_i \), where \( B_i \) is a relations matrix of \( \ker(B_{F_i}) \) for each \( i \). It follows that \( \dim \ker(B_F) = \sum_{i=1}^{k} \dim \ker(B_{F_i}) \).

**Proof.** By induction, it suffices to prove the claim for \( \mathfrak{g} = \mathfrak{g}_1 \oplus \mathfrak{g}_2 \) with \( \mathfrak{g}_i \subseteq \mathfrak{gl}(n_i) \). Let \( F_i \in \mathfrak{g}_i^* \) for each \( i \), and define \( F = F_1 \oplus F_2 \). By construction,

\[
\ker(B_F) = \ker(B_{F_1}) \oplus \ker(B_{F_2}),
\]

and therefore \( \dim \ker(B_F) = \dim \ker(B_{F_1}) + \dim \ker(B_{F_2}) \).

For the reverse direction, assume \( B \) is a relations matrix of \( \ker(B_F) \). By definition, there exist linear transformations \( f_i : \mathbb{C}^{m_i} \to \ker(B_{F_i}) \), where \( m_i \) is the dimension of \( \ker(B_{F_i}) \), appropriately defined so that \( B_i = f(b_1, \ldots, b_{m_i}) \). Define \( f : \mathbb{C}^{m_1 \times m_2} \to \ker(B_F) \) by

\[
f(x_1, \ldots, x_m) = f_1(x_1, \ldots, x_{m_1}) \oplus f_2(x_{m_1+1}, \ldots, x_m).
\]

The matrix \( B = f(b_1, \ldots, b_m) = f_1(b_1, \ldots, b_{m_1}) \oplus f_2(b_{m_1+1}, \ldots, b_m) = B_1 \oplus B_2 \) is a relations matrix of \( \ker(B_F) \). The dimension result follows. □

**Theorem 5.** If \( \mathfrak{g} \subseteq \mathfrak{gl}(n) \) is such that \( \mathfrak{g} = \bigoplus_{i=1}^{k} \mathfrak{g}_i \) for \( \mathfrak{g}_i \subseteq \mathfrak{gl}(n_i) \), and \( F \in \mathfrak{g}^* \), then \( F \) is regular if and only if \( F = \bigoplus_{i=1}^{k} F_i \) with \( F_i \) regular on \( \mathfrak{g}_i \) for each \( i \).

**Proof.** Fix \( F_i \in \mathfrak{g}_i^* \) such that \( F = \bigoplus_{i=1}^{k} F_i \).

Assume that \( F \) is regular and, towards a contradiction, that there exists \( j \) such that \( F_j \) is not regular on \( \mathfrak{g}_j \). Fix \( F_j \) regular on \( \mathfrak{g}_j \) and define \( F' = \bigoplus_{i=1}^{j-1} F_i \oplus F_j \oplus \bigoplus_{i=j+1}^{k} F_i \). By definition, \( \dim \ker(B_{F'}) < \dim \ker(B_{F_j}) \), and by Lemma 5.
Definition 4. Let $F$ and $A$ be square functional. It follows that $j$ be the first index such that $\dim \ker B_{F_i} = \dim \ker B_{F_j}$. Similarly, if $g$ be the first index such that $\dim \ker B_{F_i} > \dim \ker B_{F_j}$. Then $F_i$ is not regular on $g_i$. \hfill \square

Lemma 6. Let $g$ be a seaweed and let $F \in g^*$. If $g = g^i$, then

$$\dim \ker(B_F) = \dim \ker(B_{F'})$$

Similarly, if $g = g^R$, then

$$\dim \ker(B_F) = \dim \ker(B_{F'})$$

It follows that $F$ is regular if and only if $F^i$ (respectively, $F^R$) is regular on $g$.

Now, using the component meander associated with a seaweed $g$, we describe a method for building a functional $F \in g^*$ using functionals $F_{c_i} \in gl(c_i)^*$ over the components $c_i$ of $g$’s homotopy type $H(c_1, \ldots, c_h)$.

Definition 7. Let $g$ be a seaweed with homotopy type $H(c_1, \ldots, c_h)$. Let $\mathcal{A}_{c_i}$ and $\mathcal{R}_{c_i}$ be defined as in Definition 3. Let $F_{c} = \sum_{(i,j) \in \mathcal{A}_{c_i}} e_{c_{i+1-1},c_{i+1-j}}^*$ (i.e., $F_c^R$ is a rotation of the indices in $F_c$). Define sets

$$\mathcal{D}_{c_i} = \bigcup_{P \in \mathcal{B}_{c_i}} \{(I' - s, J' + s) \mid s \in [0, c_i - 1], I' = \max A_{I_i}, J' = \min A_{J_i}, \text{ for } P = A_{I_i} \times A_{J_i}\}$$

and

$$\mathcal{D}_{c_i} = \bigcup_{P \in \mathcal{B}_{c_i}} \{(I' + s, J' + s) \mid s \in [0, c_i - 1], I' = \min A_{I_i}, J' = \max A_{J_i}, \text{ for } P = A_{I_i} \times A_{J_i}\}$$

The sets $\mathcal{D}_{c_i}$ and $\mathcal{D}_{c_i}$ are the entries on the antidiagonal and main diagonal (respectively) of each $c_i \times c_i$ square $A_{I_i} \times A_{J_i}$ in $\mathcal{B}_{c_i}$. Given a functional $F_{c} \in gl(c_i)^*$, define functionals $F_{c_i}^\alpha$ and $F_{c_i}^\beta$ in $g^*$ as follows:

$$F_{c_i}^\alpha := \sum_{A \in \mathcal{A}_{c_i}} (F_{c_i}^R)^{\min(A)-1} + \sum_{A \in \mathcal{R}_{c_i}} (F_{c_i})^{\min(A)-1} + \sum_{(i,j) \in \mathcal{D}_{c_i}} e_{i,j}^*,$$

$$F_{c_i} := \sum_{A \in \mathcal{A}_{c_i} \cup \mathcal{R}_{c_i}} (F_{c_i})^{\min(A)-1} + \sum_{(i,j) \in \mathcal{D}_{c_i}} e_{i,j}^*.$$

Define two functionals $F_{c_i}^\alpha$, $F_{c_i} \in g^*$ by

$$F_{c_i}^\alpha := \sum_{i=1}^h F_{c_i}^\alpha, \quad \text{and} \quad F_{c_i} := \sum_{i=1}^h F_{c_i}.$$

The proof of Theorem 6 deals explicitly with $F$ and $F_{c_i}$ as defined, but no aspect of the proof requires the consistent choice of functionals in the peak blocks (i.e., antidiagonal as in $F_{c_i}^\alpha$ or main diagonal as in $F_{c_i}$). It follows that these methods may be mixed between and within components of $g$ (see Example 9).
Example 8. Let \( g \) be the seaweed of our running Example 3. Recall that \( g \) has type \( \frac{10442}{16} \) and homotopy type \( H(2, 4) \). Let \( F_2 \) and \( F_4 \) be constructed using \( F_2 \in \mathfrak{gl}(2)^* \) and \( F_4 \in \mathfrak{gl}(4)^* \) of Theorem 6.

We illustrate the sets \( \mathcal{I}_F \) and \( \mathcal{J}_F \) by placing a black dot in each entry \((i, j) \in \mathcal{I}_F \) and \((i, j) \in \mathcal{J}_F \) in the matrix form of \( g \) in Figure 7 (left and right, respectively). The configuration of positions \( g_{14} \) is left shaded in grey to emphasize the embedding of the functionals \( F_2 \) and \( F_4 \) into the core and how the peak dots affect this choice. The functionals \( F_4 \) and \( F_4' \) are the sum of \( e_i^* \) where \((i, j) \) is in the shaded region, while the functionals \( F_2 \) and \( F_2' \) are the sum of \( e_i^* \) over the indices \((i, j) \) outside the shaded region.

![Figure 7: Constructed functionals](image)

**Theorem 6.** Let \( g \) be a seaweed with homotopy type \( H(c_1, \ldots, c_h) \), and let \( F_{c_i} \in \mathfrak{gl}(c_i)^* \) for each \( i \). The functionals \( F, F' \in g^* \) of Definition 7 are such that

\[
\dim \ker(B_F) = \dim \ker(B_{F'}) = \sum_{i=1}^{h} \dim \ker(B_{F_{c_i}}).
\]

Assuming Theorem 6 for the moment, we have the following immediate Corollary.

**Theorem 7.** The functionals \( F \) and \( F' \) in Definition 7 are regular if and only if \( F_{c_i} \) is regular on \( \mathfrak{gl}(c_i) \), for each \( i \).

**Proof of Theorem 7.** The proof is an induction on the winding-down moves of Lemma 1. For the entirety of this proof, let \( g \) be a seaweed with signature \( S \) and \( F' \in g^* \) be constructed according to Definition 7. Let \( g' \) be the seaweed with signature \( C(c)S \). The functional constructed by Definition 7 on \( g' \) is \( F_c \oplus F \), and the dimension result of equation 3 follows trivially. Further, if \( B \) is a relations matrix of \( \ker(B_F) \) and \( B_c \) is a relations matrix of \( \ker(B_{F_c}) \), then \( B \oplus B \) is a relations matrix of \( \ker(B_{F_c} \oplus F) \).

Theorem 6 follows trivially if \( g' \) is of signature \( FS \). The functional constructed on \( g' \) by Definition 7 is \( F' \), and \( B' \) is a relations matrix of \( \ker(B_{F'}) \).

Now, assume that \( g' \) has signature \( BLS \) and that \( g \) is of type \( \frac{a_1}{a_2} \) (the Rotation Contraction move and the Pure Contraction move only require an appropriate relabeling of indices). Without loss of generality, assume that the block \( a_1 \) in the meander \( M(g) \) associated with \( g \) is part of a single component of size \( a_1 \) – the argument for multiple components is a finite number of arguments identical to the following argument. Given \( F' \) constructed by Definition 7, the functional \( F \) must be \( \sum_{(i,j) \in \mathcal{I}_F} e_i^* \). Let \( B' \) be a relations matrix of \( F' \) and consider the following division of \( B' \) into four quadrants, whose indices \((i, j) \) are relabeled as indicated.
Assume $F' = F$. Now, fix $i, j \in [1, n]$ and consider the images of the basis elements $e_{-i, j}$, $e_{i, j}$, and $e_{i, -j}$ (basis elements in quadrant $II$). We get the following three expressions under the map $B_{F'}([B, \cdot])$.

$$e_{-i, j} \mapsto \left( \sum_{(s, -j) \in F'} b_{s, -i} - \sum_{(-i, s) \in F'} b_{-j, s} \right)$$  \hspace{1cm} (4)

$$e_{i, j} \mapsto \left( \sum_{(s, j) \in F'} b_{s, i} - \sum_{(i, s) \in F'} b_{-j, s} \right)$$  \hspace{1cm} (5)

$$e_{a_1+1-i, a_1+1-j} \mapsto \left( \sum_{(s, a_1+1-j) \in F'} b_{s, a_1+1-i} - \sum_{(a_1+1-i, s) \in F'} b_{a_1+1-j, s} \right)$$  \hspace{1cm} (6)

Consider the equations provided by setting the right hand side of (5) equal to zero. Note that $(s, -j) \in F'$ if and only if $s = a_1 + 1 - j$ or $s < 0$. If $s < 0$, then $(s, i) \notin F'$, so $b_{s, i} = 0$. Similarly, $(i, s) \notin F'$ if and only if $s = i - a_1 - 1$ or $s > 0$. If $s > 0$, then $b_{-j, s} = 0$ as $(-j, s) \notin F'$. Therefore, the system of equations resulting from (5) reduces to

$$b_{a_1+1-j, i} = b_{-j, i-a_1-1}. \hspace{1cm} (7)$$

That is, the top $a_1 \times a_1$ block of $B'$ is equal to the second $a_1 \times a_1$ block of $B'$. An identical argument on the basis elements $e_{i, -j}$ mapped under $B_{F'}([B, \cdot])$ shows that $b_{i, -j} = b_{i, j}$, for all $i, j \leq n$, meaning the top $a_1 \times a_1$ block of $B'$ is the rotation of the second $a_1 \times a_1$ block of $B'$. To show that the application of a Block Elimination move to the functional does not change the dimension of the kernel, it suffices to show that elements in the peak block $[1, a_1] \times [-1, -a_1]$ indicated in Figure (8) are zero. We will show that the elements in the peaks must be defined in terms of previous peak blocks (if any). Therefore, by recursion, it will suffice to consider a seaweed of the form $2^{a_1+m}$, with $\sum a_i = m$ (i.e., the outer most peak block created in a component of size $n$ in $g$). The recursion on the peak blocks is justified by evaluating the right hand side of (7) and summing. Notice that $(s, -j) \in F'$ if and only if $s = a_1 + 1 - j$ or $s < 0$ (i.e. $(s, -j)$ is one of the copied indices), and $(-i, s) \in F'$ implies $s < 0$. Therefore, combining (7) with the equation given by evaluating (4) at zero is equivalent to the system

$$\sum_{(s, -j) \in F'} b_{s, -i} + b_{a_1+1-j, -i} = \sum_{(-i, s) \in F'} b_{-j, s}$$

$$\iff \sum_{(s, a_1+1-j) \in F'} b_{s, a_1+1-i} + b_{a_1+1-j, -i} = \sum_{(a_1+1-i, s) \in F'} b_{a_1+1-j, s}. \hspace{1cm} (8)$$
When evaluated at zero, the right hand side of (9) is equivalent to the system:

\[
\sum_{s>0} b_{s,a_1+1-i} = \sum_{0<s<a_1} b_{a_1+1-i,s} + \sum_{a_1<s} b_{a_1+1-j,s} + b_{a_1+1-j,-i}. \tag{9}
\]

Combining equations (8) and (9), so that the appropriate summations cancel, we have the following equation:

\[-2b_{a_1+1-j,-i} = \sum_{a_1<s} b_{a_1+1-j,s}. \tag{10}\]

The same argument for \(\mathcal{F}^i\) yields an equation similar to equation (10). Without loss of generality, consider the seaweed \(g\) of type \(\frac{2m}{m}\). Let \(G_m \in gl(m)\). Define \(\overline{F} = (F_n \oplus G_m \oplus F_n) + \sum_{i=1}^n e^*_{n+m+i,i}\) and \(\overline{F}^i = (F_c \oplus G_m \oplus F^R_c) + \sum_{i=1}^n e^*_{2n+m+1-i,i}\). The indices in these functionals are pictured in Figure 9.

![Figure 9: Indices in \(\mathcal{F}_F\) (left) and \(\mathcal{F}^i\) (right)](image)

For \(\overline{F}\), consider the images of the basis elements under \(B_{\overline{F}}(B,\cdot)\). We have the following cases:

1. \(e_{i,j} \mapsto \sum_{s,j} b_{s,i} + b_{s,m+j,i} - \sum_{i,s} b_{j,s}\), for \(i,j \in [1,n]\).

2. \(e_{i,j} \mapsto \sum_{s,j} b_{s,i} + b_{s,m+j,i} - \sum_{i,s} b_{j,s}\), for \(i \in [n+1,m], j \in [1,n]\).

3. \(e_{i,j} \mapsto \sum_{s,j} b_{s,i} - \sum_{i,s} b_{j,s}\), for \(i \in [n+1,m]\).

4. \(e_{i,j} \mapsto \sum_{s,j} b_{s,i} + b_{s,m+j,i} - \sum_{i,s} b_{j,s} - b_{j,i-n-m}\), for \(i \in [n+1+2n+m], j \in [1,n]\).

5. \(e_{i,j} \mapsto \sum_{s,j} b_{s,i} - \sum_{i,s} b_{j,s} - b_{j,i-n-m}\), for \(i \in [n+1+2n+m], j \in [n+1,m]\).

6. \(e_{i,j} \mapsto \sum_{s,j} b_{s,i} - \sum_{i,s} b_{j,s} - b_{j,i-n-m}\), for \(i,j \in [n+1+2n+m]\).

The expressions in Case 1, when evaluated at zero, combine with the expressions in Case 6 evaluated at zero to show that \(b_{j,i} = 0\), for all \(j \in [n+1+2n+m], i \in [1,n]\). The equations generated by evaluating the Case 4 expressions at zero yield that \(b_{j,i} = b_{i+m+n+j,i+n+m}\), for all \(i,j \in [1,n]\). The expressions in Case 1, knowing that \(b_{n+m+j,i} = 0\), solve to a relations matrix \(B_1\) of \(\ker(B_{F_n})\).

In Case 2, both summations are zero as the indices are not in \(\mathcal{F}_g\), and so the equation which results from evaluating the right hand side at zero simplifies to \(b_{n+m+j,i} = 0\), for all \(j \in [1,n]\) and \(i \in [n+1,m]\).
same argument on the expressions in Case 5 generates the \( m \times n \) rectangle in the first column of Figure 9 (left) must also be a zero matrix. Finally, upon evaluating the expressions in Case 3 at zero, we obtain a relations matrix \( B_2 \) of \( \ker(B_{G_m}) \).

The final evaluation of the system of equations given by mapping the basis elements to zero under \( B_{F'}(B, \cdot) \) will be that a relations matrix \( B \) of \( \ker(B_{F'}) \) is

\[
B = B_1 \oplus B_2 \oplus B_1.
\]

Hence, \( \dim \ker(B_{F'}) = \dim \ker(B_{F_n}) + \dim \ker(B_{G_m}) \). A similar argument on \( F' \) shows that a relations matrix \( B' \) for \( \ker(B_{F'}) \) is of the form

\[
B' = B_1 \oplus B_2 \oplus B_1^R,
\]

and the dimension claim holds.

We have the following immediate Corollary from the proof of Theorem 6.

**Theorem 8.** Let \( g \) be a seaweed with homotopy type \( H(c_1, \ldots, c_h) \), and let \( F_{c_i} \in \mathfrak{gl}(c_i)^* \) for each \( i \). Any functional \( F \) constructed via the methods of Definition 7 is such that, if \( C_{c_i} \oplus C_{c_{i+1}} \oplus \cdots \oplus C_{c_h} \) is the core of \( g \) (necessarily, \( i_j \in \{1, \ldots, h\} \), for all \( j \)), then a relations matrix of the space \( \ker(B_{F}) \) is

\[
B_{r_1}^{r_1} \oplus \cdots \oplus B_{r_k}^{r_k},
\]

where the superscript, \( r \), represents the appropriate rotation of the matrix where necessary.

**Example 9.** By direct computation (as demonstrated in the proof of Theorem 9), \( F_2 \) and \( F_4 \) are regular on \( \mathfrak{gl}(2) \) and \( \mathfrak{gl}(4) \) respectively, and they have the respective relations matrices:

\[
B_4 = \begin{pmatrix}
  b_1 + b_2 + b_1 + b_4 & b_1 + b_2 + b_3 & b_1 + b_2 \\
  b_1 + b_2 + b_3 & b_1 + b_2 + b_4 & b_1 + b_3 \\
  b_1 + b_2 & b_1 + b_3 & b_2 + b_4 \\
  b_1 & b_2 & b_3 & b_4
\end{pmatrix}, \quad
B_2 = \begin{pmatrix}
  b_5 & b_6 & b_5 \\
  b_5 & b_6 \\
  b_5 & b_6
\end{pmatrix}.
\]

Let \( F \) be the functional whose indices are illustrated in Figure 10.

![Figure 10: Indices in \( J_F \)](image)

A relations matrix of \( \ker(B_{F}) \) is \( B_4 \oplus B_2 \oplus B_4 \oplus B_4^R \oplus B_4^R \).

### 3.3 An explicit regular functional on \( \mathfrak{gl}(n) \)

The purpose of this section is to provide an explicit regular functional \( F_n \) on \( \mathfrak{gl}(n) \). We will leverage this construction together with Definition 7 to construct regular functionals on any seaweed subalgebra \( g \subseteq \mathfrak{gl}(n) \) with homotopy type \( H(c_1, \ldots, c_h) \) by embedding the functionals \( F_{c_i} \) appropriately.

**Theorem 9.** The functional \( F_n = \sum_{i=1}^{n} \sum_{j=1}^{n+1-i} e^*_i \cdot \) is regular on \( \mathfrak{gl}(n) \).
The indices in $\mathcal{F}_n$ are illustrated in Figure 11 as the grey region and solid lines.

![Figure 11: Indices in $\mathcal{F}_n$](image)

Proof. See Appendix A. 

3.4 Additional regular functionals on $\mathfrak{gl}(n)$

We define the size of a functional $F$ to be equal to $|\mathcal{I}_F|$. Computationally, smaller is better. We provide seven additional regular functionals $H_n$, $H'_n$, $K_n$, $K'_n$, $G_n$, $G'_n$, and $F'_n$ all of which are based on $F_n$. Their relative sizes are:

$$|\mathcal{I}_{F'_n}| \leq |\mathcal{I}_{G_n}| \leq |\mathcal{I}_{H'_n}| = |\mathcal{I}_{K'_n}| \leq |\mathcal{I}_{F_n}|.$$ 

The smallest of these functionals, $F'_n$, is smaller than $F_n$ by $2^n - 1$ terms (i.e., $|\mathcal{I}_{F_n}| = |\mathcal{I}_{F'_n}| + 2^n - 1$). The proofs of these seven functionals are closely related and all require the regularity of $F_n$ as an inductive hypothesis. These proofs are omitted from this paper, but detailed in [10].

Theorem 10. The functional $G_n = e^1_{1,1} + \sum_{i=2}^{n-1} \sum_{j=2}^{n+1-i} e^*_{i,j} = e^*_{1,1} \oplus F_{n-2}$ is regular on $\mathfrak{gl}(n)$ for $n \geq 4$.

As a visual aid, the indices of the functional of $G_n$ of Theorem 10 is the functional such that $\mathcal{I}_{G_n}$ is the set of indices illustrated by the grey region in Figure 12 (left). As immediate corollaries to the proof of Theorem 10 we have two more regular functionals on $\mathfrak{gl}(n)$.

Theorem 11. The functional $H_n = \sum_{i=1}^{n-1} \sum_{j=1}^{n+2-i} e^*_{i,j} = F_{n-1}$ is regular on $\mathfrak{gl}(n)$.

As a visual aid, the indices in $\mathcal{I}_{H_n}$ are illustrated in Figure 12 (center).

Theorem 12. The functional $K_n = e^*_{1,1} + \sum_{i=2}^{n} \sum_{j=2}^{n+2-i} e_{i,j} = G_{n+1}$ is regular on $\mathfrak{gl}(n)$.

As a visual aid, the indices in $\mathcal{I}_{K_n}$ are illustrated in Figure 12 (right).

![Figure 12: Indices in $\mathcal{I}_{G_n}$ (left), $\mathcal{I}_{H_n}$ (center), and $\mathcal{I}_{K_n}$ (right)](image)

Through an identical linear algebra argument to the one constructed in the proof of Theorem 10 we get four more functionals.
Theorem 13. The functionals
\[
C'_n = 0 \oplus F_{n-2} \oplus e^*_{1,1}, \quad K'_n = F_{n-1} \oplus e^*_{1,1},
\]
\[
H'_n = 0 \oplus F_{n-1}, \quad \text{and} \quad F'_n = 0 \oplus F_{n-2} \oplus 0
\]
are regular on \( \mathfrak{gl}(n) \).

Let \( f \) be a functional of Theorem 13. A relations matrices for \( \ker(B_f) \) is an appropriate direct sum of relations matrices of \( \ker(B_{F_n-1}) \) and \( \ker(B_{F_n-2}) \), and the matrix \( (b_i) \).

The transposition across the antidiagonal of any functional defined in this section and in section 3.3 is also regular on \( \mathfrak{gl}(n) \). Note that \( F'_n \) is the smallest of the eight regular functionals thus far constructed.

4 Regular functionals on simple Lie algebras

In this section, we transition from building regular functionals on seaweed subalgebras of \( \mathfrak{gl}(n) \) to building regular functionals on seaweed subalgebras of the classical Lie algebras \( A_n = \mathfrak{sl}(n+1) \) and \( C_n = \mathfrak{sp}(2n) \).

4.1 Type-A seaweeds

Seaweed subalgebras of \( A_n \) are constructed in the same way as seaweeds in \( \mathfrak{gl}(n+1) \), but satisfy an additional algebraic constraint – they have trace zero.

Definition 8. Let \( n \) be an integer and let \( (a_1, \ldots, a_m) \) and \( (b_1, \ldots, b_t) \) be two compositions of \( n+1 \). If the seaweed of type \( p^A_{n, \lambda \mu} \) is further required to have trace zero, then this seaweed is said to be of Type-A and is denoted \( p^A_{n, \lambda \mu} \).

To begin, we must know how restricting to algebras of trace zero affects the index of a seaweed.

Theorem 14 (Dergachev and A. Kirillov, [8]). If \( \mathfrak{g} \) is a seaweed of type \( p^A_{n, \lambda \mu} \), then
\[
\text{ind} \, \mathfrak{g} = 2C + P - 1,
\]
where \( C \) is the number of cycles and \( P \) is the number of paths and isolated points in the meander associated with \( \mathfrak{g} \).

We have the following immediate Corollary.

Theorem 15. The Lie algebra \( A_n \) has index \( n \).

Theorem 16. The functional \( F_n = \sum_{i=1}^n \sum_{j=1}^{n+1-i} e^*_{i,j} \) of Theorem 2 is regular on \( A_n \).

Proof. The proof will consist of showing the equivalence of the systems of equations for \( B_{F_n}(B, b) \) and \( B_{F_n}(B, b') \) (for the sets of basis elements \( b \) of \( \mathfrak{gl}(n) \) and basis elements \( b' \) of \( (n+1) \)).

For all \( i \neq j \) with \( i, j \leq n \), we have
\[
e_{i,j} \mapsto \left( \sum_{s=1}^{n+1-i} b_{n,i} - \sum_{s=1}^{n+1-i} b_{j,s} \right).
\]

(11)
The system of equations which results when the expressions in (11) are evaluated at zero is identical to the system of equations for the respective images for these basis elements in \( \mathfrak{gl}(n) \). Now, consider the basis elements \( e_{i,i} - e_{i+1,i+1} \) with \( i \leq n \). By requiring \( B_{F_n}(B, e_{i,i} - e_{i+1,i+1}) = 0 \), we get the weaker condition that \( B_{F_n}(B, e_{i,i}) = B_{F_n}(B, e_{i+1,i+1}) \), for all \( i \). However, we have
\[
B_{F_n}(B, e_{n+1,n+1}) = 0.
\]
Therefore, the system of equations for the $n^2$ basis elements of $A_n$ noted in Equation (11) is isomorphic to the system of equations on $\mathfrak{gl}(n)$. It suffices to address the last $2n$ basis elements $e_{i,n+1}$ and $e_{n+1,i}$ for $i \neq n + 1$. Consider the image of the first $n$ basis elements under $B_{F_n}(\{B, \cdot\})$:

$$e_{i,n+1} \mapsto - \sum_{s=1}^{n+1-i} b_{n+1,s}.$$  \hfill (12)

By induction, we get $b_{n+1,i} = 0$, for all $i \in [1, n]$. The argument is similar for $b_{i,n+1} = 0$, for all $i \in [1, n]$, or Lemma 3 may be applied. The resulting relations matrix of $\ker(B_{F_n})$ on $A_n$ is $B \oplus (a)$, where $B$ is a relations matrix of $\ker(B_{F_n})$ defined on $\mathfrak{gl}(n)$ and $a = - \sum_{i=1}^n b_{i,i}$.

Note that $F_n$ defined on $A_n$ is the sum of functionals $e_{i,j}^*$ strictly above the antidiagonal.

**Theorem 17.** If $p_{n}^{A_{n+1} \mid A_{n-1}}$ is a seaweed with homotopy type $H(c_1, \ldots, c_h)$, any functional $\mathcal{F}$ built using Definition 7 with functionals $f_{c,-1}$ embedded into the components of size $c_i$ is such that

$$\dim \ker(B_{\mathcal{F}}) = -1 + \sum_{i=1}^h \dim \ker(B_{f_{c,-1}}),$$

where $\dim \ker(B_{\mathcal{F}})$ is over $\mathfrak{gl}(n + 1)$, but $\dim \ker(B_{f_{c,-1}})$ is the dimension of the kernel in $\mathfrak{gl}(c_i)$.

**Proof.** The proof is similar to the proof of Theorem 6. We apply induction on the winding-down moves of Lemma 4 to place appropriately adjusted copies of $\ker(B_{F_n})$ into the core of $g$. The difference in Type-A is that in the first Component Creation move in the winding-up of the meander associated with $g$, there is an index $t$ such that $b_{t,t}$ is the negative sum of the diagonal to ensure the vanishing trace condition of $A_n$ (this was $b_{n+1,n+1}$ for $B$ a relations matrix of $F_n$ in Theorem 16). Under the winding-up moves, we map the functional as we did in Definition 7 but the kernel adjustments must be such that the sum of all instances of $b_{t,t}$ on the diagonal maintains the vanishing trace condition.

This completely resolves the problem of naming regular functionals for seaweed subalgebras of Type-A. See Example 10.

**Example 10.** Consider $g = p_{7}^{A_{11} \mid A_{11}}$. According to Theorem 17 (and embedding $F_3$ of Theorem 16) yields functionals

$$\mathcal{F}' = e_{1,1} + e_{1,2} + e_{1,3} + e_{1,8} + e_{2,1} + e_{2,2} + e_{2,7} + e_{3,1} + e_{3,6} + e_{4,5} + e_{4,8} + e_{5,7} + e_{5,8} + e_{6,8} + e_{7,8} + e_{8,8},$$

$$\mathcal{F} = e_{1,1} + e_{1,2} + e_{1,3} + e_{1,5} + e_{2,1} + e_{2,2} + e_{3,1} + e_{3,7} + e_{4,8} + e_{5,7} + e_{5,8} + e_{6,8}.$$  \hfill (12)

The indices for $\mathcal{F}'$ and $\mathcal{F}$ are shown in Figure 13 (left and right, respectively).

![Figure 13: Indices $\mathcal{F}'$ (left) and $\mathcal{F}$ (right) on $p_{7}^{A_{11} \mid A_{11}}$](image)

A messy calculation yields relations matrices $B$ and $B'$ of $\ker(B_{\mathcal{F}'}) \ker(B_{\mathcal{F}})$, respectively.

$$B = \begin{pmatrix} b_1 + b_2 + b_3 & b_1 + b_2 & b_1 \\ b_1 + b_2 & b_1 + b_3 & b_2 \\ b_1 & b_2 & b_3 \end{pmatrix} \oplus (-2b_1 - b_2 - 3b_3) \oplus (-2b_1 - b_2 - 3b_3) \oplus \begin{pmatrix} b_5 & b_2 & b_1 \\ b_2 & b_1 + b_3 & b_1 + b_2 \\ b_1 & b_1 + b_2 & b_1 + b_2 + b_3 \end{pmatrix}$$
\[
B' = \left( \begin{array}{ccc}
 b_1 + b_2 + b_3 & b_1 + b_2 & b_1 \\
 b_1 + b_2 & b_1 + b_3 & b_2 \\
 b_1 & b_2 & b_3
\end{array} \right) \oplus (-2b_1 - b_2 - 3b_3) \oplus \left( \begin{array}{ccc}
 b_1 + b_2 + b_3 & b_1 + b_2 & b_1 \\
 b_1 + b_2 & b_1 + b_3 & b_2 \\
 b_1 & b_2 & b_3
\end{array} \right) \oplus (-2b_1 - b_2 - 3b_3)
\]

Evidently \( \text{ind } g = 3 \), it follows that \( \overline{F}^m \) and \( \overline{F} \) are regular.

### 4.2 Type-C seaweeds

Seaweed subalgebras of \( C_n \) are constructed as in \( \mathfrak{gl}(2n) \), but they must also be subalgebras of \( \mathfrak{sp}(2n) \). Because of the symmetry across the antidiagonal of \( C_n \), we have a simplified notation for seaweeds of type-C.

**Definition 9.** Given two partial compositions \( (a_1, \ldots, a_m) \) and \( (b_1, \ldots, b_l) \) of \( n \) (i.e., \( \sum_i a_i, \sum_j b_j \leq n \)), let \( g \) be the seaweed of type \( \frac{a_1 \cdots a_m}{b_1 \cdots b_l} \), which is a subalgebra of \( C_n \). This is the standard seaweed of type \( p_C \frac{a_1 \cdots a_m}{b_1 \cdots b_l} \).

**Example 11.** Consider the seaweed \( g = p_C \frac{3 \cdot 4}{7} \). This is the set of all matrices in \( \mathfrak{sp}(6) \) whose nonzero entries occur in the marked entries of Figure 14.

![Figure 14: Seaweed of type \( p_C \frac{3 \cdot 4}{7} \)](image)

To ease computations, we can leverage the symmetry across the antidiagonal of a seaweed subalgebra of \( C_n \), and make use of a meander on \( n \) vertices instead of the full \( 2n \) vertices that a seaweed subalgebra of \( \mathfrak{gl}(2n) \) would normally require.

**Definition 10.** Let \( g = p_C \frac{a_1 \cdots a_m}{b_1 \cdots b_l} \). The shortened meander associated with \( g \) (denoted \( M^C_n \) to differentiate it from the meander on \( 2n \) vertices) is constructed as follows. Place \( n \) vertices \( v_1 \) through \( v_n \) in a line. Create two partitions (top and bottom) of the vertices based on the given partial compositions of \( n \). Draw arcs in the first \( M(g) \) top blocks and the first \( t \) bottom blocks as you would a meander in \( \mathfrak{gl}(n) \). There may be vertices left over. We define the following sets: \( T_a = \{ v_i \mid i > \sum_{i=1}^m a_i \} \) and \( T_b = \{ v_i \mid i > \sum_{i=1}^l b_i \} \). The set \( T_g = (T_a \cup T_b) \setminus (T_a \cap T_b) \) is the tail of \( M^C_n \). The aftertail \( T^C_n \) of the meander is \( T_a \cap T_b \). See example 12.

**Example 12.** Consider the seaweed \( g = p_C \frac{4 \cdot 11 \cdot 13}{3 \cdot 5} \). The meander \( M^C_7 \) associated with \( g \) is illustrated in Figure 15.

![Figure 15: Meander \( M^C_7 \) associated with \( p_C \frac{4 \cdot 11 \cdot 13}{3 \cdot 5} \)](image)
By definition, we have $T_a = \{v_6, v_7\}$, $T_b = \{v_7\}$, $T_c = \{v_6\}$, and $T^a = \{v_7\}$. The vertices in $T_b$ and $T^a$ are colored blue and red, respectively, in Figure 15.

When describing how to construct a regular functional, we first address any component of the meander $M^C_n$ which interacts with the tail, followed by the aftertail. From there, the embedding of functionals $F_n$ will be as it is in $\mathfrak{gl}(n)$ for any part of the meander which remains unaddressed.

To begin, we must know how restricting to algebras in $\mathfrak{sp}(2n)$ affects the index of a seaweed.

**Theorem 18** (Coll, Hyatt, and Magnant [5]). If $\mathfrak{g}$ is a seaweed of type $\mathfrak{p}^C_n \frac{a_1 + a_2}{b_1 + b_2}$, then

$$\text{ind } \mathfrak{g} = 2C + \tilde{P},$$

where $C$ is the number of cycles and $\tilde{P}$ is the number of paths with zero or two endpoints in the tail of the meander $M^C_n$ associated with $\mathfrak{g}$.

**Remark 1.** An isolated point contained in the tail is considered to have one endpoint in the tail of a meander, as it only has one endpoint to begin with.

We have the following immediate Corollary.

**Theorem 19.** The Lie algebra $C_n$ has index $n$.

Just as we used a seaweed half the size of the full meander in $\mathfrak{gl}(2n)$, when there is symmetry across the antidiagonal, it suffices to consider a functional with indices on or above the antidiagonal only. The functional $F' = F + \sum_{(i,j) \in \mathcal{F}_n} e_{i,j} e^*_{2n+1-i,2n+1-j}$, where $c_{i,j}$ is the negative coefficient of $e^*_{i,j}$ in $F$ for $i, j \in [1, n]$, and equal to the coefficient of $e^*_{i,j}$ in $\tilde{F}$ otherwise, has the same kernel of the Kirillov form.

**Theorem 20.** The Functional $F_n = \sum_{i=1}^{n} \sum_{j=1}^{n+1-i} e^*_{i,j}$ of Theorem 4 is regular on $C_n$.

**Proof.** Consider the standard basis for $C_n$. For $i, j \leq n$, we have

$$e_{i,j} - e_{2n+1-j,2n+1-i} \mapsto \left( \sum_{s=1}^{n+1-j} b_{s,i} - \sum_{s=1}^{n+1-i} b_{j,s} \right).$$

This system of equations which results from evaluating the $n^2$ expressions on the right hand side of (13) at zero is equivalent to the system of equations for the image of the basis elements $e_{i,j}$ for $F_n$ defined on $\mathfrak{gl}(n)$. For $(i, j)$ with $i + j \leq 2n + 1$, $i \leq n$, and $j > n$ we have

$$e_{i,j} + e_{2n+1-j,2n+1-i} \mapsto \left( - \sum_{s=1}^{n+1-i} b_{j,s} - \sum_{s=1}^{j-n} b_{2n+1-i,s} \right).$$

(14)

Through a linear algebra argument similar to those in section 3 the solution to the system of equations which results from evaluating the right hand side of (14) at zero is $b_{j,i} = 0$, for all $i, j$ defined. By Lemma 3 this implies $b_{i,j} = 0$. A relations matrix of ker$(B_{F_n})$ is $B \oplus (-B^T)$, where $B$ is a relations matrix of ker$(B_{F_n})$ on $\mathfrak{gl}(n)$. $\square$

**Example 13.** Consider the Lie algebra $C_4$. A relations matrix $B$ of ker$(B_{F_n})$ is

$$B = \begin{pmatrix}
 b_1 + b_2 + b_3 & b_1 + b_2 + b_4 & b_1 + b_2 & b_1 \\
 b_1 + b_2 + b_3 & b_1 + b_2 + b_4 & b_1 + b_2 & b_1 \\
b_1 + b_2 & b_1 + b_2 & b_1 + b_2 & b_1 \\
b_1 & b_2 & b_3 & b_4
\end{pmatrix} \oplus \begin{pmatrix}
 -b_1 & -b_2 & -b_3 & -b_4 \\
 -b_3 & -b_2 - b_4 & -b_1 & -b_3 \\
 -b_1 & -b_2 & -b_3 & -b_1 \\
 -b_1 & -b_2 & -b_1 & -b_3 \\
 -b_3 & -b_2 - b_4 & -b_1 & -b_3 \\
 -b_1 & -b_2 & -b_3 & -b_1
\end{pmatrix}$$

Now, we address proper seaweed subalgebras of $C_n$. We describe the adjustments needed from Definition 7 to account for the aftertail and tail in Theorem 21.
**Theorem 21.** Let $g$ be a seaweed of type-C with associated meander $M_n^C$ and full meander $M(g)$ defined on $2n$ vertices whose homotopy type is $H(c_1, \ldots, c_n)$. Let $f_c$ represent a functional on $g\{c\}$, for all $c$. Let $A = T_a \times T_a$ be the indices in the square block on the diagonal of $g$ which contains the tail and $B = T_a \times T_a$ be the indices in the square block on the diagonal of $g$ which contains the aftertail. For each $c_i$ such that $C_{c_i} \cap A \neq \emptyset$ (i.e., each component whose core interacts with the tail of the meander $M_n^C$), define $F_{c_i}$ as in Definition 7 by embedding a functional $f_{\{c_i\}/2}$, except only sum over $c_{i,j}$ with $i + j \leq 2n + 1$ (i.e., on or above the antidiagonal). For each $c_i$ such that $C_{c_i} \cap A = C_{c_i} \cap B = \emptyset$, define $F_{c_i}$ as in Definition 7 except only sum over $c_{i,j}$ with $i + j \leq 2n + 1$. As in Definition 7, in both these embeddings we allow for the choice to rotate the indices or not by adding the appropriate functionals in the peak blocks for any peak block which occurs strictly above the antidiagonal of $g$. The only difference is that, when crossing the antidiagonal, we require the choice of functionals over the main diagonal of the peak block (which occur on or above the antidiagonal).

Finally, if $t = |T_a^\alpha|$, then the final functional

$$F = \sum F_{c_i} + f_t^{n-t}$$

is such that

$$\dim \ker(B_F) = \sum \dim \ker(B_{f_{c_i}}) + \sum \dim \ker(B_{f_{\{c_i\}/2}}) + \dim \ker(B_{f_t}),$$

where $\dim \ker(B_F)$ is over $g$, for each $i \dim \ker(B_{f_{c_i}})$ is over $g\{c_i\}$ and $\dim \ker(B_{f_{\{c_i\}/2}})$ is over $p_C^C(\{c_i\} \cup \emptyset)$, and $\dim \ker(B_{f_t})$ is over $C_i$.

As before, the constructed functional is regular if and only if we embed regular functionals in each component.

We first introduce the following nontrivial example which demonstrates Theorem 21 and highlights the differences between the tail and aftertail.

**Example 14.** Consider $g$ of type $p_\alpha^{5|106|105}$. The meanders $M_{18}^C$ and $M(g)$ are shown in Figure 17 (left and right, respectively), with the tail vertices and components colored blue and the aftertail vertices and component colored red. It follows from Theorem 18 that $\text{ind } g = 7$.

![Figure 16: Meanders $M_{18}^C$ and $M(g)$ associated with $g$ of type $p_\alpha^{5|106|105}$](image)

The functional $\mathcal{F}^\sigma$ described by Theorem 21 by embedding functionals $F_c$ from Theorem 21 is illustrated in Figure 17, where the indices of $g$ in the aftertail component are colored red, the indices in the tail components are colored blue, and a black dot is placed in each index of $\mathcal{F}^\sigma$. We have added lines to emphasize the core and components of $g$. 

21
Direct computation yields that $B \oplus (-B^T)$ is a relations matrix of $\ker(B_F)$, with

$$B = \left( \begin{array}{cc} b_1 + b_2 & b_1 \\ b_1 & b_2 \end{array} \right) \oplus \left( \begin{array}{cc} -b_1 & 0 \\ 0 & 0 \end{array} \right) \oplus \left( \begin{array}{cc} -b_3 & 0 \\ 0 & 0 \end{array} \right).$$

Proof of Theorem 21. The proof is similar to the proof of Theorem 6. Unlike in Type-A, the Component Creation move in Type-C yields a direct sum, so the result for this move follows the proof of Theorem 6. However, some care is needed to address the tail and aftertail. By definition, the aftertail is a self-contained component (a set of nested cycles which is not wound-up) and, therefore, the proof follows from the proof of Theorem 6. For the components which have cores that intersect the tail nontrivially, the induction is the same as in the proof of Theorem 6 except that a separate base case is needed.

Note that a component of size $c_i$ no longer contributes $c_i$ to the index of $g$, but rather $\lfloor c_i/2 \rfloor$. For the base case on tail components, consider the seaweed $p_{18}^{C_{18}}(\{c_i\} \mid \varnothing)$ and the functional

$$F = F_{[c_i/2]} + \sum_{i=1}^{\lfloor c_i/2 \rfloor} e_{i,c_i+i}^*.$$

Let $B$ be a $\lfloor c_i/2 \rfloor \times \lfloor c_i/2 \rfloor$ relations matrix of $\ker(B_{F_{[c_i/2]}})$ on $\mathfrak{gl}(\lfloor c_i/2 \rfloor)$. By direct computation, if $c_i$ is even then $\ker(B_F)$ has a relations matrix

$$B \oplus (-B^T) \oplus B \oplus (-B^T).$$

If $n$ is odd, then a relations matrix of $\ker(B_F)$ is

$$B \oplus (0) \oplus (-B^T) \oplus B \oplus (0) \oplus (-B^T).$$

We introduce the following reduced homotopy type for seaweeds of Type-C to construct the analogue of Theorem 3. We use the word “reduced” as some of the $c_i$'s are omitted from the full homotopy type $H(c_1,\ldots,c_h)$.

Definition 11. Let $\mathfrak{g}$ be a seaweed subalgebra of $C_n$ with reduced meander $M_n^C$ and full meander $M(\mathfrak{g})$. Color the aftertail component (if any) of $M(\mathfrak{g})$ red and the tail components (if any) of $M(\mathfrak{g})$ blue. Eliminate any
arcs and vertices to the right of \(v_n\) in \(M(g)\) which are not colored red or blue. This produces a meander \(M'\) on \(I\) vertices with \(I \in [n, 2n]\). Apply Lemma 7 to \(M'\) to unwind it, and in each Component Elimination move \(C(c)\), color \(c\) the color of the component removed. Then \(H_C(c_1, \ldots, c_n)\) is the reduced homotopy type of a Type-C seaweed.

**Example 15.** Consider \(g\) of Example 14. The meander \(M(g)\) is in Figure 16 (right). The meander \(M'\) of Definition 11 is shown in Figure 18.

![Figure 18](image)

*The reduced homotopy type of \(g\) is \(H_C(2, 1, 1, 3, 6)\), shown in Figure 19.*

![Figure 19](image)

The following theorem is the Type-C analogue of the theorem in Type-A and \(\mathfrak{gl}(n)\) (cf. Theorem 3). Note that in Type-A, there is no tail or aftertail.

**Theorem 22.** If \(g\) is a seaweed of type-C with reduced homotopy type \(H_C(c_1, \ldots, c_{h_1}, c_{h_1+1}, \ldots, c_{h_2}, c_{h_2+1})\), then

\[
\text{ind } g = \sum_{i=1}^{h_1} c_i + \frac{\sum_{i=h_1+1}^{h_2} c_i}{2} + \frac{c_{h_2+1}}{2}.
\]

**4.3 Type-B seaweeds**

Naming explicit regular functionals on seaweed subalgebras of the special orthogonal matrix algebras requires an adapted framework from that established in previous sections of this paper. The necessary modification is to adjust the embedding of a functional in any tail component of odd size, as the previously established framework in section 4.2 would require the use of a functional \(e^+_i n_{n+1-i}\), which is precluded by the forced zeroes on the antidiagonal of \(\mathfrak{so}(n)\).

Seaweed subalgebras of \(B_n\) are constructed as in \(\mathfrak{gl}(2n+1)\), but they must also be subalgebras of \(\mathfrak{so}(2n+1)\). Because of the symmetry across the antidiagonal of \(B_n\), we have a simplified notation for seaweeds of Type-B.

**Definition 12.** Given two partial compositions \((a_1, \ldots, a_m)\) and \((b_1, \ldots, b_l)\) of \(n\) (i.e., \(\sum_{i=1}^{m} a_i, \sum_{i=1}^{l} b_i \leq n\)), let \(g\) be the seaweed of type \(B_n^{a_1|\ldots|a_m|2(n-\sum_{i=1}^{m} a_i+\sum_{i=1}^{l} b_i)|a_1}\) which is a subalgebra of \(B_n\). This is the standard seaweed of type \(P_n^{a_1|\ldots|a_m}\).
Example 16. Consider the seaweed $g = p_{3, \frac{3}{2}}^{B, 3}$. This is the set of all matrices in $\mathfrak{so}(7)$ whose possible nonzero entries occur in the marked entries of Figure 20.

![Figure 20: Seaweed of type $p_{3, \frac{3}{2}}^{B, 3}$](image)

To ease computations, we can leverage the symmetry across the antidiagonal of a seaweed subalgebra of $B_n$, and make use of a meander on $n$ vertices instead of the full $2n+1$ vertices that a seaweed subalgebra of $\mathfrak{gl}(2n+1)$ would normally require.

Definition 13. Let $g = p_{n, \frac{3}{2}}^{B, a_i=|a_j|}$. The shortened meander associated with $g$ (denoted $M_n^B$ to differentiate it from the meander on $2n+1$ vertices and from a shortened meander of type-$C$) is constructed exactly as in type-$C$. We define the tail and aftertail analogously. See example 12.

When describing how to construct a regular functional on $p_{n, \frac{3}{2}}^{B, a_i=|a_j|}$, we first embed functionals for each component of the homotopy type of $M_n^B$ which intersects the tail. We then embed a functional to the aftertail component, if it is present. From there, the embedding of functionals $F_n$ will be as it is in $\mathfrak{gl}(n)$ for any part of the meander which remains unaddressed. What makes type-$B$ different from type-$C$ lies entirely in tail components of the meander which are of odd size. In type-$C$, when there is a tail component of odd size in the meander, this leads to the presence of an odd peak block which lies on the antidiagonal of the parent $2n \times 2n$ matrix. The regular functional embedding described for a type-$C$ meander requires the use of functionals $\varepsilon_{i,j}^*$ which are on the main diagonal of the peak block. Therefore, due to the odd size of the defined tail component, we know that exactly one of these functionals will have a coordinate location which is on the antidiagonal of the larger matrix, a position which is a forced zero in type-$B$. We must address how to correct for this lost information when we describe the new embedding necessary to build a regular functional on a type-$B$ seaweed. First, we include a couple parallel definitions from section 4.2.

To begin, we must address how restricting to algebras in $\mathfrak{so}(2n+1)$ affects the index of a seaweed.

Theorem 23 (Coll, Hyatt, and Magnant [6]; Panyushev and Yakimova [17]). If $g = p_{n, \frac{3}{2}}^{B, a_i=|a_j|}$ is a seaweed of Type-$B$, then

$$\text{ind } g = 2C + \tilde{P},$$

where $C$ is the number of cycles and $\tilde{P}$ is the number of paths and isolated points with zero or two endpoints in the tail of the meander $M_n^B$ associated with $g$.

Remark 2. As in type-$C$, an isolated point contained in the tail is considered to have one endpoint in the tail of a meander, as it only has one endpoint to begin with.

We have the following immediate Corollary.

Theorem 24. The Lie algebra $B_n$ has index $n$.

Just as we used a meander half the size of the full meander in $\mathfrak{gl}(2n+1)$, when there is symmetry across the antidiagonal, it suffices to consider a functional with indices above the antidiagonal only. The
functional \( F' = F + \sum_{(i,j) \in \epsilon' \in \pi} c_{i,j} e_{i+1,j+1}^* \) with \( c_{i,j} \) is the appropriate coefficient of \( e_{i,j}^* \) in \( F \) to model the restrictions on \( so(2n+1) \) has the same kernel of the Kirillov form.

**Theorem 25.** The Functional \( F_n = \sum_{i=1}^{n} \sum_{j=1}^{n+1-i} e_{i,j}^* \) of Theorem 9 is regular on \( B_n \).

**Proof.** The systems of equations generated by requiring \( B_{F_n}(B, e_{i,j} - e_{2n+2-j,2n+2-i}) = 0 \) on \( so(2n+1) \) and \( B_{F_n}(B, e_{i,j}) = 0 \) on \( \mathfrak{gl}(n) \) for \( i, j \leq n \) are equivalent. To prove \( F_n \) is regular on \( B_n \), it suffices to show that \( b_{i,j} = 0 \) for all \( i \in [1,n] \), \( j > n \). Note that

\[
e_{i,n+1} - e_{n+1,2n+1-i} \Rightarrow \sum_{s=1}^{n+1-i} b_{n+1,s}.
\]

By setting the expressions on the right hand side of (15) equal to zero, we get a system of equations whose solution is \( b_{n+1,s} = 0 \) for \( s \in [1,n] \) (this is seen by induction, the base case is \( i = n \) and the induction goes down to \( i = 1 \)). We get \( b_{i,j} = 0 \) for all \( (i,j) \in [1,n] \times [n+2,2n+1] \) through a linear algebra argument similar to that in the proof of Theorem 10 on the set of equations

\[
B_{F_n}(B, e_{j,1} - e_{2n+2-i,2n+2-j}) = \sum_{s=1}^{n+1-i} b_{s,j} + \sum_{s=1}^{j-(n+1)} b_{s,2n+2-s} = 0.
\]

In conclusion, a relations matrix of \( \ker(B_{F_n}) \) on \( B_n \) will be

\[
B \oplus (0) \oplus (-B^T),
\]

where \( B \) is an \( n \times n \) relations matrix of \( \ker(B_{F_n}) \) on \( \mathfrak{gl}(n) \). \( \square \)

**Example 17.** Consider the Lie algebra \( B_4 \). A relations matrix \( B \) of \( \ker(B_{F_n}) \) is

\[
B = \begin{pmatrix} b_1 + b_2 + b_3 & b_1 + b_2 + b_3 & b_1 + b_2 + b_1 & b_1 + b_2 + b_1 \\
 b_1 + b_2 + b_3 & b_1 + b_2 + b_3 & b_1 + b_2 + b_3 & b_1 + b_2 + b_1 \\
 b_1 + b_2 + b_3 & b_1 + b_2 + b_3 & b_1 + b_2 + b_3 & b_1 + b_2 + b_3 \\
 b_1 + b_2 + b_3 & b_1 + b_2 + b_3 & b_1 + b_2 + b_3 & b_1 + b_2 + b_3 \\
 b_1 + b_2 & b_1 + b_2 & b_1 + b_2 & b_1 + b_2 \end{pmatrix} \oplus (0) \oplus \begin{pmatrix} -b_4 & -b_4 & -b_4 & -b_4 \\
 -b_3 & -b_3 & -b_3 & -b_3 \\
 -b_3 & -b_3 & -b_3 & -b_3 \\
 -b_3 & -b_3 & -b_3 & -b_3 \end{pmatrix}
\]

The reduced homotopy type \( H_B(c_1, \ldots, c_{h_1}, c_{h_1+1}, \ldots, c_{h_2}, c_{h_2+1}) \) on \( \mathfrak{g} \) is defined the same as in type-C. We have the immediate analogue of Theorem 22.

**Theorem 26.** If \( \mathfrak{g} \) is a seaweed of type-B with reduced homotopy type

\[
H_B(c_1, \ldots, c_{h_1}, c_{h_1+1}, \ldots, c_{h_2}, c_{h_2+1}),
\]

then

\[
\text{ind} \ \mathfrak{g} = \sum_{i=1}^{h_1} c_i + \sum_{i=1}^{h_2} \left( \frac{c_i}{2} \right) + \frac{c_{h_2+1} - 1}{2}.
\]

**Theorem 27.** Let \( \mathfrak{g} \) be a type-B seaweed with reduced homotopy type \( H_B(c_1, \ldots, c_{h_1}, c_{h_1+1}, \ldots, c_{h_2}, c_{h_2+1}) \), and let \( F \) be the functional constructed as in Theorem 27 with the following modifications. Without loss of generality, since all the peak blocks which occurs on the antidiagonal of \( \mathfrak{g} \) must occur on the same side of the main diagonal \((i.e., \text{either they are all above the main diagonal or they are all below the main diagonal})\), let us assume that all peak blocks for the tail occur above the main diagonal of \( \mathfrak{g} \) (if they all occur below the main diagonal, for every coordinate \((i,j)\) throughout this definition use the appropriate transposition \((j,i)\) instead). Let \( A = \{i_1, \ldots, i_k\} \subset \{h_1 + 1, \ldots, h_2\} \) such that \( A \) is the maximal set satisfying that \( c_{i,j} \) is odd for all \( i \in A \) and \( i_1 < \cdots < i_k \). Define a set \( B = \{j_1, \ldots, j_k\} \) such that \( i_s + j_s = 2n+2 \) for all \( s \in [1,k] \) \( (i.e., \ (i_s,j_s) \text{ is on the antidiagonal of } \mathfrak{g} \text{ for all } s) \). For all \( s \in [1,k] \), define a functional \( f_s = e_{i_s, n+1}^* + \sum_{s=1}^{k} e_{i_s, j_s}^* \). In \( F \), for replace every functional \( e_{i_1, j_1}^* \) with the functional \( f_s \). Then the index calculated using the constructed functional \( F \) is equal to the appropriate summation of the dimensions of the smaller kernel spaces corresponding to the chosen embedded functionals in the core of \( \mathfrak{g} \), as in Theorem 27.
The proof requires a modification to the base case on the tail components for the odd component along with an appropriate induction along the finite set of odd-sized tail components, starting from the closest to the aftertail and working in decreasing index number from there.

Example 18. Consider $g = p_{12}^{[1531]}$. This is a subalgebra of the seaweed of type $[1531][1531][1531]$. The meanders $M^B_{12}$ and $M$ are shown in Figures 21 and 22 respectively, with the tail vertices and components colored blue. It follows from Theorem 23 that $\text{ind } g = 5$.

A functional described by Theorem 27 is

$$F = e^{*}_{1,4} + e^{*}_{2,3} + e^{*}_{6,2} + e^{*}_{5,3} + e^{*}_{7,7} + e^{*}_{5,20} + e^{*}_{7,17} + e^{*}_{8,13} + e^{*}_{10,13} + e^{*}_{11,11} + e^{*}_{12,11} + e^{*}_{11,12} + e^{*}_{8,16}$$

The seaweed $g$ is illustrated in Figure 23 where the indices in the tail and aftertail components are colored blue and red, respectively, and a black dot is placed over each index in $\mathcal{I}_F$. Lines have been added to emphasize the core components of $g$. 

Figure 21: Meander $M^B_{12}$ associated with $p_{12}^{[1531]}$

Figure 22: Meander $M$ associated with $p_{12}^{[1531]}$

Figure 23: Indices in $\mathcal{I}_F$ on $p_{12}^{[1531]}$
Direct computation yields that $B \oplus (0) \oplus \left(-B^3\right)$ is relations matrix for $\ker(B_F)$, with

$$B = (b_1) \oplus \begin{pmatrix} b_2 & 0 & 0 \\ 0 & -b_2 & 0 \\ 0 & 0 & 0 \end{pmatrix} \oplus (b_1) \oplus \begin{pmatrix} -b_2 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & -b_3 \end{pmatrix} \oplus (0) \oplus \begin{pmatrix} b_4 + b_5 & b_4 \\ b_4 & b_5 \end{pmatrix}.$$  

5 Remark

Naming explicit regular functionals on seaweed subalgebras of $D_n$ requires a different framework from that established in section 4.3. It is possible that this may result in $\ker(B_F)$ having nonzero entries outside the core of the algebra. The difficulty arises from the forced zeroes on the antidiagonal of the elements of these matrix algebras. In general, these antidiagonal 0’s preclude the use of the functionals $e^*_i$ which the framework in section 4.2 requires. In type-B seaweeds, it was a natural first guess to simply “move” the excluded functional $e^*_{i,j}$ to the center column (i.e., use instead the functional $e^*_{i,n+1}$). This was not the full extent of the solution, as discussed in section 4.3, as a more recursive approach was necessary, but it was the base step for the inductive proof. Unfortunately, there is no such “natural guess” in type-D. Further, if one uses the more general basis-free definition of a biparabolic algebra, the situation for type-D seaweeds is further complicated by their occasional lack of seaweed “shape”, when represented in matrix form (see [2]).

In a forthcoming articles, a frameworks for the development of regular functionals on seaweeds of type-D will be presented.
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Appendix A

Recall from Theorem 9 that the indices in $\mathcal{I}_{F_n}$ are illustrated in Figure 24 as the grey region and solid lines.

\begin{figure}[h]
\centering
\includegraphics[width=0.2\textwidth]{figure24.png}
\caption{Indices in $\mathcal{I}_{F_n}$}
\end{figure}

Proof of Theorem 2: Let $B = [b_{i,j}]$ be a relations matrix of $\ker(B_{F_n})$. It follows from Theorem 2 that the minimum dimension of $\ker(B_{F_n})$ over all $F \in \mathfrak{g}^\ast$ is $n$. The Theorem follows from the verification of the following two claims:

Claim 1: For each $(i,j) \in (n-1) \times (n-1)$, $b_{i,j} = \sum_{s=1}^{n} c_s b_{s,n} + \sum_{s=1}^{n-1} c'_s b_{n,s}$ for suitable coefficients $c_s \in \mathbb{C}$, and

Claim 2: $b_{n,s} = b_{s,n}$, for all $s \in [1,n]$.

To understand why these claims are sufficient, we argue as follows: Claim 1 will define the top $(n-1) \times (n-1)$ matrix in terms of the elements in the last row/column of $B$, determining that there are at most $2n-1$ degrees of freedom in $B$. Claim 2 will then establish that there are exactly (as it cannot possibly be smaller due to minimality of the index) $n$ degrees of freedom in these $2n-1$ positions.

Proof of Claim 1:

The proof is by induction. We proceed according to the following steps listed and verified below.
1. An application of Lemma 2 ("symmetry lemma") halves the work by allowing us to only consider indices \((i, j)\) illustrated in Figure 25.

2. The system of equations \(F([B, e_{ij}]) = 0\) is developed explicitly, along with two formulas which will be needed in the inductive step.

3. For the base case, we show that the first and last row are explicit sums of elements \(b_{n,s}\). Proceeding by induction on pairs of rows (first and last) moving towards the center of \(B\) in the halved domain, we show that for \(i \in [1, \lfloor n/2 \rfloor]\), any elements \(b_{i,j}\) and \(b_{i+1-i,j}\) can be defined in terms of the previous row defined. More specifically, \(b_{i,j} = b_{i-1,j-1} + b_{n,s}\), for some \(s \in [1, n]\) and \(b_{n+1-i,j} = b_{n+2-i,j-1} + b_{n,r}\), for some \(r \in [1, n]\).

**Step 1:** For ease of notation, let \(b_s = b_{n,s}\) and \(b_s' = b_{s,n}\), for all \(s \in [1, n]\) — note that \(b_n = b_n'\). By invoking Lemma 2 (and making use of our convenient choice for \(b_s\) and \(b_s'\) being symmetric across the diagonal), it suffices to show the claim for all elements \(b_{i,j}\) such that

\[
(i, j) \in \mathcal{F} = \left\{(i, j) \mid i \in [1, \left\lfloor n/2 \right\rfloor], j \in [i, n+1-i]\right\} \cup \left\{(i, j) \mid i \in \left[\left\lfloor n/2 \right\rfloor, n\right], j \in (n+1-i, i)\right\}.
\]

The indices in \(\mathcal{F}\) are illustrated in Figure 25 as the grey regions and solid lines.

![Figure 25: Indices in \(\mathcal{F}\)](image)

We will define \(b_{i,j}\) in terms of elements \(b_s\) over all \((i, j) \in \mathcal{F}\), and it will follow that every \((i, j) \notin \mathcal{F}\) (and all \((i, i)\) on the diagonal) are defined in terms of elements \(b_s'\).

**Step 2:** To begin, observe that

\[
\mathcal{F}_n = \{(i, j) \mid 1 \leq i \leq n, \ 1 \leq j \leq n+1-i\} = \{(i, j) \mid 1 \leq j \leq n, \ 1 \leq i \leq n+1-j\}
\]

and refer to Lemma 4 to see that \(B\) must satisfy \(n^2\) conditions of the form

\[
\sum_{s=1}^{n+1-i} b_{s,i} = \sum_{s=1}^{n+1-i} b_{j,s} \quad (16)
\]

over \((i, j) \in \mathcal{gl}(n)\). There are no additional requirements on \(B\) as there are no forced zeroes in \(\mathcal{gl}(n)\). For all \(i \in [2, n-1]\) consider applying equation (16) as follows:

\[
b_{i,j} = \sum_{s=1}^{i} b_{s,j} - \sum_{s=1}^{i-1} b_{s,j} = \sum_{s=1}^{n+1-(n+1-i)} b_{s,j} - \sum_{s=1}^{n+1-(n+1-(i-1))} b_{s,j} = \sum_{s=1}^{n+1-j} b_{n+1-i,s} - \sum_{s=1}^{n+1-j} b_{n+1-(i-1),s}.
\]

This yields the following formula:

\[
b_{n+2-i,n+1-j} = b_{i,j+1} + b_{n+1-i,n+1-j} - b_{i,j}. \quad (17)
\]
By now expressing \( b_{i,j} \) as \( \sum_{k=1}^{n} b_{i,s} - \sum_{s=1}^{j-1} b_{i,s} \) and applying equation (17), we get a second formula:

\[
b_{n+1-i,n+1-j} = b_{i,j} + b_{n+2-i,n+1-j} - b_{i,j+1}.
\] (18)

**Step 3:** We proceed by induction. The base of the induction will be defining the first and last rows of \( B \) in terms of elements \( b_s \). From there, assuming we have defined \( b_{i,j} \) appropriately for all \( (i,j) \in I \) with \( i \in [1,I] \) (i.e., the first and last \( I \) rows of \( B \)), we will define \( b_{I+1,j} \) and \( b_{n+1-(I+1),j} \) for \((I+1,j), (n+1-(I+1),j) \in I \) in terms of elements \( b_s \). The last row is already filled by \( b_{n,i} = b_i \) for \( i \in [1,n] \). The first row comes from equation (17) evaluated for \( j = n \):

\[
b_{1,s} = \sum_{s=1}^{n+1-n} b_{s,i} = \sum_{s=1}^{n+1-i} b_{n,s} = \sum_{s=1}^{n+1-i} b_s.
\] (19)

This establishes the base.

Now, for the induction hypothesis, assume that for some \( I \in [1,|I|] \), \( b_{i,j} \) and \( b_{n+1-i,j} \) are defined in terms of elements \( b_s \), for all indices \((i,j), (n+1-i,j) \in I \) (some care is needed if \( I = \left\lceil \frac{n}{2} \right\rceil \) — we handle this separately for Equations (20) and (21), depending on whether \( n \) is even or odd). We assert the following about the indices \((i,j) \in I \):

\[
b_{i,j} = b_{i-1,j-1} - b_{n+3-i-j},
\] (20)

for \((i,j) \in I \) such that \( i \in [1,\left\lfloor \frac{n}{2} \right\rfloor] \), if \( n \) is odd, and \( i \in [1,\left\lceil \frac{n}{2} \right\rceil + 1] \), if \( n \) is even,

\[
b_{n+1-i,j} = b_{n+2-i,j+1} + b_{j-i+1},
\] (21)

for \((i,j) \in I \) such that \( i \in [1,\left\lceil \frac{n}{2} \right\rceil + 1] \), if \( n \) is odd, and \( i \in [1,\left\lfloor \frac{n}{2} \right\rfloor] \), if \( n \) is even. The need for the domain restrictions is due to the necessary conditions that \( n+3-i-j > 0 \) and \( j-i+1 > 0 \). Equations (20) and (21) recursively define the entries of \( B \) for indices in \( I \) in terms of elements \( b_s \).

Now, for the induction, assume that Equations (20) and (21) are true for all \( b_{i,j} \) and \( b_{n+1-i,j} \) with \( i \in [2,I] \) and \((i,j), (n+1-i,j) \in I \). Consider \( b_{I+1,j} \) and \( b_{n+1-(I+1),j} \). Let \( i = n+1-I \) and \( s = n+1-j \). We invoke equation (17) twice to yield:

\[
b_{I+1,j} = b_{n+2-i,n+1-s} = b_{i,s+1} + b_{n+1-i,n+1-s} - b_{i,s} = b_{n+1-I,s+1} + b_{I,n+1-s} - b_{n+1-I,s},
\]

and

\[
b_{I,j-1} = b_{n+2-(i+1),n+1-(s+1)} = b_{i+1,s+2} + b_{n+1-(i+1),n+1-(s+1)} - b_{i+1,s+1} = b_{n+2-I,s+2} + b_{I-1,n-s} - b_{n+2-I,s+1}.
\]

Therefore, by the induction hypotheses on \((I,s+1), (I,n+1-s), \) and \((I,s)\), we get

\[
b_{I,j-1} - b_{I+1,j} = (b_{n+2-I,s+2} - b_{n+1-I,s+1}) + (b_{I-1,n-s} - b_{I,n+1-s}) - (b_{n+2-I,s+1} - b_{n+1-I,s})
\]

\[= -b_{s+2-j} + b_{n+3-I-(n+1-s)} + s_{n+1-I}
\]

\[= -b_{s+2-j} + b_{s+2-I} + b_{s+1-I}
\]

\[= b_{s+1-I}
\]

\[= b_{n+3-j-(I+1)}.
\]

The foregoing equation establishes (20) on \((I+1,j)\). In a similar fashion, we invoke (18) twice to yield:

\[
b_{n+1-1(I+1),j} = b_{n+1-(I+1),n+1-s} = b_{I+1,s} + b_{n+2-(I+1),n+1-s} - b_{I+1,s+1} = b_{I+1,s} + b_{n+1-I,n+1-s} - b_{I+1,s+1},
\]
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\[ b_{n+2-(I+1),j+1} = b_{n+1-I,n+1-(s-1)} = b_{I,s-1} + b_{n+2-I,n+1-(s-1)} - b_{I,s} = b_{I,s-1} + b_{n+2-I,n+2-s} - b_{I,s}. \]

By the inductive hypotheses and equation (20) on \((I + 1, s), (I, n + 1 - s), \) and \((I + 1, s + 1), \) we have

\[
\begin{aligned}
  b_{n+1-(I+1),j} - b_{n+2-(I+1),j+1} &= (b_{I+1,s} - b_{I,s-1}) + (b_{n+1-I,n+1-s} - b_{n+2-I,n+2-s}) - (b_{I+1,s+1} - b_{I,s}) \\
  &= -b_{n+3-(I+1)-s} + b_{n+1-s-I+1} + b_{n+3-(I+1)-(s+1)} \\
  &= -b_{n+t-I-s} + b_{n+2-I-s} + b_{n+1-I-s} \\
  &= b_{n+1-I-s} \\
  &= b_{n+1-I-(n+1-j)} \\
  &= b_{j-(I+1)+1}.
\end{aligned}
\]

The foregoing equation establishes (21) on \((I + 1, j), \) Therefore, to complete Claim 1, it suffices show that equations (20) and (21) hold as a relation between the indices of \( \mathcal{J} \) for \( I = 2. \)

Recall from equation (19) that

\[ b_{1,j} = \sum_{s=1}^{n+1-j} b_s \]

holds for all \( j \in [1, n]. \) By (17), we get

\[
\begin{aligned}
  b_{2,j} &= b_{n,n+2-j} + b_{1,j} - b_{n,n+1-j} \\
  &= \left( \sum_{s=1}^{n+2-j} b_s \right) - b_{n+1-j} \\
  &= \left( \sum_{s=1}^{n+2-j} b_s \right) - b_{n+2-j} + b_{n+2-j} - b_{n+1-j} \\
  &= b_{1,j-1} + b_{n+1-j}.
\end{aligned}
\]

The foregoing equation verifies (20) for \( I = 2. \) Now, by (18) and the equation justified immediately above,

\[
\begin{aligned}
  b_{n-1,j} &= b_{2,n+1-j} + b_{n,j} - b_{2,n+2-j} \\
  &= (b_{1,n-j} - b_j) + b_j - (b_{1,n+1-j} - b_{j-1}) \\
  &= \left( \sum_{s=1}^{n+1-(n-j)} b_s \right) - \left( \sum_{s=1}^{n+1-(n+1-j)} b_s \right) + b_{j-1} \\
  &= i+1 \sum_{s=1}^{j+1} b_s - \left( \sum_{s=1}^{i} b_s \right) + b_{j-1} \\
  &= b_{j+1} + b_{j+1} \]

This establishes Claim 1.

**Proof of Claim 2:**

The proof is by two separate inductions along the main diagonal of \( B. \) By Claim 1, every element \( b_{i,i} \) is defined in terms of elements \( b_{n,s}. \) By Lemma 2 we know that every element \( b_{i,j} \) is also defined in terms of elements \( b_{n,p}. \) The proofs proceed by equating these two formulas for \( b_{i,i}. \) The first induction will move from the lower right entry of \( B \) up to the center of the matrix. At that time, the second induction picks up with an appropriate handoff of the indices depending on whether \( n \) was even or odd to move up the rest of the diagonal. Assume that \( n \) is even – the argument for \( n \) odd simply requires an appropriate adjustment.
of the even case. The proof of Claim 2 rests on the establishment of the following two subclaims, both of which are established by (yet another) induction.

**Claim 2.1:** For \( k \in \left[ 0, \frac{n}{2} - 1 \right] \), \( b_{n-k,n-k} = \sum_{s=0}^{k} b_{n-2s} \) and \( b_{n-2k} = b'_{n-2k} \).

**Claim 2.2:** For \( k \in \left[ 0, \frac{n}{2} - 1 \right] \), \( b_{\frac{n}{2}-k,\frac{n}{2}-k} = b_{\frac{n}{2}+1,\frac{n}{2}+1} + \sum_{s=0}^{k} b_{1+2s} \) and \( b_{1+2k} = b'_{1+2k} \).

**Proof of Claim 2.1:** The proof is by induction. Trivially, \( b_{n,n} = b_n = b'_n \). Further, by Formula (21),

\[
b_{n-1,n-1} = b_{n,n} + b_{n-2}.
\]

Now, by Lemma 2 we have

\[
b'_n + b'_{n-2} = b_n + b_{n-2} \quad \Rightarrow \quad b_{n-2} = b'_n.
\]

Now, fix \( k < \frac{n}{2} - 1 \) and assume for all \( K \leq k \) Claim 2.1 holds. By Formula (21), we have

\[
b_{n-(k+1),n-(k+1)} = b_{n-k,n-k} + b_{n-2(k+1)} = \sum_{s=0}^{k} b_{n-2s} + b_{n-2(k+1)}
\]

(this is seen using \( i = k+2, j = n-(k+1) \) in Formula (21)). By Lemma 2, we have

\[
\sum_{s=0}^{k} b_{n-2s} + b_{n-2(k+1)} = \sum_{s=0}^{k} b'_{n-2s} + b'_{n-2(k+1)}.
\]

By induction, \( b_{n-2(k+1)} = b'_{n-2(k+1)} \) and \( b_{n-(k+1),n-(k+1)} = \sum_{s=0}^{k+1} b_{n-2s} \). This proves Claim 2.1.

**Proof of Claim 2.2:** Claim 2.2 will yield that for all odd indices \( s \), \( b_s = b'_s \) which is the second half of Claim 2 provided \( n \) is even. The proof is by induction.

Since \( n \) is even, by Formula (20) and the fact that \( n - \left( \frac{n}{2} - 1 \right) = \frac{n}{2} + 1 \), we can see that

\[
b_{\frac{n}{2},\frac{n}{2}} = b_{\frac{n}{2}+1,\frac{n}{2}+1} + b_{n+3-(\frac{n}{2}+1)-(\frac{n}{2}+1)} = b_{\frac{n}{2}+1,\frac{n}{2}+1} + b_1.
\]

By Lemma 2 and Claim 2.1, \( b_1 = b'_1 \). Now, assume for some \( k < \frac{n}{2} - 1 \) we have that Claim 2.2 holds for all \( K \leq k \). Then by Formula (20), we have

\[
b_{\frac{n}{2}-(k+1),\frac{n}{2}-(k+1)} = b_{\frac{n}{2}-k,\frac{n}{2}-k} + b_{3+2k} = \left( b_{\frac{n}{2}+1,\frac{n}{2}+1} + \sum_{s=0}^{k} b_{1+2s} \right) + b_{1+2(k+1)}.
\]

By Lemma 2 \( b_{1+2(k+1)} = b'_{1+2(k+1)} \) and \( b_{\frac{n}{2}-(k+1),\frac{n}{2}-(k+1)} = b_{\frac{n}{2}+1,\frac{n}{2}+1} + \sum_{s=0}^{k+1} b_{1+2s} \), as desired. This proves Claim 2.2.

This completes the proof of Claim 2, and thus the proof of Theorem 9. □

32