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Abstract

We discuss canonical transformations in Quantum Field Theory in the framework of the functional-integral approach. In contrast with ordinary Quantum Mechanics, canonical transformations in Quantum Field Theory are mathematically more subtle due to the existence of unitarily inequivalent representations of canonical commutation relations. When one works with functional integrals, it is not immediately clear how this algebraic feature manifests itself in the formalism. Here we attack this issue by considering the canonical transformations in the context of coherent-state functional integrals. Specifically, in the case of linear canonical transformations, we derive the general functional-integral representations for both transition amplitude and partition function phrased in terms of new canonical variables. By means of this, we show how in the infinite-volume limit the canonical transformations induce a transition from one representation of canonical commutation relations to another one and under what conditions the representations are unitarily inequivalent. We also consider the partition function and derive the energy gap between statistical systems described in two different representations which, among others, allows to establish a connection with continuous phase transitions. We illustrate the inner workings of the outlined mechanism by discussing two prototypical systems: the van Hove model and the Bogoliubov model of weakly interacting Bose gas.
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1. Introduction

Soon after the formulation of Quantum Field Theory (QFT), it became clear that this is not a straightforward extension of Quantum Mechanics (QM)
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to field-theoretic systems \cite{1,2}. The issue at stake is indeed more delicate than that: QFT deals with systems having an infinite number of degrees of freedom and hence the Stone–von Neumann uniqueness theorem \cite{3}, establishing the unitary equivalence among different representations of the canonical commutation relations (CCR), is not applicable. Consequently, there exists in QFT infinitely many unitarily inequivalent representations of the field algebra \cite{4}, or equivalently, for a given dynamics, there is an infinite number of (inequivalent) physical realizations. It should be stressed that inequivalent quantum vacua may also stem from a non-trivial topology of a classical configuration space, as, e.g., in the Aharonov–Bohm effect \cite{5}. In this case the Stone–von Neumann theorem does not apply, irrespective of the number of degrees of freedom. These types of inequivalent vacua will not be considered here.

An important, and not often appreciated, aspect of QFT is that the interacting (Heisenberg) fields do not have a unique representation in terms of the asymptotic (quasi-)particle fields, i.e., fields which directly act on the Fock space and whose elementary excitations are directly susceptible of experimental detections. In fact, the functional relation between the asymptotic fields and Heisenberg fields, known as \textit{Haag’s map}, is only a weak operatorial relation, i.e., it is valid only for matrix elements of the operators constructed with respect to the base states of the Hilbert space of asymptotic fields. All these facts are of course well known, and indeed important phenomena such as the spontaneous symmetry breakdown \cite{6,7,8}, renormalization \cite{8,9,11}, Hawking’s black hole radiation \cite{12,13,14}, quantization on curved backgrounds \cite{15} or quantization of dissipative systems \cite{8,16}, can be successfully addressed with QFT only because one can invoke the concept of inequivalent representations.

One might also mention that recently the essential role of inequivalent representations has been recognized in problems related to quantization of mixed particles \cite{17}. In these cases, the non-trivial nature of the physical vacuum (the so-called flavor vacuum), leads to phenomenologically relevant corrections to the conventional flavor oscillation formulas \cite{18}. The case of mixing is indeed emblematic in the context of inequivalent representations: a simple combination of fields with different masses has a dramatic effect on the structure of the Hilbert space and consequently the expectation values and Green’s functions for the flavor fields have to be calculated by use of the flavor vacuum, which is different from the one for the fields with definite masses. In this line of development, it has been also lately studied the possibility of a dynamical generation of fermion mixing at physical level \cite{19} and the extension to curved backgrounds \cite{20}.

Aforementioned developments have been basically achieved only in the context of canonical quantization, where there is a clear distinction between the level of dynamics (i.e., the operatorial Heisenberg equations) and that of the representation which embodies the boundary conditions for the Heisenberg equations and defines the Hilbert space. On the other hand, one would intuitively expect that analogous results should be obtainable through the use of the functional-integral (FI) techniques, where the emphasis is shifted from operators to partition functions, correlation functions and time-evolution kernels.

The aim of the present paper is to investigate the rôle of inequivalent repre-
sentations in the functional-integral framework. In particular, we ask ourselves following questions: Does the conventional functional integral know about inequivalent representations? If yes, how are the representations manifested in functional integrals? If not, how this can be rectified?

So far these kinds of questions have been pursued in the literature only indirectly and in very specific contexts. For instance, in Ref. [21] the authors showed how the phenomenon of spontaneous symmetry breaking can be treated with the help of FIs by introducing the so-called $\epsilon$-term prescription (not to be mistaken with the Feynman–Stuckelberg $\epsilon$ prescription). This consists of adding an explicit symmetry breaking term of the form $L_\epsilon = i\epsilon (\phi - v)^2$ to the Lagrangian, where $\phi$ represents a Goldstone-like scalar (singlet) field and $v$ is a real number. The limit $\epsilon \to 0_+$ (for any $\epsilon > 0$) has to be taken at the end of calculations. In this setting, it was possible to show that different values of $v$ label unitarily inequivalent Fock spaces [21].

Another pertinent example of inequivalent representations within FIs was presented in Ref. [22]. There it was studied the solution of the coherent-state evolution kernel for quadratic Hamiltonians of the form $H = \sum_{j,k} \left( A_{j,k} z_j^*(t) z_k(t) + \frac{1}{2} B_{j,k} z_j(t) z_k^*(t) \right)$. When the range of the summation was considered to be infinite or continuous (i.e., integration) then the evolution kernel was represented by means of the coherent-state FI. Within this setting, it was found that a sufficient condition for the existence of the solution (i.e., when the ensuing Fredholm determinant is defined) can be expressed as $\sum_{j,k} B_{j,k} B_{j,k}^* < \infty$. This is tantamount to the requirement that both the final and initial-time Fock spaces belong to the same domain of definition of the Hamiltonian operator. Or, in other words, viewing the time evolution as the symplectic transformation generated by the above Hamiltonian, the two canonically transformed Fock spaces are unitarily inequivalent when the above sufficiency condition is not satisfied.

More recently, it was shown in Ref. [23] that some ambiguities arising in the evaluation of the partition function in QFT should be related to the existence of inequivalent representations of canonical (anti)-commutation relations. In [23], the BCS model of superconductivity was used as an illustrative example. By following a similar lines of reasoning as in Refs. [9, 10], the authors demonstrated that the choice of a bilinear part of the action functional defines the appropriate asymptotic vacuum state and hence fixes the physical representation. In the BCS case, this choice leads to the energy-gap equation.

Our specific intent here is to demonstrate how inequivalent representations of the CCR emerge when the FIs are employed in the study of linear canonical transformations. We use linear canonical transformations for two principal reasons: (a) they represent a paradigmatic mechanism for generation of inequivalent representations in QFT [6, 8], (b) according to a Groenewold–van Hove theorem [24, 25] they constitute the most general class of symplectic transformations that are unitarily implementable in QM. In dealing with canonical transformations, we follow loosely the approach proposed in Ref. [24], but instead of the phase-space FIs we conduct our treatment in the framework of the
coherent-states FIs which are both mathematically and conceptually less problematic than their phase-space counterparts. In addition, they are also more appropriate from the QFT point of view since there the Fock space is defined by the action of annihilation and creation operators on the vacuum state \[8, 27\] and so, the most natural framework to study the QFT in the FI setting is the one which deals with “classical analogues” of ladder operators \[28\].

We shall see that a canonical transformation always implies a change of basis on which these operators are evaluated, and for systems with infinite number of degrees of freedom, such a change of Hilbert space might, in principle, result in the new Hilbert space that is unitarily inequivalent to the original one. In view of this, a central object in our analysis is represented by the matrix elements of the generator of a given canonical transformation, which can be regarded as the transition amplitude among two different representations of CCR, vanishing in the case when the respective Hilbert spaces become orthogonal in the large volume limit. Such matrix elements are often easily accessible within the operatorial formalism, but are usually not considered in the FI framework. Apart from its formal interest, our result can be used for the study of (non-unitary) transitions among inequivalent representations.

Here we present a self-contained exposition, where all discussed statements concerning inequivalent representations are proved by means of a PI or FI argumentation and are illustrated by several examples. Beside new results, we also collect and generalize some older ones, which are scattered in an incoherent fashion over a series of articles. Furthermore, we also wish to promote the concept of inequivalent representations in QFT which is not yet sufficiently well known among the path-integral practitioners \[30\].

The structure of the paper is as follows. To set the stage we elucidate in the next section the appearance of inequivalent representations in the framework of canonical quantization with two simple examples: the van Hove model \[31\] and the Bogoliubov model of a weakly interacting Bose gas \[32\]. In Section 3 we give a brief review of known results on canonical transformations in the context of phase-space path integrals. Since PIs represent a first-quantized version of FIs, they serve as an important testbed for more sophisticated QFT considerations. In Section 4 we revise the issue of canonical transformations in the framework of coherent-state PIs. For simplicity’s sake, we limit our discussion to one-mode systems. We then use the obtained PI framework to re-analyze both the van Hove model and the Bogoliubov model. This is done in Section 5. In Section 6 we pass to QFT and generalize our PI findings to the field-theoretical FIs with a particular emphasis on the emergence of inequivalent representations and connection with continuous phase transitions. Finally, Section 7 summarizes our results and discusses possible extensions of the present work. For the reader’s convenience, the paper is supplemented with three appendices which clarify some finer technical details needed in the main text.
2. Canonical transformations in QFT and inequivalent representations

In this section we shall clarify how inequivalent representations of CCR appear in QFT when canonical transformations are used within the conventional operatorial formalism. To simplify our exposition, we will deal with two simple but, in a sense, characteristic examples: the van Hove model, and the weakly interacting Bose gas model developed by Bogoliubov. In Section 3 we will re-analyze these examples with FI techniques.

Canonical transformations in QM have been systematically studied in a number of works (see, e.g., Ref. [29] and citation therein). However, the key result was spelled out by Groenewold already in his 1946 paper [24] and further refined by van Hove in a classic work [25]. Ensuing theorem, the so-called Groenewold–van Hove “no-go” theorem, states that there exists a one-to-one correspondence between classical symplectic transformations and unitary transformations of quantum theory only when the generating function is at most quadratic, i.e., in the case of linear canonical transformations. Only in such a case, one can derive a close relationship between the quantum generator and the generating function of the corresponding classical transformation. When the quantum generator does not exist or is infinite — as it may happen in the QFT setting, then the classical generating functional does not exist either. This is typically reflected by various divergences obtained in the infinite-volume limit. To regulate the computations at intermediate stages, our subsequent considerations will be done in the so called box regularization, i.e. inspected systems will be treated as being confined in a finite box of volume $V$. The regulator will be removed (i.e., the large-$V$ limit will be performed) through the identifications [8, 34]:

\[ \sqrt{V} a_k \rightarrow a(k) (2\pi)^{3/2}, \]
\[ \frac{1}{V} \sum_k \rightarrow \frac{1}{(2\pi)^3} \int d^3k, \]
\[ \frac{V \delta_{kp}}{(2\pi)^3} \rightarrow \delta(k - p), \]

only at the end of our calculations.

2.1. van Hove model

Our first system of interest is the van Hove model which is described by the Hamiltonian

\[ \hat{H}_{vH} = \sum_k \left[ \omega_k \hat{a}_k^\dagger \hat{a}_k + \frac{\nu_k}{\sqrt{V}} \left( \hat{a}_k^\dagger + \hat{a}_k \right) \right]. \]

We define $|0\rangle$ as the state annihilated by $\hat{a}_k$ for each $k$ via the auxiliary condition:

\[ \hat{a}_k |0\rangle = 0 . \]
This can be regarded as the vacuum state for the free part of the Hamiltonian of Eq. (4). Hamiltonian Eq. (4) can be diagonalized via linear transformation (also known as the dynamical or Haag’s map [8])

\[ \hat{\alpha}_k = \hat{a}_k + \frac{g_k}{\sqrt{V}}, \]

(6)

\[ \hat{\alpha}_k^\dagger = \hat{a}_k^\dagger + \frac{g_k}{\sqrt{V}}, \]

(7)

where \( g_k = \nu_k/\omega_k \) is a real function. By defining the generator of the canonical transformation

\[ \hat{G} = \exp \left[ \frac{1}{\sqrt{V}} \sum_k \left( g_k \hat{a}_k^\dagger - \hat{a}_k \hat{a}_k^\dagger \right) \right], \]

(8)

we can alternatively write Eqs. (6), (7) as

\[ \hat{\alpha}_k = \hat{G}^\dagger \hat{a}_k \hat{G}, \]

(9)

\[ \hat{\alpha}_k^\dagger = \hat{G}^\dagger \hat{a}_k^\dagger \hat{G}. \]

(10)

Note that the operator \( \hat{G} \) is, by its very form, unitary for any finite \( V \). With Eqs. (6)-(7) [or equivalently Eqs. (9), (10)] we can cast \( \hat{H}_{vH} \) in the diagonal form

\[ \hat{H}_{vH} = \sum_k \omega_k \left( \hat{a}_k^\dagger \hat{a}_k - \frac{g_k^2}{V} \right). \]

(11)

The associated physical vacuum \( |0(g)\rangle \) is defined by the auxiliary condition

\[ \hat{a}_k |0(g)\rangle = 0. \]

(12)

This is related with \( |0\rangle \) through the relation

\[ |0(g)\rangle = \hat{G}^{-1} |0\rangle. \]

(13)

The overlap between the two vacua is thus

\[ \langle 0|0(g)\rangle = \langle 0|\hat{G}^{-1} |0\rangle = \exp \left( -\frac{1}{2\sqrt{V}} \sum_k g_k^2 \right). \]

(14)

In the large-\( V \) limit, we can employ prescriptions Eqs. (11)-(14) to obtain

\[ \langle 0|0(g)\rangle = \exp \left[ -\frac{1}{2} \int d^3k (g(k))^2 \right]. \]

(15)

\(^1\)This mimics precisely the way how the in- or out-state vacuum is defined in QFT via a bilinear part of the Hamiltonian, provided one can assume a cluster property of the system [11].
Here we have defined $g(k) = g_k (2\pi)^{3/2}$. Let us now consider the important special case of translational invariance, i.e. $\nu(k) = \nu \delta(k)$ and then $g(k) = c \delta(k)$. Therefore the scalar product Eq.(15) can be explicitly written as

$$\langle 0 | 0(g) \rangle = \exp \left( -1 \frac{V c^2}{2 (2\pi)^3} \right). \quad (16)$$

In the thermodynamical limit this goes to zero, i.e. the Hilbert spaces constructed over the respective vacuum states are orthogonal. From the second Schur’s lemma [33] it then follows that the two representations of CCR (Weyl-Heisenberg algebra) cannot be connected by a unitary transformation.

Let us note, that the assumption of translational invariance used in the derivation of the unitary inequivalence was helpful but not necessary. Indeed, any $g(k)$ that is not a square-integrable function will lead to the same conclusion. On the other hand, the canonical transformation Eqs.(6)-(7) with $g(k) \in L^2(\mathbb{R}^3)$ does not lead to two unitarily inequivalent physical systems.

2.2. Bogoliubov model

Our second system of interest is the model for a weakly interacting Bose gas originally proposed by Bogoliubov [32, 34, 35]. The ensuing Hamiltonian reads

$$\hat{H}_B = \sum_k k^2 \hat{a}_k^\dagger \hat{a}_k + \frac{N^2}{2 V} U_0 + \frac{N}{2 V} U_0 \sum_{k \neq 0} \left[ \hat{a}_k^\dagger \hat{a}_{-k}^\dagger + \hat{a}_k \hat{a}_{-k} + 2 \hat{a}_k^\dagger \hat{a}_k \right]. \quad (17)$$

Here $N$ denotes the number of $k$ modes. $\hat{H}_B$ can be diagonalized by a Bogoliubov–Valatin transformation:

$$\hat{a}_k = u_k \hat{a}_k + v_k \hat{a}_{-k}^\dagger, \quad (18)$$

$$\hat{a}_k^\dagger = u_k \hat{a}_k^\dagger + v_k \hat{a}_{-k}, \quad (19)$$

with

$$u_k^2 - v_k^2 = 1. \quad (20)$$

In order to diagonalize the Hamiltonian Eq.(17), the parameters $u_k$ must take the form

$$u_k = \frac{1}{\sqrt{1 - L_k^2}}, \quad (21a)$$

$$v_k = \frac{L_k}{\sqrt{1 - L_k^2}}, \quad (21b)$$

where

$$L_k = \frac{1}{m u^2} \left[ \frac{k^2}{2m} + m u^2 - \epsilon(k) \right], \quad (22)$$

and

$$\epsilon(k) = \sqrt{u^2 k^2 + \left( \frac{k^2}{2m} \right)^2}, \quad (23)$$

$$u = \sqrt{\frac{U_0 N}{m V}}. \quad (24)$$
Consequently, the transformed Hamiltonian takes the form
\[
\hat{H}_B = \sum_k \epsilon(k) \hat{a}_k^\dagger \hat{a}_k + E_0,
\]
with
\[
E_0 = \frac{1}{2} N m u^2 + \frac{1}{2} \sum_{k \neq 0} \left[ \epsilon(k) - \frac{k^2}{2m} - m u^2 + \frac{m^3 u^4}{k^2} \right].
\]
Therefore Eq.19 represents the dynamical map of the system: here \(\hat{a}_k^\dagger\) and \(\hat{a}_k\) are the creation and annihilation operator, respectively, for the physical excitations (quasi–particles) of the system. Their energetic spectrum is given by Eq.(23).

The vacua \(|0\rangle\) and \(|0(\theta)\rangle\) are connected by the relation
\[
|0(\theta)\rangle = \hat{G}^{-1} |0\rangle,
\]
where \(\hat{G}\) is the generator of the Bogoliubov–Valatin transformation Eq.(19)

\[
\hat{G} = \exp \left[ \sum_k \theta_k \left( \hat{a}_k^\dagger \hat{a}_{-k}^\dagger - \hat{a}_k \hat{a}_{-k} \right) \right],
\]
and
\[
u_k = \cosh \theta_k, \quad v_k = \sinh \theta_k.
\]
With the help of the Gaussian decomposition [50], we can rewrite the relation (27) in the large-\(V\) limit as
\[
|0(\theta)\rangle = \exp \left[ -\frac{V}{(2\pi)^3} \int d^3k \log \cosh \theta(k) \right] \exp \left[ \int d^3k \tanh \theta(k) \hat{a}_k^\dagger \hat{a}_{-k}^\dagger \right] |0\rangle.
\]
Consequently, the overlap between the two vacua is
\[
\langle 0 | 0(\theta) \rangle = \exp \left[ -\frac{V}{(2\pi)^3} \int d^3k \log \cosh \theta(k) \right],
\]
which clearly goes to zero as \(V\) goes to infinity, in agreement with the Haag theorem [11, 36]. The two representations of CCR are thus unitarily inequivalent in the field-theory limit. Let us stress finally, that in contrast to the van Hove model, here the unitary inequivalence holds true for any function \(\theta(k)\) (apart from the trivial case \(\theta(k) = 0\)).

3. Canonical transformations in phase-space path integral

In this section we briefly review the theory of canonical transformations in the framework of phase-space PIs. This is a particularly instructive starting point for our subsequent discussion of coherent-state PIs. Due to an extensive literature related to phase-space PIs (see, e.g., Refs. [37, 38, 39, 40, 41] and
citation therein) one can often easily foresee a number of subtleties that can be anticipated in FIs in connection with canonical transformations. Our exposition here follows closely the approach to canonical transformations developed in Ref. [26]. There the key object of interest is a mixed (the so-called Kirkwood) evolution kernel (here and throughout \( \hbar = 1 \))

\[
W_{fi} = \langle p_f | \exp \left[ -i \hat{H}(\hat{p}, \hat{q}; t_f - t_i) \right] | q_i \rangle. 
\] (32)

This can be represented in the time-sliced PI form [26, 42]

\[
W_{fi} = \lim_{N \to \infty} \frac{1}{\sqrt{2\pi}} \prod_{j=1}^{N} \int \frac{dp_j}{2\pi} \int dq_j \exp (-iq_j p_1) \times \exp \left\{ -i \sum_{j=1}^{N} [q_j (p_{j+1} - p_j) + H(p_j, q_j) \Delta t] \right\} 
\]

\[
= \lim_{N \to \infty} \frac{1}{\sqrt{2\pi}} \prod_{j=1}^{N} \int \frac{dp_j}{2\pi} \int dq_j \exp (-iq_N p_f) \times \exp \left\{ i \sum_{j=1}^{N} [p_j (q_j - q_{j-1}) - H(p_j, q_j) \Delta t] \right\}, 
\] (33)

where \( p_{N+1} = p_f \) and \( q_0 = q_i \) is understood.

To define a quantum mechanical canonical transformation, one starts from the (Schrödinger-picture) resolution of unity

\[
\mathbb{I} = \int \frac{dP_m}{\sqrt{2\pi}} dQ_n \langle Q_n | e^{iP_m Q_n} | P_m \rangle, 
\] (34)

which can then be employed to write

\[
\langle p_f | q_i \rangle = \int \frac{dP_m}{\sqrt{2\pi}} dQ_n \langle p_f | Q_n \rangle e^{iP_m Q_n} \langle P_m | q_i \rangle. 
\] (35)

One can make the following ansatz for the mixed-state products

\[
\langle p_f | Q_n \rangle = \frac{1}{\sqrt{2\pi}} \exp \{ i [P_f (Q_f - Q_n) + F(p_f, Q_f)] \}, 
\] (36)

\[
\langle P_m | q_i \rangle = \frac{1}{\sqrt{2\pi}} \exp \{ -i [P_m Q_i + F(p_i, Q_i)] \}, 
\] (37)

where \( F(p, Q) \) is some function to be specified. To find \( F(p, Q) \), we substitute Eqs. (36)–(37) in Eq. (33). This yields

\[
\langle p_f | q_i \rangle = \frac{1}{\sqrt{2\pi}} \exp \{ i [P_f (Q_f - Q_i) + F(p_f, Q_f) - F(p_i, Q_i)] \}. 
\] (38)
To preserve the consistency of this equation, one has to impose

\[ P_f (Q_f - Q_i) = F(p_f, Q_i) - F(p_f, Q_f), \]  
\[ q_i (p_f - p_i) = F(p_i, Q_i) - F(p_f, Q_i). \]  

(39)

(40)

In this way we obtain

\[ \langle p_f | q_i \rangle = \frac{1}{\sqrt{2\pi}} \exp[-iq_i(p_f - p_i)]. \]  

(41)

Clearly, this is the correct only when \( p_i = 0 \) and/or \( q_i = 0 \). However, one cannot impose the condition \( p_i = 0 \) because this would over-specify the problem and it would be also at odds with the Heisenberg uncertainty principle which requires that we cannot know both \( q_i \) and \( p_i \). In the case when \( q_i \neq 0 \) one can still use the former prescription. As discussed in Ref. 26, this can be most easily done in the framework of the WKB approach where the non-trivial boundary conditions are infused into a phase factor and the fluctuation factor is now a PI with boundary conditions \( \delta q_i = 0 \) and \( \delta p_f = 0 \) which are clearly in accord with the above consistency relation and can be thus treated with the previous technique for canonical transformations.

Relations Eqs. (39), (40) define a new couple of phase-space variables \( Q \) and \( P \). To see this, we observe that Eqs. (39), (40) hold for any initial and final times and thus also for two adjacent time slices. Then

\[ P_j = -\frac{F(p_j, Q_j) - F(p_j, Q_{j-1})}{\Delta Q_j}, \]  
\[ q_j = -\frac{F(p_{j+1}, Q_j) - F(p_j, Q_{j-1})}{\Delta p_j}, \]  

(42)

(43)

where \( \Delta Q_j = Q_j - Q_{j-1} \) and \( \Delta p_j = p_{j+1} - p_j \). In addition, from Eqs. (42), (43), it follows that

\[ q_j (p_{j+1} - p_j) = F(p_j, Q_j) - F(p_{j+1}, Q_{j+1}) - P_{j+1}(Q_{j+1} - Q_j), \]  

(44)

and hence the argument of the PI Eq. (33) can be rewritten as

\[ -\sum_{j=0}^{N} [q_j \delta p_j] + \epsilon H(q_j, p_j)] = F(p_f, Q_f) - F(p_i, Q_i) \]
\[ + \sum_{j=0}^{N} [P_{j+1}(Q_{j+1} - Q_j) - \epsilon H(P_j, Q_j, \Delta P_j, \Delta Q_j)]. \]  

(45)

Eqs. (42), (43) and Eq. (45) indicate that \( F \) might be identified with a time-sliced version of the type-3 generating function for canonical transformations 43. By Taylor expanding the RHSs of Eqs. (42), (43) we get

\[ P_j = -\frac{\partial F(p_j, Q_j)}{\partial Q_j} + \frac{1}{2} \frac{\partial^2 F(p_j, Q_j)}{\partial Q_j^2} \Delta Q_j + O(\Delta Q_j^2), \]
\[ q_j = -\frac{\partial F(p_j, Q_j)}{\partial p_j} - \frac{1}{2} \frac{\partial^2 F(p_j, Q_j)}{\partial p_j^2} \Delta p_j + O(\Delta p_j^2). \]  

(46)
So, in the limit $\epsilon = \Delta t \to 0$ (or equivalently $N \to \infty$) this allows to identify $F$ with the type-3 (classical) generating function of canonical transformations as the leading-order behavior coincides with the ensuing classical Legendre-transform relations. However, a careful analysis of a full time-sliced representations of PIIs reveals that there are two complications related with the above interpretation; (a) the time-sliced canonical transformation generates in the action additional terms that are of order $O(\Delta Q_j)$ i.e., terms that need not vanish in the continuous limit $\epsilon \to 0$ — the so-called Edwards–Gulyaev anomaly [44], (b) the PI phase-space measure cannot be viewed as a product of Liouville measures and, as a rule, canonical transformations often produce the so-called Liouville anomaly [26] — the Jacobian is not unity. In fact, it is not difficult to see, using Eqs. (39), (40) that in the case of quantum transformations, in the inverse Jacobian

$$J^{-1} = \prod_{j=1}^{N} \left( \frac{\partial Q_j}{\partial q_j} \frac{\partial P_j}{\partial p_j} - \frac{\partial P_j}{\partial q_j} \frac{\partial Q_j}{\partial p_j} \right),$$

appear the so-called anomalous (Liouville) corrections [26, 38, 40, 41, 45], namely

$$J^{-1} = \prod_{j=1}^{N} [1 + A_j \Delta Q_j + B_j \Delta P_j],$$

where, following Ref. [26], we have introduced the shorthand notation

$$A_j = \frac{1}{2} \left( \frac{\partial^3 F}{\partial p_j^2 \partial Q_j} \frac{\partial P_j}{\partial q_j} + \frac{\partial^3 F}{\partial Q_j^2 \partial p_j} \frac{\partial Q_j}{\partial q_j} \right),$$

$$B_j = \frac{1}{2} \frac{\partial^3 F}{\partial p_j^2 \partial Q_j} \frac{\partial Q_j}{\partial q_j} \frac{\partial P_j}{\partial q_j}.$$  

(49)

(50)

When $\Delta Q_j = O(\Delta t)$ and/or $\Delta P_j = O(\Delta t)$ these terms give a finite contribution. In fact, we can recast the expression Eq. (48) in the form

$$J^{-1} = \exp \left[ \log \prod_{j=1}^{N} (1 + A_j \Delta Q_j + B_j \Delta P_j) \right]$$

$$\sim \exp \sum_{j=1}^{N} (A_j \Delta Q_j + B_j \Delta P_j),$$

(51)

where, on the second line we have expanded the logarithm to the first order in

\[2\] In Ref. [39] it was shown that, if we extend our considerations to time-dependent transformations and choose $F(p, Q)$ satisfying the classical Hamilton–Jacobi equation, we would always obtain the semiclassical solution.
increments of $P$ and $Q$. Note that Eq. (51) can be equivalently rewritten as

$$J^{-1} = \exp \left[ \sum_{j=1}^{N} \Delta t \left( A_j \frac{\Delta Q_j}{\Delta t} + B_j \frac{\Delta P_j}{\Delta t} \right) \right],$$

which in the large $N$ (or long-wave) limit reduces to

$$J^{-1} = \exp \left[ \int_{t_i}^{t_f} dt \left( A(t) \dot{Q}(t) + B(t) \dot{P}(t) \right) \right].$$

(52)

(53)

When $J \neq 1$ one gets an extra contribution from Eq. (53) in the PI action. In this case one speaks about the Liouville anomaly. For coherent-state PIs a similar situation will be discussed in Appendix C.

4. Canonical transformations and coherent-state path integral

In this section we extend our previous discussion to the study of canonical transformations in the framework of coherent-state PIs. The latter are also known as PIs in holomorphic representation [2, 28]. Apart from the issue of canonical transformations, our focus on the coherent-state PIs is dictated by some other (mostly conceptual) issues. First of all, as mentioned in the Introduction, we are interested in properties that are related with the structure of Hilbert space emerging from various (inequivalent) representations of the Weyl–Heisenberg algebra (i.e., algebra of annihilation and creation operators). In this respect, it is natural to use a framework in which the ladder operators are diagonal from very scratch.

Second, as pointed out by a number of authors [46, 47, 48], coherent-state PIs can be expressed in terms of a formal Gaussian measure which makes them less pathological than their phase-space counterparts. Moreover, this measure is naturally symmetric in the integration variables, thus avoiding problems associated with the asymmetry of the phase-space PI measure and boundary conditions, which one meets when trying to define canonical transformations [39] (see Section 3). This advantage was already recognized in Ref. [49].

We show that the difficulties enumerated above do not occur when dealing with coherent-state PIs. This framework will facilitate the discussion of systems with infinite number of degrees of freedom, where inequivalent representations are known to occur. Actually, QFT represents a prototype context where FIs in holomorphic representation are widely used [2, 42, 28].

The basic propositions of this section are formulated in terms of single-mode quantum systems, which make the ensuing discussion and conclusions shorter and more apparent. In addition, the general nature of the results obtained will

---

4For instance, in the phase-space PIs for $q-q$ transition amplitudes there is (in the times-sliced form) one more integration over $p$ than over $q$. 
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be crucial in Sections 5 and 6. For the reasons mentioned in the Introduction we
will limit our consideration here only to the linear canonical transformations.

To give some necessary details on the holomorphic representation of PIs we
start by reminding that a Glauber (or Weyl–Heisenberg) coherent state
$|z\rangle$ is defined as
\[ |z\rangle = e^{z\hat{a}^\dagger}|0\rangle, \quad \langle z^*| = \langle 0|e^{z^*\hat{a}}. \]
Here we use the definition of coherent states which are not normalized. In
this way many subsequent expressions get simpler form. With this we have
\[ \hat{a}|z\rangle = z|z\rangle, \quad \langle z^*|\hat{a}^\dagger = z^*\langle z^*|. \]
The resolution of unity takes the form
\[ \mathds{1} = \int d\mu(z)|z\rangle\langle z^*|, \]
where the integration measure is defined as
\[ d\mu(z) \equiv \frac{dzdz^*}{2\pi i}e^{-z^*z}. \]

Let us now consider a system with Hamiltonian $\hat{H}(\hat{a}, \hat{a}^\dagger)$, written in terms
of annihilation and creation operators. For simplicity’s sake we do not con-
sider here Hamiltonians with an explicit time dependence. Defining the moving
(Heisenberg picture) base vectors
\[ |z, t\rangle = e^{i\hat{H}t}|z\rangle, \]
the resolution of the identity can be cast as
\[ \int d\mu(z)|z^*, t\rangle\langle z, t| = \mathds{1}. \]
Following the same route as in the usual $q$ configuration-space, the evolution
kernel $\langle z_f^*, t_f|z_i, t_i\rangle$ can be written in the PI representation as
\[ \langle z_f^*, t_f|z_i, t_i\rangle = \int_{z(t_i)=z_i} z_f^*dz \mathcal{D}z e^{z^*f^*z_f} e^{i\int_{t_i}^{t_f} dt[i(z^*(t)\dot{z}(t)) - H(z^*, z)]}. \]
This PI representation is also known as the holomorphic representation and it is just a shorthand form for the time-sliced expression
\[ \langle z_f^*, t_f|z_i, t_i\rangle = \lim_{N\to\infty} \prod_{j=1}^N \int \frac{dz_j^*dz_j}{2\pi i} e^{z_j^*z_j} e^{-\sum_{j=1}^{N+1} z_j^*(z_j-z_{j-1})} \times e^{-i\sum_{j=0}^N H(z_{j+1}, z_j)\Delta t}, \]
where
\[ H(z_{j+1}, z_j) = \frac{\langle z_{j+1}^*, t_{j+1}|\hat{H}(\hat{a}, \hat{a})|z_j, t_j\rangle}{\langle z_{j+1}^*, t_{j+1}|z_j, t_j\rangle}. \]
Let us now consider another set of coherent states \( |\zeta\rangle \rangle \) spanning a Hilbert space \( \tilde{\mathcal{H}} \). The latter is constructed over a new vacuum state \( |0\rangle \rangle \) by an action of new ladder operators \( \hat{\alpha} \) and \( \hat{\alpha}^\dagger \) defined by\(^4\)

\[
\hat{\alpha} = \hat{G}^\dagger \hat{a} \hat{G}, \quad \hat{\alpha}^\dagger = \hat{G}^\dagger \hat{a}^\dagger \hat{G},
\]

as

\[
|\zeta\rangle \rangle = e^{\zeta \hat{\alpha}^\dagger} |0\rangle \rangle, \quad \langle \langle \zeta^* | = \langle 0| e^{\zeta^* \hat{\alpha}}.
\]

These are eigenstates of new annihilation and creation operators

\[
\hat{\alpha} |\zeta\rangle \rangle = \zeta |\zeta\rangle \rangle, \quad \langle \langle \zeta^* |\hat{\alpha}^\dagger = \zeta^* \langle \langle \zeta^* |.
\]

We can write

\[
\hat{G} = \exp \left[-i \theta \hat{K} (\hat{a}^\dagger, \hat{a}) \right],
\]

where \( \theta \) is real and \( \hat{K} \) is self-adjoint. As seen in Section 3, the starting point for the discussion of canonical transformations are mixed scalar products

\[
\langle \langle \zeta^* | z \rangle \rangle = \sum_{n=0}^{\infty} \frac{\zeta^* n}{n!} \langle 0| \hat{a}^n z \rangle.
\]

By using Eq. (63), this can be written in a more explicit form as

\[
\langle \langle \zeta^* | z \rangle \rangle = \sum_{n=0}^{\infty} \frac{\zeta^* n}{n!} \langle 0| \left( \hat{G}^\dagger \hat{a} \hat{G} \right)^n |z\rangle.
\]

Moreover, using the fact that

\[
\left( \hat{G}^\dagger \hat{a} \hat{G} \right)^n = \hat{G}^\dagger \hat{a}^n \hat{G},
\]

we have

\[
\langle \langle \zeta^* | z \rangle \rangle = \sum_{n=0}^{\infty} \frac{\zeta^* n}{n!} \langle 0| \hat{a}^n \hat{G}|z\rangle.
\]

Actually, this is nothing but a matrix element of the quantum generator, i.e.

\[
\langle \langle \zeta^* | z \rangle \rangle = \langle \zeta^* | \hat{G}|z\rangle,
\]

where now

\[
\langle \zeta^* | = \langle 0| \exp (\zeta^* \hat{a}) \rangle.
\]

An expression given Eq. (71) can be rewritten in the PI form as

\[
\langle z^* | \hat{G}|\zeta\rangle = \int_{\xi(0)=\zeta} \mathcal{D}\xi \mathcal{D}\xi^* e^{i \xi^* (\theta) \xi(\theta)} e^{i \int_0^R d\theta' [i \xi^* \frac{d\xi}{d\theta'} - \hat{K}(\xi^*, \xi)]}.
\]
Where $K(\xi, \xi)$ plays the rôle of Hamiltonian. Following Refs. [37, 51] we seek for a solution in the form
\[
\langle \zeta^* | \hat{G} | z \rangle = A(\zeta^*, z) \exp \left[ F(\zeta^*, z) \right],
\]
(74)
where $A(\zeta^*, z)$ and $F(\zeta^*, z)$ are some as yet undetermined complex functions. By solving the integral Eq.(73) in the saddle-point (i.e., WKB) approximation we obtain in the present case (linear canonical transformations) an exact result. To this end, we introduce an action-like functional
\[
W(\zeta^*, z) = \int_0^\theta d\theta' \left[ i \xi^*(\theta') \frac{\partial \xi(\theta')}{\partial \theta'} - K(\xi(\theta'), \xi^*(\theta')) \right].
\]
(75)
It can be checked that
\[
W(\zeta^*, z) = F_2(\zeta^*, z),
\]
(76)
where $F_2(\zeta^*, z)$ is the classical type-2 generating function of the canonical transformation in the complex (classical) phase-space mechanics [52]. This is a generalization of results found in Refs. [53, 54] to the case of complex classical dynamics. The last ingredient is the formula of the semiclassical kernel [55]:
\[
\langle \zeta^*, \theta | z, 0 \rangle = \sqrt{i \frac{\partial^2 W}{\partial \zeta^* \partial z}} e^{i W(\xi^c, \zeta^c)} \exp \left( i \frac{1}{2} \int_0^\theta d\theta' \frac{\partial^2 K(\xi^c, \xi^* c)}{\partial \xi \partial \xi^*} \right),
\]
(77)
where $\xi^c$ and $\xi^* c$ are solutions of “classical” equations of the motion
\[
\frac{d\xi}{d\theta} = -i \frac{\partial K(\xi^*, \xi)}{\partial \xi^*}, \quad \frac{d\xi^*}{d\theta} = i \frac{\partial K(\xi^*, \xi)}{\partial \xi}.
\]
(78)
With this we can identify
\[
A(\zeta^*, z) = \left( \frac{\partial^2 F_2(\zeta^*, z)}{\partial z \partial \zeta^*} \right)^{1/2},
\]
(79)
\[
F(\zeta^*, z) = F_2(\zeta^*, z) + i \int_0^\theta d\theta' \frac{\partial^2 K(\xi^c, \xi^* c)}{\partial \xi \partial \xi^*}.
\]
(80)
Latter two results are really close to those presented in Refs. [56, 57], apart from the second piece on the RHS of Eq.(80). Among other things, the aforementioned correction gives the correct zero point energy contribution for the Bogoliubov model, studied in Section 5.2.

Similarly to Eq.(74), we write:
\[
\langle z^* | \hat{G} | \zeta \rangle = A^*(z^*, \zeta) \exp \left[ F^*(z^*, \zeta) \right].
\]
(81)

\[\text{This is not surprising because the square root term in Eq.(77) is not a Pauli–van Vleck–Morette determinant and has to be compensated by this correction.}\]
Let us now introduce the function
\[ \mathcal{G}(z, \zeta^*) = \log A(z, \zeta^*) + F(z, \zeta^*) , \] (82)
which allows to recast the above mixed products to the form
\[ \langle z^* | \zeta \rangle = \exp \left[ \mathcal{G}(z^*, \zeta) \right] , \quad \langle \zeta^* | z \rangle = \exp \left[ \mathcal{G}(\zeta^*, z) \right] . \] (83)

Let us start to evaluate the ratio \( \langle \zeta^*_{j+1} | z_j+1 \rangle / \langle \zeta^*_{j+1} | z_j \rangle \). Remember that now we are working with a basis in the Schrödinger picture, which is time independent. The labels \( j + 1 \) and \( j \) only identify different complex numbers.

\[ \frac{\langle \zeta^*_{j+1} | z_{j+1} \rangle}{\langle \zeta^*_{j+1} | z_j \rangle} = e^{\mathcal{G}(\zeta^*_{j+1} - z_{j+1} - \mathcal{G}(\zeta^*_{j+1} - z_j))} . \] (84)

Multiplying both members for \( \langle z^*_{j+1} | \zeta_{j+1} \rangle \) \( \langle \zeta^*_{j+1} | z_j \rangle \) and integrating over \( d\mu(\zeta_{j+1}) \) we obtain
\[ e^{\zeta^*_{j+1} \cdot z_{j+1}} = \int d\mu(\zeta_{j+1}) \langle z^*_{j+1} | \zeta_{j+1} \rangle \langle \zeta^*_{j+1} | z_j \rangle e^{\mathcal{G}(\zeta^*_{j+1} - z_{j+1} - \mathcal{G}(\zeta^*_{j+1} - z_j))} . \] (85)

In order to fulfill Eq. (85) we have to assume the following consistency relation:
\[ \mathcal{G}(\zeta^*_{j+1} - z_j) = z^*_{j+1} (z_{j+1} - z_j) . \] (86)

Evaluating now \( \langle \zeta^*_{j+1} | z_j \rangle / \langle \zeta^*_{j+1} | z_j \rangle \), one finds
\[ \frac{\langle \zeta^*_{j+1} | z_j \rangle}{\langle \zeta^*_{j+1} | z_j \rangle} = e^{\mathcal{G}(\zeta^*_{j+1} - z_j) - \mathcal{G}(\zeta^*_{j+1} - z_j)} . \] (87)

Multiplying both members for \( \langle \zeta^*_{j+1} | z_j \rangle \) \( \langle z^*_{j+1} | \zeta_{j+1} \rangle \) and integrating over \( d\mu(z_j) \) we obtain
\[ e^{\zeta^*_{j+1} \cdot \zeta_j} = \int d\mu(z_j) \langle \zeta^*_{j+1} | z_j \rangle \langle z^*_{j+1} | \zeta_{j+1} \rangle e^{\mathcal{G}(\zeta^*_{j+1} - z_j) - \mathcal{G}(\zeta^*_{j+1} - z_{j+1})} . \] (88)

We are thus led to another consistency relation
\[ \mathcal{G}(\zeta^*_{j+1} - z_j) - \mathcal{G}(\zeta^*_{j} - z_j) = \zeta_j (\zeta^*_{j+1} - \zeta^*_j) . \] (89)

It is important to note that these relations have been derived under the assumption that mixed products Eq. (83) are different from zero. This is justified by noticing that second derivatives of \( F_2 \), appearing above, is not zero for linear canonical transformations.

By using Eqs. (79) - (82) and the linearity of canonical transformations\(^6\), we can recast above consistency relations, in the form:
\[ F_2(\zeta^*_j, z_j) - F_2(\zeta^*_j, z_{j-1}) = z^*_j (z_j - z_{j-1}) , \] (90)
\[ F_2(\zeta^*_j, z_{j-1}) - F_2(\zeta^*_{j-1}, z_{j-1}) = \zeta_{j-1} (\zeta^*_j - \zeta^*_{j-1}) . \] (91)

\(^6\)As we shall discuss in detail in Section 6.2, in this case \( \mathcal{G} = F_2 + C \), where \( C \) is a constant, that can be determined in quantum theory.
Actually, this is the definition of our new variables. Taylor expanding Eq. (90) in \( z_j - z_{j-1} \) and \( \zeta^*_{j+1} - \zeta^*_j \) we obtain

\[
\begin{align*}
\zeta^*_j &= \frac{\partial F_2(\zeta^*_j, z_j)}{\partial z_j} + \frac{1}{2} \frac{\partial^2 F_2(\zeta^*_j, z_j)}{\partial z_j^2} (z_{j-1} - z_j), \\
\zeta_j &= \frac{\partial F_2(\zeta^*_j, z_j)}{\partial \zeta^*_j} + \frac{1}{2} \frac{\partial^2 F_2(\zeta^*_j, z_j)}{\partial \zeta^*_j^2} (\zeta^*_{j+1} - \zeta^*_j),
\end{align*}
\]

where the second relation has to be inverted to find \( \zeta^*_j \). Note that the leading order term is the classical contribution. Moreover, the latter result is exact for linear canonical transformations.

From Eqs. (90)-(91) it follows that

\[
\sum_{j=1}^{N+1} \zeta^*_j (z_j - z_{j-1}) = F_2(\zeta^*_f, z_f) - F_2(\zeta^*_i, z_i) - \sum_{j=1}^{N+1} \zeta_{j-1}(\zeta^*_j - \zeta^*_j). \tag{94}
\]

The argument of the time-sliced kernel Eq. (61) can be thus rewritten in terms of new variables as

\[
- \sum_{j=1}^{N+1} \zeta^*_j (z_j - z_{j-1}) - i \sum_{j=0}^{N} H(z_j, z_{j+1}^*) \Delta t
\]

\[
\begin{align*}
&= F_2(\zeta^*_i, z_i) - F_2(\zeta^*_f, z_f) + \sum_{j=1}^{N+1} \zeta_{j-1}(\zeta^*_j - \zeta^*_j) \\
&\quad - i \sum_{j=0}^{N} H(\zeta_j, \zeta^*_{j+1}, \Delta \zeta_j, \Delta \zeta^*_j) \Delta t. \tag{95}
\end{align*}
\]

Note that the terms in the Hamiltonian depending on \( \Delta \zeta_j, \Delta \zeta^*_j \), multiplied by \( \Delta t \), always give higher order contributions in the continuous limit and can be thus neglected.

In principle Eq. (95) seems to be the same as the one obtained with more naive approach to the subject. In fact, should we have formally passed to the continuous-time limit and treated \( z(t) \) and \( \zeta(t) \) as differentiable functions, we would obtain

\[
z^*(t) \dot{z}(t) = \frac{dF_2(z^*, z)}{dt} - \zeta(t) \dot{\zeta}^*(t). \tag{96}
\]

Remembering that

\[
\frac{dF_2(z^*, z)}{dt} = \frac{\partial F_2}{\partial \zeta^*} \dot{\zeta}^* + \frac{\partial F_2}{\partial z} \dot{z}, \tag{97}
\]

\footnote{For simplicity’s sake we do not consider here generating functions with explicit time dependence. So, we regard only restricted canonical transformations.}
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and integrating both members of Eq. (96) between \( t_i \) and \( t_f \), we find
\[
\int_{t_i}^{t_f} z^*(t) \dot{z}(t) dt = F_2(\zeta_f^*, z_f) - F_2(\zeta_i^*, z_i) - \int_{t_i}^{t_f} \dot{\zeta}(t) \dot{\zeta}^*(t) dt. \tag{98}
\]
Note that Eq. (98) is the continuous version of Eq. (94). The argument of the PI can be thus written as
\[
- \int_{t_i}^{t_f} z^*(t) \dot{z}(t) dt - i \int_{t_i}^{t_f} H(z, z^*) dt
= F_2(\zeta_i^*, z_i) - F_2(\zeta_f^*, z_f) + \int_{t_i}^{t_f} \dot{\zeta}(t) \dot{\zeta}^*(t) dt - i \int_{t_i}^{t_f} H(\zeta, \zeta^*) dt. \tag{99}
\]
that is exactly the expression Eq. (95) after that limits \( N \to \infty, \epsilon \to 0 \) are taken. However, this kind of argument works only for specific cases and cannot be generally trusted (see discussion in Appendix C).

Coming back to our main considerations, a more elegant form of the kernel Eq. (60) in the new basis can be obtained noting that
\[
F_2(\zeta_f^*, z_f) - F_2(\zeta_i^*, z_i) = \int_{t_i}^{t_f} dt \left( \dot{\zeta}^* \frac{\partial F_2(\zeta_i^*, z_i)}{\partial \zeta} + \dot{\zeta} \frac{\partial F_2(\zeta_f^*, z_f)}{\partial z} \right). \tag{100}
\]
Now, writing \( \dot{z} \) as
\[
\dot{z} = \frac{\partial z}{\partial \zeta^*} \dot{\zeta} + \frac{\partial z}{\partial \zeta} \dot{\zeta}^*, \tag{101}
\]
we get that
\[
F_2(\zeta_f^*, z_f) - F_2(\zeta_i^*, z_i)
= \int_{t_i}^{t_f} dt \left[ \left( \frac{\partial F_2(\zeta_i^*, z_i)}{\partial \zeta^*} + \frac{\partial F_2(\zeta_f^*, z_f)}{\partial z} \frac{\partial z}{\partial \zeta} \right) \dot{\zeta}^* + \frac{\partial F_2(\zeta_f^*, z_f)}{\partial z} \frac{\partial z}{\partial \zeta^*} \dot{\zeta} \right]. \tag{102}
\]
With this we can formally write the PI form of the evolution kernel Eq. (60) in the new variables as
\[
\langle z_f^* | t_f | z_i, t_i \rangle = \int_{z(t_i) = z_i} z_f^* \dot{z} \dot{z}^* e^{\int_{z(t_i)}^{z_f} \left[ (\dot{Z}^* + Z^*) - H(\zeta^*, \zeta) \right] dt} dt, \tag{103}
\]
where
\[
Z^* = \begin{pmatrix} \frac{dg}{dz} & \frac{dz}{d\zeta} \end{pmatrix}, \quad Z = \begin{pmatrix} \frac{df}{dz^*} + \frac{dz}{d\zeta^*} - \zeta \end{pmatrix},
\]
with \( f(\zeta^*) \equiv F_2(\zeta^*, z_i) \) and \( g(z) \equiv F_2(\zeta_f^*, z) \).

We stress that the effect of the canonical transformation is to change the Hamiltonian to new one of the form
\[
H(\zeta^*, \zeta) = \frac{\langle \zeta^* | \hat{H} (\hat{a}, \hat{a}^t) | \zeta \rangle}{\langle \zeta^* | \zeta \rangle}, \tag{104}
\]
and a correction to the symplectic phase term appearing in Eq. (103). More subtle effect of this change of representation is reflected in the form of the boundary conditions. We discuss this aspect in detail in Section 5.2 and in Appendices A and B.

We may note in passing that in the context of linear canonical transformations we do not generate any Liouville anomalies. This because the generating function $F_2$ is quadratic and according to Appendix C it does not produce any non-trivial (anomalous) terms in the Jacobian.

5. Examples

We can now apply the techniques developed in the previous section to the van Hove and to Bogoliubov model (cf. also Section 2). Since these two systems are described by quadratic Hamiltonians, they can be diagonalized by linear canonical transformations. This simple-looking framework will serve as a convenient testbed allowing us to address a variety of subtle issues involved in canonical transformations within PIs. In addition, the results obtained will be generalized in Section 6.2 to an infinite number of degrees of freedom. This in turn will allow us to see how the inequivalent representations thus emerged can be interpreted physically. To stay as close as possible to QFT (which is our ultimate goal) we will evaluate in this section the (canonically transformed) Euclidean partition functions for these two models.

5.1. van Hove model

We first consider a single-mode version of the van Hove Hamiltonian Eq. (1), i.e.

$$\hat{H}_{vH} = \omega \hat{a}^\dagger \hat{a} + \nu (\hat{a} + \hat{a}^\dagger).$$

(106)

The Hamiltonian $\hat{H}_{vH}$ can be diagonalized by means of a canonical transformation (translation)

$$\hat{\alpha} = \hat{a} + g, \quad \hat{\alpha}^\dagger = \hat{a}^\dagger + g^*, \quad (107)$$

with $g = \nu / \omega$. The associated classical transformation are

$$\zeta = z + g, \quad \zeta^* = z^* + g^*.$$ (108)

The corresponding type-2 generating function $F_2$ has the form

$$F_2(\zeta^*, z) = z \zeta^* - g^* z + g \zeta^*.$$ (109)

Employing the identity Eq. (A.8), we can write the evolution kernel in the form

$$\langle z_f^* | t_f | z_i, t_i \rangle = \lim_{N \to \infty} \prod_{j=1}^{N} \int \frac{d\zeta_j^* d\zeta_j}{2\pi i} e^{-\sum_{j=1}^{N+1} \zeta_j^* (\zeta_j - \zeta_{j-1}) + \zeta_j^* \zeta_j - \frac{1}{2} \zeta_j^* \zeta_j + \frac{1}{2} \Delta t} \times e^{-\frac{1}{2} \sum_{j=0}^{N} \left( \nu \zeta_j^* \zeta_i - \frac{\nu^2}{2} \right) \Delta t}. \quad (110)$$
Let us note that because of linearity of this transformations there are no anomalous corrections. We can thus write

$$\langle z^*_f, t_f | z_i, t_i \rangle = \int D\zeta^* D\zeta e^{G\zeta - \bar{\zeta}(G^* + \zeta_i)} e^{-\int_{t_i}^{t_f} \zeta^* \dot{\zeta} - \nu \omega (\zeta^* + \zeta + \omega \zeta^* \dot{\zeta}) \, dt}.$$  \hfill (111)

This is proportional to the harmonic oscillator kernel. In fact, the extra pieces are fixed by the mixed boundary conditions. This can be exactly solved in the saddle point approximation. We thus get:

$$\langle z^*_f, t_f | z_i, t_i \rangle = e^{\zeta^*_i \zeta_i} e^{-\beta \omega (\zeta^*_i + \zeta_i)} e^{-\nu \omega (\zeta^*_i + \zeta_i)}.$$  \hfill (112)

Passing to the Euclidean regime, the kernel takes the form:

$$\langle z^*_f, \beta | z_i, 0 \rangle = e^{\zeta^*_i \zeta_i} e^{-\beta \omega (\zeta^*_i + \zeta_i)}.$$  \hfill (113)

The Euclidean partition function

$$Z = \int d\mu(z) \langle z^*, \beta | z, 0 \rangle.$$  \hfill (114)

can be now easily evaluated. With this we finally arrive at the result

$$Z_{v'H} = Z_{ho} e^{-\beta \omega^2},$$  \hfill (115)

where

$$Z_{ho} = \frac{1}{1 - e^{-\beta \omega}},$$  \hfill (116)

is the partition function of the one-dimensional linear harmonic oscillator \cite{2,42}.

5.2. Bogoliubov model

In this section we evaluate the Euclidean partition function of a system described by a single-mode Bogoliubov Hamiltonian

$$\hat{H}_B = \frac{k^2}{2m} \hat{a}^\dagger \hat{a} + \frac{N^2}{2V} U_0 + \frac{N}{2V} U_0 [\hat{a}^\dagger^2 + \hat{a}^2 + 2\hat{a}^\dagger \hat{a}].$$  \hfill (117)

We notice that \(\hat{H}_B\) can be diagonalized by the time independent Bogoliubov–Valatin transformation \[cf. Eqs.\(18,19)\]

$$\hat{\alpha} = \hat{a} \cosh \theta + \hat{a}^\dagger \sinh \theta,$$

$$\hat{\alpha}^\dagger = \hat{a} \sinh \theta + \hat{a}^\dagger \cosh \theta.$$  \hfill (118,119)

The related classical transformation reads

$$\zeta = z \cosh \theta + z^* \sinh \theta,$$

$$\zeta^* = z \sinh \theta + z^* \cosh \theta.$$  \hfill (120,121)
It can be checked that the type-2 generating function for this transformation is

\[ F_2(\zeta^*, z) = \frac{1}{2} \tanh \theta \left( \zeta^{*2} - z^2 \right) + z \zeta^* \sech \theta . \] (122)

However when we try to evaluate the kernel along the same lines as for the van Hove model, i.e., by performing above canonical transformation and then using the saddle point approximation, we arrive at seeming difficulty. The transformation Eq.(120) mixes \( z \) and \( z^* \) while (108) was a point transformation. In classical Hamiltonian dynamics it is required to fix both canonical variables at final and initial times when one performs a canonical transformations, in order to avoid problems arising when integrating by parts [43]. This is impossible in quantum mechanics because of the obvious conflict with uncertainty principle. In Eq.(60) it is clear that this imposition would be an over-specification of the problem. This fact reflects the non-commutativity of \( \hat{a} \) and \( \hat{a}^\dagger \). These considerations let some authors as far as to claim that any canonical transformations in the functional framework are not well defined [58]. Here we prove that this assertion is not fully justified, at least not, in the case of linear transformations.

Let us consider the following function written in terms of new variables:

\[ i \mathcal{S} = z^*_f z_f(\zeta_f, \zeta^*_f) + i \left\{ i \left[ F_2(\zeta^*_f, z_f) - F_2(\zeta^*_i, z_i) \right] - \int_{t_i}^{t_f} i \zeta(t) \zeta^*(t) dt - \int_{t_i}^{t_f} H(\zeta, \zeta^*) dt \right\} . \] (123)

Integrating by parts we have:

\[ i \mathcal{S} = z^*_f z_f(\zeta_f, \zeta^*_f) + \zeta^*_f \zeta_f - \zeta^*_i \zeta_i - \left[ F_2(\zeta^*_f, z_f) - F_2(\zeta^*_i, z_i) \right] - \int_{t_i}^{t_f} \zeta^*(t) \zeta(t) dt - i \int_{t_i}^{t_f} H(\zeta, \zeta^*) dt \] (124)

The problem under study requires to impose

\[ \delta z^*_f = \delta z_i = 0 . \] (125)

Since the transformation is linear we get Hamilton equations for new variables:

\[ \dot{\zeta}^* = i \frac{\partial H(\zeta, \zeta^*)}{\partial \zeta}, \quad \dot{\zeta} = -i \frac{\partial H(\zeta, \zeta^*)}{\partial \zeta^*} . \] (126)

However our boundary condition has the form:

\[ z(\zeta(t_i), \zeta^*(t_i)) = z_i, \quad z^*(\zeta(t_f), \zeta^*(t_f)) = z^*_f , \] (127)

namely only a combination of new variables can be fixed. Further details are relegated to Appendix B.

Let us turn back to our specific problem. The Bogoliubov Hamiltonian is reduced to the harmonic oscillator form by using Bogoliubov transformation Eqs. (120)-(121). The Hamilton equations (126) thus become

\[ \dot{\zeta}^* = i \epsilon \zeta^*, \quad \dot{\zeta} = -i \epsilon \zeta . \] (128)
Their solution is:
\[
\zeta^* = B e^{i\epsilon t}, \quad \zeta = A e^{-i\epsilon t}.
\]
where \(\epsilon\) is given by Eq. (23) and \(A\) and \(B\) have to be determined in terms of \(z_i\) and \(z_f^*\) by the boundary conditions
\[
\begin{align*}
    z_i &= \cosh \theta \zeta(t_i) - \sinh \theta \zeta^*(t_i), \\
    z_f^* &= -\sinh \theta \zeta(t_f) + \cosh \theta \zeta^*(t_f).
\end{align*}
\]
We thus find
\[
\begin{align*}
    A &= \frac{z_i \cosh \theta e^{i\epsilon t_f} + z_f^* \sinh \theta e^{i\epsilon t_i}}{\cosh^2 \theta e^{i\epsilon t_f} - \sinh^2 \theta e^{i\epsilon (t_f - t_i)}}, \\
    B &= \frac{z_f^* \cosh \theta e^{-i\epsilon t_i} + z_i \sinh \theta e^{-i\epsilon t_f}}{\cosh^2 \theta e^{i\epsilon t_f} - \sinh^2 \theta e^{i\epsilon (t_f - t_i)}}.
\end{align*}
\]
The kernel is now evaluated thanks to semiclassical approximation Eq. (B.11). To evaluate the partition function we are interested in the case:
\[
    t_f = T, \quad t_i = 0, \quad z_i = z, \quad z_f^* = z^*.
\]
After Wick rotating the result to the Euclidean regime, we obtain
\[
\begin{align*}
    \langle z^*, \beta | z, 0 \rangle &= e^{-\beta E_0} \sqrt{\frac{\text{sech}^2 \theta}{1 - e^{-2\beta \text{tanh}^2 \theta}}} \\
    &\times \exp \left[ \frac{\text{sech}^2 \theta z^* e^{-\beta z} + \frac{1}{2} (z^2 + z^{*2}) (e^{-2\beta \epsilon} - 1) \text{tanh} \theta}{1 - e^{-2\epsilon \beta \text{tanh}^2 \theta}} \right],
\end{align*}
\]
where \(E_0\) has been defined in Eq. (26). The partition function is, finally:
\[
Z_B = \frac{e^{-\beta E_0}}{1 - e^{-\beta \epsilon}} = Z_{ho} e^{-\beta E_0},
\]
which coincides with the result found in Ref. [59].

In passing we notice that the application of the semiclassical approximation correctly reproduces the zero point energy contribution of the quasi-particle Hamiltonian. Indeed, from Eq. (B.11) we get, in the present case:
\[
\exp \left[ \frac{i}{2} \frac{\partial^2 H}{\partial \zeta \partial \zeta^*} \right] = e^{\frac{i}{2} (t_f - t_i) \epsilon} e^{-\frac{i}{2} (t_f - t_i) [\epsilon - \frac{1}{24} \mu^2]}. 
\]
The first piece on the RHS is canceled by the Pauli–van Vleck–Morette like term
\[
\sqrt{i \frac{\partial^2 S}{\partial z_i \partial z_f^*}} = e^{-\frac{i}{2} (t_f - t_i) \epsilon}.
\]
In the operatorial approach this contribution would appear because of non-commutativity of \(\hat{a}\) and \(\hat{a}^\dagger\).
6. Functional integrals and canonical transformations in QFT

Here we treat canonical transformation in the framework of coherent state FIs for field theoretical systems. We shall see how inequivalent representations of CCR affect our study when we pass to the description of systems in an infinite volume.

6.1. Quantum system in a box

Here we extend the analysis of Section 4 to QFT systems. By following Section 2, we first analyze systems confined in a box of volume \( V \). Moreover, because of freedom in boundary conditions on the box walls (they do not affect the result in the infinite volume limit), we choose Born–von Karman (i.e., periodic) boundary conditions so that momentum \( k = (2\pi)^3 n/V \) where \( n = (n_x, n_y, n_z) \) is an integer-valued vector. The large-\( V \) limit will be taken at the very end through the relations Eqs. (1)–(3).

To proceed, we start with some basic definitions. Let \( \{ z_k \} \) be a sequence of complex numbers so that

\[
\sum_{k} z_k^* z_k < \infty. \tag{139}
\]

A coherent states is defined as

\[
|\{ z \} \rangle = e^{-\frac{1}{\sqrt{V}} \sum_{k} z_k \hat{a}_k^\dagger} |0\rangle. \tag{140}
\]

These are, once more, eigenstates of annihilation operators:

\[
\hat{a}_k |\{ z \} \rangle = z_k \sqrt{V} |\{ z \} \rangle. \tag{141}
\]

The bra vectors are defined as

\[
\langle \{ z^\ast \} | = \langle 0 | e^{-\frac{1}{\sqrt{V}} \sum_{k} z_k^* \hat{a}_k}, \tag{142}
\]

and are eigenstates of creation operators:

\[
\langle \{ z^\ast \} | \hat{a}_k^\dagger = \langle \{ z^\ast \} | z_k^\ast \sqrt{V}. \tag{143}
\]

The Heisenberg-picture base vectors are defined as

\[
|\{ z \}, t \rangle = e^{-iH(t)\{ \hat{a}, \hat{a}^\dagger \} |\{ z \} \rangle. \tag{144}
\]

A resolution of the identity can be written in terms of these states as

\[
\int [d\mu(z)] |\{ z \}, t \rangle \langle \{ z^\ast \}, t | = \mathbb{1}, \tag{145}
\]

where

\[
[d\mu(z)] = \prod_{k} d\mu(z_k) = \frac{1}{V} \prod_{k} \frac{dz_k dz_k^*}{2\pi i} e^{-\frac{1}{2} \sum_{k} z_k^* z_k}. \tag{146}
\]
The scalar product between two coherent states is given by:
\[
\langle \{ z^* \} | \{ z \} \rangle = e^{\frac{i}{\hbar} \sum_k z_k^* z_k}.
\] (147)

Therefore we can construct a time-sliced expression for the evolution kernel in terms of coherent states:
\[
\langle \{ z^* \}, t_f \rangle | \{ z \}, t_i \rangle = \lim_{N \to \infty} \prod_{j=1}^N \int [d\mu(z_j^*)]d\mu(z_j) e^{\sum_k z_k^* z_k}
\times e^{i \sum_{j=1}^{N+1} \sum_k [\hat{z}_k (z_j - z_{j-1})]} - i \sum_{j=0}^N H(z_j), \langle z^* \rangle_j, \langle z \rangle_j \rangle \Delta t. \] (148)

Here
\[
H(\{ z \}_{j+1}, \{ z^* \}_j) = \langle \{ z^* \}_{j+1}, t_{j+1} | H(\{ \hat{a} \}, \{ \hat{a}^\dagger \}) | \{ z \}_j, t_j \rangle \langle \{ z^* \}_j, t_j \rangle. \] (149)

Eq. (148) can be in the continuous limit formally written as
\[
\langle \{ z^* \}, t_f \rangle | \{ z \}, t_i \rangle = \int_{\{ z \}_{t_i} = \{ z \}}^{\{ z^* \}_{t_f} = \{ z^* \}} \prod_k Dz_k^* Dz_k e^{\sum_k z_k^* z_k}
\times e^{i \int_{t_i}^{t_f} d\tau [\hat{z}_k (\tau - \sum_k z_k^* z_k) - H(\{ z \}_{\tau}, \{ z^* \}_{\tau})]} . \] (150)

Following Section 4, we may now consider another set of coherent states \( | \{ \zeta \} \rangle \) which span the Hilbert space \( \mathcal{H} \):
\[
| \{ \zeta \} \rangle = \sqrt{V} \sum_k \zeta_k \hat{\alpha}_k | 0 \rangle, \quad \langle \{ \zeta^* \} | = \langle 0 | \sqrt{V} \sum_k \zeta_k^* \hat{\alpha}_k, \] (151)
\[
\hat{\alpha}_k | \{ \zeta \} \rangle = \frac{\zeta_k}{\sqrt{V}} | \{ \zeta \} \rangle, \quad \langle \{ \zeta^* \} | \hat{\alpha}_k^\dagger = \frac{\zeta_k^*}{\sqrt{V}} \langle \{ \zeta^* \} | , \] (152)

where
\[
\hat{\alpha}_k = \exp(-i \hat{K}) \hat{\alpha}_k \exp(i \hat{K}), \quad \hat{\alpha}_k^\dagger = \exp(-i \hat{K}) \hat{\alpha}_k^\dagger \exp(i \hat{K}). \] (153)

The self-adjoint operator \( \hat{K} \) has the form [cf. Eq. (66)]
\[
\hat{K} = \sum_k \theta_k \hat{K}(\hat{\alpha}_k, \hat{\alpha}_k^\dagger). \] (154)

Mixed scalar products can be represented through FIs as
\[
\langle \{ z^* \} | \{ \zeta \} \rangle = \int_{\{ \xi \}_{\langle 0 \rangle} = \{ z^* \}}^{\{ \xi \}_{\langle 0 \rangle} = \{ \xi \}} \prod_k D\xi_k D\xi_k e^{\sum_k \xi_k (\theta_k \hat{\alpha}_k - \sqrt{V} \zeta_k \hat{\alpha}_k)}
\times e^{i \int_{0}^{\tau} d\tau \left[ \hat{\xi}_k (\tau - \sum_k \xi_k (\theta_k \hat{\alpha}_k - \sqrt{V} \zeta_k \hat{\alpha}_k)) \right]} , \] (155)
\[
\langle \{ \zeta^* \} | \{ z \} \rangle = \int_{\{ \xi \}_{\langle 0 \rangle} = \{ z^* \}}^{\{ \xi \}_{\langle 0 \rangle} = \{ z \}} \prod_k D\xi_k D\xi_k e^{\sum_k \xi_k (\theta_k \hat{\alpha}_k - \sqrt{V} \zeta_k \hat{\alpha}_k)}
\times e^{i \int_{0}^{\tau} d\tau \left[ \hat{\xi}_k (\tau - \sum_k \xi_k (\theta_k \hat{\alpha}_k - \sqrt{V} \zeta_k \hat{\alpha}_k)) \right]} . \] (156)
In analogy with Section 4 we can write the solutions for the above mixed scalar products as
\[
\langle \{ z^* \} | \{ \zeta \} \rangle = A^* ( \{ \zeta^* \}, \{ z \} ) \exp \{ F^* ( \{ \zeta^* \}, \{ z \} ) \}, \quad (157)
\]
\[
\langle \{ \zeta^* \} | \{ z \} \rangle = A ( \{ \zeta^* \}, \{ z \} ) \exp \{ F ( \{ \zeta^* \}, \{ z \} ) \}.
\]

Functions \( A \) and \( F \) can be evaluated in the WKB approximation, which for linear canonical transformations yields exact results, namely
\[
A ( \{ \zeta^* \}, \{ z \} ) = \prod_k \left( \frac{\partial^2 \mathcal{F}_2 ( \{ \zeta^* \}, \{ z \} )}{\partial \zeta_k \partial \zeta_k^*} \right)^{\frac{1}{2}}, \quad (159)
\]
\[
F ( \{ \zeta^* \}, \{ z \} ) = \mathcal{F}_2 ( \{ \zeta^* \}, \{ z \} ) + \sum_k i \int_0^{\theta_k} d\theta_k' \frac{\partial^2 K ( \zeta_k^*, \zeta_k^* )}{\partial \zeta_k \partial \zeta_k^*}.
\]

Here
\[
\mathcal{F}_2 ( \{ \zeta^* \}, \{ z \} ) = \frac{1}{V} \sum_k \mathcal{F}_2 ( \zeta_k^*, z_k^* ) ,
\]
is the classical type-2 generating function of the canonical transformation and \( \zeta_k^*, \zeta_k^* \) are solution of the equations
\[
\frac{d \zeta_k^*}{d \theta} = -i \frac{\partial K ( \zeta_k^*, \zeta_k^* )}{\partial \zeta_k^*}, \quad \frac{d \zeta_k^*}{d \theta} = i \frac{\partial K ( \zeta_k^*, \zeta_k^* )}{\partial \zeta_k^*}.
\]

For a finite \( V \) the above two representations are always unitarily equivalent. In fact, employing the same argument as in Section 4, we again obtain that
\[
\frac{\langle \{ \zeta^* \}_{j+1} | \{ z \}_{j+1} \rangle}{\langle \{ \zeta^* \}_j \{ z \}_j \rangle} = e^{\mathcal{G} ( \{ \zeta^* \}_{j+1}, \{ z \}_{j+1} ) - \mathcal{G} ( \{ \zeta^* \}_j, \{ z \}_j )} ,
\]
with
\[
\mathcal{G} ( \{ \zeta^* \}, \{ z \} ) = F ( \{ \zeta^* \}, \{ z \} ) + \log A ( \{ \zeta^* \}, \{ z \} ) ,
\]
is well defined. If we now multiply both sides of Eq. (163) by \( \langle \{ z \}_{j+1} \{ \zeta \}_{j+1} \rangle \times \langle \{ \zeta^* \}_{j+1} | \{ z \}_j \rangle \), and integrate over \( |d\mu ( \zeta_{j+1} )| \) we get
\[
\langle \{ z^* \}_{j+1} | \{ z \}_{j+1} \rangle = \int \langle \mu ( \zeta_{j+1} ) \rangle \left[ e^{\mathcal{G} ( \{ \zeta^* \}_{j+1}, \{ z \}_{j+1} ) - \mathcal{G} ( \{ \zeta^* \}_j, \{ z \}_j )} \right] \times \langle \{ \zeta^* \}_{j+1} | \{ z \}_{j+1} \rangle \langle \{ \zeta^* \}_{j+1} | \{ z \}_j \rangle \].
\]

With this we arrive at the consistency relation [cf. Eq. (165)]
\[
\mathcal{G} ( \{ \zeta^* \}_{j+1}, \{ z \}_{j+1} ) - \mathcal{G} ( \{ \zeta^* \}_j, \{ z \}_j ) = \frac{1}{V} \sum_k z_k^* (z_{j+1}^* k - z_j^* k).
\]

Similarly we find [cf. Eq. (165)] that
\[
\mathcal{G} ( \{ \zeta^* \}_{j+1}, \{ z \}_j ) - \mathcal{G} ( \{ \zeta^* \}_j, \{ z \}_j ) = \frac{1}{V} \sum_k \zeta_j^* k (z_{j+1}^* k - \zeta_j^* k).
\]
Following Section 4 we can replace in above expressions \( G(\{\zeta\}^*, \{z\}) \) with \( F_2(\{\zeta\}^*, \{z\}) \). As a result, we find that the argument of the FI in new variables reads

\[
- \sum_{j=1}^{N+1} \sum_k \left[ \frac{1}{V} z_j^* k (z_j^* k - z_{j-1}^* k) \right] - i \left[ \sum_{j=0}^{N} H(\{z\}_{j+1}, \{z^*\}_j) \Delta t \right] = F_2(\{\zeta\}^i, \{z\}_i) - F_2(\{\zeta\}^f, \{z\}_f) + \frac{1}{V} \sum_{j=1}^{N+1} \sum_k \zeta_j^* k (\zeta_j^* k - \zeta_{j-1}^* k)
\]

\[
- i \sum_{j=0}^{N} H(\{\zeta\}_j, \{\zeta_i^{*+1}\}_j, \{\Delta \zeta\}_j, \{\Delta \zeta_i^{*+1}\}_j) \Delta t.
\] (168)

A continuous-time limit expression for the FI in the new basis can be thus formally written as

\[
\langle \{z\}^*_f, t_f | \{z\}_i, t_i \rangle = \int_{\{z\}(t_f)=\{z\}^*_f}^{\{z\}(t_i)=\{z\}^*_i} \prod_k D\zeta_k^* D\zeta_k e^{i \sum_k z_j^* k - z_{j-1}^* k} \times e^{i \int_{t_i}^{t_f} dt \left[ \sum_k (Z_k^* \dot{\zeta}_k + Z_k \dot{\zeta}_k^*) - H(\{\zeta\}, \{\zeta^*\}) \right]},
\] (169)

where

\[
Z_k = \left( \frac{df_k}{d\zeta_k^*} + \frac{dg_k}{dz_k} \frac{\partial z_k}{\partial \zeta_k^*} - \zeta_k \right), \quad Z_k^* = \left( \frac{df_k}{d\zeta_k} + \frac{dg_k}{dz_k} \frac{\partial z_k^*}{\partial \zeta_k} \right),
\] (170)

and

\[
f_k(\zeta_k^*) \equiv F_2(k, \zeta_k^*, z_k), \quad g_k(z_k) \equiv F_2(k, \zeta_k^*, z_k).
\] (171)

In the following section we will discuss what happens when we remove the finite-V regulator.

### 6.2. Infinite volume limit and inequivalent representations

As seen in Section 2, quantum systems with infinite number of degrees of freedom differ from finite (i.e., first-quantized) ones in the crucial respect that the algebraic relations governing their observables generally admit inequivalent irreducible representations. This is typically epitomized by the fact that in the QFT limit the Stone–von Neumann theorem cannot be applied, and we must deal with many unitarily inequivalent ground states and ensuing Hilbert spaces. This, in turn, provides a conceptual platform allowing to discuss topics (such as continuous phase transitions [4, 5, 8] or renormalization [8, 9, 11]) that are otherwise inaccessible in the realm of QM.

Let us first note that in the large \( V \) limit Eqs. (155)-(156) [or equivalently

...
Eqs. (157)-(158) acquire the form:

$$\langle \{ z^* \} | \{ \xi \} \rangle = \exp \left\{ \int d^3 k \, F_2^* [ \xi^*(k), z(k)] + C^* \right\}, \quad (172)$$

$$\langle \{ \xi^* \} | \{ z \} \rangle = \exp \left\{ \int d^3 k \, F_2 [ \xi^*(k), z(k)] + C \right\}, \quad (173)$$

where $C$ is a constant given by

$$C = \frac{V}{8\pi^3} \int d^3 k \left\{ \frac{1}{2} \log i \frac{\delta^2 F_2 [\xi^*(k), z(k)]}{\delta \xi^*(k) \delta z(k)} \right\} + C_u. \quad (174)$$

Here $C_u$ is a classical contribution resulting from the generating functional $F_2$. Classically this is typically fixed by requiring that no explicit time-dependent terms are present in the generating function (as we work with restricted canonical transformations). Since $C_u$ is not explicitly time dependent, it is typically set to zero in classical considerations. However, in quantum theory $C_u$ cannot be automatically set to zero because its value is fixed by the vacuum structure. In fact, we may notice that from Eq. (173) one has

$$\langle \langle 0 | 0 \rangle = \exp(C). \quad (175)$$

Value of $C$ can be explicitly determined by using the functional representations Eqs. (155) and (156) for mixed scalar products. By imposing the boundary conditions $\xi(k, \theta'_k = 0) = \xi^*(k, \theta'_k = \theta_k) = 0$ we get

$$\langle \langle 0 | 0 \rangle = \prod_k \int_{\xi(0) = 0}^{\xi^*(0) = 0} D\xi(k) D\xi^*(k) e^{i \int d^3 k \, W[\xi(k), \xi^*(k)]}, \quad (176)$$

with the Lagrange-like density term

$$W = \int_0^{\theta_k} d\theta' \left[ i \xi^*(k, \theta'_k) \frac{d\xi(k, \theta'_k)}{d\theta'_k} - K[\xi(k, \theta'_k), \xi^*(k, \theta'_k)] \right]. \quad (177)$$

The FI described by Eq. (176) can be explicitly determined through the WKB approximation. Taking into account that we have, in this case, the classical identification

$$W \left[ \xi^*(k), z(k) \right] = F_2 \left[ \xi^*(k), z(k) \right], \quad (178)$$

we obtain

$$C_u = \int d^3 k \, W \left[ \xi^*(k), \xi^*(k) \right], \quad (179)$$

---

By analogy with Section 2.1 we define $z(k) = z_k (2\pi)^{3/2}$ and $z^*(k) = z^*_k (2\pi)^{3/2}$. 27
where \( \zeta^c(\mathbf{k}, \theta) \) and \( \zeta^{*c}(\mathbf{k}, \theta) \) satisfy the classical-like equations

\[
\delta W \left[ \zeta(\mathbf{k}), \zeta^c(\mathbf{k}) \right] \delta \zeta(\mathbf{k}, \theta) = 0, \quad \delta W \left[ \zeta(\mathbf{k}), \zeta^{*c}(\mathbf{k}) \right] \delta \zeta^{*c}(\mathbf{k}, \theta) = 0, \tag{180}
\]

with boundary conditions \( \zeta(\mathbf{k}, \theta'_k = 0) = \zeta^c(\mathbf{k}, \theta'_k = \theta_k) = 0 \). There are no additional constants. In fact, one can check that in the particular case when \( K = 0 \), we correctly obtain \( \langle 0|0 \rangle = 1 \). This condition, which is of a pure quantum nature, removes the classical ambiguity in \( C \).

We will now use our two previous examples to show how these generic considerations work in practice. For simplicity’s sake, we drop the dependence on \( \mathbf{k} \) while doing the calculation.

i) In the case of translations [see Eq.(107)] we get

\[
K(\xi^*, \xi) = i(\xi - \xi^*), \tag{181}
\]

which gives

\[
\langle \langle 0|0 \rangle = \int_{\xi(0)=0}^{\xi^*(g)=0} \mathcal{D}\xi \mathcal{D}\xi^* e^{i\int_0^g dg' \left[ \xi^* \frac{d\xi}{dg'} + i\xi^* - i\xi \right]} \tag{182}
\]

Eq.(78) appears as

\[
\frac{d\xi}{dg'} = -1, \quad \frac{d\xi^*}{dg'} = -1, \tag{183}
\]

with solution

\[
\xi = -g', \quad \xi^* = -g' + g. \tag{184}
\]

With these we get [see Eq.(77)]

\[
\langle \langle 0|0 \rangle = \exp \left[ -\int_0^g dg' g' \right] = \exp \left( -\frac{g'^2}{2} \right). \tag{185}
\]

By restoring the \( \mathbf{k} \)-dependence we can write that

\[
\langle \langle 0|0 \rangle = \exp \left[ -\int d^3k \int_0^{g_k} dg'_k g'_k \right] = \exp \left( -\int d^3k \frac{g_k^2}{2} \right), \tag{186}
\]

in accord with Eq.(15). Therefore the constant \( C \) assumes the value

\[
C = C_u = \int d^3k \frac{g_k^2}{2}. \tag{187}
\]

Note that the first two contributions to \( C \) are null.
ii) In the case of Bogoliubov–Valatin transformations

\[ K(\xi^*, \xi) = \frac{i}{2} (\xi^2 - \xi^* 2). \]  

Eq. (188) turns out to be

\[ \frac{d\xi}{d\theta'} = -\xi^*, \quad \frac{d\xi^*}{d\theta'} = \xi. \]  

The only solution of these two equations, with boundary conditions \( \xi(\theta) = \xi(0) = 0 \) is trivial, namely \( \xi(\theta') = \xi^*(\theta') = 0 \). So, the sole contribution to the final result comes from the first term in the sum on the RHS of Eq. (174), i.e.

\[ \exp \left[ -\frac{1}{2} \log(cosh \theta) \right], \quad (190) \]

where we have used Eq. (122). In fact, since the complex logarithm is not a single-valued function, the result Eq. (190) is true only up to a phase factor.

Extending Eq. (190) to the field-theoretical case we can employ the box regularization and write

\[ \langle \langle 0 | 0 \rangle \rangle = \exp \left[ -\sum_k \log(cosh \theta_k) \right], \quad (191) \]

that in the large volume limit coincides with Eq. (31). These results are in agreement with results, derived in a different way in Ref. [61].

If the above two representations are unitarily inequivalent, Hilbert spaces are orthogonal and the vacuum-to-vacuum amplitude Eq. (176) is zero. It is clear from our examples that this divergence must come from the constant \( C \) alone. Therefore we cannot employ naively the same reasonings that allowed us to arrive at Eqs. (166)-(167). Consequently, we should understand that the ensuing continuous-time FI

\[ \langle \{z^*\}_f, t_f | \{z_i\}, t_i \rangle = \prod_k \int_{\tilde{z}(t_f)}^{z^*_f} D\zeta^*_f(k) D\zeta^*_i(k) e^{i\tilde{z}^*_f k \tilde{z}_i} \]

\[ \times e^{i \int d^3k \{ i(\tilde{F}_2(\zeta^*_f, z) - \tilde{F}_2(\zeta^*_i, \tilde{z}_i)\}) \}

\[ \times e^{-i \int_{t_i}^{t_f} dt \left[ i\tilde{\zeta}(k,t)\dot{\zeta}^*_f(k,t) + H(\zeta(k,t),\zeta^*(k,t)) \right] \}, \quad (192) \]

is only a formal object whose meaning is provided only via regulating scheme. In Eq. (192) we indicated \( \tilde{z} = z(\zeta(f, k), \zeta^*(k, t)) \), as a formal limit of the Eq. (109). By employing the classical relation Eq. (178) we may rewrite this kernel in a more suggestive way, namely

\[ \langle \{z^*\}_f, t_f | \{z_i\}, t_i \rangle = \prod_k \int_{\tilde{z}(t_f)}^{z^*_f} D\zeta^*_f(k) D\zeta^*_i(k) e^{i\tilde{z}^*_f k \tilde{z}_i} \]

\[ \times e^{i \int d^3k \{ i(W[\zeta^*_f(k), \tilde{z}_i] - W[\zeta^*_i(k), \tilde{z}_i])\}} \]

\[ \times e^{-i \int_{t_i}^{t_f} dt \left[ i\tilde{\zeta}(k,t)\dot{\zeta}^*_f(k,t) + H(\zeta(k,t),\zeta^*(k,t)) \right] \}, \quad (193) \]
We note in particular that the quantum generator of the canonical transformation now appears in the exponent. If two representations of CCR are unitarily inequivalent, the unitary generator of the canonical transformation does not exist and then also the classical generating function of the corresponding classical linear transformation is badly defined. For this reason, we stressed that these above FI representations are only formal. Strictly speaking, one should perform all computations in the box regularization (as done in the previous section) and only at the very end of the computations the large-$V$ limit should be taken.

In the rest of this section we will illustrate the physical meaning of inequivalent representations by using the correspondence between QFT and statistical mechanics.

Let us first consider the partition function for the van Hove model. Repeating the same steps as in Section 5.1 we find that the Euclidean kernel of the van Hove model reads

$$\langle \{z^*\}_f, \beta|\{z\}_i, 0 \rangle = \exp \left\{ \frac{1}{V} \sum_k \left[ \zeta^*_f \kappa e^{-\beta \omega_k} \zeta_i \kappa - \frac{\nu_k}{\omega_k} (\zeta^*_f \kappa + \zeta_i \kappa) + \left( \frac{\nu_k}{\omega_k} \right)^2 - \beta \frac{\nu^2_k}{\omega_k} \right] \right\}.$$ (194)

With this the ensuing partition function acquires the form

$$Z_{vH} = Z_{nBg} e^{-\frac{V}{\beta} \sum_k \frac{\nu^2_k}{\omega_k}},$$ (195)

where

$$Z_{nBg} = \exp \left[ -\sum_k \log \left( 1 - e^{-\beta \omega_k} \right) \right],$$ (196)

represents the partition function of a non-interacting Bose gas of (spinless) quasi-particles. To understand better the physical meaning of the obtained results, we evaluate the ensuing Helmholtz free energy

$$F = -(1/\beta) \log Z.$$ 

The energy gap between these two systems can be found by looking at

$$\Delta F^{(1)} \equiv F_{vH} - F_{nBg} = \frac{1}{V} \sum_k \frac{\nu^2_k}{\omega_k}.$$ (197)

In case when we consider the translationally invariant van Hove model [i.e. when $\nu(k)/\omega(k) = c \delta(k)$] we obtain in the large-$V$ limit

$$\Delta F^{(1)} = c^2 \int \omega(k) \delta^2(k) \, = \frac{V c^2 \omega(0)}{(2\pi)^3}.$$ (198)

So, in particular, in the thermodynamical limit the RHS of Eq. (198), i.e. the energy difference between the two representations, diverges. That is, in nutshell,

---

9 In fact, it contains $g_k$ that can be a divergent quantity as in Eq. (187) when $g_k \notin L^2(\mathbb{R}^3)$. 30
the physical meaning of the unitary inequivalence in QFT: an infinite energy is required to pass from one vacuum state to another one. Note also, that the difference of free energy densities, i.e.

\[ \Delta \Phi^{(1)} \equiv \Phi_{vH} - \Phi_{nB} = \frac{c^2}{V} \int d^3k \, \omega(k) \delta^2(k) = \frac{c^2 \omega(0)}{(2\pi)^3}, \quad (199) \]

remains finite as expected. In the same way, we find for the Bogoliubov model the energy gap \( \Delta F^{(2)} \equiv F_B - F_{nB} \) of the form

\[ \Delta F^{(2)} = \frac{1}{2} Nmu^2 + \frac{V}{2(2\pi)^3} \int d^3k \left[ \epsilon(k) - \frac{k^2}{2m} - mu^2 + \frac{m^3u^4}{k^2} \right], \quad (200) \]

i.e. the energy gap is again divergent. However the energy density gap

\[ \Delta \Phi^{(2)} = \frac{1}{2} mnu^2 + \frac{1}{2(2\pi)^3} \int d^3k \left[ \epsilon(k) - \frac{k^2}{2m} - mu^2 + \frac{m^3u^4}{k^2} \right], \quad (201) \]

(there \( n = N/V \)) remains finite. It is interesting to extend the thermodynamic analysis of Eqs. (198)-(201) a bit further. By using the Maxwell relations

\[ \left( \frac{\partial F}{\partial \Theta} \right)_{V,N} = -S, \quad \left( \frac{\partial F}{\partial V} \right)_{\Theta,N} = -p, \quad (202) \]

where \( \Theta = 1/\beta \), \( S \) and \( p \) are the temperature, entropy and pressure of a system, respectively, we see that

\[ \left( \frac{\partial \Delta F^{(1,2)}}{\partial \Theta} \right)_{V,N} = -\Delta S = 0, \quad \left( \frac{\partial \Delta F^{(1,2)}}{\partial V} \right)_{\Theta,N} = -\Delta p = 0. \quad (203) \]

It should be stressed that in order to obtain these results one should, according to standard rules of statistical physics, perform first the indicated derivatives when \( V \) is finite and take the thermodynamic limit only at the very end.

Above behavior is typical for continuous phase transitions often encountered in QFT in connection with spontaneous symmetry breaking. In fact, continuous phase transition can be understood as a passage between unitarily inequivalent Hilbert spaces which represent physically distinct thermodynamical phases, see, e.g., Refs. [6, 8, 62, 63].

7. Conclusions and Outlook

In this paper we have analyzed the rôle of unitarily inequivalent representations of CCR in QFT from the functional-integral standpoint. To better understand the issue at stake we carried out our discussion in the framework of canonical transformations which represent a paradigmatic mechanism for generation of inequivalent representations in QFT. This was illustrated with two emblematic examples; the van Hove model and the Bogoliubov model of a weakly
interacting Bose gas. We have found that the information about a particular representation is reflected in FIs in the form of the transformed Hamiltonian, in the appearance of the quantum generator $W$ and in the form of the boundary conditions [cf. Eq. (193)].

The issue of canonical transformations within path-integral formalism has been discussed by a number of authors [37, 38, 39, 40, 41], exhibiting many subtle points especially in connection with non-linear canonical transformations. Many of the reported difficulties found in these approaches could be traced down to an uncritical use of generic canonical transformations and to the phase-space formulation of PIs. As pointed out by [47, 48], some of the difficulties related to use of the phase-space PI can be ameliorated in the coherent-state PIs. On the other hand, by confining ourselves to linear canonical transformations (which are, due to the Groenewold–van Hove theorem, the only ones that are unitarily implementable in QM) we obtained a sound mathematical basis for our PI analysis. So, in order to incorporate the canonical transformations in both the path and functional-integral formalism we worked with the coherent-state PIs and FIs. Apart from the aforementioned mathematical convenience (e.g., better behaved measure) this was also dictated by applications in QFT where one works with creation and annihilation operators which are directly translatable into complex variables in PIs and FIs. In fact, Glauber coherent FIs are presently indispensable as a model-building tool in a number of condensed-matter systems [34].

It seems to be a common wisdom among path-integral practitioners that functional integrals are somehow “representation independent”. Actually, this is not the case as we have seen here. In particular, we have explicitly shown that when performing a linear canonical transformation, we need to rephrase FI in the new representation: in the known cases of canonical transformations giving rise to inequivalent representations, we were able to recover with FIs the same results as with the conventional operatorial approach (e.g., orthogonality of associated Hilbert). In addition, by considering the partition function built on the two inequivalent representations we obtained an infinite energy gap in the thermodynamic limit. This is in a general agreement with the fact that important phenomena such as continuous phase transitions are based on an existence of inequivalent representations of CCR in QFT.

Let us finally add three comments. First, in the case when only the partition function is of the interest then the specific representation is imprinted only in the form of the new action and in the quantum generator $W$. As noted in Section 6, the generator $W$ is infinite when the volume regulator is removed. $W$ is thus reminiscent of a counterterm in QFT which arises when passing from bare to renormalized quantities (such as fields, masses and couplings) or when passing between quantities defined at different renormalization points. This analogy is further reinforced by the fact that Fock spaces defined at different renormalization points are typically unitarily inequivalent [8, 9, 11].

Second, results contained in the present paper represent a first step in the FI treatment of physical systems characterized by the presence of inequivalent representations. For example, in the problem of flavor mixing, it has been known
for some time that different sets of Green’s functions built on two inequivalent vacua (mass and flavor vacuum) exist. Although such vacuum expectation values can be calculated within operatorial methods it is not yet clear how to do this in the FI framework. If this task is accomplished one can use the usual machinery of FI (e.g., effective action approach) to get the phenomenologically relevant gap equations for the dynamical generation of flavor mixing \[19\].

We finally note that inequivalent representations have been used also to treat quantum fields in the presence of topologically non trivial extended objects, arising as inhomogeneous condensates of quanta \[6, 8, 10\]. An extension of the FI formalism developed in this paper to these situations is desirable and it is being currently investigated.
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Appendix A. Phase transformations

For completeness’ sake, we discuss in this appendix phase transformations

\[
\hat{\alpha} = e^{i\theta} \hat{a}, \quad \hat{\alpha}^\dagger = e^{-i\theta} \hat{a}.
\]

(A.1)

The corresponding (asymptotic-state) vacua are defined as

\[
\hat{a}|0\rangle = 0, \quad \hat{a}|0(\theta)\rangle = 0,
\]

(A.2)

and are related by a one-parameter group transformation

\[
|0(\theta)\rangle = \hat{G}^{-1}|0\rangle, \quad \hat{G} = \exp(i\theta \hat{a}^\dagger \hat{a}).
\]

(A.3)

However, it is clear that the two vacua coincide. This can be seen from the fact that

\[
\hat{a}|0\rangle = e^{i\theta} \hat{a}|0\rangle = 0.
\]

(A.4)

This conclusion can be seen also on the level of PIs. To this end we consider the holomorphic-representation analogues of Eq.(A.1)

\[
\zeta = e^{i\theta} z, \quad \zeta^* = e^{-i\theta} z^*.
\]

(A.5)

whose type-2 generating function is

\[
F_2(\zeta^*, z) = \zeta^* ze^{i\theta}.
\]

(A.6)

It is not difficult to see that a generic evolution kernel Eq.(60) is invariant under the transformation Eq.(A.5), apart from boundary conditions.\[10\] Note

\[10\]This just reflects the fact that, although we expand the kernel in another representation, the final and the initial states have to remain unchanged.
that, because the generating function Eq. (A.6) is linear in both variables, there are no anomalous terms present (no Jacobi anomaly and no Edwards–Gulyaev anomaly). The PI in the new variables thus reads

\[ \langle z^*, f^* \mid z, f \rangle = \lim_{N \to \infty} N \prod_{j=1}^{N} \int d\zeta^*_j d\zeta_j \frac{1}{2\pi i} e^{-\sum_{j=1}^{N+1} \zeta_j (\zeta_j - \zeta_j - 1) - i \sum_{j=0}^{N} H(\zeta_j, \zeta^*_j) \Delta t} . \]  

(A.7)

Using Eq. (A.6), and the identity

\[ \sum_{j=1}^{N+1} \zeta_j (\zeta_j - \zeta_j - 1) = - \sum_{j=1}^{N+1} \zeta_j (\zeta_j - \zeta_j - 1) + \zeta^*_j \zeta_j - \zeta^*_j \zeta_j , \]  

(A.8)

(i.e. a discrete analogue of the integration by parts) we find that

\[ \langle z^*, f^* \mid z, f \rangle = \lim_{N \to \infty} N \prod_{j=1}^{N} \int d\zeta^*_j d\zeta_j \frac{1}{2\pi i} e^{-\sum_{j=1}^{N+1} \zeta_j (\zeta_j - \zeta_j - 1) + \zeta^*_j \zeta_j} \times e^{-i \sum_{j=0}^{N} H(\zeta_j, \zeta^*_j) \Delta t} . \]  

(A.9)

In the continuum limit we might thus write

\[ \langle z^*, f^* \mid z, f \rangle = \int \xi^*(t_f) e^{-i \theta \xi^*} D\xi^* D\xi e^{i \xi^* \xi} e^{i \int_{t_i}^{t_f} d[t \xi^* (t) - H(\xi, \xi^*)]} . \]  

(A.10)

Here only the boundary conditions reveal the representations in which calculations are done.

We wish now to show that phase transformations do not produce inequivalent representations, with functional techniques. By using the FI representation of the vacuum-vacuum amplitude Eq. (176), we have:

\[ K(\xi, \xi^*) = -\xi^* \theta . \]  

(A.11)

Eq. (78) has (similarly as in the case of Bogoliubov transformations from Section 6.2) null solution when \( \xi(0) = \xi^*(\theta) = 0 \). Therefore

\[ \langle 0 \mid 0 \rangle = \left( \frac{\partial^2 F_2(\xi^*, z)}{\partial z \partial \xi^*} \right)^{\frac{1}{2}} \exp \left[ \frac{\partial^2 K(\xi, \xi^*)}{\partial \xi \partial \xi^*} \right] . \]  

(A.12)

Using Eq. (A.6) and Eq. (A.11) one might easily verify that

\[ \left( \frac{\partial^2 F_2(\xi^*, z)}{\partial z \partial \xi^*} \right)^{\frac{1}{2}} = e^{i \theta / 2} , \quad \exp \left[ \frac{\partial^2 K(\xi, \xi^*)}{\partial \xi \partial \xi^*} \right] = e^{-i \theta / 2} , \]  

(A.13)

so that \( \langle 0 \mid 0 \rangle = 1 \). Extending this result to the field-theoretical setting does not yield any new modifications. In other words, these two representations are always unitarily equivalent.
Appendix B. Semiclassical solution in terms of new variables

In this appendix we derive two key results that are employed in Section 5.2. First of all, we find out the form of the semiclassical approximation for the transition amplitude after a canonical transformation. Then we discuss the problem of boundary conditions in transformations that mix both $z$ and $z^*$, and show that for linear transformations (if second-order corrections in $\Delta z$ and $\Delta z^*$ can be neglected in Eqs. (92), (93) for $\Delta t \to 0$), new variables obey Hamilton equations even though we cannot fix both variables at initial and final time.

To start, let us consider the variation of the following functional

$$iS_r = -F_2(\zeta_f^*, z_f) + F_2(\zeta_i^*, z_i) - \zeta_i^* \zeta_i + z_f^* z_f + \zeta_f^* \zeta_f,$$

which represents a part of the functional $iS$ introduced in Eq. (124). Since our original problem must satisfy boundary conditions Eq. (125), we can write

$$\delta(iS_r) = -\delta F_2(\zeta_f^*, z_f) + \delta F_2(\zeta_i^*, z_i) - \delta \zeta_i^* \zeta_i - \zeta_i^* \delta \zeta_i + z_f^* \delta z_f + \zeta_f^* \delta \zeta_f + \zeta_f \delta \zeta_f^*.$$  

This can be further expanded as

$$\delta(iS_r) = -\frac{\partial F_2(\zeta_f^*, z_f)}{\partial \zeta_f^*} \delta \zeta_f^* - \frac{\partial F_2(\zeta_i^*, z_i)}{\partial z_i} \delta z_i + \frac{\partial F_2(\zeta_i^*, z_i)}{\partial \zeta_i^*} \delta \zeta_i^*$$

$$- \delta \zeta_i^* \zeta_i - \zeta_i^* \delta \zeta_i + z_f^* \delta z_f + \zeta_f^* \delta \zeta_f + \zeta_f \delta \zeta_f^*.$$  

Now we can employ Eqs. (92), (93) to obtain

$$\delta(iS_r) = \zeta_f^* \delta \zeta_f - \zeta_i^* \delta \zeta_i.$$  

These two pieces have the opposite sign of the pieces coming out from the integration by part of the variation of the canonical one form

$$- \int_{t_i}^{t_f} \zeta^*(t) \delta \dot{\zeta}(t) = -\zeta_f^* \delta \zeta_f + \zeta_i^* \delta \zeta_i + \int_{t_i}^{t_f} \zeta^*(t) \delta \zeta_i(t).$$

Therefore, the stationary phase approximation leads to the usual Hamilton equations for new variables, i.e. Eq. (126).

This result ensures that we can use the semiclassical approximation in the usual way. However we must determine how semiclassical approximation formula can be written in terms of new canonical variables. As carefully evaluated in Ref. [55], the semiclassical propagator can be written as:

$$\langle z_f^*, t_f | z_i, t_i \rangle = \sqrt{i \frac{\partial^2 S}{\partial z_f^* \partial z_i}} e^{iS(z^c, z^c^*)} \exp \left( i \frac{1}{2} \int_{t_i}^{t_f} dt \frac{\partial^2 H(z^c, z^c^*)}{\partial z \partial z^*} \right),$$

where $z^c, z^{c^*}$ are solutions of the classical equations of motion and $iS$ was introduced in Eq. (123). Let us now consider the transformation

$$z \rightarrow z(\zeta, \zeta^*), \quad z^* \rightarrow z^*(\zeta, \zeta^*).$$
Then
\[ \frac{\partial}{\partial z} = \frac{\partial \zeta}{\partial z} \frac{\partial}{\partial \zeta} + \frac{\partial \zeta^*}{\partial z} \frac{\partial}{\partial \zeta^*}, \quad \frac{\partial}{\partial z^*} = \frac{\partial \zeta}{\partial z^*} \frac{\partial}{\partial \zeta} + \frac{\partial \zeta^*}{\partial z^*} \frac{\partial}{\partial \zeta^*}, \] (B.8)
and hence
\[ \frac{\partial^2 H}{\partial z \partial z^*} = \frac{\partial^2 H}{\partial \zeta \partial \zeta^*} \left( \frac{\partial \zeta^*}{\partial z} \frac{\partial}{\partial \zeta} + \frac{\partial \zeta}{\partial z^*} \frac{\partial}{\partial \zeta^*} \right). \] (B.9)

In particular, if the transformations reduce the Hamiltonian to the linear harmonic oscillator form, then the former reduces to
\[ \frac{\partial^2 H}{\partial z \partial z^*} = \frac{\partial^2 H}{\partial \zeta \partial \zeta^*} \left( \frac{\partial \zeta^*}{\partial \zeta} \frac{\partial}{\partial \zeta} + \frac{\partial \zeta}{\partial \zeta^*} \frac{\partial}{\partial \zeta^*} \right). \] (B.10)

Consequently, the semiclassical propagator written in terms of these new variables reads
\[ \langle z_f^*, t_f | z_i, t_i \rangle = \sqrt{i \frac{\partial^2 S}{\partial z_f^* \partial z_i}} e^{i S(\zeta^*, \zeta^*')} + \frac{i}{2} \int_{t_i}^{t_f} dt \frac{\partial^2 H(\zeta^*, \zeta^*')}{\partial \zeta \partial \zeta'} \left( \frac{\partial \zeta^*}{\partial \zeta} \frac{\partial}{\partial \zeta} + \frac{\partial \zeta}{\partial \zeta^*} \frac{\partial}{\partial \zeta^*} \right). \] (B.11)

**Appendix C. Coherent state PI and FI and non-linear canonical transformations**

For completeness’ sake, we briefly discuss in this Appendix some issues related non-linear canonical transformations in PIs. These cannot be analyzed, in principle, with the same methods employed in Sections 4 and 6 because of the Groenewold–van Hove theorem. Nevertheless, we show that some interesting results can still be obtained when a less rigorous approach is employed.

By emulating Ref. [40], we might define a quantum canonical transformation via relations
\[ F_2(\zeta_j^*, z_j) - F_2(\zeta_j^*, z_{j-1}) = z_j^*(z_j - z_{j-1}), \] (C.1)
\[ F_2(\zeta_j^*, z_{j-1}) - F_2(\zeta_{j-1}^*, z_{j-1}) = \zeta_{j-1}(\zeta_j^* - \zeta_{j-1}^*), \] (C.2)
where \( F_2(\zeta^*, z) \) is the type-2 generating function of a (in principle non-linear) classical canonical transformation, as in Eqs. (90), (91). Now we Taylor-expand these as in Eqs. (92), (93). So, that we can write
\[ z_j^* = \frac{\partial F_2(\zeta_j^*, z_j)}{\partial z_j} + \frac{1}{2} \frac{\partial^2 F_2(\zeta_j^*, z_j)}{\partial z_j^2} (z_j - z_{j-1}) + \ldots, \] (C.3)
\[ \zeta_j = \frac{\partial F_2(\zeta_j^*, z_j)}{\partial \zeta_j^*} + \frac{1}{2} \frac{\partial^2 F_2(\zeta_j^*, z_j)}{\partial \zeta_j^* 2} (\zeta_j - \zeta_{j-1}) + \ldots, \] (C.4)
where the dots indicate that, in principle we could have non trivial contributions coming from higher-order terms. Note in this connection that new variables do not depends only on the old ones, but also on their variations $\Delta z_j \equiv z_j - z_{j-1}$, $\Delta z^*_j \equiv z_{j+1} - z_j$. As discussed in Section 2, this can lead to Liouville anomalies. The latter do not exist for linear canonical transformations.

To see this explicitly, let us write the inverse Jacobian of our transformation

$$J^{-1} = \prod_{j=1}^{N} \left[ \frac{\partial \zeta_j}{\partial z_j} \frac{\partial \zeta_j^*}{\partial z_j^*} - \frac{\partial \zeta_j^*}{\partial z_j} \frac{\partial \zeta_j}{\partial z_j^*} \right]. \quad (C.5)$$

From Eq. (C.3) we find that:

$$\frac{\partial \zeta_j}{\partial z_j} = \frac{\partial^2 F_2(\zeta_j^* \cdot z_j)}{\partial \zeta_j^* \partial z_j} + \frac{1}{2} \frac{\partial^2 F_2(\zeta_j^* \cdot z_j)}{\partial \zeta_j^2 \partial z_j} \frac{\partial \zeta_j^*}{\partial z_j} + \frac{1}{2} \frac{\partial^3 F_2(\zeta_j^* \cdot z_j)}{\partial \zeta_j^2 \partial z_j^2} \Delta \zeta_j^*, \quad (C.6)$$

$$\frac{\partial \zeta_j^*}{\partial z_j^*} = \frac{1}{2} \frac{\partial^2 F_2(\zeta_j^* \cdot z_j)}{\partial \zeta_j^2 \partial z_j} \frac{\partial \zeta_j^*}{\partial z_j^*}. \quad (C.7)$$

Therefore, substituting in the Jacobian (C.5) we obtain

$$J^{-1} = \prod_{j=1}^{N} \left[ \left( \frac{\partial^2 F_2(\zeta_j^* \cdot z_j)}{\partial \zeta_j^* \partial z_j} + \frac{1}{2} \frac{\partial^3 F_2(\zeta_j^* \cdot z_j)}{\partial \zeta_j^2 \partial z_j^2} \Delta \zeta_j^* \right) \frac{\partial \zeta_j^*}{\partial z_j^*} \right]. \quad (C.8)$$

Noting that

$$1 = \frac{\partial z_j^*}{\partial z_j} = \frac{\partial^2 F_2(\zeta_j^* \cdot z_j)}{\partial \zeta_j^* \partial z_j} \frac{\partial \zeta_j^*}{\partial z_j^*} - \frac{1}{2} \frac{\partial^3 F_2(\zeta_j^* \cdot z_j)}{\partial \zeta_j^2 \partial z_j^2} \frac{\partial \zeta_j^*}{\partial z_j^*} \Delta \zeta_j, \quad (C.9)$$

we thus find

$$J^{-1} = \prod_{j=1}^{N} \left[ 1 + \frac{1}{2} \frac{\partial^3 F_2(\zeta_j^* \cdot z_j)}{\partial \zeta_j^2 \partial z_j} \frac{\partial \zeta_j^*}{\partial z_j^*} \Delta \zeta_j + \frac{1}{2} \frac{\partial^3 F_2(\zeta_j^* \cdot z_j)}{\partial \zeta_j^2 \partial z_j} \frac{\partial \zeta_j^*}{\partial z_j^*} \Delta \zeta_j^* \right]. \quad (C.10)$$

Finally, using that

$$\Delta z_j = \frac{\partial z_j}{\partial \zeta_j} \Delta \zeta_j + \frac{\partial z_j}{\partial \zeta_j^*} \Delta \zeta_j^*, \quad (C.11)$$

we can write the inverse Jacobian in the form

$$J^{-1} = \prod_{j=1}^{N} \left[ 1 + A_j \Delta \zeta_j + B_j \Delta \zeta_j^* \right], \quad (C.12)$$

where

$$A_j = \frac{1}{2} \frac{\partial^3 F_2(\zeta_j^* \cdot z_j)}{\partial \zeta_j^2 \partial z_j} \frac{\partial \zeta_j^*}{\partial z_j^*}, \quad (C.13)$$

$$B_j = \frac{1}{2} \left( \frac{\partial^3 F_2(\zeta_j^* \cdot z_j)}{\partial \zeta_j^2 \partial z_j} \frac{\partial \zeta_j^*}{\partial z_j^*} + \frac{\partial^3 F_2(\zeta_j^* \cdot z_j)}{\partial \zeta_j^2 \partial z_j} \frac{\partial \zeta_j^*}{\partial z_j^*} \right),$$
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which corresponds to the Eq.\[48\] in the phase-space framework. By exponentiating the inverse Jacobian as
\[J^{-1} = e^{\log[\prod_{j=1}^{N} (1 + A_j \Delta \zeta_j + B_j \Delta \zeta^*_j)]} \sim e^{\sum_{j=1}^{N} (A \Delta \zeta_j + B \Delta \zeta^*_j)},\] (C.14)

Eq.\[C.14\] shows that, if \(\Delta \zeta_j\) and \(\Delta \zeta^*_j\) are of order \(O(\Delta t)\) (ballistic regime), they can give a non-trivial contribution to the final result. In fact, in that case
\[J^{-1} = e^{\sum_{j=1}^{N} \Delta t \left( A_j \Delta \zeta_j + B_j \Delta \zeta^*_j \right)},\] (C.15)

which, in the limit \(N \to \infty\) (or equivalently \(\Delta t \to 0\)) can be rewritten as
\[J^{-1} = e^{\int_{t_i}^{t_f} dt (A(t) \dot{\zeta}(t) + B(t) \dot{\zeta}^*(t))}.\] (C.16)

In QFT case, the Jacobian takes the form
\[J^{-1} = \prod_{j=1}^{N} \prod_{k} \left[ 1 + A_{j,k} \Delta \zeta_{j,k} + B_{j,k} \Delta \zeta^*_{j,k} \right],\] (C.17)

where
\[A_{j,k} = \frac{1}{2} \frac{\partial^3 F_{2k}(\xi_{j,k}*z_{j,k})}{\partial \xi_{j,k} \partial z_{j,k}} \frac{\partial \xi_{j,k}^*}{\partial \xi_{j,k}} \frac{\partial \xi_{j,k}^*}{\partial z_{j,k}},\] (C.18)
\[B_{j,k} = \frac{1}{2} \left( \frac{\partial^3 F_{2k}(\xi_{j,k}*z_{j,k})}{\partial \xi_{j,k} \partial z_{j,k}} \frac{\partial \xi_{j,k}^*}{\partial \xi_{j,k}} \frac{\partial \xi_{j,k}^*}{\partial z_{j,k}} + \frac{\partial^3 F_{2k}(\xi_{j,k}*z_{j,k})}{\partial \xi_{j,k}^* \partial z_{j,k}} \right) + \frac{\partial^3 F_{2k}(\xi_{j,k}*z_{j,k})}{\partial \xi_{j,k} \partial z_{j,k}} \frac{\partial \xi_{j,k}^*}{\partial \xi_{j,k}} \frac{\partial \xi_{j,k}^*}{\partial z_{j,k}} \frac{\partial \xi_{j,k}^*}{\partial z_{j,k}} \right),\] (C.19)
\[(C.20)

We can thus rewrite the evolution kernel along the same lines as in Eq.\[169\] of
\[\langle \{z\}^f, t_f | \{z\}, t_i \rangle = \int \frac{(z^*)_{(t_f)} = (z^*)_{(t_i)}}{\{z\}_{(t_i)} = (z)} \prod_{k} D\xi_{k}^* D\xi_{k} e^{\frac{1}{2} \sum_{k} z_{j,k}^2} \times e^{\int_{t_i}^{t_f} dt \left\{ H(\{z\}, \{z^*\}) \right\}},\] (C.21)

but now
\[Z_{k} = \left( \frac{df_{k}}{d\xi_{k}} + \frac{dg_{k}}{dz_{k}} \frac{\partial z_{k}}{\partial \xi_{k}} - \zeta_{k} - B_{k} V \right),\] (C.22)
\[Z_{k}^* = \left( \frac{dg_{k}}{dz_{k}} \frac{\partial z_{k}}{\partial \xi_{k}} - A_{k} V \right),\] (C.23)

i.e. anomalous corrections contribute to the symplectic phase term.
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