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ABSTRACT. We study a stochastic control problem for continuous multidimensional martingales with fixed quadratic variation. In a radially symmetric environment, we are able to find an explicit solution to the control problem and find an optimal strategy. We show that it is optimal to switch between two strategies, depending only on the radius of the controlled process. The optimal strategies correspond to purely radial and purely tangential motion. It is notable that the value function exhibits smooth fit even when switching to tangential motion, where the radius of the optimal process is deterministic. Under sufficient regularity on the cost function, we prove optimality via viscosity solutions of a Hamilton-Jacobi-Bellman equation. We extend the results to cost functions that may become infinite at the origin. Extra care is required to solve the control problem in this case, since it is not clear how to define the optimal strategy with deterministic radius at the origin. Our results generalise some problems recently considered in Stochastic Portfolio Theory and Martingale Optimal Transport.

1. Introduction

In this paper we study a stochastic control problem for continuous multidimensional martingales with fixed quadratic variation. We work in a radially symmetric environment, where we are able to find optimal strategies and give the value function explicitly. We find that an optimal strategy is to switch between two behaviour regimes depending only on the current radius of the controlled martingale. Under one of the optimal strategies, which we will call tangential motion, the controlled martingale has a deterministically increasing radius. This property leads to two notable features of the control problem. First, we make the observation that the value function exhibits smooth fit everywhere. When it is optimal to switch into the regime of tangential motion, continuous fit is sufficient to uniquely specify the value function, since the radius is deterministic here. Therefore it is surprising that smooth fit holds. Moreover, it is not obvious how to define tangential motion at the origin. As a result, solving the control problem at the origin requires extra care and we only find approximate optimisers here. We will see that the value function can remain finite when the cost function is allowed to be infinite at the origin. Under a particular growth condition on the cost function, approximation arguments break down and it is necessary to understand how to define tangential motion at the origin.

1.1. Problem statement. Fix a domain $D \subseteq \mathbb{R}^d$, for some $d \geq 2$. We study the control problem of finding

$$\inf_{\mathbb{P}} \mathbb{E}^\mathbb{P} \left[ \int_0^\tau f(X_t) \, dt + g(X_\tau) \right],$$

where $\tau$ is the first exit time of $X$ from $D$, and the infimum is taken over a set of probability measures under which $X$ is a continuous martingale with quadratic variation given by

$$d\langle X \rangle_t = dt.$$

We specialise to the radially symmetric case, taking $D$ to be a $d$-dimensional ball, $f$ a function of the form $f(x) = \tilde{f}(\|x\|)$, and $g$ constant — without loss of generality, we will assume that $g \equiv 0$. This structure allows us to work with the radius of the controlled processes.
1.2. Related literature. Problems of stochastic control for martingales with fixed quadratic variation have appeared recently in the context of Stochastic Portfolio Theory, in the two papers [11] and [12] of Larsson and Ruf. In [11] the authors consider the problem of finding the greatest almost sure lower bound on the exit time of a martingale from some domain. They apply this control problem in [12] to find the minimal time horizon over which relative arbitrage can be achieved for a market with at least two stocks. One of the strategies that we find to be optimal in the present paper is also studied in [12]. While the control set in [11] and [12] is the same as in the problem that we study, we consider a significantly different class of cost functions. In [11] Theorem 1.1], the value function is characterised as a viscosity solution of a Hamilton-Jacobi-Bellman (HJB) equation on a general compact set. In contrast to [11], the HJB equation (1.1) for our control problem has no first order term, and our viscosity solution characterisation Theorem A.5 requires a strong notion of convexity on the domain. This convexity condition is of course satisfied when the domain is a ball in \( \mathbb{R}^d \); this is the case for the explicit results that we obtain in this paper, and so we do not investigate extending Theorem A.5 to more general domains here.

The HJB equation that arises from the control problem in this paper is

\[
(1.1) \quad -\frac{1}{2} \inf_{\sigma \in U} \text{Tr} \left( D^2 \sigma \sigma^T \right) = f,
\]

where \( U := \{ \sigma \in \mathbb{R}^{d \times d} : \text{Tr}(\sigma \sigma^T) = 1 \} \). We can see this by considering a martingale that is adapted to the natural filtration of some Brownian motion \( B \) and has the representation \( dX_t = \sigma_t dB_t \). Then, under the quadratic variation constraint \( d\langle X \rangle_t = dt \), we have \( \sigma_t \in U \), for any \( t \geq 0 \). This HJB equation takes a similar form to the Black-Scholes-Barenblatt (BSB) equation, as studied in [21]. Compared with the PDE (1.1), the BSB equation has an additional time derivative term, and the infimum can be taken over a more general compact control set. The BSB equation is an HJB equation corresponding to a time-inhomogeneous control problem of the type discussed in Section 3.3 of [20]. In [8], the BSB equation is applied to find a super-hedging strategy for European multi-asset derivatives.

1.3. Motivation — martingale optimal transport. In one dimension, it is well known that any continuous martingale is a time-change of a standard Brownian motion. Martingales with fixed quadratic variation are a natural generalisation of Brownian motion to higher dimensions. Imposing this constraint will allow us to study the structure of the optimal martingales in the control problems that we consider.

Our motivation for studying the problems in this paper comes from a connection with Martingale Optimal Transport (MOT), motivated by the paper [19] of Tan and Touzi (see also [13]). In [19], the authors formulated the martingale optimal transport problem through penalisation. Formally, MOT is the problem of finding a martingale \( (M_t)_{t \in [0,1]} \) with marginal laws \( M_0 \sim \lambda \) and \( M_1 \sim \mu \) such that the joint distribution minimises some given quantity, for example \( \mathbb{E}[|M_1 - M_0|] \). In this setting, [19] showed that the one-dimensional MOT problem could be reformulated as an optimal stopping problem for Brownian motion, where the connection to the Brownian motion is established by requiring \( B_0 \sim \lambda \) and \( B_{\tau} \sim \mu \) for some stopping time \( \tau \). The penalisation arises as the cost function of the form \( H(B_{\tau}) \) appearing in the optimisation criterion, or equivalently, via an Itô argument, a cost function of the form \( \int_0^\tau H''(B_s) \, ds \).

For the MOT problem in general dimensions, the structure of the transports is much more complex than in the one-dimensional case, as described by De March [2], De March and Touzi [3], and Ghoussoub, Kim and Lim [7]. Lim [13] also considers MOT in higher dimensions, focussing on radially symmetric marginals, as we do here.

We provide the following motivating example, in which we heuristically pass from an MOT problem to a control problem of the form that we study in this paper.

**Example 1.1.** Fix \( d \in \mathbb{N} \) and let \( \lambda, \mu \) be radially symmetric probability measures on \( \mathbb{R}^d \). Consider the MOT problem of finding

\[
MT(\lambda, \mu) := \inf_{\tau} \inf_{M \text{ martingale}} \mathbb{E}[\langle H(M_{\tau}) - H(M_0) \rangle^2],
\]

Fix \( d \in \mathbb{N} \) and let \( \lambda, \mu \) be radially symmetric probability measures on \( \mathbb{R}^d \). Consider the MOT problem of finding
for some function $H : \mathbb{R}^d \to \mathbb{R}$ depending only on the radius, where $\tau$ is a stopping time.

By penalisation, we can rewrite

$$MT(\lambda, \mu) = \inf_{\tau} \inf_{M \text{ martingale}} \sup_{f \in C_b(\mathbb{R}^d)} \left\{ \mathbb{E}[\|H(M_\tau) - H(M_0)\|^2 + f(M_\tau)] - \int f(x)\mu(dx) \right\}$$

$$= \sup_{f \in C_b(\mathbb{R}^d)} \left\{ \inf_{\tau} \inf_{M \text{ martingale}} \sup_{M_0 = \lambda} \mathbb{E}[\|H(M_\tau) - H(M_0)\|^2 + f(M_\tau)] - \int f(x)\mu(dx) \right\},$$

assuming that a min-max principle holds.

Let $U := \{ U\text{-valued progressive processes} \}$ — in particular, for any $\sigma \in U$, we have Tr$(\sigma \sigma^\top_t) = 1$, for all $t \geq 0$. We restrict to martingales of the form $X^\sigma_t = X^\sigma_0 + \int_0^t \sigma_s \, dB_s$, for some $\sigma \in U$, with $X^\sigma_0 \sim \lambda$, and $B$ a $d$-dimensional Brownian motion. For a fixed $f$ and $\tau$, we are then interested in the problem of finding

$$V(\lambda) := \inf_{\sigma \in U} \mathbb{E}[\|H(X^\sigma_\tau) - H(X^\sigma_0)\|^2 + f(X^\sigma_\tau)].$$

By radial symmetry of the problem, we need only consider radially symmetric test functions $f$. Applying Itô’s formula, and writing the radius process as $R_\tau^\sigma = |X^\sigma_\tau|$, $t \geq 0$, we find functions $\tilde{h}, \tilde{g} : \mathbb{R}_+ \to \mathbb{R}$ such that

$$V(\lambda) = \inf_{\sigma \in U} \mathbb{E} \left[ \int_0^\tau \left\{ \tilde{h}(R^\sigma_t) \text{Tr}(\sigma \sigma^\top_t) + \tilde{g}(R^\sigma_t) \text{Tr}(X^\sigma_t \sigma^\top_t \sigma \sigma^\top_t) \right\} dt \right].$$

The corresponding HJB equation for this control problem is then

$$\inf_{\sigma \in U} \text{Tr}(\sigma \sigma^\top [\partial_{xx} u(x) - \tilde{g}(|x|)xx^\top]) = \tilde{h}(|x|).$$

In the present paper, we specialise to the case of $\tilde{g} \equiv 0$, so that we arrive at a control problem of the form

$$\inf_{\sigma \in U} \mathbb{E} \left[ \int_0^\tau \tilde{h}(R^\sigma_t) dt \right].$$

In order to solve this control problem, we appeal to the theory of viscosity solutions for the HJB equation (1.4) with $\tilde{g} \equiv 0$ in Section 4.3. In Appendix A, we prove a comparison result for this PDE, which to our knowledge is not contained in standard results in the literature.

For a general $\tilde{g}$, the equation (1.4) does not fit into the framework of Appendix A. However, by modifying our proof of Theorem A.5, we believe that it would be possible to extend these results to (1.4) in full generality. Moreover, we expect that an optimal control for (1.3) is to switch between radial and tangential motion, as we prove for (1.5); see Remark 4.5.

Herein, we focus specifically on the challenge of understanding the optimal martingales for the simplified control problem (1.5), as a first step towards the full problem of finding $V$ in (1.3) and the penalised value $MT(\lambda, \mu)$ in (1.2) above.

### 1.4. Optimal behaviour.

A key result of this paper is to show that, under sufficient regularity on the cost function, an optimal strategy can be constructed by switching between the following two behaviours. We say that a martingale $X$ follows radial motion if it can be written as

$$X_t = \frac{x}{|x|} W_t, \quad t \geq 0,$$

for some $x \in D \setminus \{0\}$ and $W$ a one-dimensional Brownian motion, so that $X$ acts as a one-dimensional Brownian motion on the line connecting its starting point to the origin, as illustrated in Figure 3. Such a process maximises the expected time spent close to the origin and is therefore optimal for any cost function whose radial part is monotonically increasing. On the other hand, we say that $X$ follows tangential motion in dimension two if it solves the SDE

$$dX_t = \frac{X_t}{|X_t|} \, dW_t.$$
where \( W \) is a one-dimensional Brownian motion, and we define a vector \( x^\perp \in \mathbb{R}^2 \) orthogonal to \( x \in D \setminus \{0\} \) by \( x^\perp = (-x_2, x_1)^\top \). In higher dimensions, tangential motion has analogous behaviour to the two-dimensional case, but the formal definition is more delicate, as described in Definition 3.3. As we discuss below and illustrate in Figure 3, tangential motion has a deterministically increasing radius. As a result, such a process minimises the expected time spent close to the origin and is optimal for cost functions with monotonically decreasing radial part. Tangential motion in dimension two already appears in [5] and [12], and it is shown to be optimal for a simple example of a control problem in [11, Example 1.6] — see also Example 3.2 below.

In our main results, Proposition 4.9 and Theorem 5.12, we solve the control problem explicitly and give conditions under which switching between radial and tangential motion is optimal. Our approach to proving Proposition 4.9 is first to construct a candidate value function by making the ansatz that a switching strategy of the above form is optimal, and then to verify that this is the correct value function by using the theory of viscosity solutions for the HJB equation. In Theorem 5.12 we extend Proposition 4.9 by a series of approximation arguments. We will find optimal controls in a weak sense and show, in all but one case, that weak and strong formulations are equivalent.

1.5. A switching problem with smooth fit. The most interesting optimal behaviour is so-called tangential motion, described by the SDE (1.6). This behaviour is studied by Fernholz, Karatzas and Ruf in [5], and by Larsson and Ruf in [12]. It is observed that, for a solution \( X \) of (1.6) with initial condition \( x \in D \), the radius of \( X \) is the deterministically increasing process 
\[
t \mapsto |X_t| = \sqrt{|x| + t},
\]
This property implies optimality of tangential motion for cost functions whose radial part is monotonically decreasing. For more general cost functions, we will show that an optimal strategy can be found by switching between this behaviour and radial motion, as described above. Due to the radial symmetry of the control problem, the optimal strategy at any time depends only on the current radial position of the controlled process. Therefore we have a one-dimensional switching problem between two regimes. It is common in such switching problems to observe smooth fit criteria on the free boundaries, and indeed, we do observe such behaviour in our case. Notably, we can only justify smooth fit heuristically in one switching regime. To determine the optimal radius at which to switch from radial to tangential motion, we only need to impose continuous fit for the value function. However, interestingly, smooth fit also holds at such a point. We discuss this phenomenon further in Remark 4.8.

1.6. Behaviour at the origin. Another interesting feature of the control problem is the optimal behaviour at the origin. In the case that the cost function has increasing radial part at the origin, then we can define an optimal strategy by taking a one-dimensional Brownian motion in any given direction, analogously to radial motion described above. On the other hand, in the case of a decreasing cost at the origin, it seems that tangential motion, as defined by the SDE (1.6), should be optimal, since such a process minimises the expected time spent at the origin. However, it is not immediately clear how to define tangential motion started from the origin.

In [5], the authors prove that a weak solution of (1.6) exists in dimension \( d = 2 \), with initial condition \( X_0 = 0 \). Using this result, we can solve the control problem in a weak sense, which we define in Section 2 following [4]. Under sufficient conditions on the cost, El Karoui and Tan show in [4] that this weak formulation is equivalent to a strong formulation of the control problem. However, we do not always assume that such conditions hold. In Section 5, we will recover this equivalence result for more general costs, using some approximation arguments, but we do not identify an optimal control started from the origin. Under the particular growth regime where the cost \( f \) satisfies
\[
\int_0^r \tilde{f}(s) \, ds = \infty \quad \text{and} \quad \int_0^r s \tilde{f}(s) \, ds < \infty, \quad \text{for all} \quad r > 0,
\]
our approximation schemes diverge, but the weak solution of (1.6) gives rise to a finite expected cost. This leads us to consider the existence of strong solutions of (1.6) started from the origin. We leave open this question of existence of strong solutions, and the question of equivalence of weak and strong control problems, and we will address these issues in a forthcoming paper.

1.7. Outline of the paper. In Section 2, we define the control problems precisely and prove some preliminary results on properties of the controlled processes and equivalence of the strong and weak control problems.

In Section 3, we present two motivating examples and introduce radial and tangential motion as candidates for the optimal behaviour. In the simple examples of step function costs, we prove directly that either radial or tangential motion is optimal, depending on whether the step function is increasing or decreasing.

In Section 4, we solve the control problem explicitly for radially symmetric cost functions that are sufficiently regular. We first conjecture that an optimal strategy is to switch between radial and tangential motion, and we heuristically derive a one-dimensional switching problem in Section 4.1. We then identify optimal switching points in Section 4.2 and go on to construct a candidate for the value function in Section 4.3. We observe smooth fit at the points at which the conjectured optimal radius process switches to the deterministic regime of tangential motion, and we discuss this surprising phenomenon in Remark 4.8. In Section 4.4, we prove Proposition 4.9 which states that the value function is equal to the candidate function that we constructed and that switching between radial and tangential motion is indeed optimal. To prove this result, we show that the candidate function satisfies a Hamilton-Jacobi-Bellman equation in the viscosity sense, and use the facts that the value function is also a viscosity solution of this equation, and that such a solution is unique. The required results on viscosity solutions are presented without proof in Appendix A.

In Section 5, we relax the regularity conditions on the cost function, allowing for cost functions that are infinite at the origin. In this case, the theory of viscosity solutions in no longer applicable, and we do not know a priori that the weak and strong formulations of the control problem are equivalent. Under various growth conditions on the cost function, we use approximation arguments to show that all formulations of the control problem are equivalent and that the value function takes the same form as the candidate constructed in Section 4.3. We also identify the conditions under which the value function remains finite. These results are summarised in Theorem 5.12. We conclude by discussing one exceptional case under a specific growth condition in dimension $d = 2$. Here we find the weak value function, but equivalence with the strong formulation of the control problem is left open.

2. Problem formulation

Fix $d \in \mathbb{N}$. We introduce the control set

$$ U := \{ \sigma \in \mathbb{R}^{d,d} : \text{Tr}(\sigma \sigma^\top) = 1 \} . $$

Let $D \subset \mathbb{R}^d$ be a domain and define the functions $f : D \to \mathbb{R}$ and $g : \partial D \to \mathbb{R}$, which we call the running cost and boundary cost, respectively. We make the following assumptions.

Assumption 2.1. Suppose that

1. The domain $D$ is bounded;
2. The cost functions $f$ and $g$ are upper semicontinuous;
3. The running cost $f$ is bounded above; i.e. $f \leq M$, for some $M \geq 0$;
4. The boundary cost $g$ is bounded above; i.e. $g \leq K$ for some $K \geq 0$.

Note that, in later sections, we will also impose radial symmetry on the problem.

We now introduce both weak and strong formulations of the control problem. We will show in Proposition 2.7 that, under Assumption 2.1 the weak and strong formulations are equivalent. In Section 5, we will relax our assumptions, so that Proposition 2.7 no longer applies. However, we will show that equivalence of weak and strong formulations holds in all but one exceptional case.
2.1. **Strong formulation.** The strong formulation of the control problem is to find the strong value function \(v^S : D \rightarrow \mathbb{R}\), which we now define as in [20]. In order to define the value function, we introduce the set of controls, which will be \(U\)-valued processes, and we describe the dynamics of the controlled martingales via the stochastic integral (2.1) below.

Let \((\Omega_0, \mathcal{F}, P_0)\) be a probability space on which a \(d\)-dimensional Brownian motion \(B\) is defined with natural filtration \(\mathbb{F} = (\mathcal{F}_t)_{t \geq 0}\).

**Control:** Define the set of controls \(U := \{U\text{-valued } \mathbb{F}\text{-progressively measurable processes}\}\).

**Dynamics:** For any \(x \in D\) and \(\nu = (\nu_t)_{t \geq 0} \in U\), define \(X^\nu\) by the stochastic integral
\[
X^\nu_t = x + \int_0^t \nu_s dB_s, \quad t \geq 0.
\]

### Example 2.2.
Let \(\sigma : D \rightarrow U\) be Lipschitz. Then there is a unique strong solution \(X^\sigma\) of the SDE
\[
dX_t = \sigma(X_t) dB_t, \quad X_0 = x.
\]
Define \(\nu_t = \sigma(X^\sigma_t)\), for all \(t \geq 0\). Then \(\nu \in U\) and, for any \(t \geq 0\), \(X^\nu_t = x + \int_0^t \nu_s dB_s\).

**Value function:** We define the strong value function \(v^S : D \rightarrow \mathbb{R}\) by
\[
v^S(x) := \inf_{\nu \in \mathcal{U}} \mathbb{E}^x \left[ \int_0^\tau f(X^\nu_s) \, ds + g(X^\nu_\tau) \right],
\]
where \(\tau\) is the exit time of \(X^\nu\) from the domain \(D\), and \(\mathbb{E}^x\) denotes expectation with respect to the law of \(X^\nu\), conditioned on \(X^\sigma_0 = x\).

### Remark 2.3.
Note that, for any \(\nu \in U\), the quadratic variation of a controlled martingale \(X^\nu\) is given by
\[
\langle X^\nu \rangle_t = \int_0^t \text{Tr}(\nu_s \nu_s^\top) \, ds = t,
\]
for any \(t \geq 0\), by the definition of the control set \(U\).

### Definition 2.4.
We say that a process \(X\) has *unit quadratic variation* if its quadratic variation is given by
\[
\langle X \rangle_t = t, \quad \text{for all } t \geq 0.
\]

A martingale with unit quadratic variation has the property that the expected exit time of the martingale from a ball is fixed. This gives a bound on the expected exit time from the domain \(D\), as given in [11, Lemma 1.7], as follows.

### Proposition 2.5.
Let \(X\) be a continuous martingale with initial condition \(X_0 = x \in D\), and suppose that \(X\) has unit quadratic variation. Fix \(R > 0\) and denote by \(\tau_R\) the first exit time from \(B_R(0) := \{y \in \mathbb{R}^d : |y| < R\}\). Then
\[
\mathbb{E}^x[\tau_R] = R^2 - |x|^2,
\]
Moreover, defining \(\tau\) to be the first exit time from \(D\), we have the bound
\[
\mathbb{E}^x[\tau] \leq \text{diam}(D)^2 < \infty.
\]

**Proof.** Applying Itô’s formula to \(|X^\tau_R|^2\) and taking expectations, we find that
\[
\mathbb{E}^x[|X^\tau_R|^2] - |x|^2 = \mathbb{E}^x[\langle X \rangle^\tau_R] = \mathbb{E}^x[\tau_R],
\]
since \(X\) is a martingale and has unit quadratic variation. Therefore, by continuity of the paths of \(X\), we have
\[
\mathbb{E}^x[\tau_R] = R^2 - |x|^2.
\]
Now set \(R = \text{diam}(D)\) so that \(D \subseteq B_R(x)\). Then the inequality \(\tau \leq \tau_R\) holds pointwise and, in particular,
\[
\mathbb{E}^x[\tau] \leq \mathbb{E}^x[\tau_R] = \text{diam}(D)^2 < \infty,
\]
as required. \(\square\)
2.2. Weak formulation. We now introduce the weak formulation of the control problem, following El Karoui and Tan in [4]. The problem is to find the weak value function $v^W : D \to \mathbb{R}$, which we define below. In the weak formulation, the controls will take values in a set of probability measures, and the dynamics of the controlled martingales will be described as solutions of a local martingale problem.

Define the space of continuous paths $\Omega := C([0, \infty), \mathbb{R}^d)$ and denote the set of Borel measurable functions $\nu : \mathbb{R}_+ \to U$ by $\mathcal{B}(\mathbb{R}_+, U)$. Then set $\Omega = \Omega \times \mathcal{B}(\mathbb{R}_+, U)$ and denote an element of $\overline{\Omega}$ by $\overline{\omega} = (\omega, u)$. Define the canonical process $\overline{X} = (X, \nu)$ on $\overline{\Omega}$ by $X_t(\overline{\omega}) = \omega_t$, for each $t \geq 0$, and $\nu(\overline{\omega}) = u$. We define the canonical filtration as in [4]. For $\phi \in C_b(\mathbb{R}_+ \times U)$, $s \geq 0$, define

$$M_s(\phi) := \int_0^s \phi(r, \nu_r) \, dr.$$ 

Then define the canonical filtration $\mathbb{F} = (\mathcal{F}_t)_{t \geq 0}$ by

$$\mathcal{F}_t := \sigma \{ (X_s, M_s(\phi)) : \phi \in C_b(\mathbb{R}_+ \times U), s \leq t \}, \quad t \geq 0.$$

Control: Let $\mathcal{M}$ be the set of probability measures on the set $\overline{\Omega}$. For each $x \in D$, let

$$\mathcal{M}_x = \{ \mathbb{P} \in \mathcal{M} : \mathbb{P}(X_0 = x) = 1 \}.$$

Dynamics: For $x \in D$, define

$$\mathcal{P}_x := \{ \mathbb{P} \in \mathcal{M}_x : \quad t \mapsto \phi(X_t) - \phi(X_0) - \frac{1}{2} \int_0^t \text{Tr} \left( D^2 \phi(X_s) \nu_s \nu_s^\top \right) \, ds$$

is a $(\mathbb{F}, \mathbb{P})$-local martingale for all $\phi \in C^2(\mathbb{R}^d)$,

and let $\tau = \inf \{ t \geq 0 : X_t \notin D \}$.

Value function: Define the weak value function $v^W : D \to \mathbb{R}$ by

$$v^W(x) = \inf_{\mathbb{P} \in \mathcal{P}_x} \mathbb{E}^{\mathbb{P}} \left[ \int_0^\tau f(X_s) \, ds + g(X_\tau) \right],$$

where $\mathbb{E}^{\mathbb{P}}$ denotes expectation with respect to the measure $\mathbb{P}$.

Remark 2.6. A measure $\mathbb{P} \in \mathcal{P}_x$ is a solution of a local martingale problem, as defined in Definition 4.5 of [9] Chapter 5. As shown in Problem 4.3 and Proposition 4.6 of [9] Chapter 5, there is a correspondence between solutions of a local martingale problem and weak solutions of an SDE. In our set up, a measure $\mathbb{P} \in \mathcal{P}_x$ corresponds to a weak solution of an SDE $dX_t = \sigma_t(X) \, dW_t$ with initial distribution $\delta_x$, for some $U$-valued process $\sigma$. To save notation, we may also denote such a weak solution by $X^\sigma$ and refer to $\sigma$ as the control.

We will now show that, under Assumption [2.7], the weak and strong value functions are equal, by referring to Theorem 4.5 of [4].

Proposition 2.7. Suppose that Assumption [2.7] holds. Then the weak and strong formulations of the control problem are equivalent; i.e. $v^S = v^W$ in $D$.

Proof. We apply Theorem 4.5 of [4], which gives conditions for equality of the weak and strong value functions. Define a function $\Phi : \Omega \to \mathbb{R}$ by

$$\Phi(\omega) = \int_0^{\tau(\omega)} f(X_s(\omega)) \, ds + g(X_{\tau(\omega)}(\omega)),$$

and fix $x \in D$. Then, by Theorem 4.5 of [4], it is sufficient to show that $\Phi$ is upper semicontinuous and bounded above by some random variable $\xi$ that is uniformly integrable under the family of probability measures $\mathcal{P}_x$.

Under our assumptions, $f : D \to \mathbb{R}$ and $g : \partial D \to \mathbb{R}$ are upper semicontinuous and so $\Phi$ is also upper semicontinuous. Since we have also assumed that $f$ and $g$ are bounded above, we have the bound

$$\Phi(\omega) \leq M\tau(\omega) + K =: \xi(\omega).$$
Fix $\mathbb{P} \in \mathcal{P}_x$ and let $(X, \nu)$ have joint law $\mathbb{P}$. Then the process $X$ has unit quadratic variation, and so by Proposition 2.5 $\mathbb{E}^\mathbb{P}[\tau] \leq \text{diam}(D)^2$. Hence

\[ \mathbb{E}^\mathbb{P}[\xi] \leq M \text{diam}(D)^2 + K < \infty, \]

independently of the choice of measure $\mathbb{P}$. Therefore $\xi$ is uniformly integrable under $\mathbb{P}_x$. Therefore $\xi$ is uniformly integrable under $\mathbb{P}_x$.

We apply Theorem 4.5 of [4] to conclude that $v_S(x) = v_W(x)$.

□

With the result of Proposition 2.7 in hand, we will write $v = v_W = v_S$ and refer to $v$ as the value function.

We henceforth choose to work with the strong formulation of the control problem, unless we explicitly refer to the weak formulation.

In the following section, we consider two simple examples of minimising and maximising the expected time spent in a ball about the origin.

3. Occupation times

From now on, we specialise to radially symmetric cost functions defined on a ball. Fix $d \geq 2$, $R > 0$ and let the domain be $D = B_R(0) \subset \mathbb{R}^d$. Without loss of generality, we fix the boundary cost $g \equiv 0$. In this section, we will consider two examples that illustrate the optimality of the controlled processes that we call radial and tangential motion, which we later show to be optimal for more general cost functions. Note that, since the cost functions in this section have a discontinuity in $D \setminus \{0\}$, these examples are not covered by the more general results in this paper. However, some of the observations made in the proofs of optimality for these examples are used in later sections.

Since the problem is radially symmetric, we expect the value function $v$ to depend only on the radius. In fact, in the following examples, it will be convenient to work with the squared radius of any controlled process. We now derive an SDE for this squared radius process.

**Lemma 3.1.** Let $x \in D$, $\sigma \in U$, and define $X^\sigma$ by the stochastic integral

\[ X^\sigma_t = x + \int_0^t \sigma_s dB_s, \quad t \geq 0. \]

Define the squared radius process $Z^\sigma$ by $Z^\sigma_t := |X^\sigma_t|^2$, $t \geq 0$. Then $Z^\sigma$ satisfies the SDE

\[ dZ^\sigma_t = 2X^\sigma_t ^\top \sigma_t dB_t + dt, \quad Z^\sigma_0 = |x|^2. \]

**Proof.** We apply Itô’s formula, along with the constraint that $\sigma_t \in U$, to find

\[ dZ^\sigma_t = 2X^\sigma_t ^\top \sigma_t dB_t + \text{Tr}(\sigma_t \sigma_t ^\top) dt \]

\[ = 2X^\sigma_t ^\top \sigma_t dB_t + dt. \]

□

3.1. Tangential motion. We first consider the following example of minimising the expected time spent in a ball about the origin that is contained in $D$. We note the similarities with [11, Example 1.6], for which the same control is shown to be optimal.

**Example 3.2.** Let $\rho \in (0, R)$ and define $f : D \to \mathbb{R}$ by

\[ f(x) = \begin{cases} 0, & |x| \leq \rho, \\ -1, & |x| \in (\rho, R). \end{cases} \]

We seek the value function

\[ v(x) = \inf_{\sigma \in U} \mathbb{E}^\mathbb{P} \left[ \int_0^\tau f(X^\sigma_s) \, ds \right] = \inf_{\sigma \in U} \mathbb{E}^\mathbb{P} \left[ \int_0^\tau -\mathbb{1}_{\{|X^\sigma_s| \in (\rho, R)\}} \, ds \right]. \]

That is, we wish to maximise the expected time that the radius process $|X^\sigma|$ spends in the interval $(\rho, R)$. The cost function is shown in Figure 1A.
We conjecture that, on the boundary \( \{ x \in D: |x| = \rho \} \), any optimal control for Example 3.2 must enforce motion tangential to this internal boundary. We now define a process that exhibits this behaviour.

**Definition 3.3** (Tangential motion). \( d = 2 \): Fix \( x = (x_1, x_2)^\top \in D \setminus \{ 0 \} \), define an orthogonal vector \( x^\perp := (-x_2, x_1) \), and define the function \( \sigma^0 : D \to \mathbb{R}^{2,2} \)

\[
\sigma^0(x) := \frac{1}{|x|} \begin{bmatrix} x^\perp & 0 \end{bmatrix}.
\]

Fix \( x \in D \setminus \{ 0 \} \) and suppose that \( X^{\sigma^0} \) is the strong solution of the SDE

\[
dX_t = \sigma^0(X_t) d B_t, \quad X_0 = x;
\]

see Remark 3.5 for existence and uniqueness. To save notation, also denote by \( \sigma^0 \in U \) the control process defined by \( \sigma_t^0 := \sigma^0(X_t^{\sigma^0}) \), \( t \geq 0 \), so that

\[
X_t^{\sigma^0} = x + \int_0^t \sigma_s^0 dB_s, \quad t \geq 0.
\]

We say that the process \( X^{\sigma^0} \) follows **tangential motion**.

We cannot define \( \sigma^0 \) in the same way for \( d \geq 3 \), since it is not possible to continuously define an orthogonal vector in general dimensions. We therefore adapt the definition to obtain a process with analogous behaviour to the two-dimensional case.

\( d \geq 3 \): Define the control \( \sigma^0 \in U \) locally as follows. Fix \( x \in D \setminus \{ 0 \} \) and a halfspace \( H_x \ni x \). Set \( X_0^{\sigma^0} = x \).

Then, for all \( y \in H_x \), we can define continuously an orthogonal vector \( y^\perp \in \mathbb{R}^d \setminus \{ 0 \} \) such that \( y^\top y^\perp = 0 \) and \( |y^\perp| = |y| \). Define the function \( \sigma^0 : D \cap H_x \to \mathbb{R}^{d, d} \) by \( \sigma^0(y) := \frac{1}{|y|} \begin{bmatrix} y^\perp & 0 & \ldots & 0 \end{bmatrix} \), and let \( X^{\sigma^0} \) be the strong solution of

\[
\begin{align*}
\begin{align*}
dX_t &= \sigma^0(X_t) d B_t, \\
\end{align*}
\end{align*}
\]

for \( s \in (0, \tau_s) \), where \( \tau_s := \inf \{ s \geq 0 : X_s^{\sigma^0} \notin H_x \} \). Note that, once again, justification for existence and uniqueness of strong solutions is given in Remark 3.5. Also define the control \( \sigma^0 \) by \( \sigma_t^0 = \sigma^0(X_s^{\sigma^0}) \) for \( s \in (0, \tau_s) \).

Now fix a halfspace \( H_{X_s^{\sigma^0}} \ni X_s^{\sigma^0} \) on which we can define continuously an orthogonal vector once again. Let us redefine the function \( \sigma^0 : D \cap H_{X_s^{\sigma^0}} \to \mathbb{R}^{d, d} \) accordingly on this halfspace and let \( X^{\sigma^0} \) be the strong solution of (3.3) until first exit of the halfspace. Again define the control \( \sigma^0 \) on this time interval by \( \sigma_t^0 = \sigma^0(X_s^{\sigma^0}) \).

Continuing this construction iteratively for all times \( s \leq \tau_D \), we define a control \( \sigma^0 \in U \) and a process \( X^{\sigma^0} \) which we say follows **tangential motion in dimension** \( d \geq 3 \).

Note that tangential motion is not defined at the origin. In later sections we will need to take care when considering cases where tangential motion is optimal close to the origin.
For \( \sigma^0 \) defined in Definition 3.3, we can find a formula for the squared radius process \( Z^{\sigma^0} \) via Lemma 3.1 as follows.

**Lemma 3.4.** Suppose that \( X^{\sigma^0} \) follows tangential motion, as defined in Definition 3.3 with \( X_0^{\sigma^0} = x \neq 0 \). Then the radius process is deterministically increasing and, for any \( t \geq 0 \),

\[
Z_t^{\sigma^0} = |X_t^{\sigma^0}|^2 = |x| + t.
\]

**Proof.** For \( t \geq 0 \), provided that \( |X_t^{\sigma^0}| \neq 0 \), we see that there is some orthogonal vector \( (X_t^{\sigma^0})^\perp \), as defined in Definition 3.3 such that

\[
(X_t^{\sigma^0})^\top \sigma_t^0 = \frac{1}{|X_t^{\sigma^0}|} \left( (X_t^{\sigma^0})^\top (X_t^{\sigma^0})^\perp, \ 0, \ \ldots, \ 0 \right) = [0, \ \ldots, \ 0].
\]

Therefore, by Lemma 3.1, \( Z^{\sigma^0} \) satisfies

\[
dZ_t^{\sigma^0} = dt.
\]

Let \( \xi = |x|^2 \neq 0 \), so that \( Z_0^{\sigma^0} = \xi \). Then \( Z^{\sigma^0} \) is the deterministically increasing process given by

\[
t \mapsto Z_t^{\sigma^0} = \xi + t.
\]

**Remark 3.5.** As a consequence of the above lemma, supposing that \( X_0^{\sigma^0} \neq 0 \), we have that \( |X_t^{\sigma^0}| > 0 \) for all \( t \geq 0 \). Note also that each of the functions \( \sigma^0 \) in (3.2) and (3.3) is Lipschitz continuous in the set on which it is defined. By adapting standard results of Itô on existence and uniqueness of strong solutions of SDEs with Lipschitz coefficients, we can show that existence and uniqueness holds for (3.2) and (3.3). Therefore the control \( \sigma^0 \) in Definition 3.3 is well-defined.

The observation that the process \( X^{\sigma^0} \) has deterministically increasing radius was made by Fernholz, Karatzas and Ruf in Section 6.2 of [5] and again by Larsson and Ruf in Section 4.2 of [12], where they consider a problem of relative arbitrage.

In Figure 3a, we show a simulated trajectory of a process following tangential motion in dimension \( d = 2 \). We note that a similar simulation is produced in Figure 2 of [12].

Having defined tangential motion and proved a key property of this process, we now construct a candidate for the value function in Example 3.2.

Fix \( \xi \geq \rho^2 \). Then we conjecture that the control \( \sigma^0 \) defined in Definition 3.3 is optimal, and we compute the expected cost

\[
\mathbb{E}^x \left[ \int_0^T -\mathbf{1}_{\{|X_t^{\sigma^0}| \in (\rho,R)\}} \, ds \right] = \mathbb{E}^x \left[ \int_0^T -\mathbf{1}_{\{Z_t^{\sigma^0} \in (\rho^2,R^2)\}} \, ds \right] = -\int_0^\infty \mathbf{1}_{\{s \in (0,R^2 - \xi)\}} \, ds = -\int_0^{R^2 - \xi} ds = \xi - R^2.
\]

Now suppose that \( \xi < \rho^2 \). This includes the case where the process starts at the origin, where the control \( \sigma^0 \) is not well-defined. However, since the cost is zero in the ball \( \{x \in \mathbb{R}^d : |x| < \rho\} \), we will see that any strategy is optimal in this region. For a fixed \( r \in (\sqrt{\xi}, \rho) \) and an arbitrary \( \sigma \in \mathcal{U} \), define the control \( \sigma^* \) by

\[
\sigma_t^* = \begin{cases} 
\sigma_t, & |X_t^{\sigma^*}| < r, \\
\sigma_t^0, & |X_t^{\sigma^*}| \geq r.
\end{cases}
\]

Then we compute the expected cost

\[
\mathbb{E}^x \left[ \int_0^T -\mathbf{1}_{\{|X_t^{\sigma^*}| \in (\rho,R)\}} \, ds \right] = \mathbb{E}^x \left[ \int_0^T -\mathbf{1}_{\{Z_t^{\sigma^*} \in (\rho^2,R^2)\}} \, ds \right] = \mathbb{E}^x \left[ \int_0^T -\mathbf{1}_{\{Z_t^{\sigma^0} \in (\rho^2,R^2)\}} \, ds \right] = -\int_{\rho^2 - \xi}^\infty \mathbf{1}_{\{s \in (\rho^2 - \xi,R^2 - \xi)\}} \, ds = -\int_{\rho^2 - \xi}^{R^2} ds = \rho^2 - R^2.
\]
This calculation gives us a conjecture for the value function in Example 3.2. Using the Itô-Tanaka formula, we will show that our candidate function satisfies a dynamic programming principle, as described in Appendix A, and we can then deduce that this function must be the value function.

**Proposition 3.6.** Let \( w : [0, R^2) \to \mathbb{R} \) be defined by

\[
  w(\xi) = \begin{cases} 
    \rho^2 - R^2, & \xi \leq \rho^2, \\
    \xi - R^2, & \xi \in (\rho^2, R^2),
  \end{cases}
\]

and define \( \tau : D \to \mathbb{R} \) by \( \tau(x) = w(|x|^2) \), for \( x \in D \). Then the value function for Example 3.2 is given by \( v = v_S = v_W = \tau \).

**Figure 2.** A possible trajectory for an optimal strategy in Example 3.2

**Proof.** We first show that \( \tau \) satisfies the form of the dynamic programming principle given in Remark A.3. Define \( \tilde{f} : [0, R^2) \to \mathbb{R} \) such that \( f(x) = \tilde{f}(|x|) \), for \( x \in D \); i.e.

\[
  \tilde{f}(\xi) = -1_{\{\xi \in (\rho^2, R^2)\}}, \quad \xi \in [0, R^2).
\]

We seek to prove that \( w(Z^*_\tau) + \int_0^t \tilde{f}(Z^*_s) \, ds \) is a submartingale for all \( \sigma \in \mathcal{U} \), and that \( w(Z^*_{\sigma^*}) + \int_0^t \tilde{f}(Z^*_s) \, ds \) is a martingale for an optimal strategy \( \sigma^* \in \mathcal{U} \).

Let \( \sigma \in \mathcal{U} \). We note that \( w \) is not continuously differentiable at \( \xi = \rho^2 \), so we apply the Itô-Tanaka formula to write down an SDE for \( w(Z^*_\tau) \). We calculate that the left derivative of \( w \) is given by

\[
  w'_-(\xi) = \begin{cases} 
    0, & \xi \leq \rho^2, \\
    1, & \xi \in (\rho^2, R^2),
  \end{cases}
\]

and the distributional derivative of \( w'_- \) is

\[
  w''(da) = \delta_{\rho^2}(da).
\]

Hence, by the Itô-Tanaka formula,

\[
  w(Z^*_\tau) - w(\xi) + \int_0^t \tilde{f}(Z^*_s) \, ds = 2 \int_0^t 1_{\{Z^*_s > \rho^2\}} X^*_s \sigma_s \, dB_s + \int_0^t 1_{\{Z^*_s > \rho^2\}} \, ds + \frac{1}{2} L^\sigma_{\tau, \rho^2} - \int_0^t 1_{\{Z^*_s > \rho^2\}} \, ds
\]

\[
  = 2 \int_0^t 1_{\{Z^*_s > \rho^2\}} X^*_s \sigma_s \, dB_s + \frac{1}{2} L^\sigma_{\tau, \rho^2},
\]

where \( L^\sigma_{\tau, \rho^2} \) denotes the local time of \( Z^\tau \) at \( \rho^2 \) at time \( t \). Since local time is always non-negative, we have shown that

\[
  w(Z^*_\tau) + \int_0^t \tilde{f}(Z^*_s) \, ds
\]
is a submartingale for any $\sigma \in U$.

Now we note that, for any $\sigma \in U$,

$$\mathbb{E}^x \left[ \int_0^T f(X^\sigma_s) \, ds \right] = \mathbb{E}^x \left[ \int_0^T f(X^\sigma_s) \, ds + \mathbb{V}(X^\sigma_T) \right] = \mathbb{E}^x \left[ \int_0^T \tilde{f}(Z^\sigma_s) \, ds + w(Z^\sigma_T) \right] \geq w(\xi) = \mathbb{V}(x).$$

by continuity of the paths of $X^\sigma$. Therefore, we can use the submartingale property and the optional sampling theorem to find that

$$\mathbb{E}^x \left[ \int_0^\tau f(X^\sigma_s) \, ds \right] = \mathbb{E}^x \left[ \int_0^\tau f(X^\sigma_s) \, ds + \mathbb{V}(X^\sigma_{\tau}) \right].$$

Now, supposing that $\xi \neq 0$, consider the control $\sigma^* = \sigma^0$, so that $Z^{\sigma^*}_t = \xi + t$, for any $t \geq 0$. Then

$$\mathbb{E}^x \left[ \int_0^\tau \mathbb{1}_{\{Z^{\sigma^*}_s \in (\rho^2, R^2)\}} \, ds \right] = -\int_0^\infty \mathbb{1}_{\{t \in (\rho^2, \rho^2 - \xi - \rho^2 - \xi)\}} \, ds = \begin{cases} \rho^2 - R^2, & \xi \in (0, \rho^2], \\ \xi - R^2, & \xi \in (\rho^2, R^2]). \end{cases}$$

In the case that $\xi = 0$, fix $r \in (0, \rho)$ and $\sigma \in U$, and take

$$\sigma^*_t = \begin{cases} \sigma_t, & |X^\sigma_t| < r, \\ \sigma^0_t, & |X^\sigma_t| \in [r, R). \end{cases}$$

Then

$$\mathbb{E}^0 \left[ \int_0^\tau \mathbb{1}_{\{Z^{\sigma^*_t} \in (\rho^2, R^2)\}} \, ds \right] = \mathbb{E}^x \left[ \int_0^\tau \mathbb{1}_{\{Z^{\sigma^*_t} \in (\rho^2, R^2)\}} \, ds \right] = \rho^2 - R^2.$$ 

We conclude that, for any $x \in D$,

$$\mathbb{V}(x) = \inf_{\sigma \in U} \mathbb{E}^x \left[ \int_0^\tau f(X^\sigma_s) \, ds \right] = v^S(x) = v^W(x).$$

Hence the conjectured function $\mathbb{V}$ is indeed the value function. \hfill \Box

### 3.2. Radial motion

We now turn to a second example of maximising the expected time spent in a ball around the origin.

**Example 3.7.** Fix $\rho \in (0, R)$ and define the cost $f : D \to \mathbb{R}$ by

$$f(x) = \begin{cases} -1, & |x| < \rho, \\ 0, & |x| \in [\rho, R). \end{cases}$$

We seek the value function

$$v(x) = \inf_{\sigma \in U} \mathbb{E}^x \left[ \int_0^\tau f(X^\sigma_s) \, ds \right] = \inf_{\sigma \in U} \mathbb{E}^x \left[ \int_0^\tau -\mathbb{1}_{\{|X^\sigma_s| < \rho\}} \, ds \right].$$

That is, we wish to maximise the expected time that the martingale spends in the ball $B_\rho(0)$. The cost function is shown in Figure 11.

We propose that an optimal strategy is to run as a Brownian motion on the radius of the domain. We now define a process that follows this strategy.

**Definition 3.8 (Radial motion).** Define a function $\sigma^1 : D \to \mathbb{R}$ by

$$(3.4) \quad \sigma^1(x) = \begin{cases} \frac{1}{|x|} \left[ x; \ 0; \ \cdots; \ 0 \right], & x \neq 0, \\ [e_1; \ 0; \ \cdots; \ 0], & x = 0, \end{cases}$$

where $e_1$ is the unit vector in the first coordinate direction. Fix $x \in D$ and define $\sigma^1$ to be the constant control given by $\sigma_t^1 = \sigma(x)$, for all $t \geq 0$. Define $X^{\sigma^1}$ by

$$X^{\sigma^1}_t = x + \int_0^t \sigma^1_s dB_s = x + \sigma^1(x) B_t, \quad t \geq 0.$$
We say that the process \( X^{\sigma_1} \) follows radial motion.

A simulated trajectory of a process following radial motion is shown in Figure 3c, along with the sample path of its radius in Figure 3d.

Let \( W \) be the first component of \( B \), and note that \( W \) is a one-dimensional Brownian motion. Then, defining \( \sigma_1 \) as in Definition 3.8, we see that

\[
X^{\sigma_1}_t = \begin{cases} 
  x + \int_0^t \sigma_1 \, dB_s, & x \neq 0, \\
  W_t, & x = 0.
\end{cases}
\]

Hence \( |X^{\sigma_1}_t| = |x| + W_t \), and so

\[
\mathbb{E}^{x} \left[ \int_0^\tau \mathbb{1}_{\{|X^\sigma_t|<\rho\}} \right] = \mathbb{E}^{x} \left[ - \int_0^{\tau_R} \mathbb{1}_{\{W_t \in (-\rho,\rho)\}} \right],
\]

where \( \tau_R = \inf \{ t \geq 0 : |W_t| = R \} \).

We can compute this expected cost by using the Green’s function and speed measure for one-dimensional Brownian motion, as defined in Section 3 of [15, Chapter VII]. The speed measure \( m \) is given by \( \int m(dy) = 2 \int dy \), and the Green’s function \( G \) on the interval \([-\rho, \rho]\) is given by

\[
G(r, y) = \begin{cases} 
  \frac{(y + R^2 - r^2)}{2R}, & y \leq r, \\
  \frac{(r + R^2 - y^2)}{2R}, & y \geq r,
\end{cases}
\]

for \( r, y \in [-\rho, \rho] \). By Corollary 3.8 of [15, Chapter VII], we have

\[
\mathbb{E}^{x} \left[ - \int_0^{\tau_R} \mathbb{1}_{\{W_t \in (-\rho,\rho)\}} \right] = \mathbb{E}^{x} \left[ - \int_{-\rho}^{\rho} G(|x|, y) m(dy) \right] = \begin{cases} 
  |x|^2 + \rho^2 - 2\rho r, & |x| < \rho, \\
  2\rho |x| - 2\rho R, & |x| \geq \rho.
\end{cases}
\]
This gives us a candidate for the value function in Example 3.7. Again, we present this function in terms of the radius squared. We can then apply Itô’s formula, using the SDE for the squared radius process that we derived in Lemma 3.1.

Proposition 3.9. Let \( w : [0, R^2) \to \mathbb{R} \) be defined by
\[
w(\xi) = \begin{cases}
\xi + \rho^2 - 2\rho R, & \xi \leq \rho^2, \\
2\rho \xi^{\frac{3}{2}} - 2\rho R, & \xi \in (\rho^2, R^2),
\end{cases}
\]
and define \( \overline{v} : D \to \mathbb{R} \) by \( \overline{v}(x) = w(|x|^2) \), for \( x \in D \). Then the value function for Example 3.7 is given by \( v = v^S = v^W = \overline{v} \).

Proof of Proposition 3.9. Again we will show that \( \overline{v} \) satisfies the form of the dynamic programming principle given in Remark A.3.

Note first that \( w \) is continuously differentiable and twice piecewise continuously differentiable, with
\[
w'(\xi) = \begin{cases}
1, & \xi \leq \rho^2, \\
\rho \xi^{-\frac{1}{2}}, & \xi \in (\rho^2, R^2),
\end{cases}
\]
and
\[
w''(\xi) = \begin{cases}
0, & \xi \leq \rho^2, \\
-\frac{1}{2}\rho \xi^{-\frac{3}{2}}, & \xi \in (\rho^2, R^2).
\end{cases}
\]
Hence we can apply Itô’s formula to \( w(Z_t^\rho) \), for any \( \sigma \in \mathcal{U} \), recalling that \( Z_t^\rho = |X_t^\rho|^2 \). Let \( Z_0^\rho = \xi \in [0, R^2) \).

Then, for \( t > 0 \),
\[
w(Z_t^\rho) - w(\xi) = \int_0^t 1_{\{Z_s^\rho \leq \rho^2\}} dZ_s^\rho + \rho \int_0^t 1_{\{Z_s^\rho \in (\rho^2, R^2)\}} (Z_s^\rho)^{-\frac{3}{2}} dZ_s^\rho - \frac{\rho}{4} \int_0^t 1_{\{Z_s^\rho \in (\rho^2, R^2)\}} (Z_s^\rho)^{-\frac{1}{2}} \text{Tr} \left( X_s^\rho X_s^\rho^\top \sigma_s \sigma_s^\top \right) ds.
\]
(3.5)

Substituting in the SDE (3.1) for \( Z^\sigma \), we find that there is a square-integrable martingale \( M^\sigma \) such that
\[
w(Z_t^\rho) - w(\xi) = \int_0^t dM_s^\sigma + \rho \int_0^t 1_{\{Z_s^\rho \in (\rho^2, R^2)\}} (Z_s^\rho)^{-\frac{3}{2}} \text{Tr} \left( X_s^\rho X_s^\rho^\top \sigma_s \sigma_s^\top \right) ds - \rho \int_0^t 1_{\{Z_s^\rho \in (\rho^2, R^2)\}} (Z_s^\rho)^{-\frac{1}{2}} \text{Tr} \left( |X_s^\rho|^2 I - X_s^\rho X_s^\rho^\top \right) \sigma_s \sigma_s^\top ds,
\]
where \( I \) denotes the identity matrix. Noting that the matrix \( |x|^2 I - xx^\top \) is positive semi-definite for any \( x \in \mathbb{R}^d \), we see that the final integral in the above equation is always non-negative, and so
\[
\overline{v}(X_t^\rho) + \int_0^t f(X_s^\rho) ds
\]
is a submartingale for any \( \sigma \in \mathcal{U} \).

Now take \( \sigma = \sigma^1 \) and let \( W \) be the first component of the Brownian motion \( B \). Then, from the SDE (3.1) for the squared radius process, we see that \( Z := Z^{\sigma^1} \) is a one-dimensional squared Bessel process satisfying
\[
dZ_t = 2\sqrt{Z_t} dW_t + dt.
\]

Substituting this SDE for \( Z \) into our calculation (3.5), and defining \( X := X^{\sigma^1} \), we find that there is a square-integrable martingale \( M \) such that, for any \( t > 0 \),
\[
w(Z_t) - w(\xi) = \int_0^t dM_s + \rho \int_0^t 1_{\{Z_s \leq \rho^2\}} dZ_s - \rho \int_0^t 1_{\{Z_s \in (\rho^2, R^2)\}} Z_s^{-\frac{3}{2}} ds - \frac{\rho}{4} \int_0^t 1_{\{Z_s \in (\rho^2, R^2)\}} Z_s^{-\frac{1}{2}} \cdot 4Z_s ds
\]
\[
= \int_0^t dM_s - \int_0^t f(X_s) ds.
\]
Hence \( \overline{v}(X_t) + \int_0^t f(X_s) ds \) is a martingale.
From the above submartingale and martingale properties, we can conclude in a similar manner as in the proof of Proposition 3.6 that \( v = \overline{v} \). \( \square \)

For the step cost functions considered above, optimal controls involve tangential and radial motion, as defined in Definition 3.3 and Definition 3.8 respectively. A consequence of Proposition 4.9 in the next section will be that either tangential or radial motion is optimal for any continuous monotone cost function. More generally, we will show that, for a continuous radially symmetric cost function with sufficient regularity, an optimal control is to switch between radial and tangential motion.

4. Explicit solution for radially symmetric costs

In this section, we consider the control problem for more general radially symmetric cost functions. We make the ansatz that the optimal strategy is to switch between two extreme behaviours in the control set, namely the strategies of tangential and radial motion defined in Definition 3.3 and Definition 3.8 respectively. In this way, we reduce the control problem to a one-dimensional optimal switching problem for the radius process. We use the principles of smooth and continuous fit to identify the optimal switching points, and we provide an algorithm to construct a candidate for the value function. We are able to write this function explicitly in Definition 4.6. We refer to the theory of viscosity solutions, which we summarise in Appendix A, in order to verify that the candidate function is indeed equal to the value function.

We make the following assumptions.

Assumption 4.1. Suppose that

1. The domain is \( D = B_R(0) \subset \mathbb{R}^d \), for some \( R > 0 \) and \( d \geq 2 \);
2. The cost function \( f \) is radially symmetric; i.e. \( f(x) = \tilde{f}(|x|) \), for some function \( \tilde{f} : [0, R) \to \mathbb{R} \);
3. The boundary cost \( g \) is constant — without loss of generality, we suppose that \( g \equiv 0 \);
4. The cost function \( f \) is continuous;
5. There exists \( \eta > 0 \) such that the cost function \( \tilde{f} \) is monotone on the interval \((0, \eta)\);
6. The one-sided derivative \( \tilde{f}'_+(r) \) exists for all \( r > 0 \) and changes sign only finitely many times;
7. There exists \( \delta > 0 \) such that \( \tilde{f} \) is continuously differentiable on \((0, \delta)\) and \( \lim_{r \to 0} r \tilde{f}'(r) = 0 \).

Remark 4.2. In Section 5, we will relax the fourth condition on continuity and the seventh condition on differentiability.

We rule out the case that the cost function oscillates at the origin by imposing the fifth condition on monotonicity. We will see in the following sections that the fifth and sixth conditions allow us to find an optimal strategy that switches between two regimes finitely many times. We believe that we would still be able to solve the control problem explicitly if we relax the fifth and sixth conditions, but in this case an optimal strategy may not exist. To simplify our exposition, we do not treat this case here.

Remark 4.3. Throughout this paper, we consider control problems on a bounded domain \( D \). One could also consider an infinite time horizon control problem, by adding some discount term to the running cost. Specifically, consider

\[
\tilde{v}(t, x) := \inf_{\nu \in \mathcal{U}} \mathbb{E}^x \left[ \int_t^\infty e^{-(s-t)} f(X^\nu_s) \, ds \right].
\]

In this case, rather than the HJB equation (1.1), \( \tilde{v} \) should be a viscosity solution of the PDE

\[
\partial_t u - \frac{1}{2} \inf_{\sigma \in \mathcal{U}} \text{Tr}(D^2 u \sigma \sigma^\top) = f - u,
\]

adapting [20, Theorem 6.11, Theorem 7.4] and our results of Appendix A. We do not give further details here, nor do we try to identify the value function explicitly for this case.

Recall the functions \( \sigma^0 \) and \( \sigma^1 \) defined in Definition 3.3 and Definition 3.8 which are associated to tangential and radial motion, respectively. We conjecture that, in the case that \( \tilde{f} \) is increasing at the origin, there exists a
sequence of points $0 = s_0 < r_1 < s_1 < \ldots < R$ such that an optimal controlled process $X^{\sigma^*}$ for the weak value function is defined as follows. Let $X^{\sigma^*}$ be a weak solution of the SDE $dX_t = \sigma^*_t(X) dB_t$, where

$$
\sigma^*_t(X^{\sigma^*}) = \begin{cases}
\sigma^0(X_0^{\sigma^*}), & |X_0^{\sigma^*}| \in [0, r_1), \\
\sigma^i(X_i^{\sigma^*}), & |X_i^{\sigma^*}| \in [r_i, s_i], & i \geq 1, \\
\sigma^1(X_r^{\sigma^*}), & |X_r^{\sigma^*}| \in (s_i, r_{i+1}), & i \geq 1,
\end{cases}
$$

where, for each $i \geq 1$, we define the hitting time $\tau_i := \inf \{ t \geq 0 : |X_t^{\sigma^*}| = s_i \}$. Note that $t \mapsto |X_t^{\sigma^*}|$ is deterministically increasing when $|X_t^{\sigma^*}| \in [r_i, s_i]$, for any $i \geq 1$, by Lemma 3.1. Therefore, if $|X_0^{\sigma^*}| \geq r_1$, then $|X_t^{\sigma^*}| \geq r_1$ for all $t \geq 0$. By Remark 2.6, $\sigma^*$ defines a weak control.

Similarly, if $\bar{f}$ is decreasing at the origin, we conjecture that there is a sequence of points $0 = r_0 < s_0 < r_1 < \ldots < R$ such that an optimal controlled process $X^{\sigma^*}$ for the weak value function is defined as follows. Let $X^{\sigma^*}$ be a weak solution of the SDE $dX_t = \sigma^*_t(X) dB_t$, where

$$
\sigma^*_t(X^{\sigma^*}) = \begin{cases}
\sigma^0(X_t^{\sigma^*}), & |X_t^{\sigma^*}| \in (0, s_0], \\
\sigma^1(X_{s_0}^{\sigma^*}), & |X_{s_0}^{\sigma^*}| \in (s_1, r_1), & i \geq 1, \\
\sigma^0(X_r^{\sigma^*}), & |X_r^{\sigma^*}| \in [r_i, s_i], & i \geq 1.
\end{cases}
$$

Once again, by Remark 2.6, $\sigma^*$ defines a weak control. Note that, in this second case, we do not make any claim about the optimal behaviour at the origin. Since $\sigma^0(0)$ is not defined, we will require some approximation at the origin in this case. We explore this further in Section 5 where we relax Assumption 4.1.

In either case, we conjecture that, at any time, an optimally controlled process $X^{\sigma^*}$ should follow either radial motion or tangential motion, depending only on the current radial position of the process. At the switching points $s_i$, there is a reflection phenomenon. We conjecture that the behaviour of the process $X^{\sigma^*}$ on these boundaries is similar to that of sticky Brownian motion — see Warren [22] — and that $X^{\sigma^*}$ cannot be defined as a strong solution of an SDE. However, in this paper, we only work with the process $X^{\sigma^*}$ defined in the weak sense given above and do not investigate these properties further.

We present a simulated trajectory of such a controlled process for an example with two switching points in Figure 4. In Proposition 4.9, we will prove that the control $\sigma^*$ is optimal for the weak value function $v^W$.

**Figure 4.** A sample path of an optimal controlled process in a case with two switching points

4.1. **Reduction to a switching problem.** Before beginning to construct a candidate for the value function, we give the following justification for our conjecture that switching between radial motion and tangential motion
is optimal. We will work with the radius of the controlled process in this section. We now derive an SDE for the radius process under some simplifying assumptions.

**Proposition 4.4.** Let \( \sigma \in \mathcal{U} \) be of the form \( \sigma_t = [\sigma_t; 0; \ldots; 0] \), where \( \sigma_t \in \mathbb{R}^d \) with \( |\sigma_t| = 1 \), for \( t \geq 0 \). Let \( x \in D \setminus \{0\} \) and suppose that \( X^\sigma \) solves the SDE

\[
dX^\sigma_t = \sigma_t \, dB_t + \sigma_t \, dW_t; \quad X^\sigma_0 = x,
\]

where \( W \) is the first component of \( B \). Set \( r_0 := |x| \), let \( \varepsilon \in (0, r_0) \), and define \( \tau_\varepsilon := \inf \{ t > 0 : |R^\lambda_t - r_0| = \varepsilon \}. \) Then there exists a \([0, 1]\)-valued process \( \lambda \) such that \( |X^\sigma_t| = R^\lambda_t \), where \( R^\lambda \) solves the SDE

\[
dR^\lambda_t = \lambda_t \, dW_t + \frac{1 - \lambda_t^2}{2 R^\lambda_t} \, dt, \quad t \in [0, \tau_\varepsilon]; \quad R^\lambda_0 = r_0.
\]

**Proof.** Let \( t \in [0, \tau_\varepsilon] \), so that \( X^\sigma_t \neq 0 \). Then we can apply Itô’s formula to find that the radius of \( X^\sigma \) satisfies the SDE

\[(4.3) \quad d|X^\sigma_t| = |X^\sigma_t|^{-1} (X^\sigma_t)^\top \sigma_t \, dW_t + \frac{1}{2} |X^\sigma_t|^{-3} \text{Tr} \left( \left[ |X^\sigma_t|^2 I - X^\sigma_t (X^\sigma_t)^\top \right] \sigma_t \sigma_t^\top \right) \, dt.\]

Now let \( (X^\sigma_t)_{\perp} \) denote the vector with norm \( |(X^\sigma_t)_{\perp}| = |X^\sigma_t| \) that is orthogonal to the vector \( X^\sigma_t \) and satisfies

\[(4.4) \quad \sigma_t = |X^\sigma_t|^{-1} (\lambda_t X^\sigma_t + \mu_t (X^\sigma_t)_{\perp}),\]

for some \( \lambda_t, \mu_t \in \mathbb{R} \). Using the condition \( |\sigma_t| = 1 \), we see that

\[1 = \lambda_t^2 + \mu_t^2,
\]

and so \( \lambda_t \in [0, 1] \) and \( \mu_t = \sqrt{1 - \lambda_t^2} \).

Substituting the expression (4.4) for \( \sigma \) back into the SDE (4.3) for \( |X^\sigma| \), and repeatedly using the identities \( (X^\sigma_t)^\top X^\sigma_t = |X^\sigma_t|^2 \) and \( (X^\sigma_t)_{\perp} (X^\sigma_t)_{\perp} = 0 \), we have

\[d|X^\sigma_t| = \lambda_t \, dW_t + \frac{1}{2} |X^\sigma_t|^{-1} (1 - \lambda_t^2) \, dt.
\]

Therefore, writing \( R^\lambda_t = |X^\sigma_t| \), where \( \lambda_t \) is defined via (4.4), we arrive at the desired form of the SDE. \( \square \)

Now, suppose further that the process \( \lambda \) in the proof of Proposition 4.4 takes the form

\[\lambda_t = \lambda(R^\lambda_t), \quad t \geq 0.
\]

Then we can write down the infinitesimal generator \( \mathcal{L}^\lambda \) for the process \( R^\lambda \) as

\[\mathcal{L}^\lambda u(r) = \frac{1}{2} \lambda^2(r) u''(r) - \frac{1 - \lambda^2(r)}{2r} u'(r),
\]

for \( r \in (r_0 - \varepsilon, r_0 + \varepsilon) \) and any smooth function \( u \in C^2((r_0 - \varepsilon, r_0 + \varepsilon), \mathbb{R}) \).

Consider the following simplification of the control problem. Restrict the control set to contain only those controls that give rise to a process \( \lambda \) of the form specified above. Let \( v^R : D \to \mathbb{R} \) be the value function of this simplified problem. By radial symmetry, we can write

\[v^R(x) = \tilde{v}^R(|x|),
\]

for some \( \tilde{v}^R : [0, R] \to \mathbb{R} \). Supposing that \( \tilde{v}^R \) is twice continuously differentiable, we expect \( \tilde{v}^R \) to be a classical solution of a Hamilton-Jacobi-Bellman equation. By the results of Section 3.3 of [20], \( \tilde{v}^R \) solves

\[
\inf_\lambda \mathcal{L}^\lambda \tilde{v}^R = \tilde{f},
\]

in the interval \((r_0 - \varepsilon, r_0 + \varepsilon)\), where the infimum is taken over functions \( \lambda : (r_0 - \varepsilon, r_0 + \varepsilon) \to [0, 1] \).

Note that we can rewrite the generator as

\[
\mathcal{L}^\lambda \tilde{v}^R(r) = -\frac{1}{2r} (\tilde{v}^R)'(r) - \frac{r}{2} \lambda^2(r) \left[ \frac{1}{r} (\tilde{v}^R)'(r) \right]' .
\]
Hence, at points $r$ such that $\left[ \frac{1}{r}(\tilde{v}^R)'(r) \right]' > 0$, the infimum is attained for $\lambda(r) = 1$, while at points $r$ such that $\left[ \frac{1}{r}(\tilde{v}^R)'(r) \right]' < 0$, the infimum is attained for $\lambda(r) = 0$. At a point $r$ such that $\left[ \frac{1}{r}(\tilde{v}^R)'(r) \right]' = 0$, the infimum is attained for any value $\lambda(r) \in [0, 1]$.

Returning to the expression (4.4) for $\pi$ in terms of $\lambda$, we see that setting $\lambda_t = 1$ gives $\pi_t = \frac{X_t}{|X_t|}$, with generator $\mathcal{L}^1$ given by

$$\mathcal{L}^1 u(r) = \frac{1}{2} u''(r).$$

Note that, away from the origin, a controlled process following this control has the same behaviour as radial motion, as defined in Definition 3.8. On the other hand, $\lambda = 0$ corresponds to tangential motion, as defined in Definition 3.8 with generator

$$\mathcal{L}^0 u(r) = -\frac{1}{2r} u'(r).$$

Therefore the above calculations support our claim that the optimal strategy should be to switch between these two behaviour regimes.

**Remark 4.5.** The above heuristic reasoning also applies to control problems of the form (1.3) from Section 1.3. Therefore we expect a solution $u(x) = \tilde{u}(|x|)$ of the HJB equation (1.4) to satisfy

$$\inf_{\lambda \in [0, 1]} \{ \lambda^2 \tilde{g}^R(r) + \lambda^2 r^2 \tilde{g}(r) \} = \tilde{h}(r),$$

where $\mathcal{L}^\lambda$ is the generator of $R^\lambda$, with the relationship between $\sigma$ and $\lambda$ given by (4.4). Continuing to follow the above reasoning, we expect that switching between radial and tangential motion is also optimal for (1.3).

We note that, in the above discussion, we restricted the control set and made the strong assumption that the value function is twice continuously differentiable. In order to prove that the behaviour described above is optimal without these restrictions, we will need to refer to the theory of viscosity solutions for HJB equations that we summarise in Appendix A.

We now identify the conjectured optimal switching points and construct a candidate for the value function, before proving optimality in Proposition 4.9.

### 4.2. Optimal switching points

With the justification of the previous section, we make the ansatz that there exists an optimal strategy of the form described in either (4.1) or (4.2). We now seek the optimal switching points $r_i$ and $s_i$.

We will find that we require continuous fit and a condition on the first derivative to fix the points $r_i$, and we will need to impose smooth fit and a condition on the second derivative to fix the points $s_i$. It is interesting to note that smooth fit also holds at the points $r_i$, although we do not enforce it.

Under the conjectured optimal behaviour, the value function is of the form

$$v(x) = \tilde{v}(|x|), \quad x \in D,$

for some $\tilde{v} : [0, R) \to \mathbb{R}$. To identify the optimal switching points, we will assume that $\tilde{v}$ is differentiable in the interval $(0, R)$ and satisfies the boundary condition $\tilde{v}(R) = g$. Then, for any $r \in (0, R)$, we have

$$\tilde{v}(r) = -\int_r^R \tilde{v}'(s) \, ds.$$

When we verify our candidate for the value function in Proposition 4.9, we will show that $v$ is in fact continuously differentiable in $D$ and attains the boundary condition $v = 0$ on $\partial D$.

By definition of the value function, the expected cost associated to any admissible control at some radius $r \in (0, R)$ is greater than the value $\tilde{v}(r)$. Therefore the derivative of such an expected cost at some $r \in (0, R)$ must be less than the derivative of the value function $\tilde{v}'(r)$. We will use this observation to determine the optimal switching points.
Let $\bar{V} : [0, R] \rightarrow \mathbb{R}$ and define a candidate value function $V : D \rightarrow \mathbb{R}$ by $V(x) = \bar{V}(|x|)$ for $x \in D$. The first step in constructing this function $V$ is to find the optimal switching points, as follows.

Suppose that there exists some $i \geq 1$ such that $0 < s_{i-1} < r_i < R$. Then we expect that the optimal control switches from tangential motion to radial motion at the point $s_{i-1}$. In some interval $(s, s_{i-1})$, we set $\tilde{V} = w_{i-1}$, where $w_{i-1}$ solves the ODE

$$\mathcal{L}^0 w_{i-1}(r) = -2r \tilde{f}(r),$$

and $\mathcal{L}^0$ is the generator associated to tangential motion that is defined in (4.6). This ODE is equivalent to the first order ODE

$$w'_{i-1}(r) = -2r \tilde{f}(r).$$

In the interval $(s_{i-1}, r_i)$, we set $\tilde{V} = u_i$, where $u_i$ solves the ODE

$$\mathcal{L}^1 u_i(r) = \tilde{f}(r),$$

and $\mathcal{L}^1$ is the generator associated to radial motion that is defined in (4.5). We can write this ODE as

$$u''_i(r) = -2 \tilde{f}(r).$$

We fix the boundary conditions

$$u_i(s_{i-1}) = w_{i-1}(s_{i-1}), \quad \text{and} \quad u'_i(s_{i-1}) = w'_{i-1}(s_{i-1}) = -2s_{i-1} \tilde{f}(s_{i-1}),$$

to define $u_i$ uniquely.

Now, in the interval $(r_i, s_i \wedge R)$, we suppose that tangential motion is optimal and set $\tilde{V} = w_i$, where $w_i$ solves the first order ODE

$$w'_i(r) = -2r \tilde{f}(r).$$

We then have the following free boundary problem:

\[
\begin{align*}
\bar{V}''(r) &= -2 \bar{f}(r), & r &\in (s_{i-1}, r_i), \\
\bar{V}'(r) &= -2r \bar{f}(r), & r &\in (r_i, s_i \wedge R), \\
\bar{V}(r_i+) &= \tilde{V}(r_i-),
\end{align*}
\]

(4.7)

where the point $r_i$ is to be found. Note that we require the continuous fit condition at $r_i$ in order to solve the first order ODE in $(r_i, s_i \wedge R)$.

As noted above, we determine the switching point by comparing the derivatives of $u_i$ and $w_i$. The point $r_i$ should be the first point at which $w'_i(r) = -2r \tilde{f}(r)$ is greater than the first derivative of $u_i$. Therefore we define $r_i$ by

$$r_i := \inf \left\{ r > s_{i-1} : s_{i-1} \tilde{f}(s_{i-1}) + \int_{s_{i-1}}^{r} \tilde{f}(s) \, ds > r \bar{f}(r) \right\}.$$ 

That is the first point after $s_{i-1}$ at which the running average of the cost function becomes greater than its current value. Note that this point cannot be in a region where $\bar{f}$ is increasing and so $r_i$ is greater than or equal to the first point of decrease of $\bar{f}$ after $s_{i-1}$.

In Figure [5a] we show an example of choosing the switching point $r_1$ by comparing derivatives. We see in Figure [5a] that, for this example, the switching point $r_1$ is strictly greater than the turning point at which the cost function starts to decrease. Also note that, although we have only imposed continuous fit at the point $r_1$, we can see in Figure [5b] that the derivatives are equal at $r_1$. For any continuous cost function, this smooth fit property arises in the same way; we will discuss this in detail in Remark 4.8.

Let us now suppose that $s_i < R$. We suppose that, in the interval $(s_i, r_{i+1} \wedge R)$, radial motion is once again optimal, and we set $\tilde{V} = u_{i+1}$, where $u_{i+1}$ solves the second order ODE

$$u''_{i+1}(r) = -2 \tilde{f}(r).$$
The radial part of the cost function $\tilde{f}(r) = \sin r$ is shown in (A). The first derivatives of the expected costs $u_1$, $w_1$, and $u_2$ are shown in (B). The second derivatives of the expected costs $u_1$, $w_1$, and $u_2$ are shown in (C).

Figure 5. The first two switching points $r_1$, $s_1$ are shown for the cost function $f(x) = \sin |x|$. The switching point $r_1$ is the first point at which $w'_1(r) = -2r\tilde{f}(r)$ exceeds $u'_1$, where $u_1$ solves $u''_1(r) = -2\tilde{f}(r)$, with $u'_1(0) = 0$, as shown in (B). The switching point $s_1$ is the first point after $r_1$ at which $u''_2 = -2\tilde{f}$ exceeds $w'_1$, as shown in (C). Fixing $u'_2(s_1) = w'_1(s_1)$, we see in (B) that $s_1$ is chosen such that $u'_2$ remains greater than $w'_1$ over an interval of positive length.

Then we have a second free boundary problem

$$
\begin{cases}
\tilde{V}'(r) = -2r\tilde{f}(r), & r \in (r_i, s_i), \\
\tilde{V}''(r) = -2\tilde{f}(r), & r \in (s_i, r_{i+1} \wedge R), \\
\tilde{V}(s_i+) = \tilde{V}(s_i-), \\
\tilde{V}'_+(s_i) = \tilde{V}'_-(s_i),
\end{cases}
$$

(4.8)

where the point $s_i$ is to be found. Here we require both smooth fit and continuous fit at the point $s_i$ in order to solve the second order ODE in the interval $(s_i, r_{i+1} \wedge R)$.

Having imposed the smooth fit condition $\tilde{V}'_+(s_i) = \tilde{V}'_-(s_i)$, the first derivatives of solutions of $w'_1(r) = -2r\tilde{f}(r)$ and $u''_{i+1}(r) = -2\tilde{f}(r)$ are equal for any choice of $s_i$. In order to fix the point $s_i$, we require a second order condition. Recall from Assumption 4.1 that we assume that the right derivative of $\tilde{f}$ exists everywhere. This allows us to define $s_i$ to be the first point at which $u''_{i+1}(r) = -2\tilde{f}(r)$ is greater than the one-sided second derivative from the right of the solution of $w'_1(r) = -2r\tilde{f}(r)$. Thus there is an interval of positive length on which the first derivatives are in this same order.

We can calculate the one-sided second derivative from the right of $w_i$ as

$$w''_{i+}(r) = -2\tilde{f}(r) - 2r\tilde{f}'_{+}(r).$$

This leads us to define $s_i$ by

$$s_i := \inf \left\{ s > r_i : \tilde{f}'_{+}(s) > 0 \right\}.$$
shows how this switching point is chosen by comparing second derivatives, and Figure 5 shows that the first
derivatives at this point have the desired properties.

Note that the sixth condition of Assumption 4.1 implies that there are finitely many switching points \( s_i \) and
thus finitely many points \( r_i \). Taking the above definitions of \( r_i \) and \( s_j \) for all values of \( i, j \) such that \( r_i, s_j < R \),
we now solve the ODEs in (4.7) and (4.8) to construct a candidate for the value function.

4.3. Construction of the value function. In this section we construct the candidate function \( V \), which we
will go on to prove is equal to the value function. We break the construction down into two cases depending on the behaviour
of the cost function at the origin, and then into two further sub-cases depending on the behaviour
of the cost function at the boundary of the domain.

4.3.1. Case I: Increasing cost at the origin. Suppose first that \( \tilde{f} \) is increasing on the interval \((0, \eta)\). We summarise the definition of switching points and the construction of the candidate value function in this case in Algorithm 1.

**Algorithm 1** Construction of the value function in Case I

```
Define \( s_0 = 0 \).
Solve \( u_1''(r) = -2 \tilde{f}(r) \), with \( u_1'(0) = 0, u_1(0) = \alpha \), for some \( \alpha \in \mathbb{R} \).
Define \( r_1 := \inf \left\{ r > 0: \int_0^r \tilde{f}(s) \, ds > r \tilde{f}(r) \right\} \).
Set \( \tilde{V} = u_1 \) on \((0, r_1 \wedge R)\).
if \( r_1 < R \) then
    for \( i \geq 1 \) do
        Solve \( u_i''(r) = -2r \tilde{f}(r) \), with \( u_i(r_i) = u_i(r_1) \).
        Define \( s_i := \inf \left\{ r > r_i: \int_0^r \tilde{f}(s) \, ds > 0 \right\} \).
        Set \( \tilde{V} = w_i \) on \((r_i, s_i \wedge R)\).
        if \( s_i \geq R \) then
            break
        end if
        Solve \( u_{i+1}''(s_i) = -2s_i \tilde{f}(s_i) \) and \( u_{i+1}(s_i) = w_i(s_i) \).
        Define \( r_{i+1} := \inf \left\{ r > s_i: s_i \tilde{f}(s_i) + \int_{s_i}^r \tilde{f}(s) \, ds > r \tilde{f}(r) \right\} \).
        Set \( \tilde{V} = u_{i+1} \) on \((s_i, r_{i+1} \wedge R)\).
        if \( r_{i+1} \geq R \) then
            break
        end if
    end if
end for
Fix \( \alpha \) such that \( \tilde{V}(R) = 0 \).
```

Fix \( s_0 = 0 \). Since we expect the optimal control to enforce radial motion in the ball \( B_\eta(0) \), we solve the
second order ODE

\[
u''_1(r) = -2 \tilde{f}(r), \quad r \in (0, R).
\]

We require two boundary conditions in order to uniquely define the solution \( u_1 \). We impose the boundary
condition \( u_1'(0) = 0 \) for the following reasons.

First, from the discussion in the previous section, we recall that we will define the first switching point to be

\[
r_1 = \inf \left\{ r > 0: u_1'(r) < -2r \tilde{f}(r) \right\},
\]

since we are seeking to maximise the derivative of the candidate value function. Therefore, for \( r \in (0, r_1) \), we
must have \( u_1'(r) \geq -2r \tilde{f}(r) \) and, in particular

\[
u_1'(0) = \lim_{r \downarrow 0} u_1'(r) \geq -2 \lim_{r \downarrow 0} r \tilde{f}(r) = 0.
\]
To get the opposite inequality, fix $\delta \in (0, \eta)$ and $r \in (0, \delta)$ and apply Itô’s formula to $u_1(\delta) = u_1(\|X_{t_\delta}\|)$ to see that

\[
 u_1(\delta) - u_1(r) = \frac{1}{2} E^\delta \left[ \int_0^{r_{\tau_\delta}} u_1''(\|X_{t_{\tau_\delta}}\|) \, ds \right] = \frac{1}{2} E^\delta \left[ \int_0^{r_{\tau_\delta}} f(\|X_{t_{\tau_\delta}}\|) \, ds \right].
\]

Then, applying dominated convergence to take the limit as $r \downarrow 0$, and using the fact that $\tilde{f}$ is increasing, we have that

\[
 \lim_{r \downarrow 0} \frac{1}{\delta} (u_1(\delta) - u_1(r)) = \frac{1}{\delta} E^0 \left[ \int_0^{\tau_\delta} f(\|X_{t_{\tau_\delta}}\|) \, ds \right] \leq \frac{1}{\delta} \tilde{f}(0) E^0[\tau_\delta] = -\delta \tilde{f}(0).
\]

Hence

\[
 0 \leq u_1'(0) \leq -\lim_{\delta \downarrow 0} \delta \tilde{f}(0) = 0.
\]

As well as imposing the above condition on the first derivative, we also fix an arbitrary value $u_1(0) = \alpha \in \mathbb{R}$. Having constructed the candidate value function, up to this arbitrary constant, on the whole domain, we will use the external boundary condition $\tilde{V}(R) = 0$ to determine the value of $\alpha$. We now have

\[
 u_1(r) = \alpha - 2 \int_0^r \int_0^s \tilde{f}(t) \, dt \, ds.
\]

Define

\[
 r_1 := \inf \left\{ r > 0 : \int_0^r \tilde{f}(s) \, ds > r \tilde{f}(r) \right\},
\]

and set $\tilde{V}(r) = u_1(r)$ for $r \in (0, r_1 \wedge R]$.

If $r_1 < R$, we then expect the optimal control to switch to enforcing tangential motion. Therefore we solve the first order ODE

\[
 w_1'(r) = -2r \tilde{f}(r), \quad r \in (r_1, R).
\]

In order to uniquely define the solution $w_1$, we impose the continuous fit condition $w_1(r_1) = \tilde{V}(r_1)$. Then we have

\[
 w_1(r) = \tilde{V}(r_1) - 2 \int_{r_1}^r s \tilde{f}(s) \, ds
\]

\[
 = \alpha - 2 \int_{r_1}^r s \tilde{f}(s) \, ds - 2 \int_0^{r_1} \int_0^s \tilde{f}(t) \, dt \, ds.
\]

Now define

\[
 s_1 := \inf \left\{ r > r_1 : \tilde{f}_+(r) > 0 \right\},
\]

and set $\tilde{V}(r) = w_1(r)$ for $r \in (r_1, s_1 \wedge R]$.

If $s_1 < R$, then we expect the optimal control to switch back to enforcing radial motion, and so we solve the second order ODE

\[
 u_2''(r) = -2 \tilde{f}(r), \quad r \in (s_1, R).
\]

At this point, we impose both the continuous fit condition $u_2(s_1) = \tilde{V}(s_1)$ and the smooth fit condition $u_2'_+(s_1) = \tilde{V}'(s_1)$ in order to uniquely define $u_2$. We then find that

\[
 u_2'(r) = \tilde{V}'(s_1) - 2 \int_{s_1}^r \tilde{f}(s) \, ds,
\]

and so

\[
 u_2(r) = \tilde{V}(s_1) + (r - s_1) \tilde{V}'(s_1) - 2 \int_{s_1}^r \int_{s_1}^s \tilde{f}(t) \, dt \, ds
\]

\[
 = \alpha - 2 \int_{s_1}^r \int_{s_1}^s \tilde{f}(t) \, dt \, ds - 2 \int_0^{r_1} \int_0^s \tilde{f}(t) \, dt \, ds - 2 \int_{r_1}^{r_1} \int_{r_1}^s \tilde{f}(s) \, ds - 2(r_1 - s_1) r_1 \tilde{f}(r_1).
\]
Defining
\[ r_2 := \inf \left\{ r > s_1 : s_1 \tilde{f}(s_1) + \int_{s_1}^r \tilde{f}(s) \, ds > r \tilde{f}(r) \right\}, \]
we set \( \tilde{V}(r) = u_2(r) \) for \( r \in (s_1, r_2 \wedge R] \).

We continue in this way until reaching the boundary of the domain. For each \( i \geq 1 \), define recursively the switching points
\begin{equation}
\begin{aligned}
& s_i := \inf \left\{ r > r_i : \tilde{f}_+(s) > 0 \right\}, \\
& r_{i+1} := \inf \left\{ r > s_i : s_i \tilde{f}(s_i) + \int_{s_i}^r \tilde{f}(s) \, ds > r \tilde{f}(r) \right\},
\end{aligned}
\end{equation}
and set
\[ \tilde{V}(r) = \begin{cases} u_i(r), & r \in (s_{i-1}, r_i \wedge R], \\
 w_i(r), & r \in (r_i, s_i \wedge R]. \end{cases} \]

In order to determine the value of \( \tilde{V}(0) = \alpha \), we use the boundary condition on \( \partial D \). Let \( K \in \mathbb{N} \) be such that \( R \in (s_{K-1}, s_K] \). Suppose first that \( R \in (s_{K-1}, r_K] \). Then we expect radial motion to be optimal close to the boundary of the domain, and we have \( \tilde{V}(r) = u_{K-1}(r) \) for \( r \in (s_K, R] \). Imposing the boundary condition \( V(x) = 0 \) for \( x \in \partial D \), we have \( u_K(R) = 0 \). Now suppose that \( R \in (r_K, s_K] \), so that we expect tangential motion to be optimal close to the boundary of the domain. Then we have \( \tilde{V}(r) = w_K(r) \) for \( r \in (r_K, R] \). Now imposing the boundary condition \( V(x) = 0 \) for \( x \in \partial D \) gives us \( w_K(R) = 0 \). In either case, the value of \( \alpha \) is then specified uniquely.

We state the candidate value function explicitly in Definition 4.6 below.

4.3.2. Case II: Decreasing cost at the origin. We now turn to the second case where \( \tilde{f} \) is decreasing on the interval \((0, \eta)\). We summarise the definition of a sequence of switching points and the construction of the candidate value function in this case in Algorithm 2.

**Algorithm 2** Construction of the value function in Case II

Define \( r_0 = 0 \).
Set \( \tilde{V} = w_0 \) on \((0, s_0 \wedge R]\).

if \( s_0 < R \) then

for \( i \geq 0 \) do

Define \( u_{i+1}(s_i) = w_i(s_i) \).

Define \( u_{i+1}(r_{i+1}) = -2r \tilde{f}(r) \), with \( u_{i+1}(s_i+) = -2s_i \tilde{f}(s_i) \) and \( u_{i+1}(s_i) = u_i(s_i) \).

Define \( \tilde{V}(r) = u_{i+1} \) on \((s_i, r_{i+1} \wedge R]\).

Set \( s_{i+1} := \inf \left\{ r > r_{i+1} : \tilde{f}_+(r) > 0 \right\} \).

Set \( \tilde{V}(R) = g \) on \((r_{i+1}, s_{i+1} \wedge R]\).

if \( s_{i+1} \geq R \) then

break

end if

end for

end if

Fix \( \alpha \) such that \( \tilde{V}(R) = 0 \).

We expect the optimal control to enforce tangential motion in \( B_{\alpha}(0) \setminus B_\varepsilon(0) \), for any \( \varepsilon \in (0, \eta) \). As we will see in Section 5, it will be possible to define a control at the origin whose cost approximates the cost associated
to tangential motion. Without further justification here, we fix \( r_0 = 0 \) and seek the solution \( w_0 \) to the first order ODE

\[
w_0'(r) = -2r\tilde{f}(r), \quad r \in (0, R).
\]

Note that this ODE fixes the first derivative and, in particular, \( w_1'(0) = 0 \). In order to uniquely define \( w_1 \), we need to impose one boundary condition. As in the previous section, we will fix an arbitrary value \( w_1(0) = \alpha \in \mathbb{R} \), and we will determine the value of \( \alpha \) from the external boundary condition \( \bar{V}(R) = 0 \), once we have constructed the candidate value function on the whole domain.

The construction of the value function proceeds in the same way as in Case I, here defining switching points by \( r_0 = 0 \) and, for each \( i \geq 0 \),

\[
\begin{align*}
r_{i+1} &:= \inf \left\{ r > s_i : s_i\tilde{f}(s_i) + \int_{s_i}^{r} \tilde{f}(s) \, ds > r\tilde{f}(r) \right\}, \\
s_{i+1} &:= \inf \left\{ r > r_{i+1} : \tilde{f}'(r) > 0 \right\}.
\end{align*}
\]

We omit the remaining details in this case. We state the candidate value function in both cases in the following Definition 4.6.

**Definition 4.6** (Candidate value function). Let the cost functions \( f \) and \( g \) be as in Assumption 4.1. For \( k \in \mathbb{N} \) and \( i = 0, \ldots, k \), define the constant

\[
\tilde{z}^k_i := 2 \sum_{j=1}^{k} \left( (r_j - s_{j-1})s_{j-1}\tilde{f}(s_{j-1}) + \int_{s_{j-1}}^{r_j} \int_{s_{j-1}}^{s} \tilde{f}(t) \, dt \, ds + \int_{r_j}^{s_{j}} s\tilde{f}(s) \, ds \right).
\]

Then we define the candidate value function \( V : D \to \mathbb{R} \) as follows.

**Case I.** If \( \tilde{f} \) is increasing in \((0, \eta)\), then set \( s_0 = 0 \), define \((s_i, r_i)\) by (4.9), and let \( K \in \mathbb{N} \) be such that \( R \in (s_{K-1}, s_K) \). For \( x \in D \), define

\[
V(x) = -2 \int_{R \wedge s_K}^{s_K} s\tilde{f}(s) \, ds - 2(r_K - R \wedge r_K)s_{K-1}\tilde{f}(s_{K-1}) - 2 \int_{R \wedge r_K}^{r_K} \int_{s_{K-1}}^{s} \tilde{f}(t) \, dt \, ds + 2 \sum_{i=1}^{K} \mathbb{1}_{(s_{i-1}, s_i]}(\{x\}) \left( (r_i - |x| \wedge r_i)s_{i-1}\tilde{f}(s_{i-1}) + \int_{|x| \wedge r_i}^{r_i} \int_{s_{i-1}}^{s} \tilde{f}(t) \, dt \, ds + \int_{|x|}^{s_{i}} s\tilde{f}(s) \, ds + \tilde{z}^K_i \right).
\]

**Case II.** If \( \tilde{f} \) is decreasing in \((0, \eta)\), then set \( r_0 = 0 \), define \((r_i, s_i)\) by (4.10), and let \( L \in \mathbb{N} \) be such that \( R \in (r_L, r_{L+1}) \). For \( x \in D \), define

\[
V(x) = -2 \int_{R \wedge s_L}^{s_L} s\tilde{f}(s) \, ds + 2(R \vee s_L - s_L)s_L\tilde{f}(s_L) + 2 \int_{s_L}^{R \vee s_L} \int_{s_L}^{s} \tilde{f}(t) \, dt \, ds + 2 \sum_{i=0}^{L} \mathbb{1}_{(r_i, r_{i+1}]}(\{|x|\}) \left( \int_{|x|}^{s_{i+1}} s\tilde{f}(s) \, ds - (|x| \vee s_i - s_i)s_i\tilde{f}(s_i) - \int_{|x|}^{s} \int_{s_i}^{s} \tilde{f}(t) \, dt \, ds + \tilde{z}^L_i \right).
\]

Before turning to the rigorous proof of optimality in Section 4.3, we make the following remarks on the candidate value function.

**Remark 4.7.** We observe that we can recover the the value functions of Example 3.2 and Example 3.7 from the expressions for \( V \) given in Definition 4.6. First consider Example 3.2 where \( \tilde{f}(r) = -\mathbb{1}_{(\rho, R)}(r) \). This example falls into Case II of Definition 4.6. Since \( \tilde{f} \) is always decreasing, there are no switching points. Therefore the value function reduces to \( V(x) = 2 \int_{|x|}^{R} s\tilde{f}(s) \, ds \), \( x \in D \), as given in Proposition 4.6. Now take \( \tilde{f}(r) = -\mathbb{1}_{[0, \rho]}(r) \), as in Example 3.7. This example falls into Case I, and once again there are no switching points because \( \tilde{f} \) is monotone. Hence the value function reduces to \( V(x) = 2 \int_{|x|}^{R} \tilde{f}(t) \, dt \, ds \), \( x \in D \), as in Proposition 4.9.

Note, however, that Example 3.2 and Example 3.7 are not covered by Proposition 4.9 since the cost functions \( f \) are not continuous.
Remark 4.8. In the preceding construction, the smooth fit condition is required to fix the switching points $s_i$. It is notable, however, that we do not need to impose smooth fit to uniquely identify the points $r_i$, and it is thus surprising to us that the smooth fit condition is nevertheless satisfied at these switching points.

A heuristic argument for the smooth fit condition in diffusion problems typically comes from two competing criteria. The heuristic we look to exploit is that we expect $\tilde{v}$ displays a discontinuity in its first derivative at the boundary of two types of behaviour, and hence a discontinuity in its first derivative at the boundary of two types of behaviour, at $|X| = r$ say. Therefore, applying the Itô-Tanaka formula, we expect a local time term of the form $(\tilde{v}_+^\prime(r) - \tilde{v}_-^\prime(r)) dL^r_t$ to appear in $d\tilde{v}(|X_t|)$. Since there is no cancelling term in the time integral component, it follows immediately that if $\tilde{v}_+^\prime(r) < \tilde{v}_-^\prime(r)$, then the process will be a supermartingale for any strategy which has positive local time at $r$. Consequently, we expect $\tilde{v}_+^\prime(r) \geq \tilde{v}_-^\prime(r)$ for all $r \in (0, R)$. Moreover, if the optimal strategy accrues local time at $r$, then a similar argument forces $\tilde{v}_+^\prime(r) = \tilde{v}_-^\prime(r)$, and we can apply the smooth fit condition.

However, this justification breaks down at the switching points $r_i$, described above. Under the conjectured optimal strategy, there is no local time accrued at such switching points, and therefore the heuristic justification for smooth fit fails. However, from our construction of the value function, we see that the smooth fit condition still holds!

In general, we have no heuristic justification for such a condition. We note that, in optimal stopping problems for Lévy processes, or more generally jump diffusions, it is common to observe continuous fit conditions where there is no diffusive boundary behaviour [10]. This is comparable to the behaviour that we observe under the optimal strategy at points $r_i$, which arises from the notable fact that our control process can produce both diffusive and non-diffusive behaviour at boundary points. We are unaware of similar behaviour occurring in a diffusive setting, and we leave further study of this behaviour for future work.

4.4. Proof of optimality. We now turn to the proof that the candidate function that we have constructed is indeed the value function.

Proposition 4.9. Under Assumption 4.1, the value function $v$ is continuously differentiable and takes the form $v = V$, where $V$ is defined in Definition 4.6.

Moreover, there exists an optimal weak control $\sigma^*$ in the following cases. If $\tilde{f}$ is increasing in $(0, \eta)$, then the weak control $\sigma^*$ defined via (4.1) is optimal. If $\tilde{f}$ is decreasing in $(0, \eta)$ and the initial condition is $x \in D \setminus \{0\}$, then the weak control $\sigma^*$ defined via (4.2) is optimal.

In order to prove this result, we refer to the theory of viscosity solutions for HJB equations that we summarise in Appendix A. The main result that we require is Theorem A.5 which gives a viscosity solution characterisation of the value function.

In this section, we will prove that the candidate function $V$ is a viscosity solution of the HJB equation

\begin{equation}
-\frac{1}{2} \inf_{\sigma \in U} \text{Tr} (D^2 V(x) \sigma \sigma^\top) = f(x), \quad x \in D,
\end{equation}

with boundary condition $V = 0$ on $\partial D$. We then appeal to Theorem A.5 to see that the value function $v$ is a viscosity solution of the same boundary value problem and, moreover, such a solution is unique. From this, we conclude that the function $V$ is equal to the value function $v$.

We first show that $V$ is a classical solution of (4.11) in the regions where we expect radial motion to be optimal.

Lemma 4.10. For each $i \geq 1$, define $u_i : (s_{i-1}, r_i \wedge R] \to \mathbb{R}$ by

$$u_i(r) = 2 \int_r^{r_i} \int_{s_{i-1}}^s \tilde{f}(t) \, dt \, ds + 2(r_i - r)s_{i-1}\tilde{f}(s_{i-1}) + C_i^{u_i}, \quad r \in (s_{i-1}, r_i \wedge R],$$

for an arbitrary constant $C_i^{u_i}$, and define the set

$$D_i := \{ x \in D : |x| \in (s_{i-1}, r_i \wedge R) \}.$$
Then $U_i : D_i \to \mathbb{R}$, defined by $U_i(x) = u_i(|x|)$, is a classical solution of the PDE (4.11) in the region $D_i$.

Proof. Fix $i \geq 1$ and let $x \in D_i$. Observe that, by definition of $r_i$,

$$u'_i(|x|) \geq -2|x| \tilde{f}(|x|).$$

We have that $U_i$ is twice continuously differentiable at $x$ and

$$D^2U_i(x) = |x|^{-3} [|x| u''_i(|x|) - u'_i(|x|)] xx^\top + |x|^{-1} u'_i(|x|)I.$$

Substituting in $u''_i(|x|)$ and rearranging gives

$$D^2U_i(x) = -|x|^{-3} \left[ 2|x| \tilde{f}(|x|) + u'_i(|x|) \right] xx^\top + |x|^{-1} u'_i(|x|)I$$

$$= -2\tilde{f}(|x|)I + |x|^{-3} \left[ 2|x| \tilde{f}(|x|) + u'_i(|x|) \right] \left[ |x|^2 I - xx^\top \right].$$

Hence, for any $\sigma \in U$,

$$\text{Tr} \left( D^2U_i(x) \sigma \sigma^\top \right) = -2\tilde{f}(|x|) \text{Tr}(\sigma \sigma^\top) + |x|^{-3} \left[ 2|x| \tilde{f}(|x|) + u'_i(|x|) \right] \text{Tr} \left( \left[ |x|^2 I - xx^\top \right] \sigma \sigma^\top \right).$$

Noting that $|x|^2 I - xx^\top$ is positive semi-definite, and using (4.12), we have

$$\text{Tr} \left( D^2U_i(x) \sigma \sigma^\top \right) \geq -2\tilde{f}(|x|) \text{Tr}(\sigma \sigma^\top) = -2f(x),$$

for any $\sigma \in U$.

Taking $\sigma = \sigma^1(x)$, where $\sigma^1 : D \to \mathbb{R}$ is the function defined in (3.4), we see that

$$\text{Tr} \left( \left[ |x|^2 I - xx^\top \right] \sigma^1(x) \sigma^1(x)^\top \right) = 0,$$

and so

$$\text{Tr} \left( D^2U_i(x) \sigma^1(x) \sigma^1(x)^\top \right) = -2f(x).$$

Hence $U_i$ is a classical solution of the PDE (4.11) in the region $D_i$. \hfill $\Box$

We next show that $V$ is a viscosity solution of (4.11) in the regions where we expect tangential motion to be optimal.

**Lemma 4.11.** For each $i \geq 0$, define $w_i : (r_i, s_i \wedge R] \to \mathbb{R}$ by

$$w_i(r) = 2 \int_r^{s_i} s \tilde{f}(s) \, ds + C_i^w, \quad r \in (r_i, s_i \wedge R],$$

for an arbitrary constant $C_i^w$, and define the set

$$\overline{D}_i := \{ x \in D : |x| \in (r_i, s_i \wedge R) \}.$$

Then $W_i : \overline{D}_i \to \mathbb{R}$, defined by $W_i(x) = w_i(|x|)$, is a viscosity solution of the PDE (4.11) in the region $\overline{D}_i$.

Note that $w_i$ is twice continuously differentiable if and only if $\tilde{f}$ is continuously differentiable. We first suppose that this is the case and prove the following lemma.

**Lemma 4.12.** Fix $i \geq 0$ and suppose that $\tilde{f}$ is continuously differentiable in the interval $(r_i, s_i \wedge R)$. Then $W_i$ defined in Lemma 4.11 is a classical solution of the PDE (4.11) in the region $\overline{D}_i$.

Proof. Let $x \in \overline{D}_i$ and observe that, by definition of $s_i$,

$$w''_{i+1}(|x|) \geq -2\tilde{f}(|x|).$$

Since $\tilde{f}$ is assumed to be continuously differentiable, we have that $w_i$ and $W_i$ are both twice continuously differentiable, and

$$D^2W_i(x) = |x|^{-3} [|x| w''_i(|x|) - w'_i(|x|)] xx^\top + |x|^{-1} w'_i(|x|)I.$$

Substituting in $w'_i(|x|) = -2 |x| \tilde{f}(|x|)$, we have

$$D^2W_i(x) = |x|^{-2} \left[ w''_i(|x|) + 2\tilde{f}(|x|) \right] xx^\top - 2\tilde{f}(|x|)I.$$
Hence, for any \( \sigma \in U \),
\[
\text{Tr} \left( D^2 W_i(x) \sigma \sigma^\top \right) = |x|^{-2} \left[ w''(|x|) + 2f(|x|) \right] \text{Tr} \left( x x^\top \sigma \sigma^\top \right) - 2 \tilde{f}(|x|) \text{Tr}(\sigma \sigma^\top)
\geq -2 \tilde{f}(|x|) \text{Tr}(\sigma \sigma^\top) = -2f(x),
\]
using the inequality (4.13).

Let \( \sigma^*(x) := \frac{1}{|x|} \begin{bmatrix} x^+ & 0 & \cdots & 0 \end{bmatrix} \in U \), for some \( x^+ \in \mathbb{R}^d \setminus \{0\} \) satisfying \( x^+ x^+ = 0 \) and \( |x| = |x^+| \). Then we see that
\[
\text{Tr} \left( x x^\top \sigma^*(x) \sigma^*(x)^\top \right) = 0,
\]
and so
\[
\text{Tr} \left( D^2 W_i(x) \sigma^*(x) \sigma^*(x)^\top \right) = -2f(x).
\]
Hence \( W_i \) is a classical solution of the PDE (4.11) in the region \( \overline{D}_i \). \( \square \)

We can now prove Lemma 4.11 by using smooth approximations to the continuous function \( \tilde{f} \) and applying a standard stability result for viscosity solutions, which can be found, for example, in Lemma 6.2 of [6, Chapter II].

**Proof of Lemma 4.11** Fix \( i \geq 1 \). Since \( \tilde{f} \) is continuous on \([r_i, s_i \wedge R]\), we can approximate \( \tilde{f} \) uniformly by polynomials \((\tilde{f}^k)_{k \in \mathbb{N}}\) (see e.g. Theorem 7.26 of [17]). Let \( k \in \mathbb{N} \) and define \( W_i^k : \overline{D}_i \to \mathbb{R} \) by
\[
W_i^k(x) := -2 \int_{r_i}^{s_i} \tilde{f}^k(s) s \, ds + C_i^w.
\]
Define \( f^k : \overline{D}_i \to \mathbb{R} \) by \( f^k(x) = \tilde{f}^k(|x|) \), and define \( F^k : \overline{D}_i \times \mathbb{R}^{d,d} \to \mathbb{R} \) by
\[
F^k(x,X) = -\frac{1}{2} \inf_{\sigma \in U} \text{Tr}(X \sigma \sigma^\top) - f^k(x).
\]
Then, since \( \tilde{f}^k \) is continuously differentiable, we can apply Lemma 4.12 to see that \( W_i^k \) is a classical solution, and therefore a viscosity solution, of
\[
F^k(x, D^2 W_i^k(x)) = 0 \quad \text{for} \quad x \in \overline{D}_i.
\]
We now show that \( F^k \) converges uniformly to \( F : \overline{D}_i \times \mathbb{R}^{d,d} \to \mathbb{R} \), defined by
\[
F(x,X) = -\frac{1}{2} \inf_{\sigma \in U} \text{Tr}(X \sigma \sigma^\top) - f(x),
\]
and that \( W_i^k \) converges uniformly to \( W_i \).

Let \( \varepsilon > 0 \). Then, by uniform convergence of \((\tilde{f}^k)_{k \in \mathbb{N}}\), there exists \( N \in \mathbb{N} \) such that
\[
\left| \tilde{f}^k(r) - \tilde{f}^k(r) \right| < \varepsilon, \quad \text{for all} \quad r \in [r_0,R] \quad \text{and} \quad k \geq N.
\]
Let \( k \geq N, \ x \in \overline{D}_i \) and \( X \in \mathbb{R}^{d,d} \). Then \( |x| \in [r_i, s_i \wedge R] \), and so
\[
|F(x,X) - F^k(x,X)| = |f(x) - f^k(x)| = \left| \tilde{f}(|x|) - \tilde{f}^k(|x|) \right| < \varepsilon.
\]
Therefore \( F^k \to F \) uniformly on \( \overline{D}_i \times \mathbb{R}^{d,d} \).

Now choose \( M \in \mathbb{N} \) such that
\[
\left| \tilde{f}(r) - \tilde{f}^k(r) \right| < \frac{\varepsilon}{2s_i(s_i - r_i)}, \quad \text{for all} \quad r \in [r_i, s_i] \quad \text{and} \quad k \geq M.
\]
Let \( k \geq M \) and \( x \in \overline{D}_i \). Then \( |x| \in [r_i, s_i \wedge R] \), and so
\[
|W_i(x) - W_i^k(x)| = 2 \int_{r_i}^{s_i} \left| \tilde{f}(s) - \tilde{f}^k(s) \right| s \, ds \leq 2 \int_{r_i}^{s_i} \left| \tilde{f}(s) - \tilde{f}^k(s) \right| |s| \, ds \leq 2(s_i - r_i) \frac{\varepsilon}{2s_i(s_i - r_i)} s_i = \varepsilon.
\]
Hence \( W_i^k \to W_i \) uniformly on \( \overline{D}_i \).
We can now apply the stability result given in Lemma 6.2 of [6, Chapter II], to conclude that $W_i$ is a viscosity solution of
\[
F(x, D^2W_i(x)) = 0 \quad \text{for} \quad x \in \overline{D}_i;
\]
i.e. $W_i$ is a viscosity solution of the PDE (4.11) in the region $\overline{D}_i$.

We now combine the above lemmas to prove that $V$ is the value function.

**Proof of Proposition 4.9.** We divide the domain $D$ into disjoint regions and prove first that $V$ is a viscosity solution of (4.11) in the interior of each region.

**Step 1:** Fix $i \geq 1$ such that $s_{i-1} \leq R$, if such a point exists. In the region $D_i = \{x \in D: |x| \in (s_{i-1}, r_i \wedge R)\}$, we have $V = U_i$, for a particular choice of constant $C_i^w$. So by Lemma 4.10 $V$ is a viscosity solution of (4.11) in this region.

Now fix $i \geq 0$ such that $r_i \leq R$, if such a point exists. In the region $\overline{D}_i = \{x \in D: |x| \in (r_i, s_i \wedge R)\}$, we have $V = W_i$ for a particular choice of constant $C_i^w$, and so $V$ is a viscosity solution of (4.11) in this region, by Lemma 4.11.

**Step 2:** We next prove that $V$ is a viscosity solution of (4.11) on each of the internal boundaries between the regions.

Let $i \geq 0$ be such that $r_i < R$, if such a point exists. Consider $x_i \in D$ such that $|x_i| = r_i$. Note that
\[
\lim_{|x| \to r_i^-} D^2V(x) = \lim_{|x| \to r_i^-} D^2U_i(x)
\]
\[
= -\lim_{|x| \to r_i^-} \left[ 2\tilde{f}(|x|)I + |x|^{-3} \left( 2|x| \tilde{f}'(|x|) + u_i'(|x|) \right) \right] = -2\tilde{f}(r_i)I,
\]
since $2r_i\tilde{f}(r_i) + u_i^L(r_i) = 0$, by definition of $r_i$ and continuity of $\tilde{f}$.

To show that $V$ is a viscosity subsolution at $x_i$, let $x_i \in \arg\min (\phi - V)$, for some $\phi \in C^\infty(D)$. Since $V \in C^1(D)$, it must be the case that $D\phi(x_i) = DV(x_i)$, and that the Hessian of $\phi$ satisfies
\[
D^2\phi(x_i) \geq \lim_{|x| \to r_i^-} D^2V(x) = -2\tilde{f}(r_i)I,
\]
as calculated in (4.14). Hence, for any $\sigma \in U$,
\[
\text{Tr} \left( D^2\phi(x_i)\sigma\sigma^T \right) \geq -2\tilde{f}(r_i)\text{Tr}(\sigma\sigma^T) = -2f(x_i),
\]
and so
\[
-\frac{1}{2} \inf_{\sigma \in U} \text{Tr} \left( D^2\phi(x_i)\sigma\sigma^T \right) \leq f(x_i),
\]
as required.

To show the supersolution property, let $x_i \in \arg\max (\psi - V)$, for some $\psi \in C^\infty(D)$. Then by a similar argument to the one above, we have
\[
D^2\psi(x_i) \leq -2\tilde{f}(r_i)I,
\]
and so
\[
\text{Tr} \left( D^2\psi(x_i)\sigma\sigma^T \right) \leq -2f(x_i),
\]
for any $\sigma \in U$, which implies that
\[
-\frac{1}{2} \inf_{\sigma \in U} \text{Tr} \left( D^2\psi(x_i)\sigma\sigma^T \right) \geq f(x_i).
\]

Now let $i \geq 0$ be such that $s_i < R$, if such a point exists, and consider $x_i \in D$ such that $|x_i| = s_i$. Here, note that
\[
\lim_{|x| \to s_i^+} D^2V(x) = \lim_{|x| \to s_i^+} D^2U_{i+1}(x)
\]
\[
= -\lim_{|x| \to s_i^+} \left[ 2\tilde{f}(|x|)I + |x|^{-3} \left( 2|x| \tilde{f}'(|x|) + u_{i+1}'(|x|) \right) \right] = -2\tilde{f}(s_i)I,
\]
using the fact that $2s_i f_i(s_i) + u_{i+1}(s_i) = 0$, by definition of $s_i$ and the smooth fit property.

To show that $V$ is a viscosity solution at points of radius $s_i$, we follow the same reasoning as we did for points of radius $r_i$. For $x_i \in \arg \min (\phi - V)$ and $\phi \in C^\infty(D)$, we have that

$$D^2 \phi(x_i) \geq \lim_{|x| \to s_i^+} D^2 V(x) = -2 f_i I,$$

using (4.15). So, for any $\sigma \in U$,

$$\text{Tr} \left( D^2 \phi(x_i) \sigma \sigma^T \right) \geq -2f(x_i),$$

which implies that the subsolution property holds.

Similarly, for $x_i \in \arg \max (\psi - V)$ and $\psi \in C^\infty(D)$, we have

$$D^2 \psi(x_i) \leq -2 f_i I,$$

and so, for any $\sigma \in U$,

$$\text{Tr} \left( D^2 \psi(x_i) \sigma \sigma^T \right) \leq -2f(x_i),$$

which implies the supersolution property.

**Step 3:** We have shown that $V$ is a viscosity solution of (4.11) in $D \setminus \{0\}$. We now consider the behaviour at the origin. Recall from Assumption 4.1 that we have assumed that $\tilde{f}$ is monotone on some interval $(0, \eta)$.

**Case I:** Suppose that $\tilde{f}$ is strictly increasing on $(0, \eta)$. Then $V = U_1$ in some neighbourhood of the origin. We see that $r_1 \geq \eta$, and so $V = U_1$ in $B_\eta(0) \setminus \{0\}$. Let $x \in B_\eta(0)$ and consider

$$D^2 V(x) = -2 \tilde{f}(|x|) I + |x|^{-3} \left( 2 |x| \tilde{f}(|x|) + u_1'(|x|) \right) \left[ |x|^2 I - xx^T \right].$$

Since $|x| < r_1$, we have

$$2 |x| \tilde{f}(|x|) + u_1'(|x|) > 0.$$

Substituting in the value of $u_1'$ and considering a first order Taylor expansion around 0, we find that there exists $C > 0$ such that

$$2 |x| \tilde{f}(|x|) + u_1'(|x|) = -2 \int_0^{|x|} \tilde{f}(s) \, ds = 2 |x| \left( \tilde{f}(|x|) - \tilde{f}(0) \right) + o(|x|)
\leq 2 |x| \left( \tilde{f}(|x|) - \tilde{f}(0) \right) + C |x|^2.$$

Hence, for $j, k \in \{1, \ldots, d\}$,

$$0 \leq |x|^{-3} \left( 2 |x| \tilde{f}(|x|) + u_1'(|x|) \right) \left[ |x|^2 I - xx^T \right]_{jk} \leq |x|^{-1} \left( 2 |x| \tilde{f}(|x|) + u_1'(|x|) \right) \leq 2 \left( \tilde{f}(|x|) - \tilde{f}(0) \right) C |x|.$$

Taking the limit as $|x| \to 0^+$, by continuity of $\tilde{f}$, we have

$$\lim_{x \to 0} D^2 V(x) = -2 \tilde{f}(0) I.$$

It is then easy to see that $V$ is a viscosity solution of (4.11) at the origin.

**Case II:** On the other hand, if $\tilde{f}$ is decreasing in $(0, \eta)$, we have that $V = W_1$ in $B_\eta(0)$. Recall from Assumption 4.1 that $\tilde{f}$ is continuously differentiable on some interval $(0, \delta)$, and consider $x \in D$ such that $|x| < \delta \land \eta$. Then

$$D^2 V(x) = |x|^{-2} \left[ u_1''(|x|) + 2 \tilde{f}(|x|) \right] xx^T - 2 \tilde{f}(|x|) I
= 2 |x|^{-2} \left[ - |x| \tilde{f}''(|x|) - \tilde{f}(|x|) \right] xx^T - 2 \tilde{f}(|x|) I
= -2 |x|^{-1} \tilde{f}'(|x|) xx^T - 2 \tilde{f}(|x|) I.$$
Since \( \hat{f}(|x|) \leq 0 \), we get the following bound. For \( j, k \in \{1, \ldots, d\} \),
\[
0 \leq -2 |x|^{-1} \hat{f}(|x|) |x_j x_k| \leq -2 |x| \hat{f}(|x|) \to 0, \quad \text{as} \quad |x| \to 0+,
\]
where the limit is given by the fifth statement of Assumption 4.1.

Therefore \( \lim_{x \to 0} D^2 V(x) = -2\hat{f}(0)I \), as in Case I, and so \( V \) is a viscosity solution of (4.11) at the origin.

**Step 4:** By construction of the function \( V \), the boundary condition \( V = 0 \) on \( \partial D \) is satisfied. We conclude, by Theorem 3.5 that the function \( V \) is equal to the value function \( v \). Also, by the construction of \( V \), we have that the value function \( v \) is continuously differentiable in \( D \).

**Step 5:** Finally, we turn to the proof that the control \( \sigma^* \) is optimal for the weak value function. It is sufficient to show that
\[
t \mapsto V(X^\sigma_t) + \int_0^t f(X^\sigma_s) \, ds
\]
is a martingale. We will work with the squared radius of the process \( X^\sigma_t \), writing \( Z^\sigma_t = |X^\sigma_t|^2 \), for \( t \geq 0 \). We also let \( \nabla : [0, R^2) \to \mathbb{R} \) be such that \( V(x) = \nabla(|x|^2) \) for all \( x \in D \).

Suppose that \( \hat{f} \) is increasing on the interval \((0, \eta)\). Then \( \sigma^* \) is the weak control defined via (4.11). Letting \( W \) be the first component of the Brownian motion \( B \), Lemma 3.1 tells us that \( Z^\sigma \) satisfies the SDE
\[
dZ^\sigma_t = dt + 2 \left( \sum_{i} \mathbb{1}_{\{\zeta^\sigma_i \in (s^2_i, r^2_{i+1} \wedge R^2)\}} + \mathbb{1}_{\{\zeta^\sigma_i \in [0, r^2_1 \wedge R^2)\}} \right) \sqrt{Z^\sigma_t} \, dW_t,
\]
where the index \( i \) runs from 1 to \( \inf \{ k \in \mathbb{N} : r_{k+1} \geq R \} \).

In each interval \([r^2_i, s^2_i]\), there is a constant \( C \) such that
\[
\nabla(z) = 2 \int_{\sqrt{z}}^s \hat{f}(s) \, ds + C.
\]
Therefore, \( \nabla(z) = dt \) when \( Z^\sigma_t \in [r^2_i, s^2_i] \), we can make a change of variables to find that
\[
\mathbb{1}_{\{\zeta^\sigma_i \in [r^2_i, s^2_i]\}} \, d\nabla(Z^\sigma_t) = -\mathbb{1}_{\{\zeta^\sigma_i \in [r^2_i, s^2_i]\}} \hat{f}(\sqrt{Z^\sigma_t}) \, dt.
\]

Now, in each interval \((s^2_i, r^2_{i+1})\), there is a constant \( C \) such that
\[
\nabla(z) = 2 \int_{\sqrt{z}}^{r_{i+1}} \hat{f}(t) \, dt + 2(r_{i+1} - \sqrt{z})s_i \hat{f}(s_i) + C.
\]
We see that \( V \) is twice continuously differentiable in such an interval, and so we can apply Itô’s formula to \( \nabla(Z^\sigma) \). We calculate the derivatives
\[
\nabla'(z) = -z^{-\frac{1}{2}} \int_{s_i}^{\sqrt{z}} \hat{f}(s) \, ds - z^{-\frac{1}{2}} s_i \hat{f}(s_i),
\]
and
\[
\nabla''(z) = \frac{1}{2} z^{-\frac{3}{2}} \int_{s_i}^{\sqrt{z}} \hat{f}(s) \, ds - \frac{1}{2} Z^{-1} \hat{f}(\sqrt{z}) + \frac{1}{2} z^{-\frac{3}{2}} s_i \hat{f}(s_i).
\]
Then, by Itô’s formula, we find that
\[
\mathbb{1}_{\{\zeta^\sigma_i \in (s^2_i, r^2_{i+1})\}} \, d\nabla(Z^\sigma_t) = -\mathbb{1}_{\{\zeta^\sigma_i \in (s^2_i, r^2_{i+1})\}} \hat{f}(\sqrt{Z^\sigma_t}) \, dt + 2 \mathbb{1}_{\{\zeta^\sigma_i \in (s^2_i, r^2_{i+1})\}} \nabla(Z^\sigma_t) \sqrt{Z^\sigma_t} \, dW_t.
\]
We have a similar expression for the interval \([0, r^2_1)\), and so combining this with (4.16), we have
\[
V(X^\sigma_t) - V(X^\sigma_0) = -\int_0^t f(X^\sigma_s) \, ds + 2 \int_0^t \left( \sum_{i} \mathbb{1}_{\{\zeta^\sigma_i \in (s^2_i, r^2_{i+1})\}} + \mathbb{1}_{\{\zeta^\sigma_i \in [0, r^2_1)\}} \right) \sqrt{Z^\sigma_t} \, dW_s,
\]
for any \( t \geq 0 \). This shows that the required martingale property holds, and so \( \sigma^* \) is an optimal control.
Now suppose that \( \tilde{f} \) is decreasing on the interval \((0, \eta)\), and let \( X_0^{\sigma^*} = x \), for some \( x \in D \setminus \{0\} \). In this case \( \sigma^* \) is the weak control defined via (4.2), and \( Z^{\sigma^*} \) satisfies
\[
dZ_t^{\sigma^*} = dt + 2 \sum_i 1\{Z_t^{\sigma^*} \in (s_i^2, r_{i+1}^2 \wedge R^2)\} \sqrt{Z_t^{\sigma^*}} \, dW_i,
\]
where now the index \( i \) runs from 0 to \( \inf \{ k \in \mathbb{N} : r_{k+1} \geq R \} \). We see that \( Z^{\sigma^*} \) never hits the origin.

We can make the same calculations as above to find that, for any \( t \geq 0 \),
\[
V(X_t^{\sigma^*}) - V(X_0^{\sigma^*}) = -\int_0^t f(X_s^{\sigma^*}) \, ds + 2 \int_0^t \sum_i 1\{Z_t^{\sigma^*} \in (s_i^2, r_{i+1}^2)\} \sqrt{Z_t^{\sigma^*}} \, dW_s,
\]
and so the required martingale property holds once again. We conclude that \( \sigma^* \) is optimal for the weak value function. \( \square \)

We required the smoothness conditions on the running cost \( f \) in Assumption 4.1 in order to show that the candidate value function is a viscosity solution at the origin. In Section 5, we will relax these assumptions and extend the above result to include cost functions that have an infinite discontinuity at the origin. In this case, we cannot define a viscosity solution of the HJB equation (4.11) at the origin, and so Theorem A.5 will no longer be applicable.

5. INFINITE COST AT THE ORIGIN

We now extend Proposition 4.9 by considering the case where the cost function is continuous on the whole domain, except at the origin where it may become infinite. We will show that the value function takes the same form as we saw in Proposition 4.9. We will also find growth conditions on the cost function under which the value function becomes infinite. We note that, in allowing the cost function to become infinite at the origin, we must take care to check that we still have equality between the strong value function \( v^S \) and the weak value function \( v^W \), as we showed in Proposition 2.7 for the case of continuous cost functions. In a particular growth regime, we cannot prove the equality \( v^S(0) = v^W(0) \) in dimension \( d = 2 \) using the tools of this section. We prove this equality in a parallel work [1], using the theory of Brownian filtrations.

We relax the regularity conditions on the cost function \( f \) from Assumption 4.1 as follows.

Assumption 5.1. We assume that

1. The domain is \( D = B_R(0) \subset \mathbb{R}^d \), for some \( R > 0 \) and \( d \geq 2 \);
2. The cost function \( f \) is radially symmetric; i.e. \( f(x) = \tilde{f}(|x|) \), for some function \( \tilde{f} : [0, R) \to \mathbb{R} \cup \{\pm \infty\} \);
3. The boundary cost \( g \) is constant — without loss of generality, we suppose that \( g \equiv 0 \);
4. The cost function \( f \) is continuous on \( D \setminus \{0\} \);
5. There exists \( \eta > 0 \) such that the cost function \( \tilde{f} \) is monotone on the interval \((0, \eta)\);
6. The one-sided derivative \( \tilde{f}'_+(r) \) exists for all \( r > 0 \) and changes sign only finitely many times.

Note that we retain the fifth statement in this assumption to ensure that the cost function does not oscillate as it approaches the origin, and we retain the sixth statement so that there are finitely many switching points and these are well-defined.

Having relaxed the conditions on the cost function \( f \), we can no longer use the theory of viscosity solutions. To prove the following results, we once again treat the cases of increasing and decreasing costs separately, and we distinguish between regimes of slow and fast growth at the origin. The different growth regimes will be determined by the convergence of the integrals
\[
\int_0^t \tilde{f}(s) \, ds \quad \text{and} \quad \int_0^t s \tilde{f}(s) \, ds.
\]

5.1. Cost functions increasing at the origin. We first consider cost functions that are increasing in some neighbourhood around the origin. In this case, we will find that radial motion, as defined in Definition 5.8, is optimal close to the origin.
Proposition 5.2. Suppose that Assumption 5.1 holds and there exists $\eta > 0$ such that $\tilde{f}$ is negative and increasing on the interval $(0, \eta)$. Then the strong and weak value functions defined in Section 2 are equal, and we can write $v = v^S = v^W$. Moreover, for the candidate value $V$ defined in Definition 4.6,

$$v = \begin{cases} V \in (-\infty, \infty), & \text{if } \int_0^r \tilde{f}(s) \, ds > -\infty, \text{ for any } r > 0, \\ -\infty, & \text{if } \int_0^r \tilde{f}(s) \, ds = -\infty, \text{ for any } r > 0. \end{cases}$$

Remark 5.3. Note that, since $\tilde{f}$ is increasing on $(0, \eta)$, the function $V$ is defined in Case I of Definition 4.6 with $s_0 = 0$ and $r_1 = \inf \{r > 0: \int_0^r \tilde{f}(s) \, ds > r \tilde{f}(r)\}$. When $\int_0^r \tilde{f}(s) \, ds > -\infty$ for any $r > 0$, the switching point $r_1$ is well-defined.

Proof of Proposition 5.2. First suppose that, for any $r > 0$,

$$\int_0^r \tilde{f}(s) \, ds > -\infty.$$

For $N \in \mathbb{N}$, define an approximating sequence of functions $\tilde{f}_N : [0, R] \to \mathbb{R}$ by

$$\tilde{f}_N(r) = \begin{cases} \tilde{f}(\frac{r}{N}), & r \leq \frac{r}{N}, \\ \tilde{f}(r), & r > \frac{r}{N}, \end{cases}$$

and define $f_N : D \to \mathbb{R}$ by $f_N(x) = \tilde{f}_N(|x|)$ for $x \in D$. Then $f_N$ is continuous and bounded. Moreover, fixing $N > \frac{1}{\eta}$, we have the bound $f_N \geq f$. Now define $v^S_N : D \to \mathbb{R}$ by

$$v^S_N(x) := \inf_{\sigma \in \mathcal{U}} \mathbb{E}^x \left[ \int_0^r f_N(X^\sigma_s) \, ds \right], \quad x \in D,$$

using the same notation as in the definition of the strong value function $v^S$ in Section 2. Note that $v^S_N \geq v^S$.

Let $V_N$ denote the candidate value function defined in Case I of Definition 4.6 with the function $\tilde{f}$ replaced by $\tilde{f}_N$. Since Assumption 4.1 is satisfied for the value function $v^S_N$, we can apply Proposition 4.9 to see that $v^S_N = V_N$. We can also see that, for any $x \in D$, $\lim_{N \to \infty} V_N(x) = V(x)$ and $V(x)$ is finite, since $\int_0^r \tilde{f}(s) \, ds > -\infty$ for any $r > 0$. We will show that $\lim_{N \to \infty} v^S_N(x) = v^S(x)$ and conclude that $v^S(x) = V(x)$.

Fix $\sigma \in \mathcal{U}$ and $x \in D$. We have

$$\mathbb{E}^x \left[ \int_0^r \tilde{f}_N(|X^\sigma_s|) \, ds \right] = \mathbb{E}^x \left[ \int_0^r \tilde{f}(|X^\sigma_s|) \mathbb{1}_{\{|X^\sigma_s| \in (\frac{x}{N}, R)\}} \, ds \right] + \tilde{f} \left( \frac{1}{N} \right) \mathbb{E}^x \left[ \int_0^r \mathbb{1}_{\{|X^\sigma_s| \leq \frac{x}{N}\}} \, ds \right].$$

Define $K := \sup\{f(x): x \in D\}$ and note that $K < \infty$ by continuity of $f$ in $D \setminus \{0\}$. Then the sequence

$$\left( \int_0^r \tilde{f}(|X^\sigma_s|) \mathbb{1}_{\{|X^\sigma_s| \in (\frac{x}{N}, R)\}} \, ds \right)_{N \in \mathbb{N}}$$

is decreasing for $N > \frac{1}{\eta}$ and bounded above by $\tau K$. Since $\tau$ has finite expectation by Proposition 2.5, we can apply monotone convergence (see e.g. Theorem 1 of [18, Chapter II, §6]) to show that

$$\lim_{N \to \infty} \mathbb{E}^x \left[ \int_0^r \tilde{f}(|X^\sigma_s|) \mathbb{1}_{\{|X^\sigma_s| \in (\frac{x}{N}, R)\}} \, ds \right] = \mathbb{E}^x \left[ \lim_{N \to \infty} \int_0^r \tilde{f}(|X^\sigma_s|) \mathbb{1}_{\{|X^\sigma_s| \in (\frac{x}{N}, R)\}} \, ds \right] = \mathbb{E}^x \left[ \int_0^r \tilde{f}(|X^\sigma_s|) \, ds \right].$$

We will show that the second term of (5.1) vanishes as $N \to \infty$ by referring to Proposition 3.9 on the control problem for a step cost function. Note that $\tilde{f}(\frac{1}{N}) < 0$. For $x \neq 0$, we can choose $N > \frac{1}{|x|}$ so that, by Proposition 3.9

$$0 > \tilde{f} \left( \frac{1}{N} \right) \mathbb{E}^x \left[ \int_0^r \mathbb{1}_{\{|X^\sigma_s| \leq \frac{x}{N}\}} \right] = -\tilde{f} \left( \frac{1}{N} \right) \mathbb{E}^x \left[ \int_0^r -\mathbb{1}_{\{|X^\sigma_s| \leq \frac{x}{N}\}} \right] \geq -\frac{2}{N} \tilde{f} \left( \frac{1}{N} \right) (R - |x|) \xrightarrow{N \to \infty} 0,$$

using the condition that $\int_0^r \tilde{f}(s) \, ds > -\infty$ to find the limit.
For $x = 0$, Proposition 3.9 gives us
\[
0 > \tilde{f} \left( \frac{1}{N} \right) \mathbb{E}^x \left[ \int_0^T 1_{\{ |X_s| \leq \frac{1}{N} \}} \, ds \right] = -\tilde{f} \left( \frac{1}{N} \right) \mathbb{E}^x \left[ -\int_0^T 1_{\{ |X_s| \leq \frac{1}{N} \}} \, ds \right] \\
\geq \tilde{f} \left( \frac{1}{N} \right) \left( \frac{2R}{N} - \frac{1}{N^2} \right) \xrightarrow{N \to \infty} 0.
\]
Hence
\[
\lim_{N \to \infty} \mathbb{E}^x \left[ \int_0^T \tilde{f}_N(|X_s^\sigma|) \, ds \right] = \mathbb{E}^x \left[ \int_0^T \tilde{f}(|X_s^\sigma|) \, ds \right],
\]
for any $\sigma \in \mathcal{U}$, $x \in D$.

Now fix $x \in D$ and $\varepsilon > 0$ and choose $\sigma^\varepsilon$ to be an $\varepsilon$-optimal strategy for the cost function $f$; i.e.
\[
\mathbb{E}^x \left[ \int_0^T f(X_s^{\sigma^\varepsilon}) \, ds \right] \leq v^S(x) + \varepsilon.
\]
Then
\[
v^S(x) + \varepsilon \geq \mathbb{E}^x \left[ \int_0^T f(X_s^{\sigma^\varepsilon}) \, ds \right] = \lim_{N \to \infty} \mathbb{E}^x \left[ \int_0^T f_N(X_s^{\sigma^\varepsilon}) \, ds \right] \geq \lim_{N \to \infty} v_N^S(x) \geq v^S(x).
\]
Taking the limit as $\varepsilon \downarrow 0$, we see that
\[
v^S(x) = \lim_{N \to \infty} v_N^S(x),
\]
and by uniqueness of the limit, we have that $v^S(x) = V(x)$.

As in Proposition 2.7, we can apply Theorem 4.5 of [1] to see that $v^S = v^W$. Since $f$ is continuous in $D \setminus \{0\}$, upper semicontinuous at 0, and bounded above by a constant, we can deduce that the conditions of Theorem 4.5 of [1] are met in the same way as in the proof of Proposition 2.7. Hence $v^W = v^S = V$.

Now suppose that, for any $r > 0$,
\[
\int_0^r \tilde{f}(s) \, ds = -\infty.
\]
We will show that radial motion is an optimal strategy and that this strategy gives a negative infinite cost. Let the control $\sigma^1$ be as defined in Definition 3.8 and define $X^{\sigma^1}$ by
\[
X^{\sigma^1}_t = x + \int_0^t \sigma^1_s \, dB_s, \quad t \geq 0.
\]
Let $W$ be the first component of the Brownian motion $B$. First suppose that $x \neq 0$. Then, for any $t \geq 0$,
\[
X^{\sigma^1}_t = x + \frac{x}{|x|} W_t,
\]
and so
\[
\mathbb{E}^x \left[ \int_0^T \tilde{f}(|X_s^{\sigma^1}|) \, ds \right] = \mathbb{E}^{|x|} \left[ \int_0^T \tilde{f}(W_s) 1_{\{W_s \geq 0\}} \, ds \right] + \mathbb{E}^{|x|} \left[ \int_0^T \tilde{f}(-W_s) 1_{\{W_s < 0\}} \, ds \right].
\]
We can now use the Green’s function $G$ for the one-dimensional Brownian motion $W$ on the interval $(-R, R)$, as calculated in Example 3.7. By Corollary 3.8 of [15, Chapter VII], we see that
\[
\mathbb{E}^x \left[ \int_0^T \tilde{f}(X_s^{\sigma^1}) \, ds \right] = 2 \int_0^R G(|x|, y) \tilde{f}(y) \, dy + 2 \int_0^R G(|x|, y) \tilde{f}(-y) \, dy \\
= \frac{|x| + R}{R} \int_{|x|}^R (R - y) \tilde{f}(y) \, dy + \frac{R - |x|}{R} \int_{|x|}^R (y + R) \tilde{f}(y) \, dy + \frac{R - |x|}{R} \int_{-R}^0 (y + R) \tilde{f}(-y) \, dy.
\]
Making a change of variables $y \mapsto -y$ in the last integral gives
\[
\mathbb{E}^x \left[ \int_0^T \tilde{f}(X_s^{\sigma^1}) \, ds \right] = 2 \int_{|x|}^R (R - y) \tilde{f}(y) \, dy + 2(R - |x|) \int_0^{|x|} \tilde{f}(y) \, dy.
\]
Since $f$ is bounded above and $\int_0^{|x|} \tilde{f}(y) \, dy = -\infty$, we have
\[
\mathbb{E}^x \left[ \int_0^T \tilde{f}(X_s^{\sigma^1}) \, ds \right] = -\infty.
\]
Now let $x = 0$. Then, $X^t = e_1 W_t$, for $t \geq 0$. Using the symmetry of the Green’s function $G$ for $W$ about zero, together with the growth condition on $f$, we have

$$\mathbb{E}^0 \left[ \int_0^T \tilde{f}(|X^t_\xi|) \, ds \right] = 2 \mathbb{E}^0 \left[ \int_0^T \tilde{f}(W_t) \mathbf{1}_{\{W_t \geq 0\}} \, ds \right]$$

$$= 4 \int_0^R G(0, y) \tilde{f}(y) \, dy = 2 \int_0^R (R - y) \tilde{f}(y) \, dy = -\infty.$$

(5.2)

We conclude that

$$v^W(x) \leq v^S(x) \leq \mathbb{E}^x \left[ \int_0^T \tilde{f}(X^t_\xi) \, ds \right] = -\infty. \quad \Box$$

We have shown that, for cost functions increasing at the origin, there is a dichotomy depending on the neighbourhood around the origin. Excluding the origin from this neighbourhood, an optimal strategy is tangent to the origin.

5.2. Cost functions decreasing at the origin. We now consider cost functions that are decreasing in some interval $(0, \eta)$. Let $\tilde{f}$ be the weak control defined via (4.2). Since $\tilde{f}$ is defined in Case II of Definition 4.6, we will first show that, away from the origin, the form of the value function is unchanged from the value function in Proposition 4.9.

Proposition 5.4. Suppose that Assumption 5.1 holds and there exists $\eta > 0$ such that $\tilde{f}$ is positive and decreasing on the interval $(0, \eta)$. Then, for $x \in D \setminus \{0\}$, $v(x) = v^S(x) = v^W(x) = V(x) \in (-\infty, \infty)$, where $V$ is the candidate value function defined in Definition 4.6.

Remark 5.5. In this case, since $\tilde{f}$ is decreasing on $(0, \eta)$, $V$ is defined in Case II of Definition 4.6.

Proof of Proposition 5.4. For $N \in \mathbb{N}$, define $\tilde{f}_N$, $f_N$ and $v_N^S$ as in the proof of Proposition 5.2. Also define $v_N^W : D \rightarrow \mathbb{R}$ by

$$v_N^W(x) := \inf_{\tilde{f} \in \mathcal{P}_x} \mathbb{E}^x \left[ \int_0^T f_N(X_s) \, ds \right], \quad x \in D,$$

using the same notation as in the definition of the weak value function $v^W$ in Section 2. Now, for $N > 1/\eta$, we have $\tilde{f}_N \leq \tilde{f}$, $f_N \leq f$, $v_N^S \leq v^S$ and $v_N^W \leq v^W$. Recall that, by Proposition 4.9, $v_N^W = v_N^S = V_N$, where $V_N$ is the candidate value function defined in Case II of Definition 4.6 with the cost function $\tilde{f}$ replaced by $\tilde{f}_N$.

Fix $x \in D \setminus \{0\}$ and $N > 1/\eta \vee 1/\tilde{f}$. Then we can see that $V_N(x) = V(x) \in (-\infty, \infty)$, so $v_N^S(x) = v_N^W(x) = V(x)$.

We will now show that $v_N^W(x) = v^S(x) = V(x)$.

Let $\sigma^*$ be the weak control defined via (4.2). Since $\tilde{f}_N$ is decreasing in the interval $(0, \eta)$, Proposition 4.9 shows that $\sigma^*$ is optimal for $v_N^W$, and so

$$v_N^W(x) = \mathbb{E}^x \left[ \int_0^T \tilde{f}_N(|X^t_\sigma^*|) \, ds \right]$$

(5.3)

$$= \tilde{f} \left( \frac{1}{N} \right) \mathbb{E}^x \left[ \int_0^T I\{|X^t_\sigma^*| \leq \frac{\eta}{N} \} \, ds \right] + \mathbb{E}^x \left[ \int_0^T \tilde{f}(|X^t_\sigma^*|) I\{|X^t_\sigma^*| \in (\frac{\eta}{N}, \eta) \} \, ds \right].$$

When $|X^t_\sigma^*| \in (0, \eta)$, the radius process $t \mapsto |X^t_\sigma^*|$ is deterministically increasing, by Lemma 3.1. Therefore, $I\{|X^t_\sigma^*| \leq \frac{\eta}{N} \} = 0$, for all $t \geq 0$, since $|x| > \frac{\eta}{N}$. Hence, by (5.3) and the definition of $v^W$, we have

$$v^W(x) \geq v_N^W(x) = \mathbb{E}^x \left[ \int_0^T \tilde{f}(|X^t_\sigma^*|) \, ds \right] \geq v^W(x),$$

and so $v^W(x) = v_N^W(x) = V_N(x) = V(x)$.

Now fix $\varepsilon > 0$ and let $\sigma^{\varepsilon} \in \mathcal{U}$ be $\varepsilon$-suboptimal for $v^S_N(x)$. By Proposition 2.7, $v^S_N(x) = v_N^W(x)$. Therefore

$$V(x) = v_N^W(x) = v_N^S(x) \leq v^S(x) \leq \mathbb{E}^x \left[ \int_0^T \tilde{f}(|X^t_\sigma^{\varepsilon}|) \, dt \right] \leq \liminf_{N \rightarrow \infty} \mathbb{E}^x \left[ \int_0^T \tilde{f}_N(|X^t_\sigma^{\varepsilon}|) \, dt \right] \leq V(x) + \varepsilon,$$

and we conclude that $v^W(x) = v^S(x) = V(x)$. \Box
At the origin, we have not shown that there exists an optimal control. The function $\sigma^0$ introduced in Definition 3.3 is not defined at the origin, and so we require an approximation to tangential motion. We consider different growth rates separately, as we did for increasing costs.

**Proposition 5.6.** Suppose that Assumption 5.1 holds and there exists $\eta > 0$ such that $\tilde{f}$ is positive and decreasing on the interval $(0, \eta)$. Suppose further that, for any $r > 0$,

$$\int_0^r \tilde{f}(s) \, ds < \infty.$$ 

Then $v(0) = v^S(0) = v^W(0) = V(0) \in (-\infty, \infty)$, where $V$ is the candidate value defined in Definition 4.6.

**Proof.** For $N \in \mathbb{N}$, define $\tilde{f}_N$, $f_N$, $v^W_N$ and $v^S_N$ as in the proof of Proposition 5.2. Letting $V_N$ be the candidate value function in Case II of Definition 4.6 with $\tilde{f}$ replaced by $\tilde{f}_N$, we have $v^W_N(0) = v^S_N(0) = V_N(0)$, by Proposition 4.9. We also see that $\lim_{N \to \infty} V_N(0) = V(0)$, and the value $V$ is finite due to the growth condition on $f$. We will show that $v^W(0) = \lim_{N \to \infty} v^W_N(0)$ and conclude that $v^W(0) = V(0)$.

Fix $\delta \in (0, \eta)$ and $N > \frac{1}{\delta}$. Denote by $e_1$ the unit vector in the first coordinate direction. Let $X^{\sigma^N}$ be a weak solution of the SDE $dX_t = \sigma^N_t(X) \, dB_t$, where

$$\sigma^N_t(X) = \begin{cases} 
(e_1; \ 0; \ \ldots; \ 0), & \text{for } |X_t| < \frac{1}{N}, \\
\sigma^0_t(X_t), & \text{for } |X_t| \in \left[\frac{1}{N}, \eta\right), 
\end{cases}$$

and the function $\sigma^0$ is defined as in Definition 3.3. By Remark 2.6, $\sigma^N$ defines a weak control. Since $\tilde{f}_N$ is constant on $(0, \frac{1}{N})$ and decreasing on $(\frac{1}{N}, \eta)$, by Proposition 4.9 we have

$$v^S_N(0) = v^W_N(0) = E^0 \left[ \int_0^T \tilde{f}_N(|X^{\sigma^N}_s|) \, ds \right].$$

Also define $\sigma^\delta$ to coincide with $\sigma^N$ except that we set $\sigma^\delta_t(X) = \left(e_1; \ 0; \ \ldots; \ 0\right)$, for $|X_t| \in \left[\frac{1}{N}, \delta\right)$.

Under either control $\sigma^N$ or $\sigma^\delta$, the process $t \mapsto |X_t|$ is deterministically increasing on the interval $(\delta, \eta)$, by Lemma 3.4. Therefore, writing $\tilde{f}$ for the exit time from the ball $B_{\delta}(0)$, the error between the value $v^W_N(0)$ and the expected cost of choosing the control $\sigma^N$ with the cost $f$ is

$$0 \leq E_N(\delta) := E^0 \left[ \int_0^{\tau_\delta} \tilde{f}(|X^{\sigma^N}_s|) \, ds \right] - v^W_N(0) = E^0 \left[ \int_0^{\tau_\delta} \tilde{f}(|X^{\sigma^\delta}_s|) \, ds \right] - E^0 \left[ \int_0^{\tau_\delta} \tilde{f}_N(|X^{\sigma^N}_s|) \, ds \right].$$

In the ball $B_{\delta}(0)$, the process $X^{\sigma^\delta}$ is equal to a one-dimensional Brownian motion in the direction $e_1$ and so, making a calculation with the Green’s function similar to (5.2) in the proof of Proposition 5.2, we find that

$$E^0 \left[ \int_0^{\tau_\delta} \tilde{f}(\delta - y) \, dy \right] = 2 \int_0^\delta s \tilde{f}(s) \, ds.$$ 

We now compute the expected cost under the control $\sigma^N$. When $|X^{\sigma^N}_t| \in (\frac{1}{N}, \delta)$, the process $X^{\sigma^N}$ follows tangential motion, and so we can calculate

$$E^0 \left[ \int_0^{\tau_\delta} \tilde{f}_N(|X^{\sigma^N}_s|) \, ds \right] = \int_0^{\delta^2 - \frac{1}{N^2}} \tilde{f}(\sqrt{N^{-2} + s}) \, ds = 2 \int_0^\delta s \tilde{f}(s) \, ds.$$ 

In the ball $B_{\frac{1}{N}}(0)$, the process $X^{\sigma^N}$ is a one-dimensional Brownian motion and so, making another calculation with the Green’s function, we can write

$$E^0 \left[ \int_0^{\tau_\delta} \tilde{f}_N(|X^{\sigma^N}_s|) \, ds \right] = E^0 \left[ \int_0^{\tau_\delta} \tilde{f}(|X^{\sigma^N}_s|) \, ds \right] + E^0 \left[ \int_0^{\tau_\delta} \tilde{f}_N(|X^{\sigma^N}_s|) \, ds \right]$$

$$= \frac{1}{N^2} \tilde{f} \left( \frac{1}{N} \right) + 2 \int_0^\delta y \tilde{f}(y) \, dy.$$
Therefore the error is

\[ E_N(\delta) = 2 \int_0^\delta (\delta - y) \hat{f}(y) \, dy - 2 \int_0^\delta y \hat{f}(y) \, dy - \frac{1}{N^2} \hat{f}\left(\frac{1}{N}\right). \]

Since \( \int_0^r \hat{f}(s) \, ds < \infty \), for any \( r > 0 \), we can take the limit as \( N \to \infty \) to get

\[ E(\delta) := \lim_{N \to \infty} E_N(\delta) = 2 \int_0^\delta (\delta - 2y) \hat{f}(y) \, dy, \]

and then taking the limit as \( \delta \to 0 \) gives

\[ 0 \leq E(\delta) = 2 \int_0^\delta (\delta - 2y) \hat{f}(y) \, dy \xrightarrow{\delta \to 0} 0. \]

Returning to the definition of \( E_N(\delta) \), for fixed \( \delta \in (0, \eta) \) and \( N > \frac{1}{\eta} \), we recall that

\[ v_N^W(0) + E_N(\delta) = \mathbb{E}^0 \left[ \int_0^\tau \hat{f}(|X_s^\sigma|) \, ds \right]. \]

Since \( \tilde{f}_N \leq \hat{f} \), we have

\[ v^W(0) + E_N(\delta) \geq v_N^W(0) + E_N(\delta), \]

and, by the definition of \( v^W \),

\[ \mathbb{E}^0 \left[ \int_0^\tau \hat{f}(|X_s^\sigma|) \, ds \right] \geq v^W(0). \]

Combining these inequalities with (5.5), we see that

\[ v^W(0) + E_N(\delta) \geq v_N^W(0) + E_N(\delta) \geq v^W(0). \]

Since the sequence \( (v_N^W(0))_{N \in \mathbb{N}} \) is monotone, we can take the limit as \( N \to \infty \) and find that

\[ v^W(0) + E(\delta) \geq \lim_{N \to \infty} v_N^W(0) + E(\delta) \geq v^W(0). \]

Having calculated that \( \lim_{\delta \to 0} E(\delta) = 0 \) in (5.4), we have

\[ v^W(0) = \lim_{N \to \infty} v_N^W(0) = V(0). \]

Now fix \( \varepsilon > 0 \) and let \( \sigma^\varepsilon \in \mathcal{U} \) be \( \varepsilon \)-suboptimal for \( v_N^W(0) \). Then

\[ v_N^W(0) = v_N^S(0) \leq v^S(0) \leq \mathbb{E}^0 \left[ \int_0^\tau \tilde{f}_N(|X_s^\sigma^\varepsilon|) \, dt \right] \leq \liminf_{N \to \infty} \mathbb{E}^0 \left[ \int_0^\tau \tilde{f}_N(|X_s^\sigma^\varepsilon|) \, dt \right] \leq \liminf_{N \to \infty} v_N^S(0) + \varepsilon = V(0) + \varepsilon. \]

Since \( \lim_{N \to \infty} v_N^W(0) = V(0) \), we conclude that \( v^S(0) = v^W(0) = V(0) \). \( \square \)

**Remark 5.7.** Note that, if the growth rate of \( \hat{f} \) is such that, for any \( r > 0 \), \( \int_0^r \hat{f}(s) \, ds = \infty \), then the error \( E(\delta) \) in the proof of Proposition 5.6 is infinite for all \( \delta \). Therefore the above argument does not generalise to costs with faster growth at the origin.

We now consider decreasing costs with faster growth at the origin.

**Proposition 5.8.** Suppose that Assumption 5.1 holds and that there exists \( \eta > 0 \) such that \( \hat{f} \) is positive and decreasing on the interval \( (0, \eta) \). If, for any \( r > 0 \),

\[ \int_0^r s \hat{f}(s) \, ds = \infty, \]

then \( v^S(0) = v^W(0) = +\infty. \)

**Proof.** Once again define \( \tilde{f}_N, f_N \) and \( v_N^W \) as in the proof of Proposition 5.2 for \( N \in \mathbb{N} \). Let \( N > \frac{1}{\eta} \) and define the weak control \( \sigma^N \) as in the proof of Proposition 5.6 so that \( \sigma^N \) is optimal for \( v_N^W \). Using the calculations of
the expected cost under the control \( \sigma^N \) from the proof of Proposition 5.6, we find that
\[
v_N^W(0) = \mathbb{E}^0 \left[ \int_0^T \tilde{f}_N(\{X_{s}^{\sigma^N}\}) \, ds \right] = \mathbb{E}^0 \left[ \int_0^T \tilde{f}_N(\{X_{s}^{\sigma^N}\}) \, ds \right] + \mathbb{E}^0 \left[ \int_0^T \tilde{f}_N(\{X_{s}^{\sigma^N}\}) \mathbb{I}_{\{X_{s}^{\sigma^N} \in (\eta, R)\}} \, ds \right]
\[
\geq \frac{1}{N^2} \tilde{f} \left( \frac{1}{N} \right) + 2 \int_{\frac{\eta}{\tilde{f}}}^{\eta} y \tilde{f}(y) \, dy + (R^2 - \eta^2) \min \left\{ \tilde{f}(r) : r \in (\eta, R) \right\}.
\]
By the growth condition on \( \tilde{f} \), we have
\[
\lim_{N \to \infty} \int_{\frac{\eta}{\tilde{f}}}^{\eta} y \tilde{f}(y) \, dy = +\infty.
\]
Also, since \( \tilde{f} \) is continuous on \((0, R)\), we have \( \min \left\{ \tilde{f}(r) : r \in (\eta, R) \right\} > -\infty \), and so
\[
\lim_{N \to \infty} v_N^W(0) = +\infty.
\]
We conclude that
\[
v_0^S(0) \geq v_0^W(0) \geq \lim_{N \to \infty} v_N^W(0) = +\infty. \quad \square
\]
We have now fully characterised the value function for any radially symmetric cost, except for the value at the origin when the cost function is decreasing at the origin and grows at such a rate that, for any \( r > 0 \),
\[
\int_0^r \tilde{f}(s) \, ds = \infty \quad \text{and} \quad \int_0^r s \tilde{f}(s) \, ds < \infty.
\]
This remaining growth regime has many interesting features, which we study in detail in [1]. Here we present the following partial result.

**Proposition 5.9.** Suppose that Assumption 5.1 holds and that there exists \( \eta > 0 \) such that \( \tilde{f} \) is positive and decreasing on the interval \((0, \eta)\). If, for any \( r > 0 \),
\[
\int_0^r \tilde{f}(s) \, ds = \infty \quad \text{and} \quad \int_0^r s \tilde{f}(s) \, ds < \infty,
\]
then, for \( V \) equal to the candidate value function defined in Definition 4.6,
\[
v_0^W(0) = V(0) \in (-\infty, \infty).
\]
Moreover, if \( d \geq 3 \), then \( v(0) = v_0^S(0) = v_0^W(0) = V(0) \).

Note that we do not make any claim about the strong value function in dimension \( d = 2 \). We split the proof of Proposition 5.9 into two lemmas, first proving the result for dimensions \( d \geq 3 \).

**Lemma 5.10.** Under the conditions of Proposition 5.9 with \( d \geq 3 \), we have
\[
v(0) = v_0^S(0) = v_0^W(0) = V(0) \in (-\infty, \infty).
\]

**Proof.** In this case, we can follow the same argument as in the proof of Proposition 5.6 except that we replace the constant control \( \begin{bmatrix} c_1; & 0; & \ldots; & 0 \end{bmatrix} \) with \( \frac{1}{\delta} I \), where \( I \) is the \( d \)-dimensional identity matrix. Instead of following a one-dimensional Brownian motion at the origin, the controlled processes under \( \sigma^N \) and \( \sigma^\delta \) follow a scaled \( d \)-dimensional Brownian motion. We now verify that the approximation arguments in Proposition 5.6 hold with this change.

We will use the Green’s function for the \( d \)-dimensional Brownian motion \( B \), as defined in Section 3.3 of the book [14] of Mörters and Peres. By Theorem 3.32 and 3.33 of [14] and the radial symmetry of \( f \), there are constants \( C, C' > 0 \) such that, for any \( \delta \in (0, \eta) \),
\[
\mathbb{E}^0 \left[ \int_0^{\delta} \tilde{f}(B_s) \, ds \right] = C \int_{B_{\delta}} |y|^{2-d} f(y) \, dy = C' \int_0^{\delta} r \tilde{f}(r) \, dr \overset{\delta \to 0}{\to} 0,
\]
where the limit follows from the assumption that \( \int_0^r s \tilde{f}(s) \, ds < \infty \) for any \( r > 0 \). Hence, following the same arguments as in the proof of Proposition 5.6, we deduce the desired result. \( \square \)
Now suppose that \( d = 2 \). Note that, from the form of the Green’s function for 2-dimensional Brownian motion given in Theorem 3.34 of \([14]\), we can see that the argument used for \( d \geq 3 \) is no longer valid. In the following lemma, we treat the weak control problem in dimension \( d = 2 \).

**Lemma 5.11.** Under the conditions of Proposition 5.9 with \( d = 2 \), the weak value function is given by

\[
v^W(0) = V(0) \in (-\infty, \infty).
\]

**Proof.** Retaining the notation of the proof of Proposition 5.8, we have that, for any \( y \in D \) with \( |y| = \eta \),

\[
v^W(0) \geq \lim_{N \to \infty} v^W_N(0) = V(0) = 2 \int_0^\eta \xi \tilde{f}(y) \, d\xi + V(y),
\]

by Proposition 4.9 and the definition of \( V \) in Definition 4.6.

In Theorem 4.3 of \([12]\), Larsson and Ruf prove that, for \( d = 2 \), there exists a weak solution \( X^{\sigma^0}_t \) of the SDE

\[
dX_t = \sigma^0(X_t) \, dB_t; \quad X_0 = 0.
\]

The process \( X^{\sigma^0}_t \) follows tangential motion starting from the origin, as defined in Definition 3.3. By Lemma 3.4, we have

\[
|X^{\sigma^0}_t| = \sqrt{t}, \quad \text{for any } t \geq 0,
\]

and so

\[
\mathbb{E}_0 \left[ \int_0^{\tau_\eta} f(X^{\sigma^0}_s) \, ds \right] = \int_0^\eta \tilde{f}(\sqrt{s}) \, ds = 2 \int_0^\eta \xi \tilde{f}(\xi) \, d\xi.
\]

Note that Assumption A.1 holds, and so we can apply the dynamic programming principle from Proposition A.2 to see that, for any \( y \in D \) with \( |y| = \eta \),

\[
v^W(0) \leq v^S(0) \leq \mathbb{E}_0 \left[ \int_0^{\tau_\eta} f(X^{\sigma^0}_s) \, ds + v^S(X^{\sigma^0}_{\tau_\eta}) \right] = 2 \int_0^\eta \xi \tilde{f}(\xi) \, d\xi + V(y),
\]

using the result of Proposition 5.4 that \( v^S = V \) away from the origin.

Combining the above inequality with (5.6), we have \( v^W(0) = V(0) \), as required. \(\square\)

**Figure 6.** Figure showing the distinct growth regimes for the cost function in Theorem 5.12, highlighting the case where, for any \( r > 0 \), \( \int_0^r \tilde{f}(s) \, ds = \infty \) and \( \int_0^r s \tilde{f}(s) \, ds < \infty \), as in Proposition 5.9.

We summarise the preceding results in the following extension of Proposition 4.9.

**Theorem 5.12.** Suppose that Assumption 5.1 is satisfied, and let \( V : D \to \mathbb{R} \cup \{\pm \infty\} \) be the candidate value function defined in Definition 4.6. Let \( x \in D \) and suppose, moreover, that one of the following conditions holds:

(i) \( \tilde{f} \) is increasing on the interval \((0, \eta)\);
(ii) \( \tilde{f} \) is decreasing on the interval \((0, \eta)\) and \( x \in D \setminus \{0\} \);
(iii) \( \tilde{f} \) is decreasing on the interval \((0, \eta)\), \( x = 0 \) and, for any \( r > 0 \), \( \int_0^r \tilde{f}(s) \, ds < \infty \);

We have

\[
v^W(0) = V(0) \in (-\infty, \infty).
\]
Then the value function is given by

\[ v(x) = v^S(x) = v^W(x) = V(x). \]

Furthermore, we can determine when the value function is finite. If \( \tilde{f} \) is increasing on the interval \((0, \eta)\), then

\[ v > -\infty, \quad \text{if} \quad \int_0^r \tilde{f}(s) \, ds > -\infty \quad \text{for any} \quad r > 0, \]

\[ v = -\infty, \quad \text{if} \quad \int_0^r \tilde{f}(s) \, ds = -\infty \quad \text{for any} \quad r > 0. \]

If \( \tilde{f} \) is decreasing on the interval \((0, \eta)\), then \( v(x) < \infty \) for \( x \in D \setminus \{0\} \), and

\[ v(0) = \infty, \quad \text{if} \quad \int_0^r s \tilde{f}(s) \, ds = \infty \quad \text{for any} \quad r > 0, \]

\[ v(0) < \infty, \quad \text{if} \quad d \geq 3 \quad \text{and} \quad \int_0^r s \tilde{f}(s) \, ds < \infty \quad \text{for any} \quad r > 0, \]

\[ v(0) < \infty, \quad \text{if} \quad d = 2 \quad \text{and} \quad \int_0^r \tilde{f}(s) \, ds < \infty \quad \text{for any} \quad r > 0. \]

We now discuss what remains to find the strong value function under the assumptions of Proposition 5.9 in the case \( d = 2 \).

**Remark 5.13.** Recall that, in Proposition 2.7, we appealed to Theorem 4.5 of El Karoui and Tan’s paper [4] to show equality between weak and strong value functions, under the assumption that the cost function \( f \) is upper semicontinuous and bounded above by a constant.

Under the assumptions of Proposition 5.9, we cannot apply Theorem 4.5 of [4], since one of the conditions of that theorem is no longer satisfied. Namely, in our setup, Theorem 4.5 of [4] is only applicable if the random variable \( F_\tau := \int_0^\tau f(X_s) \, ds \) is bounded above by some random variable that is uniformly integrable under the family of probability measures \( \mathcal{P}_0 \) defined in Section 2. We show that this condition is not satisfied as follows.

Let \( e_1 \) be the unit vector in the first coordinate direction and define \( X^1 \) by \( X^1_t = e_1 B_t \), for \( t \geq 0 \). Then let \( \mathbb{P}^{X^1} \) be the law of the process \( X^1 \) and define the product measure \( \mathbb{P} := \mathbb{P}^{X^1} \times \delta_{e_1} \in \mathcal{P}_0 \). Following the same Green’s function calculation as in 5.2 in the proof of Proposition 5.2 we compute that

\[ \mathbb{P} \left[ \int_0^\tau f(X_s) \, ds \right] = \int_0^\tau (R - r) \tilde{f}(r) \, dr = +\infty, \]

due to the growth condition on \( \tilde{f} \) at the origin. Hence there does not exist any uniformly integrable upper bound on \( F_\tau \) and Theorem 4.5 of [4] does not apply.

In Lemma 5.11 we found the weak value function at the origin by using the fact that there exists a weak solution of the SDE (5.7) describing tangential motion started from the origin. However, the SDE (5.7) has no strong solution, as we prove in [1] Theorem 1.1. Since there exists no strong solution, we cannot follow the same argument as in the proof of Lemma 5.11 to find the strong value function. Nevertheless, we show in [1] Theorem 4.1] that the strong and weak value functions are in fact equal, using the theory of Brownian filtrations.

**Appendix A. Dynamic programming and comparison principles**

In this appendix, we state the main results from the theory of dynamic programming and viscosity solutions that we use in the paper. The proofs of these results are fairly standard, but we have been unable to find versions of these results in the literature that completely cover the conditions required here. Full details can be found in the doctoral thesis [16]. We require the following strengthening of Assumption 2.1.

**Assumption A.1.** Suppose that Assumption 2.1 holds and, moreover, the domain \( D \) is strictly convex and the value function \( v \) satisfies \( v(x) > -\infty \), for any \( x \in D \).
Proposition A.2. Suppose that Assumption [A.1] is satisfied. Then $v$ is continuous and the following dynamic programming principle holds. For any $x \in D$ and any stopping time $\theta$ with $\theta \in [0, \tau]$ almost surely, $v$ satisfies

$$
(A.1) \quad v(x) = \inf_{\nu \in U} \mathbb{E}^{\nu} \left[ \int_0^{\theta} f(X^{\nu}_s) \, ds + v(X^{\nu}_\theta) \right].
$$

Remark A.3. If there exists an optimal control $\sigma^* \in U$, then $[A.1]$ is equivalent to stating that

$$
v(X^{\sigma^*}_t) + \int_0^t f(X^{\sigma^*}_s) \, ds \text{ is a submartingale, for all } \sigma \in U,
$$

$$
\text{a martingale, for } \sigma = \sigma^*.
$$

Proposition A.4. Suppose that Assumption [A.1] holds and that $f : D \to \mathbb{R}$ is continuous. Then we have the following comparison principle for the HJB equation

$$
(A.2) \quad -\frac{1}{2} \inf_{\sigma \in U} \text{Tr} \left( D^2 v \sigma \sigma^T \right) - f = 0.
$$

Suppose that $u \in \text{USC}(\overline{D})$ is a viscosity subsolution of $[A.2]$, $v \in \text{LSC}(\overline{D})$ is a viscosity supersolution of $[A.2]$, and $u \leq v$ on $\partial D$. Then $u \leq v$ on $\partial D$.

Theorem A.5. Suppose that Assumption [A.1] holds, and suppose further that the domain $D$ is uniformly convex, the running cost $f$ is continuous in $D$, and the boundary cost $g$ is uniformly continuous on $\partial D$.

Then the value function $v : D \to \mathbb{R}$ defined in Section 2 extends continuously to $\overline{D}$ and is the unique viscosity solution of the HJB equation $[A.2]$ in $D$, with boundary condition $v = g$ on $\partial D$.

References

1. A. M. G. Cox and B. A. Robinson. SDEs with no strong solution arising from a problem of stochastic control. arXiv:2205.02519 [math], May 2022.
2. H. De March. Local structure of multi-dimensional martingale optimal transport. arXiv:1805.09469 [math], Nov. 2018. arXiv:1805.09469.
3. H. De March and N. Touzi. Irreducible convex paving for decomposition of multi-dimensional martingale transport plans. The Annals of Probability, 47(3):1726–1774, 2019. arXiv:1702.08298.
4. N. El Karoui and X. Tan. Capacities, Measurable Selection and Dynamic Programming Part II: Application in Stochastic Control Problems. arXiv:1510.0364 [math], Oct. 2013.
5. E. R. Fernholz, I. Karatzas, and J. Ruf. Volatility and arbitrage. The Annals of Applied Probability, 28(1):378–417, Feb. 2018.
6. W. H. Fleming and H. M. Soner. Controlled Markov Processes and Viscosity Solutions, volume 25. Springer Science & Business Media, 2006.
7. N. Ghoussoub, Y.-H. Kim, and T. Lim. Structure of optimal martingale transport plans in general dimensions. Annals of Probability, 47(1):109–164, 2019. arXiv:1508.01806.
8. F. Gozzi and T. Vargiolu. Superreplication of European multiasset derivatives with bounded stochastic volatility. Mathematical Methods of Operations Research (ZOR), 55(1):69–91, Mar. 2002.
9. I. Karatzas and S. E. Shreve. Brownian Motion and Stochastic Calculus, volume 113 of Graduate Texts in Mathematics. Springer New York, New York, NY, 1998.
10. A. E. Kyprianou and B. A. Surya. Principles of smooth and continuous fit in the determination of endogenous bankruptcy levels. Finance and Stochastics, 11(1):131–152, 2007.
11. M. Larsson and J. Ruf. Minimum curvature flow and martingale exit times. arXiv:2003.13611 [math], Mar. 2020.
12. M. Larsson and J. Ruf. Relative arbitrage: Sharp time horizons and motion by curvature. Mathematical Finance, 31(3):885–906, 2021.
13. T. Lim. Optimal martingale transport between radially symmetric marginals in general dimensions. Stochastic Processes and their Applications, 130(4):1897–1912, Apr. 2020.
14. P. Mörters and Y. Peres. Brownian Motion, volume 30. Cambridge University Press, 2010.
15. D. Revuz and M. Yor. Continuous Martingales and Brownian Motion, volume 293 of Grundlehren Der Mathematischen Wissenschaften. Springer Berlin Heidelberg, Berlin, Heidelberg, 1999.
16. B. A. Robinson. Stochastic Control Problems for Multidimensional Martingales. PhD Thesis, University of Bath, 2020.
17. W. Rudin. Principles of Mathematical Analysis. McGraw-Hill, third edition, 1976.
18. A. N. Shiryaev. Probability, volume 95 of Graduate Texts in Mathematics. Springer Science & Business Media, second edition, 1996.
19. X. Tan and N. Touzi. Optimal Transportation Under Controlled Stochastic Dynamics. *The Annals of Probability*, 41(5):3201–3240, 2013.

20. N. Touzi. *Optimal Stochastic Control, Stochastic Target Problems, and Backward SDE*, volume 29 of *Fields Institute Monographs*. Springer New York, New York, NY, 2013.

21. T. Vargiolu. Existence, uniqueness and smoothness for the Black-Scholes-Barenblatt equation. Technical report, Universita di Padova, 2001.

22. J. Warren. Branching processes, the ray-knight theorem, and sticky brownian motion. In *Séminaire de Probabilités XXXI*, pages 1–15. Springer, 1997.

alexander, Bath, U.K.

Email address: a.n.g.cox@bath.ac.uk

Universität Wien, Vienna, Austria

Email address: ben.robinson@univie.ac.at