Energy-efficient algorithm for classification of states of wireless sensor network using machine learning methods
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Abstract. This paper focuses on the development of an energy-efficient algorithm for classification of states of a wireless sensor network using machine learning methods. The proposed algorithm reduces energy consumption by: 1) elimination of monitoring of parameters that do not affect the state of the sensor network, 2) reduction of communication sessions over the network (the data are transmitted only if their values can affect the state of the sensor network). The studies of the proposed algorithm have shown that at classification accuracy close to 100%, the number of communication sessions can be reduced by 80%.

1. Introduction

Most studies of wireless sensor networks (WSNs) are aimed at improving such features as efficiency, reliability and security of the system. This article focuses on improving the energy efficiency of WSNs. Since most of the network nodes operate autonomously, the nature of the use of energy resources directly affects the life cycle of the network. A significant part of the energy of network nodes is consumed by the process of communication via wireless communication. A simple solution to reduce the number of communication sessions generates a technical contradiction: “With an increase in the number of communication sessions, the energy consumption of nodes increases, which leads to a reduction in the time of autonomous operation of the node; with a decrease – the probability of missing important events increases, which may lead to incorrect decision making” [1].

The paper contains the study of the method for solving the above-mentioned technical contradiction by a dynamic change in the data transmission frequency depending on the trend of the sensor readings change.

2. Materials and methods

To determine the state of the network, the data of the sensors are used. The proposed method for increasing the energy efficiency of the sensor network is based on the hypothesis that there is a subset of controlled parameters whose contribution to the final decision is insignificant or does not exist. Thus, excluding the above mentioned data will not affect the functioning of the system and the energy will be used more efficiently [2].

To test this hypothesis, the simulation of the sensor network operation was performed. The sensor network consists of 20 sensors, each of which every minute provides data on 4 parameters of the environment: temperature, pressure, humidity and illumination. The dynamics of the change in readings was performed with the help of Gaussian processes [3]. The results of the initial data are...
shown in Figure 1.
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**Figure 1.** Readings of the initial data of the sensor network according to the parameters: temperature, pressure, humidity and illumination.

Next, a linear algorithm for classifying network states was developed, which compared the temperature and humidity data at a particular point of time with one of 5 states: 0 – normal, 1 – high temperature, 2 – ignition, 3 – high humidity, 4 – supercooling. At the same time, data on pressure and illumination were not used. The result of the classification is shown in Figure 2.

As a classification model, a decision tree was selected. The selection is conditioned by the fact that in similar models the calculation process is based on conjunctive patterns consisting of a set of predicates for input data, which corresponds to the process of decision making by the operator. In addition, decision trees allow performing classification with gaps in the input data, which takes place in the sensor networks.

At the first stage, 80% of the data, on the basis of which the decision tree was constructed using the ID3 algorithm, was selected randomly. At the second stage, the remaining 20% of the data was classified using the model obtained. To assess the reliability of the constructed model, the accuracy was calculated:

\[
\text{Accuracy} = \frac{T}{T + F} = \frac{4030}{4032} = 99\%,
\]

where \(T\) – the number of correct responses, \(F\) – the number of incorrect responses.

Thus, the constructed model showed that it can classify the state of the sensor network with a probability of 99%.
Figure 2. The graph of the distribution of states of the sensor network (0 – normal, 1 – high temperature, 2 – ignition, 3 – high humidity, 4 – supercooling).

The decision tree contains a set of predicates, each of which is associated with one of the parameters of the input data; at the same time, if the parameter does not have a predicate, it does not affect the classification process. For the current model, a graph of the distribution of weights for the parameters of the input data was made (see Figure 3).

Figure 3. Distribution of the weights of the decision tree with respect to input parameters.

Further, zero-weight readings were excluded from the test sample, a new model of the decision tree was trained, and testing was conducted. In this case, the classification accuracy was obtained:

\[ \text{Accuracy} = \frac{T}{T + F} = \frac{4030}{4032} = 99\% . \]

As a result of excluding parameters with zero weights from the input data, similar accuracy is obtained. On the basis of the results obtained, it can be concluded that the energy consumption by the process of monitoring the parameters with zero weights is not justified and can be eliminated. It is also possible to exclude parameters whose weights are very close to zero. In this case, the classification accuracy can be slightly lower. The search for a compromise between the accuracy and the number of parameters depends on the problem being solved and in each case must be solved individually.
3. Energy-efficiency for data transmission between the elements of the sensor network

The control module makes a decision about the state of the sensor network based on the set of the data transmitted from the sensors. The process of computing the network state using the decision tree is idempotent, that is, if the same input data is provided, the result is identical. Thus, if the data, transmitted from the sensors, have not changed, then the network state remains the same.

The calculation of the network state is carried out by means of the alternate comparison of the readings of the sensors with the predicates obtained earlier in the training of the model. The comparison continues until a leaf of the tree with the value of the particular state of the system is achieved [4]. An example of a decision tree obtained when training using the data, generated in Section 2, is shown in Figure 4.

![Figure 4. The decision tree (the first 3 levels).](image)

The proposed algorithm for energy efficient data transmission is that each sensor transmits data only when it can influence the decision of the main module. Vertical predicates form numerical ranges of values, within which the state of the network will be unchanged. Thus, if the current sensor reading is within this range, then the data may not be sent. In this case, the control module should understand that if a particular sensor does not transmit data, then its readings have not changed significantly and it is possible to use the previous value [5-8].

As a result of the application of this algorithm, the computational load is distributed: before the control module makes a decision about the state of the system, each sensor independently makes a decision whether its current state is important when the main module makes a decision.

The sensor decision-making algorithm for data transmission is shown in Figure 5.
Figure 5. An algorithm of decision making by the sensor about data transmission.

The energy efficiency of the proposed algorithm is due to the reduction in the number of data transmission sessions. As previously noted, data transmission consumes most of the energy.

When sensor makes a decision about data transfer, information about the numerical ranges, within which the state of the system is unchanged, is required. To do this, the following steps must be performed:

- to train the model on previously known data;
- from a set of predicates, to select a subset relating to a particular sensor;
- to sort the predicates in ascending order (the predicates in the tree are arranged in a chaotic order);
- to send the obtained list of predicates to the sensor.
To study the energy efficiency of the proposed algorithm, an experiment was conducted using a network of pressure sensors [9] and an algorithm for classifying network states on the basis of data generated in Section 2. Based on the results of the study, it is possible to conclude that the application of the proposed algorithm allowed reducing the number of communication sessions by 80%. The second advantage of this method is that time delay $T$ for each sensor can be determined separately depending on the dynamics of the monitored parameter (for example, the temperature tends to change faster than the pressure). The proposed solutions can be used in the implementation of energy efficient information transmission systems in the management of mobile systems [10–11], as part of the concept of “Internet of Things” with the support of predictive repair functions [12]. Thus, energy saving, as well as timely informing on significant changes in the environment, is provided.

### 4. Conclusion

The procedure for minimizing the set of monitored parameters allows saving energy resources due to the elimination of monitoring the parameters that do not affect the process of classification of states of the wireless sensor network. The second advantage of this technique is that in order to obtain the most accurate classification, it is possible to initially control all possible parameters of the external environment, and then to select only the minimum set of necessary parameters.

The proposed data transmission algorithm reduces the number of communication sessions by approximately 80%. This is achieved by the property of the decision tree, when the process is classified by predicate comparison. Thus, the sensors, based on the numerical ranges of a particular monitored parameter, can independently determine whether it is important to send data at the moment or not.
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