HEXAPODS WITH A SMALL LINEAR SPAN
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Abstract. The understanding of mobile hexapods, i.e., parallel manipulators with six legs, is one of the driving questions in theoretical kinematics. We aim at contributing to this understanding by employing techniques from algebraic geometry. The set of configurations of a mobile hexapod with one degree of freedom has the structure of a projective curve, which hence has a degree and an embedding dimension. Our main result is a classification of configuration curves of hexapods that satisfy some restrictions on their embedding dimension.

1. Introduction

In this paper we work on the classification of mechanical manipulators called n-pods. In particular we focus on the case $n = 6$, i.e., hexapods or Stewart-Gough platforms. Geometrically (see [Naw14b]), these are described by $n$ platform anchor points $P_i \in \mathbb{R}^3$ and $n$ base anchor points $Q_i \in \mathbb{R}^3$, where each pair of base/platform points is connected by a leg so that for all possible configurations of the mechanism the distance between $P_i$ and $Q_i$ is preserved (see Figure 1).

![Figure 1. An example of a hexapod.](image)

One is now interested in the self-motions of such a configuration, i.e., the set of direct isometries $\sigma \in \text{SE}_3$ of $\mathbb{R}^3$ such that

$\|\sigma(P_i) - Q_i\| = \|P_i - Q_i\|$ for all $i \in \{1, \ldots, n\}$. 
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These conditions are called spherical conditions or leg-equations. An \( n \)-pod is called mobile, if the set of its self-motions, called the configuration space of the \( n \)-pod, is at least one-dimensional. One-dimensional subvarieties of this set are called configuration curves.

The group of direct isometries \( \text{SE}_3 \) of \( \mathbb{R}^3 \) is 6-dimensional, since it is the semidirect product of the 3-dimensional group of rotations with the 3-dimensional group of translations. Therefore, an \( n \)-pod is always expected to move if \( n < 6 \) since in this case there are at most 5 spherical conditions. The most interesting case is then \( n = 6 \), which is the smallest value for which a generic \( n \)-pod does not move, but special ones do. The classification of mobile hexapods is still wide open.

Consider the spherical conditions from Equation (♦). These define linearly equivalent divisors on \( \text{SE}_3 \). The linear system containing these divisors defines a natural embedding 

\[
\text{SE}_3 \subset \mathbb{P}^{16}
\]

as was noticed by [GNS15] and [Mou96, Section 5]. Let \( \overline{\text{SE}}_3 \) be the compactification of \( \text{SE}_3 \) in this embedding: it is a projective variety of dimension 6 and degree 40. By construction, the spherical conditions are now linear in these coordinates, i.e., they define hyperplanes in \( \mathbb{P}^{16} \).

In this paper we take the view that the basic invariants of a mobile hexapod with one degree of freedom are the degree and the codimension of the span of its configuration curve in \( \mathbb{P}^{16} \). In this setting, we have the following restrictions, which we depict in Table 1:

- (RA) No configuration curve can have degree higher than 40 because they are linear sections of \( \overline{\text{SE}}_3 \), which itself has degree 40. Moreover, since \( \overline{\text{SE}}_3 \) has dimension 6, then no configuration curve can have a span of codimension smaller than 5.
- (RB) Since \( \overline{\text{SE}}_3 \subset \mathbb{P}^{16} \) is defined by quadrics, if the dimension of the span of a configuration curve is \( i \) then the degree of that curve cannot be more than \( 2^{i-1} \).
- (RC) From general results about varieties of minimal degree, we know that the dimension of the span of a configuration curve cannot exceed its degree, with equality for rational normal curves.

Moreover, in the literature one can find the following constructions and restrictions, also reported in Table 1:

- (L1) When the codimension of the span is precisely 5, then the configuration curve has degree 40. All these hexapods are architecturally singular. These are pods whose legs in a prescribed configurations can be perturbed with less than 6 degrees of freedom (which is the standard situation). This is a well-studied class of mechanisms; see [HK00, RM98, Kar08, Naw09]. In [HSW18], where investigations about architecturally singular hexapods are made using numerical algebraic geometry, a subfamily whose elements are called Segre-dependent Stewart-Gough platforms is studied.
- (L2) From [GNS17], we know that the values (28, 6) are attained at the family of so-called liaison hexapods; moreover, 28 is also the maximal possible degree
for hexapods that are not architecturally singular and do not satisfy some
degeneracy condition, and it is attained only for the liaison case. We do not
have information about hexapods satisfying these degeneracy condition.

(L3) The value \((12, 10)\) is attained by hexapods obtained by taking only 6 legs
from a mobile icosapod (which is a pod with 20 legs); see [Bor08] and
[GNSS17] for a more recent account. To this class belong the hexapods
created by Geiß and Schreyer [GS09] using computations over finite fields.

(L4) The values \((6, 10), (8, 9), \) and \((12, 10)\) are attained by \textit{Bricard flexible octa-
hedra}, where three pairs of base and platform points coincide; see [Bri97].

(L5) The value \((4, 13)\) is attained by the so-called Borel-Bricard hexapods, whose
configuration curve is a quartic of genus 1. The two foundational papers of
Borel [Bor08] and Bricard [Bri06] describe these mobile hexapods.

(L6) The value \((2, 14)\) is attained by hexapods allowing a so-called \textit{butterfly
motion}, where all platform points move around a fixed axis, and so the
configuration curve is a conic; see [Naw14c].

(L7) The value \((24, 6)\) is attained for \textit{(orthogonal) point-symmetric hexapods};
see [Naw14c] and [Die96].

(L8) Nawratil investigated mobile hexapods in which base and platform differ by
a projectivity [Naw12], or an isometry [Naw14a], or an isometry followed by
a scaling [Naw13]. The latter two cases provide the values \((4, 13)\) and \((18, 8),\)
respectively.

We thank Georg Nawratil for providing us information about these known families
of mobile hexapods, and we refer to his recent work [Naw18] for a more detailed
account on these families.

To contribute to this classification, we consider \(\widehat{P}^{16}\), the space of all hyperplanes
in \(P^{16}\). In this space, the possible spherical conditions (recall Equation (♦)) for
pairs of points \((P, Q)\) form a subvariety

\[ R^3 \times R^3 \subset \widehat{P}^{16}. \]

Compactifying this space, we obtain

\[ P^3 \times P^3 \subset \widehat{P}^{16} \]

where the inclusion is given by the Segre embedding. The classification of mobile
hexapods is then the following task:

“Find 6 points in \(P^3 \times P^3 \subset \widehat{P}^{16}\) such that the intersection of the corresponding
hyperplanes with \(SE_3\) contains a curve \(D\).”

In this paper we adopt a slight, but useful, change of perspective:

“Find curves \(D \subset SE_3\) such that the space \((D) \perp \subset \widehat{P}^{16}\) of hyperplanes
containing \(D\) intersects \(P^3 \times P^3\) in at least 6 points.”

The advantage of this perspective is that the classification of algebraic curves \(D\)
inside a larger algebraic variety is a classical and well-developed branch of algebraic
Table 1. Degrees and codimension (in $\mathbb{P}^{16}$) of the span of configuration curves of mobile hexapods.

| Degree | 40 | 32 | 28 | 24 | 18 | 16 | 14 | 12 | 10 | 8  | 6  | 4  | 2  |
|--------|----|----|----|----|----|----|----|----|----|----|----|----|----|
| Codim  | (L1)|    |    |    |    |    |    |    |    | (L2)|    | (L3)| (L6) |
| (L4)   |    |    |    |    |    |    |    |    |    |    |    |    |    |
| These entries cannot occur because of restriction (RA). |
| These entries cannot occur because of restriction (RB). |
| These entries cannot occur because of restriction (RC). |
| If these entries occur, by item (L2) they must satisfy some degeneracy conditions. |
| For these hexapods, the span of their configuration curve must intersect the center of the projection $\pi: \mathbb{P}^{16} \rightarrow \mathbb{P}^9$. This is proved in this paper. |
| These mobile hexapods exist (over the complex numbers). This is proved in this paper. |

geometry, which provides the tools for the present article. In particular, the condition that the ideal of $D$ contains many linear forms gives a strong restriction on the possible types of such curves.

To state our main theorems, some further (well-known) geometry is needed. Consider the natural projection

$$\pi: \text{SE}_3 \rightarrow \text{SO}_3.$$
By a theorem of Euler we can represent \( \text{SO}_3 \) as an open subset of \( \mathbb{P}^3 \) (see Theorem 2.5). The natural projection above then extends to a rational map

\[
\pi: \text{SE}_3 \to \mathbb{P}^3,
\]

which, in turn, is the composition of a linear projection \( \hat{\pi}: \mathbb{P}^{16} \to \mathbb{P}^9 \) and the inverse of the Veronese embedding \( \mathbb{P}^3 \to \mathbb{P}^9 \). We say that the projection under \( \pi \) of a curve in \( \text{SE}_3 \) is an Euler curve.

In this paper we prove the following:

**Theorem 6.2.** Let \( D \subset \text{SE}_3 \subset \mathbb{P}^{16} \) be an irreducible curve such that the span \( \langle D \rangle \) does not intersect the center of the projection \( \hat{\pi}: \mathbb{P}^{16} \to \mathbb{P}^9 \) defined above. Assume that \( \text{codim}(D) = c + 7 \) for some nonnegative number \( c \). Then \( \pi(D) \) is one of the curves listed in Table 2 and Table 3.

In particular, this shows that hexapods with invariants in Table 1 colored in vermilion (■) cannot satisfy the hypotheses of Theorem 6.2.

We call a curve \( D \subset \text{SE}_3 \) defined over \( \mathbb{C} \) a generalized \( n \)-pod curve if

\[
S(D) := \langle D \rangle^\perp \cap (\mathbb{P}^3 \times \mathbb{P}^3) \subset \mathbb{P}^{16}
\]

is a zero-dimensional scheme of length at least \( n \). Every curve in \( \text{SE}_3 \) coming from a mobile hexapod is a generalized hexapod curve, where the leg-equations correspond to the points of \( S(D) \). Conversely, a generalized hexapod curve \( D \) comes from a mobile hexapod if the following conditions hold:

1. \( S(D) \) is reduced;
2. \( S(D) \) lies in the affine part of \( \mathbb{P}^3 \times \mathbb{P}^3 \);
3. the reduced points of \( S(D) \) are individually defined over \( \mathbb{R} \).

The second main result of this paper is the following:

**Corollary 7.14.** For each entry in Table 2 and Table 3 not marked by (•), there exists a positive-dimensional family of generalized hexapod curves with Euler curves of those invariants. Lower bounds for the dimensions of these families are listed in Table 4 and Table 5.

The main new tool introduced in this paper, apart from the use of results of classical algebraic geometry, is the observation that there is a natural embedding of \( \text{SE}_3 \) in weighted projective space \( \mathbb{P}(1^4, 2^7) \) compatible with all the geometry described above. In this embedding, the variety \( \text{SE}_3 \) is an arithmetically Gorenstein 6-fold of codimension 4 and therefore has highly structured equations. More precisely, the ideal of \( \text{SE}_3 \) in this embedding is generated by the \( 4 \times 4 \) Pfaffians of a skew-symmetric \( 5 \times 5 \) matrix and an additional equation of weighted degree 4.

The paper is structured as follows. Section 2 defines the compactification \( \overline{\text{SE}_3} \) of \( \text{SE}_3 \) and introduces the embedding \( \overline{\text{SE}_3} \subset \mathbb{P}(1^4, 2^7) \). Section 3 describes \( n \)-pods and \( n \)-pod curves; this makes our change of perspective described above precise. Section 4 discusses the behavior at infinity of \( \overline{\text{SE}_3} \) and \( \text{SO}_3 \simeq \mathbb{P}^3 \). In particular, we observe that \( \overline{\text{SE}_3} \) is contact to the hyperplane at infinity and we clarify the relation between the contact condition in \( \mathbb{P}^3 \) and the existence of limits of hexapod configurations called butterfly bonds. The main technical tools are developed in Section 5 where we
deduce some geometric consequences of the Pfaffian equations derived in Section 2. This is used in Section 6 to prove our Classification Theorem 6.2. In Section 7 we prove the Construction Theorem 7.13 and Corollary 7.14. The Appendices collect useful facts from the classification of space curves and finite fields techniques. Some of our results rely on computer algebra calculations. The reader can find the relevant code files on Zenodo at [GvB20].
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2. Compactifications of $SE_3$

In this section we discuss a compactification of $SE_3$ introduced by Gallet, Nawratil and Schicho in [GNS15].

Definition 2.1. Let $SE_3$ be the algebraic group of direct isometries of $\mathbb{R}^3$ with respect to the standard scalar product, i.e., the set of pairs $(A, y)$ with $A \in SO_3$ and $y \in \mathbb{R}^3$. The action of $SE_3$ on $\mathbb{R}^3$ is then given by

$$v \mapsto Av + y.$$ 

The compactification of $SE_3$ defined in [GNS15] is the following:

Definition 2.2. Consider the injective morphism

$$\phi: SE_3 \longrightarrow \mathbb{P}_{\mathbb{R}}^{16} \quad (A, y) \mapsto \left( A : -A^t y : y : \langle y, y \rangle : 1 \right)$$

The coordinate ring of $\mathbb{P}_{\mathbb{R}}^{16}$ is $R := \mathbb{R}[a_{1,1}, \ldots, a_{3,3}, x_1, \ldots, x_3, y_1, \ldots, y_3, r, h]$. Let now $I_{SE_3} \subset R$ be the ideal of homogeneous polynomials vanishing on $\phi(SE_3)$ and set

$$SE_3 := V(I_{SE_3})$$

the vanishing set of these polynomials. The variety $SE_3 \subset \mathbb{P}_{\mathbb{R}}^{16}$ is then a compactification of $SE_3$.

Remark 2.3. [GNS15] gives explicit equations of $SE_3$.

The important advantage of this embedding is that the spherical conditions are linear in the above coordinates:

Proposition 2.4 (Gallet-Nawratil-Schicho). Let $P = (p_1, p_2, p_3)$ and $Q = (q_1, q_2, q_3)$ be two points in $\mathbb{R}^3$, and $(A, x, y, r, h) \in SE_3$. Then the condition $\| (A, y)(P) - Q \| = \| P - Q \|$ can be written as

$$\left( Q^t \begin{pmatrix} 1 & 0 \\ x^t & \frac{1}{2}r \end{pmatrix} \begin{pmatrix} A - h \text{id} \\ y \end{pmatrix} \begin{pmatrix} P \\ 1 \end{pmatrix} \right) = 0.$$ 

This equation is called the leg-equation $l_{P,Q}$ of $P$ and $Q$. 

Proof. Using the scalar product in $\mathbb{R}^3$, we can rewrite the equation above as

\[
0 = (AP + y - Q, AP + y - Q) - \langle P - Q, P - Q \rangle \\
= (AP, AP) + 2\langle y, AP \rangle - 2\langle Q, AP \rangle - 2\langle Q, y \rangle + \langle Q, Q \rangle + \langle y, y \rangle \\
- (\langle P, P \rangle + \langle Q, Q \rangle - 2\langle Q, P \rangle) \\
= 2\langle y, AP \rangle - 2\langle Q, AP \rangle - 2\langle Q, y \rangle + \langle Q, Q \rangle + \langle y, y \rangle + 2\langle Q, P \rangle \\
= -2\langle x, P \rangle + 2\langle Q, AP \rangle + 2\langle Q, y \rangle + 1 - 2 - \langle Q, P \rangle h \\
\]

with $h = 1$. But this is exactly what we get if we expand the matrix equation in the statement. □

We now recall a surprising theorem of Euler:

**Theorem 2.5 (Euler).** Let $SO_3$ be the group of orthogonal $3 \times 3$ matrices. Let $\mathbb{P}^3_\mathbb{R}$ be the projective space with coordinates $e_0, \ldots, e_3$. Set furthermore

\[ h := e_0^2 + e_1^2 + e_2^2 + e_3^2 \]

and let $(\mathbb{P}^3_\mathbb{R})^0 := \mathbb{P}^3_\mathbb{R} \setminus \{ h = 0 \}$ be the open set where $h$ does not vanish. Then the morphism

\[ \eta: (\mathbb{P}^3_\mathbb{R})^0 \to SO_3 \]

given by

\[
\eta(e_0 : e_1 : e_2 : e_3) := \frac{1}{h} \begin{pmatrix}
\frac{1}{h} + e_1^2 - e_2^2 - e_3^2 & 2e_1e_2 - 2e_0e_3 & 2e_0e_2 + 2e_1e_3 \\
2e_1e_2 + 2e_0e_3 & e_0^2 - e_1^2 + e_2^2 - e_3^2 & -2e_0e_1 + 2e_2e_3 \\
-2e_0e_2 + 2e_1e_3 & 2e_0e_1 + 2e_2e_3 & e_0^2 - e_1^2 - e_2^2 + e_3^2
\end{pmatrix}
\]

is an isomorphism.

**Proof.** This is a straightforward computation. □

Using this, we construct a new embedding for $\mathbb{SE}_3$:

**Definition 2.6.** Euler’s parametrization $\eta$ induces an embedding

\[ \alpha: \mathbb{P}(1^4, 2^7) \to \mathbb{P}^{16} \]

with

\[
\alpha(e_0 : e_1 : e_2 : e_3 : x_1 : x_2 : x_3 : y_1 : y_2 : y_3 : h : r) \\
:= (h \eta(e_0 : e_1 : e_2 : e_3 : x_1 : x_2 : x_3 : y_1 : y_2 : y_3 : h : r)
\]

where recall that $h = e_0^2 + e_1^2 + e_2^2 + e_3^2$.

**Remark 2.7.** This is just the 2-uple embedding of $\mathbb{P}(1^4, 2^7)$ written in interesting coordinates.

**Proposition 2.8.** There is a natural embedding

\[ \mathbb{SE}_3 \subset \mathbb{P}(1^4, 2^7) \]
compatible with $\alpha$ such that the ideal of $\text{SE}_3$ is minimally generated by the $4 \times 4$ Pfaffians of

$$M = \begin{pmatrix} 0 & -x_1 + y_1 & -x_2 + y_2 & -x_3 + y_3 & e_0 \\
-x_1 - y_1 & 0 & x_3 + y_3 & -x_2 - y_2 & e_1 \\
x_2 - y_2 & -x_3 - y_3 & 0 & x_1 + y_1 & e_2 \\
x_3 - y_3 & x_2 + y_2 & -x_1 - y_1 & 0 & e_3 \\
-e_0 & -e_1 & -e_2 & -e_3 & 0 \end{pmatrix}$$

and the quartic equation

$$y_1^2 + y_2^2 + y_3^2 - rh = 0.$$  

Furthermore, the identity element of $\text{SE}_3$ has coordinates $(1 : 0 : \cdots : 0)$ in this embedding.

Proof. The image of $\alpha$ contains $\text{SE}_3$ since the image of $\eta$ is the set of orthogonal matrices. We obtain the generators of the ideal of $\text{SE}_3 \subset \mathbb{P}(1^4, 2^7)$ by pulling back the generators of $\text{SE}_3 \subset \mathbb{P}^{16}$ and saturating the resulting ideal. This can be calculated by a computer algebra system. □

Remark 2.9. Notice that the above equations have integer coefficients. They therefore make sense over any field $K$. Over such a field $K$ we denote by $\text{SE}_3$ the variety defined by the above equations.

Definition 2.10. Let $\pi : \mathbb{P}(1^4, 2^7) \dashrightarrow \mathbb{P}^3$ be the rational morphism obtained by projecting from the codimension 4 subspace $\{e_0 = e_1 = e_2 = e_3 = 0\} \subset \mathbb{P}(1^4, 2^7)$. We denote the restriction of this rational morphism to $\text{SE}_3$ by the same letter.

3. Hexapods

Let us formally define what a mobile $n$-pod is:

Definition 3.1. An $n$-pod is a pair of $n$-tuples $(P_1, \ldots, P_n)$ and $(Q_1, \ldots, Q_n)$ in $\mathbb{R}^3$. Consider the corresponding leg-equations $l_i := l_{P_i, Q_i}$ from Equation (♦) and the linear space $L := V(l_1, \ldots, l_n) \subset \mathbb{P}^{16}$ where all leg-equations vanish. The pod is called mobile if the intersection $\text{SE}_3 \cap L$ contains a curve $D$ that passes through the identity element of $\text{SE}_3$.

Remark 3.2. Notice that the notion of mobility we have just introduced does not require the curve $D$ to be constituted of a one-dimensional set of real points; one might say that this is a notion of “complex mobility”.

We prefer a slightly more intrinsic view of this situation.

Definition 3.3. A curve $D \subset \text{SE}_3$ is called an $n$-pod curve, if

1. $D$ passes through the identity element of $\text{SE}_3$,
2. the space of linear equations in $I_D$ contains $n$ leg-equations.

Remark 3.4. For each $n$-pod curve one can obtain several mobile $m$-pods with $m < n$ by choosing $m$ of the possible $n$ leg-equations.

Let us describe the set of leg-equations geometrically:
Proposition 3.5. We interpret a leg-equation \( l_{P,Q} \) as a point in the dual space \( \hat{\mathbb{P}}^{16} \). The set of all leg-equations is then contained in the \( \mathbb{P}^3 \times \mathbb{P}^3 \) Segre \( \mathbb{P}^{15} \subset \hat{\mathbb{P}}^{16} \) defined by the 2 \times 2-minors of the matrix

\[
\begin{pmatrix}
A^* & y^* \\
(x^*)^t & -2r^*
\end{pmatrix}
\]

and the linear equation

\[a_{1,1}^* + a_{2,2}^* + a_{3,3}^* + h^* = 0\]

where \( a_{i,j}^*, x_i^*, y_i^*, r_i^* \), and \( h^* \) are the dual coordinates in \( \hat{\mathbb{P}}^{16} \).

Proof. By Proposition 2.4 the coefficient matrix above is

\[
\begin{pmatrix}
A^* & y^* \\
(x^*)^t & -2r^*
\end{pmatrix} = \begin{pmatrix} Q \\ P^t \end{pmatrix}.
\]

It has rank 1 and therefore the 2 \times 2-minors of this matrix vanish. Again by Proposition 2.4, the coefficient \( h^* \) of \( h \) in a leg-equation \( l_{P,Q} \) is

\[-P_1Q_1 - P_2Q_2 - P_3Q_3.\]

Since \( a_{i,i}^* = P_iQ_i \) for all \( i \), we get the linear equation. \( \square \)

Remark 3.6. The linear equation \( a_{1,1}^* + a_{2,2}^* + a_{3,3}^* + h^* = 0 \) just says that the locus \( \{ l_{P,Q} = 0 \} \) contains the identity element of SE\(_3\).

Almost all points on the \( \mathbb{P}^3 \times \mathbb{P}^3 \subset \hat{\mathbb{P}}^{16} \) come from leg-equations:

Definition 3.7. Consider the \( \mathbb{P}^3 \times \mathbb{P}^3 \) defined above. We call

\[\mathbb{P}^3 \times \mathbb{P}^3 \cap \{ r^* = 0 \}\]

the border and

\[\mathbb{P}^3 \times \mathbb{P}^3 \cap \{ r^* \neq 0 \}\]

the interior of \( \mathbb{P}^3 \times \mathbb{P}^3 \).

Remark 3.8. The leg-equations of Proposition 2.4 are precisely those corresponding to points in the interior of \( \mathbb{P}^3 \times \mathbb{P}^3 \).

To be able to use the methods of algebraic geometry in the classification of hexapods, we slightly weaken our definition of \( n \)-pod curves:

Definition 3.9. Let \( D \subset \text{SE}_3 \subset \mathbb{P}^{16} \) be a curve on \( \text{SE}_3 \) defined over \( \mathbb{C} \) and passing through the identity element of SE\(_3\). We denote by

\[\langle D \rangle \subset \mathbb{P}^{16}\]

the linear span of \( D \), i.e., the smallest linear subspace of \( \mathbb{P}^{16} \) containing \( D \). We denote by

\[\langle D \rangle^\perp := \mathbb{P}H^0(I_D(1)) \subset \hat{\mathbb{P}}^{16}\]

the space of linear equations containing \( D \).

We call \( D \) a generalized \( n \)-pod curve if

\[\langle D \rangle^\perp \cap (\mathbb{P}^3 \times \mathbb{P}^3) \subset \hat{\mathbb{P}}^{16}\]

contains a scheme of length \( n \).
Remark 3.10. All $n$-pod curves are generalized $m$-pod curves for some $m \geq n$. Conversely, a generalized $m$-pod curve $D$ is an ordinary $n$-pod curve if

$$\langle D \rangle^\perp \cap (\mathbb{P}^3 \times \mathbb{P}^3)$$

contains $n$ reduced real points in the interior of $\mathbb{P}^3 \times \mathbb{P}^3$.

The existence of generalized $n$-pod curves can often be guaranteed by a dimension count:

Proposition 3.11. Consider an algebraic family of curves $D$ in $\text{SE}_3$, each containing the identity element of $\text{SE}_3$, and parametrized by an irreducible projective algebraic variety $B$, i.e., a diagram

\[
\begin{array}{ccc}
\text{id} & \longrightarrow & D_b \\
\downarrow & & \downarrow \\
B & \longrightarrow & \text{SE}_3 \subset \mathbb{P}^{16}
\end{array}
\]

where $D_b$ is the fiber over a point $b \in B$. Assume furthermore that

$$\dim(\langle D_b \rangle \cap \text{SE}_3) = 1$$

for a general $b \in B$.

1. If $\gamma \geq 11$ then all $D_b$ are generalized $\infty$-pod curves.
2. If $\gamma = 10$ then all $D_b$ are either generalized 20-pod curves, or $\infty$-pod curves.
3. If $6 \leq \gamma \leq 9$ and $\dim B \geq 6(10 - \gamma)$ then the expected dimension of the subfamily $B' \subset B$ of generalized hexapod curves is $\dim B - 6(10 - \gamma)$. I.e., if there exists one generalized hexapod curve $D_b$ with $\dim(\langle D_b \rangle) = \gamma$, then there exists at least a $(\dim B - 6(10 - \gamma))$-dimensional family of generalized hexapod curves containing $D_b$.

Proof. First notice that by semicontinuity we have

$$\codim(\langle D_b \rangle) \geq \gamma$$

for all $b \in B$. We consider the open subvariety

$$B_\gamma = \{ b \in B \mid \codim(\langle D_b \rangle) = \gamma \} \subset B.$$ 

Notice furthermore that

$$\dim(\langle D_b \rangle^\perp) = \codim(\langle D_b \rangle) - 1 = \gamma - 1.$$ 

Since $D_b$ contains the identity element, we have $\langle D \rangle^\perp \subset \mathbb{P}^{15} \subset \mathbb{P}^{16}$ with $\mathbb{P}^{15}$ defined by the equation

$$a^*_{1,1} + a^*_{2,2} + a^*_{3,3} + h^* = 0.$$ 

Therefore

$$\codim(\langle D_b \rangle^\perp) = 15 - \gamma + 1 = 16 - \gamma$$

in this $\mathbb{P}^{15}$.

In case (1), we have

$$\codim(\langle D_b \rangle^\perp) = 16 - \gamma \leq 5.$$ 

Therefore $(\langle D_b \rangle^\perp)$ must intersect $\mathbb{P}^3 \times \mathbb{P}^3$ in at least a curve. Consequently, $D_b$ is a generalized $\infty$-pod curve.
In case (2), we have $\text{codim}(\langle D_b \rangle^\perp) = 6$ and
\[
\dim (\langle D_b \rangle^\perp \cap \mathbb{P}^3 \times \mathbb{P}^3) \geq 0
\]
If the intersection is finite, the length of the intersection is equal to the degree of $\mathbb{P}^3 \times \mathbb{P}^3 \subset \mathbb{P}^{15}$, which is 20. Otherwise, we again have generalized $\infty$-pod curves.

For case (3), let $G := G(\gamma, 16)$ be the Grassmannian parametrizing $\mathbb{P}^{\gamma-1}$’s in $\mathbb{P}^{15}$. We then have a natural morphism
\[
\delta: B \rightarrow G
\]
and we define $B_G := B \cap G$ as the closure of the image of $B$ in $G$. The set $B_G$ is an irreducible variety with $\dim B_G = \dim B$ because $\langle D_b \rangle \cap \mathbb{P}^{5}$ is of dimension 1 for a general $b \in B$. Points in $B_G$ correspond to $\mathbb{P}^{\gamma-1}$’s contained in some $\langle D_b \rangle^\perp$. For curves $D_b$ with $\dim(\langle D_b \rangle^\perp) > \gamma - 1$ only those subspaces appear, that are limits of subspaces occurring for curves $D_b'$ with $\dim(\langle D_b' \rangle^\perp) = \gamma - 1$.

We now look at those $\mathbb{P}^{\gamma-1} \subset \mathbb{P}^{15}$ that intersect the Segre embedding of $\mathbb{P}^3 \times \mathbb{P}^3$ in at least 6 points. More precisely, we let
\[
X_6 := \left\{ (l_1, \ldots, l_6) \in (\mathbb{P}^3 \times \mathbb{P}^3)^6 \mid \langle l_1, \ldots, l_6 \rangle = \mathbb{P}^5 \right\}
\]
be the set of 6-tuples of distinct points in $\mathbb{P}^3 \times \mathbb{P}^3$ that span a $\mathbb{P}^5$. Since the latter condition is true for a general choice of such points, we have
\[
\dim X_6 = 6(3 + 3) = 36
\]
and $X_6$ is irreducible. Now consider the following incidence variety
\[
Y_6 = \{ (l_1, \ldots, l_6, L) \mid \langle l_1, \ldots, l_6 \rangle \subset L \} \subset X_6 \times G
\]
with its natural projections
\[
\begin{array}{ccc}
Y_6 & \xrightarrow{\pi_1} & X_6 \\
\downarrow & & \downarrow \\
X_6 & \xrightarrow{\pi_2} & G.
\end{array}
\]
A fiber $\pi_1^{-1}(l_1, \ldots, l_6)$ is the set of all $\mathbb{P}^{\gamma-1} \subset \mathbb{P}^{15}$ containing the $\mathbb{P}^5$ spanned by the $\{l_i\}_{i=1}^6$. This is a Schubert variety in $G$. Projecting from the $\mathbb{P}^5$, hence landing on a $\mathbb{P}^9$, maps each $\mathbb{P}^{\gamma-1}$ containing the $\mathbb{P}^5$ to a $\mathbb{P}^{\gamma-7} \subset \mathbb{P}^9$, and the correspondence is 1 : 1. Therefore
\[
\dim \pi_1^{-1}(l_1, \ldots, l_6) = \dim \mathbb{G}(\gamma - 7, 9)
\]
\[
= (\gamma - 7 + 1)(10 - (\gamma - 7 + 1)) = (\gamma - 6)(16 - \gamma).
\]
Since the fibers are of constant dimension and irreducible, the incidence variety $Y_6$ is also irreducible with
\[
\dim Y_6 = (\gamma - 6)(16 - \gamma) + 36.
\]
We set \( Y_G := \overline{\pi_2(Y)} \subset G \). Now \( Y_6 \) is irreducible and there exist linear spaces \( \mathbb{P}^{15} \subset \mathbb{P}^3 \times \mathbb{P}^3 \) that intersect \( \mathbb{P}^3 \times \mathbb{P}^3 \) in exactly 6 distinct, linearly independent points. Therefore \( \pi_2 \) is generically finite. It follows that
\[
\dim Y_G = \dim Y_6 = (\gamma - 6)(16 - \gamma) + 36.
\]
Now \( \dim G = \gamma(16 - \gamma) \) and we have
\[
\text{codim}_G Y_G = \gamma(16 - \gamma) - (\gamma - 6)(16 - \gamma) - 36 = 6(16 - \gamma) - 36 = 6(10 - \gamma).
\]
We now consider the intersection \( Z_G := B_G \cap Y_G \subset G \), and its decomposition into irreducible components
\[
Z_G = Z_{G,1} \cup \cdots \cup Z_{G,k}
\]
for some \( k \in \mathbb{N} \). By the dimension count above, the expected dimension of each \( Z_{G,i} \) is at least
\[
\dim B_G - \text{codim} Y_G = \dim B - 6(10 - \gamma).
\]
Let \( Z_i := \delta^{-1}(Z_{G,i}) \subset B \) be the preimage of \( Z_i \) in \( B \). By construction, the elements \( b \in Z_i \) parametrize generalized \( n \)-pod curves \( D_b \) with \( n \geq 6 \). If a component \( Z_i \) contains at least one \( b \) such that \( \dim(D_b) = \gamma \), then \( Z_i \) is non-empty, \( \delta \) is generically \( 1:1 \) on \( Z_i \), and
\[
\dim Z_i \geq \dim B - 6(10 - \gamma). \quad \square
\]

4. The Border of \( \overline{SE_3} \)

In this section we describe the compactification of \( SE_3 \) more precisely, with particular attention to the points in \( \overline{SE_3} \) that do not come from isometries in \( SE_3 \).

**Definition 4.1.** Denote by \( SE_3^{\infty} := \overline{SE_3} \setminus SE_3 \) the border of \( \overline{SE_3} \). Similarly, denote by \( \mathbb{P}_3^{\infty} := \mathbb{P}_3 \setminus \mathbb{P} \) the border of Euler’s \( \mathbb{P}^3 \).

**Definition 4.2.** Let \( \mathbb{P} \) be a (possibly weighted) projective space, \( X \subset \mathbb{P} \) an irreducible variety, and \( T \subset \mathbb{P} \) a hypersurface. Let \( Z := X \cap T \) be the set-theoretic intersection of \( T \) and \( X \) with the reduced scheme structure. The hypersurface \( T \) is called a contact hypersurface of \( X \) if \( T \) is tangent to \( X \) at each smooth point of \( Z \). In this case \( Z \) is called a contact divisor.

**Proposition 4.3.** Let \( T \subset \mathbb{P}^{16} \) and \( T' \subset \mathbb{P}(1^4,2^7) \) be the hypersurfaces defined by \( h = 0 \) and \( e_0^3 + e_1^3 + e_2^3 + e_3^3 = 0 \), respectively. Then \( T \) is contact to \( SE_3^{\infty} \subset \mathbb{P}^{16} \) and \( T' \) is contact to \( SE_3^{\infty} \subset \mathbb{P}(1^4,2^7) \). In both cases, we have that \( SE_3^{\infty} \) is the contact divisor. Furthermore, the ideal of \( SE_3^{\infty} \subset \mathbb{P}(1^4,2^7) \) is generated by
\[
(1) \ e_0^3 + e_1^3 + e_2^3 + e_3^3,
(2) \ the \ 4 \times \ 4 \ Pfaffians \ of
\[
\begin{pmatrix}
0 & x_1 & x_2 & x_3 & e_0 \\
-x_1 & 0 & -x_3 & x_2 & e_1 \\
-x_2 & x_2 & 0 & -x_1 & e_2 \\
-x_3 & -x_2 & x_1 & 0 & e_3 \\
-e_0 & -e_1 & -e_2 & -e_3 & 0
\end{pmatrix},
\]
(3) the $4 \times 4$ Pfaffians of
\[
\begin{pmatrix}
0 & y_1 & y_2 & y_3 & e_0 \\
-y_1 & 0 & y_3 & -y_2 & e_1 \\
-y_2 & -y_3 & 0 & y_1 & e_2 \\
-y_3 & y_2 & -y_1 & 0 & e_3 \\
-e_0 & -e_1 & -e_2 & -e_3 & 0
\end{pmatrix}.
\]

Notice that the degree 4 Pfaffians of the skew-symmetric matrices above are $x_1^2 + x_2^2 + x_3^2$ and $y_1^2 + y_2^2 + y_3^2$, respectively.

Proof. It follows from Definition 2.2 that, set-theoretically,
\[
\overline{\text{SE}_3} \cap T = \text{SE}_3^\infty.
\]

Notice that $\overline{\text{SE}_3} \subset \mathbb{P}(1^4, 2^7)$ and $T' \subset \mathbb{P}(1^4, 2^7)$ are pullbacks of $\overline{\text{SE}_3} \subset \mathbb{P}^{16}$ and $T \subset \mathbb{P}^{16}$ via $\alpha : \mathbb{P}(1^4, 2^7) \to \mathbb{P}^{16}$ from Definition 2.6. Since $\alpha$ is an immersion, it is enough to prove the statement for $T'$.

Let $I$ be the ideal described in the proposition. Firstly, $I$ is the ideal of a reduced variety if and only if
\[
\text{sat}(\text{rad}(I)) = I,
\]
where $\text{sat}(\text{rad}(I))$ is the saturation of the radical ideal of $I$. Secondly, $T'$ is contact to $\overline{\text{SE}_3}$ in $\text{SE}_3^\infty$ if and only if
\[
\text{sat}(I^2 + J + (e_0^2 + e_1^2 + e_2^2 + e_3^2)) = J + (e_0^2 + e_1^2 + e_2^2 + e_3^2)
\]
where $J$ is the ideal of $\overline{\text{SE}_3} \subset \mathbb{P}(1^4, 2^7)$ described in Proposition 2.8. Both conditions can be easily checked with a computer algebra system.

Corollary 4.4. Let $D \subset \overline{\text{SE}_3}$ be a curve, and $P \in D \cap \text{SE}_3^\infty$ be a point at the border. Let $\pi : D \to \mathbb{P}^3$ be the projection to Euler’s $\mathbb{P}^3$. If $\overline{\text{SE}_3}$ is smooth in $P$ then $\pi(D)$ is either singular in $\pi(P)$ or contact to $\mathbb{P}^3_\infty$ in $\pi(P)$. In both cases the intersection multiplicity of $\pi(D)$ with $\mathbb{P}^3_\infty$ is at least 2.

Proof. Since $\overline{\text{SE}_3}$ is smooth in $P$, by Proposition 4.3 we have the following inclusions of tangent spaces
\[
T_{D,P} \subset T_{\overline{\text{SE}_3},P} \subset T_{T',P}.
\]
Notice that $\pi(T') = \mathbb{P}^3_\infty$ is a smooth quadric. If in addition $\pi(D)$ is smooth in $\pi(P)$ we obtain
\[
T_{\pi(D),\pi(P)} = \pi(T_{D,P}) \subset \pi(T_{T',P}) = T_{\pi(T'),\pi(P)} = T_{\mathbb{P}^3_\infty,P}.
\]

namely $\pi(D)$ is contact to $\mathbb{P}^3_\infty$ at $\pi(P)$, as claimed.

Remark 4.5. The condition that $\overline{\text{SE}_3}$ is smooth in $P$ is really necessary. Consider, in fact, the following example (see Figure 2).

Let $X \subset \mathbb{R}^3$ be the cone defined by $(x - z)^2 + y^2 = z^2$. The variety $X$ is singular at the origin. Let furthermore $T$ be the plane defined by $x = 0$. Then $T$ is contact to $X$ in the line $E$ defined by $x = y = 0$. Finally, let $\pi : \mathbb{R}^3 \to \mathbb{R}^2$ be the projection to the $(x, y)$-plane. The projection $\pi(T)$ is the coordinate line $x = 0$. 
We now look at two curves: the line $D_1$ defined by $x - 2z = y = 0$ and the conic $D_2$ defined by $(x - 1)^2 + y^2 = 1$. The curve $D_1$ passes through the singular point of $X$ while $D_2$ intersects $T$ in a smooth point. Projecting to the $(x, y)$-plane, we obtain

$$\pi(D_2) = \{(x - 1)^2 + y^2 = 1\}$$

and

$$\pi(D_1) = \{y = 0\}.$$  

The first is, as in Corollary 4.4, contact to $\pi(T)$ at the origin, but the second intersects $\pi(T)$ transversally.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure2.png}
\caption{Behavior of curves and contact surfaces under projections.}
\end{figure}

In [GNS15] the following stratification of the boundary $\text{SE}_3^\infty$ is introduced.

**Definition 4.6.** Let $P \in \text{SE}_3^\infty \subset \mathbb{P}^{16}$ be a point on the border with coordinates $(A : x : y : r : 0)$ and consider the matrix

$$N := rA + 2yx^t.$$  

Then $P$ is called

- an **inversion bond** if $A \neq 0$ and $N \neq 0$,
- a **butterfly bond** if $A \neq 0$ and $N = 0$,
- a **similarity bond** if $A = 0$, $x \neq 0$ and $y \neq 0$,
- a **collinearity bond** if $A = 0$ and either $x = 0$ and $y \neq 0$, or $y = 0$ and $x \neq 0$.
- the **vertex bond** if $A = x = y = 0$. 

One can check that the singular locus of $SE_3$ consists precisely of butterfly bonds, collinearity bonds, and the vertex. See Figure 3 for a visualization of this stratification.

**Definition 4.7.** Let $D \subset SE_3 \subset P^{16}$. We say that $D$ has an inversion, butterfly, similarity, collinearity, or vertex bond $P$ if and only if $P \in \langle D \rangle$.

**Remark 4.8.** In [GNS15], bonds are related to hexapods, and not configuration curves. This means that in [GNS15] a point $P \in SE_3$ is a bond for a hexapod with leg-equations $\{l_i\}_{i=1}^6$ if

$$P \in V(l_1, \ldots, l_6).$$

This condition is less strong than the one we ask in this paper. In fact, if $D$ is a configuration curve of the same hexapod and $\text{codim}(D) \geq 7$ then the inclusion

$$\langle D \rangle \subset V(l_1, \ldots, l_6)$$

is strict, and so points that are bonds for the hexapod according to [GNS15] may not be bonds for $D$ according to the definition that we use in this paper.

**Remark 4.9.** In [GNS15] the authors prove strong geometric restrictions for hexapods having butterfly or collinearity bonds.

We can now reformulate Corollary 4.4:

**Corollary 4.10.** Let $D \subset SE_3$ be a curve without butterfly, collinearity or vertex bonds. Let $\pi: D \to P^3$ be the projection to Euler’s $P^3$. Then $\pi(D)$ is contact to $P^3_{\infty}$. 

**Figure 3.** The stratification of the boundary $SE_3^\infty$. The gray area is the singular locus of $SE_3$. The “wedge” at the vertex denotes that the singular locus is in turn singular at the vertex.
5. Pfaffian equations

As we have seen in Proposition 2.8 and Proposition 4.3, Pfaffian equations feature prominently in the description of $\text{SE}_3$ and its border $\text{SE}_3^\infty$. In this section we establish some geometric consequences from the existence of Pfaffian equations in the ideal of a space curve. We will use these consequences to prove our Classification Theorem 6.2.

**Notation.** In this paper we often deal with Betti tables and minimal graded resolutions of modules and sheaves. In these cases, we adopt the so-called “Macaulay notation”, which imposes to write resolutions with arrows pointing to the left; in this way, in fact, it is easy to read off the Betti table from the resolution. When exact sequences are not related to resolutions, we use the standard convention of writing them with arrows pointing to the right.

Let $K$ be an algebraically closed field and let $K[e_0, \ldots, e_3]$ be the coordinate ring of $\mathbb{P}^3$. In this section we consider skew-symmetric matrices

$$M := \begin{pmatrix} 0 & z_{0,1} & z_{0,2} & z_{0,3} & e_0 \\ -z_{0,1} & 0 & z_{1,2} & z_{1,3} & e_1 \\ -z_{0,2} & -z_{1,2} & 0 & z_{2,3} & e_2 \\ -z_{0,3} & -z_{1,3} & -z_{2,3} & 0 & e_3 \\ -e_0 & -e_1 & -e_2 & -e_3 & 0 \end{pmatrix}$$

with $z_{i,j}$ homogeneous polynomials of degree 2.

Let $P_i := P_i(M)$ be the Pfaffian of the $4 \times 4$ matrix $M_i$ obtained by removing the $i$-th row and column of $M$. Then $P_0, \ldots, P_4$ are of degree 3 and $P_4$ is of degree 4.

Let furthermore $I_M := (P_0, \ldots, P_4)$ be the ideal generated by the $4 \times 4$ Pfaffians of $M$, and $X_M := V(I_M) \subset \mathbb{P}^3$ be the scheme defined by this ideal.

The following is well-known:

**Proposition 5.1.** With the notations above we have a complex

$$0 \leftarrow \mathcal{O}_{X_M} \leftarrow \mathcal{O}_{\mathbb{P}^3} \leftarrow \mathcal{O}_{\mathbb{P}^3}(-3) \leftarrow 4 \mathcal{O}_{\mathbb{P}^3}(-4) \leftarrow \mathcal{O}_{\mathbb{P}^3}(-5) \leftarrow 0$$

with $P = (P_0, -P_1, P_2, -P_3, P_4)$.

If $X_M$ is zero-dimensional, this complex is exact and a minimal free resolution of $\mathcal{O}_{X_M}$.

**Proof.** See [BE77, Section 3].

**Remark 5.2.** In this section we will be interested in the case where $X_M$ is NOT zero-dimensional.

**Proposition 5.3.** Let $Z \subset \mathbb{P}^3$ be an integral scheme such that the four degree 3 Pfaffians of $M$ vanish on $Z$. Then also the degree 4 Pfaffian of $M$ vanishes on $Z$.

**Proof.** Let $a$ be a point of $Z$. Then at least one coordinate of $a$ is nonzero, so after possibly renumbering the variables we can assume $e_0(a) \neq 0$. Now $P^t \cdot M = 0$ by
Proposition 5.1. Considering the first column of $M$, we obtain
\[ P_1 z_{0,1} - P_2 z_{0,2} + P_3 z_{0,3} - P_4 e_0 = 0. \]
Evaluating this at $a$ gives
\[ P_4(a)e_0(a) = 0. \]
Since $e_0(a) \neq 0$, it follows that $P_4(a) = 0$. Therefore $P_4$ vanishes on $Z$. \hfill $\square$

Proposition 5.4. Assume that the space of the degree 3 polynomials in $I_M$ is at most 3-dimensional. Then there exists a $2 \times 3$ matrix
\[
N = \begin{pmatrix} l_0 & l_1 & l_2 \\ q_0 & q_1 & q_2 \end{pmatrix}
\]
with $l_1, l_2, l_3$ of degree 1 and linearly independent, and $\deg q_i = 2$ such that the ideal $I_M$ generated by the $4 \times 4$ Pfaffians of $M$ is the same as the one generated by the $2 \times 2$ minors of $N$.

If $X_M$ is a curve, it has degree 7, arithmetic genus 5 and Betti table
\[
\begin{array}{ccc}
1 & - & - \\
- & 3 & 1 \\
- & - & 1
\end{array}
\]

Proof. This is a straightforward computation.

All degree 3 polynomials in $I_M$ are generalized Pfaffians, i.e., Pfaffians of some $M'$ obtained form $M$ by simultaneous row and column operations. Since there is a 4-dimensional space of generalized degree 3 Pfaffians, there must be at least one generalized Pfaffian that vanishes identically. Now the claim above is invariant under automorphisms of $\mathbb{P}^3$ and simultaneous row and column operations on $M$, so we can assume that $P_0 = 0$, namely
\[ e_3 z_{1,2} - e_2 z_{1,3} + e_1 z_{2,3} = 0. \]
We can write this equation as
\[
\begin{pmatrix} e_3, -e_2, e_1 \end{pmatrix} \begin{pmatrix} z_{1,2} \\ z_{1,3} \\ z_{2,3} \end{pmatrix} = 0,
\]
i.e., $\begin{pmatrix} z_{1,2} \\ z_{1,3} \\ z_{2,3} \end{pmatrix}$ is a degree 2 syzygy of $(e_3, -e_2, e_1)$. The space of syzygies of $(e_3, -e_2, e_1)$ is generated by the columns of
\[
\begin{pmatrix} 0 & e_1 & e_2 \\ -e_1 & 0 & e_3 \\ -e_2 & -e_3 & 0 \end{pmatrix}.
\]
It follows that there are linear polynomials $m_1, m_2, m_3$ such that
\[
\begin{pmatrix} z_{1,2} \\ z_{1,3} \\ z_{2,3} \end{pmatrix} = \begin{pmatrix} 0 & e_1 & e_2 \\ -e_1 & 0 & e_3 \\ -e_2 & -e_3 & 0 \end{pmatrix} \begin{pmatrix} m_3 \\ -m_2 \\ m_1 \end{pmatrix} = \begin{pmatrix} -e_1 m_2 + e_2 m_1 \\ -e_1 m_3 + e_3 m_1 \\ -e_2 m_3 + e_3 m_2 \end{pmatrix}.\]
Substituting this into \( M \) we obtain

\[
M' = \begin{pmatrix}
0 & z_{0,1} & z_{0,2} & z_{0,3} & e_0 \\
-z_{0,1} & 0 & -e_1 m_2 + e_2 m_1 & -e_1 m_3 + e_3 m_2 & e_1 \\
-z_{0,2} & e_1 m_2 - e_2 m_1 & 0 & -e_2 m_3 + e_3 m_2 & e_2 \\
-z_{0,3} & e_1 m_3 - e_3 m_1 & e_2 m_3 - e_3 m_2 & 0 & e_3 \\
-e_0 & -e_1 & -e_2 & -e_3 & 0
\end{pmatrix}.
\]

We now consider the invertible matrix

\[
B = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{pmatrix}
\]

and, recalling that for a \( 4 \times 4 \) skew-symmetric matrix \( A \) it holds \( \text{Pf}(CA^t) = \det(C) \text{Pf}(A) \), we compute the matrix \( M'' = BM'B' \):

\[
\begin{pmatrix}
0 & z_{0,1} + e_0 m_1 & z_{0,2} + e_0 m_2 & z_{0,3} + e_0 m_3 & e_0 \\
-z_{0,1} - e_0 m_1 & 0 & 0 & 0 & e_1 \\
-z_{0,2} - e_0 m_2 & 0 & 0 & 0 & e_2 \\
-z_{0,3} - e_0 m_3 & 0 & 0 & 0 & e_3 \\
-e_0 & -e_1 & -e_2 & -e_3 & 0
\end{pmatrix}.
\]

Reordering the rows and columns finally gives

\[
M''' = \begin{pmatrix}
0 & -e_0 & -e_1 & -e_2 & -e_3 \\
e_0 & 0 & z_{0,1} + e_0 m_1 & z_{0,2} + e_0 m_2 & z_{0,3} + e_0 m_3 \\
e_1 & -z_{0,1} - e_0 m_1 & 0 & 0 & 0 \\
e_2 & -z_{0,2} - e_0 m_2 & 0 & 0 & 0 \\
e_3 & -z_{0,3} - e_0 m_3 & 0 & 0 & 0
\end{pmatrix}.
\]

The Pfaffians of \( M''' \) are now the same as the \( 2 \times 2 \) minors of

\[
N = \begin{pmatrix}
-e_1 & -e_2 & -e_3 \\
z_{0,1} + e_0 m_1 & z_{0,2} + e_0 m_2 & z_{0,3} + e_0 m_3
\end{pmatrix}.
\]

Since the Pfaffians of \( M''' \) generate the same ideal as the Pfaffians of \( M \), this proves the first claim.

Associated to the matrix \( N \) is an Eagon-Northcott complex

\[
0 \leftarrow I_X \leftarrow 3 \mathcal{O}_P(-3) \leftarrow^{N^t} \mathcal{O}_P(-4) \oplus \mathcal{O}_P(-5) \leftarrow 0.
\]

If \( X \) is of codimension 2, i.e., a curve, then the Eagon-Northcott complex is exact (see [Eis05, Appendix 2H, Theorem A2.60]; in this case this is the so-called Hilbert-Burch theorem). This gives the claimed Betti table. Degree and arithmetic genus can be read from the Betti table.

\[\Box\]

**Proposition 5.5.** Assume that the space of the degree 3 polynomials in \( I_M \) is at most 2-dimensional. Then there exists linear polynomials \( l_0, l_1 \) and a quadratic polynomial \( q \) such that

\[I_M = (l_0 q, l_1 q)\].
If the space of degree 3 polynomials in $I_M$ is exactly 2-dimensional then $X_M$ is the union of a quadric and a line with Betti table

\[
\begin{array}{cccc}
1 & - & - \\
- & - & - \\
- & 2 & 1 \\
\end{array}
\]

If the dimension of the space of degree 3 polynomials in $I_M$ is less than 2, then $I_M = 0$.

**Proof.** By Proposition 5.4, we can assume that $I_M$ is generated by the $2 \times 2$ minors of a matrix $N$

\[
N = \begin{pmatrix}
l_0 & l_1 & l_2 \\
q_0 & q_1 & q_2 \\
\end{pmatrix}
\]

with $\deg l_i = 1$, the forms $l_0, l_1, l_2$ are linearly independent, and $\deg q_i = 2$. By our assumptions, at least one generalized $2 \times 2$ minor of $N$ vanishes identically. After suitable column operations, we can assume this minor to be the determinant of the first two columns:

\[
l_0 q_1 - l_1 q_2 = 0.
\]

This implies that there is a linear polynomial $m$ such that $q_1 = ml_1$ and $q_2 = ml_2$. Substituting this into $N$ gives

\[
N' = \begin{pmatrix}
l_0 & l_1 & l_2 \\
ml_0 & ml_1 & q_2 \\
\end{pmatrix}.
\]

After a suitable row operation we obtain

\[
N'' = \begin{pmatrix}
l_0 & l_1 & l_2 \\
0 & 0 & q_2 - ml_2 \\
\end{pmatrix}.
\]

Since the $2 \times 2$ minors of $N$ are the same as those of $N''$, this proves the first claim with $q = q_2 - ml_2$. By Proposition 5.4, the $l_i$ are linearly independent, so if $q \not\equiv 0$, we get the claimed resolution and $X_M$ is the union of $\{q = 0\}$ with $\{l_0 = l_1 = 0\}$.

Assume now that $l_0 q$ and $l_1 q$ are not independent. Since $l_0$ and $l_1$ are linearly independent, this implies $q \equiv 0$ and therefore $I_M = 0$. □

**Proposition 5.6.** Let $Q_1, \ldots, Q_c$ be linearly independent quadratic polynomials in $K[e_0, \ldots, e_3]$, let $M$ be a skew-symmetric matrix as above, let $P_0, \ldots, P_4$ be the $4 \times 4$ Pfaffians of $M$, and $F$ be a polynomial of degree 4. Let $X \subset \mathbb{P}^3$ be the scheme defined by the ideal $I_X := (Q_1, \ldots, Q_c, P_0, \ldots, P_4, F)$ and $C \subset \mathbb{P}^3$ be an irreducible curve of degree $d$ and arithmetic genus $g$.

Assume that

1. $C$ is an irreducible component of $X$,
2. $H^0(I_C(2)) = (Q_1, \ldots, Q_c)$.

Then the possible invariants of $C$ are listed in Table 2 and Table 3.

**Proof.** If $c \geq 1$, the curve $C$ lies on an irreducible quadric hypersurface $Q \subset \mathbb{P}^3$. Curves on irreducible quadrics are well-known, i.e., they are curves of bidegree $(a, b)$ in $\mathbb{P}^1 \times \mathbb{P}^1$ if $Q \subset \mathbb{P}^3$ is smooth, or if $Q$ is singular they are curves with the same
Table 2. Properties of possible curves $C$ as in Proposition 5.6. In the cases marked by $(\ast)$, the scheme $X$ must be a complete intersection of a quadric and a quartic.

| $c$ | $d$ | $g$ | Betti table of $C$ | name |
|-----|-----|-----|-------------------|------|
| $\geq 4$ |     |     |                   | a plane curve |
| 3   | 3   | 0   | $\begin{array}{ccc} 1 & - & - \\ - & 3 & 2 \end{array}$ | rational normal curve |
| 2   | 4   | 1   | $\begin{array}{ccc} 1 & - & - \\ - & 2 & - \\ & - & 1 \end{array}$ | elliptic normal curve |
| 1   | 4   | 0   | $\begin{array}{ccc} 1 & - & - \\ - & 1 & - \\ - & 3 & 4 \end{array}$ | $(1,3)$ on $\mathbb{P}^1 \times \mathbb{P}^1$ |
| 5   | 2   |     | $\begin{array}{ccc} 1 & - & - \\ - & 1 & - \\ - & 2 & 2 \end{array}$ | $(2,3)$ on $\mathbb{P}^1 \times \mathbb{P}^1$ |
| 6   | 4   |     | $\begin{array}{ccc} 1 & - & - \\ - & 1 & - \\ - & 1 & - \\ & - & 1 \end{array}$ | canonical curve |
| 5   | 0   |     | $\begin{array}{ccc} 1 & - & - \\ - & 1 & - \\ - & 4 & 6 \end{array}$ | $(1,4)$ on $\mathbb{P}^1 \times \mathbb{P}^1$ |
| 6   | 3   |     | $\begin{array}{ccc} 1 & - & - \\ - & 1 & - \\ - & 3 & 4 \end{array}$ | $(2,4)$ on $\mathbb{P}^1 \times \mathbb{P}^1$ |
| 7   | 6   |     | $\begin{array}{ccc} 1 & - & - \\ - & 1 & - \\ - & 2 & 2 \end{array}$ | $(3,4)$ on $\mathbb{P}^1 \times \mathbb{P}^1$ |
| 8   | 9   |     | $\begin{array}{ccc} 1 & - & - \\ - & 1 & - \\ & - & 1 \end{array}$ | $(4,4)$ on $\mathbb{P}^1 \times \mathbb{P}^1$ |
Table 3. Properties of possible curves $C$ as in Proposition 5.6.

| $c$ | $d$ | $g$ | Betti table of $C$ | name       |
|-----|-----|-----|-------------------|------------|
| 0   | 5   | 0   | 1 - - - - - -     | rational quintic |
|     |     |     | - - - - - - -     | - - - - - - - - - |
|     |     |     | - 4 3 1 -         | - 1 2 1     |
| 5   | 1   | 1   | 1 - - - - - -     | elliptic quintic |
|     |     |     | - - - - - - -     | - - - - - - - - - |
|     |     |     | - 5 5 1 1         | - 3 1 1     |
| 6   | 3   | 1   | 1 - - - - - -     | determinantal septic |
|     |     |     | - - - - - - -     | - - - - - - - - - |
|     |     |     | - 4 3 1 1         | - 3 1 1     |
| 6   | 2   | 1   | 1 - - - - - -     | determinantal septic |
|     |     |     | - - - - - - -     | - - - - - - - - - |
|     |     |     | - 3 1 1 -         | - 1 3 1     |
| 7   | 5   | 1   | 1 - - - - - -     | determinantal septic |
|     |     |     | - - - - - - -     | - - - - - - - - - |
|     |     |     | - 3 1 1 -         | - 1 1       |

invariants and minimal free resolutions as those of bidegree $(a, a)$ or $(a, a + 1)$ on $\mathbb{P}^1 \times \mathbb{P}^1$. By abuse of notation, we will also say that these latter curves are of bidegree $(a, a)$ or $(a, a + 1)$.

Since $C$ is a component of $X$, there is at least one other generator of $I_X$ that does not vanish on $Q$. The maximal degree of generators of $I_X$ is 4 so $a, b \leq 4$. This gives Table 2.

If $C$ is of type $(a, 4)$, there is no other quadric than $Q$ in the ideal $I_X$ and all cubic Pfaffians vanish on $Q$. By Proposition 5.3 this implies that the degree 4 Pfaffian also vanishes on $Q$. Therefore $I_X = (Q, F)$ with $F$ a nonzero polynomial. Since $Q$ is irreducible, this shows that $X$ is a curve of bidegree $(4, 4)$ on $Q$.

If $c = 0$ the space of degree 3 polynomials in $I_C$ contains the degree 3 Pfaffians of $M$. Now $C$ is irreducible and does not lie on a quadric hypersurface. By Proposition 5.5 this implies that $h^0(I_C(3)) \geq 3$.

Naito [Nai02] has classified the possible minimal free resolutions of smooth, nondegenerate space curves of degree at most 6. His theorem is also true for irreducible nondegenerate space curves (see Appendix A for the necessary changes in his proof).

Looking at Naito’s list, we see that in degree at most 6 there are only four possibilities with the above restrictions. We have listed them as the first 4 entries of Table 3.

If $d \geq 7$ and $h^0(I_C(3)) \geq 3$ then by Proposition B.6 of Appendix B we can only have $d = 7$ and $h^0(I_C(3)) = 3$. In particular, at least one Pfaffian of $M$ vanishes
identically and we are in the situation of Proposition 5.4. The degree 3 Pfaffians of $M$ are cubics in the ideal of $I_C$. Since they span a 3-dimensional space, the degree 3 Pfaffians of $M$ are exactly the cubics generating $I_C$. Therefore they cut out a curve (i.e. $C$) and, again by Proposition 5.4, the curve $C$ has invariants as in the last row of Table 3. □

6. The Classification Theorem

Here we classify the possible space curves that appear as $\pi(D)$ for a hexapod curve $D \subset \text{SE}_3$ under suitable genericity conditions. Recall that $\pi: \text{SE}_3 \to \mathbb{P}^3$ is the projection on the Euler coordinates $e_0, \ldots, e_3$ parametrizing the rotational part of an isometry.

**Remark 6.1.** If an irreducible curve $D \subset \text{SE}_3 \subset \mathbb{P}^{16}$ is such that its span does not intersect the center of the projection $\hat{\pi}: \mathbb{P}^{16} \to \mathbb{P}^9$ — equivalently, if the projection on the $(A, h)$-coordinates is an isomorphism on $\langle D \rangle$ — then the dimension of $\langle D \rangle$ is at most 9, making $\text{codim}(D)$ in $\mathbb{P}^{16}$ at least 7.

**Theorem 6.2.** Let $D \subset \text{SE}_3 \subset \mathbb{P}^{16}$ be an irreducible curve such that the span $\langle D \rangle$ does not intersect the center of the projection $\hat{\pi}: \mathbb{P}^{16} \to \mathbb{P}^9$. Assume that $\text{codim}(D) = c + 7$ for some nonnegative number $c$. Then $\pi(D)$ is one of the curves listed in Table 2 and Table 3.

**Proof.** Consider

$$Y := \text{SE}_3 \cap \langle D \rangle \subset \mathbb{P}^{16}.$$ 

Since, by hypothesis, $\langle D \rangle$ is cut out in $\mathbb{P}^{16}$ by $c + 7$ linear forms, the variety $Y$ is cut out in $\mathbb{P}(1^4, 2^7)$ by $c + 7$ quadrics and the equations from Proposition 2.8. Since $\langle D \rangle$ does not intersect the space $\{A = h = 0\}$, the pullback of the span $\langle D \rangle$ in $\mathbb{P}(1^4, 2^7)$ does not intersect the locus $\{e_0 = \cdots = e_3 = 0\}$. Moreover, after possibly a change of basis, the linear forms defining $\langle D \rangle$ can be taken to be $L_1, \ldots, L_{c}, L_{c+1} = x_1, L_{c+2} = x_2, L_{c+3} = x_3, L_{c+4} = y_1, L_{c+5} = y_2, L_{c+6} = y_3, L_{c+7} = r$, where the $L_i$ are linear polynomials in the entries of $A$ and in $h$. Hence, after choosing an appropriate basis in $\mathbb{P}(1^4, 2^7)$, the space of quadrics cutting out $Y$ is of the form

$$\langle Q_1, \ldots, Q_c, Q_{c+1} - x_1, Q_{c+2} - x_2, Q_{c+3} - x_3, Q_{c+4} - y_1, Q_{c+5} - y_2, Q_{c+6} - y_3, Q_{c+7} - r \rangle$$

with $Q_1, \ldots, Q_{c+7}$ degree 2 polynomials in $e_0, \ldots, e_3$. Projecting via $\pi$ then amounts to eliminating $\{x_i, y_j\}_{i,j}$ and $r$ in the equations from Proposition 2.8 using the relations above. For $\pi(D) \subset X := \pi(Y)$ we are then in the situation of Proposition 5.6. This proves the theorem. □
7. Construction

In this section we construct, for each curve $C \subset \mathbb{P}^3$ in Table 2 and Table 3, families of curves $D \subset SE_3$ satisfying the conditions of Theorem 6.2; see Theorem 7.13. We also calculate the dimension of these families; see Table 4 and Table 5. Here we work over an algebraically closed field $K$ (e.g. $\mathbb{C}$) unless stated otherwise.

To get a handle on this problem, we compare three types of objects for each curve $C \subset \mathbb{P}^3$:

1. Curves $D \subset SE_3$ such that $\pi(D) = C$. These curves are called lifts of $C$.
2. $1 \times 6$ matrices of quadrics in the coordinate ring $R_C$ of $C$, subject to certain algebraic conditions.
3. Sections $\tau$ of the tangent bundle $T_{\mathbb{P}^3}$ of $\mathbb{P}^3$ restricted to $C$, subject to certain geometric conditions.

Theorem 7.9 shows that, under suitable assumptions on $C$, there is a 1 : 1 correspondence between the previous three types of objects.

We start by making the concept of a lift more precise:

**Definition 7.1.** Let $C \subset \mathbb{P}^3$ be a space curve. A curve $D \subset SE_3$ is called a lift of $C$ to $SE_3$ if and only if there exists a morphism $\sigma : C \to SE_3$ such that $\sigma(C) = D$ and the following diagram commutes:

$$
\begin{array}{ccc}
SE_3 & \xrightarrow{\pi} & \mathbb{P}^3 \\
\sigma \downarrow & & \downarrow \sigma \\
C & \xrightarrow{\pi} & \mathbb{P}^3
\end{array}
$$

We denote by 

$$
\sigma^# : R_{\mathbb{P}(1^4, 2^7)} \to R_C
$$

the associated homomorphism of graded rings.

**Remark 7.2.** Let $C \subset \mathbb{P}^3$ be a space curve and let 

$$
\sigma : C \to SE_3 \subset \mathbb{P}(1^4, 2^7)
$$

be a morphism defining a lift of $C$ to $SE_3$. Since $\pi \circ \sigma = \text{id}_C$, we have $\sigma^#(e_i) = e_i$ for $i = 0, \ldots, 3$. From the homogeneity of $\sigma^#$ it follows that

$$
\sigma^#(x_1, x_2, x_3, y_1, y_2, y_3)
$$

is a $1 \times 6$ matrix of degree 2 polynomials in $R_C$. Notice that these quadrics correspond to $Q_{c+1}, \ldots, Q_{c+6}$ in the proof of our Classification Theorem 6.2.

**Remark 7.3.** Let $D \subset SE_3 \subset \mathbb{P}^{16}$ be a lift of $C \subset \mathbb{P}^3$. Then

$$
\text{codim}(D) \geq c + 7
$$

where $c$ is the number of independent quadrics in the ideal of $C$. Indeed $D \subset \mathbb{P}(1^4, 2^7)$ satisfies 7 additional equations of the form

$$
x_1 - \sigma^#(x_1), \ldots, r - \sigma^#(r),
$$

where we chose representatives of $\sigma^#(x_1), \ldots, \sigma^#(r)$ in $K[e_0, \ldots, e_3]$. Any other choice of representatives differs by a quadric vanishing on $C$, and hence also on $D$. 
Via the 2-uple embedding $\alpha: \mathbb{P}(1^4, 2^7) \to \mathbb{P}^{16}$, these equation become linear in the $\mathbb{P}^{16}$ containing $D$.

**Proposition 7.4 (Necessary conditions – algebraic version).** Let $C \subset \mathbb{P}^3$ be a space curve and $\sigma: C \to SE_3 \subset \mathbb{P}(1^4, 2^7)$ be a morphism defining a lift of $C$ to $SE_3$.

Consider the matrices

$$
N_X := \begin{pmatrix} -e_2 & e_1 & e_0 \\
-e_3 & -e_0 & e_1 \\
e_0 & -e_3 & e_2 \\
e_1 & e_2 & e_3 \end{pmatrix} \quad \text{and} \quad N_Y := \begin{pmatrix} e_2 & -e_1 & e_0 \\
e_3 & -e_0 & -e_1 \\
e_0 & e_3 & -e_2 \\
e_1 & e_2 & e_3 \end{pmatrix}
$$

and set

$$Q_X := \sigma^\#(x_1, x_2, x_3) \quad \text{and} \quad Q_Y := \sigma^\#(y_1, y_2, y_3).$$

Then

$$(N_X|N_Y)(Q_X|Q_Y)^t \in (R_C)^4$$

is the zero vector

and

$$
\begin{pmatrix} N_X & 0 \\
0 & N_Y \end{pmatrix} (Q_X|Q_Y)^t \in (R_{C^\infty})^8
$$

is the zero vector,

where $C^\infty := C \cap \mathbb{P}_3^\infty$ with its reduced scheme structure.

**Proof.** Set $x := (x_1, x_2, x_3)$ and $y := (y_1, y_2, y_3)$. Let $P_0, \ldots, P_3$ be the degree 3 Pfaffians in the ideal of $SE_3 \subset \mathbb{P}(1^4, 2^7)$ defined in Proposition 2.8. A straightforward calculation shows that

$$(N_X|N_Y)(x, y)^t = (P_0, P_1, P_2, P_3)^t.$$ 

Applying $\sigma^\#$ to this equation gives the first necessary condition.

Each reduced point of $C^\infty$ must be mapped to the border $SE_3^\infty$ of $SE_3$. By Proposition 4.3, the ideal of $SE_3^\infty$ contains two sets of four degree 3 Pfaffians. As above, a straightforward calculation shows that we can write these Pfaffians as

$$
\begin{pmatrix} N_X & 0 \\
0 & N_Y \end{pmatrix} (x, y)^t = (P_{0,0}, \ldots, P_{0,3}, P_{1,0}, \ldots, P_{1,3})^t.
$$

Over each reduced point of $C \cap \mathbb{P}_3^\infty$ the application of $(\sigma|_{C^\infty})^\#$ to these equations must vanish. This gives the second necessary condition. \hfill \Box

**Remark 7.5.** Notice that the above necessary conditions are linear in the coefficients of $(Q_X|Q_Y)$.

We will now give a geometric interpretation of these conditions. The key point is the following

**Lemma 7.6.** After a suitable change of basis, the $4 \times 6$ matrix $(N_X|N_Y)$ appears in the Koszul complex associated to $(e_0, \ldots, e_3)$ as follows

$$0 \to \mathcal{O}_{\mathbb{P}^3} \to 4\mathcal{O}_{\mathbb{P}^3}(1) \to 6\mathcal{O}_{\mathbb{P}^3}(2) \xrightarrow{(N_X|N_Y)} 4\mathcal{O}_{\mathbb{P}^3}(3) \to \mathcal{O}_{\mathbb{P}^3}(4) \to 0.$$ 

In particular we have an exact sequence

$$0 \to T_{\mathbb{P}^3} \to 6\mathcal{O}_{\mathbb{P}^3}(2) \xrightarrow{(N_X|N_Y)} 4\mathcal{O}_{\mathbb{P}^3}(3) \to \mathcal{O}_{\mathbb{P}^3}(4) \to 0$$

where $T_{\mathbb{P}^3}$ is the tangent bundle on $\mathbb{P}^3$. 

Proof. The first claim is an easy calculation, which for example can be done via computer algebra. The second claim follows since the kernel $K$ of $(N_X|N_Y)$ is the same as the cokernel of the first map in the complex, i.e.

$$0 \to \mathcal{O}_{\mathbb{P}^3} \to 4\mathcal{O}_{\mathbb{P}^3}(1) \to K \to 0.$$  

Now the first map is the same as in the Euler sequence on $\mathbb{P}^3$ and therefore $K$ must be the tangent bundle $T_{\mathbb{P}^3}$.

**Corollary 7.7.** Let $C \subset \mathbb{P}^3$ be a subvariety. Then we have a 1:1 correspondence between matrices of 6 quadrics $(Q_X|Q_Y)$ with

$$(N_X|N_Y)(Q_X|Q_Y)^t \in (R_C)^4$$

and sections $\tau \in H^0(T_{\mathbb{P}^3}|C)$ via the following diagram

$$\begin{array}{ccc}
\mathcal{O}_C & \overset{\tau}{\longrightarrow} & (Q_X|Q_Y)^t \\
\downarrow & & \downarrow
\end{array}$$

$$\begin{array}{cccc}
0 & \longrightarrow & T_{\mathbb{P}^3}|_C & \longrightarrow & 6\mathcal{O}_C(2) & \longrightarrow & (N_X|N_Y) & \longrightarrow & 4\mathcal{O}_C(3).
\end{array}$$

**Proof.** Since the sequences of Lemma 7.6 are sequences of vector bundles, they remain exact after tensoring with $\mathcal{O}_C$. This shows that the bottom row of the above diagram is exact.

For each $\tau$ we obtain a $(Q_X|Q_Y)^t$ by composing with $T_{\mathbb{P}^3} \to 6\mathcal{O}(2)$. It satisfies $(N_X|N_Y)(Q_X|Q_Y)^t = 0$ since the sequence at the bottom is exact.

Conversely, a map defined by $(Q_X|Q_Y)^t$ lifts to a section $\tau$ if it maps to the kernel of $(N_X|N_Y)$, i.e., if it satisfies $(N_X|N_Y)(Q_X|Q_Y)^t = 0$.

**Proposition 7.8** (Necessary conditions – geometric version). Let $C \subset \mathbb{P}^3$ be a space curve. There is a 1:1 correspondence between matrices $(Q_X|Q_Y)$ satisfying the two algebraic conditions in Proposition 7.4 and sections $\tau \in H^0(T_{\mathbb{P}^3}|C)$ that lift to a section $\tau'$ of $T_{\mathbb{P}^3}$ over $C^\infty$ via the normal bundle sequence of $\mathbb{P}^3$ restricted to $C^\infty$:

$$\begin{array}{ccc}
\mathcal{O}_{C^\infty} & \overset{\tau}{\longrightarrow} & (Q_X|Q_Y)^t \\
\downarrow & & \downarrow
\end{array}$$

$$\begin{array}{cccc}
0 & \longrightarrow & T_{\mathbb{P}^3}|_{C^\infty} & \longrightarrow & T_{\mathbb{P}^3}|_{C^\infty} & \longrightarrow & N_{\mathbb{P}^3|\mathbb{P}^3}|_{C^\infty} & \longrightarrow & 0.
\end{array}$$

**Proof.** Since $K$ is algebraically closed, we have an isomorphism

$$\mathbb{P}^1 \times \mathbb{P}^1 \cong \mathbb{P}^3 \subset \mathbb{P}^3.$$  

Over this $\mathbb{P}^1 \times \mathbb{P}^1$ we then have an exact sequence

$$0 \to T_{\mathbb{P}^1 \times \mathbb{P}^1} \to 6\mathcal{O}_{\mathbb{P}^1 \times \mathbb{P}^1}(2,2) \longrightarrow \begin{pmatrix} N_X & 0 \\ 0 & N_Y \end{pmatrix} \longrightarrow 8\mathcal{O}_{\mathbb{P}^1 \times \mathbb{P}^1}(3,3),$$

which can be checked with a computer algebra program. In fact, notice that $T_{\mathbb{P}^1 \times \mathbb{P}^1} \cong \mathcal{O}_{\mathbb{P}^1 \times \mathbb{P}^1}(2,0) \oplus \mathcal{O}_{\mathbb{P}^1 \times \mathbb{P}^1}(0,2)$, since $T_{\mathbb{P}^1 \times \mathbb{P}^1} \cong \rho_1^*T_{\mathbb{P}^1} \oplus \rho_2^*T_{\mathbb{P}^1}$, where $\rho_1 : \mathbb{P}^1 \longrightarrow \mathbb{P}^1$ is the projection on the $i$-th component. Then, by parametrizing $\mathbb{P}^3$ via a map $K[s_0,s_1] \otimes K[t_0,t_1] \longrightarrow K[e_0,e_1,e_2,e_3]$, one sees via a direct computer
algebra computation that the kernel of $N_X$ is isomorphic to $\mathcal{O}_{\mathbb{P}^1 \times \mathbb{P}^1}(2, 0)$, while the kernel of $N_Y$ is isomorphic to $\mathcal{O}_{\mathbb{P}^1 \times \mathbb{P}^1}(0, 2)$.

Now we restrict the previous exact sequence to $C^\infty$ and we consider the following diagram:

\[
\begin{array}{cccccc}
0 & \xrightarrow{} & T_{P^3}|_{C^\infty} & \xrightarrow{} & 6\mathcal{O}_{C^\infty}(2) & \xrightarrow{(N_X \quad 0)} & 8\mathcal{O}_{C^\infty}(3) \\
\downarrow & & \downarrow & & \downarrow & & \\
0 & \xrightarrow{} & T_{P^3/\mathbb{P}^3}|_{C^\infty} & \xrightarrow{} & 6\mathcal{O}_{C^\infty}(2) & \xrightarrow{(N_X | N_Y)} & 4\mathcal{O}_{C^\infty}(3) \\
\downarrow & & \downarrow & & \downarrow & & \\
N_{P^3/\mathbb{P}^3}|_{C^\infty} & \xrightarrow{} & 0 & & & & \\
\end{array}
\]

Arguing as in the proof of Corollary 7.7 we see that the second algebraic condition in Proposition 7.4 is equivalent to the existence of the section $\tau'$.

We are left to check that the sections $\tau$ and $\tau'$ are compatible in the normal bundle sequence of the statement. This is true because on $C^\infty$ the second algebraic condition in Proposition 7.4 implies the first one, hence we have the diagram:

\[
\begin{array}{cccccc}
0 & \xrightarrow{} & T_{P^3}|_{C^\infty} & \xrightarrow{} & 6\mathcal{O}_{C^\infty}(2) & \xrightarrow{(N_X \quad 0)} & 8\mathcal{O}_{C^\infty}(3) \\
\downarrow & & \downarrow & & \downarrow & & \\
0 & \xrightarrow{} & T_{P^3}|_{C^\infty} & \xrightarrow{} & 6\mathcal{O}_{C^\infty}(2) & \xrightarrow{(N_X | N_Y)} & 4\mathcal{O}_{C^\infty}(3) \\
\downarrow & & \downarrow & & \downarrow & & \\
N_{P^3/\mathbb{P}^3}|_{C^\infty} & \xrightarrow{} & 0 & & & & \\
\end{array}
\]

So indeed $\tau'$ is a lift of $\tau$ as claimed.

Conversely, if $\tau$ can be lifted to $\tau'$, then the matrix $(Q_X|Q_Y)$ satisfies the second algebraic condition in Proposition 7.4. □

Surprisingly, the conditions above are often also sufficient:

**Theorem 7.9.** Let $C \subset \mathbb{P}^3$ be a space curve satisfying the following conditions:

(A) $C$ is quadratically normal, i.e., the natural map $H^0(\mathcal{O}_{\mathbb{P}^3}(2)) \to H^0(\mathcal{O}_C(2))$ is surjective;

(B) the intersection multiplicity of $C \cap \mathbb{P}^3$ is at most 2 at each reduced point.

Then we have a 1:1 correspondence between

1. lifts $D \subset SE_3$ as in Definition 7.1,
2. matrices $(Q_1, \ldots, Q_6)$ of quadrics in $R_C$ satisfying the conditions of Proposition 7.4, and
3. sections $\tau$ of $T_{P^3}|_C$ satisfying the conditions of Proposition 7.8.
Proof. We have seen so far that (1) implies (2) by Proposition 7.4, and (2) is equivalent to (3) by Proposition 7.8.

It remains therefore to prove that each matrix \((Q_X|Q_Y) =: (Q_1, \ldots, Q_6)\) satisfying the conditions of Proposition 7.4 gives rise to a lift \(D\) of \(C\). To do this, we construct the corresponding graded ring homomorphism \(\sigma^\#\). More precisely, we need to find a quadric \(Q_7 \in R_C\) such that the image \(D\) of the map \(\sigma: C \rightarrow \mathbb{P}(1^4, 2^7)\) defined by

\[
\sigma^\#(e_0, \ldots, e_3, x_1, x_2, x_3, y_1, y_2, y_3, r) := (e_0, \ldots, e_3, Q_1, \ldots, Q_6, Q_7),
\]

with \(Q_1, \ldots, Q_6\) as above, is inside \(\overline{SE}_3\). By the proof of Proposition 7.4, we know that the first condition of Proposition 7.4 is equivalent to the fact that all the four degree 3 Pfaffians in the ideal of \(\overline{SE}_3\) vanish on \(D\). (Notice that these equations do not involve the variable \(r\).) Since \(D\) is integral, by Proposition 5.3 all the Pfaffians in the ideal of \(\overline{SE}_3\) vanish on \(D\). Therefore, all equations of \(\overline{SE}_3\) not involving the variable \(r\) vanish on \(D\) regardless of the choice of \(Q_7\). By Proposition 2.8, the only polynomial we have to check is therefore

\[
y_1^2 + y_2^2 + y_3^2 - rh.
\]

We apply \(\sigma^\#\) to this equation, and obtain

\[
0 = \sigma^\#(y_1^2 + y_2^2 + y_3^2 - rh) \iff \sigma^\#(y_1^2 + y_2^2 + y_3^2) = \sigma^\#(h) \iff Q_4^2 + Q_5^2 + Q_6^2 = Q_7(e_0^2 + e_1^2 + e_2^2 + e_3^2).
\]

This equation has a solution for \(Q_7\) if and only if \(e_0^2 + \cdots + e_3^2\) divides \(Q_4^2 + Q_5^2 + Q_6^2\) in \(R_C\). This is equivalent to \(Q_4^2 + Q_5^2 + Q_6^2 \in (e_0^2 + \cdots + e_3^2) \subset R_C\) or

\[
V(e_0^2 + \cdots + e_3^2) \subset V(Q_4^2 + Q_5^2 + Q_6^2),
\]

where both vanishing sets are considered with their induced, possibly nonreduced, scheme structure of subschemes of \(C\). Notice that \(V(e_0^2 + \cdots + e_3^2)\) is \(C \cap \mathbb{P}_\infty^3\) (considered as a scheme).

By assumption (B), the scheme \(C \cap \mathbb{P}_\infty^3\) consist of points with multiplicity 1 or 2. Let \(p + \epsilon p'\) with \(\epsilon^2 = 0\) be such a point, so \(p' = 0\) if and only if the point has multiplicity 1. We need to prove that

\[
(Q_4^2 + Q_5^2 + Q_6^2)(p + \epsilon p') = 0.
\]

For this we define \(q + \epsilon q'\) by

\[
q_j + \epsilon q'_j := Q_j(p + \epsilon p') \quad \text{for} \quad j \in \{1, \ldots, 6\},
\]

i.e.

\[
\sigma(p + \epsilon p') = (p, q, *) + \epsilon(p', q', *)
\]

with the last entry unknown so far.

Since \(p + \epsilon p'\) lies on \(C\), we can restrict first condition of Proposition 7.4 further to \(p + \epsilon p'\) and obtain

\[
(i) \quad (N_X(p + \epsilon p') \mid N_Y(p + \epsilon p'))(q + \epsilon q')^t = 0.
\]
Since $p$ is a reduced point and therefore in $C^\infty$, we can restrict the second condition of Proposition 7.4 further to $p$ and obtain

$$\begin{pmatrix} N_X(p) & 0 \\ 0 & N_Y(p) \end{pmatrix} q' = 0.$$ 

Finally, $p + e_p'$ lies on $\mathbb{P}_\infty^3 = V(e_1^2 + e_2^2 + e_3^2)$ and therefore

$$(p_0 + e_p')^2 + \cdots + (p_3 + e_p3)^2 = 0.$$ 

Now consider $p_i, p'_i$ for $i \in \{0, \ldots, 3\}$ and $q_j, q'_j$ for $j \in \{1, \ldots, 6\}$ as free variables. The three conditions above then are equivalent to the vanishing of sets of polynomials in these variables. Let $I \subset K[p_0, \ldots, p_3, q_1, \ldots, q_6]$ be the ideal generated by these polynomials. Furthermore, for $i \in \{0, \ldots, 3\}$, let $I_i$ be the ideal defined by the condition

$$(q_4 + \epsilon q_4)^2 + (q_5 + \epsilon q_5)^2 + (q_6 + \epsilon q_6)^2 = 0.$$ 

Now, with a computer algebra program, we can check that

$I_i \subset I$ for $i \in \{0, \ldots, 3\}$. 

This implies that every $p + e_p'$ that satisfies conditions (i), (ii), and (iii) also satisfies condition (iv) for all $i \in \{0, \ldots, 3\}$. 

In particular this is true for the point of multiplicity at most 2 that we started with. Here at least one of the $p_i$ is nonzero, so we obtain

$$0 = (q_4 + \epsilon q_4)^2 + (q_5 + \epsilon q_5)^2 + (q_6 + \epsilon q_6)^2 = (Q_4^2 + Q_5^2 + Q_6^2)(p + e_p').$$ 

So we proved that $C \cap \mathbb{P}_\infty^3 \subset V(Q_4^2 + Q_5^2 + Q_6^2)$, hence $Q_7$ can be chosen such that $D = \sigma(C)$ is inside $\mathbb{P}_3$, and $D$ is a lift of $C$. 

Now that we established the 1: 1 correspondence between Lifts, 1 $\times$ 6 matrices, and sections of the tangent bundle as in Theorem 7.9, we can aim at constructing families of lifts of the curves in Table 2 and 3 and computing their dimension. We start by calculating the cohomology of $T_{\mathbb{P}^3}|_C$ in two ways:

**Lemma 7.10.** Let $C \subset \mathbb{P}^3$ be a smooth space curve of degree $d$ and genus $g$ with $d > 2g - 2$. Then

$$h^0(T_{\mathbb{P}^3}|_C) = 4d + 3 - 3g \quad \text{and} \quad h^1(T_{\mathbb{P}^3}|_C) = 0.$$ 

**Proof.** We consider the Euler sequence

$$0 \to \mathcal{O}_{\mathbb{P}^3} \to 4\mathcal{O}_{\mathbb{P}^3}(1) \to T_{\mathbb{P}^3} \to 0.$$ 

Since this is an exact sequence of vector bundles, it remains exact if we tensor with $\mathcal{O}_C$:

$$0 \to \mathcal{O}_C \to 4\mathcal{O}_C(1) \to T_{\mathbb{P}^3}|_C \to 0.$$ 

Since $d > 2g - 2$, we have $H^1(4\mathcal{O}_C(1)) = 0$. Therefore we obtain the following long exact sequence of cohomology groups:

$$\begin{array}{cccccccccc}
0 & \longrightarrow & H^0(\mathcal{O}_C) & \longrightarrow & H^0(4\mathcal{O}_C(1)) & \longrightarrow & H^0(T_{\mathbb{P}^3}|_C) & \longrightarrow \\
\longrightarrow & H^1(\mathcal{O}_C) & \longrightarrow & 0 & \longrightarrow & H^1(T_{\mathbb{P}^3}|_C) & \longrightarrow & 0
\end{array}$$
Consequently
\[ h^0(T_{P^3} | C) = h^0(4O_C(1)) - (h^0(O_C) - h^3(O_C)) = 4d + 1 - g - (1 - g) = 4d + 3 - 3g \]

and  \( h^1(T_{P^3} | C) = 0 \).  \( \square \)

**Lemma 7.11.** Let \( C \subset \mathbb{P}^3 \) be a space curve with Betti table of the form
\[
\begin{array}{cccc}
1 & - & - & - \\
- & \beta_{1,2} & \beta_{2,3} & - \\
- & \beta_{1,3} & \beta_{2,4} & \beta_{3,5} \\
- & \beta_{1,4} & \beta_{2,5} & - \\
\end{array}
\]

with \( \beta_{1,4}, \beta_{2,4} = 0 \). Then
\[ h^0(T_{P^3} | C) = 15 + \beta_{2,4} \text{ and } h^1(T_{P^3} | C) = \beta_{1,4}. \]

**Proof.** By the assumptions, \( C \) has a minimal free resolution
\[
\begin{aligned}
0 \leftarrow O_C & \leftarrow O_{P^3} \leftarrow O_{P^3}(-2) \oplus O_{P^3}(-3) \\
& \oplus \leftarrow O_{P^3} \leftarrow O_{P^3}(-3) \leftarrow O_{P^3}(-4) \leftarrow O_{P^3}(-5) \leftarrow 0 \\
& \oplus \leftarrow O_{P^3}(-4) \oplus O_{P^3}(-5) \oplus 0 \\
& \oplus \leftarrow E_1 \oplus E_2 \oplus E_3 \\
\end{aligned}
\]

Tensoring with \( T_{P^3} \) is an exact functor since \( T_{P^3} \) is a vector bundle. We obtain an exact sequence
\[ 0 \leftarrow T_{P^3} \leftarrow T_{P^3} \leftarrow E_1 \oplus T_{P^3} \leftarrow E_2 \oplus T_{P^3} \leftarrow E_3 \oplus T_{P^3} \leftarrow 0. \]

From the Euler sequence we obtain that \( h^i(T_{P^3}(-j)) \) vanishes for all \( i = 0 \ldots 3 \) and all \( j = 2 \ldots 5 \) except for
\[ h^2(T_{P^3}(-4)) = 1. \]

It follows that in the exact sequence above the only nonzero cohomology in the sequence above is
\[ h^0(T_{P^3}) = 15 \text{ (also from the Euler sequence)}, \]
\[ h^2(E_1 \oplus T_{P^3}) = \beta_{1,4}, \]
\[ h^2(E_2 \oplus T_{P^3}) = \beta_{2,4}. \]

We now split the above resolution into short exact sequences:

(1) \( 0 \leftarrow K_2 \leftarrow E_2 \oplus T_{P^3} \leftarrow E_3 \oplus T_{P^3} \leftarrow 0 \),
(2) \( 0 \leftarrow K_1 \leftarrow E_1 \oplus T_{P^3} \leftarrow K_2 \leftarrow 0 \),
(3) \( 0 \leftarrow T_{P^3} \leftarrow T_{P^3} \leftarrow K_1 \leftarrow 0 \).

From (1) we obtain
\[ h^2(K_2) = h^2(E_2 \oplus T_{P^3}) = \beta_{2,4}. \]

Sequence (2) gives
\[ 0 \leftarrow H^2(K_1) \leftarrow H^2(E_1 \oplus T_{P^3}) \leftarrow H^2(E_2 \oplus T_{P^3}) \leftarrow H^1(K_1) \leftarrow 0. \]
Since either $h^2(E_1 \otimes T_{\mathbb{P}^3}) = \beta_{1,4}$ or $h^2(K_2) = \beta_{2,4}$ is zero, the map $\alpha$ must also be zero. Therefore

$$h^2(K_1) = \beta_{1,4} \quad \text{and} \quad h^1(K_1) = \beta_{2,4}.$$  

Since $H^1(T_{\mathbb{P}^3}) = 0$, sequence (3) finally gives

$$0 \leftarrow H^2(K_1) \leftarrow H^1(T_{\mathbb{P}^3}|_C) \leftarrow 0 \leftarrow H^1(K_1) \leftarrow H^0(T_{\mathbb{P}^3}|_C) \leftarrow H^0(T_{\mathbb{P}^3}) \leftarrow 0$$

and therefore

$$h^0(T_{\mathbb{P}^3}|_C) = 15 + \beta_{2,4} \quad \text{and} \quad h^1(T_{\mathbb{P}^3}|_C) = \beta_{1,4}. \quad \square$$

From this we also get the cohomology of the normal bundle for our space curves. This is useful to calculate the dimension of the Hilbert scheme of curves.

**Proposition 7.12.** Let $C \subset \mathbb{P}^3$ be a smooth space curve of degree $d$ and genus $g$, such that

$$h^1(T_{\mathbb{P}^3}|_C) = 0.$$  

Let $\text{Hilb}_C$ be the component of the Hilbert scheme of degree $d$ and genus $g$ space curves that contains $C$. Then $\text{Hilb}_C$ is smooth at $C$ and has dimension

$$h^0(N_{C/\mathbb{P}^3}) = h^0(T_{\mathbb{P}^3}|_C) + 3g - 3 = 4d.$$  

**Proof.** We consider the normal bundle sequence

$$0 \longrightarrow T_C \longrightarrow T_{\mathbb{P}^3}|_C \longrightarrow N_{C/\mathbb{P}^3} \longrightarrow 0.$$  

Since $h^1(T_{\mathbb{P}^3}|_C) = 0$ we also get $h^1(N_{C/\mathbb{P}^3}) = 0$ and

$$h^0(N_{C/\mathbb{P}^3}) = h^0(T_{\mathbb{P}^3}|_C) - h^0(T_C) + h^1(T_C)$$

$$= h^0(T_{\mathbb{P}^3}|_C) - (2 - 2g + 1 - g)$$

$$= h^0(T_{\mathbb{P}^3}|_C) + 3g - 3.$$  

It is known that $H^0(N_{C/\mathbb{P}^3})$ is the tangent space of $\text{Hilb}_C$ at $C$ (see [Har10, Theorem 1.1 (b)]). Since $H^1(N_{C/\mathbb{P}^3}) = 0$, the deformation is unobstructed, i.e., $\text{Hilb}_C$ is smooth at $C$ and therefore of the claimed dimension (see [Har10, Theorem 1.1 (c)]). The second equality comes from $h^0(T_{\mathbb{P}^3}|_C) = 4d + 3 - 3g$ as in the proof of Lemma 7.10, where only $h^1(T_{\mathbb{P}^3}|_C) = 0$ is used. \square

Before stating the main theorem of this section, recall that inversion bonds are tangential intersections of a configuration curve with the boundary, while butterfly bonds are simple intersections. Therefore, if we have a curve $D \subseteq \Xi^3$ of degree $2d$ with no similarity, collinearity, or vertex bonds, and $d'$ is the number of inversion bonds, then the number of butterfly bonds will be $2d - 2d'$.

**Theorem 7.13.** Pick a triple $(c, d, g)$ from Table 2 and Table 3 not marked by $(\ast)$. Let $\text{Hilb}_{\Xi^{16}}(2d, g)$ be the Hilbert scheme of curves of degree $2d$ and genus $g$ in $\mathbb{P}^{16}$. Let $H(c, d', d) \subset \text{Hilb}_{\Xi^{16}}(2d, g)$ be the locally closed subscheme of curves $D \in \text{Hilb}_{\Xi^{16}}(2d, g)$ such that:

1. $D \subset \Xi^3 \subset \mathbb{P}^{16}$,
2. $\text{codim}(D) = c + 7$,
3. $D$ does not have similarity, collinearity, or vertex bonds,
4. $D$ has $d'$ inversion bonds and $2d - 2d'$ butterfly bonds, and
(5) the restriction of the projection $\pi: SE_3 \to P^3$ to $D$ defines an isomorphism to the image.

Then $H(c, d', d)$ has at least one irreducible component $H'$ with dimension at least $h^0(T_{P^3}|D) + 2d$.

These expected dimensions are listed in Table 4 and Table 5.

Proof. First, we prove that $H(c, d', d)$ is not empty. Via computer algebra, we construct, over a finite field $F_p$, a smooth curve $C_p \subset P^3$ of type $(c, d, g)$ in Table 2 or Table 3 that intersects $P^3_\infty$ in $d'$ distinct double points and $2d - 2d'$ distinct simple points. By Proposition C.3, this implies the existence of a curve $C$ with the same properties also over $C$. By Theorem 7.9, lifts $D$ of $C$ that satisfy all conditions of the theorem are in bijection with elements of $H^0(T_{P^3}|C)$ that lift to $H^0(T_{P^3_\infty}|C_{\infty})$. Imposing to lift to $H^0(T_{P^3_\infty}|C_{\infty})$ gives at most one condition to elements of $H^0(T_{P^3}|C)$ for each reduced intersection point (namely, being tangent to a hypersurface), i.e., at most $d' + (2d - 2d') = 2d - d'$ conditions. The dimension of the space of elements $H^0(T_{P^3}|C)$ that lift to $H^0(T_{P^3_\infty}|C_{\infty})$ is then at least

$$h^0(T_{P^3}|C) - 2d + d' \geq h^0(T_{P^3}|C) - 2d.$$

Looking at Table 4 and Table 5, we see that this quantity is always at least 2. Hence lifts $D$ of $C$ with the conditions from the statement always exist, i.e., $H(c, d', d)$ is not empty.

We consider a component $H'$ of $H(c, d', d)$ that contains curves $D$ with smooth $\pi(D)$. Let $\text{Hilb}_{P^3}(d, g)$ be the Hilbert scheme of smooth curves in $P^3$ of degree $d$ and genus $g$. Since by hypothesis $\pi|_{D}$ is an isomorphism, we get a rational map $H' \to \text{Hilb}_{P^3}(d, g)$. Let $Y'$ be the image of $H'$ under this map.

Since the elements $C \in \text{Hilb}_{P^3}(d, g)$ are smooth, we can apply Lemma 7.10 and Lemma 7.11 to see that $h^1(T_{P^3}|\pi(D)) = 0$ in all cases not marked with $(\ast)$. Proposition 7.12 then implies $\dim \text{Hilb}_{P^3}(d, g) = 4d$.

If $P$ is an inversion bond of $D$, then $\pi(D)$ is contact to $P^3_\infty$ by Corollary 4.10 at $\pi(P)$. This imposes $d'$ conditions on the choice of $\pi(D)$. Therefore, we have

$$\dim Y' \geq 4d - d' = 4d - d'.$$

Again, by Theorem 7.9 the fibers of the natural projection

$$H' \to Y'$$

have dimension at least $h^0(T_{P^3}|C) - 2d + d'$. Therefore $H'$ has dimension at least

$$\dim Y' + h^0(T_{P^3}|C) - 2d + d' \geq 4d - d' + h^0(T_{P^3}|C) - 2d + d' = h^0(T_{P^3}|C) + 2d.$$

Corollary 7.14. Let $H$ be as in Theorem 7.13 and let $H' \subset H$ be the subfamily of generalized hexapod curves. Then the expected dimension of $H'$ is at least

$$\dim H - 5 - 6(3 - c).$$

These expected dimensions are all positive and listed in Table 4 and Table 5.
Table 4. Families of lifts of Euler curves as in Theorem 7.13, and expected dimensions of the corresponding families of mobile hexapods. In the cases marked by (\(*\)), the scheme $X$ from Proposition 5.6 must be a complete intersection of a quadric and a quartic surface in $\mathbb{P}^3$.

| $c$ | $d$ | $g$ | Betti table of $C$ | $h^0(T_{\mathbb{P}^3}|C)$ | $h^1(T_{\mathbb{P}^3}|C)$ | $h^0(N_C/\mathbb{P}^3)$ | dim Hilb | edim 6-pods |
|-----|-----|-----|-------------------|-----------------|-----------------|-----------------|---------|------------|
| 3   | 3   | 0   | $1$ $-$ $-$      | 15              | 0               | 12              | 21      | $\geq 16$ |
| 2   | 4   | 1   | $1$ $-$ $-$      | 16              | 0               | 16              | 24      | $\geq 13$ |
| 1   | 4   | 0   | $1$ $-$ $-$      | 19              | 0               | 16              | 27      | $\geq 10$ |
| 5   | 2   |     | $1$ $-$ $-$      | 17              | 0               | 20              | 27      | $\geq 10$ |
| 6   | 4   |     | $1$ $-$ $-$      | 15              | 0               | 24              | 27      | $\geq 10$ |
| 5   | 0   |     | $1$ $-$ $-$      | 23              | 0               | 20              | 33      | $\geq 16$ |
| 6   | 3   |     | $1$ $-$ $-$      | 18              | 0               | 24              | 30      | $\geq 13$ |
| 7   | 6   |     | $1$ $-$ $-$      | 15              | 2               |                 |         |            |
| 8   | 9   |     | $1$ $-$ $-$      |                   |                 |                 |         |            |
Table 5. Families of lifts of Euler curves as in Theorem 7.13, and expected dimensions of the corresponding families of mobile hexapods.

| $c$ | $d$ | $g$ | Betti table of $C$ | $h^0(T_{P^3}|C)$ | $h^1(T_{P^3}|C)$ | $h^0(N_{C/P^3})$ | dim Hilb | dim 6-pods |
|-----|-----|-----|------------------|-----------------|-----------------|-----------------|---------|-----------|
| 0   | 5   | 0   | $1 - - -$        | 23              | 0               | 20              | 33      | $\geq 10$ |
| 5   | 1   | 1   | $1 - - -$        | 20              | 0               | 20              | 30      | $\geq 7$  |
| 6   | 3   | 1   | $1 - - -$        | 18              | 0               | 24              | 30      | $\geq 7$  |
| 6   | 2   | 1   | $1 - - -$        | 21              | 0               | 24              | 33      | $\geq 10$ |
| 7   | 5   | 1   | $1 - - -$        | 16              | 0               | 28              | 30      | $\geq 7$  |

Proof. A generalized hexapod curve must pass through the identity point of $SE_3$. Since $\dim SE_3 = 6$, this imposes at most 5 conditions. By Proposition 3.11, since the codimension of the span of these curves is $c + 7$, we have

$$\dim H' \geq (\dim H - 5) - 6(10 - (c + 7)) \geq \dim H - 5 - 6(3 - c).$$

This gives the values in the last column of Table 4 and Table 5. □

Remark 7.15. Notice that the bound on the dimension of $H$ is independent of the number of butterfly points. This suggests that for each number of butterfly points the corresponding generalized hexapod curves in $SE_3$ form a family of the same dimension, and neither family is a specialization of one of the others.

Appendix A. Betti tables for nondegenerate irreducible reduced space curves of degree at most 6

Let $C \subset P^3$ be a reduced, nondegenerate scheme of pure dimension 1, degree $d$, and arithmetic genus $g_a$. Let

$$0 \leftarrow I_C \leftarrow \bigoplus_{i \geq 2} \mathcal{O}_{P^3}(-i)^{a_i} \leftarrow \bigoplus_{j \geq 3} \mathcal{O}_{P^3}(-j)^{b_j} \leftarrow \bigoplus_{k \geq 4} \mathcal{O}_{P^3}(-k)^{c_k} \leftarrow 0$$
be the minimal free resolution of the ideal sheaf of $C$. The curve $C$ then has Betti table of the form

\[
\begin{array}{cccc}
1 & - & - \\
a_2 & b_3 & c_4 \\
\vdots & \vdots & \vdots \\
a_n & b_{n+1} & c_{n+2}
\end{array}
\]

We call $(a_2, \ldots, a_n \mid b_3, \ldots, b_{n+1} \mid c_4, \ldots c_{n+2})$ the Betti sequence of $C$.

In [Nai02] Hirotsugo Naito classifies possible Betti tables for nondegenerate, irreducible, smooth curves $C$ of degree $d$ and geometric genus $g$:

**Theorem A.1** (Naito). If $d \leq 6$, then the Betti sequence of $C$ is as in Table 6.

| $(d,g)$ | Betti sequence  | $(d,g)$ | Betti sequence |
|---------|----------------|---------|----------------|
| $(3,0)$ | $(3|2|0)$       | $(6,0)$ | $(1,0,0,5|0,0,0,8|0,0,0,3)$ |
| $(4,0)$ | $(1,3|0,4|0,1)$ |         | $(0,1,6|0,0,9|0,0,3)$ |
| $(4,1)$ | $(2,0|0,1|0,0)$ |         | $(0,2,2,1|0,0,4,2|0,0,1,1)$ |
| $(5,0)$ | $(1,0,4|0,0,6|0,0,2)$ | $(6,1)$ | $(0,2,3|0,0,6|0,0,2)$ |
|         | $(0,4,1|0,3,2|0,0,1)$ | $(6,2)$ | $(0,3,1|0,1,3|0,0,1)$ |
| $(5,1)$ | $(0,5|0,5|0,1)$ |         | $(6,3)$ | $(1,0,3|0,0,4|0,0,1)$ |
| $(5,2)$ | $(1,2|0,2|0,0)$ |         | $(0,4|0,3|0,0)$ |
|         | $(6,4)$ |         | $(1,1,0|0,0,1|0,0,0)$ |

The same classification is true if $C$ is only nondegenerate, irreducible, and reduced. For this, Naito’s proof must only be slightly modified:

Theorem 2 in his paper (by Gruson-Lazarsfeld-Peskine) is true for nondegenerate, irreducible, reduced curves, and also Naito’s Lemma 3 and Lemma 4 are all stated and proved for this case.

In the proof of his Theorem 1, Naito uses Castelnuovo’s bound for the geometric genus $g$ of a nondegenerate, irreducible, smooth curve $C \subset \mathbb{P}^3$:

\[
g \leq \begin{cases} 
\frac{1}{4}d^2 - d + 1 & \text{if } d \text{ is even,} \\
\frac{1}{4}(d^2 - 1) - d + 1 & \text{if } d \text{ is odd.}
\end{cases}
\]

The same bound is true for the arithmetic genus $g_a$ of a nondegenerate, irreducible reduced curve $C \subset \mathbb{P}^3$. This can be shown by using generic initial ideals. For such a proof see [DS00, Theorem 2.24 (Halphen’s Bound)]. Castelnuovo’s bound above is a special case of Halphen’s bound for $s = 2$.

This leaves the cases where $(d,g)$ is either $(5,0)$, $(6,0)$, or $(6,2)$. If the arithmetic genus of an irreducible curve is 0, then the curve is smooth. Therefore Naito’s proof
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[118x715]goes through in those cases. This leaves the case \((6, 2)\), for which the previous arguments leave the following two possibilities:

1
---
---
---
---
---
---
---
---
1
---
---
---
---
---
3
1
---
---
---
---
---
---
1
---
---
---
---
---
3
1
---
---
---

If \(C\) is smooth, the second case is not possible since, as pointed out by Naito, by another theorem of Castelnuovo such a curve must have at least one 4-secant, hence the curve cannot be cut out by cubics. For \(C\) only irreducible and reduced we can argue as follows:

**Proposition A.2.** There exists no irreducible reduced curve \(C \subset \mathbb{P}^3\) with minimal free resolution

\[
\mathcal{O}_C \leftarrow \mathcal{O}_{\mathbb{P}^3} \leftarrow \phi_1 3\mathcal{O}_{\mathbb{P}^3}(-3) \leftarrow \phi_2 3\mathcal{O}_{\mathbb{P}^3}(-5) \leftarrow \phi_3 \mathcal{O}_{\mathbb{P}^3}(-6) \leftarrow 0.
\]

**Proof.** Assume, to the contrary, that such a curve exists. Since \(C\) is locally Cohen-Macaulay, the kernel \(\mathcal{E}\) of \(\phi_1\) is a vector bundle (this is a well-known fact, nevertheless we give a proof below). The vector bundle \(\mathcal{E}\) is also the cokernel of \(\phi_3\):

\[
0 \leftarrow \mathcal{E} \leftarrow 3\mathcal{O}_{\mathbb{P}^3}(-5) \leftarrow \phi_3 \mathcal{O}_{\mathbb{P}^3}(-6) \leftarrow 0.
\]

Now, \(\phi_3\) is represented by a \(3 \times 1\)-matrix of linear forms. Let \(P \in \mathbb{P}^3\) be a point where these linear forms vanish simultaneously. On the one hand, since the sequence above is a sequence of vector bundles, its restriction to \(P\) is still exact:

\[
0 \leftarrow \mathcal{E}|_P \leftarrow 3\mathcal{O}_P(-5) \leftarrow \phi_3|_P \mathcal{O}_P(-6) \leftarrow 0.
\]

On the other hand, we have \(\phi_3|_P = 0\), a contradiction. \(\square\)

We conclude by showing the result mentioned in the proof of Proposition A.2.

**Proposition A.3.** Let \(C \subset \mathbb{P}^n\) be a locally Cohen-Macaulay scheme of codimension 2 with a free resolution

\[
0 \leftarrow \mathcal{O}_C \leftarrow \mathcal{O}_{\mathbb{P}^n} \leftarrow F_1 \leftarrow \ldots \leftarrow F_k \leftarrow 0
\]

over a field \(K\). Let \(\mathcal{E}\) be the first syzygy sheaf of \(C\), i.e., the sheaf that makes the sequence

\[
0 \leftarrow \mathcal{O}_C \leftarrow \mathcal{O}_{\mathbb{P}^n} \leftarrow F_1 \leftarrow \mathcal{E} \leftarrow 0
\]

exact. Then \(\mathcal{E}\) is locally free.

**Proof.** We show that for every \(x \in \mathbb{P}^n\) the stalk \(\mathcal{E}_x\) is a free \(\mathcal{O}_{\mathbb{P}^n,x}\)-module. Since \(C\) is locally Cohen-Macaulay of codimension 2, by the Hilbert-Burch theorem there exists a free resolution of \(\mathcal{O}_{C,x}\) of the form

\[
0 \leftarrow \mathcal{O}_{C,x} \leftarrow \mathcal{O}_{\mathbb{P}^n,x} \leftarrow \mathcal{O}_{\mathbb{P}^n,x}^r \leftarrow \mathcal{O}_{\mathbb{P}^n,x}^{r-1} \leftarrow 0.
\]

By Schanuel’s Lemma\(^1\) we then have that \(\mathcal{E}_x \oplus \mathcal{O}_{\mathbb{P}^n,x}^r \cong \mathcal{O}_{\mathbb{P}^n,x}^{r-1} \oplus F_1,x\). Hence \(\mathcal{E}_x\) is a projective \(\mathcal{O}_{\mathbb{P}^n,x}\)-module, because it is a direct summand of a free module, so it is free, because projective modules over local rings are free. \(\square\)

\(^1\)We thank Dario Portelli for suggesting us the use of Schanuel’s Lemma.
Appendix B. Space curves lying on 3 independent cubics

In this section we use the theory of generic initial ideals to bound the degree of space curves that lie on 3 independent cubics. We take what we need of this theory from the excellent review of [DS00].

In what follows, let \( C \subset \mathbb{P}^3 \) be an irreducible nondegenerate space curve and \( \Gamma \subset \mathbb{P}^2 \), a general hyperplane section of \( C \).

**Definition B.1.** Let \( I \subset \mathbb{C}[w_0, w_1, w_2] \) be a homogeneous ideal and \( \text{in}(I) \) be the ideal of initial forms of \( I \) with respect to the reverse lexicographic order. By a theorem of Galligo (see [Gal74] and [Gre98]) there exists a non-empty Zariski open subset \( U \subset \text{GL}(3, \mathbb{C}) \) such that \( \text{in}(g(I)) \) is constant and Borel-fixed for all \( g \in U \) (for a definition of Borel-fixedness, see [DS00, Definition 2.2]). In this situation we set

\[
\text{gin}(I) := \text{in}(g(I))
\]

for \( g \in U \).

**Proposition B.2.** For a set \( \Gamma \) of \( d \) points in \( \mathbb{P}^2 \) the generic initial ideal is of the form

\[
\text{gin}(I_\Gamma) = \left\langle w_0^s, w_0^{s-1}w_1^{\lambda_{s-1}}, \ldots, w_0w_1^{\lambda_1}, w_1^\lambda \right\rangle
\]

for some \( s \in \mathbb{N} \), with

\[
\lambda_0 > \cdots > \lambda_{s-1} \geq 1.
\]

The scalars \( \{\lambda_i\}_{i=0}^{s-1} \) are called the GP-invariants of \( \Gamma \).

**Proof.** This is the remark after Definition 2.17 of [DS00]. It follows from the Borel-fixedness property of the generic initial ideal. \( \square \)

**Proposition B.3.** With the notation above, we have

\[
d = \sum_{i=0}^{s-1} \lambda_i
\]

**Proof.** This is [DS00, Remark 2.18]. \( \square \)

The main restriction on the possible GP-invariants comes from the following theorem:

**Theorem B.4** (Connectedness of the GP-invariants, [GP78]). If \( \Gamma \) is a general hyperplane section of an irreducible reduced space curve, then

\[
\lambda_i - 1 \geq \lambda_{i+1} \geq \lambda_i - 2, \quad 0 \leq i \leq s - 2.
\]

We also need the following important result:

**Theorem B.5** (Laudal’s Lemma, [Lau78], [Str87], [Str88], [Gre98]). If the general hyperplane section \( \Gamma \subset \mathbb{P}^2 \) of an integral curve \( C \subset \mathbb{P}^3 \) of degree \( d > s^2 + 1 \) lies on a hypersurface of degree \( s \), then the same holds for \( C \).

With these tools we can prove our bound.

**Proposition B.6.** Let \( C \subset \mathbb{P}^3 \) be an integral curve of degree \( d \) satisfying

\[
\lambda_i - 1 \geq \lambda_{i+1} \geq \lambda_i - 2, \quad 0 \leq i \leq s - 2.
\]
Then $d \leq 7$. Moreover, if $d = 7$ then $h^0(I_C(3)) = 3$.

**Proof.** Let $C \subset \mathbb{P}^3$ be an integral curve satisfying the conditions of the proposition such that $d$ takes the maximal possible value (such a maximum value exists since $C$ lies on a complete intersection of two cubics, and therefore $d \leq 9$).

The number $d$ is at least 7 since curves of degree 7 satisfying the conditions above exist (for example, the determinantal septics from Proposition 5.4). Since $d \geq 7 > 2^2 + 1$, Laudal’s Lemma implies that $\Gamma$ does not lie on any quadratic hypersurface. Since it does lie on at least 3 independent cubic hypersurfaces, the initial ideal of $\Gamma$ must be of the form

$$\text{gin}(I_{\Gamma}) = \langle x_0^3, x_1^2 x_0, x_0^2 x_1, x_1^\lambda \rangle$$

and $\lambda_2 = 1, \lambda_1 = 2$. By Gruson and Peskine’s Connectedness Theorem this implies

$\lambda_1 = \lambda_0 - 2 \iff \lambda_0 \leq 4$.

Therefore, we get

$$d = \lambda_0 + \lambda_1 + \lambda_2 \leq 1 + 2 + 4 = 7.$$  

from Proposition B.3. The same calculation also shows that $h^0(I_{\Gamma}(3)) = 3$ if $d = 7$.

Now

$$3 = h^0(I_{\Gamma}(3)) \leq h^0(I_C(3)) \leq 3$$

hence $h^0(I_C(3)) = 3$. $\square$

**Appendix C. Finite fields methods**

In this Appendix, we explain the technique that allows us to infer the existence of curves over $\mathbb{C}$ with prescribed properties from the existence of curves with the same properties over finite fields. The latter can be witnessed, for example, via explicit computations with a computer algebra system.

**Lemma C.1.** Let $X$ be an irreducible scheme over $\text{Spec}(\mathbb{Z})$ such that

$$\dim X \geq \delta$$

for some $\delta \in \mathbb{N}$. For a prime $p$, denote by $X_p$ the fiber of $X$ over $(p)$, i.e.

$$X_p \xrightarrow{\xi} X$$

$$\xi_p \downarrow \downarrow \xi$$

$$(p) \xleftarrow{\xi} \text{Spec}(\mathbb{Z})$$

Assume that we have a point $x \in X_p \subset X$ such that $\dim T_{X_p,x} \leq \delta - 1$. Then $\xi$ is dominant and $\dim X = \delta$.

**Proof.** Assume, for a contradiction, that the $\xi$ is not dominant. Then $X$ lies completely over some prime $p'$. Since $X_p$ is non empty we must have $p' = p$ and $X = X_p$. But this is impossible, since $\dim X \geq \delta$ and $\dim X_p \leq \dim T_{X,x} = \delta - 1$. So $\xi$ is dominant.
By the assumptions, the fiber dimension of $\xi$ is at most $\delta - 1$ and the dimension of the basis is $\dim \text{Spec}(\mathbb{Z}) = 1$. Therefore $\delta \geq \dim X \geq \delta$. □

**Lemma C.2.** Let $C \subset \mathbb{P}^3$ be a smooth curve of degree $d$, let $Y \subset \mathbb{P}^9$ be the set of quadrics $Q \subset \mathbb{P}^3$ that are tangent to $C$ in $d'$ distinct points and intersect $C$ transversely in $2d - 2d'$ further points. Let $Q \in Y$ and $P_1, \ldots, P_{d'}$ be the tangency points of $C$ and $Q$. Then the tangent space $T_{Y,Q}$ of $Y$ at $Q$ is

$$T_{Y,Q} = \left\{ Q' : Q'(P_i) = 0 \text{ for } i \in \{1, \ldots, d'\} \right\}.$$

**Proof.** Let $P'_i$ be the tangent vector to $C$ at $P_i$ that is also tangent to $Q$ at $P_i$, for $i \in \{1, \ldots, d'\}$. Let $Q'$ be a tangent vector to $P_9$ at $Q$. Then $Q'$ is tangent to $Y$ if and only if

$$0 = (Q + \epsilon Q')(P_i + \epsilon P'_i) = \epsilon Q'(P_i) \text{ for all } i \in \{1, \ldots, d'\},$$

where the previous equality holds over the dual numbers $K[\epsilon]/(\epsilon^2)$. □

**Proposition C.3.** Assume that, over a finite field $\mathbb{F}_p$, we have a smooth curve $C_p \subset \mathbb{P}^3$ of genus $g$ and degree $d$, and a smooth quadric $Q_p \subset \mathbb{P}^3$ satisfying the following conditions:

1. $C_p$ is tangent to $Q_p$ in $d'$ points and intersects $Q_p$ transversally in $2d - 2d'$ further points,
2. $h^1(N_{\mathbb{P}^3/C_p}) = 0$, and
3. the tangency points of $C_p$ and $Q_p$ impose independent conditions on quadrics in $\mathbb{P}^3$.

Then there exists a smooth curve $\overline{C} \subset \mathbb{P}^3$ and a smooth quadric $\overline{Q}$ over $\overline{C}$ also satisfying condition (1).

**Proof.** Over $\text{Spec}(\mathbb{Z})$, consider the following varieties:

- the Hilbert scheme $H_{g,d}$ of smooth curves in $\mathbb{P}^3$ of degree $d$ and genus $g$,
- $\mathbb{P}^9 = \mathbb{P}(H^0(\mathcal{O}_{\mathbb{P}^3}(2)))$ the space of quadrics in $\mathbb{P}^3$,
- the incidence variety $X \subset H_{d,g} \times \mathbb{P}^9$ given by

$$X := \left\{(C, Q) : Q \text{ is smooth and } C \cap Q \text{ satisfies condition (1)} \right\},$$

which comes with the natural projection $\rho: X \to H_{d,g}$.

Notice that $(C_p, Q_p)$ is a point in $X$. Let $X'$ be a component of $X$ that contains $(C_p, Q_p)$. Let $H'$ be a component of $H_{d,g}$ containing $\rho(X')$, then $X' \subset H' \times \mathbb{P}^9$.

We consider the following diagram:

$$\begin{array}{cccccc}
\{(C_p, Q_p)\} & \hookrightarrow & X'_{C_p} & \hookrightarrow & X'_{p} & \hookrightarrow & X' \\
\rightarrow & \downarrow \rho_p & \rightarrow & \rightarrow & \rightarrow & \rightarrow & \rightarrow \\
\{C_p\} & \hookrightarrow & H'_{p} & \hookrightarrow & H' & \hookrightarrow & \xi \\
\rightarrow & \downarrow \xi & \rightarrow & \rightarrow & \rightarrow & \rightarrow & \rightarrow \\
(p) & \hookrightarrow & \text{Spec}(\mathbb{Z})
\end{array}$$
where $X'_p$ and $H'_p$ are the fibers of $X'$ and $H'$ over $p$, respectively, and $X'_{C_p}$ is the fiber of $\rho_p$ over $C_p$.

First, we want to use Lemma C.1 on the square

$$
\begin{array}{ccc}
\downarrow & & \downarrow \\
C_p \rightarrow H'_p & \rightarrow & H' \\
\downarrow & & \downarrow \\
(p) \rightarrow \text{Spec}(Z)
\end{array}
$$

(to conclude that its dimension is $4d + 1$). First, we show\(^2\) that the dimension of $H'$ is at least $4d + 1$. In fact, the curve $C_p$ satisfies the condition of being \textit{locally unobstructed}, according to [Kol96, Definition 2.11 (1)], due to [Kol96, Lemma 2.12]. Hence [Kol96, Theorem 2.15 (1)] implies that the dimension of $H'$ is at least $\chi(N_{P^3/C_p}) + 1$, and [Ein86, Lemma 5] shows that $\chi(N_{P^3/C_p}) = 4d$. Thus $\dim H' \geq 4d + 1$. Second, by our assumption $h^1(N_{P^3/C_p}) = 0$, the tangent space of $H'_p$ at $C_p$ has the expected dimension $4d$. Therefore, by Lemma C.1 we get that $\xi$ is dominant and $\dim H' = 4d + 1$.

Now we want to use again Lemma C.1 on the square:

$$
\begin{array}{ccc}
\downarrow & & \downarrow \\
(C_p, Q_p) \rightarrow X'_p & \rightarrow & X' \\
\downarrow & & \downarrow \\
\rho_p & \rightarrow & \rho \\
\downarrow & & \downarrow \\
H'_p & \rightarrow & H' \\
\downarrow & & \downarrow \\
(p) \rightarrow \text{Spec}(Z)
\end{array}
$$

Since being tangent imposes at most one condition on a pair $(C, Q)$, we have

$$\dim X' \geq \dim H' + 9 - d' = 4d + 10 - d'. $$

Next, we estimate the dimension of the tangent space of $X'_p$ at $(C_p, Q_p)$. Certainly, this tangent space is contained in the product of the tangent space of the base $H'_p$ at $C_p$ and the tangent space of the fiber $X'_{C_p}$ at $(C_p, Q_p)$:

$$T_{X'_p,(C_p, Q_p)} \subset T_{H'_p, C_p} \times T_{X'_{C_p}, (C_p, Q_p)}$$

By our assumptions and Lemma C.2 we have

$$\dim T_{X'_{C_p}, (C_p, Q_p)} = 9 - d', $$

while

$$\dim T_{H'_p, C_p} = 4d.$$ 

So

$$\dim T_{X'_p, (C_p, Q_p)} \leq 4d + 9 - d', $$

therefore by Lemma C.1 we get that $\xi \circ \rho$ is dominant. This implies that the fiber of $X'$ over the generic point of $\text{Spec}(Z)$ is not empty. Hence there exist a curve $\overline{C}$ and a quadric $\overline{Q}$ that satisfy condition (i) in the statement. \hfill \Box

\(^2\)We thank Barbara Fantechi for a useful discussion about Hilbert schemes.
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