This revision presents applications of multivariate curve resolution alternating least squares (MCR-ALS) applied to chromatographic data. Initially, the fundamentals and recent advances of the MCR-ALS method will be presented. Several critical issues such as data organization, advantages of the modelling, constraints, evaluation of ambiguity and the use for mathematical separation is discussed. An extensive revision of the papers on MCR-ALS applied to chromatographic data reported up to 2020 is presented.

A practical example of an innovative application of cholesterol lowering drugs using supercritical fluid chromatography (SFC) is described highlighting important aspects of the method. At the end, a list of links to MCR-ALS algorithms and graphical interfaces developed in Matlab, R and Python 3 is provided.

**Keywords:** Multivariate curve resolution, Chromatography, statins, multiway, mathematical separation.

**INTRODUCTION**

Over the last decade the number of published manuscripts describing the use of multivariate curve resolution with alternating least squares (MCR-ALS) for chromatographic data analysis has increased, especially after the first time the word “chromATHography” was used to refer to the mathematical separation that can be achieved using curve resolution methods [1–3].

Since the first paper of curve resolution analysis was published in 1971 [4] and the first work of multivariate
curve resolution [5] was published in 1984, the chromatographic instrumentation evolved to make it easier and faster the acquisition of high amount of spectral data synchronized to the chromatographic elution. Multiway data, which encompasses second or higher order data can be obtained in several different ways by synchronizing two or more acquisition modes [6]: Excitation emission 3D molecular fluorescence [7–10], kinetic process followed by an ultraviolet or molecular fluorescence detector [11–14], to name a few. The automated chromatographic instrumentation simplifies the synchronization with a spectrometer detector which makes the process of acquiring higher order data easier. For example, liquid chromatography coupled to photodiode array detector (LC-PDA) [3,6,15–18], liquid chromatography coupled to fluorescence detector (LC-FLU) [17,19–23], liquid or gas chromatography coupled to mass spectrometer (LC-MS or GC-MS) [17,24–29], multidimensional liquid or gas chromatography (MDLC or MDGC) [17,26–28,30–33] and kinetic process followed by a chromatographic analysis [34] are some of the numerous way to obtain higher order data using a chromatographic system.

When the signal of one or more analytes are mathematically unmixed from interferents using a curve resolution method, pure profiles of these analytes are obtained [1], which can be used for many purposes such as calibration [3,6,15–17,20,23], pattern recognition [24,25,30] or even to evaluate the purity of the peak [34,35]. This mathematical separation is possible due to the second order advantage [6,17,20,23,36,37] and provides several benefits for the analytical method development: (1) clean-up and sample preparation protocols may be significantly reduced in time and complexity; (2) full chromatographic separation is no longer a requirement to perform an accurate quantification; (3) baseline profile can be retrieved as an extra profile and may be mathematically removed from the modelling; (4) the same elution can be used to analyze different types of samples which facilitates the development of multiproduct analysis; (5) the results of validation regarding the figures of merit can be enhanced by the increase of synchronized detection modes; (6) better accuracy can be achieved even for highly complex samples, (7) it is possible to analyze coeluted samples with identical spectra profile [3,6,15–17,19,20,24,29,30,32,34,37–39].

MCR-ALS is a flexible algorithm that presents several advantages on modelling chromatographic data. Many implemented constraints make the MCR-ALS more adaptable to different systems and can be used to efficiently retrieve pure signals of the mixture constituents. In this context, this paper provides a systematical review of the fundamental and recent publications of MCR-ALS algorithm applied to chromatographic data. Illustrative examples will be used to highlight different applications and advantages of replacing the physical-chemical separation by the mathematical separation. In addition, a new application of MCR-ALS on supercritical fluid chromatography (SFC) is reported.

THEORY OF MULTIWAY ANALYSIS

This section introduces the nomenclature, data organization, the main problems of chromatographic data for multiway modelling, and the main advantages of multiway modelling with MCR-ALS of chromatographic data.

The instrumental data can be categorized in accordance with the quantity, type and organization of data used for the analysis. In this context, the univariate approach is used when a single result is used to characterize a sample and the multivariate approach when more than one result is used for the same purpose. Univariate modelling does not require much computational effort, so it is frequently implemented in chromatographic systems for identification or quantification. The major disadvantage of this type of modelling is that it requires complete separation of the analyte from the matrix constituents since information from the interferences cannot be taken into account in this approach. This can be time-consuming and might require a large volume of solvents, especially for the analysis of complex samples, and even so an interference may still preclude the analysis. On the other hand, multivariate analysis simplifies laboratory work, however it demands higher computational effort, especially for big data sets and an experienced analyst to evaluate the quality of the model built before its use for predictions. Nevertheless, the ability to identify (first order advantage) and even to make accurate predictions in the presence of interferences (second order advantage) make the use of multivariate modelling worthy [37,38]. MCR-ALS in the context
of chromatographic analysis displays the advantages mentioned for second and higher order data [6,17,37,38,40,41]. When there is more than one variable used to build the model the data set is called multivariate, if these variables are acquired with more than one instrument source the multivariate data set can be called multiway. In this sense multivariate is a general concept that includes multiway.

Multiway data is obtained when more than one detection mode is synchronized and the number of these modes are related to the order of the data. Therefore, second order data - also called three-way data - can be built when two acquisition modes are synchronized; third order - also called four-way data - when three modes are synchronized and so on. Figure 1 relates the data to the order; it can be seen that when the sample information is a scalar, vector, matrix or a three-way tensor, the sample dataset are respectively described as zeroth, first, second and third order data [37,38,40].

Second and higher order data present the second order advantage and some authors highlight that the sensitivity is increased with the number of acquisition modes [6,17,37,38,40]. The increase in sensitivity is more evident from second to third order data than from third to higher order data, therefore the increase in sensitivity is described as the third order advantage [37,38]. Useful information to achieve the second order advantage is obtained when another mode is analyzed [34], however so far, no special advantage was related to the modelling of fourth order data or higher [37].

| DATA        | ZEROTH ORDER | FIRST ORDER | SECOND ORDER | THIRD ORDER |
|-------------|--------------|-------------|--------------|-------------|
| SINGLE SAMPLE | [ ]          | [ ]         | [ ]          | [ ]         |
| SAMPLE SET  | [ ]          | [ ]         | [ ]          | [ ]         |
| TYPE OF DATA MODELLING | UNIVARIATE | MULTIVARIATE | MULTIWAY | MULTIWAY |
| EXAMPLE OF A SINGLE SAMPLE | PEAK AREA | CHROMATOGRAMS | LC-PDA | KINETIC-LC-PDA |

**Figure 1.** Examples and organization of data type related to data order. [Reprinted (adapted) from Anal. Chim. Acta., 2014, 806, pp 8-26 (https://doi.org/10.1016/j.aca.2013.11.009). Authors: Graciela M. Escandar, Héctor C. Goicoechea, Arsenio Muñoz de la Peña, Alejandro C. Olivieri. Title: Second- and higher-order data generation and calibration: A tutorial. With permission from Elsevier.]

**THEORY OF MCR-ALS**

Multivariate curve resolution with alternating least squares is a bilinear algorithm used for curve resolution purposes [1,5,42–45]. It fits particularly well to multiway chromatographic data because each sample is individually bilinear due to the synchronization of the detectors. However, the tensor built with more than one injection is not trilinear or quadrilinear due to retention time shifts and peak shape changes caused by differences in mass transfer process inside the column [1,6,17,40].

It is important to say that most chemical data sets are bilinear and a few present trilinearity, therefore...
bilinear algorithms are suitable for most of them. The great disadvantage between bilinear and trilinear models remains in the uniqueness advantage that is achieved only when trilinear models are applied. Several papers describe how to achieve a feasible result with MCR-ALS using different strategies [1,6,17,40,46].

**Identifying the number of components: chemical rank analysis**

Before applying MCR-ALS, the number of components present in the system under evaluation should be determined, since the results depend on this parameter, similarly to other curve resolution algorithms. The adequate number of components to start with is ideally equal to the number of chemical constituents of the sample being analyzed. However, instrumental features such as background and noise make this task harder and generally it is necessary to include another profile to explain the baseline especially when gradient is used in a chromatographic elution. There are several ways to estimate the correct chemical rank of a dataset, but principal component analysis (PCA) and single value decomposition (SVD) are the most used for this task [43,47–50]. Other approaches such as morphological score [51] and subspace comparison [52] can be more adequate when the instrumental noise level is high such as for GC-MS data.

It is important to evaluate if there is any breaking mode or rank deficiency due to completely overlapped profiles [15,34,53,54]. The easiest way is augmenting the data individually for each acquisition mode, if the number of estimated components differ it is an indicative that there is a breaking mode or a rank deficiency problem. Consider LC-PDA data where there are three chemical compounds without noise or baseline drift. If the data is augmented in the elution mode and the estimated number of components is lower than three this indicates that there are at least two spectra that present strong overlap. On the other side, if the data is augmented in spectral mode and the number of components is lower than three this indicates that there are at least two completely overlapped peaks. In this last situation it is possible to estimate more than three components, and it indicates that there are retention time shifts or peak shape changes between runs, resulting in a trilinear breaking mode. MCR-ALS is capable of dealing with trilinear breaking mode due to retention time shift [3,16,18,55] or strong overlap of profiles [15,53,54] by augmenting the matrix in the mode with this problem, however it is not capable of dealing with both simultaneously without any preprocessing step [15]. In four-way analysis the third acquisition mode can provide information to overcome both problems, as will be discussed in details in the illustrative examples.

**MCR-ALS**

MCR-ALS is a bilinear soft modelling algorithm in which the main goal is to resolve a mixture of signals. Since 1971 [4] until now [1] this algorithm has constantly evolved to overcome or at least minimize some limitations. The application of MCR-ALS goes from first-order data to multiway analysis [3,20,34,43,56,57], however the main application field relies on the analysis of chromatographic data [2,41]. In general, MCR-ALS can be mathematically described by the Equation 1:

\[ D = CS^T + E \]  \hspace{1cm} \text{Equation 1}

where \( D \) is the original data matrix, \( C \) is the augmented matrix (generally retention times), \( S \) is the non-augmented matrix (generally the spectra) and \( E \) is the residual matrix.

Let us consider a second order data acquired by a system consisting of a Chromatographic coupled to a Detector that registers a spectrum for more than one sample. The original data set is a tensor sized \( i \times j \times k \), where \( i \) represent the sample, \( j \) the elution time and \( k \) the ultraviolet spectral dimension modes. Once MCR-ALS is a bilinear algorithm, before modeling, the original sample data must be column-wise augmented. Since there are two acquisition modes, retention times and spectra, the tensor can be column-wise augmented along the retention time \( (ij \times k) \) or along the spectra for different samples \( (ik \times j) \). Figure 2 illustrates this augmentation where each line of the augmented matrix \( (D) \) consists of spectra acquired...
in different retention times for a set of samples (Figure 2a) or the retention times registered in each wavelength for a set of samples (Figure 2b).

Regardless of the configuration, the non-augmented mode must be reproducible between samples and must provide differences between the constituents for feasible resolution of mixture signals and the mode containing overlapped signals should be the augmented one \([1,3,15,20,34,43,53,54]\). Therefore, if the augmented mode is the elution time (a) the spectra of the analyte must not vary between injections and if the elution time presents retention time shift and/or peak shape changes, this will not affect the modeling. On the other side, when the augmented mode is the spectra (b) the retention time should not present retention time shifts or peak shape changes and the signals may be correctly resolved if there are slight differences between retention time even for coeluted constituents (resolution lower than 1.5) with identical spectra \([15]\).

The iterative procedure of MCR-ALS algorithm is basically described in the following steps \([1,43,59]\):
1. Organization of the data in a matrix where the augmented mode is the one that breaks trilinearity or present extreme overlapped profiles;
2. Estimation of the number of constituents that should be resolved;
3. Initial estimate of \(C\) or \(S\);
4. Rebuild of the \(D\) augmented matrix and adjustment of \(C\) and \(S\) with least squares;
5. Repeat step 4 until convergence, which is achieved by the iterative changes of \(C\) and \(S\) matrices until a predefined criterion is established (change between old and new profiles lower than 0.1\% or a previous defined number of iterations).

![Diagram showing MCR-ALS algorithm](https://doi.org/10.1016/j.aca.2020.08.008)
After the convergence, the quality criteria of lack of fit (LOF) and explained variance ($R^2$) is analyzed to evaluate if the rebuilt $D$ matrix is similar to the original.

The initial estimation is ideally as close as possible to the pure signal of each constituent that MCR-ALS is trying to retrieve. There are three common approaches to estimate the initial guess of $C$ and $S$: (1) Evolving Factor Analysis, (2) Simple-to-use Interactive Self-modeling Mixture Analysis (SIMPLISMA) or (3) using a known pure spectrum of the target constituent.

The first strategy (EFA) consists of performing a PCA on the elution time adding a new spectrum at a time and it investigates the rise and decay of the components [60,61]. In this way, it is possible to identify where each constituent initiates the elution and where it ends; the theory fits well for evolutional data such as chromatography and kinetic data. Therefore, it is not recommended to apply on spectral signals. The second strategy -SIMPLISMA - searches for the purest signals and uses them as the initial estimation. This strategy can be applied in the elution time or in the spectral direction, but it is recommended to apply in the direction where there is a variable with higher purity—which is normally the spectral direction. In cases where the spectra of the constituents are identical, the best direction to search for a pure variable is the elution time [1,62,63]. The third strategy to initialize the $C$ or $S$ matrix is using the known pure profile, in chromatographic calibration data it is common to have the spectral profile of the analyte and the analyst may use this information to initialize the iterative procedure. However, if the spectra or concentration profiles of all constituents are known and provided as initial estimation, this algorithm turns into a classical least square (CLS) and the step five is not performed. For complex samples generally it is not possible to know all the constituents, therefore in these cases the known spectra are inputted as the initial profile and the other profiles may be better estimated during the ALS procedure. Other approaches of peak purity as Orthogonal Projection Approach (OPA) can be used, but it is not as common as these three above mentioned [62,64].

The high number of applications of MCR-ALS algorithm relies on the flexibility given by the fourth and fifth iterative steps, where the constraints are applied [1,43,44,46,59].

Constraints of MCR-ALS

The constraints are considered the “art” of MCR-ALS, once they will guide the resolution to a chemically interpretable profile and reduce the ambiguity. Constraints reduce the possible solutions of a bilinear curve resolution decomposition and consequently reduce the ambiguity of the results. There are several constraints that can be used and are implemented in ALS optimization in MCR-ALS GUI interface [43,44]. The most important are: (1) non-negativity, (2) unimodality, (3) multilinearity, (4) correlation, (5) correspondence among components, (6) closure, (7) hard modelling and (8) local rank. Multilinear, correlation, correspondence among components and hard modelling constraints can only be applied to the augmented mode. The other constraints can be applied in both modes.

Other strategies that can be used to reduce the ambiguity are dividing the modelled region to reduce the complexity of the results, which consequently increase the sensitivity [65] and using multiblock analysis. All the constraints can be applied individually to each individual constituent and may differ among samples. Non-negativity implies that negative values are not acceptable for the mode where it is implemented; this is the most common constraint applied to chemical data. However, it is important to previously analyze the data, it is not possible to apply non-negativity to data that intrinsically present negative values such as circular dichroism [66] or negative baseline profiles [67]. In the first case, non-negativity cannot be used, but in the second case it is possible to retrieve a single profile where non-negativity is not applied to explain the negative baseline or even correct the baseline before MCR-ALS modeling.

Unimodality limits multimodal profiles. It is common to be implemented for elution profiles, where each constituent is expected to present a gaussian shape, i.e., unimodal. Therefore, it is not recommended to implement this constraint to spectra profiles, once they may present more than one maximum for the same constituent.
Depending on the multilinear constraint [68] implemented, a bilinear model is built for the augmented or super augmented matrix and then an appropriate refolding of each of the augmented profiles is performed using a Kronecker product. Once the model is primordially bilinear, ambiguity may be present in the results, even applying multilinear constraint [46]. However, this constraint implemented in MCR-ALS GUI makes it easier to visualize third order data.

In the correlation constraint, the concentration values calculated for the calibration sample subset are correlated with their known nominal concentration values during ALS optimization by linear regression [69]. The prediction is then performed for the test samples and the scores are displayed as concentration values, skipping additional calculations to predict the analyte concentration.

Correspondence among components [43,47,48] is applied by providing information to the algorithm where the analyte and/or interferents can be retrieved. There are cases, such as calibration with standards, where it is known that the interference is not present in the calibration sample set. Therefore, it is possible to inform the algorithm not to recover the interferent profile on calibration samples because it is known that they are not present there. This constraint is generally applied to calibration samples prepared with standards, once the composition of real samples is not known.

Closure [43] is a constraint that limits the total concentration of the constituents. This constraint follows the mass balance principle and avoids misleading results such as conversion higher than 100% for a reaction or the initial concentration of the reagents lower than the real concentration. This can be applied by simply limiting the sum of all constituents to a known total concentration.

Hard modelling [43,70,71] is maybe the constraint that has a higher impact to reduce the ambiguity. The resolved profiles are forced to follow a predefined equation. This modeling can be a hybrid of hard and soft modeling by using an equation where the coefficients are adjusted by the ALS optimization process in addition to other constraints. Due to the impact of reducing the number of possible results, the ambiguity is decreased and there is a greater probability of resolving highly overlapped signals.

Local rank, also called equality constraint [43,47,48,72] can be applied when the spectra or concentration profile of the target constituent is known. When standards are used for calibration, it is possible to inform the algorithm of the spectral profile of the analyte that should be resolved. This constraint is different from the initialization with the known spectra, once you may inform only the target profile and the other profiles can be inputted as “not a number” (NaN). In the case where the spectra are informed with local rank constraint the algorithm is forced to recover that profile, and the NaN data is free to retrieve the profile that best reduces the residues on ALS optimization. In both cases, the initial profile is previously defined. Remember that NaN is not allowed as an input for the initial profiles but can be used in equality constraint to receive any number along the iteration process. Therefore, the use of the known spectra is better applied with the strategy of the local rank constraint than at the initialization step.

**Data set organization**

In some cases, even the constraints cannot deal with some difficulties that come from the data acquisition or the lack of synchronization between the detection modes. In some situations, these difficulties can generate a non-multilinear data structure [17,23,34]. In these situations, the flexibility of MCR-ALS algorithm makes it possible to reorganize the data set in some ways that is possible to achieve correct deconvolution results. For second order data it is possible to use any array organization shown in Figure 2. For third order data it is possible to organize in other ways, such as a super augmented matrix or in a multiset data.
As discussed before, the MCR-ALS models are based on bilinear data, therefore before modelling a third order data, it must be augmented or unfolded. Figure 3 shows an example where a single sample can be augmented in a super augmented matrix (Figure 3a) and unfolded in a multiset data structure (Figure 3b). A super augmented matrix solves problems in the augmented mode such as dependence between the acquisition modes \([17,23]\) when the non-augmented mode presents differences between the analytes. The multiset data structure is related to a modelling of more than one unfolded detection (non-augmented) mode that must present differences between the analytes in one or both modes. Once in the multiset data structure more than one acquisition mode is used, it is easier for the algorithm to find differences between the analyte and interferences and the results of the deconvolution would be less affected by ambiguity, even if rank deficiency is present in the data set \([34]\).

**Ambiguities of MCR-ALS**

Ambiguities are the biggest fragility of MCR-ALS and they can be reduced by applying constraints. The higher the number of constraints, the higher is the reduction of ambiguity. However, it is not possible to affirm that the used constraint will completely eliminate the ambiguity of the bilinear modeling \([44,46,73–82]\).

In MCR-ALS, ambiguity occurs when there is more than one feasible result for \(C\) and \(S\) (Equation 1). Basically, there are three different ambiguities in MCR-ALS: (1) Position Ambiguity, (2) Intensity Ambiguity and (3) Rotational ambiguity. The first one is related to the position of the resolved signal changing between the matrix columns. The second one is related to the differences in intensity between spectra and elution time profiles. Both are easily solved by keeping constant the position of the analyte over the iterations and normalizing the non-augmented profile, respectively. The third one is related to the differences in elution

---

**Figure 3.** Data organization of a single sample registered by 3 detection modes. Mode 2 is represented as a chromatographic mode, mode 1 and 3 can be other detection modes. The data can be organized in a super augmented matrix (a) or in a Multiset data (b). [Reprinted (adapted) from *Anal. Chim. Acta*, 2020, 1133, pp 77-87 (https://doi.org/10.1016/j.aca.2020.08.008). Authors: Licarion Pinto, Isabel C.S.F. Jardim, Douglas N. Rutledge, Márcia C. Breitkreitzb. Title: Multiblock modelling on the study of the kinetic degradation of rosuvastatin calcium in the presence of retention time shifts and rank deficiency. With permission from Elsevier.]
and/or recovered spectra profiles and cannot be completely solved, but it can be minimized using the constraints [43,44,46]. Figure 4 illustrates these three ambiguities calculated for a simulated LC-PDA data for a sample with a mixture of three constituents.

As can be seen in Figure 4, position and intensity ambiguities do not modify the original shape of the signals, but on the other hand, rotational ambiguity does. By visual comparison of the real and resolved signals, it can be seen that both negative and non-unimodal peaks are possible solutions when no constraint is applied. Besides, a small signal between variables 100 to 150 on resolved spectra is present for the second and third eluted analytes whereas the real profile does not present this signal. Both problems can be solved by applying appropriate constraints.

MCR-BANDS [44,74] solution to calculate the extension of the ambiguities consists of multiplying $C$ and $S$ (Equation 1) by an invertible matrix. This can be mathematically expressed by Equation 2 [44], where $T$ is any invertible matrix, which is:

$$
\mathbf{D} = \mathbf{C}_{\text{old}}\mathbf{S}_{\text{old}}^T = \left(\mathbf{C}_{\text{old}}\mathbf{T}^{-1}\right)\left(\mathbf{T}\mathbf{S}_{\text{old}}^T\right) = \mathbf{C}_{\text{new}}\mathbf{S}_{\text{new}}^T
$$  \hspace{1cm} \text{Equation 2}

**Figure 4.** LC-PDA simulated data for a mixture of 3 constituents and examples of position, intensity, and rotational ambiguities. [Reprinted (adapted) from *Anal. Chim. Acta.*, 2014, 806, pp 8-26 (https://doi.org/10.1016/j.aca.2013.11.009). Authors: Graciela M. Escandar, Héctor C. Goicoechea, Arsenio Muñoz de la Peña, Alejandro C. Olivieri. Title: Second- and higher-order data generation and calibration: A tutorial. With permission from Elsevier.]
The number of possible $T$ matrices is used to calculate the extension of the rotational ambiguity and solutions can be restricted by using constraints. This procedure, implemented in MCR-BANDS, consists in calculating the relative contribution of each constituent to the whole mixture based on the Frobenius norm ($f$) [44]. The procedure is based on finding $T$ matrices that give maximum ($f_{\text{max}}$) and minimum ($f_{\text{min}}$) values of Frobenius norm (relative contribution) for each constituent of the mixture. If the difference between $f_{\text{max}}$ and $f_{\text{min}}$ is near zero, it is said that the rotational ambiguity is low and it is higher as this difference increases.

Recently, a strategy implemented apart from MCR-ALS interfaces can be used to evaluate the extension of the rotational ambiguity using area of feasible solutions (AFS) [73,81–83]. This strategy consists of calculating the feasible solutions for each constituent profile and expressing it as an area. The great disadvantage of this strategy is the limitation of the number of constituents that is possible to simultaneously evaluate, since only 4 constituents can be depicted simultaneously in a three-dimensional space [73,81–83]. A manuscript that compares the evaluation of MCR-BANDS strategy to FACPACK’s was published recently [74].

In this paper, the authors try to project the extreme results ($f_{\text{min}}$ and $f_{\text{max}}$) in the AFS space and it is reported that the values are in the edge of the AFS region. Once with MCR-BANDS strategy it is possible to evaluate the rotational ambiguity for any number of constituents, it is said by the authors that MCR-BANDS provides a suitable and simpler solution to evaluate the extension of rotational ambiguity [74].

**Figures of merit**

It is necessary to use some metrics to evaluate the quality of a calibration method and to compare it with others. Analytical figures of merits are important metrics used for this purpose. Olivieri used IUPAC’s definition of each calibration metric to propose an extension of the well-established univariate figures of merit to first order multivariate and multiway calibration methods [38]. This approach to calculate the multiway figure of merits can be used not only to MCR-ALS but also to other multiway algorithms.

Sensitivity is a crucial parameter to calculate uncertainties and others metrics, and allows the comparison between others methods. Univariate sensitivity is calculated as the slope of the variation of the instrument signal for the change of a concentration unit of the analyte. It is possible to calculate when there is no interference present in the analysis. For first order data the analyte is modelled jointly with other overlapped signals and it is possible to estimate the fraction of the total signal that is related to the analyte, called Net Analyte Signal (NAS). For multiway analysis, where second order advantages are aimed, each sample can present different interference so the contribution of the analyte signal to the sensitivity is calculated by uncertainty propagation [6,38]. The equation for the calculation of all figures of merits were detailed by Olivieri at reference [38]. In this reference [38] it was compared multivariate modeling from first to fourth order and it is shown that the sensitivity increases with the order.

From sensitivity it is possible to calculate the limit of detection (LD) and quantification (LQ) using the analytical sensitivity ($\gamma$, sensitivity divided by error) and the type 1 and type 2 error for 95% confidence levels. The LD and LQ are respectively calculated as $3.3 \times 1$ and $10 \times 1$ in terms of concentration level [38]. Some software’s implement the figure of merit calculations using graphical interfaces, as will be discussed further on [47,48].

**COMMON PREPROCESSING AND CHALLENGES ON MODELING CHROMATOGRAPHIC DATA**

Prior to the use of any multiway algorithm, one needs to know important characteristics of the data to perform adequate modeling, most of them are related to the multi-linearity of the data. In a multiway chromatography data, multi-linearity is the ability to mathematically represent the original multiway data as a linear function of profiles, related to each mode, and the scores that represent the concentration of the target constituent. In this sense, whenever it is possible to represent second order data as a three linear function, this data is called trilinear, while third order data is called quadrilinear, and so on [23,38].
In the chromatographic field, this implies that both the elution and spectral profiles present the same shape and maximum for a target constituent. This is a reasonable statement for spectra profiles, but not for the elution times. Due to the mass transfer particularities described by the Van Deemter equation, the retention time for an analyte is barely reproducible even for well-adjusted chromatography instruments, especially for samples in which the ionic force varies, runs are longer and large columns are used. Therefore, each sample of second order chromatographic data is bilinear but the set of several samples is not trilinear. The ability of MCR-ALS to deal with trilinearity break fits particularly well the chromatographic data treatment needs, indeed many publications on second and higher order data use this algorithm to deal with retention time shifts and peak shape changes [2,3,6,16,18,19,21,31,33,35]. Even so, there are cases where the alignment before MCR-ALS modeling is required because of rank deficiency [15,34] or to use trilinear-based algorithms [55].

Finally, baseline correction can be used, however is less common than alignment in chromatographic data treatment since, if reproducible, baseline correction can be recovered by curve resolution algorithms as a profile. Derivatives and other preprocessing that changes the profile are preferably avoided because they bring difficulties in analyzing the pure analyte profiles.

LITERATURE EXAMPLES

MCR-ALS finds fields of application wherever a curve resolution is needed, such as overlapping peaks (see Table I). A search for recent works combining the words “chromatography” and “multivariate curve resolution-alternating least squares” suggests that MCR-ALS is being successfully applied to a myriad of chromatographic problems. Table I shows some selected recent researches with different goals. In general, MCR-ALS was used in chromatographic elution mode (as evidenced by “time-mode augmented” approach) due to the retention time shifts and peak shape changes, resulting in the break of trilinearity, as discussed before. Detection by DAD is preferred because of its simplicity and quantitative ability, but MS is more potent for selective qualitative/fingerprinting studies such as in metabolomics. In addition, fluorescence detection is also employed because of its superior sensitivity and selectivity over DAD, when applicable. One study used surface enhanced Raman spectroscopy (SERS) as detection mode with thin-layer chromatography (TLC), whose overlapping spots where resolved my MCR-ALS. Capillary electrophoresis (CE) with both DAD and MS was also exploited in combination with MCR-ALS. Still, most data involve either GC or HPLC, but recently supercritical fluid chromatography (SFC) was used coupled to DAD for carotenoid analysis in the presence of interferents.

In subsequent paragraphs, the use of MCR-ALS will be exemplified based on five selected papers to describe each data strategy for MCR-ALS application, i.e., time-mode augmented and spectral-mode augmented (non-trilinear data), followed by the modeling of third-order data with non-quadrilinearity problem. Finally, a final section will be dedicated to report a SFC-DAD application from our group.
Table I. Compilation of papers that used MCR-ALS for chromatographic analysis

| Chromatographic technique | Target compounds | Objective | MCR-ALS approach | Other chemometrics techniques used | Ref. |
|--------------------------|------------------|-----------|------------------|-----------------------------------|------|
| LC-DAD                   | Pesticides in vegetable samples | Quantitative analysis of pesticides in vegetables without physical removal of interferences | Time-mode augmented | — | [3] [16] |
| LC-DAD                   | Epoxidized fraction in olive oil | Cultivar-based classification of olive oils from profile decomposition of the epoxidized fraction | Spectral-mode augmented | NPLS-DA, SIMCA, RF | [84] |
| LC-DAD                   | Anti-tumor drugs in biological samples | Simultaneous analysis of drugs in biological samples even when severe time shifts and background interferences occur | Time-mode augmented | ATLD, ATLD-MCR | [85] |
| LC-DAD                   | Polyphenols in tea samples | Dataset deconvoluted for identifying components that enables modeling for plucking seasons of green tea | Time-mode augmented | SVM, PLS-DA | [86] |
| LC-DAD                   | Degradation profile of lowering-cholesterol drug | Handling the both time elution shifts and similar spectra with third-order advantage | Kinect time and spectral-modes unfolded and retention time augmented | — | [34] |
| LC-DAD                   | Preservatives in facial mask | Fast elution and simple pretreatment for quantitative analysis of preservatives using multivariate approaches | Time-mode augmented | ATLD | [87] |
| LC-LFD                   | PAHs in tea samples | Strategy to handle non-quadrilinear data for analysis of PAHs in tea leaves | Dependent time- and excitation-modes super augmented | — | [20] |
| LC-LFD                   | Organic pollutants in water samples | Photoinduced fluorescence to detect organic pollutants in water samples and to quantify with third-order data treatment | Time-mode augmented | — | [88] |
| LC-LFD                   | Quinolones in animal tissues | Comparison of two multi-way strategies to simultaneously quantificate antibiotics in animal tissues with both second- and third-order data | Time-mode augmented | U-PLS/RBL, U-PLS/RTL | [21] |
| LC-MS                    | Metabolites of zebrafish exposed to pesticide | To assess metabolite changes due to exposure to chlorpyrifos pesticide | Time-mode augmented | ASCA | [89] |
| LC-MS                    | Untargeted lipids in rice samples | To assess lipidomic profile of rice under heat and hydric stresses | Time-mode augmented | PCA, ASCA, PLS-DA | [90] |
| LC-MS                    | Polyphenols in Chinese propolis | Quantitative analysis of polyphenols in the presence of co-elution and interferences in complex matrices | Time-mode augmented | ATLD | [91] |
| LCxLC-DAD                | Furanocoumarins in apiaceous vegetables | To improve quantification of overlapped peaks by MCR-ALS combining LCxLC resolution to the detection power of ¹D LC | Time-mode augmented | — | [92] |
| LCxLC-MS                 | Untargeted metabolites in rice samples | To assess metabolite changes of rice as a function of watering and harvesting time factors | Time-mode augmented | ASCA, PLS-DA | [30] |
Table I. Compilation of papers that used MCR-ALS for chromatographic analysis (Continuation)

| Chromatographic technique | Target compounds                                      | Objective                                                                 | MCR-ALS approach          | Other chemometrics techniques used | Ref. |
|---------------------------|-------------------------------------------------------|---------------------------------------------------------------------------|---------------------------|-----------------------------------|------|
| GC-MS                     | Untargeted metabolites in *Daphnia magna* (crustacean) | To identify metabolites through retention index and MS database and to evaluate the influence of environmental factors | Time-mode augmented       | PCA, ASCA, PLS-DA                 | [93] |
|                           | Terpane, hopane and sterane (petroleum hydrocarbon)   | To investigate the sources of petroleum pollution in a port region        |                           | PCA                               | [94] |
|                           | Volatile compounds in illicit drugs                   | Untargeted analysis of impurities present in illicit methamphetamine drugs | Time-mode augmented       |                                   | [95] |
|                           | Complex perfume and essential oil blends               | Investigation of characteristics of ylang-ylang oils used in perfumes, identification of oils used in blends and quantitative analysis by resolving total chromatogram average mass spectra | Time-mode augmented       | PCA, RF                           | [96] |
| GCxGC-MS                  | Untargeted metabolites in lettuce samples             | Investigation of the effects caused in lettuce morphology in reason of exposure to water contaminants through metabolite analysis | Time-mode augmented       | PLS                               | [97] |
| CE-DAD                    | Quinolones in porcine blood                          | Quantitative analysis of fluoroquinolones when peaks are overlapped       | Time-mode augmented       |                                   | [98] |
| CE-MS + LC-MS             | Untargeted metabolites                                | Fused data of two chromatographic techniques for metabolomic analysis of two different conditions for yeast growth | Time-mode augmented       |                                   | [25] |
| SFC-DAD                   | Carotenoids and coenzyme Q10 in palm oil              | Quantitative analysis of bioactive compounds in palm oil in the presence of interferences via green CO2-based chromatography | Time-mode augmented       |                                   | [99] |
| TLC-SERS                  | Chemical components of beer samples                   | Fingerprinting analysis for classification of Pilsner beers according to their origins | Time-mode augmented       | PCA, ICA                          | [100]|
MCR-ALS with augmented elution mode

Interferents may hinder a univariate quantification even if the extraction step is properly done. Due to non-selectivity of the extraction method, a cleanup step might be required, as for example in the QuEChERS method for pesticide extraction. This procedure could result in lower recovery of the analytes and therefore lower detection. To overcome this issue, Sousa and co-workers [3] proposed a replacement of cleanup step by a chemometric approach with MCR-ALS using HPLC-DAD for separation and detection. The quantification of pesticides was carried out in vegetable samples -tomato, carrot, beet and lettuce. Without a cleanup step, interferents emerged along with analytes.

The data matrix was column-wise augmented (elution mode) for calibration and prediction sample set so that MCR-ALS algorithm could retrieve the pure profiles of each pesticide from a new bilinear matrix even in the presence of co-eluting interference. With this configuration, peak alignment was unnecessary. In order to reduce the rotational ambiguity, the data matrix was divided in four regions containing respectively one, two, one and three analytes based on their elution windows. Also, taking each region individually required less processing efforts and enhanced the selectivity and sensitivity metrics. The spectral profiles retrieved by MCR-ALS for the analytes provided similarities over 0.99 with standards and the area under elution curve retrieved by MCR-ALS provided scores proportional to spiked concentrations, which resulted in reasonable recoveries.

Resolving coeluted peaks where the spectra are different is a classical case where MCR-ALS is used. However, other cases where spectra are identical can be also resolved by MCR-ALS, as discussed below.

MCR-ALS with augmented spectral mode

Pinto and co-workers [15] reported the separation of five biogenic amines found in fish samples with HPLC-DAD. The amines were derivatized to yield a chromophore for detection mode with dansyl chloride, resulting in very similar spectra. The univariate approach for quantification would require a time-consuming chromatographic run to achieve baseline separation of all compounds. To perform mathematical separation by MCR-ALS the authors [15] performed an isocratic elution with high amount of organic modifier providing a faster run, shorter re-equilibration time and subsequent high-throughput analysis, and better detectability due to narrower peaks. As expected, strong coelution between analytes and interference was observed in a less-than-4 minutes run. Due to spectral similarity, the authors reported the use of MCR-ALS by row-wise augmentation of the data matrix. In order to accomplish that, the elution mode needed to be previously aligned with the icoshift algorithm. After calibration and validation with a test sample set, MCR-ALS method was applied in spiked fish samples, obtaining recoveries ranging from 88 to 99%. Moreover, this method was applied to the degradation analysis of fish samples over twelve days and one of the analytes (histamine) was found above the recommended limit.

MCR-ALS to solve non-quadrilinearity in third order data

As mentioned before, MCR-ALS can be useful to extract information from higher order data. Carabajal et al. [20] applied the MCR-ALS to a LC-FLU system with a non-quadrilinearity type 4. They were concerned on accumulated polycyclic aromatic hydrocarbons (PAHs) in tea leaf samples. In an ideal situation, the data matrix obtained from LC-FLU system is a third order/four-way data with samples, elution time and both excitation and emission wavelengths. However, this type of non-quadrilinearity rises from the fact that elution time and excitation modes depend on each other due to the way the data was generated. The authors built a third order LC-FLU data by injecting the same sample changing the excitation wavelength, this system led to a non-quadrilinear type 4 data [20].

In order to solve this problem, the authors proceeded by concatenating both dependent data. As result, the new matrix data contained a three-way array with elution and excitation modes in a so-called super-augmented matrix, while emission mode remained non-augmented. During the constraint input implementation, augmented matrix with time elution and excitation modes were separated to apply unimodality in the former, then reunited. This new matrix is assumed to be bilinear in such a way that
MCR-ALS can be now applied to retrieve the pure profiles successfully. The developed MCR-ALS method applied to the four PAHs could be used to monitor these contaminants in tea samples. Also, the strategy adopted (LC-FLU-MCR-ALS) was quite faster than the reference method by GC-MS, providing greater analytical frequency.

The third order modeling with non quadrilinear type 4 data was possible to be solved without alignment in this case because the signals were different. When it comes to the same system with rank deficiency, the modeling is even more challenging, but can be solved by a previous alignment or using a multiblock strategy [15,34]. To highlight this case, another third order data involves a kinetic profile along elution time and spectra profiles [34].

In a pharmaceutical environment, a description of potential degradation products of the commercialized drug during its shelf life is required by regulatory agencies. However, a usual obstacle is finding the optimal chromatographic conditions for the separation of the active ingredient and its degradation products due to their chemical similarity. On the other hand, because of chemical similarity, the spectral profiles are also very similar, which gives rise to rank deficiency when using MCR-ALS. Pinto and co-workers [34], proposed the use of a third order setup to solve the problem of coelution and spectral similarity in a sample containing atorvastatin and its major degradation products. LC-DAD data was acquired in different degradation times, which provided information for the MCR-ALS modelling. The data was also non quadrilinear type 4, for the same reasons of the previous example.

Using a rapid elution (less than 3 minutes) MCR-ALS was capable of retrieving both chromatographic and spectral profiles, even in the presence of rank deficiency. Besides, since the kinetic profile was present in the data matrix, another profile was retrieved describing the evolution of the concentration of species over the time. In this work the authors used a multiblock strategy, since the kinetic profile gives additional selective information about the system. The major advantage of this strategy is that peak alignment was not necessary to solve rank deficiency, retention time shifts and non quadrilinear type 4 problem simultaneously.

**MCR-ALS applied to supercritical fluid chromatography data**

Supercritical fluid chromatography (SFC) is a separation technique that uses dioxide carbon (CO\(_2\)) based mobile phases above CO\(_2\) critical pressure. Given the non-polar character of the CO\(_2\), an organic modifier such as methanol can be employed to promote elution of polar analytes. In recent years, SFC has regained attention in many fields such as pharmaceutical, natural products and bioanalytical, to mention a few. In addition to SFC usually operates as normal-phase liquid chromatography, the use of an additional organic solvent provides complementary separation compared to the reversed-phase liquid chromatography (RPLC). Recently, solving co-eluting peaks with MCR-ALS has been applied on supercritical fluid chromatography data. Guedes et al. [99] used SFC with CO\(_2\)-ethanol mobile phase on a C18-stationary phase to separate bioactive compounds from palm oil, namely beta-carotene, lycopene, coenzyme Q10 and lutein. They studied the influence of temperature, pressure, and concentration of ethanol on retention of these compounds by a design of experiments approach. The complex matrix of palm oil required MCR-ALS analysis for the accurate quantification of each compound in the presence of the palm oil interferences.

In another study using SFC, a method for simultaneous analysis of lowering-cholesterol drugs (all commercially available statins and ezetimibe) was developed. After column screening, the stationary phase 1-aminoanthracene (1-AA) was the only column able to slightly separate simvastatin and lovastatin [101]. Separation was attempted by a design of experiments approach to assess the influence of pressure, temperature, and modifier content. However, experimental conditions were unable to obtain acceptable resolutions for this couple of peaks.

In this section, we dealt with these co-eluting peaks on SFC to mathematically separate them by applying MCR-ALS. An obvious advantage was dismissing laborious method development to have a baseline separation of all analytes. The chromatographic conditions were: 10.3 MPa of backpressure, 40 °C in the
column oven, flow rate of 1.5 mL min\(^{-1}\), mobile phase consisting of CO\(_2\) (channel A) and methanol:water 95:5 v/v (channel B), gradient ranging from 0 to 30\% of B in 5 minutes. Chromatographic data were acquired in a rate of 20 Hz and 1.2 nm of spectral resolution. In this system, there is a region where two overlapped analytes present identical spectra (1 - simvastatin and 2 - lovastatin) and another region where three overlapped analytes present different spectra (3 - ezetimibe, 4 - rosuvastatin and 5 - fluvastatin) (Figure 5A). These overlapped peaks were solved by spectral and retention time augmented matrices, respectively. For the first region (the one with a rank deficiency) a peak alignment with icoshift was first carried out and a spectral augmented (Saug) matrix was used to build the MCR-ALS model (Figure 5B). The second region with different spectral profiles had the elution mode augmented, Caug (Figure 5C).

MCR-ALS algorithm retrieved both spectral and elution profiles and allowed the pseudo-univariate calibration by using area under spectra and chromatographic peak profiles (scores), respectively. This procedure resulted in a linear relationship between MCR-ALS scores and standard concentration (ranging from 10 to 200 mg L\(^{-1}\)). Validation samples resulted in relative errors of prediction (REP) for actual concentration ranging from 4.39\% (ezetimibe) to 12.73\% (rosuvastatin), meeting criteria for acceptable values according to Horwitz equation, except for rosuvastatin [102].

This work was exploratory in the use of SFC-DAD using a mixture of drug analytes, but it shows that SFC is posed as a potential separation technique along LC and GC for complex matrices. Indeed, SFC faced a rise in its applications in the last decade and the combination with chemometric tools such as MCR-ALS might be of choice for whom desires an orthogonal technique for RPLC, a replacement of toxic solvents used in NPLC and to practice a greener and faster separation due to the CO\(_2\)-based mobile phases properties. As a conclusion, SFC-MCR-ALS seems to be a good option to solve co-elution problems and interferences when shorter time analysis and lower solvent waste are desired.

Figure 5. Chromatogram with peaks referring to simvastatin (1), lovastatin (2), ezetimibe (3), rosuvastatin (4) and Fluvastatin (5). Data management was divided in two regions concerning rank deficiency (peaks 1+2) and different spectra (3+4+5) (A). The data of the first region was augmented in the spectral mode (B) and the data from the second region was augmented in the chromatographic mode (C).
SOFTWARE

There are many algorithms and toolboxes to implement MCR-ALS for data analysis, some of them are summarized in Table II. The application and the functionality of these algorithms and toolboxes are briefly commented below, for more details the readers are guided to the references. These algorithms and software can be used for many purposes, at Table II highlights only the most important ones.

The first graphical interface for MCR-ALS was developed and implemented in 2005 by Tauler and coauthors [59]. In its latter version, MCR-ALS GUI was implemented in MATLAB environment [43], and used to resolve mixture signals from any kind of analytical data, not only chromatography. Some extensions were included in MCR-ALS basic software, the main ones are MCR Bands [44] used to evaluate the ambiguity of the profiles and ROIMCR software [103] used to select regions of chromatography mass spectrometry data used to metabolomics analysis.

MVC2 GUI [47] and MVC3 GUI [48] are graphical user interfaces implemented in the MATLAB environment for three and four-way data analysis that used the profiles resolved by MCR-ALS to perform a calibration. Both interfaces are unique when it comes to calculating the figures of merit for second and third order calibration. Both interfaces are constantly updated to include new important features. The analyst can also export the recovered profile and see each one for individual samples. The data files must be in txt, commonly exported by most instruments, which eliminates the step of transforming this datafile to MATLAB file.

MCRC software [64] is a graphical interface developed in the MATLAB environment that is based in MCR-ALS GUI. The major advantage is that signal preprocessing such as smooth and baseline correction, other methods to evaluate the chemical and local rank analysis and others initialization algorithms are implemented in a single interface that communicate with MCR-ALS GUI.

Most of the interfaces were initially developed in the MATLAB environment, however, in the past 5 years others MCR-ALS interfaces were developed in free language such as R [50,104,105] and Python 3 [49,106]. Differently from other interfaces that can be used for modelling any type of data, these algorithms and interfaces aim at a specific goal. Most of them were developed targeting metabolomics data generated by LC-MS, GC-MS or GCxGC-MS, except from OCTAVVS that was developed to analyze spectroscopy data. Although implementing this algorithm in free language is an important step to increase the visibility and applicability of the algorithm, these interfaces do not use all the constraints that are available in the implemented interfaces for MATLAB. Therefore, these interfaces are better suited for metabolomics analysis than other chromatographic applications.

These interfaces include compressions such as wavelet transform or dividing the data into regions before modelling, which is important in metabolomics. Another strategy that is implemented in MCR-ALS GUI and OCTAVVS is selecting the region of interest (ROI) to search for m/z values that are not related to baseline.

The extension of rotational ambiguity can be calculated using MCR-BANDS and/or FACPACK software, both implemented in MATLAB environment, but with different fundamentals to identify the ambiguity [44,83].
Table II. Free software and toolbox for multivariate curve resolution and rotational ambiguity analysis

| Name                  | Implementation | Main Purpose       | Available at                                      | Ref.     |
|-----------------------|----------------|--------------------|---------------------------------------------------|----------|
| MCR-ALS GUI           | MATLAB         | Curve resolution   | http://www.mcrals.info/                          | [1,43,59]|
| MVC2 GUI              | MATLAB         | Calibration        | http://www.iquir-conicet.gov.ar/descargas/mvc2.rar| [47]     |
| MVC3 GUI              | MATLAB         | Calibration        | http://www.iquir-conicet.gov.ar/descargas/mvc3.rar| [48]     |
| MCRC Software         | MATLAB         | Curve resolution   | http://sharif.edu/~h.parastar/MCRC%20Software.rar| [64]     |
| RMet                  | R              | Metabolomics analysis | https://github.com/SUTChemometricsGroup/RMet       | [104]    |
| Alsace Package        | R              | Metabolomics analysis | https://www.bioconductor.org/packages/release/bioc/html/alsace.html | [50]     |
| ADAP-GC 4.0           | R              | Metabolomics analysis | http://www.du-lab.org/                           | [105]    |
| MARS2                 | Python 3       | Curve resolution   | https://github.com/mapancsu/MARS2                 | [106]    |
| OCTAVVS               | Python 3       | Curve resolution   | https://pypi.org/project/octavvs/                 | [49]     |
| MCR Bands             | MATLAB         | Ambiguity analysis | http://www.mcrals.info/                          | [44]     |
| FACPACK               | MATLAB         | Ambiguity analysis | http://www.math.uni-rostock.de/facpack/Downloads.html | [83]     |

OUTLOOK AND CONCLUSIONS

In the present review, the fundamentals and important aspects of MCR-ALS such as constraints, ambiguities and rank deficiency issues were presented for the analysis of chromatographic data. The importance of multivariate mathematical separation was discussed, especially for the analysis of complex samples. Since modern analytical chemistry provides different possibilities of acquiring information about the samples under study, the data organization was also addressed in this review. Recent advances and significant applications were described in an extensive revision of the papers published up to 2020.

It is interesting to note how MCR-ALS evolved over the past five decades. In the last decade much effort was made in two fields: (1) develop strategies to analyze metabolomic data such as the ROI and multiblock analysis, and (2) evaluate the extension of rotational ambiguity where MCR-BANDS and AFS tools can be highlighted. It is expected that the use of MCR-ALS will continue evolving in the near future and become part of the commercial software for chromatography.
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