Classification of Restlessness Level by Deep Learning of Visual Geometry Group Convolution Neural Network with Acoustic Speech and Visual Face Sensor Data for Smart Care Applications
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Recently, acoustic speech recognition and visual face identification have become mature techniques widely used in real-life applications. However, human cognitive recognition issues such as human emotion classification are still a major challenge. In this study, restlessness level recognition using a deep learning scheme of the Visual Geometry Group (VGG) convolution neural network (CNN) with input acoustic speech and visual face sensor data is presented for home care applications. The well-known Microsoft Kinect device is employed with a red–green–blue sensor and an array of microphones to acquire facial expression and vocal variation data, respectively. Both VGG-16 and VGG-19 CNN deep learning models are used to evaluate the effectiveness of restlessness level classification in three different data modality inputs: acoustic speech observations alone, visual face observations alone, and combined speech and face observations. Experimental results on categorizing nine defined restlessness levels demonstrate the effectiveness of the presented approach. A specific group with problems of restlessness can benefit from the immediate care that can be provided intelligently by using the system proposed in this study.

1. Introduction

The efficient utilization of sensors will bring much intelligent assistance into our everyday lives. Visual-based camera sensors have been effectively used to capture facial data for face recognition. Acoustics-based speech recognition with a microphone sensor has also been seen in many applications such as the voice-command control of devices. In recent years, 3D image sensors [also called RGBD sensors when integrated with a red–green–blue (RGB) camera sensor] have been adopted to acquire the depth information of skeletons or hand shapes during human actions. Although pattern recognition techniques with the support of sensors have led to the realization of many convenient applications, cognitive behavior recognition such as human emotion recognition is still rarely carried out in real-life applications. To promote the use of sensor devices that can obtain biometric feature data from people to recognize their
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emotions, a deep learning strategy of using a Visual Geometry Group (VGG) convolution neural network (CNN) with acoustic speech and visual face sensor data for classifying the restlessness level is presented in this work. By using this emotion recognition system, occurrences of unexpected or dangerous events will be significantly decreased, and people experiencing restlessness will be able to receive immediate care in home, office, laboratory, and other indoor environments.

Early studies on human emotion recognition explored its feasibility and effectiveness, and most were aimed at the use of only one modality of data (acoustic or visual signals) for developing an emotion recognition system. In Refs. 8 and 9, a 3D face model with visual 3D space location data was employed to determine facial expressions. The development of speech emotion recognition systems using acoustic information derived from affective speech data and semantic labels was reported in Refs. 10 and 11. Recently, model-based classification techniques with a certain degree of learning have been explored for analyzing human biometric features to realize deep-layered human behavior cognition tasks including human emotion recognition through affective computing. Although such emotion recognition approaches using constructed affective or attention models have been reported, deep-learning-based strategies using the well-known CNN or recurrent neural network (RNN) models for the deep feature extraction of input sensor data to classify human emotions have rarely been explored. Most works related to CNN- or RNN-based deep learning models achieved intuitive recognition without affection or cognition computing, such as vehicle type classification, medical image segmentation, speech recognition, and speech reconstruction.

Different from the above studies on emotion recognition and deep-learning-model-based applications, here, we employ the well-known Microsoft Kinect device equipped with an RGB sensor and an array of microphones to sense and acquire facial expressions and vocal variation data, respectively, to perform emotion recognition. Two different popular VGG-CNN deep learning models, VGG-16 and VGG-19 CNNs, are used to establish models for classifying restlessness levels using three different sensing data modality inputs: acoustic speech observations alone, visual face observations alone, and combined speech and face observations. Compared with the above related studies, the main advantages and contributions of the presented approach are as follows.

1. In contrast to conventional emotion recognition applications, the presented approach to emotion recognition focuses on the classification of restlessness levels. A categorization design considering nine different degrees of restlessness, each of which corresponds to specific acoustic voice and visual face variations, is proposed.
2. We effectively extend CNN deep learning model applications to the area of continuous-time emotion recognition using three different types of input sensor data modality: acoustics-based vocal data, vision-based facial data, and combined vocal and facial sensor data.
3. The emotion recognition performance is compared between the popular VGG-16 and VGG-19 CNN models using three different input sensor data modalities.
4. By focusing specifically on the classification of the restlessness level, the group with restlessness problems can receive immediate smart care.
2. Restlessness Classification Systems Using VGG-16 and VGG-19 CNN Models with Acoustic Speech and Visual Face Sensing Data

In our work, the Microsoft Kinect sensor device is employed as the main sensor to acquire visual and acoustic sensing data. As depicted in Fig. 1, the Microsoft Kinect sensor device contains a camera image sensor and a four-microphone array, which can be effectively used to obtain visual face expression and acoustic speech raw observation data, respectively.

Note that a fast Fourier transform (FFT) is performed on part of the acoustic speech raw observation data to convert it from time-based data to frequency-based data in the form of a standard image before inputting the acoustic sensor data into a deep learning model.

2.1 Restlessness level designs using Microsoft Kinect sensor data of vocal speech and facial expression observations

Generally, the specific group with the problem of restlessness frequently exhibits the so-called “restlessness behavior.” Restlessness behaviors exhibited by the specific group can be primarily divided into two different abnormal behavior categorizations, “restlessness with physical violence or assault” and “restlessness with verbal violence or assault.”

This study is focused on the categorization of restlessness with verbal violence or assault. The restlessness level is first defined and designed to include restlessness events that may be exhibited in real life. Table 1 shows the presented restlessness levels. As shown in Table 1, there are a total of nine restlessness levels defined in this work (Level-1, Level-2, ..., Level-9), each of which indicates a different degree of restlessness exhibited by the specific group. For a person with restlessness problems, the Mandarin utterances ‘Hey,’ ‘Ohh,’ and ‘Ahh’ significantly indicate panic and flurry. Therefore, these three types of restlessness speech are mainly considered in the design of the restlessness levels in this work. In fact, restlessness with verbal violence or assault apparently contains vocal variations and facial expressions of the specific group. As can be seen in Table 1, in each defined restlessness level, acoustic vocal variations and visual facial expressions are taken into account simultaneously. For example, the

Fig. 1. (Color online) System using Microsoft Kinect with both a CMOS camera sensor and an array of four microphones to acquire facial expression and acoustic speech sensing data simultaneously to classify the restlessness level.
Level-1 categorization denotes the smallest degree of restlessness behavior and mainly includes the vocalization of ‘Hey’ with tight lips at a low volume and the facial expression of eyebrows sagging slightly, whereas the greatest degree of restlessness is the Level-9 categorization, where both the acoustic speech utterance of ‘Ahh’ with tight lips at a high volume and visual facial expressions of gathered eyebrows and sharp and staring eyes are involved. The other seven categorization levels of restlessness, Level-2, Level-3, Level-4, Level-5, Level-6, Level-7, and Level-8, represent different degrees of both visual facial expressions and acoustic speech of the subject. As shown in Table 1, the restlessness categories are defined by three different acoustic vocal utterances at three different volumes along with visual facial expressions with three different eyebrow motions and three different eye expressions. Note that the above-mentioned restlessness categories are in accordance with the social psychology of emotion and general emotion behavior cognition in common daily life.

Table 1
Nine levels of restlessness (from slight to great) with associated vocal variations and facial expressions.

| Index  | Acoustic vocal variations | Visual facial expressions |
|--------|--------------------------|--------------------------|
| Level-1 | Uttering ‘Hey’ with tight lips (low volume) | Eyebrows sagging slightly |
| Level-2 | Uttering ‘Ohh’ with tight lips (low volume) | Slightly gathered eyebrows and sharp eyes |
| Level-3 | Uttering ‘Ahh’ with tight lips (low volume) | Gathered eyebrows and sharp and staring eyes |
| Level-4 | Uttering ‘Hey’ with tight lips (moderate volume) | Eyebrows sagging slightly |
| Level-5 | Uttering ‘Ohh’ with tight lips (moderate volume) | Slightly gathered eyebrows and sharp eyes |
| Level-6 | Uttering ‘Ahh’ with tight lips (moderate volume) | Gathered eyebrows and sharp and staring eyes |
| Level-7 | Uttering ‘Hey’ with tight lips (high volume) | Eyebrows sagging slightly |
| Level-8 | Uttering ‘Ohh’ with tight lips (high volume) | Slightly gathered eyebrows and sharp eyes |
| Level-9 | Uttering ‘Ahh’ with tight lips (high volume) | Gathered eyebrows and sharp and staring eyes |

2.2 Restlessness classification by CNN deep learning models of VGGNet

The deep learning model is adopted in this work to classify restlessness. The well-known deep learning calculation approach, VGGNet CNN, also known as VGG-CNN, is employed for emotion recognition computation in this study. The VGGNet-series CNN can perform satisfactory classification by adjusting the depth of the feature learning model. The typical CNN model contains both convolution and maximum pooling calculations to perform deep-learning-based feature extraction. The fully connected (FC) layered neural network is appended to the CNN model for classification computations of such deep learning feature parameters. In the VGG-CNN model configurations, six model levels, types A, A-LRN, B, C, D, and E, are involved, each of which contains different numbers of convolution and pooling calculations. In
VGG CNN-16, which has 13 convolution layers (with a compound of five pooling layers) and three FC layers, and VGG CNN-19, which has 16 convolution layers (with a compound of five pooling layers) and three FC layers, are used to carry out restlessness level classifications in accordance with the obtained modalities of sensor data inputs, acoustic speech spectrum RGB images (see Fig. 2), and visual facial expression RGB images (see Fig. 3).

Table 2
(Color online) PCM raw data of acoustic speech for the nine defined levels of restlessness.

| Level-1 | Level-2 | Level-3 | Level-4 | Level-5 | Level-6 | Level-7 | Level-8 | Level-9 |
|---------|---------|---------|---------|---------|---------|---------|---------|---------|
| ![Image](image1.png) | ![Image](image2.png) | ![Image](image3.png) | ![Image](image4.png) | ![Image](image5.png) | ![Image](image6.png) | ![Image](image7.png) | ![Image](image8.png) | ![Image](image9.png) |

Table 3
(Color online) Acoustic speech spectrum and RGB image sequences of visual facial expressions for the nine defined levels of restlessness.

| Index | Expressions of nine different levels of restlessness (from slight to great) |
|------|------------------------------------------------------------------------|
| Level-1 | ![Image](image10.png)      | ![Image](image11.png) |
| Level-2 | ![Image](image12.png)      | ![Image](image13.png) |
| Level-3 | ![Image](image14.png)      | ![Image](image15.png) |
| Level-4 | ![Image](image16.png)      | ![Image](image17.png) |
| Level-5 | ![Image](image18.png)      | ![Image](image19.png) |
| Level-6 | ![Image](image20.png)      | ![Image](image21.png) |
| Level-7 | ![Image](image22.png)      | ![Image](image23.png) |
| Level-8 | ![Image](image24.png)      | ![Image](image25.png) |
| Level-9 | ![Image](image26.png)      | ![Image](image27.png) |
As can be seen in Figs. 2 and 3, a series of sensor data inputs of the RGB image with the size of 224 by 224 can finally be classified as one of the nine different restlessness levels. Note that for the FC configuration with three processing layers, the final layer in the FC contains nine different neural nodes, each of which specifically denotes one of the defined nine restlessness levels.

2.3 Design consideration to combine acoustic speech and visual face sensing data for CNN restlessness emotion classifications

As can be seen in Figs. 2 and 3, a series of sensor data inputs of the RGB image with the size of 224 by 224 can finally be classified as one of the nine different restlessness levels. Note that for the FC configuration with three processing layers, the final layer in the FC contains nine different neural nodes, each of which specifically denotes one of the defined nine restlessness levels.

Figure 4 depicts VGG-CNN restlessness level classifications by combining the sensor modalities of the acoustic speech spectrum and visual facial expression RGB images for emotion...
recognition performance evaluations of using speech spectrum RGB data alone or facial expression RGB data alone. As can be seen in Fig. 4, when sensor data are combined, the two different modalities of sensor data can cause a certain degree of data distribution variety in the inputs of the VGG-CNN model. It is worth noting that, compared with VGG-CNN restlessness emotion level classifications using single modality sensor data of the speech spectrum or facial expression, such data variety between the acoustic speech spectrum and visual facial expression RGB images will significantly increase or decrease the emotion classification accuracy.

In fact, for CNN deep-learning-model-based recognition applications using multiple modalities of sensor data, a general strategy is to adopt a single channel with a series of convolution and pooling calculations to extract the deep learning feature parameters by the specific single modality of sensor data. Multiple modalities of deep learning feature parameter data, each of which is derived from the original input image data specifically using convolution and pooling calculations identical to those of the CNN process, can then be fused using the FC layer scheme of the CNN process or an additional pattern recognition classifier (e.g., the typical support vector machine classifier).

3. Experimental Designs and Results

In this work, experiments on restlessness emotion recognition by CNN deep learning with inputs of acoustic speech, visual face, or combined speech and face sensor data are carried out in a laboratory environment. A total of four subjects were recruited to collect the acoustic and visual sensor data to establish the required database for recognition accuracy evaluations of the classification of nine defined restlessness levels. As mentioned previously, the widely used Kinect sensor is employed as the sensing data collector to properly acquire the required speech and face raw data of one of the four subjects in this study. The sensor parameter specifications of the Kinect sensor device are a frame rate of 30 frames per second (fps) of the RGB camera to...
capture the continuous-time face variation images, and in acoustic speech data acquisitions, a sampling rate of 44.1K (i.e., 44100 samples, each of which is represented by 16 bits, acquired in one second) of the microphone array inside the Kinect sensor.

In the establishment of the sensor data database, each of the four subjects is requested to perform the actions of the nine defined levels of restlessness. Each of the collected action sensor data includes both acoustic speech observations with vocal and visual observations of facial expressions. For each specified restlessness level, the subject is requested to perform 50 actions, one half (i.e., 25 actions) of which is chosen as the training data of the VGG-16 or VGG-19 CNN deep learning model, and the other half is used as test data for recognition accuracy evaluations of the constructed CNN restlessness classification models. A total of 1800 acoustic and visual actions for the nine variations of restlessness conditions are observed in this work, 450 observations (50 observations included in one categorization of 9 restlessness levels) for each of the four subjects.

Tables 4–7 show recognition performance characteristics of restlessness level classifications using VGG-CNN (VGG-16 or VGG-19 CNN) deep learning models with input data sensor modalities of “face RGB”, “speech spectrum RGB”, and “combined face and speech spectrum RGB” of subject-1, subject-2, subject-3, and subject-4, respectively. Table 8 shows the average classification performance of restlessness level recognition for these four subjects. As seen in Tables 4–7, for each of the four subjects, both training and validation rates of VGG-16 and VGG-
19 restlessness level models using facial expression or vocal voice sensing approach 100%, that is, almost perfect recognition, indicating the excellent internal parameter convergences of these two types of VGG-CNN models when utilizing the established training data database. The sensor modality of acoustic speech data shows a higher performance in classifying restlessness levels for both VGG-CNN models. VGG-CNN deep learning models that use the input modality of face RGB data result in substandard performance in some situations, with average test performance values of only 52.27 and 50.43% with VGG-16 and VGG-19 CNN models, respectively (see Table 8). Compared with VGG-CNN restlessness level recognition using visual face data, vocal variations derived from the acoustic speech sensor data result in highly superior recognition accuracy. As shown in Table 8, the average recognition accuracies of 87.22 and 85.66% for VGG-16 and VGG-19 models, respectively, can be achieved utilizing the acoustic speech voice sensor data for the categorization of restlessness levels.

In the comparison of restlessness emotion recognition performance between VGG-16 and VGG-19 CNN models observed in Tables 4–8, VGG-16 CNN performs slightly better than VGG-19 CNN for both visual face and acoustic voice sensor data. As mentioned in Sect. 2, in the deep learning feature extraction of input sensor data, VGG-19 performs more convolution calculations than VGG-16. In the special case of restlessness level recognition using recorded continuous-time acoustic and visual sensor data from the four subjects in this study, VGG-16, with a slightly smaller computation load for convolution procedures, unexpectedly surpasses VGG-19.

Finally, with the combination of acoustic speech and visual face sensing data as input data for VGG-CNN restlessness classification calculations, as observed from the experimental results of average recognition accuracy shown in Table 8, 66.74 and 71.18% accuracies can be achieved when using VGG-16 and VGG-19 CNN models, respectively. Both of these values are significantly higher than those of VGG-CNN models with the input of visual facial expression data alone. Experimental results in Table 8 show that by supplementing acoustic speech raw

### Table 7
Recognition accuracy for VGG-16 and VGG-19 CNN models with different modalities of sensor data (subject-4).

| Sensor data                      | CNN model | VGG-16 CNN model | VGG-19 CNN model |
|----------------------------------|-----------|------------------|------------------|
|                                  | Training  | Validation      | Test             | Training  | Validation | Test             |
| Face RGB                         | 100       | 100              | 33.17            | 100       | 100        | 43.94            |
| Speech spectrum RGB              | 100       | 100              | 94.67            | 100       | 100        | 92.89            |
| Face RGB + Speech spectrum RGB   | 100       | 100              | 69.22            | 100       | 100        | 73.24            |

(Unit: %)

### Table 8
Average recognition accuracy for VGG-16 and VGG-19 CNN models with three different input sensor data modalities (average of four subjects).

| Sensor data                      | CNN model | VGG-16 CNN model | VGG-19 CNN model |
|----------------------------------|-----------|------------------|------------------|
|                                  | Training  | Validation      | Test             | Training  | Validation | Test             |
| Face RGB                         | 100       | 100              | 52.27            | 100       | 99.98      | 50.43            |
| Speech spectrum RGB              | 99.94     | 100              | 87.22            | 99.90     | 99.76      | 85.66            |
| Face RGB + Speech spectrum RGB   | 98.81     | 98.80            | 66.74            | 98.82     | 98.96      | 71.18            |

(Unit: %)
data to the input of VGG-CNN calculations, the accuracy of classification based on visual facial expression could be increased by 14.47% (from 52.27 to 66.74%) for VGG-16 CNN and 20.75% (from 50.43 to 71.18%) for VGG-19 CNN.

To clearly observe the variations in loss values and convergence conditions during VGG-CNN model training, recognition accuracy and loss curves in all 60 training epochs are also plotted (see VGG-16 CNN training conditions in Figs. 5–7 and VGG-19 CNN training conditions in Figs. 8–10). From these results of VGG-16 and VGG-19 CNN model

Fig. 5. (Color online) Training and validation accuracy curves, and training and validation loss curves for “VGG-16 CNN” model training with 60 epochs using “face RGB sensor data” (observations of subject-1).

Fig. 6. (Color online) Training and validation accuracy curves, and training and validation loss curves for “VGG-16 CNN” model training with 60 epochs using “speech spectrum RGB sensor data” (observations of subject-1).

Fig. 7. (Color online) Training and validation accuracy curves, and training and validation loss curves for “VGG-16 CNN” model training with 60 epochs using “combined face and speech spectrum RGB sensor data” (observations of subject-1).
training, convergence with low and seemingly invariant loss is seen to be reached before the tenth training epoch.

4. Discussion

As seen from the experimental results presented in Sect. 3, the modality of speech spectrum RGB sensor data exhibits the highest recognition performance for both VGG CNN-16 and
CNN-19 deep learning recognition schemes. Compared with utilizing speech spectrum RGB, deep learning emotion recognition using the face RGB data alone yields a dissatisfactory recognition result. Speech spectrum RGB data are apparently superior to face RGB data in terms of recognition accuracy because speech spectrum RGB data have much greater modality data characteristics variations among the nine defined categorizations of restlessness behaviors. The speech spectrum RGB image acquired from raw acoustic voice data includes distinguishable data separation features derived from utterance data of three different vocal sounds at three different volumes, as mentioned previously, which can be used to perform the categorization of restlessness behavior. On the other hand, the characteristics variations of the facial expression RGB data of the nine defined restlessness behaviors are obtained mainly from facial image data of three different eyebrow motions with three different eye expressions. Characteristics variations of the face RGB data obtained from only slight eyebrow motions and eye actions will neither be significant nor provide sufficient pattern separation information for VGG-CNN model learning and recognition. When using datasets of combined speech spectrum RGB and face RGB data, the presence of the face RGB data in the speech spectrum RGB dataset will apparently degrade the emotion categorization performance of VGG CNN recognition using only the acoustic sensor data. This performance reduction issue can be resolved by using the multilevel CNN scheme where two separate CNNs are independently used for extracting facial expression and vocal utterance features; this will be explored in a future study.

The presented restlessness emotion level classification system with two different types of VGG-CNN deep learning models in this work will be helpful for people with emotion problems. The presented system can be applied in real-life scenarios to classify people with restlessness problems, such as children with hyperactivity, elderly persons who live alone, people with certain afflictions (Parkinson's disease, aftereffects of stroke, and disabilities that hinder normal actions, for example), and people with frequent depression, enabling them to receive appropriate care in a timely manner. From the viewpoint of “smart care” applications, the proposed restlessness level categorization system that provides dynamical continuous emotion recognition will offer immediate emotion monitoring that can reduce the frequency of unexpected and risky events.

5. Conclusions

We presented a restlessness level recognition approach of using deep-learning-based VGG-CNN models with three different modalities of sensor data inputs: acoustic speech observations, visual face observations, and combined speech and face observations. Two popular VGG-CNN models, CNN-16 and CNN-19, were employed to evaluate the emotion recognition accuracy when using the three different types of input sensor data. Experiments on classifying the nine restlessness levels, each of which is defined by specific vocal utterance and facial expression data, of four subjects showed that CNN-16 with acoustic speech data input yields the highest average test recognition accuracy of 87.22%, and the supplemental incorporation of acoustic speech observations to the input data of the visual-facial-expression-based CNN emotion recognition model significantly increased the recognition rate.
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