Connection between optical and $\gamma$-ray variability in blazars
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ABSTRACT

We use optical data from the Palomar Transient Factory (PTF) and the Catalina Real-Time Transient Survey (CRTS) to study the variability of $\gamma$-ray-detected and non-detected objects in a large population of active galactic nuclei selected from the Candidate Gamma-Ray Blazar Survey and Fermi Gamma-Ray Space Telescope catalogues. Our samples include 714 sources with PTF data and 1244 sources with CRTS data. We calculate the intrinsic modulation index to quantify the optical variability amplitude in these samples. We find the $\gamma$-ray-detected objects to be more variable than the non-detected ones. The flat spectrum radio quasars (FSRQs) are more variable than the BL Lac objects in our sample, but the significance of the difference depends on the sample used. When dividing the objects based on their synchrotron peak frequency, we find the low synchrotron peaked (LSP) objects to be significantly more variable than the high synchrotron peaked (HSP) ones, explaining the difference between the FSRQs and BL Lacs. This could be due to the LSPs being observed near their electron energy peak, while in the HSPs the emission is caused by lower energy electrons, which cool more slowly. We also find a significant correlation between the optical and $\gamma$-ray fluxes that is stronger in the HSP BL Lacs than in the FSRQs. The FSRQs in our sample are also more Compton dominated than the HSP BL Lacs. These findings are consistent with models where the $\gamma$-ray emission of HSP objects is produced by the synchrotron self-Compton mechanism, while the LSP objects need an additional external Compton component that increases the scatter in the flux–flux correlation.
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1 INTRODUCTION

The extragalactic $\gamma$-ray sky is dominated by active galactic nuclei (AGN). The spectral energy distribution (SED) of AGN can be described by two components, a low-energy component from radio to X-rays and a high-energy one from X-rays to very high energy $\gamma$-rays. The low-energy component can be attributed to synchrotron radiation in a relativistic jet while the high-energy emission can be either inverse Compton (IC) scattering of low-energy seed photons by the synchrotron emitting electrons or emission through a hadronic process. If the seed photons for the IC scattering are the synchrotron photons, the process is called synchrotron self-Compton (SSC; e.g. Maraschi, Ghisellini & Celotti 1992; Bloom & Marscher 1996). Alternatively, the seed photons can be external to the jet, for example, from the broad line region or the molecular torus, in which case the process is called external Compton (EC; e.g. Dermer & Schlickeiser 1993; Sikora, Begelman & Rees 1994). For a recent study of the SED modelling of AGN, see Böttcher et al. (2013).

If an AGN is viewed with its jet very close to the line of sight, it is called a blazar. Blazars emit brightly over the entire electromagnetic spectrum, and can be further divided based on their optical...
classification into flat spectrum radio quasars (FSRQs) and BL Lac objects. The optical emission of BL Lac objects is dominated by a strong continuum and they show only weak emission lines. FSRQs have strong emission lines and are thought to have a much denser environment near the black hole. The two classes also differ in their large-scale jet properties. FSRQs are thought to be the beamed counterparts of Fanaroff–Riley type II (FR II) galaxies, which have more powerful jets than the Fanaroff–Riley type I (FR I) galaxies (Fanaroff & Riley 1974), thought to be the unbeamed counterpart of BL Lac objects. However, some recent studies have shown that the division of FSRQs and BL Lacs into FR I and FR II galaxies does not always follow this trend (e.g. Landt & Bignall 2008; Kharb, Lister & Cooper 2010).

Early studies using the Energetic Gamma-Ray Experiment Telescope (EGRET) γ-ray instrument showed that high states in the optical and γ-rays are connected (e.g. Wagner et al. 1995a,b; Bloom et al. 1997; Hartman et al. 2001), but detailed comparisons were hindered by the poor sampling of the light curves. The tendency for simultaneous flaring has been confirmed since the launch of the Fermi Gamma-Ray Space Telescope (hereafter, Fermi) in 2008 and the capability of its Large Area Telescope (LAT; Atwood et al. 2009) to detect AGN even in their non-flaring states. Many individual sources studied in great detail have shown correlated flares in optical and γ-ray spectral regions (e.g. Bonning et al. 2009; Abdo et al. 2010a; Marscher et al. 2010; Agudo et al. 2011; Ackermann et al. 2012a).

While individual sources have been studied in detail, the number of studies including multiple sources is limited. Chatterjee et al. (2012) studied the six best sampled blazars observed within the Small and Moderate Aperture Research Telescope System (SMARTS) blazar monitoring program and found short delays between the optical and γ-ray flares. By decomposing the optical and γ-ray light curves in to individual flares they also found the shapes of the flares to be similar in the two bands. However, Bonning et al. (2012) studied 12 sources in the same program and found that in some sources the variations were correlated while in others they were not.

A statistical approach was taken by Arshakian et al. (2012) who studied 80 LAT-detected objects in the Monitoring of Jets in Active Galactic Nuclei with VLBA Experiments (MOJAVE) sample. Using non-simultaneous optical data, they found the optical and γ-ray luminosities to be correlated in the FSRQs in their sample, while no significant correlation was found for BL Lac objects. The dispersion in the optical to γ-ray luminosity correlation was also much larger than for radio and γ-ray luminosities. They attributed this to the possible larger variability in the optical compared to radio, which would increase the scatter in non-simultaneous correlations.

We use the data for 714 AGN in the Palomar Transient Factory (PTF; Rau et al. 2009) and 1244 AGN in the Catalina Real-Time Transient Survey (CRTS; Drake et al. 2009) to study the connection between the optical and γ-ray emission in a population of AGN. The data sets have 637 sources in common. We use the intrinsic modulation index (Richards et al. 2011) to study differences between subpopulations of sources and the significance estimation method of Pavlidou et al. (2012) to evaluate the flux–flux correlation between the optical and γ-ray data.

Our paper is organized as follows. In Section 2 we describe our sample selection and data reduction. Sections 3 and 4 show the results of our analysis. We discuss our results in the context of AGN models in Section 5 and summarize our conclusions in Section 6.

## 2 Sample and Data Reduction

We use the AGN sample defined by Richards et al. (2011) and monitored by them at 15 GHz at the Owens Valley Radio Observatory (OVRO) 40-m as the starting point for our analysis. This sample of 1771 objects includes 1158 sources from the Candidate Gamma-ray Blazar Survey (CGRaBS; Healey et al. 2008) and all the sources above declination −20° that have been detected by the LAT in the first and second AGN catalogues (Abdo et al. 2010b; Ackermann et al. 2011). The OVRO sample also includes a small number of objects with interesting jet properties or that are being monitored by other programs.

The CGRaBS sample is a statistically well-defined sample that was selected to resemble blazars that were detected by EGRET. The sources were selected from a flat-spectrum parent sample that is complete to 65 mJy flux density at 4.8 GHz and have radio spectral index $\alpha > -0.5$. The CGRaBS sources were then selected based on their radio spectral index, 8.4 GHz flux density and X-ray flux from ROSAT All Sky Survey. The sample was compiled before the launch of Fermi and was expected to contain a large number of sources that would be detected by Fermi. However, Fermi is much more sensitive to hard γ-ray spectrum sources than EGRET and a large number of CGRaBS sources have not been detected by Fermi. This makes the sample ideal for studying the differences between the Fermi-detected and non-detected objects. Our PTF and CRTS samples contain 508 and 839 CGRaBS sources, respectively. We emphasize that while our samples do not include all CGRaBS sources, they are unbiased subsets of the complete sample as the sample selection was not done based on the optical or γ-ray properties of the sources.

We search for all the objects within 1.5 arcsec of our sample targets in the PTF and 3 arcsec in the CRTS. These limits were selected based on the pixel size and typical seeing of the observations. We describe the details of the data extraction and analysis for each survey individually below. To allow for comparison with simultaneous OVRO and Fermi observations, we use data from 2008 to 2013. The redshifts for the sources in our sample range from 0.04 to 3.9 with a median of 1. For the population studies we divide our final samples into γ-ray loud and quiet objects based on their LAT detection. We use only the sources in the clean samples of the first and second LAT AGN catalogues (Abdo et al. 2010a; Ackermann et al. 2011). These are sources for which only a single association has been determined in the Fermi catalogues.

Additionally, we study the differences between the FSRQ and BL Lac objects. The classifications we use come mainly from the CGRaBS and Fermi catalogues. Furthermore, we divide the sources based on the frequency of their synchrotron peak $\nu_p$ into low synchrotron peaked (LSP), intermediate synchrotron peaked (ISP) and high synchrotron peak (HSP) objects. We use the classifications from the second LAT AGN catalogue where the LSP sources have $\nu_p < 10^{14}$ Hz, ISPs have $10^{14} < \nu_p < 10^{15}$ Hz and HSPs have $\nu_p > 10^{15}$ Hz (Ackermann et al. 2011). The number of sources in each subsample is listed in Table 1.

### 2.1 PTF data

The PTF is designed to observe optical transients and variable sources. It uses the 48-inch Samuel Oschin Telescope at Palomar Observatory with R- and g-band filters and a wide-field camera.

---

1 Here and throughout the paper we define the spectral index as $S \propto \nu^\alpha$. 

---

Downloaded from https://academic.oup.com/mnras/article-abstract/439/1/690/1747003 on 30 July 2018
having a 7.2 deg\(^2\) field of view. For a detailed description of the project and its primary science goals see Law et al. (2009) and Rau et al. (2009). We find PTF \(R\)-band data for 870 objects in our sample. The limiting magnitude is about 20.5. Because of the nature of the PTF observations, some areas of the sky get better coverage than others and therefore the number of data points for each source depends on the sky position and varies from less than 10 to a few hundred.

We use the PTF photometric pipeline to extract the magnitudes. Images are processed using ‘standard’ reduction procedures, including de-biasing, flat-fielding and astrometric calibration. Catalogues are generated using SExtractor (Bertin & Arnouts 1996). The PTF data are photometrically calibrated against the Sloan Digital Sky Survey (SDSS) catalogue. Photometric nights are used in order to calibrate the photometry all over the PTF footprints to accuracy of 2 per cent (Ofek et al. 2012a,b). In addition, we apply relative calibration to the photometry, with typical precision of a few millimagnitudes at the bright end (magnitude 15). The relative photometry algorithm is described in Ofek et al. (2011).

We discard data based on various flags given by the SExtractor (e.g. blending of multiple sources within the field, bad astrometry of the field) and additional flags given by the PTF photometric pipeline (e.g. saturated or dead pixels). The sources can be observed up to four times each night and we average the magnitudes over each night. This is important because our variability analysis method assumes subsequent observations to be independent and multiple observations within a night may introduce biases. We acknowledge that AGN can be variable on time-scales less than a day (e.g. Wagner & Witzel 1995) but the variability amplitude is typically a fraction of a magnitude. For our further analysis we select all the objects that have at least three data points. By visually examining all the light curves, we also discarded sources which clearly suffered from blending even if the data were not flagged by SExtractor. This results in a sample of 714 sources which are listed in Table 2.

We correct the PTF \(R\)-band magnitudes for Galactic extinction using the re-calibrated dust maps of Schlafly & Finkbeiner (2011) with the reddening law of Fitzpatrick (1999) extracted from NASA/IPAC Extragalactic Database (NED). The corrected magnitudes were then converted into flux density units (mJy) by using a zero-point of 3631 Jy. We note that there is an additional colour term correction that affects the conversion (Ofek et al. 2012a) but it is less than 0.04 mag for a typical blazar spectrum and therefore ignored. In all our further analysis we use the light curves in flux density units.

### 2.2 CRTS data

The CRTS\(^2\) uses the data from the Catalina Sky Survey (CSS)\(^3\) to report on optical transients. Observations are made without a specific filter with the 0.68-m Catalina Schmidt Telescope in Arizona, USA, the 0.5-m Uppsala Schmidt at Siding Spring Observatory, NSW, Australia and the 1.5-m reflector located on Mt. Lemmon in Arizona. The main science goal of CSS is to detect near-Earth objects but the large sky coverage makes it ideal for transient studies. For details of the CRTS and the first results see Drake et al. (2009), Mahabal et al. (2011) and Djorgovski et al. (2012). We find CRTS data from the Catalina Surveys Data Release 2 (Drake et al. 2009) for 1335 sources in our sample. The magnitudes for all the sources are derived using the SExtractor program. The limiting magnitude of CRTS is about 21.

\(^2\) http://crts.caltech.edu

\(^3\) http://www.lpl.arizona.edu/css/
We discard data using the blend flag of SExtractor which indicates if the source is blended with another one in the field. Because the pipeline is not optimized for AGN studies, there are many outliers in the data even after the basic flagging. Outliers have a significant effect on our modulation index analysis, so we discard the most extreme cases. All the sources are observed four times each night within ~30 min time period. We use this additional information to discard any data points which differ by more than 0.8 mag from the other data points over the same night, and all the data over a night if the standard deviation of the data points exceeds 0.5 mag. These limits were empirically determined from the data to exclude high outliers that are unlikely to be due to intranight variability. In the same way as for the PTF data, we average all the observations within a single night. We then select all the sources with at least three data points which results in a sample of 1244 objects. All the sources are listed in Table 3.

For the modulation index study we must convert the magnitudes into flux density units. In the case of the CRTS data this is not straightforward because the observations are done without a filter. However, the set-up used resembles a V-band magnitude and it has been empirically determined that the CRTS magnitudes can be converted into Cousins V-band by the relation $V = V_{CSS} + 0.91 (V - R)^2 + 0.04$, where $(V - R)$ depends on the spectrum of the object. Because the $(V - R)$ colour varies depending on the flux state of the object (e.g. Bonning et al. 2012), and is unknown for a large fraction of the sources in our sample, we take a statistical approach in the conversion. Jester et al. (2005) derive an empirical relation $(V - R) = 0.38 (r - i) + 0.27$ applicable for quasars at redshifts <2 using the SDSS data. We extract $(r - i)$ colours for 10 000 quasars using the SDSS Data Release 5 (DR5) sky server sql tool to obtain a mean value of 0.34 for the $(V - R)$ of quasars. We use this value to convert the CSS magnitudes into Cousins V-band magnitudes, and a zero-point of 3953 Jy to convert into mJy. There are 123 sources in our CRTS sample with redshift larger than 2, which are outside the nominal redshift range for the conversion. We note that finding the exact conversion factor is not critical because the multiplicative factor will cancel out in the calculation of the modulation index.

However, this will have an effect on the flux-flux correlation and therefore we only use the PTF data in the correlation analysis.

## 3 INTRINSIC MODULATION INDEX

Variability amplitudes in light curves can be studied in numerous ways, for example using the variability index (e.g. Aller, Aller & Hughes 1992), the fractional variability amplitude (e.g. Edelson et al. 2002) and the modulation index (e.g. Kraus et al. 2003). While all these methods are widely used, they do not account for the effects of irregular sampling and are often applicable only when the variations significantly exceed the measurement errors. Furthermore, they do not provide an estimate of the error in the variability measure.

The intrinsic modulation index $\pi$ was first defined and used in Richards et al. (2011) on the OVRO 40-m 15 GHz data. Its basic principle is the same as the standard modulation index, defined as the standard deviation of the flux density measurements in units of the mean flux density. The main difference is that it is calculated using the intrinsic standard deviation $\sigma_0$ and the intrinsic mean flux density $S_0$ of the observation so that

$$\pi = \frac{\sigma_0}{S_0}.$$  \hspace{1cm} (1)

The term intrinsic denotes values that we would obtain if we had zero observational errors and infinite number of samples. The intrinsic values are calculated using a likelihood approach which assumes the observed flux densities to follow a normal distribution with Gaussian errors. The measurement errors are accounted for in the calculation of the joint likelihood for $S_0$ and $\pi$. For full derivation of the likelihoods see Richards et al. (2011).

The main advantage of this method is that it is possible to determine an uncertainty for the modulation index which is needed in the comparison of the different source populations. For sources with $\pi$ within 3$\sigma$ of zero, the 3$\sigma$ upper limit will be determined. Another advantage is that the number of data points in each light curve is accounted for in the errors of $\pi$ so that for sources with fewer data points the errors will be larger. The minimum number of data points needed for the analysis is three. The intrinsic modulation indices and the intrinsic flux densities are listed for each source in the PTF sample in Table 2 and in Table 3 for the CRTS sample.
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There are some important limitations with the method and the data that are illustrated in Fig. 1, which shows the intrinsic modulation index plotted against the intrinsic mean flux density of each object. One limitation is the systematic errors in the data sets. It is often the case that sources that are supposed to be constant in flux density will show non-zero modulation index due to systematic uncertainties in the data. In order to test this effect on the PTF and CRTS data, we use data for white dwarfs, which are assumed to be constant in the optical band, to determine the limit above which the variations we detect are due to intrinsic changes in the object and not due to systematic uncertainties. In the PTF data, the highest intrinsic modulation index for a white dwarf at a flux density above 0.3 mJy (see below for the justification of this cut-off) is $m = 0.035 \pm 0.002$ and therefore we set the lower limit of the intrinsic modulation index to 0.04 for PTF blazars. Similarly, in the CRTS data the highest value for a white dwarf at high fluxes is $m = 0.078 \pm 0.02$ and we set the lower limit to 0.08 for the CRTS blazars.

For sources weaker than a certain flux density limit, the method gives mainly upper limits and shows that below the weak flux density limit, we cannot reliably determine the intrinsic modulation index. This limit is 0.1 mJy for the PTF and CRTS samples, estimated such that we include as few marginal non-detections as possible (i.e. sources with very high upper limits on the intrinsic modulation index). This limit is also required because the white dwarfs show a dependency on the flux density so that at lower fluxes the limit for modulation index is higher, indicating that the errors in the data are underestimated at low fluxes, making the intrinsic modulation index estimates unreliable. These limits are shown in Fig. 1 as yellow hatched regions.

There is also a large concentration of upper limits in both plots at the lower left-hand corner (cyan hatched region in Fig. 1). This is a region where we cannot reliably determine the intrinsic modulation index for sources that are fainter than 0.3 mJy in the PTF sample and 0.5 mJy in the CRTS sample. This effect disappears when the modulation index is above 0.15 for the PTF sample and 0.25 for the CRTS sample. In the following population studies we will exclude the regions outside these limits (yellow and cyan hatched regions in Fig. 1) to ensure that our results are not biased due to incomplete sampling in these regions. We note that our analysis is not sensitive to the exact value of the limits, and we have tested that even 50 per cent higher flux density and modulation index limits would not change any of our conclusions. After these cut-offs and excluding the upper limits we have 271 sources in the PTF sample and 343 sources in the CRTS sample.

Additional caveats for the method are listed in Richards et al. (2011). One of the most important is the assumption of Gaussian flux density distributions and the leakage of probability density to negative flux densities when this is not met. It is clear that the flux density distribution for many of our sources is non-Gaussian, especially when there are only a few data points. This results in long tails in the probability density distribution that in the case of high $m \geq 0.5$ leak to unphysical negative flux densities. We estimate that for sources with $m \geq 0.7$ about 8 per cent of the ‘true’ flux density ‘probability density leaks to negative values. For sources with $m \geq 1.0$ this becomes ~17 per cent. There are 21 sources in the PTF sample and 73 in the CRTS sample with $m \geq 0.7$. The solution to this problem is to extend the likelihood analysis to other shapes of flux density distributions and will be presented in a forthcoming publication.

### 3.1 Redshift dependence

The redshift range for γ-ray-detected sources is limited due to the capability of Fermi to detect sources at high redshifts. Similarly, BL Lac objects have typically lower redshifts than FSRQs. In Fig. 2, we show $m$ against the redshift for the Fermi-detected and non-detected FSRQs and BL Lacs in both PTF and CRTS samples. The redshift range for Fermi-detected sources extends to about $z = 2$ and the redshift range of BL Lacs to $z \sim 1$ while the non-detected sources and FSRQs have a range of redshifts up to almost 4.

We have searched for correlations between $m$ and redshift using the non-parametric Kendall’s tau test. FSRQs do not show any significant correlations in the data. In BL Lacs there is no significant correlation if we limit the redshifts to $z < 1$. Above this limit the
redshifts of BL Lacs are incomplete (e.g. Shaw et al. 2013) and the correlation is biased. As shown in Section 3.4, the mean intrinsic modulation indices for FSRQs at $z < 1$ and $z > 1$ are similar to within $1\sigma$, showing that there is no redshift dependence. These results show that our conclusions are not affected by the different redshift range of the populations, but for completeness, in the following analysis of $\gamma$-ray-detected and non-detected sources, and BL Lacs and FSRQs, we show the results for both the total sample and samples restricted to a common redshift range.

3.2 Mean intrinsic modulation index

In the following sections we will investigate whether the intrinsic modulation index correlates with various physical properties of the objects, such as the $\gamma$-ray detection, optical classification and location of the synchrotron peak. We do this using a maximum likelihood approach which is described in Richards et al. (2011). As shown in Fig. 3 the distribution of $m$ for the sources approximately follows an exponential function. This allows us to calculate the probability density of the mean intrinsic modulation index $m_0$. The errors of $m_0$ are determined from the probability density distribution and they do not have to be symmetric. We can then compare the means of the various subpopulations and determine whether they agree within some significance limit. We consider a result significant at the $3\sigma$ level if the $p$ value is less than 0.0027. The mean intrinsic modulation indices for each subpopulation are listed in Table 4.

In order to study the difference between the populations, we calculated the likelihood of the difference between the mean intrinsic modulation indices $m_0$ for each population. This allows us to estimate the most likely value for the difference between the populations. These are listed in Table 5.

3.3 $\gamma$-ray-detected versus non-detected sources

Fig. 4 shows the probability density of the mean intrinsic modulation index for the $\gamma$-ray-detected and non-detected objects in the CRTS (top) and PTF (bottom) samples. The two distributions are not consistent with a single value and the $\gamma$-ray-detected objects are more variable than the non-detected ones. Both PTF and CRTS give consistent results. We find that the most likely difference between the mean intrinsic modulation indices is more than $3\sigma$ from zero.

If we limit the likelihood analysis to objects with redshift $z < 2$ (the common range for the detected and non-detected samples), the difference between the means of the $\gamma$-ray-detected ($m_{0,\text{PTF}} = 0.230^{+0.023}_{-0.020}$) and $m_{0,\text{CRTS}} = 0.302^{+0.026}_{-0.024}$ and
non-detected ($m_{0,\text{PTF}} = 0.072_{-0.012}^{+0.013}$ and $m_{0,\text{CRTS}} = 0.161_{-0.021}^{+0.027}$) sources is still highly significant with the most likely difference of $-0.156_{-0.024}^{+0.024}$ for PTF and $-0.139_{-0.034}^{+0.036}$ for CRTS.

One caveat is that the sample we use is not statistically complete as it is a combination of the CGRaBS and Fermi-detected sources which have different selection criteria. Therefore we repeat the analysis using the CGRaBS sources only, which is an unbiased sample. In this case the difference between the $\gamma$-ray-detected and non-detected objects is even larger (see Table 5). This is mainly due to Fermi being more sensitive to HSP objects which are less variable than the LSP sources that dominate the CGRaBS sample, as we show below.

### 3.4 FSRQs versus BL Lac objects

Fig. 5 shows the probability density of the mean intrinsic modulation index for the FSRQs and BL Lac objects in the CRTS (top) and PTF (bottom) samples. Again, the two distributions are not consistent with a single value and the FSRQs are more variable than BL Lac objects. The most likely difference between the mean intrinsic modulation index is more than $3\sigma$ from zero for the CRTS sample and nearly $3\sigma$ from zero for the PTF sources. If we repeat the analysis for the CGRaBS sources only, the most likely difference between the two populations is less than $1\sigma$ (see Table 5).

If we constrain our likelihood analysis to objects with $z < 1$, we find that the means of FSRQs ($m_{0,\text{PTF}} = 0.197_{-0.030}^{+0.030}$ and $m_{0,\text{CRTS}} = 0.318_{-0.041}^{+0.041}$) differ from the BL Lacs ($m_{0,\text{PTF}} = 0.152_{-0.026}^{+0.036}$ and $m_{0,\text{CRTS}} = 0.189_{-0.027}^{+0.027}$) by less than $2\sigma$ in the PTF with the most likely difference of $-0.044_{-0.036}^{+0.036}$ and by about $2\sigma$ in the CRTS with the most likely difference of $-0.127_{-0.047}^{+0.047}$. The lower significance compared to the full sample is probably due to the smaller number of FSRQs used in the limited analysis. We test this by estimating the means of the FSRQs at $z = 1$ and at $z > 1$. The mean values at $z < 1$ are listed above and the most likely difference to the FSRQs at $z > 1$ ($m_{0,\text{PTF}} = 0.235_{-0.030}^{+0.037}$ and $m_{0,\text{CRTS}} = 0.309_{-0.041}^{+0.040}$) is less than $1\sigma$ for both the PTF sample with the most likely difference of

---

**Table 4.** The mean intrinsic modulation indices and their 1σ errors in the PTF and CRTS samples for the various subpopulations used in the analysis.

| Sample    | $\gamma$-ray loud | $\gamma$-ray quiet | FSRQ | BL Lac | LSP | ISP | HSP |
|-----------|-------------------|-------------------|------|--------|-----|-----|-----|
| PTF       | 0.201$^{+0.015}_{-0.014}$ | 0.096$^{+0.015}_{-0.012}$ | 0.215$^{+0.023}_{-0.020}$ | 0.149$^{+0.015}_{-0.014}$ | 0.277$^{+0.035}_{-0.030}$ | 0.199$^{+0.038}_{-0.031}$ | 0.096$^{+0.017}_{-0.014}$ |
| CRTS      | 0.254$^{+0.015}_{-0.016}$ | 0.163$^{+0.022}_{-0.019}$ | 0.315$^{+0.027}_{-0.023}$ | 0.179$^{+0.015}_{-0.014}$ | 0.365$^{+0.039}_{-0.035}$ | 0.243$^{+0.041}_{-0.034}$ | 0.123$^{+0.018}_{-0.015}$ |

---

**Table 5.** Most likely difference between the mean intrinsic modulation indices and their 1σ errors and significances for the various subpopulations tested.

| Populations                        | PTF            | Signif.   | CRTS    | Signif.   |
|-----------------------------------|----------------|-----------|---------|-----------|
| $\gamma$-ray loud versus $\gamma$-ray quiet | $-0.103_{-0.020}^{+0.020}$ | $4.5\sigma$ | $-0.090_{-0.025}^{+0.027}$ | $3.0\sigma$ |
| CGRaBS $\gamma$-ray loud versus quiet | $-0.116_{-0.032}^{+0.030}$ | $>5\sigma$ | $-0.117_{-0.073}^{+0.085}$ | $4.1\sigma$ |
| FSRQ versus BL Lac                | $-0.065_{-0.027}^{+0.025}$ | $2.6\sigma$ | $-0.135_{-0.034}^{+0.031}$ | $4.6\sigma$ |
| CGRaBS FSRQ versus BL Lac         | $-0.011_{-0.038}^{+0.041}$ | $<1\sigma$ | $-0.068_{-0.042}^{+0.043}$ | $1.6\sigma$ |
| LSP versus ISP                    | $-0.076_{-0.047}^{+0.049}$ | $1.5\sigma$ | $-0.120_{-0.053}^{+0.054}$ | $2.1\sigma$ |
| LSP versus HSP                    | $-0.178_{-0.037}^{+0.034}$ | $>5\sigma$ | $-0.240_{-0.037}^{+0.034}$ | $>5\sigma$ |
| ISP versus HSP                    | $-0.101_{-0.041}^{+0.035}$ | $3.1\sigma$ | $-0.119_{-0.044}^{+0.038}$ | $3.4\sigma$ |
1.1 for the HSP objects $\alpha = \gamma (3) = -\beta$ but is the redshift and does not have an effect $z = 10^{690–702}$ (2014).

The exact method for calculating the correlation coefficient is not critical because by estimating the significance through simulations, we ensure that the results do not depend on the distribution of the variables.

3.5 Division based on SED classification

Fig. 6 shows the probability density of the mean intrinsic modulation index for the LSP, ISP and HSP sources in the CRTS (top) and PTF (bottom) samples. There is a clear trend in both data sets for the LSP sources to be more variable than the ISP and HSP sources. In the case of LSP versus ISP sources we cannot distinguish the mean intrinsic modulation indices from each other within 2$\sigma$ but the difference between LSP and ISP sources is highly significant. The mean intrinsic modulation index difference is more than 3$\sigma$ from zero for both PTF and CRTS samples.

We also compare the intrinsic modulation index directly to the peak frequency of the synchrotron component. We use the peak frequencies used to determine the spectral classifications tabulated in the 2LAC catalogue (Ackermann et al. 2011; Lott, personal communication). In Fig. 7 we plot the intrinsic modulation indices from the PTF sample against the peak frequencies. The HSP sources are less variable than the LSP sources that have a tail to much higher intrinsic modulation indices.

4 CORRELATION BETWEEN OPTICAL AND $\gamma$-RAY FLUXES

We use the method of Pavlidou et al. (2012) to study the correlation between PTF and $\gamma$-ray fluxes from the 2FGL catalogue (Nolan et al. 2012). The strength of the correlation is quantified using the Pearson product–moment correlation coefficient $r$ while the significance of the correlation is determined using simulated samples. In order to account for the common redshift in the two variables, the sampling is done in the luminosity space. Because of this, we can only use objects with known redshifts in the correlation analysis. Additionally, we only use simultaneous PTF and 2FGL data and select those PTF sources that had at least three data points between 2008 August 4 and 2010 August 1 (the integration period for 2FGL) to calculate the intrinsic mean flux density. This results in a sample of 118 objects.

We first calculate the rest-frame optical luminosities for all our objects using

$$L(\nu) = S(\nu)4\pi d^2(1+z)^{1-\alpha},$$

(2)

where $S(\nu)$ is the PTF intrinsic mean flux density in mJy, calculated using the likelihood method described in the previous section, $d$ is the luminosity distance to the object, $z$ is the redshift and $\alpha$ is the spectral index in the optical band defined as $S(\nu) \propto \nu^{\alpha}.$ We do not have $\alpha$ values available for the individual sources and use values $\alpha = -1.5$ for LSP objects and $\alpha = -1.1$ for the ISP objects based on average values determined in Fiorucci, Ciprini & Tosti (2004). For sources without SED classification or ISP objects we use $\alpha = -1.3.$ We note that the exact value of $\alpha$ does not have an effect on the significance of the correlation since we use the same value for both our data and the simulated samples.

The rest-frame $\gamma$-ray luminosities at $E_\gamma = 1$ GeV are calculated using

$$L(E_\gamma) = (\Gamma - 1)F \left( \frac{E_\gamma}{E_0} \right)^{-\Gamma+1} 4\pi d^2(1+z)^{\Gamma},$$

(3)

where $F$ is the photon flux above $E_0 = 1$ GeV and $\Gamma$ is the power-law index, both taken from the 2FGL. According to Nolan et al. (2012, see their fig. 6) the photon fluxes above $E_0 = 1$ GeV are not affected by the spectral shape if the photon flux is larger than $0.4 \times 10^{-9}$ photons cm$^{-2}$ s$^{-1}.$ Our sample includes only four sources below this limit (three LSP and one ISP) and therefore our sample is a nearly unbiased subset of a flux-limited $\gamma$-ray sample.

We then construct simulated uncorrelated samples of the same size as our true sample by pairing optical and $\gamma$-ray luminosities of different sources. We move back to the flux space by assigning a common redshift to the mixed pairs and estimate the strength of the correlation in the intrinsically uncorrelated sample using the Pearson correlation coefficient. Whenever the sample size allows, we use multiple redshift bins in the construction of the...
Figure 8. Integrated $\gamma$-ray photon flux with its $1\sigma$ uncertainty plotted against the intrinsic mean optical flux density and its $1\sigma$ uncertainty for all sources in our sample (top left), FSRQs (top middle), BL Lac objects (top right), LSPs (bottom left), ISPs (bottom middle) and HSPs (bottom right). Sources without redshifts are plotted in grey symbols and are not included in the calculation of the correlation.

Table 6. Pearson product–moment correlation coefficient $r$ for the $\gamma$-ray and optical flux correlations and the significance $p$ of the correlations in the various subsamples. Number of sources $N$ in each sample is also listed.

|   | $r$  | $p$    | $N$ |
|---|------|--------|-----|
| All | 0.39 | 0.0043 | 118 |
| FSRQ | 0.46 | 0.0031 | 76  |
| BL Lac | 0.69 | 5.8 $\times$ 10^{-5} | 34  |
| LSP | 0.36 | 0.0229 | 69  |
| ISP | 0.94 | 0.0001 | 11  |
| HSP | 0.7 | 0.0005 | 19  |

simulated samples. In this way we are able to obtain uncorrelated samples that are similar in dynamic range as our real observations. We repeat this procedure $10^7$ times to estimate the significance ($p$ value) of the correlation. For a more detailed description of the method and recommendations for the redshift binning, see Pavlidou et al. (2012).

Fig. 8 shows the 2FGL $\gamma$-ray photon flux against the PTF mean optical flux density for the various subclasses. The correlations, summarized in Table 6, are at least $3\sigma$ significant in all subclasses except for the LSP sources and all sources together. There are some caveats in the interpretation of the correlations. First, we do not include upper limits in the optical or $\gamma$-ray bands in the correlation estimation. As shown in Lister et al. (2011), this can have a significant impact on the result. We may be missing objects both in the upper left (faint in optical) and lower right ($\gamma$-ray faint) corners of the plot which will affect the strength and the scatter of the correlation, although not its significance. Secondly, we have not accounted for the host-galaxy emission in calculation of the optical fluxes, which may have an effect on the fluxes of the low-redshift objects (e.g. Urry et al. 2000; Falomo, Carangelo & Treves 2003). Furthermore, the optical emission in FSRQs can have a significant thermal component (e.g. Raiteri et al. 2007) which may increase the scatter in any correlations.

5 DISCUSSION

Using a large sample of sources from the PTF and CRTS optical surveys, we have studied the variability properties of $\gamma$-ray-detected and non-detected objects, and of BL Lacs and FSRQs, in addition to dividing the sources based on their SED classification. We have determined the intrinsic modulation index for the different source populations and studied the flux–flux correlation between the optical and $\gamma$-rays.

There are 637 sources in common in the PTF and CRTS samples. These include 320 sources with detected variability at more than $3\sigma$ level. A notable result seen in Figs 4–6 is that the mean intrinsic modulation indices of the CRTS sources are systematically higher than in PTF. The number of data points in the two surveys is comparable but the CRTS data are more uniformly distributed over the 5-yr period considered here. This indicates that in order to detect the largest variability amplitudes long-term monitoring is needed. However, all our main findings are seen in both PTF and CRTS data sets, confirming the intrinsic nature of the differences between the subpopulations. Our sample was selected from the monitoring sample at OVRO so as to allow for comparison between the optical and 15 GHz radio variability. We use the CRTS sample for the comparison because it is larger (1244 objects) and the more
uniform sampling is more similar to the OVRO observing cadence (on average two observations per week). The OVRO modulation indices are calculated based on 4 yr of data (Richards et al. 2014). Fig. 9 shows the probability density of the mean modulation index for the overlapping CRTS and OVRO samples. The variability in the optical ($m_0 = 0.234_{-0.014}^{+0.014}$) is nearly twice as high as in the radio ($m_0 = 0.125_{-0.004}^{+0.004}$). This is expected because the optical emission is thought to originate in smaller emission regions and be caused by higher energy electrons near the peak of the electron distribution.

5.1 Optical variability

One of our main results is that the Fermi-detected sources are more variable in optical than the non-detected objects. This has important implications for the identification of the unassociated objects in the Fermi catalogues. Up to 30 per cent of the sources in the 2FGL catalogue lack associations at other wavelengths (Nolan et al. 2012). This is mainly because the source position errors are still fairly large and the 95 per cent error circle can include multiple objects. In order to identify the correct counterpart for the γ-ray source some additional information is needed. Identifying unassociated sources has successfully been done by correlating the γ-ray properties with known source populations (Ackermann et al. 2012b) and by using data at various other wavelengths (e.g. Kovalev 2009; D’Abrusco et al. 2013; Maselli et al. 2013; Massaro et al. 2013a, b).

Ruan et al. (2012) showed how the variability of sources in optical catalogues can be used to identify the blazar counterparts of the Fermi objects. They used optical data from the Lincoln Near-Earth Asteroid Research (LINEAR) asteroid survey and characterized the variability time-scales and amplitudes of the objects. By selecting sources with variability characteristics similar to those of known blazars, they were able to recover 88 per cent of the known associations in the 2FGL catalogue, showing that identifying blazars using optical variability is an efficient tool. Our results agree with this conclusion and we suggest that the PTF and CRTS data can be used to aid in the identification of the unassociated sources (Mahabal et al., in preparation). One advantage of our modulation index method is that it can be used even for sources with only a few data points, as was explained in Section 3.

Our result agrees with the analysis of the OVRO 15 GHz radio data by Richards et al. (2011) that found the γ-ray-detected objects to be more variable than the non-detected ones. They suggest that one possibility is that all the radio-loud objects are also γ-ray loud but were not detected by the LAT because they were not flaring during the first year of Fermi operations. This hypothesis was also suggested by Kovalev et al. (2009) who showed that the sources detected during the first three months of LAT monitoring were more variable in the 15 GHz Very Long Baseline Array data than the non-detected ones.

In addition, we divided our sources based on their optical classification into BL Lacs and FSRQs and based on their SEDs into LSP, ISP and HSP sources. When looking at the total sample we find the FSRQs to be significantly more variable than BL Lacs. This is mainly due to the location of the SED peak so that the lower variability in BL Lacs is driven by the less variable ISP and HSP sources. In fact, if we compare the CGRaBS sources only (dominated by LSP BL Lacs), or the Fermi-detected LSP BL Lacs and FSRQs, the difference between the two optical classes is significant only at the 1σ level. Similar results were obtained by Ikekiri et al. (2011) who studied the near-infrared (NIR) variability in a sample of 42 objects. This could potentially be due to many of the LSP BL Lacs being intrinsically similar to FSRQs as suggested by Giommi et al. (2012) and Giommi, Padovani & Polenta (2013), but falsely classified as BL Lacs due to the jet emission swamping any thermal emission.

A similar tendency for higher variability in the LSP sources was found in the γ-ray data in the second LAT AGN catalogue (Ackermann et al. 2011). They attribute this to the location of the high-energy peak with respect to the Fermi band. LSP sources observed by Fermi are observed at greater energies than the IC peak and therefore are produced by higher energy electrons which cool faster and vary more. HSP sources on the other hand are observed at lower energies than the peak and therefore would vary less. This is similar to what we see in the optical observations with respect to the synchrotron peak (e.g. Mastichiadis & Kirk 1997; Kirk & Mastichiadis 1999). Interestingly, Richards et al. (2011) found using 15 GHz data that BL Lac objects were more variable than FSRQs in the CGRaBS sample. This can at least partially be explained by the CGRaBS BL Lac sample being dominated by LSP objects which tend to vary more than the HSPs. When a γ-ray-selected parent sample is used instead of CGRaBS, no significant difference in variability is found between FSRQs and BL Lacs, and a trend with greater variability in LSPs than HSPs is seen (Richards et al. 2014).

Bauer et al. (2009) used the Palomar-Quest survey to extract optical variability information for blazars and also found that FSRQs exhibit larger amplitude variations than the BL Lac objects. They suggest that this could be due to higher jet power in the FSRQs which would allow them to produce larger flares. This agrees with the suggestion of Ghisellini et al. (1998) that more luminous objects have higher energy density and therefore cool faster which causes their synchrotron spectrum to peak at lower frequencies. Ghisellini et al. (1998) used this to explain the so-called blazar sequence (Fossati et al. 1998) where the peak of the synchrotron and IC components shifts in frequency and luminosity depending on the source type. Subsequently, several issues have been identified with the original blazar sequence (e.g. Padovani 2007; Nierop et al. 2008) and Ghisellini & Tavecchio (2008) updated their model to include the accretion disc differences between the objects. They suggest that the high power sources have an efficiently radiating accretion disc that contributes to their emission while the lower power BL Lac objects have an inefficient accretion disc. Recently, Meyer et al. (2011) showed using larger samples that instead of a simple sequence the FSRQs and BL Lacs have different loci in

\[
pdf(m_0) = \begin{cases} 
0 & \text{if } m_0 < 0 \\
\frac{1}{\sqrt{2\pi\sigma^2}} e^{-\frac{(m_0-m_0^0)^2}{2\sigma^2}} & \text{if } m_0 \geq 0 
\end{cases}
\]

Figure 9. Probability density of the mean intrinsic modulation index for OVRO and CRTS data. Solid line is CRTS data (maximum likelihood value and its 1σ error $m_0 = 0.234_{-0.014}^{+0.014}$). Dashed line is OVRO data ($m_0 = 0.125_{-0.004}^{+0.004}$).
the jet power–synchrotron peak plane which can explain some of the differences in their observed properties. We may also be seeing an additional contribution from the accretion disc in the FSRQs in the optical band. Combining the effects of higher jet power, more efficient accretion disc and higher electron energies at the optical band in FSRQs compared to BL Lacs can most likely explain the difference in variability we see in these objects.

5.2 Flux correlations

In addition to finding that the activity in the two bands is connected, we also find the simultaneous fluxes to be correlated. We find the correlation to have less scatter in BL Lacs than the FSRQs. This is opposite to what was seen by Arshakian et al. (2012) who used non-simultaneous data to study the optical–γ-ray flux correlation in 82 sources and found a significant correlation only in the FSRQs. We found that when testing for the correlation using the entire PTF data set without requiring simultaneous data, the scatter in the correlation was much larger. As suggested by Arshakian et al. (2012) use of non-simultaneous data can most likely explain the large scatter seen in their correlations.

If the γ-ray emission is produced by the SSC method, we would expect a tight correlation in the flux–flux space due to the same amount of Doppler boosting in these regimes. In the case of EC emission, the high-energy component is more boosted which destroys a linear dependence (e.g. Dermer 1995). Additionally, there can be a large contribution from the external thermal photon field to the observed optical fluxes, hindering any correlations further. It is typically possible to model the SEDs of HSP sources using just a single SSC component while the FSRQs and LSP sources nearly always require an additional EC component (e.g. Lindfors, Valtaoja & Tüür 2005; Abdo et al. 2010a, 2011; Böttcher et al. 2013).

Our observations are in good agreement with these models with the ISP and HSP sources showing a tighter correlation than the FSRQs. A similar conclusion was drawn by Lister et al. (2011) based on a tight correlation between the γ-ray to radio flux ratio and the synchrotron peak frequency in a complete radio and γ-ray selected sample of 173 AGN. One caveat in the comparison using radio data is that the radio and γ-ray emission are produced by very different energy electrons. The higher γ-ray to radio ratios in HSP objects in comparison to LSP sources seen in Lister et al. (2011) and in Nieppola et al. (2011) can be explained by the shifting of the synchrotron peak to higher frequencies in HSP objects, which decreases the amount of radio emission seen and increases the γ-ray dominance.

Alternatively, the ratio between γ-ray and optical emission is nearly the same as the Compton dominance, defined as the ratio of the peak luminosity in the IC and synchrotron components. As in Pavlidou et al. (2012), we use the photon flux between 1 and 100 GeV tabulated in 2FGL to calculate the γ-ray flux density as

\[ S_\gamma(E_\gamma) = (\Gamma - 1) F \left( \frac{E_\gamma}{E_0} \right)^{\Gamma-1} \text{cm}^{-2}\text{s}^{-1}, \]

where \( \Gamma \) is the power-law index, \( F \) is the photon flux in units photon cm\(^{-2}\)s\(^{-1}\), \( E_\gamma \) is the energy where we want to determine the energy flux density (in our case 1 GeV) and \( E_0 \) is the lower limit in energy (1 GeV in our case). Strictly, this equation assumes the photon flux is integrated from \( E_0 \) to infinity, but due to the steep photon indices, the difference to limiting the equation at 100 GeV is less than 1 per cent. Expressing this in the SED units in the rest frame of the source, we find

\[ E_\gamma S(E_\gamma) = E_\gamma S_\gamma(E_\gamma)(1 + z)^\alpha, \]

where \( E_\gamma \) is the energy at which to estimate the flux in erg (in our case \( 1.6 \times 10^{-3} \) erg corresponding to 1 GeV). Similarly, we convert our simultaneous PTF mean intrinsic flux densities to rest-frame SED units at the central frequency \( v = 4.56 \times 10^{14} \text{ Hz} \) (658 nm), which gives

\[ \nu F_\nu = S(\nu)(1 + z)^{\Gamma-\alpha}, \]

where \( S(\nu) \) is the flux density in erg cm\(^{-2}\)s\(^{-1}\) Hz\(^{-1}\), and \( \alpha \) is the spectral index in the optical band. We then calculate the ratio \( (E_\gamma S(E_\gamma))/(\nu F(\nu)) \) which we call the Compton dominance.

In Fig. 10 we plot the Compton dominance against the synchrotron peak frequency. The LSPs are much more Compton dominated than the HSPs as was also seen by Abdo et al. (2010a). They attribute this to the higher EC contribution in the LSP objects. This agrees very well with our flux–flux correlation result. Our results are also very similar to Finke (2013) who studied the Compton dominance in Fermi blazars by estimating the synchrotron and IC peak SED luminosities. Finke (2013) explains the trends seen in the plot with a simple model where the difference between the sources is due to magnetic field and energy density in the emission region, in addition to the viewing angle of the source.

Taking the connected variations in the two bands together with the flux–flux correlation is a strong indication for SSC origin of γ-ray emission in the HSP objects. However, we note that in individual sources and in individual flares the situation may be more complicated as shown in several detailed studies of individual sources (e.g. Marscher et al. 2010; Ackermann et al. 2012a; Nalewajko et al. 2012; Orienti et al. 2013).

6 CONCLUSIONS

We have studied the optical variability of AGN using large samples of objects from the PTF and CRTS surveys. We use a likelihood

![Figure 10. Compton dominance (ratio between γ-ray and PTF \( \nu F_\nu \)) against the synchrotron peak frequency. Open circles are FSRQs and orange filled circles BL Lac objects.](https://academic.oup.com/mnras/article-abstract/439/1/690/1747003)
approach to calculate the intrinsic modulation index and a maximum likelihood method to study the differences between various source populations. Additionally, we studied the flux–flux correlation between the optical and γ-ray bands. Our main results can be summarized as follows.

(i) We find the Fermi-detected objects to be more variable than non-detected ones. This shows that the activity in the two bands is connected and that the optical variability can be used as a tool for identifying unassociated Fermi sources.

(ii) The FSRQs in our total sample are more variable than the BL Lac objects. This is likely due to the location of their synchrotron peak because the mean modulation indices of radio-selected CGRaBS FSRQs and BL Lacs or the Fermi-detected FSRQs and LSP BL Lacs do not differ significantly.

(iii) When dividing the objects based on their synchrotron peak location, we find the LSP objects to be more variable than the HSPs, with ISPs in between the two. This is similar to what is seen in the γ-ray band and can be due to differences in the electron energy in the observed bands.

(iv) We find a significant correlation between the optical and γ-ray fluxes which is tighter in the BL Lac objects. The FSRQs are also more Compton dominated than the BL Lacs. This is in accordance with models where the high-energy emission of the HSP and ISP sources can be modelled with a single SSC component, while in FSRQs an additional EC component is required.
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