Role of fractal dimension in random walks on scale-free networks
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Abstract. Fractal dimension is central to understanding dynamical processes occurring on networks; however, the relation between fractal dimension and random walks on fractal scale-free networks has been rarely addressed, despite the fact that such networks are ubiquitous in real-life world. In this paper, we study the trapping problem on two families of networks. The first is deterministic, often called \((x, y)\)-flowers; the other is random, which is a combination of \((1,3)\)-flower and \((2,4)\)-flower and thus called hybrid networks. The two network families display rich behavior as observed in various real systems, as well as some unique topological properties not shared by other networks. We derive analytically the average trapping time for random walks on both the \((x, y)\)-flowers and the hybrid networks with an immobile trap positioned at an initial node, i.e., a hub node with the highest degree in the networks. Based on these analytical formulae, we show how the average trapping time scales with the network size. Comparing the obtained results, we further uncover that fractal dimension plays a decisive role in the behavior of average trapping time on fractal scale-free networks, i.e., the average trapping time decreases with an increasing fractal dimension.

PACS. 05.40.Fb Random walks and Levy flights – 89.75.Hc Networks and genealogical trees – 05.60.Cd Classical transport – 89.75.Da Systems obeying scaling laws

1 introduction

Complex networks have become a powerful and common tool for studying complex networked systems in nature and society, which allow for describing quantitatively the structural features and complexity of real systems [17]. A fundamental problem in the field of complex networks is to unveil the influence of topology on diverse dynamical processes taking place on networks [5]. As an important stochastic process, random walks are a subject of a large volume of research [18,19,20,21,22,23,24,25,26,27,28,29,30,31,32,33,34,35,36,37,38,39,40,41,42,43,44,45], due to their wide range of applications in various areas [18,19,20,21,22,23,24]. Recently, the mean first-passage time (MFPT) to a target node on a network has received an increasing attention [17,18,19,20,21,22,23,24], since it can serve as a measure of search efficiency to find the target.

A remarkable properties unveiled by extensive empirical research is that many, perhaps most real-life networks display scale-free phenomenon, meaning that their degree distribution \(P(k)\) follows a power law \(P(k) \sim k^{-\gamma}\) [25]. This property constitutes our basic understanding of the structural organization of real systems and has a profound impact on random walks occurring on scale-free networks. A lot of work showed that search efficiency is substantially improved if the target is a node with the highest degree in scale-free networks [20,27,28,29,30,31,32,33]. Nevertheless, scale-free behavior cannot reflect all the structural information of real networks. It was acknowledged that in addition the power-law property, a variety of real-life systems exhibit fractal scaling, which is often characterized by the fractal dimension [34]. Taking into account fractal scaling of scale-free networks can lead to a better understanding of how the underlying systems work [35]. It was shown that fractality is unfavorable for the target search problem in fractal scale-free networks [36,37,38,39,40,41]. However, what is the relation between the fractal dimension and scaling of MFPT for random walks on scale-free networks remains not well understood.

In this paper, we study the classic trapping problem on two families of networks, which is a random-walk issue with an immobile trap located at a fixed position absorbing all walkers that visit it. The first network family is of a deterministic type, called \((x, y)\)-flowers [38,39] that contains the intensively studied pseudo-fractal scale-free web [40,41] and fractal hierarchical lattices [42,43,44,45] as their limiting cases by adjusting the parameters \(x\) and \(y\). The second family is random that can be looked on as a mixture of \((1,3)\)-flower and \((2,4)\)-flower and thus called hybrid networks [46]. Both network families present some typical topological properties as observed in real-life networks. We focus on a particular case of the trapping problem where the trap is fixed at an initial node (namely, node with the largest degree). We derive analytically the average trapping time for both the \((x, y)\)-flowers and the
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hybrid networks, based on which we obtain the dependence relation of average trapping time on the network size. Our results show that in both network families, the average trapping time grows algebraically with their size. Lastly, we present a detailed analysis of the obtained results, and show that the increasing fractal dimensions of fractal scale-free networks may lead to enhancement of search efficiency for those target nodes with the highest degree.

2 Network models and their properties

Here we introduce two families of networks and their structural features. The first one is deterministic, while the second one is stochastic.

2.1 Construction and topology of \((x, y)\)-flowers

![Fig. 1. (Color online) Construction approach of the \((x, y)\)-flowers. To produce the networks at iteration \(n + 1\), we can replace each edge in the networks at iteration \(n\) by two parallel paths with lengths \(x \geq 1\) and \(y \geq 1\) on the right-hand side of the arrow. When \(x = 1\), any pair of old nodes directly linked to each other by an old edge creates \(y - 1\) new nodes. These \(y - 1\) new nodes and the two old ones form a red path of length \(y\); while the old edge is remained. When \(x > 1\), each old edge connecting two old nodes is deleted and simultaneously replaced by two paths with the two old nodes as the endpoints of both paths: the \(y - 1\) red nodes and the two old nodes form a path of length \(y\), while the \(x - 1\) green nodes and the two old nodes form the other path with length \(x\).](image1)

The first family of studied networks, frequently called \((x, y)\)-flowers [38,39], are constructed in an iterative way. Let \(F_n(x, y)\) \((n \geq 0)\) denote the \((x, y)\)-flowers after \(n\) iterations. Without loss of generality we assume that \(x \leq y\) and \(y > 1\). The \((x, y)\)-flowers are built in the following way, see Fig. 1. For \(n = 0\), \(F_0(x, y)\) consists of two initial nodes connected by an edge. For \(n \geq 1\), \(F_n(x, y)\) is generated from \(F_{n-1}(x, y)\) through replacing each exiting edge in \(F_{n-1}(x, y)\) by two parallel paths consisting of \(x\) and \(y\) links. Figures 2 and 3 illustrate the iterative processes of two special networks: \((1,3)\)-flower and \((2,2)\)-flower.

The iterative construction allows for determining relevant properties of the \((x, y)\)-flowers. It is easy to derive that the numbers of nodes and edges in \(F_n(x, y)\) are

\[
N_n = \frac{x + y - 2}{x + y - 1}(x + y)^n + \frac{x + y}{x + y - 1},
\]

and

\[
M_n = (x + y)^n,
\]

respectively. And the average degree of \(F_n(x, y)\) is

\[
(k)_n = \frac{2M_n}{N_n} = \frac{2(x + y - 1)(x + y)^{n-1}}{(x + y - 2)(x + y)^{n-1} + 1},
\]

which approaches \(2(x + y - 1)/(x + y - 2)\) as \(n \to \infty\).

The \((x, y)\)-flowers display rich behavior in their topological structure [38,39]. They follow a power-law degree distribution \(P(k) \sim k^{-\gamma}\) with the exponent \(\gamma = 1 + \ln(x + y)/\ln 2\) belonging to the interval \([1 + \ln 3/\ln 2, \infty)\). For \(x = 1\), the \((x, y)\)-flowers are small-world [17] but non-fractal; while for \(x > 1\), the networks are “large-world” and fractal with the fractal dimension \(d_f = \ln(x + y)/\ln x\). In addition, in the whole family of \(F_n(x, y)\), all networks with the same parameter \(x + y\) have the same identical degree sequence, hence the same degree distribution.
2.2 Generation and architecture of hybrid networks

Different from the first family of networks, the second family of networks in question are built iteratively but randomly [40], see Fig. 4. Since the networks are a random mixture of (1, 3)-flower and (2, 2)-flower, we call them hybrid networks. Let \( H_n \) \((n \geq 0)\) represent the hybrid networks after \( n \) iterations. Then the networks are constructed as follows. For \( n = 0 \), the network \( H_0 \) is composed of two initial nodes connected by an edge. For \( n \geq 1 \), \( H_n \) is derived from \( H_{n-1} \): replace each link existing in \( H_{n-1} \) either by a square on the top right of Fig. 4 with probability \( q \) or by a diamond on the bottom right with probability \( 1 - q \). For \( q = 1 \) and \( q = 0 \), both networks are deterministic, which are separately (1, 3)-flower and (2, 2)-flower, see Figs. 2 and 3.

![Fig. 4. Iterative construction method of the hybrid networks. Each edge is replaced by either of the connected clusters on the right-hand side of arrows with a certain probability, where black squares represent new nodes.](image)

The number of edges and nodes in \( H_n \) are \( M_n = 4^n \) and \( N_n = 2(4^n + 2)/3 \), respectively. The average degree of \( H_n \) is \( \langle k \rangle_n = 2M_n/N_n = (3 \times 4^n)/(4^n + 2) \), which approaches 3 in the limit of large \( n \). In the full range of \( 0 \leq q \leq 1 \), the whole family of networks has identical degree sequence and degree distribution with a power-law form \( P(k) \sim k^{-3} \). The clustering coefficient of the networks is zero, since they contain no triangles. For \( q = 0 \), the network is “large-world” and fractal with a fractal dimension \( d_f = 2 \), while for \( q = 1 \) the network is small-world and non-fractal with an infinite fractal dimension. Thus, when parameter \( q \) increases from 0 to 1, the network family exhibits a crossover from “large” to small worlds, and simultaneously undergoes a transition from fractal to non-fractal scaling, i.e., its fractal dimension grows from 2 to \( \infty \).

The peculiar structure of the two network families makes it possible to explore the role of fractal dimension, instead of the power-law degree distribution, in the behavior of random walks on scale-free networks, since some particular cases of them share the same degree distribution. This is the main goal of this paper.

3 Random walks with a trap fixed on an initial node

Having introducing the networks, we investigate the simple discrete-time random walks on \( F_n(x, y) \) and \( H_n \). At each time step, the walker moves uniformly from its current location to one of its neighboring nodes. Here we concentrate on a special random-walk issue with a trap placed at an initial node denoted by \( i_T \), which is also known as the trapping problem. One of the most significant quantity characterizing the trapping problem is the trapping time, i.e., the so-called first-passage time, which is defined as the expected time spent by a walker, starting from a source node, to arrive at the trap for the first time. The average trapping time, namely, mean first-passage time to the trap node, defined as the average of trapping time over all starting points other than the trap, measures the efficiency of the trapping process: the less the average trapping time, the higher the efficiency, and vice versa.

Let \( T_n^{(i)} \) stand for the trapping time for a walker starting off from node \( i \) to first visit the trap \( i_T \) in \( F_n(x, y) \) or \( H_n \). Then, the average trapping time, \( \langle T \rangle_n \), which is the mean of \( T_i^{(n)} \) over all non-trap starting nodes in \( F_n(x, y) \) or \( H_n \), is given by

\[
\langle T \rangle_n = \frac{1}{N_n - 1} \sum_{i \in \Omega_n} T_i^{(n)},
\]

where \( \Omega_n \) denote the set of nodes in \( F_n(x, y) \) or \( H_n \). It is obvious that for all \( n \) we have \( T_i^{(n)} = 0 \). In the following, we will find the exact solution to \( \langle T \rangle_n \) for both \( F_n(x, y) \) or \( H_n \), as well as the dependence relation of \( \langle T \rangle_n \) on the network size \( N_n \).

3.1 Average trapping time for \((x, y)\)-flowers

We study how the trapping time \( T_i^{(n)} \) changes with \( n \). According to the construction algorithm, for an edge incident an old node \( i \) and one of its old neighbors \( j \) at iteration \( n \), it will generate \( x + y - 2 \) new nodes at iteration \( n + 1 \), among which \( x - 1 \) nodes, denoted by \( v_1, v_2, \ldots, v_{x-1} \), together with nodes \( i \) and \( j \) form a path \((i, v_1, v_2, \ldots, v_{x-1}, j)\) of \( x \) links, and the other \( y - 1 \) nodes, denoted by \( u_1, u_2, \ldots, u_{y-1} \), together with \( i \) and \( j \) constitute a path \((i, u_1, u_2, \ldots, u_{y-1}, j)\) of \( y \) links. We call \( v_1 \) and \( v_2 \) first-order (direct) neighbors of \( i \), \( v_3 \) and \( u_2 \) second-order neighbor of \( i \), \( v_3 \) and \( u_3 \) third-order neighbor of \( i \), and so on.

Let’s examine a random walk on \( F_n+1(x, y) \). By construction, upon growth of the networks from generation \( n \) to next generation \( n + 1 \), the degree of node \( i \) doubles, that is, it grows from \( k_i(n) \) to \( k_i(n+1) = 2k_i(n) \). Among these 2 \( k_i(n) \) neighbors, one half are the first-order neighbors of \( i \) with each belonging to a path of \( x \) links, and the other half are the first-order neighbors of \( i \), that belong to the paths of \( y \) links. Let \( Z \) be the FPT going from node \( i \) to any of its \( k_i(n) \) old neighbors, i.e., those nodes directly
connected to node $i$ at iteration $n$; let $X_i \ (1 \leq l \leq x - 1)$ be the FPT originating at any of $i$’s $k_i(n)$ lth order new neighbors belonging to a path of $x$ links to one of $i$’s $k_i(n)$ old neighbors; and let $Y_m \ (1 \leq m \leq y - 1)$ be the FPT for going from any of the $k_i(n)$ mth order new neighbors of $i$, belonging to a path of $y$ links, to one of $i$’s $k_i(n)$ old neighbors. These FPTs obey the following backward equations:

$$
\begin{align*}
Z &= \frac{1}{2}(1 + X_1) + \frac{1}{2}(1 + Y_1), \\
X_1 &= \frac{1}{2}(1 + Z) + \frac{1}{2}(1 + X_2), \\
X_2 &= \frac{1}{2}(1 + X_1) + \frac{1}{2}(1 + X_3), \\
&\vdots \\
Y_1 &= \frac{1}{2}(1 + Z) + \frac{1}{2}(1 + Y_2), \\
Y_2 &= \frac{1}{2}(1 + Y_1) + \frac{1}{2}(1 + Y_3), \\
&\vdots \\
Y_{y-1} &= \frac{1}{2}(1 + Y_{y-2}). \\
\end{align*}
$$

Equation (5) has a solution $Z = xy$. Thus, upon the growth of the $(x, y)$-flowers from generation $n$ to generation $n + 1$, the FPT from an arbitrary node $i$ to another node $j$ (both $i$ and $j$ are already existing in $F_n(x, y)$) increases by a factor of $xy$. Then, we have $T_{n+1}^{(n+1)} = x y T_i^n$, which is a basic feature of random walks taking place on the $(x, y)$-flowers and will be very important for the following derivation of the exact formula for the average trapping time.

In order to determine the average trapping time $\langle T \rangle_n$, one may alternatively evaluate $\sum_{i \in \Omega_n} T_i^{(n)}$. To this end, we introduce some variables that will be convenient for description. Let $\Omega_n$ denote the set of all nodes in $F_n(x, y)$ that enter the networks at iteration $n$. Then, we can further define the following intermediate quantities for $1 \leq g \leq n$:

$$
T_{g, \text{tot}}^{(n)} = \sum_{i \in \Omega_n} T_i^{(n)},
$$

and

$$
T_{g, \text{tot}}^{(n)} = \sum_{i \in \Omega_n} T_i^{(n)}.
$$

Hence, the problem of determining $\langle T \rangle_n$ is reduced to finding $T_{n, \text{tot}}^{(n)}$. It is evident that $\Omega_n = \Omega_n \cup \Omega_{n-1}$, which leads to

$$
T_{n, \text{tot}}^{(n)} = T_{n-1, \text{tot}}^{(n)} + T_{n, \text{tot}}^{(n)} = xy T_{n-1, \text{tot}}^{(n-1)} + T_{n, \text{tot}}^{(n)},
$$

where we have used the relation $T_i^{(n)} = x y T_i^{(n-1)}$. Equation (5) indicates that before calculating $T_{n, \text{tot}}^{(n)}$, we should first evaluating the quantity $T_{n, \text{tot}}^{(n)}$ that can be derived as follows.

As mentioned above, for each edge attaching $i$ and $j$ in $F_n(x, y)$, it will generate $x + y - 2$ new nodes at iteration $n + 1$, say $v_1, v_2, \ldots, v_{x-1}, u_1, u_2, \ldots, u_{y-1}$. For a random walk in $F_{n+1}(x, y)$, the trapping times of these $x + y - 2$ new nodes obey the following relations:

$$
\begin{align*}
T_{v_1}^{(n+1)} &= \frac{1}{2} \left(1 + T_i^{(n+1)} + \frac{1}{2} \left(1 + T_{v_2}^{(n+1)}\right)\right), \\
T_{v_2}^{(n+1)} &= \frac{1}{2} \left(1 + T_{v_1}^{(n+1)} + \frac{1}{2} \left(1 + T_{v_3}^{(n+1)}\right)\right), \\
&\vdots \\
T_{v_{x-1}}^{(n+1)} &= \frac{1}{2} \left(1 + T_i^{(n+1)} + \frac{1}{2} \left(1 + T_{v_x}^{(n+1)}\right)\right), \\
T_{u_1}^{(n+1)} &= \frac{1}{2} \left(1 + T_i^{(n+1)} + \frac{1}{2} \left(1 + T_{u_2}^{(n+1)}\right)\right), \\
T_{u_2}^{(n+1)} &= \frac{1}{2} \left(1 + T_{u_1}^{(n+1)} + \frac{1}{2} \left(1 + T_{u_3}^{(n+1)}\right)\right), \\
&\vdots \\
T_{u_{y-1}}^{(n+1)} &= \frac{1}{2} \left(1 + T_{u_{y-2}}^{(n+1)} + \frac{1}{2} \left(1 + T_j^{(n+1)}\right)\right). \\
\end{align*}
$$

From Eq. (9), we have

$$
\begin{align*}
T_{v_1}^{(n+1)} + T_{v_{x-1}}^{(n+1)} &= 2(x - 1) + T_i^{(n+1)} + T_j^{(n+1)}, \\
T_{v_2}^{(n+1)} + T_{v_{x-2}}^{(n+1)} &= 2(x - 3) + T_{v_1}^{(n+1)} + T_{v_{x-1}}^{(n+1)}, \\
T_{v_3}^{(n+1)} + T_{v_{x-3}}^{(n+1)} &= 2(x - 5) + T_{v_2}^{(n+1)} + T_{v_{x-2}}^{(n+1)}, \\
&\vdots \\
\end{align*}
$$

and so on. From these relations, we obtain

$$
\begin{align*}
\sum_{i=1}^{x-1} T_i^{(n+1)} &= \frac{x(x^2 - 1)}{6} + \frac{x - 1}{2} \left(T_i^{(n+1)} + T_j^{(n+1)}\right). \\
\end{align*}
$$

In a similar way, we can derive that

$$
\sum_{m=1}^{y-1} T_m^{(n+1)} = \frac{y(y^2 - 1)}{6} + \frac{y - 1}{2} \left(T_i^{(n+1)} + T_j^{(n+1)}\right).
$$

Summing Eqs. (10) and (11) over all the $M_n$ edges pre-existing in $F_n(x, y)$ leads to

$$
\begin{align*}
\tilde{T}_{n, \text{tot}}^{(n+1)} &= x(x^2 - 1) + y(y^2 - 1) + \frac{M_n}{6} \\
&+ \sum_{i \in \Omega_n} \left( k_i(n) \times \frac{x + y - 2}{2} T_i^{(n+1)}\right) \\
&= \frac{x(x^2 - 1) + y(y^2 - 1)}{6} \left(x + y\right)^n \\
&+ (x + y - 2) \tilde{T}_{n, \text{tot}}^{(n+1)} + 2(x + y - 2) \tilde{T}_{n-1, \text{tot}}^{(n+1)} \\
&+ \cdots + 2^{n-1} (x + y - 2) \tilde{T}_{1, \text{tot}}^{(n+1)} \\
&+ 2^n (x + y - 2) \tilde{T}_{0, \text{tot}}^{(n+1)}. \\
\end{align*}
$$

Analogously, we have

$$
\begin{align*}
\tilde{T}_{n+1, \text{tot}}^{(n+2)} &= \frac{x(x^2 - 1) + y(y^2 - 1)}{6} \left(x + y\right)^{n+1} \\
&+ (x + y - 2) \tilde{T}_{n+1, \text{tot}}^{(n+2)} + 2(x + y - 2) \tilde{T}_{n, \text{tot}}^{(n+2)} \\
&+ \cdots + 2^n (x + y - 2) \tilde{T}_{0, \text{tot}}^{(n+2)} \\
&+ 2^{n+1} (x + y - 2) \tilde{T}_{0, \text{tot}}^{(n+2)}. \\
\end{align*}
$$
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Equation \((14)\) minus Eq. \((12)\) times \(2xy\) and considering the relation \(T_i^{(n+2)} = xy T_{i+1}^{(n+1)}\), we obtain the recursion relation:

\[
T_{n+2,\text{tot}} = xy(x+y) T_{n+1,\text{tot}} + \frac{x(x^2 - 1) + y(y^2 - 1)}{6} (x+y - 2xy)(x+y)^n.
\]

Using the initial condition \(T_{1,\text{tot}} = \frac{(x+y)^2 - (x+y)}{6} - xy\), Eq. \((14)\) is solved inductively to obtain

\[
T_{n,\text{tot}} = \left(\frac{C_1}{xy - 1} + C_2\right) \left[xy(x+y)\right]^{n-1} - \frac{C_1}{xy - 1} (x+y)^{n-1},
\]

where \(C_1\) and \(C_2\) are two constants with \(C_1 = \frac{(x^2 - 1) + y(y^2 - 1)}{6(x+y)}\). Equation \((15)\) shows that, the dominating scaling of average trapping time grows as a power-law function of network size \(N_n\) with the exponent \(\theta(x,y) = \ln xy/\ln(x+y)\) being compatible with the bounds derived in \([31]\). Note that a scaling similar to \(\theta(x,y)\) was previously obtained for general fractals without the scale-free phenomenon \([14]\). It is also worth emphasizing that for some limiting \(x\) and \(y\), \(\theta(x,y)\) recovers some previous results. For \(x = 1\) and \(y = 2\), \(\theta(x,y)\) reduces to \(\ln 2/\ln 3\) previously obtained in \([47]\); for \(x = 1\) and \(y = 3\), \(\theta(x,y)\) is reduced to \(\ln 3/\ln 4\) \([48]\); while for \(x = 2\) and \(y = 2\), \(\theta(x,y)\) corresponds to \(1\) \([48]\). The consistency confirms that Eq. \((20)\) is valid.

### Result analysis

As mentioned above, the average trapping time \(\langle T\rangle_n\) is a highly desirable quantity characterizing the trapping problem in a network. For trapping issue on the \((x, y)\)-flowers, \(\langle T\rangle_n\) is dominated by the exponent \(\theta(x, y) = \ln xy/\ln(x+y)\). It is not difficult to verify that for different values of \(x+y\), the exponent \(\theta(x,y)\) increases with the sum of \(x\) and \(y\). Hence, \(x+y\) determines the trapping efficiency for random walks on the \((x, y)\)-flowers: the larger the sum \(x+y\), the less the efficiency. This can be understood from the following arguments. When \(x+y\) become larger, the \((x, y)\)-flowers are more homogeneous, since the exponent \(\gamma\) of the power-law degree distribution grows with increasing \(x+y\). According to the previous result that the trapping efficiency in scale-free networks decreases when the exponent \(\gamma\) increases \([26]\), we can know why the sum \(x+y\) influences strongly the leading behavior of the average trapping time.

For the case when \(x+y\) is fixed, Eq. \((20)\) shows that \(\langle T\rangle_n\) is determined by the difference between \(x\) and \(y\) (since we have assumed that \(x \leq y\)); the smaller the difference \(y-x\), the larger the value \(\langle T\rangle_n\). As shown in section \([28]\) for the \((x, y)\)-flowers with fixed \(x+y\), they have the same degree sequence and thus the same degree distribution. Thus, we can conclude that power-law degree distribution alone is insufficient to determine the trapping efficiency in scale-free networks.

As pointed out above, the power-law degree distribution alone cannot determine the behavior of trapping...
problem in scale-free networks. Then, it is natural and important to ask: which structural property plays a crucial role in the trapping efficiency in the \((x, y)\)-flowers with the same value of \(x + y\)? Since for those \((x, y)\)-flowers with an identical sum of \(x + y\), they have the same average node degree, the same degree distribution, and the same (zero) clustering coefficient; moreover, for the family of \((x, y)\)-flowers at the same generation, their initial nodes have an identical degree, we argue that the difference for the average trapping time shown in Eq. \ref{19} is only due to the fractality. For those \((x, y)\)-flowers having the same parameter of \(x + y\), when \(x\) increases from 1 to its maximum, their fractal dimension \(d_t = \frac{\ln(x+n)}{\ln 2}\) decreases from \(\infty\) to its minimum, while the exponent \(\theta(x, y)\) increases from its minimum to maximum. Concretely, the trapping efficiency in the \((x, y)\)-flowers with the same \(x + y\) is dominated by the fractal dimension: the larger the fractal dimension, the more efficient the trapping process. Particularly, when \(x = 1\), the network has an infinite fractal dimension, which corresponds to the most efficient structure for trapping, among all \((x, y)\)-flowers with the same sum of \(x\) and \(y\).

It is worthy of mentioning that the impact of fractal dimension on the trapping efficiency can also be seen by comparing the average trapping time in the \((1, 2)\)-flower and the two-dimensional Sierpinski gasket \cite{13}. The trapping process is more efficient in the \((1, 2)\)-flower than in the two-dimensional Sierpinski gasket, in spite of the fact that both networks have the same numbers of nodes and edges at any iteration. The difference for average trapping time in the two networks is at least partially attributed to the fractality. The \((1, 2)\)-flower is non-fractal with an infinite fractal dimension, while the corresponding Sierpinski gasket has a fractal dimension of \(1 + \frac{\ln 4}{\ln 2}\).

### 3.2 Average trapping time for hybrid networks

We proceed to show that the above relation between average trapping time and fractal dimension for trapping problem in the deterministic scale-free \((x, y)\)-flowers are also true for the random hybrid networks \(H_n\).

Similar to the \((x, y)\)-flowers, we first establish the relation dominating the evolution for \(\overline{T}_i^{(n)}\) with iteration \(n\). Let’s consider a node \(i\) in \(H_n\). By construction, we know that, upon the growth of the networks to iteration \(n + 1\), the degree of \(i\) increases from \(k_i(n)\) to \(k_i(n + 1) = 2k_i(n)\). Among these \(k_i(n + 1)\) neighbors, some are created at iteration \(n + 1\), each of which is either generated by the first iterative method with probability \(q\), or created by the second iterative method with probability \(1 - q\). We now consider an unbiased random walk in \(H_{n+1}\): let \(A\) denote the FPT for going from node \(i\) to any of its \(k_i(n)\) old neighbors, i.e., those nodes directly connected to \(i\) at iteration \(n\); let \(B\) stand for the FPT from a new neighbor of \(i\), which is generated through the first iterative method, to one of its \(k_i(n)\) old neighbors; let \(C\) represent the FPT from a new node created at iteration \(n + 1\), emerging simultaneously with a new neighbor of \(i\) that was generated by the first iterative method and is attached to this new neighbor of \(i\), to an old neighbor of \(i\); and let \(D\) be the FPT originating at any of \(i\)'s new neighbors created by the second iterative method to one of \(i\)'s old neighbors. Then the following backward equations can be established:

\[
\begin{align*}
A &= q \left( \frac{1}{2} + \frac{1}{2}(1+B) \right) + (1-q)(1+D), \\
B &= \frac{1}{2}(1+A) + \frac{1}{2}(1+C), \\
C &= \frac{1}{2} + \frac{1}{2}(1+B), \\
D &= \frac{1}{2} + \frac{1}{2}(1+A),
\end{align*}
\]

(21)

which leads to \(A = \frac{12}{7q} + \frac{3}{7}\). Thus, we can obtain an important relation \(T_i^{(n+1)} = \frac{12}{7q} T_i^{(n)}\).

Having obtained the evolution rule of trapping time when the hybrid networks grow, we now compute the average trapping time \(\overline{T}_i^{(n)}\). For simplicity, in the following text, we will use the same notations as those for the \((x, y)\)-flowers defined above. Analogous to \((x, y)\)-flowers, we have the following equation:

\[
\overline{T}_{n,\text{tot}}^{(n)} = \overline{T}_{n-1,\text{tot}}^{(n)} + \frac{12}{q + 3} \overline{T}_{n-1,\text{tot}}^{(n)} + \overline{T}_{n,\text{tot}}^{(n)}.
\]

(22)

Hence, the problem of determining \(T_{n,\text{tot}}^{(n)}\) is reduced to evaluating \(\overline{T}_{n,\text{tot}}^{(n)}\) that can be obtained as follow.

According to the iterative rule, at a given generation, for each edge connecting two nodes \(i\) and \(j\) in \(H_n\), it will generate two new nodes at the subsequent iteration \(n + 1\). Both nodes are either generated by the first iterative method with probability \(q\) and labeled by \(w_1\) and \(w_2\), or generated by the second iterative method with probability \(1 - q\) and denoted by \(w_1'\) and \(w_2'\). For \(w_1\) and \(w_2\), their trapping times obey the relations:

\[
\begin{align*}
\overline{T}_{w_1}^{(n+1)} &= \frac{1}{2} \left[ 1 + \overline{T}_{w_1}^{(n+1)} + \frac{1}{2} [1 + \overline{T}_{w_1}^{(n+1)}], \\
\overline{T}_{w_2}^{(n+1)} &= \frac{1}{2} \left[ 1 + \overline{T}_{w_2}^{(n+1)} + \frac{1}{2} [1 + \overline{T}_{j}^{(n+1)}].
\end{align*}
\]

(23)

From Eq. \ref{23}, we obtain

\[
\overline{T}_{w_1}^{(n+1)} + \overline{T}_{w_2}^{(n+1)} = 4 + \overline{T}_{i}^{(n+1)} + \overline{T}_{j}^{(n+1)}.
\]

(24)

Similarly, for \(w_1'\) and \(w_2'\), we have

\[
\overline{T}_{w_1}'^{(n+1)} = \overline{T}_{w_2}'^{(n+1)} = 1 + \left( \overline{T}_{i}^{(n+1)} + \overline{T}_{j}^{(n+1)} \right).
\]

(25)

yielding

\[
\overline{T}_{w_1}'^{(n+1)} + \overline{T}_{w_2}'^{(n+1)} = 2 + \overline{T}_{i}^{(n+1)} + \overline{T}_{j}^{(n+1)}.
\]

(26)

Summing Eq. \ref{23} and Eq. \ref{26} over all the \(M_n\) edges in \(H_n\) and considering the iterating probability for each preexisting edge at the generation \(n\), we get

\[
\overline{T}_{n,\text{tot}}^{(n+1)} = (2q + 2)M_n + \sum_{i \in \Omega_n} \left( k_i(n) \times \overline{T}_{i}^{(n+1)} \right)
\]

\[
= (2q + 2)^n + 2\overline{T}_{n,\text{tot}}^{(n+1)} + 2^2 \overline{T}_{n-1,\text{tot}}^{(n+1)} + \cdots
+ 2^{n-1} \overline{T}_{1,\text{tot}}^{(n+1)} + 2^n \overline{T}_{0,\text{tot}}^{(n+1)}.
\]

(27)
In addition, from Eq. (27), we can write out $T_{n+2, \text{tot}}^{(n+2)}$ as

$$
T_{n+2, \text{tot}}^{(n+2)} = (2q + 2) T_{n+1, \text{tot}}^{(n+2)} + 2 T_{n+1, \text{tot}}^{(n+2)} + q T_{n, \text{tot}}^{(n,2)} + \ldots + 2 T_{n+1, \text{tot}}^{(n+2)} + 2^{n+1} T_{0, \text{tot}}^{(n+2)}.
$$

(28)

Equation (28) minus Eq. (27) times $\frac{2q + 1}{q + 1}$ and applying the relation of $T_{1, \text{tot}}^{(n+2)} = \frac{12}{q+3} T_{1, \text{tot}}^{(n+1)}$, we obtain the following recursive relation:

$$
T_{n+2, \text{tot}}^{(n+2)} = \frac{48}{q + 3} T_{n+1, \text{tot}}^{(n+1)} - \frac{6 + 4q - 2q^2}{q + 3} T_{0, \text{tot}}^{(n+2)} 	imes 4^{n+1}.
$$

(29)

With the initial value of $T_{1, \text{tot}}^{(1)} = 6 + q$, Eq. (29) is solved inductively

$$
T_{n, \text{tot}}^{(n)} = \frac{48 + q^2 - q}{9 - q} \left( \frac{48}{3 + q} \right)^{n-1} + \frac{(q + 1)(6 - 2q)}{9 - q} 4^{n-1}.
$$

(30)

Plugging Eq. (30) into Eq. (22) yields

$$
T_{n, \text{tot}}^{(n)} = \frac{12}{q + 3} T_{n-1, \text{tot}}^{(n-1)} + \frac{48 + q^2 - q}{9 - q} \left( \frac{48}{3 + q} \right)^{n-1} + \frac{(q + 1)(6 - 2q)}{9 - q} 4^{n-1}.
$$

(31)

Considering $T_{1, \text{tot}}^{(1)} = 10$, Eq. (31) can be resolved by induction. When $q = 0$,

$$
T_{n, \text{tot}}^{(n)} = \frac{4^n}{18} (8 + 4^n + 3 n + 10);
$$

(32)

when $0 < q \leq 1$,

$$
T_{n, \text{tot}}^{(n)} = \frac{(q + 3)(48 + q^2 - q)}{36(9 - q)} \left( \frac{48}{q + 3} \right)^n + \frac{(3 - q)(q + 3)(q + 1)}{18q} 4^n = \frac{(q + 3)(q^2 - q - 3)}{18q} \left( \frac{12}{3 + q} \right)^n.
$$

(33)

Using Eq. (4), we can find the analytical solution for average trapping time in $H_n$, from which we can obtain the exact dependence relation of $\langle T \rangle_n$ on the network size $N_n$. For $q = 0$,

$$
\langle T \rangle_n = \frac{3N_n - 4}{36(N_n - 1)} \left[ 12N_n + \frac{3 \ln \left( \frac{1}{2}N_n - 2 \right)}{2 \ln 2} - 6 \right];
$$

(34)

while for $0 < q \leq 1$

$$
\langle T \rangle_n = \frac{1}{N_n - 1} \left( \frac{q + 3)(48 + q^2 - q)}{36(9 - q)} \left( \frac{3}{2}N_n - 2 \right) \right)^{\frac{\ln \frac{4}{N_n - 1}}{\ln 4}} + \frac{1}{N_n - 1} \left( \frac{(3 - q)(q + 3)(q + 1)}{2q(9 - q)} \left( \frac{3}{2}N_n - 2 \right) \right)^{\frac{\ln \frac{4}{N_n - 1}}{\ln 4}}
$$

$$
- \frac{1}{N_n - 1} \left( \frac{q + 3)(q^2 - q + 3)}{18q} \left( \frac{3}{2}N_n - 2 \right) \right)^{\frac{\ln \frac{4}{N_n - 1}}{\ln 4}}.
$$

(35)

From Eqs. (34) and (35) we can easily see that in the full range of $0 \leq q \leq 1$, the average trapping time $\langle T \rangle_n$ in the hybrid networks behaves as a power-law function of network order $N_n$, with the exponent $\theta(q) = \ln \frac{12}{4 + q}/\ln 4$ decreasing with parameter $q$. Concretely, when $q$ grows from 0 to 1, $\theta(q)$ drops from 1 to $\ln 3/\ln 4$, see Fig. (5). In addition, when $q$ enhances from 0 to 1, the fractal dimension $d_f$ of the hybrid networks increases from 2 to $\infty$. Thus, in the random hybrid networks, the diffusion efficiency also enhances with the increasing fractal dimension as that found for the $(x, y)$-flowers.

**4 conclusions**

We have studied the trapping problem in two families of networks, i.e., the $(x, y)$-flowers and random hybrid networks. The former is deterministic, while the latter is stochastic. Both display rich and specific structural properties and can recover some prominent features of various real networked systems. We focused on a particular case of trapping issue with the immobile trap located at either of the initial nodes of the networks. We derived analytically the average trapping time and demonstrated that they grow as a power-law function of the network size with the exponent varying with network parameters. We showed that the power-law degree distribution (even degree sequence) itself is not sufficient to determine the behavior of average trapping time of random walks on fractal scale-free networks. Instead, we presented that fractal dimension plays a predominant role in the scaling of average trapping in both families of fractal scale-free networks under consideration. Finally, it should be stressed that here we only studied particular networks with the trap fixed on a specific node having the highest degree, whether the conclusion also holds for a general fractal scale-free network or for a non-hub node needs further research in the future.
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