Abstract

In this paper, we introduce NBNet, a novel framework for image denoising. Unlike previous works, we propose to tackle this challenging problem from a new perspective: noise reduction by image-adaptive projection. Specifically, we propose to train a network that can separate signal and noise by learning a set of reconstruction basis in the feature space. Subsequently, image denoising can be achieved by selecting corresponding basis of the signal subspace and projecting the input into such space. Our key insight is that projection can naturally maintain the local structure of input signal, especially for areas with low light or weak textures. Towards this end, we propose SSA, a non-local attention module we design to explicitly learn the basis generation as well as subspace projection. We further incorporate SSA with NBNet, a UNet structured network designed for end-to-end image denosing based. We conduct evaluations on benchmarks, including SIDD and DND, and NBNet achieves state-of-the-art performance on PSNR and SSIM with significantly less computational cost.

1. Introduction

Image denoising is a fundamental and long lasting task in image processing and computer vision. The main challenging is to recover a clean signal $x$ from the noisy observation $y$, with the additive noise $n$, namely:

$$ y = x + n $$

This problem is ill-posed as both the image term $x$ and the noise term $n$ are unknown and can hardly be separated. Towards this end, many denoising methods utilize image prior and a noise model to estimate either image or noise from the noisy observation. For example, traditional methods such as NLM [9] and BM3D [14] use the local similarity of image and the independence of noise, and wavelet denoising [34] utilizes the sparsity of image in transformed domain.

Recent deep neural networks (DNN) based denoising methods [40, 12, 53, 21, 44, 30, 42] usually implicitly utilize image prior and noise distribution learned from a large set of paired training data.

Although previous CNN-based methods have achieved tremendous success, it is still challenging to recover high quality images in hard scenes such as weak textures or high-frequency details. Our key observation is that convolutional networks usually depend on local filter response to separate noise and signal. While in hard scenes with low signal-noise-ratio (SNR), local response can easily get confused without additional global structure information.

In this paper, we utilize non-local image information by projection. The basic concept of image projection is illustrated in Fig. 2, where a set of image basis vectors are generated from the input image, then we reconstruct the image inside the subspace spanned by these basis vectors. As natural images usually lie in a low-rank signal subspace, by properly learning and generating the basis vectors, the reconstructed image can keep most original information and...
Early works usually rely on image priors, including non-local means (NLM) [9], sparse coding [17, 29, 2], 3D transform-domain filtering (BM3D) [14], and others [19, 34]. Although these classical approaches like BM3D, can generate reasonable denoising results with certain accuracy and robustness, their algorithmic complexity is usually high and with limited generalization. With the recent development of convolutional neural networks (CNNs), end-to-end trained denoising CNNs has gained considerable attention with great success in this field.

2.2. Network architecture

One main stream of CNNs based denoising is to design novel network architecture to tackle this problem. Earlier work [10] proposed to apply multi-layer perceptron (MLP) to denoising task and achieved comparable results with BM3D. Since then more advanced network architectures are introduced. Chen et al. [12] proposed a trainable nonlinear reaction diffusion (TNRD) model for Gaussian noise removal at different level. DnCNN [50] demonstrated the effectiveness of residual learning and batch normalization for denoising network using deep CNNs. Later on, More network structures were proposed to either enlarge the receptive field or balance the efficiency, like dilated convolution [51], autoencoder with skip connection [30], ResNet [35], recursively branched deconvolutional network (RBDN) [38]. Recently some interests are put into involving high-level vision semantics like classification and segmentation with image denoising. Works [26, 32] applied segmentation to enhance the denoising performance on different regions. [52] recently proposed FFDNet, a non-blind denoising by concatenating the noise level as a map to the noisy image and demonstrated a spatial-invariant denoising on realistic noises with over-smoothed detail. MIRNet [49] proposed a general network architecture for image enhancement such as denoising and super-resolution with many novel build blocks which can extract, exchange and utilize multi-scale feature information.

In this work, we adapt a UNet style architecture with a novel subspace attention module. Unlike [4, 5, 41] use attention module for region or feature selection, SSA is designed to learn the subspace basis and image projection.

2.3. Noise distribution

To train the deep networks mentioned above, it requires high quality real datasets with a huge amount of clean and noisy image pairs, which is hard and tedious to construct in practice. Hence, the problem of synthesizing realistic image noise has also been extensively studied. To approximate real noise, multiple types of synthetic noise are explored in previous work, such as Gaussian-Poisson [18, 27], in-camera process simulation [25, 39], Gaussian Mixture Model (GMM) [54] and GAN-generated noises [11] and so
on. It has been shown that networks properly trained from the synthetic data can generalize well to real data [53, 8, 43]. Different from all the aforementioned works that focus on noise modeling, our method study subspace basis generation and improve noise reduction by projection.

3. Method

3.1. Subspace Projection with Neural Network

As shown in Fig. 2, the projection contains two main steps:

a) **Basis generation**: generating subspace basis vectors from image feature maps;

b) **Projection**: transforming feature maps into the signal subspace.

We denote $X_1, X_2 \in \mathbb{R}^{H \times W \times C}$ as two feature maps from a single image. They are the intermediate activations of a CNN and can be in different layers but with the same size. We first estimate $K$ basis vectors $\{v_1, v_2, \cdots, v_K\}$ based on $X_1$ and $X_2$, and each $v_i \in \mathbb{R}^N$ is a basis vector of the signal subspace, where $N = HW$. Then we transform $X_1$ into the subspace spanned by $\{v\}$.

3.1.1. Basis Generation

Let $f_\theta : (\mathbb{R}^{H \times W \times C}, \mathbb{R}^{H \times W \times C}) \rightarrow \mathbb{R}^{N \times K}$ be a function parameterized by $\theta$, basis generation can be written as:

$$V = f_\theta(X_1, X_2),$$

where $X_1$ and $X_2$ are image feature maps and $V = [v_1, v_2, \cdots, v_K]$ is a matrix composed of basis vectors. We implement the function $f_\theta$ with a small convolutional network. We first concatenate $X_1$ and $X_2$ along the channel axis as $X \in \mathbb{R}^{H \times W \times 2C}$, then feed it into a shallow residual-convolutional block with $K$ output channels (Fig. 3(b)), whose output can then be reshaped to $HW \times K$. The weights and biases of the basis generation blocks are updated during the training in an end-to-end fashion.
3.1.2. Projection

Given the aforementioned matrix $\mathbf{V} \in \mathbb{R}^{N \times K}$ whose columns are basis vectors of a $K$-dimensional signal subspace $\mathcal{V} \subset \mathbb{R}^N$, we can project the image feature map $\mathbf{X}_1$ onto $\mathcal{V}$ by orthogonal linear projection.

Let $\mathbf{P} : \mathbb{R}^N \rightarrow \mathcal{V}$ be the orthogonal projection matrix to signal subspace, $\mathbf{P}$ can calculated from $\mathbf{V}$ [31], given by

$$\mathbf{P} = \mathbf{V}(\mathbf{V}^\top \mathbf{V})^{-1} \mathbf{V}^\top,$$

(3)
### Table 2: Denoising comparisons on the DND [33] dataset.

| Cases | Datasets | Methods  |
|-------|----------|----------|
|       |          | CBM3D    | WNNM     | NCSR     | MLP      | DnCNN-B  | MemNet   | FFDNet   | FFDNet,  |
| Set5  |          | [39]     | [19]     | [16]     | [10]     | [30]     | [50]     | [40]     | [52]     |
| LIVE1 |          | 26.58    | 25.27    | 24.96    | 25.71    | 28.81    | 28.96    | 28.99    | 28.96    |
| BSD68 |          | 26.51    | 25.13    | 24.96    | 25.58    | 28.73    | 28.74    | 28.78    | 28.77    |
| Case 1|          |          |          |          |          |          |          |          |          |
| Set5  |          | 26.34    | 24.61    | 24.61    | 25.76    | 25.73    | 29.04    | 29.55    | 29.60    | 29.56    | 26.01    | 29.80    | 30.59    |
| LIVE1 |          | 25.18    | 23.52    | 24.08    | 24.31    | 28.18    | 28.56    | 28.58    | 28.56    | 25.25    | 28.82    | 29.01    |
| BSD68 |          | 25.28    | 23.52    | 24.27    | 24.30    | 28.15    | 28.36    | 28.43    | 28.42    | 25.13    | 28.67    | 28.76    |
| Case 2|          |          |          |          |          |          |          |          |          |
| Set5  |          | 27.88    | 26.07    | 26.84    | 26.88    | 29.13    | 29.51    | 29.54    | 29.49    | 27.54    | 29.74    | 29.89    |
| LIVE1 |          | 26.50    | 24.67    | 24.96    | 25.26    | 28.17    | 28.37    | 28.39    | 28.38    | 26.48    | 28.65    | 28.82    |
| BSD68 |          | 26.44    | 24.60    | 24.95    | 25.10    | 28.11    | 28.20    | 28.22    | 28.20    | 26.44    | 28.46    | 28.59    |

Table 3: The PSNR (dB) results of all competing methods on the three groups of test datasets. The best and second best results are highlighted in bold and Italic, respectively.

where the normalization term \((V^TV)^{-1}\) is required since the basis generation process does not ensure the basis vectors are orthogonal to each other.

Finally, the image feature map \(X_1\) can be reconstructed in the signal subspace by as \(Y\), given by

\[
Y = PX_1. \tag{4}
\]

The operations in projection are purely linear matrix manipulations with some proper reshaping, which is fully differentiable and can be easily implemented in modern neural network frameworks.

Combining basis generation and subspace projection, we construct the structure of the proposed SSA module, illustrated in Fig. 3(c).

### 3.2. NBNet Architecture and Loss Function

The architecture of NBNet is illustrated in Fig. 3(a). The overall structure is based on a typical UNet [36] architecture. NBNet has 4 encoder stages and 4 corresponding decoder stages, where feature maps are downsampled to 1/2× scale with a 4×4-stride-2 convolution at the end of each encoder stage, and upsampled to 2× scale with a 2×2 deconvolution before each decoder stage. Skip connections pass large-scale low-level feature maps from each encoder stage to its corresponding decoder stage. The basic convolution building blocks in encoder, decoder and skip connections follow the same residual-convolution structure depicted in Fig. 3(b). We use LeakyReLU as activation functions for each convolutional layer.

The proposed SSA modules are placed in each skip-connection. As feature maps from low levels contain more detailed raw image information, we take the low-level feature maps as \(X_1\) and high-level features as \(X_2\) and feed them into an SSA module. In other words, low-level feature maps from skip-connections are projected into the signal subspace guided by the upsampled high-level features. The projected features are then fused with the original high-level feature before outputing to the next decoder stage.

Compared with conventional UNet-like architectures, which directly fuse low-level and high-level feature maps in each decoder stage, the major difference in NBNet is low-level features are projected by SSA modules before fusion.

Finally, the output of the last decoder pass a linear 3×3 convolutional layer as the global residual to the noisy input and outputs the denoising result.

The network is trained with pairs of clean and noisy images, and we use simple \(\ell_1\) distance between clean images and the denoising result as the loss function, written as:

\[
\mathcal{L}(G, x, y) = ||x - G(y)||_1, \tag{5}
\]

where \(x, y\) and \(G(\cdot)\) represent clean image, noisy image and NBNet, respectively.

### 4. Evaluation and Experiments

We evaluate the performance of our method on synthetic and real datasets and compare it with previous methods. Next, we describe the implementation details. Then we report results on five real image datasets. Finally, we perform ablation studies to verify the superiority of the proposed method.
4.1. Training Settings

The proposed architecture requires no pre-training and it can be trained through an end-to-end strategy. The number of subspace $K$ is set by experience to 16 for all modules.

In the training stage, the weights of the whole network are initialized according to [20]. We use Adam [23] optimizer with momentum terms (0.9, 0.999). The initial learning rate is set to $2 \times 10^{-4}$ and the strategy of decreasing the learning rate is cosine annealing. The training process takes 700,000 minibatch iterations.

During training, $128 \times 128$-sized patches are cropped from each training pair as an instance, and 32 instances stack a mini-batch. We apply random rotation, cropping and flipping to the images to augment the training data.

4.2. Results on Synthetic Gaussian Noise

We first evaluate our approach on synthetic noisy datasets. We follow the experiment scheme described in VDN [47]. The training dataset includes 432 images from BSD [6], 400 images from the validation set of ImageNet [15] and 4744 images from the Waterloo Exploration Database [28]. The evaluation test dataset are generated from Set5 [22], LIVE1 [22] and BSD68 [7].

In order to achieve a fair comparison, we use the same noise generation algorithm as [47], where non-i.i.d. Gaussian noise is generated by:

$$n = n^1 \odot M, \quad n^1_{ij} \sim \mathcal{N}(0, 1),$$

where $M$ is a spatially variant mask. Four types of masks are generated, one for training and three for testing. By this way, the generalization ability of the noise reduction model can be well tested.

Table 3 lists the PSNR performance results of different methods on non-i.i.d Gaussian noise, where our NBNet method outperform the baseline VDN method on every test case, although VDN has an automatic noise level prediction while our method is purely blind noise reduction. More results on additive Gaussian white noise (AWGN) with various noise levels ($\sigma = 15, 25, 50$) also indicates our method surpasses VDN by an average margin of $\sim 0.3$ dB in PSNR.

Our noise reduction method does not explicitly rely on a prior distribution of noise data, but it still achieve the best results in our evaluation. This shows the effectiveness of the proposed projection method which helps separating signal and noise in feature space by utilizing image prior.

4.3. Results on SIDD Benchmark

The Smartphone Image Denoising Dataset (SIDD) [1], is about 30,000 noisy images from 10 scenes under different lighting conditions using five representative smartphone cameras and generated their ground truth images through a systematic procedure. SIDD can be used to benchmark denoising performance for smartphone cameras. As a benchmark, SIDD splits 1,280 color images for the validation.

In this section, we use SIDD benchmark [1] to verify the performance of our method on a real-world noise reduction task. We compare with the previous methods, including VDN, DANet, and MIRNet. Table 1 illustrates a quantitative comparison between previous methods and ours in Fig 6. We also provide visualization of noise reduction results from different models. The number of parameters and computational cost of each model are shown in Fig 1.

Compared to MIRNet, we provide 39.75 PSNR compared to MIRNet’s 39.72 by only taking $11.2\%$ of its computational cost and $41.82\%$ of its number of parameters. In the SSIM metric, we have a performant rise over MIRNet, boosting from 0.959 to ours 0.969. This growth explains that our model concentrates further on regional textures and local features.

4.4. Results on DND Benchmark

The Darmstadt Noise Dataset (DND) [33] consists of 50 pairs of real noisy images and corresponding ground truth images that were captured with consumer-grade cameras of
Figure 6: Results of Gaussian noise reduction. Our method obtains better visual results in the flower area.

| Method              | # Params ($\times 10^6$) | Comp. Cost (GFlops) | PSNR (dB) |
|---------------------|---------------------------|---------------------|-----------|
| UNet                | 9.5                       | 3.88                | 39.62     |
| UNet+SSA            | 9.68                      | 4.28                | 39.68     |
| UNet+Blocks         | 13.13                     | 21.8                | 39.69     |
| UNet+Blocks+SSA     | 13.31                     | 22.2                | 39.75     |

Table 5: Ablation study on SSA and other modules

table differs sensor sizes. For every pair, a source image is taken with the base ISO level while the noisy image is taken with higher ISO and appropriately adjusted exposure time. The reference image undergoes careful post-processing involving small camera shift adjustment, linear intensity scaling, and removal of low-frequency bias. The post-processed image serves as ground truth for the DND benchmark.

We evaluate the performance of our method on the DND dataset which contains 50 images for testing. It provides bounding boxes for extracting 20 patches from each image, resulting in 1000 patches in total. Note that the DND dataset does not provide any training data, so we employ a training strategy by combining the dataset of SIDD and Renoir [3]. Results are submitted to the DND benchmark by utilizing the same model that provides the best validation performance on the SIDD benchmark.

Follow to MIRNet, we only use SIDD training set and the same augmentation strategy to train our NBNet. Table 2 shows the results of various methods, we can notice that NBNet can provide a better PSNR compared to MIRNet’s 39.88 dB with just a fractional of both computational cost and the number of parameters of MIRNet mentioned in section 4.3. Visual results compared to other methods on DND are also provided in Fig 5. Our method can provide a clean output image while preserving the textures and sharpness.

4.5. Ablation Study

We examine three major determinants of our model: a) SSA module for another network, and b) the dimension of the signal subspace, i.e. the number of basis vectors $K$. c) the options about projection.

4.5.1. Integrated into DnCNN

For evaluating the effectiveness of our proposed SSA module, we consider another classical architecture DnCNN as a baseline. In order to use $X_1$ and $X_2$ shown in Equation 2, we regarded the feature of the first convolution as $X_1$ and the feature before the last convolution as $X_2$. The results are shown in Table 7. DnCNN + Concat achieves about 0.2dB higher than DnCNN by simply concatenating $X_1$ and $X_2$ to utilizing the different level features, while the DnCNN + SSA with our SSA module achieves about 0.5dB higher than DnCNN.

4.5.2. Influence about Different k Values

Table 6 provides the results on SIDD with different $K$ values. When the number of basis vectors $K$ is set to 32, our model does not converge. In this setting, as the number of channels in the first stage is also 32, the SSA module does cannot work effectively as subspace projection since $K$ equals to the full dimension size. On the other hand, the higher dimension of the subspace may increase the difficulty of model fitting, hence cause instability of training. The rest experiments shows that the best choice of $K$ is 16. If $K$ equals 1, the information kept in the subspace is insufficient and cause significant information loss in the skip-connection. Setting $K$ to 8 and 16 leads to comparable performance, and the SSA module might create a low-dimensional, compact, or classifiable subspace. Therefore, we can see that the subspace dimension $K$ is a robust hyperparameter in a reasonable range.

| $K$   | K=1 | K=8 | K=16 | K=32 |
|-------|-----|-----|------|------|
| PSNR  | 39.28 | 39.74 | 39.75 | -    |

Table 6: Effects of subspace dimensionality $K$ on SIDD. Our model does not converge when $K=32$
## 4.5.3. Options about Projection

In Table 8, we evaluate different options about projection: how to generate basis vectors and how to select feature maps for projection. Let’s denote $Proj(a, b)$ as a projection operation where $a$ is projected to the basis generated based on $b$. As shown in first and second rows in Table 8, basis generation based on only $X_1$ makes training unstable, resulting in non-convergence. On the contrary, compare third and forth rows, basis generation based on only $X_2$ enables the network to be trainable, but get unsatisfactory results. The best results are shown in the last two rows. The network achieves better performance by considering both $X_1$ and $X_2$. Therefore, projecting $X_1$ on the basis generated by $X_1$ and $X_2$ obtains the best PSNR, which is 39.75 dB.

## 4.6. Basis Visualization and Discussion

To gain insight about how the learned subspace projection works, we pick a sample image and inspect the subspace generated by the SSA module. Fig 7 plots the 16 basis vectors together with the prediction with and without the SSA module. It can be seen that when SSA is enabled, the dotted texture in the dark region is recovered in a way consistent with other part of the patch. This is different when SSA is disabled: the network simply blurs the upper area. Same phenomenon is also observed in Fig 6 where NBNet outperforms other methods in weak-textured regions.

Not surprisingly, this phenomenon finds its root in the projection basis vectors. As shown in the left side of Fig 7, many of the 16 channels contain the dots pattern that evenly span the whole image patch. We can thus reasonably surmise that this improvement should be attributed to the non-local correlation created by the SSA module: the weak textures on the upper part are supported by the similar occurrence in other parts of the image, and the projection reconstructs the texture by combining the basis with globally determined coefficients. A conventional convolutional neural network, on the contrary, rely on responses of fixed-valued local filters and coarse information from downsampled features. When the filter response is insignificant and coarse information is blurry, e.g. in the weak texture areas, non-local information can hardly improve local responses.

## 5. Conclusion

In this study, we revisit the problem of image denoising and provide a new prospective of subspace projection. Instead of relying on complicate network architecture or accurate image noise modeling, the proposed subspace basis generation and projection operation can naturally introduce global structure information into denoising process and achieve better local detail preserving. We further demonstrate such basis generation and projection can be learned with SSA in end-to-end fashion and yield better efficiency than adding convolutional blocks. We believe subspace learning is a promising direction for image denoising as well as other low-level vision tasks, and it is worth further exploration.
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