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Abstract

Solving compressible flows containing discontinuities remains a major challenge for numerical methods especially on unstructured grids. Thus in this work, we make contributions to shock capturing schemes on unstructured grids with aim of resolving discontinuities with low numerical dissipation. Different from conventional shock capturing schemes which only use polynomials as interpolation functions on unstructured grids, the proposed scheme employs the linear polynomial as well as non-polynomial as reconstruction candidates. For linear polynomial, the second-order MUSCL (Monotone Upstream-centered Schemes for Conservation law) scheme with the MLP (Multi-dimensional Limiting Process) slope limiter is adopted. The multi-dimensional THINC (Tangent of Hyperbola for Interface Capturing) function with quadratic surface representation and Gaussian quadrature, so-called THINC/QQ, is used as the non-polynomial reconstruction candidate. With these reconstruction candidates, a multi-stage boundary variation diminishing (BVD) algorithm which aims to minimize numerical dissipation is designed on unstructured grids to select the final reconstruction function. The resulted shock capturing scheme is named as MUSCL-THINC/QQ-BVD. The performance of the proposed scheme is demonstrated through solving compressible single-phase and multi-phase problems where the discontinuity is the typical flow structure. The numerical results show that the proposed scheme is capable of capturing sharp discontinuous profiles without numerical oscillations as well as resolving vortices associated with Kelvin-Helmholtz instabilities along shear layers and material interfaces. In comparison with schemes only relying on high order polynomials, the proposed scheme shows significant improvement of resolution across discontinuities. Thus, this work provides an accurate and robust shock-capturing scheme to resolve discontinuities in compressible flows.
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1. Introduction

Compressible flows containing discontinuities are widely found in transonic, supersonic and hypersonic flows, as well as flows involving multi-phases and multi-species. Sharp flow features such as shock waves, contact discontinuities, moving material interfaces, strong species gradients and shear layers become typical in these flows. Since in many cases compressible flows are too complicated to be analyzed by theoretical analysis or experimental approaches, the numerical simulation becomes an effective alternative to provide rich flow information for investigating the fundamental mechanisms. Meanwhile, industrial applications usually involve complex geometrical boundaries thus numerical solver on unstructured meshes are preferable.

Over recent decades, a number of high order schemes have been proposed on unstructured grids to provide high resolution solution for compressible flows. In the finite volume framework, a well-known approach called $k$-exact least-square method has been proposed and developed in $[1, 2, 3]$. In this approach, a stencil consisting of the target cell and its neighbors is employed to construct a polynomial of degree $k$. For higher degree of polynomials, however,
the stencil has to be extended to include more neighbor cells, which increases the complexity for the algorithm and parallelism. Different from conventional finite volume method, high order Discontinuous Galerkin (DG) [4, 5], Flux Reconstruction (FR) [6, 7, 8, 9] and Spectral Difference (SD) methods [10, 11] realize high-order reconstruction by using locally defined degrees of freedom (DOFs). These methods have received particular attention in recent years because of their superior convergence property as well as the compact stencil.

Although these schemes based on high order polynomial reconstructions show superiority in simulating smooth flow features such as acoustic waves and turbulence, high order schemes generally face challenges to obtain accurate and stable solutions around discontinuities. Special techniques such as limiting projection or artificial viscosity must be designed to prevent Gibbs phenomenon and its associated spurious numerical oscillations arising from high order interpolations. Especially, solving discontinuous flow features on unstructured grids imposes additional difficulty. Based on the idea of TVD (Total Variation Diminishing) schemes [12], multi-dimensional slope limiting processes on unstructured grids have been proposed in [13, 14] and improved recently in [15, 16]. In order to reduce the numerical dissipation of TVD schemes, WENO schemes (Weighted Essentially Non-Oscillatory) have been extended to unstructured grids, for example [17, 18, 19, 20, 21], to cite but a few. The general idea of WENO schemes is to construct a weighted average of the polynomial approximations over all candidate stencils. However, it is not a trivial work to construct efficient WENO scheme on unstructured grids since dealing with wide stencils and choosing admissible stencil cells increases the algorithmic complexity. The difficulty of solving discontinuities also exists and is more severe for high order local reconstruction such as DG and FR schemes. Although several strategies such as artificial viscosity [22, 23] and subcell finite volume formulation [24, 25] have been proposed and improved, solving discontinuities accurately and robustly remains a challenge for high order local reconstruction schemes. Moreover, in spite of the efforts aforementioned, limiting processes or artificial viscosity methods usually introduce excessive numerical dissipation which continuously smears and blurs flow structures. Especially, the resolution of discontinuous flow features such as contact surfaces, shear waves, reaction fronts and material interfaces may evolve from bad to worse due to the limiting process.

Realizing that the polynomial-based reconstruction may not be a proper choice when the solution includes both smooth and discontinuous flow structures, the work [26] proposed a novel algorithm called boundary variation diminishing (BVD) which selects non-polynomial-based reconstruction THINC (Tangent of Hyperbola for Interface Capturing) scheme [27] to solve discontinuous flow structures while high order polynomial-based WENO scheme [28] for smooth flow regions. The proposed methodology has significantly reduces the numerical dissipation across discontinuities. Following the work [26], the BVD algorithm has been applied for more challenging problems involving stiff source terms and material interfaces in the work of [29, 30]. More recently, the works [31, 32] devise higher order shock capturing schemes which retain the high resolution property in smooth region through the BVD algorithm. Although being mainly practiced on structured grids, the above works show the BVD algorithm provides an alternative method to design accurate and robust shock capturing schemes.

In this work, we make efforts to extend the BVD algorithm on unstructured grids and devise new shock capturing schemes which are capable of resolving discontinuities with high resolutions. The proposed scheme employs the linear polynomial as well as non-polynomial as reconstruction candidates. For linear polynomial, the second order MUSCL (Monotone Upstream-centered Schemes for Conservation law) scheme with the MLP (Multi-dimensional Limiting Process) slope limiter [15, 16] is adopted. The multi-dimensional THINC (Tangent of Hyperbola for Interface Capturing) function with quadratic surface representation and Gaussian quadrature [33, 34], so-called THINC/QQ, is used as the non-polynomial reconstruction candidate. With above reconstruction candidates, a multi-stage BVD algorithm is devised to select the final reconstruction function. The resulted shock capturing scheme is named as MUSCL-THINC/QQ-BVD. The performance of MUSCL-THINC/QQ-BVD scheme is demonstrated through solving compressible single-phase and multi-phase problems. The numerical results show that the proposed scheme is able to capture sharp discontinuous profiles without numerical oscillation. Also, it’s able to resolve vortices associated with Kelvin-Helmholtz instabilities along the shear plane and material interface. Thus the proposed MUSCL-THINC/QQ-BVD scheme significantly improves the resolution across discontinuities in comparison with schemes only relying on high order polynomials. The proposed scheme is expected to serve as an accurate and robust shock capturing scheme for problems where the discontinuity is the typical flow structure.

The rest of this paper is organized as follows. Mathematical models for numerical tests are introduced in section 2. Section 3 is a brief introduction to the MUSCL scheme and the global THINC/QQ scheme, followed by details of our BVD algorithm and two new BVD schemes. Numerical results and discussion are presented in section 4 and
2. Mathematical models

2.1. Governing equations

In this work, our numerical schemes are tested by linear advection problems, inviscid single-phase and two-component compressible flows. Only two dimensional problems are discussed here. A general form of conservation laws can be written as:

\[
\frac{\partial U}{\partial t} + \frac{\partial F(U)}{\partial x} + \frac{\partial G(U)}{\partial y} = S
\]  

(1)

- The Euler equation

Inviscid single-phase compressible flows are modeled by the Euler equation. It consists of equations for conservation of mass, momentum and energy respectively.

\[
U = \begin{pmatrix} \rho \\ \rho u \\ \rho v \\ E \end{pmatrix}, \quad F(U) = \begin{pmatrix} \rho u \\ \rho uu + p \\ \rho uv \\ u(E + p) \end{pmatrix}, \quad G(U) = \begin{pmatrix} \rho v \\ \rho vu \\ \rho vv + p \\ v(E + p) \end{pmatrix}, \quad S = \begin{pmatrix} 0 \\ 0 \\ 0 \\ 0 \end{pmatrix}
\]  

(2)

where \( \rho \) is density, \( p \) is pressure field, and \( E \) is total energy.

- The five-equation model

Inviscid two-phases compressible flows under mechanical equilibrium are modeled by the five-equation model developed in [35]. It assumes that interface cells containing two kinds of fluids are in equilibrium of pressure. Governing equations consist of two mass conservation law, two momentum equations, one energy equation and an equation for the transportation of volume fraction.

\[
U = \begin{pmatrix} \alpha_1 \rho_1 \alpha_1 \\ \rho_1 \alpha_1 \\ \rho_2 \alpha_2 \\ \rho u \\ \rho v \\ E \end{pmatrix}, \quad F(U) = \begin{pmatrix} u \alpha_1 \rho_1 \alpha_1 \\ \rho_1 \alpha_1 uu \\ \rho_2 \alpha_2 uu \\ \rho uu + p \\ \rho uv \\ u(E + p) \end{pmatrix}, \quad G(U) = \begin{pmatrix} v \alpha_1 \\ \rho_1 \alpha_1 v \\ \rho_2 \alpha_2 v \\ \rho vv + p \\ v(E + p) \end{pmatrix}, \quad S = \begin{pmatrix} \alpha_1 \nabla \cdot V \\ 0 \\ 0 \\ 0 \\ 0 \end{pmatrix}
\]  

(3)

where \( \alpha_k \in [0, 1] \) and \( \rho_k \) is the volume fraction and density of the \( k \)th (\( k = 1, 2 \)) fluid. \( V = (u, v) \) is the velocity field.

2.2. The closure strategy

To close the Euler equation and the five-equation model, fluids are assumed to satisfy the following ideal gas law:

\[
p = \rho e(\gamma - 1)
\]  

(4)

where \( e \) is the internal energy, and \( \gamma \) is the ratio of the specific heats.

For two-component flows, conservative constraints lead to the following mixing formula of volume fraction, density and internal energy:

\[
\alpha_1 + \alpha_2 = 1
\]
\[
\alpha_1 \rho_1 + \alpha_2 \rho_2 = \rho
\]
\[
\alpha_1 \rho_1 e_1 + \alpha_2 \rho_2 e_2 = \rho e
\]  

(5)

As derived in [36], the mixed ratio of the specific heats can be calculated as

\[
\frac{1}{\gamma - 1} = \frac{\alpha_1}{\gamma_1 - 1} + \frac{\alpha_2}{\gamma_2 - 1}.
\]  

(6)
3. Numerical methods

3.1. Computational grids

Two dimensional computational domains are divided into non-overlapping triangular or quadrilateral elements \( \Omega_i (i = 0, 1, 2, ..., N) \). Vertices and edges are denoted by \( \theta_k (k = 1, 2, ..., K) \) and \( \Gamma_{ij} (j = 1, 2, ..., J) \), where \( K = J = 3 \) for triangular meshes and \( K = J = 4 \) for quadrilateral meshes. The cell center is denoted by \( \theta_\omega (x_\omega, y_\omega) \). We define the area of element \( \Omega_i \) as \( |\Omega_i| \), length and unit normal vector of edge \( \Gamma_{ij} \) as \( |\Gamma_{ij}| \) and \( n_{ij} = (n_{ijx}, n_{ijy}) \).

3.2. A Godunov-type finite volume method

The first step is to integrate Eq. (1) over a finite volume element \( \Omega_i \), yielding the following semi-discrete form for cell-average values.

\[
\frac{dU_i}{dt} = \mathcal{R}(\overline{U}_i) = - \frac{1}{|\Omega_i|} \int_{\partial \Omega_i} F_n(U) d\Gamma + \frac{1}{|\Omega_i|} \int_{\Omega_i} S d\Omega \tag{7}
\]

where \( F_n(U) = F(U)n_{ijx} + G(U)n_{ijy} \). Curve integration along boundaries of the element can be calculated by the summation of integration along each edge.

\[
\int_{\partial \Omega_i} F_n(U) d\Gamma = \sum_{j=1}^{J} \int_{\Gamma_{ij}} F_n(U) d\Gamma \approx \sum_{j=1}^{J} F_{nij}(U) \left| \Gamma_{ij} \right| = \sum_{j=1}^{J} F_{nij}(U_{ij}^+, U_{ij}^-) \left| \Gamma_{ij} \right| \tag{8}
\]

Here, \( U_{ij}^+ \) are the right and left states at the edge \( \Gamma_{ij} \). \( F_{nij}(U_{ij}^+, U_{ij}^-) \) is the numerical flux which can be calculated by Riemann solvers projected on the normal direction.

Finally, we can update cell-average values with the following third-order SSP Runge-Kutta [37] method.

\[
\begin{align*}
\overline{U}_i^* &= \overline{U}_i(t) + \Delta t \mathcal{R}(\overline{U}_i(t)) \\
\overline{U}_i^+ &= \frac{1}{3} \overline{U}_i(t) + \frac{1}{2} \overline{U}_i^* + \frac{1}{6} \Delta t \mathcal{R}(\overline{U}_i^*) \\
\overline{U}_i(t + \Delta t) &= \frac{1}{3} \overline{U}_i(t) + \frac{2}{3} \overline{U}_i^* + \frac{1}{2} \Delta t \mathcal{R}(\overline{U}_i^+) 
\end{align*} \tag{9}
\]

3.3. Reconstruction schemes

In this subsection, we propose two MUSCL-THINC/ QQ-BVD schemes to reconstruct the left and right states \( U_{ij}^+ \) from cell-averaged value \( \overline{U}_i \). A MUSCL scheme with the MLP-u2 limiter and the global THINC/QQ schemes with different steepness are implemented as reconstruction candidates. A BVD algorithm is then devised to select final reconstruction function from candidates. To avoid numerical oscillation, we choose primitive variables as reconstructed variables \([38, 39]\), say, \((\rho, u, v, p)\) for the Euler equation and \((\alpha_1, \alpha_1\rho_1, \alpha_2p_2, u, v, p)\) for the five-equation model. We denote a single reconstructed variable by \( q \) to simplify the introduction.
3.3.1. The MUSCL scheme

The basic idea of a MUSCL-type scheme is to reconstruct variables in a certain cell by linear distributions. We use it as a candidate scheme in BVD schemes to approximate smooth solutions. For two-dimensional unstructured grids, it can be written as,

\[ q_i^\nu(x, y) = \bar{q}_i + \phi_i \left( q_{ix}(x - x_i) + q_{iy}(y - y_i) \right) \]  

(10)

where \( \bar{q}_i \) is the cell-average value, \( \phi_i \) is a slope limiter to keep monotonicity and suppress numerical oscillation, \( \left( q_{ix}, q_{iy} \right) \) is the cell-averaged gradient determined from least-square method.

We use the so-called MLP-u2 limiter in [16] as the slope limiter for the MUSCL scheme.

\[ \phi_i = \min_{k=1}^K \left\{ \Phi(R_{ik}) \right\} \text{ if } \left( \nabla q_i \right)_k \cdot r_{ik} \neq 0 \]
\[ \phi_i = 1 \text{ otherwise} \]

where \( r_{ik}(k = 1, 2, \ldots, K) \) is the vector from \( \theta_{ik} \) to vertex \( \theta_{ik} \), and \( R_{ik} \) is the ratio of the maximum or minimum allowable variation to the estimated variation at \( \theta_{ik} \).

\[ R_{ik} = \max \left( \frac{\bar{q}_{ik}^{\min} - \bar{q}_i}{\nabla q_i \cdot r_{ik}}, \frac{\bar{q}_{ik}^{\max} - \bar{q}_i}{\nabla q_i \cdot r_{ik}} \right) \]

Here, \( \bar{q}_{ik}^{\min} \) and \( \bar{q}_{ik}^{\max} \) are minimum and maximum cell-average values of cells around \( \theta_{ik} \). For the MLP-u2 limiter,

\[ \Phi(R_{ik}) = \frac{R_{ik}^2 + 2R_{ik} + \epsilon}{R_{ik}^2 + R_{ik} + 2.0 + \epsilon} \]

where \( \epsilon \) is a small positive number to distinguish a near smooth region from a fluctuating one. We take \( \epsilon = 1.0 \times 10^{-15} \).

3.3.2. The THINC/\( \Omega \) scheme

For unstructured grids, we use multi-dimensional THINC/\( \Omega \) (THINC method with Quadratic surface representation and Gaussian Quadrature) scheme [34, 33] as another candidate in BVD schemes. As shown in [34, 33], THINC/\( \Omega \) is able to achieve high accuracy discontinuity representation by accounting of geometrical information such as normal direction and curvature of the discontinuity. Here we use THINC/\( \Omega \) in global coordinates, which states

\[ q_i^G(x, y) = \bar{q}_i^{\min} + \frac{\bar{q}_i^{\max} - \bar{q}_i^{\min}}{2} \left( 1 + \tanh \left( \frac{\beta}{H_i} (P_i(x, y) + d_i) \right) \right) \]

(11)

where \( \bar{q}_i^{\min} \) and \( \bar{q}_i^{\max} \) is the maximum and minimum cell-average values of cells sharing vertices with cell \( \Omega_i \).

\[ \bar{q}_i^{\max} = \max_{k=1}^K \{ \bar{q}_{ik}^{\max} \}, \bar{q}_i^{\min} = \min_{k=1}^K \{ \bar{q}_{ik}^{\min} \} \]

\( \beta \) is a parameter to control the steepness. \( H_i \) is the hydraulic diameter of \( \Omega_i \).

\[ H_i = \frac{4 |\Omega_i|}{\sum_{j=1}^{K} |\Gamma_{ij}|} \]

\( P_i(x, y) + d_i \) is a full quadratic polynomial including geometrical information of the reconstruction as

\[ P_i(x, y) = a_{20}(x - x_{ic})^2 + a_{11}(x - x_{ic})(y - y_{ic}) + a_{02}(y - y_{ic})^2 + a_{10}(x - x_{ic}) + a_{01}(y - y_{ic}) \]

Coefficients \( a_{st}(0 < s + t \leq 2) \) can be calculated using least square method. The only unknown \( d_i \) is determined from the conservation condition

\[ \frac{1}{|\Omega_i|} \int_{\Omega_i} q_i(x, y) dx dy = \bar{q}_i. \]
This integration is calculated with Gaussian quadrature. For more details, please refer to [34, 33].

3.3.3. The BVD algorithm

Generally, a numerical flux can be expressed in the following canonical formulation [26, 40]:

$$F(U_L, U_R) = \frac{1}{2} (F(U_L) + F(U_R)) - \tilde{d}(U_R - U_L),$$

(12)

$\tilde{d}$ is a matrix function of $U_R$ and $U_L$. The last term of Eq. (12) can be interpreted as a diffusion term. The BVD algorithm is designed to select reconstruction function in target of minimizing the dissipation term. Choosing a final reconstruction with smaller boundary variation tends to preserve solution properties [41] and reduce numerical diffusion of the scheme.

By assuming the target cell $i$ and its immediate neighbors are implemented with the same reconstruction scheme $I_b$ from the $B$ candidate schemes ($I_1, I_2, \cdots, I_B$), we define the BV at cell edge $\Gamma_{ij}$ as

$$BV_{ij}^b = \left| q_{ij,L}^b - q_{ij,R}^b \right| |\Gamma_{ij}|.$$  

Then the total boundary variation ($TBV$) of cell $\Omega_i$ is defined as

$$TBV_{i}^b = \sum_{j=1}^{f} BV_{ij}^b.$$  

Finally, the BVD algorithm selects the reconstruction scheme $I_b$ to reconstruct $q$ in cell $\Omega_i$ if $I_b$ satisfies the following condition

$$TBV_{i}^b = \min(TBV_{i}^{I_1}, TBV_{i}^{I_2}, \cdots, TBV_{i}^{I_B}).$$

As shown later in numerical results, the proposed BVD algorithm is able to select jump-like THINC function for discontinuities thus to significantly improve resolution.

3.3.4. The one-stage BVD scheme

Similar to the MUSCL-THINC-BVD scheme for structured grids, the one-stage BVD scheme has two candidate schemes: a MUSCL scheme and a THINC/QQ scheme with a relatively large steepness parameter $\beta_I$. The MUSCL scheme tends to smear discontinuities over several grids due to numerical dissipation. On the other hand, the THINC/QQ scheme can preserve the solution structure of discontinuities even for long-term simulations. Thus, using the BVD algorithm as the selecting procedure, we implement the MUSCL scheme at smooth regions and the
THINC/QQ scheme at discontinuities. According to [30, 29] and our numerical tests, \( \beta_l \sim (1.3, 1.6) \) can give good or acceptable results and \( \beta_l = 1.4 \) is used for all following test cases.

The one-stage BVD scheme is formulated as

\[
q_{i,j} = \begin{cases} 
q_{i,j}^l & \text{if } TBV_i^l < TBV_i^m \text{ and } TBV_i^l < TBV_i^s \\
q_{i,j}^m & \text{otherwise} 
\end{cases}, \quad \Theta = \begin{cases} 
L & \text{if } n_{ij} \text{ points outside of } \Omega_i \\
R & \text{otherwise} 
\end{cases}, \quad j = 1, 2, \ldots, J
\]

where \( TBV_i^{m/l} \) are TBVs corresponding to the MUSCL scheme and the THINC/QQ scheme with \( \beta_l \).

Numerical tests show that this one-stage BVD scheme can efficiently reduce numerical diffusion at strong discontinuities such as shock waves and material interfaces. However, since a relatively large steepness \( \beta_l \) is used, it cannot capture some slight discontinuities such as shear waves and vortices.

### 3.3.5. The two-stage BVD scheme

The two-stage BVD scheme was inspired by a further investigation into the THINC/QQ scheme. Figure 3 shows possible reconstructions in two quadrilateral cells by the MUSCL scheme and the THINC/QQ scheme. As mentioned previously, the THINC/QQ function of Eq. 11 includes not only gradient terms but also curvature terms. Thus, it can preserve properties of some curved flow structures such as vortices better than the MUSCL scheme. To improve the performance of the one-stage BVD scheme at those curved smooth regions, and also for slight discontinuities, we add another THINC/QQ reconstruction with a relatively small steepness \( \beta_s \) as the third candidate. According to [29] and our numerical tests, \( \beta_s \sim (0.7, 1.0) \) can give good or acceptable results. A \( \beta_s = 0.8 \) is used for all the following test cases.

In the two-stage BVD scheme, we have three group of candidate states, say, \( q_{i,j}^{l,s,l}(I = m, s, l) \) from the MUSCL scheme, the THINC/QQ scheme with \( \beta_s \) and the THINC/QQ scheme with \( \beta_l \). The final reconstruction are chosen according to the following criterion.

\[
q_{i,j} = \begin{cases} 
q_{i,j}^l & \text{if } TBV_i^l < TBV_i^m \text{ and } TBV_i^l < TBV_i^s \\
q_{i,j}^s & \text{if } TBV_i^s < TBV_i^m \text{ and } TBV_i^s < TBV_i^l \\
q_{i,j}^m & \text{otherwise} 
\end{cases}, \quad \Theta = \begin{cases} 
L & \text{if } n_{ij} \text{ points outside of } \Omega_i \\
R & \text{otherwise} 
\end{cases}, \quad j = 1, 2, \ldots, J
\]

It is noticed that, this two-stage BVD algorithm is simpler than the one for structured grids in [31]. In fact, we compare all three TBVs directly and choose the scheme with the smallest \( TBV \). This means that our two stages are parallel with a uniform algorithm. But for the structured one, two stages have a determined order to treat smooth regions and discontinuities separately.
4. Numerical results

4.1. Solid rotation of a complex profile

This case can assess the ability of present schemes to resolve sharp discontinuities and keep smooth regions smooth. We consider a complex 2D benchmark problem used by [42, 34]. The computational domain is \([0, 1]^2\), divided into 54,604 triangular elements. The initial condition consists three shapes within three circles of radius \(r_0 = 0.15\) respectively, as showed in Figure 4.

\[
\phi = \begin{cases} 
1, & \text{if } |x - 0.5| < 0.25, \text{ or } y > 0.85 \\
\frac{1}{2}(1 + \cos(\pi \min(r_2(x,y)/r_0, 1))) & r_1(x,y) < r_0 \\
1 - r_2(x,y)/r_0 & r_2(x,y) < r_0 \\
0 & r_3(x,y) < r_0 \\
\end{cases}
\]

where \(r_i(x,y) = \sqrt{(x-x_i)^2 + (y-y_i)^2}\), \((x_1, y_1) = (0.5, 0.78), (x_2, y_2) = (0.31, 0.39), (x_3, y_3) = (0.69, 0.39)\).

It includes a classical shape of a slotted disk proposed by Zalesak [43], a smooth hump and a sharp cone. These shapes are rotated by a velocity field of

\[
u = 0.5 - y, \quad v = x - 0.5
\]
Zero-gradient boundary condition is applied to all boundaries. Results of $t = 2\pi$ by different schemes are showed in Figure 5-7. The maximum Courant number is set to 0.2.

For the smooth hump and cone, three schemes give almost the same results. Since BVD schemes choose the MUSCL scheme for these region, as showed in Figure 6(b) and Figure 7(b). Although the two-stage BVD scheme chooses THINC/QQ scheme with $\beta_s$ in some cells (marked with yellow color) around hump and cone, it almost gives the same solution as the MUSCL scheme. On the other hand, BVD schemes can find cells including discontinuity (marked with red color), like the edge of the slotted disk, and implement THINC/QQ scheme with $\beta_l$ which can preserve the step-like solution structure. This step-like solution is smeared by the pure MUSCL scheme, as showed in Figure 5.

4.2. Gas Dynamic Problems

In this section, we assess the ability of BVD schemes to capture shock waves and vortices in gas dynamic problems. The Euler equation is solved by prescribed methods with the HLL Riemann solver. The ratio of specific heats is $\gamma = 1.4$.

4.2.1. A Riemann Problem

Two-dimensional schemes are applied to a one-dimensional shock tube problem. The computational domain is $[0, 1] \times [0, 0.1]$ with 100 triangular elements in the $x$-direction and 10 triangular elements in the $y$-direction. We consider the following Riemann-type initial conditions [44]:

$$
(\rho, u, p) = \begin{cases} 
(1.0, 0.0, 1000.0) & \text{if } x < 0.5 \\
(1.0, 0.0, 0.01) & \text{otherwise}
\end{cases}
$$

It is the left half of the blast wave problem of Woodward and Colella [45]. Its solution contains a left rarefaction, a contact wave and a right-moving shock wave. Density of the exact solution and numerical methods at $t = 0.012$ are showed in Figure 8. It is obvious that BVD schemes can resolve a sharper shock and contact wave than the pure MUSCL scheme, and there is no oscillation around discontinuities. Figure 9 shows cells using THINC/QQ schemes for reconstructing $\rho$ when BVD schemes are implemented. For cells around the shock and contact waves, the THINC/QQ with $\beta_l$ is used (red cells), which can preserve the step-like flow structure.

4.2.2. A Mach 3 Wind Tunnel with a Step

This problem is also from [45], and widely used to verify the capability of numerical schemes in capturing strong shocks and vortices [46-49, 43-44]. The wind tunnel is 1.0 unit high and 3.0 unit long. A step is located 0.6 unit from the left boundary with a height of 0.2 unit. This domain is divided into triangular elements with a size of
Figure 8: Density of the Riemann problem at $t = 0.012$

Figure 9: Cells using THINC/QQ schemes to reconstruct density
1/160 away from the corner but 1/320 around the corner, as Figure 10. This mesh was used by [46] to deal with the singularity point of the corner. The initial condition is the same as the inflow passing through the scram-jet engine.

Figure 11 is the density contour at $t = 4.0$, ranging from 0.32 to 6.15 with 30 equivalent intervals. It is seen that with the help of THINC/QQ schemes, BVD schemes can resolve shock waves better than pure MUSCL scheme. Red cells in Figure 12 use THINC/QQ with $\beta_l$. They are also cells including shock waves. On the other hand, the two-stage BVD scheme can resolve very clear vortices, as showed in Figure 13. This benefits from the implementation of THINC/QQ with $\beta_s$, which also includes curvature information in second order terms but not as steep as the one with $\beta_l$. It can preserve flow structures of vortices. By comparing with the result of a 3rd-order WENO scheme [46], we can see that although the order of both the MUSCL scheme and the THINC/QQ scheme [33] are around 2nd-order, the combination of them by BVD algorithms can sometimes give better results than a 3rd-order scheme.

4.3. Two-fluid flow problems

One of main applications of the THINC scheme and the THINC/QQ scheme is to capture immersed interfaces. They can limit interfaces into several cells even over very long-term simulations [27, 53, 50, 51]. The combination of the THINC scheme and the MUSCL scheme by BVD algorithm in the structured-grid framework [30] showed that it can not only resolve a very clear interface, but also capture more flow details than traditional polynomial
reconstructions such as the MUSCL scheme and the WENO scheme. In this section, we will see that the MUSCL-THINC/QQ-BVD scheme in the unstructured-grid framework has comparable performance. The five-equation model is solved by prescribed numerical schemes with the HLLC Riemann solver.

4.3.1. Two dimensional shock–R22-cylinder interaction

As the first benchmark test of two-component flows, we consider a well known shock-bubble interaction problem involving interaction between a shock in air and a R22 cylinder [30, 52, 53, 54, 55]. As analyzed in [56, 57], vortices will be generated by the baroclinic mechanism when the shock wave pass through the surface of R22 cylinder. Consider the equation of vorticity without viscous terms proposed in [56]:

\[
\frac{d\omega}{dt} + \omega \nabla \cdot V = \omega \cdot \nabla V + \frac{\nabla \rho \times \nabla p}{\rho^2}
\]  

(15)

The last term of Eq. (15) is a source term. Misalignment of the local gradient of pressure and local gradient of density will lead to a generation of vorticity. Figure 14 shows the direction of vorticity generated in the interaction between a right-moving air shock and a R22 cylinder. If the numerical diffusion of a numerical scheme is too strong, it will smear these vortices.

The computational setup is shown in Figure 15. Refer to [58] for experimental results. A planar right-moving Mach 1.22 shock in air hits a stationary R22 gas cylinder with a diameter \( d = 50 \text{mm} \). Both air and R22 gas are treated as ideal gases. The initial condition is given as:

\[
(\alpha_1, \rho, u, v, p, \gamma) = \begin{cases} 
(\epsilon, 3.863 \text{kg/m}^3, 0.0, 0.0, 1.01325 \times 10^5 \text{Pa}, 1.249) & \text{In the R22 cylinder} \\
(1.0 - \epsilon, 1.686 \text{kg/m}^3, 113.5 \text{m/s}, 0.0, 1.59 \times 10^5 \text{Pa}, 1.4) & \text{Post-shock} \\
(1.0 - \epsilon, 1.225 \text{kg/m}^3, 0.0, 0.0, 1.01325 \times 10^5 \text{Pa}, 1.4) & \text{Otherwise}
\end{cases}
\]

where \( \epsilon = 10^{-8} \). A uniform triangular mesh with \( h = 0.1875 \text{mm} \) is used, which corresponds to a mesh number of 1,894,892. Reflective wall boundary conditions are implemented to the top and bottom boundaries. The left and right ones are zero gradient boundaries.
Figure 14: Generation of vorticity in interaction between air shock and R22 cylinder

Figure 15: The computational domain of shock–R22-cylinder interaction
Numerical schlierens of results, $\ln(1.0 + |\nabla \rho|)$, are shown in Figure 16 and 17. From the left column we can see that the one-stage BVD scheme can not only keep a very sharp interface, but also resolve vortices generated by the baroclinic mechanism. On the other hand, the MUSCL scheme is too diffusive that it smears almost all the small vortices. Only large-scale vortices can be observed in upper half of Figure 17 (a)(c)(e). Since Mach number of the shock wave is only 1.22, most wave structures generated by reflection and transmission are not strong enough to be distinguished by the one-stage BVD scheme. However, they can be recognised by the two-stage BVD scheme with both $\beta_l$ and $\beta_s$. At the same time, it is possible to reduce numerical dissipation further by the participation of the THINC/ QQ scheme with $\beta_s$. That’s why interface of results by the two-stage BVD scheme have more small structures than those from the one-stage BVD scheme. Flow structures inside the R22 gas cylinder by BVD schemes are also clearer than the MUSCL scheme.

Finally we compare our results with those from the structured BVD scheme in [30]. Structured-grid framework can be done dimension-by-dimension without geometry dependence. For unstructured grids, we consider all the faces at the same time and including the geometry information of faces. Although there are some difference in detail, BVD schemes for two kind of grids share the same basic idea, say, reducing numerical diffusion by boundary variation diminishing. Thus, at least in our numerical tests, as showed in Figure 18, their behavior are very similar.

5. Conclusion remarks

In this work, we extend BVD algorithms of structured grids to unstructured grids by including geometrical information and propose two less-dissipate MUSCL-THINC/QQ-BVD schemes. Both of them can be implemented to reconstructed variables independently. Thus, they can be treated in the same manner as normal finite volume schemes. Results shows that our BVD algorithm can preserve solution properties and reduce numerical dissipation effectively. For advection or interface tracking problem, BVD schemes can limit discontinuities into few cells which can be controlled by parameter of steepness. In gas dynamic problems, both of the one- and two-stage BVD scheme can resolve sharp shock waves yet the MUSCL scheme tends to smear them. Numerical dissipation of the two-stage BVD scheme
Figure 17: Continue of Figure

(a) \( t = 477 \mu s \)
(b) \( t = 477 \mu s \)
(c) \( t = 583 \mu s \)
(d) \( t = 583 \mu s \)

Figure 18: Results from the two-stage BVD scheme (upper half) and [30] (lower half) with the same mesh number.

(a) \( t = 378 \mu s \)
(b) \( t = 648 \mu s \)
is further reduced at vortices and weak shocks. For compressible multi-component flows, the MUSCL scheme can not keep a clear material interface and resolve small flow structures induced by instabilities, but BVD schemes can capture them very clearly. Our results are comparable to results by the MUSCL-THINC-BVD scheme for structured grids. Furthermore, some of our results are even better than high-order finite volume schemes such as the fourth-order WENO scheme. This work shows that the basic idea of the BVD algorithm works very well for both structured and unstructured grids. It can be seen as another path to construct high-order non-oscillatory numerical schemes.
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