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Abstract

Hydraulic fracturing is a key method used in completion of shale gas wells as well as in well stimulation. There are a lot of factors affecting the hydraulic fracturing treatment; i.e. formation in-situ stresses, fracturing fluid properties, proppant, pumping rate, reservoir fluid and rock properties etc. For predictive modeling, these factors are associated with a lot of uncertainties, since most of them are laboratory measured, calculated or subjectively estimated. Moreover, the precise contribution of each factor on the final fracturing result is unknown for each individual case. Therefore, for better treatment performance and in order to find the best range of designing parameters, a hydraulic fracturing predictive model that involves these uncertainties is required specially for newly exploited shale gas reservoir. In this paper a new uncertainty-based approach is described for hydraulic fracturing processes. It is based on assigning probability distribution for some variables and parameters used in the designing process. These probability distributions are used as input data for analytical equations that describe the fracturing processes. Monte Carlo Simulation technique is used to apply uncertainty-based values on the designing analytical formulas. A hypothetical hydraulic fracturing example is used to simulate the effect of different variables and designing parameters on the entire fracturing process. The simulation results are illustrated into probability distribution curves and variance-based sensitivity analysis is performed to assess the contribution and the correlation between different variables and outcomes. Fracture geometry is almost controlled by the injection fluid’s viscosity, in case of constant injection rate; while rock properties have insignificant effect on the fracture width compares to fracturing fluid’s effect. Therefore more emphases shall be directed to rheological modeling of the fracturing fluid. It is found also that fracture height, which is difficult to be estimated, is the most crucial parameter in the calculation of treatment size or the injected fluid’s volume. Proppant porosity, injected fluid viscosity and formation strength are slightly affecting propped fracture width, while proppant final concentration plays the main role of determining the calculated propped fracture width. It is observed from the simulation results that the initial formation permeability will extremely affect the post fracturing skin factor while other formation rock properties have almost no effect on the skin factor. Throughout the implementation of the uncertainty-based modeling approach for hydraulic fracturing process...
design, it is found that uncertainties in the value of many variables and parameters are slightly affecting the process outcomes. However, injected fluid viscosity, shale formation permeability and proppant final concentration are found to be the most influencing factors in the entire process. Therefore, it is highly recommended to perform in-depth study for these factors prior conducting any designing process of hydraulic fracturing.

1. Introduction

Hydraulic fracturing (HF) techniques are particularly effective in stimulating hydrocarbon production from shale gas or oil formations. Since ultra-low permeability coefficients of shale formation make it hard for hydrocarbons to transport towards wellbore, therefore artificial fractures are induced to the formation in order to achieve commercial gas production rate. Directional and horizontal drilling combined with hydraulic fracturing have made the production of natural gas from different shale formations achievable in some parts of the world.

Hydraulic fractures are created by the injected fluid under high pressure, such as slick water. The fluid that is used in HF is mixed with proppants, such as particles of sand. The proppant is pumped into the fractured rock in order to help keeping the fractures relatively permeable to formation fluids once the fracturing pressure from the injected fluid is released. In addition to the fracturing fluid and the proppant, some other chemicals are added to the fluid mixture. These chemicals can serve many functions in HF, specially controlling the injected fluid’s viscosity.

Computational models for HF treatment are the base of the design process. Quantification of risks and opportunities associated with the fracturing job will lead to making the right decision [1].

For instance, in tight gas sand wells, the following designing and operational factors are highly affecting the overall performance of the HF treatment outputs:

- gas reservoir characteristics, i.e. gas saturation, net pay zone thickness, etc.
- injected water quality: bicarbonate content and the peak viscosity,
- amount of proppant injected into the fracture.

It was observed from analyzing a set of hydraulic fractured well’s data that placing more into the fracture will not bring significant increase in post treatment production rate. It was found in the literature that higher post treatment production rate can be achieved for low viscosity fracturing fluids. Therefore, there is no need for high viscosity fluids [2]. Therefore, although a lot of sophisticated software and programs were developed to design most of the HF treatments carried on oil and gas wells but still contradicting results and sometimes unfavorable outcomes are occurring. This is mainly due to the following reasons:

1. Uncertainties associated with the input data into Software/programs used for treatment design
2. Cost of acquiring logs and other technical data is not proportional with the technical value of information/data. Therefore the value of information must be quantified and properly ranked.
3. In many cases decision process is not based on probability assessment of each and every factor affecting the treatment design.
There are numerous papers presenting influence of chosen parameters on fracture propagation simulation results [3–5] but so far there is no complex uncertainty based analysis. Analytical models describe influence of many parameters on the initiation pressure in perforations [6] as well as on fracturing pressure [7]. Comparison of computer simulation results and data from fracture monitoring shows high complexity of investigated problem and uncertainty in development solutions [8]. Some applications of reservoir and economic uncertainty shows strong influence on the fracture design [9]. The main objective of this paper is to identify and to quantify the effect of uncertainties of different variables and parameters in the design outcomes of HF treatment. Classical models are still base for more sophisticated simulators. Authors decided to use classical approach to avoid influence of complexity factor on results. If the impact of model’s input data quality is quantified then this will save a lot of resources, efforts and time for future designs of HF treatments for both operating and service companies.

2. Methods and tools

Successful HF job requires accurate treatment design, while the design must be carried on using data set (valuable information) with high level of accuracy (at least for the key variables). Therefore, these key variables must be identified and ranked according to their contribution to the final treatment outcomes in order to reduce the costs of obtaining this valuable information. Our main objectives will be achieved through:

1. Process description of the HF treatment and how the probability based model of the treatment can assist decision makers.
2. Development of a simple computational model to simulate HF treatment in a vertical well
3. Application of variance-based sensitivity analysis (VBSA) by utilizing Monte Carlo Simulation that is ran on the developed probability based model.
4. Ranking of the model’s input variables in term of their impacts on the HF design outputs

In order to help analyzing HF treatment decision, results of sensitivity analysis should be quantitative rather than qualitative to enable meaningful comparisons between the uncertainties of the inputs and its impact on the same output. Therefore the desired sensitivity analysis method should be independent of model assumptions [10]. Variance-based sensitivity analysis (VBSA) is a form of global sensitivity analysis, in which the “variance” measures how far a set of numbers are spread out around the average value of a variable [11]. When a certain problem is modeled in a probabilistic framework; i.e. inputs are given in terms of ranges or probability distribution curves, VBSA decomposes the variance of the output of the model into fractions or percentages which can be attributed to inputs [12]. The VBSA can be applied through the following steps:

- building a computational model and defining its input and output variable(s),
- defining uncertainty ranges and assigning probability density functions to each input variable,
- using random sampling method (as for Monte Carlo Simulation) and generating an input matrix and, evaluating the output, and
- assessing the influences of each input variable on the model output

Once a certain formation or well is exposed to HF operation the next step will be gathering data. Usually the collected formation data is always associated with lots of uncertainties.
Hence, acquiring more information will cost time, effort and resources [13]. The uncertainties in reservoir formation data usually occur due to the following reasons:

- Having a single point value for the number of reservoir parameters and factors
- Subjective estimation for missing information or data gaps
- Errors and variances in measurements and readings in previous data sets
- Miscalculating based on background assumptions especially when using commercial software.
- Time factor: values a lot of reservoir and well-flowing parameters are time-function
- Others, such as human and software errors, . . . , etc.

Thus, it is important to evaluate the risk of using uncertain values for some of the variables and parameters used during the screening or designing of a HF process and to answer the question of how to accommodate uncertainties in the required data for HF design and operation.

### 2.1 Process description

The decision of undertaking any well stimulation treatment such as, hydraulic fracturing treatment is usually goes through several steps; starts by performing general screening process and end up with implementing the treatment’s operation at well site. Fig 1 illustrates the process flow for a hydraulic fracturing treatment with explanatory figure of the gas production in shale reservoirs with multi-staged hydraulic fracturing technology [14]. The crucial technical
decisions in this process are made after the application of two steps: screening and process design and optimization.

The screening step includes data collection, validation and application on the principle equations for hydraulic fracturing treatment design. While the treatment design step involves tuning of design parameters to achieve optimum forecasted outcomes of the proposed treatment. Both steps, i.e. screening and treatment design are conducted through the application of governing equations, i.e. analytical, imperial or numerical formulas which calculate and predict:

1. Breakdown pressure and fracture’s geometry,
2. injected fluid volume, leak-off volume and fracture volume,
3. proppant concentration and mixing schedule, and
4. post-fracturing skin factor.

Since hydraulic fracturing process design is a combination of lots of data, technical constrains and series of equations; and one can say that the success or failure of a fracturing job can be traced to both the availability and the accuracy of data/information necessary for optimizing the process design [15]. And since, for new fields, information about the reservoir properties are usually limited, as well as the operational parameters of fracturing process are not precisely defined; therefore, the technical variables and calculated parameters that are used in the fracturing process design, such as fractures shape and geometry, injected fluid volume, proppant concentration and pumping schedule are having wide range of uncertainties. That is because, appropriate operational process design requires the knowledge of various reservoir rock and fluid properties as well as deep understanding of equations governing the injection and fracturing processes.

Commercial hydraulic fracturing simulators are often used to design the fracturing process [16]. In order to use these simulators in efficient way, considerable amount of datasets as well as laboratory tests are required. Reservoir data necessary for the simulation include reservoir rock and fluid properties; such as pore pressure, formation tectonic stresses, Young’s modulus, Biot’s poroelastic constant, average density of overburden rocks, Poison’s ratio, porosity, formation permeability, layer thickness, . . . etc. Data set of injected fracturing fluid’s properties and well construction are also required for the simulation inputs. Therefore in order to obtain good simulation outcomes with reasonable accuracy, the abovementioned data together with the reservoir geological model shall be available and validated [17]. However, high uncertainties in the simulation input data will result in wrong predictions and therefore undesirable outcomes can occur. This work investigates the influence of input parameters uncertainties on process design using Monte Carlo simulation technique. Research shows that data validation is very important and gives direct benefits for petroleum industry.

3. Uncertainty based screening and designing method for hydraulic fracturing treatment

In this paper, description of a new designing approach for hydraulic fracturing is introduced. This new approach is based on assigning different probability distributions for some variables and parameters used in the screening and designing processes of hydraulic fracturing. These uncertainty-based values are used as input data for analytical equations that describe the fracturing processes. Monte Carlo Simulation technique is used to apply the designing analytical formulas on the uncertainty-based values. Monte Carlo simulation is a numerical modeling technique, named after the city of Monte Carlo in Monaco. It is a technique that uses a random
number generator to produce and extract an uncertain variable within a distribution model for calculation in a given formula or correlation. The main target of this approach is to identify the most important factors that could highly affect the hydraulic fracturing job and then consequently the risk of applying uncertainties data will be mitigated. The details for the attentive steps in Fig 1 are as follows.

i. Screening and data validation step:

1. determine the common formulas and equations to be used in the design processes,
2. define possible ranges for design parameters and variables with probability distribution curves,
3. apply Monte Carlo Simulation on the process design calculations,
4. display the calculated results for each stage in probability distribution curve with acceptable confidence intervals,
5. perform sensitivity analysis on the calculation’s outcomes,
6. screen out the most influencing parameters and variables on the calculated outcomes,
7. apply more investigations on the defined possible ranges and probability distributions curves of the screened parameters,
8. re-do the treatment design processes with narrower ranges and more accurate values of the parameters and present the outcomes in uncertainty based format,
9. evaluate the possible outcomes of the treatment (technical and commercial).

ii. Decision Making Process. To apply decision analysis process on the following alternatives:

1. to perform the treatment design,
2. to wait,
3. not to apply the treatment.

iii. Treatment Design and Optimization

1. define the constrains and boundary conditions/ limits,
2. define decision parameters and their possible ranges,
3. apply Monte Carlo simulation on design process with the defined decision parameters to calculate their optimum values,
4. cross check the calculation outcomes with the outcomes of commercial software(s) simulation.

In this paper the items from 1 to 6 in the screening step will be demonstrated for hydraulic fracturing treatment. Therefore, a hypothetical hydraulic fracturing example was generated to illustrate the effect of different designing variables on each sub-division of the fracturing process. Monte Carlo simulation technique is used to assign probability distribution for the algorithm build by authors. The simulation results were illustrated and sensitivity analysis is performed.

4. Modeling fracture geometry

In our case it is important to reflect the effect of different parameters statistically on the fracture average width.
The following three models assume that the fracture is planar, that is, fracture propagates in a particular direction [15].

a. **Radial Fracture Model**

A simple radial (penny-shaped) crack/fracture model was first presented by Sneddon and Elliot [18].

Geertsma and de Klerk [19] applied modification on the model where the average fracture width is given by:

\[
\text{w}_{\text{avg}} = 0.279 \left[ \frac{\mu \cdot q_i \cdot (1 - \nu) \cdot R}{E} \right]^{\frac{1}{2}}
\]

where:
- \( w_{\text{avg}} \) = average fracture width, m
- \( \mu \) = fluid viscosity, Pa.s
- \( q_i \) = pumping rate, L/s
- \( \nu \) = Poisson’s ratio, -
- \( R \) = the radius of the fracture, m
- \( E \) = Young’s modulus, MPa

b. **The KGD Model** (Khristianovich-Geertsma-DeKlerk)

The model is based on the following assumptions:

- fracture width is proportional to fracture length,
- the pressure within the fracture will decline as fracture propagates.

\[
\text{w}_{\text{avg}} = 0.075 \left[ \frac{\mu \cdot q_i \cdot (1 - \nu) \cdot x_f^2}{Gh_f} \right]^{\frac{1}{4}} \cdot \left( \frac{\pi}{4} \right)
\]

where:
- \( G = \frac{E}{2(1 + \nu)} \), shear modulus, MPa
- \( h_f \) = fracture height, m
- \( x_f \) = fracture half length, m


c. **The PKN model** (Perkins-Kern Nordgren)

The model is based on the following assumptions:

- fracture width is proportional to fracture height,
- with the fracture propagation the pressure within the fracture will decrease.

\[
\text{w}_{\text{avg}} = 0.099 \left[ \frac{\mu \cdot q_i \cdot (1 - \nu) \cdot x_f}{G} \right]^{\frac{1}{2}} \cdot \left( \frac{\pi}{4} \cdot \gamma \right)
\]

Where \( \gamma \approx 0.75 \) (a constant describes the pressure gradient within the fracture based on fluid rheology)

Note: the PKN solution is only valid when the fracture length is at least three times the height.

Since fracture width is a key designing parameter for hydraulic fracturing design, a hypothetical example is modeled in the same way it was done for breakdown pressure and surface injection pressure. The model is based on the following assumptions:
1. injected fluid viscosity has got high possibility to change during the process,
2. fracture width calculation is based on fracture half length of 137m as the design objective,
3. fracturing fluid injection rate is assumed to be a designing parameter, i.e. a variable with uniform probability distribution, which can be optimized in the designing and optimization step.

The three models were simulated according to Eqs (1), (2) and (3) using Monte Carlo simulation technique.

While all variables are given the same degree of uncertainty, e.g. ±20%, which is not realistic since the uncertainty degree in fluid properties cannot be similar to as it is in rock properties; it was observed from the simulation results that the calculated fracture width for the three said models is very much depending on the injection flow rate.

However in a second trial, a constant injection rate of 106 l/s is assumed and a sound realistic degree of uncertainty is given for each variable as shown in Table 1.

A quick summary of the simulation result is shown in the Table 2. Values in the Table 2 were obtained applying data of Table 1 in Eqs (1), (2) and (3) with the aid of Monte Carlo simulation, that is giving results after 30,000s of trials using all probability density functions given for each parameter in the equations.

It is obvious that the three models give very different values for the fracture average width that is because of each model is based on different assumptions. Fig 2 shows the resulted probability distribution for each model in term of frequency of (probability density function) versus the fracture average width, i.e. it basically gives a description of how the entire population from which the calculated data is drawn is spread out over different values of fracture’s average width. The Fig 2 illustrates that there is minimal intersection between KGD and PKN models though the values calculated based on radial model are far bigger than KGD’s and PKN’s.

From the sensitivity analysis, it is found that the fracturing fluid’s viscosity and injection rate have the highest contribution on the calculated fracture average width.

Table 1. Assumptions for calculating fracture width according to the common analytical models.

| # | Variable          | Min. | Mean  | Max.  | Probability Distribution type | Main source of uncertainties               | Degree of uncertainty |
|---|------------------|------|-------|-------|-------------------------------|--------------------------------------------|-----------------------|
| 1 | Viscosity, Pa.s* | 0.001| 0.005 | 0.0095| Triangular                    | Effect of formation temperature and degradation | High (~±80%)          |
| 2 | Young’s Modulus, MPa | 49,680 | 54,855 | 60,030 | Triangular                    | Formation complexity                        | Low (~±110%)          |
| 3 | Poison’s Ratio   | 0.28 | 0.355 | 0.43  | Triangular                    | Formation complexity                        | Medium (~±20%)        |
| 4 | Fracture Height, m | 24   | 34    | 44    | Triangular                    | Rock heterogeneity                          | Medium (~±30%)        |

* The range of injected fluid viscosity is assumed according to a new trend of low viscosity hydraulic fracturing fluid, while the viscosity on the surface (before injection) is just below 10 cp.

Table 2. Comparison between the calculated fracture’s average width based on the three analytical models.

| Statistics               | Fracture average width, [mm] |
|--------------------------|-------------------------------|
|                          | Radial Model | KGD Model | PKN Model |
| Mean                     | 27.24         | 10.55     | 7.29      |
| Standard Deviation       | 2.34          | 0.90      | 0.62      |
| Minimum                  | 18.57         | 7.23      | 4.99      |
| Maximum                  | 32.45         | 12.49     | 8.63      |

https://doi.org/10.1371/journal.pone.0236726.t001

https://doi.org/10.1371/journal.pone.0236726.t002
The simulation results show that the three models are giving very different ranges of fracture’s average width. According to this example, radial model gives almost four times larger fracture width than it is calculated by PKN model. Although KGD model is giving moderate values for the fracture width but it depends on additional assumption which is fracture height. According to the sensitivity analysis that is performed on the three models, the calculated fracture width is very much depending on the injected fluid viscosity. Higher injection rate will also affect the fracture width positively.

As a conclusion, fracture geometry is almost controlled by the injection’s fluid viscosity in case of constant injection rate during the process. Therefore predicted fracture width magnitude is considered to be a strong function of fluid properties with slight dependency on rock properties, i.e. Young’s Modulus and Poisson’s ratio. Accordingly, it is recommended to put more emphases on rheological modeling of fracturing fluid. It can be concluded that injected fluid viscosity is the main designing factor that determine fracture geometry.

5. Injection, leak-off and fracture volumes

Basically fracture geometry determines treatment size, i.e. injected fluid volume and proppant volume. However since part of the fracturing fluid is going to leak off into the formation, therefore the total injected fluid has to be more than the fracture’s volume. In this section, treatment size and injection time are modeled using KGD fracture model for simplicity, since the main target is to define the contribution of each variable on the final outcomes, i.e. injection fluid volume $V_{\text{inj}}$, leak-off volume $V_{\text{leak}}$, fracture volume $V_f$ and injection time $t_i$.

Based on material balance, volumes are related as [16]:

$$V_{\text{inj}} = V_f + V_{\text{leak}}$$  \hspace{1cm} (4)

Where:

$$V_{\text{inj}} = q_i \cdot t_i$$ \hspace{1cm} (5)

$$V_f = 2 \cdot x_f \cdot h_f \cdot w_{avg}$$ \hspace{1cm} (6)

$$V_{\text{leak}} = 2\pi \cdot C_{L} \cdot (x_f \cdot h_f) \cdot r_p \cdot \sqrt{t_i}$$ \hspace{1cm} (7)

In where:

$C_L =$ leak-off coefficient [m/sec$^{0.5}$]
\[ r_p = \text{the ratio between fracture area and leak-off area} \]

Data from the previous examples are taken together with the variables that were described in the above equations (from Eqs (4) to (7)), where:

- \( C_L \) is given a range from: \( 0.39 \times 10^{-4} \) to \( 0.118 \times 10^{-3} \) m/s\(^{0.5}\), and
- \( r_p \) is given a wide range from 0.42 up to 0.98

Since both \( V_{\text{inj}} \) and \( V_{\text{leak}} \) are depending on injection time, which is not known in the beginning, a numerical iteration procedure was performed, where initial value of injection time is assumed to carry on the calculation and then it is corrected during the iterations [15].

The simulation results (as cumulative probability chart for fracture volume, leak-off volume and total injected fluid’s volume) and sensitivities are shown in the Fig 3, where the summation of mean values of fracture’s volume and leak-off volume is nearly equal to total injected volume.

It is found that fracture height is the most crucial parameter in the calculation of treatment size, in where it is proportional to fracture size/volume and inverse proportional to leak-off volume. Injected fluid viscosity has a considerable effect (positively and negatively) on fracture volume and leak-off volume, respectively. Total injected volume is found to be very sensitive to variations in fracture’s height and less sensitive to variations in leak-off coefficient and injected fluid’s viscosity. On the other hand, there is strong proportional relationship between the injected fluid’s volume with fracture’s height with correlation coefficient \( \approx 73\% \) as it is shown in Fig 3.

Fig 3. Fracture, leak-off and total injection fluid estimated volumes and the relationship correlations between different variables and the total injected fluid’s volume. The correlation coefficient is estimated by ordering values of each variable from the lowest to the highest (regardless its probability distribution functions) and correlate these values with the outcome values (in this case is the Total Injected Fluid Volume); then the correlation coefficient is calculated in which: A correlation of 1 indicates a perfect positive correlation, minus 1 indicates a perfect negative correlation, and 0 indicates there is no correlation between the variable and the outcome.

https://doi.org/10.1371/journal.pone.0236726.g003
6. Calculation of proppant’s concentration

Generally proppants that are placed into fractures should be permeable to formation fluids under high pressures; the gap between particles should be adequately large. The proppant must have the mechanical strength to withstand closure stresses to hold fractures open after the fracturing pressure is released [20]. In general, larger diameter proppant yields better permeability, but proppant size must be checked against proppant admittance criteria through the perforations and inside the fracture.

Pad volume and proppant concentration determination is an important step during hydraulic fracturing design process. Insufficient pad volume results in premature screen-out [16].

The pad volume, \( V_{\text{pad}} \) is calculated as:

\[
V_{\text{pad}} = V_{\text{inj}} \cdot \epsilon
\]

Where

\[
\epsilon = \frac{1 - \psi}{1 + \psi}
\]

\[
\psi = \frac{V_f}{V_{\text{inj}}}
\]

In which, \( \epsilon \) is a dimensionless number represents proppant volume fraction, while \( \Psi \) is the ratio between fracture volume and total injected volume or in other word the “injected fluid efficiency”.

On the other hand, the proppant concentration/mixing schedule, \( c_p(t) \), is found by:

\[
c_p(t) = c_f \left( \frac{t - t_{\text{pad}}}{t_i - t_{\text{pad}}} \right)^\epsilon
\]

where \( c_f \) is the final proppant concentration in kilogram per liter (kg/L) and \( t_i \) is the injection time. The time required to pump the pad volume at a known injection rate, \( t_{\text{pad}} \), is found by:

\[
t_{\text{pad}} = \frac{V_{\text{pad}}}{q_i}
\]

Finally, predicting propped fracture width (\( w_p \)) can be obtained through the following equation:

\[
w_p = \frac{C_p}{(1 - \phi_p) \cdot \rho_p}
\]

where

\( \phi_p = \) proppant porosity,

\( \rho_p = \) proppant density [kg/m\(^3\)],

\( C_p = \frac{M_p}{2 \cdot x_i \cdot h_i} \)

\( 13 \)
and the proppant weight $M_p$ is found by:

$$M_p = \frac{c_f}{1 + \varepsilon} \cdot (V_{inj} - V_{pad})$$

(15)

In order to perform uncertainty-based calculation for proppant concentration schedule and the final propped width, the following assumptions are considered:

- proppant density as a single value variable = 2643 kg/m$^3$,
- proppant porosity is ranged between 0.25 to 0.45 with uniform probability distribution,
- proppant final concentration is ranged between 0.24 to 0.48 kg/L with also a uniform probability distribution. This factor is a designing parameter that requires optimization.

Monte Carlo simulation is performed on Eqs (8) to (15) based on the same data set used earlier. The calculations outcomes for both pad volume and propped width are demonstrated in Fig 4.

The propped fracture width is found to be much less in magnitude than the fracture width calculated based on KGD model. The mean value of the KGD fracture width is equals ~ 5 times the propped width in this example. On the other hand, the propped fracture width is found to be a strong function of proppant final concentration. While injected fluid viscosity and proppant porosity are also affecting the calculated propped fracture width in much lower scale (Table 3).

The proppant mixing schedule is calculated for the minimum, mean and maximum values of the assumed variables. Fig 4 shows the slurry concentration in (kg/L) during the injection time. The minimum, mean and maximum values of the pad injection time, as shown in Fig 5, are considered the initial points to calculate the proppant concentration schedule. It is observed that the final proppant concentration is playing a main role in the slurry injection schedule.

7. Post-fracturing skin factor

Productivity of fractured well depends on fracture dimension (length and height) as well as fracture permeability, which is the main factor controlling transportation of reservoir’s fluid to

Table 3. Contribution and correlation of different variables to the propped fracture width.

| Assumptions                      | Contribution | Correlation |
|----------------------------------|--------------|-------------|
| Proppant final concentration, [kg/L] | 78%          | 0.87        |
| Injected fluid viscosity, [Pa-s]  | 12%          | 0.35        |
| Proppant Porosity                | 7%           | 0.27        |
| Fracture Height, [m]             | 2%           | -0.14       |
| Other variables                  | 1%           |             |
the wellbore. Argawal et al. [21] and Cinco-Ley and Samaniego [22], defined the fracture conductivity as:

$$F_{CD} = \frac{k_f \cdot w}{k \cdot x_f}$$  \hspace{1cm} (16)

where

- $F_{CD} =$ fracture conductivity, dimensionless
- $k_f$ and $k$ are fracture permeability and formation permeability, respectively; measured in [mD]
- $w$ and $x_f$ are fracture width and half-length in meter.

Usually proppant selection will be based on its compressive strength that can overcome the formation closure stress during the production stage. Closure stress ($\sigma_c$) is the pressure at which the fracture closes after the fracturing pressure is relaxed. It is usually between 80% and 90% of breakdown pressure [23]. During back flow of reservoir fluid into wellbore, higher pressure drawdown means less bottom hole flowing pressure. Consequently pore pressure around the wellbore will decrease and then the effective horizontal stress will increase. The following equation indicates that less pore pressure will lead to more effective horizontal stress [15], $\sigma_h$:

$$\sigma_c = \sigma_h^e = \frac{v}{1-v} \cdot \left(\rho \cdot g \cdot H - \alpha \cdot P_p\right)$$  \hspace{1cm} (17)

For approximation, the permeability of various types of proppants under different fracture closure stress can be formulated as:

$$\log k_f \approx a - b \cdot \sigma_c$$  \hspace{1cm} (18)

Where (a) ranges from 300 to 550 Darcy, and (b) ranges from 0.018 to 0.024 Darcy/MPa. (a) and (b) are described hereinafter as proppant’s type factors. This was modeled based on data published by Economides and Nolte [16].

Once fracture permeability is estimated then post-treatment skin factor ($s_f$) can be calculated throughout the relationship between fracture conductivity $F_{CD}$ and the term $s_f + \ln(x_d/r_w)$.
Monte Carlo simulation is applied on the Eqs set: (16) to (19), in where the following assumptions are considered:

- shale gas formation permeability is assumed between 0.0001 to 0.05 mD, with uniform probability distribution.
- wellbore radius is assumed ~0.143 m as a single data value,
- bottom hole flowing pressure is given a range between 5.4 to 13.6MPa, and
- fracture half length is given a range between 100m to 400m with uniform distribution

The calculation result for the post fracturing skin factor is shown in Fig 6. The calculated skin factor has negative values (less than -7) which indicates that fracturing in shale formation that have uncertain rock properties, stress profiles, fracturing geometry and injected fluid properties can still create negative skin factor.

Sensitivity analysis is applied for the post-treatment skin factor and it is observed that the uncertainty in initial formation permeability will extremely affect the calculated skin factor case the designed fracture half length can be achieved with minimal uncertainty, otherwise for uncertain range of possible fracture length, then post treatment skin factor will be mostly vulnerable by the magnitude of fracture’s half length. On the other hand, proppant type, injected fluid viscosity and formation rock properties have minor effect on the calculated skin factor (Table 4).

Table 4. Sensitivity analysis on the post-fracturing skin factor.

| Assumptions                        | Contribution | Correlation |
|------------------------------------|--------------|-------------|
| Fracture Half length, [m]          | 83.87%       | -0.9        |
| Formation permeability, [D]        | 13.07%       | 0.36        |
| Proppant’s type factor             | 1.41%        | -0.12       |
| Proppant final concentration, [kg/L]| 1.18%       | -0.11       |
| Injected fluid viscosity, [Pa·s]   | 0.22%        | -0.05       |
| Proppant Porosity                  | 0.09%        | -0.03       |
| Poisson’s Ratio, ν                 | 0.09%        | 0.03        |

https://doi.org/10.1371/journal.pone.0236726.t004
8. Uncertainty-based model for hydraulic fracturing designing process

Usually analytical model has less input data than the 2D or 3D commercial fracturing simulators. Although this can be considered as an advantage for the analytical model but on the other hand the sophisticated commercial numerical models are supposed to be more accurate since they consider more variables, which again lead to the dilemma of data uncertainties. However, it is found throughout this study that the uncertainty of many variables and parameters are not really affecting the process design outcomes and vice versa. Therefore it is very important to validate and to assure the design data quality, specially for the factors that highly influencing the process outcomes.

Hence, collective statistical model (or uncertainty based model) is required to enhance the quality of the analytical model.

From the previous analysis using Monte Carlo simulation techniques on the basic analytical equations that are used to design hydraulic fracturing process, it is found that some of the variables used in some particular equations can affect the outcome of other equations however there are no direct relationship with these variables. For example injected fluid viscosity and Young’s modulus collectively have a significant effect on the value of fracture leak off volume although according to Eq (7), there is no direct relationship between them. On the other hand, statistically, through variance based sensitivity analysis technique, it is found that some variables have almost minor effect on the outcomes nevertheless a mathematical formula is valid. Throughout the implementation of the uncertainty-based modeling approach for hydraulic fracturing process design, it is found that some of the model’s input variables as shown in the Table 5, are the most influencing parameters in the entire hydraulic fracturing process. This was obtained when +/- 10% error is given to all the variables in the model as upper and lower limits in triangular probability distribution.

Then the contribution of input variance on the output was quantified, and finally variables list was done to screen out the most influencing variables/parameters. Direct benefits of data validation using uncertainty based models can be summarized as in the Table 6. Therefore, obtaining precise information on each of these parameters is very crucial for a designing a hydraulic fracturing job.

9. Conclusions

According to the results of the VBSA on the hydraulic fracturing probability-based model, it is found that the uncertainty in many variables and parameters are differently affecting the process design outcomes. In general, it is found that reservoir rock properties have insignificant effect on the fracture width compare to fracturing fluid’s effect. Moreover, the VBSA and parametric study showed that Poisson’s ratio and rock density were the major parameters that control fracture half-length, breakdown pressure and fluid’s surface injection pressure. Fracture height has been found to be predominantly controlled by formation thickness. Therefore, it is recommended to perform in-depth analysis for these factors prior conducting any designing process of hydraulic fracturing.

1. Although average fracture width that’s calculated via Radial, KGD and PKN models are all show high dependency on injected fluid viscosity and injection rate, but the three models result in very different ranges of fracture average width. However, KGD model yields moderate fracture width values comparing to Radial and PKN models for the same ranges of input variables.
2. For a constant injection rate, fracture geometry is almost controlled by the injection fluid viscosity. On the other hand, it is found that uncertainty in formation rock’s properties have limited effect on the average fracture width calculation.

3. Total injected volume is found to be very sensitive to variations in fracture’s height and less sensitive to variations in leak-off coefficient and injected fluid’s viscosity. On the other hand, there is strong proportional relationship between the injected fluid’s volume with fracture’s height.

4. The propped fracture width is strong function of proppant final concentration, while variation in proppant porosity, injected fluid viscosity and formation strength are slightly affecting the calculated propped fracture width. The average fracture width is several times larger than the propped width.

5. The initial formation permeability will extremely affect the post fracturing skin factor while uncertainties in formation rock properties have minor effect on the calculated skin factor.

Table 5. Summary of the most influencing variables for some of the hydraulic fracturing model’s outcomes.

| Input variables* | Model’s outputs | Injection pressure | Injected fluid’s volume | Proppant placement | Post fracturing skin factor |
|------------------|-----------------|--------------------|-------------------------|-------------------|-----------------------------|
| Tubing length    |                 |                    |                         |                   |                             |
| Tubing inner diameter |                 |                    |                         |                   |                             |
| Specific gravity of injected fluid |                 |                    |                         |                   |                             |
| Wellbore radius  |                 |                    |                         |                   |                             |
| Formation depth  |                 |                    |                         |                   |                             |
| Pore pressure gradient |             |                    |                         |                   |                             |
| Poisson’s ratio  | High            |                    |                         |                   |                             |
| Average density of overburden | High | High              |                         |                   |                             |
| Biot’s poroelastic constant |         |                    |                         |                   |                             |
| Tectonic stress  |                 |                    |                         |                   |                             |
| Tensile strength of the rock |          |                    |                         |                   |                             |
| Injected fluid viscosity |                  |                    |                         |                   |                             |
| Pay zone thickness | High        |                    |                         |                   |                             |
| Young’s modulus  |                 |                    |                         |                   |                             |
| Fracture half length |             |                    |                         |                   |                             |
| Fracture height  |                 |                    |                         |                   |                             |
| Ratio of leak off area to fracture area | High |                    |                         |                   |                             |
| Leak off coefficient | High       |                    |                         |                   |                             |
| Proppant porosity |                 |                    |                         |                   |                             |
| Proppant final concentration |            |                    |                         |                   |                             |
| Proppant type—(a) factor, k vs closure press | High |                    |                         |                   |                             |
| Proppant type—(b) factor, k vs closure press |            |                    |                         |                   |                             |
| Well drainage radius |                 |                    |                         |                   |                             |
| Formation permeability | High       |                    |                         |                   |                             |
| Bottom hole flowing pressure |             |                    |                         |                   |                             |
| Pipe absolute roughness |               |                    |                         |                   |                             |
| Proppant density  | High            |                    |                         |                   |                             |

* some of the variables were given single point data

https://doi.org/10.1371/journal.pone.0236726.t005
Table 6. Direct benefits of data validation using uncertainty based models.

|                                | Technical benefits                                                                                                                                                                                                 | Cost effectiveness                                                                                                                                                                                                                                                                 |
|--------------------------------|--------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|---------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|
| Operating company (Client)     | i. run simple screening model in order to identify proper term of references for well stimulation (design and operation) job  
ii. To minimize the risk of providing inaccurate data to service companies, consultants or contractors, by identifying the critical data with the highest impact factor on the design/operation’s outcomes | 1- To save time, efforts and resources that were used to validate all data used in the treatment design by only validate the critical data. This will lead to considerable reduction in the well stimulation cost  
2- To minimize the treatment designing cost by running the screening model first in order identify potential wells/formations |
| Service company (implementer)  | 1- To mitigate the risk in the operation by applying different scenarios in the probability based models  
2- To figure out the root causes of expected and unexpected consequences during and after the application of the well stimulation treatment by applying scenarios in the probability based models | 1- Reduction of the operational cost through saving time controlling the critical variables/parameters only (as per the results of the probability based simulation model)  
2- Increase the success chance of the well operation by predicting the treatment outcomes for wide range of operational possibilities through the probability models |
| Consultant (Designer)          | 1- To give a clear decision analysis report to the client before the application of the sophisticated designing software  
2- To build the treatment design on solid basis, since the design input data can be ranked and validated according to the probability based screening model.  
3- To increase the design process efficiency and creditability, since no need to waste time in sensitivity analysis for uncritical parameters  
4- Wide application of probability based engineering designing models will gradually allow to convert data into useful knowledge | 1- To reduce the designing cost by shorten the time needed for data validation and design optimization |

References

1. Devictor N. Advances in methods for uncertainty and sensitivity analysis. Commissariat à l’Energie Atomique (CEA). 2007
2. Mohaghegh SD, Popa A, Gaskari R, Ameri S, Wolhart SL. Identification of Successful Practices in Hydraulic Fracturing Using Intelligent Data Mining Tools; Application to the Codell Formation in the DJ -Basin. SPE 2002. https://doi.org/10.2118/77597-MS
3. Nagel NB, Sanchez-Nagel, MA, Lee B. Gas Shale Hydraulic Fracturing: A Numerical Evaluation of the Effect of Geomechanical Parameters. SPE Hydraulic Fracturing Technology Conference, The Woodlands, Texas, USA, 2012. https://doi.org/10.2118/152192-MS
4. Nagel NB, Sanchez-Nagel MA. On the Importance and Impact of Key Geomechanical Parameters in Unconventional Play Developments. 49th US Rock Mechanics / Geomechanics Symposium held in San Francisco, CA, USA, 2015.ARIMA-2015-514
5. Han G, Bartko K, Mutlu U. Geomechanical, Geological, and Engineering Controls of Hydraulic Fracturing. Unconventional Resources Technology Conference, Denver, Colorado, USA, 2019. https://doi.org/10.15530/urtec-2019-34

6. Fan Y, Zhu Z, Zhao Y, Zhou C, Zhang X. The effects of some parameters on perforation tip initiation pressures in hydraulic fracturing. Journal of Petroleum Science and Engineering 2019; 176, 1053–1060. https://doi.org/10.1016/j.petrol.2019.02.028

7. Quosay AA, Knez D. Sensitivity Analysis on Fracturing Pressure Using Monte Carlo Simulation Technique. Oil Gas-European Magazine 2016; 42(3), 140–144.

8. Kurison C, Kuleli HS, Mubarak AH, Al-Sultan A, Shehri SJ. Reducing uncertainty in unconventional reservoir hydraulic fracture modeling: A case study in Saudi Arabia. Journal of Natural Gas Science and Engineering 2019; Vol. 71. https://doi.org/10.1016/j.jngse.2019.102948

9. Podhoretz SB, Valkó PP. Hydraulic Fracture Design for the Lower Tertiary Gulf of Mexico: Optimization Under Uncertainty. Offshore Technology Conference; 2014. https://doi.org/10.4043/25179-MS

10. McNamee P, Celona J. Decision Analysis for the Professional. 4th ed. Menlo Park: SmartOrg, Inc.; 2008.

11. Loeve M. Probability Theory. Graduate Texts in Mathematics 4th ed. New York: Springer-Verlag; 1978.

12. Sobol IM. Global sensitivity indices for nonlinear mathematical models and their Monte Carlo estimates. Mathematics and Computers in Simulation 55(1–3), 271–280. 2001. https://doi.org/10.1016/S0378-4754(00)00270-6

13. Jonkman RM, Bos CFM, Breuneese JN, Morgan DTK, Spencer JA, Sendenâ E. Best Practices and Methods in Hydrocarbon Resource Estimation, Production and Emissions Forecasting. Uncertainty Evaluation and Decision Making. SPE European Petroleum Conference; Paris, France. 2000. https://doi.org/10.2118/65144-MS

14. Chen Y, Jiang C, Yin G, Wojtanowicz AK, Zhang D (May 5, 2020) Permeability and Effective Stress in Dipping Gas Shale Formation With Bedding—Experimental Study. ASME. J. Energy Resour. Technol. 142(10) 2020. https://doi.org/10.1115/1.4046791

15. Guo B, Lyons WC, Ghalambor A. Petroleum Production Engineering, A Computer-Assisted Approach. Elsevier Inc.; 2007. https://doi.org/10.1016/B978-0-7506-8270-1.X5000-2

16. Economides MJ, Nolte KG. Reservoir Stimulation. 3rd ed. Chichester: John Wiley & Sons, Ltd.; 2000.

17. Mohaghegh S, McVey D, Aminian K, Ameri S. Predicting Well-Stimulation Results in a Gas-Storage Field in the Absence of Reservoir Data With Neural Networks. SPE Reservoir Engineering. 1996. https://doi.org/10.2118/31159-PA

18. Sneddon IN, Elliott HA. The opening of a Griffith crack under internal pressure. Quart. Appl. Math. 1946; 4(3), 262–267.

19. Geertma J, De Klerk F. A Rapid Method of Predicting Width and Extent of Hydraulically Induced Fractures. J. Pet. Technol. 21(12). 1969. https://doi.org/10.2118/2458-PA

20. Carbo Ceramics [Internet]. Physical Properties of Proppants. Topical Reference. Available from: https://archive.is/20130118222434/http://archive.carboceramics.com/English/tools/topical_ref/tr_physical.html

21. Agarwai RG, Carter RD, Pollock CB. Evaluation and Performance Prediction of Low-Permeability Gas Wells Stimulated by Massive Hydraulic Fracturing. J. Pet. Technol. 31.1979. https://doi.org/10.2118/6838-PA

22. Cinco-Ley H, Samaniego V. F. Transient Pressure Analysis for Fractured Wells. J. Pet. Technol. 33(9). 1981. https://doi.org/10.2118/7490-PA

23. Crain ER. Crain’s Petro Physical Handbook. 2000. Available from: https://spec2000.net/00-index.htm