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Abstract

Empirical risk minimization (ERM) is ubiquitous in machine learning and underlies most supervised learning methods. While there has been a large body of work on algorithms for various ERM problems, the exact computational complexity of ERM is still not understood. We address this issue for multiple popular ERM problems including kernel SVMs, kernel ridge regression, and training the final layer of a neural network. In particular, we give conditional hardness results for these problems based on complexity-theoretic assumptions such as the Strong Exponential Time Hypothesis. Under these assumptions, we show that there are no algorithms that solve the aforementioned ERM problems to high accuracy in sub-quadratic time. We also give similar hardness results for computing the gradient of the empirical loss, which is the main computational burden in many non-convex learning tasks.

1 Introduction

Empirical risk minimization (ERM) has been highly influential in modern machine learning [Vap98]. ERM underpins many core results in statistical learning theory and is one of the main computational problems in the field. Several important methods such as support vector machines (SVM), boosting, and neural networks follow the ERM paradigm [SSBD14]. As a consequence, the algorithmic aspects of ERM have received a vast amount of attention over the past decades. This naturally motivates the following basic question:

What are the computational limits for ERM algorithms?

In this work, we address this question both in convex and non-convex settings. Convex ERM problems have been highly successful in a wide range of applications, giving rise to popular methods such as SVMs and logistic regression. Using tools from convex optimization, the resulting problems can be solved in polynomial time. However, the exact time complexity of many important ERM problems such as kernel SVMs is not yet well understood. As the size of data sets in machine learning continues to grow, this question is becoming increasingly important. For ERM problems with millions of high-dimensional examples, even quadratic time algorithms can become painfully slow (or expensive) to run.

Non-convex ERM problems have also attracted extensive research interest, e.g., in the context of deep neural networks. First order methods that follow the gradient of the empirical loss are not
guaranteed to find the global minimizer in this setting. Nevertheless, variants of gradient descent are by far the most common method for training large neural networks. Here, the computational bottleneck is to compute a number of gradients, not necessarily to minimize the empirical loss globally. Although we can compute gradients in polynomial time, the large number of parameters and examples in modern deep learning still makes this a considerable computational challenge.

Unfortunately, there are only few existing results concerning the exact time complexity of ERM or gradient computations. Since the problems have polynomial time algorithms, the classical machinery from complexity theory (such as NP hardness) is too coarse to apply. Oracle lower bounds from optimization offer useful guidance for convex ERM problems, but the results only hold for limited classes of algorithms. Moreover, they do not account for the cost of executing the oracle calls, as well lower bound their number. Overall, we do not know if common ERM problems allow for algorithms that compute a high-accuracy solution in sub-quadratic or even nearly-linear time for all instances. Furthermore, we do not know if there are more efficient techniques for computing (mini-)batch gradients than simply treating each example in the batch independently.

We address both questions for multiple well-studied ERM problems. First, we give conditional hardness results for minimizing empirical risk in several settings, including kernel SVMs, kernel ridge regression (KRR), and training the top layer of a neural network. Our results give evidence that no algorithms can solve these problems to high accuracy in strongly sub-quadratic time. Moreover, we provide similar conditional hardness results for kernel PCA. All of these methods are popular learning algorithms due to the expressiveness of the kernel or network embedding. Our results show that this expressiveness also leads to an expensive computational problem.

Second, we address the complexity of computing a gradient for the empirical risk of a neural network. In particular, we give evidence that computing the gradient of the top layer in a neural network takes time that is “rectangular”, i.e., the time complexity cannot be significantly better than $O(n \cdot m)$, where $m$ is the number of examples and $n$ is the number of units in the network. Hence, there are no algorithms that compute batch gradients faster than handling each example individually, unless common complexity-theoretic assumptions fail.

Our hardness results are based on recent advances in fine-grained complexity and build on conjectures such as the Strong Exponential Time Hypothesis (SETH) [IPZ01, IP01, VW15]. SETH concerns the classic satisfiability problem for formulas in Conjunctive Normal Form (CNF). Informally, the conjecture states that there is no algorithm for checking satisfiability of a formula with $n$ variables and $m$ clauses in time less than $O(c^n \cdot \text{poly}(m))$ for some $c < 2$. While our results are conditional, SETH has been employed in many recent hardness results. Its plausibility stems from the fact that, despite 60 years of research on satisfiability algorithms, no such improvement has been discovered.

We emphasize that our ERM lower bounds focus on algorithms that compute the solution to high accuracy, e.g., with a $\log 1/\epsilon$ dependence on the approximation error $\epsilon$. A (doubly) logarithmic

---

1 More efficient algorithms exist if the running time is allowed to be polynomial in the accuracy parameter, e.g., [SSSS07] give such an algorithm for the kernel SVM problem that we consider as well. See also the discussion at the end of this section.

2 Consider a network with one hidden layer containing $n$ units and a training set with $m$ examples, for simplicity in small dimension $d = O(\log n)$. No known results preclude an algorithm that computes a full gradient in time $O((n+m) \log n)$. This would be significantly faster than the standard $O(n \cdot m \cdot \log n)$ approach of computing the full gradient example by example.

3 Note that SETH can be viewed as a significant strengthening of the $P \neq NP$ conjecture, which only postulates that there is no polynomial time algorithm for CNF satisfiability. The best known algorithms for CNF satisfiability have running times of the form $O(2^{(1-\epsilon(1))n} \cdot \text{poly}(m))$. 

---
dependence on $1/\varepsilon$ is generally seen as the ideal rate of convergence in optimization. Algorithms with this property have also been studied extensively in the machine learning community, e.g., see the references in [BS16]. However, approximate solutions to ERM problems can be sufficient for good generalization in learning tasks. Indeed, stochastic gradient descent (SGD) is often advocated as an efficient learning algorithm despite its polynomial dependence on $1/\varepsilon$ in the optimization error [SSSS07, BB07]. Our results support this viewpoint since SGD sidesteps the quadratic time complexity of our lower bounds.

Furthermore, our results do not rule out algorithms that achieve a sub-quadratic running time for well-behaved instances, e.g., instances with low-dimensional structure. Indeed, many such approaches have been investigated in the literature, for instance the Nyström method or random features for kernel problems [WS01, RR08]. Our results offer an explanation for the wide variety of techniques. The lower bounds are evidence that there is no “silver bullet” algorithm for solving the aforementioned ERM problems in sub-quadratic time, to high accuracy, and for all instances.

**Paper outline.** In the next section, we briefly introduce the relevant background from fine-grained complexity theory. Section 3 then presents our formal results. In Sections 4, 5, and 6 we outline the proofs for kernel SVM, kernel PCA, and kernel ridge regression, respectively. Section 7 describes our proof for neural networks. Due to space constraints, we defer the proof details to the appendix in the supplementary material.

## 2 Background

**Fine-grained complexity** We obtain our conditional hardness results via reductions from two well-studied problems: Orthogonal Vectors and Bichromatic Hamming Close Pair.

**Definition 1** (Orthogonal Vectors problem (OVP)). Given two sets $A = \{a_1, \ldots, a_n\} \subseteq \{0, 1\}^d$ and $B = \{b_1, \ldots, b_n\} \subseteq \{0, 1\}^d$ of $n$ binary vectors, decide if there exists a pair $a \in A$ and $b \in B$ such that $a^Tb = 0$.

For OVP, we can assume without loss of generality that all vectors in $B$ have the same number of 1s. This can be achieved by appending $d$ entries to every $b_i$ and setting the necessary number of them to 1 and the rest to 0. We then append $d$ entries to every $a_i$ and set all of them to 0.

**Definition 2** (Bichromatic Hamming Close Pair (BHCP) problem). Given two sets $A = \{a_1, \ldots, a_n\} \subseteq \{0, 1\}^d$ and $B = \{b_1, \ldots, b_n\} \subseteq \{0, 1\}^d$ of $n$ binary vectors and an integer $t \in \{2, \ldots, d\}$, decide if there exists a pair $a \in A$ and $b \in B$ such that the number of coordinates in which they differ is less than $t$ (formally, $\text{Hamming}(a, b) := ||a - b||_1 < t$). If there is such a pair $(a, b)$, we call it a close pair.

It is known that both OVP and BHCP require almost quadratic time (i.e., $n^{2-o(1)}$) for any $d = \omega(\log n)$ assuming SETH [AW13]. Furthermore, if we allow the sizes $|A| = n$ and $|B| = m$ to be different, both problems require $(nm)^{1-o(1)}$ time assuming SETH, as long as $m = n^\alpha$ for some constant $\alpha \in (0, 1)$ [BK15]. Our proofs will proceed by embedding OVP and BHCP instances into

---

4We use $\omega(g(n))$ to denote any function $f$ such that $\lim_{n \to \infty} f(n)/g(n) = \infty$. Similarly, we use $o(g(n))$ to denote any function $f$ such that $\lim_{n \to \infty} f(n)/g(n) = 0$. Consequently, we will refer to functions of the form $\omega(1)$ as super-constant and to $n^{\omega(1)}$ as super-polynomial.
ERM problems. Such a reduction then implies that the ERM problem requires almost quadratic time if the SETH is true. If we could solve the ERM problem faster, we would also obtain a faster algorithm for the satisfiability problem.

3 Our contributions

We now describe our main contributions, starting with conditional hardness results for ERM problems.

3.1 Kernel ERM problems

We provide hardness results for multiple kernel problems. In the following, let $x_1, \ldots, x_n \in \mathbb{R}^d$ be the $n$ input vectors, where $d = \omega(\log n)$. We use $y_1, \ldots, y_n \in \mathbb{R}$ as $n$ labels or target values. Finally, let $k(x, x')$ denote a kernel function and let $K \in \mathbb{R}^{n \times n}$ be the corresponding kernel matrix, defined as $K_{i,j} := k(x_i, x_j)$ [SS01]. Concretely, we focus on the Gaussian kernel $k(x, x') := \exp\left(-C\|x - x'\|_2^2\)$ for some $C > 0$. We note that our results can be generalized to any kernel with exponential tail.

3.1.1 Kernel SVM

For simplicity, we present our result for hard-margin SVMs without bias terms. This gives the following optimization problem.

**Definition 3 (Hard-margin SVM).** A (primal) hard-margin SVM is an optimization problem of the following form:

$$\begin{align*}
\text{minimize} & \quad \sum_{i,j=1}^{n} \alpha_i \alpha_j y_i y_j k(x_i, x_j) \\
\text{subject to} & \quad y_i f(x_i) \geq 1, \quad i = 1, \ldots, n,
\end{align*}$$

(1)

where $f(x) := \sum_{i=1}^{n} \alpha_i y_i k(x_i, x)$.

The following theorem is our main result for SVMs. In Section 3, we provide similar hardness results for other common SVM variants.

**Theorem 4.** Let $k(a, a')$ be the Gaussian kernel with $C = 100 \log n$ and let $\varepsilon = \exp(-\omega(\log^2 n))$. Then approximating the optimal value of Equation (1) within a multiplicative factor $1 + \varepsilon$ requires almost quadratic time assuming SETH.

3.1.2 Kernel Ridge Regression

Next we consider Kernel Ridge Regression, which is formally defined as follows.

**Definition 5 (Kernel ridge regression).** Given a real value $\lambda \geq 0$, the goal of kernel ridge regression is to output

$$\arg\min_{\alpha \in \mathbb{R}^n} \frac{1}{2}||y - K\alpha||_2^2 + \frac{\lambda}{2}\alpha^TK\alpha.$$
This problem is equivalent to computing the vector \((K + \lambda I)^{-1}y\). We focus on the special case where \(\lambda = 0\) and the vector \(y\) has all equal entries \(y_1 = \ldots = y_n = 1\). In this case, the entrywise sum of \(K^{-1}y\) is equal to the sum of the entries in \(K^{-1}\). Thus, it is sufficient to show hardness for computing the latter quantity.

**Theorem 6.** Let \(k(a,a')\) be the Gaussian kernel for any parameter \(C = \omega(\log n)\) and let \(\varepsilon = \exp(-\omega(\log^2 n))\). Then computing the sum of the entries in \(K^{-1}\) up to a multiplicative factor of \(1 + \varepsilon\) requires almost quadratic time assuming SETH.

### 3.1.3 Kernel PCA

Finally, we turn to the Kernel PCA problem, which we define as follows [Mur12].

**Definition 7** (Kernel Principal Component Analysis (PCA)). Let \(1_n\) be an \(n \times n\) matrix where each entry takes value \(1/n\), and define \(K' := (I - 1_n)K(I - 1_n)\). The goal of the kernel PCA problem is to output the \(n\) eigenvalues of the matrix \(K'\).

In the above definition, the output only consists of the eigenvalues, not the eigenvectors. This is because computing all \(n\) eigenvectors trivially takes at least quadratic time since the output itself has quadratic size. Our hardness proof applies to the potentially simpler problem where only the eigenvalues are desired. In fact, we show that even computing the sum of the eigenvalues (i.e., the trace of the matrix) is hard.

**Theorem 8.** Let \(k(a,a')\) be the Gaussian kernel with \(C = 100 \log n\) and let \(\varepsilon = \exp(-\omega(\log^2 n))\). Then approximating the sum of the eigenvalues of \(K' = (I - 1_n)K(I - 1_n)\) within a multiplicative factor of \(1 + \varepsilon\) requires almost quadratic time assuming SETH.

### 3.2 Neural network ERM problems

We now consider neural networks. We focus on the problem of optimizing the top layer while keeping lower layers unchanged. An instance of this problem is transfer learning with large networks that would take a long time and many examples to train from scratch [RASC14]. We consider neural networks of depth 2, with the sigmoid or ReLU activation function. Our hardness result holds for a more general class of “nice” activation functions \(S\) as described later (see Definition 13).

Given \(n\) vectors \(b_1, \ldots, b_n \in \mathbb{R}^d\) and \(n\) weights \(\alpha_1, \ldots, \alpha_n \in \mathbb{R}\), consider the function \(f : \mathbb{R}^d \to \mathbb{R}\) using a non-linearity \(S : \mathbb{R} \to \mathbb{R}\):

\[
f(a) := \sum_{j=1}^{n} \alpha_j \cdot S(a^T b_j).
\]

This function can be implemented as a neural net that has \(d\) inputs, \(n\) nonlinear activations (units), and one linear output.

To complete the ERM problem, we also require a loss function. Our hardness results hold for a large class of “nice” loss functions, which includes the hinge loss and the logistic loss.\(^5\)

\(^5\)In the binary setting we consider, the logistic loss is equivalent to the softmax loss commonly employed in deep learning.
Given a nice loss function and \( m \) input vectors \( a_1, \ldots, a_m \in \mathbb{R}^d \) with corresponding labels \( y_i \), we consider the following problem:

\[
\text{minimize}_{\alpha_1, \ldots, \alpha_m \in \mathbb{R}} \sum_{i=1}^{m} \text{loss}(y_i, f(a_i)).
\]  

(2)

Our main result is captured by the following theorem. For simplicity, we set \( m = n \).

**Theorem 9.** For any \( d = \omega(\log n) \), approximating the optimal value in Equation (2) up to a multiplicative factor of \( 1 + \frac{1}{m} \) requires almost quadratic time assuming SETH.

### 3.3 Hardness of gradient computation

Finally, we consider the problem of computing the gradient of the loss function for a given set of examples. We focus on the network architecture from the previous section. Formally, we obtain the following result:

**Theorem 10.** Consider the empirical risk in Equation (2) under the following assumptions: (i) The function \( f \) is represented by a neural network with \( n \) units, \( n \cdot d \) parameters, and the ReLU activation function. (ii) We have \( d = \omega(\log n) \). (iii) The loss function is the logistic loss or hinge loss. Then computing a gradient of the empirical risk for \( m \) examples takes at least \( O((nm)^{1-o(1)}) \) time assuming SETH.

In Section 8, we also prove a similar statement for the sigmoid activation function.

### 3.4 Related work

Recent work has demonstrated conditional quadratic hardness results for many optimization problems over graphs and sequences. These results include computing diameter in sparse graphs [RVW13, CLR+14], Local Alignment [AWW14], Fréchet distance [Bri14], Edit Distance [BI15], Longest Common Subsequence, and Dynamic Time Warping [ABW15, BK15]. As in our paper, the SETH and related assumptions underlie these lower bounds. To the best of our knowledge, our paper is the first application of this methodology to continuous (as opposed to combinatorial) optimization problems.

There is a long line of work on the oracle complexity of optimization problems, going back to [NY83]. We refer the reader to [Nes04] for these classical results. The oracle complexity of ERM problems is still subject of active research, e.g., see [AB15, CBMS15, WS16, AS16a, AS16b]. The work closest to ours is [CBMS15], which gives quadratic time lower bounds for ERM algorithms that access the kernel matrix through an evaluation oracle or a low-rank approximation.

The oracle results are fundamentally different from the lower bounds presented in our paper. Oracle lower bounds are typically unconditional, but inherently apply only to a limited class of algorithms due to their information-theoretic nature. Moreover, they do not account for the cost of executing the oracle calls, as they merely lower bound their number. In contrast, our results are conditional (based on the SETH and related assumptions), but apply to any algorithm and account for the total computational cost. This significantly broadens the reach of our results. We show that the hardness is not due to the oracle abstraction but instead inherent in the computational problem.
4 Overview of the hardness proof for kernel SVMs

Let \( A = \{a_1, \ldots, a_n\} \subseteq \{0,1\}^d \) and \( B = \{b_1, \ldots, b_n\} \subseteq \{0,1\}^d \) be the two sets of binary vectors from the BHCP instance with \( d = \omega(\log n) \). Our goal is to determine whether there is a close pair of vectors. We show how to solve this BHCP instance by performing three computations of SVM:

1. We take the first set \( A \) of binary vectors, assign label 1 to all vectors, and solve the corresponding SVM on the \( n \) vectors:

\[
\text{minimize } \frac{1}{2} \sum_{i,j=1}^{n} \alpha_i \alpha_j k(a_i, a_j) \\
\text{subject to } \sum_{j=1}^{n} \alpha_j k(a_i, a_j) \geq 1, \quad i = 1, \ldots, n.
\]

(3)

Note that we do not have \( y_i \) in the expressions because all labels are 1.

2. We take the second set \( B \) of binary vectors, assign label -1 to all vectors, and solve the corresponding SVM on the \( n \) vectors:

\[
\text{minimize } \frac{1}{2} \sum_{i,j=1}^{n} \beta_i \beta_j k(b_i, b_j) \\
\text{subject to } -\sum_{j=1}^{n} \beta_j k(b_i, b_j) \leq -1, \quad i = 1, \ldots, n.
\]

(4)

3. We take both sets \( A \) and \( B \) of binary vectors, assign label 1 to all vectors from the first set \( A \) and label -1 to all vectors from the second set \( B \). We then solve the corresponding SVM on the \( 2n \) vectors:

\[
\text{minimize } \frac{1}{2} \sum_{i,j=1}^{n} \alpha_i \alpha_j k(a_i, a_j) + \frac{1}{2} \sum_{i,j=1}^{n} \beta_i \beta_j k(b_i, b_j) - \sum_{i,j=1}^{n} \alpha_i \beta_j k(a_i, b_j) \\
\text{subject to } \sum_{j=1}^{n} \alpha_j k(a_i, a_j) - \sum_{j=1}^{n} \beta_j k(a_i, b_j) \geq 1, \quad i = 1, \ldots, n, \\
-\sum_{j=1}^{n} \beta_j k(b_i, b_j) + \sum_{j=1}^{n} \alpha_j k(b_i, a_j) \leq -1, \quad i = 1, \ldots, n.
\]

(5)

Intuition behind the construction. To show a reduction from the BHCP problem to SVM computation, we have to consider two cases:

- The YES case of the BHCP problem when there are two vectors that are close in Hamming distance. That is, there exist \( a_i \in A \) and \( b_j \in B \) such that \( \text{Hamming}(a_i, b_j) < t \).

- The NO case of the BHCP problem when there is no close pair of vectors. That is, for all \( a_i \in A \) and \( b_j \in B \), we have \( \text{Hamming}(a_i, b_j) \geq t \).

We show that we can distinguish between these two cases by comparing the objective value of the first two SVM instances above to the objective value of the third.
**Intuition for the NO case.** We have Hamming$(a_i, b_j) \geq t$ for all $a_i \in A$ and $b_j \in B$. The Gaussian kernel then gives the inequality

$$k(a_i, b_j) = \exp(-100 \log n \cdot ||a_i - b_j||^2_2) \leq \exp(-100 \log n \cdot t)$$

for all $a_i \in A$ and $b_j \in B$. This means that the value $k(a_i, b_j)$ is very small. For simplicity, assume that it is equal to 0, i.e., $k(a_i, b_j) = 0$ for all $a_i \in A$ and $b_j \in B$.

Consider the third SVM (5). It contains three terms involving $k(a_i, b_j)$: the third term in the objective function, the second term in the inequalities of the first type, and the second term in the inequalities of the second type. We assumed that these terms are equal to 0 and we observe that the rest of the third SVM is equal to the sum of the first SVM (3) and the second SVM (4). Thus we expect that the optimal value of the third SVM is approximately equal to the sum of the optimal values of the first and the second SVMs. If we denote the optimal value of the first SVM (3) by value$(A)$, the optimal value of the second SVM (4) by value$(B)$, and the optimal value of the third SVM (5) by value$(A, B)$, then we can express our intuition in terms of the approximate equality

$$\text{value}(A, B) \approx \text{value}(A) + \text{value}(B).$$

**Intuition for the YES case** In this case, there is a close pair of vectors $a_i \in A$ and $b_j \in B$ such that Hamming$(a_i, b_j) \leq t - 1$. Since we are using the Gaussian kernel we have the following inequality for this pair of vectors:

$$k(a_i, b_j) = \exp(-100 \log n \cdot ||a_i - b_j||^2_2) \geq \exp(-100 \log n \cdot (t - 1)).$$

We therefore have a large summand in each of the three terms from the above discussion. Thus the three terms do not (approximately) disappear and there is no reason for us to expect that the approximate equality holds. We can thus expect

$$\text{value}(A, B) \neq \text{value}(A) + \text{value}(B).$$

Thus, by computing value$(A, B)$ and comparing it to value$(A) + value(B)$ we can distinguish between the YES and NO instances of BHCP. This completes the reduction. The full proofs are given in Section [B].

**5 Hardness proof for Kernel PCA**

In this section, we present the full proof of quadratic hardness for Kernel PCA. It will also be helpful for Kernel Ridge Regression in the next section.

Given a matrix $X$, we denote its trace (the sum of the diagonal entries) by $\text{tr}(X)$ and the total sum of its entries by $s(X)$. In the context of the matrix $K'$ defining our problem, we have the following equality:

$$\text{tr}(K') = \text{tr}((I - 1_n)K(I - 1_n)) = \text{tr}(K - \text{tr}(K1_n)) = n - s(K)/n.$$
Since the sum of the eigenvalues is equal to the trace of the matrix and \( \text{tr}(K') = n - s(K)/n \), it is sufficient to show hardness for computing \( s(K) \). The following lemma completes the proof of the theorem.

**Lemma 11.** Computing \( s(K) \) within multiplicative error \( 1 + \varepsilon \) for \( \varepsilon = \exp(-\omega(\log^2 n)) \) requires almost quadratic time assuming SETH.

*Proof.* As for SVMs, we will reduce the BHCP problem to the computation of \( s(K) \). Let \( A \) and \( B \) be the two sets of \( n \) binary vectors coming from an instance of the BHCP problem. Let \( K_A, K_B \in \mathbb{R}^{n \times n} \) be the kernel matrices corresponding to the sets \( A \) and \( B \), respectively. Let \( K_{A,B} \in \mathbb{R}^{2n \times 2n} \) be the kernel matrix corresponding to the set \( A \cup B \). We observe that

\[
 s := (s(K_{A,B}) - s(K_A) - s(K_B))/2
 = \sum_{i,j=1}^n k(a_i, b_j)
 = \sum_{i,j=1}^n \exp(-C||a_i - b_j||_2^2).
\]

Now we consider two cases.

**Case 1.** There are no close pairs, that is, for all \( i, j = 1, \ldots, n \) we have \( ||a_i - b_j||_2^2 \geq t \) and \( \exp(-C||a_i - b_j||_2^2) \leq \exp(-Ct) =: \delta \). Then \( s \leq n^2\delta \).

**Case 2.** There is a close pair. That is, \( ||a_{i'} - b_{j'}||_2^2 \leq t - 1 \) for some \( i', j' \). This implies that \( \exp(-C||a_{i'} - b_{j'}||_2^2) \geq \exp(-C(t - 1)) =: \Delta \). Thus, \( s \geq \Delta \).

Since \( C = 100 \log n \), we have that \( \Delta \geq n^{10}\delta \) and we can distinguish the two cases.

**Precision.** To distinguish \( s \geq \Delta \) from \( s \leq n^2\delta \), it is sufficient that \( \Delta \geq 2n^2\delta \). This holds for \( C = 100 \log n \). The sufficient additive precision is \( \exp(-Cd) = \exp(-\omega(\log^2 n)) \). Since \( s(K) \leq O(n^2) \) for any Gaussian kernel matrix \( K \), we also get that \( (1 + \varepsilon) \) multiplicative approximation is sufficient to distinguish the cases for any \( \varepsilon = \exp(-\omega(\log^2 n)) \).

### 6 Overview of the hardness proof for Kernel Ridge Regression

The hardness proof for Kernel Ridge Regression is somewhat technical, so we only outline it here. As described in Section 3, our goal is to prove that computing the sum of the entries in the matrix \( K^{-1} \) requires quadratic time. The main idea is to leverage the hardness of computing the sum \( \sum_{i,j=1}^n k(a_i, b_j) \), as shown in Lemma 11.

To this end, we show that the following approximate equality holds:

\[
(s(K_A^{-1}) + s(K_B^{-1}) - s(K_{A,B}^{-1}))/2 \approx \sum_{i,j=1}^n k(a_i, b_j).
\]

where we use the notation \( K_{A,B}, K_A, K_B \) as in the previous section. This allows us to conclude that a sufficiently accurate approximation to \( s(K^{-1}) \) for a kernel matrix \( K \) gives us the solution to the BHCP problem. The key observation for proving the above approximate equality is the following: if a matrix has no large off-diagonal element, i.e., it is an “almost identity”, then so is its inverse.
7 Overview of the hardness proof for training the final layer of a neural network

We start by formally defining the class of “nice” loss functions and “nice” activation functions.

**Definition 12.** For a label \( y \in \{-1, 1\} \) and a prediction \( w \in \mathbb{R} \), we call the loss function \( \text{loss}(y, w) : \{-1, 1\} \times \mathbb{R} \to \mathbb{R}_{\geq 0} \) nice if the following three properties hold:

- \( \text{loss}(y, w) = l(yw) \) for some convex function \( l : \mathbb{R} \to \mathbb{R}_{\geq 0} \).
- For some sufficiently large constant \( K > 0 \), we have that (i) \( l(x) \leq o(1) \) for all \( x \geq n^K \), (ii) \( l(x) \geq \omega(n) \) for all \( x \leq -n^K \), and (iii) \( l(x) = l(0) \pm o(1/n) \) for all \( x \in \pm O(n^{-K}) \).
- \( l(0) > 0 \) is some constant strictly larger than 0.

We note that the hinge loss function \( \text{loss}(y, x) = \max(0, 1 - y \cdot x) \) and the logistic loss function \( \text{loss}(y, x) = \frac{1}{\ln 2} \ln (1 + e^{-y x}) \) are nice loss functions according to the above definition.

**Definition 13.** A non-decreasing activation functions \( S : \mathbb{R} \to \mathbb{R}_{\geq 0} \) is “nice” if it satisfies the following property: for all sufficiently large constants \( T > 0 \) there exist \( v_0 > v_1 > v_2 \) such that

- \( S(v_0) = \Theta(1) \);
- \( S(v_1) = 1/n^T \);
- \( S(v_2) = 1/n^{\omega(1)} \);
- \( v_1 = (v_0 + v_2)/2 \).

The ReLU activation \( S(z) = \max(0, z) \) satisfies these properties since we can choose \( v_0 = 1 \), \( v_1 = 1/n^T \), and \( v_2 = -1 + 2/n^T \). For the sigmoid function \( S(z) = \frac{1}{1 + e^{-z}} \), we can choose \( v_1 = -\log(n^T - 1) \), \( v_0 = v_1 + C \), and \( v_2 = v_1 - C \) for some \( C = \omega(\log n) \). In the rest of the proof we set \( T = 1000K \), where \( K \) is the constant from Definition 12.

We now describe the proof of Theorem 9. We use the notation \( \alpha := (\alpha_1, \ldots, \alpha_n)^T \). Invoking the first property from Definition 12, we observe that the optimization problem (2) is equivalent to the following optimization problem:

\[
\text{minimize}_{\alpha \in \mathbb{R}^n} \sum_{i=1}^{m} l(y_i \cdot (M\alpha)_i),
\]

where \( M \in \mathbb{R}^{m \times n} \) is the matrix defined as \( M_{i,j} := S(a_i^T b_j) \) for \( i = 1, \ldots, m \) and \( j = 1, \ldots, n \). For the rest of the section we will use \( m = \Theta(n) \).

Let \( A = \{a_1, \ldots, a_n\} \subseteq \{0, 1\}^d \) and \( B = \{b_1, \ldots, b_n\} \subseteq \{0, 1\}^d \) with \( d = \omega(\log n) \) be the input to the Orthogonal Vectors problem. To show hardness we construct matrix \( M \) as combination of 3 smaller matrices:

\[
M = \begin{bmatrix}
M_1 \\
M_2 \\
M_2
\end{bmatrix}.
\]

Both matrices \( M_1, M_2 \in \mathbb{R}^{n \times n} \) are of size \( n \times n \). Thus the number of rows of \( M \) is \( m = 3n \).

We select the input examples and weights so that the constructed matrices have the following properties:
• $M_1$: if two vectors $a_i$ and $b_j$ are orthogonal, then the corresponding entry $(M_1)_{i,j} = S(v_0) = \Theta(1)$ and otherwise $(M_1)_{i,j} \approx 0$.

• $M_2$: $(M_2)_{i,i} = S(v_1) = 1/n^{1000K}$ and $(M_2)_{i,j} \approx 0$ for all $i \neq j$.

To complete the description of the optimization problem (6), we assign labels to the inputs corresponding to the rows of the matrix $M$. We assign label 1 to all inputs corresponding to rows of the matrix $M_1$ and the first copy of the matrix $M_2$. We assign label $-1$ to all remaining rows of the matrix $M$ corresponding to the second copy of matrix $M_2$.

The proof of the theorem is completed by the following two lemmas.

**Lemma 14.** If there is a pair of orthogonal vectors, then the optimal value of (6) is upper bounded by $(3n - 1) \cdot l(0) + o(1)$.

**Lemma 15.** If there is no pair of orthogonal vectors, then the optimal value of (6) is lower bounded by $3n \cdot l(0) - o(1)$.

The intuition behind the proofs of the two lemmas is as follows. To show Lemma 14, it suffices to demonstrate a feasible vector $\alpha$. We achieve this by setting each entry of $\alpha$ to a “moderately large” number. In this way we ensure that:

- At most $n - 1$ entries of $M_1\alpha$ are close to 0, each contributing at most $l(0) + o(1/n)$ to the loss.
- The remaining entries of $M_1\alpha$ are positive and “large”, each contributing only $o(1)$ to the loss. These entries correspond to orthogonal pairs of vectors. The total loss corresponding to $M_1$ is thus upper bounded by $(n - 1) \cdot l(0) + o(1)$.
- The entries of the two vectors $M_2\alpha$ are close to 0, contributing approximately $2n \cdot l(0)$ to the loss.

To show Lemma 15, we need to argue that no vector $\alpha$ achieves loss smaller than $3n \cdot l(0) - o(1)$. We first observe that the two copies of $M_2$ contributes a loss of at least $2n \cdot l(0)$, independently of the values of $\alpha$. We then show that the entries of $\alpha$ cannot be too large (in absolute value), as otherwise the loss incurred by the two copies of the matrix $M_2$ would be too large. Using this property, we show that the loss incurred by $M_1$ is lower bounded by $n \cdot l(0) - o(1)$.

Since $l(0) > 0$ (the third property in Definition 12), we can distinguish $\leq 3n \cdot l(0) + o(1)$ from $\geq (3n + 1) \cdot l(0) - o(1)$ with a high-accuracy ERM solution. Hence Lemmas 14 and 15 imply that Problem (6) is SETH hard.

### 8 Hardness proof for gradient computation

Finally, we consider the problem of computing the gradient of the loss function for a given set of examples. We focus on the network architecture as in the previous section. We first prove the following lemma.

**Lemma 16.** Let $F_{\alpha,B}(a) := \sum_{j=1}^{n} \alpha_j S(a, b_j)$ be the output of a neural net with activation function $S$, where

\[ x \approx y \text{ if } x = y \text{ up to an inversely superpolynomial additive factor, i.e., } |x - y| \leq n^{-\omega(1)}. \]
• $a$ is an input vector from the set $A := \{a_1, \ldots, a_m\} \subseteq \{0,1\}^d$;
• $B := \{b_1, \ldots, b_n\} \subseteq \{0,1\}^d$ is a set of binary vectors;
• $\alpha = \{\alpha_1, \ldots, \alpha_n\}^T \in \mathbb{R}^n$ is an $n$-dimensional real-valued vector.

For some loss function $l : \mathbb{R} \to \mathbb{R}$, let $l(F_{\alpha,B}(a))$ be the loss for input $a$ when the label of the input $a$ is $+1$.

Consider the gradient of the total loss $l_{\alpha,A,B} := \sum_{a \in A} l(F_{\alpha,B}(a))$ at $\alpha_1 = \ldots = \alpha_n = 0$ with respect to $\alpha_1, \ldots, \alpha_n$. The sum of the entries of the gradient is equal to $l'(0) \cdot \sum_{a \in A, b \in B} S(a,b)$, where $l'(0)$ is the derivative of the loss function $l$ at 0.

Proof. The proof follows from

$$\frac{\partial l_{\alpha,A,B}}{\partial \alpha_j} = \sum_{a \in A} \frac{\partial l(F_{\alpha,B}(a))}{\partial F_{\alpha,B}(a)} S(a,b_j)$$

$$= l'(0) \cdot \sum_{a \in A} S(a,b_j) \quad \text{(since } F_{\alpha,B}(a) = 0).$$

For the hinge loss function, we have that the loss function is $l(x) = \max(0,1 - x)$ if the label is $+1$. Thus, $l'(0) = -1$. For the logistic loss function, we have that the loss function is $l(x) = \frac{1}{\ln 2} \ln (1 + e^{-x})$ if the label is $+1$. Thus, $l'(0) = -\frac{1}{2 \ln 2}$ in this case.

Proof of Theorem 17. We set $S(a,b) := \max(0,1 - 2a^Tb)$. Using Lemma 16 we get that the sum of entries of the gradient of the total loss function is equal to $l'(0) \cdot \sum_{a \in A, b \in B} 1_{a^Tb = 0}$. Since $l'(0) \neq 0$, this reduces OV to the gradient computation problem.

We can also show the same statement holds for the sigmoid activation function.

Theorem 17. Consider a neural net with of size $n$ with the sigmoid activation function $\sigma(x) = \frac{1}{1+e^{-x}}$. Computing a gradient of the empirical loss for $m$ examples requires time $(nm)^{1-o(1)}$ assuming SETH.

Proof. We set $S(a,b) := \sigma(-10(\log n) \cdot a^Tb)$. Using Lemma 16 we get that the sum of entries of the gradient is equal to $l'(0) \cdot \sum_{a \in A, b \in B} \frac{1}{1+e^{10(\log n) \cdot a^Tb}}$. It is easy to show that this quantity is at least $l'(0)/2$ if there is an orthogonal pair and at most $l'(0)/n$ otherwise. Since $l'(0) \neq 0$, we get the required hardness.

9 Conclusions

We have shown that a range of kernel problems require quadratic time for obtaining a high accuracy solution unless the Strong Exponential Time Hypothesis is false. These problems include variants of the kernel SVM, kernel ridge regression, and kernel PCA. We also gave a similar hardness result for training the final layer of a depth-2 neural network. This result is general and applies to multiple loss and activation functions. Finally, we proved that computing the empirical loss gradient for such networks takes time that is essentially “rectangular”, i.e., proportional to the product of the network size and the number of examples.
Several of our results are obtained by a reduction from the (exact) Bichromatic Hamming Closest Pair problem or the Orthogonal Vectors problem. This demonstrates a strong connection between kernel methods and similarity search, and suggests that perhaps a reverse reduction is also possible. Such a reduction could potentially lead to faster approximate algorithms for kernel methods: although the exact closest pair problem has no known sub-quadratic solution, efficient and practical sub-quadratic time algorithms for the approximate version of the problem exist (see e.g., [AI06, Val12, AR15, AIL+15, ACW16]).

Another interesting goal would be obtaining fine-grained lower bounds for other optimization problems.
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A Preliminaries

In this section we define several notions used later in the paper. We start from the soft-margin support vector machine (see \cite{MMR+01}).

\textbf{Definition 18 (Support Vector Machine (SVM)).} Let $x_1, \ldots, x_n \in \mathbb{R}^d$ be $n$ vectors and $y_1, \ldots, y_n \in \{-1, 1\}$ be $n$ labels. Let $k(x, x')$ be a kernel function. An optimization problem of the following form is a (primal) SVM.

\begin{equation}
\begin{aligned}
\text{minimize} & \quad b, \frac{\lambda}{2} \sum_{i,j=1}^{n} \alpha_i \alpha_j y_i y_j k(x_i, x_j) + \frac{1}{n} \sum_{i=1}^{n} \xi_i \\
\text{subject to} & \quad y_i f(x_i) \geq 1 - \xi_i, \quad i = 1, \ldots, n,
\end{aligned}
\end{equation}

where $f(x) := b + \sum_{i=1}^{n} \alpha_i y_i k(x_i, x)$ and $\lambda \geq 0$ is called the regularization parameter. $\xi_i$ are known as the slack variables.
The dual SVM is defined as

\[
\begin{align*}
\text{maximize} & \quad \sum_{i=1}^{n} \alpha_i - \frac{1}{2} \sum_{i,j=1}^{n} \alpha_i \alpha_j y_i y_j k(x_i, x_j) \\
\text{subject to} & \quad \sum_{i=1}^{n} \alpha_i y_i = 0, \quad \alpha_1, \ldots, \alpha_n \leq \frac{1}{\lambda n}.
\end{align*}
\] (8)

We refer to the quantity \( b \) as the bias term. When we require that the bias is \( b = 0 \), we call the optimization problem as SVM without the bias term. The primal SVM without the bias term remains the same except for \( f(x) = \sum_{i=1}^{n} \alpha_i y_i k(x_i, x) \). The dual SVM remains the same except we remove the equality constraint \( \sum_{i=1}^{n} \alpha_i y_i = 0 \).

The (primal) hard-margin SVM defined in the previous section corresponds to soft-margin SVM in the setting when \( \lambda \to 0 \). The dual hard-margin SVM is defined as follows.

**Definition 19 (Dual hard-margin SVM).** Let \( x_1, \ldots, x_n \in \mathbb{R}^d \) be \( n \) vectors and \( y_1, \ldots, y_n \in \{-1, 1\} \) be \( n \) labels. Let \( k(x, x') \) be a kernel function. An optimization problem of the following form is a dual hard-margin SVM.

\[
\begin{align*}
\text{maximize} & \quad \sum_{i=1}^{n} \alpha_i - \frac{1}{2} \sum_{i,j=1}^{n} \alpha_i \alpha_j y_i y_j k(x_i, x_j) \\
\text{subject to} & \quad \sum_{i=1}^{n} \alpha_i y_i = 0.
\end{align*}
\] (9)

If the primal hard-margin SVM is without the bias term (\( b = 0 \)), then we omit the inequality constraint \( \sum_{i=1}^{n} \alpha_i y_i = 0 \) in the dual SVM.

We will use the following fact (see [MMR+01]).

**Fact 20.** If \( \alpha_1^*, \ldots, \alpha_n^* \) achieve the minimum in an SVM, then the same \( \alpha_1^*, \ldots, \alpha_n^* \) achieve the maximum in the dual SVM. Also, the minimum value and the maximum value are equal.

### B Hardness for SVM without the bias term term

In this section we formalize the intuition from Section 4. We start from the following two lemmas.

**Lemma 21** (NO case). If for all \( a_i \in A \) and \( b_j \in B \) we have Hamming(\( a_i, b_j \)) \( \geq t \), then

\[
\text{value}(A, B) \leq \text{value}(A) + \text{value}(B) + 200n^6 \exp(-100 \log n \cdot t).
\]

**Lemma 22** (YES case). If there exist \( a_i \in A \) and \( b_j \in B \) such that Hamming(\( a_i, b_j \)) \( \leq t - 1 \), then

\[
\text{value}(A, B) \geq \text{value}(A) + \text{value}(B) + \frac{1}{4} \exp(-100 \log n \cdot (t - 1)).
\]
Assuming the two lemmas we can distinguish the NO case from the YES case because

\[ 200n^6 \exp(-100 \log n \cdot t) \ll \frac{1}{4} \exp(-100 \log n \cdot (t - 1)) \]

by our choice of the parameter \( C = 100 \log n \) for the Gaussian kernel.

Before we proceed with the proofs of the two lemmas, we prove the following auxiliary statement.

**Lemma 23.** Consider SVM \([4]\). Let \( \alpha_1^*, \ldots, \alpha_n^* \) be the setting of values for \( \alpha_1, \ldots, \alpha_n \) that achieves value(A). Then for all \( i = 1, \ldots, n \) we have that \( n \geq \alpha_i^* \geq 1/2 \).

**Proof.** First we note that value(A) \( \leq n^2/2 \) because the objective value of (3) is at most \( n^2/2 \) if we set \( \alpha_1 = \ldots = \alpha_n = 1 \). Note that all inequalities of (3) are satisfied for this setting of variables.

Now we lower bound value(A):

\[
\text{value}(A) = \frac{1}{2} \sum_{i,j} n \alpha_i^* \alpha_j^* k(a_i, a_j) \geq \frac{1}{2} \sum_{i=1}^n (\alpha_i^*)^2.
\]

From value(A) \( \geq \frac{1}{2} \sum_{i=1}^n (\alpha_i^*)^2 \) and value(A) \( \leq n^2/2 \) we conclude that \( \alpha_i^* \leq n \) for all \( i \).

Now we will show that \( \alpha_i^* \geq 1/2 \) for all \( i = 1, \ldots, n \). Consider the inequality

\[
\sum_{j=1}^n \alpha_j^* k(a_i, a_j) = \alpha_i^* + \sum_{j : j \neq i} \alpha_j^* k(a_i, a_j) \geq 1
\]

which is satisfied by \( \alpha_1^*, \ldots, \alpha_n^* \) because this is an inequality constraint in (3). Note that \( k(a_i, a_j) \leq \frac{1}{10n^2} \) for all \( i \neq j \) because \( C = 100 \log n \) and \( \|a_i - a_j\|_2^2 = \text{Hamming}(a_i, a_j) \geq 1 \) for all \( i \neq j \). Also, we already obtained that \( \alpha_j^* \leq n \) for all \( j \). This gives us the required lower bound for \( \alpha_i^* \):

\[
\alpha_i^* \geq 1 - \sum_{j : j \neq i} \alpha_j^* k(a_i, a_j) \geq 1 - n \cdot n \cdot \frac{1}{10n^2} \geq 1/2.
\]

**Additive precision** For particular value of \( t \), the sufficient additive precision for solving the three SVMs is \( \frac{1}{10n^2} \exp(-100 \log n \cdot (t - 1)) \) to be able to distinguish the NO case from the YES case. Since we want to be able to distinguish the two cases for any \( t \in \{2, \ldots, d\} \), it suffices to have an additive precision \( \exp(-100 \log n \cdot d) \leq \frac{1}{100} \exp(-100 \log n \cdot (t - 1)) \). From [AW15] we know that any \( d = \omega(\log n) \) is sufficient to show hardness. Therefore, any additive approximation \( \exp(-\omega(\log^2 n)) \) is sufficient to show the hardness for SVM.

**Multiplicative precision** Consider any \( \varepsilon = \exp(-\omega(\log^2 n)) \) and suppose we can approximate within multiplicative factor \((1 + \varepsilon)\) quantities \( \text{value}(A) \), \( \text{value}(B) \) and \( \text{value}(A, B) \). From the proof of Lemma 23 we know that \( \text{value}(A), \text{value}(B) \leq n^2/2 \). If \( \text{value}(A, B) \leq 10n^2 \), then \((1 + \varepsilon)\)-approximation of the three quantities allows us to compute the three quantities within additive \( \exp(-\omega(\log^2 n)) \) factor and the hardness follows from the previous paragraph. On the other hand, if \( \text{value}(A, B) > 10n^2 \), then \((1 + \varepsilon)\)-approximation of \( \text{value}(A, B) \) allows us to determine that we are in the YES case.

In the rest of the section we complete the proof of the theorem by proving Lemma 21 and Lemma 22.
Proof of Lemma \[24\] Let $\alpha^*_1, \ldots, \alpha^*_n$ and $\beta^*_1, \ldots, \beta^*_n$ be the optimal assignments to SVMs (3) and (4), respectively. We use the notation $\delta := \exp(-100 \log n \cdot t)$. Note that $k(a_i, b_j) = \exp(-100 \log n \cdot \|a_i - b_j\|^2_2) \leq \delta$ for all $i, j$ because $\|a_i - b_j\|^2_2 = \text{Hamming}(a_i, b_j) \geq t$ for all $i, j$.

We define $\alpha'_i := \alpha^*_i + 10n^2 \delta$ and $\beta'_i := \beta^*_i + 10n^2 \delta$ for all $i = 1, \ldots, n$. We observe that $\alpha'_i, \beta'_i \leq 2n$ for all $i$ because $\alpha^*_i, \beta^*_i \leq n$ for all $i$ (Lemma \[23\]) and $\delta = \exp(-100 \log n \cdot t) \leq \frac{1}{10n^2}$. Let $V$ be the value of the objective function in (5) when evaluated on $\alpha'_1, \ldots, \alpha'_n$.

We make two claims. We claim that $\alpha'_i$ and $\beta'_i$ satisfy the inequality constraints in (5). This implies that $\text{value}(A, B) \leq V$ since (5) is a minimization problem. Our second claim is that $V \leq \text{value}(A) + \text{value}(B) + 200n^6 \delta$. The two claims combined complete the proof of the lemma.

We start with the proof of the second claim. We want to show that $V \leq \text{value}(A) + \text{value}(B) + 200n^6 \delta$. We get the following inequality:

$$V = \frac{1}{2} \sum_{i,j=1}^{n} \alpha'_i \alpha'_j k(a_i, a_j) + \frac{1}{2} \sum_{i,j=1}^{n} \beta'_i \beta'_j k(b_i, b_j) - \sum_{i,j=1}^{n} \alpha'_i \beta'_j k(a_i, b_j)$$

since the third sum is non-negative. It is sufficient to show two inequalities $\frac{1}{2} \sum_{i,j=1}^{n} \alpha'_i \alpha'_j k(a_i, a_j) \leq \text{value}(A) + 100n^6 \delta$ and $\frac{1}{2} \sum_{i,j=1}^{n} \beta'_i \beta'_j k(b_i, b_j) \leq \text{value}(B) + 100n^6 \delta$ to establish the inequality $V \leq \text{value}(A) + \text{value}(B) + 200n^6 \delta$. We prove the first inequality. The proof for the second inequality is analogous. We use the definition of $\alpha'_i = \alpha^*_i + 10n^2 \delta$:

$$\frac{1}{2} \sum_{i,j=1}^{n} \alpha'_i \alpha'_j k(a_i, a_j)$$

$$= \frac{1}{2} \sum_{i,j=1}^{n} \left( (\alpha^*_i + 10n^2 \delta)(\alpha^*_j + 10n^2 \delta) \right) k(a_i, a_j)$$

$$\leq \frac{1}{2} \sum_{i,j=1}^{n} \left( \alpha^*_i \alpha^*_j k(a_i, a_j) + 20n^2 \delta + 100n^4 \delta^2 \right)$$

$$\leq \text{value}(A) + 100n^6 \delta,$$

where in the first inequality we use that $\alpha^*_i \leq n$ and $k(a_i, a_j) \leq 1$.

Now we prove the first claim. We show that the inequality constraints are satisfied by $\alpha'_i$ and $\beta'_i$. We prove that the inequality

$$\sum_{j=1}^{n} \alpha'_j k(a_i, a_j) - \sum_{j=1}^{n} \beta'_j k(a_i, b_j) \geq 1$$

is satisfied for all $i = 1, \ldots, n$. The proof that the inequalities $-\sum_{j=1}^{n} \beta'_j k(b_i, b_j) + \sum_{j=1}^{n} \alpha'_j k(b_i, a_j) \leq -1$ are satisfied is analogous.

We lower bound the first sum of the left hand side of (10) by repeatedly using the definition of
\( \alpha'_i = \alpha_i^* + 10n^2\delta: \)

\[
\sum_{j=1}^{n} \alpha'_j k(a_i, a_j) = (\alpha_i^* + 10n^2\delta) + \sum_{j : j \neq i} \alpha'_j k(a_i, a_j) \\
\geq 10n^2\delta + \alpha_i^* + \sum_{j : j \neq i} \alpha'_j k(a_i, a_j) \\
= 10n^2\delta + \sum_{j=1}^{n} \alpha'_j k(a_i, a_j) \\
\geq 1 + 10n^2\delta.
\]

In the last inequality we used the fact that \( \alpha_i^* \) satisfy the inequality constraints of SVM (3).

We upper bound the second sum of the left hand side of (10) by using the inequality \( \beta'_j \leq 2n \) and \( k(a_i, b_j) \leq \delta \) for all \( i, j \):

\[
\sum_{j=1}^{n} \beta'_j k(a_i, b_j) \leq 2n^2\delta.
\]

Finally, we can show that the inequality constraint is satisfied:

\[
\sum_{j=1}^{n} \alpha'_j k(a_i, a_j) - \sum_{j=1}^{n} \beta'_j k(a_i, b_j) \geq 1 + 10n^2\delta - 2n^2\delta \geq 1.
\]

\[\square\]

**Proof of Lemma** To analyze the YES case, we consider the dual SVMs (see Definition 19) of the three SVMs (3), (4) and (5):

1. The dual SVM of SVM (3):

\[
\text{maximize } \sum_{i=1}^{n} \alpha_i \quad \text{subject to } \sum_{i,j=1}^{n} \alpha_i \alpha_j k(a_i, a_j) \leq 1, \quad \alpha_i \geq 0.
\]

2. The dual SVM of SVM (4):

\[
\text{maximize } \sum_{i=1}^{n} \beta_i \quad \text{subject to } \sum_{i,j=1}^{n} \beta_i \beta_j k(a_i, a_j) \leq 1, \quad \beta_i \geq 0.
\]

3. The dual SVM of SVM (5):

\[
\text{maximize } \sum_{i=1}^{n} \alpha_i + \sum_{i=1}^{n} \beta_i - \frac{1}{2} \sum_{i,j=1}^{n} \alpha_i \alpha_j k(a_i, a_j) - \frac{1}{2} \sum_{i,j=1}^{n} \beta_i \beta_j k(b_i, b_j) + \sum_{i,j=1}^{n} \alpha_i \beta_j k(a_i, b_j).
\]
Since the optimal values of the primal and dual SVMs are equal, we have that value$(A)$, value$(B)$ and value$(A, B)$ are equal to optimal values of dual SVMs (11), (12) and (13), respectively (see Fact 20).

Let $\alpha_1^*, \ldots, \alpha_n^*$ and $\beta_1^*, \ldots, \beta_n^*$ be the optimal assignments to dual SVMs (11) and (12), respectively.

Our goal is to lower bound value$(A, B)$. Since (13) is a maximization problem, it is sufficient to show an assignment to $\alpha_i$ and $\beta_j$ that gives a large value to the objective function. For this we set $\alpha_i = \alpha_i^*$ and $\beta_j = \beta_j^*$ for all $i, j = 1, \ldots, n$. This gives the following inequality:

$$\text{value}(A, B) \geq \sum_{i=1}^{n} \alpha_i^* + \sum_{i=1}^{n} \beta_i^* - \frac{1}{2} \sum_{i,j=1}^{n} \alpha_i^* \alpha_j^* k(a_i, a_j) - \frac{1}{2} \sum_{i,j=1}^{n} \beta_i^* \beta_j^* k(b_i, b_j) + \sum_{i,j=1}^{n} \alpha_i^* \beta_j^* k(a_i, b_j)$$

$$\geq \text{value}(A) + \text{value}(B) + \sum_{i,j=1}^{n} \alpha_i^* \beta_j^* k(a_i, b_j),$$

where we use the fact that value$(A)$ and value$(B)$ are the optimal values of dual SVMs (11) and (12), respectively.

To complete the proof of the lemma, it suffices to show the following inequality:

$$\sum_{i,j=1}^{n} \alpha_i^* \beta_j^* k(a_i, b_j) \geq \frac{1}{4} \exp(-100 \log n \cdot (t - 1)). \tag{14}$$

Notice that so far we did not use the fact that there is a close pair of vectors $a_i \in A$ and $b_j \in B$ such that Hamming$(a_i, b_j) \leq t - 1$. We use this fact now. We lower bound the left hand side of (14) by the summand corresponding to the close pair:

$$\sum_{i,j=1}^{n} \alpha_i^* \beta_j^* k(a_i, b_j) \geq \alpha_i^* \beta_j^* k(a_i, b_j) \geq \alpha_i^* \beta_j^* \exp(-100 \log n \cdot (t - 1)),$$

where in the last inequality we use Hamming$(a_i, b_j) \leq t - 1$ and the definition of the Gaussian kernel.

The proof is completed by observing that $\alpha_i^* \geq \frac{1}{2}$ and $\beta_j^* \geq \frac{1}{2}$ which follows from Fact 20 and Lemma 23.

\[ \square \]

### C Hardness for SVM with the bias term

In the previous section we showed hardness for SVM without the bias term. In this section we show hardness for SVM with the bias term.

**Theorem 24.** Let $x_1, \ldots, x_n \in \{-1, 0, 1\}^d$ be $n$ vectors and let $y_1, \ldots, y_n \in \{-1, 1\}$ be $n$ labels.

Let $k(a, a') = \exp\left(-C\|a - a'\|_2^2\right)$ be the Gaussian kernel with $C = 100 \log n$.

Consider the corresponding hard-margin SVM with the bias term:

\[
\begin{align*}
\text{minimize} \quad & b \quad \frac{1}{2} \sum_{i,j=1}^{n} \alpha_i \alpha_j y_i y_j k(x_i, x_j) \\
\text{subject to} \quad & y_i f(x_i) \geq 1, \quad i = 1, \ldots, n, \\
\end{align*}
\]  

(15)
where \( f(x) := b + \sum_{i=1}^{n} \alpha_i y_i k(x_i, x) \).

Consider any \( \varepsilon = \exp(-\omega(\log^2 n)) \). Approximating the optimal value of \((15)\) within the multiplicative factor \((1 + \varepsilon)\) requires almost quadratic time assuming SETH. This holds for the dimensionality \( d = O(\log^3 n) \) of the input vectors.

The same hardness result holds for any additive \( \exp(-\omega(\log^2 n)) \) approximation factor.

Proof. Consider a hard instance from Theorem 4 for SVM without the bias term. Let \( x_1, \ldots, x_n \in \{0,1\}^d \) be the \( n \) binary vectors of dimensionality \( d = \omega(\log n) \) and \( y_1, \ldots, y_n \in \{-1,1\} \) be the \( n \) corresponding labels. For this input consider the dual SVM without the bias term (see Definition 19):

\[
\text{maximize} \quad \sum_{i=1}^{n} \gamma_i - \frac{1}{2} \sum_{i,j=1}^{n} \gamma_i \gamma_j y_i y_j k(x_i, x_j). \tag{16}
\]

We will show how to reduce SVM without the bias term \((16)\) to SVM with the bias term. By Theorem 4 this will give hardness result for SVM with the bias term. We start with a simpler reduction that will achieve almost what we need except the entries of the vectors will not be from the set \( \{-1,0,1\} \). Then we will show how to change the reduction to fix this.

Consider \( 2n \) vectors \( x_1, \ldots, x_n, -x_1, \ldots, -x_n \in \{-1,0,1\}^d \) with \( 2n \) labels \( y_1, \ldots, y_n, -y_1, \ldots, -y_n \in \{-1,1\} \). Consider an SVM with the bias term for the \( 2n \) vectors, that is, an SVM of the form \((15)\). From Definition 19 we know that its dual SVM is

\[
\text{maximize} \quad \sum_{i=1}^{n} \alpha_i + \sum_{j=1}^{n} \beta_j
\]

\[
- \frac{1}{2} \sum_{i,j=1}^{n} \alpha_i \alpha_j y_i y_j k(x_i, x_j) - \frac{1}{2} \sum_{i,j=1}^{n} \beta_i \beta_j y_i y_j k(x_i, x_j) + \sum_{i,j=1}^{n} \alpha_i \beta_j y_i y_j k(x_i, -x_j)
\]

subject to \( \sum_{i=1}^{n} \alpha_i y_i = \sum_{j=1}^{n} \beta_j y_j \). \tag{17}

Consider any setting of values for \( \alpha_i \) and \( \beta_j \). Notice that if we swap the value of \( \alpha_i \) and \( \beta_i \) for every \( i \), the value of the objective function of \((17)\) does not change. This is implies that we can define \( \gamma_i := \frac{\alpha_i + \beta_i}{2} \) and set \( \alpha_i = \beta_i = \gamma_i \) for every \( i \). Because of the convexity of the optimization problem, the value of the objective function can only increase after this change. Clearly, the equality constraint will be satisfied. Therefore, w.l.o.g. we can assume that \( \alpha_i = \beta_i = \gamma_i \) for some \( \gamma_i \) and we can omit the equality constraint.

We rewrite \((17)\) in terms of \( \gamma_i \) and divide the objective function by 2:

\[
\text{maximize} \quad \sum_{i=1}^{n} \gamma_i - \frac{1}{2} \sum_{i,j=1}^{n} \gamma_i \gamma_j y_i y_j k(x_i, x_j) + \frac{1}{2} \sum_{i,j=1}^{n} \gamma_i \gamma_j y_i y_j k(x_i, -x_j). \tag{18}
\]

Notice that \((18)\) and \((16)\) are almost the same. The only difference is the third term

\[
\frac{1}{2} \sum_{i,j=1}^{n} \gamma_i \gamma_j y_i y_j k(x_i, -x_j)
\]
in (18). We can make this term to be equal to 0 and not change the first two terms as follows. We append an extra coordinate to every vector \( x_i \) and set this coordinate to be large enough value \( M \). If we set \( M = +\infty \), the third term becomes 0. The first term does not depend on the vectors. The second term depends only on the distances between the vectors (which are not affected by adding the same entry to all vectors). Thus, the first two terms do not change after this modification.

We showed that we can reduce SVM without the bias term (16) to the SVM with the bias term (17). By combining this reduction with Theorem 4 we obtain hardness for SVM with the bias term. This is almost what we need except that the reduction presented above produces vectors with entries that are not from the set \( \{-1, 0, 1\} \). In every vector \( x_i \) or \(-x_i\) there is an entry that has value \( M \) or \(-M\), respectively. In the rest of the proof we show how to fix this, by bounding \( M \) by \( O(\log^3 n) \) and distributing its contribution over \( O(\log^3 n) \) coordinates.

**Final reduction** The final reduction is as follows:

- Take a hard instance for the SVM without the bias term from Theorem 4. Let \( x_1, \ldots, x_n \in \{0, 1\}^d \) be the \( n \) binary vectors of dimensionality \( d = \omega(\log n) \) and \( y_1, \ldots, y_n \in \{-1, 1\} \) be the \( n \) corresponding labels.
- Append \( \log^3 n \) entries to each of the vectors \( x_i, i = 1, \ldots, n \) and set the entries to be 1.
- Solve SVM (15) on the \( 2n \) vectors \( x_1, \ldots, x_n, -x_1, \ldots, -x_n \in \{-1, 0, 1\}^d \) with \( 2n \) labels \( y_1, \ldots, y_n, -y_1, \ldots, -y_n \in \{-1, 1\} \). Let \( V \) be the optimal value of the SVM divided by 2.
- Output \( V \).

**Correctness of the reduction** From the above discussion we know that we output the optimal value \( V \) of the optimization problem (18). Let \( V' \) be the optimal value of SVM (16).

By Theorem 4 it is sufficient to show that \(|V - V'| \leq \exp(-\omega(\log^2 n))\) to establish hardness for SVM with the bias term. We will show that \(|V - V'| \leq n^{O(1)} \exp(-\log^2 n)\). This gives hardness for additive approximation of SVM with the bias term. However, \(|V - V'| \leq \exp(-\omega(\log^2 n))\) is also sufficient to show hardness for multiplicative approximation (see the discussion on the approximation in the proof of Theorem 4).

In the rest of the section we show that \(|V - V'| \leq n^{O(1)} \exp(-\log^3 n)\). Let \( \gamma'_i \) be the assignment to \( \gamma_i \) that achieves \( V' \) in SVM (16). Let \( \gamma^*_i \) be the assignment to \( \gamma_i \) that achieves \( V \) in (18). We will show that \( \gamma'_i \leq O(n) \) for all \( i = 1, \ldots, n \). It is also true that \( \gamma^*_i \leq O(n) \) for all \( i = 1, \ldots, n \) and the proof is analogous. Since \( x_1, \ldots, x_n \) are different binary vectors and \( k(x_i, x_j) \) is the Gaussian kernel with the parameter \( C = 100\log n \), we have that \( k(x_i, x_j) \leq 1/n^{10} \) for all \( i \neq j \). This gives the following upper bound:

\[
V' = \sum_{i=1}^{n} \gamma'_i - \frac{1}{2} \sum_{i,j=1}^{n} \gamma'_i \gamma'_j y_i y_j k(x_i, x_j) \leq \sum_{i=1}^{n} \left( \gamma'_i - \left( \frac{1}{2} - o(1) \right) (\gamma'_i)^2 \right). 
\]

Observe that every non-negative summand on the right hand side is at most \( O(1) \). Therefore, if there exists \( i \) such that \( \gamma'_i \geq \omega(n) \), then the right hand side is negative. This contradicts the lower bound \( V' \geq 0 \) (which follows by setting all \( \gamma_i \) to be 0 in (16)).
By plugging $\gamma'_i$ into (18) and using the fact that $\gamma'_i \leq O(n)$, we obtain the following inequality:

$$V \geq V' + \frac{1}{2} \sum_{i,j=1}^{n} \gamma'_i \gamma'_j y_i y_j k(x_i, -x_j) \geq V' - n^{O(1)} \exp(-\log^3 n).$$

(19)

In the last inequality we use $k(x_i, -x_j) \leq \exp(-\log^3 n)$ which holds for all $i, j = 1, \ldots, n$ (observe that each $x_i$ and $x_j$ ends with $\log^3 n$ entries 1 and use the definition of the Gaussian kernel).

Similarly, by plugging $\gamma_i$ into (16) and using the fact that $\gamma_i \leq O(n)$, we obtain the following inequality:

$$V' \geq V - \frac{1}{2} \sum_{i,j=1}^{n} \gamma_i \gamma_j y_i y_j k(x_i, -x_j) \geq V - n^{O(1)} \exp(-\log^3 n).$$

(20)

Inequalities (19) and (20) combined give the desired inequality $|V - V'| \leq n^{O(1)} \exp(-\log^3 n)$.

\[\square\]

## D Hardness for soft-margin SVM

**Theorem 25.** Let $x_1, \ldots, x_n \in \{-1, 0, 1\}^d$ be $n$ vectors and let $y_1, \ldots, y_n \in \{-1, 1\}$ be $n$ labels.

Let $k(a, a') = \exp\left(-(C\|a - a'^2\|_2^2)\right)$ be the Gaussian kernel with $C = 100 \log n$.

Consider the corresponding soft-margin SVM with the bias term:

\[
\begin{aligned}
\text{minimize} & \quad \frac{\lambda}{2} \sum_{i,j=1}^{n} \alpha_i \alpha_j y_i y_j k(x_i, x_j) + \frac{1}{n} \sum_{i=1}^{n} \xi_i \\
\text{subject to} & \quad y_i f(x_i) \geq 1 - \xi_i, \quad i = 1, \ldots, n,
\end{aligned}
\]

(21)

where $f(x) := b + \sum_{i=1}^{n} \alpha_i y_i k(x_i, x)$.

Consider any $\varepsilon = \exp(-\omega(\log^2 n))$ and any $0 < \lambda \leq \frac{1}{Kn^2}$ for a large enough constant $K > 0$. Approximating the optimal value of (21) within the multiplicative factor $(1 + \varepsilon)$ requires almost quadratic time assuming SETH. This holds for the dimensionality $d = O(\log^3 n)$ of the input vectors.

The same hardness result holds for any additive $\exp(-\omega(\log^2 n))$ approximation factor.

**Proof.** Consider the hard instance from Theorem 24 for the hard-margin SVM. The dual of the hard-margin SVM is (17). From the proof we know that the optimal $\alpha_i$ and $\beta_i$ satisfy $\alpha_i = \beta_i = \gamma_i^* \leq 2Kn$ for some large enough constant $K > 0$ for all $i = 1, \ldots, n$. Thus, w.l.o.g. we can add these inequalities to the set of constraints. We compare the resulting dual SVM to Definition 18 and conclude that the resulting dual SVM is a dual of a soft-margin SVM with the regularization parameter $\lambda = \frac{1}{Kn^2}$. Therefore, the hardness follows from Theorem 24. \[\square\]

## E Hardness for kernel ridge regression

We start with stating helpful definitions and lemmas.

We will use the following lemma which is a consequence of the binomial inverse theorem.

**Lemma 26.** Let $X$ and $Y$ be two square matrices of equal size. Then the following equality holds:

$$(X + Y)^{-1} = X^{-1} - X^{-1}(I + XY^{-1})^{-1}YX^{-1}.$$
Definition 27 (Almost identity matrix). Let $X \in \mathbb{R}^{n \times n}$ be a matrix. We call it almost identity matrix if $X = I + Y$ and $|Y_{i,j}| \leq n^{-\omega(1)}$ for all $i, j = 1, \ldots, n$.

We will need the following two lemmas.

Lemma 28. The product of two almost identity matrices is an almost identity matrix.

Proof. Follows easily from the definition. \qed

Lemma 29. The inverse of an almost identity matrix is an almost identity matrix.

Proof. Let $X$ be an almost identity matrix. We want to show that $X^{-1}$ is an almost identity matrix. We write $X = I - Y$ such that $|Y_{i,j}| \leq n^{-\omega(1)}$ for all $i, j = 1, \ldots, n$. We have the following matrix equality

$$X^{-1} = (I - Y)^{-1} = I + Y + Y^2 + Y^3 + \ldots$$

To show that $X^{-1}$ is an almost identity, we will show that the absolute value of every entry of $Z := Y + Y^2 + Y^3 + \ldots$ is at most $n^{-\omega(1)}$. Let $\varepsilon \leq n^{-\omega(1)}$ be an upper bound on $|Y_{i,j}|$ for all $i, j = 1, \ldots, n$. Then $|Z_{i,j}| \leq Z'_{i,j}$, where $Z' := Y' + (Y')^2 + (Y')^3 + \ldots$ and $Y'$ is a matrix consisting of entries that are all equal to $\varepsilon$. The proof follows since $Z'_{i,j} = \sum_{k=1}^{\infty} \varepsilon^k n^{k-1} \leq 10\varepsilon \leq n^{-\omega(1)}$. \qed

In the rest of the section we prove Theorem 6.

Proof of Theorem 6. We reduce the BHCP problem to the problem of computing the sum of the entries of $K^{-1}$.

Let $A$ and $B$ be the two sets of binary vectors from the BHCP instance. Let $K \in \mathbb{R}^{2n \times 2n}$ be the corresponding kernel matrix. We can write the kernel matrix $K$ as combination of four smaller matrices $K^{1,1}, K^{1,2}, K^{2,1}, K^{2,2} \in \mathbb{R}^{n \times n}$:

$$K = \begin{bmatrix} K^{1,1} & K^{1,2} \\ K^{2,1} & K^{2,2} \end{bmatrix}.$$ 

$K^{1,1}$ is the kernel matrix for the set of vectors $A$ and $K^{2,2}$ is the kernel matrix for the set of vectors $B$. We define two new matrices $X, Y \in \mathbb{R}^{n \times 2n}$: $X = \begin{bmatrix} K^{1,1} & 0 \\ 0 & K^{2,2} \end{bmatrix}$ and $Y = \begin{bmatrix} 0 & K^{1,2} \\ K^{2,1} & 0 \end{bmatrix}$.

For any matrix $Z$, let $s(Z)$ denote the sum of all entries of $Z$. Using Lemma 28 we can write $K^{-1}$ as follows:

$$K^{-1} = (X + Y)^{-1} = X^{-1} - X^{-1}(I + YX^{-1})^{-1}YX^{-1}.$$ 

We note that the matrix $X$ is an almost identity and that $|Y_{i,j}| \leq n^{-\omega(1)}$ for all $i, j = 1, \ldots, 2n$. This follows from the fact that we use the Gaussian kernel function with the parameter $C = \omega(\log n)$ and the input vectors are binary. Combining this with lemmas 28 and 29 allows us to conclude that matrices $X^{-1}(I + YX^{-1})^{-1}$ and $X^{-1}$ are almost identity. Since all entries of the matrix $Y$ are non-negative, we conclude that

$$s(X^{-1}(I + YX^{-1})^{-1}YX^{-1}) = s(Y)(1 \pm n^{-\omega(1)}).$$

We obtain that

$$s(K^{-1}) = s(X^{-1}) - s(X^{-1}(I + YX^{-1})^{-1}YX^{-1})$$

$$= s(X^{-1}) - s(Y)(1 \pm n^{-\omega(1)})$$

$$= s((K^{1,1})^{-1}) + s((K^{2,2})^{-1}) - s(Y)(1 \pm n^{-\omega(1)}).$$
Fix any $\alpha = \exp(-\omega(\log^2 n))$. Suppose that we can estimate each $s(K^{-1})$, $s((K^{1.1})^{-1})$ and $s((K^{2.2})^{-1})$ within the additive factor of $\alpha$. This allows us to estimate $s(Y)$ within the additive factor of $10\alpha$. This is enough to solve the BHCP problem. We consider two cases.

**Case 1** There are no close pairs, that is, for all $i, j = 1, \ldots, n$ we have $\|a_i - b_j\|_2^2 \geq t$ and $\exp(-C\|a_i - b_j\|_2^2) \leq \exp(-Ct) =: \delta$. Then $s(Y) \leq 2n^2\delta$.

**Case 2** There is a close pair. That is, $\|a_{i'} - b_{j'}\|_2^2 \leq t - 1$ for some $i', j'$. This implies that $\exp(-C\|a_{i'} - b_{j'}\|_2^2) \geq \exp(-C(t - 1)) =: \Delta$. Thus, $s(Y) \geq \Delta$.

Since $C = \omega(\log n)$, we have that $\Delta \geq 100n^2\delta$ and we can distinguish the two cases assuming that the additive precision $\alpha = \exp(-\omega(\log^2 n))$ is small enough.

**Precision** To distinguish $s(Y) \leq 2n^2\delta$ from $s(Y) \geq \Delta$, it is sufficient that $\Delta \geq 100n^2\delta$ and $\alpha \leq \Delta/1000$. We know that $\Delta \geq 100n^2\delta$ holds because $C = \omega(\log n)$. Since $\Delta \leq \exp(-Cd)$, we want to choose $C$ and $d$ such that the $\alpha \leq \Delta/1000$ is satisfied. We can do that because we can pick $C$ to be any $C = \omega(\log n)$ and the BHCP problem requires almost quadratic time assuming SETH for any $d = \omega(\log n)$.

We get that additive $\varepsilon$ approximation is sufficient to distinguish the cases for any $\varepsilon = \exp(-\omega(\log^2 n))$. We observe that $s(K^{-1}) \leq O(n)$ for any almost identity matrix $K$. This means that $(1 + \varepsilon)$ multiplicative approximation is sufficient for the same $\varepsilon$. This completes the proof of the theorem. □

## F Hardness for training of the final layer of a neural network

Recall that the trainable parameters are $\alpha := (\alpha_1, \ldots, \alpha_n)^T$, and that the optimization problem (2) is equivalent to the following optimization problem:

$$\min_{\alpha \in \mathbb{R}^n} \sum_{i=1}^{m} l(y_i \cdot (M\alpha)_i), \quad (22)$$

where $M \in \mathbb{R}^{n \times n}$ is the matrix defined as $M_{i,j} := S(a_i^T b_j)$ for $i = 1, \ldots, m$ and $j = 1, \ldots, n$. For the rest of the section we will use $m = \Theta(n)$.

Let $A = \{a_1, \ldots, a_n\} \subseteq \{0, 1\}^d$ and $B = \{b_1, \ldots, b_n\} \subseteq \{0, 1\}^d$ with $d = \omega(\log n)$ be the input to the Orthogonal Vectors problem. We construct a matrix $M$ as a combination of three smaller matrices:

$$M = \begin{bmatrix} M_1 \\ M_2 \\ M_2 \end{bmatrix}.$$ 

Both matrices $M_1, M_2 \in \mathbb{R}^{n \times n}$ are of size $n \times n$. Thus we have that the number of rows of $M$ is $m = 3n$.

We describe the two matrices $M_1, M_2$ below. Recall that $v_0, v_1,$ and $v_2$ are given in Definition 13.

- $(M_1)_{i,j} = S(v_0 - (v_2 - v_0) \cdot a_i^T b_j)$. For any two real values $x, y \in \mathbb{R}$ we write $x \approx y$ if $x = y$ up to an inversely superpolynomial additive factor. In other words, $|x - y| \leq n^{-\omega(1)}$. We observe that if two vectors $a_i$ and $b_j$ are orthogonal, then the corresponding entry $(M_1)_{i,j} =$
$S(v_0) = \Theta(1)$ and otherwise $(M_1)_{i,j} \approx 0$. We will show that an $(1 + \frac{1}{\ln n})$-approximation of the optimal value of the optimization problem (22) will allow us to decide whether there is an entry in $M_1$ that is $S(v_0) = \Theta(1)$. This will give the required hardness.

It remains to show how to construct the matrix $M_1$ using a neural network. We set the weights for the $j$-th hidden unit to be $\left[ \begin{array}{c} b_j \\ 1 \end{array} \right]$. That is, $d$ weights are specified by the vector $b_j$, and we add one more input with weight $1$. The $i$-th example (corresponding to the $i$-th row of the matrix $M_1$) is the vector $\left[ -(v_2 - v_0)a_i \\ v_0 \right]$. The output of the $j$-th unit on this example (which corresponds to entry $(M_1)_{i,j}$) is equal to

$$S \left( \left[ -(v_2 - v_0)a_i \right]^T \left[ b_j \right] \right) = S \left( v_0 - (v_2 - v_0) \cdot a_i^T b_j \right) = (M_1)_{i,j}$$

as required.

- $(M_2)_{i,j} = S \left( v_1 - (v_2 - v_1) \cdot \bar{b}_i^T b_j \right)$, where $\bar{b}_i$ is a binary vector obtained from the binary vector $b_i$ by complementing all bits. We observe that this forces the diagonal entries of $M_2$ to be equal to $(M_2)_{i,i} = S(v_1) = 1/n^{1000K}$ for all $i = 1, \ldots, n$ and the off-diagonal entries to be $(M_2)_{i,j} \approx 0$ for all $i \neq j$.\footnote{For all $i \neq j$ we have $\bar{b}_i^T b_j \geq 1$. This holds because all vectors $b_i$ are distinct and have the same number of 1s.}

To complete the description of the optimization problem (22), we assign labels to the inputs corresponding to the rows of the matrix $M$. We assign label 1 to all inputs corresponding to rows of the matrix $M_1$ and the first copy of the matrix $M_2$. We assign label $-1$ to all remaining rows of the matrix $M$ corresponding to the second copy of matrix $M_2$.

It now suffices to prove Lemma 14 and Lemma 15.

**Proof of Lemma 14.** To obtain an upper bound on the optimal value in the presence of an orthogonal pair, we set the vector $\alpha$ to have all entries equal to $n^{100K}$. For this $\alpha$ we have

- $|(M_1)_{i,j}| \geq \Omega(n^{100K})$ for all $i = 1, \ldots, n$ such that there exists $j = 1, \ldots, n$ with $a_i^T b_j = 0$. Let $x \geq 1$ be the number of such $i$.
- $|(M_1)_{i,j}| \leq n^{-\omega(1)}$ for all $i = 1, \ldots, n$ such that there is no $j = 1, \ldots, n$ with $a_i^T b_j = 0$. The number of such $i$ is $n - x$.

By using the second property of Definition 12, the total loss corresponding to $M_1$ is upper bounded by

$$x \cdot l(\Omega(n^{100K})) + (n-x) \cdot l(n^{-\omega(1)}) \leq x \cdot o(1) + (n-x) \cdot (l(0) + o(1/n))$$
$$\leq (n-1) \cdot l(0) + o(1) =: l_1.$$  

Finally, the total loss corresponding to the two copies of the matrix $M_2$ is upper bounded by

$$2n \cdot l(\pm O(n^{-800K})) = 2n \cdot (l(0) \pm o(1/n))$$
$$\leq 2n \cdot l(0) + o(1) =: l_2.$$
The total loss corresponding to the matrix $M$ is upper bounded by $l_1 + l_2 \leq (3n - 1) \cdot l(0) + o(1)$ as required.

**Proof of Lemma 15.** We first observe that the total loss corresponding to the two copies of the matrix $M_2$ is lower bounded by $2n \cdot l(0)$. Consider the $i$-th row in both copies of matrix $M_2$. By using the convexity of the function $l$, the loss corresponding to the two rows is lower bounded by $l(M_2\alpha)_i + l(-M_2\alpha)_i \geq 2 \cdot l(0)$. By summing over all $n$ pairs of rows we obtain the required lower bound on the loss.

We claim that $\|\alpha\|_\infty \leq n^{10^6}K$. Suppose that this is not the case and let $i$ be the index of the largest entry of $\alpha$ in magnitude. Then the $i$-th entry of the vector $M_2\alpha$ is

$$(M_2\alpha)_i = \alpha_i(M_2)_{i,i} \pm n \cdot \alpha_i \cdot n^{-\omega(1)} \geq \frac{\alpha_i}{n^{1000K}} - \alpha_i n^{-\omega(1)},$$

where we recall that the diagonal entries of matrix $M_2$ are equal to $(M_2)_{i,i} = S(v_1) = 1/n^K$. If $|\alpha_i| > n^{10^6}K$, then $|(M_2\alpha)_i| \geq n^{1000K}$. However, by the second property in Definition 12 this implies that the loss is lower bounded by $\omega(n)$ for the $i$-row (for the first or the second copy of $M_2$). This contradicts a simple lower bound of $4n \cdot l(0)$ on the loss obtained by setting $\alpha = 0$ to be the all 0s vector. We use the third property of a nice loss function which says that $l(0) > 0$.

For the rest of the proof, we assume that $\|\alpha\|_\infty \leq n^{10^6}K$. We will show that the total loss corresponding to $M_1$ is lower bounded by $n \cdot l(0) - o(1)$. This is sufficient since we already showed that the two copies of $M_2$ contribute a loss of at least $2n \cdot l(0)$.

Since all entries of the matrix $M_1$ are inversely superpolynomial (there is no pair of orthogonal vectors), we have that $|(M_1\alpha)_i| \leq n^{-\omega(1)}$ for all $i = 1, \ldots, n$. Using the second property again, the loss corresponding to $M_1$ is lower bounded by

$$n \cdot l(\pm n^{-\omega(1)}) \geq n \cdot (l(0) - o(1/n)) \geq n \cdot l(0) - o(1)$$

as required. \qed