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Search for a heavy charged boson in events with a charged lepton and missing transverse momentum from $pp$ collisions at $\sqrt{s} = 13$ TeV with the ATLAS detector

G. Aad et al.*
(ATLAS Collaboration)

A search for a heavy charged-boson resonance decaying into a charged lepton (electron or muon) and a neutrino is reported. A data sample of 139 fb$^{-1}$ of proton-proton collisions at $\sqrt{s} = 13$ TeV collected with the ATLAS detector at the LHC during 2015–2018 is used in the search. The observed transverse mass distribution computed from the lepton and missing transverse momenta is consistent with the distribution expected from the Standard Model, and upper limits on the cross section for $pp \rightarrow W' \rightarrow \ell \nu$ are extracted ($\ell' = e$ or $\mu$). These vary between 1.3 pb and 0.05 fb depending on the resonance mass in the range between 0.15 and 7.0 TeV at 95% confidence level for the electron and muon channels combined. Gauge bosons with a mass below 6.0 and 5.1 TeV are excluded in the electron and muon channels, respectively, in a model with a resonance that has couplings to fermions identical to those of the Standard Model $W$ boson. Cross-section limits are also provided for resonances with several fixed $\Gamma/m$ values in the range between 1% and 15%. Model-independent limits are derived in single-bin signal regions defined by a varying minimum transverse mass threshold. The resulting visible cross-section upper limits range between 4.6 (15) pb and 22 (22) ab as the threshold increases from 130 (110) GeV to 5.1 (5.1) TeV in the electron (muon) channel.
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I. INTRODUCTION

One of the main goals of the Large Hadron Collider (LHC) remains the search for physics beyond the Standard Model (SM). Much progress has been made in this search thanks to a broad program that encompasses many different final states. Leptonic final states provide a low-background and efficient experimental signature that brings excellent sensitivity to new phenomena at the LHC. In this article, the results of a search for resonances decaying into a charged lepton and a neutrino are presented, based on 139 fb$^{-1}$ of proton-proton ($pp$) collisions at a center-of-mass energy of 13 TeV. The data were collected with the ATLAS detector during the 2015–2018 running period of the LHC, referred to as Run 2.

The search results are interpreted in terms of the production of a heavy spin-1 $W'$ boson with subsequent decay into the $\ell \nu$ final state ($\ell' = e$ or $\mu$). Such production is predicted in many models of physics beyond the SM as in grand unified theory models, left-right symmetry models[1,2], little Higgs models[3], or models with extra dimensions[4,5], most of which aim to solve the hierarchy problem. The interpretation in this article uses a simplified model referred to as the sequential Standard Model (SSM)[6], in which the $W'$ boson couples to fermions with the same strength as the $W$ boson in the SM but with suppressed coupling to SM bosons. Alternative interpretations in terms of generic resonances with different fixed widths ($\Gamma/m$ between 1% and 15%) are also provided for possible reinterpretation in the context of other models. Finally, results are also presented in terms of model-independent upper limits on the number of signal events and on the visible cross section.

Previous searches for $W'$ bosons have been carried out at the LHC in leptonic, semileptonic, and hadronic final states by the ATLAS and CMS Collaborations. The most sensitive searches for $W'$ bosons are those in the $e\nu$ and $\mu\nu$ channels[7,8], with the most stringent limits to date being set by ATLAS and CMS in the analysis of about 36 fb$^{-1}$ of $pp$ collisions at $\sqrt{s} = 13$ TeV. A lower limit of 5.2 TeV is set on the $W'$ boson mass in the electron channel[7] and 4.9 TeV in the muon channel[8], at the 95% confidence level (C.L.) in the SSM.

The search relies on events collected using single-electron or single-muon triggers with high transverse momentum thresholds. The dominant background source originates from Drell-Yan (DY) production of $W$ bosons. Discrimination between signal and background events relies on the transverse mass ($m_{T}$) computed from the
charged-lepton transverse momentum \( (p_T) \) and the missing transverse momentum (whose magnitude is denoted \( E_T^{\text{miss}} \)) in the event:

\[
m_T = \sqrt{2p_TE_T^{\text{miss}}(1 - \cos \phi_{E_T})},
\]

where \( \phi_{E_T} \) is the angle between the charged lepton and missing transverse momentum directions in the transverse plane. Final interpreted results are based on a statistical analysis in which the shape of the signal and both the shape and normalization of the background expectations are derived from Monte Carlo (MC) simulation, except for the background contribution arising from jets misidentified as leptons or from hadron decays. The results presented in this article compared with those from Ref. [7] benefit from an increase in the integrated luminosity by a factor of 4; several upgrades in reconstruction software, including a new algorithm for electron reconstruction [9] and an improved treatment of the relative alignment between the inner tracker and the muon spectrometer; and several interpretations with reduced or no model dependence.

II. ATLAS DETECTOR

The ATLAS experiment [10] at the LHC is a multipurpose particle detector with a forward-backward symmetric cylindrical geometry and a near 4\( \pi \) coverage in solid angle. It consists of an inner detector for tracking surrounded by a thin superconducting solenoid providing a 2T axial magnetic field, electromagnetic (EM) and hadronic calorimeters, and a muon spectrometer. The inner detector covers the pseudorapidity range \( |\eta| < 2.5 \). It consists of silicon pixel, silicon microstrip, and transition radiation tracking detectors. An additional innermost pixel layer [11,12] inserted at a radius of 3.3 cm has been used since 2015. Liquid-argon (LAr) sampling calorimeters provide EM energy measurements with high granularity. A hadronic scintillator-tile calorimeter covers the central pseudorapidity range \( |\eta| < 1.7 \). The end cap and forward regions are instrumented with LAr calorimeters for both the EM and hadronic energy measurements up to \( |\eta| = 4.9 \). The muon spectrometer surrounds the calorimeters and features three large air-core toroidal superconducting magnet systems with eight coils each. The field integral of the toroids ranges between 2.0 and 6.0 Tm across most of the detector. The muon spectrometer includes a system of precision tracking chambers and fast detectors for triggering. A two-level trigger system [13] is used to select events. The first-level trigger is implemented in hardware and uses a subset of the detector information to reduce the accepted rate to at most 100 kHz. This is followed by a software-based trigger level that reduces the accepted event rate to 1 kHz on average.

III. DATA AND MONTE CARLO SIMULATION SAMPLES

The data for the analysis were collected during Run 2 at the LHC at \( \sqrt{s} = 13 \) TeV and correspond to an integrated luminosity of 139 fb\(^{-1}\) after the requirement that beams were stable, all detector systems were functional, and the data satisfied a set of quality criteria. Single-electron triggers required that electron candidates satisfy either medium identification criteria [9] and have a transverse energy \( E_T > 60 \) GeV or loose identification criteria and have \( E_T > 140 \) GeV. For the 3.2 fb\(^{-1}\) collected in 2015, the \( E_T \) thresholds were 24 and 120 GeV, respectively. Single-muon triggers required the presence of at least one muon reconstructed in both the inner detector and the muon spectrometer with \( p_T > 50 \) GeV. The trigger efficiency for DY \( W \) boson events (relative to the full event selection described in Sec. IV) is estimated to be 99% in the electron channel and 85% in the muon channel, with little dependence on the \( m_T \) value.

Signal MC events with \( W' \rightarrow e\nu \) and \( W' \rightarrow \mu\nu \) decays in the SSM were produced at leading order (LO) with the PYTHIA v8.183 event generator [14] and the NNPDF23LO parton distribution function (PDF) set [15]. The A14 set of tuned parameters (i.e., the A14 tune) [16] was used for the parton showering and hadronization process. In the SSM, the couplings of the \( W' \) boson to SM fermions are chosen to be identical to those of the SM \( W \) boson, whereas the couplings to SM bosons are set to zero. The corresponding branching fraction for \( W' \) boson decays into leptons of one generation is 10.8% for \( m(W') = 150 \) GeV and decreases above the \( tb \) threshold to a nearly constant value of 8.2% for \( m(W') \) above 1 TeV. Similarly, the ratio of the \( W' \) boson width to its mass varies from 2.7% for \( m(W') = 150 \) GeV to 3.5% above the \( tb \) threshold. Decays into the \( \tau\nu \) final state with subsequent leptonic decay of the \( \tau \) lepton are not included as they were found to add negligible signal acceptance in previous studies [17]. Interference between \( W' \) and \( W \) boson production is not included in this analysis.

The dominant background due to DY production of \( W \) bosons decaying into \( e\nu, \mu\nu \), and \( \tau\nu \) final states was simulated at next-to-leading order (NLO) with the POWHEG-BOX v2 event generator [18–21] using the CT10 PDF set [22]. Background events from DY production of \( Z/\gamma^* \) bosons decaying into \( ee, \mu\mu \), and \( \tau\tau \) final states were also simulated with the same event generator and PDF set. In both cases, PYTHIA v8.186 was used for the parton showering and hadronization process with the AZNLO tune [23]. The DY processes were generated separately in
different \( \ell \nu \) or \( \ell \ell \) mass ranges to guarantee that sufficiently large numbers of events remain after event selection in the full mass range relevant to the analysis. Cross sections calculated by POWHEG-BOX for both DY processes were corrected via mass-dependent \( K \) factors to account for QCD effects at next-to-next-to-leading order (NNLO) and electroweak (EW) effects at NLO. The QCD corrections were computed with VRAP v0.9 [24] and the CT14 NNLO PDF set [25]. These corrections increased the cross section by about 5% for \( m_{\ell \nu} = 1 \text{ TeV} \) and 15% for \( m_{\ell \ell} = 6 \text{ TeV} \). The EW corrections were computed with MCSANC v26 [26] in the case of the additive approach (see Sec. VI) because of a lack of calculations of mixed QCD and EW terms. As a result, the cross section decreased by about 10% for \( m_{\ell \nu} = 1 \text{ TeV} \) and 20% for \( m_{\ell \ell} = 6 \text{ TeV} \). The effects due to QED final-state radiation were already included in the event generation using PHOTOS++ [27]. The QCD corrections based on VRAP and the CT14 NNLO PDF set were also applied to the signal samples. No electroweak corrections, beyond those already accounted for with PHOTOS++, were applied to the signal samples as those are model dependent.

Additional background sources from diboson (WW, WZ, and ZZ) production were simulated via the SHERPA v2.2.1 event generator [28] and the NNPDF30 NNLO PDF set [29]. These processes were computed at NLO for up to one additional parton and at LO for up to three partons. The production of top-quark pairs and single top quarks (in the single- and final-state radiation, Sudakov logarithm single-loop corrections. These corrections were added to the NNLO QCD cross-section prediction in the so-called additive approach (see Sec. VI) by about 5% for \( m_{\ell \ell} = 1 \text{ TeV} \) and 15% for \( m_{\ell \ell} = 6 \text{ TeV} \). The QCD corrections based on VRAP and the CT14 NNLO PDF set were added to the hard-scattering interaction in the event generator (see Sec. VI) because of a lack of calculations of mixed QCD and EW effects due to QED effects due to initial-state radiation. The QCD corrections based on VRAP and the CT14 NNLO PDF set were also applied to the signal samples. No electroweak corrections, beyond those already accounted for with PHOTOS++, were applied to the signal samples as those are model dependent.

For all MC samples, except those produced with SHERPA, \( b \)-hadron and \( c \)-hadron decays were handled by EvtGen v1.2.0 [44]. Inelastic \( pp \) events generated using PYTHIA v8.186 with the A3 tune [45] and the NNPDF23LO PDF set were added to the hard-scattering interaction in such a way as to reproduce the effects of additional \( pp \) interactions in each bunch crossing during data collection (pileup). The detector response was simulated with GEANT 4 [46,47], and the events were processed with the same reconstruction software as for the data. Energy/momentum scale and efficiency corrections are applied to the results of the simulation to account for small differences between the simulation and the performance measured directly from the data [9,48].

IV. EVENT RECONSTRUCTION AND SELECTION

The analysis relies on the reconstruction and identification of electrons and muons, as well as the missing transverse momentum in each event. Collision vertices are reconstructed with inner detector tracks that satisfy \( p_T > 0.5 \text{ GeV} \), and the primary vertex is chosen as the vertex with the largest \( \Sigma p_T^2 \) for the tracks associated with the vertex.

Electron candidates are reconstructed by matching inner detector tracks to clusters of energy deposited in the EM calorimeter. Electrons must lie within \( |\eta| < 2.47 \), excluding the barrel–end cap transition region defined by \( 1.37 < |\eta| < 1.52 \), and satisfy calorimeter energy cluster quality criteria. The cluster must have \( E_T > 65 \text{ GeV} \), and the associated track must have a transverse impact parameter significance relative to the beam axis \( |d_0|/\sigma_{d_0} < 5 \). Successful candidates are identified with a likelihood method and need to satisfy the tight identification criteria [9]. The likelihood relies on the shape of the EM shower measured in the calorimeter, the quality of the track reconstruction, and the quality of the match between the track and the cluster. To suppress electron candidates originating from photon conversions, hadron decays, or jets misidentified as electrons (hereafter referred to as fake electrons), electron candidates are required to satisfy the gradient isolation criteria [9] based on both tracking and calorimeter measurements. The reconstruction and identification efficiency rises from approximately 80% at \( p_T = 60 \text{ GeV} \) to 90% above 500 GeV, and the isolation efficiency is slightly higher than 99% for \( p_T \) values above 200 GeV. The electron energy resolution for \( E_T > 1 \text{ TeV} \) can be characterized by \( \sigma(E)/E = c_e \), with \( c_e \) varying between 0.007 and 0.012 [9] in the range \( |\eta| < 1.2 \) which dominates the high-mass part of the search. The corresponding \( m_T \) resolution ranges from approximately 1.3% at \( m_T \) values near 2 TeV to 1.0% near 6 TeV.

Muon candidates are reconstructed by matching inner detector tracks with muon spectrometer tracks and by reconstructing a final track combining the measurements from both detector systems while taking the energy loss in the calorimeter into account. The candidates must satisfy quality selection criteria optimized for high-\( p_T \) performance [48] by requiring the candidate tracks to have associated measurements in the three different chamber layers of the muon spectrometer. The tracks must also have consistent charge-to-momentum ratio measurements in the inner detector and muon spectrometer, have sufficiently
small relative uncertainty in the charge-to-momentum ratios for the combined tracks, and be located in detector regions with high-quality chamber alignment. Candidates must have $|\eta| < 2.5, p_T > 55$ GeV, $|d_0|/\sigma_d < 3$, and $|z_0| \sin \theta < 0.5$ mm, where $z_0$ is the longitudinal impact parameter relative to the primary vertex. The reconstruction and identification efficiency is 69% for $p_T = 1$ TeV and decreases to 57% for $p_T = 2.5$ TeV. Muon candidates from hadron decays are suppressed by imposing a track-based isolation [48] that achieves an efficiency higher than 99% for the full $p_T$ range of interest. The muon $p_T$ resolution at $p_T > 1$ TeV can be described as $\sigma(p_T)/p_T = c_\mu p_T$, with $c_\mu$ varying between 0.08 and 0.20 TeV$^{-1}$ depending on the detector region [48]. This resolution dominates the $m_T$ resolution in the muon channel.

Jets are reconstructed from topological clusters of energy deposits in calorimeter cells [49] with the anti-$k_t$ clustering algorithm [50] implemented in FASTJET [51]. A radius parameter $R$ equal to 0.4 is used, and the clusters are calibrated at the EM scale [52]. Jets are required to have $p_T > 20$ (30) GeV for $|\eta|$ smaller (greater) than 2.4. To remove jets originating from pileup, jet-vertex tagging is applied [53].

The event’s missing transverse momentum is computed as the vectorial sum of the transverse momenta of leptons, photons, and jets. The overlap between these is resolved according to Ref. [54]. Electrons and muons must pass the selection requirements described above. In addition to the above particles and jets, the $E_T^{miss}$ calculation includes a soft term [54] accounting for the contribution from tracks associated with the primary vertex but not associated with leptons, converted photons, or jets already included in the $E_T^{miss}$ calculation.

Events are required to have a primary vertex. They are rejected if any of the jets fail to pass a cleaning procedure designed to suppress noncollision background and calorimeter noise [55].

In the electron channel, events must have exactly one electron passing the selection described above. Events are vetoed if they contain any additional electron candidate satisfying the medium selection criteria and having $p_T > 20$ GeV. Events are also vetoed if they contain any muon candidate satisfying the medium selection criteria and having $p_T > 20$ GeV. The missing transverse momentum must satisfy $E_T^{miss} > 65$ GeV, and the transverse mass must satisfy $m_T > 130$ GeV. In the muon channel, events must have exactly one selected muon as detailed above, and the same veto on additional electron and muon candidates is applied, except that electron candidates close to the muon ($\Delta R < 0.1$) are assumed to arise from photon radiation from the muon and are thus not considered as additional electron candidates. Events are required to satisfy $E_T^{miss} > 55$ GeV and $m_T > 110$ GeV in the muon channel. The event selection described above defines the signal regions in the electron and muon channels.

The event’s missing transverse momentum is computed as the vectorial sum of the transverse momenta of leptons, photons, and jets. The overlap between these is resolved according to Ref. [54]. Electrons and muons must pass the selection requirements described above. In addition to the above particles and jets, the $E_T^{miss}$ calculation includes a soft term [54] accounting for the contribution from tracks associated with the primary vertex but not associated with leptons, converted photons, or jets already included in the $E_T^{miss}$ calculation.

Events are required to have a primary vertex. They are rejected if any of the jets fail to pass a cleaning procedure designed to suppress noncollision background and calorimeter noise [55].

In the electron channel, events must have exactly one electron passing the selection described above. Events are vetoed if they contain any additional electron candidate satisfying the medium selection criteria and having $p_T > 20$ GeV. Events are also vetoed if they contain any muon candidate satisfying the medium selection criteria and having $p_T > 20$ GeV. The missing transverse momentum must satisfy $E_T^{miss} > 65$ GeV, and the transverse mass must satisfy $m_T > 130$ GeV. In the muon channel, events must have exactly one selected muon as detailed above, and the same veto on additional electron and muon candidates is applied, except that electron candidates close to the muon ($\Delta R < 0.1$) are assumed to arise from photon radiation from the muon and are thus not considered as additional electron candidates. Events are required to satisfy $E_T^{miss} > 55$ GeV and $m_T > 110$ GeV in the muon channel. The event selection described above defines the signal regions in the electron and muon channels.

The ATLAS collaboration [56] has reported a search for a new heavy boson, $W'$, with mass between 3 and 6 TeV, using data from the LHC at a center-of-mass energy of 13 TeV. The signal is sought in the $W'$ decay mode $W' \rightarrow e\nu$, with the electron in the electron channel and the muon in the muon channel. The results are compared to the expected background, which includes $W$ and $Z$ bosons, top quarks, dibosons, multijets, and photons. The data are shown in the top panel of the figure, while the expected background is shown in the bottom panel. The ratio of data to background is shown in the middle panel, with the hatched bands representing the statistical uncertainties. The signal region is defined by requiring $p_T > 20$ GeV and $E_T^{miss} > 65$ GeV, with the transverse mass $m_T > 130$ GeV in the electron channel and $p_T > 20$ GeV and $E_T^{miss} > 55$ GeV, with $m_T > 110$ GeV in the muon channel.

The signal is not observed, and the lower limits on the $W'$ mass are set at 5.4 TeV in the electron channel and 4.2 TeV in the muon channel. The results are consistent with the Standard Model expectations, and the search continues to push the limits of the LHC.
channels. In these regions, the acceptance times efficiency for $W'$ signal events decreases from $79\%$ ($52\%$) to $64\%$ ($44\%$) as the $W'$ boson mass increases from 2 to 7 TeV in the electron (muon) channel. The decrease at high $m(W')$ is generally due to the combined effect of a growing low-mass tail at larger $m(W')$ and the kinematic selection thresholds. In the case of the muon channel, it also originates from a decrease in the identification efficiency at higher $p_T$ values due to the requirements on the charged-to-momentum measurement.

V. BACKGROUND ESTIMATION AND EVENT YIELDS

The background from DY production of $W$ and $Z/\gamma^*$ bosons as well as from top-quark pair, single top quark, and diboson production is modeled with the MC samples described in Sec. III. To compensate for the limited number of events at high $m_T$, the smoothly falling $m_T$ distributions for top-quark (corresponding to both pair and single production) and diboson samples are fitted and extrapolated to high $m_T$ with the following functions commonly used in dijet searches (e.g., Refs. [56,57]):

$$f^{\text{bg1}}(m_T) = e^{-\alpha m_T^b} m_T^{c \log(m_T)}$$

and

$$f^{\text{bg2}}(m_T) = \frac{a}{(m_T + b)^c}.$$  \hspace{1cm} (1)

Function $f^{\text{bg1}}$ is the nominal extrapolation function for the top-quark background in both the electron and muon channels as well as for the diboson background in the electron channel. Function $f^{\text{bg2}}$ is the nominal function for the diboson background in the muon channel. In all cases, checks are performed to guarantee that the function reproduces the event yields at lower $m_T$ values and that its cumulative distribution (starting from the highest $m_T$ values) is consistent with the small integrated event yields available in the MC samples.

The background contribution from events with fake electrons or muons mostly originates from multijet production and is extracted from the data using the same matrix method as used in previous analyses and described in Ref. [58]. This method relies on data samples in which the electron or muon selection is loosened (referred to as the loose selection). The efficiency for those lepton candidates to pass the nominal lepton selection (tight) is measured to derive an estimate of the background from fake leptons. The loose selection is close to that applied by the trigger requirements. The fraction $f$ of fake leptons passing the loose selection that also pass the nominal lepton selection is estimated from the data in background-enriched control regions that are orthogonal to the signal regions. These control regions are built by requiring that there are no $Z\rightarrow \ell\ell$ candidates formed by combining the selected lepton with a loose lepton in the event and that the $E_T^{\text{miss}}$ value is less than 60 (55) GeV in the electron (muon) channel. Additional requirements are placed on the minimum impact parameter, the presence of at least one jet, and the proximity of the missing transverse momentum vector to the lepton in the muon channel to reduce the contribution.

| Electron channel |
|------------------|
| $m_T$ [GeV]      |
|                  |
| 130–400         |
| 400–600         |
| 600–1000        |
| 1000–2000       |
| 2000–3000       |
| 3000–10 000     |
| Data            |
| 3 538 403       |
| 34 800 ± 1500   |
| 574 ± 22        |
| 68.4 ± 1.9      |
| 19.6 ± 0.5      |
| 7.85 ± 0.19     |
| 3.76 ± 0.09     |
| 3 568           |
| 34 800 ± 1500   |
| 720 ± 40        |
| 58.6 ± 2.6      |
| 13.2 ± 0.5      |
| 4.99 ± 0.18     |
| 2.35 ± 0.08     |
| 7358            |
| 720 ± 40        |
| 127 ± 7         |
| 22.1 ± 1.1      |
| 7.26 ± 0.35     |
| 3.28 ± 0.16     |
| 818             |
| 12200 ± 600     |
| 44.3 ± 2.2      |
| 9.9 ± 0.5       |
| 3.82 ± 0.18     |
| 17              |
| 1130 ± 290      |
| 49.2 ± 2.3      |
| 5.82 ± 0.28     |
| 1.41 ± 0.07     |
| 0               |
| 3.20 ± 0.25     |
| 87 ± 23         |
| 13.6 ± 0.7      |
| 2.01 ± 0.10     |

| Muon channel |
|---------------|
| $m_T$ [GeV]   |
| 110–400       |
| 400–600       |
| 600–1000      |
| 1000–2000     |
| 2000–3000     |
| 3000–10 000   |
| Data          |
| 8 751 095     |
| 26 225        |
| 5393          |
| 622           |
| 22            |
| 2             |
| Background    |
| 7 800 000 ± 700 000 |
| 25 800 ± 1400   |
| 5300 ± 400      |
| 570 ± 50        |
| 18 ± 4         |
| 2.3 ± 0.9      |
| 3 490 ± 14      |
| 594 ± 26        |
| 1680 ± 90      |
| 6700 ± 500      |
| 1520 ± 210     |
| 70 ± 50        |
| 58.1 ± 1.4      |
| 45.5 ± 1.9      |
| 102 ± 6        |
| 322 ± 31       |
| 380 ± 50       |
| 160 ± 40       |
| 16.3 ± 0.4     |
| 9.64 ± 0.34     |
| 15.9 ± 0.8     |
| 32.2 ± 3.4     |
| 34 ± 5         |
| 44 ± 13        |
| 6.50 ± 0.15    |
| 3.55 ± 0.12    |
| 4.98 ± 0.22    |
| 6.7 ± 0.6     |
| 3.9 ± 0.6     |
| 7.2 ± 2.3     |
| 3.11 ± 0.07    |
| 1.67 ± 0.06    |
| 2.22 ± 0.10    |
| 2.45 ± 0.17    |
| 0.88 ± 0.12    |
| 1.09 ± 0.35    |
from prompt muons. The remaining contributions from prompt electrons and muons in these control regions are subtracted using MC simulation. The number of jets misidentified as leptons \( N_{T}^{\text{multijet}} \) in the signal regions is computed as

\[
N_{T}^{\text{multijet}} = fN_{F} = \frac{f}{r - f}[r(N_{L} + N_{T}) - N_{T}],
\]

where \( N_{F} \) is the number of fake leptons that pass the loose lepton selection, \( N_{L} \) is the number of lepton candidates that pass the loose lepton selection but fail the nominal lepton selection, and \( N_{T} \) is the number of lepton candidates that pass the nominal lepton selection. The numbers \( N_{L} \) and \( N_{T} \) are extracted from the signal regions. In addition, the quantity \( r \), corresponding to the fraction of real leptons satisfying the nominal selection in the sample of loose candidates, is computed from the DY W boson MC samples. Like for the top-quark and diboson background sources, the \( m_{T} \) distribution is extrapolated to high values by using a function with the same form as in Eq. (1) in the electron channel and the function \( f^{\text{multijet}}(m_{T}) = am_{T}^{-b} \) in the muon channel. The same set of checks concerning the quality of the extrapolation are performed as for the top-quark and diboson backgrounds.

The \( m_{T} \) distributions in data and simulation are shown in Fig. 1, and the numbers of events in several \( m_{T} \) ranges are presented in Table I. No event is observed beyond \( m_{T} \) values of 10 TeV in either channel. The features observed in these distributions are discussed in Sec. VII. The DY W boson contribution dominates the total background with a fraction varying between approximately 69% (72%) and 95% (88%) in the electron (muon) channel. Other background contributions arise mostly from DY \( Z/\gamma^{*} \) boson, top-quark, and diboson production. The contribution from multijet events in the electron channel decreases from approximately 10% at the lowest \( m_{T} \) values to less than 5% at high \( m_{T} \), and in the muon channel it is less than 3.2% (1.7%) for \( m_{T} \) values below (above) 600 GeV.

VI. SYSTEMATIC UNCERTAINTIES

Systematic uncertainties arise from experimental sources affecting the lepton reconstruction and identification as well as the missing transverse momentum, from the data-driven multijet background estimate, from theoretical sources affecting the shape and normalization of background processes, and from the extrapolation of background estimates to high \( m_{T} \) values.

Experimental uncertainties in the electron trigger, reconstruction, identification, and isolation efficiencies are extracted individually from studies of \( Z \to ee \) and \( J/\psi \to ee \) decays in the data using a tag-and-probe method [9]. These studies also yield uncertainties in the electron energy scale and resolution [9]. Uncertainties in the muon trigger, reconstruction, identification, and isolation efficiencies are derived from studies of \( Z \to \mu \mu \) and \( J/\psi \to \mu \mu \) decays in the data [48]. The muon momentum scale and resolution uncertainties are extracted from those studies as well as from special chamber-alignment datasets with the toroidal magnetic field turned off [48]. Extrapolation uncertainties toward higher \( p_{T} \) are based on the above studies as well as on the simulation. The impact of those uncertainties is generally small due to the limited \( p_{T} \) dependence of the efficiencies, except for the high-\( p_{T} \) muon reconstruction and identification efficiency. The latter is estimated from differences between data and simulation in the fraction of muons passing the requirement on the maximum allowed relative error in the charge-to-momentum ratio measurement. This uncertainty grows with the muon \( p_{T} \) up to 35% (55%) for \(|\eta| < 1.05 (> 1.05)\) at the highest \( m_{T} \) values probed in this analysis; it becomes a dominant source of uncertainty at the highest \( m_{T} \) values. Uncertainties in the reconstruction and calibration of jets are taken into account since those are input to the \( E_{T}^{\text{miss}} \) calculation. Finally, all uncertainties affecting electrons, muons, jets, and the soft term are propagated to the \( E_{T}^{\text{miss}} \) calculation. The jet energy resolution and soft term contributions have the largest impact at low \( m_{T} \), and their uncertainties are treated as fully correlated between the electron and muon channels. Uncertainties in the simulation of pileup contributions have little impact on the \( m_{T} \) distribution and are thus neglected.

The uncertainty in the multijet background estimate includes the effect of varying the criteria used in the background-enriched sample selection, and changes in the fractions \( f \) are propagated. As this background estimate is extrapolated with a functional fit at high \( m_{T} \) values, the uncertainty includes the additional impact of variations in the fit range. In the electron channel, the uncertainty also includes a contribution from the variation of the functional form due to the larger multijet contribution at high \( m_{T} \) in this channel. This extrapolation uncertainty dominates the overall background uncertainty at \( m_{T} \) values above 3 TeV in the electron channel.

No theory uncertainty is applied to the signal. Uncertainties in the theory inputs used for the background estimation are evaluated as follows. One of the largest uncertainties affecting the dominant DY background comes from the use of 90% C.L. eigenvector variations for the CT14 NNLO PDF set. This uncertainty range encompasses the predictions based on the ABM12 [59], CT10 [22], MMHT14 [60], and JR14 [61] PDF sets. It also allows for a sufficiently robust range of predictions in the very high mass region (i.e., at high Bjorken-\( x \)). In addition, a reduced set of CT14 NNLO PDF eigenvectors that preserves the potential mass-dependent shape changes is used in the limit-setting procedure. The PDF uncertainty is enlarged in specific \( \ell \nu \) mass regions to encompass the DY prediction based on the alternative NNPDF30 PDF set if this prediction lies outside the range from the CT14 NNLO
eigenvector variations. A smaller PDF choice uncertainty is obtained in the muon channel at high $m_T$ values than in the electron channel because the significantly worse muon $p_T$ resolution causes migration of events from low $m_T$ values (where the PDF uncertainty is small) to high $m_T$ values. The uncertainty in the mass-dependent $K$ factors used to correct the mass distributions to predictions at NNLO accuracy in $\alpha_s$ is evaluated by simultaneously varying the renormalization and factorization scales up and down by factors of 2. The largest change (up or down) at each mass value is then applied as a symmetric scale uncertainty. The EW correction uncertainty is taken to be the difference between the predictions obtained with either the multiplicative scheme $[(1 + \delta_{\text{EW}}) \times (1 + \delta_{\text{QCD}})]$ or the additive scheme $(1 + \delta_{\text{EW}} + \delta_{\text{QCD}})$ for the combination of higher-order EW ($\delta_{\text{EW}}$) and QCD ($\delta_{\text{QCD}}$) effects. The DY cross-section prediction accounts for varying the strong coupling constant according to $\delta_{\text{EW}}(m_Z) = 0.118 \pm 0.002$, a variation that corresponds to a 90% C.L. uncertainty range [25] that nevertheless has a small impact on the analysis. Although the $t\bar{t}$ cross-section uncertainty is only about 6% [62] and the corresponding impact on the total background is small, it is accounted for in the statistical analysis due to the characteristic $m_T$ distribution shape for this background source. An $m_T$-dependent uncertainty in the $t\bar{t}$ shape is also included. It corresponds to the remaining level of disagreement between the data and the simulation after the correction described in Sec. III. This uncertainty is evaluated in a control region consisting of events with both an electron and a muon candidate, which is a region dominated by $t\bar{t}$ events. The diboson cross-section uncertainty is neglected due to its small impact on the analysis. However, the extrapolation uncertainty for the diboson background is included in the statistical analysis as it grows to become significant at higher $m_T$ values. This uncertainty is estimated by varying the range of $m_T$ values over which the fit is performed and by changing the functional form. The extrapolation uncertainty for the top-quark background is neglected due to its small impact.

The uncertainty in the integrated luminosity is 1.7% [63]. Table II summarizes the systematic uncertainties for the total background and signal in the electron and muon channels at $m_T$ values near 2 and 6 TeV. The values in Table II correspond to the uncertainties that are incorporated as input to the statistical analysis described in Sec. VII. Large uncertainties in the background yields near $m_T$ values of 6 TeV are obtained but those have little impact on the statistical analysis due to the small background expectation at such high $m_T$ values (e.g., the number of background events for $m_T > 5.1$ TeV is 0.02 in the electron channel and 0.11 in the muon channel).

VII. RESULTS

The $m_T$ distributions in the electron and muon channels (Fig. 1) provide the input data to the statistical analysis. This analysis proceeds as a multibin counting experiment with a likelihood accounting for the Poisson probability to observe a number of events in data given the expected number of background and signal events in each bin.

**TABLE II.** Systematic uncertainties in the expected number of events for the total background and for a $W$ boson with a mass of 2 (6) TeV. The uncertainties are estimated with the binning shown in Fig. 1 at $m_T = 2 (6)$ TeV for the background and in a three-bin window around $m_T = 2 (6)$ TeV for the signal. Uncertainties that are not applicable are denoted “N/A,” and “negl.” means that the uncertainty is not included in the statistical analysis because its impact on the result is negligible at any $m_T$ value. Small uncertainties that appear in the table (e.g., those listed as <0.5%) are not negligible at $m_T$ values lower than 2 TeV and are thus listed. Sources of uncertainty not included in the table are neglected in the statistical analysis.

| Source                          | Electron channel | Muon channel |
|---------------------------------|------------------|--------------|
|                                 | Background | Signal         | Background | Signal         |
|                                 | $m_T = 2 (6)$ TeV | $m_T = 2 (6)$ TeV | $m_T = 2 (6)$ TeV | $m_T = 2 (6)$ TeV |
| Trigger                         | negl. (negl.) | negl. (negl.) | 1.1% (1.0%) | 1.2% (1.2%) |
| Lepton reconstruction and identification | 4.1% (1.4%) | 4.3% (4.3%) | 8.9% (37%) | 6.6% (38%) |
| Lepton momentum scale and resolution | 3.9% (2.7%) | 2.7% (4.5%) | 12% (47%) | 13% (20%) |
| $E^{\text{miss}}_{\text{T}}$ resolution and scale | $<0.5% (<0.5%)$ | $<0.5% (<0.5%)$ | $<0.5% (<0.5%)$ | $<0.5% (<0.5%)$ |
| Jet energy resolution | $<0.5% (<0.5%)$ | $<0.5% (<0.5%)$ | $0.5% (0.6%)$ | $0.5% (0.5%)$ |
| Multijet background | 4.4% (420%) | N/A (N/A) | 0.8% (1.5%) | N/A (N/A) |
| Top-quark background | 0.8% (1.9%) | N/A (N/A) | 0.7% (<0.5%) | N/A (N/A) |
| Diboson extrapolation | 1.5% (47%) | N/A (N/A) | 1.3% (9.7%) | N/A (N/A) |
| PDF choice for DY | 1.0% (10%) | N/A (N/A) | <0.5% (1.0%) | N/A (N/A) |
| PDF variation for DY | 8.1% (13%) | N/A (N/A) | 7.4% (14%) | N/A (N/A) |
| EW corrections for DY | 4.2% (4.5%) | N/A (N/A) | 3.7% (7.0%) | N/A (N/A) |
| Luminosity | 1.6% (1.1%) | 1.7% (1.7%) | 1.7% (1.7%) | 1.7% (1.7%) |
| Total | 12% (430%) | 5.4% (6.4%) | 17% (62%) | 15% (43%) |
The uncertainties are taken into account via nuisance parameters implemented as log-normal constraints on the expected event yields. The parameter of interest is the cross section \( \sigma(pp \to W' \to \ell \nu) \). The combined fits to the electron and muon channels are performed taking correlations between the two channels into account.

The compatibility of the observed data with the background-only model is tested by computing a frequentist \( p \) value based on the profile likelihood ratio as the test statistic \([64]\). The \( p \) value corresponds to the probability for the background to yield an excess equal to or larger than that observed in data. In the electron channel, the lowest \( p \) value is obtained for \( m(W') = 625 \) GeV with a local significance of 2.8 standard deviations, corresponding to a global significance of 1.3 standard deviations when taking the look-elsewhere effect into account. In the muon channel, the lowest \( p \) value is obtained for \( m(W') = 200 \) GeV with local and global significances of 2.1 and 0.4 standard deviations, respectively. For the combination of the two channels, the lowest \( p \) value occurs for \( m(W') = 625 \) GeV with local significance of 1.8 standard deviations, and the corresponding global significance is \(-0.5\) standard deviations (i.e., the fluctuation in the data is smaller than the median of the distribution obtained with background-only pseudoexperiments). In all cases, the interpretation is performed in the context of the SSM.

Given that no significant deviation from the background expectation is observed, upper limits are set on \( \sigma(pp \to W' \to \ell \nu) \) following a Bayesian approach with a uniform and positive prior for the cross section. This choice of prior is the same as that used in previous searches \([7,8]\). The marginalization of the posterior probability is performed using Markov chain sampling with the Bayesian Analysis Toolkit \([65]\). Upper limits set at the 95\% C.L. in the context of the SSM are presented in Fig. 2 for the electron and muon channels individually as well as for their combination, assuming universal \( W' \) boson couplings to leptons. The combined results are provided in terms of \( W' \) boson decays into leptons of a single generation. The corresponding lower limits on the \( W' \) boson mass are summarized in Table III. Weaker limits are obtained in the muon channel due to the lower signal acceptance times efficiency and the worse momentum resolution at high \( p_T \).

The lower panels of Fig. 1 show the ratio of the data to the background prediction before (middle panel) and after (lower panel) marginalization of the nuisance parameters, with the latter resulting from the combined fit to the electron and muon channels. A difference in event yields is observed at low \( m_{W'} \) values for both the electron and muon channels, although it remains within the range of uncertainty before marginalization. This difference decreases after marginalization, with the largest deviations from nominal values occurring for the jet energy resolution and \( E_T^{\text{miss}} \) track soft term nuisance parameters. The latter

FIG. 2. Observed and expected upper limits at the 95\% C.L. on the \( pp \to W' \to \ell \nu \) cross section in the electron (top), muon (middle), and combined (bottom) channels as a function of \( W' \) mass in the sequential Standard Model. The dashed lines surrounding the SSM cross-section curve (solid line) correspond to the combination of PDF, \( \alpha_s \), renormalization, and factorization scale uncertainties (for illustration only).
includes a significant model dependence found by comparing the predictions from the POWHEG-BOX, MADGRAPH5_ aMC@NLO [66], and SHERPA event generators, with the first two interfaced with PYTHIA 8 for parton showering and hadronization.

The results displayed in Fig. 2 are obtained with the full signal line shape from the SSM with no interference between the $W'$ signal and the SM DY background. If the signal line shape is restricted to the $W'$ peak region by the requirement $m_{ℓν} > 0.85 \times m(W')$, the interference effects in the low-mass tail of the distributions are largely suppressed and the observed (expected) mass limits become weaker by 270 (100) GeV in the electron channel and 30 (90) GeV in the muon channel, relative to the mass limits shown in Table III. The $m_{ℓν} > 0.85 \times m(W')$ requirement is applied at the event generator level, considering charged leptons before final-state radiation.

Limits are provided for the production of a generic resonance with a fixed $Γ/m$ value. For these results, fiducial cross-section limits are obtained with a requirement that removes the low-mass tail: $m_{ℓν} > 0.3 \times m(W')$. The region below $0.3 \times m(W')$ coincides with the lower-$m_τ$ region where the background is large and the sensitivity to signal contributions is reduced. The observed 95% C.L. upper limits on the fiducial cross section for $pp \to W' \to ℓν$ with different choices of $Γ/m$ from 1% to 15% are shown in Fig. 3. Less stringent limits are obtained for larger resonance widths since a larger fraction of the signal occurs in the low-$m_τ$ tail where the background is higher. The cross-section upper limits obtained in the fiducial region are lower than the ones obtained in the full phase space, in particular at high $m(W')$ where the total cross section has a large contribution from outside the fiducial region due to the low-$m_τ$ tail. The lower values of the cross-section limits do not indicate that the fiducial limits exclude a broader set of models, as corresponding theoretical predictions are also lower in the fiducial than in the total phase space.

To facilitate further interpretations of the results, model-independent upper limits are also provided for the number of signal events $N_{sig}$ in single-bin signal regions obtained by varying the minimum $m_τ$ value $m_τ^{min}$ in the range between 130 (110) GeV and 5127 (5127) GeV in the electron (muon) channel. These limits are translated into limits on the visible cross section $σ_{vis}$ computed as $N_{sig}/L$, where $L$ is the integrated luminosity. The visible cross section corresponds to the product of cross section times acceptance times efficiency and the observed 95% C.L. upper limits vary from 4.6 (15) pb at $m_τ^{min} = 130$ (110) GeV to 22 (22) ab at

| Decay   | $m(W')$ lower limit [TeV] | Observed | Expected |
|---------|--------------------------|----------|----------|
| $W' \to ev$ | 6.0                      | 5.7      |          |
| $W' \to μν$ | 5.1                      | 5.1      |          |
| $W' \to ℓν$ | 6.0                      | 5.8      |          |

---

FIG. 3. Observed upper limits at the 95% C.L. on the fiducial cross section for $pp \to W' \to ℓν$ in the electron (top), muon (middle), and combined (bottom) channels as a function of $W'$ mass for a number of different choices of $Γ(W')/m(W')$ ranging between 1% and 15%.
used to estimate the normalization and shape of the distributions for signal and background events, except for the multijet background, which is derived from the data.

The observed $m_T$ distributions are found to be consistent with the background expectations, and upper limits are set on the cross section for $pp \rightarrow W' \rightarrow \ell \nu$, where the charged lepton is either an electron or a muon. Limits are also provided for the combination of the electron and muon channels. Lower limits of 6.0 and 5.1 TeV on the $W'$ boson mass are set at 95% C.L. in the electron and muon channels, respectively, in the context of the sequential Standard Model. Fiducial cross-section limits are set on the production of resonances with different $\Gamma/m$ values ranging from 1% to 15%. To allow for further interpretations of the results, a set of model-independent upper limits are presented for the number of signal events and for the visible cross section above a given transverse mass threshold. These vary from 4.6 (15) pb at $m_{T \min} = 130$ (110) GeV to 22 (22) ab at high $m_{T \min}$ in the electron (muon) channel.
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APPENDIX

Model-independent upper limits are derived by applying the full event selection in a set of single-bin signal regions defined by the minimum \( m_T \) value \( m_T^{\text{min}} \) in the range between 130 (110) GeV and 5127 (5127) GeV, in the electron (muon) channel. These minimum values correspond to the bin boundaries of the \( m_T \) distributions shown in Fig. 1. The single-bin signal regions are defined in Tables IV and V. These tables also show the numbers of events observed in data and the expected numbers of background events.

| \( m_T^{\text{min}} \) [GeV] | \( N_{\text{obs}} \) | \( b \) | \( \Delta_b \) | \( N_{\text{sig}}^{\text{obs}} \) | \( N_{\text{sig}}^{\text{exp}} \) | \( \sigma_{\text{vis}}^{\text{obs}} \) [pb] | \( \sigma_{\text{vis}}^{\text{exp}} \) [pb] |
|---|---|---|---|---|---|---|---|
| 130 | 3582164 | 3360000 | 2500000 | \( 6.4 \times 10^5 \) | \( 4.6 \times 10^5 \) | 4.6 | 3.3 |
| 139 | 3018934 | 2850000 | 2000000 | \( 5.1 \times 10^5 \) | \( 3.8 \times 10^5 \) | 3.7 | 2.7 |
| 149 | 2345269 | 2240000 | 1500000 | \( 3.6 \times 10^5 \) | \( 2.8 \times 10^5 \) | 2.6 | 2.0 |
| 159 | 1784938 | 1720000 | 1100000 | \( 2.5 \times 10^5 \) | \( 2.0 \times 10^5 \) | 1.8 | 1.4 |
| 170 | 1352988 | 1310000 | 800000 | \( 1.7 \times 10^5 \) | \( 1.4 \times 10^5 \) | 1.3 | 1.0 |
| 182 | 1028353 | 1000000 | 600000 | \( 1.2 \times 10^5 \) | \( 1.1 \times 10^5 \) | 0.90 | 0.76 |
| 194 | 784509 | 770000 | 400000 | \( 9.1 \times 10^4 \) | \( 7.7 \times 10^4 \) | 0.66 | 0.55 |
| 208 | 599999 | 588000 | 310000 | \( 6.7 \times 10^4 \) | \( 5.8 \times 10^4 \) | 0.48 | 0.42 |
| 222 | 459843 | 451000 | 230000 | \( 5.0 \times 10^4 \) | \( 4.4 \times 10^4 \) | 0.36 | 0.31 |
| 237 | 352825 | 347000 | 180000 | \( 3.8 \times 10^4 \) | \( 3.4 \times 10^4 \) | 0.27 | 0.24 |
| 254 | 270299 | 267000 | 140000 | \( 2.9 \times 10^4 \) | \( 2.6 \times 10^4 \) | 0.21 | 0.19 |
| 271 | 207728 | 204000 | 110000 | \( 2.3 \times 10^4 \) | \( 2.0 \times 10^4 \) | 0.16 | 0.15 |
| 290 | 159319 | 157000 | 80000 | \( 1.7 \times 10^4 \) | \( 1.6 \times 10^4 \) | 0.13 | 0.11 |
| 310 | 122150 | 120000 | 60000 | \( 1.4 \times 10^4 \) | \( 1.2 \times 10^4 \) | 0.10 | 0.088 |
| 331 | 93335 | 92000 | 5000 | \( 1.1 \times 10^4 \) | \( 9.5 \times 10^3 \) | 0.078 | 0.069 |
| 354 | 71416 | 70000 | 4000 | \( 8.6 \times 10^3 \) | \( 7.4 \times 10^3 \) | 0.062 | 0.053 |
| 379 | 54642 | 53500 | 3100 | \( 6.6 \times 10^3 \) | \( 5.8 \times 10^3 \) | 0.048 | 0.042 |
| 405 | 41745 | 40800 | 2400 | \( 5.3 \times 10^3 \) | \( 4.5 \times 10^3 \) | 0.038 | 0.033 |
| 433 | 31792 | 31100 | 1900 | \( 4.1 \times 10^3 \) | \( 3.6 \times 10^3 \) | 0.030 | 0.026 |
| 463 | 24257 | 23600 | 1500 | \( 3.3 \times 10^3 \) | \( 2.8 \times 10^3 \) | 0.023 | 0.020 |
| 495 | 18484 | 18000 | 1200 | \( 2.6 \times 10^3 \) | \( 2.2 \times 10^3 \) | 0.019 | 0.016 |
| 529 | 13937 | 13600 | 900 | \( 1.9 \times 10^3 \) | \( 1.7 \times 10^3 \) | 0.014 | 0.012 |
| 565 | 10548 | 10300 | 700 | \( 1.5 \times 10^3 \) | \( 1.3 \times 10^3 \) | 0.011 | 0.0096 |
| 604 | 7938 | 7800 | 500 | \( 1.1 \times 10^3 \) | \( 1.0 \times 10^3 \) | 0.0080 | 0.0074 |
| 646 | 5926 | 5900 | 400 | \( 7.8 \times 10^2 \) | \( 8.0 \times 10^2 \) | 0.0056 | 0.0057 |
| 691 | 4469 | 4470 | 330 | \( 6.2 \times 10^2 \) | \( 6.2 \times 10^2 \) | 0.0044 | 0.0044 |
| 739 | 3342 | 3360 | 250 | \( 4.6 \times 10^2 \) | \( 4.8 \times 10^2 \) | 0.0033 | 0.0034 |
| 790 | 2499 | 2510 | 190 | \( 3.6 \times 10^2 \) | \( 3.7 \times 10^2 \) | 0.0026 | 0.0026 |
| 844 | 1876 | 1850 | 140 | \( 3.0 \times 10^2 \) | \( 2.8 \times 10^2 \) | 0.0022 | 0.0020 |
| 902 | 1358 | 1370 | 110 | \( 2.1 \times 10^2 \) | \( 2.2 \times 10^2 \) | 0.0015 | 0.0016 |
| 965 | 1021 | 1010 | 80 | \( 1.8 \times 10^2 \) | \( 1.7 \times 10^2 \) | 0.0013 | 0.0012 |
| 1031 | 727 | 740 | 60 | \( 1.2 \times 10^2 \) | \( 1.3 \times 10^2 \) | 0.00088 | 0.00093 |
| 1103 | 495 | 540 | 50 | 74 | \( 1.0 \times 10^2 \) | 0.00053 | 0.00072 |
| 1179 | 354 | 390 | 40 | 56 | 78 | 0.00040 | 0.00056 |
| 1260 | 260 | 278 | 27 | 48 | 60 | 0.00035 | 0.00043 |
| 1347 | 175 | 198 | 20 | 33 | 47 | 0.00024 | 0.00034 |
| 1441 | 113 | 140 | 15 | 21 | 37 | 0.00015 | 0.00027 |

(Table continued)
### TABLE IV. (Continued)

| $m_T^{\text{min}}$ [GeV] | $N_{\text{obs}}$ | $b$ | $\Delta_b$ | $N_{\text{obs}}^{\text{sig}}$ | $N_{\text{exp}}^{\text{sig}}$ | $\sigma_{\text{vis}}^{\text{obs}}$ [pb] | $\sigma_{\text{vis}}^{\text{exp}}$ [pb] |
|--------------------------|------------------|-----|------------|----------------|----------------|---------------------|---------------------|
| 1540                     | 74               | 98  | 11         | 16             | 29             | 0.00011             | 0.00021             |
| 1647                     | 55               | 68  | 8          | 15             | 24             | 0.00011             | 0.00017             |
| 1760                     | 39               | 46  | 6          | 14             | 19             | 9.9 × 10^{-5}       | 9.0 × 10^{-5}       |
| 1882                     | 23               | 31  | 5          | 9.6            | 15             | 6.9 × 10^{-5}       | 6.0 × 10^{-5}       |
| 2012                     | 17               | 20.9| 3.4        | 9.4            | 12             | 6.8 × 10^{-5}       | 8.9 × 10^{-5}       |
| 2151                     | 8                | 13.7| 2.5        | 6.0            | 10             | 4.3 × 10^{-5}       | 7.4 × 10^{-5}       |
| 2300                     | 1                | 8.9 | 1.8        | 3.4            | 8.4            | 2.4 × 10^{-5}       | 6.1 × 10^{-5}       |
| 2458                     | 0                | 5.7 | 1.4        | 3.0            | 7.3            | 2.2 × 10^{-5}       | 5.2 × 10^{-5}       |
| 2628                     | 0                | 3.6 | 1.0        | 3.0            | 5.3            | 2.2 × 10^{-5}       | 3.8 × 10^{-5}       |
| 2810                     | 0                | 2.2 | 0.8        | 3.0            | 4.9            | 2.2 × 10^{-5}       | 3.5 × 10^{-5}       |
| 3004                     | 0                | 1.3 | 0.6        | 3.0            | 4.1            | 2.2 × 10^{-5}       | 2.9 × 10^{-5}       |
| 3212                     | 0                | 0.8 | 0.5        | 3.0            | 4.2            | 2.2 × 10^{-5}       | 3.1 × 10^{-5}       |
| 3434                     | 0                | 0.5 | 0.4        | 3.0            | 3.0            | 2.2 × 10^{-5}       | 2.2 × 10^{-5}       |
| 3671                     | 0                | 0.28| 0.28       | 3.0            | 3.0            | 2.2 × 10^{-5}       | 2.2 × 10^{-5}       |
| 3924                     | 0                | 0.16| 0.22       | 3.0            | 3.0            | 2.2 × 10^{-5}       | 2.2 × 10^{-5}       |
| 4196                     | 0                | 0.09| 0.17       | 3.0            | 3.0            | 2.2 × 10^{-5}       | 2.2 × 10^{-5}       |
| 4485                     | 0                | 0.05| 0.13       | 3.0            | 3.0            | 2.2 × 10^{-5}       | 2.2 × 10^{-5}       |
| 4795                     | 0                | 0.03| 0.10       | 3.0            | 3.0            | 2.2 × 10^{-5}       | 2.2 × 10^{-5}       |
| 5127                     | 0                | 0.02| 0.08       | 3.0            | 3.0            | 2.2 × 10^{-5}       | 2.2 × 10^{-5}       |

### TABLE V. Observed and expected muon-channel model-independent limits at 95% C.L. on the number of signal events $N_{\text{sig}}$ and corresponding visible cross section $\sigma_{\text{vis}}$ after full event selection for different $m_T$ thresholds $m_T^{\text{min}}$. Also shown are the ingredients to the limit calculation, namely the number of observed events, the expected number of background events $b$, and the corresponding uncertainty $\Delta b$.

| $m_T^{\text{min}}$ [GeV] | $N_{\text{obs}}$ | $b$ | $\Delta_b$ | $N_{\text{obs}}^{\text{sig}}$ | $N_{\text{exp}}^{\text{sig}}$ | $\sigma_{\text{vis}}^{\text{obs}}$ [pb] | $\sigma_{\text{vis}}^{\text{exp}}$ [pb] |
|--------------------------|------------------|-----|------------|----------------|----------------|---------------------|---------------------|
| 110                      | 8783359          | 78000000 | 7000000   | 2.1 × 10^6     | 1.3 × 10^6     | 15                  | 9.1                  |
| 120                      | 6589361          | 59000000 | 5000000   | 1.5 × 10^6     | 9.8 × 10^5     | 11                  | 7.0                  |
| 130                      | 4353441          | 39000000 | 4000000   | 9.9 × 10^5     | 6.5 × 10^5     | 7.1                 | 4.7                  |
| 141                      | 2820607          | 25900000 | 2200000   | 5.9 × 10^5     | 4.1 × 10^5     | 4.3                 | 2.9                  |
| 154                      | 1840357          | 17200000 | 1400000   | 3.5 × 10^5     | 2.5 × 10^5     | 2.5                 | 1.8                  |
| 167                      | 1227452          | 11600000 | 800000    | 2.0 × 10^5     | 1.5 × 10^5     | 1.5                 | 1.1                  |
| 182                      | 837724           | 8000000  | 500000    | 1.2 × 10^5     | 9.3 × 10^4     | 0.88                | 0.67                 |
| 197                      | 581304           | 5620000  | 320000    | 7.5 × 10^4     | 6.0 × 10^4     | 0.54                | 0.43                 |
| 215                      | 409019           | 3980000  | 210000    | 4.8 × 10^4     | 4.0 × 10^4     | 0.35                | 0.29                 |
| 233                      | 289557           | 2840000  | 150000    | 3.2 × 10^4     | 2.8 × 10^4     | 0.23                | 0.20                 |
| 254                      | 206096           | 2020000  | 100000    | 2.3 × 10^4     | 2.0 × 10^4     | 0.16                | 0.14                 |
| 276                      | 146653           | 1440000  | 70000     | 1.6 × 10^4     | 1.4 × 10^4     | 0.12                | 0.10                 |
| 300                      | 104516           | 1030000  | 50000     | 1.1 × 10^4     | 1.0 × 10^4     | 0.083               | 0.073                |
| 326                      | 74371            | 730000   | 40000     | 8.3 × 10^3     | 7.4 × 10^3     | 0.059               | 0.053                |
| 354                      | 52871            | 521000   | 29000     | 6.1 × 10^3     | 5.5 × 10^3     | 0.044               | 0.039                |
| 385                      | 37630            | 371000   | 22000     | 4.5 × 10^3     | 4.1 × 10^3     | 0.032               | 0.030                |
| 419                      | 26878            | 263000   | 16000     | 3.5 × 10^3     | 3.1 × 10^3     | 0.025               | 0.022                |
| 455                      | 19035            | 187000   | 12000     | 2.6 × 10^3     | 2.3 × 10^3     | 0.018               | 0.017                |
| 495                      | 13578            | 132000   | 9000      | 2.0 × 10^3     | 1.7 × 10^3     | 0.014               | 0.012                |

(Table continued)
### TABLE V. (Continued)

| $m_T^{\text{min}}$ [GeV] | $N_{\text{obs}}$ | $b$ | $\Delta_b$ | $N_{\text{obs}}$ | $N_{\text{exp}}$ | $\sigma_{\text{vis}}$ [pb] | $\sigma_{\text{vis}}$ [pb] |
|---------------------------|-----------------|-----|----------|-----------------|-----------------|------------------|------------------|
| 538                       | 9565            | 9400| 700      | $1.4 \times 10^3$ | $1.3 \times 10^3$ | 0.010            | 0.0093           |
| 585                       | 6804            | 6600| 500      | $1.1 \times 10^3$ | 9.6 $\times 10^2$ | 0.0080           | 0.0069           |
| 635                       | 4754            | 4600| 400      | $8.0 \times 10^2$ | 7.1 $\times 10^2$ | 0.0058           | 0.0051           |
| 691                       | 3353            | 3250| 280      | $6.1 \times 10^2$ | 5.3 $\times 10^2$ | 0.0044           | 0.0038           |
| 751                       | 2297            | 2240| 210      | $4.3 \times 10^2$ | 3.9 $\times 10^2$ | 0.0031           | 0.0028           |
| 816                       | 1624            | 1520| 150      | $3.6 \times 10^2$ | 2.8 $\times 10^2$ | 0.0026           | 0.0020           |
| 887                       | 1093            | 1020| 110      | $2.6 \times 10^2$ | 2.0 $\times 10^2$ | 0.0018           | 0.0014           |
| 965                       | 754             | 700 | 80       | $1.9 \times 10^2$ | 1.5 $\times 10^2$ | 0.0014           | 0.0011           |
| 1049                      | 517             | 470 | 60       | $1.4 \times 10^2$ | 1.1 $\times 10^2$ | 0.0010           | 0.00078          |
| 1140                      | 367             | 320 | 40       | $1.2 \times 10^2$ | 80               | 0.00086          | 0.00057          |
| 1239                      | 262             | 215 | 29       | $1.0 \times 10^2$ | 60               | 0.00073          | 0.00043          |
| 1347                      | 166             | 143 | 21       | 64               | 44               | 0.00046          | 0.00032          |
| 1465                      | 113             | 95  | 15       | 49               | 33               | 0.00035          | 0.00024          |
| 1592                      | 77              | 63  | 11       | 38               | 26               | 0.00027          | 0.00018          |
| 1731                      | 48              | 41  | 8        | 25               | 19               | 0.00018          | 0.00014          |
| 1882                      | 30              | 27  | 6        | 18               | 15               | 0.00013          | 0.00011          |
| 2046                      | 21              | 18  | 4        | 15               | 13               | 0.00011          | 9.0 $\times 10^{-5}$ |
| 2224                      | 16              | 11.4| 3.1      | 14               | 9.5              | 0.00010          | 6.8 $\times 10^{-5}$ |
| 2418                      | 8               | 7.4 | 2.2      | 8.6              | 7.7              | 6.2 $\times 10^{-5}$ | 5.5 $\times 10^{-5}$ |
| 2628                      | 5               | 4.7 | 1.6      | 6.9              | 6.9              | 5.0 $\times 10^{-5}$ | 5.0 $\times 10^{-5}$ |
| 2857                      | 3               | 3.0 | 1.1      | 5.6              | 5.6              | 4.1 $\times 10^{-5}$ | 4.1 $\times 10^{-5}$ |
| 3106                      | 2               | 1.9 | 0.8      | 5.0              | 5.0              | 3.6 $\times 10^{-5}$ | 3.6 $\times 10^{-5}$ |
| 3377                      | 2               | 1.2 | 0.5      | 5.3              | 4.1              | 3.8 $\times 10^{-5}$ | 2.9 $\times 10^{-5}$ |
| 3671                      | 1               | 0.8 | 0.4      | 4.2              | 4.2              | 3.1 $\times 10^{-5}$ | 3.1 $\times 10^{-5}$ |
| 3990                      | 1               | 0.47 | 0.25   | 4.4              | 3.0              | 3.2 $\times 10^{-5}$ | 2.2 $\times 10^{-5}$ |
| 4338                      | 1               | 0.29 | 0.16   | 4.5              | 3.0              | 3.2 $\times 10^{-5}$ | 2.2 $\times 10^{-5}$ |
| 4716                      | 1               | 0.18 | 0.11   | 4.6              | 3.0              | 3.3 $\times 10^{-5}$ | 2.2 $\times 10^{-5}$ |
| 5127                      | 0               | 0.11 | 0.07   | 3.0              | 3.0              | 2.2 $\times 10^{-5}$ | 2.2 $\times 10^{-5}$ |
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