Spatially-extended nucleation-aggregation-fragmentation models for the dynamics of prion-like neurodegenerative protein-spreading in the brain and its connectome
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ABSTRACT

The prion-like hypothesis of neurodegenerative diseases states that the accumulation of misfolded proteins in the form of aggregates is responsible for tissue death and its associated neurodegenerative pathology and cognitive decline. Some disease-specific misfolded proteins can interact with healthy proteins to form long chains that are transported through the brain along axonal pathways. Since aggregates of different sizes have different transport properties and toxicity, it is important to follow independently their evolution in space and time. Here, we model the spreading and propagation of aggregates of misfolded proteins in the brain using the general Smoluchowski theory of nucleation, aggregation, and fragmentation. The transport processes considered here are either anisotropic diffusion along axonal bundles or discrete Laplacian transport along a network. In particular, we model the spreading and aggregation of both amyloid-β and τ molecules in the brain connectome. We show that these two models lead to different size distributions and different propagation along the network. A detailed analysis of these two models also reveals the existence of four different stages with different dynamics and invasive properties.

© 2019 The Authors. Published by Elsevier Ltd.
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1. Introduction

Neurodegenerative diseases such as Alzheimer’s (AD) or Parkinson’s (PD) are devastating conditions associated with a systematic destruction of brain tissues leading to cognitive decline, neurobehavioral symptoms, and eventually death. While for PD there exist some treatments to alleviate some of the symptoms, there is no known cure for any of these diseases. Post-mortem analyses of brain tissues affected by neurodegenerative diseases reveal the presence of protein aggregates. For instance, in the case of AD, extracellular amyloid-beta (Aβ) plaques and intracellular neurofibrillary tangles of tau (τ) proteins are observed and correlated with the evolution of the disease (Jack et al., 2018). The systematic mapping of these lesions either in postmortem brains obtained at various stages of the disease or by in vivo positron emission tomography imaging provides a map of the spatiotemporal evolution of the disease (Braak and Braak, 1991; Cho et al., 2016). Unlike other diseases, neurodegenerative diseases appear to follow a predictable spreading pattern through the brain. For instance, in AD, τ aggregates are first found in the locus coeruleus and entorhinal cortex and then evolves to the hippocampus, the temporal cortex, the parietal cortex before invading the motor cortex and occipital areas (Delacourte et al., 1999). In the last stage of the disease, all cortical areas are affected and the patient condition rapidly declines. Different neurodegenerative diseases exhibit different invasion patterns associated with different initial seeding zones and specific protein aggregates.

These systematic invasion patterns of protein aggregates are the basis of the prion-like hypothesis for neurodegenerative diseases. This mechanism is based on the idea that, like prion diseases (Prusiner, 1998), neurodegenerative diseases are caused by the systematic aggregation and transport of misfolded proteins in the brain through the axonal pathways (Jucker and Walker, 2013; Walker and Jucker, 2015; Clavaguera et al., 2013; Goedert, 2015; Mudher et al., 2017). Specifically, it applies to τ protein aggregates found in AD. Tau proteins are small proteins that stabilize microtubules in the axon (van den Bedem and Kuhl, 2015). In healthy tissue, they are naturally produced by the cell and transported primarily along the axons where they bind to multiple microtubules. However, in some conditions, these proteins can be hyperphosphorylated and start forming misfolded aggregates. This misfolded
form of the protein acts as a toxic template on which regular \( \tau \) protein can be bound and converted to misfolded ones. These aggregates grow into increasingly larger fibrillar assemblies \((\text{Walker and Jucker, 2015; Goedert et al., 2017})\) that can also fragment into smaller aggregates. Since \( \tau \) is an intracellular protein, these various large aggregates primarily spread across the brain through the network of axonal pathways \((\text{Jucker and Walker, 2018; Olsson et al., 2018})\) and various mechanisms of cell-cell spreading have been identified \((\text{Davis et al., 2018})\). Similarly, it is known that A\( \beta \) forms large extracellular aggregates. Assuming that these aggregates are transported within the brain as a simple diffusion process, we know from diffusion tensor imaging, that diffusion is preferentially along the axons. Therefore, even though these proteins are found outside the cell, they also diffuse anisotropically.

The kinetic of aggregation and fragmentation of misfolded proteins and their spatiotemporal evolution can be modeled by either following the total concentration of toxic proteins \((\text{Weikensmeier et al., 2018; 2019})\), the concentration of healthy and toxic proteins using a heterodimer model \((\text{Matthaus, 2006})\), or a Smoluchowski-type model where the concentrations of polymers of different sizes are followed independently \((\text{Bertsch et al., 2016})\).

Following the size distribution is important to understand the slow time scales associated with the disease and to identify the aggregate sizes responsible for damage so that they can be targeted by antibodies. Therefore, we use the aggregation theory of Smoluchowski to study the spread of intracellular protein aggregates across the brain. We are particularly interested in studying to what extent coarse-grained models, which are easier to simulate, can be used to represent the complex underlying kinetics. Our approach consists in formulating the continuous problem first using anisotropic diffusion and then discretizing the equations on a network. Once the models for A\( \beta \) and \( \tau \) propagation have been established, we analyze them in parallel to identify typical behaviors and how particular features arise from the modeling choices.

2. General theory of aggregation-fragmentation equations

Before we look specifically at the problem of proteins in the brain, it is of interest to consider the general theory of Smoluchowski for the aggregation and fragmentation of particles in space and time \((\text{Smoluchowski, 1916})\). We will first consider the continuum case before discretizing these equations on a network. In this theory, we follow the concentration \( C_i \) of aggregates \( C_i \) of size \( i \in \mathbb{N} \). The concentrations are defined both in space and time so that \( C_i = C_i(x, t) \), \( x \in \Omega \subset \mathbb{R}^3 \), \( t \in \mathbb{R} \). Apart from nucleation events, we consider only binary processes where the aggregates \( i \) and \( j \) interact with aggregates of size \( i + j \) with an aggregation rate \( k_{ij} \) and fragmentation rate \( \beta_{ij} \):

\[
C_i + C_j \xrightarrow{k_{ij}} C_{i+j}, \quad i, j = 1, 2, 3, \ldots.
\]

In addition, we assume that there exists a source of monomers and a process of clearance reducing each population with a constant relative rate. The general form of these equations is then

\[
\frac{\partial C_i}{\partial t} = \nabla \cdot (D_i \nabla C_i) + k_{0i} - k_{1i}C_i + N_i + A_i + F_i, \quad i = 1, 2 \ldots
\]

where \( D_i \) is the diffusion tensor characterizing the spreading of an aggregate of size \( i \). We assume a source of monomers \( k_{0i} = \gamma(x) \) and \( k_{1i} = 0 \) for \( i > 1 \) and clearance terms of the \( i\)-mer, \( k_{1i} = k_{i}(x) \), that are possibly space-dependent. This dependence reflects the possibility that different locations may be associated with higher rates of production or clearance. The remaining terms in the equations are the nucleation term \( N_i \), the aggregation term \( A_i \), and the fragmentation term \( F_i \). We consider these three processes separately:

**Nucleation:** We consider two different types of nucleation processes \((\text{see Fig. 1})\) that are known to be important in the context of protein kinetics for neurodegenerative diseases \((\text{Cohen et al., 2011c; Frank, 2015})\). First, primary nucleation corresponds to \( n_i > 1 \) monomers forming an aggregate of size \( n_i \):

\[
\frac{C_i + \ldots + C_j}{n_i \text{ times}} \xrightarrow{\beta_{ij}} C_{n_i}, \quad i = 1, 2, 3, \ldots
\]

Second, we include secondary nucleations where existing aggregates facilitates the formation of new aggregates with \( n_i > 1 \) monomers \((\text{Frank, 1999})\):

\[
\frac{C_i + C_j + \ldots + C_j}{n_j \text{ times}} \xrightarrow{\beta_{ij}} C_i + C_{n_j}, \quad i = 2, 3, \ldots
\]

In this case the rate constant is proportional to the total mass \( \Sigma_{i > 1} j C_i \). Taking into account both contributions, the nucleation term is given by

\[
N_i = \xi_1 \delta_{i, n_i} C_i^{n_i} + \delta_{i, n_i} C_i^{n_i} \sum_{j=2}^{\infty} j C_j, \quad i = 2, 3, \ldots
\]

where \( \delta_{ij} \) is the usual Kronecker delta \((1 \text{ when } i \text{ equals } j \text{ and } 0 \text{ otherwise})\). The conservation of mass in the nucleation process implies that \( N_i + \sum_{j=2}^{\infty} j N_j = 0 \). Hence, we have

\[
N_i = -n_i \xi_1 \delta_{i, n_i} C_i^{n_i} - n_2 \delta_{i, n_i} C_i^{n_i} \sum_{j=2}^{\infty} j C_j.
\]

**Aggregation:** Considering the possible changes in the concentration \( C_i \) with fixed \( i > 1 \), we see from \((1)\) that the aggregate \( C_i \) appears in two reactions \((\text{see Fig. 2})\). It disappears in the presence of \( C_j \) to form \( C_{i+j} \):

\[
C_i + C_j \xrightarrow{k_{ij}} C_{i+j}, \quad j = 1, 2, 3, \ldots
\]

and appears in the same type of reaction but with different indices

\[
C_{i-j} + C_j \xrightarrow{k_{ij}} C_i, \quad j = 1, 2, \ldots, i - 1.
\]

Fig. 1. The two nucleation processes. Primary nucleation brings \( n_1 \) monomers together to form an aggregate of size \( n_1 \) (here \( n_1 = 3 \)). In secondary nucleation, the presence of an aggregate of any size, catalyzes nucleation to form an aggregate of size \( n_2 \) (here \( n_2 = 2 \)).
Fig. 2. Aggregation processes. During aggregation an $i$-mer merges with a $j$-mer to form an $(i+j)$-mer with rate $k_{ij}$. Linear aggregation is the particular case where monomers are added to an aggregate and is a good model for fibril formation.

Note that the symmetry obtained by swapping $j$ with $i-j$ in this equation means that we count these reactions twice (except when $i = 2j$).

Taken together these effects can be written thanks to the law of mass action as (Wattis, 2006; Collet, 2004)

$$A_i = \frac{1}{2} \sum_{j=1}^{i-1} \alpha_{jj} c_j c_{i-j} - \sum_{j=1}^{\infty} \alpha_{i,j} c_i c_j,$$

where the factor 1/2 appears due to the double counting and $\alpha_{ij} = \alpha_{ji} = k_{ij}$ when $i \neq j$, and $\alpha_{ii} = 2k_{ii}$. Terms of the form $\alpha_{11} c_1^n$ in the equation for $C_2$ also represents the possibility of nucleation from two monomers $C_1$ forming a dimer $C_2$. Therefore, if the primary nucleation is binary ($n_1 = 2$), the total nucleation rate is $\alpha_{11} + \xi_1$. If $n_1 > 2$, then there is no binary nucleation and $\alpha_{11} = 0$.

Fragmentation: The fragmentation term follows the same construction and takes into account the reactions (7) and (8) in the reverse direction (see Fig. 3). We consider the loss of aggregates $C_j$ by the reaction.

$$C_i \xrightarrow{\beta_{ji,j}} C_j + C_{i-j}, \quad j = 1, 2, \ldots, i-1,$$

and the creation of aggregates of size $i$ by the fragmentation of larger aggregates

$$C_{i+j} \xrightarrow{\beta_{i,j}} C_i + C_j, \quad j = 1, 2, 3, \ldots,$$

which leads to

$$F_i = -\frac{1}{2} \sum_{j=1}^{i-1} \beta_{j,i-j} C_j + \sum_{j=1}^{\infty} \beta_{i,j} C_{i+j}.$$

Note that since we only consider binary processes, we neglect the possibility of aggregation of more than two smaller aggregates or fragmentation processes leading to more than two aggregates of smaller sizes. If we assume that aggregation dominates fragmentation, we have $\alpha_{ij} > \beta_{ij}$.

Taken together, the Smoluchowski equations for nucleation-aggregation-fragmentation read

$$\frac{\partial c_i}{\partial t} = \nabla \cdot (D_i \nabla c_i) + k_{0,i} - k_{1,i} c_i$$

$$-n_1 \xi_1 \delta_{i1} c_1^n - n_2 \xi_2 \delta_{i2} c_2^n \sum_{j=2}^{\infty} j c_j$$

$$+ \xi_1 \delta_{i1} \sum_{j=1}^{\infty} (\alpha_{ji} c_j c_{i-j} - \beta_{ji} c_{i+j})$$

$$- \sum_{j=1}^{\infty} (\alpha_{ij} c_i c_j - \beta_{i,j} c_{i+j}), \quad i = 1, 2, \ldots$$

Whereas the general form of these equations is well accepted, the problem is to find the specific form of the coefficients for a given process and then solve this infinite set of nonlinear partial differential equations. If we consider aggregates of size up to $N$, the number of free parameters is of order $N^2$. Modeling reaction rates usually rely on a combination of physical assumptions, thermodynamics, and statistical physics, all based on direct comparisons with experimental data.

3. Smoluchowski equations for neurodegenerative diseases

The approach discussed here has been used to study the spread of proteins in some neurodegenerative diseases (see review Carbonell et al., 2018). For Alzheimer’s disease, the emphasis in most models is on the evolution of Aβ fibrils, which have been thought as the main responsible mechanism related to cell death. For instance, a homogeneous Smoluchowski model has been proposed by Murphy and Pallitto and validated against kinetic experiments (Murphy and Pallitto, 2000; Pallitto, 2001). Many other homogenous models have been considered for Aβ fibrils and prion...
diseases. These models are obtained from (13) by taking \( \mathbf{D}_i = 0 \) for all \( i \) and are therefore sets of ordinary differential equations. This is the classical framework of Smoluchowski equations for which there exists a large literature (Ball and Jack, 1990; Davies et al., 1999; Kreeer, 1994). The central question is to obtain the evolution in time of the concentration distribution given general properties of the rate coefficients and whether gelation occurs. Physically, gelation refers to the process of creating very large particles in the system. Mathematically, in these equations, it corresponds to a loss of mass in the system due to a non-zero mass flux towards larger particles in the limit of particle sizes going to infinity. The main advantage of the homogenous case is that differential equations for moments of the distribution can be obtained and, in some cases, the problem can be reduced to a finite set of differential equations for these moments. This mathematical framework can then be used to fit the constants appearing in the system against experimental data (Morris et al., 2009).

Not surprisingly, the inhomogeneous case where transport is considered is much more complicated and no such moment formulation is possible. Yet, a few mathematical works have established the global existence of solutions for particular rate equations (Sliemrod, 1990; Dariusz, 2002; Lauren and Mischler, 2002) or obtained particular solutions (Collet and Poupad, 1996).

Of particular relevance for the present discussion is the work of Bertsch et al. who considered a model of the form (13) for the accumulation and spreading of \( A\beta \) and implemented the model in a brain slice geometry (Bertsch et al., 2016). Similar equations have also been discretized and studied on networks by Matthäus who was motivated by the study of prion diseases (Matthäus, 2006, 2009a, 2009b).

Here, following the prion-like hypothesis of neurodegenerative diseases, we develop a general framework for the study of toxic proteins propagation in the brain modeled as a network. The approach is flexible and the purpose of this first contribution is to set-up the general guidelines for the study of such processes by illustrating and comparing two different simplified models for the aggregation and transport of either \( A\beta \) or \( \tau \) proteins, the hallmarks of Alzheimer’s disease. According to the prion-like hypothesis, these proteins are mostly transported along axonal pathways. Hence, a network approach for the spatiotemporal evolution of these aggregates is justified. The network models are obtained as coarse-grained models of the continuum models.

Inevitably, we make here a number of simplifying assumptions while keeping key features of the known mechanisms. The first main assumption concerns the variation of the rate parameters entering the aggregation equations in time or space. These parameters are known to vary in space depending on the type of cells and their genetic signature (Henderson et al., 2019) but also in time as, for instance, the vasculature plays an important role in homeostasis, for the clearance processes (Berg et al., 2019; Hernández et al., 2019). Yet, very little is known about these parameters in the human brain. Therefore, while the model can easily be adapted to account for these changes, in the absence of such data, we confine ourselves to constant rate parameters, both in space and time. The second main assumption concerns the mechanisms responsible for the expansion of the population of toxic proteins. We assume that conversion of healthy proteins and fragmentation of a polymer are the only sources of creation of toxic proteins. Therefore, we ignore stochastic events leading to the possible seeding of new toxic proteins or known coupled mechanisms such as the interaction between \( A\beta \) and \( \tau \) proteins (Ittner and Götze, 2011). These effects could be introduced in the model but, in the first instance, it is important to understand the dynamics of each population separately.

It is important to make the distinction between the population of healthy proteins and the misfolded (toxic) ones. We assume that in healthy conditions, the healthy proteins have a concentration \( m = m(x,t) \). We assume that misfolded monomers are produced through conversion of a healthy protein or by fragmentation. However, our assumption about fragmentation (see below) does not allow for the loss of a single monomer. Hence, toxic monomers can only be produced by conversion of a healthy protein and will only appear in the system as they form larger fibrils. Since we pool the process of conversion and aggregation together through a single constant, there is no need to track separately the population of misfolded monomers. Hence, we use \( c_1 = m \) as the overall population of monomers present in the system. For the dynamics to start, we must either have a nucleation mechanism with rate \( k \) that describes the probability of two such monomers to come together to make a dimer of misfolded proteins, or assume that this conversion has already taken place and the system has a certain level of seeded misfolded dimers.

3.1. Diffusion, growth and expansion

It is important to identify the possible sources for the creation, transport, and expansion of toxic proteins. We define the total density and concentration of aggregates (excluding healthy monomers) as

\[
M = \sum_{i=2}^\infty i c_i, \quad P = \sum_{i=2}^\infty c_i.
\]

Integrating over the entire domain, these two quantities are, respectively, the total mass and total number of aggregates of toxic proteins. A typical aggregate length, measured in unit of monomer length, is obtained as the ratio of these two moments \( \lambda = M/P \). In the case of fibrils, \( \lambda \) is the mean filament length.

There are three main processes in the dynamics, each associated with its own time scale:

- **Diffusion** has the effect of lowering locally a high concentration by transporting aggregates in nearby regions. Hence, starting in one small region with high concentration, diffusion allows for seeds to propagate.

- **Growth** refers to the evolution of the fibril length: the transfer from small aggregates to larger aggregates. This process is mostly controlled by the parameters \( c_{ij} \) and leads to an increase of \( \lambda \). Once a toxic seed of small size is created, growth increases the size of that seed. The process is dampened by either fragmentation or clearance.

- **Expansion** refers to an increase of the total mass of toxic proteins. It is controlled by three possible sub-processes: primary nucleation that creates seeds directly from the pool of monomers, secondary nucleation that creates seeds from monomers but requires activation from other aggregates, and fragmentation that creates new seeds from larger aggregates at the expense of growth processes.

While the primary nucleation process is necessary to create initially toxic seeds, the two main expansions mechanisms (secondary nucleation or fragmentation) are observed for different proteins. For \( A\beta \), in vitro experiments on the formation of oligomers based on the \( A\beta-42 \) peptide have shown (Cohen et al., 2013; Frankel et al., 2019) that both primary and secondary nucleation processes are necessary to capture correctly the kinetic of the process across different initial concentrations even though the overall qualitative shapes of the solution curves are similar. Once a population of toxic seed is established and grow, it acts as a catalyst for the formation of more seeds through a positive feedback mechanism. However, for \( \tau \) proteins, primary nucleation and fragmentation is sufficient to explain homogeneous in vitro experiments (Kundel et al., 2018). The creation of new seeds from larger ones creates new targets for monomers to be transformed into toxic proteins and secondary nucleation is not required.
Based on these observations, we establish two classes of models. The first one for $A\beta$ is based on primary and secondary nucleations only (no fragmentation). The second class of models, relevant for $\tau$ proteins, is based on primary nucleation and fragmentation only (no secondary nucleation). Both models share a number of common assumptions that we discuss now before specializing them.

3.2. Continuous models for fibril propagation

**Linear aggregation:** Various authors have discussed the possibility of a general aggregation mechanism from aggregates of various sizes (Pallitto, 2001; Murphy and Pallitto, 2000). However, in the formation of neurofibrillary tangles, the growth of a fibril is dominated by the addition of monomers at the ends of the fibril. Therefore, we assume here that the main mechanism is through the formation of fibrils by addition of monomers. This assumption considerably simplifies the equations as we only consider aggregation processes of the form

$$C_i + C \xrightarrow{k_{1}} C_{i+1}. \quad (15)$$

This type of coagulation kinetic is similar to the well-known Becker-Döring process that has been studied extensively (Ball et al., 1986; Slemrod, 1989; Coveney and Wattis, 1996; Penrose, 1997; Watts and King, 1998). The main difference is that in Becker-Döring only one monomer at most is lost during fragmentation.

We further assume that for polymers with more than two particles, the rates are independent of the size so that the probability of attaching a monomer to a chain does not depend on how long the chain is: $k_{i,j} = k_{1} = k$ for all $i > 2$, which implies $\alpha_{i+1} = \alpha_{1} = \alpha$ for all $i > 2$. We distinguish the first two terms involving dimers

$$A_1 = -\alpha_{1} c_1^2 - \alpha c_1 \sum_{j=2}^{N-1} c_j, \quad (16)$$
$$A_2 = \frac{1}{2} \alpha_{1} c_1^2 - \alpha c_1 c_2, \quad (17)$$
$$A_i = \alpha (c_1 c_{i-1} - c_1 c_i), \quad i = 3, \ldots, N - 1, \quad (18)$$

where $N$ is the size of the super-particle discussed next.

**Super-particle:** Rather than considering an infinite set of equations, we consider a truncation of these equations by following the concentration of a super-particle consisting of all aggregates of size equal or larger than $N$. The value of $N$ is chosen to be the size of the smallest particle that is insoluble and, therefore, does not diffuse. Hence, we have $D_N = 0$. We further assume that the super-particle does not fragment so that $\beta_N = 0$. Following the argument in Bertsch et al. (2016), the equation for $C_N$ is

$$\frac{\partial C_N}{\partial t} = A_N - k_N c_N - k_N c_N + \frac{1}{2} \sum_{j=1}^{N-1} \sum_{k=N-j}^{N-1} \alpha_{j,k} c_j c_k$$
$$= -k_N c_N + \alpha c_1 c_{N-1}. \quad (19)$$

The limit $N \to \infty$ recovers the classic case with infinitely many species.

**Primary and secondary nucleation:** We assume that nucleation happens through the formation of dimers ($n_1 = 2$) as observed experimentally (Congdon et al., 2008) and combine the two contributions to the creation of dimers by introducing $2\kappa = \alpha_{1,1} + \xi_1$. It has been shown experimentally, by varying the initial concentrations of monomers that the formation of aggregates of $A\beta$ 42 peptides cannot be explained solely by primary nucleation but requires secondary nucleation (Cohen et al., 2013; Frankel et al., 2019). Therefore, for the case of $A\beta$, we use secondary nucleation with $n_2 = 2$ and $\xi_2 = \xi$.

**Finite fragment size:** When a chain fragments, we assume that it is unlikely to lose small fragments. Hence, we assume that there is a minimal fragment size $\zeta$ such that fragments smaller than $\zeta$ cannot be produced. In a chain with $j$ elements, there are $j - 1$ places where it can break. However, since small chains cannot be produced, there are only $j - 1 - 2(\zeta - 1) = j + 1 - 2\zeta$ places where the chain can break. Hence, we only consider the loss of aggregates $C_j$ through

$$C_i \xrightarrow{\beta_{i,j}} C_i + C_j, \quad j = \zeta, \zeta + 1, \ldots, i - \zeta. \quad (20)$$

and the creation of aggregates of size $i$ as

$$C_{i,j} \xrightarrow{\beta_{i,j}} C_i + C_j, \quad j = \zeta, \zeta + 1, \ldots. \quad (21)$$

Further, since the super-particle cannot fragment, we have $\beta_i = 0$ if $i < \zeta$ and for $i > N - \zeta - 1$. Assuming that the rate of fragmentation is independent of the size and the position at which the filament breaks, we have $\beta_{i,j} = \beta$ for all $i$ and $j$:

$$F_i = -\frac{1}{2} \beta \sum_{j=1}^{i-\zeta} c_j + \beta \sum_{j=\zeta}^{N-i-1} c_{i+j},$$
$$= -\frac{1}{2} \beta (i - 2\zeta + 1)c_i + \beta \sum_{j=\zeta}^{N-i-1} c_{i+j}, \quad i = \zeta, \ldots, N - 1. \quad (22)$$

where it is understood that the sum $\sum_{j=\zeta}^{N-i-1} c_{i+j}$ vanishes identically when the upper bound $(N - 1 - i)$ is less than the lower bound $\zeta$, which happens for $i > N - \zeta - 1$. For the rest of the analysis, we will follow (Kundel et al., 2018) and assume that the smallest possible fragment is of size $\zeta = 2$, indicating the fact that once a dimer is formed it is stable and never fragments. For the creation of large aggregates to take place, aggregation must be favored over fragmentation, which is enforced by $\beta < \alpha$.

**Transport scaling:** Aggregates of different sizes are not transported in the same way with larger aggregates diffusing more slowly (Nicholson et al., 2000). Indeed, the diffusion coefficient of a soluble molecule scales approximately as a power of its molecular weight and the weight of an oligomer is proportional to its size. Therefore, we scale the diffusion tensor according to size by a power law of the form

$$D_i = i^{-\eta} D,$$ \quad (23)

where $\eta$ is a constant. Assuming that the diffusion constant scales inversely to the mass of the molecule, it scales as the cubic root of its length (Goodhill, 1997; Nicholson and Sykova, 1998), hence, we take $\eta = 1/3$.

For the diffusion tensor we choose (Weickenmeier et al., 2019)

$$D = d_1 \mathbf{1} + (d_0 - d_1) \mathbf{n} \otimes \mathbf{n}. \quad (24)$$

This is a transversely anisotropic diffusion tensor with a preferential diffusion $d_0$ (with $d_0 \gg d_1$) along the axon bundle characterized by the unit vector field $\mathbf{n} = \mathbf{n}(\mathbf{x}, t)$.

**Clearance rate:** Aggregates are continuously removed from the system through normal clearance processes such as the CSF and the lymphatic system (Iliff et al., 2012). There are two different assumptions of interest for our study.

First, we can assume that the clearance rate is independent of the size of the aggregate. In this case of size-independent clearance,

$$k_{1,j} = \mu \quad i = 1, \ldots, N. \quad (25)$$

Second, we can assume that for a given phagocytic activity or antibody the clearance of an oligomer with $i$-elements is the same as the removal of each element. Therefore, chains of size $N$ or larger cannot be removed and it becomes increasingly difficult
to remove large chains: the size-dependent clearance rates are inversely proportional to the size of the oligomer:

$$k_{1,i} = \frac{\mu_i}{i}, \quad i = 1, \ldots, N - 1.$$  

(26)

Both cases are taken into account by writing $k_{1,i} = \mu_i; \quad i = 1, \ldots, N$.

The continuous model: Taken into account all the above assumptions, the full equations for the concentrations take the form

$$\frac{\partial c_1}{\partial t} = \nabla \cdot (\mathbf{D} \cdot \nabla c_1) + \gamma - \mu_1 c_1 - 2c_1^2 \left( \kappa + \xi \sum_{j=2}^{N-1} c_j \right) - \alpha c_1 \sum_{j=2}^{N-1} c_j,$$

(27)

$$\frac{\partial c_2}{\partial t} = 2^{-n} \nabla \cdot (\mathbf{D} \cdot \nabla c_2) - \mu_2 c_2 + c_1^2 \left( \kappa + \xi \sum_{j=2}^{N} c_j \right)$$

$$- \alpha c_1 c_2 + \beta \sum_{j=2}^{N-3} c_{2+j},$$

(28)

$$\frac{\partial c_i}{\partial t} = i^{-n} \nabla \cdot (\mathbf{D} \cdot \nabla c_i) - \left( \mu_i + \frac{\beta}{2} (i - 3) \right) c_i + \alpha c_1 (c_{i-1} - c_i)$$

$$+ \beta \sum_{j=2}^{N-i-1} c_{i+j}, \quad i = 3, \ldots, N - 1,$$

(29)

$$\frac{\partial c_N}{\partial t} = -\mu_N c_N + \alpha c_1 c_{N-1}.$$  

(30)

where $\mathbf{D}$ is given by (24).

The main difference between the model for $A\beta$ and $\tau$, apart from the initial seeding zones, and different sets of parameters is the choice $\beta = 0$ (no fragmentation) for the continuous $A\beta$ model and $\xi = 0$ (no secondary nucleation) for the $\tau$ model.

3.3. Scaling

It is interesting to consider the respective size of the parameters and introduce a proper scaling of the parameters so that the new variables are dimensionless. In the homogeneous case and in the absence of production and production, the remaining parameters, given in Table 1 can be evaluated from in vitro experiments.

Let $m_0$ be the total initial mass of the system (or, equivalently, the total initial monomer concentration since we assume constant overall volume). We scale all concentrations with the initial mass $m_0$ and time with the typical time associated with the growth parameter $\alpha$. The scalings of the variables and dimensionless parameters are then given by

$$c_i = m_0 c_i, \quad t = \frac{1}{\alpha m_0} \tilde{t},$$

(31)

$$\tilde{\alpha} = 1, \quad \tilde{\beta} = \frac{\beta}{\alpha m_0}, \quad \tilde{\mu}_i = \frac{\mu_i}{\alpha m_0}, \quad \tilde{\kappa} = \frac{\kappa}{\alpha}, \quad \tilde{\xi} = \frac{\xi m_0}{\alpha}. \quad \tilde{\mathbf{D}} = \frac{\mathbf{D}}{\alpha m_0}.$$  

(32)

After substitution in the system and then dropping the tildes, we obtain

$$\frac{\partial c_1}{\partial \tilde{t}} = \nabla \cdot (\tilde{\mathbf{D}} \cdot \nabla c_1) + \gamma - \mu_1 c_1 - 2c^2 \left( \kappa + \xi \sum_{j=2}^{N-1} c_j \right) - c_1 \sum_{j=2}^{N-1} c_j,$$

(33)

$$\frac{\partial c_2}{\partial \tilde{t}} = 2^{-n} \nabla \cdot (\tilde{\mathbf{D}} \cdot \nabla c_2) - \mu_2 c_2 + c_1^2 \left( \kappa + \xi \sum_{j=2}^{N} c_j \right)$$

$$- c_1 c_2 + \beta \sum_{j=2}^{N-3} c_{2+j},$$

(34)

$$\frac{\partial c_i}{\partial \tilde{t}} = i^{-n} \nabla \cdot (\tilde{\mathbf{D}} \cdot \nabla c_i) - \left( \mu_i + \frac{\beta}{2} (i - 3) \right) c_i + c_1 (c_{i-1} - c_i)$$

$$+ \beta \sum_{j=2}^{N-i-1} c_{i+j}, \quad i = 3, \ldots, N - 1,$$

(35)

$$\frac{\partial c_N}{\partial \tilde{t}} = -\mu_N c_N + c_1 c_{N-1}.$$  

(36)

In this new formulation, we have three important small dimensionless parameters ($\tilde{\beta} \ll \kappa \ll 1$ and $\tilde{\xi}, \kappa \ll 1$). Note that the rates given in Table 1 are obtained from well-controlled in vitro homogeneous experiments so that they are not an accurate reflection of the actual processes taking place in human brains. For instance, the dynamics for $\tau$ in Kundel et al. (2018) has a typical time scale of 200 hours (experiments last about 1000 hours but most of the dynamics take place over the first 400 hours). Since $\tilde{t} \approx 120\tilde{f}$ it corresponds to a dimensionless time of about 100. Similarly, the experiments on $A\beta$ leading to these parameters have a typical time scale of 4 hours (see Fig. 1 in Cohen et al., 2013), leading to a dimensionless time scale of about 2400. We note that both experimental time scales are much shorter than the known time scales for the evolution of the disease (years) in the brain. The reason for this discrepancy is not fully understood but is likely related to two main factors. First, the initial concentration of toxic proteins may be lower and the local processes may be much slower or in competition with other biochemical reactions, leading to smaller values of $\alpha m_0$ hence longer times. Second, spreading within the tissue rely on a number of processes such as exo- and endo-cytosis and axonal diffusion for intracellular proteins and extracellular diffusion for extracellular proteins. Therefore, these parameters are not fully suited for a direct simulation of the evolution of toxic proteins in the brain. Rather, their importance lies in the relative values of some of these parameters that we will respect throughout our analysis. Hence, in the absence of better quantification of these parameters in the brain, the following study should be considered as a qualitative analysis of the solutions rather than quantitative predictions.

Table 1

| Parameter | Value |
|-----------|-------|
| $\kappa$  | $2.8 \times 10^{-4} \text{M}^{-1} \text{s}^{-1}$ |
| $\xi$     | 0     |
| $\beta$   | $11.2 \times 10^{-11} \text{s}^{-1}$ |
| $\alpha$  | $8.4 \times 10^{-12} \text{M}^{-1} \text{s}^{-1}$ |
| $m_0$     | $1.3 \times 10^{-8}$ |
| $\gamma/\mu_0$ | $10^{-10}$ |
| $\gamma/\mu_1$ | $10^{-10}$ |
| $\beta_0$ | $3.3 \times 10^{-8}$ |
| $\mu_0$  | $10^{-2}$ |

(Values in brackets are for $A\beta$ model and for $\tau$ model are from Kundel et al. (2018). (c. stands for concentration).
4. Smoluchowski network models

It is well appreciated that integrating the continuous equations we have derived for large $N$ over the entire brain is extremely difficult even with the most sophisticated methods. By taking advantage of the strong anisotropy of the system, a natural coarse-grained version of the model can be obtained. In this case, we assume that transport only takes place along the axonal pathway and we replace the diffusion operator by the graph Laplacian to obtain a network approximation of the model. These models have been shown to be excellent approximations of the continuous model in the case of the Fischer equation and heterodimer models (Fornari et al., 2019).

For transport along the axon, we model the spreading of monomers and protein aggregates as a diffusion process across the brain’s connectome. The brain connectome is modeled as a weighted graph $G$ with $V$ nodes ($V$ for vertices) and $E$ edges obtained from tractography of diffusion tensor images. We can summarize the connectivity of the graph $G$ in terms of the weighted adjacency matrix $A_{ij}$ obtained as the ratio of mean fiber number $n_{ij}$ and length $l_{ij}$ between node $i$ and $j$. From the weighted adjacency matrix, we compute both the weighted degree matrix $D_{ii}$, a diagonal matrix that characterizes the degree of each node $i$, and the weighted graph Laplacian $L_{ij}$ as

$$L_{ij} = \rho(D_{ij} - A_{ij}) \text{ with } A_{ij} = \frac{n_{ij}}{l_{ij}} \text{ and } D_{ii} = \sum_{j=1}^{V} A_{ij}, \quad i, j = 1, \ldots, V,$$

where $\rho$ is an overall constant with the dimension of a velocity. The particular adjacency matrix that we use for our simulations is obtained from the tractography of diffusion tensor magnetic resonance images of 418 healthy subjects of the Human Connectome Project (McNab et al., 2013) and is based on the Budapest Reference Connectome v3.0 (Szalkai et al., 2017). The original graph contains 1,015 nodes and 37,477 edges and it is further reduced here to a graph with $V = 83$ nodes and 1,130 edges. The average path length (defined as the average number of steps along the shortest paths for all possible pairs of nodes) is 5245/3403 ≈ 1.54 and the global clustering coefficient (defined as the fraction of paths of length two in the network that are closed over all paths of length two) is 49,359/69,149 ≈ 0.71 which suggests a small-world network structure, a fact that has been repeatedly established for brain networks (Bassett and Bullmore, 2017). Further analyses of this network can be found in Fornari et al., 2019.

The adjacency matrix is shown in Fig. 4 and the graph Laplacian is given explicitly in the Supplementary material as well as the names and positions of each nodes as shown in Fig. 5. For visualization and analysis, we allocate each node to one particular region of the brain, the usual four lobes: temporal, parietal, frontal, occipital, together with the basal ganglia, and the limbic region. The last node (shown in black) corresponds to the brain stem.

4.1. The network protein model

Defining $c_i$ to be the concentration of an aggregate of size $i$ at node $j$, the network equations corresponding to the continuous model take the form of a system of $N \times V$ first-order ODES:

$$\frac{dc_{ij}}{dt} = -\sum_{k=1}^{V} L_{jk} c_{1,k} + \gamma_j - \mu_{1,j} c_{1,j} - 2c_{1,j}^2 \left( k_j + \delta \sum_{k=2}^{N} k c_{2,k} \right) - c_{1,j} \sum_{k=2}^{N} c_{k,j}$$

(38)

where $c_{1,j}$ is the concentration of a monomer at node $j$.

Fig. 4. Weighted adjacency matrix with 83 nodes obtained by averaging 418 brains. RH and LH denote the right and left hemisphere, respectively. The color scales from low weight (blue) to high weight (red), the latter indicating strong connections between two nodes. The external color coding around the matrix represents the different regions as depicted in Fig. 5. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
If $N \to \infty$, gelation can occur in the system depending on the aggregation law. In this case, mass is not conserved (Wattis, 2006). However, for finite $N$, the evolution of the mass is given by

$$\frac{dM_{\text{tot}}}{dt} = \gamma - \sum_{i=1}^{N} i\mu_i c_i.$$  

(45)

If clearance is size-independent with $\mu_i = \mu$, then

$$\frac{dM_{\text{tot}}}{dt} = \gamma - \mu M_{\text{tot}}.$$  

(46)

Assuming that at time $t = 0$, $M_{\text{tot}}(0) = c_1(0) = 1 = \gamma / \mu$, then the total mass is conserved and stable (against small perturbations of the initial state). Due to the choice of scaling, we have $M_{\text{tot}} = 1$. Starting with an initial population of monomers $c_1(0)$, the total mass remains constant while creating aggregates at the expense of the monomer population. This process does not depend on the particular choice of aggregation process as long as gelation does not take place. In a finite system, gelation is equivalent to treating the super-particle separately. Since there is a finite net flux towards the super-particle, the mass of the other aggregates is lost to the super-particle.

If clearance is size-dependent with $\mu_i = \mu / i$, then

$$\frac{dM_{\text{tot}}}{dt} = \gamma - \mu P_{\text{tot}}.$$  

(47)

Starting again with $M_{\text{tot}}(0) = c_1(0) = 1 = \gamma / \mu$, we note that since $P_{\text{tot}} \leq M_{\text{tot}}$ and the equality only occurs if $M_{\text{tot}} = P_{\text{tot}} = c_1$, we have $M_{\text{tot}} > \gamma - \mu P_{\text{tot}} > 0$ for $t > 0$ and the total mass of the system increases by the creation of new monomers. Particles belonging to aggregates are removed from the system by clearance but their removal is slower than the removal of monomers.

More generally, if we have $\mu_1 \leq \mu_k, \forall k > 1$ and there is at least one $k > 1$ such that $\mu_k < \mu_1$, then, following the same reasoning and initial condition, we have again $M > 0$ for $t > 0$. The total mass of the system increases.

5.2. Moment analysis and evolution of the toxic mass

For the rest of the analysis of the homogeneous system, we will assume that $\mu_i = \mu$ for all $i$ and that $N$ is sufficiently large as to not affect the dynamics on intermediate time scales of disease progression. Therefore, it is suitable to study the system in the limit $N \to \infty$. Further, we are interested in solutions with no initial seeding, so that $c_i(0) = 0, i > 1$ and $c_1(0) = 1$. As the system evolves, we have, for all time, $c_i(t) \in [0, 1]$ and $M(t) \in [0, 1]$. This choice of initial conditions also implies that $\gamma = \mu$. The homogeneous system now reads

$$\frac{dc_1}{dt} = \mu (1 - c_1) - 2c_1 \sum_{k=2}^{\infty} k \sum_{i=1}^{k} \frac{c_{2,k}}{c_{2,i}} - c_1 \sum_{k=2}^{\infty} \frac{c_k}{k},$$  

(48)

$$\frac{dc_2}{dt} = -\mu c_2 + c_1 \sum_{k=2}^{\infty} k \sum_{i=1}^{k} \frac{c_{2,k}}{c_{2,i}} - c_1 c_2 + \beta \sum_{k=2}^{\infty} c_{2,k},$$  

(49)

$$\frac{dc_i}{dt} = -\left(\mu + \frac{\beta}{2}(i - 3)\right) c_i + c_1 (c_{i-1} - c_i) + \beta \sum_{k=2}^{\infty} c_{i+k} \quad i > 2.$$  

(50)

5.3. Moment analysis and evolution of the toxic mass

A classic approach to study the infinite system of ODEs (48)-(50) is to obtain equations for the moments

$$Q_i = \sum_{k=2}^{\infty} c_i.$$  

(51)
In particular, the first two moments are associated with the total number of toxic aggregates $P = Q_0$ and the total mass $M = Q_1$, respectively. We note that the third moment $Q_2$ does not appear in this description. This is due to the fact that the two terms involving $Q_2$ are $-1/2 \sum i(i-3)c_i$ and $\sum_{i=2}^{\infty}\sum_{j=0}^{i-2}i(i-3)c_i$, and they cancel exactly. The same cancellation occurs in the model of prion growth (Masel et al., 1999; Pöschel et al., 2003; Cohen et al., 2011c) and the solution of the resulting closed system can be obtained approximately (Knowles et al., 2009). This fact has been used by many authors to match experimental data with model predictions (Cohen et al., 2011a; 2011b; Knowles et al., 2011).

For our model, using the scaled system (48)–(50), the definition (14), and $m(t) = c_1(t)$, we obtain

$$\frac{dm}{dt} = \mu(1 - m) - 2m^2(\kappa + \xi M) - mP,$$  \hspace{1cm} (52)

$$\frac{dp}{dt} = -\mu P + m^2(\kappa + \xi M),$$  \hspace{1cm} (53)

$$\frac{dM}{dt} = -\mu M + 2m^2(\kappa + \xi M) + mP.$$  \hspace{1cm} (54)

As expected we have $m + M = M_{\text{tot}}$ and

$$\frac{dM_{\text{tot}}}{dt} = \mu(1 - M_{\text{tot}}).$$  \hspace{1cm} (55)

and for the initial condition $m(0) = 1, M(0) = P(0) = 0$, we have $m(t) = 1 - M(t) \forall t$. We note that the system (52)–(54) is not closed when $\beta \neq 0$ as it contains the variable $c_2$.

### 5.4. Analysis of the $\beta$ model

Taking $\beta = 0$ in the moment Eqs. (52)–(54) leads to a closed system for $(m, P, M)$:

$$\frac{dm}{dt} = \mu(1 - m) - 2m^2(\kappa + \xi M) - mP,$$  \hspace{1cm} (56)

$$\frac{dp}{dt} = -\mu P + m^2(\kappa + \xi M),$$  \hspace{1cm} (57)

$$\frac{dM}{dt} = -\mu M + 2m^2(\kappa + \xi M) + mP.$$  \hspace{1cm} (58)

As shown in Fig. 6, its dynamics from the initial condition $(1,0,0)$ tends asymptotically to a fixed point $(m_\infty, P_\infty, M_\infty)$ where $m_\infty$ is the first positive root of

$m_\infty^2 - m_\infty^3(\kappa - 2\mu\xi + \xi) - m_\infty^2(2\mu\kappa + \xi) - m_\infty^2 + \mu^2 = 0$.  \hspace{1cm} (59)

and

$M_\infty = 1 - m_\infty, \quad P_\infty = \frac{m_\infty^2}{\mu}(\kappa + \xi(1 - m_\infty))$.  \hspace{1cm} (60)

From the asymptotic values, we can determine the exact asymptotic distribution by finding the equilibria of (48)–(50) in the case $\beta = 0$: $c_i = \frac{m_\infty^2(\kappa + \xi M_\infty)}{(\mu + m_\infty)^{i-1}}, \quad i = 2, 3, \ldots$  \hspace{1cm} (61)

an example of which is shown in Fig. 7 together with a numerical solution of the dynamics leading to the asymptotic distribution. We note that the dynamic is associated with multiple time scales. Initially, the population of toxic protein increases exponentially with a typical time scale obtained by assuming that $m(t) \approx 1$. But, the size distribution only reaches its asymptotic value over a much longer typical time scale compared to the mass of toxic protein. Using $m(t) = 1$ in (56)–(58) leads to a linear system with early time dynamics

$M(t) = 2\kappa t - \frac{1}{2}\kappa (-1 + 2\mu - 4\xi) t^2 + O(t^3)$.  \hspace{1cm} (62)

The time at which this solution reaches the asymptotic value $M_\infty$ provides an estimate for the time scale of early expansion of the

![Fig. 6. Dynamics of monomer and toxic protein mass in the $\beta$ model. Here, the initial exponential growth of the toxic population is associated with the time scale $\tau_1 \approx 35$ and $\tau_2 \approx 66$. Parameters: $\mu = 10^{-4}, \kappa = 10^{-3}$.](image)

![Fig. 7. (a) Asymptotic size-distribution in the homogeneous $\beta$ model. (b) Dynamical evolution of the size distribution (dashed curves indicates the exact asymptotic solution). The typical time scale for an aggregate of size $n$ to reach equilibrium is $\tau_n$. For instance, here $\tau_{200} \approx 574$ and $\tau_{400} \approx 1156$. Parameters: $\mu = 10^{-4}, \kappa = 10^{-3}$.](image)
toxic proteins

\[ \tau_1 = -\frac{2\sqrt{\kappa} - \sqrt{2} \sqrt{2\kappa + M_\infty(1 + 4\xi - 2\mu)}}{\sqrt{\kappa}(1 + 4\xi - 2\mu)}. \]

The initial expansion phase is followed by a saturation stage with time scale \( \tau_2 \) at which \( m \) is close to its asymptotic value \( m_\infty \)

\[ \tau_2 = \tau_1 + 1/\sqrt{\kappa}. \]

For longer times, the system exhibits a slower dynamical evolution over a time scale \( \tau_n > \tau_2 \) for large \( n \) towards the asymptotic size distribution. Indeed, once \( c_1 \) is closed to its asymptotic value, the equations for \( c_i \) with \( i > 2 \) becomes linear with a typical decay rate given by \( 1/(\mu + m_\infty) \). Hence the concentration \( c_n \) reaches equilibrium on a time scale

\[ \tau_n = \sum_{i=2}^{n} \frac{1}{\mu + m_\infty} = \frac{n - 1}{\mu + m_\infty}. \]

A couple of examples of these time scales are shown in Fig. 7.

5.5. Analysis of the \( \tau \) model

The moment equations for the \( \tau \) model read

\[ \frac{dm}{dt} = \mu(1 - m) - 2\kappa m^2 - mP. \]

\[ \frac{dp}{dt} = -\mu P + \kappa m^2 + \frac{\beta}{2}(M - 3P + c_2). \]

\[ \frac{dM}{dt} = -\mu M + 2\kappa m^2 + mP. \]

The analysis of these equations is complicated by the fact that they involve \( c_2(t) \). However, since \( \beta \ll 1 \) we expect \( \beta c_2 \) to be also small, therefore this term can be neglected in the first instance to obtain an approximate but closed system for the moments. Indeed, Fig. 8 shows that the numerical solutions of the full system is indistinguishable from the approximate moment equations. To make this argument more precise, we can obtain exact upper and lower bounds for the asymptotic monomer mass \( m_\infty \) by realizing that, asymptotically, \( c_2 = 0 < c_2 < P_\infty = c_2^* \), where

\[ p_\infty = \mu(1 - m_\infty) - 2m_\infty^2 \kappa \]

Then, the asymptotic concentration of monomer \( m_\infty \) is sandwiched between \( m_\infty^+ < m_\infty < m_\infty^- \) where \( m_\infty^\pm \) are the two real solutions of

\[ 2\kappa m^2 + m^2(4\kappa \mu + (6\kappa - 1)\beta) + M\beta(c_2^* + 3\mu + 1 + 2\mu^2) - \mu(2\mu + 3\beta) = 0. \]

The asymptotic size distribution can be obtained by solving numerically the full system (48) and (50) for time \( t \gg \tau_1 \) as shown in Fig. 9. The early dynamics is dominated by the nucleation process with a typical time scale \( \tau_1 = 1/\sqrt{\kappa} \). We note that this size distribution is markedly different than the one found for the \( A\beta \) model. It has a maximum at a value less than the average length given by \( M_\infty/p_\infty \). In order to obtain an estimate of this asymptotic profile, we assume that we know from the moment equation the asymptotic values of both the monomer population \( m_\infty \) and the total aggregate number \( P_\infty \) from the previous argument. The problem is then to find a solution for the infinite set of equations

\[ \frac{dc_i}{dt} = \left( \mu + \frac{\beta}{2}(i - 3) \right) c_i + c_{i+1} - c_i + \beta \sum_{k=1}^{\infty} c_{i+k} 
\]

where we have approximated Eq. (43) by changing the summation index in the last term (from \( k = 2 \) to \( k = 1 \)). We can obtain a continuous limit of this equation by assuming that it is a discretization of an equation for the variable \( y(s, t) \) such that \( y(n, t) = c_n(t) \). The
difference between two consecutive equations of the form (71) is
\[
\frac{d}{dt}(c_{i+1} - c_i) = -\left(\mu + \beta \frac{b}{2}(i-2)\right)(c_{i+1} - c_i)
\]
\[-m(t)(c_{i+1} - 2c_i + c_i) + \beta c_{i+1}.
\]
Using the discretization of \(y\) with a unit step, we have
\[
\frac{dy}{ds} \approx c_{i+1} - c_i, \quad \frac{\partial^2 y}{\partial s^2} \approx c_{i+1} - 2c_i + c_i, \quad c_{i+1} \approx \frac{dy}{ds} + y.
\]
Eq. (72) can then be written
\[
\frac{\partial^2 y}{\partial s^2} = -\left(\mu + \beta \frac{b}{2}\right)\frac{dy}{ds} - m(t)\frac{\partial^2 y}{\partial s^2} + \beta y.
\]
The steady state of this equation is given by the solution of
\[
m_\infty \frac{\partial^2 y}{\partial s^2} + \left(\mu + \beta \frac{b}{2}\right)\frac{dy}{ds} - \beta y = 0.
\]
This is a linear second-order equation for \(y\). Enforcing that the solution at \(s = 0\) is bounded leads to a solution with a single constant:
\[
\bar{y}(s) = K(2\mu + s\beta)^2 - 2m_\infty \beta e^{-\frac{2(\mu + s\beta)^2}{2m_\infty \beta}}.
\]
The constant \(K\) is found by the condition
\[
\int_0^\infty \bar{y}(s)ds = P_\infty \Rightarrow K = \frac{P_\infty e^{-\frac{2(\mu + s\beta)^2}{2m_\infty \beta}}}{4m_\infty (\beta + \mu)}.
\]
This solution, shown in Fig. 9, is a good approximation of the exact discrete distribution. In particular, it gives an excellent estimate for the maximum, located at the closest integer to
\[
s_{\text{max}} = \sqrt{\frac{6m_\infty}{\beta} - \frac{2\mu}{\beta}}.
\]
This estimate also shows that fragmentation is necessary to observe a maximum away from \(N = 2\).

The asymptotic dynamics for large \(t\) can be found by analyzing (74) and looking for solutions of the form
\[
y(s, t) = \bar{y}(s) + e^{rt}x(s),
\]
which leads to an equation of the form (75) where \(y\) is replaced by \(x\) and \(m_\infty\) is replaced by \(m_\infty + r\). This equation has two solutions and the conditions that this time-dependent solution preserves both the number and mass of aggregates
\[
\int_0^\infty x(s)ds = 0, \quad \int_0^\infty sx(s)ds = 0,
\]
lead to an equation for \(r\)
\[
2\beta r^2 + r(4\beta m_\infty - 2\mu^2) - 2\mu^2(2\beta + 2\mu - m_\infty) + 2\beta m_\infty^2 = 0.
\]
Both solutions are valid but the largest negative solution is the solution of interest for the dynamics. Indeed the smallest negative exponent describes solutions that quickly decay to the static solution. The solution associated with the largest exponent is the one observed for large times.

6. Network simulation

Next, we consider the dynamical evolution of protein concentrations at the level of the network. The first question is to scale parameters and variable correctly from the homogeneous equations studied in the previous section and valid at one node to the entire network. The total mass of monomer in the system \(m_0\) is assumed to be distributed uniformly on all the \(V\) nodes so that, in the scaled variables (31), the initial conditions for the network are
\[
c_{i,j} = 1/V, \quad c_{k,j} = 0 \quad k = 2, \ldots, N; \quad j = 1, \ldots, V.
\]
Then, for the network to have the same kinetics as the homogeneous system, we must scale the parameters from the homogenous system (now described by the subscripts “hom”) as follows
\[
\gamma = \gamma_{\text{hom}}/V^2, \quad \mu = \mu_{\text{hom}}/V, \quad \xi = \xi_{\text{hom}}V, \quad \beta = \beta_{\text{hom}}/V, \quad \kappa = \kappa_{\text{hom}}.
\]
Similarly the time scale is now \(t = t_{\text{hom}}V\). The equivalence with the homogenous system is obtained by setting \(k_i = k\) and \(\rho = 0\) in (38)-(41). Then the total mass of monomers \(m = \sum c_{i,j}\) and toxic proteins \(m = \sum kc_{i,j}\) have the same dynamics as the one obtained in Figs. 6 and 8.

The second question is how to properly seed the system to express the fact that the disease starts at a given location. We can either start with a non-zero initial condition of dimers at a given node or assume that the main mechanism for the initial creation of toxic proteins is due to nucleation at a given node. Here, we choose the latter modeling assumption and assume that \(k_i\) vanishes everywhere except at given nodes where it assumes a small value. These nodes are the seed regions were neurodegenerative diseases are known to start. For the \(A\beta\) model we start at the two nodes characterizing the posterior cingulate (Leech and Sharp, 2013). For the \(\tau\) model, we seed the system in the entorhinal region (De Calignon et al., 2012) (the list of regions of interest, together with their node number, lobe, hemisphere, and spatial coordinates is given in the Supplementary Material).

Since the diffusion tends to homogenize the system, we expect that for long times the dynamics is uniform over all the nodes so that the size distribution is described by the homogeneous system.

From now on, we assume that the clearance rate for each aggregate is the same so that the total mass of proteins is conserved.

6.1. Comparison of the \(A\beta\) and \(\tau\) models

For both systems, we use the same parameters apart for the fragmentation (\(\beta = 0\) for the \(A\beta\) model), the secondary nucleation (\(\xi = 0\) for the \(\tau\) model) and the seed region as described above. For the simulations we chose the parameters given in Table 2. Note that due to fragmentation, the asymptotic decay in size is faster with the \(\tau\) model. Hence, for the values of the parameters chosen here, we only need to consider aggregates of size up to \(N = 200\) as the concentration of larger aggregates is negligible.

6.1.1. Evolution of total monomer and toxic protein mass

Despite the fact that the system is not homogeneous, the overall total mass (obtained by summing the mass of each aggregates at each node) follows a similar evolution as the homogeneous system. For the \(A\beta\) model, the asymptotic value for \(m_\infty\) can be obtained by using (59) for the entire system after the proper scaling of the parameters
\[
m^2V^2/\beta^2 - m^2(2\mu^2 + m_\infty) + m^2(2\mu^2 + m_\infty) + 2\beta m_\infty^2 = 0.
\]
where \(q\) is the number of seeded nodes (2 in our case). For the \(\tau\) model, we use the network version of (70)
\[
2q\mu m^2 + q^3(4q\mu m + (6q\mu - 1)\beta V)
\]
\[
+ m\left(2\beta V(3\mu V + 1) + 2q^2V^2\right) - \mu(2\mu + 3\beta)V^2 = 0.
\]
The evolution for the particular choice of parameters in Table 2 is shown in Fig. 10.
The total monomer concentration \( m(t) \) (the sum of \( C_i \) over all the nodes) and the total mass of aggregates \( M(t) = 1 - m(t) \) for (a) the Aβ model (with both estimated and numerical asymptotic value given by \( m_\infty \approx 0.45 \)) and (b) the τ model (with both estimated and numerical asymptotic value given by \( m_\infty \approx 0.23 \)). Parameters given in Table 2.

**Fig. 10**

| \( A\beta \) model | \( \tau \) model |
|---------------------|------------------|
| \( \kappa_i \)  | nucleation at node \( i \) | \( \kappa_i \) nucleation at node \( i \) |
| \( \xi \)  | secondary nucleation | \( \xi \) secondary nucleation |
| \( \beta \) | fragmentation rate | \( \beta \) fragmentation rate |
| \( \alpha \) | elongation rate | \( \alpha \) elongation rate |
| \( \gamma \) | production rate | \( \gamma \) production rate |
| \( \mu \) | clearance rate | \( \mu \) clearance rate |
| \( \rho \) | diffusion constant | \( \rho \) diffusion constant |
| \( m_0 \) | initial monomer c. | \( m_0 \) initial monomer c. |
| \( V \) | number of nodes | \( V \) number of nodes |
| \( N \) | super-particle size | \( N \) super-particle size |

Parameters chosen for the numerical simulation based on the analysis of the homogeneous system (c. stands for concentration).

**Table 2**

(a) \( A\beta \) model at times 5000 to 70,000 (indicated by 5 to 70 on the curves) (b) the \( \tau \) model at times 20,000 to 120,000 (indicated by 20 to 120 on the curves) with estimated and computed \( n_{\text{max}} \approx 17 \). The dashed lines is the estimated asymptotic distribution. Parameters given in Table 2.

**Fig. 11**

6.1.2. Evolution of the size distribution

We compute for the values given in Table 2, the evolution of the size distribution for both models. We can obtain asymptotic estimates based on the same argument as in the previous section. For the \( A\beta \) model, we have

\[
c_n = \frac{m_0^2 (q \kappa / V + \xi / V (1 - m_\infty))}{(\mu V + m_\infty)^n}.
\]

For the \( \tau \) model, we have

\[
c_n = \frac{(2\mu + n\beta)^2 V - 2m_\infty \beta}{\beta + \mu} \exp\left[\frac{4(\beta + \mu)^2 V - 2m_\infty \beta^2 V}{4\beta m_\infty}\right].
\]

with a maximum at the closest integer to

\[
n_{\text{max}} = \sqrt{\frac{6m_\infty}{\beta V} - 2\frac{\mu}{\beta}}.
\]  

In the example shown in **Fig. 11**, this approximation is consistent with the numerical solution of the full system.

We notice that the two models exhibit distinct size distribution and that for the \( \tau \) model, long chains (of size \( > 40 \) monomers) tends to disappear quickly in the long-time dynamics, while this is not the case for the \( A\beta \) model that has a much longer-tailed distribution.
### 6.13. Spreading behavior over the network

To understand the evolution of the toxic proteins over the entire network, we compute at each node the toxic mass as a function of time:

\[
M_j(t) = \sum_{i=2}^{N} c_{ij}(t), \quad j = 1, \ldots, V. \tag{89}
\]

We also average the toxic mass for six regions (consisting of the usual four lobes: temporal, parietal, frontal, occipital, together with the basal ganglia, and the limbic region shown in Fig. 5):

\[
M^{(i)} = \frac{1}{r_j} \sum_{i \in \mathcal{R}_j} M_i, \quad j = 1, \ldots, 6. \tag{90}
\]

where \( \mathcal{R}_j \) is defined as the set of all nodes in that region and \( r_j \) is the number of elements of \( \mathcal{R}_j \).

The evolution of the toxic mass at each node clearly illustrate the extra delay in the spreading of the disease associated with diffusion from one node to the next. While the progression at the seeding node is very fast, other nodes feel the effect of the disease over a new time scale directly associated with diffusion (through the overall scaling constant \( \rho \)). The last node to be invaded is the frontal pole sitting at the extremity of the frontal lobe and poorly connected in the connectome. If these extreme nodes are removed from the computation, the occipital lobe becomes the last lobe to be fully infected.

### 6.14. Staging estimates

A striking feature of Fig. 12a,b is that staging is established very early on in the dynamics. Once the process starts the ordering of nodes by the toxic mass does not change significantly (no curves intersect). This observation can be used to provide an estimate of the spatial staging. Indeed, for early times, the only significant change in the system is a conversion from a large population of healthy monomers to dimers. Therefore, we have \( c_{jj} \approx 1/V \) and \( c_{ij} = 0 \) for all \( i > j \). Denoting \( q_j = c_{jj} \) and using Eq. (39), the dynamics of dimers for early time is therefore approximated by

\[
\dot{q}_j = -2^{-\eta} \sum_{k=1}^{V} L_{jk} q_k + a q_j + \frac{\kappa_j}{\sqrt{V}}, \quad j = 1, \ldots, V. \tag{91}
\]

where \( a = 2\xi \sqrt{V^2 - 1/V - \mu^2} \). This is a linear system of ODEs with constant coefficients that can be solved using traditional methods of diagonalization (Goriely, 2001; Perko, 2001). Indeed, from the graph Laplacian \( L \), we can build the matrix \( U \) whose columns are eigenvectors associated with the eigenvalues of \( L \). Introducing the diagonal matrix \( \Lambda = \text{diag}(\lambda_1, \ldots, \lambda_n) \), we have \( LU = \Lambda U \). Then, the solution is simply

\[
q_j = \sum_{k=1}^{V} U_{jk} \left[ b_k \frac{e^{(a-2^{-\eta}\lambda_k)t}}{a - 2^{-\eta}\lambda_k} \right], \quad j = 1, \ldots, V, \tag{92}
\]

where

\[
b_k = \frac{1}{\sqrt{V}} \sum_{l=1}^{V} (U^{-1})_{kl} \kappa_l. \tag{93}
\]

---

**Fig. 12.** Spreading in the right hemisphere. Top row: Toxic mass at each node in the right hemisphere for (a) the Aβ model and (b) the τ model. Bottom row: For each region in the right hemisphere, we show the average toxic mass for (c) the Aβ model and (d) the τ model. Parameters given in Table 2.
This approximation can be used to sort out the nodes according to the strength of the infection. It provides an excellent overall approximation of the staging that recovers, without the need of any numerical simulation, the overall lobe staging shown in Fig. 12c.d. It can also be used to obtain an understanding of the infection process based on the topological properties of the network. Indeed, expanding this expression for small times, we obtain

\[
V^2 q_j = \kappa_j (t + \frac{a}{2} t^2) - 2^{-\eta-1} \left[ \sum_{k=1}^{V} \sum_{l=1}^{V} U_{jk} (U^{-1})_{kl} \lambda_k \right] t^2 + O(t^3),
\]

\[ j = 1, \ldots, V. \tag{94} \]

This solution can be further simplified by using \( L = U \Lambda U^{-1} \):

\[
V^2 q_j = \kappa_j (t + \frac{a}{2} t^2) - \frac{t^2}{2^{\eta+1}} \sum_{k=1}^{V} L_{jk} \lambda_k + O(t^3), \quad j = 1, \ldots, V. \tag{95} \]

An interesting structure now appears in this solution. We define \( q = (q_1, \ldots, q_V) \), and similarly \( \kappa = (\kappa_1, \ldots, \kappa_V) \). Then, after basic algebraic manipulations, the expansion for the solution \( q \) can be written

\[
V^2 q = \sum_{n=1}^{\infty} \left( a 1 - 2^{-\eta} L \right)^{n-1} \kappa^{n} \frac{t^n}{n!}, \tag{96} \]

where \( 1 \) is the identity matrix.

This expression shows that at very early times, to order \( O(t) \), the only nodes affected are the nodes that are seeded (the nodes \( j \) for which \( \kappa_j \neq 0 \)). This behavior is observed in both Fig. 12a,b where the concentration at the seed is seen to increase linearly before it affects other nodes. Later on, to order \( O(t^2) \), the toxic mass increases at the seeded node depending on the kinetics (encoded in the parameter \( a \)). It also increases at other nodes depending on the product \( L \kappa \). This product is identical zero for all nodes unless connected to the seeding node. To order \( O(t^3) \), a node \( k \) has non-zero toxic mass if and only if \( L_{jk} \neq 0 \) where \( j \) is one of the seeded nodes. Remarkably this expression mostly depends on the topology of the network (encoded in the matrix \( L \)). To order \( O(t^3) \), a node has non-zero toxic mass if and only if its path length (the smallest number of steps between two nodes) to a seeded node is two. Hence, to \( O(t^3) \) a new node is seeded only if it is connected to a neighbor of a seeded node. In general, to order \( O(t^n) \) a node has non-zero toxic mass if and only if its path length to a seeded node is less than \( n \). For instance, the early dynamics of a node \( j \) that is located at a path length of 5 from a single seeding node \( k \) will be

\[
V^2 q_j = -2^{-5} L^{5} \kappa_j \frac{t^5}{5!} + O(t^7). \tag{97} \]

However, due to the small-world structure of the brain network, the average path length is 1.5. Therefore, most nodes connected to the neighbors of the seeded node will have a dynamics starting to order \( O(t^3) \). We conclude that within this model, the following...
staging dynamics, illustrated in Figs. 13 and 14 (full movies given in the Supplementary Material), naturally emerges:

- Initial stage: occurring at times $O(t)$ at the seeding nodes (the nodes $j$ such that $\kappa_j \neq 0$),
- Primary infection: occurring at times $O(t^2)$ at the nodes directly connected to the seeding nodes.
- Secondary infection: occurring at times $O(t^3)$ and depending both on the network topology and the protein kinetics. It affects only regions close to the nodes connected to the seeding nodes.
- Late stage: After the secondary infection, a rapid progression towards an invasion of the entire system takes place. Only nodes that are poorly connected (such as the frontal poles) remain unaffected.

7. Conclusion

We have derived a class of models for the spatial progression of key molecules associated with neurodegenerative diseases. These models follow the evolution of aggregates of different sizes and take the form of sets of nonlinear reaction-diffusion equation when the evolution of the aggregates are considered in a continuum with diffusion along axonal pathways. Taking into account the strong transport anisotropy present in the brain, these equations can be further reduced to systems of Smoluchowski equations interacting on a network through the graph Laplacian. The study of such systems is guided by the homogeneous case for which both total mass evolution and the distribution of aggregates can either be obtained exactly or approximated through various methods by taking advantage of the specific structure of the system.

Here, we considered two paradigmatic cases: a model for the extracellular dispersal of amyloid-$\beta$ further expanded by secondary seeding and aggregation, and a model for the intracellular propagation of $\tau$ molecules where fragmentation plays a key role. The comparative study of these models shows that fragmentation is key to observe a non-monotonic distribution of aggregate concentrations. It also shows the key role of primary and secondary nucleation processes for the expansion of the initial population.

At the local level, the increase in toxic mass is characterized by an early phase of seeding depending on primary nucleation, followed by a period of linear growth mostly controlled by aggregation of monomers onto the fibril. Following this early phase, an expansion phase takes places that requires secondary nucleation and/or fragmentation. However, if mass is conserved, the expansion phase terminates with a saturation phase where toxic and healthy molecules are in balance.

At the global level, the local dynamics is coupled with transport. For a network, the weighted graph Laplacian obtained from tractography provides a direct way to model the transport of toxic aggregates along axonal pathways. The study of the full system for both the $\text{A} \beta$ and $\tau$ models reveals the existence of four different stages in the progression of the disease as shown in Fig. 15. An initial stage develops at the seeded node. The evolution is mostly local in time and well described by the homogeneous equation.
The primary infection takes place in nodes connected to the seeded nodes and mostly depends on the diffusion process rather than the aggregation kinetics. These nodes becomes new seeds and secondary infection in all nodes connected to the primary nodes takes place and so on. Recalling that the average path length is about 1.5, it is clear that this network structure leads to rapid infection at this stage of most nodes. In the late stage, the disease has invaded all nodes and the toxic mass quickly saturates to its maximal values in balance with the population of healthy monomers.

When clearance does not depend on the aggregate size, these models conserve the total initial mass of monomers. This assumption simplifies considerably the study and a complete analysis of the general case, in which clearance varies with aggregate size, would be of great interest. The relative ordering of the parameters we have used in our analysis are based on experimental data. Hence, the typical qualitative features observed in the analysis are universal and directly relevant to the disease progression. Other parameters, such as the effective diffusion constant, production and clearance rates, are not directly accessible based on existing data. The effective diffusion constant in our study has been chosen based on the observation that staging is observed (which implies a very small effective constant). Further study of axonal diffusion in axons and tissues is needed to relate this crucial parameter to microscopic processes. Similarly, it is understood that clearance is key to slow down the progression of the disease. Therefore, a careful analysis of the corresponding parameter and its relationship with other phenomena, such as the vasculature and the lymphatic system, will be crucial in uncovering basic mechanisms and identify possible therapeutic targets.

We should also understand that it takes place in nodes connected to the seeded nodes and mostly depends on the diffusion process rather than the aggregation kinetics. These nodes becomes new seeds and secondary infection in all nodes connected to the primary nodes takes place and so on. Recalling that the average path length is about 1.5, it is clear that this network structure leads to rapid infection at this stage of most nodes. In the late stage, the disease has invaded all nodes and the toxic mass quickly saturates to its maximal values in balance with the population of healthy monomers.

The primary infection takes place in nodes connected to the seeded nodes and mostly depends on the diffusion process rather than the aggregation kinetics. These nodes becomes new seeds and secondary infection in all nodes connected to the primary nodes takes place and so on. Recalling that the average path length is about 1.5, it is clear that this network structure leads to rapid infection at this stage of most nodes. In the late stage, the disease has invaded all nodes and the toxic mass quickly saturates to its maximal values in balance with the population of healthy monomers.

When clearance does not depend on the aggregate size, these models conserve the total initial mass of monomers. This assumption simplifies considerably the study and a complete analysis of the general case, in which clearance varies with aggregate size, would be of great interest. The relative ordering of the parameters we have used in our analysis are based on experimental data. Hence, the typical qualitative features observed in the analysis are universal and directly relevant to the disease progression. Other parameters, such as the effective diffusion constant, production and clearance rates, are not directly accessible based on existing data. The effective diffusion constant in our study has been chosen based on the observation that staging is observed (which implies a very small effective constant). Further study of axonal diffusion in axons and tissues is needed to relate this crucial parameter to microscopic processes. Similarly, it is understood that clearance is key to slow down the progression of the disease. Therefore, a careful analysis of the corresponding parameter and its relationship with other phenomena, such as the vasculature and the lymphatic system, will be crucial in uncovering basic mechanisms and identify possible therapeutic targets.

Theoretical research in neurodegenerative diseases has been so far separated into detailed in vitro analysis of aggregation kinetics on the one hand and linear transport on network compared to structural data on the other hand. Both aspects have been shown to be of great importance for our understanding of the diseases. The theory presented here shows that both approaches can be combined within the same mathematical framework and easily analyzed analytically and computationally. The proposed theory is sufficiently flexible to be further generalized to more intricate kinetics or coupled to other important phenomena.

Acknowledgments

This work was supported by the Engineering and Physical Sciences Research Council grant EP/R020205/1 to Alain Goriely and by the National Science Foundation grant CMMI 1727268 to Ellen Kuhl. A.G. gratefully acknowledges a discussion with Tuomas Knowles.

Supplementary material

Supplementary material associated with this article can be found, in the online version, at doi:10.1016/j.jtbi.2019.110102.

References

Ball, J.M., Carr, J., Penrose, O., 1986. The Becker-Döring cluster equations: basic properties and asymptotic behaviour of solutions. Commun. Math. Phys. 104 (4), 657–692.

Ball, J.M., Jack, C., 1990. The discrete coagulation-fragmentation equations: existence, uniqueness, and density conservation. J. Stat. Phys. 61 (1–2), 203–234.

Basset, D.S., Bullmore, E.T., 2017. Small-world brain networks revisited. Neuronscience 23 (5), 499–516.

van den Bedem, H., Kuhl, E., 2015. Tau-sm: the yin and yang of microtubule sliding, detachment, and rupture. Biophys. J. 109 (11), 2215–2217.

Berg, M., Bracko, O., Davit, Y., Quintard, M., Nishimura, N., Schaffer, C.B., Lortois, S., 2019. A new model for molecule exchange in the brain microvascular system: consequences of capillary occlusions in alzheimer's disease. J. Cereb. Blood Flow Metabol. 39, 301–302. (1_suppl)
Berti, M., Franchi, B., Marcello, N., Tesi, M.C., Tosin, A., 2016. Alzheimer’s disease: a mathematical model for onset and progression. Math. Med. Biol. Page 80002.

Braak, H., Braak, E., 1991. Neuropathological staging of Alzheimer-related changes. Acta Neuropathol. 82 (4), 239–259.

Carbonell, F., Iturria-Medina, Y., Evans, A.C., 2018. Mathematical modeling of protein misfolding mechanisms in neurological diseases: a historical overview. Frontiers in Neurology 9, 377.

Cho, H., Choi, J.Y., Hwang, M.S., Kim, Y.J., Lee, H.M., Lee, H.S., Lee, J.H., Ryu, Y.H., Lee, M.S., Iyoo, C.H., 2016. In vivo corotational spreading pattern of tau and amyloid in the Alzheimer disease spectrum. Ann. Neurol. 80 (2), 247–258.

Claveria, F., Lavenir, F., Balk, S., Goedert, M., Tolnay, M., 2013. ‘Prion-like’ templated misfolding in tauopathies. Brain Pathol. 23 (3), 342–349.

Cohen, S.A., Linse, S., Luheshi, L.M., Hellstrand, E., White, D.A., Rajah, L., Otzen, D.E., Vendruscolo, M., Dobson, C.M., Knowles, T.P.J., 2013. Proliferation of α-synuclein aggregates occurs through a secondary nuclear mechanism. Proc. Natl. Acad. Sci. 110 (24), 9758–9763.

Cohen, S.A., Vendruscolo, M., Dobson, C.M., Knowles, T.P.J., 2011. Nucleated polymerization with secondary pathways: ii. determination of self-consistent solutions to growth processes described by non-linear master equations. J. Chem. Phys. 135 (6), 088811.

Cohen, S.A., Vendruscolo, M., Dobson, C.M., Knowles, T.P.J., 2011. Nucleated polymerization with secondary pathways: ii. equilibrium behavior and oligomer populations. J. Chem. Phys. 135 (6), 088812.

Cohen, S.A., Vendruscolo, M., Welland, M.E., Dobson, C.M., Terentiev, E.M., Knowles, T.P.J., 2011. Nucleated polymerization with secondary pathways: i. time evolution of the principal moments. J. Chem. Phys. 135 (6), 088815.

Collet, J.-F., 2004. Some interesting issues in the theory of fragmentation-coagulation systems. Commun. Math. Sci. 35–54, 2(Supplemental Issue)

Collet, J.-F., Poupart, F., 1996. Existence of solutions to coagulation-frAGMENTATION systems with diffusion. Transp. Theory Stat. Phys. 25 (3), 307–337.

Connolly, T., Kim, S., Joo, J., Song, Y., Marzavine, A., Kuret, J., 2008. Nucleation-dependent tau filament formation the identification of dimersization and an estimation of elementary rate constants. J. Biol. Chem. 283 (20), 13806–13816.

Covney, P.W., Watts, J.A.D., 1996. Analysis of a generalized Becker–Döring model of self-replicating micelles. Proc. R. Soc. Lond. A 452 (1952), 2079–2092.

Dariusz, W., 2002. Mass-conserving solutions to the discrete coagulation-frAGMENTATION model with diffusion. Nonlinear Anal. Theory Methods Appl. 49 (3), 297–314.

Davies, S.C., King, J.R., Watts, J., 1999. Self-similar behaviour in the coagulation equations. J. Eng. Math. 36 (1), 5–77.

Davis, A.A., Leyns, C.E.G., Holtzman, D.M., 2018. Interscellular spread of protein aggregates in neurodegenerative disease. Acta Neuropathol. 136 (3), 459–508.

De Calignon, A., Polydoro, M., Suárez-Calvet, M., William, C., Adamowicz, D.H., Kopeikina, K.J., Pittick, R., Sahara, N., Ashe, K.H., Larson, C.A., et al., 2012. Propagation of tau pathology in a model of early Alzheimer’s disease. Neuron 73 (4), 685–697.

Delacourte, A., David, J.P., Sergeant, N., Buee, L., Wattez, A., Vermenis, P., Cholati, F., Fallet-Bianco, C., Pasquier, F.L., 1999. The biochemical pathway of neurofibrillary degeneration in aging and Alzheimer’s disease. Neurology 52 (6), 1158.

Frank, A.E., 2015. Assembly of α/β-proteins proceeds via monomeric nuclei. J. Molecular Biol. 427 (2), 287–290.

Fornari, S., Schäfer, A., Jucker, M., Goriely, A., Kuhl, E., 2019. Prion-like spreading of Alzheimer’s disease within the brain’s connectome. Interface R. Soc. https: //doi.org/10.1098/rsif.2018.0358.

Frank, F., 1999. Analysis of protein aggregation kinetics Methods Enzymol. 309, 256–274, Elsevier

Frankel, R., Tormquist, M., Stein, G., Hansson, O., Andresson, U., Zetterberg, H., Blennow, K., 2004. Cerebrovascular Tomography. PJX, 2D-catalytic amplification of Alzheimer-associated β-amyloid peptide aggregation in human cerebrospinal fluid. Commun. Biol. 2 (1), 1–11.

Goedert, M., 2015. Alzheimer’s and parkinson’s diseases: the prion concept in relation to assembled α/β, tau, and α-synuclein. Science 349 (6248), 1255555.

Goedert, M., Masuda-Suzukake, M., Falcon, B., 2017. Like prions: the propagation of aggregated tau and α-synuclein in neurodegeneration. Brain 140 (2), 266–278.

Goodhill, G.J., 1997. Diffusion in axon guidance. Eur. J. Neurosci. 9 (7), 1414–1421.

Goyal, A., 2001. Integrability and Nonintegrability of Dynamical Systems. World Scientific Publishing Company.

Henderson, M.X., Comblath, E.J., Darwin, A., Zhang, B., Brown, H., Nathagan, R., Kojima, S., McDonald, D.S., Trojahn, S.O., Lee, J.C., 2018. Spread of α-synuclein pathology through the brain connection is modulated by selective vulnerability and predicted by network analysis. Nature Neurosci. 22 (8), 1248.

Hernández, J.C.C., Bracko, O., Kersbergen, C.J., Muse, V., Half-Javaherian, M., Berg, M., Park, L., Vinarac, L.K., Iyvák, D.A.R., et al., 2019. Neutrophil adhesion in brain capillaries reduces cortical blood flow and improves memory function in Alzheimer’s disease mouse models. Nature Neurosci. 22 (3), 413.

Iliff, J.J., Wang, M., Liao, Y., Plogg, B.A., Peng, W., Gundersen, G.A., Benveniste, H., Vats, V., Debnath, J., S.A.G., et al., 2012. Water flow, cSF flow through the brain parenchyma and the clearance of interstitial solutes, including amyloid β. Sci. Transl. Med. 4 (147), 147–1477.e4a

Ittner, L.M., Görtz, J., 2011. Amyloid-β and tau—a toxic pair deus in alzheimer’s disease. Tissue Culture. Neurosci. 12 (2), 67.

Jack, C.R., Bennett, D.A., Blennow, K., Carrillo, M.C., Dunn, B., Haererlin, S.B., Holtzman, D.M., Jagust, W., Jessen, F., Karlswall, J., et al., 2018. Nia-a research framework: toward a biological definition of Alzheimer’s disease. Alzheimer’s & Dementia. 14 (4), 535–562.