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Abstract

We study nonlocal nonlinear dynamical systems and uncover the gradient structure to investigate the convergence of solutions. Mainly but not exclusively, we use the Łojasiewicz inequality to prove convergence results in various spaces with continuous, or discrete temporal domain, and finite, or infinite dimensional spatial domain. To be more specific, we analyze Lotka-Volterra type dynamics and concentration-dispersion dynamics.

Lotka-Volterra equations describe the population dynamics of a group of species, in which individuals interact either competitively or cooperatively with each other. It is well-known that Lotka-Volterra equations form a gradient system with respect to the Shahshahani metric. The Shahshahani metric, unfortunately, becomes singular in the scenario where some species become extinct. This singular nature of the Shahshahani metric is an obstacle to the usual convergence analysis. Under the assumption that the interaction between species is symmetric, we present two different methods to derive the convergence result. One, the entropy trapping method, is to adapt the idea of Akin and Hofbauer (Math. Biosci. 61 (1982) 51–62) of using monotonicity of the energy to bound the entropy, which provides the proximal distance of the solution from the desired equilibrium. Another method, inspired by Jabin and Liu’s observation in (Nonlinearity 30 (2017) 4220) is to change variables to resolve the singular nature of gradient structure. We apply this idea to show the convergence result in generalized Lotka-Volterra systems, such as regularized Lotka-Volterra systems and nonlocal semi-linear heat equations, which can be seen as an infinite dimensional Lotka-Volterra equations with mutation.

Concentration-dispersion dynamics is a new type of equation that is inspired by fixed point formulations for solitary wave shapes. The equations are designed in a way that the solution evolves to match the shape of a concentrated and dispersed version of the solution, which is an outcome of power nonlinearity and convolution. As a continuous time analogue of Petviashvili iteration, we aim to dynamically calculate the nontrivial solitary wave profile. We show the well-posedness and compactness of the solutions. Moreover, we suggest specific initial data which stay away from the trivial equilibrium. Using the gradient structure we deduce the existence of nontrivial solitary and periodic wave profiles. Unfortunately, the convergence result remains open. Instead, we regularize the concentration dispersion equations by adding a nonlinear diffusive term, and prove the convergence of the solutions by using the Łojasiewicz convergence framework. In this way, we can dynamically approximate nontrivial wave profiles with arbitrarily small error.
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Overview

Introduction. A gradient flow is a dynamical system, where the particle follows the steepest direction to decrease a given objective function, which is often called energy. Once the trajectory of the particle is bounded, it is commonly expected that the particle will stop at a critical point of the energy. Contrary to this popular belief, however, a bounded solution of gradient flow can fail to converge, even if the associated energy is smooth.

The idea for a such nonconvergence example was suggested by Haskell B. Curry (1944), who proposed an energy resembling an infinite spiral staircase with decreasing step size. In this way, the particle can move around a circle slowly and ceaselessly. A concrete example involving so called the “Mexican hat” function, was constructed later by Palis and DeMelo (1982) [50] and Absil, Mahony and Andrews (2005) [1]. This behavior is mainly enabled by lack of any relationship between the speed of the particle and the energy level where the particle is at.

In 1965, Lojasiewicz proved an inequality for analytic energy functions, that regulates the energy level with the speed of the particle, or the slope of the energy. Using the Lojasiewicz inequality, energy dissipation can be transformed to bound the length of the trajectory, and consequently any precompact solution of a gradient system with analytic energy converges. This convergence analysis can be, in fact, applied to gradient-“like” systems where the velocity of the particle loosely follow the gradient of the associated energy, satisfying a certain angle condition.

This convergence property comes in handy in optimization, but practically what we need is appropriate discrete-time version of gradient descent in order to calculate the local minimizer. In 2005, Absil, Mahony and Andrews [1], as an extension of Lojasiewicz convergence theorem, showed that a discrete iteration, which satisfies the angle condition with an analytic cost function, produces a convergent sequence as long as it is bounded. The flexibility of the angle condition presents innumerable optimization algorithms so one can investigate how to design the efficient iteration method for a given cost function. The most basic and simple method, Euler’s method, performs well when the time step is small enough.

Generally in time-discrete schemes, extra treatment, such as choosing the optimal time step, is necessary to achieve the monotonicity of the energy. Considering it is the energy that drives the dynamics, it would be more reasonable to cook up a time-discrete equation so that the energy is monotonic along the sequence, i.e., energetically stable. Pham Dinh Tao, in 1985, introduced an energetically stable optimizing algorithm and named it the Difference of Convex functions algorithm (DCA). It is an iterative algorithm for finding a fixed point of the gradient of two convex functions of which the difference is the objective function. In fact, the family of difference of convex functions is quite extensive that it has been applied to numerous nonconvex optimization problems. It was later in 2018 [41]
when the convergence of the DCA was proven using Łojasiewicz inequality. Due to the flexibility in convex splitting, DCA can in fact be comprehensive, including the classical methods in convex analysis and proximal methods [57].

The idea of using convex inequality to formulate energetically stable time-discrete equation was also developed independently in the area of partial differential equations. In 1998, David J. Eyre came up with an idea of representing the energy as a difference of two convex functions, to form a time-discrete Cahn-Hilliard equation and showed the produced sequence well-approximates the continuous-time solution. By treating the convex part implicitly and the concave part explicitly, this semi-implicit Euler’s method becomes energetically stable. In fact the semi-implicit Euler’s method can be seen as the special case of DCA.

A few derivations of DCA can be discussed. Since the implicit part of DCA is a convex optimization problem, the convex dual of DCA naturally arises. It is known that the dual DCA, or the DCA on the difference of dual of convex functions, is equivalent to the primal DCA. In order to boost the speed of convergence, we can group momentum methods into two types, whether the momentum is added externally or internally. The main and original examples of external, or internal addition of momentum on gradient descent are Polyak’s momentum method, or Nesterov’s acceleration method, respectively. As an extension of those, we present the DCA with momentum, which has slightly more flexibility on the definition of momentum. From this point of view, Polyak’s momentum method and Nesterov’s acceleration method can be regarded as the same algorithm on primal and dual energy, respectively.

Subject of the thesis. Of course, not every dynamical system is a gradient system. However, it is known that if a system has a strict Lyapunov function, there exists a metric to represent the system as a gradient system [8]. So finding an appropriate Lyapunov function and a metric often provides break-through for analyzing a dynamical system. One of the revolutionary examples is Jordan-Kinderlehrer-Otto’s characterization of the Fokker-Planck equation as Wasserstein gradient flow of KL-divergence.

In this thesis we study convergence problems in nonlocal nonlinear dynamical systems of two main types: Lotka-Volterra type dynamics and concentration-dispersion dynamics.

**Lotka-Volterra type dynamics.** Proposed, originally, as a model for population dynamics, Lotka-Volterra represents a fundamental model of nonlinear nonlocal system. It is well known that when the interaction matrix is symmetric, a Lotka-Volterra system is a gradient flow of a quadratic energy with respect to the so-called Shahshahani metric, which provides the inverse of population as weights on each species. Along the evolution it is possible that some species die out to make the Shahshahani metric to blow up. This singular structure is an obstacle for performing gradient analysis on Lotka-Volterra systems.

When the quadratic energy is convex, it is known that the Kullback-Leibler divergence (KL divergence), relative to the unique equilibrium, is decreasing. Since KL divergence provides proximal distance from the equilibrium, the monotonicity of the KL-divergence has been used to deduce global convergence result in Lotka-Volterra type systems [30] [6] [43] [33].

Our goal is, without assuming convexity of the energy, to prove convergence of bounded solutions. We provide two different ways to prove convergence of solutions as $t \to \infty$. First approach is to adapt the entropy trapping method of Akin and Hofbauer when they proved
the convergence of solutions in replicator dynamics \cite{2}. Although the KL-divergence, or the entropy, is no longer monotonic without convexity assumption, it still plays a role of distance-like function from the equilibrium. The idea is to use the monotonicity of the energy to capture the possible oscillation of KL-divergence.

Another is to de-singularize the metric. This idea was suggested by Jabin and Liu for studying Lotka-Volterra equations with mutation \cite{33},

\[
\partial_t u(t, x) = \Delta u(t, x) + \frac{1}{2} u(t, x) \left( a(x) - \int_\Omega b(x, y) u^2(t, y) dy \right).
\]

They studied infinite dimensional Lotka-Volterra systems with a diffusion term, which represents mutation. Especially, the suggested equation has a quadratic competition term, rather than a linear, which makes the equation as a $L^2$ gradient flow of quartic energy in weak sense. Furthermore, they showed that one can change variables to recover the original form of Lotka-Volterra equations with linear competition.

The method of de-singularizing Shahshahani metric can be used not only in the original Lotka-Volterra dynamics, but also in regularized Lotka-Volterra type systems,

\[
f'_i = -\frac{f_i}{\mu + \nu f_i} \nabla H(f)_i.
\]

As a generalization of Lotka-Volterra equation, Attouch and Teboulle suggested regularized Lotka-Volterra dynamics, which is a gradient system of a smooth energy $H$ with respect to Shahshahani-type metric \cite{6}.

In both variations of Lotka-Volterra \cite{33}, \cite{6}, the authors proved convergence of the solution, provided the energy is convex, using suitable KL-divergences as Lyapunov functions. We assume only that the energy satisfies the Lojasiewicz inequality to show convergence of bounded solutions by applying Lojasiewicz convergence analysis on the desingularized structure.

We also formulate energetically stable time-discrete Lotka-Volterra type equations using convex splitting and prove convergence of iterative algorithms by applying the entropy trapping method, and by de-singularizing the metric. This relates to practical uses of the Lotka-Volterra systems. For example, Hovsepian and Anselmo \cite{32} suggested supervised learning algorithms based on Lotka-Volterra systems, where they postulate the convergence of the solution, or make rather strong assumptions on the interaction matrix such as diagonal dominance.

Concentration-dispersion dynamics. Solitary waves, physical phenomena of waves that travels at constant speed and shape, were inexplicable by the theories of hydrodynamics at the time when they were discovered by J. Scott Russell in 1834. The first mathematical treatment of solitary waves, the KdV equation, was founded in 1877 by Joseph Valentin Boussinesq and actively rediscovered by Diederik Korteweg and Gustav de Vries in 1895. Since then the phenomena have been noticed in various nonlinear dispersive physical models, e.g., the sine-Gordon equation, the nonlinear Schrödinger equation etc., \cite{25}, \cite{29}, \cite{51}. Now it is understood that solitary waves is created when the nonlinear and the dispersive effects are balanced, but exact analytic solutions of solitary wave are known to be challenging to compute.
In 1976, Petviashvili successfully created an algorithm that is empirically known to converge, but the mathematical verification on global convergence is still unknown. Motivated by fixed point formulations of several kinds of solitary wave equations, we study integro-differential equations of \( u(x, t) : t \mapsto u(x) \in H^1(\mathbb{R}) \) as follows,

\[
\begin{aligned}
\frac{d}{dt} u(t, x) &= K * u^p - c(t) u \\
c(t) &= \int u^p K * u^p dx. 
\end{aligned}
\]  

(1)

where \( \ast \) indicates a convolution operator and \( p > 1 \). The equation (1) is designed in a way for \( u \) to chase after normalized \( K * u^p \). The nonlinearity \( u^p \) has an effect of concentration at peaks and the convolution by \( K \) has an effect of dispersion. We can expect \( u \) to stop evolving when the dispersive effect cancels the nonlinear concentration, just as how a solitary wave is created.

The equation (1), in fact, can be seen as a gradient flow on an invariant manifold of \((p + 1)\)-th roots of probability densities with respect to the metric weighted by \( u^{p-1} \), and the associated energy is a distance between \( K * u^p \) and \( u \) given by the metric. On the other hand, if we initiate the evolution outside of the manifold, the associated energy can lose the monotonicity. It turns out we can stabilize the energy by multiplying it by an exponential factor related to the manifold. With the new energy, the dynamics is a gradient flow in the flat whole space, which makes analysis far easier.

Unlike usual dispersive effects in PDE does, the convolution does not provide smoothing in time. For example, if the initial data has a singularity or a spike, the solution at any time will have the same. However, we can show that the difference between the solution and scaled initial data is smoother than the initial data. So the solution is precompact in \( H^1 \) on compact domains. On the real line, we show that the solution initiated from “bell-shaped” initial data is precompact in \( L^2 \).

Recall that we aim to approximate nontrivial wave profiles. Even if we prove the dynamics converges, it will be meaningless if every solution converges to trivial solutions, i.e., constant solutions. We show that the constant equilibria are unstable. Moreover, we can show that the peak of the solution stays strictly away from 0. Thus, by LaSalle’s invariance principle type argument, we deduce the existence of nontrivial equilibria of (1).

Despite the \( H^1 \)-analyticity of the energy, unfortunately, Lojasiewicz convergence framework cannot be applied to (1). To resolve the issue, we regularize the concentration-dispersion dynamics as follows.

\[
\begin{aligned}
\frac{d}{dt} u(t, x) &= \epsilon (u^p)_{xx} + K * u^p - c(t) u \\
c(t) &= \int u^p K * u^p dx - \epsilon [(u^p)_{xx}]^2 dx. 
\end{aligned}
\]  

(2)

Indeed, the equation (2) also has nice \( L^2 \)-gradient structure, and furthermore, we prove that every solution of (2) on compact domains converges. Also by showing the instability of the constant solution, we can approximate nontrivial periodic waves with arbitrarily small error \( \epsilon > 0 \).
Plan of the thesis. This thesis comprises three parts. Part 1 is an overview for the Lojasiewicz convergence theorem on time-continuous (Chapter 1) and time-discrete (Chapter 2) gradient system. We discuss adaptation of DC algorithm, originated from optimization algorithm, to a time-discrete differential equation in Chapter 2.2. Additionally, we provide novel perspectives on the Lojasiewicz framework on infinite dimensional space (Chapter 1.2) and DC algorithms with momentum (Chapter 2.3).

Part 2 is dedicated to convergence analysis on Lotka-Volterra type systems. We provide two different approaches to prove convergence for the continuous time equations (Chapter 3) as well as the discrete time equations (Chapter 4). Entropy trapping method can be found in Chapter 3.1 and Chapter 4.1. The convergence analysis using de-singularized gradient structure can be found in Chapter 3.2 and Chapter 4.2. As derivations of Lotka-Volterra systems, Lotka-Volterra systems with mutation are treated in Chapter 3.3 and time-discrete regularized Lotka-Volterra equations are treated in Chapter 4.3.

In Part 3, we introduce a new type of integro-differential equations, namely concentration-dispersion dynamics. We discuss the motivation and the gradient structure of the concentration-dispersion equations in Chapter 5. In Chapter 6, we perform analysis to show well-posedness, compactness of solutions, and existence of nontrivial wave profiles. In Chapter 7, we study the regularized concentration-dispersion dynamics and prove convergence of the solutions to nontrivial wave profiles.
Part 1

Łojasiewicz inequality and gradient descent
CHAPTER 1

Introduction to gradient flows

In this thesis, we reveal gradient structures for various types of nonlinear and nonlocal dynamics to establish convergence of solutions in continuous-time and discrete-time, without assuming convexity of the associated energy. Our main tool will be the Łojasiewicz inequality for analytic cost functions. In this chapter, together with a brief history, we will go over how the Łojasiewicz inequality is used to prove convergence of solutions of gradient-like systems on finite and infinite dimensional domains.

We say \( u(t, x) : \mathbb{R}_+ \times \mathbb{R}^N \to \mathbb{R}^N \) is a gradient flow for an energy \( E \in C^1(\mathbb{R}^N) \), if \( u \) satisfies the following differential equation,

\[
\frac{du}{dt} + \nabla E(u) = 0. \tag{3}
\]

For brevity, we let the time differentiation \( d/dt \) be denoted by \( ' \).

First of all, along the evolution of the solution \( u(t) \) of (3), we notice the energy is monotonically nonincreasing. For \( t \geq 0 \),

\[
\frac{d}{dt} E(u(t)) = \langle \nabla E(u), u' \rangle = -\|u'\|^2 \leq 0, \tag{4}
\]

in other words, the energy \( E \) is a Lyapunov function for the gradient system (3).

Since \( u \) moves to minimize \( E \), one can naturally hope for \( u \) to approach to a critical point of \( E \). Indeed, we can check this as follows. Let \( \mathcal{E} := \{ a \in \mathbb{R}^N : \nabla E(a) = 0 \} \) be the set of critical points of the energy \( E \) and assume that \( u \) is bounded. Then, from the energy dissipation (4)

\[
\int_0^\infty \|u'(s)\|^2 ds = E(u(0)) - \lim_{t \to \infty} E(u(t)) < \infty,
\]

i.e., \( u' \in L^2(\mathbb{R}; \mathbb{R}^N) \). Note that by continuity of \( \nabla E \) and (3), every bounded trajectory has uniformly continuous derivative \( u' \), which implies for any \( \epsilon > 0 \), we can choose \( \delta > 0 \) such that \( \forall h \in (0, \delta) \),

\[
\|u'(t + h) - u'(t)\| < \epsilon.
\]

By averaging on \( (0, \delta) \),

\[
\|u'(t)\| - \epsilon < \frac{1}{\delta} \int_t^{t+\delta} \|u'(s)\| ds \leq \frac{1}{\sqrt{\delta}} \int_t^{t+\delta} \|u'(s)\|^2 ds.
\]

Since \( u' \in L^2(\mathbb{R}; \mathbb{R}^N) \),

\[
\lim_{t \to \infty} \|u'(t)\| \leq \epsilon
\]

\[\lim_{t \to \infty} \|u'(t)\| = 0.\]
Consequently,
\[ \lim_{t \to \infty} \text{dist}(u(t), \mathcal{E}) = 0. \]
The question naturally arises whether \( u(t) \) attains a limit point. On \( \mathbb{R} \) this holds true since all solutions are monotonic. However when the spatial dimension \( N \) is larger, convergence does not hold in general, even if the energy is \( C^\infty \). One can imagine a gradient solution that circles around the unit sphere, not allowing the solution to settle down to a limit point. This idea was suggested by Haskell B. Curry in 1944 and the following concrete example was constructed by Palis and de Melo much later in 1982.

**Example 1.1** (\( C^\infty \) non-convergence example [50], p14).

\[
E(r \cos \theta, r \sin \theta) = \begin{cases} 
  e^{1/(r^2-1)}, & \text{if } r < 1; \\
  0, & \text{if } r = 1; \\
  e^{-1/(r^2-1)} \sin(1/(r - 1) - \theta) & \text{if } r > 1.
\end{cases}
\]

1. Lojasiewicz convergence theorem

We review the Lojasiewicz inequality, which regulates “flatness” of analytic energies around critical points by the energy level. It provides quantitative convergence results for analytic gradient flows without any convexity assumption. In fact, there is a much larger class of functions that satisfies the Lojasiewicz inequality, according to Bolte et al. [10]. Despite its impact in the study of dynamical systems, the importance of the Lojasiewicz inequality was discovered much later, in the early nineties. It is known that the Lojasiewicz inequality is a key to solve several conjectures in algebraic geometry [15], [16], [44], [37].

**Theorem 1.1** (Lojasiewicz, 1963). Let \( E : \mathbb{R}^N \to \mathbb{R} \) be an analytic function. Then for all \( a \in \mathcal{E} := \{ a \in \mathbb{R}^N : \nabla E(a) = 0 \} \), there exists \( c_a > 0, r_a > 0 \) and \( 0 < \theta_a \leq \frac{1}{2} \) such that,
\[
c_a |E(u) - E(a)|^{1-\theta_a} \leq \| \nabla E(u) \|, \quad \forall u \in \mathbb{R}^N \quad \| u - a \| < r_a. \tag{5}
\]

It is worth mentioning that the Lojasiewicz exponent \( \theta_a \) is related to the order of vanishing of (\( E(u) - E(a) \)) at \( a \). Roughly, if \( E(u) - E(a) \approx O(\|u - a\|^n) \) for some \( n > 0 \), then \( \| \nabla E(u) \| \approx O(\|u - a\|^{n-1}) \), so that \( (E(u) - E(a))^{1/n - 1} \approx \| \nabla E(u) \| \). It is quite easy to see when \( N = 1 \), since one can use power series expansion to prove the theorem. The general proof relies on theorems of analytic geometry [44], [37], [35], [45].

Note that the analyticity assumption is necessary. Let’s consider
\[
f(x) = \begin{cases} 
  e^{-\frac{1}{|x|}}, & \text{for } x \neq 0 \\
  0, & \text{for } x = 0
\end{cases}
\]
Then for any \( y \) in the zero neighborhood \( |f'(y)| = \frac{1}{y} e^{-\frac{1}{|y|}} \)
\[
\limsup_{y \to 0} \frac{|f(y)|^\theta}{f'(y)} = \limsup_{y \to 0} y^2 \frac{|f(y)|^\theta}{f(y)} = \limsup_{y \to 0} y^2 e^{\frac{1-\theta}{y}} \to \infty
\]
which fails to make (5).
Now we present the Lojasiewicz convergence theorem. We will take a look at the proof, in the next section regarding the infinite dimensional case, to see how the Lojasiewicz inequality is used.

**Theorem 1.2 (Lojasiewicz Theorem).** Assume that $E$ satisfies (5) at any equilibrium point and let $u \in L^\infty(\mathbb{R}^+, \mathbb{R}^N)$ be a solution of the gradient system of $E$ (3). Then there exists $\tilde{u} \in \mathcal{E}$ such that

$$\lim_{t \to \infty} \|u(t) - \tilde{u}\| = 0$$

Moreover, let $\theta$ be any Lojasiewicz exponent of $E$ at point $\tilde{u}$. Then we have

$$\|u(t) - \tilde{u}\| = \begin{cases} O(e^{-\delta t}) & \text{if } \theta = \frac{1}{2}, \text{ for some } \delta > 0 \\ O(t^{-\theta/(1-2\theta)}) & \text{if } 0 < \theta < \frac{1}{2} \end{cases}$$

(6)

In particular if $E$ is analytic, all bounded solutions of gradient systems are convergent.

2. Infinite-dimensional setting

In 1983, Leon Simon successfully extended the Lojasiewicz inequality into Hilbert spaces in order to treat semi-linear parabolic equations [56]. The main idea is to represent the Hilbert space as a direct product of the kernel and the range of the Hessian operator of the analytic energy. Since the nullity of the Hessian operator represents the degree of degeneracy of the gradient flow, the energy needs further restriction to satisfy Lojasiewicz inequality: namely, the Hessian is semi-Fredholm.

In this section, we look over Simon’s work on the infinite dimensional Lojasiewicz inequality. We will use the result in the later chapters to deduce convergence results.

**Analytic functions on Banach spaces.** The following information about analytic functions on Banach space can be found on [27].

**Definition 1.1 (Analyticity).** Let $X, Y$ be two real Banach space and $a \in X$. Let $U$ be an open neighborhood of $a$ in $V$. A map $f : U \to Y$ is called analytic at $a$ if there exists $r > 0$ and a sequence of $n$-linear, continuous, symmetric maps $(M_n)_{n \in \mathbb{N}}$ fulfilling the following conditions:

1. $\sum_{n \in \mathbb{N}} \|M_n\|_{\mathcal{L}(x,Y)r^n} < \infty$ where $\|M_n\|_{\mathcal{L}(x,Y)} := \sup\{\|M_n(x_1, x_2, \ldots, x_n)\|_Y, \sup_i \|x_i\|_X \leq 1\}$,

2. $\overline{B}(a, r) \subset U$,

3. $\forall h \in \overline{B}(0, r), f(a + h) = f(a) + \sum_{n \geq 1} M_n(h^{(n)})$ where $h^{(n)} = (h, \ldots, h)$, $n$ times

Moreover, $f$ is analytic on the open set $U$ if $f$ is analytic at every point of $U$.

The following properties will be useful to check analyticity of functionals.

**Theorem 1.3 (Composition of Analytic Maps).** Let $Z$ be a Banach space, $V$ be an open neighborhood of $f(a)$ and $g : V \to Z$ be analytic at $f(a)$. Then the map $g \circ f$ is analytic at $a$ with values in $Z$.

**Proposition 1.1.** Let $f \in C^1(U, Y)$. The following properties are equivalent.

1. $f : U \to Y$ is analytic.
2. $Df : U \to \mathcal{L}(X,Y)$ is analytic.
Moreover if
\[ f(a + h) = f(a) + \sum_{n \geq 1} M_n(h^{(n)}) \]
is the expansion of \( f(a + h) \) for all \( h \) in the closed ball \( \bar{B}(0, r) \subset U - a \) then
\[ Df(a + h) = M_1 + \sum_{n \geq 2} nM_n(h^{(n-1)}, \cdot) \]
is the expansion of \( Df(a + h) \) for all \( h \) in the open ball \( B(0, r) \).

2.1. Lojasiewicz inequality in infinite dimensional spaces. We aim to study the idea how the Lojasiewicz convergence theorem is introduced to infinite dimensional systems. Throughout this chapter, we consider two real Hilbert spaces \( V, H \) with the following hierarchy
\[ V \subset H = H' \subset V' \]
with continuous dense embedding and \( H' \), the topological dual of \( H \), is identified with \( H \).

Chapter 11 of [27] starts with two examples of analytic functions which do not admit a Lojasiewicz inequality. Each case points out different issues on the Hessian operators of the energies: 1. the range of the Hessian is not closed, 2. the kernel of the Hessian is infinite dimensional. Thus it is natural to assume the Hessian to be semi-Fredholm.

**Definition 1.2.** Let \( W, Z \) be Banach spaces and \( A \in \mathcal{L}(W; Z) \) a bounded linear operator. We say \( A \) is semi-Fredholm if
1. \( N(A) \) is finite dimensional, and
2. \( R(A) \) is closed.

The following theorem will come in handy.

**Theorem 1.4 (Theorem 2.2.5 of [27]).** Let \( A : W \to Z \) be a semi-Fredholm and \( G : W \to Z \) be a compact operator. Then \( A + G : W \to Z \) is a semi-Fredholm operator.

Conceptually, the kernel of the Hessian contains degenerate directions of the gradient flow. With the semi-Fredholm condition, the Hilbert space can be split into the direct product of two spaces: one where the Hessian is invertible and another which contains finitely many independent degenerate directions so that we can invoke the Lojasiewicz inequality.

The simplest case is when the Hessian is an isomorphism, in which case we have a linear convergence rate. Without loss of generality, assume that \( 0 \) is a critical point of \( E \).

**Proposition 1.2 (Proposition 11.2.1 of [27]).** Assume that \( D^2E(0) \in \mathcal{L}(V, V') \) is an isomorphism. Then the Lojasiewicz inequality is satisfied with the exponent \( \theta = \frac{1}{2} \). In other words, there exists \( c > 0 \) and \( r > 0 \) such that
\[ \|u\|_V < r \implies \|\nabla E(u)\|_{V'} \geq c|E(u)|^{1/2}. \]

Now we discuss the case when the Hessian of the energy is semi-Fredholm. The following theorem can be found on Chapter 11 of Haraux and Jendoubi’s book [27], but the original idea is attributed to Simon [56].

Often, it can be tricky to check analyticity of energy in infinite dimensional spaces. What we actually need is analyticity of the finite dimensional copy of the energy on the kernel of the Hessian of the energy. So Haraux and Jendoubi constructed an abstract
framework using a Banach space $Z$ such that $\ker A \subset Z \subset \mathcal{H}$ to achieve this. So it can be helpful to restrict the space further, possibly the one with Banach algebra, to make it simpler. The following proposition gives us an analogue of orthogonal decomposition of $H = \ker A \otimes R(A)$, with respect to the Hilbert structure of $H$, also known as Lyapunov–Schmidt reduction.

**Proposition 1.3** (Proposition 11.2.6 of [27]). Assume that $A := D^2 E(0) : \mathcal{V} \to \mathcal{V}'$ is a semi-Fredholm operator. Let $\Pi$ be the orthogonal projection mapping to $\ker A$ in $H$. Let $Z$ be a Banach space such that $\ker A \subset Z \subset H$ with continuous and dense imbedding. Then $W := (\Pi + A)^{-1}Z$ is a Banach space isomorphic to $Z$ with respect to $\|w\|_W = \|(\Pi + A)w\|_Z$.

This structure provides the key to transfer the Łojasiewicz inequality from the finite dimensional space to the infinite dimensional space. In this setting, we can invoke the Łojasiewicz inequality in the finite dimensional kernel of the Hessian, which, in fact, contains all the degeneracy. For the details of the proof, we refer Chapter 11 of Haraux and Jendoubi’s book [27]. Without loss of generality, we let 0 be a critical point of $E$.

**Theorem 1.5** (Theorem 11.2.7 of [27]). Assume $A := D^2 E(0)$ is a semi-Fredholm operator and that $N := \ker A \subset Z$. Assume moreover that: $E : U \to \mathbb{R}$ is analytic where $U \subset W$ is an open neighborhood of 0, in addition $\nabla E(U) \subset Z$ and $\nabla E : U \to Z$ is analytic. Then there exists $\theta \in (0, 1/2]$, $r > 0$ and $c > 0$ such that

$$\|u\|_V < r \implies \|\nabla E(u)\|_{V'} \geq c|E(u)|^{1-\theta}.$$  

**Simplified framework.** Luckily, in the models we study, the energy is analytic in $V$. Even though this is a simpler case, it is not covered by Theorem 1.5. We briefly go over how this works. Assume that $E : \mathcal{V} \to \mathbb{R}$ is analytic.

**Proposition 1.4.** Assume that $A = D^2 E(0)$ is a semi-Fredholm operator and let

$${\mathcal{N}} : \mathcal{V} \longrightarrow \mathcal{V}'$$

$$u \longmapsto \Pi u + \nabla E(u).$$

Then there exist a neighborhood of 0, $W_1(0)$ in $\mathcal{V}$, a neighborhood of 0, $W_2(0)$ in $\mathcal{V}'$ and an analytic map $\Psi : W_2(0) \to W_1(0)$ which satisfies

$${\mathcal{N}}(\Psi(f)) = f \quad \forall f \in W_2(0),$$

$$\Psi({\mathcal{N}}(u)) = u \quad \forall u \in W_1(0),$$

$$\|\Psi(f) - \Psi(g)\|_{V'} \leq C_1\|f - g\|_{V'} \quad \forall f, g \in W_2(0), \ C_1 > 0.$$  

**Proof.** $\mathcal{N}$ is analytic since by Proposition 1.1, $\nabla E : \mathcal{V} \to \mathcal{V}'$ is analytic. $D\mathcal{N}(0) = \Pi + \nabla^2 E(0)$ is an isomorphism from $\mathcal{V}$ to $\mathcal{V}'$. So by the inverse function theorem we have the result. \hfill $\square$

[Finite dimensional copy of the energy] We identify $\ker(A)$ as a subspace in $\mathcal{V}'$ by the structure of $\mathcal{H}$. Let $(\varphi_1, \varphi_2, \ldots, \varphi_d)$ denote an orthonormal basis of $\ker(A)$ relatively to the inner product of $H$. Let’s define the coordinate chart $\varphi(\xi) := \sum_{j=1}^d \xi_j \varphi_j$. Then in a small enough neighborhood of 0 we achieve $\varphi(\xi) \in W_2(0)$. Now we define the map $\Gamma$ by

$$\Gamma(\xi) = E(\Psi(\varphi(\xi))).$$
The following proposition suggests that the finite dimensional copy of the energy \( \Gamma \) is a good enough approximation of the energy \( E \). We refer \([27]\) for the proof.

**Proposition 1.5** (Proposition 11.2.4 of \([27]\)). Let \( u \in W_1(0) \) be such that \( \Pi(u) = \sum_{j=1}^d \xi_j \varphi_j \in W_2(0) \). Then for some constants \( C, K > 0 \) independent of \( u \), we have

\[
\| \nabla \Gamma(\xi) \|_{\mathbb{R}^d} \leq C \| \nabla E(u) \|_{\mathcal{V}} \quad \| E(u) - \Gamma(\xi) \| \leq K \| \nabla E(u) \|_{\mathcal{V}}^2.
\]

With a slight modification of the proof of Theorem 11.2.7 from \([27]\), we have the Lojasiewicz inequality when \( E \) is analytic in the sense of \( \mathcal{V} \).

**Theorem 1.6.** Assume \( A := D^2 E(0) : \mathcal{V} \to \mathcal{V}' \) is a semi-Fredholm operator and \( E : U \to \mathbb{R} \) is analytic where \( U \subset \mathcal{V} \) is an open neighborhood of \( 0 \). Then there exists \( \theta \in (0, 1/2] \), \( r > 0 \) and \( c > 0 \) such that

\[
\| u \|_{\mathcal{V}} < r \implies \| \nabla E(u) \|_{\mathcal{V}'} \geq c |E(u)|^{1-\theta}.
\]

**Proof.** Since \( \Gamma = E \circ \Psi \circ \varphi \) is analytic in a neighborhood of \( 0 \in \mathbb{R}^d \) as compositions of analytic functions, we can apply the classical Lojasiewicz inequality.

\[
|E(u)|^{1-\theta} \leq |\Gamma(\xi)|^{1-\theta} + |\Gamma(\xi) - E(u)|^{1-\theta} \leq \frac{1}{C_0} \| \nabla \Gamma(\xi) \|_{\mathbb{R}^d} + |\Gamma(\xi) - E(u)|^{1-\theta}.
\]

By Proposition 1.5, we have

\[
|E(u)|^{1-\theta} \leq \frac{C}{C_0} \| \nabla E(u) \|_{\mathcal{V}'} + K^{1-\theta} \| \nabla E(u) \|_{\mathcal{V}'}^{2(1-\theta)}.
\]

Since \( 2(1-\theta) \geq 1 \), there exists \( r, c > 0 \) such that

\[
\| \nabla E(u) \|_{\mathcal{V}'} \geq c |E(u)|^{1-\theta},
\]

for all \( u \in \mathcal{V} \) such that \( \| u \|_{\mathcal{V}} < r \).

\[\Box\]

### 2.2. Lojasiewicz convergence scheme for gradient-like systems.

We present the Lojasiewicz convergence theorem in a generalized framework. More specifically, let \( \mathcal{V}, \mathcal{H} \) be two real Hilbert spaces such that

\[
\mathcal{V} \subset \mathcal{H} = \mathcal{H}' \subset \mathcal{V}'
\]

with continuous dense embedding and \( \mathcal{H}' \), the topological dual of \( \mathcal{H} \) is identified with \( \mathcal{H} \).

**Definition 1.3.** Let \( E \in C^1(\mathcal{V}; \mathbb{R}) \). We say that \( u \in C^1(\mathbb{R}_+; \mathcal{V}) \) satisfies the angle condition with the energy \( E \) if there exists \( \sigma > 0 \) such that

\[
\langle -\nabla E(u), u' \rangle_{\mathcal{V}' \times \mathcal{V}} \geq \sigma \| \nabla E(u) \|_{\mathcal{V}'} \| u' \|_{\mathcal{H}}.
\]

(7)

Note that the angle condition \( (7) \) is, in fact, purely geometric, which is invariant under a change of positive time scale. So the angle condition is not sufficient to determine an explicit rate of convergence.

**Definition 1.4.** Let \( E \in C^1(\mathcal{V}; \mathbb{R}) \). We say that \( u \in C^1(\mathbb{R}_+; \mathcal{V}) \) satisfies the rate condition with the energy \( E \) if there exists \( \gamma > 0 \) such that

\[
\| u' \|_{\mathcal{H}} \geq \gamma \| \nabla E(u) \|_{\mathcal{V}'}.
\]

(8)
In usual case of gradient-like systems, we have the dissipation inequality,
\[-\frac{d}{dt}E(u(t)) = \langle -\nabla E(u), u' \rangle_{V' \times V} \geq c\|u'\|_H^2.\] (9)
Evidently, the rate condition (8) together with the dissipation inequality (9) provides the angle condition.

**Remark 1.1.** Note that Definition 1.3 is a generalization of the gradient system of
\[E \in C^1(V, \mathbb{R})\]
\[\frac{d}{dt}u(t) = -\nabla E(u(t)).\]
Assume that \(u \in C^1(\mathbb{R}^+; V)\) is a solution. This means that for any \(\phi \in V \subset H\), the solution satisfies the following,
\[\langle u', \phi \rangle_H = -\langle \nabla E(u), \phi \rangle_{V' \times V}.
\]
The rate condition is naturally satisfied and from that we can check the angle condition as well.

**[Rate condition]**
\[\|\nabla E(u)\|_V = \sup_{\|\phi\|_V = 1} \langle \nabla E(u), \phi \rangle_{V' \times V} = \sup_{\|\phi\|_V = 1} -\langle u', \phi \rangle_H \leq \|u'\|_H.
\]

**[Angle condition]**
\[-\langle \nabla E(u), u' \rangle_{V' \times V} = \|u'\|_H^2 \geq \|\nabla E(u)\|_V \|u'\|_H.
\]

We present the Lojasiewicz convergence theorem in infinite dimensional gradient-like systems. This can be seen as an extension of Theorem 10.3.1 and Theorem 11.3.1 in [27] combined.

**Theorem 1.7.** Let \(u \in C^1(\mathbb{R}^+; V)\) satisfy the angle condition (7) with the energy \(E \in C^1(V; \mathbb{R})\), and assume that
1. \(\bigcup_{t \geq 0} \{u(t)\}\) is precompact in \(V\), and
2. \(E\) satisfies Lojasiewicz inequality near every point in \(\omega(u)\), the \(\omega\)-limit set of \(u\).
Then there exists \(\tilde{u} \in V\) such that
\[\lim_{t \to \infty} \|u(t) - \tilde{u}\|_V = 0.
\]
Moreover, if \(u\) satisfies the rate condition (8), then \(\tilde{u} \in E := \{u \in V : \nabla E(u) = 0\}\) and
\[\|u(t) - \tilde{u}\|_H = \begin{cases} O(e^{-\delta t}) & \text{if } \theta = \frac{1}{2}, \text{ for some } \delta > 0 \\ O(t^{-\theta/(1-2\theta)}) & \text{if } 0 < \theta < \frac{1}{2}, \end{cases}
\]
where \(\theta\) is the Lojasiewicz exponent of \(E\) at \(\tilde{u}\).

**Proof.** Let’s fix \(\tilde{u} \in \omega(u)\) and without loss of generality let’s assume \(E(\tilde{u}) = 0\).

**Step 1. Unifying constants.** [Lemma 2.1.6 of [27]] Since \(\Gamma := \{u(t)\}_{t \geq 0}\) is compact in \(V\), we can show that \(\omega(u)\) is compact and connected subset of \(V\) (Theorem 5.1.8 of [27]). Therefore by finite covering argument, we can find positive constants \(C, \theta\) and \(r\) such that,
\[C|E(u)|^{1-\theta} \leq \|\nabla E(u)\|_V, \quad \forall u, \text{ dist}(u, \omega(u)) < r,
\]
2. INFINITE-DIMENSIONAL SETTING

where the distance is defined with respect to $\| \cdot \|_V$.

Step 2. **Convergence and Cauchyness.**

Since the trajectory of $u$ is precompact, by Theorem 5.1.8 of [27], we have

$$\lim_{t \to \infty} \text{dist}(u(t), \omega(u)) = 0.$$ 

Therefore we can find $t_0 > 0$ such that for all $t \geq t_0$, $\text{dist}(u(t), \omega(u)) < r$. Now we can achieve $u \in L^1([t_0, \infty); \mathcal{H})$ by the following calculation,

$$-\frac{d}{dt}E(u) = -E(u)^{\theta-1}\frac{d}{dt}E(u) = E(u)^{\theta-1}\langle \nabla E(u), u' \rangle \geq \sigma E(u)^{\theta-1}\|\nabla E(u)\|_V\|u'\|_H \geq \sigma C\|u'\|_H \quad (10)$$

Therefore, by

$$\int_{t_0}^{\infty} \|u'(t)\|_H dt \leq CE(u(t_0))^{\theta} < \infty, \quad (11)$$

we can see that the trajectory has finite length in $\mathcal{H}$ which implies that $\{u(t)\}_{t \geq 0}$ is Cauchy in $\mathcal{H}$. Thus

$$\lim_{t \to \infty} \|u(t) - \bar{u}\|_H = 0.$$ 

Moreover, since the trajectory is precompact in $V$, we have

$$\lim_{t \to \infty} \|u(t) - \bar{u}\|_V = 0.$$ 

Step 3. **Convergence rate.** From (11), we notice that the convergence rate of $u$ is determined by the decay rate of the energy $E$. By applying the rate condition (8), on (10) and the Lojasiewicz inequality, we can derive the following inequality of $E$,

$$-\frac{d}{dt}E(u)^{\theta} \geq \sigma \gamma E(u)^{\theta-1}\|\nabla E(u)\|_V^2 \geq \sigma \gamma C^2 E(u)^{1-\theta}.$$ 

So we achieve the rate of convergence by using the Grönwall type estimate.

Furthermore, due to (11), we know that $\liminf_{t \to \infty} \|u'(t)\| = 0$. Again by the rate condition (8),

$$0 = \liminf_{t \to \infty} \|u'\|_H \geq \gamma \lim_{t \to \infty} \|\nabla E(u)\|_V, \quad (12)$$

which implies $\|\nabla E(\bar{u})\|_V = 0$. \qed
CHAPTER 2

Discrete-time gradient descent by convex splitting

Gradient descent is a widely used technique in optimization, since it steers the solution to optimize the objective function, or the energy.

In [1], Absil, Mahony and Andrews successfully extended the Lojasewicz convergence theorem to sequences that satisfies the strong descent condition, which assures the produced sequence to behave as similar to a solution of gradient flow. Needless to say, the energy must be monotone along the sequence, however, in general, time discretization scheme does not provide the monotonicity of the energy for free without proper choice of time step, or localization, which might require expensive calculation.

Mainly, we discuss an optimization algorithm using the class of functions that have a representation as a difference of convex functions (DC). Widely used in non-convex optimization, DC algorithms, suggested by Tao [58] in 1986, treat the gradient of concave part explicitly and the gradient of convex part implicitly. Combining basic convex inequalities on each convex and concave part provides monotonicity of the energy. Independently, in the area of PDE, Eyre [20] used the same idea to formalize energetically stable time-discretization scheme for partial differential equations, such as Allen-Cahn equations, Cahn-Hilliard equations, etc. Indeed, Eyre’s semi-implicit Euler’s method can be regarded as a special case of DCA. When the methods are applied to analytic cost functions, by Absil et al.’s convergence theorem, every bounded sequence converges [18].

Lastly, we provide a simple, but novel, observation relating to methods of acceleration for DC algorithms. We describe a class of DC algorithms with momentum, which adds a (possibly non-convex) Bregman divergence centered at the previous point to the concave part of the DC algorithm. In this framework, Polyak’s heavy ball method and Nesterov’s acceleration method can be regarded as the same momentum method, but based on objective functions that are “dual” to each other.

1. Convergence analysis of discrete schemes

In [1], Absil et al. introduced the Lojasiewicz inequality to prove convergence of any bounded sequence driven by an analytic energy under the following strong descent condition.

**Definition 2.1.** A sequence \( \{u^n\}_{n \in \mathbb{N}_0} \subset \mathbb{R}^N \) satisfies strong descent condition if the following conditions are satisfied for \( k > K \) with some \( K > 0 \) and \( \sigma > 0 \).

- **Primary descent condition.**
  \[
  H(u^k) - H(u^{k+1}) \geq \sigma \|\nabla H(u^k)\| \|u^{k+1} - u^k\|.
  \]

- **Complementary descent condition.**
  \[
  [H(u^{k+1}) = H(u^k)] \Rightarrow [u^{k+1} = u^k].
  \]
1. CONVERGENCE ANALYSIS OF DISCRETE SCHEMES

The result is abstract in order to be applicable to various iterations, without specifying the connection between the sequence and the gradient. As a quantitative result, they showed the $l^1$-tail of the sequence is bounded by the decay of the energy.

**Theorem 2.1 (Absil et al. [1]).** Let $H : \mathbb{R}^N \to \mathbb{R}$ be analytic. Then any bounded sequence $\{u_n\}_{n \in \mathbb{N}_0}$ satisfying the strong descent condition converges to an equilibrium $\tilde{u}$. Moreover, $l^1$-tail of $\{u^n\}_{n \in \mathbb{N}_0}$ can be estimated by the decay of $H_n := H(u^n) - H(\tilde{u})$,

$$
\sum_{k \geq n} \|u^{k+1} - u^k\| \leq \frac{1}{c\sigma \theta} H_n^\theta.
$$

where $c, \theta > 0$ are Lojasiewicz constant and exponent at $\tilde{u}$, respectively.

**Remark 2.1.** Theorem 2.1 does not tell the explicit rate of convergence. Note that primary descent condition is a discrete-time analogue of the angle condition between the gradient and the velocity, i.e.,

$$
\frac{d}{dt} H(u(t)) = \langle \nabla H(u(t)), u'(t) \rangle \geq \sigma \|\nabla H(u(t))\| \|u'(t)\|.
$$

The angle condition is, in fact, purely geometric, which is invariant under the choice of time scale. Therefore, the strong descent condition is not sufficient to produce explicit rate of convergence. For any $\{u^n\}_{n \in \mathbb{N}_0}$ satisfying strong descent condition, one can cook up super-, or subsequences that satisfy the same strong descent condition but have different rate of convergence.

In order to calculate quantitatively the rate of convergence, we add a condition which an ordinary “gradient-motivated” scheme likely satisfies.

**Definition 2.2.** A sequence $\{u^n\}_{n \in \mathbb{N}_0} \subset \mathbb{R}^N$ satisfies the rate condition if for $k > K$ with some $K > 0$ and $\gamma > 0$.

$$
\|u^{k+1} - u^k\| \geq \gamma \|\nabla H(u^k)\|.
$$

Note that the rate condition prevents the repetition of a sequence except at a critical point.

**Corollary 2.1.** In addition to the assumption in Theorem 2.1, suppose $\{u^n\}_{n \in \mathbb{N}_0}$ satisfies the rate condition. Then the decay of $H_n$ is given by $\theta$ and $a := \sigma \gamma c^2$,

$$
H_n \leq \begin{cases} 
H_0 e^{-\sigma a n}, & \text{if } \theta = \frac{1}{2}, \\
(H_0^2 \theta^{-1} + (1 - 2\theta) a n)^{\frac{1}{2\theta - 1}}, & \text{if } 0 < \theta < \frac{1}{2}.
\end{cases}
$$

**Proof.** Note that the convergence rate of $\{u^n\}_{n \in \mathbb{N}_0}$ depends on the decay rate of $H_n$. Combining primary descent condition and the ordinary descent condition gives estimate on the energy gap,

$$
H_{n+1} - H_n \leq -\sigma \|\nabla H_n\|^2 \leq -\sigma c^2 H_n^{2\theta - 2\theta}.
$$

Let $k \leq n$, since $H_k$ is positive and monotonically decreasing and $\theta < 1$, for any $h \in [H_{k+1}, H_k]$

$$
H_k^{2\theta - 2} \leq h^{2\theta - 2}.
$$
2. CONVERGENCE OF DIFFERENCE OF CONVEX FUNCTIONS ALGORITHM

So,
\[
\sigma^2 \leq \int_{H_{k+1}}^{H_k} H_k^{2\theta - 2} dh = \int_{H_{k+1}}^{H_k} h^{2\theta - 2} dh.
\]

If \( \theta = \frac{1}{2} \),
\[
\sigma^2 \leq \log H_k - \log H_{k+1}
\]
\[
H_n \leq H_0 e^{-\sigma^2 n}.
\]

If \( \theta \in (0, \frac{1}{2}) \),
\[
\sigma^2 \leq \frac{1}{2\theta - 1} (H_k^{2\theta - 1} - H_{k+1}^{2\theta - 1})
\]
\[
H_n \leq (H_0^{2\theta - 1} + \sigma^2 (1 - 2\theta)n)^{\frac{1}{2\theta - 1}}.
\]

\[ \square \]

2. Convergence of difference of convex functions algorithm

Our focus is to show convergence of gradient flows without assuming convexity of the energy. As the backbone of nonconvex programming and global optimization, the difference of convex algorithm, or DCA, uses the following class of functions.

**Definition 2.3.** We say \( f \) is a difference of convex functions (DC) if there are convex functions \( g \) and \( h \) such that \( f = g - h \), and the pair \( (g, h) \), is a convex splitting of \( f \).

The family of DC functions is quite general. It is known that the set of DC functions is dense in the set of continuous functions on a compact convex domain in \( \mathbb{R}^N \). Moreover, for a fixed \( f \), choice of a convex splitting pair is flexible. The set of convex splitting is convex, since a convex combination of any two \( (g_1, h_1) \) and \( (g_2, h_2) \) convex splitting is again convex splitting for \( f \). Also for any convex function \( g' \), \( (g + g', h + g') \) is again a convex splitting of \( f \).

In this context, finding a critical point of \( f \) can be written as solving the following fixed point problem using convex splitting of \( f \),
\[
\nabla g(x) = \nabla h(x).
\]

The analogous optimization scheme was introduced by Pham Dinh Tao [58] in 1986, and the iteration is named DC algorithm. The history of DCA is well reviewed in [39]. Let \( H = H_+ - H_- \) be a cost function with the convex splitting \( H_+ \) and \( H_- \).

\[
\nabla H_+(u^{n+1}) = \nabla H_-(u^n) \tag{14}
\]

(14) is called DC Algorithm (Difference of Convex functions). Due to the implicit part of the algorithm, we need to make sure \( \nabla H_+ \) is bijective.

**Definition 2.4.** Let \( \kappa \in \mathbb{R} \), we say \( f : \mathbb{R}^N \to \mathbb{R} \) is \( \kappa \)-convex if \( f(x) - \frac{\kappa}{2} \| x \|^2 \) is convex. Moreover, if \( \kappa > 0 \) we say \( f \) is strongly convex.
Definition 2.5. We say \( f : \mathbb{R}^N \to \mathbb{R} \) is \( L \)-smooth if \( f \) has Lipschitz derivative with constant \( L > 0 \).

Throughout the thesis, we assume \( H_+ \) is strongly convex, so that the iteration (14) is well-defined. Indeed, if \( H_+ \) is strongly convex, there exists unique \( u^* \) for any \( v \) such that
\[
\nabla H_+(u^*) = v,
\]
since \( u \mapsto H_+(u) - v^T u \) has a unique minimizer due to the strong convexity.

The main benefit of DCA is that DCA is energetically stable, in other words, the energy \( H \) is monotonic along the sequence. It is directly deduced from the following basic convex inequality.

Lemma 2.1 (Convex inequality). For any convex \( g \in C^1(\mathbb{R}) \) and for any \( a, b \in \mathbb{R} \),
\[
g'(a)(b - a) \leq g(b) - g(a) \leq g'(b)(b - a).
\]

Proposition 2.1. Let \( H = H_+ - H_- \) such that \( H_+ \) is \( \kappa \)-convex and \( H_- \) is \( \mu \)-convex, and \( \{u^n\}_{n \in \mathbb{N}_0} \) be a sequence from DCA (14). If \( \kappa + \mu > 0 \). Then for any \( n \in \mathbb{N}_0 \)
\[
H(u^{n+1}) \leq H(u^n).
\]

Proof. We apply Lemma 2.1 to \( H_+(u) - \frac{\kappa}{2} \|u\|^2 \) and \( H_-(u) - \frac{\mu}{2} \|u\|^2 \) so that
\[
H_+(u^{n+1}) - H_+(u^n) \leq \langle \nabla H_+(u^{n+1}), u^{n+1} - u^n \rangle - \frac{\kappa}{2} \|u^{n+1} - u^n\|^2, \\
H_-(u^{n+1}) - H_-(u^n) \geq \langle \nabla H_-(u^n), u^{n+1} - u^n \rangle + \frac{\mu}{2} \|u^{n+1} - u^n\|^2.
\]
By subtracting those we check the monotonicity of \( H \) along the sequence.
\[
H(u^{n+1}) - H(u^n) \leq -\frac{\kappa + \mu}{2} \|u^{n+1} - u^n\|^2. \tag{15}
\]

Although it had been widely used in optimization, the convergence of DCA was proved only rather recently in 2014 by Dinh et al. [18]. They applied the Lojasiewicz convergence theorem constructed by Absil et al. [1] to DCA with subanalytic data.

Theorem 2.2. Let \( H : \mathbb{R}^N \to \mathbb{R} \) satisfies Lojasiewicz inequality and \( H = H_+ - H_- \), where \( H_+ \) is \( \kappa \)-convex and \( L \)-smooth and \( H_- \) is \( \mu \)-convex with with \( \kappa + \mu > 0 \) and \( L > 0 \).

Then every bounded solution \( \{u^n\}_{n \in \mathbb{N}_0} \) of DC Algorithm (14) converges.

Moreover, the \( l^1 \)-tail of \( \{u^n\}_{n \in \mathbb{N}_0} \) can be estimated by the decay of \( H_n := H(u^n) - H(\bar{u}) \),
\[
\sum_{k \geq n} \|u^{k+1} - u^k\| \leq \frac{2L}{c\theta(\kappa + \mu)} H_0^\theta H_n^\theta,
\]
where \( L \) is Lipschitz constant of \( \nabla H_+ \) and \( c, \theta > 0 \) are the Lojasiewicz constant and exponent at \( \bar{u} \), respectively. Let \( \beta := (\kappa + \mu)c^2/2L^2 \) then the decay of \( H_n \) is as follow,
\[
H_n \leq \begin{cases} 
H_0 e^{-\beta n}, & \text{if } \theta = \frac{1}{2}, \\
(H_0^{2\theta - 1} + (1 - 2\theta)\beta n)^\frac{1}{2\theta - 1}, & \text{if } 0 < \theta < \frac{1}{2}.
\end{cases}
\]
2. CONVERGENCE OF DIFFERENCE OF CONVEX FUNCTIONS ALGORITHM

Proof of Theorem 2.2. We check the strong descent condition and the rate condition. The complementary descent condition follows directly from the monotonicity of $H$ (15). Now from (14) we split $H = H_+ - H_-$ to see

$$\nabla H_+(u^{n+1}) - \nabla H_+(u^n) = -\nabla H(u^n). \tag{16}$$

So we have the rate condition,

$$\|\nabla H(u^n)\| = \|\nabla H_+(u^{n+1}) - \nabla H_+(u^n)\| \leq L\|u^{n+1} - u^n\|,$$

and the primary descent condition follows from (15)

$$H(u^{n+1}) - H(u^n) \leq -\frac{\kappa + \mu}{2L}\|\nabla H(u^n)\||u^{n+1} - u^n|.$$

□

Remark 2.2. As in (16), DCA algorithm can be seen as a gradient descent with $H_+$ preconditioning. Considering the flexibility of convex splitting, it is important to choose proper convex splitting of the energy in order to make the algorithm efficient. A question arises: how can we split $H$ in order to achieve optimal convergence rate? For given convex splitting $H_\pm$, let's perturb then with quadratic function $H_\pm + t\|\cdot\|^2/2$ and optimize $\beta$ from Theorem 2.2. Adding quadratic function makes $(\kappa, \mu, L) \mapsto (\kappa + t, \mu + t, L + t)$, so

$$\beta(t) = \frac{\kappa + \mu + 2t}{2(L + t)^2}c^2,$$

which is maximized when $t = L - \kappa - \mu$. This implies when $H_+$ is well rounded in a sense that $L - \kappa \ll 1$, making $H_-$ flatter might provide faster convergence.

Due to the flexibility of the convex splitting, (14) is in fact a large class of optimization algorithms.

Example 2.1. The simplest example is Euler’s method,

$$u^{n+1} - u^n = \tau \nabla H(u^n).$$

Here, the convex splitting of the energy $H$ is given as follows,

$$H(u) = \frac{1}{2\tau}\|u\|^2 - \left(\frac{1}{2\tau}\|u\|^2 - H(u)\right),$$

where $\tau > 0$ is small enough to assure the convexity of $H_-$.

It is worth mentioning that the idea of convex splitting to stabilize the energy also arises independently in the area of partial differential equations.

Example 2.2 (Eyre’s semi-implicit Euler’s method). Adapting Elliott and Stuart’s idea [19] to stabilize the energy using convex splitting, Eyre [20], in 1997, formalized a semi-implicit time discretization of gradient flows,

$$u^{n+1} - u^n = -\tau(\nabla H_+(u^{n+1}) - \nabla H_-(u^n)), \tag{17}$$

where $(H_+, H_-)$ is a convex splitting of the energy $H$, in order to formulate time-discretized partial differential equations such as the Cahn-Hilliard equations. Followed from the difference of convex inequalities, Lemma 2.1, Eyre’s semi-implicit Euler’s method provides unconditionally stable energy. The scheme was proposed and has been applied to solve discretized partial differential equations, such as Allen-Cahn or bistable reaction diffusion...
3. Duality of Polyak’s and Nesterov’s Momentum Method

In this section, we discuss a few variants of DC algorithms. Firstly, due to the implicit part of the algorithm, each step of DC algorithm requires to solve a convex problem, inheriting the dual DC algorithm. In this section we will go over the equivalence of primal and dual DC algorithms.

In order to accelerate the rate of convergence, Polyak firstly developed the Heavy ball method (1964) which boosts iterates in the direction of the previous increment, like adding a “momentum”. Another successful and celebrated example, Nesterov’s acceleration method (1983), rather takes different approach. Comparing to external addition of momentum in the Heavy ball method, Nesterov’s acceleration applies momentum internally. Since then, numerous acceleration methods have been adapting either Polyak’s approach or Nesterov’s approach. With the perspective of the primal and dual DC in mind, however, we can interpret Polyak’s Heavy ball method and Nesterov’s acceleration method as two examples of a general class of DC algorithms with momentum, applied to energies that are dual to each other. In this way, we provide a convergence proof that covers both types of method.

**Dual DC algorithms.** Inverting a gradient, when enough regularity is presumed, can be interpreted as a maximization problem,

\[ \nabla f(x) = p \iff \arg\max_x \{ p^T x - f(x) \} \iff \nabla f^*(p) = x, \]

where \( f^*(p) := \sup_x \{ p^T x - f(x) \} \) is the Legendre transform of \( f(x) \). So by solving the implicit part of the DC algorithm, the dual DC algorithm naturally arise. Let \( p^n := \nabla H_+(u^n) = \nabla H_-(u^{n-1}) \), then we can write down the iteration of \( p^n \)

\[
p^{n+1} = \nabla H_-(u^n) \\
= \nabla H_-(\nabla H^*_+(p^n)).
\]

This leads us to the dual DC algorithm.

[Dual DC Algorithm]

\[
\nabla H^*_-(p^{n+1}) = \nabla H^*_+(p^n).
\]

\( \nabla H^*_+ \) has to be easily invertible.

The dual DC algorithm aims to optimize the dual energy, \( H^* - H^*_+ \), not to be confused with the convex dual of the energy. Indeed, we can check the equivalence between the
primal and dual DC algorithms \[57\],
\[
\inf_x \{ H_+(x) - H_-(x) \} = \inf_x \{ H_+(x) - \sup_p \{ p^T x - H^*_-(p) \} \}
\]
\[
= \inf_{x,p} \{ H_+(x) - p^T x + H^*_+(p) \}
\]
\[
= \inf_p \{ H^*_+(p) - H^*_-(p) \}.
\]

It is known that assuming \( f \) is strongly convex and analytic is enough to assure the Lojasiewicz inequality of \( f^* \) (Proposition 2.1 \[40\]). So when \( H_+ \) and \( H_- \) are strongly convex and analytic, we can apply Lojasiewicz convergence theorem to the dual DC. Later, we will use this to prove convergence of DC algorithm with momentum which includes Polyak’s momentum method and Nesterov’s acceleration algorithm.

Remark 2.3. A funny thing happens when \( H_+ = H^*_+ \), i.e., if there exists \( \Phi \) such that \( H = \Phi^* - \Phi \). Then the DC algorithm is given as follows,
\[
\nabla \Phi^*(u^{n+1}) = \nabla \Phi(u^n),
\]
\[
u^{n+1} = \nabla \Phi \circ \nabla \Phi(u^n).
\]
In this particular case, minimizing \( H \) is equivalent to finding a fixed point of \( \nabla \Phi^{(2)} \), in other word finding \( x, y \) such that \( (\nabla \Phi(x) = y) \land (\nabla \Phi(y) = x) \). Suppose that \( H \in C^2 \), then the Hessian of \( \Phi \) satisfies the following,
\[
\nabla^2 H = \nabla^2 \Phi^* - \nabla^2 \Phi
\]
\[
= (\nabla^2 \Phi)^{-1} - \nabla^2 \Phi.
\]
The solution is uniquely determined by the Hessian of \( H \), i.e., \( \nabla^2 \Phi = \frac{1}{2} (S - \nabla^2 H) > 0 \), where \( S \) is a positive definite matrix satisfying \( S^2 = (\nabla^2 H)^2 + 4I \).

DC algorithms with momentum. Now consider DC algorithms for the energy \( H \) modified by \( \beta \)-smooth “momentum” \( b : \mathbb{R}^N \to \mathbb{R} \) centered at a point \( v \in \mathbb{R}^N \),
\[
\bar{H}(u) := H(u) - b(u) + b(v) + \langle \nabla b(v), u \rangle.
\]
(18)

Here we do not necessarily assume \( b \) is convex. When \( b \) is convex, however, one can notice that (18) is exactly
\[
\bar{H}(u) = H(u) - D_b(u,v),
\]
where \( D_b(u,v) \) is so-called Bregman divergence, which can be considered as adding repulsive potential pushing away from \( v \). Treating the added momentum as a concave part of \( H \), we have a convex splitting of \( \bar{H} \) as follows,
\[
\bar{H}(u) = H_+(u) - (H_-(-u) + D_b(u,v))
\]
\[
= \bar{H}_+(u) - \bar{H}_-(u).
\]
At each step, let’s fix \( v \) as the previous point, \( u^{n-1} \). Then the corresponding DC algorithm on \( \bar{H} \) motivates the following class of DC algorithms with momentum on \( H \),

[DC algorithms with momentum]
\[
\nabla H_+(u^{n+1}) = \nabla H_-(u^n) + \nabla b(u^n) - \nabla b(u^{n-1}).
\]
(19)
Due to the flexibility of convex splitting and choosing the momentum \( b \), the DC algorithm with momentum can be quite comprehensive.

**Example 2.3 (Polyak’s heavy ball method).**

\[ u^{n+1} = u^n - \tau \nabla H(u^n) + \beta (u^n - u^{n-1}) \]

which is choosing \( H_+(u) = \frac{1}{2} \| u \|^2 \), \( H_-(u) = \frac{1}{2} \| u \|^2 - \tau H(u) \) and \( b(u) = \beta \| u \|^2 / 2 \) with \( \tau < 1/L \) where \( L \) is Lipschtiz constant of \( \nabla H \).

\[ \nabla H_+(u^{n+1}) = \nabla H_-(u^n) + \beta (u^n - u^{n-1}). \]

**Example 2.4 (Adaptive momentum algorithm from Bianchi & Barakat [7]).**

\[ x^{n+1} = x^n - a_{n+1} p^{n+1} \]

\[ p^{n+1} = p^n + b(\nabla f(x^n) - p^n). \]

Rearranging the equation with respect to \( x \) provides the following algorithm,

\[ x^{n+1} = x^n - a_{n+1} b \nabla f(x^n) + \frac{a_{n+1} (1 - b)}{a_n} (x^n - x^{n-1}). \]

This is equivalent to letting \( \tau \) and \( \beta \) be adaptive in Polyak’s heavy ball method.

**Example 2.5 (Nesterov’s acceleration method).** Note that for given convex splitting \((H_+, H_-)\) of \( H \), the dual energy of \( H \) is \( H^* = H^*_+ - H^*_- \). Let \( H_+(u) = \frac{1}{2} \| u \|^2 \), \( H_-(u) = \frac{1}{2} \| u \|^2 - \tau H(u) \) with small enough \( \tau < 1/L \) and consider adding \( b(u) = \beta \| u \|^2 / 2 \) at the dual dc problem as follows,

\[ \nabla H^*_+(p^{n+1}) = \nabla H^*_-(p^n) + \beta (p^n - p^{n-1}). \]

Since \( p^n = \nabla H_+(u^n) = u^n \),

\[ p^{n+1} = \nabla H_-(u^n + \beta (u^n - u^{n-1})). \]

This corresponds to the Nesterov’s acceleration method,

\[ u^{n+1} = u^n + \beta (u^n - u^{n-1}) - \tau \nabla H(u^n + \beta (u^n - u^{n-1})). \]

Thus, we can consider the Nesterov’s acceleration method, as the DC algorithm with momentum on the dual energy of \( H \).

**Example 2.6 (Boosted DC algorithm).** In [5] [4], Artacho et al. came up with the following acceleration algorithm,

\[ \nabla H_+(u^{n+1}) = \nabla H_-(u^n + \beta_n (u^n - u^{n-1})), \]

where \( \beta_n \) is chosen through a line search procedure, so that we have the monotonicity of energy, uniformly for some \( \lambda > 0 \).

\[ H(u^n + \beta_n (u^n - u^{n-1})) \leq H(u^n) - \lambda \| u^n - u^{n-1} \|^2. \]

They applied Absil’s Lojasiewicz convergence theorem [1] to prove convergence.

**Example 2.7 (iPiano).** In [49] [48], Ochs et al. studies the following non-convex optimization,

\[ \min_{x \in \mathbb{R}^N} f(x) + g(x), \]
where basically assumes $g$ is convex and $f$ is $L$-smooth (those conditions can be relaxed). They came up with inertial proximal algorithm for non-convex optimization (iPiano) of the following form,

$$u^{n+1} + \alpha \nabla g(u^{n+1}) = u^n - \alpha \nabla f(u^n) + \beta(u^n - u^{n-1}).$$

This can be considered as the DC algorithm with momentum with the convex splitting,

$$f(x) + g(x) = (g(x) + \frac{1}{2\alpha} \|x\|^2) - (\frac{1}{2\alpha} \|x\|^2 - f(x)) = H_+(x) - H_-(x).$$

Note that $H_-$ is $(\frac{1}{\alpha} - L)$-convex, so the condition for $\alpha$ is given to make sure the monotonicity of energy, constructed by the convex inequality 2.1. The convergence result by Lojasiewicz scheme can be found in [48].

Moreover, in 2019 [60], Wu and Li proved the convergence of generalization of the iPiano,

$$u^{n+1} + \alpha \nabla g(u^{n+1}) = u^n - \alpha \nabla f(u^n - \gamma(u^n - u^{n-1})) + \beta(u^n - u^{n-1}).$$

This can be seen as adding momentum on both primal and dual step.

**Theorem 2.3 (Convergence of DCA with momentum).** Let $H : \mathbb{R}^N \to \mathbb{R}$ satisfy Lojasiewicz inequality and $H = H_+ - H_-$, where $H_+$ is $\kappa$-convex, $L$-smooth and $H_-$ is $\mu$-convex. If $\beta \in (0, \frac{\kappa+\mu}{2})$, then every bounded solution $\{u^n\}_{n \in \mathbb{N}_0}$ of DC algorithm with momentum (19) converges.

**Remark 2.4 (Nesterov-type algorithm).** Let $G = G_+ - G_-$ with $G_\pm$ being strongly convex and (sub)analytic. Then it is known that $G_-^* - G_+^*$ satisfies Lojasiewicz inequality (Proposition 2.1 [40]), so that we can apply Theorem 2.3 with $H_\pm = G_\pm^*$.

For example, the Nesterov’s algorithm for an (sub)analytic $G : \mathbb{R}^N \to \mathbb{R}$ starts with the following convex splitting

$$G_+(u) = \frac{1}{2} \|u\|^2$$

$$G_-(u) = \frac{1}{2} \|u\|^2 - \tau G(u).$$

Since $G_-$ is strongly convex for small enough $\tau > 0$, not only $H_-$ but also $H_+$ satisfies Lojasiewicz inequality and has Lipschitz derivative. Thus Theorem 2.3 is applied to the Nesterov’s acceleration method.

The idea of doubling variables in the proof can also be found in [17] [48] [60].

**Proof.** Let $u, v \in \mathbb{R}^N$ and define $M : \mathbb{R}^{2N} \to \mathbb{R}$ as follows,

$$M(u, v) := H(u) + \frac{\kappa + \mu}{4} \|u - v\|^2.$$ 

Note that,

$$\nabla_u M(u, v) = \nabla H(u) + \frac{\kappa + \mu}{2} (u - v)$$

$$\nabla_v M(u, v) = \frac{\kappa + \mu}{2} (v - u),$$

(20)

$$\nabla M(u, v) = 0$$ if and only if $\nabla H(u) = 0$ and $u = v$. 

We will use Łojasiewicz inequality of $M$. According to Theorem 3.6 of [42] $M$ satisfies the Łojasiewicz inequality with the same exponent of $H$.

Let $w^n := (w^n, u^{n-1})^T$ and $u^{-1} := u^0$.

[Gradient estimate] First, by changing $H_- = H_+ - H$ from (19), we have
\[ \nabla H(u^n) = -\nabla H_+(u^{n+1}) + \nabla H_+(u^n) + \nabla b(u^n) - \nabla b(u^{n-1}). \]
We use this to estimate $\nabla F$ as follows,
\[
\|\nabla M(w^n)\| \leq \|\nabla H(u^n) + \frac{\kappa + \mu}{2}(u^n - u^{n-1})\| + \frac{\kappa + \mu}{2}(u^n - u^{n-1})
\leq \|\nabla H(u^n)\| + (\kappa + \mu)\|u^n - u^{n-1}\|
\leq \|\nabla H_+(u^{n+1}) - \nabla H_+(u^n) - \nabla b(u^n) + \nabla b(u^{n-1})\|
+ (\kappa + \mu)\|u^n - u^{n-1}\|
\leq L\|u^{n+1} - u^n\| + (\kappa + \mu + \beta)\|u^n - u^{n-1}\|
\leq \sqrt{2} \max\{L, \kappa + \mu + \beta\}\|w^{n+1} - w^n\|
\]

\[ H(u^{n+1}) - H(u^n) \leq \langle \nabla b(u^n) - \nabla b(u^{n-1}), u^{n+1} - u^n \rangle - \frac{\kappa + \mu}{2}\|u^{n+1} - u^n\|^2
\leq \langle \nabla b(u^n) - \nabla b(u^{n-1}), u^{n+1} - u^n \rangle - \frac{\kappa + \mu}{2}\|u^{n+1} - u^n\|^2
\]

[Primary descent condition] $M(w^{n+1}) - M(w^n) \leq \langle \nabla b(u^n) - \nabla b(u^{n-1}), u^{n+1} - u^n \rangle$
\[
- \frac{\kappa + \mu}{4}(\|u^{n+1} - u^n\|^2 + \|u^n - u^{n-1}\|^2)
\leq - \frac{\kappa + \mu - 2\beta}{4}\|u^{n+1} - u^n\|^2
\leq - \frac{\kappa + \mu - 2\beta}{4} \frac{\kappa + \mu + 2\beta}{4\sqrt{2} \max\{L, \kappa + \mu + \beta\}}\|\nabla M(w^n)\|\|w^{n+1} - w^n\|
\]

[Complementary descent condition] Due to the primary descent condition, it suffices to check if $\nabla M(u, v) = 0$ implies $u = v$. This follows from the observation on $\nabla M$, (20).

[Rate of convergence] Using $(a + b)^2 \leq 2a^2 + 2b^2$,
\[
\sum_{k \geq n} \|u^{k+1} - u^k\| \leq \frac{1}{2\sqrt{2}} \sum_{k \geq n} \|u^{k+1} - u^k\| \leq \frac{c(\kappa + \mu - 2\beta)}{4 \max\{L, \kappa + \mu + \beta\}^2} M_n^\theta,
\]
where $L$ is Lipschitz constant of $\nabla H_+$ and $c, \theta > 0$ are Łojasiewicz constant and exponent at $\hat{u}$, respectively. Let $\beta := \frac{c^2(\kappa + \mu - 2\beta)}{8 \max\{L, \kappa + \mu + \beta\}^2}$ then the decay of $H_n$ is as follow,
\[
M_n \leq \left\{ \begin{array}{ll}
M_0e^{-\beta n}, & \text{if } \theta = \frac{1}{2}, \\
(M_0^{\theta-1} + (1 - 2\theta)\beta n)^{\frac{1}{2\theta - 1}}, & \text{if } 0 < \theta < \frac{1}{2}.
\end{array} \right.
\]
\[ \square \]
Remark 2.5. The convergence rate \((21)\) depends only on the geometry of \(H\), or the Lojasiewicz of \(H\), since \(M\) satisfies the Lojasiewicz inequality with the same exponent to the \(H\)'s (Theorem 3.6 of [42]). So, without local analysis, the boosting effect of the momentum method is not reflected in the similar Lojasiewicz convergence approach, [17] [48] [60].

Note that in this framework, we did not impose any geometric assumption on the momentum function \(b\). Heuristically, the effect of the momentum method depends on the local geometry of the momentum function \(b\). If \(b\) is convex, the added momentum adds a kick away from the previous point, and if \(b\) is concave, it provides the opposite affect. It is possible that the geometry of \(b\) needs to be used to deduce the better quantitative convergence result.

Additionally, it is not always the case that the momentum method is faster than the mere gradient descent. Generally the momentum \(b\) is chosen to be a strongly convex function, \(\frac{\beta}{2}\|\cdot\|^2\), and this might be too strong for the energies that have flatter geometry, i.e., when \(\theta < 1/2\). So it seems reasonable to try add momentum that has the local geometry similar to the \(H\)'s.
Part 2

Lotka-Volterra type dynamics
CHAPTER 3

Convergence of Lotka-Volterra dynamics with symmetric interaction matrix

Comprising a family of classic and prototypical models in population ecology, Lotka-Volterra systems have nonlocal nonlinear structure in a fairly amenable way to mathematical analysis. Let \( \mathbb{R}_+^N := \{ f \in \mathbb{R}^N : f_i > 0, \ \forall i \in [N] \} \), where \( N \in \mathbb{N} \) and \( [N] := \{1,2,...,N\} \). For \( a,d \in \mathbb{R}_+^N \) and \( B \in \mathbb{R}^{N \times N} \) the differential equations of the Lotka-Volterra system are given by

\[
f'_i = d_i f_i (a_i - \sum_{j \in [N]} B_{ij} f_j), \quad \forall i \in [N]. \tag{22}
\]

In the ecosystem of \( N \)-many species, the population of the \( i \)-th species, \( f_i \), is determined by its own growth rate \( a_i \) and the influence, whether inhibiting or cooperating, of the \( j \)-th species over the \( i \)-th species, \( B_{ij} \).

There are two important functions, we name them energy and entropy, that are widely used to analyze Lotka-Volterra system.

**Monotonic energy.** When the interaction \( B \) is symmetric, the energy \( E : \mathbb{R}^N \to \mathbb{R} \),

\[
E(f) := -H := \sum_{i \in [N]} f_i a_i - \frac{1}{2} \sum_{i,j \in [N]} B_{ij} f_i f_j,
\]

is a Lyapunov functional of (22),

\[
\frac{dE}{dt} = \sum_{i \in [N]} d_i f_i (a_i - \sum_{j \in [N]} B_{ij} f_j)^2 = \sum_{i \in [N]} \frac{f_i'(t)^2}{d_i f_i} \geq 0.
\]

Indeed, the Lotka-Volterra system is a gradient flow of \( E \) with respect to the metric which is named after Shahshahani,

\[
\langle g,h \rangle_f := \sum_{i \in [N]} g_i h_i f_i^{-1}.
\]

To see this let’s take the variation of \( E \),

\[
DE(f)(g) = \sum_{i \in [N]} g_i a_i - g_i (B f)_i
\]

\[
= \sum_{i \in [N]} f_i (a_i - (B f)_i) g_i f_i^{-1}.
\]

\[
=: \langle \text{grad} E(f), g \rangle_f.
\]

As we have seen in the previous chapter, Łojasiewicz convergence analysis requires an “angle condition” between \( \nabla E(f) \) and \( f' \), i.e., there is \( \sigma > 0 \) such that

\[
\langle \nabla E(f), f' \rangle \geq \sigma \| \nabla E(f) \| \| f' \|.
\]
In general, since there can be a species that is vanishing along the evolution, the Shahshahani metric can blow up. Due to this singular structure, it is difficult use the Shahshahani gradient structure to prove convergence of the solutions.

**Proximal entropy.** The entropy $F : \mathbb{R}_+^N \to \mathbb{R}$ relative to a given state $\tilde{f} \in \mathbb{R}_+^N$ with a weight $w_i > 0$, given by

$$F(f) := \sum_{i \in [N]} w_i (\tilde{f}_i \log \frac{\tilde{f}_i}{f_i} + f_i - \tilde{f}_i).$$

The relative entropy $F$ is also known as the Kullback–Leibler divergence, providing a proximal distance from $\tilde{f}$. We point out that the relative entropy $F$ is well-defined on $\mathbb{R}_+^N$, where it has the unique minimizer $\tilde{f}$:

**Lemma 3.1.** Let $\tilde{f} \in \mathbb{R}_+^N$. Then $F : \mathbb{R}_+^N \to [0, \infty]$ is convex, and $F(f) = 0$ if and only if $f = \tilde{f}$.

**Proof.** Define $J = \{i \in [N] : \tilde{f}_i > 0\}$. Then for any $f \in \mathbb{R}_+^N$,

- for all $j \in J$, $\frac{\partial F}{\partial f_j} = w_j (1 - \frac{\tilde{f}_j}{f_j})$, $\frac{\partial^2 F}{\partial f_j^2} = w_j \frac{\tilde{f}_j}{f_j^2} > 0$,
- for all $j \notin J$, $\frac{\partial F}{\partial f_j} = w_j$.

Each term in $F$ is non-negative and vanishes only when $f_j = \tilde{f}_j$. Hence we have the result. \[\Box\]

It is known that when $B$ is VL-stable, i.e., $x^T DBx > 0$ for some positive diagonal matrix $D$ for every $x \in \mathbb{R}^N$, there exists $\tilde{f}$ such that $dF/dt < 0$, resulting a global attraction to $\tilde{f}$ (Chapter 15 of [30]). Likewise, in Lokta-Volterra type systems, convexity of $-E$ is assumed to make the entropy, or KL-divergence, be a Lyapunov functional to show the existence and the uniqueness of globally attracting equilibrium state [6] [43] [33].

The goal in this chapter is to prove convergence of every bounded solution, without assuming convexity of $-E$, where the relative entropy is no longer monotone. We provide two strategies. One is to control possible oscillation of entropy using the monotonicity of $E$, or the entropy trapping method. Another is to de-singularize the Shahshahani metric by changing the variables.

1. **Entropy trapping method**

Our goal here is establishing the convergence of every trajectory of (22) without assuming positive definiteness of $(B_{ij})$. In this case the entropy $F$ is no longer necessarily monotone in $t$. The key is to adapt an idea from work of Akin & Hofbauer on replicator equations [2], and use the monotonicity of $E$ to control the oscillation of $F$. In particular, the key is to show that for some $C > 0$,

$$\frac{dF}{dt} < C \frac{dE}{dt}.$$
Our main result on convergence is as follows. Recall that the $\omega$-limit set of a trajectory $f$ is the set
\[
\omega(f) := \{ \tilde{f} \in \mathbb{R}^N : \exists \text{ a sequence } t_k \to \infty \text{ with } f(t_k) \to \tilde{f} \}.
\]

**Theorem 3.1.** Assume $(B_{ij})$ is a symmetric matrix. If $f(t)$ is a bounded solution for (22), then the $\omega$-limit set $\omega(f)$ consists of a single point, i.e., $\lim_{t \to \infty} f(t)$ exists.

**Proof.** Fix $\tilde{f} \in \omega(f)$ and the weight on the entropy $w_i = 1/d_i$. Define,
\[
K := \{ i \in [N] : a_i - \sum_j B_{ij} \tilde{f}_j \neq 0 \},
\]
\[
Q(f) := \sum_{i \in K} f_i,
\]
\[
Z(f) := \min_{i \in K} \{ d_i (a_i - \sum_j B_{ij} f_j)^2 \}.
\]
If $K$ is empty, define $Q = 0$ and $Z = 1$. Then
\[
\frac{dE}{dt} = \sum_i d_i f_i (a_i - \sum_j B_{ij} f_j)^2 \geq Z(f)Q(f).
\] (23)

Because $Z(\tilde{f}) = z > 0$, $\{ f : Z(f) > \frac{z}{2} \}$ is a neighborhood of $\tilde{f} = \cap_{\epsilon > 0} \{ f : F(f) \leq \epsilon \}$. So we can find $\epsilon^* > 0$ such that
\[
F(f) \leq \epsilon^* \implies Z(f) > \frac{z}{2}.
\] (24)

On the other hand,
\[
\frac{dF}{dt} = \sum_i (f_i - \tilde{f}_i)(a_i - \sum_j B_{ij} f_j)
\]
\[
= 2(\sum_i f_i a_i - \frac{1}{2} \sum_{i,j} f_i B_{ij} f_j) - \sum_i f_i a_i - \sum_{i,j} \tilde{f}_i B_{ij} f_j
\]
\[
\leq 2(\sum_i \tilde{f}_i a_i - \frac{1}{2} \sum_{i,j} \tilde{f}_i B_{ij} \tilde{f}_j) - \sum_i f_i a_i - \sum_{i,j} \tilde{f}_i B_{ij} f_j
\]
\[
= \sum_i (\tilde{f}_i - f_i)(a_i - \sum_j B_{ij} \tilde{f}_j)
\]
\[
= - \sum_{i \in K} f_i (a_i - \sum_j B_{ij} \tilde{f}_j)
\]
\[
\leq Q(f) \max_{i \in K} |a_i - \sum_j B_{ij} \tilde{f}_j|
\]
Here we used monotonicity of $E$ and that $\tilde{f}_i = 0$ when $i \in K$. Let $M = \max_{i \in K} |a_i - \sum_j B_{ij} \tilde{f}_j|$. Then
\[
\frac{dF}{dt} \leq MQ(f).
\] (25)
Now choose a sequence of times \( \{t_n\} \) approaching infinity so that \( f(t_n) \) approaches \( \tilde{f} \) and
\[
\lim_{n \to \infty} F(f(t_n)) = 0.
\]
For \( \epsilon < \epsilon^* \) pick \( N = N(\epsilon) \) such that
\[
F(f(t_N)) \leq \frac{\epsilon}{2},
\]
\[
\frac{M}{z} [E(\tilde{f}) - E(f(t_N))] < \frac{\epsilon}{4}.
\]
(26)

Note that as long as a solution path stays inside the \( \epsilon^* \)-neighborhood defined by \( F \), we can compare the rate of entropy with that of energy by combining (23), (24) and (25), and obtain
\[
\frac{dF}{dt} < \frac{2M}{z} \frac{dE}{dt}.
\]
So let \( t > t_N \) so that \( \forall s \in [t_N, t] \)
\[
F(f(s)) \leq \epsilon^*.
\]
Then by integration and (26)
\[
0 \leq F(f(t)) < F(f(t_N)) + \frac{2M}{z} [E(f(t)) - E(f(t_N))] < \epsilon.
\]
(27)

Because \( \epsilon < \epsilon^* \), \( f(t) \) remains in the \( \epsilon^* \)-neighborhood for all \( t > t_N \) so (27) holds for all such \( t \). As we picked \( \epsilon \) arbitrarily, (27) implies
\[
F(f(t)) \rightarrow 0 \quad \text{as} \quad t \rightarrow \infty,
\]
i.e., \( f(t) \) approaches \( \tilde{f} \) as \( t \to \infty \), and so \( \tilde{f} \) is the unique limit point. \( \square \)

2. De-singularized gradient structure of Lokta-Volterra systems

It is quite intuitive to find the energy \( E \) that drives Lotka-Volterra system. For convergence analysis, however, the underlying metric for the gradient structure, the Shahshahani metric, is difficult to work with, due to the singular structure. In [33] Jabin and Liu studies slightly different form of infinite dimensional Lotka-Volterra equations, which is a gradient flow of the energy with respect to \( L^2 \) inner product. In fact, after the change of variable, the equation is recovered to the original Lotka-Volterra equation. We adapt this change of variables to de-singularize the Shahshahani metric to prove convergence of the bounded solutions of Lokta-Volterra systems, and, furthermore, the regularized Lokta-Volterra systems [6].

We will study convergence problems of the infinite dimensional Lotka-Volterra system [33] that Jabin and Liu studied in the next section.

De-singularized gradient structure. Since every solution \( f \) of (22) will stay positive, the system of its square root will correspond to that of \( f \) [33]. Let \( u_i := \sqrt{f_i} \) then (22) is equivalent to the following equation,
\[
u_i' = \frac{1}{2} d_i u_i (a_i - \sum_{j \in [N]} B_{ij} u_j^2),
\]
(28)
We can see the equation is the gradient flow with respect to the Euclidean inner product of the following energy,

\[ H(u) := -\frac{1}{4} \sum_{i \in [N]} u_i^2 a_i + \frac{1}{8} \sum_{i,j \in [N]} B_{ij} u_i^2 u_j^2 \]

\[ DH(u)(v) = -\sum_{i \in [N]} \frac{1}{2} u_i (a_i - \sum_{j \in [N]} B_{ij} u_j^2) v_i. \]

Therefore,

\[ u' = -d \nabla H(u), \]

where \( \{d\} \) is the diagonal matrix constructed by \( d \). Simply, one can check the angle condition. So we can apply Lojasiewicz convergence theorem.

**Theorem 3.2.** Every bounded solution \( u(t) \) of (28) converges and the convergence rate depends on the Lojasiewicz exponent of \( E \) at the limit point \( \bar{u} \),

\[ \|u(t) - \bar{u}\| = \begin{cases} O(e^{-\delta t}) & \text{if } \theta = \frac{1}{2}, \\ O(t^{-\theta/(1-2\theta)}) & \text{if } 0 < \theta < \frac{1}{2} \end{cases} \quad (29) \]

**Regularized Lokta-Volterra systems.** In fact the idea of scaling can be applied to a general class of ODE, suggested by Attouch and Teboulle [6]. For a given energy \( H : \mathbb{R}^N \to \mathbb{R} \) and \( \mu, \nu > 0 \), the solution of regularized Lotka-Volterra equations \( f \in \mathbb{R}^N \) obeys the following differential equations,

[Regularized Lotka-Volterra equations]

\[ f_i' = -\frac{f_i}{\mu + \nu f_i} \nabla H(f)_i. \quad (30) \]

The regularized Lotka-Volterra equations (30) arise from the proximal-like iteration scheme as follows,

\[ x_k = \arg \min_{x \in \mathbb{R}^N} \{ H(x) + \tau_k F(x|x_{k-1}) \}, \]

where \( F(x|y) \) is a distance-like function, or a relative entropy that gives proximal distance to \( x \) from \( y \). In this case, \( F(x|y) \) is a logarithmic-quadratic function, or the regularized Kullback-Leibler divergence,

\[ F(x|y) := \frac{\nu}{2} \|x - y\|^2 + \mu \sum_i y_i \log \frac{y_i}{x_i} + x_i - y_i. \]

Similar to the original Lokta-Volterra system, when \( x \mapsto H(x) \) proper convex and \( y = \arg \min_x H(x) \), \( F(x|y) \) becomes a Lyapunov function of the system. Attouch and Teboulle used this idea, under the convexity assumption, to prove convergence of a bounded solution.

**De-singularization.** According to Theorem 3.1 [6], if \( H \in C^2(\mathbb{R}^N) \) then the equation (30) is well-posed and any solution initiated in \( \mathbb{R}^N_+ \) stays in \( \mathbb{R}^N_+ \). By letting \( u_i := \sqrt{x_i} \) for all \( i \), \( (\hat{\mu}, \hat{\nu}) := (4\mu, 4\nu) \) and \( \hat{H}(u) := H(u^2) \), we have

\[ u_i' = -\frac{1}{\hat{\mu} + \hat{\nu} u_i^2} \nabla \hat{H}(u)_i \quad (31) \]
Thus, the equation (31) is a gradient flow of $\tilde{H}$ with respect to a metric $\langle v, w \rangle_u = \sum_i v_i w_i (\tilde{\mu} + \tilde{\nu} u_i^2)$. Since the metric is stable when the solution $u(t)$ is bounded, we can perform Łojasiewicz convergence theorem.

**Theorem 3.3.** Assume that $\tilde{H} : \mathbb{R}^N_+ \to \mathbb{R}$ satisfies Łojasiewicz inequality. Then every bounded solution $u(t)$ of (31), or equivalently every bounded solution $f(t)$ of (30), converges as $t \to \infty$ and the convergence rate depends on the Łojasiewicz exponent of $\tilde{H}$ at the limit point $\tilde{u}$,

$$\|u(t) - \tilde{u}\| = \begin{cases} O(e^{-\delta t}) & \text{if } \theta = \frac{1}{2}, \\ O(t^{-\theta/(1-2\theta)}) & \text{if } 0 < \theta < \frac{1}{2} \end{cases}$$

(32)

3. Nonlocal semi-linear heat equation

We aim to extend the convergence result of Jabin and Liu on the infinite dimensional Lotka-Volterra equations [33], where they use the monotonicity of KL-divergence under the convexity assumption on the energy. Let the ecosystem, $\Omega$ be a bounded domain with smooth boundary in $\mathbb{R}^N$ and assume that the population of $x$-species at time $t > 0$, $u(t,x) : \mathbb{R}_+ \times \Omega \to \mathbb{R}$, satisfies the following equations.

$$\partial_t u(t,x) = \Delta u(t,x) + \frac{1}{2} u(t,x) \left( a(x) - \int_{\Omega} b(x,y) u^2(t,y) dy \right)$$

$$u(0, x) = u_0(x) \geq 0 \quad x \in \Omega \quad \partial u / \partial \nu = 0 \quad x \in \partial \Omega$$

(33)

In the model, coefficient $a(x)$ is the intrinsic growth rate of $x$-species, and $b(x,y) = b(y,x)$ represents the interaction between $x$-species and $y$-species, while the diffusion term plays certain role of mutations in the population dynamics. We assume the following,

**Assumption 3.1.**

$$a \in L^\infty(\Omega), \quad b(x,y) \in L^\infty(\Omega \times \Omega).$$

As mentioned in [33] and Section 2, (33) is equivalent to the following with the change of variables $u^2 = f$,

$$\partial_t f(t,x) = \Delta f - \frac{|\nabla f|^2}{2f} + f(t,x) \left( a(x) - \int_{\Omega} b(x,y) f(t,y) dy \right),$$

(34)

which, without the mutation term, corresponds to the Lotka-Volterra equations. (34) is a gradient flow with respect to the Shahshahani metric $\langle g, h \rangle_f := \int gh/f dx$ of the energy,

$$E(u) := \frac{1}{2} \int \int b(x,y) f(t,x) f(t,y) dxdy - \int a(x) f(t,x) dx + \frac{1}{2} \int \frac{|\nabla f|^2}{f} dx.$$  

**Gradient structure.** We consider Hilbert spaces $\mathcal{V} := H^1(\Omega)$ and $\mathcal{H} := L^2(\Omega)$ with continuous dense imbedding

$$\mathcal{V} \subset \mathcal{H} \subset \mathcal{V},$$

where $\mathcal{V}'$ is the topological dual of $\mathcal{V}$, using the $G$ inner product, $\langle \cdot, \cdot \rangle$. Note that $\mathcal{H}$ is dense in $\mathcal{V}'$, for any $v' \in \mathcal{V}'$, there is a sequence $\{v'_n\} \subset \mathcal{H}$ so that for any $v \in \mathcal{V},$

$$\lim_{n \to \infty} \langle v'_n, v \rangle_{\mathcal{H}} = v'(v).$$
Comparing to (34), (33) has a desingularized gradient structure of the energy $H$

$$H(u) := \frac{1}{8} \int \int b(x, y) u^2(t, x) u^2(t, y) dx dy - \frac{1}{4} \int a(x) u^2(t, x) dx + \frac{1}{2} \int |\nabla u(t, x)|^2 dx.$$ 

For simplicity, we write

$$B(u)(x) := \int b(x, y) u(y) dy.$$ 

We can check the $L^2$ gradient of $H$ corresponds to the right hand side of (33),

$$DH(u)(v) = \frac{1}{2} \int B(u^2) u(x) v(x) dx - \frac{1}{2} \int a(x) u(x) v(x) dx + \int \nabla u(x) \nabla v(x) dx$$

$$= : \langle \nabla H(u), v \rangle_{L^2}.$$ 

Therefore,

$$\partial_t u = -\nabla H(u).$$ 

This gives the energy dissipation.

$$\frac{d}{dt} H(u) = - \int |\partial_t u|^2 dx \leq 0$$

**Analytic energy $H$.**

**Lemma 3.2.** Under Assumption 3.1, $H$ is analytic in $\mathcal{V} = H^1(\Omega)$.

**Proof.** It is enough to show the following,

$$\int a(x) u(x) v(x) dx \leq \|a\|_{\infty} \|u\|_{L^2} \|v\|_{L^2}$$

$$\int |\nabla u(x) \nabla v(x)| dx \leq \|u\|_{H^1} \|v\|_{H^1}$$

$$\int \int b(x, y) u(x) v(x) w(y) z(y) dxdy \leq \sup_y \int |b(x, y)| dx \|u\|_{L^2} \|v\|_{L^2} \|w\|_{L^2} \|z\|_{L^2}.$$ 

\[ \Box \]

**Łojasiewicz inequality.**

**Assumption 3.2.**

$$b_m := \inf_{x, y} b(x, y) > 0$$

Under Assumption 3.1 and Assumption 3.2, Jabin and Liu showed that there exists a nonnegative weak solution $\tilde{u} \in H^1$ for $DH(\tilde{u}) = 0$ using Dirichlet’s principle (Energy method) and calculus of variation (Theorem 1.2 of [33]). With this knowledge, we aim to show that the Łojasiewicz inequality holds for such equilibrium $\tilde{u}$. We use the framework presented in Section 2 of Chapter 1. Firstly, we check the Hessian of $H$.

$$DH(u)(v) = \frac{1}{2} \int B(u^2) u(x) v(x) dx - \frac{1}{2} \int a(x) u(x) v(x) dx + \int \nabla u(x) \nabla v(x) dx$$

$$D^2 H(u, v, w) = \frac{1}{2} \int B(u^2) w(x) v(x) dxdy + \int B(uw) u(x) v(x) dx$$

$$- \frac{1}{2} \int a(x) w(x) v(x) dx + \int \nabla w(x) \nabla v(x) dx.$$
Now for a fixed equilibrium $\tilde{u} \in H^1$, define, $A : \mathcal{V} \to \mathcal{V}'$ so for any $v \in \mathcal{V}$, 
\[ \langle Av, w \rangle := D^2 H(\tilde{u})(v, w) \]
So in the weak sense, 
\[ Av = \frac{1}{2}(B(\tilde{u}^2) - a)v + \tilde{u}B(\tilde{u}v) - \Delta v \]
\[ =: G(v) - \Delta v. \]

**Proposition 3.1.** $A : \mathcal{V} \to \mathcal{V}'$ is a semi-Fredholm operator.

**Proof.** Firstly, $G : \mathcal{V} \to \mathcal{V}'$ compact since $G \in \mathcal{L}(\mathcal{V}, H)$ and the imbedding $\text{Id} : H \to V'$; $v \mapsto v$ is compact. So by Theorem 1.4 it is enough to show that $-\Delta : \mathcal{V} \to \mathcal{V}'$ is a semi-Fredholm operator.

[Finite dimensional kernel] 
\[ -\Delta u = 0 \quad \text{in } \Omega \]
\[ \frac{\partial u}{\partial \nu} = 0 \quad \text{on } \partial \Omega \]
if and only if $u$ is a constant. Thus $N(-\Delta)$ is one-dimensional.

[Closed range] By Fredholm alternative, 
\[ -\Delta u = f \quad \text{in } \Omega \]
\[ \frac{\partial u}{\partial \nu} = 0 \quad \text{on } \partial \Omega \]
has a solution if and only if $\int_{\Omega} f \, dx = 0$. If we choose $g \in \overline{R(-\Delta)}$, there is a sequence $\{u_n\}$ such that $-\Delta u_n \to g$ in $\mathcal{V}'$, which implies $0 = \lim_{n \to \infty} \int -\Delta u_n \, dx = \int g \, dx$. Therefore, the range is closed. □

**Convergence result.** Note that in the competitive Lotka-Volterra systems, every solution is bounded and converges (Theorem 3.2). Thanks to the smoothing effect of parabolic equations, every solution is precompact in $\mathcal{V}$. So we can prove the convergence of every solutions of the infinite dimensional Lokta-Volterra equations with mutation.

**Theorem 3.4 (Convergence of competitive Lokta-Volterra systems with mutation).** Under Assumption 3.1 and Assumption 3.2, any solution $u(x, t)$ of (33) converges as $t \to \infty$.

**Proof.** [Well-posedness] We use Theorem 3.3.3 and Theorem 3.5.2 in [28], which shows, along with the well-posedness, $u(t) \in C^1(\mathbb{R}_+, \mathcal{V})$, i.e., smoothing action of semilinear parabolic equations. According to the theorem, in order to achieve parabolic regularity of the solution of (33), we need to check if $f : H^1 \to L^2$ in (33) is locally Lipschitz.

$$
\|ub \ast u^2 - vb \ast v^2\|_{L^2} \leq \|(u - v)b \ast u^2\|_{L^2} + \|vb \ast (u^2 - v^2)\|_{L^2} \\
\leq \sup_x \left| \int b(x, y)u^2(y)dy\right| \|u - v\|_{L^2} \\
+ \sup_x \left| \int b(x, y)(u(y) - v(y))(u(y) + v(y))dy\right| \|v\|_{L^2} \\
\leq \|b\|_\infty \|u\|_{L^2}^2 \|u - v\|_{L^2} + \|b\|_\infty \|v\|_{L^2} \|u + v\|_{L^2} \|u - v\|_{L^2}
$$
[Precompactness] Due to the smoothing effect of the semilinear parabolic equations, it is enough to check $L^2$ bound to achieve higher order bound. We use Theorem 3.3.6 in [28] and $L^2$ bound achieved in Theorem 1.1 in [33].

[Lojasiewicz convergence] As previously discussed, $H$ is analytic in $\mathcal{V}$ and has semi-Fredholm Hessian operator from $\mathcal{V}$ to $\mathcal{V}'$. We use Theorem 1.6 and Theorem 1.7 to conclude. □
CHAPTER 4

Convergence of discrete-time Lotka-Volterra dynamics

In this chapter we form the time-discrete Lotka-Volterra equations inspired by DC algorithms, or convex splitting (Chapter 2). We provide two different analysis, one follows the Shahshahani gradient and another follows regular Euclidean gradient constructed by change of variables. Accordingly, we prove convergence with different strategies for each method, without convexity of energy: the entropy trapping method and the Łojasiewicz theorem, respectively.

As we discussed in the continuous-time case, the singular nature of the Shahshahani metric makes convergence analysis challenging. So we prove the convergence by relating the energy with the entropy to show that the solution is trapped in the neighborhood of the equilibrium. Due to the time discrepancy caused by the discrete time steps, however, the KL-divergence that we used as the entropy, does not work in the same way. We add a quadratic term to resolve the issue. With the new entropy, we proceed with the entropy trapping method to prove convergence of every solution of competitive Lotka-Volterra systems. In fact, the time-discrete Lotka-Volterra equation with the Shahshahani metric can be seen as Euler’s method for regularized Lotka-Volterra equation of the form (30). This can be considered as an extension of the convergence theorem that is presented in [6], where Attouch and Teboulle assume the convexity of the energy to prove convergence.

On the other hand, adapting the observation on changing variables presented by Jabin and Liu [33], we, again, resolve the singularities of Shahshahani metric and apply the Łojasiewicz convergence theorem by Absil et al. [1] to the Lotka-Volterra system. We suggest a certain way to convex-split the energy, with which the implicit part of the algorithm is not too complex to invert, yet the solution stays in the positive orthant $\mathbb{R}_+^N$ regardless of the time step $\tau > 0$. Thus the convergence and the positivity of the solutions are independent of the time step $\tau$.

1. Application of entropy trapping method

1.1. Time-discrete competitive Lotka-Volterra. We call a Lotka-Volterra system competitive when the associated interaction matrix $B$ has only positive entries, in other words $B_{ij} > 0$ for all $i, j \in [N]$. It is well known that every solution of a competitive Lotka-Volterra system is bounded (Chapter 15 of [30]). Additionally when $B$ is $D$-symmetrizable, every solution converges. Thus it is natural to formulate the time-discrete Lotka-Volterra system with the same behavior.

In this section we will formulate a discrete-time Lotka-Volterra with competitive interaction and apply entropy trapping method to analyze the behavior of its solution, without de-singularizing Shahshahani metric structure.

Set-up. We formulate a discrete-time Lotka-Volterra system inspired by Eyre’s semi-implicit Euler’s method (17), but with the gradient with respect to Shahshahani metric.
Let’s take $H(f) = -E(f) = \frac{1}{2} f^T B f - a^T f$ and let $\lambda \in \mathbb{R}$ be bigger than the Perron root of $B$, so that $B = \lambda - A$, where $A = \lambda - B$ is a positive definite matrix. We split $H(f)$ as follows,

$$
H(f) = \frac{1}{2} f^T B f - a^T f = \frac{1}{2} f^T \lambda f - \frac{1}{2} f^T A f + a^T f \quad =: H_+(f) - H_-(f).
$$

Now we evaluate the gradient of $H_{\pm}$ with respect to Shahshahani metric at $f^n$, and apply semi-implicit Euler’s method as follows,

$$(f^{n+1} - f^n)_i = -\tau d_i (\text{grad}_{f^n} H_+(f^{n+1}) - \text{grad}_{f^n} H_-(f^n))$$

$$
= -\tau d_i f^n_i (\nabla H_+(f^{n+1}) - \nabla H_-(f^n))_i \quad (35)
$$

$$
= \tau d_i f^n_i (a - B f^n - \lambda (f^{n+1} - f^n))_i \quad (36)
$$

Our goal here is to ensure the dynamics of $(36)$ to be similar with its continuous version as much as possible. Firstly, we need to make sure the sequence $\{f^n\}_{n \in \mathbb{N}} \subset \mathbb{R}^N_+$ with appropriate choice of a time step $\tau$. It turns out when the interaction is competitive, i.e., $B_{ij} > 0$, we will have the desired properties as follows.

**Proposition 4.1.** Assume that $\overline{B} := \min_{i,j} B_{ij} > 0$. For any $\epsilon > 0$, define

$$
\Omega_{\epsilon} := \{f \in \mathbb{R}^N : \|f\|_{\infty} \leq (\lambda^2 + B^{-1})\|a\|_{\infty} + \epsilon\},
$$

then there exists $M_{\epsilon} > 0$, such that for $0 < \tau < \frac{1}{\|d\|_{\infty} M_{\epsilon}}$ the sequence $\{f^n\}$ generated by the discrete scheme $(36)$ with initial condition $f^0 \in \Omega_{\epsilon}$ has properties as follows:

- (Feasibility) $f^n \in \Omega_{\epsilon}$ for all $n \in \mathbb{N}$,
- (Ratio bound)

$$
1 - \tau \|d\|_{\infty} M_{\epsilon} \leq \frac{f^{n+1}}{f^n} \leq 1 + \tau \|d\|_{\infty} M_{\epsilon}
$$

- (Monotonicity) $E$ is non-decreasing along $(36)$, i.e., for all $n \in \mathbb{N}_0$

$$
E(f^{n+1}) - E(f^n) \geq 0,
$$

and the equality holds if and only if $f^n_i = 0$ or $a_i = (B f^n)_i$ for all $i$,

- ($l^2$-bound)

$$
\sum_{n=k}^{\infty} \sum_{i=1}^{N} \frac{1}{\tau d_i f^n_i} (f^{n+1} - f^n)_i^2 \leq \lim_{n \to \infty} E(f^n) - E(f^k).
$$

Note that the restriction on $\tau$ is to satisfy the natural constraint on Lotka-Volterra system to make the solution $\{f^n\}_{n \in \mathbb{N}_0}$ stay in the positive orthant $\mathbb{R}^N_+$. Meanwhile, the monotonicity and $l^2$-bound holds regardless of $\tau$, due to the convex splitting.

We use these properties to prove convergence of bounded solutions using the entropy trapping method. The proof follows by lemmas with more detail.
Lemma 4.1 (Feasibility). For any $\epsilon > 0$, define

$$M_\epsilon := \max_{f \in \Omega} \|a - Bf\|_\infty.$$  

Then $\Omega_\epsilon$ is an invariant set of (36) when $0 < \tau < \frac{1}{\|d\|_\infty M_\epsilon}.$

Proof. Essentially, we need to show that the sequence $\{f^n\}_{n \in \mathbb{N}}$ stays positive and bounded. Let’s rewrite (36) as follows

$$(1 + \tau \lambda d_i f^n_i)(f^{n+1}_i - f^n_i) = \tau d_i f^n_i (a - B f^n_i),$$

(37)

$$f^{n+1}_i = f^n_i \left( \frac{1 + \tau \lambda d_i f^n_i + \tau d_i (a - B f^n_i)}{1 + \tau \lambda d_i f^n_i} \right).$$

(38)

[Positivity] According to (38), given that $f^n > 0$, $1 + \tau d_i (a - B f^n_i) > 0$ will make $f^{n+1} > 0$. This will allow us to control the numerator when $f^n_i$ is negligible but $(a - B f^n_i)_i$ is possibly negatively large. Since we chose $\tau < \frac{1}{\|d\|_\infty M_\epsilon}$, for all $i$,

$$1 + \tau d_i (a - B f^n_i)_i \geq 1 - \tau \|d\|_\infty M_\epsilon > 0.$$  

(39)

[Boundedness] For any $f \in \Upsilon := \{f \in \mathbb{R}^N_+: \|f\|_\infty > \frac{\|a\|_\infty}{B}\}$ and for all $i \in [N]$

$$(a - Bf)_i \leq a_i - B \sum_j f^n_j \leq a_i - B \|f^n\|_\infty < 0.$$  

This estimate works because every component of $B$ and $f$ is positive and additionally $\sum_j f_j > \|f\|_\infty$. So from (37), we can tell that if $f^n \in \Omega_\epsilon \cap \Upsilon$, $f^{n+1} \in \Omega_\epsilon$.

On the other hand, for $f^n \in \Omega_\epsilon \setminus \Upsilon$ we want to show that the jump is not too big, so that $f^{n+1} \in \Omega_\epsilon$. Indeed, from (37) and positivity

$$0 < f^{n+1}_i = f^n_i + \frac{\tau d_i f^n_i}{1 + \tau \lambda d_i f^n_i} (a - B f^n_i)_i$$

$$< f^n_i + \frac{1}{\lambda \|a\|_\infty}$$

$$\leq \left( \frac{1}{B} + \frac{1}{\lambda} \right) \|a\|_\infty.$$  

Therefore, $f^{n+1} \in \Omega_\epsilon$ and we have the desired result. \qed

Unlike the continuous-time version, it is tricky to deal with the discrepancy between current and the next step. It turns out a small enough time step $\tau$ provides a restriction on the ratio between two consecutive steps.

Lemma 4.2 (Ratio bound). Under the same assumption from Lemma 4.1,

$$0 < 1 - \tau \|d\|_\infty M_\epsilon \leq \frac{f^{n+1}_i}{f^n_i} \leq 1 + \tau \|d\|_\infty M_\epsilon.$$  

Proof. From (37) we have,

$$\left| \frac{f^{n+1}_i}{f^n_i} - 1 \right| = \left| \frac{\tau d_i (a - B f^n)_i}{1 + \tau \lambda d_i f^n_i} \right| \leq \tau \|d\|_\infty M_\epsilon.$$  

\[\blacksquare\]
Therefore,
\[ 0 < 1 - \tau \|d\|_\infty M_\epsilon \leq \frac{f^{n+1}}{f^n} \leq 1 + \tau \|d\|_\infty M_\epsilon, \]
where \( M_\epsilon \) is from Lemma 4.1.

**Lemma 4.3 (Monotonicity).** \( E \) is non-decreasing along the evolution of equation (36). In other words,
\[ E(f^{n+1}) - E(f^n) \geq 0 \quad \forall n \in \mathbb{N}, \]
and equality holds iff for all \( i, f^n_i = 0 \) or \( a_i = (Bf^n)_i \).

**Proof.** From Lemma 2.1
\[ E(f^{n+1}) - E(f^n) = -(H(f^{n+1}) - H(f^n)) \]
\[ \geq -\langle \nabla H_+(f^{n+1}) - \nabla H_-(f^n), f^{n+1} - f^n \rangle \]
\[ = \tau \sum_i d_i f^n_i (\nabla H_+(f^{n+1}) - \nabla H_-(f^n))^2_i \geq 0. \]

Suppose the equality holds. Then the middle term of the inequality vanishes. So for all \( i, f^n_i = 0 \) or \( (\nabla H_+(f^{n+1}) - \nabla H_-(f^n))_i = 0 \), which implies \( f^{n+1}_i - f^n_i = 0 \) by (35). Thus, by (36), for all \( i, f^n_i = 0 \) or \( a_i = (Bf^n)_i \).

Conversely, if for all \( i, f^n_i = 0 \) or \( a_i = (Bf^n)_i \), enough to show \( f^{n+1}_i = f^n_i \) for the latter case. For such \( i, \)
\[ (f^{n+1} - f^n)_i = \tau d_i f^n_i (a - Bf^n - \lambda (f^{n+1} - f^n))_i \]
\[ = -\tau d_i f^n_i (\lambda (f^{n+1} - f^n))_i \]
\[ (1 + \tau \lambda d_i f^n_i) (f^{n+1} - f^n)_i = 0 \]
implies \( (f^{n+1} - f^n)_i = 0 \). Since \( f^{n+1} = f^n \), the equality holds.

**Lemma 4.4 (l² bound).** \( \sum_{n=k}^{\infty} \sum_i \frac{1}{\tau d_i f^n_i} (f^{n+1} - f^n)^2_i \leq \liminf_n E(f^n) - E(f^k). \)

**Proof.** From (35),
\[ E(f^{n+1}) - E(f^n) \geq -\langle \nabla H_+(f^{n+1}) - \nabla H_-(f^n), f^{n+1} - f^n \rangle \]
\[ = \sum_{i=1}^{N} \frac{1}{\tau d_i f^n_i} (f^{n+1} - f^n)^2_i. \]
For \( m > k \) using telescoping sum,
\[ \sum_{n=k}^{m} \sum_i \frac{1}{\tau d_i f^n_i} (f^{n+1} - f^n)^2_i \leq E(f^k) - E(f^{m+1}). \]

Thus
\[ \sum_{n=k}^{\infty} \sum_i \frac{1}{\tau d_i f^n_i} (f^{n+1} - f^n)^2_i \leq E(f^k) - \lim_{n \to \infty} E(f^n). \]
1.2. Convergence result. We tailored the discrete-time equation to make $E$ increasing. In order to prove convergence, we need a suitable entropy function too. We modify the previous entropy $F$ by adding quadratic terms.

**Definition 4.1.** For fixed $\tilde{f}$ we define

$$F(f^n) := \sum_i w_i \left( \frac{\tilde{f}_i}{f^n_i} \log \frac{\tilde{f}_i}{f^n_i} + f^n_i - \tilde{f}_i \right) + \sum_i \frac{\lambda \tau}{2} (f^n_i - \tilde{f}_i)^2$$

The modified entropy still has nice properties, convexity and having a unique minimizer. In fact the entropy is a sum of two positive convex functions because the first term can be represented as

$$\sum_i w_i \tilde{f}_i (\frac{f^n_i}{\tilde{f}_i} - \log \frac{f^n_i}{\tilde{f}_i} - 1)$$

with knowing that $x - \log x - 1$ is a convex function having minimum value 0 at 1. So we have $F \geq 0$, moreover $F(f) = 0$ if and only if $f = \tilde{f}$.

**Theorem 4.1.** Let $\{f^n\}$ be a sequence generated from (36). For any $\epsilon > 0$, there exists $M_\epsilon$ such that if $0 < \tau < \frac{1}{\|d\|_{\infty}M_\epsilon}$ then $\lim_{n \to \infty} f^n$ exists.

**Proof.** The argument is similar to the proof of Theorem 3.1 but a tad more technical. Let $\{f^n\}_{n=1}^\infty$ be a sequence generated from the difference equation (36). Thanks to Lemma 4.1, $\{f^n\}_{n=1}^\infty$ is bounded, so there is a convergent subsequence $\{f^{n_k}\}_{k=1}^\infty$ and $\tilde{f} \in \mathbb{R}_+^N$ such that $f^{n_k} \to \tilde{f}$ as $k \to \infty$.

Let $K := \{i \in [N] : a_i - \sum_j B_{ij}\tilde{f}_j \neq 0\}$ and

$$Q(f) := \sum_{i \in K} f_i$$

$$Z(f) := \min_{i \in K} \{(a_i - \sum_j B_{ij}\tilde{f}_j)^2\}.$$

If $K$ is empty, define $Q = 0$ and $Z = 1$. Then, as we have seen in the proof of Lemma 4.4

$$E(f^{n+1}) - E(f^n) \geq \langle \frac{1}{\tau df^n} (f^{n+1} - f^n), f^{n+1} - f^n \rangle$$

$$= \sum_{i \in [N]} \frac{\tau d_i f^n_i}{(1 + \lambda \tau d_i f^n_i)^2} (a - B f^n)_i^2$$

$$\geq \sum_{i \in K} \frac{\tau d_i f^n_i}{(1 + \lambda \tau d_i f^n_i)^2} (a - B f^n)_i^2$$

$$\geq \frac{1}{C_0} Z(f^n) Q(f^n).$$

Also note that $Z(\tilde{f}) = z > 0$, so $\{f : Z(f) > \frac{z}{2}\}$ is a neighborhood of $\tilde{f}$. Since $\tilde{f} = \bigcap_{\epsilon > 0} \{f : F(f) \leq \epsilon\}$, we can find $\epsilon^* > 0$ such that,

$$F(f) \leq \epsilon^* \implies Z(f) > \frac{z}{2} \quad \text{and} \quad \max_{i \in \text{supp}\tilde{f}} \frac{1}{f^n_i} < L,$$

for some $L > 0$. 
Let’s analyze the difference of the entropy with \( w_i = 1/d_i \). By Lemma 2.1

\[
F(f^{n+1}) - F(f^n) \leq \sum_i \frac{1}{d_i f_i^{n+1}} (f_i^{n+1} - \tilde{f}_i)(f_i^{n+1} - f_i^n) + \sum_i \lambda \tau (f_i^{n+1} - \tilde{f}_i)(f_i^{n+1} - f_i^n)
\]

\[
= \sum_i \frac{1}{d_i f_i^{n+1}} (f_i^{n+1} - f_i^n + f_i^n - \tilde{f}_i)(f_i^{n+1} - f_i^n) + \sum_i \lambda \tau (f_i^{n+1} - f_i^n + f_i^n - \tilde{f}_i)(f_i^{n+1} - f_i^n)
\]

\[
= \sum_i \left( \frac{f_i^n}{f_i^{n+1}} + \lambda \tau (f_i^{n+1} - f_i^n)^2 \right) \frac{1}{d_i f_i^n} (f_i^{n+1} - f_i^n)^2 + \sum_i \frac{1}{d_i f_i^{n+1}} \left( f_i^n - \tilde{f}_i \right) (f_i^{n+1} - f_i^n)
\]

\[
+ \sum_i \frac{1 + \lambda \tau d_i f_i^n}{d_i f_i^{n+1}} \left( f_i^n - \tilde{f}_i \right) (f_i^{n+1} - f_i^n)
\]

\[
= I + II + III
\]

Let’s analyze each term separately.

\[ I \leq C_1 \sum_i \frac{1}{d_i f_i^n} (f_i^{n+1} - f_i^n)^2. \]

\[ II = \sum_i \frac{f_i^n - f_i^{n+1}}{d_i f_i^n f_i^{n+1}} (f_i^n - \tilde{f}_i) (f_i^{n+1} - f_i^n) \]

\[ = - \sum_{i \in \{f_i = 0\}} \frac{1}{d_i f_i^{n+1}} (f_i^{n+1} - f_i^n)^2 - \sum_{i \in \{f_i \neq 0\}} \frac{f_i^n}{d_i f_i^{n+1}} \left( \frac{1}{f_i^n} \right) ^2 (f_i^n - \tilde{f}_i) (f_i^{n+1} - f_i^n)^2 \]

\[ \leq C_2 \sum_{i \in \{f_i \neq 0\}} d_i^{-1} (1/f_i^n)^2 (f_i^{n+1} - f_i^n)^2. \]

\( C_1 \) and \( C_2 \) are due to the bound on the domain and the ratio bound. To analyze III recall the equation (37)

\[
(1 + \tau \lambda d_i f_i^n) (f_i^{n+1} - f_i^n) = \tau d_i f_i^n (a - B f^n)_i
\]

\[ III = \tau \sum_i \left( f_i^n - \tilde{f}_i \right) (a - B f^n)_i \]

\[ = \tau (a \cdot f^n - f^n \cdot B f^n - a \cdot \tilde{f} + \tilde{f} \cdot B f^n) \]

\[ \leq \tau (a \cdot f^n - 2a \cdot f^n + 2a \cdot \tilde{f} - \tilde{f} \cdot B \tilde{f} - a \cdot \tilde{f} + \tilde{f} \cdot B f^n) \]

\[ = \tau (-a \cdot f^n + \tilde{f} \cdot B f^n) \]
because \( E(f^n) = a \cdot f^n - \frac{1}{2} f^n B f^n \) is increasing and \( \tilde{f} \cdot (a - B \tilde{f}) = \sum_i \tilde{f}_i (a_i - B \tilde{f}_i) = 0 \). Thus

\[
\text{III} \leq \tau \sum_{i \in K} f^n_i (B \tilde{f} - a)_i.
\]

All together, we have

\[
F(f^{n+1}) - F(f^n) \leq (C_1 + C_2 \max_{i \in \text{supp} \tilde{f}} f^n_i) \sum_i \frac{1}{d_i f^n_i} (f_i^{n+1} - f^n_i)^2 + \tau Q(f^n) \max_{i \in K} \max |a_i - B \tilde{f}_i|.
\]

Now let \( M = \max_{i \in K} |a_i - B \tilde{f}_i| \) and for any \( \epsilon \in (0, \epsilon^*) \), choose \( m > 0 \) such that \( \forall n_k \geq m \)

\[
F(f^{n_k}) < \frac{\epsilon}{2},
\]

\[
\sum_{n=m}^{\infty} \sum_i \frac{1}{d_i f^n_i} (f_i^{n+1} - f^n_i)^2 < \frac{\epsilon}{4C(1 + L)},
\]

\[
\tau C_0 M z \left[ E(\tilde{f}) - E(f^{n_k}) \right] < \frac{\epsilon}{8},
\]

where \( C = \max\{C_1, C_2\} \).

By combining (40) and the conditions above,

\[
F(f^{n_k+1}) < \epsilon < \epsilon^*.
\]

Note that having predecessor in \( \epsilon^* \) neighborhood of \( \tilde{f} \) allows us to have an entropy difference inequality of form (40). We continue trapping the sequence by induction. Assume, for any fixed \( l \in \mathbb{N} \), every predecessor of \( f^{n_k+l} \), originated from \( f^{n_k} \) is in \( \epsilon^* \) neighborhood of \( \tilde{f} \). Then we will have series of the entropy difference inequalities, (40), and the telescopic sum of those gives us

\[
F(f^{n_k+l}) \leq F(f^{n_k}) + C(1 + L) \sum_{n=n_k}^{\infty} \sum_i \frac{1}{d_i f^n_i} (f_i^{n+1} - f^n_i)^2 + \tau M \sum_{n=n_k}^{\infty} Q(f^n)
\]

\[
< \epsilon
\]

Thus we show \( F(f_n) < \epsilon \quad \forall n > m \).

**Remark 4.1.** The main difficulty of this proof comes from the discreteness of the time step, \( f^{n+1} - f^n \), which vanishes in continuous case, coarsening the logarithmic entropy difference with some redundancy. The key to balancing the error from the logarithmic term is adding extra quadratic terms.

Interestingly, the modified entropy \( F \) agrees with the relative entropy, \( \mathcal{E} \), suggested by Attouch and Teboulle [6],

\[
\mathcal{E}(x, y) := \frac{\nu}{2} \|x - y\|^2 + \mu \sum_j x_j \log(x_j/y_j) + y_j - x_j,
\]

As we see in (37)

\[
\frac{1}{\tau} (f^{n+1} - f^n)_i = \frac{f^n_i}{1/d_i + \tau \lambda f^n_i} (a - B f^n)_i.
\]

The equation (36) can be regarded as an application of Euler’s method to the regularized Lotka-Volterra equation with \( \mu = 1/d_i \) and \( \nu = \tau \lambda \), in which case \( \mathcal{E}(\tilde{f}, f) = F(f) \).
next section, we discuss another way to time-discretize regularized Lotka-Volterra type system with more general energies.

2. Convex splitting for de-singularized systems

Technically, implicit iterations provided in DCA (14) demand to solve a convex optimization problem given by $H_+$ in each steps. Therefore, in practice we need to find a nice convex splitting representation of $H = H_+ - H_-$ so that $H_+$ is easy to invert. In this section, we will apply the implicit discrete iterations to Lotka-Volterra equations. The first task is to to find a convex splitting representation of $H = H_+ - H_-$ in a way that $\nabla H_+$ is simple enough to invert. It turns out we can not only makes the calculation simpler but also make the sequence stay positive.

Let $[u]^p := u^p_i$ denote the component-wise power on a vector $u \in \mathbb{R}^N$ and $B = B^+ - B^-$ so that

$$H(u) := -\frac{1}{4} E([u]^2) = -\frac{1}{4} \sum_{i \in [N]} u_i^2 a_i + \frac{1}{8} \sum_{i,j \in [N]} B_{ij} u_i^2 u_j^2$$

$$= -\left(\frac{1}{4} \sum_{i \in [N]} u_i^2 a_i + \frac{1}{8} \sum_{i,j \in [N]} B_{ij} u_i^2 u_j^2 + \frac{1}{8} \sum_{i \in [N]} B_{ij}^+ u_i^2 u_j^2\right)$$

$$= -H_-(u) + H_+(u)$$

**Lemma 4.5.** Let $B_+$ and $B_-$ be positive definite with nonnegative entries. Then $H_+$ and $H_-$ are convex. Therefore we have convex splitting of $H$, i.e., $H = H_+ - H_-$. \[\]

**Proof.** It is enough to check, for $A$ a positive definite matrix with nonnegative entries, that $h(u) = \frac{1}{4} \sum_{i,j \in [N]} A_{ij} u_i^2 u_j^2$ is convex.

$$Dh(u)(v) = \sum_{i,j \in [N]} A_{ij} v_i u_i^2 u_j$$

$$D^2 h(u)(v, w) = \sum_{i,j \in [N]} A_{ij} v_i w_i u_j^2 + 2v_i u_i A_{ij} u_j w_j,$$

$$= \langle v, \nabla^2 h(u) w \rangle.$$

By denoting $\langle \cdot, \cdot \rangle : \mathbb{R}^N \rightarrow \mathbb{R}^{N \times N}$ a map that sends a vector to the corresponding diagonal matrix, we can represent the Hessian of $h$,

$$\nabla^2 h(u) = \| A[u]^2 \| + 2\| u \| A \| u \|.$$

Since every component of $u$ and $A$ are positive $\nabla^2 h(u)$ is positive definite. \[\]

The previous lemma leaves infinite possibility of DCA algorithms. We suggest the following splitting of $B$, which can further simplify the iteration.

**Lemma 4.6.** Given a matrix $B \in \mathbb{R}^N \times \mathbb{R}^N$, let $B^+ := \lambda I + \beta 11^T$ where $\lambda > 0$ is the spectral radius of $B$, $\beta$ is a maximum nonnegative off-diagonal element, or zero, and $1_i = 1$ for all $i \in [N]$. Then $B^+$ and $B^- := B^+ - B$ are positive definite matrices with nonnegative entries.
Proof. It is clear that all entries of $B^+$ and $B^-$ are nonnegative. $B^+$ is positive definite since $11^T$ is positive semidefinite. Note that for any $v \in \mathbb{R}^N$,
\[ v^T B^- v = v^T (\lambda I - B)v + \beta v^T 11^T v \geq 0. \]
\[ \square \]

Iteration scheme. With the suggested convex splitting, we have the following difference equations.

[DC algorithm]
\[
\nabla H_+ (u^{n+1}) = \nabla H_- (u^n),
\]
\[
u_i^{n+1}(B^+[u^{n+1}]^2)_i = u_i^n, (a + B^-[u^n]^2)_i,
\]
(41)

[Semi-implicit Euler’s]
\[
u_i^{n+1} - u_i^n = -\tau(\nabla H_+ (u^{n+1}) - \nabla H_- (u^n))_i,
\]
\[
= -\frac{\tau}{2} u_i^{n+1}(B^+[u^{n+1}]_i^2) + \frac{\tau}{2} u_i^n(a + B^-[u^n]^2)_i.
\]
(42)

Recall that the semi-implicit Euler’s method is the DCA with extra quadratic potential. However, for the semi-implicit Euler’s method, instead of calculating the spectral radius $\lambda$ in advance, we can change $\tau$ smaller and smaller until the algorithm works empirically. The suggested convex splitting of $H$ from Lemma 4.6 reduces the complexity. Let $S := \sum_i u_i^2$, then
\[
2\nabla H_+(u)_i = u_i \sum_j B^+_i j u_j^2
\]
\[
= (\lambda + \beta)u_i^3 + \beta u_i \sum_{j \neq i} u_j^2
\]
\[
= (\lambda + \beta)u_i^3 + \beta(S - u_i^2)u_i
\]
\[
= \lambda u_i^3 + \beta Su_i.
\]

So we can simplify (41) and (42) to the following $(N+1)$ many 1-dimensional problems respectively,

DC algorithm \[
\begin{cases}
\lambda u_i^3 + \beta Su_i = v_i \\
\sum_i u_i^2 = S,
\end{cases}
\]
Semi-implicit Euler \[
\begin{cases}
\tau\lambda u_i^3 + (2 + \tau\beta S)u_i = v_i \\
\sum_i u_i^2 = S.
\end{cases}
\]

Remark 4.2 (Lotka-Volterra system with cooperative interaction). If $B$ does not have positive off diagonal element, i.e., $B$ is cooperative, we can choose $\beta = 0$. In this case $S$ does not play any role so the calculation will be much simpler. In other words, (41) and (42), become $N$-many 1-dimensional cubic equations.

Positivity of the sequence. Prior to proving convergence, we would like to point out that solutions of Lotka-Volterra stay in $\mathbb{R}_N$. In general, this provides another restriction on choosing time steps. Due to those specific splitting, however, the sequence stays in $\mathbb{R}_N^+$ independent of the choice of the time step.

Proposition 4.2. \{$u^n$\}_{n \in \mathbb{N}} from (41) or (42) with initial $u_0 \in \mathbb{R}_N^+$ stays in $\mathbb{R}_N^+$. 
Proof. Since (42) is a special case of (41), it suffices show the proof for (41). Let’s take a look at the \( i \)-th component in the explicit formula of (41),

\[
u_{i}^{n+1} \sum_{j \neq i} B_{ij}^{+}[u_{j}^{n+1}]^{2} + B_{ii}^{+}[u_{i}^{n+1}]^{3} = u_{i}^{n}(a + B^{-}[u^{n}]^{2})_{i}.
\]

Note that the strong convexity of \( B^{+} \) assures \( B_{ii}^{+} > 0 \). Since the iteration is well defined, we can consider the left hand side as a function of \( u_{i}^{n+1} \) which is strictly increasing and vanishes at 0. On the other hand, the right hand side is nonnegative because \( u^{n} \geq 0 \). Therefore \( u_{i}^{n+1} \geq 0 \). □

Therefore by Theorem 2.2 we can conclude the following.

Theorem 4.2. Any bounded sequence \( \{u^{n}\}_{n \in \mathbb{N}_{0}} \) of discrete-time Lotka-Volterra equation stays in \( \mathbb{R}^{N}_{+} \) and if bounded converges.

3. Time-discretization of regularized Lotka-Volterra systems

Preconditioning and Riemannian metric. Let \( g \) be a strongly convex function on \( \mathbb{R}^{N} \) and consider the Riemannian metric induced by \( g \),

\[
DH(u)(v) = \nabla H(u)^{T}v = (\nabla^{2} g(u)^{-1} \nabla H(u))^{T} \nabla^{2} g(u) v
= : \langle \text{grad} H(u), v \rangle_{g(u)}.
\]

So the gradient flow of \( H \) with respect to the \( g \)-metric is as follows,

\[
u'(t) = -\text{grad}_{g} H(u) = -\nabla^{2} g(u)^{-1} \nabla H(u).
\]

Or equivalently,

\[
\frac{d}{dt} \nabla g(u(t)) = -\nabla H(u),
\]

in which \( u \) is following the gradient of \( H \) in the scope of \( \nabla g \). The analogous time-discretization method is called the mirror descent or the preconditioning method.

\[
\nabla g(u^{n+1}) - \nabla g(u^{n}) = -\tau \nabla H(u^{n}).
\]

Note that we can use this bounded this idea to Euler’s semi-implicit method,

\[
\nabla g(u^{n+1}) - \nabla g(u^{n}) = -\tau (\nabla \tilde{H}_{+}(u^{n+1}) - \nabla \tilde{H}_{-}(u^{n})),
\]

which is merely adding additional convexity, \( g \), to the convex splitting \((\tilde{H}_{+}, \tilde{H}_{-})\) of \( H \),

\[
H(u) = (\tilde{H}_{+}(u) + \frac{1}{\tau} g(u)) - (\tilde{H}_{-}(u) + \frac{1}{\tau} g(u)).
\]

As we discussed, the Regularized Lotka-Volterra equation can be seen as a convex preconditioning. So we suggest the following iteration schemes.

\[
\nabla g(u^{n+1}) - \nabla g(u^{n}) = -\gamma \nabla H(u^{n}),
\]

\[
\nabla g(u^{n+1}) - \nabla g(u^{n}) = -\tau (\nabla H_{+}(u^{n+1}) - \nabla H_{-}(u^{n})),
\]
where
\[ g(u) = \frac{\mu}{2} \|u\|^2 + \frac{\nu}{12} \sum_i u_i^4. \]

Note that both schemes fall into the category of DC algorithms. The first scheme is preconditioned Euler’s method. So we need to choose \( \tau > 0 \) small enough to make \( g - \tau H \) convex. On the other hand, the second scheme does not have a restriction on \( \tau \).

To conclude, by Theorem 2.2 we have the following.

**Theorem 4.3.** Assume that \( \tau > 0 \) and that \( \gamma > 0 \) is sufficiently small so that \( \frac{1}{\gamma} g - H \) is convex. Then the sequence \( \{ u^n \}_{n \in \mathbb{N}_0} \) generated from the time-discretized regularized Lotka-Volterra systems (44), or (45) converges.
Part 3

Concentration-dispersion dynamics
CHAPTER 5

Gradient structure of concentration-dispersion models

Despite its gaining in importance in nonlinear analysis, exact solutions of solitary waves are challenging to compute. In 1976, Petviashvili proposed a powerful numerical method for computing solitary wave solutions without analysis or proof. Due to the efficacy of the algorithm, Petviashili’s method was applied to numerous nonlinear problems in modern mathematical physics ([54], [53], [36]).

We study a new type of nonlinear dispersive integro-differential equations, inspired by the one dimensional nonlinear wave equation with power nonlinearity. Using the gradient structure and Lojasiewicz convergence theorem, we seek to prove global convergence of the solutions to the equilibrium which can be considered as a solitary wave.

Motivation. Consider a nonlinear scalar wave equation with power nonlinearity in one dimension:

\[ u_t - (Lu)_x + p u^{p-1} u_x = 0 \]

where \( u(t, x) : \mathbb{R}_+ \times \mathbb{R} \to \mathbb{R} \), \( p > 1 \), and \( L \) is a linear self-adjoint nonnegative pseudodifferential operator of order \( m \), in \( x \) with constant coefficients in \( L^2(\mathbb{R}) \). The ansatz \( u(t, x) = \Phi(x - ct) \) \( c\Phi + L\Phi = \Phi^p \)

and Fourier transform,

\[ (c + \hat{L}(k))\hat{\Phi}(k) = \hat{\Phi}^p(k), \]

inspires the following fixed point formula for a solitary wave profile:

\[ \Phi = \int_\mathbb{R} K(x - y)\Phi^p(y)dy, \]

where the Fourier transform of \( K \) satisfies the following,

\[ \hat{K}(k) = \frac{1}{c + \hat{L}(k)} \]

Petviashvili iteration. In order to calculate nontrivial solitary wave solutions in a space of two dimensions, Petviashvili [54] devised the fixed point algorithm with a scaling factor \( M_n \) with power \( \gamma > 0 \), when it is applied to a space of one dimension, as follows

\[
\begin{align*}
\hat{u}_{n+1}(k) &= M_n^\gamma \hat{K}(k)\hat{u}_n^p(k) \\
M_n(\hat{u}_n) &= \frac{\int_\mathbb{R} [c + \hat{L}(k)][\hat{u}_n(k)]^2dk}{\int_\mathbb{R} \hat{u}_n(k)\hat{u}_n^p(k)dk}.
\end{align*}
\]

(46)

It is known that without the scaling factor \( M_n \), or when \( \gamma = 0 \), the iteration (46) usually diverges. When \( p = 2 \) Petviashvili empirically found that the iteration (46) method converges when \( 1 < \gamma < 3 \), and at \( \gamma = 2 \) the fastest rate of convergence occurs. Indeed, Pelinovksy and Stepanyants in 2004 [53] proved that, under spectral stability assumptions
on the linearized operator at an unknown equilibrium (Assumption 2.1 [53]), given \( p > 1 \), the iteration (46) converges when \( 1 < \gamma < \frac{p+1}{p-1} \), and at \( \gamma = \frac{p}{p-1} \) the solution converges at the fastest rate.

Concentration-dispersion equation. For \( L \in (0, \infty) \), let \( T_L := \mathbb{R}/L = [-\frac{L}{2}, \frac{L}{2}] \) denote the torus of length \( L \). We consider a time continuous evolution of \( u(t, x) : \mathbb{R}_+ \times T_L \to \mathbb{R} \), which is analogous to Petviashvili iteration. We define concentration-dispersion equation as follows,

\[
\begin{aligned}
\frac{d}{dt} u(t, x) &= K * u^p - c(t) u, \\
c(t) &= \int u^p K * u^p dx.
\end{aligned}
\]

(47)

In what follows, we assume that \( K(x) > 0 \) for all \( x \in T_L \) and \( K(x) \in W^{1,1} \cap W^{1,p+1}(T_L) \).

Power nonlinearity creates concentration effect and convolution gives dispersion effect. The equation is designed for \( u \) to chase after a scalar multiple of \( K * u^p \). Just for the comparison between (46) and (47), the scaling factors can be related as follows,

\[
\begin{aligned}
M_n(\hat{u}_{n}) &= \frac{\int_{\mathbb{R}} [c + \hat{L}(k)] [\hat{u}_{n}(k)]^2 dk}{\int_{\mathbb{R}} \hat{u}_{n}(k) \hat{u}_{n}^p(k) dk} \\
&= M_{n-1}^2 \frac{\int_{\mathbb{R}} \hat{u}_{n-1}(k) \hat{K}(k) \hat{u}_{n-1}^p(k) dk}{\int_{\mathbb{R}} \hat{u}_{n}(k) \hat{u}_{n}^p(k) dk} \\
&= M_{n-1}^2 \frac{\int_{\mathbb{R}} \hat{K}(k) \hat{u}_{n-1}^p dx}{\int_{\mathbb{R}} \hat{u}_{n}^{p+1} dx}.
\end{aligned}
\]

Prior to discussing the gradient structure of the concentration-dispersion equation (47), we study the asymptotic properties of a few important functionals.

Important functionals. Here we aim to study a dynamical way to calculate the solution, asymptotic behavior, and stability of non-local and nonlinear differential equations. We introduce two functionals, \( E \) and \( F \), which provides different gradient structure to describe concentration-dispersion dynamics (47). Let

\[
\begin{aligned}
E(u) &= \frac{1}{2p} \int u^p K * u^p dx, \\
F(u) &= e^{2p \int u^{p+1} dx} E(u).
\end{aligned}
\]

Note that \( c(t) = 2p E(u) \).

Gradient structure on the sphere in \( L^{p+1} \). Let

\[
\mathcal{M} := \{ u > 0 : \int u(x)^{p+1} dx = 1 \} \subset H^1(T_L) =: V.
\]

\( \mathcal{M} \) is an invariant manifold of (47), and, moreover, \( \mathcal{M} \) attracts every solution: for any \( L \in (0, \infty) \),

\[
\frac{1}{p+1} \left( \int u^{p+1} dx \right)' = \int u^p K * u^p(1 - \int u^{p+1} dx).
\]
We will discuss the detailed proof later in Proposition 5.1. In this case, (47) is a gradient flow of $E$ with respect to the Riemannian structure given as follows,

$$
\langle v, w \rangle_u := \int vw u^{-1} dx, \quad \forall u \in \mathcal{M}, \quad v, w \in T_u \mathcal{M},
$$

where the tangent manifold at $u \in \mathcal{M}$ is given as follows,

$$
T_u \mathcal{M} := \{ v \in \mathcal{V} : \int vu^p dx = 0 \}.
$$

It is interesting to see that with respect to the given metric $T_u \mathcal{M}$ is “orthogonal” to $u$, i.e., $\langle u, v \rangle_u = 0$, as if $\mathcal{M}$ is spherical. It is easy to check that (47) on $\mathcal{M}$ is equivalent to the Gram-Schmidt projection from $X$ onto the manifold, i.e.,

$$
u' = K \ast u^p - \frac{\langle K \ast u^p, u \rangle_u}{\langle u, u \rangle_u} u. \quad (48)
$$

Indeed, (47) is a projected gradient flow onto $\mathcal{M}$. If we perturb $u$ with $v \in T_u \mathcal{M}$

$$
DE(u)(v) = \int u^{p-1}(K \ast u^p)v dx \quad (49)
$$

$$
= : \int \nabla E(u)v dx
$$

$$
= \langle \nabla E(u), v \rangle_{L^2}
$$

$$
= \int (K \ast u^p - c(t)u)v u^{p-1} dx
$$

$$
= \langle \text{grad} E(u), v \rangle_u
$$

so that

$$
u' = \text{grad} E(u),
$$

$$
\frac{d}{dt} E(u(t)) = \| \text{grad} E(u) \|^2.
$$

$L^2$-gradient structure. For a fixed $L \in (0, \infty]$, let $\mathcal{H} := L^2(\mathbb{T}_L)$ and $\mathcal{V} := H^1(\mathbb{T}_L)$, so that

$$
\mathcal{V} \subset \mathcal{H} \subset \mathcal{V}'.
$$

As long as $E$ is well defined, we can extend the gradient structure on $\mathcal{M}$ to $L^2$ by the proper scaling of the energy $E$. Let the scaling factor be

$$
\alpha(t) := e^{\frac{2p}{p+1}} \int u^{p+1} dx,
$$

so that

$$
F(u) := E(u)/\alpha(t).
$$
Then we can check the $L^2$ gradient-like structure given by $F$,

$$\alpha(t)DF(u)(v) = DE(u)(v) - E(u) \frac{2p}{p+1} D \left( \int u^{p+1} dx \right)(v)$$

$$= \int u^{p-1} K * v u^p dx - 2pE(u) \int u^p v dx$$

$$= \int u^{p-1} (K * u^p - 2pE(u)u) v dx.$$ 

$$DF(u)(v) = e^{-2p/p+1} \int u^{p+1} dx \int u^{p-1} (K * u^p - c(t)u) v dx,$$

$$= \langle \nabla F(u), v \rangle_{L^2}.$$ 

Therefore, (47) takes the form

$$u' = e^\frac{2p}{p+1} \int u^{p+1} dx u^{-p} \nabla F(u).$$

We finish the chapter by proving some convergence properties of the functionals. It is easy to see that $u(t, \cdot)$ of (47) stays positive when $u(0, \cdot) > 0$. The concrete proof along with well-posedness can be found in Theorem 6.1.

**Proposition 5.1.** Let $u(x, t) \in L^{p+1}(T_L)$ be a solution of (47) such that $u(x, 0) > 0$ for all $x \in T_L$, then the following functionals have convergent properties as $t \to \infty$:

1. $F(u) = E(u)/\alpha(t)$ is nondecreasing,
2. $\|u\|_{L^{p+1}}$ converges monotonically to 1,
3. $E(u) = \frac{1}{2p} \int u^p K * u^p dx$ converges to a positive constant.

Additionally, if $\|u(0)\|_{L^{p+1}} \leq 1$ then $E(u)$ is nondecreasing as well.

**Proof.** $F$ is nondecreasing because the time derivative of $F$ is nonnegative, i.e.,

$$F(u(t))' e^{-2p/p+1} \int u^{p+1} dx = E(u)' - E(u) \frac{2p}{p+1} \left( \int u^{p+1} dx \right)'$$

$$= \int u^{p-1} K * u^p u' dx - 2pE(u) \int u^p u' dx$$

$$= \int u^{p-1} (K * u^p - 2pE(u)u) u' dx.$$ 

$$= \int u^{p-1} (K * u^p - c(t)u)^2 dx \geq 0.$$ 

Since

$$F(u) = E(u)/\alpha(t) \leq E(u) = 2pc(t),$$

we have $\inf_{t \geq 0} c(t) > 0$. This yields the monotonic convergence of $L^{p+1}$ norm together with taking time-differentiation,

$$\frac{1}{p+1} \left( \int u^{p+1} dx \right)' = c(t) \left( 1 - \int u^{p+1} dx \right).$$

(50)
Therefore,
\[
\lim_{t \to \infty} \|u(t)\|_{L^{p+1}} \to 1.
\]
Additionally, if \(\|u(0)\|_{L^{p+1}} \leq 1\), \(E\) is nondecreasing as well because \(\|u(0)\|_{L^{p+1}}\) is nondecreasing.

Finally, we show that \(E(u)\) is bounded above. From (50) we have
\[
\|u\|_{L^{p+1}} \leq 1 + \|u_0\|_{L^{p+1}}.
\]
So we use Hölder’s inequality and Young’s convolution inequality to bound \(E\),
\[
2pE(u) = \int u^p K \ast u^p \, dx \leq \|u\|_{L^{p+1}}^p \|K \ast u^p\|_{L^{p+1}} \leq \|K\|_{L^{\frac{p+1}{2}}} \|u\|_{L^{1}}^{2p} \leq (1 + \|u_0\|_{L^{p+1}})^{2p} \|K\|_{L^{\frac{p+1}{2}}} < \infty.
\]
This implies \(F\) is bounded. Therefore \(F > 0\) converges monotonically to a positive constant, and thus \(E = \alpha(t)F > 0\) also converges to a positive constant. \(\square\)
Well-posedness, compactness and nontrivial wave profiles

In this chapter, we explore properties of the concentration-dispersion equation (47) on the torus $T_L = \mathbb{R}/L = [-\frac{L}{2}, \frac{L}{2}]$ of length $L \in (0, \infty)$.

Recall that the equation (47) is motivated by solitary waves and the solution $u$ evolves in a way to balance the concentration effect and the dispersion effect. We use Picard iteration to show that the solution is well-posed in $\mathcal{V} := H^1(T_L)$. Simultaneously, we show that if the initial data $u_0$ is “bell-shaped”, then the solution stays bell-shaped along the evolution.

We also show that the solution is bounded above, and below away from 0. Directly, by Arzela-Ascoli’s theorem, the solution is precompact in the space of continuous functions. Actually, we can say much more. Recall that dispersive effect on the semi-linear heat equations provides the smoothing effect, which makes the solution smoother than it initially was, so we have compactness (Section 3 of Chapter 3). Even if the convolution operator cannot make the solution smoother than the initial data, but we can show that the solution is a combination of the scalar multiple of the initial data and the smoother part from the dispersion effect by $K \in W^{1,1}$. So the solution is precompact in $H^1(T_L)$.

Note that we aim to approximate nontrivial solitary wave solutions. We show the constant equilibrium is unstable and, moreover, use the gradient structure to prove that nontrivial equilibria exist. The convergence result, however, cannot be proven using the Łojasiewicz framework. We will discuss the issue at the end of this chapter.

1. Well-posedness of solutions and consistency of bell-shape

We use the Banach fixed point theorem to show well-posedness of the concentration-dispersion equation. Later in the section, we continue the argument to prove that the solution with bell-shaped initial value stays bell-shaped. At a first glance at (47), it is not immediate to believe this to be true, since $u'$ is a subtraction of two bell-shaped function which, in general, might not be bell-shaped. However, using simple ODE trick we show that the bell-shape of $u$ persists

**Theorem 6.1 (Well-posedness).** For any initial $u_0 \in \mathcal{V}$, there exists unique solution $u(t, x) \in C^1(\mathbb{R}_+; \mathcal{V})$ of (47). Additionally, if $u_0(\cdot) > 0$ then $u(t, \cdot) > 0$ for all $t \geq 0$.

**Proof.** To use Picard iteration, we modify (47) as follows,

$$u' + c(t)u = K \ast u^p$$

$$u(t) = e^{-\int_0^t c(s)ds}u(0) + \int_0^t e^{-\int_s^t c(r)dr}K \ast u^p ds.$$
For fixed $u_0 \in \mathcal{V}$ we define $I : C([0,T], B_+(R)) \to C([0,T], B_+(R))$, as follows

$$I(u)(x,t) := e^{-\int_0^t c(s)ds}u_0(x) + \int_0^t e^{-\int_s^t c(r)dr}K*u^p ds,$$

where $B_+(R) = \{ u \in \mathcal{V} : \|u\|_{\mathcal{V}} < R \text{ and } u(x) > 0, \forall x \in \mathbb{T}_L \}$. Claim that if $\|u_0(x)\|_{H^1} \leq \frac{R}{2}$ for some $R$ then there exists $T > 0$ such that,

$$I : C([0,T], B_+(R)) \to C([0,T], B_+(R))$$

with the induced uniform norm

$$\|u\|_{\infty} := \sup_{t \in [0,T]} \|u(x,t)\|_{H^1}. $$

Let $u(x,t) \in C([0,T], B_+(R))$,

$$\|I(u)\|_{\infty} \leq \|e^{-\int_0^T c(t)dt}u_0\|_{\infty} + \int_0^T \|K*u^p\|_{\infty} dt \leq \|u_0\|_{H^1} + T\|K*u^p\|_{\infty}.$$ 

If $1 < p < 2$, we use Young’s convolution inequality to analyze $K*u^p$

$$\|K*u^p\|_{H^1} \leq \|K*u^p\|_{L^2} + \|K_x*u^p\|_{L^2} \leq (\|K\|_{L^q} + \|K_x\|_{L^q})\|u\|^p_{L^2} = \|K\|_{W^{0,1}R^p},$$

where $q$ satisfies, $\frac{p}{2} + \frac{1}{q} = 1 + \frac{1}{2}, \text{ i.e. } q = 2/(3-p)$.

If $p \geq 2$, $\|K*u^p\|_{H^1} = \|K*u^2u^{p-2}\|_{L^2} + \|K_x*u^2u^{p-2}\|_{L^2}$ so we can use Morrey’s embedding theorem and Young’s convolution inequality to get the bound.

$$\|K*u^p\|_{H^1} = \|K*(u^2u^{p-2})\|_{L^2} + p\|K*(u_xu^{p-2})\|_{L^2} \leq R^{p-2}(\|K\|_{L^q}\|u\|_2^2 + p\|K\|_{L^q}\|u\|_{L^2}\|u_x\|_{L^2}) \leq pC\|K\|_{L^q}R^p$$

Therefore,

$$\|I(u)\|_{\infty} \leq \frac{R}{2} + C(K,p)R^pT \leq R$$

by letting $T \leq \frac{1}{2eR^{p-1}}$.

Also we can check that $I$ is Lipschitz on $C([0,T], B(0,R))$, since $x \mapsto e^{-x}$ and $y \mapsto y^p$ are Lipschitz when $x \geq 0$ and when $y$ is bounded, respectively. We use Picard iteration, or Banach fixed point theorem to conclude the well-posedness for short-time. To extend this to long-time, we build time independent $H^1$ bound (Proposition 6.2) later in this chapter, and use the Picard iteration again. □
Bell-shape consistency. In this section, in addition to prove well-posedness of the equation (47), we show that the solution with bell-shaped initial value stays bell-shaped. We consider the equation (47) on compact domain $\mathbb{T}_L$ with the same kernel $K$ for $L \in (0, \infty]$. We start with making an observation on the shape of the periodization of $K$ and $K \ast u$.

**Definition 6.1.** A real-valued function $u$ on $\mathbb{T}_L$ is *bell-shaped* if $u$ is even and monotone decreasing on $(0, L/2]$.

**Definition 6.2.** We say $K_L$ is the $L$-periodization of a function $K$ on $\mathbb{R}$ when

$$K_L(x) = \sum_{k=-\infty}^{\infty} K(x - kL).$$

Also the convolution of $K$ with a $L$-periodic function $u : \mathbb{R} \to \mathbb{R}$ is as follows,

$$(K \ast u)(x) := \int_{-\infty}^{\infty} u(y)K(x - y)dy$$

$$= \int_{x_0}^{x_0+L} u(y)K_L(x - y)dy,$$

for any $x_0 \in \mathbb{R}$.

**Lemma 6.1.** Let $K$ be a bell-shaped function. If $K$ is convex in $[0, \infty)$ then $K_L$ is bell-shaped on $\mathbb{T}_L$.

**Proof.** Enough to show that $K_L$ is monotone non-increasing in $[0, \frac{L}{2}]$.

$$K_L(x) = \sum_{n=-\infty}^{\infty} K(x - nL)$$

$$= \sum_{n=0}^{\infty} K(x + nL) + \sum_{n=1}^{\infty} K(x - nL)$$

$$= \sum_{n=0}^{\infty} K(x + nL) + K((n + 1)L - x)$$

Let $h > 0$, $x \in [0, \frac{L}{2})$.

$$K_L(x + h) - K_L(x) = \sum_{n=0}^{\infty} [K(x + h + nL + K((n + 1)L - x - h)]$$

$$- [K(x + hL + K((n + 1)L - x)]$$

Claim that $\forall n \in \mathbb{N} \cup \{0\},$

$$K(x + h + nL) + K((n + 1)L - x - h) - K(x + hL) + K((n + 1)L - x) \leq 0.$$
Remark 6.1. Note as long as $K$ does not resemble “stairs”, i.e. $K_x$ does not vanish except at 0, we can generalize the previous result as follows. If $K$ is a bell-shaped function which is strictly concave inside a compact interval and convex outside, then $K_L$ is bell-shaped for big enough $L$. For example suppose that $K \approx o(x^{-m})$ for $m > 1$ then

$$K_L(x) = K(x) + \sum_{n=1}^{\infty} \frac{1}{(nL + x)^m} + \frac{1}{(nL - x)^m} \approx K(x) + \frac{1}{L^m} \sum_{n=1}^{\infty} \frac{1}{(n + x/L)^m} + \frac{1}{(n - x/L)^m},$$

so that for big enough $L$ and near 0, $K_L$ resembles the shape of $K$.

Lemma 6.2. For such $K$, where $K_L$ is bell-shaped, if $u$ is a $L$-periodic bell-shaped function, then $K * u$ is $L$-periodic bell-shaped.

Proof.

$$K * u(x) = \int_{\mathbb{R}} K(y) u(y - x)dy = \int_{-\frac{L}{2}}^{\frac{L}{2}} K_L(y) u(y - x)dy.$$ 

On the interval of half period such that $u(x)$ is monotone, $u_x(x)$ exists for almost every $x \in [0, \frac{L}{2}]$. Note that $u_x$ is odd and $u_x(x) \leq 0$ when $x \geq 0$. Claim that $\forall x \in [0, \frac{L}{2}] \ (K * u)_x(x) \leq 0$. We start with partitioning $\mathbb{T}_L$ with the intervals of length $x, x_t, -\frac{L}{2} - x$ and $\frac{L}{2} - x$.

$$(K * u)_x(x) = \int_{-\frac{L}{2}}^{\frac{L}{2}} K_L(y) \frac{d}{dx} u(y - x)dy$$

$$= \int_{-\frac{L}{2}}^{x + \frac{L}{2}} -K_L(y) u_x(y - x)dy$$

$$= (\int_{-\frac{L}{2}}^{0} + \int_{\frac{L}{2}}^{x + \frac{L}{2}}) + \int_{\frac{L}{2} + 2x}^{\frac{L}{2}} (-K_L(y) u_x(y - x))dy$$

$$= I + II$$

Now on each part, we reflect to another side.

$I = \int_{-\frac{L}{2}}^{\frac{L}{2}} + \int_{\frac{L}{2} + 2x}^{\frac{L}{2}} (-K_L(y) u_x(y - x))dy$

$$= \int_{-\frac{L}{2}}^{0} (-K_L(y) u_x(y - x)) - K_L(-L + 2x - y)u_x(-L + x - y)dy$$

$$= \int_{-\frac{L}{2}}^{\frac{L}{2} + x} (-K_L(y) u_x(y - x)) - K_L(y') u_x(x - y)dy$$

$$= \int_{-\frac{L}{2}}^{\frac{L}{2} + x} -(K_L(y) - (K_L(y'))(u_x(y - x))dy < 0$$

Same for II. where $y' y = -\frac{L}{2} + x$.

Remark 6.2. With similar observations, we can prove the same for $L = \infty$, i.e. if $u$ and $K$ are bell-shaped on $\mathbb{R}$ then $K * u$ is bell-shaped.
Theorem 6.2 (Bell-shape consistency). If \( u_0 \in V \) is bell-shaped, \( u(t) \) is bell-shaped for all \( t \geq 0 \).

**Proof.** We continue from the proof of Theorem 6.1. Let

\[
K := \{ u \in H^1(T_L) : u \text{ is bell-shaped} \}
\]

and suppose \( u_0 \in K \). Due to Lemma 6.2 if \( u \in K \) then \( I(u) \in K \). Again, by Picard iteration, \( u(t) \) stays bell-shaped for \( 0 \leq t < T \) if \( u_0 \in K \). Furthermore by the similar argument from the proof of Theorem 6.1 we can let \( T \to \infty \). \( \square \)

2. Compactness of the solutions

**Asymptotic bound on** \( u \) **and** \( u_x \). We investigate asymptotic pointwise bounds on the solution. It turns out the solution stays bounded not only above but also below, as long as \( K \) stays away from 0. We can expect that the lower bound will diminish as \( L \to \infty \).

**Proposition 6.1.** Assume that \( K(x) \in W^{1,1} \cap W^{1,p+1}(T_L) \). Let \( u \in V \) be a solution of (47). Then there exists \( M(K,u_0) > 0 \) such that \( \sup_{t \geq 0} \| u(x,t) \|_\infty < M \). Additionally, there exists \( m > 0 \), for any \( x \) such that \( \frac{\partial}{\partial x} u_0 \) exists, \( \limsup_{t \to \infty} \| u_x(x,t) \|_\infty < m \).

**Proof.** We want to find a pointwise threshold where \( u \) and \( u_x \) stop growing. Start from (47),

\[
u' = K \ast u^p - c(t)u
\]

\[
= \int K(x-y)u(y)^p dy - c(t)u
\]

\[
\leq \left( \int K(x-y)^{p+1} dy \right)^{1/(p+1)} \left( \int u^{p+1} dy \right)^{p/(p+1)} - c u,
\]

where \( c = \inf_{t \geq 0} c(t) \). Note that \( c > 0 \) because \( u > 0 \) and \( F(u) = \frac{1}{2p} e^{-\frac{2p}{p+1}} \int u^{p+1} c(t) > 0 \) is increasing according to the Proposition 5.1. This means

\[
u'(x,t) < 0 \quad \text{if} \quad u(x,t) > \frac{1}{c} \| K \|_{L^{p+1}} \| u \|_{L^{p+1}}^p.
\]

By Morrey’s embedding theorem, \( u \in L^\infty \). Due to monotonic convergence of \( \| u \|_{L^{p+1}} \to 1 \) as \( t \to \infty \), we can conclude that

\[
\max_{t \geq 0} \| u(x,t) \|_\infty \leq M = \| u_0 \|_\infty + \frac{1}{c} \left( 1 + \| u_0 \|_{L^{p+1}} \right) \| K \|_{L^{p+1}}.
\]

Similarly, for any point where \( u_x \) exists and is positive,

\[
u_x' = (K \ast u^p)_x - c(t)u_x
\]

\[
= \int K_x(x-y)u(y)^p dy - c(t)u_x
\]

\[
\leq \| K_x \|_{L^{p+1}} \| u \|_{L^{p+1}}^p - c u_x,
\]

and a similar argument holds for any point where \( u_x \) exists and is negative. \( \square \)
Remark 6.3. In the case when \( \|u(0)\|_{L^{p+1}} \leq 1 \), \( c(t) \) is increasing. So we can obtain the explicit upper bound,

\[
\|u(t)\|_{\infty} \leq M = \max\{\|u(x,0)\|_{\infty}, \|K\|_{L^{p+1}}/c(0)\}.
\]

In the compact spatial domain, we can use the upper bound to calculate the lower bound. This will be used to control the Riemannian metric. Naturally, the lower bound vanishes as \( L \to \infty \).

Corollary 6.1. For fixed \( L < \infty \), let \( u \in V \) be a solution of (47). Assume that \( K_L(x) \in W^{1,1} \cap W^{1,p+1}(T_L) \) and there is \( k > 0 \) such that \( K_L(x) \geq k, \forall x \in T_L \). Then there exist \( m(K,L,u_0) > 0 \) such that \( \min_x u(x,t) \geq m \).

Proof. From Proposition 6.1, there exists \( M(u_0,K) > 0 \) such that \( u(x,t) < M \) for all \( t \geq 0 \). Now for any \( \epsilon > 0 \) we can choose large enough \( T > 0 \) so that

\[
1 - \epsilon \leq \int u^{p+1}dx \leq M \int u^pdx.
\]

Note that \( \bar{c} := \sup_{t \geq 0} c(t) \) is well defined since it converges. Then,

\[
u' = K \ast u^p - c(t)u \\
\geq k \int u^pdx - \bar{c}u \\
\geq \frac{(1 - \epsilon)k}{M} - \bar{c}u > 0,
\]

when \( u < (1 - \epsilon)k/M\bar{c} \). So the result follows. \( \square \)

Remark 6.4. If \( \|u(0)\|_{L^{p+1}} \leq 1 \), we can obtain a more explicit lower bound using Remark 6.3 and (51). For any \( \epsilon \) there exists \( T > 0 \) such that for all \( t > T \), we have

\[
\min_x u(t,x) \geq m = \frac{(1 - \epsilon)k}{M\|K\|_{L^{p+1}}^{1/2}}.
\]

L^2-compactness of the solutions. Since the Rellich–Kondrachov theorem is only valid on compact domain, we need more careful analysis to achieve compactness on the real line. We will take advantage of the bell-shaped solutions to show that the solution is tight in \( L^p \)-spaces for any \( p > 1 \).

Proposition 6.2 (uniform \( H^1 \)-norm). Let \( u \in H^1(T_L) \) be a (maximal) solution of (47). Then there exists time independent \( C > 0 \) such that \( \|u(t,\cdot)\|_{H^1} < C \).

Proof. We used the fixed point formula (56),

\[
u(x,t) = e^{-\int_0^t c(\tau)d\tau}u_0 + \int_0^t e^{-\int_\tau^t c(\tau)d\tau} K \ast u^pds.
\]

Since we have uniform \( L^{p+1} \) and \( L^\infty \) norm (Proposition 5.1, Proposition 6.1), we have uniform \( L^2 \) bound on the integrand as follows,

\[
\|K \ast u^p\|_{H^1} \leq \|K\|_{W^{1,1}}\|u^p\|_{L^2} \leq \|K\|_{W^{1,1}}\|u\|_{L^{p+1}}\|u\|_{L^{p+1}} \leq \|K\|_{W^{1,1}}\|u\|_{L^\infty} < \infty.
\]
Therefore,
\[ \|u\|_{H^1} \leq \|u_0\|_{H^1} + \| \int_0^t e^{-\int_c^0 c(\tau)d\tau} K * u^p \, ds \|_{H^1} \]
\[ \leq \|u_0\|_{H^1} + \int_0^t e^{-\xi(t-s)} \|K * u^p\|_{H^1} \, ds \]
\[ = \|u_0\|_{H^1} + \xi^{-1} (1 - e^{-\xi t}) \|K * u^p\|_{H^1} < \infty, \]
where \( \xi = \inf_{t>0} c(t) > 0. \)

When \( L < \infty \), we can use the Rellich-Kondrachov theorem to directly infer that the solution is precompact in \( L^2 \). Indeed, we can show the solution is precompact in \( H^1 \). We will discuss in the next subsection with detail. On the other hands, when \( L = \infty \), we need further restriction on \( u \) to derive the compactness result. The following lemma will be useful to show the tightness of the bell-shaped solution.

**Lemma 6.3 (Uniform \( L^1 \)-norm).** Suppose \( u_0 \in H^1 \cap L^1 \) then there exists \( C > 0 \) such that
\[ \|u(t, \cdot)\|_{L^1} < C. \]

**Proof.** The argument can be much simpler when \( p \geq 2 \). We claim that \( u(t, x) \) is uniformly bounded in \( L^p \) using the uniform \( L^2 \) and \( L^\infty \) bound,
\[ \int u^p \, dx \leq \|u\|_{L^\infty}^{p-2} \int u^2 \, dx < \infty. \]
Now we use Grönwall type estimate on \( L^1 \) norm of \( u \) as follows,
\[ \frac{d}{dt} \int u \, dx = \int K * u^p \, dx - c(t) \int u \, dx \leq \|K\|_{L^1} \|u(t, x)\|_{L^p} - \xi \int u \, dx. \]
The general proof starts from (56),
\[ u(x, t) = e^{-\int_0^t c(\tau)d\tau} u_0 + \int_0^t e^{-\int_0^\tau c(\tau)d\tau} K * u^p \, ds. \]
Let \( n \in \mathbb{N} \) be such that \( p^n \geq 2 \) so that we have uniform control in \( L^{p^n} \), then
\[ \|K * u^p\|_{L^{p^n-1}} \leq \|K\|_{L^1} \|u^p\|_{L^{p^n-1}} \]
\[ \leq \|K\|_{L^1} \|u\|_{L^{p^n}}^p. \]
Therefore,
\[ \|u\|_{L^{p^n-1}} \leq \|e^{-\int_0^t c(\tau)d\tau} u_0\|_{L^{p^n-1}} + \int_0^t \|e^{-\int_0^\tau c(\tau)d\tau} \|K * u^p\|_{L^{p^n-1}} \, ds \]
\[ \leq \xi^{-1} \|u_0\|_{L^{p^n-1}} + \xi^{-1} (1 - e^{-\xi t}) \|K * u^p\|_{L^{p^n-1}}, \]
where \( \xi := \inf_{t \geq 0} c(t) > 0 \), constructed by Proposition 5.1. So we have uniform control in \( L^{p^n-1} \). We recur the argument until we reach \( n = 0 \) to get \( L^1 \) control. □

Using the previous lemma, we will show that the solution is precompact in \( L^2 \). Prior to that, we show some interesting consequences of the lemma. Directly, we can show that the solution cannot converge uniformly to 0.

**Corollary 6.2.** Suppose \( u_0 \in H^1 \cap L^1 \) then \( \lim \inf_{t \to \infty} \|u(t, \cdot)\|_\infty > 0. \)
2. COMPACTNESS OF THE SOLUTIONS

Proof. For the sake of contradiction, let’s assume that \( \liminf_{t \to \infty} \|u(t, \cdot)\|_{\infty} = 0. \)

\[
c(t) = \int u^p K \ast u^p \, dx \leq \|u(t, \cdot)\|_{\infty}^p \int K \ast u^p \, dx \leq \|u(t, \cdot)\|_{\infty}^p \|K\|_{L^1} \|u(t, \cdot)\|_{L^p}^p.
\]

Since we achieve the uniform control on \( L^p \) norm and \( c(t) \) converges to a positive constant this leads to the contradiction. \( \Box \)

The next corollary will be useful to show \( L^2 \)-compactness.

Corollary 6.3 (\( L^q \) tightness). Let \( q > 1 \) and \( u(t, x) \) be a solution of \( (47) \) such that \( u_0 \in H^1 \cap L^1 \) is bell shaped. Then for any \( \epsilon > 0 \) there exists \( R > 0 \) such that

\[
\int_{|x| > R} u^q \, dx < \epsilon.
\]

Proof. Note that \( u(t, x) \) is bell-shaped. Using the previous lemma and the Chebyshev’s inequality, for \( x > 0 \)

\[
2 xu(t, x) \leq \|u(t, x)\|_{L^1} < C.
\]

Therefore,

\[
u(t, x) \leq C/2x
\]

\[
\int_{|x| > R} u^q \, dx < (\frac{C}{2})^q \int_{|x| > R} 1/|x|^q \, dx = \tilde{C} R^{-q+1} < \epsilon.
\]

Now we show that any bell-shaped solutions are precompact in \( L^2(\mathbb{R}) \).

Theorem 6.3 (Compactness on \( \mathbb{R} \)). Let \( u(t, x) \) be a solution of \( (47) \). If \( u_0 \in H^1(\mathbb{R}) \) is bell shaped then \( \{u(t, x)\}_{t \geq 0} \) is precompact in \( L^2(\mathbb{R}) \).

Proof. Since \( u(t, \cdot) \) is bell-shaped for all \( t \geq 0 \) by Theorem 6.2, we can use Helly’s selection theorem to have a (further) subsequence \( \{u(t_k)\}_{k \in \mathbb{N}} \) and the pointwise limit \( \tilde{u} \). Recall that we have uniform bound on \( u \) and \( u_x \) by Proposition 6.1. This means, by Arzela-Ascoli theorem, on any compact interval, the (subsequential) convergence is uniform and \( \tilde{u} \) is continuous on \( \mathbb{R} \).

Now we claim that \( \|u(t_k) - \tilde{u}\|_{L^2} \to 0 \) as \( k \to \infty \). For given \( \epsilon > 0 \), we use Corollary 6.3 to find \( R > 0 \) to have small \( L^2 \)-tail bound and we choose \( k \in \mathbb{N} \) large enough to have small \( L^2 \)-bound, i.e.,

\[
\|u(t_k) - \tilde{u}\|_{L^2}^2 \leq \int_{|x| \leq R} (u(t_k) - \tilde{u})^2 \, dx + \int_{|x| > R} (u(t_k) - \tilde{u})^2 \, dx < \epsilon.
\]

\( H^1 \)-compactness of the solutions (\( L < \infty \)). In the nice case, when \( L < \infty \) and \( u_x \) is uniformly bounded, we can use Arzela-Ascoli’s theorem to directly infer the compactness of solutions.

Corollary 6.4. Assume \( L < \infty \) and let \( u \in V \) be a solution of \( (47) \) such that \( u_x \in L^\infty \). Then \( \{u(x, t)\}_{t \geq 0} \) is precompact in \( C_0(\mathbb{T}_L) \).
Note that we can relax the assumption of uniform bound on $u_x$, using usual diagonalization trick. In fact, we can choose another approach to prove compactness of the solution, even with $L^2$-initial data.

Recall that in semi-linear heat equation, the Laplacian operator provides smoothing action resulting the solution trajectory to be precompact. Even though not as powerful as the Laplacian operator, convolution with a nice function is renowned for regularization. From the proof of Theorem 6.1 we have

\[ u(x, t) = e^{-\int_0^t c(\tau) d\tau} u_0 + \int_0^t e^{-\int_s^t c(\tau) d\tau} K * u^p ds. \]  

(56)

Although we cannot claim that $u(x, t)$ is smoother than the initial data $u_0$, we can see that $u(x, t)$ has a smoother part. Indeed, the fixed point formula (56) suggests that $u$ consists of $u_0$ with a scaling factor and a smoother trajectory created by the convolution with $K$. It is immediate to see that the first part of (56) converges to 0 as $t \to \infty$, since $c(t)$ converges to a positive constant as $t \to \infty$. So the first part of (56) is precompact. Therefore once we prove the second part of (56) is precompact, we prove that \{u(t, x)\}_{t \geq 0} is precompact.

**Theorem 6.4.** Let $L < \infty$ and $u(t, x)$ be a solution of (47). If $u_0 \in H^1(\mathbb{T}_L)$ then \{u(t, x)\}_{t \geq 0} is precompact in $H^1(\mathbb{T}_L)$.

**Proof.** From (56) and the previous discussion, it is enough to show that the trajectory $t \mapsto \int_0^t e^{-\int_s^t 2pE(u) d\tau} K * u^p ds$ is compact in $H^1(\mathbb{T}_L)$. From Proposition 5.1 we know that $c(t)$ stays positive and converges, i.e., there exists $c := \inf_{t \geq 0} c(t) > 0$. Without specifying the norm, we have

\[
\| \int_0^t e^{-\int_s^t c(\tau) d\tau} K * u^p ds \| \leq \int_0^t e^{-c(t-s)} \| K * u^p(s, \cdot) \| ds
\]

\[
= c^{-1} (1 - e^{-ct}) \sup_{\tau \geq 0} \| K * u^p(\tau, \cdot) \|.
\]

So once we achieve time independent control on the integrand, we can control the integral term likewise.

Firstly we use Proposition 5.1 and Proposition 6.1 to achieve uniform $H^1$ bound,

\[
\| K * u^p \|_{H^1} = \| K * u^p \|_{L^2} + \| x \|_{H^1} \| u^p \|_{L^2} < \infty.
\]

Since $u_0 \in \mathcal{V}$, by (56) we have uniform $H^1$ bound on $u$.

Finally, we claim that $\| K * u^p \|_{H^2} < C$ for a time independent $C > 0$. It is enough to check $\| x \|_{H^1} < \infty$.

\[
\| x \|_{H^1} = \| x \|_{L^2} + \| x \|_{L^p} < \infty.
\]

So the trajectory $t \mapsto \int_0^t e^{-\int_s^t 2pE(u) d\tau} K * u^p ds$ is uniformly bounded in $H^2$, and compact in $H$. Therefore by the Rellich–Kondrachov theorem we have the result. \( \square \)
3. Nontrivial wave profiles

The famous LaSalle’s invariance principle states that any precompact of gradient flow of \( C^1 \) energy \( E \) approaches to the set of critical points of \( E \). Since we achieve the compactness, one can expect that the subsequential limit point to be a critical point. Recall that the uniform lower bound holds only on the compact domain, so LaSalle’s principle cannot be directly applied. So we will perform careful analysis to show the limit point on \( \mathbb{R} \) satisfies the fixed point, which shows the existence of the solitary wave profile. Additionally, we show the instability of the constant solution, so that we have nontrivial limit point with the choice of the initial data.

**Instability of constant solutions.** Note that \( \bar{u} \) is a constant satisfying \( L\bar{u}^{p+1} = 1 \), \( \bar{u} \) is a fixed point of (47). Considering that we aim to calculate nontrivial equilibria of (47), we need to investigate the stability of \( \bar{u} \).

Since (47) is linear in \( K \), without loss of generality we assume that \( \int K(y)dy = 1 \). In this case,

\[
2pE(\bar{u}) = \int_{\mathbb{T}_L} \bar{u}^p K * \bar{u}^p = L\bar{u}^{2p} = \bar{u}^{p-1},
\]

Recall that

\[
DF(u)(v) = e^{-\frac{2p}{p+1} \int u^{p+1}dx} \int u^{p-1}(K * u^p - c(t)u)vdx.
\]

The Hessian at an equilibrium \( \bar{u} \) is the following,

\[
D^2 F(\bar{u})(v, w) = D(e^{-\frac{2p}{p+1} \int \bar{u}^{p+1}dx})(w) \int \bar{u}^{p-1}(K * \bar{u}^p - c(t)\bar{u})vdx
\]
\[
+ e^{-\frac{2p}{p+1} \int \bar{u}^{p+1}dx} D(\int \bar{u}^{p-1}(K * \bar{u}^p - c(t)\bar{u})vdx)(w)
\]
\[
= e^{-\frac{2p}{p+1} \int \bar{u}^{p+1}dx} \int (p-1)\bar{u}^{p-2}w(K * \bar{u}^p - c(t)\bar{u})vdx
\]
\[
+ e^{-\frac{2p}{p+1} \int \bar{u}^{p+1}dx} \int \bar{u}^{p-1}(pK * (\bar{u}^{p-1}w)
\]
\[
- 2p(\int \bar{u}^{p-1}(K * \bar{u}^p)wdx)\bar{u} - 2pE(\bar{u})w)vdx
\]
\[
= \langle v, D^2 F(\bar{u})w \rangle_{L^2}.
\]

\[
D^2 F(\bar{u})(v) = e^{-\frac{2p}{p+1} \bar{u}^{2p-2}}(pK * v - \frac{2p}{L} \int_{\mathbb{T}_L} vdy - v). \tag{57}
\]

Note that, the constant function \( 1 \) is an eigenvector with negative eigenvalue,

\[
D^2 F(\bar{u})(1) = -e^{-\frac{2p}{p+1} \bar{u}^{2p-2}}(p + 1)1.
\]
In fact, other possible eigenvectors pointing outside of the invariant manifold \( M \) have the same negative eigenvalue. Let’s take a look at the following eigenvalue problem,

\[
K * v - \frac{2}{L} \int_{T_L} v dy = \lambda v
\]

\[
\int_{T_L} (K * v - \frac{2}{L} \int_{T_L} v dy) dx = \lambda \int_{T_L} v dx
\]

\[
- \int_{T_L} v dx = \lambda \int_{T_L} v dx.
\]

So we can conclude that, either

\[
\lambda = -1 \text{ or } \int_{T_L} v dx = 0.
\]

Note that the set of mean zero functions corresponds to the tangent manifold at the constant equilibrium \( \bar{u} \), i.e.,

\[
T_{\bar{u}} M = \{ v \in V : \int_{T_L} v dx = 0 \}.
\]

So for such \( v \in T_{\bar{u}} M \),

\[
D^2 F(\bar{u})(v) = e^{-\frac{2p}{p+1}} \bar{u}^{2p-2} (pK * v - v).
\]

We claim that \( D^2 F(\bar{u}) \) has positive eigenvalues, which implies the instability of the constant solution \( \bar{u} \).

**Spectrum of convolution operator.** Note that for \( \lambda \in \mathbb{R} \), \( e^{i\lambda x} \) is an eigenvector of convolution operators,

\[
K * e^{i\lambda x} = \int e^{i\lambda(x-y)} K(y) dy
\]

\[
= e^{i\lambda x} \int e^{-i\lambda y} K(y) dy
\]

\[
= \hat{K}(\lambda) e^{i\lambda x}.
\]

Recall that the perturbation \( \phi \) we chose has mean zero, i.e. \( \int \phi dx = 0 \). In order to satisfy \( \int_{T_L} e^{i\lambda y} dy = 0 \), or \( e^{i\lambda x} \in H^1(T_L) \), \( \lambda \) must be resonant with \( L \), i.e., \( \lambda = \frac{2n\pi}{L} \) for \( n \in \mathbb{N} \).

Since \( K \) is even, we can check that the corresponding eigenvalue \( \hat{K}(\lambda) \) of the eigenvector \( e^{i\lambda x} \) is positive,

\[
\hat{K}(\lambda) = \int (\cos(\lambda y) - i \sin(\lambda y)) K(y) dy
\]

\[
= \int \cos(\lambda y) K(y) dy > 0.
\]

Therefore, the eigenvalues of \( D^2 F(\bar{u}) \) on \( M \) is \( e^{-\frac{2p}{p+1}} \bar{u}^{2p-2} (p\hat{K}(\frac{2n\pi}{L}) - 1) \). Because \( \hat{K}(\frac{2n\pi}{L}) \to 1 \) as \( L \to \infty \), for any \( p > 1 \) there exists large \( L > 0 \) such that \( \bar{u} \) is a saddle point. Moreover, every eigenvalues of \( D^2 E(\bar{u}) \) becomes positive as \( L \to \infty \), which corresponds to the fact that 0 is a source when \( L = \infty \).

**Existence of Nontrivial Wave Profiles.** One of the benefits of a gradient system is that by LaSalle’s invariance principle for any bounded solution \( u(t) \) of gradient flow of \( C^1 \) energy, we have \( \lim_{t \to \infty} \| u'(t) \|_H = 0 \). So by showing the compactness of trajectory, we infer the existence of periodic and solitary wave profiles. Furthermore, we can show
that there is a nontrivial wave profile by starting with \( u_0 = \bar{u} + \delta \cos(\frac{2\pi}{L} x) \) for a small enough \( \delta > 0 \), we can conclude that there is a nontrivial equilibrium of (47).

**Theorem 6.5** (Existence of nontrivial wave profiles). **For large enough** \( L \in (0, \infty] \), **there exists nontrivial equilibrium** \( \tilde{u} \in \mathcal{M} \) of (47) **such that** \( K * \tilde{w}^p = \tilde{c} \tilde{u} \) **for some** \( \tilde{c} > 0 \).

**Proof.**

1. **\( L < \infty \):** Let \( \bar{u} \) be the constant equilibrium such that \( L\bar{u}^{p+1} = 1 \) and \( \nabla F(\bar{u}) = 0 \). We continue the argument from the discussion about the instability of \( \bar{u} \). Let \( L > 0 \) be large enough such that \( pK(\frac{2\pi}{L}) - 1 \geq 0 \) and let the perturbation be \( \phi(x) = \cos(\frac{2\pi}{L} x) \) so that \( \nabla^2 F(\bar{u})(\phi, \phi) > 0 \). Using Taylor’s theorem for small enough \( \delta > 0 \) we have

\[
F(\bar{u} + \delta \phi) = F(\bar{u}) + \frac{1}{2} \delta^2 \nabla^2 F(\bar{u})(\phi, \phi) + o(\delta^2) > F(\bar{u}).
\]

Now we initiate the evolution starting with \( u_0 = \bar{u} + \delta \cos(\frac{2\pi}{L} x) \). Then by the compactness result, Theorem 6.4, we can find a limit point \( \tilde{u} \).

Note that when \( L < \infty \), the solution is uniformly bounded above, and below away from 0 by Proposition 6.1 and Corollary 6.1. So the norm defined by the metric \( \langle \cdot, \cdot \rangle \) is equivalent to \( L^2 \) norm, and we can use LaSalle’s invariance principle. Technically, we have

\[
\|\nabla F(u)\|_{L^2} \geq C\|u'\|_{L^2},
\]

which implies \( F \) is a strict Lyapunov function for \( \{ u(t) \}_{t \geq 0} \) (Definition 8.4.5 of [27]). We use LaSalle’s invariance principle (Theorem 8.4.6 of [27]) to deduce that

\[
\|\nabla F(\bar{u})\|_{\mathcal{H}} = 0.
\]

Note that since \( F \) is increasing along the evolution we have \( F(\bar{u}) > F(\tilde{u}) \), which implies \( \tilde{u} \neq \bar{u} \).

2. **\( L \leq \infty \):** Here we provide more careful analysis for \( L = \infty \), since \( F \) might not be a strict Lyapunov function, or the inequality

\[
\|\nabla F(u)\|_{L^2} \geq C\|u'\|_{L^2},
\]

might not hold. We will proceed with the arguments as follows,

1. \( t \mapsto u^q(t, \cdot) \) is Hölder continuous in \( L^2 \) for any \( q \geq \frac{p+1}{2} \).
2. \( t \mapsto \frac{d}{dt}(u^{p+1})(t, \cdot) \) is uniformly continuous in \( L^2 \).
3. When \( u_0 \) is bell-shaped, \( \|\frac{d}{dt}(u^{p+1})(t, \cdot)\|_{L^2} \to 0 \) as \( t \to \infty \).
4. For any \( \bar{u} \in \omega(u) \), \( \|u^p(K * \bar{u}^p - \bar{c} \bar{u})\|_{L^2} = 0 \).
5. \( K * \bar{w}^p = \bar{c} \bar{u} \).
6. \( \bar{u} \) is nontrivial.

Step (1): Claim that for any \( q \geq \frac{p+1}{2} \)

\[
\|u^q(t) - u^q(s)\|_{L^2} \leq C|t - s|^{1/2}.
\]

Note that by the dissipation of \( F \),

\[
\alpha(t) \frac{d}{dt} F(u(t)) = \int \nabla^2 F(u(t))(\nabla u(t), \nabla u(t)) dx = \frac{4}{(p+1)^2} \|\frac{d}{dt} u^{\frac{p+1}{2}}(t)\|_{L^2}^2.
\]
Therefore,
\[ \|u^{p+1}(t) - u^{p+1}(s)\|_{L^2} \leq \int_s^t \| \frac{d}{dt} u^{p+1}(\tau)\|_{L^2} d\tau \]
\[ = |t - s|^{1/2} \int_s^t \| \frac{d}{dt} u^{p+1}(t)\|_{L^2}^2 d\tau \]
\[ \leq \sup_{\tau \geq 0} \alpha(\tau) \frac{(p+1)^2}{4} \int_s^t \frac{d}{dt} F(u(\tau))d\tau |t - s|^{1/2} \]
\[ \leq C|t - s|^{1/2}. \]

Note that since \( u \) is bounded by Proposition 6.1, \( u \mapsto u^\gamma \) for any \( \gamma > 1 \) is (locally) Lipschitz, i.e.,
\[ |u^\gamma(t) - u^\gamma(s)| \leq C|u(t) - u(s)|, \quad (59) \]
where the Lipschitz constant \( C > 0 \) may depend on \( \|u\|_{L^\infty} \). So for any \( q \geq \frac{p+1}{2} \) we choose \( \gamma = \frac{2q}{p+1} \) so that \( u^\gamma = (u^{p+1})^{\gamma} \). Then
\[ \|u^q(t) - u^q(s)\|_{L^2}^2 \leq C \int_{\mathbb{R}} |u^{p+1}(t) - u^{p+1}(s)|^2 dx \leq C|t - s|. \]

Step (2): Claim that \( t \mapsto \frac{d}{dt}(u^{p+1})(t, \cdot) \) is uniformly continuous in \( L^2 \). Because,
\[ \frac{1}{p+1} \frac{d}{dt}(u^{p+1}) = u^p K * u^p - c(t)u^{p+1}, \]
and \( u^p(t) \) and \( u^{p+1}(t) \) are uniformly continuous in \( L^2 \) and bounded uniformly in \( L^\infty \), it is enough to show that \( t \mapsto c(t) \) is Hölder continuous.
\[ c(t) - c(s) = \int (u^p(t) - u^p(s))K * u^p(t)dx + \int (u^p(t) - u^p(s))K * u^p(s)dx \]
\[ \leq 2\|u^p(t) - u^p(s)\|_{L^2}\|K * u^p\|_{L^2} \]
\[ \leq 2\|u^p(t) - u^p(s)\|_{L^2}\|K\|_{L^1}\|u\|_{L^{p+1}}\|u\|_{L^{\infty}}^{\frac{p+1}{p+1}}. \]

By Proposition 5.1 and the previous step, we have the claim.

Step (3): Let \( u_0 \) be bell-shaped and claim that \( \|\frac{d}{dt}(u^{p+1})(t, \cdot)\|_{L^2} \to 0 \) as \( t \to \infty \). We use the uniformly continuity of \( t \mapsto \frac{d}{dt}(u^{p+1})(t, \cdot) \) in \( L^2 \). For any \( \epsilon > 0 \) and \( t > 0 \), we can find \( \delta > 0 \) such that for any \( h \in [0, \delta] \)
\[ \|\frac{d}{dt}(u^{p+1})(t,h)\|_{L^2} \leq \epsilon + \|\frac{d}{dt}(u^{p+1})(t+h, \cdot)\|_{L^2}. \]
Therefore, by averaging
\[
\left\| \frac{d}{dt} (u^{p+1})(t) \right\|_{L^2} \leq \epsilon + \frac{1}{\delta} \int_0^\delta \left\| \frac{d}{dt} (u^{p+1})(t + h, \cdot) \right\|_{L^2} dh
\]
\[
\leq \epsilon + \delta^{-1/2} \left( \int_t^{t+\delta} \left\| \frac{d}{dt} (u^{p+1})(s, \cdot) \right\|_{L^2}^2 ds \right)^{1/2}
\]
\[
\leq \epsilon + \delta^{-1/2} \left( \int_t^{t+\delta} \left\| 2 u^{\frac{p+1}{2}} (s, \cdot) \frac{d}{dt} (u^{\frac{p+1}{2}})(s, \cdot) \right\|_{L^2}^2 ds \right)^{1/2}
\]
\[
\leq \epsilon + C \left( \int_t^{t+\delta} \left\| \frac{d}{dt} (u^{\frac{p+1}{2}})(s, \cdot) \right\|_{L^2}^2 ds \right)^{1/2}
\]
\[
\leq \epsilon + C (F(\infty) - F(t))^{1/2}.
\]
which implies the claim.

Step (4): Claim that \( \| \tilde{u}^p(K \ast \tilde{u}^p - \tilde{c}u) \|_{L^2} = 0 \) where \( \tilde{c} = \int_{\mathbb{R}} \tilde{u}^p K \ast \tilde{u}^p dx \). Since the \( L^2 \)-compactness, Theorem 6.3, we have a increasing sequence time \( \{t_k\}_{k \in \mathbb{N}} \subset \mathbb{R}_+ \) and the limit \( \tilde{u} \in L^2(\mathbb{R}) \) such that
\[
\lim_{k \to \infty} \| u(t_k) - \tilde{u} \|_{L^2} = 0.
\]
Using uniform \( L^\infty \)-bound, one can show that \( u \mapsto u^p, u^{p+1} \) is continuous in \( L^2 \), and we have the claim by continuity. Note that as we discussed in the proof of Theorem 6.3, \( \tilde{u} \) is a also continuous subsequential limit.

Step (5): Claim that either \( \tilde{u} \equiv 0 \) or \( \tilde{u} > 0 \) so that \( K \ast \tilde{u}^p = \tilde{c}u \). Recall that \( \tilde{u} \) is continuous and bell-shaped. Suppose \( \tilde{u} \) is not identically 0 but not strictly positive. Since \( K \ast \tilde{u}^p > 0 \), the minimum of \( K \ast \tilde{u}^p \) on the support of \( \tilde{u} \) is positive and let’s call it \( m \). Now we can find an open interval in the support of \( \tilde{u} \) such that \( m - 2\tilde{c}\epsilon > 0 \) and \( \epsilon < \tilde{u} < 2\epsilon \), so that in the interval
\[
|\tilde{u}^p(K \ast \tilde{u}^p - \tilde{c}u)| \geq c^p(m - 2\tilde{c}\epsilon) > 0,
\]
which leads to the contradiction to the acquired Step (4).

Step (6): Claim that \( \tilde{u} > 0 \). We can conclude using the continuity of \( \tilde{u} \), Corollary 6.2 and the fact that \( \tilde{u} \) is also a pointwise limit of \( u(t_k) \).

**Discussion.** In fact, there is an issue with applying the Łojasiewicz convergence criterion to (47). So at present we are unable to conclude convergence of solutions as \( t \to \infty \). Let \( H^1_+(T_L) \) denote the positive cone in \( H^1(T_L) \), i.e.,
\[
H^1_+(T_L) := \{ u \in H^1(T_L) : u(x) > 0, \forall x \in H^1(T_L) \}.
\]
Note that \( H^1(T_L) \) is a Banach algebra. So the Lyapunov functional,
\[
F(u) = \frac{1}{2p} e^{-\frac{2p}{p+1}} \int u^{p+1} dx \int u^p K \ast u^p dx,
\]
is analytic in the neighborhood of \( H^1_+(T_L) \).

The issue, however, arise from failure of the Hessian of \( F \)
\[
D^2 F(\tilde{u}) : w \mapsto e^{-\frac{2p}{p+1} } \tilde{u}^{p-1} \left( pK \ast (\tilde{u}^{p-1}w) - 4p^2 E(\tilde{u}) \left( \int \tilde{u}^p w dx \right) \tilde{u} - 2p E(\tilde{u}) w \right)
\]
being semi-Fredholm.
Firstly, on $\mathbb{R}$ there is no chance for $D^2E(\tilde{u})$ to have closed range since $\tilde{u}(x) \to 0$ as $x \to \pm \infty$. For example, for any $u \in \mathcal{V}$, $\{u^p - 1_{(-L,L)}\}_{L > 0}$ is Cauchy in $\mathcal{V}'$ but $1 \not\in \mathcal{V}$. So let’s assume that $L < \infty$. Now since $\tilde{u}$ is bounded above and below from 0, the multiplication with $\tilde{u}$, $v \mapsto \tilde{u}v$ is an isomorphism from $\mathcal{V}$ to itself. By Theorem 1.4 one can check that is semi-Fredholm from $\mathcal{V}$ to itself, but not from $\mathcal{V}$ to $\mathcal{V}'$.

On the contrary, the key to expand the Łojasiewicz inequality to infinite dimensional domain is to construct the finite dimensional copy of the energy, which can be approximated by $\|\nabla E(u)\|_H$, like in Proposition 1.5. When $\Pi + A : \mathcal{V} \to \mathcal{V}'$ is an isomorphism, we represent $u \sim (\Pi u, \nabla E(u))$ using the isomorphism $\mathcal{N} : \mathcal{V} \to \mathcal{V}'$ such that

$$\mathcal{N}u = \Pi u + \nabla E(u).$$

The issue with (47) for applying the infinite dimensional framework in Section 2 of Chapter 1 is $R(\Pi + A)$ is too regular to be closed in $\mathcal{V}'$. Moreover, even if we identify $\Pi + A$ as an isomorphism from $\mathcal{V}$ to itself, we will end up having $\|\nabla E(u)\|_V$, not in control of $\mathcal{H}$. 
Regularized concentration-dispersion dynamics

In this chapter, we propose and analyze a modification of concentration-dispersion dynamics with small $\epsilon > 0$, as follows.

**Regularized concentration-dispersion equation.**

\[
\begin{align*}
\frac{d}{dt} u(t, x) &= \epsilon (u^p)_{xx} + K \ast u^p - c(t)u \\
c(t) &= \int u^p K \ast u^p - \epsilon [(u^p)_x]^2 dx,
\end{align*}
\]

(60)

where $K(x) > 0$ for all $x \in \mathbb{T}_L$ and $K(x) \in W^{1,1} \cap W^{1,p+1}(\mathbb{T}_L)$. We will use the gradient structure of the regularized concentration-dispersion equation (60) to prove convergence of solutions to a nontrivial equilibrium. From now on we consider only $L < \infty$.

**Well-posedness.** For local well-posedness with positive initial data, we refer Chapter 8 of [46], and set $X = C(\mathbb{T}_L)$ and $D = C^2(\mathbb{T}_L)$. Considering singular aspect of solutions of porous medium equations, global well-posedness is not trivial. By combining the local well-posedness, regularity (Theorem 8.1.1, Theorem 8.3.4 of [46]) and the $C^2$-compactness result in the section 2, we deduce regularity up to $C^5(\mathbb{T}_L)$. Thus for any $u_0 \in C^5(\mathbb{T}_L)$ initial data, we can choose sufficiently small $\epsilon > 0$ to achieve global well-posedness in $C^2(\mathbb{T}_L)$ by pointwise maximum principle and maximal solution argument (Proposition 8.2.1 of [46]).

1. **Gradient structure**

Based on those regularity properties, we show the asymptotic bound of the solution $u(t, x)$. Prior to show that the solution stay above from 0 uniformly, we show the solution $u(t, x)$ stays positive. In this way, (60) is well-defined.

**Proposition 7.1 (Positivity).** Let $u(t, x) \in C^2(\mathbb{T}_L)$ be a solution of (60). If $u(0, x) > 0$ for all $x \in \mathbb{T}_L$ then $u(t, x) > 0$ for all $x \in \mathbb{T}_L$ and $t > 0$.

**Proof.** Let $\beta(t) := \exp \left( \int_0^t c(s) ds \right)$ and $v(t, x) := \beta(t) u(t, x)$. We claim that for all $t \geq 0$,

\[ v(t, x) \geq \min_x v(0, x). \]

Suppose at $t_0 > 0$, $x_0 = \arg \min_x v(t_0, x)$, then

\[ \frac{dv}{dt}(t_0, x_0) = \beta^{1-p}(t) (\epsilon (v^p)_{xx} + K \ast v^p) \geq \beta^{1-p}(t) K \ast v^p > 0. \]

In particular, $\{v \in C^2(\mathbb{T}_L) : v > 0\}$ is an invariant set of (60). So for all $t > 0$,

\[ u(t, x) = \beta^{-1}(t) v(t, x) > 0. \]
Important functionals. We will show that (60) has a nice $L^2$-gradient structure. We use the following functionals.

$$E(u) := \frac{1}{2p} \int u^p K \ast u^p - \epsilon [(u^p)_x]^2 dx,$$

(61)

$$F(u) := \frac{1}{2p} e^{-\frac{2p}{p+1}} \int u^{p+1} dx \int u^p K \ast u^p - \epsilon [(u^p)_x]^2 dx,$$

(62)

$$=: E(u)/\alpha(t)$$

(63)

The derivative of $F$ shows that (60) is a gradient-like system of the energy $F$.

$$\alpha(t)DF(u)(v) = DE(u)(v) - E(u)\frac{2p}{p+1} D(\int u^{p+1} dx)(v)$$

$$= \int u^{p-1}vK \ast u^p - \epsilon (u^{p-1}v)_x(u^p)_x dx - 2pE(u) \int u^p u' dx$$

$$= \int u^{p-1} (\epsilon (u^p)_{xx} + K \ast u^p - c(t)u) v dx.$$ 

(64)

We show the convergence properties of the functionals.

**Proposition 7.2.** Let $u(t, x) \in L^{p+1}(T_L)$ be a solution of (47) such that $u_0(x) > 0$ for all $x \in T_L$. Assume that $E(u_0) > 0$, then the following functionals have convergent properties as $t \to \infty$:

1. $F(u) = E(u)/\alpha(t)$ is nondecreasing,
2. $\|u\|_{L^{p+1}}$ converges monotonically to 1,
3. $E(u)$ stays positive and converges to a positive constant.

Additionally, if $\|u_0\|_{L^{p+1}} \leq 1$ then $E(u)$ is nondecreasing as well.

**Proof.** Firstly, we prove monotonic convergence of $F$. $F$ is nondecreasing because the time derivative of $F$ is nonnegative, i.e.,

$$F'(u(t)) e^{\frac{2p}{p+1}} \int u^{p+1} dx = E'(u) - E(u)\frac{2p}{p+1} (\int u^{p+1} dx)'$$

$$= \int u^{p-1}(K \ast u^p + (u^p)_x u' dx - 2pE(u) \int u^p u' dx$$

$$= \int u^{p-1} (\epsilon (u^p)_{xx} + K \ast u^p - c(t)u)^2 dx \geq 0.$$ 

Since $E(u_0) > 0$ implies $F(u_0) > 0$ and

$$F(u) = e^{\frac{2p}{p+1}} \int u^{p+1} dx E(u) \leq E(u) = 2pc(t),$$

(65)

we have $\inf_{t \geq 0} c(t) > 0$. So the monotonic convergence of $L^{p+1}$ norm can be shown by taking time-differentiation,

$$\frac{1}{p+1} (\int u^{p+1} dx)' = c(t)(1 - \int u^{p+1} dx).$$

(66)

We can conclude

$$\lim_{t \to \infty} \|u(t)\|_{L^{p+1}} \to 1.$$
2. ASYMPTOTIC BOUND ON $u$ AND $C^2$-COMPACTNESS

Now we claim that $E(u)$ is bounded above.

$$2p E(u) \leq \int u^p K \ast u^p dx$$

$$\leq \|u\|_{L^{p+1}}^p \|K \ast u^p\|_{L^{p+1}}$$

$$\leq \|K\|_{L^{p+1}} \|u\|_{L^{p+1}}^{2p}$$

$$\leq (1 + \|u_0\|_{L^{p+1}})^{2p} \|K\|_{L^{p+1}} < \infty.$$  \hspace{1cm} (67)

Therefore $E(u(t))$ converges to a positive constant as $t \to \infty$ and $F$ converges monotonically. \hfill \Box

2. Asymptotic bound on $u$ and $C^2$-compactness

We open this section with doing the same pointwise estimate as in the original concentration-dispersion dynamics.

**Proposition 7.3.** Let $u \in V$ be a solution of (47). Then there exists $M(K, u_0) > 0$ such that $\sup_{t \geq 0} \|u(t, \cdot)\|_{L^\infty} < M$.

**Proof.** We use similar argument in the proof of Proposition 6.1. Since $(u^p)_{xx} \leq 0$ at the maximizer,

$$u' = \epsilon (u^p)_{xx} + K \ast u^p - c(t)u$$

$$\leq \int K(x - y)u(y)^p dy - c(t)u$$

$$\leq (\int K(x - y)^{p+1} dy)^{1/p+1} (\int u^{p+1} dy) - c u.$$  \hspace{1cm} (69)

where $c = \inf_{t \geq 0} c(t)$. Note that $c > 0$ because $u > 0$ and $F(u) = \frac{1}{2p} e^{-\frac{2p}{p+1} \int u^{p+1} dx} c(t) > 0$ is increasing according to the Proposition 7.2. This means

$$u'(t, x) < 0 \text{ if } u(t, x) > \frac{1}{c} \|K\|_{L^{p+1}} \|u\|_{L^{p+1}}^p.$$  \hspace{1cm} (70)

Due to monotonic convergence of $\|u\|_{L^{p+1}} \to 1$ as $t \to \infty$, we can conclude that

$$\max_{t \geq 0} \|u(t, x)\|_{L^\infty} \leq \|u_0\|_{L^\infty} + \frac{1}{c} (1 + \|u_0\|_{L^{p+1}}) \|K\|_{L^{p+1}}.$$  \hspace{1cm} \Box

In the compact spatial domain, we can use the upper bound to calculate the lower bound. This will be used to control the Riemannian metric. Naturally, the lower bound vanishes as $L \to \infty$.

**Corollary 7.1.** For fixed $L < \infty$, let $u$ be a solution of (47) with $u_0 \in C^2(T_L)$. Assume that there is $k > 0$ such that $K(x) \geq k$, $\forall x \in T_L$. Then there exist $m(K, L, u_0) > 0$ such that $\min_x u(x, t) \geq m$.

**Proof.** From Proposition 7.3, there exists $M(u_0, K) > 0$ such that $u(x, t) < M$ for all $t \geq 0$. Now for any $\delta > 0$ we can choose large enough $T > 0$ so that

$$1 - \delta \leq \int u^{p+1} dx \leq M \int u^p dx.$$
Note that \( \tau := \sup_{t \geq 0} c(t) \) is well-defined since it converges. Then at the minimizer,
\[
\begin{align*}
    u' &= \epsilon (u^p)_{xx} + K \ast u^p - c(t)u \\
    &\geq k \int u^p dx - \tau u \\
    &\geq \frac{(1 - \delta)k}{M} - \tau u > 0,
\end{align*}
\]
when \( u < (1 - \delta)k/M\tau \). So the result follows. \( \square \)

**C^2-compactness.** Recall that the original concentration dispersion equations \((47)\), provide precompact solution even without smoothing effect. For the regularized equations, we can derive the following: for any regular enough initial data, we can make the trajectory precompact in \( u \). The derivatives of each term on \((60)\) are as follows,

\[
\begin{align*}
    \partial_x (u^p) &= pu^{p-1}u_x \\
    \partial_x^2 (u^p) &= p(p-1)u^{p-2}u_x^2 + pu^{p-1}u_{xx} \\
    \partial_x^3 (u^p) &= p(p-1)(p-2)u^{p-3}u_x^3 + 3p(p-1)u^{p-2}u_xu_{xx} + pu^{p-1}u_{xxx} \\
    \partial_x^4 (u^p) &= p(p-1)(p-2)(p-3)u^{p-4} u_x^4 + 6p(p-1)(p-2)u^{p-3} u_x^2 u_{xx} \\
    &\quad + 3p(p-1)u^{p-2}u_xu_{xxx} + 4p(p-1)u^{p-2}u_{xxx}, \\
    \partial_x^5 (u^p) &= p(p-1)(p-2)(p-3)(p-4)u^{p-5} u_x^5 + 10p(p-1)(p-2)u^{p-4} u_x^3 u_{xx} \\
    &\quad + 15p(p-1)(p-2)u^{p-3} u_x u_{xx}^2 + 10p(p-1)(p-2)u^{p-3} u_x u_{xxx} \\
    &\quad + 10p(p-1)u^{p-2}u_xu_{xxxx} + 5p(p-1)u^{p-2}u_{xxx} + pu^{p-1}u_{xxxxx}.
\end{align*}
\]

\[
\begin{align*}
    |\partial_x (K \ast u^p)| &= |K \ast u^p| \leq \|K\|_{W^1} \|u^p\|_{L^\infty} \\
    |\partial_x^2 (K \ast u^p)| &= |K \ast (u^{p-1}u_x)| \leq \|K\|_{W^1} \|u^{p-1}\|_{L^\infty} \|u_x\|_{L^\infty}.
\end{align*}
\]

Since \( \|u_0\|_{L^{p+1}} \leq 1 \), \( c(t) \) is increasing, so
\[
c(t) = \int u^p K \ast u^p - \epsilon [(u^p)_x]^2 dx \geq c(0).
\]

Let \( c(0) = \alpha - \epsilon \beta \) where,
\[
\begin{align*}
    \alpha &= \int u_0^p K \ast u_0^p dx, \\
    \beta &= \int [(u_0^p)_x]^2 dx.
\end{align*}
\]

We use Proposition 7.3 and Proposition 7.1 to control the powers of \( u \).
1. $u_x$ control: Suppose for a fixed $t > 0$, there is a point $x_0 \in \mathbb{T}_L$, $u_x(t, x_0)$ is positive and reached maximum so that $u_{xx} = (u_x)_x = 0$ and $u_{xxx} = (u_x)_{xx} \leq 0$. Then from (60) there exist constants $A, B \in \mathbb{R}$ such that
\[ \partial_t u_x \leq \epsilon Au_x^3 + B - (\alpha - \epsilon \beta)u_x. \]

Note that as $\epsilon$ gets smaller, pointwise invariant interval for $u_x$ gets larger. Thus we can find small enough $\epsilon_0 > 0$ so that $\lim sup_t u_x(t, \cdot)$ is bounded. We can use the similar argument when $u_x$ is negative and reached minimum. Therefore, for $\epsilon \in (0, \epsilon_0]$ we can say $u_x(t) \leq \max\{\|u_x(0, \cdot)\|_{L^\infty}, 1 + B/\alpha\}$.

2. $u_{xx}$ control: Suppose $u_{xx}$ is positive and reached maximum so that $u_{xxxx} = (u_{xx})_x = 0$ and $u_{xxxxx} = (u_{xx})_{xx} \leq 0$. Then from (60) there exist constants, possibly depend on $\|u_x\|_{L^\infty}$, $A', B', D \in \mathbb{R}$ such that
\[ \partial_t u_{xx} \leq \epsilon A' u_{xx}^2 - (\alpha - \epsilon B')u_{xx} + D. \]

Since we already achieved $\epsilon$ and $t$ independent control on $\|u_x\|_{L^\infty}$ we continue the same argument. As $\epsilon$ gets smaller, pointwise invariant interval for $u_{xx}$ gets larger. Thus we can find, possibly smaller, $\epsilon_0 > 0$ so that $\lim sup_t u_{xx}(t, \cdot)$ is bounded. We can use the similar argument when $u_{xx}$ is negative and reached minimum. In particular, since the domain is compact, we have uniform $H^2$-norm and by Rellich–Kondrachov theorem.

3. $u_{xxx}$ control: Suppose $u_{xxx}$ is positive and reached maximum so that $u_{xxxx} = (u_{xxx})_x = 0$ and $u_{xxxxx} = (u_{xxx})_{xx} \leq 0$. Then from (60) there exist constants, depend on $\|u_x\|_{L^\infty}$ and $\|u_{xx}\|_{L^\infty}$, $A''$, $B'' \in \mathbb{R}$ such that
\[ \partial_t u_{xxx} \leq A'' - (\alpha - \epsilon B'')u_{xxx}. \]

We continue with the similar argument as before to make conclusion. $\square$

3. Convergence analysis

Let $L < \infty$ and $\mathcal{V} = H^1(\mathbb{T}_L)$, $\mathcal{H} = L^2(\mathbb{T}_L)$ so that
\[ \mathcal{V} \subset \mathcal{H} \subset \mathcal{V}'. \]

We follow the framework presented in Section 2 of Chapter 1.

**Analyticity.** We prove convergence in compact spatial domain where $L < \infty$. Let $H^1_+(\mathbb{T}_L)$ denote the positive cone in $H^1(\mathbb{T}_L)$, i.e.,
\[ H^1_+(\mathbb{T}_L) := \{ u \in H^1(\mathbb{T}_L) : u(x) > 0, \forall x \in H^1(\mathbb{T}_L) \}. \]

Note that $H^1(\mathbb{T}_L)$ is a Banach algebra. So the Lyapunov functional,
\[ F(u) = \frac{1}{2p} e^{-2p/x} \int u^p + \int u^p K \star u^p - \epsilon [u^p]_x^2 dx, \]
\[ = \frac{1}{2p} e^{-2p/x} \int u^p K \star u^p - \epsilon p^2 u^{2p-2} u_x^2 dx. \]

is analytic in the neighborhood of $H^1_+(\mathbb{T}_L)$. In order to show that $F$ satisfies the Lojaisiewicz inequality, let’s analyze the derivatives of $F$. 

Hessian of \( F \). Recall that
\[
DF(u)(v) = e^{-\frac{2p}{p+1} \int u^{p+1} dx} \int u^{p-1} \left[ \epsilon(u^p)_{xx} + K \ast u^p - c(t)u \right] v dx.
\]
The Hessian at an equilibrium \( \tilde{u} \) is the following,
\[
D^2 F(\tilde{u})(v, w) = D(e^{-\frac{2p}{p+1} \int \tilde{u}^{p+1} dx})(w) \int \tilde{u}^{p-1} \left[ \epsilon(\tilde{u}^p)_{xx} + K \ast \tilde{u}^p - c(t)\tilde{u} \right] v dx
+ e^{-\frac{2p}{p+1} \int \tilde{u}^{p+1} dx} D(e^{-\frac{2p}{p+1} \int \tilde{u}^{p+1} dx})(w) \int \tilde{u}^{p-1} \left[ \epsilon(\tilde{u}^p)_{xx} + K \ast \tilde{u}^p - c(t)\tilde{u} \right] v dx
= e^{-\frac{2p}{p+1} \int \tilde{u}^{p+1} dx} \int (p-1)\tilde{u}^{p-2} w \left[ \epsilon(\tilde{u}^p)_{xx} + K \ast \tilde{u}^p - c(t)\tilde{u} \right] v dx
+ e^{-\frac{2p}{p+1} \int \tilde{u}^{p+1} dx} \int \tilde{u}^{p-1} \left[ ep(\tilde{u}^{p-1} w)_{xx} + pK \ast (\tilde{u}^{p-1} w) \right]
- 2p \int \tilde{u}^{p-1} (e(\tilde{u}^p)_{xx} + K \ast \tilde{u}^p)w dx \tilde{u} - 2pE(\tilde{u}) w v dx
= \langle v, D^2 F(\tilde{u}) w \rangle_{L^2}.
\]
Note that \( \tilde{c} = \lim_{t \to \infty} c(t) = 2pE(\tilde{u}) \) so that,
\[
\epsilon(\tilde{u}^p)_{xx} + K \ast \tilde{u}^p = \tilde{c} \tilde{u}.
\]
We can identify \( D^2 F(\tilde{u}) : \mathcal{V} \to \mathcal{V}' \) as follows,
\[
D^2 F(\tilde{u}) : w \mapsto e^{-\frac{2p}{p+1} \int \tilde{u}^{p-1}} \left( ep(\tilde{u}^{p-1} w)_{xx} + pK \ast (\tilde{u}^{p-1} w) \right) - 2p(\int \tilde{u}^{p} w dx) \tilde{u} - \tilde{c} w.
\]
Since \( \tilde{u} \in C^\infty \) is bounded above, and below away from 0, the multiplication with \( \tilde{u}, v \mapsto \tilde{uv} \) is an isomorphism from \( \mathcal{V} \) to \( \mathcal{V} \), and from \( \mathcal{V}' \) to \( \mathcal{V}' \). As we discussed in Proposition 3.1, \( \Delta : \mathcal{V} \to \mathcal{V}' \) with periodic boundary condition is semi-Fredholm. Therefore,
\[
w \mapsto \tilde{u}^{p-1}(\tilde{u}^{p-1} w)_{xx}
\]
is semi-Fredholm from \( \mathcal{V} \to \mathcal{V}' \). So by Theorem 1.4 \( D^2 F(\tilde{u}) \in \mathcal{L}(\mathcal{V}; \mathcal{V}') \) is semi-Fredholm.

**Convergence result.** We use Theorem 1.6 and Theorem 1.7 to deduce the convergence result as follows.

**Theorem 7.2 (Convergence result).** Let \( u(t) \in \mathcal{V} \) a solution of (47). If \( \{u(t)\}_{t \geq 0} \) is precompact in \( \mathcal{V} \), e.g., as in Theorem 7.1, then there exists \( \tilde{u} \in \mathcal{E} := \{u \in \mathcal{V} : \nabla F(u) = 0\} \) such that
\[
\lim_{t \to \infty} \|u(t) - \tilde{u}\|_{\mathcal{V}} = 0
\]
Moreover, let \( \theta \) be any Lojasiewicz exponent of \( F \) at \( \tilde{u} \). Then we have
\[
\|u(t) - \tilde{u}\|_{\mathcal{H}} = \begin{cases} O(e^{-\delta t}) & \text{if } \theta = \frac{1}{2}, \\
O(t^{-\theta/(1-2\theta)}) & \text{if } 0 < \theta < \frac{1}{2} \end{cases}
\]
3. CONVERGENCE ANALYSIS

Proof. We use the uniform bound on \( u \) (Proposition 7.3 and Corollary 7.1) to check the angle condition

\[
\langle \nabla F(u), u' \rangle = \alpha(t)^{-1} \int u^{p-1} \left[ \epsilon (u^p)_{xx} + K * u^p - c(t)u \right]^2 dx \\
\geq \sigma \| \nabla F(u) \|_\mathcal{H} \| u' \|_\mathcal{H},
\]

and the rate condition

\[
\| u' \|_\mathcal{H} \geq \gamma \| \nabla F(u) \|_\mathcal{H}.
\]

Suppose \( \tilde{u} \in \omega(u) \) and let \( \tilde{F} = \lim_{t \to \infty} F(u(t)) = F(\tilde{u}) \) and \( \theta \) be the Lojasiewicz exponent at \( \tilde{u} \). Since the argument is the same with the proof of Theorem 1.7, we conclude the proof by showing the following calculation,

\[
-\frac{d}{dt}\left( \tilde{F} - F(u(t)) \right) = (\tilde{F} - F(u(t)))^{1-\theta} \langle \nabla F(u), u' \rangle \\
\geq \sigma (\tilde{F} - F(u(t)))^{1-\theta} \| \nabla F(u) \|_\mathcal{H} \| u' \|_\mathcal{H} \\
\geq \sigma C \| u' \|_\mathcal{H}.
\]

\( \square \)

Instability of constant solutions. Note that \( \tilde{u} \) is a constant satisfying \( L\tilde{u}^{p+1} = 1 \), \( \tilde{u} \) is a fixed point of (60) as well as (47). So as we did in Theorem 6.5, we can find a perturbation \( \phi \) at \( \tilde{u} \) such that \( F(\tilde{u} + \phi) > F(\tilde{u}) \).

Indeed, at \( \tilde{u} \)

\[
D^2 F(\tilde{u})(v) = e^{-\frac{2p}{p+1}\tilde{u}^{2p-2}}(\epsilon p v_{xx} + pK * v - \frac{2p}{L} \int_{T_L} v dy - v).
\]

(71)

Note that, the constant function \( \mathbf{1} \) is an eigenvector with negative eigenvalue,

\[
D^2 F(\tilde{u})(\mathbf{1}) = -e^{-\frac{2p}{p+1}\tilde{u}^{2p-2}}(p + 1) \mathbf{1}.
\]

It is easy to see that the invariant manifold \( \mathcal{M} \) attracts the solutions.

For the perturbations in the tangent manifold at \( \tilde{u} \), i.e., \( T_{\tilde{u}} \mathcal{M} = \{ \phi \in \mathcal{V} : \int_{T_L} \phi dx = 0 \} \),

\[
D^2 F(\tilde{u})(\phi) = e^{-\frac{2p}{p+1}\tilde{u}^{2p-2}}(\epsilon p \phi_{xx} + pK * \phi - \phi).
\]

(72)

Let \( \phi_n(x) = \cos(\lambda_n x) \) where \( \lambda_n = \frac{2n\pi}{L} \) then

\[
D^2 F(\tilde{u})(\phi_n) = e^{-\frac{2p}{p+1}\tilde{u}^{2p-2}}(-\epsilon p \lambda_n^2 + p\tilde{K}(\lambda_n) - 1) \phi_n.
\]

So for small enough \( \epsilon \), \( D^2 F(\tilde{u}) \) have positive eigenvalues, which shows the instability of the constant solution \( \tilde{u} \).

In conclusion, we have the following convergence result to a nontrivial equilibrium.

Theorem 7.3. For large enough \( L > 0 \) there exist small enough \( \epsilon > 0 \) and \( \delta > 0 \) such that the solution \( u(t) \) of (60) with the initial \( u_0 = \tilde{u} + \delta \cos(\frac{2\pi}{L} x) \), with \( L^{p+1} \)-normalization if needed, converges to a nontrivial equilibrium.
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