Consistency of effective field theory analyses of the BOSS power spectrum
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We assess the robustness of ΛCDM results from the full-shape analysis of BOSS power spectrum using the one-loop prediction of the effective field theory of large-scale structure (EFTofLSS). In former EFT analyses, the two public likelihoods PyBird and CLASS-PT lead to results in agreement only at the 1σ level, which may appear unsatisfactory given that they are derived from the same BOSS dataset and the same theory model. To identify the origin of the difference, we perform a thorough comparison of the various analyses choices made between the two pipelines. We find that most of the difference can be attributed to the choices of prior on the EFT parameters, dubbed “West-coast” (WC) prior and “East-coast” (EC) prior, respectively associated to PyBird and CLASS-PT. In particular, because posterior are non-Gaussian, projection effects from the marginalization over the EFT parameters shift the posterior mean of the cosmological parameters with respect to the maximum a posteriori up to ∼1σ in the WC prior and up to ∼2σ in the EC prior. Additionally, we quantify that maximum a posteriori cosmological parameters extracted from BOSS given the two prior choices are consistent at ≲1σ. The consistency improves to ≲0.4σ when doubling the width of both priors. While this reveals that current EFT analyses are subject to prior effects, we show that cosmological results obtained in combination with CMB, or from forthcoming large-volume data, are less sensitive to those effects. In addition, we evaluate the impact on the cosmological constraints from various BOSS power-spectrum measurements. While we find broad agreements across all pre-reconstructed measurements considered (< 0.6σ), we show that the two available BOSS post-reconstructed measurements in Fourier space, once combined with the EFT full-shape analysis, lead to discrepant Hubble parameter H₀ at ∼0.9σ. Finally, given the various effects we discuss, we argue that the clustering amplitude σ₈ measured with BOSS is not in statistical tension with that inferred from Planck under ΛCDM.

I. INTRODUCTION

In recent years, developments of the one-loop prediction of the galaxy power spectrum in redshift space from the effective field theory of large-scale structures (EFTofLSS)1–7 have made possible the determination of the ΛCDM parameters from the full-shape analysis of SDSS/BOSS data8 at precision higher than that from conventional BAO and RSD analyses, and even comparable to that of CMB experiments. This provides an important consistency test for the ΛCDM model, while providing competitive constraints on models beyond ΛCDM (see, e.g., Refs. 9–29). These analyses were also recently extended to the inclusion of the BOSS bispectrum analyzed at the one-loop level11,30.

In this paper, we perform a thorough comparison of the cosmological constraints derived from the full-shape analysis of BOSS power spectrum from the EFTofLSS, in order to assess the consistency of the various analyses presented in the literature. Indeed, a proper comparison between these various analyses is still lacking, and the implication for the robustness of the constraints has yet to be established. The EFT implementation and BOSS data we will focus on in this study are packaged in the PyBird likelihood, based on the EFT prediction and likelihood from PyBird12 and the CLASS-PT likelihood, based on the EFT prediction from CLASS-PT31 and likelihood from Ref. 17. Cosmological constraints in ΛCDM obtained from these two likelihoods for the BOSS full-shape analysis with a big-bang nucleosynthesis (BBN) prior were originally presented in Ref. 15 and Ref. 17. While results are in broad agreement, differences occur at the 1σ level between the two approaches, in particular on the primordial power spectrum amplitude A_s and the cold dark matter density ω₉₀cdm, that can
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1 See also the introduction footnote in, e.g., [1] for relevant related works on the EFTofLSS.
2 https://github.com/pierrexyz/pybird
3 https://github.com/michalychforever(CLASS-PT)
4 https://github.com/oliverphilcox/full_shape_likelihoods
have an impact on the variance of matter fluctuations on a $8h^{-1}$Mpc scale, $\sigma_8$. As a result, the level of the tension on the $S_8 \equiv \sigma_8(\Omega_m/0.3)^{0.5}$ parameter compared to the CMB prediction can vary between these analyses, from mild to insignificant. This is particularly relevant to understand the scale-dependence of the growing “$S_8$ tension” \cite{2017PhRvL.119p1301B,2017PhRvL.119u1301B}. Moreover, it casts some doubts on the robustness (and potentially on the validity) of the constraints derived on ΛCDM (and extensions) from the EFToLSS applied to BOSS data.

In this work, we aim at understanding what drives the differences seen at the level of the posteriors of the cosmological parameters. There are several analyses choices that differ between the two pipelines, from the choice of prior on the EFT parameters, for which several prescriptions have been suggested in the literature, to the BOSS measurements themselves. Specifically, we ask: (i) How sensitive are cosmological constraints derived from the full-shape analysis of BOSS power spectrum to those effects?; (ii) How do the various BOSS data measurements used in previous full-shape analysis, that are obtained with different estimators, split in different redshift bins, or combined with various post-reconstructed measurements, impact the cosmological results?

To answer those questions, we perform a series of analyses of the BOSS full-shape data, varying one-by-one (in order of importance) the prior choices, the BOSS measurements used (full-shape and post-reconstructed BAO parameters), the scale cuts and the number of multipoles included. Importantly, we find that cosmological constraints are sensitive to the choice of prior on the EFT parameter space, and the two different choices of prior used in the PyBird and CLASS-PT analyses drive most of the differences in the results. On the other hand, the different BOSS full-shape measurements leads to at most 0.6σ difference among all cosmological parameters, while the different post-reconstructed BAO measurements can affect constraints by up to 0.9σ. Yet, when the choices of prior and data are the same, we show that the two pipelines agree at better than 0.2σ, which consists in an important validation check of the two public likelihoods available.

For all analyses in this paper, we work within ΛCDM.\footnote{By multipoles, we refer to the Legendre polynomial $L_\ell$ decomposition in multipoles $P(\ell)(k)$ of the 3D power spectrum $P(k, \mu)$, i.e., $P(k, \mu) = \sum_\ell L_\ell(\mu)P(\ell)(k)$, where $k$ is the norm of the mode $k$ and $\mu$ is the cosine of its angle with the line-of-sight. In this work we consider multipoles restricted to the first even ones, namely $\ell = \{0, 2\}$ (the monopole and the quadrupole), or $\ell = \{0, 2, 4\}$ (including also the hexadecapole).} Except when combined with Planck \cite{2016A&A...594A..13P}, we impose a Gaussian prior on $\omega_c \sim \mathcal{N}(0.02268, 0.00038)$.\footnote{In a companion paper \cite{2017JCAP...05..036B}, we explore the impact within a popular extension of ΛCDM suggested to resolve the Hubble tension \cite{2017JCAP...07..015J,2017JCAP...07..034W}, namely early dark energy \cite{2016JCAP...04..044S}.} We scan over the physical dark matter density $\omega_{cdm}$, the reduced Hubble constant $h$, the log-amplitude of the primordial fluctuations $\ln(10^{10} A_s)$, and the spectral tilt $n_s$, with large flat prior. We fix the total neutrino mass to minimal following Planck prescription \cite{2016A&A...594A..13P}. We sample our posteriors using the Metropolis-Hasting algorithm in MontePython \cite{2016A&C....18...79F} with convergence given by the Gelman-Rubin criterion $R-1 < 0.01$. Finally, we extract the maximum a posteriori (MAP) parameters from the procedure highlighted in appendix of Ref. \cite{2017JCAP...05..036B}, and triangle plots are produced using GetDist \cite{2016A&C....18...79F}.

Our paper is organized as follows. In Sec. \ref{sec:eft_priors} we review the two prior choices on the EFT parameters used in previous analyses with the two aforementioned likelihoods, and discuss the various prior effects at play in the determination of the cosmological parameters from the Bayesian analysis. In Sec. \ref{sec:fullshape_comparison} we assess the impact from those prior choices on the cosmological constraints from the EFT analysis of BOSS power spectrum. We scrutinize the impacts given various BOSS data measurements of the pre-reconstructed two-point functions in Sec. \ref{sec:comparison_pre_reconstructed} and of the post-reconstructed ones in Sec. \ref{sec:comparison_post_reconstructed}. Finally, we summarize our findings and conclude in Sec. \ref{sec:conclusions}. In App. \ref{app:likelihoods} we quantify the (minor) differences introduced due to choices of scale cuts and number of multipoles included in the analyses. For completeness, we provide a comparison of the two likelihoods in their respective baseline configurations in App. \ref{app:baseline_lik}.

\section{The Role of EFT Priors} \label{sec:eft_priors}

The one-loop prediction to the galaxy power spectrum in redshift space depends on a number of EFT parameters. Those are marginalized over in order to obtain constraints on the cosmological parameters. There are various ways that the EFT prediction can be parametrized, but all are equivalent at the one-loop order, in the sense that they are simply changes of basis (i.e., linear transformations) of each others. However, differences can appear at the level of the posteriors, as soon as one needs to impose priors on the EFT parameters. There are two effects that can arise from the choice of priors. Let us give a precise definition for a given parameter $\Omega$ of interest (a cosmological parameter) and one nuisance “EFT” parameter $c$. The generalization to more parameters is straightforward. Considering a Gaussian prior $e^{-\frac{1}{2}(c/\sigma)^2}$ on $c$, we identify the following effects on the 1D posterior of $\Omega$:

- \textbf{The prior weight effect:} this refers to how much the prior is weighting in the likelihood given that the true value of $c$ will be different than the central value of our prior: $e^{-\frac{1}{2}(\hat{c}-\bar{c})/\sigma)^2}$, with $\hat{c}$ the true value. This can lead to a shift of the most-likely value of $\Omega$ away from its true value.

- \textbf{The prior volume projection effect:} this refers to the marginalization integral over $c$ given its prior:

5 This prior is inspired from BBN experiments \cite{2017JCAP...05..036B}, based on the theoretical prediction of \cite{2017JCAP...07..015J}, the experimental Deuterium fraction of \cite{2017JCAP...07..034W} and the experimental Helium fraction of \cite{2016JCAP...04..044S}.
FIG. 1. Comparison of ΛCDM results (1D and 2D credible intervals) from the full-shape analyses of BOSS power spectrum using the PyBird likelihood or the CLASS-PT likelihood. Here we use the same data measurements, $P_{2\ell}/z^3$ as specified in Tab. IV, and same analysis configuration: we fit two multipoles, $\ell = 0, 2$, and use $k_{\text{max}} = 0.20/0.25 h$ Mpc$^{-1}$ for the $z_1/z_3$ redshift bins. Given the same prior choice, the EC prior, we reproduce from the PyBird likelihood the results from the CLASS-PT likelihood to very good agreement (see blue and red posteriors): we obtain shifts $\lesssim 0.2\sigma$ on the means and the errors bars similar at $\lesssim 15\%$. Given that the two pipelines have been developed independently, this comparison provides a validation check of their implementation. In contrast, the WC and the EC prior choices lead to substantial differences on the 1D marginalized posteriors (see black and blue posteriors). The gray bands on the 1D posteriors are centered on the results obtained with the WC priors. The MAP (depicted by the crosses) are however in better agreement.
\[ \int dc e^{-\frac{1}{2}(c-\bar{c})^2} \ldots \] As the likelihood will be a function of \( \Omega \) and \( c \), that usually enter in the model not just linearly but also as \( \Omega \times c \), etc., the posterior of \( \Omega \) will be non-Gaussian. The effect is a shift of the mean of \( \Omega \) away from its most-likely value.

Here, we quantify the impact on the inferred cosmological parameters that different choices in the prior of the EFT parameters can have upon marginalization.

### A. The two EFT priors

There has been several prescriptions for the EFT parameter priors that have been suggested in the literature. Generally, one would like to keep EFT parameters within physical range, such that the one-loop contributions cannot be larger than the tree-level part given the perturbative nature of the EFT of LSS. The simplest way to implement this requirement is to ask the EFT parameters controlling the loop contributions to be \( \sim \mathcal{O}(b_1) \), where \( b_1 \) is the linear bias.

We here compare two choices of prior on the EFT parameters made in the original analyses with the PyBird likelihood and the CLASS-PT likelihood. Following Ref. [47], we dub those prior choices “West coast” (WC) prior and “East coast” (EC) prior, respectively.

#### a. WC prior:

The WC prior is designed to encompass the region physically-allowed by the EFT of LSS [5]. For each sky-cut, we assign one set of EFT parameters, and impose the following priors to keep them within physical range [13]:

- \( b_1 \sim \text{flat } [0, 4] \),
- \( c_2 = (b_2 + b_4)/\sqrt{2} \sim \text{flat } [-4, 4] \),
- \( \{b_3, c_{ct}, 2c_{r,1}, c_{e,0}, c_{e,2}\} \sim \mathcal{N}(0, 2) \),
- \( \{c_4 = (b_2 - b_4)/\sqrt{2}, c_{r,2}, c_{e,1}\} \sim 0 \),

where \( \mathcal{N}(m, \sigma) \) is a Gaussian prior centered on \( m \) with a standard deviation \( \sigma \). Here \( b_1 \) is the linear bias and \( b_2, b_3, b_4 \) are the nonlinear EFT of LSS biases [5] [48] [49].

\( c_{ct} \) is dark-matter / higher-derivative counterterm coefficient appearing in front of \( \sim k^2/k_M^2 P_{\text{lin}}(k) \) [3] [5]. \( c_{r,1}, c_{r,2} \) are the counterterm coefficients renormalizing products of velocity operators appearing the expansion of the density field in redshift space \([6, 7, 50]\), that are appearing in front of \( \sim k^2/k_R^2 P_{\text{lin}}(k) \). \( c_{e,0}, c_{e,1}, c_{e,2} \) are the stochastic term coefficients [7] respectively of the shot noise \( \bar{n}^{-1} \), monopole \( \sim k^2/k_M^2 \), and quadrupole \( \sim k^2/k_M^2 \). The renormalization scales are measured to be \( k_{\text{NL}} = k_{M} = 0.7h\text{Mpc}^{-1} \) and \( k_R = 0.35h\text{Mpc}^{-1} \) [50], and the mean galaxy density is set to \( \bar{n} = 4 \cdot 10^{-4}(\text{Mpc}/h)^3 \). The EFT parameters set to 0 have too low signal-to-noise ratio to be measured from BOSS two-point function (namely, \( c_4 \) and \( c_{e,1} \)), or are degenerate with already present EFT parameters when using only two multipoles (namely \( c_{r,2} \)) [9] [10]. In total, the WC prior consists of 9 EFT parameters per sky-cut when fitting two multipoles, and 10 when fitting three multipoles.

#### b. EC prior:

The EC prior is motivated by the coevolution model and simulations [51] (and see Refs. therein). The basis of galaxy biases \{\( b_1, b_2, b_2, b_{r_3} \} \) developed in Ref. [72] is related to the EFT of LSS basis as (see, e.g., [52]):

\[
\begin{align*}
  b_1 &= \tilde{b}_1, \\
  b_2 &= \tilde{b}_1 + \frac{7}{2} b_{\varphi_2}, \\
  b_3 &= \tilde{b}_1 + 15 b_{\varphi_2} + 6 b_{r_3}, \\
  b_4 &= \frac{1}{2} b_2 - \frac{7}{2} b_{\varphi_2}.
\end{align*}
\]

As for the counterterms and the stochastic terms, although almost all scaling functions are present in the two priors, there are differences in their definition, leading to differences in their prior. In particular, in the EC prior, \( k_M \) or \( k_R \) are absorbed in the definition of the counterterm coefficients \( c_0, c_2, c_4 \), while \( k_{\text{NL}}^{-0.2} \bar{n}^{-1} \) appears explicitly in front of their \( k^2/k_M^2 \) stochastic terms, with choice \( k_{\text{NL}} = 0.45h\text{Mpc}^{-1} \) and \( \bar{n} \approx 3 \cdot 10^{-4}(\text{Mpc}/h)^3 \). Furthermore, the EC prior also includes in their baseline a next-to-next-leading order term \( \sim \tilde{c}^2 P_{\text{lin}}(k) \). The EC prior on the EFT parameters consists of [17]:

- \( \tilde{b}_1 \sim \text{flat } [0, 4] \),
- \( \{b_2, b_{\varphi_2}\} \sim \mathcal{N}(0, 1), b_{r_3} \sim \mathcal{N}(\frac{23}{42}(b_1 - 1), 1) \),
- \( c_0/[\text{Mpc}/h]^2 \sim \mathcal{N}(0, 30), c_2/[\text{Mpc}/h]^2 \sim \mathcal{N}(30, 30), c_4/[\text{Mpc}/h]^2 \sim \mathcal{N}(0, 30) \),
- \( \{c_{e,0}, c_{e,1}, c_{e,2}\} \sim \mathcal{N}(0, 2) \),
- \( \tilde{c}/[\text{Mpc}/h]^4 \sim \mathcal{N}(500, 500) \).

As for the counterterms and the stochastic terms, although almost all scaling functions are present in the two priors, there are differences in their definition, leading to differences in their prior. In particular, in the EC prior, \( k_M \) or \( k_R \) are absorbed in the definition of the counterterm coefficients \( c_0, c_2, c_4 \), while \( k_{\text{NL}}^{-0.2} \bar{n}^{-1} \) appears explicitly in front of their \( k^2/k_M^2 \) stochastic terms, with choice \( k_{\text{NL}} = 0.45h\text{Mpc}^{-1} \) and \( \bar{n} \approx 3 \cdot 10^{-4}(\text{Mpc}/h)^3 \). Furthermore, the EC prior also includes in their baseline a next-to-next-leading order term \( \sim \tilde{c}^2 P_{\text{lin}}(k) \). The EC prior on the EFT parameters consists of [17]:

- \( \tilde{b}_1 \sim \text{flat } [0, 4] \),
- \( \{b_2, b_{\varphi_2}\} \sim \mathcal{N}(0, 1), b_{r_3} \sim \mathcal{N}(\frac{23}{42}(b_1 - 1), 1) \),
- \( c_0/[\text{Mpc}/h]^2 \sim \mathcal{N}(0, 30), c_2/[\text{Mpc}/h]^2 \sim \mathcal{N}(30, 30), c_4/[\text{Mpc}/h]^2 \sim \mathcal{N}(0, 30) \),
- \( \{c_{e,0}, c_{e,1}, c_{e,2}\} \sim \mathcal{N}(0, 2) \),
- \( \tilde{c}/[\text{Mpc}/h]^4 \sim \mathcal{N}(500, 500) \).

In total, the EC prior consists of 11 EFT parameters per sky-cut when fitting two multipoles, and an extra one, \( c_4 \), when fitting three multipoles.

### B. Prior weight and volume projection effects

As mentioned above, the two basis are merely linear combinations of the other ones. However, we stress that the two prior choices are not equivalent, for two reasons.

---

8 Notice that when we perform checks adding the hexadecapole, we then free \( c_{r,2} \) with a prior \( \sim \mathcal{N}(0, 2) \) as the degeneracy is broken.
First, given the definition above, the allowed ranges of variation are not equivalent. As a result, they can lead to different prior weight effect (on the likelihood of the cosmological parameters of interest) as defined previously. This raises two important questions regarding the prior choice and the prior weight effect: Is one prior choice more restrictive (i.e., more informative) than the other one? How significantly does the prior choice disfavor physically-allowed region, and lead to potential bias in the measured cosmological parameters?

Second, the metric on the parameter space is different: although one can go from one basis to the other through linear transformations, we do not keep the Jacobians of the transformations, i.e., the integral measures that enter in the marginalization. If the posteriors are Gaussian, e.g., in the limit where the parameters are well determined, this is not so much an issue. However, in our case, the posteriors are non-Gaussian. This is obvious in the case of the cosmological parameters, but it is also the case for EFT ones, as for example $b_1$ enters quadratically in the prediction. In fact, even the EFT parameters that enter at most linearly in the prediction, and thus quadratically in the likelihood, do not lead to Gaussian posteriors as they often (if not always) correlate with other parameters, such as $b_1$, $A_s$, etc. Given the relatively large number of EFT parameters to marginalize over, this might lead to a rather large prior volume projection effect that affects the marginalized posteriors, as defined previously. Given the non-Gaussianity of the posteriors, a natural question to ask is therefore: do the differences in the parametrization, producing effectively different integral measures upon marginalization, lead to discrepancies on the measured value of the cosmological parameters?

In the following, we perform a detailed analysis to address those issues.

### C. Pipeline validation check

Before comparing the results from the two prior choices, let us first present an important check. To test the validity of the two pipelines, we implement in the PyBird likelihood the EC prior. On the same data and at same configuration (same number of multipoles and same $k_{\text{max}}$), we obtain the posteriors shown in Fig. 1 (see also Fig. 8 of App. A for the equivalent analyses with three multipoles). The residual differences are $\lesssim 0.2\sigma$ on the 1D posteriors of the cosmological parameters. Beyond serving as validation check of those two pipelines built independently, this also means that the different IR-resummation schemes, that differ at the two-loop level, are indeed not leading to appreciable shifts in the posteriors, as expected from the size of theory error (compared to BOSS error bars) at the scales we analyze.  

| Parameter | WC pr. | EC pr. | WC pr. $\times 2$ | EC pr. $\times 2$ |
|-----------|--------|--------|------------------|------------------|
| $h$       | 0.6893 | 0.6861 | 0.6865           | 0.6850           |
| $\omega_{c,dm}$ | 0.1243 | 0.1253 | 0.1254           | 0.1277           |
| $\ln(10^{10} A_s)$ | 2.980 | 2.894 | 2.926            | 2.915            |
| $n_s$     | 0.941  | 1.011  | 0.913            | 0.944            |
| $\Omega_m$ | 0.3107 | 0.3158 | 0.3155           | 0.3219           |
| $\sigma_8$ | 0.7979 | 0.7891 | 0.7718           | 0.7848           |
| $S_8$     | 0.8120 | 0.8096 | 0.7915           | 0.8129           |

| $b_1$     | 1.977  | 1.962  |                  |                  |
| $c_2$     | 0.4058 | -      | -0.0478          | -                |
| $c_4$     | -      | -      | 3.999            | -                |
| $b_3$     | 0.7003 | -      | -1.567           | -                |
| $c_{4,0}$ | -0.2901| -      | 0.0927           | -                |
| $c_{r,1}$ | -0.6575| -      | 1.246            | -                |
| $c_{0,0}$ | 1.706  | -      | 2.131            | -                |
| $c_{1,1}$ | -      | -      | 3.919            | -                |
| $c_{2,2}$ | -0.3780| -      | 0.1944           | -                |
| $c/[\text{Mpc}/h]^4$ | -    | -      | 134.3            | -                |

| $b_1$     | -      | 2.181  | 2.038            |                  |
| $b_2$     | -      | -1.382 | -2.725           | -                |
| $b_{c2}$  | -      | 0.0977 | -0.2013          | -                |
| $b_{c3}$  | -      | 0.0571 | -0.3848          | -                |
| $c_0/[\text{Mpc}/h]^2$ | -  | 19.06  | 23.27            | -                |
| $c_2/[\text{Mpc}/h]^2$ | - | 43.88  | 36.07            | -                |
| $c_{0,0}$ | -0.3509| -      | 0.5684           | -                |
| $c_{e,1}$ | -0.0440| -      | 0.4738           | -                |
| $c_{e,2}$ | 0.6255 | -      | 0.4041           | -                |
| $C/[\text{Mpc}/h]^4$ | - | 160.3  | 111.5            | -                |

| $\chi_{\text{min}}$ | 352.6 | 343.7 | 336.0 | 336.4 |
| $N_{\text{data}}$   | 344   |       |       |       |

TABLE I. MAP of the cosmological parameters and EFT parameters corresponding to the analyses of Fig. 1 obtained either with the WC or the EC prior. For clarity, we only show the EFT parameters associated to the NGC $z_3$ sky-cut. We also report the associated effective $\chi^2$ values. Here we quote the MAP, as defined in the main text, which is not the values obtained maximizing the likelihood where the EFT parameters that enter the model linearly are marginalized over analytically. The MAP can be obtained with such likelihood (see also Ref. [1]), but it is not sufficient to simply maximize this likelihood.

---

$^9$ PyBird implements the original IR-resummation scheme proposed in Ref. [4], generalized to redshift space in Ref. [52], and made numerically practical in Ref. [12]. In this approach, the bulk displacements are resummed directly on the full shape, and higher-order terms that are neglected are proven to be small at each order in perturbations [4] (see also [55]). CLASS-PT implements instead the IR-resummation scheme proposed in Ref. [56], and generalized to redshift space in Ref. [57]. This alternative scheme has been shown to be an approximation of the former one in Ref. [58], where one consider only the resummation of the bulk displacements around the BAO peak, $r_{BAO} \sim 110 \text{Mpc}/h$. For this scheme to be made practical, one further relies on a wiggle-no-wiggle split procedure to isolate the BAO part. These approximations were shown to be smaller than the two-loop contribution in Ref. [52].
FIG. 2. Same figure as the top panel of Fig. [4] but this time increasing the allowed prior width for the EFT parameters by a factor of two. The shifts between the mean and the MAP are \(\lesssim 1.4\sigma\) for the WC prior and \(\lesssim 2.7\sigma\) for the EC prior. This should be compared with the shifts we obtain for the usual EFT prior width, namely \(\lesssim 1.2\sigma\) for the WC prior and \(\lesssim 2.0\sigma\) for the EC prior.

TABLE II. A summary of prior volume projection effects on the posterior mean: distance of the mean from the MAP. \(\sigma\) is taken as the 68\% C.L. error bars. The number in parenthesis give the distance when multiplying the prior width by two.

| Parameter | WC (\(\rightarrow\) Pr. \(\times 2\)) | EC (\(\rightarrow\) Pr. \(\times 2\)) |
|-----------|-----------------------------------|-----------------------------------|
| \(h\)     | \(0.4\sigma \rightarrow 0.4\sigma\) | \(0.8\sigma \rightarrow 1.1\sigma\) |
| \(\omega_{cdm}\) | \(-0.6\sigma \rightarrow -0.4\sigma\) | \(1.0\sigma \rightarrow 1.3\sigma\) |
| \(\ln(10^{10}A_s)\) | \(-1.2\sigma \rightarrow -1.1\sigma\) | \(-1.3\sigma \rightarrow -2.4\sigma\) |
| \(n_s\)   | \(-0.7\sigma \rightarrow -0.6\sigma\) | \(-1.3\sigma \rightarrow -1.6\sigma\) |
| \(\Omega_m\) | \(0.5\sigma \rightarrow 0.3\sigma\) | \(0.8\sigma \rightarrow 1.1\sigma\) |
| \(\sigma_8\) | \(-1.2\sigma \rightarrow -1.3\sigma\) | \(-2.0\sigma \rightarrow -2.7\sigma\) |
| \(S_8\)   | \(-1.0\sigma \rightarrow -1.3\sigma\) | \(-1.8\sigma \rightarrow -2.3\sigma\) |

TABLE III. A summary of prior weight effects on the MAP: distance \((X^{\text{WC}} - X^{\text{EC}})\) between the MAP obtained with the WC and EC prior in units of \(\sigma\), the average of the 68\%-CL error bars derived from the two priors. The number in the right column give the distance when multiplying the prior width by two.

| Parameter | \(\Delta X\) (MAP) | \(\rightarrow\) Pr. \(\times 2\) |
|-----------|-------------------|-------------------------------|
| \(h\)     | \(0.2\sigma \rightarrow 0.1\sigma\) | |
| \(\omega_{cdm}\) | \(-0.1\sigma \rightarrow -0.2\sigma\) | |
| \(\ln(10^{10}A_s)\) | \(0.5\sigma \rightarrow 0.1\sigma\) | |
| \(n_s\)   | \(0.9\sigma \rightarrow -0.4\sigma\) | |
| \(\Omega_m\) | \(-0.2\sigma \rightarrow -0.3\sigma\) | |
| \(\sigma_8\) | \(0.2\sigma \rightarrow -0.3\sigma\) | |
| \(S_8\)   | \(0.1\sigma \rightarrow -0.4\sigma\) | |

III. IMPACT OF EFT PRIORS IN \(\Lambda\) CDM

A. Highlighting the role of the priors

To illustrate the impact of the prior choice, we compare the marginalized posteriors of the cosmological parameters within \(\Lambda\) CDM obtained with one or another prior choice (WC or EC), using the exact same data measurements, at the exact same scale cut and number of multipoles. In Fig. 1 we show the results when analyzing \(P_{\text{quad}}^{z_1/z_2}\) as specified in Tab. IV with the same analysis configuration, namely we fit two multipoles, \(\ell = 0, 2\), and use \(k_{\text{max}} = 0.20/0.25h\text{Mpc}^{-1}\) for the \(z_1/z_3\) redshift bins. Additional comparisons with different data configurations are provided in App. A Figs. 8 and 9.

Let us quote the largest shifts for two analysis configurations:

- Fitting \(\ell = 0.2\) at \(k_{\text{max}} = 0.25h\text{Mpc}^{-1}\) in \(z_3\) (i.e., the PyBird native configuration), we find differences \(< 0.5\sigma\) on all cosmological parameters between the two likelihoods, except larger ones on \(\ln(10^{10}A_s)\), \(\sigma_8\), and \(S_8\), of 1.2\sigma, 1.1\sigma and 0.9\sigma.

- Fitting \(\ell = 0, 2, 4\) at \(k_{\text{max}} = 0.20h\text{Mpc}^{-1}\) in \(z_3\) (i.e., the CLASS-PT native configuration), we find differences \(< 0.5\sigma\) on all cosmological parameters between the two likelihoods, except larger ones on \(\ln(10^{10}A_s)\), \(\Omega_m\), \(\sigma_8\) and \(S_8\), of 1.2\sigma, 0.7\sigma, 1\sigma, and 0.7\sigma.

This shows that the choice of prior on the EFT parameters can lead to differences in the posteriors. These can arise either from prior weights, in the sense that the allowed ranges are informing (potentially disfavoring) the “true” value that the EFT parameters want to take; or the prior volume lead to important projection effects, given the large number of EFT parameters that we marginalize over.

a. Prior volume projection effects. One way to estimate the prior volume projection effects is to compare the MAP values in Tab. II to the 68\%-credible intervals in Fig. 1. We summarize those shifts in Tab. II. In particular, one can compute the shifts of the mean to the MAP, where the MAP is (by definition) not affected by prior volume projection effects. Here we refer to the “MAP” as the most likely value obtained by maximizing the likelihood of the data together with a conditional probability distribution given by the prior chosen for the EFT (nuisance) parameters. We stress that to obtained such MAP, the nuisance parameters are not marginalized over, i.e., they are not integrated over given their prior probability distribution.
With the EC prior, we find for some cosmological parameters that the MAP values are not lying within the 68%-credible intervals: for example, we find shifts of \( \sim 2\sigma \) on \( \ln(10^{10} A_s) \), \( \sigma_8 \), or \( S_8 \). When the WC prior, we find that the MAP and the mean are consistent at \( \lesssim 1.2\sigma \) for all cosmological parameters. These shifts are particularly relevant when assessing the level of tension with the \( \sigma_8 \) and \( S_8 \) measurements from Planck. While it might appear that \( \sigma_8 \) measured from EFTBOSS data are systematically lower than those deduced from Planck under \( \Lambda \)CDM, we find here that a large part of the apparent tension comes from a projection effect that shift the \( \sigma_8 \) value by \( 1.2\sigma \) and \( 2\sigma \) for the WC and EC prior respectively compared to the MAP (and by a similar amount for \( S_8 \)). In fact, the MAP we derived for both priors (see Tab. II) is in very good agreement with the reconstructed value from Planck TTTEEE+lowE+lensing under \( \Lambda \)CDM, \( \sigma_8 = 0.8111 \pm 0.0060 \) [59].

Finding smaller prior volume projection effects with the WC prior than with the EC prior is consistent with the fact that the prior widths for the EFT parameters are, in general, slightly more restrictive in the WC prior than in the EC prior (see discussion in Sec. II). To further demonstrate the prior volume effect, we increasing the prior widths for the EFT parameters by a factor of two. One can see from Fig. 2 and Tab. I that the prior volume projection effects grow as expected: the mean-to-MAP distances are now up to \( \sim 1.3\sigma \) with the WC prior and up to \( \sim 2.7\sigma \) with the EC prior, with \( \sigma_8 \) suffering again from the largest projection effect. A similar analysis was recently performed in Ref. [26] in the context of \( \Lambda \)CDM and a model of dark energy with a free-to-vary equation of state \( w \) and interaction rate with dark matter. Working with the EC priors defined above, they show that broadening the width of the priors can strongly affect posteriors distributions of cosmological parameters, in good agreement with our findings. A more complete diagnosis would be to look at the profile likelihoods, that are however computationally challenging to obtain. We discuss this frequentist approach in Sec. III.B

\textbf{b. Prior weight effects.} One simple way to quantify the effect due to the prior weight is to consider the MAP from the two prior choices, given in Tab. I. Indeed, these are not affected by the projection effects discussed above, which only occur when performing the marginalization integrals over the EFT parameters (within their priors), and therefore are mostly biased by the prior weight effect (barring computational errors / inaccuracies).

In Tab. II, we quantify the consistency between the most-likely values of all cosmological parameters \( X \) derived with the two prior choices (EC or WC), by computing the distance \( (X^{\text{EC}} - X^{\text{WC}})/\sigma \), where \( \sigma \) is taken as the average of the 68%-CL error bars derived from the two priors. One can see that they are different at \( \lesssim 1\sigma \), with the largest difference being for \( n_s \). It is also informative to compare the min \( \chi^2 \) values, in order to check whether the fit is acceptable for both priors. From Tab. II we see that with the EC prior, the \( \Lambda \)CDM model leads to a slightly better min \( \chi^2 \) at \( \Delta \chi^2 \sim 9 \) than with the WC prior, but also introduces 2 extra free parameters per sky-cut. Assuming all data points and parameters to be uncorrelated, we estimate that both prior choices lead to a comparable goodness-of-fit, with a \( p \)-value \( \approx 5\% \).

Finally, to further demonstrate the role of the prior in informing the determination of the cosmological parameters, we enlarge the allowed range for the EFT parameters in both prior choices by a factor of two. [7] We now find that the min \( \chi^2 \) values are comparable: 336.0 and 336.4 from the WC and EC prior, respectively, with corresponding \( p \)-values \( \approx 7\% \). More importantly, the most-likely values of the cosmological parameters are now compatible at \( \lesssim 0.4\sigma \) (compared to \( \lesssim 1\sigma \) before enlargement).

\textbf{c. Summary:} On the one hand, we have shown that prior volume projection effects lead to shifts up to \( \sim 1\sigma \) and \( \sim 2\sigma \) on the posterior means from the WC and EC prior, respectively (see Tab. II). This effect is particularly noticeable in shifting downward the mean value of \( \sigma_8 \), which lead to an apparent small tension with Planck under \( \Lambda \)CDM (at \( 1.5\sigma \) and \( 2.5\sigma \) for the WC and EC prior respectively), compared to the MAP that is in good agreement with Planck at \( \lesssim 0.5\sigma \) for all prior choices. The prior weight effects, on the other hand, are responsible for differences in the most-likely values up to \( \sim 1\sigma \) between the two prior choices. Additionally, the \( \Lambda \)CDM model provides an acceptable description of the data regardless of the prior. Let us stress that the effects from the prior that we have found here are sizeable (with respect to the error bars) only because current data are of relatively small volume (and therefore larger statistical errors). In the following, we argue that those effects becomes less relevant as soon as more data are added in the cosmological analysis.

Before moving on, we make the following comment. One may wonder if the present study allows us to draw lesson on how to choose appropriately priors on the EFT parameters. We have demonstrated that the two EFT priors allow for the same maximal likelihood point once enlarged enough. This is expected since we stress again that the two parametrizations are equivalent, as they are

\[ \sim \]

\[ \text{In principle, it would be more accurate to estimate the consistency between the best-fits via a profile likelihood. We take the 68\%-credible intervals obtained from the posterior distribution as a simple proxy, although these are potentially affected by the projection effects mentioned above.} \]

\[ \text{For the WC prior, we also free } c_4 \text{ and } c_{6,1} \text{ with range } 4, \text{ and add the next-to-next leading redshift-space counterterm } \hat{c} \text{ as in the EC prior, such that the two priors have equivalent sets of associated theoretical predictions.} \]
related by a change of basis to each other: as such, once
the prior is large enough, the prior weight becomes negli-
gible with respect to the likelihood of the data, and the
maximal likelihood point is recovered. Therefore, one
possible criteria to choose the prior is to require that the
size of the one-loop contribution stays smaller than the
tree-level, such that the perturbative nature of the the-
ory is preserved. Progress in this direction are ongoing.
Nevertheless, we anticipate than none of the choice for
the EFT parameters satisfying such criteria will be im-
mune to the prior volume projection effects given BOSS
data volume. We therefore now move on to look at the
situation given larger data volume.

B. How to beat the prior weights and volume
effects

a. Forthcoming surveys data: While we have es-
ablished that effects from the prior are of utmost
importance for BOSS, one may ask whether these will
still be important given a larger data volume, e.g., from
forthcoming surveys such as DESI [60] or Euclid [61].
To answer this question, following Ref. [1], we measure
effect from the prior by fitting synthetic data generated
with our prediction on the MAP of the data. The results
are presented in Fig. 3 for the WC prior as well as for
the EC prior. For the volume of BOSS, one can see as
expected that the prior effects are important, as the
posterior means are far away from the truth, namely a
$\lesssim 1.2\sigma$ shift for the WC prior and a $\lesssim 2.0\sigma$
shift for the EC prior. However, by re-scaling the covariance
of BOSS by 16, which corresponds roughly to the volume
of the forthcoming galaxy surveys, one can see that the
prior effects are less important: the shifts of the
mean to the truth are now $\lesssim 0.5\sigma$ for the WC prior and
$\lesssim 0.7\sigma$ for the EC prior. There are several caveats to
this simple exercise. First, here we have simply rescaled
the covariance of BOSS, and used the synthetic data
generated from the MAP to BOSS data. These are far
from the specifications of forthcoming surveys in terms of
targeting, shot noise, redshifts, etc., although we
anticipate that this should not change the conclusions.
Maybe more importantly, keeping in mind that the
$k_{\text{max}}$ is determined as the highest scale at which the
theory error remains under control with respect to the
statistical error, the $k_{\text{max}}$ will presumably not be as high
for larger data volume. Therefore, the size of the error
bars seen in Fig. 3 are likely underestimated. This in
principle can allow for more effects from the prior, which
remain to be precisely quantified. We refer to App. C of
Ref. [47] as well as Ref. [50] for more realistic prospects
of the EFT analysis on a DESI-like surveys with the
WC prior. Finally, the forthcoming data will be cut
into very different redshift bins than the ones of BOSS.
If one assigns one set of EFT parameters per redshift
bin in the analysis, the thinner is the slicing, the bigger
the prior volume will get. If this becomes an issue, one
can imagine to be more informative, for example add
a correlation on the EFT parameters from one redshift
bin to another, given that one expects them to not be
so different. This effectively reduces the number
of EFT parameters to marginalize over, i.e., reduces
the prior volume and the associated projection
effects. We refer to Ref. [1] for a practical implementation
of such correlated prior in an EFT analysis of BOSS data.

b. Combining with CMB: In Fig. 4 we show
the combination of the EFT analysis of BOSS power
spectrum, using either the WC or the EC prior, with
Planck TTTEEE+lowE+lensing data [59]. The inclusion
of Planck data brings the two analyses into good
agreement: we observe at most shifts $\lesssim 0.5\sigma$
for the WC prior and $\lesssim 5\%$ for the EC prior. The
Planck data represents a considerable data volume with
respect to BOSS, such that it is not surprising that the
cosmological constraints are dominated by Planck.
As such, all prior effects observed earlier are then less prone
to bias the cosmological results.

c. Profile Likelihood: Although we have shown that
increasing the data volume, either from the survey or by
combining with CMB experiments, help to mitigate prior
effects, the question of how to extract reliable cosmologi-
cal summary statistics from smaller data volume remains.
One possibility is to go back to the frequentist approach:
instead of sampling the likelihood to obtain posteriors
that we then marginalize to get credible intervals, we can
simply look at the profile likelihoods and read the con-
fidence intervals. In the context of Planck CMB data,
Ref. [62] showed that the frequentist analysis yields sim-
ilar distribution as the Bayesian analysis within ACDM.
However, it as already been pointed out that this is not
necessarily the case for beyond-ΛCDM model, such as
early dark energy [63–65]. As we have illustrated, this
have several advantages over the Bayesian approach:
one is free to choose very agnostic prior, i.e., broad
prior ranges, thus avoiding potential bias from the prior
weight, without paying the price of being subject to large
prior volume projection effects, as the confidence inter-
vals are not derived upon marginalization. Some efforts
in this direction are in progress.

IV. COMPARISON OF BOSS MEASUREMENTS

On top of various EFT prior choices, there are var-
ious BOSS two-point function measurements (that can be)
used in full-shape analyses. Here, we present a de-
tailed comparison on the posteriors obtained from the
EFT analysis given various BOSS measurements. In par-
ticular, we ask what are the differences that can occur
given the various treatments of the window functions.
The characteristics of each measurements are listed in
Tab. IV, while a more in-depth description is available in
Sec. IV A. All analyses in this section are performed
Prior effects in current and forthcoming data

FIG. 3. ΛCDM results (1D and 2D credible intervals) from the same likelihood as Fig. 1, PyBird, but on noiseless synthetic data generated with the EFT prediction close to the MAP of BOSS. In particular, we use the same covariance as for the BOSS analysis, represented by $V_{\text{BOSS}}$. We perform this analysis either with the WC prior or the EC prior. The vertical lines represent the truth. For BOSS data volume, $V_{\text{BOSS}}$, we observe shifts in the 1D posteriors from the prior effects up to $\sim 1.2\sigma$ for the WC prior, and up to $\sim 2.0\sigma$ for the EC prior. For forthcoming survey-like data volume, $16 \times V_{\text{BOSS}}$, we see that the cosmological parameters are instead recovered at $\lesssim 0.5\sigma$ with the WC prior and $\lesssim 0.7\sigma$ with the EC prior.

using the same pipeline: same prior choice on the EFT parameters, same scale cuts, and same number of multipoles, to ensure that we are only sensitive to differences due to the various measurements under scrutiny.

A. Contenders

Here we compare four pre-reconstructed and two post-reconstructed two-point function measurements from the BOSS sample, summarized in Tab. IV:

- $P_{PBF}^{1z/cm}$: pre-reconstructed power spectrum measured for the full-shape analysis (abbreviated “FS” analysis in the following) presented in Ref. [15]. The corresponding window functions were consistently normalized with $Q_0(s \to 0) \sim 0.9$ at vanishing separation, matching the measurements normalization (see App. A of [27]).
- $\xi^{1z/cm}$: pre-reconstructed correlation function measured for the FS analysis presented in Ref. [15]. The correlation function estimator is free from window function effects.
- $P_{PBF}^{z_1/z_3}$: pre-reconstructed power spectrum measured in Ref. [20]. The corresponding window functions were consistently normalized matching the corresponding measurements normalization. We analyze $P_{PBF}^{z_1/z_3}$ by deconvolving the window functions from the theory prediction by redefinition of the data vector and covariances at the level of the likelihood, as described in Ref. [70]. The win-
WC vs EC prior in combination with Planck data

FIG. 4. Once combined with Planck TT,TE,EE+lowE+lensing [59], the full-shape analysis of BOSS with the EC and WC prior choices lead to similar results within $\lesssim 0.5\sigma$ on all cosmological parameters.

...functions furthermore include the integral constraints [77].

- $P_{\text{quad}}^{z_1/z_3}$: pre-reconstructed power spectrum measured using the quadratic "window-free" estimator of [71].

- $\alpha_{\text{rec}}^{Lz/CM}$: BAO transverse and parallel parameters measured in Ref. [12] from post-reconstructed power spectrum measured in Ref. [72].

- $\alpha_{\text{rec}}^{z_1/z_3}$: BAO transverse and parallel parameters measured in this work (following methodology described, e.g., in Ref. [73]) from post-reconstructed power spectrum measured in Ref. [73].

$P_{\text{rec}}^{Lz/CM}$, $\cal{L}_{\text{rec}}^{Lz/CM}$, and $\alpha_{\text{rec}}^{Lz/CM}$ are cut into LOWZ and CMASS redshift bins, $0.2 < z < 0.43$ ($z_{\text{eff}} = 0.32$), $0.43 < z < 0.7$ ($z_{\text{eff}} = 0.57$), respectively. $P_{\text{rec}}^{z_1/z_3}$, $P_{\text{quad}}^{z_1/z_3}$ and $\alpha_{\text{rec}}^{z_1/z_3}$ are cut into $z_1$ and $z_3$ redshift bins, $0.2 < z < 0.5$ ($z_{\text{eff}} = 0.38$) and $0.5 < z < 0.7$ ($z_{\text{eff}} = 0.61$), respectively. The scale cut for BOSS FS analysis has been determined on large-volume high-fidelity HOD simulations in Refs. [11, 12, 15, 47] and from a theory-error estimate in Ref. [15] for LOWZ / CMASS split to $(k_{\text{min}}, k_{\text{max}}) = (0.01, 0.20/0.23) h\, \text{Mpc}^{-1}$ in Fourier space and $(s_{\text{min}}, s_{\text{max}}) = (25/20, 200) \text{Mpc}/h$ in configuration space. When the data are split into $z_1$ and $z_3$ instead, we rescale $k_{\text{max}}$, using Eq. (40) of [9], in order to have an equivalence with the LOWZ / CMASS separation. Especially, since $z_3$ is effectively slightly higher redshift and with less data volume than CMASS, we rescale $k_{\text{max}}$ to $k_{\text{max}}^{z_3} = 0.25 h\, \text{Mpc}^{-1}$, while we keep $k_{\text{max}}^{z_1} = 0.20 h\, \text{Mpc}^{-1}$. Finally, we precise that the reconstructed BAO parameters are always combined with a FS analysis of pre-reconstructed measurements. $\alpha_{\text{rec}}^{Lz/CM}$ and $\alpha_{\text{rec}}^{z_1/z_3}$ listed above for completeness will be compared in the next section.
Comparison of BOSS pre-reconstructed measurements

FIG. 5. Comparison of ΛCDM results (1D and 2D credible intervals) from BOSS full-shape analyses of various pre-reconstructed two-point function measurements ($P_{\text{LZ/CM}}^{\text{FKP}}$, $\xi_{\text{LZ/CM}}^{\text{FKP}}$, $P_{\text{z1/z3}}^{\text{FKP}}$, $P_{\text{z1/z3}}^{\text{QUAD}}$). Details on the naming convention and relevant information are summarized in Tab. IV. The gray bands on the 1D posteriors are centered on the results obtained with $P_{\text{FKP}}^{\text{LZ/CM}}$. 
### B. The matchups

We now compare the cosmological results from a FS analysis within ΛCDM of the various BOSS data presented previously. Summary of the cosmological results are given in Fig. 5.

We divide the contenders into the following matchups:

a. $P_{\text{FKP}}^{\text{1D/cm}}$ vs. $\xi_{\text{FKP}}^{\text{1D/cm}}$ (i.e., the Fourier vs. configuration space match). Such matchup was already presented in Ref. [15] but with varying neutrino masses. Here we re-do the same comparison with one massive neutrino fixed to minimal mass, finding similar conclusions: the difference in the 1D posteriors is about $\lesssim 0.6\sigma$ for all cosmological parameters. Importantly, as seen in Fig. 5, the consistency is brought to better agreement when the same reconstructed BAO parameters $\alpha_{\text{rec}}^{\text{1D/cm}}$ is added to both: $\lesssim 0.2\sigma$ for all cosmological parameter, except on $\sigma_8$, $S_8$, and $n_s$, which are consistent at about $0.3 - 0.5\sigma$. Contrary to the other comparisons made here, the cosmological information between the two compared statistics is effectively quite different due to two reasons. First, the BAO signal is fully analyzed in configuration space, as it shows up as a peak around 110Mpc/$h$, while the BAO wiggles in Fourier space above the scale cut are not analyzed. Second, the scale cuts are effectively different (see more discussions in Ref. [15]). Therefore, the addition of the same reconstructed BAO parameters effectively bring closer the BAO information content between the Fourier and configuration space analysis. However, we still expect some level of differences on the posteriors as the information content is not equivalent in the two analyses. In particular, as the correlation function is free from the window functions effect, such match between the two analyses tells us that the effect from the window function (normalization) is under relatively good control. $P_{\text{FKP}}^{\text{1D/cm}}$ and $\xi_{\text{FKP}}^{\text{1D/cm}}$ are thus declared both consistent.

b. $P_{\text{FKP}}^{\text{1D/cm}}$ vs. $P_{\text{FKP}}^{z_1/z_3}$ (i.e., the LOWZ / CMASS vs $z_1 / z_3$ redshift split matchup). We find that $P_{\text{FKP}}^{\text{1D/cm}}$ and $P_{\text{FKP}}^{z_1/z_3}$ and their respective window functions (consistently normalized), measured independently, are rather consistent ($\lesssim 0.3\sigma$). Here $P_{\text{FKP}}^{z_1/z_3}$ is analyzed by deconvolving the window from the theory predictions at the level of the likelihood as described in Ref. [70]. Furthermore, [70] adds to the window of $P_{\text{FKP}}^{z_1/z_3}$ the integral constraints [71]. Therefore, finding consistency between $P_{\text{FKP}}^{\text{1D/cm}}$ and $P_{\text{FKP}}^{z_1/z_3}$ gives us several important information: (i) it allows us to check the accuracy of the deconvolution procedure on BOSS data; (ii) it tells us that the integral constraints have minor effects on the cosmological results from BOSS; and (iii) that the LOWZ / CMASS and $z_1 / z_3$ splits (and their respective scale cuts) lead to consistent cosmological measurements. $P_{\text{FKP}}^{\text{1D/cm}}$ vs. $P_{\text{FKP}}^{z_1/z_3}$ are thus declared both consistent.

### Pre-reconstructed measurements

| Ref. | Estimator | Code | Redshift split | Window |
|------|-----------|------|----------------|--------|
| [66] | FKP       | Rustico [66] | LOWZ / CMASS | Inconsistent norm. |
| [15] | FKP       | PowSpec [67] / nbodykit [68] | LOWZ / CMASS | Consistent norm. |
| [71] | FKP       | FKP  [69] | LOWZ / CMASS | Window-free |
| [12] | Quadratic | Spectra without Windows [70] | $z_1 / z_3$ | Consistent norm. |

### Post-reconstructed measurements

| Ref. | α_{\text{rec}}^{\text{1D/cm}} | z_1/z_3 rec | Redshift split | Method |
|------|-----------------------------|-------------|----------------|--------|
| [72] | -                           | -           | LOWZ / CMASS | [12]   |
| [73] | -                           | -           | $z_1 / z_3$  | [12]   |
| [74] | -                           | -           | $z_1 / z_3$  | [14]   |

TABLE IV. Comparison of pre-reconstructed and post-reconstructed BOSS two-point function measurements: reference, estimator, code of the measurements, redshift split [LOWZ: 0 $< z <$ 0.43; CMASS: 0.43 $< z <$ 0.7] (z_{\text{eff}} = 0.57), $z_1$: 0.2 $< z <$ 0.5 (z_{\text{eff}} = 0.38), $z_2$: 0.5 $< z <$ 0.7 (z_{\text{eff}} = 0.61), and window function treatment. For the post-reconstructed measurements, while we instead provide under “Method” the references presenting the algorithm used to extract the reconstructed BAO parameters and how the cross-correlation with the pre-reconstructed measurements is performed, “Ref.” now refers to the public post-reconstructed measurements used. The SDSS-III BOSS DR12 galaxy sample data are described in Refs. [8, 75]. The pre-reconstructed measurements are from BOSS catalogs DR12 (v5) combined CMASS-LOWZ [76].

a. https://github.com/hectorgil/Rustico
b. https://github.com/cheng-zhao/powspec
c. https://github.com/bccp/nbodykit
d. https://github.com/hectorgil/Rustico
f. https://github.com/oliverphilcox/Spectra-Without-Windows
h. https://data.sdss.org/sas/dr12/boss/lss/

a https://github.com/cheng-zhao/powspec
b https://github.com/cheng-zhao/Rustico
consistent.

c. $P_{\text{FKP}}^{\xi_{\text{LCM}}}$ vs. $P_{\text{QUAD}}^{\xi_{\text{LCM}}}$. This comparison was initially performed in Ref. [71] but using the CLASS-PT likelihood. Thanks to the PyBird likelihood, we find similar trend using the WC prior, with $P_{\text{QUAD}}^{\xi_{\text{LCM}}}$ leading to differences of about $0.5 - 0.6\sigma$ on $h$, $\omega_{\text{cdm}}$, $\ln(10^{10}A_s)$ and $\Omega_{\text{m}}$. Similarly, $P_{\text{FKP}}^{\xi_{\text{LCM}}}$ and $P_{\text{QUAD}}^{\xi_{\text{LCM}}}$ are consistent at $\lesssim 0.6\sigma$ on all cosmological parameters. While Ref. [71] argues that the $P_{\text{QUAD}}^{\xi_{\text{LCM}}}$ analysis is “formally equivalent” to the $P_{\text{FKP}}^{\xi_{\text{LCM}}}$ window-deconvolved analysis, we observe that the inverse covariance (schematically $W^T C^{-1} W$, where $W$ is the window function matrix, see again Ref. [70]) in the deconvolved analysis is different than the inverse covariance built from measurements using the window-free quadratic estimator. Another potential difference is the fact that $P_{\text{QUAD}}^{\xi_{\text{LCM}}}$ is shot-noise subtracted while $P_{\text{FKP}}^{\xi_{\text{LCM}}}$ is not. However, putting a prior centered on 1 instead of 0 (in unit of $n^{-1}$) for the shot noise in the analysis $P_{\text{QUAD}}^{\xi_{\text{LCM}}}$ only shifts $\ln(10^{10}A_s)$ by $\sim 0.2\sigma$. Finally, we note that both $P_{\text{FKP}}^{\alpha_{\text{LCM}}}$ and $P_{\text{QUAD}}^{\alpha_{\text{LCM}}}$ are consistent with $\xi_{\text{LCM}}$ at $\lesssim 0.6\sigma$.

C. Measurements comparison summary

All in all, all BOSS pre-reconstructed full-shape measurements not affected by a window function normalization issue (see App. A of [27] for a discussion about this issue and its impact on the cosmological parameters), namely $P_{\text{FKP}}^{\xi_{\text{LCM}}}$, $P_{\text{FKP}}^{\xi_{\text{LCM}}}$, and $P_{\text{QUAD}}^{\alpha_{\text{LCM}}}$, measured from different estimators as figuring in Tab. IV, lead to broadly consistent results at $< 0.8\sigma$ on the 1D posteriors for all cosmological parameters, and with similar error bars within $\lesssim 10\%$ (see Fig. 5). To be more precise, taking $P_{\text{FKP}}^{\alpha_{\text{LCM}}}$ as reference, the 1D posterior distribution of parameters reconstructed from $\xi_{\text{LCM}}$, $P_{\text{FKP}}^{\alpha_{\text{LCM}}}$, and $P_{\text{QUAD}}^{\alpha_{\text{LCM}}}$ are consistent at $\lesssim 0.6\sigma$, $0.3\sigma$, and $0.6\sigma$, respectively. The addition of the same post-reconstructed BAO signal (by cross-correlation) to $P_{\text{FKP}}^{\alpha_{\text{LCM}}}$ and $\xi_{\text{LCM}}$ brings them in consistency at $\lesssim 0.2\sigma$ for all cosmological parameters, with the exception of residual shifts of $\sim 0.3 - 0.5\sigma$ on $\sigma_8$, $S_8$, or $n_s$, as it can be seen on Figs. 3.

To summarize, we list the differences seen at the level of the posteriors (within $\Lambda$CDM), ordered from the most to the least important one, and the respective choices of measurements that they stem from:

- up to $0.6\sigma$ among all cosmological parameters from the choice of the power spectrum estimators ($P_{\text{FKP}}^{\xi_{\text{LCM}}}$ vs. $P_{\text{QUAD}}^{\xi_{\text{LCM}}}$);
- about $0.3-0.5\sigma$ on $\sigma_8$, $S_8$, or $n_s$, from the choice of Fourier-space analysis or configuration-space analysis ($P_{\text{FKP}}^{\xi_{\text{LCM}}}$ + $\alpha_{\text{rec}}^{\xi_{\text{LCM}}}$ vs. $\xi_{\text{LCM}}$ + $\alpha_{\text{rec}}^{\xi_{\text{LCM}}}$);
- $\lesssim 0.3\sigma$ on all cosmological parameters from the choice of the redshift bin split in either LOWZ and CMASS or $z_1$ and $z_3$ ($P_{\text{FKP}}^{\xi_{\text{LCM}}}$ vs. $P_{\text{FKP}}^{\xi_{\text{LCM}}}$), as defined in Tab. IV.

Besides the effects mentioned here, there are subleading ones affecting those comparisons that we have discussed above: the addition of the integral constraints in the analysis of FKP measurements or subtracting the shot noise in the power spectrum measurements lead to shifts of at most $\lesssim 0.2\sigma$. We now turn to the comparisons of reconstructed BAO parameters combined with the full-shape analysis.

V. COMPARISON OF RECONSTRUCTED BAO

A. Inconsistency between post-reconstructed measurements

We here compare the two BOSS post-reconstructed measurements through the BAO parameters extracted with the same methods, as defined in previous section and in Tab. IV, $\xi_{\text{LCM}}$ vs. $P_{\text{QUAD}}^{\alpha_{\text{LCM}}}$ vs. $\alpha_{\text{rec}}^{\alpha_{\text{LCM}}}$. The results of this comparison are shown in Fig. 6. We find that adding the reconstructed signals $\alpha_{\text{rec}}^{\xi_{\text{LCM}}}$ and $\alpha_{\text{rec}}^{\alpha_{\text{LCM}}}$ to $P_{\text{FKP}}^{\xi_{\text{LCM}}}$ and $P_{\text{FKP}}^{\alpha_{\text{LCM}}}$, respectively, lead to substantial differences on the mean of $h$, at about $0.9\sigma$. This is to be contrasted with the consistency on $h$ that was better than $< 0.1\sigma$ between $P_{\text{FKP}}^{\xi_{\text{LCM}}}$ and $P_{\text{QUAD}}^{\xi_{\text{LCM}}}$ before the addition of the reconstructed BAO parameters. Indeed, the addition of the two reconstructed BAO measurements to the full-shape analysis shift $h$ in the opposite directions (see Fig. 6).

Given that the reconstruction algorithm used for both reconstructed measurements is essentially the same, this is an unexpected result. Exploring the reconstruction algorithm is beyond the scope of this paper, and we leave a careful scrutiny of the reconstructed measurements to future work. We observe that full-shape analyses combining the pre-reconstructed power spectrum either with reconstructed signal from configuration space [4], or with the bispectrum analyzed at one loop up to $k_{\text{max}} \sim 0.23h\text{Mpc}^{-1}$ (which comprises most of the additional information brought by the reconstructed signal) [4], find shifts in $h$ in the same direction (and by a similar amount) as what we obtain when we add $\alpha_{\text{rec}}^{\xi_{\text{LCM}}}$, rather than $\alpha_{\text{rec}}^{\alpha_{\text{LCM}}}$. Although the comparisons are far from straightforward given differences in the analysis setups, we take them as mild evidence that $\alpha_{\text{rec}}^{\xi_{\text{LCM}}}$ is more consistent than $\alpha_{\text{rec}}^{\alpha_{\text{LCM}}}$ with what one should expect from the addition of the information from the reconstructed measurements. We nevertheless warn the reader that further studies are required to clarify this discrepancy. We note that the addition of the reconstructed BAO parameters also has an impact on $n_s$, since we have a shift of $0.6\sigma$ between $P_{\text{FKP}}^{\xi_{\text{LCM}}}$ + $\alpha_{\text{rec}}^{\xi_{\text{LCM}}}$ and $P_{\text{FKP}}^{\alpha_{\text{LCM}}}$ + $\alpha_{\text{rec}}^{\alpha_{\text{LCM}}}$, while the other parameters does...
Comparison of BOSS post-reconstructed measurements

FIG. 6. Upper panel: same as the 1D posterior distributions of Fig. 5 but combined with various post-reconstructed BAO parameters: $\alpha_{\text{rec}}^{\text{LZ/CM}}$, $\alpha_{\text{rec}}^{\text{z}}$. The gray bands are centered on the results obtained with $P_{\text{FKP}}^{\text{LZ/CM}} + \alpha_{\text{rec}}^{\text{LZ/CM}}$. Lower panel: 2D posteriors from the full-shape analyses of BOSS power spectrum with two choices of redshift splits: $P_{\text{FKP}}^{\text{LZ/CM}}$, $P_{\text{FKP}}^{\text{z}}$. We also show their combinations with $\alpha_{\text{rec}}^{\text{LZ/CM}}$ and $\alpha_{\text{rec}}^{\text{z}}$, respectively. Details on the naming convention and relevant information are summarized in Tab. IV. While the two choices of redshift split lead to consistent results at $\lesssim 0.1\sigma$ on $h$, the addition of the BAO parameters, that extracted from the two available BOSS post-reconstructed measurements in Fourier space, lead to differences on $h$ of $\sim 0.9\sigma$. 
B. Comparison of extraction methods of reconstructed BAO parameters

After comparing the two available BOSS post-reconstructed measurements using the same BAO extraction methods, $\alpha^{LZ/TM}_{rec}$ and $\alpha^{z_1/z_3}_{rec}$, we now compare two sets of BAO parameters from the same post-reconstructed measurements, $\alpha^{LZ/TM}_{rec}$ and $\beta^{z_1/z_3}_{rec}$, but extracted from two different methods as defined in the following.

The reconstructed BAO parameters are not obtained using the same methodology: in the PyBird likelihood, the BAO parameters ($\alpha^{LZ/TM}_{rec}$ or $\alpha^{z_1/z_3}_{rec}$) are obtained following the standard method as described in, e.g., Ref. [73], while in the CLASS-PT likelihood, the BAO parameters ($\beta^{z_1/z_3}_{rec}$) are obtained following the method put forward in Ref. [4]. The two methods are similar in spirit as they both focus on extracting the information from the reconstructed signal using only knowledge of “the position of BAO peak” through the Alcock-Paszkinki parameters, as the broadband shape (and the BAO amplitude with respect to the broadband) is marginalized over. However, they differ slightly in their design. In particular we note that in the CLASS-PT likelihood, some nuisance parameters such as the shot noise are not included in the model to fit the reconstructed power spectrum. Instead, an approximation for the theory error at high $k$ (where the shot noise contribution starts to be significant) is added to the data covariance to account for, among others, the shot noise contribution, which should be equivalent to the procedure in used by PyBird likelihood.

In Fig. 7 we can see the differences on the cosmological parameters arising from the two extraction methods. We compare $\alpha^{LZ/TM}_{rec}$ with $\beta^{z_1/z_3}_{rec}$, that we remind that are from the same post-reconstructed measurements, combined with the same pre-reconstructed measurements $P^{z_1/z_3}_{quad}$, analyzed respectively with the PyBird or the CLASS-PT likelihood. Here are the takeaways:

- The addition of $\beta^{z_1/z_3}_{rec}$ to $P^{z_1/z_3}_{quad}$ in the CLASS-PT likelihood shifts $h$ in the same direction as the addition of $\alpha^{LZ/TM}_{rec}$ to $P^{z_1/z_3}_{quad}$ in the PyBird likelihood, of about $1/3 \cdot \sigma$ and $1/2 \cdot \sigma$, respectively. This is expected, as the BAO parameters of $\beta^{z_1/z_3}_{rec}$ and $\alpha^{LZ/TM}_{rec}$ are based on the same post-reconstructed measurements obtained in Ref. [73] as seen in Tab. IV.

\begin{table}
\centering
\begin{tabular}{|c|c|c|c|c|c|c|c|c|}
\hline
 & $P^{z_1/z_3}_{quad}$ & $P^{z_1/z_3}_{quad} + \alpha^{z_1/z_3}_{rec}$ & $P^{z_1/z_3}_{quad}$ & $P^{z_1/z_3}_{quad} + \beta^{z_1/z_3}_{rec}$ \\
\hline
PyBird & 0.695 ± 0.015 & 0.128 ± 0.012 & 2.78 ± 0.17 & 0.322 ± 0.019 & 0.738 ± 0.048 & 0.763 ± 0.049 \\
CLASS-PT & 0.688 ± 0.011 & 0.128 ± 0.010 & 2.82 ± 0.15 & 0.319 ± 0.016 & 0.739 ± 0.045 & 0.762 ± 0.045 \\
\hline
\end{tabular}
\caption{Comparison of BAO extraction methods}
\end{table}

\begin{figure}
\centering
\includegraphics[width=\textwidth]{figure7.png}
\caption{Comparison of ΛCDM results (1D credible intervals) from BOSS full-shape analyses using the PyBird likelihood or the CLASS-PT likelihood. The differences between the two likelihoods consist in the choices of prior on the EFT parameters, the number of multipoles analyzed and the value of $k_{max}$. For the same pre-reconstructed measurements $P^{z_1/z_3}_{quad}$, although not analyzed with the same likelihood, one can see the differences from different BAO parameters, $\alpha^{LZ/TM}_{rec}$ and $\beta^{z_1/z_3}_{rec}$, due to different extraction methods, since they are from the same post-reconstructed measurements. Relevant information regarding the measurements and their notations are summarized in Tab. IV.}
\end{figure}
• The error bar reduction from the addition of the BAO parameters are quite comparable between the PyBird likelihood and the CLASS-PT likelihood. Indeed, taking the same pre-reconstructed measurements, $P_{\text{QUAD}}^{z_1/z_3}$, we find that the errors on $h$, $\ln(10^{10}A_s)$, $n_s$, $\Omega_m$, and $\sigma_8$ are reduced respectively by 23%, 13%, 14%, 18%, and 12% in the PyBird likelihood when adding $\alpha_{\text{rec}}^{z_1/z_3}$, while they are reduced by 22%, 3%, 7%, 16%, and 0% in the CLASS-PT likelihood when adding $\beta_{\text{rec}}^{z_1/z_3}$. Therefore, keeping in mind that $\alpha_{\text{rec}}^{z_1/z_3}$ and $\beta_{\text{rec}}^{z_1/z_3}$ are based on the same post-reconstructed measurements, we see that differences in the methods to extract and cross-correlate the BAO parameters lead to similar error bars within $\sim 10\%$.

To conclude, given the same post-reconstructed measurements, we do not find appreciable differences between the two extraction methods of reconstructed BAO parameters.

VI. DISCUSSION AND CONCLUSIONS

The developments of the predictions for the galaxy clustering statistics from the EFTofLSS have made possible the study of BOSS data beyond the conventional analyses dedicated to extracting BAO and RSD information. The analyses available in the literature lead to differences on the reconstructed cosmological parameters that can be at the $1\sigma$ level. Given that they all come from the same BOSS data, this may be considered surprising and unsatisfactory. However, the analyses vary at a number of levels: the EFT parameters prior choices, the power spectrum estimator used for the measurements, the reconstructed BAO algorithm, the scale cut and the number of multipoles. In this paper, we have identified the analyses choices that can impact the cosmological constraints, and quantify the shifts in the full-shape analysis of BOSS power spectrum within $\Lambda$CDM. We summarize our findings below.

In Sec. I, we have looked at two choices of prior used in previous BOSS full-shape analysis, the so-called “West-coast” (WC) and “East-coast” (EC) priors, that have been implemented in the PyBird and CLASSPT pipeline, respectively. Most importantly, we have identified that the prior assigned on the EFT parameters plays a non-negligible role in the determination of the cosmological parameters, for two reasons.

• First, in the Bayesian analysis, the marginalized constraints of the cosmological parameters are subject to prior volume projection effects from the marginalization over the EFT parameters, as the resulting posteriors are non-Gaussian. We find that prior volume projection effects shift the posterior mean from the MAP up to $\sim 1\sigma$ with the WC prior and up to $\sim 2\sigma$ with the EC prior across all cosmological parameters.

• Second, from a frequentist perspective, we have found that the prior weight shift the MAP between the two analyses at $\lesssim 1\sigma$, with the min $\chi^2$ different at $\Delta \chi^2 \sim 0$. Once the prior range are enlarged by two, the MAP become consistent at $\lesssim 0.4\sigma$, and the min $\chi^2$ are now comparable at $\Delta \chi^2 = 0.4$. However, at the same time, the prior volume projection effect increases by up to $\sim 33\%$ depending on the prior choice and the cosmological parameters.

Nevertheless, we checked that when the pipelines follow the same prescription, results are in agreement at better than $0.2\sigma$. We conclude that the results between the two analyses are consistent, up to the various level of prior volume projection effects and prior weight effect, resulting from their respective choice of basis and more-or-less informative prior for the EFT parameters.

We have then suggested several ways to mitigate the prior effects.

• First, one can simply abandon the Bayesian view and come back to the frequentist one, for which the confidence intervals are not affected by prior volume projection effects as they are derived from profile likelihoods rather than from marginalized posteriors.

• Setting aside the philosophical debate between Bayesian and frequentist, we have argued that for forthcoming larger data volume, all those prior effects will eventually become less important (with respect to the error bars). In fact, the prior effects in the EFT analysis of BOSS have been realized only recently [10] because in the past, most of the validations, if not all, were performed with large-volume simulations. [12]

• Additionally, for the time being with BOSS, we have shown that when combined with Planck, the results are less sensitive to those prior effects and the results are in good agreement.

---

Note one exception in Ref. [17], where a large-volume simulation is analyzed with a covariance corresponding to BOSS total volume. Here the shift to the truth, that represents a sum of the theory error + prior effect, is find to be $\lesssim 0.4\sigma$ on all cosmological parameters. This is different than the shift we find in Fig. 8 as in their case, there is only one sky, while in our case, we keep four skies as for the real analysis of BOSS data, with four independent sets of EFT parameters. When analyzing one-sky of synthetic data with covariance corresponding to BOSS total volume, we find $< 1/5 \cdot \sigma$. 
For completeness, we have also scrutinized the impact on the cosmological constraints given various BOSS measurements. From the most significant to the least one, we have found:

- A difference of about 0.9σ on h between the two public BOSS pre-reconstructed measurements in Fourier space ($\alpha_{\text{rec}}^{Lz/cm}$ vs. $\alpha_{\text{rec}}^{z1/z3}$). This might constitute a warning that one should not use reconstructed measurements until this is clarified (see Sec. V for more discussions);

- A difference of up to 0.6σ among all cosmological parameters between the FKP and quadratic estimators of the power spectrum ($P_{\text{FKP}}^{Lz/cm}$ vs. $P_{\text{QAD}}^{Lz/cm}$);

- A difference of about 0.3–0.5σ on $S_8$, $S_8$, and $n_s$, between the Fourier-space analysis and the configuration-space analysis ($P_{\text{FKP}}^{Lz/cm}$ + $\alpha_{\text{rec}}^{Lz/cm}$ vs. $\xi^{Lz/cm}$ + $\alpha_{\text{rec}}^{Lz/cm}$);

- Finally, a difference of $< 0.3σ$ on all cosmological parameters between the choices of redshift bin split in either LOWZ and CMASS or $z_1$ and $z_3$ ($P_{\text{FKP}}^{Lz/cm}$ vs. $P_{\text{FKP}}^{z1/z3}$).

Besides the former EFT analyses of BOSS power spectrum using the PyBird likelihood or CLASSPT likelihood, let us also mention the work of Ref. [13] using another likelihood based on yet another public code developed independently, Velocileptors [78, 79]. Velocileptors also implements predictions from a Lagrangian version of the ETOfLSS, which is equivalent, up to higher-order terms, to the Eulerian version of the ETOfLSS with IR-resummation [4, 79]. It would also be interesting to perform comparison with the Velocileptors likelihood with the prior choice used in the BOSS analysis of Ref. [14]. See some discussions in App. [14] and more importantly Ref. [80] that reaches similar conclusions as our current work on the prior volume projection effects in the EFT analysis within ΛCDM but with the Velocileptors pipeline. Given that all analyses are equivalent in their parametrization (i.e., provide equivalent sets of fitting functions), all prior choices are equally motivated as long as they encompass the physically-allowed region of the EFT. For the current level of precision of the data, the various prior choices lead to various level of prior projection volume effect, but the results, i.e., MAP or multidimensional posteriors, are essentially the same.

We end the discussion with a closer look at $S_8$ and $σ_8$ in light of the BOSS full-shape analysis. At face-value, the 68%-credible interval on $S_8$ and $σ_8$ in this work are systematically lower than the value measured by Planck under ΛCDM, with a statistical significance of $\sim 1.4σ (2.2σ)$ and $\sim 1.5σ (2.5σ)$ respectively for the WC (EC) priors. However, we have argued that part of this (small) discrepancy is due to a downwards shift compared to the MAP due to prior volume projection effect. These are more important for the EC prior ($\sim 2σ$) than the WC prior ($\sim 1.2σ$), and increase when doubling the widths of the EFT priors. In fact, the MAP values for $S_8$ and $σ_8$ (Tab. [1]) measured with both priors are in good agreement with Planck under ΛCDM, which infers $σ_8 = 0.8111 \pm 0.0006$ [59] (see also [2, 81]). Nevertheless, the values reconstructed from our analyses are also consistent with lower measurements of $S_8$ from lensing observations, see, e.g., [22, 23, 22]. In fact, the analysis of BOSS data is done in the perturbative regime, i.e., we restrict the analysis at $k_{\text{max}} \sim 0.26 \, \text{Mpc}^{-1}$ where the ETOfLSS applies and in that sense, most of the cosmological information is from the large scales. In contrast, measurements of $S_8$ from lensing experiments rely on the modeling of small scales (way) beyond the nonlinear scales, where our EFT approach does not apply. Our reconstruction suggests that the deviation mostly occurs on scales smaller than those probed by our analysis (or at very low-$z < 0.3$), although because of large error bars, it is still compatible with a relatively low-$S_8$ on large scales, as hinted by the cross-correlation of DES and CMB lensing [33]. For more discussion on the scale-dependence of the $S_8$ tension, we refer to Refs. [31, 31].

Finally, we mention that we have performed similar comparisons in the EDE model in a companion paper [27] to assess the level of robustness of the constraints on EDE. Although the detailed comparisons we have performed in this series of papers helps quantifying at some level the systematic uncertainties associated with the measurements, we stress that we have not studied those related to BOSS galaxy catalog itself, which would require much more work. It will also be interesting to perform similar analysis for the bispectrum [1, 17] as well as the recent eBOSS datasets [84], that can provide interesting additional constraining power on ΛCDM and extensions.
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Appendix A: Impact of scale cut and multipoles

In this appendix, we look at the differences when we change the scale cut and the number of multipoles analyzed. BOSS analyses using the PyBird likelihood usually include two multipoles, $\ell = 2$, with scale cut $k_{\text{max}} = 0.25(0.20)h\,\text{Mpc}^{-1}$ for $z_3$ ($z_1$). The CLASS-PT likelihood include three multipoles, $\ell = 0, 2, 4$, with scale cut $k_{\text{max}} = 0.20h\,\text{Mpc}^{-1}$ for both $z_2$ and $z_3$.

In Fig. 8 we present a comparison between the WC and the EC prior, for the exact same data and configuration (same $k_{\text{max}}$ and same number of multipoles), now considering three galaxy power-spectrum multipoles. This figure can be compared with Fig. 1 where the same analysis was performed when considering two multipoles. One can see that, similar to Fig. 1 the results of the PyBird and CLASS-PT likelihoods are in good agreement when using the same prior, also when the hexadecapole is included in the analysis.

Let us now look at how the results change when going from one choice of scale cut or multipoles to another one, for each prior choice. The results can be read from Fig. 9 going from top to bottom, either looking in the upper panel or the lower panel. We find that:

- with the WC prior, when either lowering the $k_{\text{max}}$ from $0.25h\,\text{Mpc}^{-1}$ to $0.20h\,\text{Mpc}^{-1}$ in $z_3$, adding the hexadecapole, or changing both, we find at most a shift of $\lesssim 0.5\sigma$ on the cosmological 1D posterior.
- with EC prior, we find shifts up to about $0.3\sigma$, $0.9\sigma$, and $0.5\sigma$, respectively, when increasing the $k_{\text{max}}$ from $0.20h\,\text{Mpc}^{-1}$ to $0.25h\,\text{Mpc}^{-1}$ in $z_3$, going from three to two multipoles, or changing both.

We stress that one does not expect the results between those various analysis settings to be the same, given that data are included (or removed). However, given that the signal-to-noise ratio of the hexadecapole is very low compared to the monopole and quadrupole, and that the data added between $k \in [0.20, 0.25]h\,\text{Mpc}^{-1}$ are only a few bins, we expect to see only relatively small shifts in the posteriors. While this seems to be the case for the WC prior, the shifts are slightly larger for the EC prior when going from two to three multipoles. As explained in previous section, the EC prior leads to larger prior volume projection effects, which can explain why we see larger differences in the current comparison.

Appendix B: PyBird vs CLASS-PT: direct comparison

For completeness, we provide now a comparison keeping all the analysis choices different in both likelihoods: the pre- and post-reconstructed measurements, scale cut, number of multipoles, and prior choices. This leads to the differences on the 1D posteriors that we see in Fig. 10. The differences between $P_{\text{FKP}}^{1Z/C}$ + $\sigma_{\text{rec}}^{1Z/C}$ analyzed using the PyBird likelihood, with $P_{\text{QUAD}}^{z_1/z_2}$ + $\sigma_{\text{rec}}^{z_1/z_3}$ analyzed using the CLASS-PT likelihood, are about $0\sigma$, $0.9\sigma$, $1.2\sigma$, $0.2\sigma$, $1.3\sigma$, $0.8\sigma$ and $0.3\sigma$ on $h$, $\omega_{\text{cdm}}$, ln($10^{10}A_s$), $n_s$, $\Omega_m$, $\sigma_8$, and $S_8$, respectively.

As discussed in this paper, we have found that those differences are due to different prior choices, differences in the measurements used, and the full-shape analysis settings ($k_{\text{max}}$ and number of multipoles). Therefore, if the shifts between the two base analyses do not seem to be large in the end, $\lesssim 1.3\sigma$, we understand that there are cancellations arising from the different analysis choices.

As an intermediate result, we can compare these two likelihoods with the same dataset, i.e., by changing only the prior choices and the analysis settings ($k_{\text{max}}$ and the number of multipoles). We find that the largest deviations between the PyBird likelihood and the CLASS-PT likelihood for $P_{\text{QUAD}}^{z_1/z_2}$ are on $\omega_{\text{cdm}}$, ln($10^{10}A_s$), $\Omega_m$, and $\sigma_8$, as seen in Fig. 7. Without reconstructed BAO, they are about $0.6\sigma$, $0.9\sigma$, $0.6\sigma$ and $0.7\sigma$, respectively. With reconstructed BAO, the deviations tend to increase, since they become equal to $0.9\sigma$, $1.1\sigma$, $0.9\sigma$ and $0.6\sigma$, respectively.

To close this study, we mention a few other BOSS full-shape analyses using yet a different likelihood or measurements. First, Ref. [14], that uses another prior choice (note in particular that they fix $\omega_b$ and $n_s$, other reconstructed measurements from configuration space [55], and another methodology to analyze the reconstructed signal), finds $\Omega_m = 0.303 \pm 0.008$, $h = 0.6923 \pm 0.0077$, ln($10^{10}A_s$) = $2.81 \pm 0.12$, which is overall closer to $P_{\text{FKP}}^{1Z/C}$ + $\sigma_{\text{rec}}^{1Z/C}$ than $P_{\text{QUAD}}^{z_1/z_2}$ + $\sigma_{\text{rec}}^{z_1/z_3}$, especially on $h$. It is actually also interesting to compare to their results without reconstructed signal, for which they obtain $\Omega_m = 0.305 \pm 0.010$, $h = 0.685 \pm 0.011$, ln($10^{10}A_s$) = $2.84 \pm 0.13$. Here again, their results are closer to $P_{\text{FKP}}^{1Z/C}$ analyzed with WC prior, than, e.g., $P_{\text{QUAD}}^{z_1/z_2}$ analyzed either with the WC or EC prior. Second, Ref. [58] put forward another approach, dubbed ShapeFit, that extends the traditional analysis BAO and redshift-space distortion measurements with one additional compressed parameter. They obtain on BOSS data (fixing $\omega_b$ and $n_s$): $\Omega_m = 0.300 \pm 0.006$, $h = 0.6816 \pm 0.0067$, ln($10^{10}A_s$) = $3.19 \pm 0.08$. Those results are also in better agreement with $P_{\text{FKP}}^{1Z/C}$ analyzed with the WC prior, than $P_{\text{QUAD}}^{z_1/z_2}$ analyzed either with the WC or EC prior. We warn that it is not straightforward to interpret those comparisons given that there are many differences in the analysis setup. In particular, we have checked that fixing $\omega_b$ instead of using a BBN prior, or fixing $n_s$, can shift the posteriors of the other cosmological parameters up to about $1\sigma$. No. 80NSSC18K0728, and the Research Corporation.
$WC$ vs $EC$ prior: $P_\ell$ (\(\ell = 0, 2, 4\))
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**FIG. 8.** Comparison of $\Lambda$CDM results (1D and 2D credible intervals) from the full-shape analyses of BOSS power spectrum using the PyBird likelihood or the CLASS-PT likelihood. Here we use the same data measurements, $P_{z_1/z_3}^{\ell}$ as specified in Tab. IV and same analysis configuration: we fit three multipoles, $\ell = 0, 2, 4$, and use $k_{\text{max}} = 0.20/0.25h$ Mpc$^{-1}$ for the $z_1/z_3$ redshift bins. Given the same prior choice, the EC prior, we reproduce from the PyBird likelihood the results from the CLASS-PT likelihood to very good agreement (see blue and red posteriors): we obtain shifts $\lesssim 0.2\sigma$ on the means and the errors bars similar at $\lesssim 10\%$. Given that the two pipelines have been developed independently, this comparison provides a validation check of their implementation. In contrast, the WC and the EC prior choices lead to substantial differences on the 1D marginalized posteriors (see black and blue posteriors). The gray bands on the 1D posteriors are centered on the results obtained with the WC priors.
FIG. 9. Comparison of ΛCDM results from BOSS full-shape analyses using the PyBird likelihood (WC prior) or the CLASS-PT likelihood (EC prior), for various analysis settings: number of multipoles analyzed ($\ell = 0, 2, 4$), and $k_{z3}^{\max}$ of $z_3$ ($k_{z3}^{\max} = 0.20$ or $k_{z3}^{\max} = 0.25$). $k_{z3}^{\max}$ = 0.20 for all analyses here, while all $k_{\max}$'s are given in $h$ Mpc$^{-1}$. Here we use the same data measurements, $P_{z1/z3}$, as specified in Tab. IV. The native baseline configurations used in previous BOSS full-shape analyses, highlighted by the gray bands, are $\ell = 0, 2, k_{z3}^{\max} = 0.25$ for the PyBird likelihood, and $\ell = 0, 2, 4, k_{z3}^{\max} = 0.20$ for the CLASS-PT likelihood.
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