Inflation from Strongly Coupled Gauge Dynamics
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We argue, using a phenomenological holographic approach, that walking, strongly coupled gauge theories generate a suitable potential for a small field inflation model. We show that the effective description is a model of a single inflaton. We determine the tunings necessary in the gauge sector to generate inflation and overcome the $\eta$ problem.

Inflation (see for example [1]) is a key ingredient in cosmology. The usual description has a scalar field slow rolling in some suitably designed potential. Scalar fields are though technically unnatural (in the absence of supersymmetry, and putting aside the possible recent discovery of a fundamental higgs field!) but it is possible that they are an effective description of some strongly coupled symmetry breaking sector. Historically it has not been possible to directly compute in such a strongly coupled theory but the AdS/CFT Correspondence [2–5] does now allow such study.

In this paper we wish to return to the study of a model [6] in which the inflaton is a quark anti-quark ($\bar{q}q$) bound state in a strongly coupled system. The field theory is in the spirit of QCD, breaking the quark’s chiral symmetry by the dynamical generation of a $\langle \bar{q}q \rangle$ vev, although we imagine this dynamics occurs at a much higher scale than in QCD. We consider some asymptotically free gauge theory that runs from a perturbative UV to a strongly coupled IR regime. An effective description of the strongly coupled IR will be provided by a holographic construction in the spirit of AdS/QCD [10, 11] based on the D3/D7 system [12–16]. The asymptotically free UV is replaced in holographic descriptions by a conformal but still strongly coupled regime.

Crucially the model includes the dynamics of chiral symmetry breaking [17–20]. We parameterize the running of the gauge coupling in the theory to allow us to study theories that range from near to far from conformal. For some choices of parameters we can engineer a very flat effective potential for the quark condensate. Inflation can then be obtained by placing the condensate near zero and allowing it to slow roll to the true vacuum. In the holographic dual the D7 brane rolls from a flat to a curved configuration in an AdS geometry with a particular choice of dilaton.

Naively the motion of the D7 brane, which is extended in the holographic radial direction of AdS, appears to correspond to the dynamics of a large number of coupled inflaton fields. In our previous analysis [6] of the model we therefore resorted to a numerical computation within the DBI action for the D7 brane of the time dependent dynamics of the roll. We then numerically searched for configurations that led to longer roll times. In this paper we can present a much more clean cut understanding of the model. In particular we understand that the tuning of parameters that we used was tuning us onto the chiral restoration transition analogous to that that occurs at the edge of the conformal window in QCD [21–23] leading to walking gauge dynamics [24]. This type of transition has been explored in detail using holography in [20, 25–28]. Further here we will show that in fact just a single eigenmode of the D7 brane, i.e. a single mesonic state, is playing the role of the inflaton. The model is formally equivalent to a single inflaton model. The cosmological phenomenology is then already well known [29]. We will also address the $\eta$ problem [30] in the model.

It is important to stress that we will not solve any of the usual fine tunings needed in traditional inflaton models. Our aim here is simply to recast the problem for strongly coupled gauge theories and understand what those tunings imply for the running of such theories.

I. The Holographic Description

The holographic description is based on the simplest brane construction of a 3+1d gauge theory with quarks which is the D3/D7 system ($N_f$ number of probe D7 branes in the background of $N_c$ number of D3 branes)[12–16]. See Figure 1 for the branes set-up. The basic gauge theory is large $N_c$, $N = 4$ super Yang-Mills with $N_f$ quark fields. We will work in the quenched approximation ($N_c \gg N_f$) which in the gravity dual corresponds to the probe approximation [14]. The theory has a $U(1)$ R-symmetry under which a fermionic quark anti-quark condensate has charge 2 and plays the role of $U(1)$ axial [17].

Top down models of this type exist with chiral sym-
Supergravity solutions are known that correspond to the \(AdS\) space being deformed by a running coupling introduced by a non-trivial dilaton \([17, 18]\). In cases where the coupling grows in the IR chiral symmetry breaking is induced. These models have very specific forms for the running coupling and are typically singular somewhere in the interior. A simpler and completely computable case with chiral symmetry breaking is provided by introducing a background magnetic field associated with \(U(1)\) baryon number \([34, 35]\). At the level of the DBI action the magnetic field term can be considered as a non-back reacted dilaton profile.

Here we will work more phenomenologically introducing a dilaton profile to induce symmetry breaking but without back reacting it on the \(AdS\) geometry \([19]\). The idea is to work in the spirit of \(AdS/QCD\) \([10, 11]\) and use different dilaton profiles to study gauge theories with different IR running. i.e. we will allow a dilaton to represent the running of the gauge theory coupling

\[
e^\Phi = g_{YM}^2(r) = g_{UV}^2 \beta(r),
\]

where the function \(\beta(r)\) will be specified in the next section with \(\beta(r) \to 1\) as \(r \to \infty\) (\(r\) is defined in (2)).

We will take a background holographic geometry \(AdS_5 \times S_5\)

\[
G = \frac{1}{g_{UV}^2} \left[ \frac{r^2}{R^2} (g_{tt} dt^2 + g_{ij} dx^i dx^j) + \frac{R^2}{r^2} \left( d\rho^2 + \rho^2 d\Omega_3^2 + dw_5^2 + dw_6^2 \right) \right],
\]

where \(R^4 = 4\pi g_{UV}^2 N_c \alpha'^2\) and the second line parameterizes \(\mathbb{R}^6\), where \(\{\rho, \Omega_3\}\) correspond to \(x^4-x^7\) and \(w_{5(6)}\) corresponds to \(x^{8(9)}\) in Figure 1.

The metric \(g_{tt} = -1\) and \(g_{ij} = a(t)^2 \delta_{ij}\), where \(a(t)\) is the expansion factor reflecting inflation. Formally we should ask how the AdS aspects of the geometry respond to the presence of the inflation but we will leave discussion of such back reaction until the final section. As usual the radial direction \(r = \sqrt{\rho^2 + w_5^2 + w_6^2}\) is the energy scale of the gauge theory.

Quarks are introduced through a probe D7 brane (Fig 1). The DBI action of the D7 brane in Einstein frame is given by

\[
S_{DBI} = -T_7 \int d^8\xi e^\Phi \sqrt{-\text{det}P[G]_{ab}}
\]

where \(T_7 = 1/(2\pi)^7 \alpha'^4\) and \(P[G]_{ab}\) is the pull back of the background metric (2) onto the D7. By assuming \(L = \omega_5(t, x, \rho)\) with \(\omega_6 = 0\), we have

\[
S_{DBI} = \int d^4 x \sqrt{-g} \mathcal{L},
\]

where

\[
\frac{\mathcal{L}}{\tilde{T}_7 R^4} \equiv - \int d\rho \beta L \sqrt{g_{\mu\nu} \partial_\mu \partial_\nu L + (\rho^2 + L^2)^2 (1 + L'/L)}. \tag{5}
\]

\(\tilde{T}_7 = 2\pi^2 T_7 / g_{UV}^2\) and \(L' = \partial_\rho L\). All variables (\(\rho, L\) and below \(\lambda\)) in the integral (5) are rescaled by \(R\) and dimensionless. For the moment we leave the dilaton as an unspecified function that asymptotes to unity at large \(r = \sqrt{\rho^2 + L^2}\). We will consider several cases below.

 Typical \(t, x\) independent, vacuum configurations are easily found numerically by solving the appropriate Euler-Lagrange equation for the D7 profile \(L(\rho)\). Solutions corresponding to massless quarks fall off asymptotically as

\[
L \sim \frac{c}{\rho^2}, \tag{6}
\]

with \(c\) a measure of the quark condensate \(\langle \bar{q}q \rangle\) and satisfy \(L'(0) = 0\) \([17]\). There is always the symmetric \(L = 0\) solution but usually symmetry breaking configurations exist that curve off the \(L = 0\) axis as well. See Fig 2. By computing the on shell actions for both cases, we may identify which solution corresponds to the true vacuum.

In this paper, we only consider the case the embedding of \(L \neq 0\) corresponds to the true vacuum.

Therefore, as shown by the arrow in Figure 2, any ini-

\[\text{FIG. 1: A sketch of the D3/D7 construction that our model is based on.}\]

\[\text{FIG. 2: Evolution of the D7 brane embedding from the false vacuum (}L = 0\text{, dotted blue line) to true vacuum (}L \neq 0\text{, solid red curve).}\]
tial embedding has to “roll down” towards the red solid curve as time goes on. This embedding dynamics is the holographic image of our field theory composite inflation dynamics\(^3\). The time dependent composite inflaton may be identified with the quark condensate \(c(t) = \langle \bar{q}q \rangle(t)\) in (6).

II. A FLAT INFLATON POTENTIAL

Our first task is to use the holographic model to find dilaton/running coupling profiles that generate a flat potential that can be used for a small field inflaton model.

In [6] we used the step-function form for the dilaton

\[
\beta = A + 1 - A \tanh [(r - \lambda)],
\]

(7)

Here \(\lambda\) is the intrinsic scale at which the conformal symmetry is broken and corresponds loosely to \(\Lambda_{QCD}\). \(\lambda\) controls the step height.

Previously [25] we analyzed the phase structure of such theories as a function of \(A\). We studied the linearized action about the flat chiral symmetry preserving configuration \(L = 0, L' = 0\). If we consider \(x, t\) independent configurations in (5) then we can make the change of variables

\[
\bar{\rho} = \sqrt{\frac{1}{2} \frac{1}{\rho d\rho}},
\]

(8)

If we write \(L = \bar{\rho} \phi\) then the action for the scalar \(\phi\) is that of a canonical scalar in AdS with mass given by

\[
m^2 = -3 - \delta m^2, \quad \delta m^2 = -\beta \rho^3 \frac{d\beta}{d\rho}. \quad (9)
\]

Clearly our step function form for \(\beta\) gives a negative contribution to the mass squared of the scalar during the range of the step. If the mass falls below the Breitenlohner-Freedman (BF) bound [37] in AdS\(_5\) of \(m^2 = -4\) then an instability exists. Clearly there is a critical \(A\) needed to violate the BF bound. When, as is the case that for this ansatz for \(\beta\), the instability exists at an intermediate range of \(\rho\) the transition occurs when the BF bound is violated over a sufficiently large range in \(\rho\) and the transition is second order in nature.

Indeed for this ansatz if one performs the full numerical analysis one finds a second order transition from the flat embedding to a curved chiral symmetry breaking embedding at \(A = 0.8\). Of course as one approaches this transition the difference in energy between the flat and curved embeddings, \(\Delta V\), falls to zero. Similarly the quark condensate, \(\langle \bar{q}q \rangle\), also falls towards zero at the transition point. The numerical analysis of [6] though found that as one approached the transition, rescaling \(\lambda\) to keep \(\Delta V\) constant, inflationary behaviour resulted. Note that keeping \(\Delta V\) fixed is the appropriate way to compare inflating theories - we want the vacuum energy of the theories, which controls the expansion rate, to be the same in each case. Now we understand we are tuning to the phase transition we can make this more concrete. To achieve a very flat potential we need that the dimensionless quantity \(\langle \bar{q}q \rangle/\Delta V^{3/4}\) grow as we tune to the transition point. If this is the case then the fixed drop in the potential \(\Delta V\) occurs over a much larger range in the condensate and the potential becomes very flat for condensate values below the minimum.

In Fig 3a we plot \(\langle \bar{q}q \rangle\) against \(A\), after tuning \(\lambda\) so that \(\Delta V\) is the same in each case, showing that it indeed diverges as we approach the critical value of \(A\). This explains why the model makes a good inflaton model.

In [6] we argued that since minimizing the step size \(A\) led to inflation this suggested walking dynamics in a gauge theory might also. The holographic understanding of walking has greatly improved recently - see [20, 25–28]. The usual picture for a walking gauge theory is a theory lying close to the edge of the “conformal window” [21–23]. The conformal window in QCD is a range in the number of quark flavours over which the theory is expected to be asymptotically free but approach an IR conformal fixed point. At the lower edge in the number of flavours it is presumed that the coupling value at the fixed point is sufficiently large to trigger chiral symmetry breaking. In perturbative QCD the anomalous dimension of the quark condensate is proportional to the coupling value.

---

\(^3\) This time-dependent dynamics also has been studied in [36] in the context of cooling quark-gluon plasma in RHIC.
Schwinger Dyson analysis suggests that chiral symmetry breaking sets in when the dimension of the condensate falls to about 2 [38–40]. In the holographic analysis the scalar φ we introduced below (8) is dual to the quark condensate. The naive AdS dictionary relates its mass to the dimension of the quark condensate, Δ, according to $m^2 = \Delta(\Delta - 4)$. The BF bound for instability therefore again corresponds to the condensate dimension falling to 2.

The model above therefore confirms some of the normal intuition for the onset of the chiral transition. However, the ansatz for β in (7) does not lead to an IR fixed point for the scalar mass squared or equivalently the condensate’s anomalous dimension. Instead the extra contribution to the scalar mass (9) is only present across the step in β where the derivative is non-zero. In [25] we presented a simple fix for this aspect of the quark physics which hopefully makes the dynamics closer to that of walking theories. If we set $\beta \sim 1/\rho^2$ in the IR then we find

$$\delta m^2 = \frac{4q}{(2-q)^2}. \quad (10)$$

This form for β ensures a fixed IR shift in the mass squared. Varying q so that $m^2$ moves through -4 leads to a chiral phase transition which shows Miransky scaling [41] or BKT-like behaviour [42–44] (the condensate grows exponentially from the transition point). This behaviour is that expected at the walking edge of the conformal window.

To make a consistent model we must find a form for β that has the required IR form but asymptotes to unity at large AdS radius. The simplest example is

$$\beta = 1 + \frac{B}{r^q} = 1 + \frac{B}{(\rho^2 + L^2)q^2}. \quad (11)$$

It is important to stress that the chiral transition is triggered by the far IR behaviour of the ansatz and the UV extension is largely unimportant.

The choice of β in (11) therefore provides a decent stab at describing the physics of the BKT transition at the edge of the conformal window. Does our previous supposition that these theories will generate a very flat potential suitable for inflation still hold? It is straightforward to check - we can solve the full embedding equation numerically and plot $\langle \bar{q}q \rangle$ against $q$, after tuning $B$ so that $\Delta V$ is the same in each case. We show this plot in Fig 3. We indeed again see that the condensate diverges and hence the potential becomes flat as we tune to the critical $q = 0.536$. Walking dynamics and inflation again seemed to be linked in this framework.

### III. THE ROLL DYNAMICS

In [6] we studied the time dependent roll of the symmetric flat D7 embedding to the symmetry breaking solution in the background of the dilaton profile in (7). We showed numerically that as the parameters approached the critical coupling described above, at fixed $\Delta V$, the roll time grew, supporting the idea that such theories will generate inflation. To set the roll moving we used an initial velocity distribution

$$\dot{L}(\rho, t = 0) = ve^{-\rho^2}. \quad (12)$$

We found the time to reach the vacuum state was largely independent of this form although of course it does depend on the total energy injected.

Naively this model looked to us to be a multi-inflaton problem in 3+1d because of the ρ dependence in the D7 profile $L(\rho, t)$ in the holographic description. Here though we will show that the model is equivalent to a single inflaton model.

#### A. Linearized Regime Analysis

At early times the brane lies close to $L(\rho) = 0$ and has small $L'(\rho)$ so it is natural to consider a linearized regime. The quadratic Lagrangian $L(0)$ reads:

$$L(0) = \int d\rho \ a(t)^3 \left( \frac{\beta_0}{2\rho} \dot{X}^2 - \frac{\beta_0 \rho^3}{2} X'^2 - \frac{\beta_0 \rho^2}{2} X^2 \right), \quad (13)$$

where

$$\beta_0 := A + 1 - A \tanh(\rho - \lambda), \quad \beta_0' = -A \sech^2(\rho - \lambda). \quad (14)$$

$X = \delta L$ denotes the linear fluctuation around $L = 0$. This expansion is not completely legitimate (and this is why we had not pursued it in the previous paper). The expansion may break down as $\rho \to 0$ in Eq. (13) since $X$ may not be smaller than ρ. Thus we are assuming either 1) $X(0) \to 0$ faster than $\rho \to 0$ at least for the slow rolling regime or 2) there is a IR cut-off $\rho_c$ so that $\rho_{1,2} \gg X(\rho_c)$. We will adopt the second and introduce an IR cut-off, $\rho_c \equiv \epsilon - \text{the justification for this will be retrospective based on its success as we discuss in detail below.}$

The linearized equation of motion is

$$-\frac{\beta_0}{\rho} \frac{\partial}{\partial \rho} (a^3 \dot{X}) = -(\beta_0 \rho^3 X')' + \rho^2 \beta_0' X. \quad (15)$$

We can separate variables with the ansatz $X(t, \rho) \equiv T(t) R(\rho)$ and the equation of motion reads

$$\ddot{T} + 3H \dot{T} + m^2 T = 0, \quad (16)$$

$$R'' + \left( \frac{3}{\rho} + \frac{\beta_0'}{\beta_0} \right) R' + \left( -\frac{\beta_0'}{\beta_0} \right) R = 0. \quad (17)$$

where $m^2$ is an arbitrary separation constant for now,
but in principle will be determined by the embedding dynamics along the $\rho$-direction in the background of $\beta$. So $m^2$ is implicitly a function of $A, \lambda$ and can be written as

$$m^2 = \frac{\rho}{\beta_0} \left( \frac{(\beta_0 \rho^3 R')'}{R} + \rho^2 \beta_0' \right)$$  \hspace{1cm} (18)

$$= \int d\rho \left( \beta_0 \rho^3 R'' + \beta_0' \rho^2 R' \right) \int d\rho \frac{\beta_0 R^2}{\rho^2},$$  \hspace{1cm} (19)

where the first condition comes from separation of variables and the second is derived from the first and also can be understood as a completeness relations for the self-adjoint operator. Indeed the Sturm-Liouville theorem applies to (17).

$$\hat{\mathcal{O}} R(\rho) = m^2 w(\rho) R(\rho),$$  \hspace{1cm} (20)

where

$$\hat{\mathcal{O}} R = (-\rho^3 \beta_0 R')' + \rho^2 \beta_0' R, \quad w(\rho) = \frac{\beta_0}{\rho}. \quad (21)$$

The natural way to proceed to the solutions is as follows: firstly one could solve (17) with $R \to 0$ at large $\rho$ and subject to $R'(0) = 0$. One would expect a tower of solutions corresponding to discrete eigenvalues $m^2$. One could then solve for $T(t)$ using (16). The solution of that equation is simply

$$T(t) = e^{\alpha t}, \quad \alpha^2 + 3H \alpha + m^2 = 0.$$  \hspace{1cm} (22)

$\alpha$ is positive only if $m^2 < 0$. Thus after some evolution only the unstable mode (or potentially modes) would remain in the solution.

We can not complete the program above in the linearized regime because the linearized approximation is not valid at small $\rho$. To circumvent this one has to return to the full solutions to show that the linearized approximation correctly captures the main physics of the D7’s roll and to compute $m^2$.

Let us show this procedure in a specific example. Consider the parameter set used in [6] $A = 3, \lambda = 3.24$. The evolution of the embedding at times $t = 1, 5, 18$ and 70 is shown in Fig. 4. From $t = 5$ onwards the $\rho$ profile of the solution stabilizes (initially at $\rho > 1$) which fits with a separation of variables in the solution.

Assuming that separation of variables, the function $T(t)$ may be obtained from examining the time dependence of any one point on the embedding (eg $X(t, \lambda)$). The solution to (16) is $T(t) \sim \exp(\alpha t)$. If the linearised approximation is valid, the time-derivative of the logarithm of $T(t)$ should be a constant, $\alpha$, and that is indeed what we find. We can now determine $m^2$ for the most unstable mode by simply reading off the value of $\alpha$ from the exponential decay for this point. In this specific case, $\alpha = 0.198$ and $m^2 = -2.907$.

We can now perform a further consistency check. We can take this value of $m^2$ and plug it into (17). We then solve (17) for $R(\rho)$ numerically by shooting in from large $\rho$. By hand we cut off the solution in the IR at the point where $R(\rho) = 0$ and assume that below this $\rho_c$ the linearized solution is not valid but also that the physics below this small $\rho$ value is not crucial to the dynamics. For example in our specific case we find

$$X = 4.47 \times 10^{-7} e^{0.1987 t} R(\rho),$$  \hspace{1cm} (23)

where $R(\rho)$ is normalized as $\int_{\rho_c}^{\infty} w R^2 = 1$. The pre-factor is fixed by matching to the full numerics at $t = 18$. We now plot these solutions (23) as the dotted curves in Figure 4. Beyond $t = 17$ we have captured the full
evolution very well within the linearized approximation. In particular this confirms that there is a single unstable mode that is dominating the evolution.

The embedding matches the linearized evolution until around \( t = 80 \) which is essentially the full roll period. We also note that the peak in \( R(\rho) \) is centred at \( \rho = 3.24 \) which, as expected, is near the point \( \rho = \lambda = 3 \) where the step change in the dilaton is found.

As a final numerical consistency check, we can evaluate \( m^2 \) from (18) and (19) numerically using our \( R(\rho) \) solution. For example

\[
m^2 = \frac{\int_{\rho_c}^{\infty} d\rho (\beta_0 \rho^2 R'^2 + \beta'_0 \rho R^2)}{\int_{\rho_c}^{\infty} d\rho \frac{3m^2}{\rho} R^2} = -2.907
\]

from (19). The consistency is very satisfying!

In the Figure 5, we show \( m^2 \) of this inflaton mode against the parameter \( A \) in (7). We change \( \lambda \) in the dilaton each time to keep the vacuum energy constant. The plot again emphasizes that the best inflationary models are when we tune \( A \) to its critical value.

In principle, there are an infinite number of higher \( m^2 \) eigenvalue modes defined by (17), apart from this lowest \( m^2 \) we have found above (Strum Louisvile theory enforces that the lightest state is that with no nodes which we have found). If these all have positive \( m^2 \), and hence negative \( \alpha \), then their contribution to the evolution will die away exponentially fast with time (22). Could there be other sub-leading negative \( m^2 \) states though? To attempt to answer this we numerically solve (17) starting with \( R(\rho_c) = 0 \) and seek modes that fall to zero at large \( \rho \). The resulting eigenvalues are \( m^2 = -2.907, 11.18, 34.49 \). The unstable mode we have already discussed is the only negative mass squared state. Of course our IR boundary condition is somewhat ad hoc but the conclusion that there is just a single unstable mode seems robust to its variation.

So far our analysis of this subsection has been for our first ansatz for \( \beta \) (7). The same phenomena apply for the more sophisticated ansatz in (11). To show there is just a single inflaton state we solve (17) starting with \( R(\rho_c) = 0 \) and seeking modes that fall to zero at large \( \rho \), but now with \( \beta \) from (11). The results are \( m^2 = -10, 2.495, 20.08 \), when \( B = 10, q = 1, r_c = 0.0127 \). We plot the lightest three mesons’ \( m^2 \) versus the parameter \( q \) of (11) in Figure 6. There is a single negative mass squared state for values of \( q \) above the transition point as advertised. Again this result is robust to changes in the IR cut off.

\section{B. A single effective Inflaton}

Let us stress the conclusion of the analysis of the previous subsection. For the majority of the roll time in this strongly coupled gauge theory the dynamics is dominated by a single negative mass squared, linearized mode. Higher modes have positive mass and their contributions to the evolution are exponentially suppressed with time.

With a given solution \( R(\rho) \) the Lagrangian (13) boils down to a standard scalar inflaton field:

\[
\mathcal{L}(\phi) = \frac{\sqrt{-g}}{2} \left( \frac{1}{2} \dot{\phi}^2 - \frac{1}{2} m^2 \phi^2 \right)
\]

where \( \sqrt{-g} = a(t)^3 \) and

\[
\dot{\phi}(t) \equiv T(t) \sqrt{\frac{3}{2}} \int d\rho \frac{\beta_0}{\rho} R(\rho)^2 .
\]

Here we used (19), and discarded the boundary term.

Since the model is simply a single inflaton model the phenomenology for the bi- and tri-spectra are already well explored. For a model that provides sufficient e-folds of inflation any signal will be well below that one could hope to observe in envisaged experiments [29].

\section{IV. THE \( \eta \) PROBLEM}

Inflation models are frequently beset by the so called \( \eta \) problem [30]. One sets up a scalar potential that is tuned sufficiently flat to generate slow roll inflation. The resulting expansion term in the metric though can feedback into the inflaton potential generating a mass of order the vacuum energy \( H \) and lead to a loss of slow roll. The only solution is to further fine tune the potential so it
remains flat in the presence of the back reaction. A similar problem exists in DBI inflation too as pointed out in [45] and that mechanism is similar to how the $\eta$ problem manifests in our set up.

So far we have treated the D7 brane as a probe and neglected the effect of its back-reaction on the AdS metric, or equivalently the effect of the quarks on the $N = 4$ gauge fields. At next order the D7’s contribution to the vacuum energy should deform the AdS$_5$ geometry. This back-reaction in principle will induce the breaking of the $SO(6)$ symmetry in the background geometry since the D7 does not fill the whole $S^5$. That breaking has been studied in [12, 46–48] and induces a weak running of the gauge coupling and a Landau pole. These changes are most important in the UV and reflect the true nature of the $N = 2$ gauge theory underlying the construction. Our philosophy here is to use the IR of this model, with a phenomenological dilaton profile, to represent a wider class of gauge theories. For this reason we will neglect this particular aspect of the back-reaction. Instead we will concentrate here on the presence of the non-zero vacuum energy $\Delta V$.

The non-zero vacuum energy generates an inflating background geometry for the $N = 4$ gauge fields to live in. That breaking of conformality should change the glue dynamics and hence change the background AdS geometry. A geometry describing the $N = 4$ fields in an expanding background has been found in [45, 49] and is given by

$$ds^2 = h(r)^2(-dt^2 + a(t)^2 dx_3^2) + \frac{dr^2}{h(r)^2} + R^2 d\Omega_5^2, \quad (27)$$

where

$$h = \sqrt{\frac{r^2}{R^2} - H^2 R^2}.$$  \quad (28)

Note that at large $r$ the geometry simply returns to AdS$_5$. It is helpful in our context to make the change of variables

$$r = \frac{HR^2}{2} \tilde{r} \left(1 + \frac{1}{\tilde{r}^2}\right), \quad \tilde{r} = \frac{r + \sqrt{r^2 - H^2 R^4}}{HR^2}.$$ \quad (29)

The geometry is now of the form

$$ds^2 = h(\tilde{r})^2(-dt^2 + a(t)^2 dx_3^2) + \frac{R^2}{\tilde{r}^2}(d\tilde{r}^2 + \tilde{r}^2 d\Omega_3^2 + d\tilde{w}_3^2 + d\tilde{w}_5^2).$$ \quad (30)

If we consider static embeddings of the probe D7 the DBI action is given by (4)

$$\frac{\mathcal{L}}{T_7 R^4} = - \int d\Phi \frac{h^4}{\tilde{r}^4} \tilde{r}^3 \sqrt{1 + \tilde{L}^2} \frac{\tilde{L}^2}{h^2}. \quad (31)$$

Clearly the factor of $h^4$ changes the embeddings but we can see how to change the running dilaton/coupling to return to the critical walking scenario solutions we used above for inflation. We now require

$$\tilde{\beta} = \left(\frac{2}{H}\right)^4 \beta(\tilde{r}) \frac{h^4}{\tilde{r}^4}$$ \quad (32)

$$= \left(A + 1 - A \tanh[(\tilde{r} - \lambda)]\right) \left(1 - \frac{1}{\tilde{r}^2}\right)^4,$$ \quad (33)

where we normalized $\beta$ so that $\tilde{\beta} \to 1$ as $\tilde{r} \to \infty$. If we start with the initial curved embedding lying outside $\tilde{r} \gg 1$ then $\tilde{\beta} \sim \beta$ and $h \sim \tilde{r}$.

We will then have the same critical values of $A$ and $\lambda$ in (7) or $q$ and $B$ in (11). At those critical points the energy difference between the symmetric flat embedding and the symmetry breaking curved embedding again falls to zero leaving a flat potential between.

We show an example plot of $\tilde{\beta}$ in the $\tilde{r}$ coordinates in Figure 7 for the case of the step function $\beta(\tilde{r})$ - here we pick some representative parameters with $\Delta V < \lambda$. As shown the running has only very small variation from the previous case around the scale $\lambda$ but then large deviation at the scale $H \ll \lambda$. The required form around the scale $H$ looks very peculiar and it is hard to imagine how it could be achieved in a gauge theory. In fact this is not necessary though. The potential is rather flat for all smooth configurations between the flat embedding and the true vacuum embedding. To achieve inflation we do not need to begin with a completely flat embedding that penetrates down to $r = 0$. Instead we can have some initial condition that lies in the range $H < L < \lambda$ so that the brane only ever sees $\tilde{\beta}$ where it lies close to the ansatz for $\beta$ in previous sections. Such small changes from our original ansatz seem no more or less arbitrary than the original ansatz. The conclusion that walking dynamics could be responsible for inflation remains even including the back-reaction of the $\eta$ problem.

Of course we must stress here that we have not in any sense solved the fine-tuning problems associated with generating inflation or solving the $\eta$ problem. These tunings are necessarily still present in our choice of dilaton profile $\beta$ (and indeed we have not tried to backreact $\beta$ on the geometry either). We hope though that we have recast those problems in an interesting fashion that teaches us about the properties of a strongly coupled gauge theory that might cause inflation.
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