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Abstract

Epidemiologic studies and clinical trials with a survival outcome are often challenged by immortal time (IMT), a period of follow-up during which the survival outcome cannot occur because of the observed later treatment initiation. It has been well recognized that failing to properly accommodate IMT leads to biased estimation and misleading inference. Accordingly, a series of statistical methods have been developed, from the simplest by including or excluding IMT to various weightings and the more recent sequential methods. Our literature review suggests that the existing developments are often “scattered”, and there is a lack of comprehensive review and direct comparison. To fill this knowledge gap and better introduce this important topic especially to biomedical researchers, we provide this review to comprehensively describe the available methods, discuss their advantages and disadvantages, and equally important, directly compare their performance via simulation and the analysis of the Stanford heart transplant data. The key observation is that the time-varying treatment modeling and sequential trial methods tend to provide unbiased estimation, while the other methods may result in substantial bias. We also provide an in-depth discussion on the interconnections with causal inference.
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1. Introduction

Immortal time (IMT) bias is frequently encountered in epidemiologic studies and clinical trials that involve a survival outcome and comparison of two or more groups (for example, two treatment strategies). In the literature, it has also
been termed length-sampling bias,1,2 survivor treatment bias,3 time-dependent bias,4 and survivorship bias.5 IMT bias is an information bias,6,7 resulting from a follow-up period during which the survival event of interest cannot occur.8 This bias results when the data at study entry is insufficient to determine which treatment strategy an individual’s data is consistent with (for example, a subject has not initiated treatment when follow-up starts), and is tightly connected with ignoring or improperly dealing with the time-varying nature of treatment status.3 Below we first describe the IMT challenge in observational studies and clinical trials.

**Observational studies** Generically, we consider an observational study that compares survival between a treatment and a control group. Such a study has three important time points: time of meeting eligibility, time of starting follow-up, and time of treatment initiation. In a typical observational study, the time of starting follow-up is “missing”, and the three time points are usually not sufficiently close. A common practice is to use the time of the first identification of eligible disease conditions as time zero, and the first subsequent observed treatment status (before the survival event) for treatment group classification. This was the case in the 1970s when IMT bias was first noted in the analysis of the Stanford Heart Transplant Program data generated from a prospective cohort study to evaluate the effect of cardiac transplantation for patients with end-stage heart diseases.9 It was recognized that the original control group of this study was not properly chosen, as the principal reason that a candidate did not receive transplantation was that he/she died before a donor was available.10 The observed shorter survival of the control group gave an artificial boost to the relative survival of the transplanted patients. We refer to published studies for analysis of these data as well as extensive discussions on IMT bias.10-12 In the seminal paper by Gail,9 the span from time zero to the time a patient received his/her transplantation was first termed as a “grace period” or “waiting period”, and later more commonly referred to as “immortal time”. More recent examples include studies of chronic obstructive pulmonary disease,13-17 asthma,18, 19 AIDS,20 device implantation for heart failure,21 surgery for cataracts,22, 23 transplantation for acute lymphoblastic leukemia,24 hematopoietic malignancies,25 and pollution exposure.26-28

**Clinical trials** In contrast to observational studies, in clinical trials we know accurately the time of meeting eligibility, time of starting follow-up (random treatment assignment), and time of treatment initiation – there is no “missingness”. However, if the three time points cannot be combined into one time zero or if participants deviate from the originally assigned treatments after the start of follow-up,29 IMT may arise in the per-protocol (PP) analysis,30 which may be
more appropriate than the intention-to-treat (ITT) analysis when there is moderate to severe non-adherence. A representative study that examined non-adherence and IMT is Peduzzi et al. (1993), which analyzed data from the Veterans Affairs Cooperative Study of Coronary Artery Bypass Surgery. This trial was designed to compare the survival of Veterans assigned to optimal medical therapy versus those assigned to coronary artery bypass surgery. However, nearly half of the participants in the control group did not adhere to their original treatment assignment and had bypass surgery (i.e., crossovers) by the end of 14 years of follow-up. The waiting time for crossovers ranged from 4 to 8 years, and this waiting time was the IMT during which death could not occur. In these types of studies, IMT is a consequence of non-adherence and needs to be properly addressed.

Since the 1970s, it has been well recognized that IMT widely exists in observational studies and clinical trials, and that failing to properly account for it can lead to biased estimation of treatment effects and misleading inferences. Accordingly, a myriad of statistical techniques have been developed. A partial methodological development timeline is shown in Figure 1. Early efforts in the 1970’s started with addressing the time-varying feature of treatment status by adopting dynamic group definitions and statistical test procedures. Over the next two decades, there was more attention to modeling (missing) time zero, with approaches such as landmark analysis and Prescription Time Distribution Matching (PTDM). Beginning around 2000, much effort was devoted to integrating emulation analysis with duplication and a nested trial design. Several very recent studies, such as Maringe et al. (2020), Thomas et al. (2020), and Harding and Weiss (2019), suggest that IMT research still remains very active. As discussed below, the existing methods take highly different strategies and have different working characteristics.

![Figure 1: A partial timeline of methods on immortal time bias](image)

The objectives of the present study are multi-fold. The first is to provide a selective review of the existing methods for accommodating IMT and with the goal of removing/reducing bias. Our literature review suggests that most of the
existing studies have focused on the development of a single approach; however, there is a lack of study that comprehensively reviews multiple approaches, positions one against another, properly classifies them, and discusses their advantages and disadvantages.\textsuperscript{39, 40, 42, 43} Because IMT is likely to exist in observational and clinical trial studies, biomedical researchers need to be familiar with the existing methodologies. The second objective is to conduct numerical analysis and directly compare different approaches. Such an effort is missing in the literature. Some of the existing studies have discussed performance of different approaches without providing objective numerical support,\textsuperscript{8, 21, 44, 45} while some others have selectively compared a few approaches in limited settings.\textsuperscript{46, 47} Our numerical study can complement the existing literature by providing direct, more comprehensive, and more objective comparisons, which can effectively inform users on choosing proper analysis methods. The third objective, which also fills a knowledge gap, is to provide a thorough discussion on “combining” methods for IMT, confounding bias, and causal inference. To also accommodate biomedical researchers who may not have extensive statistical training, we will focus on the intuition and operation of methods, as opposed to mathematical details and theories.

2. Review of methods

2.1 Settings and notations

Consider a study with a time-to-event response as the designated endpoint and two treatment arms (referred to as treatment and control). The analysis of more complex settings can follow using extensions of the reviewed methods. It is assumed that a subject cannot initiate treatment before entering the study, and that, once treatment is initiated, a treated subject cannot switch back to the control group. Consider a sequence of $K$ time intervals, with the $k$th time interval starting at $t_k$ and ending at $t_{k+1}$. $t_1 = 0$ denotes the time of study entry (first meeting eligibility). For subject $i$ ($i = 1, ..., n$), $L_{k,i}$ denotes the covariate vector observed at time $t_k$. Subject $i$ may initiate treatment in any time interval, and the true treatment indicator at time interval $k$ is denoted as $A_{k,i} = 1$ (treatment) or 0 (control). Denote $T_{A,i}$ as the exact treatment initiation time. Subject $i$ is followed until the time of event $T_{E,i}$, loss to follow-up $T_{C,i}$, or $t_{K+1}$, whichever occurs first. The censoring indicator $C_i = 1$ if $\min(T_{E,i}, T_{C,i}, t_{K+1}) = T_{E,i}$, and $C_i = 0$ otherwise.

We also define method-specific notations. Denote $T'_{i}$ as time zero for analysis. If time zero has the same definition for all subjects in the treatment (control) group, it is denoted as $T'_{trt}$ ($T'_{ctrl}$). Some methods do not model time-
varying treatment status but rather assign a time-independent treatment indicator for each observed (or duplicated) record. In this case, the assigned treatment is denoted as $A'_t$.

2.2 Classification of methods

To address IMT, researchers have examined time zero, treatment assignment, and overall study design. We classify the existing methods into three families (Figure 2) and note that the classification is not absolute, and there can be methods “in the middle”. (i) The first family of methods uses an alternative time zero, such as the time of treatment initiation as opposed to study entry. A subject’s treatment classification is time-independent, usually based on an ever- or never-treated definition. (ii) The second family is characterized by modeling time-varying treatment status, based on which various model fitting can be conducted. (iii) The third family, as represented by the cloning and sequential trial methods, involves creating one or multiple copies of one subject and assigning copies to the two arms.

To more intuitively describe each method, we consider a representative exemplar, as depicted in Figure 3. Figure 3(a) describes the ideal situation where the time of study entry and time of treatment initiation coincide at an unambiguous
time zero. The four subjects in the treatment arm (green shaded region) and those in the control arm (red shaded region) have the same survival times, and thus there is no treatment effect. Figure 3(b) describes the more realistic situation in which treatment is initiated (represented by green dots) after study entry. It is noted that subject 3 has developed the event of interest (represented by black dots) before treatment can initiate. From visual inspection of Figure 3(b), it is clear: the treatment and control arms no longer have the same survival time distribution if either subject 3 is classified as in the control arm or the study entry is set as the time of treatment initiation.

2.3 Methods that model time zero

This family of methods mainly includes those misclassifying/including IMT, those excluding IMT, PTDM, as well as landmark analysis and redefining time zero after grace period.

2.3.1 Including IMT

This method follows the original problematic study design and may incur the most severe bias. For all subjects enrolled in the study, time zero is defined as the study entry $T' = t_1 = 0$. Those who have ever initiated treatment are classified as in the treatment group ($A'_t = 1$), and those who have never initiated treatment during follow-up are classified as in the control group ($A'_c = 0$). Extending the exemplar shown in Figure 3, the data for analysis is presented in Figure 4 (a). Subjects 1, 2, and 4 form the treatment group, time zero is defined as the beginning of the 0th month, and all subjects are followed until censoring or event. For example, subject 1 is followed from the 0th month to the end of the 14th month.

A real-world example is offered in Sin et al. (2002)\textsuperscript{48}, which evaluated the effects of beta-blockers on preventing morbidity and mortality for patients with heart failure. All subjects were followed from the date of their index hospitalization until the outcome or censoring, and all the dosage and group classification were determined after the start of follow-up. Bias in estimation was caused by using information obtained after baseline to determine treatment assignment at baseline, resulting in misclassification of the proportion of person-time (from $t_1$ to $T_{A,t}$) as exposed when the treatment had not yet been initiated. The artificial increase in person-time of the treatment group can explain the systematically underestimated exposure hazards or boosted treatment effect.\textsuperscript{46} The researchers further performed a sensitivity analysis in which they excluded patients who died within 30 days of the index hospitalization. Gleiss et
al. (2018) and Zhou et al. (2005) pointed out that a longer IMT between study entry and treatment initiation can lead to more bias, and the magnitude of bias can also depend on the mortality risk before and after treatment initiation.

### 2.3.2 Excluding IMT

The key difference between this approach and the one in Section 2.3.1 is that time zero for the treatment group is no longer study entry. Specifically, for those who have ever initiated treatment ($A'_t = 1$), IMT is excluded from analysis, that is, time zero is redefined as the time point they start treatment $T'_{treatment} = T_{treatment}$. For the control group ($A'_t = 0$), time zero and treatment assignment are the same as in Section 2.3.1 ($T'_{control} = t_1 = 0$). For the exemplar (Figure 4 (b)), subjects 1, 2, and 4 are classified as in the treatment group. Time zero for the treated is the time of treatment initiation, and so the follow-up time of subjects 1, 2, and 4 after treatment initiation contributes to the treatment group before

![Figure 4 Various approaches to accommodating immortal time bias. (a) left-upper: including IMT; (b) right-upper: excluding IMT; (c.1) left-middle: PTMD, the ideal case where matching is exactly correct and unobserved IMT information is available; (c.2) right-middle: the real-world case; (d) left-lower: landmark analysis and redefining time zero after grace period.](image-url)
they reach censoring or event. In the literature, it has been recognized that this method may correctly estimate the hazard for the treatment group but not the control group, and that bias is larger when more IMT is excluded.\textsuperscript{21, 50}

As an example, this method was adopted for evaluating the treatment effect of revascularization.\textsuperscript{51} For patients undergoing revascularization, follow-up started at the time of initial intervention, while for those not receiving revascularization, it started at the time of initial catheterization (study entry).

### 2.3.3 PTDM

Researchers have targeted the missing waiting time/IMT components for subjects in the control group and resetting time zero as study entry plus the assigned IMT. Treatment classification is based on the ever-treated and never-treated status across entire follow-up. Time zero for the treatment group is the time point of treatment initiation $T'_{\text{trt},i} = T_{A,i}$, and for the control group, it is the randomly imputed IMT. For example, Mamdani et al. (2002)\textsuperscript{52} randomly selected a possible day in the grace period (a special time window after which continuation of treatment and no new treatment initiation are assumed) as the IMT for the control group. However, this approach may not lead to an effective estimation of the survival difference between the two arms, as the uniform distribution of IMT for the control group may severely deviate from the distribution observed in the treatment group. To tackle this problem, Zhou et al. (2005)\textsuperscript{37} proposed PTDM, which randomly imputes the same missing piece but from the real distribution observed on the ever-treated subjects. Specifically, the observed IMTs for the ever-treated subjects are first computed. The matched IMTs for the control group are selected randomly from these values with replacement, and as such, IMT has the same distribution for the treatment and control groups. For example, time zero for subject $i$ in the control group is $T'_{\text{ctrl},i} = T_{A,i'}$, where $T_{A,i'}$ is the observed IMT for subject $i'$, who is matched with subject $i$. If subject $i$ experiences an event before the end of the assigned IMT, he/she is excluded from further analysis. In reference to the exemplar, the scheme of this analysis is shown in Figure 4 (c.1) and (c.2). In an ideal world, we would know that subjects 1 and 5, 2 and 6, 3 and 7, as well as 4 and 8 are matched, and be aware of unobservable information like IMT for those never-treated subjects. As shown in Figure 4 (c.1), we would use the matched IMT (either observed or unobserved) to redefine time zero for subjects in the control group. For subject pairs 1 and 5, 2 and 6, as well as 4 and 8, the IMT values would be matched. As treatment initiation would happen after the developed outcome, subjects 3 and 7 would be excluded from analysis – if the ideally assigned but unobservable IMT was known. In contrast, in the real world (Figure 4 (c.2)), we
do not know the matched pairs perfectly and do not have unobserved information. As such, the never-treated subjects may be mismatched. For example, subject 6 may be matched with subject 4, and subjects 5 and 7 are excluded from analysis.

Keyhan et al. (2007)\textsuperscript{53} reported a real-world application of PTDM for angiotensin-converting enzyme (ACE) inhibitors usage for congestive heart failure under a retrospective cohort design with over 27,000 participants. For the ever-treated group, participants were followed after the first prescription. And for the never-treated group, participants were followed after the randomly imputed time zero (which lies between hospital discharge and the first prescription). Only a small proportion (482/8617) of the never-treated who had event before the assigned time zero were excluded from analysis. An alternative of PTDM is matching not only on prescription time but also baseline covariates, given the matched control is alive at the time when the treated subject initiates treatment. For example, Pittet et al. (1994)\textsuperscript{54} examined the effect of nosocomial bloodstream infection using a matched cohort of critically ill patients. In this study, each patient with a bloodstream infection (exposed) was matched to a control patient based on patients’ characteristics and IMT before the onset of bloodstream infection, and the outcome was the days remaining in ICU. Those who developed outcome were excluded for matching. Therefore, both the exposed and controls had the same IMT distribution, and so IMT bias could be avoided. A major limitation of this method is the distortion of the target population and a loss of statistical efficiency and precision.\textsuperscript{37, 55, 56} Specifically, it excludes never-treated subjects with certain features (developing outcomes early). The altered target population is prone to those more likely to initiate treatment and those in the control group who have a longer event-free follow-up.

2.3.4 Landmark analysis and redefining time zero after a grace period

Instead of using the time of eligibility or treatment initiation as imputed time zero, some observational studies circumvent the IMT problem by redefining a clinically relevant time zero.\textsuperscript{49, 57} Specifically, a fixed time point ($T_{LM}$) after the initiation of treatment is selected as the landmark, and time zero is defined as this specified landmark ($T'$ = $T_{LM}$). Subjects who are under treatment at $T_{LM}$ are classified as treated, and the others are classified as controls. As such, group assignment depends on not only the ever- and never-treated status but also the time of treatment initiation $T_{A,i}$ and choice of landmark $T_{LM}$. Subjects who experience event or are censored before the landmark are excluded
from analysis. The remaining subjects are followed from \( T_{LM} \), subsequent switches in treatment are ignored, and survival difference is quantified based on treatment information at the landmark.

A grace period (ending at \( T_{GP} \)) is a special case of the time window from study entry \( t_1 = 0 \) to landmark \( T_{LM} \), after which continuation of treatment and no new treatment initiation are assumed.\(^{15,58}\) Similarly, group status \((A'i)\) for analysis is determined based on time-varying treatment status during the grace period: \( A'i = 1 \) if treatment is initiated during the grace period and 0 otherwise.

The exemplar under landmark analysis and grace period analysis is shown in Figure 4 (d). If we for example set the landmark time as the 6\(^{th}\) month, only subject 1 initiates treatment before the reset time zero and thus is classified as treated. All the other subjects are classified as control, regardless of their later treatment initiation. Subjects 4 and 8 experience event before the landmark time and are excluded from further analysis.

An example is a cohort study on the effect of statins on AMI recurrence or all-cause mortality for elderly patients who were discharged alive with a diagnosis of acute myocardial infarction.\(^{37}\) Statin users and non-users were identified based on treatment status within 90 days post-discharge and followed from the end of the exposure time window (i.e., 90 days post-discharge) until the occurrence of outcome. Similar to PTDM, landmark analysis and grace period analysis may also cause distortion of the target population and a loss of statistical efficiency and precision.\(^{37,55,56}\) For example, Herzog et al. (2005)\(^{58}\) conducted a retrospective cohort study on the survival impact of Implantable Cardioverter Defibrillators (ICDs), which identified dialysis patients with or without ICD implantation within 30 days of hospital admission after cardiac arrest and followed patients from day 30 after admission. In this study, only 26\% (7,853/30,230) of the patients were alive at the redefined time zero, and a significant proportion of potentially eligible patients were excluded from analysis. The sample consisting of those alive at time zero no longer represents the initial eligible cohort at hospital admission (the population of interest). Furthermore, the reduced sample size leads to reduced power. Another limitation of grace period analysis is that it is not applicable to some scenarios. For example, when the switch of treatment happens frequently, change of treatment status should be monitored through the entire follow-up period, and grace period can be too long and accounts for a “non-negligible” proportion of follow-up.
Grace period-based analysis, loosely speaking, is a special case of landmark analysis. However, there are notable differences. In landmark analysis, the assumptions of continuation of treatment and no new treatment initiation after a certain period is not stressed. Except for using the end of grace period as a landmark, the treatment effect derived from other landmark choices focuses on the average survival of subjects conditional on being event-free and on the treatment status assessed at landmark. This interpretation of the derived treatment effect estimate may restrict applicability of this method. In addition, since choosing a landmark can be difficult and subjective, sensitivity analysis with a sequence of landmarks is often needed. Researchers have also built supermodels based on multiple landmarks. For example, Haller et al. (2017) evaluated the effect of steroid withdrawal at various time points after kidney transplantation on patient and graft survival. A series of landmark points were considered. At each landmark point, the study participants were classified as steroid-withdrawal or steroid-maintenance depending on steroid treatment status within the preceding time interval. The researchers then resorted to propensity score matching and calculated the cause-specific cumulative incidence functions for the competing events at specific landmark times. To get the final estimate, they estimated a landmark-stratified Cox supermodel using all matched data from all landmarks. We note that this supermodel is somewhat similar to the sequential trial approach to be discussed in Section 2.5.1.

2.4 Methods that model time-varying treatment status

This family of methods is characterized by time-varying treatment status, which can be coupled with Kaplan-Meier estimation, Cox model, Poisson model, and others. Modeling treatment status as real-time and time-varying has been considered as the gold standard for handling IMT as it provides almost unbiased estimation if done properly. Specifically, a time-dependent variable for treatment initiation \( A_{k,i} \) \((k = 1, ..., K)\) is used to define treatment and control status in time interval \( k \). It is assumed that once treatment is initiated, a subject will adhere to the assigned treatment. Time zero is no longer applicable as treatment assignment is not done based on a single time point. Follow-up starts at study entry (baseline) \( t_1 = 0 \) and ends at \( T_{F,i} = \min(T_{F,i}, T_{C,i}, t_{K+1}) \). As demonstrated using the exemplar in Figure 5, this method accurately represents treatment status and classifies event-free person-time of ever-treated subjects before their treatment initiation as follow-up time of the control group.
Many studies have adopted time-varying modeling to derive treatment effect.\textsuperscript{10, 12, 63, 64} For example, a prospective cohort study used both time-fixed and time-varying Cox models to analyze the association between delirium in the ICU and ICU length-of-stay.\textsuperscript{63} The time-fixed analysis yielded an apparently statistically significant exposure effect, while the time-varying analysis did not. Simulation was conducted to quantify bias and showed that time-varying modeling tended to minimize bias in estimation while time-fixed modeling results were heavily biased.

This method also has limitations. First, with some analysis approaches such as propensity score adjustment and emulation, treatment status must be defined at time zero, and thus the time-varying definition of treatment status cannot be applied. Second, this method is not conveniently implementable using “traditional” software and packages. Also, if we adopt parametric or semi-parametric models, data needs to be prepared in a special longitudinal format under which a subject’s follow-up is broken into multiple segments to record every treatment initiation,\textsuperscript{65} which leads to extra storage and computation burden. Third, the group-based interpretation is tricky under the time-varying treatment status definition.\textsuperscript{49, 66, 67} For example, patient characteristics can change over time and at the time of treatment change. Also, data are often not available for everyone at the times of treatment change. Last, with the dynamic treatment group definition, Kaplan–Meier estimation and related techniques may be less appropriate (compared to parametric and semi-parametric modeling).\textsuperscript{49}
2.5 Methods that involve duplication and nested design

In this family, the sequential trial approach models differentiated IMT by a sequence of time zeros and thus can account for time-varying treatment status. With the cloning approach, two copies of each subject are separately assigned to two treatment arms, and follow-up is modeled based on true adherence, making it possible to accommodate time-varying treatment assignment.

2.5.1 Sequential trial approach

One way to account for time-varying treatment status is to incorporate all potential time zeros and pool all estimations together. Both subject-specific IMT (waiting time) and sojourn time (from treatment initiation to endpoint) are modeled by sequential and nested trial designs. Specifically, the sequential trial approach mimics a series of randomized controlled clinical trials or cohort studies, and each trial (study) starts in one time interval with a potential of treatment initiation within that interval. For the $k$th trial (study), we only include those who are eligible at baseline $t_1 = 0$, survive at least until $t_k (T_{FI} > t_k)$, and have not initiated treatment until $t_k (T_{AI} \geq t_k$ or $T_{AI} = NA)$. Time zero is set as $t_k$ (or another point within the time interval $[t_k, t_{k+1})$). Treatment assignment is based on whether a subject initiates treatment in $[t_k, t_{k+1})$. In particular, those who initiate treatment within $[t_k, t_{k+1})$ are classified as in the treatment group for trial $k$, and those who have not initiated treatment by $t_{k+1} (T_{AI} \geq t_{k+1}$ or $T_{AI} = NA$) are classified as in the control group (regardless of whether they initiate treatment after $t_{k+1}$). This process is repeated for each trial, and all sequential trials are pooled. If the stratified Cox model is adopted (stratified by each trial), the assumptions are that subjects enrolled in different trials have different baseline hazards, all subjects enrolled in the same trial have the same baseline hazards, and all trials have the same treatment effect.
If the abovementioned same treatment effect assumption is not satisfied, we may interpret estimation as an “average” over all trials.\textsuperscript{43} Similarly, we can use pooled logistic regression to derive odds ratio which mimics the hazard ratio.\textsuperscript{70, 71} It is noted that since one subject can be included in multiple trials, a robust sandwich estimator or bootstrap is needed for variance calculation to account for the correlation.\textsuperscript{46, 72, 73} Further, controls in a trial may later initiate treatment after the initial enrollment window. If we neglect later deviation from the protocol, the derived treatment effect is more like an ITT estimate, and the observed treatment statuses at the baseline of each trial are our intention-to-assign. If we are more interested in PP treatment effect, we need to further censor those subjects when non-adherence happens and weighting methods are potentially needed to address selection bias caused by artificial censoring.\textsuperscript{33, 74} For relevant discussions, we refer to Gran et al. (2010),\textsuperscript{43} Karim et al. (2016),\textsuperscript{46} and Danaei et al. (2018).\textsuperscript{71}

For the exemplar, the ITT analog using the sequential trial approach is shown in Figure 6 (a). We take the 5\textsuperscript{th}-month trial as an example. Those who develop outcome, initiate treatment, or are censored before the beginning of the 5\textsuperscript{th} month are excluded from this trial. For example, subject 1 is excluded. Subject 4 is the only one that initiates treatment during the one-month enrollment window (second dotted line) and is classified as treated. The other subjects form the control group. For ITT analysis, although subject 2 initiates treatment later after the enrollment window and deviates from the originally assigned treatment, we ignore the deviation and assume adherence until outcome or censoring is observed. For PP analysis, we censor subject 2 at the time of protocol deviation and apply weighting to address informative censoring.

An application example is on estimating statin’s effect on primary prevention of coronary heart disease,\textsuperscript{74} which resorted to this approach to increase sample size. More recently, Gupta et al. (2021)\textsuperscript{75} studied the survival of COVID-19 patients with early Tocilizumab treatment. The sequential trial technique served as a sensitivity analysis to evaluate the impact of IMT on the estimated treatment effect.

\textit{2.5.2 Cloning approach}
In a sense similar to the sequential trial approach, the cloning approach also deals with IMT by duplicating observations.\textsuperscript{39} The differences are that the cloning approach creates exactly two copies of each observation (with one copy for each treatment group) and sets the same time zero for all copies and observations. This approach has three main steps: (i) Clone observations, and assign them to the treatment and control groups. Subject \( i \) is cloned into two copies \( j_{\text{trt},i} \) and \( j_{\text{ctr},i} \), which have the same baseline covariates. Copy \( j_{\text{trt},i}(j_{\text{ctr},i}) \) is assigned to the treatment (control) group, regardless of later treatment initiation. Both copies start being followed at \( T'_i = t_i = 0 \). (ii) Censor clones when they deviate from their assigned treatments. Here we need to define the grace period (usually) based on clinical practice.\textsuperscript{40} The copy assigned to the control group \( j_{\text{ctr},i} \) is censored when subject \( i \) initiates treatment during the grace period, and the copy assigned to the treatment group \( j_{\text{trt},i} \) is censored if subject \( i \) has not initiated treatment by the end of the grace period. (iii) Apply weighting to account for potential selection bias introduced by artificial censoring. With cloning, treatment and control groups have exactly the same distribution of baseline confounders, achieving perfect balance and “randomization” as in clinical trials. However, they have different censoring patterns, which cause selection bias. For example, those who are healthier and more likely to initiate treatment have treated copies followed until outcome but have control copies stop being followed when treatment is initiated. Those never-treated have control copies followed until outcome but have treated copies followed by the end of grace period, which is longer than all time to treatment initiation. Then, even when the true treatment effect is null, control copies still contribute less person-time than treatment copies. Therefore, weights adjusting for consequent selection bias caused by censoring are needed to generate unbiased estimation. Options include inverse probability treatment (IPT) weights (also called adherence weights) and inverse probability censoring (IPC) weights. IPT weights ensure that measured confounders are always balanced between the two groups over time, and IPC weights guarantee that censored and uncensored subjects within each group have the same distribution of measured confounders and thus ensure balanced measured confounders during follow-up.\textsuperscript{30, 76}

For the exemplar, Steps (i) and (ii) are presented in Figure 6 (b). Here the grace period is taken as from study entry to the end of the 5\textsuperscript{th} month. For subject 1, the treatment copy is followed until the observed censoring, and the control copy stops being followed at the end of the 4\textsuperscript{th} month when treatment is initiated. For subject 2, the treatment copy is censored at the end of the 5\textsuperscript{th} month, and the control copy is censored either at the observed censoring (i.e., an ITT analog) or later treatment initiation (i.e., a PP analog). For subject 4, the treatment copy is followed until outcome,
and the control copy is artificially censored at the time of treatment initiation. For subjects 5, 6, and 7, the treatment copies are censored at the end of the grace period, and the control copies are followed until outcome. For subject 8, both copies are followed until the end of the 5th month. Similar graphical presentations are available in Petito et al. (2020) and Maringe et al. (2020).

For practical applications, Petito et al. (2020) designed and emulated two targeted trials, aiming at evaluating the treatment effect of adjuvant fluorouracil initiation vs. no initiation within three months of curative surgery (tumor section) for individuals with stage II colorectal cancer as well as erlotinib initiation vs. no initiation within twelve weeks of gemcitabine initiation for individuals with advanced pancreatic adenocarcinoma. Cloning was adopted as the first step. For the first trial, after subjects met eligibility, time zero was set as the date of post-surgery discharge from hospital, and grace period was set as three months after that. For the second trial, time zero was the date of the first gemcitabine claim, and grace period was set as twelve weeks after that. The IPT weighting methods were subsequently adopted.

2.6 Software

Currently, to the best of our knowledge, there is no package specifically dedicated to IMT analysis. However, packages or functions for some methods are publicly available and have been used in the field. Methods that model time zero can be realized by first creating a data frame containing defined time zero, treatment status, outcome, and covariate information for eligible subjects, and then adopting standard survival analysis functions. The second family of methods can be more complicated. With SAS, R, SPSS, and some other software, the Cox regression procedures can be extended to incorporate time-dependent treatment indicator. However, this may require a special data format and bring extra computational burden. With R and SAS, marginal structural modeling can also be conducted to accommodate both time-varying treatment and time-varying confounders, and the software can be found at https://www.hsph.harvard.edu/causal/software/. For Kaplan-Meier analysis with time-varying treatment indicator, Snapinn et al. (2005) showed how to implement with software such as S-Plus and provided a graphical illustration. For the third family of methods, research codes have been provided by some researchers along with their publications. For example, Maringe et al. (2020) provided sample R code for the cloning approach with IPC weights. Petito et al. (2020) provided R code for the cloning approach with IPT weights.
3. Simulation

3.1 Settings

We resort to simulation to compare performance of the reviewed methods. With known data generating mechanisms, we can directly evaluate bias, which is not feasible with real-world data. We note that, although there has been some effort in the literature, comprehensive and direct comparison—as to be conducted here—is lacking.

We adopt the permutation algorithm, which has been widely used for generating survival times with prespecified distributions and conditional on baseline variables and time-varying treatment status.\textsuperscript{82-84} Our procedure mostly follows that of Karim et al. (2016).\textsuperscript{46} Specifically, for subject \(i (=1, \ldots , n)\), the survival and censoring time pair \((T_{F,i}, T_{C,i})\) is generated from a pre-specified distribution. If \(\min(T_{F,i}, T_{C,i}) > t_{K+1}\), \(T_{C,i}\) is reset to \(t_{K+1}\) (and subject \(i\) is administratively censored). Accordingly, the censoring indicator \(C_i = 1\) if \(T_{F,i} \leq T_{C,i}\), and \(C_i = 0\) otherwise. \((T_{F,i}, C_i)\)'s are sorted with respect to \(T_{F,i}\) in an increasing order and will be further matched with a covariate matrix.

We generate the covariate matrix \(L_i\) with dimension \(K \times N_L\), and the \(k\)th row corresponds to \(L_{K,i} = (L_{0,i}, A_{K,i})\). We consider the case with only one binary covariate (beyond the indicator of time-varying treatment status). We acknowledge that this setting is overly simplified, however, increases our ability to appreciate the impact of covariate distributions and correlations and enable us to better focus on the treatment effect. Then \(L_{0,i}\) is simply a scalar equal to 1 or 0, for example, and \(N_L = 2\). Here \(L_{0,i}\) is randomly generated from a Bernoulli distribution with probability of success 0.3. \(A_{K,i}\) for subject \(i\) and interval \(k\) is generated based on the randomly assigned \(T_{A,i}\). The treatment initiation time \(T_{A,i}\) is generated from a uniform distribution \(\text{Unif}(1, K)\), and a certain proportion of subjects do not initiate treatment during the entire follow-up regardless of outcome and censoring. Note that with this specific data generation, the binary \(L_{0,i}\) is not a confounder (that influences both treatment initiation and outcome) but rather a covariate (that only influences outcome).
With this algorithm, a permutation probability law based on the Cox model partial likelihood is used as the basis for performing matching between \((T_{F,i}, C_i)\) and \(L_i\). Specifically, at each sorted time \(T_{F,i}^\prime\), \(\%\), \(C\%\) is sampled with probability \(p_{i,k,L_{i}^\prime}\) specified as follows:

\[
\text{if } C_i = 1, p_{i,k,L_{i}^\prime} = \frac{\exp(\beta_1 t_{0,i}^\prime + \beta_2 A_{k,i}^\prime)}{\sum_{t_{0,i}^\prime \in t} \exp(\beta_1 t_{0,i}^\prime + \beta_2 A_{k,i}^\prime)}; \text{ and if } C_i = 0, p_{i,k,L} = \frac{1}{\sum_{t_{0,i}^\prime \in t_1} 1}.
\]

Here, \(\beta_1\) is the log hazard ratio (HR) of the binary covariate, and \(\beta_2\) is the log HR of the time-varying treatment; and \(r_1\) denotes the at-risk set for this specific \((T_{F,i}, C_i)\) pair and contains subjects that have not been matched with previous survival pairs yet. Subjects that have already been matched with covariates will be removed from future matching.

Based on this algorithm, six scenarios are created, with different survival time distributions, proportions of never-treated subjects, and frequencies of events. For each scenario, we generate \(B = 1,000\) datasets, sample size is set as \(n = 5,000\), and the maximum observed time intervals is \(K = 30\). For the binary covariate, we set log HR = -0.7; and for the time-varying treatment effect, log HR is set as 0.5. The six scenarios are summarized in Table 1.

| Scenario | \(T_{F,i}\) ~ | \(T_{C,i}\) ~ | \(T_{A,i}\) ~ | Description |
|----------|----------------|----------------|----------------|-------------|
| 1        | \(\exp(\lambda = 0.01)\) | U(1,60) | 25% subjects have infinite \(T_{A,i}\) |
| 2        | \(\exp(\lambda = 0.01)\) | U(1,60) | 50% subjects have infinite \(T_{A,i}\) |
| 3        | \(\exp(\lambda = 0.01)\) | U(1,60) | 75% subjects have infinite \(T_{A,i}\) |
| 4        | \(\exp(\lambda = 0.1)\) | U(1,60) | 50% subjects have infinite \(T_{A,i}\) |
| 5        | Gamma(\(\theta = 100, k = 0.4\)) | U(1,60) | 50% subjects have infinite \(T_{A,i}\) |
| 6        | Weibull(\(\eta = 100, k = 2\)) | U(1,60) | 50% subjects have infinite \(T_{A,i}\) |

**Table 1.** Simulation settings

To better illustrate, we generate data for each scenario with sample size \(n = 50,000\) and present the Kaplan-Meier curves (Figure 7) for the treatment and control groups under the naive definition of ever- and never-treated. Scenarios 1, 2, and 3 have the same survival distribution but different proportions of subjects who ever initiate treatment during follow-up. Scenario 2, 4, 5, and 6 have the same proportion of never-treated subjects but different survival distributions. Among them, scenario 5 may lead to the most severe bias if IMT is not properly handled, because of its highest risk of developing event early.
3.2 Evaluation metrics

We adopt the following metrics to evaluate performance: (1) Bias: $\sum_{b=1}^{B}(\hat{\beta}_{2,b} - \beta_2)/B$, (2) standard deviation (SD): $\sqrt{\sum_{b=1}^{B} \left( \hat{\beta}_{2,b} - \sum_{b=1}^{B} \frac{\hat{\beta}_{2,b}}{B} \right)^2 / (B - 1)}$, (3) model-based (average) standard error (SE): average of the $B$ estimated standard errors of $\hat{\beta}_{2,b}$, which are directly obtained from software output, (4) coverage probability (CP) of the model-based 95% confidence intervals, and (5) mean square error (MSE): $\sqrt{\sum_{b=1}^{B} \left( \hat{\beta}_{2,b} - \beta_2 \right)^2 / B}$.

3.3 Results

All the aforementioned methods are implemented under the Cox model. We note that the additional binary variable is not a confounder but a covariate. As such, we simply add it to the model as opposed to adopting complex weighting or matching. The results are summarized in Table 2.

Across all the scenarios, the naïve classification of treatment groups (as ever- and never-treated) leads to negatively biased estimators, regardless of time zero definitions. Under Scenarios 1-3, among the first family of methods, including IMT leads to the highest absolute bias, while PTDM leads to the least. For example, for Scenario 1, the biases for including IMT, excluding IMT, PTDM are -1.387, -0.705, and -0.578, respectively. A higher proportion of subjects who initiate treatment during follow-up leads to a higher absolute bias, lower variance, and overall higher MSE. For example, for including IMT, the biases for Scenarios 1-3 are -1.387, -1.024, and -0.814, respectively, with
variances 0.063, 0.065, and 0.083, and MSEs 1.388, 1.026, and 0.818. Scenarios 2, 4, 5, and 6 have different event rates and distributions. It is observed that Scenario 5 has the most biases, which lead to the highest MSEs and lowest CPs. Under this scenario, the biases for including IMT, excluding IMT, and PTDM are -1.409, -0.933, and -0.417, respectively. As can be seen from Figure 7, the early risk of developing an event is the highest under this scenario. Under Scenario 6, bias is relatively small, but variance is relatively large, and estimation is unstable, because of the extremely low event rate. For determining the value of landmark, to be “less subjective”, we consider the end of month 3, 6, and 9. It is observed that landmark analysis has much lower absolute biases and MSEs and much higher CPs across all scenarios. Different landmark choices lead to different performances for different scenarios, underlying the importance of this decision. Based on the six simulated scenarios, we observe that, when the rate of early event goes up (for example, scenarios 4 and 5 compared to scenarios 2 and 6), a bigger landmark value leads to more eligible samples excluded, resulting in more biased estimation and higher variance. When the treatment initiation rate is relatively low (for example, scenario 1 compared to scenario 2), a bigger landmark value may still not be able to catch enough treatment cases. It may help reduce variance but not bias, which is partly reflected in the low CP values. We observe that all the model-based SEs are close to SDs.

With the second family of methods, we observe that the time-varying modeling gives almost unbiased estimation, regardless of the proportion of subjects initiating treatment, overall event rate, and early risk of developing event. Variance is observed to have a higher dependence on the overall event rate and proportion of subjects with treatment initiation. For example, under Scenario 6 when the event rate is extremely low, though estimation is almost unbiased, a low coverage probability (73.8%) is observed, which is attributable to the high variance (0.127). When event rate is relatively high as under Scenarios 4 and 5, both SDs (0.045 and 0.056) and model-based SEs (0.044 and 0.056) are relatively low.

For the sequential trial method, we estimate PP treatment effects under the stratified Cox model weighted by IPC weights estimated from the Aalen’s additive regression model.\textsuperscript{43, 85, 86} This choice is made as the true treatment effect in our simulated data is PP. We find that the time-varying modeling and sequential trial methods both lead to almost unbiased estimation. Similar to the other methods, as event rate goes up and number of treatment initiations goes down, variance of estimates gets smaller. For example, for Scenarios 6, 2, 5, and 4 (which have increasing overall
event rates), SDs are 0.136, 0.073, 0.057, and 0.045, respectively. We note that the robust sandwich estimator does account for multiple enrollments of the same subject in one analysis and leads to results similar to the standard deviations of estimated treatment effects. The CP values are close to 95% for all scenarios.

For the cloning method, we follow Maringe et al. (2020). We note that in our simulation, treatment can initiate throughout the follow-up period with a relatively constant rate, which does not satisfy the assumption that a grace period exists and most of treatment initiation happens within the grace period. That is, there is no clearly defined and clinically relevant grace period in our case. To be comprehensive, we also consider multiple grace periods: 3 months, 6 months, and 9 months. In the original proposal by Maringe et al. (2020), bootstrap was used for inference. As such, we do not provide model-based SE and CP results here. It is observed that all three grace period values lead to biased estimation, and the levels of bias are similar to those of PTDM. In addition, there is no optimal grace period choice. For example, for scenarios 1 to 5, a longer grace period results in a higher bias, lower variance, and overall higher MSE. For scenario 6, the reverse is true.

| Method       | Scenario | Bias     | SD     | Model-based SE | CP | MSE   |
|--------------|----------|----------|--------|----------------|----|-------|
| Include IMT  | 1        | -1.387   | 0.063  | 0.065          | 0  | 1.388 |
|              | 2        | -1.024   | 0.065  | 0.070          | 0  | 1.026 |
|              | 3        | -0.814   | 0.083  | 0.087          | 0  | 0.818 |
|              | 4        | -0.972   | 0.040  | 0.043          | 0  | 0.973 |
|              | 5        | -1.409   | 0.048  | 0.052          | 0  | 1.409 |
|              | 6        | -0.654   | 0.121  | 0.121          | 0  | 0.665 |
| Exclude IMT  | 1        | -0.705   | 0.062  | 0.065          | 0  | 0.708 |
|              | 2        | -0.368   | 0.071  | 0.071          | 0.1%| 0.375 |
|              | 3        | -0.132   | 0.085  | 0.088          | 68.5%| 0.157 |
|              | 4        | -0.061   | 0.048  | 0.043          | 70.7%| 0.078 |
|              | 5        | -0.933   | 0.051  | 0.052          | 0  | 0.935 |
|              | 6        | 0.283    | 0.121  | 0.124          | 37.1%| 0.307 |
| PTDM         | 1        | -0.578   | 0.081  | 0.082          | 0  | 0.584 |
|              | 2        | -0.273   | 0.082  | 0.081          | 8.4%| 0.285 |
|              | 3        | -0.102   | 0.091  | 0.094          | 81.6%| 0.137 |
|              | 4        | -0.138   | 0.048  | 0.046          | 16.0%| 0.146 |
|              | 5        | -0.417   | 0.058  | 0.061          | 0  | 0.421 |
|              | 6        | -0.148   | 0.134  | 0.134          | 81.5%| 0.200 |
| Landmark Analysis (Landmark = 3) | 1 | -0.161 | 0.100 | 0.102 | 67.1% | 0.190 |
|              | 2        | -0.113   | 0.122  | 0.120          | 85.4%| 0.166 |
|              | 3        | -0.064   | 0.170  | 0.162          | 92.3%| 0.181 |
|              | 4        | -0.048   | 0.073  | 0.073          | 89.8%| 0.087 |
|              | 5        | -0.071   | 0.096  | 0.095          | 87.7%| 0.119 |
|              | 6        | -0.173   | 0.213  | 0.212          | 86.7%| 0.274 |
| Landmark Analysis | 1 | -0.161 | 0.089 | 0.090 | 58.1% | 0.184 |
| Landmark Analysis | Time-varying Cox | Sequential Cox | Cloning Cox (Grace period = 3) | Cloning Cox (Grace period = 6) | Cloning Cox (Grace period = 9) |
|-------------------|------------------|----------------|--------------------------------|--------------------------------|--------------------------------|
| (Landmark = 6)    |                  |                |                                |                                |                                |
| 1                 | -0.160           | 0.086          | 0.089                          | 0.224                          | 0.284                          |
| 2                 | -0.099           | 0.104          | 0.099                          | 0.313                          | 0.350                          |
| 3                 | -0.053           | 0.128          | 0.128                          | 0.337                          | 0.393                          |
| 4                 | -0.056           | 0.077          | 0.076                          | 0.356                          | 0.416                          |
| 5                 | -0.081           | 0.097          | 0.089                          | 0.360                          | 0.420                          |
| 6                 | -0.152           | 0.169          | 0.170                          | 0.369                          | 0.430                          |
| (Landmark = 9)    |                  |                |                                |                                |                                |
| 1                 | -0.002           | 0.073          | 0.072                          | 0.024                          | 0.070                          |
| 2                 | -0.001           | 0.074          | 0.075                          | 0.025                          | 0.071                          |
| 3                 | -0.004           | 0.089          | 0.090                          | 0.026                          | 0.072                          |
| 4                 | 0.000            | 0.045          | 0.044                          | 0.027                          | 0.073                          |
| 5                 | -0.006           | 0.056          | 0.056                          | 0.028                          | 0.074                          |
| 6                 | -0.003           | 0.127          | 0.126                          | 0.029                          | 0.075                          |

Table 2. Simulation results. In each cell, mean based on 1,000 replicates.

Summarily, simulation suggests that the time-varying modeling and sequential trial methods lead to almost unbiased estimation. The time-varying modeling method has a smaller variance than the sequential trial method. The methods with time-independent treatment status and redefined time zero can partly account for IMT but still lead to biased estimation. The amount of bias and variance depend on event rate and distribution of time to treatment initiation. In
our simulation, all methods using redefined time zero have negative bias, with including IMT having the most severe bias and landmark analysis having the least.

4. Analysis of the Stanford heart transplant data

4.1 Data

We re-analyze the seminal Stanford heart transplant data. The goal is not to make new scientific discoveries – this data has been thoroughly analyzed, and its limitations have been well recognized. Rather, the goal is to demonstrate different performance of the review methods under a real-world setting with a “benchmark” dataset. The data is publicly available at https://www.openintro.org/data/index.php?data=heart_transplant. The background of this study has been fully described elsewhere. Briefly, this was a prospective cohort study aiming at evaluating cardiac transplantation for severely ill patients with end-stage heart disease. All patients were clinically designated as heart transplant candidates, and the waiting time ranged between a few weeks to several months depending on donor availability. A few candidates showed improvement and were deselected as heart transplant candidates during the waiting period. There were 103 subjects, among whom 69 received transplantation, and 34 either died, were censored, or were deselected before donors were available. Baseline variables include patient ID, year of acceptance as a heart transplant candidate, patient age at the beginning of the study, and prior surgery status. Follow-up and outcome variables include survival time, event indicator, transplantation indicator, and waiting time for ever-treated.

4.2 Implementation

The reviewed methods are implemented in the same manner as in the simulation. As a clinically relevant landmark is lacking, as in simulation, we consider multiple values including 20, 40, and 60 days. When implementing the sequential method, we observe that most of the treatment initiations happened in the early stage of follow-up (the 1st quartile of waiting days is 10, and the 3rd quartile is 46). We consider three subsequent sub-trials, each with an enrollment window of 20 days. The first day of each sub-trial is defined as time zero. For the cloning approach, we also consider multiple grace periods: 20, 40, and 60 days. With all methods, the Cox model is adopted to evaluate the effect of heart transplantation on time to death. Age and prior surgery status are included as covariates. For the three variables, HRs, 95% confidence intervals, and p-values are obtained. It is noted that with the cloning method,
the effects of covariates are incorporated and evaluated from the weighting process. Therefore, estimates for the covariates are not available.

### 4.3 Results

Table 3 shows that, similar to in simulation, different methods lead to significantly different results. In particular, the including IMT, excluding IMT, and PTDM methods lead to significant estimated HRs that are less than 1. The other methods lead to non-significant HRs. In landmark analysis, a larger landmark value leads to a smaller HR. The time-varying Cox and sequential methods generate estimated HRs 0.92 and 0.81, respectively. With the cloning method, a longer grade period leads to a smaller HR. The analysis results with the second and third families of methods align with many published studies. For example, Turnbull et al. (1974)\(^{11}\) adopted three non-parametric and three parametric methods and concluded that all models suggested small, non-significant beneficial treatment effects.

| Method                        | Variable                          | HR   | 95% CI        | P-value  |
|-------------------------------|-----------------------------------|------|---------------|----------|
| Include IMT                   | transplant (ever received)        | 0.19 | 0.11, 0.33    | < 0.0001 |
|                               | age                               | 1.06 | 1.03, 1.09    | < 0.0001 |
|                               | prior surgery (yes)               | 0.48 | 0.20, 1.13    | 0.093    |
| Exclude IMT                   | transplant (ever received)        | 0.25 | 0.15, 0.42    | < 0.0001 |
|                               | age                               | 1.06 | 1.03, 1.09    | 0.0002   |
|                               | prior surgery (yes)               | 0.48 | 0.20, 1.14    | 0.097    |
| PTDM                          | transplant (ever received)        | 0.22 | 0.12, 0.42    | < 0.0001 |
|                               | age                               | 1.06 | 1.02, 1.09    | 0.006    |
|                               | prior surgery (yes)               | 0.49 | 0.21, 1.17    | 0.107    |
| Landmark Analysis (Landmark = 20) | transplant (ever received)    | 1.36 | 0.77, 2.42    | 0.292    |
|                               | age                               | 1.04 | 1.00, 1.07    | 0.025    |
|                               | prior surgery (yes)               | 0.41 | 0.17, 0.96    | 0.041    |
| Landmark Analysis (Landmark = 40) | transplant (ever received)    | 0.91 | 0.50, 1.65    | 0.754    |
|                               | age                               | 1.05 | 1.01, 1.09    | 0.017    |
|                               | prior surgery (yes)               | 0.43 | 0.18, 1.04    | 0.061    |
| Landmark Analysis (Landmark = 60) | transplant (ever received)    | 0.62 | 0.30, 1.28    | 0.193    |
|                               | age                               | 1.07 | 1.02, 1.13    | 0.003    |
|                               | prior surgery (yes)               | 0.52 | 0.22, 1.25    | 0.145    |
| Time-varying Cox              | transplant (ever received)        | 0.92 | 0.51, 1.66    | 0.773    |
|                               | age                               | 1.03 | 1.01, 1.06    | 0.017    |
|                               | prior surgery (yes)               | 0.33 | 0.14, 0.77    | 0.010    |
| Sequential Cox                | transplant (ever received)        | 0.81 | 0.57, 1.16    | 0.249    |
Table 3. Analysis results for the Stanford heart transplant data

|                          | age   | prior surgery (yes) | Cloning Cox (Grace period = 20) | Cloning Cox (Grace period = 40) | Cloning Cox (Grace period = 60) |
|--------------------------|-------|---------------------|----------------------------------|----------------------------------|----------------------------------|
|                          | 1.03  | 0.32                | 1.31                             | 0.99                             | 0.84                             |
|                          | 1.00, 1.07 | 0.15, 0.67            | 0.90, 2.06                        | 0.71, 1.41                        | 0.59, 1.17                        |
|                          | 0.053 | 0.003               | -                                | -                                | -                                |

HR *hazards ratio*, CI *confidence interval*

5. Connections to causal inference analysis

In epidemiologic studies, IMT bias often interconnects with other bias issues, in particular confounding bias in causal inference analysis, leading to more challenges. Causal inference is a large field, and we refer to Hernan and Robins (2020) 

89, Morgan and Winship (2015) 90 and others for relevant discussions. Our literature review suggests that there has been insufficient attention to the methods reviewed above when a causal effect is of interest. In Appendix, we address this knowledge gap and discuss the possibility of combining the aforementioned methods with matching, weighting, and emulation approaches under the causal inference paradigm.

6. Remarks

In this article, we have conducted a selected review of methods for accommodating IMT. This review may assist biomedical researchers to better understand and address IMT in the analysis of observational studies and clinical trials. We have focused on intuition, rationale, and numerical performance, without delving into mathematical details. Interested readers are referred to the original publications for the technical aspects. We acknowledge that some relevant approaches and applications may have inevitably been overlooked. It is also recognized that accommodating IMT is still a developing area of research, and that this review may need to be updated in the future.
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Appendix A: Accommodating IMT in causal inference analysis

A.1 Causal inference methods

Causal inference is a large field. Here we only briefly mention causal inference methods that are relevant to the review of IMT bias correction methods. Weighting and matching have been broadly used in causal inference to alleviate confounding bias and selection bias which commonly exist in observational studies. Weighting and matching are usually performed based on quantities such as propensity scores calculated using covariates and treatment status.\(^1\),\(^2\)

Causal inference based on observational data requires special techniques when treatment initiation happens during follow-up, and/or confounder values change over time and potentially inform future treatment. In this case, weighting and matching can be problematic, and more complex methods such as marginal structural models with time-varying weights are needed.\(^3\)-\(^5\)

Compared to weighting and matching, emulation is relatively more recent.\(^6\) Under emulation, “clinical trials” are created using observational data, and statistical techniques for randomized clinical trials are then directly applied. Emulation requires mimicking randomization, and this is usually achieved with IPT weighting and propensity score matching. As such, emulation suffers from the same restriction of choosing methods caused by applying weighting and matching in analysis.\(^6\)-\(^10\) Emulation may not be feasible if the method selected for dealing with IMT is “backward” (that is, uses information that is only available after baseline to decide treatment status) and under time-dependent bias (i.e., bias caused by using “baseline immeasurable” information).\(^11\) In addition, certain inconsistent components (e.g., time zero and follow-up) for treatment and control groups deviate from the concept of “randomization” and lose comparability in real and emulated target trials.

A.2 Methods that model time zero

These methods have been reviewed in Section 2.3 of the main text. As previously mentioned, PTDM and landmark analysis exclude some eligible subjects at study entry, while others do not. For causal inference analysis, this exclusion brings additional complication, as it distorts target population and thus impacts both internal and external validity of
the estimated causal effect or even association. Therefore, estimation with certain exclusions should be interpreted with caution. For example, landmark analysis excludes those who die before redefined time zero. The subsequent estimation result is only applicable to those who are generally healthier and live longer.

When emulation is adopted, another layer of ambiguity appears. Under emulation, researchers analyze data in a way that they normally do with a clinical trial. This involves screening for eligibility, measuring baseline characteristics, assigning treatment groups before the start of follow-up, and then following subjects prospectively. With the reviewed methods, classification of treatment and control groups is performed based on data at baseline or during follow-up. If we combine those methods with emulation, we may need to question the validity of analyzing data in a backward direction. As such, it does not align with the principle of emulation. It has more of a PP flavor, as treatment status is determined based on what subjects “adhere” to in reality. In comparison, forward analysis assigns treatment groups at baseline regardless of future treatment switching and non-adherence, thus having more of an ITT flavor. Recall that the method of redefining time zero after grace period decides treatment status based on what happens during grace period but before redefined time zero. Similarly, landmark analysis assigns treatment groups based on what happens before landmark. These forward methods align well with the principle of emulation. After determining treatment status at time zero, one can accommodate differences in (distributions of) baseline covariates using weighting and matching.

In addition to the forward concerns and generalizability, without the assumptions required for a valid grace period, landmark analysis is more likely to be descriptive than causal inference in the sense that it generates results that are conditional on observed IMT. This precludes a counterfactual interpretation that is required by causal inference.

Another concern arises from the inconsistent definitions of time zero for treatment and control groups. In an actual clinical trial, time zero is often the time of randomization and treatment assignment, and time zero for both groups is either the same or set using the same logic. With observational data, “true” time zero is usually unknown and needs to be specified. For the excluding IMT method, time zero for the treatment group is time of treatment initiation, and time zero for the control group is study entry. These two definitions are incomparable, leading to an inappropriate emulation analysis.

A.3 Methods that model time-varying treatment status
Many causal inference methods involve weighting and matching to accommodate potential confounding and selection bias in observational studies and non-adherence in clinical trials. A drawback of time-varying treatment modeling is that the time-varying definition of treatment status makes propensity score estimation much harder as it becomes time-dependent. In contrast, an “unexpected benefit” is that time-varying propensity scores and corresponding weights provide a better carrier of information on time-dependent confounders and prognostic factors. To simplify discussion, we have mostly focused on the scenario with time-independent covariates. Under such a scenario, the probability of treatment initiation at a specific time point may only depend on time and previous treatment status. If confounder values are time-dependent, time-varying propensity scores depend on treatment history and time-dependent confounders, and marginal structural model approach is needed, which has time-varying propensity score weighting and can avoid time-varying confounding bias.

With emulation, one concern is that it is not possible to estimate an ITT effect under the time-varying treatment definition because an ITT approach “holds” subjects in groups they belong to at baseline. However, at the beginning of follow-up, nearly all subjects have not initiated treatment and, hence, are classified as controls. However, if the adherence-adjusted effect is of interest and the aforementioned confounding problem is neglected, time-varying treatment status modeling is potentially appropriate. In some clinical trials, if covariate balance can be assumed at all time, the time-varying treatment definition can be adopted to help derive adherence-adjusted effect. Another concern is that time-varying treatment status may conflict with the counterfactual interpretation that is required in causal inference.

**A.4 Sequential trial and cloning methods**

For the sequential trial method, matching or weighting is needed to address the potential imbalance of baseline confounders for each sub-trial. However, when PP analysis is of interest, IPC weights or consequent IPT weights are needed to address further selection bias caused by artificial censoring. In this case, (a) if weighting at baseline and subsequent IPC weights are used, weights used in outcome models are IPT weights (baseline) * IPC weights, (b) if weighting at baseline and subsequent time-varying IPT weights are used, final weights are time-varying IPT weights that incorporate baseline, and (c) if matching at baseline is used, using only subsequent IPC weights (or IPT weights) is adequate. For the cloning approach, if all baseline confounders (even unmeasured) are balanced between the
treatment and control groups at study entry, then, subsequent time-varying IPC weights or IPT weights are adopted to address artificial censoring. In this case there is no concern on combining methods dealing with confounders at baseline and artificial censoring thereafter.

In emulation analysis, multiple studies have adopted the sequential trial or cloning approaches to avoid potential IMT bias caused by mistakenly defined time zero.\textsuperscript{24-27} Under the sequential trial strategy, each sub-trial is an emulated trial, and standard analysis methods can be applied. The enrollment period of each sub-trial (for example, a popular choice is one month) somewhat mimics grace period or landmark period during which treatment is initiated. Similarly, the cloning approach can be applied to account for grace period as for a clinical trial. When an ITT effect is of interest, the sequential trial approach adopts matching or weighting to balance baseline confounders, and no subsequent artificial censoring with IPC weighting or IPT weighting is needed. In contrast, ITT analysis with the cloning approach may be less straightforward. In particular, there are two possible versions. As introduced in Hernan et al. (2018)\textsuperscript{28} and Petito et al. (2020),\textsuperscript{26} one version is the original cloning idea with artificial censoring and subsequently updated weights during entire follow-up period, and the derived effect is claimed as the PP analog. The second version is to restrict that artificial censoring may only happen within grace period, and thus weights are no longer updated after grace period.\textsuperscript{25} Although it is claimed that estimator is more like a PP effect, this approach does have an ITT flavor, as treatment switch that happens after grace period is ignored and adherence is assumed. Alternatively, the cloning idea realizes “randomization” for entire follow-up by artificial censoring and applies adherence or censoring weights until end of grace period (which mimics an ITT analysis) or end of follow-up (which mimics a PP analysis) to address unbalanced confounders and selection bias.

\textbf{A.5 Remarks}

When combined with causal inference, each method has its own suitable conditions, prerequisites, concerns, and limitations. Our recommendations are as follows: (a) If propensity score weighting or matching is performed, it is easier to adopt methods that only use time-independent propensity scores, such as methods with redefined time zero and the sequential trial approach; (b) With emulation, when an ITT effect is of interest, redefining time zero after grace period and the sequential trial approach can potentially get estimation with aligned interpretations using assigned treatment to impute missing planned treatment; and when a PP effect is of interest, the time-varying treatment modeling, sequential trial approach, and cloning approach with appropriate weighting are more appropriate.
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