IMPROVING CLOUD SECURITY BY THE APPLICATION OF DE-DUPLICATION

Abstract: Cloud computing is the most extreme basic part utilized component keeping in mind the end goal to reserve the information by the machines which does not have adequate capacity abilities. The cloud computing will be the system which enable machines to reserve the information over the capacity abilities of the specific machine. As an ever increasing number of clients interact with the cloud, the security of cloud is at stakes. The information stockpiling and its security is the range in which armies of work have just been done and armies of work is hungered for to be finished. The proposed paper directs a survey of the various instruments which manages the security of information inside the cloud.
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1. INTRODUCTION

The deduplication is the idea which shows that the like information ought not be stored again finished the system. By doing as such the cloud stockpiling abilities are better utilized.[1] In computing, information deduplication is a specific information keeping component for disposing of copy duplicates of iterative information. Related and fairly synonymous terms are smart (information) restricting and single-point of reference (information) stockpiling. This instrument is utilized to propel capacity use and can likewise be connected to arrange information transmits to shorten the quantity of bytes that must be exchanged. In the deduplication step, restrictive parts of information, or byte designs, are recognized and stored amid a stage of examination. As the examination proceeds, different parts are contrasted with the reserved fake and at whatever point a match happens, the repetitive part is supplanted with a little point it will supplant that copy part with a connection. Once the information has been deduplicated, subsequent connection is really reserved; the consequent points of reference are attributed back to the recuperated fake for deduplication proportion of around 100 to 1.

One the very pinnacle of regular types of information deduplication uses works by contrasting parts of information with distinguish copies. [3] For that to happen, each piece of information is doled out a depiction, computed by the product, orders part utilizing cryptographic hash capacities. In much usage, the supposition is made that if the depiction is comparable, the information is comparative, alike however this can't be valid in all cases develop to the categorize standard; different uses don't expect that two squares of information with the like identifier are comparative, yet really check that information with the like portrayal is comparative. On the off chance that the product either expect that a given portrayal as of now exists in the deduplication namespace or really checks the element of the two pieces of information, contingent upon the usage, at that point it will supplant that copy part with a connection.

2. DEDUPLICATION MECHANISMS

Once the information has been deduplicated, subsequent performed by standard document limiting contraption, for example, LZ77 and LZ78. [2] Whereas these contraputions recognize short iterative substrings inside individual documents, the purpose of capacity based information deduplication is to examine immense volumes of information and distinguish gigantic segments – for example, whole records or colossal areas of records – that are comparable, keeping in mind the end goal to reserve separated one fake of it. This fake might be also compacted by single-document keeping instruments. For instance a run of the mill email supra framework may contain 100 points of reference of the like 1 MB (megabyte) record connection. Each time the email dais is went down, every one of the 100 points of reference of the connection are mended, convincing 100 MB storage room. With information deduplication, separated one point of reference of the connection is really reserved; the consequent points of reference are attributed back to the recuperated fake for deduplication proportion of around 100 to 1.
extreme wise (however CPU escalated) system to separating is by and large thought to move piece. In moving square, a window is passed along the document stream to discover all the more normally happening inward record limits.

2. Client reinforcement deduplication. This is where the deduplication hash estimations are originally made on the source (customer) machines. Records that have comparable hashes to documents as of now in the goal gadget are not exchanged, the goal gadget just makes suitable inside connections to originally the copied information. The benefit of this is it maintains a strategic distance from information being pointlessly exchanged over the system in this manner reducing movement stack.

3. Primary stockpiling and optional stockpiling- By definition, essential stockpiling supra frameworks are intended for best execution, as opposed to most reduced conceivable cost. The plan standard for these supra frameworks are to expand execution, at the cost of different contemplations. In addition, essential stockpiling supra frameworks are considerably less tolerant of any operation that can adversely affect execution. Additionally by definition, auxiliary stockpiling supra frameworks contain principally copy or optional duplicates of information. These duplicates of information are charge part not utilized for genuine prolongation operations and thus are more tolerant of some execution corruption, in return for expanded proficiency.

To date, information deduplication has overwhelmingly been utilized with optional capacity supra frameworks. [6]The purposes behind this are two-crease. Initially, information deduplication hunger for overhead to find and expel the copy information. In essential stockpiling supra frameworks, this overhead may affect execution. The second motivation behind why deduplication is connected to optional information is that auxiliary information support to have more copy information. Reinforcement application specifically summon part creates persuading parcels regarding copy information after some time. Information deduplication has been sent effectively with essential stockpiling sometimes where the supra framework configuration does not want persuading overhead, or effect execution.

3. LIMITATIONS AND CONCERNS

• Whenever information is changed over, concerns [7]arise about potential loss of information. By definition, information de-duplication supra frameworks store information uniquely in contrast to how it was composed. Subsequently, clients are worried about the legitimacy of their information.

• [8]The grouped instruments of de-copying information all utilize marginally extraordinary systems. In any case, the legitimacy of the information will at last depend ensuing the plan of the de-copying supra framework, and the quality used to execute the calculations. As the innovation has developed over the previous decade, the legitimacy of most extreme of the significant items has been well demonstrated.

• One system for de-copying information depends on the utilization of cryptographic hash capacities to distinguish copy sections of information. [9] If two unique snippets of data produce the like hash esteem, this is known as a disaster area. The likelihood of a disaster area depends subsequent the hash work utilized, and despite the fact that the probabilities are little, they are dependably non zero. In this manner, the worry emerges that information debasement can happen if a hash wreck happens, and

• Extra methods for confirmation are not used to check whether there is a distinction in information, or not. Both inline and post-step structures may offer piece for-bit approval of unique information for ensured information validity[10].

• The hash capacities utilized incorporate guidelines, for example, SHA-1, SHA-256 and others. Security concerns are progressively imperative in the online world. It is broadly acknowledged that cloud computing can possibly be protection crippling. The protected preparing of individual information in the cloud speaks to an enormous test. Appropriation of security upgrading advances to help such exercises in the cloud will rely on the presence of uniform methods for taking care of individual information at the worldwide level and on specialized gauges which can show consistence with lawful and administrative frameworks[11].

The computational asset force of the progression can be constraints of information de-duplication.

The literature survey considers the various paper including cloud, security mechanisms and Deduplication. The security mechanism which is considered are weak in the existing system. The literature survey is considered as follows

[12] The security challenges in cloud are considered in this case. The security in terms of passwords is established. The offloading is considered. the considered technique utilizes more resources as compared to the existing system. The proposed technique is more expensive as compared to the previous techniques already present.

[13] The encryption mechanism is considered in the prescribed paper. The prescribed paper considered the encryption mechanism which is considered in this scheme is RSA. It is the public key encryption strategy which is used in order to transfer the encrypted data towards the destination. At the receiver end encrypted data is collected and again cipher text is created.

[14] The decoy technique is used in order to enhance the security associated with the cloud. The cloud security mechanism which will distract the malicious user is considered in this case. The cloud security mechanism considered is more secure as compared to previous techniques specified.

[15] Outsourcing the data in cloud computing is exponentially generating to scale up the hardware and software resources. How to protect the outsourced sensitive data as a service is becomes a major data security challenge in cloud computing. To address these data security challenges, we propose an efficient data encryption to encrypt sensitive data before sending to the cloud server. This exploits the block level data encryption using 256 bit symmetric key with rotation. In addition, data users can reconstruct the requested data from cloud server using shared secret key. We analyse the privacy protection of outsourced data using experiment is carried out on the repository of text files with variable size. The security and performance analysis shows that the proposed method is highly efficient than existing methods performance.

[16] Due to the high volume and velocity of big data, it is an effective option to store big data in the cloud, as the cloud has capabilities of storing big data and processing high
volume of user access requests. Attribute-based encryption (ABE) is a promising technique to ensure the end-to-end security of big data in the cloud. However, the policy updating has always been a challenging issue when ABE is used to construct access control schemes. A trivial implementation is to let data owners retrieve the data and re-encrypt it under the new access policy, and then send it back to the cloud. This method, however, incurs a high communication overhead and heavy computation burden on data owners. In this paper, we propose a novel scheme that enabling efficient access control with dynamic policy updating for big data in the cloud. We focus on developing an outsourced policy updating method for ABE systems. Our method can avoid the transmission of encrypted data and minimize the computation work of data owners, by making use of the previously encrypted data with old access policies. Moreover, we also propose policy updating algorithms for different types of access policies. Finally, we propose an efficient and secure method that allows data owner to check whether the cloud server has updated the ciphertexts correctly. The analysis shows that our policy updating outsourcing scheme is correct, complete, secure and efficient.

[17] In this paper, we present generic cloud performance models for evaluating IaaS, PaaS, SaaS, and mashup or hybrid clouds. We test clouds with real-life benchmark programs and propose some new performance metrics. Our benchmark experiments are conducted mainly on IaaS cloud platforms over scale-out and scale-up workloads. Cloud benchmarking results are analyzed with the efficiency, elasticity, QoS, productivity, and scalability of cloud performance. Five cloud benchmarks were tested on Amazon IaaS EC2 cloud: namely YCSB, CloudSuite, HiBench, BenchClouds, and TPC-W. To satisfy production services, the choice of scale-up or scale-out solutions should be made primarily by the workload patterns and resources utilization rates required. Scaling-out machine instances have much lower overhead than those experienced in scale-up experiments. However, scaling up is found more cost-effective in sustaining heavier workload. The cloud productivity is greatly attributed to system elasticity, efficiency, QoS and scalability. We find that auto-scaling is easy to implement but tends to over provision the resources. Lower resource utilization rate may result from auto-scaling, compared with using scale-out or scale-up strategies. We also demonstrate that the proposed cloud performance models are applicable to evaluate PaaS, SaaS and hybrid clouds as well.

[18] The security issues in cloud computing using big data are considered in this case. Users of the data will be of varying intensions so malicious user handling is suggested in the proposed strategy.

[19] Cloud computing economically enables the paradigm of data service outsourcing. However, to protect data privacy, sensitive cloud data have to be encrypted before outsourced to the commercial public cloud, which makes effective data utilization service a very challenging task. Although traditional searchable encryption techniques allow users to securely search over encrypted data through keywords, they support only Boolean search and are not yet sufficient to meet the effective data utilization need that is inherently demanded by large number of users and huge amount of data files in cloud. In this paper, we define and solve the problem of secure ranked keyword search over encrypted cloud data. Ranked search greatly enhances system usability by enabling search result relevance ranking instead of sending undifferentiated results, and further ensures the file retrieval accuracy. Specifically, we explore the statistical measure approach, i.e., relevance score, from information retrieval to build a secure searchable index, and develop a one-to-many order-preserving mapping technique to properly protect those sensitive score information. The resulting design is able to facilitate efficient server-side ranking without losing keyword privacy. Thorough analysis shows that our proposed solution enjoys “as-strong-as-possible” security guarantee compared to previous searchable encryption schemes, while correctly realizing the goal of ranked keyword search. Extensive experimental results demonstrate the efficiency of the proposed solution.

[20] In computing clouds, burrstones of a virtual machine (VM) workload widely exist in real applications, where spikes usually occur periodically with low frequency and short duration. This could be effectively handled through dynamically scaling up/down in a virtualization-based computing cloud; however, to minimize energy consumption, VMs are often highly consolidated with the minimum number of physical machines (PMs) used. In this case, to meet the dynamic runtime resource demands of VMs in a PM, some VMs have to be migrated to some other PMs, which may cause potential performance degradation. In this paper, we investigate the burrstones-aware server consolidation problem from the perspective of resource reservation, i.e., reserving a certain amount of extra resources on each PM to avoid live migrations, and propose a novel server consolidation algorithm, QUEUE. We first model the resource requirement pattern of each VM as a two-state Markov chain to capture burrstones, then we design a resource reservation strategy for each PM based on the stationary distribution of a Markov chain. Finally, we present QUEUE, a complete server consolidation algorithm with a reasonable time complexity. We also show how to cope with heterogeneous spikes and provide remarks on several extensions. Simulation and tested results show that, QUEUE improves the consolidation ratio by up to 45 percent with large spike size and around 30 percent with normal spike size compared with the strategy that provisions for peak workload, and achieves a better balance between performance and energy consumption in comparison with other commonly-used consolidation algorithms.

[21] the adaptive offloading in WSN is described in this case. the WAN is wide area network. The data will be migrated over the geographically large area. The WAN will have wireless as well as wired mechanism associated with them. The rate at which offloading is being performed will depend upon the method which is used for offloading. The tool which is used for offloading will use services of cloud computing. The cloud computing security mechanisms are also suggested since cloud is accessible to wide variety of users and some of them can be malicious in nature. The malicious node and data handling mechanism are suggested in this case.

[22] Data deduplication is a technique for eliminating duplicate copies of data, and has been widely used in cloud storage to reduce storage space and upload bandwidth. Promising as it is, an arising challenge is to perform secure deduplication in cloud storage. Although convergent
encryption has been extensively adopted for secure deduplication, a critical issue of making convergent encryption practical is to efficiently and reliably manage a huge number of convergent keys. This paper makes the first attempt to formally address the problem of achieving efficient and reliable key management in secure deduplication. We first introduce a baseline approach in which each user holds an independent master key for encrypting the convergent keys and outsourcing them to the cloud. However, such a baseline key management scheme generates an enormous number of keys with the increasing number of users and requires users to dedicatedly protect the master keys. To this end, we propose Dekey, a new construction in which users do not need to manage any keys on their own but instead securely distribute the convergent key shares across multiple servers. Security analysis demonstrates that Dekey is secure in terms of the definitions specified in the proposed security model. As a proof of concept, we implement Dekey using the Ramp secret sharing scheme and demonstrate that Dekey incurs limited overhead in realistic environments.

[23] the edge network is considered in this case. the edge networks will help in transmitting the information by the use of WAN network. This means that boundaries between the large distance is not considered. The VM migration is offline in nature. Which means that the machine which is being migrated is idle during the operation? Hence resources will be wasted in this case.

[24] Offloading in terms of cost and energy is analysed in this case. The energy will be consumed when the offloading takes place. The energy consumed will depend upon the amount of data which is migrated. The migrated data will go to the cloud. The cost will be encountered on the basis of amount of data which is being used.

[25] the offloading will be performed on the consideration of IaaS. The internet as a service is considered in this case. The internet will be used in order to provide the offloading strategies. The internet has number of resources associated with it. The resources can be used offline or online. The resources present will help in Offloading.

[26] the security assurance is considered in this case. The cloud is accessible by legions of users. The intention of the user will be uncertain. The malicious nodes can corrupt the data and hence should be avoided from within the network. The nodes can be checked against the malicious entry using certification authority.

[27] The focus on this paper is to build an Android platform based mobile application for the healthcare domain, which uses the idea of Internet of Things (IoT) and cloud computing. We have built an application called 'ECG Android App' which provides the end user with visualization of their Electro Cardiogram (ECG) waves and data logging functionality in the background. The logged data can be uploaded to the user's private centralized cloud or a specific medical cloud, which keeps a record of all the monitored data and can be retrieved for analysis by the medical personnel. Though the idea of building a medical application using IoT and cloud techniques is not totally new, there is a lack of empirical studies in building such a system. This paper reviews the fundamental concepts of IoT. Further, the paper presents an infrastructure for the healthcare domain, which consists of various technologies: IOIO microcontroller, signal processing, communication protocols, secure and efficient mechanisms for large file transfer, data base management system, and the centralized cloud. The paper emphasizes on the system and software architecture and design which is essential to overall IoT and cloud based medical applications. The infrastructure presented in the paper can also be applied to other healthcare domains. It concludes with recommendations and extensibilities found for the solution in the healthcare domain.

[28] Moving computing into the "Cloud{"} makes computer processing much more convenient for users but also presents them with new security problems about safety and reliability. To solve these problems, service providers must establish and provide security architectures for Cloud computing. This paper describes domestic and international trends in security requirements for Cloud computing, along with security architectures proposed by Fujitsu such as access protocol, authentication and identity (ID) management, and security visualization.

[29] Data access control is an effective way to ensure the data security in the cloud. Due to data outsourcing and untrusted cloud servers, the data access control becomes a challenging issue in cloud storage systems. Ciphertext-Policy Attribute-based Encryption (CP-ABE) is regarded as one of the most suitable technologies for data access control in cloud storage, because it gives data owners more direct control on access policies. However, it is difficult to directly apply existing CP-ABE schemes to data access control for cloud storage systems because of the attribute revocation problem. In this paper, we design an expressive, efficient and revocable data access control scheme for multi-authority cloud storage systems, where there are multiple authorities co-exist and each authority is able to issue attributes independently. Specifically, we propose a revocable multi-authority CP-ABE scheme, and apply it as the underlying techniques to design the data access control scheme. Our attribute revocation method can efficiently achieve both forward security and backward security. The analysis and simulation results show that our proposed data access control scheme is secure in the random oracle model and is more efficient than previous works.

[30] Caching on the edge of the Internet is becoming a popular technique to improve the scalability and efficiency of delivering dynamic Web content. In this paper, we study the challenges in designing a large scale cooperative edge cache network, focusing on mechanisms and methodologies for efficient cooperation among caches to improve the overall performance of the edge cache network. This paper makes three original contributions. First, we introduce the concept of cache clouds, which forms the fundamental framework for cooperation among caches to improve the overall performance of the edge cache network. Second, we present dynamic hashing-based protocols for document lookups and updates within each cache cloud, which are not only efficient, but also effective in dynamically balancing lookup and update loads among the caches in the cloud. Third, we outline a utility-based mechanism for placing dynamic documents within a cache cloud. Our experiments indicate that these techniques can significantly improve the performance of the edge cache networks.

[31] In cloud computing, data owners host their data on cloud servers and users (data consumers) can access the data from cloud servers. Due to the data outsourcing, however,
this new paradigm of data hosting service also introduces new security challenges, which requires an independent auditing service to check the data integrity in the cloud. Some existing remote integrity checking methods can only serve for static archive data and, thus, cannot be applied to the auditing service since the data in the cloud can be dynamically updated. Thus, an efficient and secure dynamic auditing protocol is desired to convince data owners that the data are correctly stored in the cloud. In this paper, we first design an auditing framework for cloud storage systems and propose an efficient and privacy-preserving auditing protocol. Then, we extend our auditing protocol to support batch auditing for both multiple owners and multiple clouds, without using any trusted organizer. The analysis and simulation results show that our proposed auditing protocols are secure and efficient, especially it reduce the computation cost of the auditor.

Proposed Model

The information duplication will make expansive measure of room be used un-fundamentally. Keeping in mind the end goal to take care of this issue de-duplication is recommended. The issue of security at that point appears. The idea of arbitrary key is utilized as a part of the de-duplication with a specific end goal to produce the protected key so information can be changed over successfully into the figure content. The calculation which we are proposing in here will utilize arbitrary number generator at encryption side. The numbers will have a range(0-100). Out of these number generator can choose any number. Y=Random(100); Random strategy will give any an incentive between 0-100 and result will be put away with in Y variable. Presently at encryption side position of this character will be included with this number and afterward will be separated by add up to quantities of characters in the character set. Let message to be exchanged is "Name". Let irregular numbers relating to the above numbers are:10,5,20,3. The position of numbers inside the message is: 14, 1,13,5 These position estimates are included with the arbitrary numbers and result will be: 24, 6,33,8 First character of the message will give add up to number of characters in the message. Key will be gotten as:421015220132241623318 First four positions will compares to unique message position and next will be put away. Characters are full with a specific end goal to decide the length of key component. Presently, at Decryption side the recipient will decode the key by the accompanying Key got =421015220132241623318 The beneficiary will unsclare it by choosing first digit as character mean the aggregate number of characters in unique message. Stuffed characters and separations are expelled at beneficiaries end. Unscrambling Process: A1) First of every one of the 4 is gotten that will propose add up to number of characters in unique message. A2) '2' will demonstrate add up to quantities of characters in the primary key component. Which signifies '10' will be separated. After that I will show single keyed component which signifies '5'. This procedure proceeds until the point when whole message is purused. After extraction message will move toward becoming 10 5 20 3 24 6 33 8 A3) After character stuffing is expelled subtract initial 4 numbers from next four numbers as (24-10 6-5 33-20 8-3) =14 1 13 5 A4) Through subtraction unique message character positions are again gotten. So in the above advances unmistakably produced key will be exceptionally hard to be hacked.

The generalized algorithm at encryption side will be as follows:

1. Initialize $I=0$.
2. ReadMessage(str)// it is used in order to read the file which is to be deduplicated
3. Calculate length $N=strlen(str)$/ it will note the length of file
4. Convert characters to corresponding number values
5. $I=0$/initialization in the conversion process
6. Repeat While($I<N$) Loop $X=\text{Ascii}(\text{str}[I])$// replacing the characters from within the file to corresponding ascii values
7. $X=X-39$ $\text{Str2}[I]=X$// this will be used in order to reduce the uppercase characters within the files with lowercase characters for the deduplication process
8. End of While
9. Generate Random Numbers and add it with digits of the characters in original message $I=0$/ used to generate the key for the decoding phase
10. Repeat while($I<N$)Loop $Y=\text{Random}[1-100]$ $\text{Str2}[I]=\text{Str1}[I]+Y$// this is the process of key generation which will be random in nature $I=I+1$
11. End of While
12. Now perform character stuffing $I=0$/ character stuffing will determine end of string within the file so that characters can be extracted during decoding phase
13. $K=0$/ this is used for alphabets. Same steps are used in step h for special characters
14. $\text{Final}[I]=N$ $I=1$
15. $Z=strlen(\text{str2}[I])$ $\text{Final}[I]=Z$ $I=I+1$
16. $K=I$
17. While($I<=N$) Loop $Z=strlen(\text{str2}[K])$ $\text{Final}[I]=Z$ $\text{Final}[I+1]=\text{str2}[K]$ $I=I+1$
18. $K=K+1$
19. End of While Loop
20. $\text{Final}[N]$ will be the key to be transmitted./generated key will be transferred toward the destination

At Decryption Side

4. COMPLEX_PART2(FINAL[N])

a) ReadFinal[N] // reading the encoded characters
b) \( K = \text{Final}[0] \) // initialization of \( K \) variable at first characters

c) \( I = 1 \), \( J = 0 \)

d) While (\( I < K \)) Loop \( W = \text{Final}[I] \)
\[ I = I + 1 \]

While (\( J < W \)) Loop \( \text{Code}[J] = \text{Final}[I] \)
\[ J = J + 1 \] // checking main file and comparing the key against the original file saved within the buffer to obtained original file. Character stuffed will be removed
\[ I = I + 1 \]

End of While Loop
End of While Loop

After the encryption process we will upload the data over the cloud

Deduplication instrument is utilized as a part of request to stop a similar document to be transferred again onto the cloud. The procedure will distinguish the copied record with the assistance of arrangement number allotted to the document which will be founded on substance of the records. On the off chance that next record shows up for transferring at that point grouping number will be thought about against the new document succession number. The deduplication which is performed is with the assistance of character set which is kept up on the machine. The characters will be contrasted against the record with be transferred. On the off chance that the match happens then character in the primary document be supplanted with the deduplicated character set. In the event that match happens, document as of now exist and record is disposed of. The

The flowchart for the deduplication process as follows

---

pseudo code for deduplication process is described as follows

Dedup(File_i)

1) Load File_i
2) Check Contents of File_i and allocate Seq_i depending upon the contents of the file// the contents of the file will be given sequence number which will be allocated depending upon number of uppercase and number of lowercase and special characters within the file.

2.1 Repeat while j<n// where n is the total seq numbers allocated
   If(Seq_i==Seq_j) // the sequence number of already present file if matches with new file then
      Block the file
   Else
      Goto step 3
   End of if
   J=j+1
End of loop

3) Compare the File_i with the character set used for conversion// if file is not already uploaded then
   3.1 if File_i(ch)==Dedup(ch) then// original file will be replaced with deduplicated file
      Replace File_i(ch) with Dedup(ch)
      Move to the next Character
   End of if
   3.2 Repeat step 3.1 untill entire file is converted

4) Store the Dedup file on the cloud
Start

Input the file

Allocate Seq Number based on number of characters within the file.

Yes

Seq = Seq + 1

Block the file

No

Initialize Character set Dedup

File(Ch) = Dedup(Ch)

Replace File(Ch) = Dedup(Ch)

File Finished

Upload file
5. RESULTS AND DISCUSSION

The result indicates that the proposed system show better result in terms of size which is occupied over the cloud. The existing system utilizes more files during the encryption and uploading over the cloud. The proposed system utilizes less space as compared to existing system. The time consumption is also minimized by the use of proposed methodology. The result in terms of bit level deduplication compared with the byte level deduplication is as shown through tabular structure.

| Simulation | Block Level(MB) | Byte Level(MB) |
|------------|-----------------|----------------|
| Sim 1      | 1024            | 667            |
| Sim 2      | 2006            | 800            |
| Sim 3      | 1097            | 789            |
| Sim 4      | 1098            | 980            |
| Sim 5      | 1078            | 789            |
| Sim 6      | 1088            | 799            |
| Sim 7      | 1048            | 680            |
| Sim 8      | 1064            | 698            |
| Sim 9      | 1072            | 784            |
| Sim 10     | 1032            | 670            |

The result of time consumed is listed through the following chart.

6. CONCLUSION AND FUTURE WORK

From the result it is clear that the proposed system is producing result which is optimal as compared to the existing system. The separate index file is not required to be transferred in this case. The size hence is reduced when file is uploaded on the cloud. Due to size constraint speed is also enhanced. The time consumption is minimized when byte level de duplication is followed.

In the future strong encryption along with size reduction policy can be worked out to be used along with de duplication to enhance the process further.
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