\textbf{Abstract}

We propose an extended version of quantum dynamics for a certain system $\mathcal{S}$, whose evolution is ruled by a Hamiltonian $H$, its initial conditions, and a suitable set $\rho$ of rules, acting repeatedly on $\mathcal{S}$. The resulting dynamics is not necessarily periodic or quasi-periodic, as one could imagine for conservative systems with a finite number of degrees of freedom. In fact, it may have quite different behaviors depending on the explicit forms of $H$, $\rho$ as well as on the initial conditions. After a general discussion on this $(H, \rho)$-induced dynamics, we apply our general ideas to extend the classical game of life, and we analyze several aspects of this extension.

\section{Introduction}

The Game of Life (hereafter, GoL) can be thought of as a sort of a dynamical system $\mathcal{S}$ in which we are interested to the changes of the local densities of a given population $\mathcal{P}$ living in a lattice $\mathcal{R}$. In the generic cell $C_j$ of $\mathcal{R}$, the density of the population changes according to what happens in the other cells surrounding $C_j$ itself (typically, the eight surrounding cells characterizing the
so-called Moore neighborhood); in particular, this change is driven by the sum of the densities of the populations in these other cells. In other words, the GoL is a two-dimensional cellular automaton in which each cell at any time assumes only two possible values: 0 if the cell is in a dead state, 1 if the cell is alive. At each generation, a given cell undergoes a transition according to specific rules based on its own state and on the states of the surrounding cells. More formally, we can write the GoL as the cellular automaton

\[ A_{\text{GoL}} = \{Z_{\text{GoL}}, \mathcal{N}, \{0, 1\}, f\}, \]

where \( Z_{\text{GoL}} \) is the set of all integers such that \( Z_{\text{GoL}}^2 \) represents the two-dimensional array of the cellular space, \( \mathcal{N} \) is the Moore neighborhood index, \( \{0, 1\} \) is the set of the possible states of a cell, and \( f : \{0, 1\}^{\mathcal{N}+1} \rightarrow \{0, 1\} \) is the transition function defined as

\[
\begin{align*}
    f(1, \{\alpha\}) &= 1 \text{ if } \left( \sum_{\alpha \in \mathcal{N}} \alpha = 2 \right) \lor \left( \sum_{\alpha \in \mathcal{N}} \alpha = 3 \right), \\
    f(1, \{\alpha\}) &= 0 \text{ if } \left( \sum_{\alpha \in \mathcal{N}} \alpha < 2 \right) \lor \left( \sum_{\alpha \in \mathcal{N}} \alpha > 3 \right), \\
    f(0, \{\alpha\}) &= 1 \text{ if } \sum_{\alpha \in \mathcal{N}} \alpha = 3, \\
    f(0, \{\alpha\}) &= 0 \text{ if } \sum_{\alpha \in \mathcal{N}} \alpha \neq 3.
\end{align*}
\]

Here \( \{\alpha\} \) is the set of all state values in \( \mathcal{N} \), and \( |\mathcal{N}| \) is the cardinality of \( \mathcal{N} \). These rules mimic the basic processes of life and death: rule (1) represents condition for sustainable life, rule (2) represents death due to under or over population, rule (3) represents a birth condition, and rule (4) corresponds to the permanence of a death state condition. Cells are generally updated synchronously, i.e., they undergo state transitions at the same time, although in some papers there are variations implementing also asynchronous evolutions (see, for instance, [16]).

The use of quantum ideas for cellular automata (QCA) dates back to the 1980’s ([9, 7, 12]), and has attracted the interest of several scientists during the last decades. The motivation behind these approaches mainly relies on the possibility of reproducing, by using generalized structures, quantum
phenomena such as interference, or entanglement effects. In this context, various quantum versions of the game of life have been developed. In [10], by using standard arguments in the QCA, the state $|\psi\rangle$ of a cell is defined as a superposition of the states $|1\rangle$ (life) and $|0\rangle$ (death), forming a qubit $|\psi\rangle = c_1|1\rangle + c_0|0\rangle$, and the process of birth-death-sustain of a cell is reproduced through the combination of suitable birth and death operators. A different quantum version of the game of life has been analyzed in [1] in the context of the so-called universal and partitioned QCA. Still another approach, based on the number operator, and involving an Hamiltonian operator which includes mechanisms resembling the standard rules of the game of life, is developed in [6].

The quantum version of the GoL introduced in this paper, hereafter QGoL, is not intended as an attempt to study any quantum property of the QCA, but just as a proposal of a deterministic method describing the structure of peculiar cellular automata by means of an enriched concept of rule. In particular, we suppose that, during consecutive transients, the system is driven by an energy-like operator, describing the most relevant mechanisms occurring in the system itself. The main idea behind this approach is based on methods typically connected with quantum mechanics, but recently adopted also for the analysis of several macroscopic systems. We just mention some application in social life and decision making processes [15, 13], in population dynamics [5, 4], and in ecological processes [3, 8]. More in details, since according to [2] the dynamical variables representing the whole system are assumed to be operator-valued, the dynamics is deduced by introducing the self-adjoint operator $H$ (the energy of the system) containing the effects of all possible interactions between the different parts of the physical system. Therefore, differently from the GoL, we shall consider a quantic dynamics of the population before applying the rule $\rho$. Moreover, $\rho$ somehow extends the rule introduced in (1)-(4), and, in fact, may be rather general. The new state deduced after the rule is implemented is then considered as the starting point for the next iteration of the time evolution, which is again driven by $H$. At the end of this new iteration, $\rho$ is applied once more, and a new state is deduced. And so on. Of course, the dynamics one deduces in this way is driven by several ingredients, and, in particular, by the Hamiltonian $H$, by the rule $\rho$, and by the initial status of the system $S$. We shall refer to the whole procedure as the $(H,\rho)$--induced dynamics of $S$. Our first interest here is to produce a general mathematical setting in which this QGoL can be well discussed, and then to apply this procedure to a concrete situation.
and describe the possible scenarios that can arise.

The paper is organized as follows. In Section II, we describe the general mathematical framework for an \((H, \rho)\)-induced dynamics. In Section III, we describe the dynamics of a \(Q\text{GoL}\) ruled by a strictly quadratic Hamiltonian. This choice is technically useful, since it produces linear differential equations which can be explicitly solved (see [5, 4, 2]). In Section IV, we analyze in detail our results by means of different statistical tools; in particular, we perform a spectral analysis to study the influence of the various parameters in the \((H, \rho)\)-induced dynamics and the differences with respect to the classical GoL; successively, we consider a blob analysis of the model, looking again for differences and similarities between \(Q\text{GoL}\) and GoL. Our conclusions are given in Section V. In the Appendix, we present a detailed analysis on the formation of periodic solutions of the problem introduced in Section III in a small domain.

II The general setting

In this Section, we introduce, at a rather general level, our idea of \((H, \rho)\)-induced dynamics. As it will appear clear from our treatment, this idea merges the general framework of quantum dynamics with the possibility that the dynamics may be periodically disturbed because of some external (or internal) action, whose effects are not easily described by any self-adjoint Hamiltonian operator.

Let \(S\) be our physical system and \(Q_j\) \((j = 1, \ldots, M)\) a set of \(M\) commuting self-adjoint operators with eigenvectors \(\varphi_{(j)}^{(n)}\) and eigenvalues \(\alpha_{(j)}^{(n)}\):

\[
\begin{align*}
[Q_j, Q_k] &= 0, \quad Q_j = Q_j^\dagger, \quad Q_j \varphi_{n_j}^{(j)} &= \alpha_{n_j}^{(j)} \varphi_{n_j}^{(j)}, \\
j, k &= 1, 2, \ldots, M, \quad n_j = 1, 2, 3, \ldots, N_j, \text{ which can be finite or infinite. We set } \mathbf{n} = (n_1, n_2, \ldots, n_M), \text{ and} \\
\varphi_{\mathbf{n}} &= \varphi_{n_1}^{(1)} \otimes \varphi_{n_2}^{(2)} \otimes \cdots \otimes \varphi_{n_M}^{(M)}.
\end{align*}
\]

This is an eigenstate of all the operators \(Q_j\):

\[
Q_j \varphi_{\mathbf{n}} = \alpha_{n_j}^{(j)} \varphi_{\mathbf{n}}.
\]

The existence of a common eigenstate for all the operators \(Q_j\) is guaranteed by the fact that they mutually commute. It is convenient, and always true in
our applications, to assume that these vectors are mutually orthogonal and normalized:

\[ \langle \varphi_n, \varphi_m \rangle = \delta_{n,m} = \prod_{j=1}^{M} \delta_{n_j,m_j}. \]

The Hilbert space \( \mathcal{H} \) where \( \mathcal{S} \) is defined is (mathematically) constructed as the closure of the linear span of all the vectors \( \varphi_n \), which therefore turn out to form an orthonormal basis for \( \mathcal{H} \). Now, let \( H = H^\dagger \) be the time-independent self-adjoint Hamiltonian of \( \mathcal{S} \), which, in general, does not commute with the \( Q_j \)'s. This means that, in absence of any other information, the wave function \( \Psi(t) \) describing \( \mathcal{S} \) at time \( t \) evolves according to the Schrödinger equation \( i \dot{\Psi}(t) = H \Psi(t) \), where \( \Psi(0) = \Psi_0 \) describes the initial status of \( \mathcal{S} \). It is well known [18, 19] that this is not the unique way to look at the time evolution of \( \mathcal{S} \). Another equivalent way consists in adopting the Heisenberg representation, in which the wave function does not evolve in time, while the operators do, according to the Heisenberg equation \( \dot{X}(t) = i[H,X(t)] \). Here \( X(t) \) is a generic operator acting on \( \mathcal{H} \), at time \( t \), and \([A,B] = AB - BA\) is the commutator between \( A \) and \( B \). In this paper, we will mostly adopt the first point of view, i.e., we use essentially the Schrödinger representation. The formal solution\(^1\) of the Schrödinger equation is, since \( H \) does not depend explicitly on \( t \), \( \Psi(t) = \exp(-iHt)\Psi(0) = \exp(-iHt)\Psi_0 \).

We can now compute the mean value of each operator \( Q_j \) in the state \( \Psi(t) \): \( q_j(t) = \langle \Psi(t),Q_j\Psi(t)\rangle \), and use it to define the related \( M \)-dimensional time-dependent vector \( \mathbf{q}(t) = (q_1(t),q_2(t),\ldots,q_M(t)) \).

We are now ready to introduce, rather generally, the notion of rule \( \rho \) as a map from \( \mathcal{H} \) to \( \mathcal{H} \). This rule is not necessarily linear, and its explicit action depends on the expression of \( \mathbf{q}(t) \) at particular instants \( k\tau \) (\( k = 1,2,\ldots \)). In other words, according to how \( \mathbf{q}(k\tau) \) looks like, \( \rho \) maps an input vector \( \Phi_{in} \) into a different output vector \( \Phi_{out} \), and we write \( \rho(\Phi_{in}) = \Phi_{out} \).\(^2\) This is not very different from what happens in scattering theory, where an incoming

---

\(^1\)The reason why we speak about a formal solution is that \( \exp(-iHt)\Psi_0 \) is not, in general, explicitly known, at least if there is no easy way to compute the action of the unitary operator \( \exp(-iHt) \) on the vector \( \Psi_0 \), which is not granted at all. This is not very different from the equivalence of a differential equation with some given initial conditions and its integral counterpart: they contain the same information but none of them provide the explicit solution of the dynamical problem.

\(^2\)Maybe, a more precise notation should be \( \rho_{\mathbf{q}(k\tau)}(\Phi_{in,k}) = \Phi_{out,k+1} \), but we prefer to use the above notation.
state, after the occurrence of the scattering, is transformed into an outgoing state [23].

II.1 The rule $\rho$ in the induced dynamics

The rule, up to this moment, has been introduced in a very general way as a map from $\mathcal{H}$ to $\mathcal{H}$; nevertheless, in view of our concrete application in Section III, we now discuss a special definition of the rule which is suitable for our purposes. At first, we observe that there exists a one-to-one correspondence between $n$ and the vector $\varphi_n$: once we know $n$, $\varphi_n$ is clearly identified, and viceversa. Suppose now that at time $t = 0$ the system $S$ is in a state $n^0$ or, which is the same, $S$ is described by the vector $\varphi_{n^0}$. Then, once fixed a positive value of $\tau$, this vector evolves in the time interval $[0, \tau]$ according to the Schrödinger recipe: $\exp(-iHt)\varphi_{n^0}$. Let us set

$$\Psi(\tau^-) = \lim_{t \to \tau^-} \exp(-iHt)\varphi_{n^0},$$

where $t$ converges to $\tau$ from below\(^3\). Now, at time $t = \tau$, $\rho$ is applied to $\Psi(\tau^-)$, and the output of this action is a new vector which we assume here to be again an eigenstate of each operator $Q_j$, but with different eigenvalues, $\varphi_{n^1}$\(^4\). In other words, $\rho$ looks at the explicit expression of the vector $\Psi(\tau^-)$ and, according to its form, returns a new vector $n^1 = (n^1_1, n^1_2, \ldots, n^1_M)$; as a consequence, a new vector $\varphi_{n^1}$ of $\mathcal{H}$ is obtained. Examples of how $\rho$ explicitly acts are given in Sections II.2 and III. Now, the procedure is iterated, taking $\varphi_{n^1}$ as the initial vector, and letting it evolve with $H$ for another time interval of length $\tau$; we compute

$$\Psi(2\tau^-) = \lim_{t \to \tau^-} \exp(-iHt)\varphi_{n^1},$$

and the new vector $\varphi_{n^2}$ is deduced by the action of rule $\rho$ on $\Psi(2\tau^-)$: $\varphi_{n^2} = \rho(\Psi(2\tau^-))$. Then, in general, we have

$$\Psi(k\tau^-) = \lim_{t \to \tau^-} \exp(-iHt)\varphi_{n^{k-1}}, \quad (8)$$

\(^3\)We use here $\tau^-, 2\tau^-, \ldots$, as argument of $\Psi$ to emphasize that \textit{before} $\tau^-$, for instance, the time evolution is only due to $H$, while $\rho$ really acts at $t = \tau$.

\(^4\)This choice is not the only possibility to set up a rule. In fact, other possibilities can also be considered. The key common point to all possible choices is that $\rho$ behaves as a check over the system $S$, and modifies some of its ingredients according to the result of this check.
and
\[ \varphi_{nk} = \rho \left( \Psi(k\tau^-) \right), \]  
(9)
for all \( k \geq 1 \).

Let now \( X \) be a generic operator on \( \mathcal{H} \), bounded or unbounded. In this last case, we will require that the various \( \varphi_{nk} \) belong to the domain of \( X(t) = \exp(iHt)X\exp(-iHt) \) for all \( t \in [0, \tau] \). For later convenience, it is useful to observe that this condition is satisfied in the \( QGoL \).

**Definition 1** The sequence of functions
\[ x_{k+1}(t) := \langle \varphi_{nk}, X(t)\varphi_{nk} \rangle, \]  
(10)
for \( t \in [0, \tau] \) and \( k \in \mathbb{N} \), is called the \((H, \rho)\)-induced dynamics of \( X \).

It is clear that \( x_{k+1}(t) \) is well defined, because of our assumption on \( \varphi_{nk} \). In particular, suppose that \( X \) is a bounded positive operator. Then \( X \) can be written as \( X = A^\dagger A \), for a suitable bounded operator \( A \) [22]. Hence, it is easy to check that each \( x_{k+1}(t) \) is non-negative for all allowed \( t \) and \( k \):
\[ x_{k+1}(t) = \langle \varphi_{nk}, \exp(iHt)(A^\dagger A) \exp(-iHt)\varphi_{nk} \rangle = \| A \exp(-iHt)\varphi_{nk} \|^2 \geq 0. \]  
(11)

Some properties of the sequence \( X(\tau) = (x_1(\tau), x_2(\tau), x_3(\tau), \ldots) \), arising from the \((H, \rho)\)-induced dynamics of a given operator \( X \), can be easily proved.

**Proposition 2** The following results concerning periodicity hold true.

1. If the rule \( \rho \) does not depend on the input, then
\[ X(\tau) = (x_1(\tau), x_2(\tau), x_2(\tau), x_2(\tau), \ldots). \]

2. Assume that a \( K > 0 \) exists such that \( \rho(\varphi_{nk}) = \varphi_{nk} \), then
\[ X(\tau) = (x_1(\tau), x_2(\tau), \ldots, x_{K+1}(\tau), x_{K+1}(\tau), x_{K+1}(\tau), \ldots). \]

3. Assume that \( K > 0, N \geq 0 \) exist such that \( \rho(\varphi_{n(K+N)}) = \varphi_{nN} \), then
\[ X(\tau) = (x_1(\tau), \ldots, x_N(\tau), x_{N+1}(\tau), \ldots, x_{N+K+1}(\tau), x_{N+1}(\tau), \ldots). \]
The proofs of all these statements are easy consequences of the definition of \((H, \rho)\)-induced dynamics, and of how the rule works. It is clear that more situations of this kind can still be deduced, other than the ones given by the Proposition above, but we will not discuss them here. On the other hand, we want to notice that from \(X(t) = (x_1(t), x_2(t), x_3(t), \ldots)\) it is possible to define a function of time in the following way:

\[
\tilde{X}(t) = \begin{cases} 
  x_1(t) & t \in [0, \tau[ \\
  x_2(t - \tau) & t \in [\tau, 2\tau[ \\
  x_3(t - 2\tau) & t \in [2\tau, 3\tau[ \\
  \ldots 
\end{cases}
\]  

(12)

It is clear that \(\tilde{X}(t)\) may have discontinuities in \(k\tau\), for positive integers \(k\).

Of course, Proposition 2 gives conditions for \(\tilde{X}(t)\) to admit some asymptotic value or to be periodic. We will consider this aspect later on.

Let us now discuss the operator representation of \(\rho\). As we will show later, this representation produces a bounded operator. Let \(f, g, h \in \mathcal{H}\) be three vectors of the Hilbert space \(\mathcal{H}\). We set \(f \otimes g(h) := \langle g, h \rangle f\). So, \(f \otimes g\) projects any vector along \(f\). Then we introduce the operator \(R\) as follows:

\[
R = \sum_{k \geq 0} \varphi_{n^k+1} \otimes \exp(-iH\tau)\varphi_{n^k}.
\]  

(13)

The operator is a finite sum of simple rank one operators, and the number of its addenda clearly depends on the time interval we are interested to. So \(\|R\| \leq N\), where \(N\) are the number of contributions in the sum in (13). It is clear that \(R(\exp(-iH\tau)\varphi_{n^k}) = \varphi_{n^k+1}\). This is a consequence of the fact that \(\exp(-iH\tau)\) is unitary and that the various \(\varphi_{n^k}\) are mutually orthogonal.

Then it is clear that \(R(\exp(-iH\tau)\varphi_{n^k}) = \rho(\exp(-iH\tau)\varphi_{n^k})\), while it is not granted \(a\ priori\) that \(\rho(\Phi) = R\Phi\) for a generic vector \(\Phi\) in \(\mathcal{H}\). For this reason, \(R\) can only be thought as an \textit{effective} representation of \(\rho\).

The operator \(R\) can be slightly simplified if some of the assumptions of Proposition 2 apply. For instance, if for some \(j\) we have \(n^j = n^{j+1} = n^{j+2} = \cdots\), then

\[
R = \sum_{k=0}^{j-1} \varphi_{n^k+1} \otimes \exp(-iH\tau)\varphi_{n^k} + (N - j)\varphi_{n^j} \otimes \exp(-iH\tau)\varphi_{n^j}
\]

which in particular, if \(j = 1\), becomes quite simple:

\[
R = \varphi_{n^1} \otimes \overline{\Phi},
\]  

(14)
where $\Phi = \exp(-iH\tau)(\varphi_{n0} + (N - 1)\varphi_{n1})$.

An obvious remark about $R$ is that it can only be found \textit{a posteriori}. In fact, because of its definition (13), $R$ is known when the various $\varphi_{nk}$ are known, but these can only be deduced using (several times) $\rho$. Hence, in order to write $R$, we have to use $\rho$. In other words, equation (13) is not really useful to deduce, for instance, the time evolution of $S$. What is true is exactly the opposite: it is the constrained time evolution of $S$ which determines the expression for $R$.

Remark 1 If we look at the standard GoL the time plays no role: what is really relevant is the rule $\rho$. This can be easily recovered, in our scheme, just taking $\tau = 0$, or assuming that $H = 0$. In both cases the sequence of functions defined above produces a sequence of (in general) complex numbers $X = (x_1, x_2, x_3, \ldots)$, where $x_j = x_j(0) = \langle \varphi_{nj-1}, X\varphi_{nj-1} \rangle$, $j \geq 1$. Hence, our strategy contains two limiting cases: if $H = 0$ or $\tau = 0$ then we recover the standard GoL, as commonly discussed in the literature. On the other hand, if we assume that $\Phi_{out} = \rho(\Phi_{in}) = \Phi_{in}$ for all $\Phi_{in}$, we are essentially saying we have no rule at all, and we go back to the standard quantum dynamics.

II.2 A first application

In a recent paper [4], the general scheme discussed so far was applied to the analysis of a particular problem in the dynamics of crowds. The aim of that paper was to propose an analysis of the escape strategies of a number of people originally localized in a room with some obstacles and some exits. The goal was to minimize the time needed by the people to leave the room. This is clearly of a certain interest in the case of some alarm. Here, we just want to sketch some aspects of that model, and in which sense it is close to what we propose here. Assume we have two populations, $\mathcal{P}_a$ and $\mathcal{P}_b$, inside a room $\mathcal{R}$ with a single exit $U$ and some obstacles $O_j$, as in Figure 1; the distributions of $\mathcal{P}_a$ and $\mathcal{P}_b$ are also shown. As we can see from the figure, both $\mathcal{P}_a$ and $\mathcal{P}_b$ occupy, at $t = 0$, seven (mostly) different cells of $\mathcal{R}$.

We refer to [4] for the analytic form of the Hamiltonian $H$ which describes the dynamics of the two populations without any rule. $H$ includes a free dynamics, an interaction between $\mathcal{P}_a$ and $\mathcal{P}_b$, and the diffusion of these populations along $\mathcal{R}$. In [4], the time evolution of the system is given in the Heisenberg, rather than in the Schrödinger, representation. The reason is that this was a natural and efficient way to describe the time evolution.
Figure 1: The room $\mathcal{R}$ is a square of $L_x \cdot L_y = 10 \cdot 10$ cells with an exit cell $U$ and three obstacles $O_1$, $O_2$, $O_3$, surrounded by a region $\partial O$, which might be slightly different from the rest of $\mathcal{R}$. At $t = 0$ the populations $P_a$ and $P_b$ are distributed as shown in figure.
of the density of the populations in each part of the room. However, see [18, 19], it is well known that the two representations are unitarily equivalent, and using one rather than the other is only a matter of convenience. Since the total densities of the populations inside \( \mathcal{R} \) commute with \( H \), the system (if we do not add any rule) is not suitable to describe people leaving the room. On the contrary, this model would describe a movement of \( \mathcal{P}_a \) and \( \mathcal{P}_b \) inside the room. A mechanism was then introduced to break down this densities conservation: after a fixed time interval (corresponding to our time \( \tau \)), a check on the densities of the populations reaching the cell \( U \) (the exit!) is performed. If these densities are below a certain threshold, then nothing changes in the system, otherwise, after the check, the originally (i.e., at \( \tau^- \)) high density, is set equal to zero at time \( \tau \). This is an efficient way to describe the fact that, when the people have reached the exit \( U \), they do not enter again the room! They just want to disappear. And this is exactly what our rule \( \rho \) does here. We will be more explicit on the definition of the rule in Section III, where the GoL is discussed in details.

II.3 On equilibria

In view of the applications to the QGoL, it is useful to introduce now the following definitions, which are directly connected with Proposition 2.

Definition 3

1. \( x^\infty \in \mathbb{C} \) is an equilibrium for the \((H, \rho)\)-induced dynamics of the operator \( X \) if, \( \forall \epsilon > 0, \exists N_\epsilon > 0 \) such that \( |x_\ell(\tau) - x^\infty| < \epsilon \), for all \( \ell > N_\epsilon \).

2. Given \( \epsilon > 0 \), \( x^\infty \in \mathbb{C} \) is an \( \epsilon \)-equilibrium for the \((H, \rho)\)-induced dynamics of the operator \( X \) if \( \exists N_\epsilon > 0 \) such that \( |x_\ell(\tau) - x^\infty| < \epsilon \), for all \( \ell > N_\epsilon \).

3. The \( L \)-dimensional vector \((x_1^\infty, x_2^\infty, \ldots, x_L^\infty)\), \( x_j^\infty \in \mathbb{C} \), is an \( L \)-equilibrium cycle for the \((H, \rho)\)-induced dynamics of the operator \( X \) if, \( \forall \epsilon > 0 \), \( \exists N_\epsilon > 0 \) such that

\[
\sup_{\ell=1,2,\ldots,L} |x_{N_\epsilon+kL+\ell}(\tau) - x_\ell^\infty| < \epsilon,
\]

for all \( k = 0, 1, 2, \ldots \).

In this case we call \( L \) the period of the solution and \( N_L = \inf_{\epsilon > 0} N_\epsilon \) the transient to reach the \( L \)-equilibrium cycle.
Remark 2 If $x^{\infty}$ is an equilibrium for the $(H, \rho)$-induced dynamics of the operator $X$, then it is also an $\epsilon$-equilibrium, for all $\epsilon > 0$.

Remark 3 According to the definition given in Proposition 2, a 1-equilibrium cycle solution for the $(H, \rho)$-induced dynamics of the operator $X$ is simply an equilibrium. We could also extend the definition of $\epsilon$-equilibrium to cycles, but this is not interesting for us and will not be done here.

The following results easily follow from Definition 3 and Proposition 2.

Proposition 4 If the rule $\rho$ does not depend on the input, or, more in general, if there exists $K > 0$ such that $\rho(\varphi_{n^\kappa}) = \varphi_{n^\kappa}$, then, for each operator $X$ of the system, an equilibrium for the $(H, \rho)$-induced dynamics of the operator $X$ does exist.

Suppose rather that a $K > 0$ exists such that $\rho(\varphi_{n^\kappa}) = \varphi_{n^\upsilon}$, and let us define $\tau = \max_{j=1,2,\ldots,K} |x^{\infty} - x^j(\tau)|$, with $x^{\infty} = \frac{1}{K} \sum_{j=1}^{K} x^j(\tau)$, then $x^{\infty}$ is an $\tau$-equilibrium for the $(H, \rho)$-induced dynamics of the operator $X$.

Once again, we do not give here the proof of the Proposition, which is very easy. It is clear that the interesting situation is when $\tau$ is sufficiently small. When this is not so, we can not say much about the closeness of $x^{\infty}$ to the various $x^j(\tau)$. In this case, it is more interesting the following result.

Proposition 5 Suppose that $K > 0$ exists such that $\rho(\varphi_{n^\kappa}) = \varphi_{n^\upsilon}$, then a $(K + 1)$-cycle for the $(H, \rho)$-induced dynamics of the operator $X$ exists, with $x_j^{\infty} = x^j(\tau)$.

It is clear that, even if an equilibrium exists for the $(H, \rho)$-induced dynamics of a certain operator $X$, then not necessarily it is an equilibrium also for the $(H, \rho)$-induced dynamics of a different operator $Y$. In other words, using the function $\tilde{X}(t)$ introduced before, even if this function can admit some asymptotic value (or being periodic from some multiple of $\tau$), the analogous function $\tilde{Y}(t)$ defined in analogy to (12) does not necessarily admit some asymptotic value.

Also, it is easy to understand that, in presence of some equilibrium, the operator $R$ in (13) admits a simpler form, as for instance that in (14), for a suitable vector $\Phi$. 
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III The quantum game of life

In this Section, we introduce a variant of the classical GoL by using at each new generation the \((H, \rho)\)-induced quantum dynamics described in the previous Section. In particular, to each cell of the lattice is attached a fermionic variable, taking value 0 or 1 only\(^5\), and each possible configuration is given as a vector on the Hilbert space \(\mathcal{H}\) described below. The quantum approach we want to describe is based on the assumption that the observables of the system \(S\) we are interested to, among which there is the state of each cell, are described by operators acting on \(\mathcal{H}\).

We suppose that the system \(S\) is made by a single population \(P\) living on a square lattice \(\mathcal{R}\) made by \(L^2\) cells. At time zero, a cell may be dead or alive (these states are represented by the values 0 or 1, respectively). This setting is well described by using a two state vector \(\varphi_{n_\alpha}\) to describe the cell, where \(\alpha\) labels the cell, and \(n_\alpha = 0, 1\). A simple way to build up these vectors (one for each cell) is to introduce a family of fermionic operators, one for each \(\alpha\), i.e., a family of operators \(a_\alpha\) satisfying the following canonical anticommutation rules (CAR):

\[
\{a_\alpha, a_{\alpha}^\dagger\} = a_\alpha a_{\alpha}^\dagger + a_{\alpha}^\dagger a_\alpha = 1, \quad a_\alpha^2 = (a_\alpha^\dagger)^2 = 0.
\]

The operators \(a_\alpha, a_{\alpha}^\dagger\) are the fermionic annihilation and creation operators, respectively. These operators are very well known and widely analyzed in any textbook on quantum mechanics (see, for instance, [23]); hence, here we only briefly recall some of their properties useful for our purposes.

From \(a_\alpha, a_{\alpha}^\dagger\) we can construct the operator \(N_\alpha = a_{\alpha}^\dagger a_\alpha\), which is the number operator for the cell \(C_\alpha\), and \(\varphi_{0_\alpha}\), which is the vacuum of \(a_\alpha\), i.e., the vector satisfying \(a_\alpha \varphi_{0_\alpha} = 0\). Moreover, \(\varphi_{1_\alpha}\) is simply \(a_{\alpha}^\dagger \varphi_{0_\alpha}\), and \(N_\alpha \varphi_{n_\alpha} = n_\alpha \varphi_{n_\alpha}\), with \(n_\alpha = 0, 1\). In this way, we have exactly the two vectors we were looking for, and the eigenvalues of the operator \(N_\alpha\) describing the status of the cell (dead or alive). Then, we define the state vector of the system as

\[
\varphi_{\mathbf{n}} = \bigotimes_{\alpha=1}^{L^2} \varphi_{n_\alpha}, \quad \mathbf{n} = (n_1, n_2, ..., n_{L^2}), \quad (15)
\]

which clearly describes the status of each cell in \(\mathcal{R}\). The Hilbert space \(\mathcal{H}\) is constructed by taking the closure of the linear span of all these vectors. The scalar product is the natural one. In particular, in each cell the scalar

\(^5\)Equivalently, we could use spin variables and work with Pauli matrices.
product reduces to the one in $\mathbb{C}^2$. The CAR in $\mathcal{R}$ extend those above:

$$\{a_\alpha, a_\beta^\dagger\} = \delta_{\alpha,\beta} \mathbb{1}, \quad \forall \alpha, \beta,$$

(16)

where $a_\alpha$ is now a $2^{L^2} \times 2^{L^2}$ matrix operator satisfying

\[
\begin{align*}
    a_\alpha \varphi_n &= 0 \quad \text{if } n_\alpha = 0, \\
    a_\alpha^\dagger \varphi_n &= 0 \quad \text{if } n_\alpha = 1, \\
    N_\alpha \varphi_n &= a_\alpha^\dagger a_\alpha \varphi_n = n_\alpha \varphi_n.
\end{align*}
\]

The general Hamiltonian describing the diffusion of a population in a closed region through fermionic operators (see [4, 11]) is assumed here to be

$$H = \sum_{\alpha=1}^{L^2} a_\alpha^\dagger a_\alpha + \sum_{\alpha,\beta=1}^{L^2} p_{\alpha,\beta} \left( a_\alpha a_\beta^\dagger + a_\beta a_\alpha^\dagger \right),$$

(17)

where $p_{\alpha,\beta}$ are non-negative real parameters such that $p_{\alpha,\beta} = 1$ if $\alpha \neq \beta$ are neighboring cells\footnote{We consider for each cell the Moore neighborhood made, for internal cells, of the eight surrounding cells. Less cells obviously form the Moore neighborhood of a cell on the border.}, and $p_{\alpha,\beta} = 0$ otherwise. Note that $H$ is self-adjoint, i.e., $H = H^\dagger$. We notice that in [4] the parameters $p_{\alpha,\beta}$ could take any positive real value, and not only zero and one. In this way, the speed of diffusion from one cell to another could be changed. However, to simplify our discussion, we avoid this possibility here.

We introduce now the essential variation with respect to the classical GoL: in fact, before the generation of a new state, we fix a transient time $\tau$ such that in the time interval $[0, \tau]$ the neighboring cells interact in a way which is driven by the Hamiltonian $H$ given in (17); hence, as time $t$ increases, $t < \tau$, $S$ is no more in its initial state, $\varphi_n^0$, but instead in the evolved state $\exp(-iHt)\varphi_n^0$ which, in general, is a superposition of the vectors $\varphi_n$ defined in (15). Following the scheme described in [2], we relate the mean values of the number operators $N_\alpha$ to the new states of each cell. Using (10)-(11), where the Hamiltonian $H$ is given in (17), we recover the evolution of the number operators as

$$N_\alpha(t) := \exp(iHt)N_\alpha(0)\exp(-iHt),$$

We consider for each cell the Moore neighborhood made, for internal cells, of the eight surrounding cells. Less cells obviously form the Moore neighborhood of a cell on the border.
and then their mean values on some suitable state $\phi_{n^0}$ describing the system at $t = 0$, as

$$n_{\alpha,0}(t) = \langle \phi_{n^0}, N_\alpha(t)\phi_{n^0} \rangle = \|a_\alpha \exp(-iHt)(t)\varphi_{n^0}\|^2. \tag{18}$$

Because of the CAR, the values $n_{\alpha,0}(t)$ belong to the range $[0, 1]$, for all $\alpha$ and all $t$. Hence, they can be endowed with a probabilistic meaning: for instance, if $n_{\alpha,0}(t) \ll 1$ then the cell $\alpha$ has high probability to be in a dead state. We let $t$ vary in the interval $[0, \tau]$. Then, at time $\tau$, we apply the rules synchronously to all the cells, so that the upgraded states are all either 0 or 1, and the new state vector, obtained through (15), is $\varphi_{n^1}$. This process is iterated for several generations. The whole procedure can be schematized as follows.

**loop** {From generation $k$ to generation $k + 1$
- For each cell $\alpha$ set $n_{\alpha,k}(0) = n_{\alpha,k}$, with $n_{\alpha,k} = 0$ or 1, and construct $\varphi_{n^k}$ through (15).
- Compute $\exp(-iH\tau)\varphi_{n^k}$ and the related $n_{\alpha,k}(\tau)$, in analogy with (18), out of it.
- Apply the rule synchronously to $\exp(-iH\tau)\varphi_{n^k}$ to compute $n^{k+1}$. In each cell we will have $n_{\alpha,k+1} = 0$ or 1.
- Set $k \rightarrow k + 1$.

**end loop**

Hence, we obtain in each cell a sequence of states $n_{\alpha,k}$, where the index $k$ labels the generic $k$-th generation. The way in which, at each generation, $n_{\alpha,k}$ is set to 0 or 1 is governed by the rules we want to apply, which are an extended version of the ones described in Section I. More explicitly, our rules $\rho$ for the generation of the new state are defined as follows:

$$\rho_{\sigma}(n_{\alpha,k} = 1) = 1 \text{ if } \left( 2 - \sigma \leq \sum_{\beta \in \mathcal{N}} n_{\beta,k} \leq 3 + \sigma \right), \tag{19}$$

$$\rho_{\sigma}(n_{\alpha,k} = 1) = 0 \text{ if } \left( \sum_{\beta \in \mathcal{N}} n_{\beta,k} < 2 - \sigma \right) \lor \left( \sum_{\beta \in \mathcal{N}} n_{\beta,k} > 3 + \sigma \right), \tag{20}$$

$$\rho_{\sigma}(n_{\alpha,k} = 0) = 1 \text{ if } \left( 3 - \sigma \leq \sum_{\beta \in \mathcal{N}} n_{\beta,k} \leq 3 + \sigma \right), \tag{21}$$

$$\rho_{\sigma}(n_{\alpha,k} = 0) = 0 \text{ if } \left( \sum_{\beta \in \mathcal{N}} n_{\beta,k} < 3 - \sigma \right) \lor \left( \sum_{\beta \in \mathcal{N}} n_{\beta,k} > 3 + \sigma \right). \tag{22}$$
where $\sigma$ is a positive parameter, which can be seen as a measure of the deviation from the original classical rule. In particular, if $\sigma = 0$, we recover essentially the rule given by (1)-(4). Through this procedure we obtain a sequence of functions $n_{\alpha,k}(t)$ with $t \in [0,\tau]$ which define the $(H,\rho)$-induced dynamics for the various number operators $N_{\alpha}$ as in Definition 1.

**Remark:** It is worth mentioning that the quantum version of the game of life proposed in [6] has some similarities with our approach, in particular for the use of a suitable Hamiltonian operator and of number operators to count the densities of the cells. Furthermore, these densities are computed through the expectation values of the number operators (as we do too), and a statistical comparison with the classical game of life in the 1D-case is performed in terms of global mean density and *diversity* of the cells. In a very schematic way, using our notation, they consider the evolution of an initial state expressed by (15) driven by the following Hamiltonian:

$$H_{BCM} = \sum_{\alpha} (a_{\alpha}^\dagger + a_{\alpha})(h_{l\alpha} + h_{d\alpha}),$$

$$h_{l\alpha} = \sum_{N_{\alpha}} N_{q_1} N_{q_2} (\mathbb{1} - N_{q_3})(\mathbb{1} - N_{q_4}),$$

$$h_{d\alpha} = \sum_{N_{\alpha}} N_{q_1} N_{q_2} N_{q_3} (\mathbb{1} - N_{q_4}),$$

where $N_{\alpha}$ is the neighborhood index of the cell $\alpha$\(^7\), and the sums in $h_{l\alpha}, h_{d\alpha}$ run on every possible permutation of the indexes $q_1, q_2, q_3, q_4$ in $N_{\alpha}$. This Hamiltonian induces a dynamics similar to that induced by the standard rules in the classical game of life; in fact, the operators $h_{l\alpha}$ and $h_{d\alpha}$ count the densities in the neighboring cells of $\alpha$, and $h_{l\alpha} (h_{d\alpha})$ is null if the sum of alive cells in the neighborhood of $\alpha$ is different from two (three). Densities in the cells are then computed during the time evolution through the expectation values of the number operators on the initial state. Our approach differs from the one proposed in [6] not only for the different expression of the Hamiltonian which, in our case, contains a diffusion term of the population, but mainly because of our application of the $(H,\rho)$-induced dynamics.

\(^7\)In the 1D case the neighborhood of a cell is made by the nearest-neighbor and next-nearest-neighbor cells
IV Results

In this Section, by using different tools, we perform an in-depth analysis of the results that can be deduced out of our model. At first, we study the effects of the two parameters entering the $(H, \rho)$-induced dynamics of the $QGoL$. These are $\tau$, which defines the time range during which only the Hamiltonian–driven evolution is active before the application of the rule in $(19)$-$(22)$, and $\sigma$, which measures the deviation of the new rule with respect to the one originally given in $(1)$-$(4)$. Then, we analyze the output of our model by means of both the spectral and blob analysis.

All our simulations have been performed on a two–dimensional square lattice of dimension $L^2$, with $L = 33$, by choosing several initial configurations in which the state of each cell is initialized in a random way, with equal probabilities to have value 0 or 1. Our results are compared with those deduced from the $GoL$ in order to highlight the main effects due to the $(H, \rho)$–induced dynamics.

IV.1 The parameters $\tau$ and $\sigma$

The parameter $\tau$ defines the time range of the $(H, \rho)$–induced dynamics of the system before the rules are applied. Obviously, for $\tau = 0$ there is no Hamiltonian–driven dynamics at all, and, therefore, if $\sigma = 0$, we recover the classical behavior of the $GoL$. To study how the parameters $\tau$ and $\sigma$ modify the classical evolution, we first evaluate at the second generation ($K = 2$) the following sort of mean $l_1$-error norm between the states of the cells obtained by the quantum and the classical games of life:

$$\Delta_{QGoL}^{GoL}(\tau, \sigma) = \frac{1}{L^2} \sum_{\alpha=1}^{L^2} |n_{\alpha,2} - \hat{n}_{\alpha,2}|,$$  \hfill (23)

where $n_{\alpha,2}$ and $\hat{n}_{\alpha,2}$ are the states in the cell $\alpha$ at the second generation for the $QGoL$ and the $GoL$, respectively. Hence, $\Delta_{QGoL}^{GoL}(\tau, \sigma) = 0$ when $n_{\alpha,2} = \hat{n}_{\alpha,2}$ for all $\alpha$, i.e., when the $QGoL$ and the $GoL$ actually coincide (at the second generation, and so at all generations). To make our results more robust, we have computed the distribution $\Delta_{QGoL}^{GoL}(\tau, \sigma)$ by averaging the differences obtained from 100 different random initial conditions for fixed $\tau$ and $\sigma$. The distribution $\Delta_{QGoL}^{GoL}(\tau, \sigma)$ is shown in Fig. 2(a) for $0 \leq \tau, \sigma \leq 1$. The way in which $\tau$ affects $\Delta_{QGoL}^{GoL}$ is clear: $\Delta_{QGoL}^{GoL}$ increases with $\tau$. This
Figure 2: (a) The distribution \( \Delta_{QGoL}^{GoL}(\tau, \sigma) \) of the \( L_1 \) error norms between the states of the cells obtained by the \( QGoL \) and \( GoL \). For a fixed \( \sigma \), \( \Delta_{QGoL}^{GoL} \) essentially increases with the time \( \tau \) in which the Hamiltonian–driven evolution takes place. The dependence of \( \Delta_{QGoL}^{GoL}(\tau, \sigma) \) on \( \tau \) is the following one: for \( \tau < 0.4 \), \( \Delta_{QGoL}^{GoL}(\tau, \sigma) \) increases as \( \sigma \) approaches 0 or 1, while for \( \tau > 0.4 \) the error increases with \( \sigma \). The white curve is the quadratic curve \( C(\sigma) = -0.337\sigma^2 + 0.384\sigma \) approximating the contour level \( \Delta_{QGoL}^{GoL}(\tau = 0.1, \sigma = 0.5) = 0.02 \). (b) The minimum \( \sigma_{min}(\tau) \) of \( \Delta_{QGoL}^{GoL}(\tau, \cdot) \) for a fixed \( \tau \). Different linear growth rates are visible for three \( \tau \) ranges: for \( \tau > 0.4 \) \( \sigma_{min}(\tau) \approx 0 \) which is explicative of the fact that there is a phase transition for \( \tau \approx 0.4 \).
is in agreement with the fact that $\tau > 0$ corresponds to an effect which is absent in the classical situation, since, in this case, no time evolution exists at all. In the GoL, in fact, the rule only, applied again and again, creates the different generations. The dependence of $\Delta^{\text{GoL}}_{Q\text{GoL}}(\tau, \sigma)$ on $\sigma$ is much richer, since it is also related to the value of $\tau$. For $\tau < 0.4$, $\Delta^{\text{GoL}}_{Q\text{GoL}}(\tau, \sigma)$ increases as $\sigma$ approaches 0 or 1, while it decreases for intermediate values of $\sigma$. On the other hand, for $\tau > 0.4$ the error increases with $\tau$ and with $\sigma$, taking its minimum value for $\sigma = 0$. This is essentially what one could expect, since larger values of $\tau$ and $\sigma$ represent bigger differences from the classical situation, which is exactly recovered if $\sigma = \tau = 0$. Nevertheless, it is interesting to notice that, for $\tau < 0.4$, $\sigma = 0$, we have a maximum value for $\Delta^{\text{GoL}}_{Q\text{GoL}}(\tau, \sigma)$. This suggests that, even if $\sigma = 0$ (so that the new rules and the classical ones do coincide), the time evolution of the system driven by $H$ is already enough to significantly modify the behavior of the system.

Our numerical simulations also suggest that, in general, for a fixed $\tau$, there is always a value $\sigma_{\text{min}}(\tau)$ for which $\Delta^{\text{GoL}}_{Q\text{GoL}}(\tau, \sigma_{\text{min}}(\tau))$ reaches a minimum. In particular, for very small values of $\tau$, there exist ranges of parameter $\sigma$ for which $\Delta^{\text{GoL}}_{Q\text{GoL}}(\tau, \sigma)$ is vanishing, so that the QGoL and GoL dynamics coincide: for instance, for $\tau = 0.01$, we obtain $\Delta^{\text{GoL}}_{Q\text{GoL}}(\tau, \sigma) = 0$ for $0.009 < \sigma < 0.99$. This fact suggests, once again, that the role of the action of $H$ is more relevant than the change in the rule $\rho$ (i.e., the passage from the classical rule to the new one). For later convenience, if for a fixed $\tau$ we have a range of minima $[\sigma_1, \sigma_2]$ of $\Delta^{\text{GoL}}_{Q\text{GoL}}(\tau, \sigma)$, then we fix $\sigma_{\text{min}}(\tau) = \sigma_1$. In Fig. 2(b) we plot $\sigma_{\text{min}}(\tau)$, and a piecewise linear behavior with three different slopes is visible; $\sigma_{\text{min}}(\tau)$ appears increasing for $\tau \leq 0.4$. In particular, for $\tau \leq 0.1$, $\sigma_{\text{min}}(\tau)$ has a linear growth rate of 6, while for $0.1 < \tau \leq 0.4$ the linear growth rate is much lower, close to 0.87. For $\tau > 0.4$ $\sigma_{\text{min}}(\tau) \approx 0$. It looks like a phase transition for $\tau \simeq 0.4$, but, so far, the reason for such a transition is not clear. This strange behavior suggests a deeper analysis of $\sigma_{\text{min}}(\tau)$, which is postponed to a future paper.

In Fig. 2(a), we also show the quadratic curve $C(\sigma) = -0.337\sigma^2 + 0.384\sigma$ approximating the contour level $\Delta^{\text{GoL}}_{Q\text{GoL}}(\tau = 0.1, \sigma = 0.5) = 0.02$. This contour level surrounds the region $\tau < C(\sigma)$ in which $\Delta^{\text{GoL}}_{Q\text{GoL}}$ has its lowest values, and, as we shall see in the Appendix, it allows to characterize the region of $\tau$ and $\sigma$ where the periodicity of a periodic orbit of the QGoL case differs from the GoL case.
IV.2 Spectral analysis of the QGoL

Here we perform a statistical study of the QGoL by using the classical tools of the spectral analysis. In particular, for a fixed cell \( \alpha \), the Fourier transform of its state \( n_{\alpha,k} \) at the various generations \( k = 0, \ldots, T - 1 \) is given by

\[
\tilde{n}_{\alpha,k}(f) = \frac{1}{T} \sum_{t=0}^{T-1} n_{\alpha,k} \exp \left(-i \frac{2\pi tf}{T} \right),
\]

(24)

and the Fourier power spectrum is defined as

\[
S(f) = \sum_{\alpha=1}^{L^2} |\tilde{n}_{\alpha,k}(f)|^2.
\]

(25)

Moreover, we also consider the density of alive cells at generation \( k \)-th, defined as

\[
D^k = \frac{1}{L^2} \sum_{\alpha=1}^{L^2} n_{\alpha,k}.
\]

(26)

Roughly speaking, the power spectrum \( S(f) \) gives information on the frequencies excited due to the possible presence of an equilibrium cycle solution of period \( T/f \). The density of alive cells \( D^k \) is the ratio of alive cells for each generation \( k \), and stationary or periodic behavior of \( D^k \) gives information about possible periodicity of the solution (in the sense of Definition 3).

It is well known that the GoL has \( 1/f \) noise [20], i.e., its power spectrum behaves like \( 1/f \) at low frequencies, and in general cellular automata can have a power spectrum of the kind \( f^\alpha \) [21]; \( 1/f \) noise can be observed in a wide variety of phenomena such as the voltage of vacuum tubes, the rate of traffic flow, and the loudness of music. According to [14], a system showing a \( 1/f \) power spectrum is such that its current state is influenced by the history of the system itself. The presence of the \( 1/f \) behavior of the power spectrum has also been found in [16], in the case of an asynchronous version of the GoL. Evidence of the \( 1/f \) noise is given in Fig. 3(a), where the power spectrum for the GoL is shown for an initial random condition and \( T = 4096 \) generations\(^8\). For this initial condition, according to Definition 3.3 and considering \( \tau = 0, \sigma = 0 \), we have obtained a 2-equilibrium cycle after a transient of 277 generations (see the density of alive cells in Fig. 3(b)).

\(^8\)Similar results arise also for other initial random conditions.
Hence, in the power spectrum, there is a final peak at the frequency 2048, due to the fact that a 2-equilibrium cycle solution is a periodic orbit with period $\Omega = 2$ giving strength to the frequency $T/\Omega = 2048$. By fitting the spectrum $S(f)$ with a function $Cf^{\alpha}$ with a least square method, we obtain in the range $f = 1, \ldots, 2000$ the values $C = 0.4$, $\alpha = -1.033$, consistent with the predicted $1/f$ of the power spectrum. If we consider the $QGoL$ case, in the same Fig. 3(a) there are shown the power spectra for $\tau = 0.1$ and various values of $\sigma$. As for as the values $\sigma = 0.1, 0.25$ are concerned, the spectrum is characterized by low power density at almost all frequencies with a peak at the first frequency $f = 0$: this is due to the circumstance that, after an initial transient, the whole system stabilizes to a 1-equilibrium cycle solution after very few generations. In fact, for the same initial random condition used for $GoL$, the $QGoL$ stabilizes to a 4-equilibrium and 6-equilibrium cycle solution for $\sigma = 0.1$ and $\sigma = 0.25$, respectively. For higher values of $\sigma$ ($\sigma = 0.5$), the spectrum has almost all frequencies excited with a clear low power behavior for small frequencies. The fitting with the function $Cf^{\alpha}$ for $f = 0, \ldots, 200$ returns $C = 0.45$, $\alpha = -0.15$ for $\sigma = 0.5$. The circumstance that almost all the frequencies are excited, with decreasing amplitude, means that the solution does not show (at least for the number of generations considered) any periodicity or equilibrium. However, it is important to stress that, because of the finite dimensionality of our system and of the finite number of the possible states of each cell, each initial condition necessarily generates a periodic solution (the worst possible case is that an initial state $\phi_{n0}$ returns in itself after $2L^2 - 1$ generations). This suggests that, in order to detect the periodic structure in the solution, we need to consider a larger number of generations.

For increasing values of $\tau$ ($\tau = 0.25, 0.5$), the situation does not change for $\sigma \leq 0.5$, since all the power spectra are similar to those observed for the case $\tau = 0.1, \sigma = 0.1, 0.25$, with a low power density at almost all frequencies, and a peak at the first frequency $f = 0$; thus, there is a 1-equilibrium cycle solution after few iterations, as shown by the density of alive cells in Figs. 4(b)-5(b). For $\tau = 0.25, 0.5$ and $\sigma = 1$ we have a peak at $f = 0$, and the remaining frequencies excited with almost the same amplitude similar to a “noise” signal, meaning that the evolution is virtually orderless with an high number of alive cells in each generation (see Figs. 4(b)-5(b)): still in this case, for the number of generations we have considered, we have not obtained an equilibrium periodic solution.

Comparing these results with those of the $GoL$, we may observe that for small values of $\tau$ and $\sigma$, corresponding to small expected variations from
Figure 3: (a) The power spectrum for the GoL and the QGoL for $\tau = 0.1$ and various $\sigma$ with a random initial condition and $T = 4096$ generations. The GoL exhibits a $1/f$ power spectrum, and has a 2–equilibrium cycle solution after a transient of 277 generations (see the density of the alive cell in (b)), leading to the peak in the frequency $f = 2048$ of the spectrum. The QGoL spectrum exhibits for $\sigma = 0.1, 0.25$ a low power density as a consequence of a 1–equilibrium solution obtained after very few generation, while for $\sigma = 0.5$ the spectrum has a $1/f^{0.15}$ behavior with all frequencies excited due to non periodic solution (see (b)).

Figure 4: a) Same as Fig. 3(a) for the QGoL case and $\tau = 0.25$. Also in this case for $\sigma \leq 0.5$ the power spectrum has low power density with a peak at the frequency $f = 0$ due to a 1–equilibrium solution while for $\sigma > 0.5$ the spectrum has a noisy behavior with a high number of alive density cell (see figure (b)).
the classical situation, we recover equilibrium solutions with periods which are smaller than those found for $\tau = \sigma = 0$. On the other hand, for $\tau$ and $\sigma$ close to 1, and the number of generations considered in our numerical simulations, the equilibrium is not observed, so that the situation is really different from the one corresponding to the classical GoL. However, as already stated, such an equilibrium solution must exist also in our setting, even if the transient period, for large values of $\tau$ and $\sigma$, may be so long that the equilibrium is not observed during the numerical tests. To give an insight on the equilibrium cycle solution formed in our simulations, we will consider in the Appendix a case study ($L = 5$), and characterize all possible equilibria and their transients.

IV.3 Blob analysis

This Section deals with the so-called blob analysis [17] of the generations of both GoL and QGoL. More precisely, each generation, that, as stated, is essentially a distribution of 0 (for dead cells) and 1 (for alive cells) over a lattice, can be represented as a binary image. In particular, we performed the analysis of the 8–connected largest alive components in the binary images (our blobs) corresponding to the states of the system after each generation of various simulations of the GoL and the QGoL. By means of a forward scan of the lattice, each time an alive cell is encountered, we use it as a seed for the reconstruction of the binary large object of alive neighboring cells it belongs to.
For different choices of the parameters \( \tau \) and \( \sigma \), the analysis of the blobs detected during the evolution of the system has been carried out up to a stationary or periodic behavior of the patterns, with particular focus on the following properties:

- total number of blobs for configuration;
- area of each blob;
- perimeter of each blob;
- centroid of each blob;
- centroid of the whole configuration.

Area, perimeter and circularity are features used in shape analysis. The area of an alive connected region can be accurately estimated by counting the number of the cells of value 1 of the region. To obtain a good perimeter estimator, a contour following procedure using distances in taxicab geometry has been performed. To compute the circularities, the ratio between perimeters and areas of the various regions has been simply considered.

Comparing the evolution of the number of alive cells and the total amount of connected regions, normalized with respect to the size of the lattice and the largest possible number of its connected components, respectively, the graphs plotted in Figs. 6(a)–6(b) and in Figs. 7(a)–7(b) reveal similar trends for the two curves, without strong fluctuations after few steps either in the quantum case or in the classical one. As already discussed in Subsection IV.2, on varying the parameter \( \sigma \), the evolutions of \( QGoL \) are characterized by the achievement of stability within the first few steps (for \( \sigma \) less than 0.5), unlike the corresponding classical evolutions; on the contrary, for values of \( \sigma \) greater than or equal to 0.5, a significant delay in reaching stable configurations compared to the classical case, which on average stabilize at most within about a thousand steps, is observed.

The trends of the maximum, minimum and average value of the circularity parameters of the polygons corresponding to the blobs in different configurations provide a measure of how the shape of these connected regions deviates from the square shape, for which this value equals 4 divided by the number of neighboring cells. The maximum value of the circularity is reached in the case of single isolated alive cells or groups of living cells with at most one vertex in common. In the quantum case with \( \tau = 0.1 \), these types of connected
Figure 6: Number of living cells and blobs for the GoL, 6(a), and the QGoL, 6(b), for parameters $\tau = 0.25$, $\sigma = 0.1$, normalized with respect to the dimension of the lattice and the maximum number of connected objects in it, respectively. The evolution trends of the amount of alive cells and connected regions are similar either in the classical or in the quantum game of life. For the same initial condition, the QGoL stabilizes to a 1–equilibrium cycle solution after very few generations, while the corresponding GoL generates a cyclic solution of period 2 from step 594.

components appear almost always, unlike the corresponding configurations in the classical case (see Figs. 8(a)–8(b)). In any case, as expected for a very short quantum interaction, the general trend of the curves for the shape parameters looks similar both for the GoL and the QGoL. As $\tau$ increases, however, as shown in Figs. 9(a)–9(b), the values corresponding to the shapes of the connected components tend to the average values.

Concerning the analysis of the centroids, the frequencies of the occurrence of the center of mass of the whole binary images in the various cells of the lattice at each step of the classical and the quantum evolution have been analyzed. The study performed for successive generations shows that, as depicted in Figs. 10(a)–10(b), while for the GoL the highest frequencies are arranged in a fairly broad, irregular and not always centered area, for quantum games evolving for long times before reaching the stability we observe a shrinkage of this region to a distribution area with few centralized pixels.

Moreover, the sample correlation coefficient of the cluster corresponding
Figure 7: Number of living cells and blobs for the GoL, 7(a), and the QGoL, 7(b), for parameters $\tau = 0.5$, $\sigma = 1$, normalized with respect to the dimension of the lattice and the maximum number of connected objects in it, respectively. The evolution trends of the amount of alive cells and connected regions are similar either in the classical or in the quantum game of life. For the same initial condition, the GoL generates a 2–equilibrium cycle solution after 245 generations, while the corresponding QGoL requires a significantly high number of generations to get an equilibrium periodic solution.

to the centroids of the connected regions at every generation has been taken into account. The trends recorded for values of $\tau$ greater than or equal to 0.25, associated with significant expected variations from the classical situation, highlight the fact that, as shown in Figs. 11(a)–11(b), to a lack of sample correlation between the centers of mass of the blobs in the case of the classic game of life corresponds, rather, in the quantum setting, a tendency of these centroids to be arranged in configurations with direct or inverse correlation.

V Conclusions

In this paper we have discussed the possibility of introducing the time evolution of some macroscopic system by using some tools arising from quantum mechanics together with some specific rules. This is useful when, for instance, the time evolution of a given system $S$ is driven not only by some Hamil-
(a) Blobs’ circularity parameters for the GoL.

(b) Blobs’ circularity parameters for the QGoL, for $\tau = 0.1$ and $\sigma = 0.25$.

Figure 8: Trends of the maximum, minimum and average value of the circularity parameters of the polygons corresponding to the blobs at each generation of the GoL, 8(a), and the QGoL, 8(b), for parameters $\tau = 0.1$ and $\sigma = 0.25$. The fact that the maximum of the circularities of the blobs equals 4 at each step of the QGoL attests the presence of single isolated alive cells or groups of living cells with at most one vertex in common during all the quantum evolution. Blobs with such a shape are not always detected in the classical case.
Figure 9: Trends of the maximum, minimum and average value of the circularity parameters of the polygons corresponding to the blobs at each generation of the GoL, 9(a), and the QGoL, 9(b), for parameters $\tau = 0.5$ and $\sigma = 0.25$. For values of $\tau$ greater than 0.1, the circularity parameters of the blobs flatten to the average value.

We have applied our idea to the Game of Life, producing what we have called (our version of) the quantum Game of Life. A detailed analysis of this new system has been performed, and in particular we have discussed the role of the main parameters appearing in the model, and how their values affect the behavior of the system itself in comparison with what happens in the GoL. More specifically, we have discussed how the QGoL is influenced by the transient time $\tau$ in which the quantum evolution governed by the Schrödinger equation takes place, and by the parameter $\sigma$ which modifies the classical rule adopted in the GoL. We have found, through both the spectral and the blob analysis, that the QGoL contains some really different evolutions with respect the GoL, especially for moderate-high variations of the parameters $\tau$ and $\sigma$. 
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Figure 10: Number of occurrences of the center of mass of the whole system after each generation of the GoL, 10(a), and the QGoL for parameters \( \tau = 0.1 \) and \( \sigma = 0.5 \), 10(b), in the various cells of the lattice. Classical evolutions are generally characterized by the arrangement of the highest frequencies in an irregular, not centrally localized area. For quantum systems stabilizing after many generations (such as the case considered in 10(b)), instead, centroid occurrences appear enclosed in a narrow area composed of few centralized pixels.

In our opinion, the definition of \((H, \rho)\)-induced dynamics may open several possible lines of research, either from a theoretical viewpoint or in view of concrete applications, and we plan to apply this method to other concrete situations involving the same operational settings used in the situation considered in this paper.

**Appendix: A case study: \( L = 5 \)**

Here, we consider a case study of GoL and QGoL dynamics choosing \( L = 5 \). Since in this case we have \( 2^{25} \) possible initial conditions, we may perform in a reasonable time a complete analysis of all scenarios that can arise in the classical GoL and how they differ from their quantum version. As remarked previously, for all the initial conditions, \( \phi_n^l, l = 0, \ldots, 2^{25} - 1 \), a periodic behavior, in the sense of Definition 3, will emerge. Each initial condition (a distribution of 0 and 1 in the 25 cells of the lattice) can be considered as the
Figure 11: Sample correlation coefficients of the centroids of the various connected regions at each generation of the GoL, 11(a), and the QGoL, 11(b), for parameters $\tau = 0.25$ and $\sigma = 1$. In the case of quantum systems with $\tau$ greater than or equal to 0.25, the centroids of the blobs tend to assume configurations with direct or inverse correlation.

| Period $\Omega$ | 1   | 2   | 3   | 4   | 5   | 10  | 20  |
|-----------------|-----|-----|-----|-----|-----|-----|-----|
| # of initial conditions | 3455 | 1225 | 200 | 200 | 20  | 60  | 20  |

Table 1: List all the possible period $\Omega$ for the GoL in the case $L = 5$, and number of equivalence classes of initial conditions having $\Omega$-periodic solutions.

binary representation of an integer in the range $[0, 2^{25} - 1]$; therefore, we may label each initial condition with the corresponding integer.

For $\tau = \sigma = 0$, i.e., in the classical GoL, following the evolution for all initial conditions, we have obtained that the possible evolutions lead to periodic solutions: the observed periods are 1, 2, 3, 4, 5, 10, and 20. The data so obtained show that many initial conditions lead to the same periodic solutions, so that we can group the initial conditions in equivalence classes, see Table 1.

It is also interesting to consider how long the transient is for the different periodic solutions. For the initial conditions leading to the 1-equilibrium cyclic solutions, the length of transients has a mean value of about 8; most initial configurations have very short transients (less than 7 generations), and,
as the length of transients increases (its maximum is 51), the number of the initial conditions admitting them decays exponentially. For initial conditions leading to the 2-equilibrium cyclic solutions, the situation is quite the same: the length of transients has a mean value of about 5; most initial conditions have very short transient (less than 5 generations), and, as the length of transients increases (its maximum is 23), the number of the initial conditions admitting them decays exponentially. For initial configurations leading to the 3-equilibrium cyclic solutions, the length of transients is in the range 1 to 4, and most of the initial conditions have one or two transient generations.

For initial conditions leading to the 4-equilibrium cyclic solutions, the length of transients has a mean value of about 8; most of the initial conditions have a transient length between 1 and 13, and the maximum value is 32. For initial conditions leading to the 5-equilibrium cyclic solutions, the length of transients has a mean value of about 5, which is also the value with the highest frequency; most of the remaining initial conditions exhibit almost uniformly distributed transients of length equal to 1, 6, 7 and 8 (which is the maximum). For initial conditions leading to the 10-equilibrium cyclic solutions, the length of transients is in the range 1 to 10, and the distribution is almost uniform except for the extrema of the interval. Finally, for initial conditions leading to the 20-equilibrium cyclic solutions, the length of transients has a mean value of about 4, and most of the initial conditions have a transient length between 1 and 2, while the maximum number of transients is 15.

Consider now the behavior exhibited by the QGoL, and let $T^\ell(\tau,\sigma)$ be the number of transient generations needed to reach a $P^\ell(\tau,\sigma)$-periodic solution for a generic initial condition labeled with $\ell$. In the case of classical GoL evolution, $\tau = 0$, $\sigma = 0$, we have obtained the values of $P^\ell(0,0)$ (1, 2, 3, 4, 5, 10, 20, respectively). To investigate how $T^\ell(\tau,\sigma)$ and $P^\ell(\tau,\sigma)$ are affected in the $(H,\rho)$-dynamics by the parameters $\tau$, $\sigma$, we compute the following mean distributions

$$T_P(\tau,\sigma) = \frac{1}{N_P} \sum_{k=1}^{N_P} (T_{jkP}(\tau,\sigma) - T_{jkP}(0,0)),$$

$$\Omega_P(\tau,\sigma) = \frac{1}{N_P} \sum_{k=1}^{N_P} (P_{jkP}(\tau,\sigma) - P_{jkP}(0,0)),$$

where $j_1, j_2, \ldots, j_{N_P}$ label the initial conditions having a period $P$. $T_P(\tau,\sigma)$
and $\Omega_P(\tau, \sigma)$ allow to determine where the transient and the periodic orbit length of the equilibrium cycle solution change according to the parameter $\tau$ and $\sigma$ with respect to the GoL, as they are a measure of the variations between the GoL and the QGoL case. The results are shown in Figs. 12-15 for the periodic orbit lengths $P = 3, 5, 10, 20$. We can see that in terms of the transient length, the most relevant differences arise for $\tau = 0.1, \sigma > 0.5$ along the curve $\tau = C(\sigma) = -0.337\sigma^2 + 0.384\sigma$ for $P = 5, 10, 20$, while for $P = 3$ the peaks are reached for $\tau < 0.1, \sigma < 0.5$ again along the curve $\tau \approx C(\sigma)$.

For $\tau < C(\sigma)$, $T_P(\tau, \sigma)$ and $\Omega_P(\tau, \sigma)$ vanish, meaning that for $\tau < \sigma$ there is no substantial difference between the QGoL and the GoL case. This was already remarked in Section IV.1, where we noticed that for $\tau < C(\sigma)$ the distribution $\Delta_{QGoL}^{GoL}(\tau, \sigma)$ has its lowest value. On the other hand, for $\tau > C(\sigma)$ we obtain that the length of the periodic orbit $P_l(\tau, \sigma)$ is dramatically lower than the GoL case.

![Graph](image-url)

**Figure 12:** The distribution $T_P(\tau, \sigma)$ in (a), and $\Omega_P(\tau, \sigma)$ in (b) for the period $P = 3$. For $\tau < C(\sigma)$, $T_P(\tau, \sigma)$ and $\Omega_P(\tau, \sigma)$ vanish, hence that for $\tau < C(\sigma)$ there is no substantial difference between the QGoL and the GoL case. The most relevant differences arise for $\tau \approx C(\sigma)$ where it is evident that in the QGoL case the solution is an equilibrium cyclic solution of period lower than the GoL case and the transient to arrive to this solution is higher than that in the GoL case. $\tau > C(\sigma)$ the situation is quite different, as periodicity of the QGoL solution is in general lower than the GoL case, and the transient can decrease or increase with respect the GoL according to the various values of $\tau$ and $\sigma$. 
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Figure 13: Same as Fig. 12 for $P = 5$. Also in this case the main differences between the GoL and the QGoL are visible for $\tau \approx C(\sigma)$, and with respect to the case $P = 3$ the transient of the equilibrium cycle solution in the QGoL case is always lower than the GoL case.

Figure 14: Same as Fig. 12 for $P = 10$. Results are similar to the case $P = 5$.  

(a) $T_5(\tau, \sigma)$

(b) $\Omega_5(\tau, \sigma)$

(a) $T_{10}(\tau, \sigma)$

(b) $\Omega_{10}(\tau, \sigma)$

Figure 14: Same as Fig. 12 for $P = 10$. Results are similar to the case $P = 5$. 
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Figure 15: Same as Fig. 12 for \( P = 20 \). Results are similar to the case \( P = 5, 10 \).
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Abstract

We propose an extended version of quantum dynamics for a certain system \(S\), determined by its Hamiltonian \(H\), its initial conditions, and by a certain set of rules, \(\rho\), acting systematically on \(S\). The resulting dynamics is not necessarily periodic or quasi-periodic, as one would imagine for conservative systems with a finite number of degrees of freedom. In fact, it may have quite different behaviors depending on the explicit forms of \(H\), \(\rho\) and of the initial conditions. After an abstract discussion on this (\(H, \rho\))-induced dynamics, we apply our general ideas to extend the classic game of life, and we analyze several aspects of this extension.

I Introduction

The Game of Life (hereafter, \(GoL\)) can be thought to as a sort of a dynamical system \(S\) in which we are interested to the changes of the local densities of a given population \(P\) living in a lattice \(R\). In the generic cell \(C_j\) of \(R\), the density of the population changes according to what happens in the other cells surrounding \(C_j\) itself (typically, the eight surrounding cells characterizing the
so-called Moore neighborhood); in particular, this change is driven by the sum of the densities of the populations in these other cells. In other words, the GoL is a two-dimensional cellular automaton in which each cell at any time assumes only two possible values: 0 if the cell is in a dead state, 1 if the cell is alive. At each generation, each cell undergoes a transition according to specific rules based on its own state and on the states of the surrounding cells. More formally, we can write the GoL as the cellular automaton

\[ A_{\text{GoL}} = \{Z_{\text{GoL}}, \mathcal{N}, \{0, 1\}, f\}, \]

where \( Z_{\text{GoL}} \) is the set of all integers such that \( Z_{\text{GoL}}^2 \) represents the two-dimensional array of the cellular space, \( \mathcal{N} \) is the Moore neighborhood index, \( \{0, 1\} \) is the set of the possible states of a cell, and \( f : \{0, 1\}^{|\mathcal{N}|+1} \to \{0, 1\} \) is the transition function defined as

\[
\begin{align*}
f(1, \{\alpha\}) &= 1 \text{ if } \left( \sum_{\alpha \in \mathcal{N}} \alpha = 2 \right) \lor \left( \sum_{\alpha \in \mathcal{N}} \alpha = 3 \right), \quad (1) \\
f(1, \{\alpha\}) &= 0 \text{ if } \left( \sum_{\alpha \in \mathcal{N}} \alpha < 2 \right) \lor \left( \sum_{\alpha \in \mathcal{N}} \alpha > 3 \right), \quad (2) \\
f(0, \{\alpha\}) &= 1 \text{ if } \left( \sum_{\alpha \in \mathcal{N}} \alpha = 3 \right), \quad (3) \\
f(0, \{\alpha\}) &= 0 \text{ if } \left( \sum_{\alpha \in \mathcal{N}} \alpha \neq 3 \right). \quad (4)
\end{align*}
\]

Here \( \{\alpha\} \) is the set of all state values in \( \mathcal{N} \), and \( |\mathcal{N}| \) is the cardinality of \( \mathcal{N} \). These rules mimic basic processes of life and death: rule (1) represents condition for sustainable life, rule (2) represents death due to under or over population, rule (3) represents a birth condition, and rule (4) is the permanence of a death state condition. Cells are generally updated synchronously, meaning that they undergo state transitions at the same time, although in some papers there are variations implementing also asynchronous evolution (see, for instance, [1]).

The quantum version of the GoL we want to introduce, the QGoL, works in a similar way. The first essential difference is that the dynamics is driven, during a suitable transient, by a fixed Hamiltonian operator \( H \), which implements some possible mechanisms existing in the system \( S \). The idea behind
this approach has been proposed in some recent papers, [2, 3], in order to describe the dynamics and the interactions between different populations living in a bounded two-dimensional region. More in details, since according to [4] the dynamical variables representing the whole system are assumed to be operator-valued, the dynamics is deduced using quantum mechanics tools by introducing the self-adjoint operator $H$ which is the energy of the system containing the effects of all possible interactions between the different parts of the physical system. Therefore, differently from the GoL, we shall consider a quantic dynamics of the population before applying the rule $\rho$. Moreover, $\rho$ somehow extends the rule introduced in (1)-(4), and, in fact, could be rather general. The new state deduced after the rule is implemented is then considered as the starting point for the next iteration of the time evolution. At the end of this new iteration, $\rho$ is applied again, a new state is deduced, and so on. Of course, the dynamics one deduces in this way is driven by several ingredients, and, in particular, by the Hamiltonian $H$, by the rule $\rho$, and by the initial status of the system $S$. We shall refer to the whole procedure as the $(H, \rho)$–induced dynamics of $S$. Our first interest is to produce a general mathematical settings in which this QGoL can be well discussed, and then to apply this procedure to a concrete situation, discussing the possible scenarios which can arise.

The paper is organized as follows. In Section II, we describe the general mathematical framework for an $(H, \rho)$–induced dynamics. In Section III we discuss the QGoL by using a strictly quadratic Hamiltonian, This choice is technically useful, since it produces linear differential equations which can be explicitly solved, see [2, 3, 4]. In Section IV, we discuss in detail the results by using different statistical tools; in particular, we analyze the influence of the main parameters of the $(H, \rho)$–induced dynamics and the differences with respect to the classic GoL through a spectral analysis; then we perform the so-called blob analysis for the model, looking again for differences and similarities between QGoL and GoL. Our conclusions are given in Section V. In the Appendix, we present a detailed analysis on the formation of periodic solutions of the problem introduced in Section III in a small domain.

II The general settings

In this Section, we introduce, at a rather general level, our idea of $(H, \rho)$–induced dynamics. As it will appear clear from our treatment, this idea
merges the general framework of the quantum dynamics with the possibility that this dynamics is disturbed, periodically (but not necessarily), because of some external (or internal) action whose effects can not be included in any Hamiltonian operator.

Let $S$ be our physical system and let $O_j$ be a set of $M$ commuting self-adjoint operators with eigenvectors $\varphi^{(j)}_{\alpha_n}$ and eigenvalues $\alpha^{(j)}_{n_j}$:

$$[O_j, O_k] = 0, \quad O_j = O_j^\dagger, \quad O_j \varphi^{(j)}_{n_j} = \alpha^{(j)}_{n_j} \varphi^{(j)}_{n_j},$$

(5)

$j = 1, 2, \ldots, M, \ n_j = 1, 2, 3, \ldots, N_j$, which can be finite or infinite. Let $n = (n_1, n_2, \ldots, n_M)$ and let

$$\varphi_n = \varphi^{(1)}_{n_1} \otimes \varphi^{(2)}_{n_2} \otimes \cdots \varphi^{(M)}_{n_M}$$

be an eigenstate of all the operators $O_j$, i.e.,

$$O_j \varphi_n = \alpha^{(j)}_{n_j} \varphi_n.$$ (6)

The existence of a common eigenstate for all the operators $O_j$ is guaranteed by the fact that they mutually commute. It is convenient, and always satisfied in our applications, to assume that these vectors are mutually orthogonal and normalized:

$$\langle \varphi_n, \varphi_m \rangle = \delta_{n,m} = \prod_{j=1}^M \delta_{n_j,m_j}.$$ (7)

The Hilbert space $\mathcal{H}$ where $S$ is defined is (mathematically) constructed as the closure of the linear span of all the vectors $\varphi_n$, which therefore turn out to form an orthonormal basis for $\mathcal{H}$. Now, let $H = H^\dagger$ be the (time-independent) self-adjoint Hamiltonian of $S$. This means that, in absence of any other information, the wave function $\Psi(t)$ describing $S$ at time $t$ evolves according to the Schrödinger equation $i\dot{\Psi}(t) = H\Psi(t)$, where $\Psi(0) = \Psi_0$ describes the initial status of $S$. It is well known, [5, 6], that this is not the unique way to look at the time evolution of $S$. Another, equivalent, way consists in adopting the Heisenberg representation in which the wave function does not evolve in time, while the operators do, according to the Heisenberg equation $i\dot{X}(t) = [H, X(t)]$. Here $X(t)$ is a generic observable of $S$, i.e., an operator acting on $\mathcal{H}$, at time $t$, and $[A, B] = AB - BA$ is the commutator between $A$ and $B$. In this paper, we will mostly adopt the first point of view, i.e., we use essentially the Schrödinger representation.
The formal\(^1\) solution of the Schrödinger equation is, if \(H\) does not depend explicitly on \(t\), \(\Psi(t) = \exp(-iHt)\Psi(0) = \exp(-iHt)\Psi_0\).

Let now \(\rho\) be our rule, i.e., a set of conditions mapping an input vector \(\Phi_{in}\) in a new vector \(\Phi_{out}\). With a synthetic notation we will simply write \(\Phi_{out} = \rho(\Phi_{in})\). It must be stressed that there is no reason a priori for \(\rho\) to be representable via some linear operator on \(\mathcal{H}\). Nevertheless, we will see that this is in fact the case, and we will show how \(\rho\) can be explicitly represented by such an operator \(R\), which operates in this context in the same way as the scattering operator does in the context of quantum scattering theory, where an input state is transformed into an output state by the scattering operator.

It is clear that there exists a one-to-one correspondence between \(n\) and the vector \(\varphi_n\): once we know \(n\), \(\varphi_n\) is clearly identified, and vice versa. Now, suppose that at time \(t = 0\) the system \(S\) is in a state \(n^0\) or, which is the same, is described by the vector \(\varphi_{n^0}\). Then, in the time interval \(t \in [0, \tau]\), for a fixed \(\tau > 0\), this vector evolves according to the Schrödinger evolution: \(\exp(-iHt)\varphi_{n^0}\). Hence, \(\Psi(\tau^-) = \exp(-iH\tau)\varphi_{n^0}\), which we rewrite as \(\Psi(\tau^-) := \varphi_{n^0(\tau^-)}\), using the relation between the generic \(n\) and \(\varphi_n\). Here we are writing \(\tau^-\) to stress the fact that this evolution is considered for \(t < \tau\). Now \(\rho\) is applied to \(\Psi(\tau^-)\), and the output of this action is a new vector \(\varphi_{n^1}\). In other words, \(\rho\) looks at the various components of the evolved vector \(n^0(\tau^-)\) and, according to the explicit expression of the rule we are interested in, returns a new vector \(n^1 = (n^1_1, n^1_2, \ldots, n^1_{L_2})\) and, as a consequence, a new vector \(\varphi_{n^1}\) of \(\mathcal{H}\). Now, the procedure is iterated, taking \(\varphi_{n^1}\) as the initial vector, and letting it evolve:

\[
\Psi(2\tau^-) = \exp(-iH\tau)\varphi_{n^1} = \varphi_{n^1(\tau^-)},
\]

and the new vector \(n^2\), and \(\varphi_{n^2}\) as a consequence, is deduced by acting on \(\Psi(2\tau^-) = \varphi_{n^1(\tau^-)}\) with \(\rho\): \(\varphi_{n^2} = \rho(\varphi_{n^1(\tau^-)}).\) And so on. In a very schematic

---

\(^1\)The reason why we speak about a formal solution is that \(\exp(-iHt)\Psi_0\) is not, in general, explicitly known, at least if there is no easy way to compute the action of the unitary operator \(\exp(-iHt)\) on the vector \(\Psi_0\), which is not granted at all. This is not very different from the equivalence of a differential equation with some given initial conditions and its integral counterpart: they contain the same information but none of them provide the explicit solution of the dynamical problem.
way we have:

\[ n^0 \iff \varphi_{n^0} \equiv \Psi(0) \Rightarrow \varphi_{n^0(\tau^-)} \iff n^0(\tau^-) \overset{\rho}{\Rightarrow} n^1 \iff \varphi_{n^1} \]

\[ \Rightarrow \varphi_{n^1(\tau^-)} \iff n^1(\tau^-) \overset{\rho}{\Rightarrow} n^2 \iff \varphi_{n^2}, \ldots \] (8)

and the procedure can continue for more time steps. Let now \( X \) be a generic operator on \( \mathcal{H} \), bounded or unbounded. In this last case, we will require that the various \( \varphi_{n^k} \) belong to the domain of \( X(t) = \exp(iHt)X\exp(-iHt) \) for all \( t \in [0, \tau] \). For later convenience, it is useful to observe that this condition is satisfied in the QGoL.

**Definition 1** The sequence of functions

\[ x_{k+1}(t) := \langle \varphi_{n^k}, X(t)\varphi_{n^k} \rangle, \quad (9) \]

for \( t \in [0, \tau] \) and \( k \in \mathbb{N}_0 \), is called the \((H, \rho)\)-induced dynamics of \( X \).

It is clear that \( x_{k+1}(t) \) is well defined, because of our assumption on \( \varphi_{n^k} \). In particular, suppose that \( X \) is a bounded positive operator. Then \( X \) can be written as \( X = A^\dagger A \), for a suitable bounded operator \( A \) [7]. Hence, it is easy to check that each \( x_{k+1}(t) \) is non-negative for all allowed \( t \) and \( k \):

\[ x_{k+1}(t) = \langle \varphi_{n^k}, \exp(iHt)(A^\dagger A)\exp(-iHt)\varphi_{n^k} \rangle = \|A\exp(-iHt)\varphi_{n^k}\|^2 \geq 0. \] (10)

The sequence \( X(\tau) = (x_1(\tau), x_2(\tau), x_3(\tau), \ldots) \) arising from the \((H, \rho)\)-induced dynamics of a given operator \( X \) satisfies what follows.

**Proposition 2** The following results concerning periodicity hold true.

1. If the rule \( \rho \) does not depend on the input, then

\[ X(\tau) = (x_1(\tau), x_2(\tau), x_2(\tau), x_2(\tau), x_2(\tau), \ldots). \]

2. Assume that a \( K > 0 \) exists such that \( \rho(\varphi_{n^K}) = \varphi_{n^K} \), then

\[ X(\tau) = (x_1(\tau), x_2(\tau), \ldots, x_{K+1}(\tau), x_{K+1}(\tau), x_{K+1}(\tau), \ldots). \]
3. Assume that a $K > 0$ exists such that $\rho(\varphi_{nK}) = \varphi_{n0}$, then
\[ X(\tau) = (x_1(\tau), x_2(\tau), \ldots, x_{K+1}(\tau), x_1(\tau), x_2(\tau), \ldots, x_{K+1}(\tau), \ldots). \]

4. Assume that $K > 0$, $N \geq 0$ exist such that $\rho(\varphi_{n(N+K)}) = \varphi_{nN}$, then
\[ X(\tau) = (x_1(\tau), \ldots, x_N(\tau), x_{N+1}(\tau), \ldots, x_{N+K+1}(\tau), x_{N+1}(\tau), \ldots). \]

The proofs of all these statements are easy consequences of the definition of $(H, \rho)$–induced dynamics, and of how the rule works. It is clear that more situations of this kind can still be deduced, other than the ones given by the Proposition above, but we will not discuss them here. On the other hand, we want to notice that from $X(t) = (x_1(t), x_2(t), x_3(t), \ldots)$ it is possible to define a function of time in the following way:

\[ \tilde{X}(t) = \begin{cases} 
  x_1(t), & t \in [0, \tau[ \\
  x_2(t), & t \in [\tau, 2\tau[ \\
  x_3(t), & t \in [2\tau, 3\tau[ \\
  \vdots 
\end{cases} \quad (11) \]

It is clear that $\tilde{X}(t)$ may have discontinuities in $k\tau$, for $k \in \mathbb{N}$. Of course, Proposition 2 gives conditions for $\tilde{X}(t)$ to admit some asymptotic value or to be periodic. We will consider this aspect later on.

Now let us discuss the operator representation of $\rho$. As we will show later, this representation really produces a bounded operator, as required above. Let $f, g, h \in \mathcal{H}$ be three vectors of the Hilbert space $\mathcal{H}$. We set $f \otimes g(h) := \langle g, h \rangle f$. So, $f \otimes g$ projects any vector along $f$. $R$ can now be defined as follows:

\[ R = \sum_{k \geq 0} \varphi_{n_k+1} \otimes \exp(-iH\tau)\varphi_{n_k}. \quad (12) \]

The sum is finite but depends on the time interval we are interested to, of course. So $\|R\| \leq N$, where $N$ are the number of contributions in the sum in (12). It is clear that $R\varphi_{n_k}(t) = \varphi_{n_{k+1}}$. This is a consequence of the fact that $\exp(-iH\tau)$ is unitary and that the various $\varphi_{n_k}$ are mutually orthogonal.

The operator $R$ can be slightly simplified if some of the assumptions of Proposition 2 apply. For instance, if for some $j$ we have $n^j = n^j+1 = n^{j+2} = \cdots$, then

\[ R = \sum_{k=0}^{j-1} \varphi_{n_k+1} \otimes \exp(-iH\tau)\varphi_{n_k} + (N - j)\varphi_{n_j} \otimes \exp(-iH\tau)\varphi_{n_j}. \]
which in particular, if \( j = 1 \), becomes quite simple:

\[
R = \varphi_{n^1} \otimes \Phi, \tag{13}
\]

where \( \Phi = \exp(-iH\tau) (\varphi_{n^0} + (N-1)\varphi_{n^1}) \).

Regardless of the fact that \( \rho \) can be implemented by the linear operator \( R \), finite sum of simple rank one operators, it should be stressed that \( R \) can only be found \textit{a posteriori}. In fact, see equation (12), \( R \) is known when the various \( \varphi_{n^k} \) are known, but these can only be deduced using (several times) \( \rho \). Hence, in order to write \( R \) we have to use \( \rho \). In other words, equation (12) is not really useful to deduce, for instance, the time evolution of \( S \). What is true is exactly the opposite: it is the constrained time evolution of \( S \) which determines the expression for \( R \).

\textbf{Remark 1} If we look at the standard GoL the time plays no role: what is only relevant is the rule \( \rho \). This can be easily recovered, in our scheme, just taking \( \tau = 0 \) above, or assuming that \( H = 0 \). In both cases the sequence of functions defined above produces a sequence of (in general) complex numbers \( X = (x_1, x_2, x_3, \ldots) \), where \( x_j = x_j(0) = \langle \varphi_{n^j-1}, X\varphi_{n^j-1} \rangle, j \geq 1 \). Hence, our strategy contains two limiting cases: if \( H = 0 \) or \( \tau = 0 \) then we recover the standard GoL, as usually discussed in the literature. On the other hand, if we take \( R = 1 \), the identity operator on \( H \), this is equivalent to having no rule at all, and we go back to the standard quantum dynamics.

\section{II.1 A first application}

In a recent paper, [3], the general scheme discussed so far was applied to the analysis of a particular problem in the dynamics of crowds. In particular, the aim of that paper was to analyze the escape strategies of a number of people originally localized in a room with some obstacles and some exits. The goal was to minimize the time needed by the people to leave the room. This is of a certain interest in case of some alarm. Here, we just want to sketch some aspects of that model, and in which sense that model is close to what proposed here. We have two populations, \( P_a \) and \( P_b \), inside a room \( R \) with a single exit \( U \) and some obstacles \( O_j \), as in Figure 1, where the distribution of \( P_a \) and \( P_b \) is also shown. As we can see from the figure, both \( P_a \) and \( P_b \) occupy, at \( t = 0 \), seven (mostly) different cells of \( R \).

We refer to [3] for the analytic form of the Hamiltonian \( H \) which describes the dynamics of the two populations without any rule. \( H \) includes a
Figure 1: The room $\mathcal{R}$ is a square of $L_x \cdot L_y = 10 \cdot 10$ cells with an exit cell $U$ and three obstacles $O_1, O_2, O_3$, surrounded by a region, $\partial O$, which might be slightly different from the rest of $\mathcal{R}$. At $t = 0$ the populations $\mathcal{P}_a$ and $\mathcal{P}_b$ are distributed as in figure.
free dynamics, an interaction between $P_a$ and $P_b$ and the diffusion of these populations along $\mathcal{R}$. In [3], the time evolution of the system is given in the Heisenberg, rather than in the Schrödinger, representation. The reason is that this was a natural and efficient way to describe the time evolution of the density of the populations in each part of the room. However, see [5, 6], it is well known that the two representations are unitarily equivalent, and using one rather than the other is only a matter of convenience. Since the total densities of the populations inside $\mathcal{R}$ commute with $H$, the system (if we do not add any rule) is not suitable to describe people leaving the room. On the contrary, this model would describe a movement of $P_a$ and $P_b$ inside the room. A mechanism was then introduced to break down this density conservation: any fixed time interval (corresponding to our time $\tau$), a check on the densities of the populations reaching the cell $U$ is performed. If these densities are below a certain threshold, then nothing changes in the system. Otherwise, after the check, the originally (i.e., at $\tau^{-}$) high density, is set equal to zero at time $\tau$. This is an efficient way to describe the fact that, when the people have reached the exit $U$, they do not enter again the room! They just want to disappear. And this is exactly what our rule $\rho$ does here. We will be more explicit on the definition of the rule in Section III, where the game of life is discussed in many details.

II.2 On equilibria

In view of the applications to the $QGoL$, it is useful to introduce now the following definitions, which are directly connected with Proposition 2.

Definition 3

1. $x^\infty \in \mathbb{C}$ is an equilibrium for the $(H, \rho)$-induced dynamics of the operator $X$ if, $\forall \epsilon > 0$, $\exists N_\epsilon > 0$ such that $|x_l(\tau) - x^\infty| < \epsilon$, for all $l > N_\epsilon$.

2. Given $\epsilon > 0$, $x^\infty \in \mathbb{C}$ is an $\epsilon$-equilibrium for the $(H, \rho)$-induced dynamics of the operator $X$ if $\exists N_\epsilon > 0$ such that $|x_l(\tau) - x^\infty| < \epsilon$, for all $l > N_\epsilon$.

3. The $L$-dimensional vector $(x_1^\infty, x_2^\infty, \ldots, x_L^\infty)$, $x_j^\infty \in \mathbb{C}$, is an $L$-equilibrium cycle for the $(H, \rho)$-induced dynamics of the operator $X$ if, $\forall \epsilon > 0$, $\exists N_\epsilon > 0$ such that

$$\sup_{l=1,2,\ldots,L} |x_{N_\epsilon+kL+l}(\tau) - x_l^\infty| < \epsilon,$$
for all \( k = 0, 1, 2, \ldots \).

In this case we call \( L \) the period of the solution and \( N_L = \inf_{\epsilon > 0} N_\epsilon \) the transient to reach the \( L \)-equilibrium cycle.

**Remark 2** If \( x^\infty \) is an equilibrium for the \((H, \rho)\)-induced dynamics of the operator \( X \), then it is also an \( \epsilon \)-equilibrium, for all \( \epsilon > 0 \).

**Remark 3** According to the definition given in Proposition 2, a \( 1 \)-equilibrium cycle solution for the \((H, \rho)\)-induced dynamics of the operator \( X \) is simply an equilibrium. We could also extend the definition of \( \epsilon \)-equilibrium to cycles, but this is not interesting for us and will not be done here.

The following results easily follow from Definition 3 and Proposition 2.

**Proposition 4** If the rule \( \rho \) does not depend on the input, or, more in general, if there exists \( K > 0 \) such that \( \rho(\varphi_{n^K}) = \varphi_{n^K} \), then, for each operator \( X \) of the system, an equilibrium for the \((H, \rho)\)-induced dynamics of the operator \( X \) does exist.

Suppose rather that a \( K > 0 \) exists such that \( \rho(\varphi_{n^K}) = \varphi_{n^0} \), and let us define \( e = \max_{j=1,2,\ldots,K} |x^\infty - x^j(\tau)| \), with \( x^\infty = \frac{1}{K} \sum_{j=1}^{K} x^j(\tau) \), then \( x^\infty \) is an \( \epsilon \)-equilibrium for the \((H, \rho)\)-induced dynamics of the operator \( X \).

Once again, we do not give here the proof of the Proposition, which is very easy. It is clear that the interesting situation is when \( e \) is sufficiently small. When this is not so, we can not say much about the closeness of \( x^\infty \) to the various \( x^j(\tau) \). In this case, it is more interesting the following result.

**Proposition 5** Suppose that \( K > 0 \) exists such that \( \rho(\varphi_{n^K}) = \varphi_{n^0} \), then a \((K+1)\)-cycle for the \((H, \rho)\)-induced dynamics of the operator \( X \) exists, with \( x^\infty_j = x^j(\tau) \).

It is clear that, even if an equilibrium exists for the \((H, \rho)\)-induced dynamics of a certain operator \( X \), there is no need for an equilibrium to exist also for the \((H, \rho)\)-induced dynamics of a different operator \( Y \). In other words, using the function \( \tilde{X}(t) \) introduced before, even if this function can admit some asymptotic value (or being periodic from some multiple of \( \tau \)), the analogous function \( \tilde{Y}(t) \) defined in analogy to (11) needs not.

Also, it is easy to understand that, in presence of some equilibrium, the operator \( R \) admits a simpler form, as in (13), for a suitable vector \( \Phi \) whose mathematical expression has memory of the fact that \( S \) admits an equilibrium.
III The quantum game of life

In this Section, we introduce a variant of the classical GoL by using at each new generation the $(H, \rho)$-induced quantum dynamics described in the previous Section. In particular, to each cell of the lattice is attached a fermionic variable, taking value 0 or 1 only\(^2\), and each possible configuration is given as a vector on the Hilbert space $H$ described below. The quantum approach we want to describe is based on the assumption that the observables of the system $S$, among which there is the state of each cell, are described by operators acting on $H$.

We suppose that the system $S$ is made by a single population $P$ living on a square lattice $R$ made by $L^2$ cells. At time zero, a cell may be dead or alive (these states are represented by the values 0 or 1, respectively). This setting is well described by using a two state vector $\phi_{n\alpha}$ to describe the cell, where $\alpha$ labels the cell and $n_\alpha = 0, 1$. A simple way to build up these vectors (one for each cell) is to introduce a family of fermionic operators, one for each $\alpha$, i.e., a family of $2 \times 2$ matrices $a_\alpha$ satisfying the following canonical anticommutation rules (CAR):

$$\{a_\alpha, a_\alpha^\dagger\} = a_\alpha a_\alpha^\dagger + a_\alpha^\dagger a_\alpha = I, \quad a_\alpha^2 = (a_\alpha^\dagger)^2 = 0.$$ 

The operators $a_\alpha, a_\alpha^\dagger$ are the fermionic annihilation and creation operators, respectively. These operators are very well known and widely analyzed in any classical textbook on quantum mechanics (see, for instance, [8]); hence, here we only briefly recall some of their properties useful to construct our framework.

From $a_\alpha, a_\alpha^\dagger$ we can construct the operator $N_\alpha = a_\alpha^\dagger a_\alpha$, which is the number operators for the cell $C_\alpha$, and $\phi_{0\alpha}$ the vacuum of $a_\alpha$, i.e., the vector satisfying $a_\alpha \phi_{0\alpha} = 0$. Moreover, $\phi_{1\alpha}$ is simply $a_\alpha^\dagger \phi_{0\alpha}$, and $N_\alpha \phi_{n\alpha} = n_\alpha \phi_{n\alpha}$, with $n_\alpha = 0, 1$. In this way we have exactly the two vectors we are looking for, and the eigenvalues of the operator $N_\alpha$ describe the status of the cell (dead or alive). Then, we define the state vector of the system as

$$\phi_n = \otimes_{\alpha=1}^{L^2} \phi_{n_\alpha}, \quad n = (n_1, n_2, ..., n_{L^2}), \quad (14)$$

which clearly describes the status of each cell in $R$. The Hilbert space $H$ is constructed by taking the closure of the linear span of all these vectors.

\(^2\)Equivalently, we could use spin variables and work with Pauli matrices.
The scalar product is the natural one. In particular, in each cell the scalar product reduces to the one in $\mathbb{C}^2$. The CAR in $\mathcal{R}$ extend those above:

$$\{a_\alpha, a^\dagger_\beta\} = \delta_{\alpha,\beta} \mathbb{I}, \quad \forall \alpha, \beta, \quad (15)$$

where $a_\alpha$ is now a $2^{L^2} \times 2^{L^2}$ matrix operator satisfying

$$
\begin{align*}
    a_\alpha \varphi_n &= 0 \text{ if } n_\alpha = 0, \\
    a^\dagger_\alpha \varphi_n &= 0 \text{ if } n_\alpha = 1, \\
    N_\alpha \varphi_n &= a^\dagger_\alpha a_\alpha \varphi_n = n_\alpha \varphi_n.
\end{align*}
$$

The general Hamiltonian describing the diffusion of a population in a closed region through fermionic operators (see [3, 9]) is assumed here to be

$$H = \sum_{\alpha=1}^{L^2} a^\dagger_\alpha a_\alpha + \sum_{\alpha,\beta=1}^{L^2} p_{\alpha,\beta} \left( a_\alpha a^\dagger_\beta + a^\dagger_\alpha a_\beta \right), \quad (16)$$

where $p_{\alpha,\beta}$ are non-negative real parameters satisfying $p_{\alpha,\beta} = 1$ if $\alpha \neq \beta$ are neighboring cells\(^3\), and $p_{\alpha,\beta} = 0$ otherwise. Note that $H$ is self-adjoint, i.e., $H = H^\dagger$. We notice that in [3] the parameters $p_{\alpha,\beta}$ could take any positive real value, and not only zero and one. In this way, the speed of diffusion from one cell to another could be changed. However, to simplify our discussion, we avoid this possibility here, and we only assume that, as stated, $p_{\alpha,\beta} = 1$ for neighboring cells and zero in all other cases.

We introduce now the essential variation with respect to the classical GoL: in fact, before the generation of a new state, we fix a transient time $\tau$ such that in the time interval $[0, \tau[$ the neighboring cells interact in a way which is driven by the Hamiltonian $H$ defined in (16); hence, as time $t$ increases, $t < \tau$, $S$ is no more in its initial state, $\Phi_{in}$, but it is now evolved into the modified state $\exp(-iHt)\Phi_{in}$. Following the scheme described in [4], we relate the mean values of the number operators $N_\alpha$ to the new states of each cell. Using (9)-(10), where the hamiltonian $H$ is given in (16), we recover the evolution of the number operators as

$$N_\alpha(t) := \exp(iHt)N_\alpha(0) \exp(-iHt),$$

\(^3\)We consider for each cell the Moore neighborhood made, for internal cells, of the eight surrounding cells. Less cells obviously form the Moore neighborhood of a cell on the border.
and then their mean values on some suitable state \( \phi_{n^0} \) describing the system at \( t = 0 \) as

\[
n_{\alpha,0}(t) = \langle \phi_{n^0}, N_{\alpha}(t)\phi_{n^0} \rangle = \| a_{\alpha} \exp(-iHt)(t)\varphi_{n^0} \|^2. \tag{17}
\]

Because of the CAR, the values \( n_{\alpha,0}(t) \) belong to the range \([0, 1]\), for all \( \alpha \) and for all \( t \). Hence, they can be endowed with a probabilistic meaning: for instance, if \( n_{\alpha,0}(t) \ll 1 \) then the cell \( \alpha \) has high probability to be in a dead state. We let \( t \) varies between 0 and \( \tau^- \). Then, at time \( \tau \), we apply the rules synchronously to all the cells, so that the upgraded states are all either 0 or 1, and the new state vector, obtained through (14), is \( \varphi_{n^1} \). This process is iterated for several generations. The whole procedure is schematized as follows.

**loop** {From generation \( k \) to generation \( k + 1 \)}

- For each cell \( \alpha \) set \( n_{\alpha,k}(0) = n_{\alpha,k} \), with \( n_{\alpha,k} = 0 \) or 1, and construct \( \varphi_{n^k} \) through (14).
- Compute \( \exp(-iH\tau)\varphi_{n^k} \) and the related \( n_{\alpha,k}(\tau) \) out of it.
- Apply the rule synchronously to \( \exp(-iH\tau)\varphi_{n^k} \) to compute \( n^{k+1} \). In each cell we will have \( n_{\alpha,k+1} = 0 \) or 1.
- Set \( k \to k + 1 \).

**end loop**

Hence, we obtain in each cell a sequence of states \( n_{\alpha,k} \), where the index \( k \) labels the generic \( k \)-th generation. The way in which, at each generation, \( n_{\alpha,k} \) is set to 0 or 1 is governed by the rules we want to apply, which is an extended version of the ones described in Section I. More explicitly, our rules \( \rho \) for the generation of the new state are defined as follows:

\[
\rho_{\sigma}(n_{\alpha,k} = 1) = 1 \text{ if } \left( 2 - \sigma \leq \sum_{\beta \in N} n_{\beta,k} \leq 3 + \sigma \right), \tag{18}
\]

\[
\rho_{\sigma}(n_{\alpha,k} = 1) = 0 \text{ if } \left( \sum_{\beta \in N} n_{\beta,k} < 2 - \sigma \right) \lor \left( \sum_{\beta \in N} n_{\beta,k} > 3 + \sigma \right), \tag{19}
\]

\[
\rho_{\sigma}(n_{\alpha,k} = 0) = 1 \text{ if } \left( 3 - \sigma \leq \sum_{\beta \in N} n_{\beta,k} \leq 3 + \sigma \right), \tag{20}
\]

\[
\rho_{\sigma}(n_{\alpha,k} = 0) = 0 \text{ if } \left( \sum_{\beta \in N} n_{\beta,k} < 3 - \sigma \right) \lor \left( \sum_{\beta \in N} n_{\beta,k} > 3 + \sigma \right). \tag{21}
\]
where $\sigma$ is a positive parameter, which can be seen as a measure of deviation from the original classical rule. In particular, if $\sigma = 0$, we recover essentially the rule given by (1)-(4).

With this procedure we obtain a sequence of functions $n_{\alpha,k}(t)$ with $t \in [0, \tau]$ which define the $(H, \rho)$-induced dynamics for the various number operator $N_{\alpha}$ as in Definition 1.

**IV Results**

In this Section, we perform a deep analysis of the results that can be deduced out of our model by using different tools. First, we analyze the effects of the two parameters entering the $(H, \rho)$-induced dynamics of the $QGoL$. These are $\tau$, which defines the time range during which only the quantum evolution is active, before the application of the rule in (18)-(21), and $\sigma$, which, as just stated, measures the deviation of the new rule with respect to that originally given in (1)-(4). Then we analyze the output of our model by means of both the spectral and the blob analysis.

All our simulations were performed on a square two dimensional lattice of dimension $L^2$ with $L = 33$, choosing several initial configurations in which the state of each cell is initialized in a random way, with equal probabilities to have value 0 or 1. The results are compared to those obtained from the $GoL$ in order to highlight the main differences introduced by the $(H, \rho)$-induced dynamics of the $QGoL$.

**IV.1 The parameters $\tau$ and $\sigma$**

The parameter $\tau$ defines the time range of the $(H, \rho)$-induced dynamics of the system before the rules are applied. Obviously, for $\tau = 0$ there is no quantum dynamics at all, and, therefore, if $\sigma = 0$, we recover the classical behavior of the $GoL$. To study how the parameters $\tau$ and $\sigma$ modify the classical evolution, we first evaluate at the second generation ($K = 2$) the following sort of mean $l_1$-error norm between the states of the cells obtained by the $QGoL$ and $GoL$ as follows:

$$
\Delta_{QGoL}^{GoL}(\tau, \sigma) = \frac{1}{L^2} \sum_{\alpha=1}^{L^2} |n_{\alpha,2} - \hat{n}_{\alpha,2}|,
$$

(22)
where \( n_{\alpha,2} \) and \( \tilde{n}_{\alpha,2} \) are the states in the cell \( \alpha \) at the second generation for the \( QGoL \) and \( GoL \), respectively. Hence, \( \Delta_{QGoL}^{GoL}(\tau, \sigma) = 0 \) when \( n_{\alpha,2} = \tilde{n}_{\alpha,2} \) for all \( \alpha \), i.e., when \( QGoL \) and \( GoL \) really coincide (at the second generation, whereupon they coincide for all generations). To make our results more robust, we have computed the distribution \( \Delta_{QGoL}^{GoL}(\tau, \sigma) \) by averaging the differences obtained from 100 different random initial conditions for fixed \( \tau \) and \( \sigma \). The distribution \( \Delta_{QGoL}^{GoL}(\tau, \sigma) \) is shown in Fig. 2(a) for \( 0 \leq \tau, \sigma \leq 1 \). The way in which \( \tau \) affects \( \Delta_{QGoL}^{GoL}(\tau, \sigma) \) is clear: \( \Delta_{QGoL}^{GoL}(\tau, \sigma) \) increases with \( \tau \). This is in agreement with the fact that \( \tau > 0 \) corresponds to a purely quantum effect which is absent in the classical situation, since, in this case, no time evolution exists at all. In the \( GoL \), in fact, it is only the rule, applied again and again which creates the different generations. The dependence of \( \Delta_{QGoL}^{GoL}(\tau, \sigma) \) on \( \sigma \) is much richer, since it is also related to the value of \( \tau \). For \( \tau < 0.4 \), \( \Delta_{QGoL}^{GoL}(\tau, \sigma) \) increases as \( \sigma \) approaches 0 or 1, while it decreases for intermediate values of \( \sigma \). On the other hand, for \( \tau > 0.4 \) the error increases with \( \tau \) and with \( \sigma \), taking its minimum value for \( \sigma = 0 \). This is essentially what one
could expect since larger values of $\tau$ and $\sigma$ represent bigger differences from the classical situation, which is exactly recovered if $\sigma = \tau = 0$. Nevertheless, it is interesting to notice that, for $\tau < 0.4$, $\sigma = 0$, we have a maximum value for $\Delta_{QGoL}^{GoL}(\tau, \sigma)$. This suggests that, even if $\sigma = 0$ (so that the quantum and the classical rules do coincide), the time evolution of the system driven by $H$ is already enough to modify significantly the behavior of the system.

Our numerical simulations also suggest that, in general, for a fixed $\tau$, there is always a value $\sigma_{\text{min}}(\tau)$ for which $\Delta_{QGoL}^{GoL}(\tau, \sigma_{\text{min}}(\tau))$ is a minimum. In particular, for very small values of $\tau$, there exist ranges of parameter $\sigma$ for which $\Delta_{QGoL}^{GoL}(\tau, \sigma)$ is vanishing, so that the QGoL and GoL dynamics coincide: for instance, for $\tau = 0.01$, we obtain $\Delta_{QGoL}^{GoL}(\tau, \sigma) = 0$ for $0.009 < \sigma < 0.99$. This fact suggests, once again, that the role of the quantum evolution (i.e. the action of $H$) is more relevant than the change in the rule $\rho$ (i.e. in going from the classical to the quantum rule). For later convenience, if for a fixed $\tau$ we have a range of minima $[\sigma_1, \sigma_2]$ of $\Delta_{QGoL}^{GoL}(\tau, \sigma)$, then we fix $\sigma_{\text{min}}(\tau) = \sigma_1$. In Fig. 2(b), we plot $\sigma_{\text{min}}(\tau)$, and we can see a piecewise linear behavior with three different slopes; $\sigma_{\text{min}}(\tau)$ appears increasing for $\tau \leq 0.4$. In particular, for $\tau \leq 0.1$, $\sigma_{\text{min}}(\tau)$ has a linear growth rate of 6, while for $0.1 < \tau \leq 0.4$ the linear growth rate is much lower, close to 0.87. For $\tau > 0.4$ $\sigma_{\text{min}}(\tau) \approx 0$. It looks like a phase transition for $\tau \approx 0.4$, but, so far, the reason for such a transition is not clear. This strange behavior suggests a deeper analysis of $\sigma_{\text{min}}(\tau)$, which is postponed to a future paper.

In Fig. 2(a) there is also shown the quadratic curve $C(\sigma) = -0.337\sigma^2 + 0.384\sigma$ approximating the contour level $\Delta_{QGoL}^{GoL}(\tau = 0.1, \sigma = 0.5) = 0.02$. This contour level surrounds the region $\tau < C(\sigma)$ in which $\Delta_{QGoL}^{GoL}$ has its lowest values, and, as we shall see in the Appendix, it allows to characterize the region of $\tau$ and $\sigma$ where the periodicity of a periodic orbit of the QGoL case differs from the GoL case.

**IV.2 Spectral analysis of the QGoL**

Here we perform a statistical analysis of the QGoL using the classical tools of spectral analysis. In particular, for a fixed cell $\alpha$, the Fourier transform of its state $n_{\alpha,k}$ at the various generations $k = 0, \ldots, T - 1$ is given by

$$\tilde{n}_{\alpha,k}(f) = \frac{1}{T} \sum_{t=0}^{T-1} n_{\alpha,k} \exp \left( -i \frac{2\pi tf}{T} \right), \quad (23)$$
\[ S(f) = \sum_{\alpha=1}^{L^2} |\tilde{n}_{\alpha,k}(f)|^2. \] (24)

Moreover, we also consider the density of alive cells at generation \( k \)-th defined as

\[ D^k = \frac{1}{L^2} \sum_{\alpha=1}^{L^2} n_{\alpha,k}. \] (25)

Roughly speaking, the power spectrum \( S(f) \) gives information on the frequencies excited due to a possible presence of an equilibrium cycle solution of period \( T/f \). The density of alive cells \( D^k \) is the ratio of alive cells for each generation \( k \), and stationary or periodic behavior of \( D^k \) gives information about possible periodicity of the solution (in the sense of Definition 3).

It is well known that the GoL has \( 1/f \) noise [10], i.e., its power spectrum behaves like \( 1/f \) at low frequencies, and in general cellular automata can have a power spectrum of the kind \( f^\alpha \) [11]; \( 1/f \) noise can be observed in a wide variety of phenomena such as the voltage of vacuum tubes, the rate of traffic flow, and the loudness of music. According to [12], a system showing a \( 1/f \) power spectrum means that the present state of a system is influenced by the history of the system. The presence of the \( 1/f \) behavior of the power spectrum were also found in [1], where the author found the \( 1/f \) noise in the power spectrum of an asynchronous version of the GoL. Evidence of the \( 1/f \) noise is given in Fig. 3(a), where the power spectrum for the GoL is shown for an initial random condition and \( T = 4096 \) generations\(^4\). For this initial condition, according to Definition 3.3 and considering \( \tau = 0, \sigma = 0 \), we have obtained a 2-equilibrium cycle after a transient of 277 generations (see the density of alive cells in Fig. 3(b)). Hence, in the power spectrum, there is a final peak at the frequency 2048, due to the fact that a 2-equilibrium cycle solution is a periodic orbit with period \( \Omega = 2 \) giving strength to the frequency \( T/\Omega = 2048 \). By fitting the spectrum \( S(f) \) with a function \( C f^\alpha \) with a least square method, we obtain in the range \( f = 1, \ldots, 2000 \) the values \( C = 0.4 \), \( \alpha = -1.033 \), consistent with the predicted \( 1/f \) of the power spectrum. If we consider the QGoL case, in the same Fig. 3(a) there are shown the power spectra for \( \tau = 0.1 \) and various \( \sigma \). For the values \( \sigma = 0.1, 0.25 \), the spectrum

\(^4\)Similar results arise also for other initial random conditions.
is characterized by low power density at almost all frequencies with a peak at the first frequency \( f = 0 \): this is due to the fact that, after an initial transient, the whole system stabilizes to a 1-equilibrium cycle solution after very few generations. In fact, for the same initial random condition used for GoL, the QGoL is a 4-equilibrium and 6-equilibrium cycle solution for \( \sigma = 0.1 \) and \( \sigma = 0.25 \), respectively. For higher values of \( \sigma \) (\( \sigma = 0.5 \)), the spectrum has almost all frequencies excited with a clear power low behavior for small frequencies. The fitting with the function \( C f^\alpha \) for \( f = 0, \ldots, 200 \) returns \( C = 0.45, \alpha = -0.15 \) for \( \sigma = 0.5 \). The circumstance that almost all the frequencies are excited, with decreasing amplitude, means that the solution does not show (at least for the number of generations considered) any periodicity or equilibrium. However, it is important to stress that, because of the finite dimensionality of our system and of the finite number of the possible states of each cell, each initial condition necessarily generates a periodic solution (the worst possible case is that an initial state \( \phi_{n0} \) returns in itself after \( 2L^2 - 1 \) generations). This suggests that, in order to detect the periodic structure in the solution, we need to consider a larger number of generations.

For increasing values of \( \tau \) (\( \tau = 0.25, 0.5 \)), the situation does not change for \( \sigma \leq 0.5 \), since all the power spectra are similar to those observed for the case \( \tau = 0.1, \sigma = 0.1, 0.25 \), with a low power density at almost all frequencies and a peak at the first frequency \( f = 0 \); thus, there is a 1-equilibrium cycle solution after few iterations, as shown by the density of alive cells in Figs. 4(b)-5(b). For \( \tau = 0.25, 0.5 \) and \( \sigma = 1 \) we have a peak at \( f = 0 \), and the remaining frequencies excited with almost the same amplitude similar to a “noise” signal, meaning that the evolution is virtually orderless with an high number of alive cells in each generation (see Figs. 4(b)-5(b)): still in this case, for the number of generations we have considered, we have not obtained an equilibrium periodic solution.

Comparing these results with those of the GoL, we may observe that for small values of \( \tau \) and \( \sigma \), corresponding to small expected variations from the classical situation, we recover equilibrium solutions with periods which are smaller than those found for \( \tau = \sigma = 0 \). On the other hand, for \( \tau \) and \( \sigma \) close to 1, for the number of generations considered in our numerical simulations, equilibrium is not observed, so that the situation is really different from that of the classical GoL. However, as already stated, such an equilibrium solution must exist also in our settings, but the transient period, for these large values of \( \tau \) and \( \sigma \), is extremely long so that the equilibrium in our simulations is not observed. To give an insight on the equilibrium cycle solution formed in
Figure 3: (a) The power spectrum for the $GoL$ and the $QGoL$ for $\tau = 0.1$ and various $\sigma$ with a random initial condition and $T = 4096$ generations. The $GoL$ exhibits a $1/f$ power spectrum, and has a 2-equilibrium cycle solution after a transient of 277 generations (see the density of the alive cell in (b)) leading to the peak in the frequency $f = 2048$ of the spectrum. The $QGoL$ spectrum exhibits for $\sigma \leq 0.5$ a low power density as a consequence of a 1-equilibrium cycle solution obtained after very few generation, while for $\sigma = 0.5$ the spectrum has a $1/f^{0.15}$ behavior with all frequencies excited due to non cyclic solution (see b)).

Figure 4: a) Same as Fig. 3(a) for the $QGoL$ case and $\tau = 0.25$. Also in this case for $\sigma \leq 0.5$ the power spectrum has low power density with a peak at the frequency $f = 0$ due to a 1-equilibrium solution while for $\sigma > 0.5$ the spectrum has a noisy behavior with high number of alive density cell (see figure b)).
IV.3 Blob analysis

This Section deals with the so-called blob analysis [13] of the generations of both GoL and QGoL. More precisely, each generation, that, as stated, is essentially a distribution of 0 (for dead cells) and 1 (for alive cells) over a lattice, can be represented as a binary image. In particular, we performed the analysis of the 8-connected largest alive components in the binary images (our blobs) corresponding to the states of the system after each generation of various simulations of the GoL and the QGoL. By means of a forward scan of the lattice, each time an alive cell is encountered, we uses it as a seed for the reconstruction of the binary large object of alive neighboring cells it belongs to.

For different choices of the parameters $\tau$ and $\sigma$, the analysis of the blobs detected during the evolution of the system has been carried out up to a stationary or periodic behavior of the patterns, with particular focus on the following properties:

- total number of blobs for configuration;
- area of each blob;
- perimeter of each blob;

Figure 5: a) Same as Fig. 3(a) for the QGoL case and $\tau = 0.5$. Results are similar to those obtained for the case $\tau = 0.25$ (see Fig.4(a))

our simulations, in the Appendix, we shall consider a case study ($L = 5$), and characterize all possible equilibria and their transients.
• centroid of each blob;
• centroid of the whole configuration.

Area, perimeter and circularity are features used in shape analysis. The area of an alive connected region can be accurately estimated by counting the number of the cells of value 1 of the region. To obtain a good perimeter estimator, a contour following procedure using distances in taxicab geometry has been performed. To compute the circularities, the ratio between perimeters and areas of the various regions has been simply considered.

Comparing the evolution of the number of alive cells and the total amount of connected regions, normalized with respect to the size of the lattice and the largest possible number of its connected components, respectively, the graphs plotted in Figs. 6(a)–6(b) and in Figs. 7(a)–7(b) reveal similar trends for the two curves, without strong fluctuations after few steps either in the quantum case or in the classical one. As already discussed in Subsection IV.2, on varying the parameter $\sigma$, the evolutions of $Q\text{GoL}$ are characterized either by the achievement of stability within the first few steps (for $\sigma$ less than 0.5), unlike the corresponding classical evolutions; on the contrary, for values of $\sigma$ greater than or equal to 0.5, a significant delay in reaching stable configurations compared to the classical case, which on average stabilize at most within about a thousand steps, is observed.

The trends of the maximum, minimum and average value of the circularity parameters of the polygons corresponding to the blobs in different configurations provide a measure of how the shape of these connected regions deviates from the square shape, for which this value equals 4 divided by the number of neighboring cells. The maximum value of the circularity is reached in the case of single isolated alive cells or groups of living cells with at most one vertex in common. In the quantum case with $\tau = 0.1$, these types of connected components appear almost always, unlike the corresponding configurations in the classical case (see Figs. 8(a)–8(b)). In any case, as expected for a very short quantum interaction, the general trend of the curves for the shape parameters looks similar both for the $\text{GoL}$ and the $Q\text{GoL}$. As $\tau$ increases, however, as shown in Figs. 9(a)–9(b), the values corresponding to the shapes of the connected components tend to the average values.

Concerning the analysis of the centroids, the frequencies of the occurrence of the center of mass of the whole binary images in the various cells of the lattice at each step of the classical and the quantum evolution have been analyzed. The study performed for successive generations shows that,
Figure 6: Number of living cells and blobs for the GoL, 6(a), and the QGoL, 6(b), for parameters $\tau = 0.25$, $\sigma = 0.1$, normalized with respect to the dimension of the lattice and the maximum number of connected objects in it, respectively. The evolution trends of the amount of alive cells and connected regions are similar either in the classical or in the quantum game of life. For the same initial condition, the QGoL stabilizes to a 1-equilibrium cycle solution after very few generations, while the corresponding GoL generates a cyclic solution of period 2 from step 594.

as depicted in Figs. 10(a)–10(b), while for the GoL the highest frequencies are arranged in a fairly broad, irregular and not always centered area, for quantum games evolving for long times before reaching the stability we observe a shrinkage of this region to a distribution area with few centralized pixels.

Moreover, the sample correlation coefficient of the cluster corresponding to the centroids of the connected regions at every generation has been taken into account. The trends recorded for values of $\tau$ greater than or equal to 0.25, associated with significant expected variations from the classical situation, highlight the fact that, as shown in Figs. 11(a)–11(b), to a lack of sample correlation between the centers of mass of the blobs in the case of the classic game of life corresponds, rather, in the quantum setting, a tendency of these centroids to be arranged in configurations with direct or inverse correlation.
V Conclusions

In this paper, we have discussed the possibility of introducing a modified version of a quantum dynamics. This is useful when, for instance, the time evolution of a given system $S$ is driven not only by some Hamiltonian operator, as it happens for conservative closed microscopic systems or even for non-conservative microscopic open systems, but also by some external/internal action periodically applied to the system, and not easily included in any Hamiltonian. In particular, we have discussed the case in which this action can be modeled by some specific rule. From an operatorial point of view, this rule is a sort of generalized projection operator, and its action on $S$ may change the original behavior of $S$.

We have applied our idea to the Game of Life, producing what we have called quantum Game of Life. A detailed analysis of this new system has been performed, and in particular we have discussed the role of the two main parameters appearing in the model, and how their values affect the behaviour.
Figure 8: Trends of the maximum, minimum and average value of the circularity parameters of the polygons corresponding to the blobs at each generation of the GoL, 8(a), and the QGoL, 8(b), for parameters $\tau = 0.1$ and $\sigma = 0.25$. The fact that the maximum of the circularities of the blobs equals 4 at each step of the QGoL attests the presence of single isolated alive cells or groups of living cells with at most one vertex in common during all the quantum evolution. Blobs with such a shape are not always detected in the classical case.
of the system itself in comparison with what happens for the GoL. More specifically, we have discussed how the QGoL is influenced by the transient time $\tau$ in which the quantum evolution governed by the Schrödinger equation takes place, and by the parameter $\sigma$ which modifies the classical rule adopted in the GoL. We have found through a spectral analysis and a blob analysis that the QGoL contains some really different evolutions with respect the GoL, especially for moderate-high variations of the parameters $\tau$ and $\sigma$.

In our opinion the definition of $(H,\rho)$–induced dynamics open several possible lines of research, either from a theoretical viewpoint or in view of concrete applications, and we plan to apply this method to other concrete situations involving the same operational settings used in the situation considered in this paper.
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Figure 10: Number of occurrences of the center of mass of the whole system after each generation of the GoL, 10(a), and the QGoL for parameters $\tau = 0.1$ and $\sigma = 0.5$, 10(b), in the various cells of the lattice. Classical evolutions are generally characterized by the arrangement of the highest frequencies in an irregular, not centrally localized area. For quantum systems stabilizing after many generations (such as the case considered in 10(b)), instead, centroid occurrences appear enclosed in a narrow area composed of few centralized pixels.

**Appendix: A case study: $L = 5$**

Here we consider a case study of GoL and QGoL dynamics choosing $L = 5$. Since in this case we have $2^{25}$ possible initial conditions, we may perform in a reasonable time a complete analysis of all scenarios that can arise in the classical GoL and how they differ from their quantum version. As remarked previously, for all the initial conditions, $\phi^l_{n,l} = 0, \ldots, 2^{25} - 1$, a periodic behavior, in the sense of Definition 3, will emerge. Each initial condition (a distribution of 0 and 1 in the 25 cells of the lattice) can be considered as the binary representation of an integer in the range $[0, 2^{25} - 1]$; therefore, we may label each initial condition with the corresponding integer.

For $\tau = \sigma = 0$, *i.e.*, in the classical GoL, following the evolution for all initial conditions, we have obtained that the possible evolutions lead to periodic solutions: the observed periods are 1, 2, 3, 4, 5, 10, and 20. The data so obtained show that many initial conditions lead to the same periodic solutions, so that we can group the initial conditions in equivalence classes,
Figure 11: Sample correlation coefficients of the centroids of the various connected regions at each generation of the GoL, 11(a), and the QGoL, 11(b), for parameters $\tau = 0.25$ and $\sigma = 1$. In the case of quantum systems with $\tau$ greater than or equal to 0.25, the centroids of the blobs tend to assume configurations with direct or inverse correlation.

| Period $\Omega$ | 1  | 2  | 3  | 4  | 5  | 10 | 20 |
|-----------------|----|----|----|----|----|----|----|
| # of initial conditions | 3455 | 1225 | 200 | 200 | 20 | 60 | 20 |

Table 1: List all the possible period $\Omega$ for the GoL in the case $L = 5$, and number of equivalence classes of initial conditions having $\Omega$-periodic solutions.

It is also interesting to consider how long the transient is for the different periodic solutions. For the initial conditions leading to the 1-equilibrium cyclic solutions, the transient has a mean value of about 8; most initial configurations have very short transients (less than 7 generations), and, as the length of transient increases (its maximum is 51), the number of the initial conditions admitting them decays exponentially. For initial conditions leading to the 2-equilibrium cyclic solutions, the situation is quite the same: the transient has a mean value of about 5; most initial conditions have very short transient (less than 5 generations), and, as the length of transient increases (its maximum is 23), the number of the initial conditions admitting them decays exponentially. For initial configurations leading to the 3-equilibrium...
cyclic solutions, the transient is in the range 1 to 4, and most of the initial conditions have one or two transient generations.

For initial conditions leading to the 4-equilibrium cyclic solutions, the transient has a mean value of about 8; most of the initial conditions have a transient between 1 and 13, and the maximum value for the transient is 32. For initial conditions leading to the 5-equilibrium cyclic solutions, the transient has a mean value of about 5, which is also the value with the highest frequency; most of the remaining initial conditions exhibit almost uniformly distributed transient equal to 1, 6, 7 and 8 (which is the maximum). For initial conditions leading to the 10-equilibrium cyclic solutions, the transient is in the range 1 to 10, and the distribution is almost uniform except for the extrema of the interval. Finally, for initial conditions leading to the 20-equilibrium cyclic solutions, the transient has a mean value of about 4, and most of the initial conditions have a transient between 1 and 2, while the maximum number of transient is 15.

Consider now the behavior exhibited by the $QGoL$, and let $T^\ell(\tau, \sigma)$ be the number of transient generations needed to reach a $P^\ell(\tau, \sigma)$-periodic solution for a generic initial condition labeled with $\ell$. In the case of classical $GoL$ evolution, $\tau = 0$, $\sigma = 0$, we have obtained the values of $P^\ell(0, 0)$ (1, 2, 3, 4, 5, 10, 20, respectively). To investigate how $T^\ell(\tau, \sigma)$ and $P^\ell(\tau, \sigma)$ are affected in the $(H, \rho)$-dynamics by the parameters $\tau$, $\sigma$, we compute the following mean distributions

\[
T_P(\tau, \sigma) = \frac{1}{N_P} \sum_{k_P=1}^{N_P} (T^{j_{k_P}}(\tau, \sigma) - T^{j_{k_P}}(0, 0)),
\]

(26)

\[
\Omega_P(\tau, \sigma) = \frac{1}{N_P} \sum_{k_P=1}^{N_P} (P^{j_{k_P}}(\tau, \sigma) - P^{j_{k_P}}(0, 0)),
\]

(27)

where $j_1, j_2, \ldots, j_{N_P}$ label the initial conditions having a period $P$. $T_P(\tau, \sigma)$ and $\Omega_P(\tau, \sigma)$ allow to determine where the transient and the periodic orbit length of the equilibrium cycle solution change according to the parameter $\tau$ and $\sigma$ with respect to the $GoL$, as they are a measure of the variations between the $GoL$ and the $QGoL$ case. The results are shown in Figs. 12-15 for the periodic orbit lengths $P = 3, 5, 10, 20$. We can see that in terms of the transient length, the most relevant differences arises for $\tau = 0.1, \sigma > 0.5$ along the curve $\tau = C(\sigma) = -0.337\sigma^2 + 0.384\sigma$ for $P = 5, 10, 20$, while for $P = 3$ the peaks are reached for $\tau < 0.1, \sigma < 0.5$ again along the curve.
Figure 12: The distribution $T_P(\tau, \sigma)$ in (a), and $\Omega_P(\tau, \sigma)$ in (b) for the period $P = 3$. For $\tau < C(\sigma)$, $T_P(\tau, \sigma)$ and $\Omega_P(\tau, \sigma)$ vanish, hence that for $\tau < C(\sigma)$ there is no substantial difference between the $QGoL$ and the $GoL$ case. The most relevant differences arise for $\tau \approx C(\sigma)$ where it is evident that in the $QGoL$ case the solution is an equilibrium cyclic solution of period lower than the $GoL$ case and the transient to arrive to this solution is higher than the $GoL$ case. $\tau > C(\sigma)$ the situation is quite different, as periodicity of the $QGoL$ solution is in general lower than the $GoL$ case and the transient can decrease or increase with respect the $GoL$ according the various values of $\tau$ and $\sigma$.

For $\tau < C(\sigma)$, $T_P(\tau, \sigma)$ and $\Omega_P(\tau, \sigma)$ vanish, meaning that for $\tau < \sigma$ there is no substantial difference between the $QGoL$ and the $GoL$ case. This was already remarked in Section IV.1, where we noticed that for $\tau < C(\sigma)$ the distribution $\Delta^{QGoL}(\tau, \sigma)$ has its lowest value. On the other hand, for $\tau > C(\sigma)$ we obtain that the length of the periodic orbit $P_l(\tau, \sigma)$ is dramatically lower than the $GoL$ case.
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