Caption Generation Based on Emotions Using CSPDenseNet and BiLSTM with Self-Attention
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Automatic image caption generation is an intricate task of describing an image in natural language by gaining insights present in an image. Featuring facial expressions in the conventional image captioning system brings out new prospects to generate pertinent descriptions, revealing the emotional aspects of the image. The proposed work encapsulates the facial emotional features to produce more expressive captions similar to human-annotated ones with the help of Cross Stage Partial Dense Network (CSPDenseNet) and Self-attentive Bidirectional Long Short-Term Memory (BiLSTM) network. The encoding unit captures the facial expressions and dense image features using a Facial Expression Recognition (FER) model and CSPDense neural network, respectively. Further, the word embedding vectors of the ground truth image captions are created and learned using the Word2Vec embedding technique. Then, the extracted image feature vectors and word vectors are fused to form an encoding vector representing the rich image content. The decoding unit employs a self-attention mechanism encompassed with BiLSTM to create more descriptive and relevant captions in natural language. The Flickr11k dataset, a subset of the Flickr30k dataset is used to train, test, and evaluate the present model based on five benchmark image captioning metrics. They are BiLingual Evaluation Understudy (BLEU), Metric for Evaluation of Translation with Explicit Ordering (METEOR), Recall-Oriented Understudy for Gisting Evaluation (ROGUE), Consensus-based Image Description Evaluation (CIDEr), and Semantic Propositional Image Caption Evaluation (SPICE). The experimental analysis indicates that the proposed model enhances the quality of captions with 0.6012(BLEU-1), 0.3992(BLEU-2), 0.2703(BLEU-3), 0.1921(BLEU-4), 0.1932(METEOR), 0.2617(CIDEr), 0.4793(ROUGE-L), and 0.1260(SPICE) scores, respectively, using additive emotional characteristics and behavioral components of the objects present in the image.

1. Introduction

Artificial intelligence (AI) becomes the driving force behind evolving technologies such as IoT (Internet of Things) [1], sensor networks [2], robotics, and big data. Automatic image captioning is also an emerging interdisciplinary field of research in AI, related to NLP (natural language processing) and computer vision. The idea of an automatic caption generation system is to create a relevant and meaningful description for an image in an appropriate natural language format. The automatic caption generation system has an extensive array of applications such as intelligent human-
machine interactions, supporting visually impaired people, and image indexing. Image caption generation is a tedious process of identifying various objects present in the image and the association between those objects, attributes, and behavior. The advancement of deep learning techniques in various applications [3–6] has a wider scope in caption generation models. The typical architecture of an image captioning system using deep learning techniques follows the encoder-decoder framework. In recent works, convolutional neural network (CNN) is applied to encode the image by creating the semantic feature vector representation, and recurrent neural network (RNN) is applied to decode the feature vectors for generating the captions in natural language. Although these deep learning neural network models provided promising results, still it is an open research problem to identify the suitable and efficient CNN and RNN models for image captioning applications.

Recently developed deep learning-based caption generation techniques [7–9] considers only the factual and semantic content of the image. But, the emotional perspective of the image plays a vital role in generating high-quality descriptions more intelligently. To capture the emotional aspects of the image, the Face-Cap model is introduced by Nezami et al. [10]. The system can detect and derive the facial expression features and apply these features to generate captions for the image. The system extracted the features of facial expression from the image using a FER technique. Additionally, the system considers the features from the ImageNet dataset trained using the Oxford Visual Geometry Group network (VGGnet) [11] with a weighted attention mechanism. Finally, to generate the caption, the system utilized a long short-term memory (LSTM) network. Inspired by this work, the proposed system embeds the emotional analysis in the image caption generation model to automatically generate descriptions based on both the emotional features and salient image features. The proposed caption generation model employs CSPDenseNet [12] and the FER model [10] to extract image features and emotion features and introduced a self-attentive BiLSTM (bidirectional long short-term memory) network to describe the image more effectively. The contributions of the proposed work are as follows:

1. Extracts more extensive and salient image features using CSPDenseNet instead of the standard CNN model and generates an image representation vector.
2. Self-attentive BiLSTM model is introduced to generate captions. The BiLSTM model process the textual knowledge from both the forward direction and the backward direction. The self-attention mechanism is implemented for improving the quality of caption generation by focusing on the important text features as well as the contextual features.
3. The experimental outcomes exhibit that the newly designed caption generation system is capable of describing an image with better quality in comparison to the existing image captioning models.

The remainder of the article is organized in the following sections. Section 2 examines the related works. The detailed description of the proposed model is explored in section 3. The experimental settings, results, and discussion are illustrated in section 4. Finally, section 5 concludes the present article with a summary.

2. Literature Survey

The existing works about image caption generation and emotion identification methods are reviewed in the following subsections.

2.1. Image Captioning Methodologies. Based on the recently proposed image caption generation models, the methodologies are categorized into three distinct groupings: template methods, retrieval methods, and novel image captioning methods. The template method generates captions based on fixed or specified templates containing numerous empty spaces. The empty slots in the templates are filled by identifying the different objects, object features, and behaviors present in the input image. A triplet of object, action, and scene spaces is proposed in [13]. This method fills the blank slots by predicting the triplet from the image based on the multilabel Markov random field. On the contrary, [14] detected multiple objects, classifiers, and their propositional relationships to fill the empty template spaces using conditional random fields (CRF). Though the templates are predefined and the number of slots is fixed, they can generate grammatically correct captions.

The retrieval method aims to generate captions by retrieving semantically similar captions from the existing set of captions or the captions are simply retrieved from visually similar images. The model presented in [15] generated a description for a query image using the global representation of the image to retrieve the captions related to the query image. Then, the relevant caption is produced using the direct estimate of image contents. The clustering-based retrieval method is used in [16] to cluster similar images and associated phrases together using the scores of visual and semantic similarity contents. Then, the caption for the target image is retrieved from the cluster with similar images. This method can generate syntactically correct descriptions, but it cannot generate semantically appropriate image-specific captions.

The contemporary caption generation method typically follows either machine learning or deep learning models to generate the descriptions. This approach first examines the visual image content and produces descriptions using a language model by feeding the extracted visual image content. This method typically follows the encoder-decoder architecture to generate the description. In [17], the authors proposed a complete neural network-based model, in which a CNN network generated the image representation and LSTM generated the sequence of texts. The authors of [18] embedded visual attention mechanisms into the previous model with two variants: soft deterministic attention and hard stochastic attention. RNN embedded with the attention
technique significantly improved the model performance. Inspired by the effect of the attention mechanism in caption generation, the bidirectional self-attention mechanism for caption generation is mentioned in [19]. In the prior model, the attention is computed on both forward direction and backward direction to particularly focus on the relevant information.

ResNet50 architecture with CNN and soft attention-based LSTM is used in [20]. The soft attention mechanism is adopted to concentrate on the specific image regions for predicting the next word in the caption. The framework introduced in [21] exploited DenseNet-based CNN for global image feature representation. Also, the LSTM is applied as the language decoder an adaptive attention strategy is introduced to determine whether to consider the features of the image in sentence prediction. The novel image captioning approach can describe the image with semantically more precise captions when compared to previously discussed approaches. Machine learning-based caption generation models are demonstrated in [22]. The authors experimented by fusing several distinct pretrained models. To compare the various outputs produced by the model, a variety of pretrained CNNs and embedded matrices are employed. Although the solution to the problem of automated image description generation yields acceptable results, there is still space for improvement because certain photos are not well described. Metric-oriented focal mechanism (MFM) [23] is introduced to assist the caption generation model in focusing more on the complex examples during training. To gauge the difficulty of examples, MFM used the procedural metrics of captioning, and during training, it can increase the weights of challenging examples. The survey presented by [24] provides an in-depth analysis of picture captioning methods, including image encoding and text generation, as well as training methodologies, datasets, and assessment measures. The study concludes that there are still many unresolved issues including accuracy, robustness, and generalization outcomes. Also, novel captions can be produced from the multimodal visual space. Even though these recent models are showing great progress in image captioning research, most of the existing works are aimed at generating a subjective description of the image instead of exhibiting the emotional content present in the image.

2.2. Image Captioning with Emotions. This subsection provides a short review of some of the works that have integrated the emotional aspects into the caption generation model. SentiCap [11] designed a system to generate descriptions with emotions based on positive and negative sentiments. The model combined two CNN and RNNs running in parallel, whereas one combination is used to capture the factual content generation, and another one is used to generate the sentimental content. For training this model, sentiment vocabulary and rewriting of original captions are required including the sentiment-related terms and phrases.

In contrast, Face-Cap [10] captured human facial expressions from the image and incorporated the emotions to generate the captions. There are four variants of the Face-Cap model: Face-Step model, Face-Init model, Face-CapF model, and Face-CapL model. For all time steps including the initial one, the Face-CapF model fed the facial features and the LSTM used these features to generate each word. In the Face-CapL model, the memory cell vectors and hidden state vectors are initialized with the facial feature vectors. Face-Step is a variant of the Face-CapF model without computing the face loss function. Face-Init is the variant of the Face-CapL model, in which the facial features are applied at the initial step. All of these models used the standard CNN network for extracting image features and the standard LSTM network for creating captions. Extending this work, the Face-Attend model with attention mechanism is introduced in [25]. The model used two linked LSTMs: one for capturing the features of facial expressions and the other for general visual features using the Up-Down-Captioner. Even though the existing systems achieved greater results, still there are ways to produce more relevant and comprehensive captions by extracting a rich set of features.

3. The Proposed Caption Generation Model

This section investigates the novel automatic caption generation model based on human emotions using CSPDenseNet and BiLSTM with the self-attention mechanism. The main motive of the proposed model is to generate a fine-grained caption revealing the emotional content present in the image. The conceptual framework depicted in Figure 1 represents the novel end-to-end caption generation prototype. The two units, namely, encoder unit and decoder unit are the two core components of the entire image captioning system. Especially, the encoder architecture incorporates CSPDenseNet and FER models to extract the visual features and facial emotion features, respectively. The decoder architecture uses BiLSTM for language decoding to generate a description for the given input image. To enhance the prediction of the next word in the sequence, the self-attention mechanism is embedded in the decoder to concentrate on the semantic content based on its importance in the particular context. The complete interpretation of the proposed model is depicted in the following subsections.

3.1. Image Encoder

3.1.1. Emotional Feature Extraction. The system adapts the Facial Expression Recognition(FER) model proposed in [10] to obtain the emotional content present in the input image. The FER model is learned on the FER-2013 dataset to obtain the emotional attributes from the images in image captioning datasets. Before training the model, face preprocessing is applied to make the samples uniform in both datasets. The process of face preprocessing involves the following steps:

1. Identify the faces in the image by applying a face detection algorithm using the CNN model.
2. Crop the identified faces from every instance.
3. Transform the cropped faces to grayscale.
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Resize it to 48-by-48 pixels to match the size of the images in the FER-2013 dataset.

The VGGnet model [26] is trained on the FER-2013 data to identify facial emotions. There are seven emotional classes present in the FER-2013 dataset comprising happy, sad, surprise, fear, disgust, anger, and neutral. To represent the class distribution probabilities of these emotions, the output layer of the model contains seven neurons. The probabilities are referred to as the vector \( p = (p_1, p_2, \ldots, p_7) \). Then, the trained model is used to extract the probabilities of emotions in the preprocessed image dataset. Finally, an aggregated one-hot encoding vector of emotion features \( e = (e_1, e_2, \ldots, e_7) \) is constructed for each image as given in equation (1).

\[
e_k = \begin{cases} 
1, & \text{for } k = \arg \max_{1 \leq i \leq n} p_i, \\
0, & \text{otherwise.} 
\end{cases} \tag{1}
\]

In equation (1), the variable \( n \) represents the total face count in the image.

3.1.2. Extraction of Image Features. To extract the factual content of the image, the system uses the CNN-based object detector called Cross Stage Partial Dense Network (CSPDenseNet) introduced in [12]. CSPNet is a cornerstone in enhancing the learning ability of CNN. The rationale behind this model development is two-fold: (i) to attain a strong gradient combination and (ii) to reduce the computation overhead. To achieve these two aspects simultaneously, the base layer feature maps are divided into two subvectors for processing. Then, the processed subvectors are integrated using the cross-stage hierarchy. Figure 2 illustrates the architecture of CSPDenseNet. A single phase of CSPDenseNet contains two components: (1) a partial dense unit/block and (2) a partial transition layer. To balance the computation of each layer, the partial dense block is constructed in such a way that increases the gradient path and...
minimizes the memory traffic. On the other hand, to amplify the variance of gradient combination, the partial transition layer is added to the construction. The working methodology of partial dense block and partial transitional layer is mentioned in the following steps.

(i) Partial Dense Block

(1) The base layer feature vectors ($x_0$) are partitioned into two subvectors via a medium, $x_0 = [x_{0}^{u}, x_{0}^{v}]$.
(2) The subvector $x_{0}^{u}$ is directly connected to the end of the phase.
(3) Another subvector $x_{0}^{v}$ will undergo the dense block.

(ii) Partial Transition Layer

(1) The input fed into a transition layer is the output obtained from dense layers $[x_{0}^{u}, x_{1}, x_{k}]$.
(2) The additional input fed into the transition layer is the output obtained from the previous transition layer ($x_{T}$) concatenated with $x_{0}^{u}$.
(3) Finally, the transition layer generates the output $x_{T}$, which will undergo further processing of the next CSPDenseNet unit after passing through convolution and pooling layers.

Then, the following equation (2) is used to update the feed-forward pass where $*$ denotes the convolution operation, the square brackets([ ]i) denote the concatenation of the input vectors, and $x_i$ and $w_i$ denote the outputs and weights of the dense layer(i) respectively.

\[
x_k = w_k * [x_{0}^{u}, x_{1}, \ldots, x_{k-1}],
\]
\[
x_T = w_T * [x_{0}^{u}, x_{1}, \ldots, x_{k}], \tag{2}
\]
\[
x_U = w_U * [x_{0}^{v}, x_{T}],
\]
\[
w_k = f (w_k, g_0, g_1, g_2, \ldots, g_{k-1}),
\]
\[
w_T = f (w_T, g_0, g_1, g_2, \ldots, g_k), \tag{3}
\]
\[
w_U = f (w_U, g_0, g_T).
\]

Equation (3) is used for weight updating where $f$ is the weight updating function, $g_i$ denotes the gradient passed to the dense layer(i). The gradients arrived through the dense layers are combined independently as given in the equation.

Also, the integration of feature vectors that did not pass through the dense layers ($x_0$) is done independently and the weight update does not contain any redundant gradient information. In the proposed work using CSPDenseNet, the output image feature vectors are directly obtained from the pooling operation. The image features are extracted for each region of the image represented by a D-dimensional vector. Finally, it produces an image feature representation vector for the whole image in the form of $L$ number of vectors, $r = [r_1, r_2, \ldots, r_r], r \in \mathbb{R}^D$ where $L$ is the total count of regions in the image.

(ii) Partial Transition Layer

(1) The input fed into a transition layer is the output obtained from dense layers $[x_{0}^{u}, x_{1}, x_{k}]$.
(2) The additional input fed into the transition layer is the output obtained from the previous transition layer ($x_{T}$) concatenated with $x_{0}^{u}$.
(3) Finally, the transition layer generates the output $x_{T}$, which will undergo further processing of the next CSPDenseNet unit after passing through convolution and pooling layers.

Then, the following equation (2) is used to update the feed-forward pass where $*$ denotes the convolution operation, the square brackets([ ]i) denote the concatenation of the input vectors, and $x_i$ and $w_i$ denote the outputs and weights of the dense layer(i) respectively.

\[
x_k = w_k * [x_{0}^{u}, x_{1}, \ldots, x_{k-1}],
\]
\[
x_T = w_T * [x_{0}^{u}, x_{1}, \ldots, x_{k}], \tag{2}
\]
\[
x_U = w_U * [x_{0}^{v}, x_{T}],
\]
\[
w_k = f (w_k, g_0, g_1, g_2, \ldots, g_{k-1}),
\]
\[
w_T = f (w_T, g_0, g_1, g_2, \ldots, g_k), \tag{3}
\]
\[
w_U = f (w_U, g_0, g_T).
\]

Equation (3) is used for weight updating where $f$ is the weight updating function, $g_i$ denotes the gradient passed to the dense layer(i). The gradients arrived through the dense layers are combined independently as given in the equation.

Also, the integration of feature vectors that did not pass through the dense layers ($x_0$) is done independently and the weight update does not contain any redundant gradient information. In the proposed work using CSPDenseNet, the output image feature vectors are directly obtained from the pooling operation. The image features are extracted for each region of the image represented by a D-dimensional vector. Finally, it produces an image feature representation vector for the whole image in the form of $L$ number of vectors, $r = [r_1, r_2, \ldots, r_r], r \in \mathbb{R}^D$ where $L$ is the total count of regions in the image.

3.2. Vector Fusion. The language decoder takes the input as the fusion of three vectors: the facial emotion feature vector $e$, the image feature vector $r$, and the word vector obtained by training the training captions using word2vec model $V$.

Word2Vec is a technique in NLP to learn word embeddings for the given text using a shallow neural network. For each time step $t$, the vectors are fused to obtain $x_t = [e_t, r_t, V_t]$, and this vector is fed to the language model.

3.3. Language Decoder. In the proposed caption generation system, the fusion of BiLSTM and Self-attention strategy is applied to create the description for the input image. Figure 3 depicts the proposed language decoder architecture embedded with self-attention. The three prominent layers present in the proposed decoder model are (i) BiLSTM, (ii) self-attention, and (iii) softmax activation layer. The working methodology of these three layers is discussed in the subsequent subsections. In the caption generation process, the words are generated for the current time step $t$ using the emotion features associated with weights, image features associated with weights, the words induced at the previous time step $t-1$, and the actual reference image captions.

3.3.1. BiLSTM Layer. The BiLSTMs in the BiLSTM layer are composed of two individual LSTMs for processing the information of a text sequence from two directions. One of the LSTMs is meant to process the information from the forward direction and another one is meant to process the information from the backward direction of a sequence and then combine both the information gained to feed it to the next level. LSTM is a unique variant of RNN, specially designed to retain the long-term dependencies to resolve the gradient vanishing problem in traditional RNN networks. The LSTM neural network consists of a cell memory gate to keep track of values over changing time intervals and three inherent gates, namely, input, output and forget gate to control the information flow. Similar to Face-Cap in [9], the proposed model computes the input gate ($i_t$), output gate ($o_t$), forget gate ($f_t$), hidden state ($h_t$), input modulation gate ($g_t$), and cell memory state ($c_t$) for current time step using the word embedding vector ($x_{t-1}$) from precedent time step, hidden state vector ($h_{t-1}$) from precedent time step and the factual features of the image ($r_t$) as given in equation (4).

\[
i_t = \sigma (W_i x_{t-1} + H_i h_{t-1} + R_i r_t + b_i),
\]
\[
f_t = \sigma (W_f x_{t-1} + H_f h_{t-1} + R_f r_t + b_f),
\]
\[
o_t = \sigma (W_o x_{t-1} + H_o h_{t-1} + R_o r_t + b_o),
\]
\[
g_t = \sigma (W_c x_{t-1} + H_c h_{t-1} + R_c r_t + b_c),
\]
\[
c_t = f_t c_{t-1} + i_t g_t,
\]
\[
h_t = o_t \tanh (c_t).
\]

In the above equation, $t$ denotes the particular time step, $W, H, R$ are learned weights, $b$ is the bias and the logistic sigmoid function is represented by the variable $\sigma$. The LSTM learns to generate the next word automatically based on the emotion features fixed at all time steps as mentioned in equation (4). Initially, the facial emotion features are fed into two independent multilayer perceptrons for initializing the
values of hidden state \((h_0)\) and cell state \((c_0)\) as given in equation (5).

\[
\begin{align*}
c_0 &= \tanh_{\text{init},c}(e), \\
h_0 &= \tanh_{\text{init},h}(e).
\end{align*}
\tag{5}
\]

In BiLSTM, the forward LSTM evaluates the hidden state vector \(h_{f_t}\) using \(x_t\) (input embedding vector) and \(h_{f_{t-1}}\) (previous hidden state vector). Similarly, the backward LSTM evaluates the hidden state vector \(h_{b_t}\) using \(x_t\) and \(h_{b_{t-1}}\) from the reverse direction. Then the terminal hidden state vector of the BiLSTM is obtained by combining the forward and backward hidden vector \((h_{f_t}, h_{b_t})\) as shown in equation (6).

\[
h_t = [h_{f_t}, h_{b_t}].
\tag{6}
\]

3.3.2. Self-Attention Layer. The typical BiLSTM cannot identify the salient features required to generate the captions based on the particular context. To capture text features that are more related to the contextual information, the mechanism called self-attention is added to the proposed decoder model. The self-attention mechanism allows the input to interact with each other and extracts the important features by assigning more weight to indicate the significance of the feature. The hidden vector \(h_t\) obtained from the BiLSTM layer is fed as input to the layer of Self-attention. Figure 4 depicts the fundamental flow diagram of the self-attention mechanism, where the vanilla neural network is a simple Multilayer Perceptron neural network and \(\text{Att}\) represents the function used to compute the similarity between the new hidden vector and context vector. The equations of the self-attention mechanism are mentioned in (7).

\[
\begin{align*}
\alpha_t &= \tanh(W_w * h_t + b_w), \\
\delta_t &= \exp(\alpha_t * \alpha_w) \\
a_t &= \frac{\sum_{\tau} \delta_\tau * h_\tau}{\sum_{\tau} \exp(\alpha_\tau * \alpha_w)},
\end{align*}
\tag{7}
\]

where \(W_w\) and \(b_w\) denote the weight and bias, respectively, which is used to find the new representation of hidden vector \(h_t\). \(\alpha_w\) represents the high dimensional context vector used to predict the significance of different features in the text sequence, which is initialized randomly during the training phase and learned jointly.

3.3.3. Softmax Layer. The softmax layer in the decoder is used to generate a word for the next timestep based on the resulting output from the self-attention layer. At each time step \(t\), it selects the words with high probability and sends
them to the next time step for generating the complete text caption. The functionality of softmax activation used in the proposed model is defined in equation (8).

\[ y_t = \text{softmax}(W_y + a + b_u), \] (8)

where \( y_t, W_y, \) and \( b_u \) represent the weighted matrix and the bias, respectively.

### 4. Experimental Results

#### 4.1. Datasets.

For the experimentation purpose, two benchmark datasets are utilized: (1) the FER-2013 (Facial Expression Recognition) dataset to train the emotion identification model and (2) the FlickrFace11k dataset to train the caption generation model.

The FER-2013 dataset comprises 35,887 face images in a grayscale of size 48 \( \times \) 48 pixels. Among these, 25,109 images are selected for model learning, and the remaining 3,589 images are utilized for testing and performance comparison with other recent caption generation models. The images are annotated based on the facial emotions classified as Happy, Sad, Surprise, Disgust, Fear, Angry and Neutral.

The FlickrFace11k dataset is the subset of the Flickr30k dataset created by [9]. It is composed of 11,696 samples including human faces. The split up of the dataset is 8696 for learning and 3000 for validation and testing.

#### 4.2. Experimental Settings.

The hyperparameters of the neural network models play a vital role in achieving great results. The image encoder uses the CSPNet applied on DenseNet21 with three number of Dense blocks and three number of transition layers. The input image vectors are fed to the convolution layer with 2000 filters, each of size 7 \( \times \) 7 and the stride value of 2. Then, a maximum pooling layer with a stride value of 2 and window size of 3 \( \times \) 3 is placed to evaluate the largest patch value of the feature vector. The output feature vector from the max pooling layer is given as input to the CSPDenseBlock1. An average pooling layer of size 7 \( \times \) 7 is placed after three consequent dense blocks and transition layers to obtain the final image feature vectors. The learning rate for CSPDenseNet is 1e \(-5\). In the BiLSTM language decoder, the number of hidden layers is 50, and the dimension of the cell memory and the hidden state is 512. The word embedding vector size is set to 300. To avoid model overfitting, the dropout rate is fixed at 0.1 and the learning rate is fixed at 0.001. The momentum value is assigned as 0.8, the weight value is assigned as 0.999, and the batch size is initialized to 20. The attention dimension is assigned to 100 and the model is learned for 20 epochs and Adam optimizer is used to speed up the training process with a gradual decrease in learning rate.

#### 4.3. Model Training

##### 4.3.1. Face Loss Function.

During the training phase, the hidden vector \( h_t \) is used to compute the negative log-likelihood of \( e \) in every time step \( t \). This is known as the face loss function adapted from [9] and the loss value is calculated and averaged over all time steps as given in (9). Based on this method, the record of \( e, x_{t-1}, \) and \( r_t \) can be logged at every time step.

\[ \text{Loss}(h_t, e) = - \sum_{1 \leq i \leq 7} 1_{(i \in e)} \log (p(i|h_t)). \] (9)

##### 4.3.2. Caption Analysis.

In the model training phase, the back propagation method is used to trace back the error of BiLSTM in two directions. (1) From current time \( t \), the statistical error value at every time step is computed. (2) The error is estimated by moving the statistical error to one layer in advance. The weight gradient value is computed for every weight using the respective error value. At last, a stochastic gradient descent algorithm is applied for updating the parameters. The objective loss function is derived using the cross-entropy error as mentioned in equation (10).

\[ E = - \sum_{1 \leq i \leq n} (x_i) \log (p(x_i)). \] (10)

In equation (10), \( n \) denotes the distinct verbal count generated by the model, \( E \) represents the entropy score, and \( p(x_i) \) represents the probability of every distinctive verb \( x_i \).

#### 4.4. Evaluation Metrics.

The proposed image captioning model is evaluated using five well-known standard metrics such as BLEU [27], METEOR [28], ROUGE-L [29], CIDEr [30], and SPICE [31]. BLEU is language independent measure used to evaluate a machine-generated text to the original reference text. It calculates the precision of an n-gram(n =1, 2, 3, 4) among the reference captions and generated caption. The scores can be computed using the reference caption length, generated caption, modified precisions of n-gram, and uniform weights.

METEOR is one of the standard evaluation metrics meant for machine translation. The score can be computed using the harmonic mean of precision and recall for words, where the weightage of recall is higher than precision.

ROUGE-L is a scoring algorithm that computes the similarity between the actual caption and the set of reference captions using the Longest Common Subsequence. It determines the quality of generated caption using the similarity of the longest cooccurring n-gram sequence.

CIDEr calculates the similarity among the actual reference captions and the machine-generated captions. CIDEr measure considers grammaticality, accuracy, and saliency.

SPICE evaluates the quality of the caption by constructing the scene graphs for both the original and generated caption. The graph indicates the semantic representation of the captions.

For all the evaluation metrics, the score value spans from 0 to 1. The value of 1.0 denotes the perfect match and 0.0 indicates the perfect mismatch between the generated caption and the reference caption.

#### 4.5. Analysis of Proposed Model.

The proposed model is evaluated based on five different combinations: CNN-LSTM (extracting features of an image using standard CNN and generating captions using conventional LSTM decoder),
CNN-BiLSTM (extracting features of an image using standard CNN and generating captions using conventional BiLSTM decoder), CSPDN-LSTM (extracting image features using CSPDenseNet and generate captions using LSTM decoder), CSPDN-BiLSTM (extracting image features using CSPDenseNet and generate captions using BiLSTM decoder), CSPDN-BiLSTM-SelfAtt (extracting image features using CSPDenseNet and generate captions using BiLSTM decoder with self-attention mechanism). Figure 5 illustrates the performance comparison of the above-discussed different models on the FlickrFace11k dataset. The results show that the performances of the models increase continuously for each evaluation metric. The performance of the basic LSTM model is low since the traditional LSTM model cannot capture semantic information effectively from the sentence. The BiLSTM model comprises a forward LSTM and a backward LSTM, which can collect more information from two directions. Hence, it can capture more semantic information needed to describe the image. The BiLSTM model increases the accuracy of generated captions when compared to the basic LSTM model. But still, the traditional BiLSTM alone cannot capture the information of a particular context. To capture the context information within the sentence, the self-attention mechanism is added to the
Figure 7: Continued.
traditional BiLSTM model. And, it is observed that CSPDN-BiLSTM-SelfAtt shows better performance, which implies the significance of the attention mechanism in enhancing the accuracy of caption generation.

4.6. Comparison with the Baseline Models. This section examines the performance comparison of the presented image captioning model with the four variants of the baseline face captioning model (Face-Cap) discussed earlier. Figure 6 illustrates the performance comparison based on BLUE scores. Figure 7 depicts the comparison results based on METEOR, CIDEr, ROUGE-L, and SPICE scores. The comparison of entropy values of all the verbs generated using the different models is displayed in Figure 8. For computing the BLEU-N scores of the different models, they are tested with four N values as N = 1 represents unigrams, N = 2 represents bigrams, N = 3 represents trigrams and N = 4 represents four-grams. The score is evaluated based on the refined precision metric for n-grams which considers the two important aspects of translation: fluency and adequacy. The matching of longer n-grams between the reference caption and generated caption determines the fluency. The adequacy is decided based on the count of words present in the generated caption that is the same as that of the reference caption. From Figure 6, it is noticed that the BLEU scores of the present model are superior for all four N-grams in comparison with the other baseline models. And, the image captions generated by the newly introduced model are more adequate and fluent.

Figure 7(a) presents the METEOR score comparison of the presented model with other models. The METEOR score is computed using the explicit word-to-word matching of the reference captions and the machine-generated caption. It first identifies all the word (unigram) matches between both the captions. For the identified word matches, the score is evaluated by combining the word precision, word recall, and a fragmentation measure. The fragmentation measure is used to capture the explicit ordering of the matched unigrams in the generated and reference caption. From the comparison scores, it is clear that the current model generates captions with more precision and recall in comparison with the baseline emotion models. And, the words generated by the proposed model follow the explicit word-to-word occurrence equivalent to the reference captions.

ROUGE-L measure uses the LCS (Longest Common Subsequence) based F-score to evaluate the relatedness between computer-generated captions and ideal reference captions. It considers only the in-sequence matches. The ROUGE-L comparison graph of the different models including the currently presented model is depicted in Figure 7(c). The presented model has a better LCS-based ROUGE score when compared to the other models. The LCS present in the computer-generated caption matches with the LCS in the original reference captions.

CIDEr evaluates the image descriptions using a consensus-based evaluation strategy, which makes use of human consensus. The similarity score for the generated description is computed based on the ground truth human descriptions of the image. It also captures the three main aspects of sentence similarity including grammaticality, importance, saliency, and accuracy. From Figure 7(b), it is observed that the proposed model generates image descriptions satisfying the above aspects of sentence similarity. The CIDEr score of the proposed model is better when compared to the baseline models. And, it is recognized that the generated descriptions are more similar to most of the ground truth descriptions composed by humans.

SPICE metric incorporates the semantic propositional component for evaluating the image descriptions. To exploit the semantic structure and meaning, the metric constructs a scene graph to encode the semantic propositional content of the generated and reference captions. F-score is used to calculate the similarity between the scene graphs of the machine-generated caption and the reference captions. The SPICE scores of the proposed and other caption generation
Models are shown in Figure 7(d). From the graph, it is noticed that the SPICE score of the current model is better in comparison with the scores gained by other models. Hence, the proposed model generates captions that can effectively capture the objects and their characteristics present in the image to exhibit the relation between them. The comparison based on entropy values of all verbs generated using different models is depicted in Figure 8. The highest entropy value shows that the proposed system generates verbs with a more diverse distribution when compared to other models. Figure 9 demonstrates the captions generated by the rival methods and the proposed system for the images in the Flickr dataset. The proposed model first identified the emotional features from the images using the FER model. Then, more comprehensive and fine-tuned image features are obtained using the CSPDense neural network. The
extracted emotion and image features along with the word embedding vector (from training captions) are sent to the language decoder for generating the description for the input image. There exists a complex relationship between objects and scenes in the images presented in Figure 9. Self-attention plays a vital role in selecting salient features and their correlations with each other. By analyzing the descriptions generated by the proposed model, it is observed that the captions exhibit the emotional content of the images such as smiling and laughing. The model also generates playing since it is an indication of positive emotion. Hence, the proposed model generates the captions which signify the emotional state of the people, the link between an object and the scene, and the object and object features along with their behavior. It also generates captions with appropriate grammar in simple language. Figure 10 depicts the inappropriate captions generated by the proposed methods and other comparative models. From the figure, it is inferred that the proposed model can identify the objects, relationships, and scenes better when compared to the other models but the facial emotions are not recognized clearly using the basic FER model. Irrelevant phrases and verbs such as smiling, singing, and laughing are encountered irrespective of the facial features in the sample images.

5. Conclusion

Caption generation with emotions paved the way to explore a wider scope of image captioning applications. In this work, a novel encoder-decoder architecture for the automatic caption generation process is introduced by incorporating human emotions extracted from facial features. Human facial emotions are captured and emotion feature vectors are created using a FER model trained on the FER-2013 dataset. CSPDenseNet, a new variant of CNN is adopted for encoding the image to capture the more intense feature vectors. The cross-stage feature fusion strategy is employed in CSPDenseNet which makes it lightweight to run on CPUs.

A Word2vec model is developed and trained using the human-annotated captions to extract the word feature vectors. Finally, the extracted emotion, image, and word feature vectors are fused and fed into the language decoder. The language decoder employed BiLSTM with self-attention to produce the captions. The BiLSTM network is implemented to extract the semantic knowledge and self-attention is incorporated to focus on the salient contextual features in the text. The experimental outcomes demonstrated that the model proposed in this article generates image captions more effectively when compared to the state-of-art models in terms of BLEU, METEOR, CIDEr, ROUGE-L, and SPICE. The future work aims to develop novel facial expression recognition models that can capture a wider range of emotions. Then the extracted intense and relevant facial feature vectors can be infused to generate image descriptions efficiently.
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