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ABSTRACT
This paper considers the use of regime-switching dynamic stochastic general equilibrium models for monetary policy analysis and forecasting purposes. The objective is to determine whether or not the inclusion of these regime-switching features provide a more accurate description of the economy in a particular low income country. All of the models incorporate financial frictions that are introduced through the activities of heterogeneous agents in the household and several other features that are incorporated in most small open-economy models. Two variants of regime-switching models are considered: one includes switching in the monetary policy rule (only) and the other employs switching in both the monetary policy rule and the volatility of the shocks. The models are applied to the quarterly macroeconomic data for Uganda and most of the parameters are estimated with the aid of Bayesian techniques. The results of the extensive in- and out-of-sample evaluation suggest that the model parameters do not remain constant over the two regimes. In addition, the transition probabilities suggest that there are three distinct periods where the central bank response has been more aggressive. These periods relate to a change in policy framework and significant shocks that have affected the Ugandan economy. It is also noted that the forecasting performance of the regime-switching models are possibly superior to the model that excludes these features over certain horizons.
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1. Introduction
Many macroeconomic and financial time-series variables that are used in quantitative macroeconomic models may be subject to a number of regime-switching events that could influence the data-generating process. Some of these changes in regime could be attributed to shifts in policy, economic Transformations or the effects of unusually
large shocks that are more prevalent in low-income countries (LICs). In addition, the periodic revision of data collection and compilation practices, which arise more frequently in low-income countries, may also give rise to a number of structural breaks.

To consider the potential impact of these phenomena, the objective of this study is to determine whether or not the inclusion of specific regime-switching features may provide a more accurate description of economic activity that is summarised by the data generating process of a particular LIC. Given this objective, the case of Uganda is of particular interest, as it has been affected by extremely large shocks and the central bank has recently moved away from targeting monetary aggregates to implementing a modern inflation-targeting framework, which could result in different regimes for monetary policy. All of these factors could influence the values for the estimated structural parameters and the volatility that is associated with the model variables.

The early literature that has made use of dynamic stochastic general equilibrium (DSGE) models to analyse business cycle fluctuations assume the presence of time-invariant structural parameters and constant variations in structural shocks over the entire sample period. However, a number of studies have recently introduced Markov-switching (MS) to the DSGE framework, which allows for possible regime-switching behaviour in structural macroeconomic models. These models may also be used to contain the effects of large shocks that arise over particular periods of time. Notable contributors to this strand of literature include, Liu et al. (2009), Farmer et al. (2009), Farmer et al. (2011), Liu and Mumtaz (2011) and Liu et al. (2011), which have been applied to developed-world economies.

In this paper we extend the literature on structural models for LICs, to include MS-DSGE models that incorporate financial frictions and small open-economy features to describe the sources of macroeconomic fluctuations in Uganda. Hence, the model postulated in this paper should be able to show whether or not there is any regime-switching behaviour in the response of the central bank to changes in financial frictions or other factors that influence the reaction function. In addition, we considered whether the source of any potential changes in conducting monetary policy may be attributed to changes in the volatility of structural shocks. To the best of our knowledge, this is the first example of a MS-DSGE model that incorporates financial frictions, in both developed- and developing-country settings, while it is also the first example of a MS-DSGE that has been applied to the data of a LIC.

To evaluate whether the addition of regime-switching behaviour provides a more accurate description of the data, we consider the estimated transition probabilities, which suggest that the application of monetary policy has been subject to a number of changes between 2000Q1 and 2018Q3. In addition, these results also suggest that a number of particularly large shocks have also influenced economic activity over this period. This analysis is then complemented by an extensive in-sample and out-of-sample evaluation, where we have compared the statistics for models that incorporate various regime-switching specifications against a model that does not include these features. The in-sample evaluation makes use of log-posterior, log-likelihood, log-prior and log-marginal data density Laplace statistics. When conducting the out-of-sample evaluation for the nested models, we reported on the respective root-mean
squared-error (RMSE) statistics before we conduct the tests of Clark and West (2007) and McCracken (2007). In addition, we evaluate the distributions of the various forecasts after computing the probability integral transforms (PITs).

The results show that while the in-sample statistics of the competing models are largely comparable, the out-of-sample forecasting results suggest that the regime-switching models may provide a more accurate description of the data over certain horizons. For example, the regime-switching models provide superior inflation forecasts over the short-term, while similar results may be provided for the interest rate over the same horizon. In addition, the regime-switching models also provide superior forecasts for output over various selected horizons. The transition probabilities of the regime-switching models also appear to capture important economic events that relate to the data-generating processes.

The remainder of the paper is organised as follows. Section 2 provides an overview of monetary policy in Uganda, before describing the features of the specific model that is utilised in this paper. Section 3 includes a discussion on the data that has been used and the estimation methodology that has been employed. The results from the estimation and model evaluation are contained in Section 4. The conclusion is presented in Section 5.

2. Macroeconomic model with Markov-switching

2.1. Ugandan monetary policy and financial crises

Monetary policy plays an important role in the economies of both developed and developing countries. For example, by changing the short-term interest rates, the central bank influences the cost and availability of credit, which has a subsequent effect on economic activity and the level of inflation. In addition, it also affects the balance of payments and other measures of economic activity through various monetary policy transmission mechanisms (c.f. Bernanke & Blinder, 1988; Gertler & Karadi, 2015; Kashyap & Stein, 1994). To successfully implement monetary policy, most central banks rely on supporting tools, which include quantitative macroeconomic models that can be used to evaluate the effect of monetary policy actions on the economy. In addition, these models can also be used to generate forecasts for key macroeconomic variables.

When constructing macroeconomic models that are to be used to describe important aspects of monetary policy in low-income countries (LICs), there are several unique aspects that need to be considered. This is partly due to the fragile macroeconomic environment that exists in LICs, which may influence the data generating processes that could subsequently differ to those of their developed world counterparts. In addition, financial markets, which influence monetary policy transmission, have largely remained underdeveloped in LICs and are mostly dominated by commercial banks. This contributes to one of the potential ways in which a LIC is able to interact with other economies (and would differ from the case of advanced emerging market and developed economies). These features would need to be incorporated into the design of macroeconomic models. As a result, these models may need to incorporate a number of unique features.
In terms of the application of monetary policy, the Bank of Uganda (BOU) made use of a monetary targeting approach that was implemented through the Reserve Monetary Programme (RMP), between May 1993 and July 2011. This framework made use of base money and broad money as the operating and intermediate targets, respectively. The implementation of the RMP was motivated by three reasons. First, information on the real economy was limited over this period of time, and it was only available with a considerable lag, while the data on base money and other monetary aggregates was available with a shorter lag. Second, there existed underlying economic relationships between monetary aggregates, output and inflation, as was noted in studies such as Mugume (2011). Third, empirical evidence at the time had indicated a stable money demand function and a predictable money multiplier.

In July 2011, the BOU adopted an inflation targeting lite monetary policy framework, which were intended to strengthen the implementation of Uganda’s medium-term macroeconomic framework. Despite the use of a new framework, the primary policy objective of monetary policy in Uganda remains unchanged, which is focussed on the control of core inflation over a medium-term horizon. As part of the process of introducing an inflation targeting lite monetary policy framework, the BOU makes use of the interest rate as the main policy instrument for the implementation of monetary policy. The interest rate that is under the direct control of the central bank is called the Central Bank Rate (CBR) and it is used to guide the seven day interbank interest rate. The CBR is set once a month and is publicly announced, so that it clearly signals the current stance of monetary policy. The CBR is set at a level which is consistent with moving core inflation towards the BOU’s current policy target of 5% over the medium-term.

At present there are only a few dynamic stochastic general equilibrium (DSGE) models that incorporate features of the Ugandan economy. Early contributions were made by Berg, Gottschalk et al. (2010) and Berg, Unsal et al. (2010), where in their first study, the authors make use of a multi-sector DSGE model to investigate the impact of aid on selected macroeconomic variables, as well as the effect of different policy responses. In their second study, the authors extend the DSGE literature to provide a role for money in two LICs, in a calibrated model. Both models are based on a money targeting policy set-up, which was replaced by an inflation targeting (IT) monetary policy framework, where the interest rate rule is used as the main policy instrument. One study that considers the use of IT central bank for Uganda is contained in Anguyo et al. (forthcoming), which also contains a more extensive review of other studies that make use of structural macroeconomic models for LICs within Sub-Saharan Africa.

Given the effect of the Global Financial Crisis on economic activity, it not surprising to note that this event and its aftermath has had an enormous impact on the construction of DSGE models, which have more recently sought to include mechanisms for financial imperfections. One of the important contributions in this regard include those of Curdia and Woodford (2010), while Christiano et al. (2018) and Lindé (2018) contain useful reviews of the models that have been developed in response to this crisis.
2.2. Structural model

The model structure incorporates several features that may characterise a small open-economy, as described in Justiniano and Preston (2010) and Gali and Monacelli (2005). This basic framework is then extended to incorporate financial frictions, where we allow for a heterogeneous household sector that distinguishes between savers and borrowers, as per the methodology of Curdia and Woodford (2010). The model also incorporates a number of other nominal and real rigidities that influence the behaviour of the monopolistically competitive firms, which produce intermediate goods, while perfectly competitive firms produce the final goods. It is also assumed that there is habit formation in consumption, as well as incomplete asset markets that allow for the identification of country risk premia. Financial intermediaries are assigned the task of bridging the gap between savers and borrowers, while the government sector incorporates a central bank that is responsible for monetary policy. The foreign economic sector is constructed as a trade-weighted average of key trading partners. In what follows, we present details of the basic model in log-linearised form before providing details of how the model is augmented to incorporate various Markov-switching processes.

The first order optimisation condition for the intertemporal maximisation problem for heterogeneous households yields a partially forward-looking consumption equation that describes current consumption as a function of past and expected future levels of consumption. In addition, the current level of consumption is affected by the real interest rate and a demand (or preference) shock.

\[ c_t = \frac{1}{1 + h_t} E_t(c_{t+1}^\tau) + \frac{h_t}{1 + h_t} c_{t-1}^\tau - \frac{1-h_t}{\sigma_t(1 + h_t)} (R_t - E_t \pi_{t+1} - \epsilon_t^\tau) \]  

(1)

Note that \( \tau \in [b, s] \) denotes household borrowers and savers, \( c_t \) is the level of consumption in the current period, \( \sigma_t \) captures the inverse elasticity of intertemporal substitution, and \( h_t \) refers to the habits in consumption behaviour. The real interest rate is derived from \( R_t - E_t \pi_{t+1} \), where \( R_t \) is the nominal interest rate and \( \pi_{t+1} \) represents the expected inflation rate for the next period. The parameter \( \epsilon_t^\tau \) denotes the exogenous demand shock, which is assumed to follow a first-order autoregressive process.

Domestic firms that produce intermediate goods for the economy are subject to a Calvo-type price setting mechanism. Therefore, a proportion of domestic firms, \( (1 - \theta_H) \), have an opportunity to change prices in a particular period, while the remaining proportion are not able to adjust their prices. When allowed to change prices, agents make use of information relating to past price movements (i.e. indexation) and future expected price movements. This behaviour allows for the derivation of a forward-looking new Keynesian Phillips curve that describes the evolution of domestic price inflation in terms of past inflation, expected future inflation, and the effects of real marginal costs. Hence, this relationship could be expressed as,

\[ \pi_{H,t} = \delta_H \pi_{H,t-1} + \beta E_t(\pi_{H,t+1} - \delta_H \pi_{H,t}) + \theta_H^{-1} (1 - \theta_H)(1 - \beta \theta_H) m c_t \]  

(2)
where $\pi_{H,t}$ is domestic price inflation and $\beta$ denotes the time-discount factor. The parameter $\delta_H$ measures the degree of price indexation to past inflation in the domestic economy, and $\theta_H$ is the Calvo price setting parameter for domestic firms. The term $mc_t$ represents the real marginal cost of firms, which is derived as,

$$mc_t = \frac{\sigma}{1-h} (c_t^* - h_t c_{t-1}^*) + \varphi y_t + \gamma s_t - (1 + \varphi) z_t$$

(3)

where, $s_t$ represents the terms of trade and $z_t$ captures the exogenous productivity shock that follows a first-order autoregressive process. The inverse of the elasticity of labour supply is represented by $\psi$ and $c$ is the import share of consumption. The term $y_t$ in the above equation represents domestic output that is related to consumption through the goods market clearing condition,

$$y_t = (1 - \gamma) c_t + \gamma \eta (2 - \gamma) s_t + \gamma \eta \psi_t + \gamma y_t^*$$

(4)

In this case, $y_t^*$ represents foreign output, $\eta$ refers to the elasticity of substitution between domestic and foreign output, and $\psi$ denotes the measure of the gap from the law of one price. The terms of trade (TOT), $s_t$, can then be expressed as the ratio of the foreign price level, $p_{F,t}$, to the domestic price level, $p_{H,t}$. When expressed in a log-linearised form we have,

$$s_t = p_{F,t} / p_{H,t}$$

(5)

After applying time differencing to Equation (5), we are able to obtain the stationary TOT as, $s_t - s_{t-1} = \pi_{F,t} - \pi_{H,t}$. The gap from the law of one price in Equation (4) plays an important role in the small open-economy literature, as it captures the degree of monopolistic competition among retail firms in the domestic economy. Consequently, the log-linearised equation that represents the gap from the law of one price in the model is given by,

$$\psi_t = q_t - (1 - \gamma) s_t$$

(6)

where $q_t$ denotes the real exchange rate, which is derived from the measure of nominal exchange rate, $e_t$, after it is deflated by the price differential between the foreign and domestic economy. This relationship may be expressed in levels as, $q_t = e_t + p_t^* - p_t$. After time differencing, we obtain the stationary real exchange rate equation, $q_t - q_{t-1} = \Delta e_t + \pi_t^* - \pi_t$. The equation that describes the relationship between the real exchange rate, the TOT and the law of one price gap may then be expressed as, $q_t = (1 - \gamma) s_t + y_t^*$.

The optimisation problem for firms in the foreign economy provides a similar forward-looking new Keynesian Phillips curve for foreign goods inflation:

$$\pi_{F,t} = \delta_F \pi_{F,t-1} + \theta_F^{-1} (1 - \theta_F) (1 - \beta \theta_F) \psi_t + \beta \pi_t (\pi_{F,t+1} - \delta_F \pi_{F,t}) + \epsilon_t^p$$

(7)

where, $\delta_F$ measures the degree of price indexation to past inflation in the foreign economy, $\theta_F$ is the Calvo price-setting parameter, which measures the probability that
foreign firms will not adjust prices in a given period, and $\varepsilon^{cp}_{t}$ denotes the import cost-push shock, which follows a first-order autoregressive process. Since the overall consumer goods inflation in the domestic economy comprises both domestic goods inflation and foreign goods inflation, it may be expressed as, $\pi_t = (1 - \gamma)\pi_{H,t} + \gamma\pi_{F,t}$.

The uncovered interest rate parity (UIP) condition in the model relies on the assumption of incomplete asset substitution between domestic and foreign bonds, such that,

$$E_t q_{t+1} - q_t = (R_t - E_t \pi_{t+1}) - (R^*_t - E_t \pi^*_t) + \phi_{uip} a_t + \varepsilon^{rp}_{t}$$

where, $R_t$ and $R^*_t$ relate to the domestic and foreign interest rate, respectively. The $\pi^*_t$ parameter refers to the foreign rate of inflation, while $\phi_{uip}$ represents debt elasticity for the interest rate premium. The net foreign asset position for the domestic economy is denoted by $a_t$, and $\varepsilon^{rp}_{t}$ is the risk premium shock. It is assumed that shocks to the foreign interest and inflation rate, and the risk premium shock all follow independent first-order autoregressive processes.

The net-foreign-asset position from Equation (8) could then be expressed as:

$$a_t - \frac{1}{\beta} a_{t-1} = y_t - c_t - \gamma(q_t + \gamma\pi_t)$$

Heterogeneous households differ in their marginal utility of consumption, creating a role for financial intermediation. In this case, the households that deposit their excess financial resources with financial institutions are termed savers, while the borrowing households experience resource deficiencies and borrow money from financial intermediaries to finance their consumption needs. Thus, financial frictions are introduced into the model through the first-order condition that describes the evolution of the borrowing behaviour of households, $l_t$, which in log-linearised form may be expressed as:

$$l_t = \lambda_s(R_{t-1} - \pi_t) + \lambda_y y_t + \lambda_\Omega \Omega_t + \lambda_{lb} \omega_t + \lambda_{l} (l_{t-1} + \omega_{t-1}) + \ldots
\lambda_\xi [\pi_b (1 - \pi_b) \eta_t^f - s \Omega^{-1} (g_t + \chi_t)]$$

where $\bar{\sigma}$ is the average intertemporal elasticity of substitution for the two household types, $\Omega$ is the probability of changing between household types, and $\omega_t$ is the interest rate spread. The $\pi_b$ parameter denotes the probability that a borrowing household is drawn in the next period, $g_t$ refers to government expenditure, and $\eta^f_t$ denotes an exogenous financial shock. Government expenditure takes the form of a simple first-order autoregressive process.

The optimal first-order condition for the interest rate spread was then obtained from the financial intermediaries optimisation problem and it evolves according to the following expression:

$$\omega_t = \omega^{-1} \left[ (1 + \eta_t) \chi^f_t \right] \left( \chi_t + \eta_t l_t \right)$$
where $\eta_Z$ is the elasticity of non-performing loans, $\chi$ is the steady state of non-performing loans, and $l^\mu_i$ is an exogenous shock to the interest rate spread, which also follows an autoregressive process. Non-performing loans, $\chi_t$, are affected by the current state of economic conditions, which may be described by output and the rate of inflation. The log-linearised form of this expression is given by;

$$\chi_t = \rho_{\chi}\chi_{t-1} - \theta_{\chi}y_t + \eta^Z_t$$ (12)

where $\eta^Z_t$ is the innovation to non-performing loans. The relationship between the interest rate spread, the borrowing rate, $R^b_t$, and the savings rate, $R_t$, may be expressed as $R^b_t = R_t + \omega_t$.

The relationships that describe the evolution of the inflation rate, output and the interest rate in the foreign economy are specified as:

$$\pi^*_t = \rho_{\pi^*}\pi^*_{t-1} + \varepsilon_{\pi^*_t}$$ (13)

$$y^*_t = \rho_{y^*}y^*_{t-1} + \varepsilon_{y^*_t}$$ (14)

$$R^*_t = \rho_{R^*}R^*_{t-1} + \varepsilon_{R^*_t}$$ (15)

where, $\rho_{\pi^*}$, $\rho_{y^*}$ and $\rho_{R^*}$ are the parameters measuring persistence in foreign inflation, output and the nominal interest rate, respectively.

Then finally, it is assumed that the central bank conducts monetary policy through a generalisation of the rule that was proposed in Taylor (1993). Hence, in addition to the factors that affect output and inflation, the central bank reacts to changes in the exchange rate and interest rate spreads:

$$R_t = \rho_{R^*}R^*_{t-1} + (1 - \rho_R)\left[\rho_{\pi}\pi_t + \rho_{y^*}y_t + \rho_e \Delta e_t + \rho_{\omega^*}\omega_t\right] + \varepsilon^R_t$$ (16)

where, $\Delta e$ represents nominal exchange rate depreciation, $y_t$ is the domestic output gap, and $\varepsilon^R_t$ is the monetary policy shock, which is assumed to follow a first-order autoregressive process. The term $\rho_R$ is the interest rate smoothing parameter, while $\rho_{\pi}$, $\rho_{y^*}$, $\rho_e$ and $\rho_{\omega^*}$ are parameters that measure the size of the central bank response to changes in the associated variables.

### 2.3. Markov switching

We considered two variants of regime-switching models, where the first model allows for the presence of Markov-switching in the domestic monetary policy rule. Hence the formulation of Equation (16) may be expressed as,

$$R_t = \rho_{R^*}R^*_{t-1} + (1 - \rho_{R^*})\left[\rho_{0,\pi}\pi_t + \rho_{0,y^*}y_t + \rho_{0,e} \Delta e_t + \rho_{0,\omega^*}\omega_t\right] + \varepsilon^R_t$$ (17)

where the subscript $0$ denotes the unobserved regimes in the monetary policy rule that are described as two-state discrete Markov processes, which may be expressed as
The probability of moving from one regime to the other may be denoted by \( \kappa^{1-2} \) and \( \kappa^{2-1} \), respectively. In this case, the superscripts in the first of these terms indicate the transition from regime one to regime two, while the second term refers to the transition probability of moving from regime two to regime one. Note that the current state of the economy may be influenced by the values of the variables in the monetary policy rule, where we could possibly allow for the central bank to respond either strongly or weakly to deviations of variables from their steady-state values, by allowing for two separate regimes.\(^{11}\)

The second variant of the model incorporates regime-switching in both the monetary policy rule and the volatility of the structural shock processes. Therefore, in addition to the earlier modification in the monetary policy rule that is contained in Equation (17), the second scenario also incorporates an additional independent two-state discrete Markov process which is attached to the variances of the structural shock processes. Thus, the regime switches in the volatility of the shock processes, may be expressed as \( \eta_{\nu}^{j} \), where the superscript \( j \) denotes a given type of structural shock. The subscript \( \nu \) is then used to denote the discrete two-state Markov process, which may be expressed by \( \nu \in [1, 2] \). In this case it is assumed that the volatility of the shock process also contains two regimes, where the first volatility regime is denoted \( (\nu = 1) \) and the second \( (\nu = 2) \). In this case, the transition probability of moving from the first volatility regime to the second is denoted \( \zeta^{1-2} \), and the transition probability of moving from the second volatility regime to the first one is \( \zeta^{2-1} \).\(^{12}\)

3. Data and estimation methodology

3.1. Data

The data for the ten observed variables comprises quarterly measures for the Ugandan economy and its main trading partners over the period 2000Q1–2018Q3. This includes all available quarterly measures of official output data for Uganda. All of the variables are stationary and include measures for the nominal interest rate, inflation rate, foreign inflation rate and foreign interest rate. The terms of trade and real exchange rate are expressed as growth rates and are used to identify the country risk premium, while the lending rate and non-performing loans as a ratio of total loans are used to identify the parameters that pertain to the financial frictions.

The measures for output, which include domestic and foreign gross domestic product (GDP), are expressed as growth rates, and those variables that exhibit seasonality were adjusted accordingly.\(^{13}\) The domestic data was sourced from the Bank of Uganda (BoU) and the Uganda Bureau of Statistics (UBOS), while the foreign data was sourced from the Organisation for Economic Co-operation and Development (OECD) and the International Monetary Fund (IMF).\(^{14}\)

3.2. Estimation methodology

In the models that incorporate rational expectations and Markov-switching, the solution in each state will be a function of the solution in all other states, and vice versa.
This interdependence precludes the use of traditional rational expectations solution methods, which assume that all the parameters are constant. Therefore, we followed the approach that is based on a higher-order perturbation strategy, which is described in Maih (2015). This approach is largely based on the Newton techniques that follow the concept of minimum state variables (MSV), while the stable parameters were obtained from a characterisation that is based on the concept of mean square stability (MSS). Similar techniques that are closely related to this approach may be found in Davig and Doh (2014), Farmer et al. (2008) and Farmer et al. (2011). To apply this methodology, all the model equations were log-linearised, and the first-order Markov chains maintained constant transition probabilities for the two regimes. Thus, the general form of the Markov-switching rational expectations model may be summarised as:

\[
E_t \left\{ A_{s_{t+1}}^+ x_{t+1}(\bullet, s_t) + A_{s_t}^0 x_t(s_t, s_{t-1}) + A_{s_{t-1}}^- x_{t-1}(s_{t-1}, s_{t-2}) + B_s e_t \right\} = 0
\]  

(18)

where \( x_t \) is a \( n \times 1 \) vector of all the observed and unobserved endogenous variables and \( e_t \sim N(0,1) \) is the vector of structural shock processes. In the case where we do not employ any regime-switching, we are able to summarise the model with twenty-four endogenous variables, for which we have twenty-four equations. The stochastic regime index, \( s_t \), contains the states of the different Markov chains, which switch between a finite number of possibilities with cardinality \( h \), where \( s_t = 1, 2, ..., h \). In the case where there were two possible regimes, we assumed that these probabilities are constant, so that \( s_t \) represents the current period state and \( s_{t-1} \) denotes the previous period state.

Hence, the Markov transition probabilities may be expressed as \( p_{ij} = p_{s_{t-1}, s_t} \), where the subscripts denote the probability of moving from the previous period state, \( s_{t-1} \), to the current period state, \( s_t \). Therefore, the first expectational term from Equation (18) may be defined as:

\[
E_t A_{s_{t+1}}^+ x_{t+1}(\bullet, s_t) \equiv \sum_{s_{t+1}=1}^{2} p_{s_t, s_{t+1}} A_{s_{t+1}}^+ E_t x_{t+1}(s_{t+1}, s_t)
\]  

(19)

The model likelihood function was evaluated with the aid of a filtering procedure, as this class of model assumes the presence of unobserved states and variables. Bayesian techniques were used to estimate the model parameters, as this procedure allows one to treat the model parameters, unobserved variables and unobserved states as random variables. Therefore, information from the likelihood function was combined with the prior densities of the parameters to form the posterior kernel, which was used to derive the mode of the posterior distribution. The estimates of the mode were also used to internalise the Markov Chain Monte Carlo (MCMC) algorithm, from which we obtained the full posterior distribution and log marginal data density (MDD) that was estimated with the aid of a Laplace approximation.
4. Results

4.1. Prior and posterior estimates

Table 1 contains details of the prior distributions and the estimation results for the model that does not include regime-switching features. The priors were specified in such a way that 90% of the distribution falls between the bounded values. The table suggests that the mode of the posterior parameter values are broadly comparable to those that are found in similar studies.17

Table 2 presents the results of the prior and posterior parameter estimates, together with details relating to the posterior parameter distribution for the model with regime-switching in the monetary policy rule (only). For each parameter, the priors for the two regimes were assumed to be equivalent. The posterior results suggest that there are substantial differences between the first regime ($\theta = 1$) and the second ($\theta = 2$). For instance, the results suggest that there is a greater degree of

| Parameter                  | Dist. | Prior low | Prior high | Post mode | Post Std. |
|----------------------------|-------|-----------|------------|-----------|-----------|
| Consumption                |       |           |            |           |           |
| $b_s$                      | [B]   | 0.615     | 0.7795     | 0.6939    | 0.0668    |
| Calvo parameters           |       |           |            |           |           |
| $\theta_H$                 | [B]   | 0.3351    | 0.6649     | 0.8808    | 0.0135    |
| $\theta_F$                 | [B]   | 0.3351    | 0.6649     | 0.1625    | 0.0206    |
| Indexation                 |       |           |            |           |           |
| $\delta_H$                 | [B]   | 0.3351    | 0.6649     | 0.1855    | 0.0546    |
| $\delta_F$                 | [B]   | 0.3351    | 0.6649     | 0.3128    | 0.0919    |
| Exchange rate              |       |           |            |           |           |
| $\phi_{up}$                | [IG]  | 0.0021    | 0.0281     | 0.0024    | 0.0018    |
| Non-performing loans       |       |           |            |           |           |
| $\delta$                   | [G]   | 0.2509    | 0.5774     | 0.3614    | 0.0933    |
| Monetary policy            |       |           |            |           |           |
| $\rho_R$                   | [B]   | 0.7125    | 0.8766     | 0.799     | 0.0242    |
| $\rho_g$                   | [G]   | 1.539     | 1.868      | 1.8104    | 0.0597    |
| $\rho_c$                   | [G]   | 0.4207    | 0.585      | 0.4708    | 0.0468    |
| $\rho_{se}$                | [G]   | 0.0127    | 0.1073     | 0.0231    | 0.0171    |
| $\rho_{us}$                | [G]   | 0.1953    | 0.6809     | 0.3187    | 0.1254    |
| Persistence parameters     |       |           |            |           |           |
| $\rho_z$                   | [B]   | 0.6146    | 0.9389     | 0.3668    | 0.1043    |
| $\rho_g$                   | [B]   | 0.6146    | 0.9389     | 0.845     | 0.1007    |
| $\rho_c$                   | [B]   | 0.6146    | 0.9389     | 0.7151    | 0.0823    |
| $\rho_{cp}$                | [B]   | 0.6146    | 0.9389     | 0.9908    | 0.0667    |
| $\rho_{po}$                | [B]   | 0.6146    | 0.9389     | 0.7967    | 0.1838    |
| $\rho_{so}$                | [B]   | 0.6146    | 0.9389     | 0.906     | 0.0356    |
| $\rho_{us}$                | [B]   | 0.6146    | 0.9389     | 0.8606    | 0.0479    |
| $\rho_{ws}$                | [B]   | 0.6146    | 0.9389     | 0.9824    | 0.0108    |
| Structural shocks           |       |           |            |           |           |
| $\eta_z$                   | [IG]  | 0.0114    | 0.152      | 0.1423    | 0.0242    |
| $\eta_g$                   | [IG]  | 0.274     | 3.658      | 0.4367    | 0.2541    |
| $\eta_c$                   | [IG]  | 0.0105    | 0.1407     | 0.3265    | 0.1436    |
| $\eta_{po}$                | [IG]  | 0.0422    | 0.5628     | 0.1968    | 0.0364    |
| $\eta_{cp}$                | [IG]  | 0.0084    | 0.1126     | 0.018     | 0.0092    |
| $\eta_{po}$                | [IG]  | 0.3162    | 4.221      | 1.6513    | 0.1319    |
| $\eta_g$                   | [IG]  | 0.0013    | 0.0169     | 0.0068    | 0.0006    |
| $\eta_{so}$                | [IG]  | 0.0021    | 0.0281     | 0.0034    | 0.0003    |
| $\eta_{us}$                | [IG]  | 0.0008    | 0.0113     | 0.0044    | 0.0004    |
| $\eta_{ws}$                | [IG]  | 0.0008    | 0.0113     | 0.0011    | 0.0001    |
| $\eta_{gb}$                | [IG]  | 0.005     | 1          | 0.0245    | 0.002     |

Note: Prior distributions represent [B] – beta, [G] – gamma, [IG] – inverse gamma.
interest rate smoothing during the second regime. In addition, we noted that the central bank responds at least two-and-a-half times more strongly to changes in each of the monetary policy rule coefficients in the first regime, relative to the second. For example, the central bank response to changes in the inflation rate is \(\frac{1}{C_0}\rho_{R} = 0.5921\) in the first regime and 0.2114 in the second. Similarly, the central bank response to changes in output in the first regime is \(\frac{1}{C_0}\rho_{y} = 0.1645\) and 0.0573 in the second. However, the response to changes in the exchange rate and the interest rate spread in the first regime are 0.0092 and 0.1121, compared with respective responses of 0.0032 and 0.0432 in the second. Therefore, these results suggest that when regime-switching features are incorporated in the monetary policy rule (only), the central bank response will be more aggressive when in the first regime, as there is less interest rate smoothing and a much stronger response to changes in inflation and output (while the response to the exchange rate and interest rate spread is also slightly stronger).

The posterior parameter estimates for the model that incorporates regime-switching features in both the monetary policy rule and the volatility of the shocks are presented in Table 3. These results suggest that there are substantial differences in the posterior estimates, when comparing the two regimes. For example, there would appear to be more interest rate smoothing in the first regime, in comparison with the second. Hence, the results suggest that the central bank responds more aggressively in the second regime, relative to the first. For instance, the measure for the central bank response to changes in inflation is 0.2237 in the first regime, compared with a response of 0.5871 in the second. In addition, the central bank response to changes in output, the exchange rate and interest rate spreads during the first regime may be summarised by the coefficients: 0.0607, 0.0034 and 0.0454, respectively. These should be compared with responses of 0.1567, 0.0096 and 0.1089 in the second regime. This result is contrary to those that are reported in Table 2, as they suggest that the central bank response in the first regime may be characterised by higher degrees of interest rate smoothing and a weaker response to changes in inflation, output, the exchange rate and the interest rate spread.

In terms of the volatility of the shock processes, the results suggest that there is generally higher volatility in the second regime. While such a result is plausible, it is not easy to interpret without the information from the transition probabilities, which is included below.18

---

### Table 2. Prior and posterior parameter estimates with switching in the monetary policy rule.

| Parameter | Prior dist. | Prior low | Prior high | Post mode | Post Std. |
|-----------|-------------|-----------|------------|-----------|-----------|
| \(\rho_{R}(\theta = 1)\) | [B] | 0.7125 | 0.8766 | 0.6801 | 0.0378 |
| \(\rho_{R}(\theta = 2)\) | [B] | 0.7125 | 0.8766 | 0.8776 | 0.02 |
| \(\rho_{\pi}(\theta = 1)\) | [G] | 1.539 | 1.868 | 1.851 | 0.0912 |
| \(\rho_{\pi}(\theta = 2)\) | [G] | 1.539 | 1.868 | 1.7271 | 0.0973 |
| \(\rho_{y}(\theta = 1)\) | [G] | 0.4207 | 0.585 | 0.5143 | 0.0493 |
| \(\rho_{y}(\theta = 2)\) | [G] | 0.4207 | 0.585 | 0.4681 | 0.0458 |
| \(\rho_{\Delta e}(\theta = 1)\) | [G] | 0.0127 | 0.1073 | 0.0289 | 0.021 |
| \(\rho_{\Delta e}(\theta = 2)\) | [G] | 0.0127 | 0.1073 | 0.0264 | 0.0197 |
| \(\rho_{\Delta e}(\theta = 1)\) | [G] | 0.1953 | 0.6809 | 0.3504 | 0.139 |
| \(\rho_{\Delta e}(\theta = 2)\) | [G] | 0.1953 | 0.6809 | 0.3529 | 0.14 |
| \(\kappa^{1-1}\) | [U] | -1.559 | 1.559 | 0.0606 | 0.0424 |
| \(\kappa^{2-1}\) | [U] | -1.559 | 1.559 | 0.0686 | 0.0408 |

*Note: Prior distributions represent [B] – beta, [G] – gamma, [U] – uniform.*
4.2. Transition probabilities

The results of the smoothed transition probabilities for the models that include regime-switching features are displayed in Figures 1–3. The first two of these figures display the results of the transition probabilities that pertain to the monetary policy rule, which utilise information from $\nu$ and $\kappa$. In both figures, when the value of the transition probability (represented by the shaded area) is one (as seen from the right-hand axis), it would represent a more aggressive central bank response (i.e. $\nu = 1$). These results suggest that the smoothed transition probabilities that capture changes in the behaviour of the monetary authority show notable shifts in the behaviour of the monetary authority that occurred in 2001–2004 and after 2013. In addition, the transition probabilities suggest that there was also a change in regime that arises around 2011, when the region was affected by a severe drought that gave rise to an inflationary spike. The rapid rise in inflation was then subdued after the central bank adopted an inflation targeting framework later that year, which gave rise to a complete behavioural change in the conduct of monetary policy after 2013.

Table 3. Prior and posterior parameter estimates with switching in the monetary policy rule and the variance of shocks.

| Parameter       | Prior dist. | Prior low | Prior high | Post mode | Post Std. |
|-----------------|-------------|-----------|------------|-----------|-----------|
| $\rho_0(\theta = 1)$ | [B] | 0.7125 | 0.8766 | 0.8713 | 0.0201 |
| $\rho_0(\theta = 2)$ | [B] | 0.7125 | 0.8766 | 0.6892 | 0.0341 |
| $\rho_1(\theta = 1)$ | [G] | 1.539 | 1.868 | 1.7384 | 0.097 |
| $\rho_1(\theta = 2)$ | [G] | 1.539 | 1.868 | 1.8889 | 0.0895 |
| $\rho_2(\theta = 1)$ | [G] | 0.4207 | 0.585 | 0.4716 | 0.047 |
| $\rho_2(\theta = 2)$ | [G] | 0.4207 | 0.585 | 0.5041 | 0.0511 |
| $\rho_{\Delta}(\theta = 1)$ | [G] | 0.0127 | 0.1073 | 0.0265 | 0.0198 |
| $\rho_{\Delta}(\theta = 2)$ | [G] | 0.0127 | 0.1073 | 0.0308 | 0.0217 |
| $\rho_{\Delta}(\theta = 1)$ | [G] | 0.1953 | 0.6809 | 0.3529 | 0.14 |
| $\rho_{\Delta}(\theta = 2)$ | [G] | 0.1953 | 0.6809 | 0.3504 | 0.139 |
| $\eta^1(\nu = 1)$ | [IG] | 0.0013 | 0.0169 | 0.0044 | 0.0005 |
| $\eta^1(\nu = 2)$ | [IG] | 0.0013 | 0.0169 | 0.0099 | 0.0017 |
| $\eta^2(\nu = 1)$ | [IG] | 0.3162 | 4.221 | 1.6704 | 0.0000 |
| $\eta^2(\nu = 2)$ | [IG] | 0.3162 | 4.221 | 1.6706 | 0.0000 |
| $\eta^3(\nu = 1)$ | [IG] | 0.0105 | 0.1407 | 0.1008 | 0.0555 |
| $\eta^3(\nu = 2)$ | [IG] | 0.0105 | 0.1407 | 0.1281 | 0.0726 |
| $\eta^4(\nu = 1)$ | [IG] | 0.274 | 3.658 | 0.4333 | 0.2502 |
| $\eta^4(\nu = 2)$ | [IG] | 0.274 | 3.658 | 0.4333 | 0.2502 |
| $\eta^5(\nu = 1)$ | [IG] | 0.0084 | 0.1126 | 0.0105 | 0.0027 |
| $\eta^5(\nu = 2)$ | [IG] | 0.0084 | 0.1126 | 0.0129 | 0.0034 |
| $\eta^6(\nu = 1)$ | [IG] | 0.0114 | 0.152 | 0.0866 | 0.0185 |
| $\eta^6(\nu = 2)$ | [IG] | 0.0114 | 0.152 | 0.1693 | 0.0371 |
| $\eta^7(\nu = 1)$ | [IG] | 0.0422 | 0.5628 | 0.165 | 0.0307 |
| $\eta^7(\nu = 2)$ | [IG] | 0.0422 | 0.5628 | 0.2351 | 0.0528 |
| $\eta^8(\nu = 1)$ | [IG] | 0.0008 | 0.0113 | 0.0025 | 0.0003 |
| $\eta^8(\nu = 2)$ | [IG] | 0.0008 | 0.0113 | 0.0078 | 0.0013 |
| $\eta^9(\nu = 1)$ | [IG] | 0.0021 | 0.0281 | 0.0029 | 0.0003 |
| $\eta^9(\nu = 2)$ | [IG] | 0.0021 | 0.0281 | 0.0047 | 0.0008 |
| $\eta^{10}(\nu = 1)$ | [IG] | 0.0008 | 0.0113 | 0.0006 | 0.0001 |
| $\eta^{10}(\nu = 2)$ | [IG] | 0.0008 | 0.0113 | 0.0019 | 0.0003 |
| $\kappa^1-2$ | [U] | $-1.559$ | 1.559 | 0.0748 | 0.0578 |
| $\kappa^2-1$ | [U] | $-1.559$ | 1.559 | 0.085 | 0.0528 |
| $\zeta^{1-2}$ | [U] | $-1.559$ | 1.559 | 0.0575 | 0.0104 |
| $\zeta^{2-1}$ | [U] | $-1.559$ | 1.559 | 0.0953 | 0.0000 |

Note: Prior distributions represent [B] – beta, [G] – gamma, [IG] – inverse gamma, [U] – uniform.
During the two periods when there are changes in the behaviour of the monetary authority (towards the beginning and end of the sample), the output gap is less volatile and the rate of inflation is relatively low, while the central bank interest rate is relatively high. For instance, during the early part of the sample, when the value of the transition probability is one (corresponding to a change in the behaviour of the monetary authority), the output gap was less volatile and the rate of inflation was low, while the interest rate was relatively high. Thereafter, we appear to observe a transition into an alternative regime where the volatility in the output gap increased, while the rate of inflation was relatively high and the interest rate was relatively low. This regime included the period of the Global Financial Crisis and its after-effects, where there were few changes in the stance of monetary policy. Looking at the latter part of the sample, when the value of the transition probability is again one, we note that the output gap is less volatile, the rate of inflation is low, and the policy rate is relatively high.

It is also worth noting that the smoothed transition probabilities for the two variants of regime-switching models, which are contained in Figures 1 and 2, are extremely similar.

Turning our attention to the smoothed transition probabilities for the volatility of the shock processes, which are contained in Figure 3, we note that the model finds itself mostly in regime one. However, there are distinct periods when the smoothed transition probabilities for the variances of the shock processes spike. These appear to capture key events, such as the period of a relatively large exchange rate shock in 2000Q1, the period of a heightened interest rate shock in 2004Q1, and the period in which both output and the exchange rate shocks were relatively high in 2008Q4. There also appear to be spikes during the period of 2011Q3 when inflation and interest rates increased, as well as the transition to a more aggressive monetary policy stance that started around 2013.

Therefore, these results suggest that the smoothed transition probabilities for the variants of the regime-switching models capture a number of important events that have affected the state of the Ugandan economy, as described by the data generating process for key macroeconomic variables.

Figure 1. Smoothed transition probability ($\kappa = 1$): switching in the monetary policy rule. 

Note: The left axis is the data (solid line), and right axis is the probability (shaded area).
4.3. In-sample evaluation

The in-sample statistics for the three models - i.e. the no-switching model, the model that incorporates regime-switching in the monetary policy rule (only), and the model that incorporates regime-switching in both the monetary policy rule and the volatility of shocks - are reported in Table 4. These results for the log-posterior, the log-likelihood, log-prior and log-MDD Laplace statistics may be used to identify the model that would provide a superior explanation of the macroeconomic data for Uganda. They suggest that the in-sample statistics for all three models are highly comparable and when considering the log-prior and log-MDD Laplace, we note that there is a relatively small difference in favour of the model that excludes regime-switching features. However, the model that includes regime-switching in monetary policy rule and the volatility of shocks is responsible for the superior log-posterior and log-likelihood statistics.

Figure 2. Smoothed transition probability ($\kappa = 1$): switching in the monetary policy rule and volatility of shocks.

*Note:* The left axis is the data (solid line), and right axis is the probability (shaded area).

Figure 3. Smoothed transition probability ($\zeta = 2$): switching in the monetary policy rule and volatility of shocks.

*Note:* The left axis is the data (solid line), and right axis is the probability (shaded area).
4.4. Out-of-sample evaluation

Table 5 contains the results of the evaluation of the out-of-sample performance based on the RMSEs. The forecasts were generated by assuming that the in-sample period for each of the estimated models initially ends in 2008Q4. Thereafter, one- to eight-step-ahead forecasts were generated by first updating the in-sample data to 2009Q1, before a new set of model parameters were estimated to generate the second forecast. All the recursive forecasts were then used in the evaluation exercise for each step-ahead forecast, over the entire out-of-sample period for the three models that are described above.

When considering the results of the RMSEs, we note that there are some considerable differences in the respective out-of-sample statistics over the short-term horizon. However, the differences appear to be very small when we consider the forecasts that were generated for the longer horizons. More specifically, when forecasting future values for output, the results suggest that the model that does not incorporate regime-switching features and the model that includes switching in both the monetary policy and volatility of shocks are responsible for superior out-of-sample forecasting properties at various different horizons. With regard to the forecasts for the rate of inflation, the performance of the model that does not include regime-switching features provide superior results over the medium horizon, while the model with regime-switching in the monetary policy rule provides superior results over other horizons. Similarly, the interest rate forecasts for the model that does not include regime-switching features are responsible for improved out-of-sample forecasting results over the longer horizon, whereas the regime-switching model with switching in the monetary policy rule provides superior results over shorter horizons.

To consider whether the differences in the RMSEs are potentially significant, we tested the null hypothesis of equal predictive ability, where the model that does not include regime-switching behaviour was compared with the two regime-switching models. This investigation makes use of the methodology that has been proposed by Clark and West (2007) and McCracken (2007), which are usually referred to as the CW and MSE-F tests, respectively.19

The CW test statistics are reported in Table 6, where the results for the output forecasts suggest that the model that includes regime-switching features in both the monetary policy rule and the volatility of shock processes significantly outperforms the model that excludes these features at the two-, five- and eight-step-ahead horizons (at the 5% and 10% significance levels). For inflation forecasts, the improved forecasting performance of the model with regime-switching features in the monetary policy rule is significant over the one- and two-step-ahead horizons, at the 1% and 10% level of significance. Then, lastly, for the interest rate forecasts, the difference in the performance of the models that include regime-switching features is not significant.

Table 4. In-sample estimation statistics.

| Model Description                                      | Log-post: | Log-lik:  | Log-prior: | Log-MDD  |
|--------------------------------------------------------|-----------|-----------|------------|----------|
| No-switching                                           | 1813.9    | 1797.2    | 16.7       | 1712.2   |
| Switching in monetary policy rule                     | 1827.9    | 1805.7    | 22.2       | 1709.8   |
| Switching in monetary policy rule & volatility of shocks | 1674.6    | 1633.7    | 40.9       | 1513.9   |

Note: The superior statistics are in boldface.

Footnotes:
19. Clark and West (2007) and McCracken (2007) refer to the CW and MSE-F tests, respectively.
Table 7 includes the results for the MSE-F test for equal predictive ability between the null of no regime-switching and the alternative for the two regime-switching models. The results support those of the CW test, but would imply that there are more quarters in which the variants of the regime-switching model significantly outperform the model that excludes these features (particularly with regards to the forecasting performance of these models over shorter horizons). For example, for the inflation rate forecasts, the regime-switching model is now responsible for significant improvements over the one- and two-step-ahead horizons, at the 1% level of significance, while the model that incorporates regime-switching in the monetary policy rule provides significant performance gains when forecasting interest rates over the one- and two-step-ahead horizons (at the 5% and 1% level of significance). In the case of output forecasts, the regime-switching model is no longer able to provide a significant improvement over the 8-step-ahead forecasting horizon.

The out-of-sample evaluation of the forecast densities are performed with the aid of the probability integral transform (PIT). These statistics are used to compare the distribution of the respective forecasts in relation to the underlying data-generating process. As part of this analysis, we reported on the results of the histograms of the PITs at the one-, four- and eight-step-ahead forecasting horizons. These are displayed for measures of output, inflation and interest rates in Figures 4, 5 and 6, respectively. To interpret these results, it is worth noting that the variants of the models that are responsible for superior predictive distributions would generate a density that approximates a uniform distribution. Overall, the results suggest that there is no single model that provides superior forecasting densities for all variables and forecasting horizons. However, there are a few instances where certain models generate forecast densities that are more representative of the features of the underlying data-generating process of the respective variables.

The results in Figure 4 suggest that the PITs for output are relatively uniform as they fall within the confidence intervals for the entire forecasting horizon and for all the model variants. This would imply that the three variants of the model are able to generate reasonably accurate forecast densities for output, which match the

| Table 5. Root-mean squared-errors statistics (2009Q1–2018Q3). |
|-----------------|-------|-------|-------|-------|-------|-------|-------|-------|
| Forecast Horizon | 1-step | 2-step | 3-step | 4-step | 5-step | 6-step | 7-step | 8-step |
| Output No-switching | 0.0526 | 0.0405 | 0.0296 | 0.0258 | 0.0239 | 0.0216 | 0.021 | 0.0206 |
| Switching in monetary policy rule | 0.0581 | 0.044 | 0.0313 | 0.0276 | 0.0239 | 0.0218 | 0.0213 | 0.0208 |
| Switching in monetary policy rule & volatility of shocks | 0.0571 | 0.0386 | 0.0297 | 0.0261 | 0.0234 | 0.0215 | 0.0211 | 0.0204 |
| Inflation No-switching | 0.058 | 0.0326 | 0.0236 | 0.0223 | 0.0221 | 0.0221 | 0.0223 | 0.0223 |
| Switching in monetary policy rule | 0.0513 | 0.0308 | 0.0241 | 0.0228 | 0.0223 | 0.0222 | 0.0224 | 0.0223 |
| Switching in monetary policy rule & volatility of shocks | 0.0624 | 0.0338 | 0.0247 | 0.0228 | 0.0223 | 0.0222 | 0.0224 | 0.0224 |
| Interest rate No-switching | 0.0226 | 0.0305 | 0.0326 | 0.0331 | 0.0333 | 0.0333 | 0.0334 | 0.0335 |
| Switching in monetary policy rule | 0.022 | 0.0299 | 0.0326 | 0.0335 | 0.0338 | 0.0339 | 0.0338 | 0.0338 |
| Switching in monetary policy rule & volatility of shocks | 0.0246 | 0.0317 | 0.0334 | 0.0337 | 0.0338 | 0.0337 | 0.0337 | 0.0337 |

Note: The minimum RMSEs are indicated by the boldface entries.
distribution of the true underlying data generation process. In terms of the relative performance of the three models, the results are fairly similar, with the model that includes regime-switching in both the policy rule and volatility of the shocks outperforming the others over the longer horizon.

Figure 5 suggests that the PITs do not take the form of a uniform forecasting distribution at the four-step-ahead and eight-step-ahead forecasting horizons. This result is consistent across all models, where there is a concentration around the mean and a general scarcity of observations on the extreme left-hand side of the distribution. The results in Figure 6 suggest that all the PITs are relatively uniform at the one-step-ahead horizon. However, as in the case of inflation, there is a slight concentration around the mean over longer horizons, where there is also a scarcity of observations on the left-hand side.

In summary, the evaluation of the out-of-sample point-forecasting results suggest that the variants of the regime-switching model may exhibit superior predictive ability for the three key macroeconomic variables (output, inflation rate and interest rate) over certain forecasting horizons. When considering the forecasting densities of the three models, we note that in most cases they are comparable and in the case of the output forecasts, they appear to provide a fairly reasonable characterisation of the higher moments of the underlying data.

5. Conclusion

This paper considers the use of regime-switching dynamic macroeconomic models that may be used for monetary policy analysis and forecasting purposes in Uganda. The motivation for this study is based on the premise that many LICs, such as Uganda, are affected by large domestic and external shocks that may influence the data generation process of key macroeconomic variables over particular time periods. We considered two variants of regime-switching models: one that incorporates

Table 6. Clark-West Test (2009Q1–2018Q3).

|                  | Forecast Horizon |
|------------------|------------------|
|                  | 1-step | 2-step | 3-step | 4-step | 5-step | 6-step | 7-step | 8-step |
| **Output**       |         |        |        |        |        |        |        |        |
| Switching in monetary policy rule | 0.516   | 0.027** | 0.142 | 0.385 | 0.064* | 0.252 | 0.664 | 0.1*   |
|                  |         |        |        |        |        |        |        |        |
| **Inflation**    |         |        |        |        |        |        |        |        |
| Switching in monetary policy rule | 0.01*** | 0.065* | 0.828 | 0.945 | 0.936 | 0.767 | 0.855 | 0.319 |
|                  |         |        |        |        |        |        |        |        |
| **Interest rate**|         |        |        |        |        |        |        |        |
| Switching in monetary policy rule | 0.139   | 0.135 | 0.442 | 0.897 | 0.974 | 0.986 | 0.988 | 0.976 |

Notes: This table reports p-values for one-to-eight-steps ahead CW tests of equal predictive ability between the null of the no regime-switching model against the alternative for each regime-switching model. The alternative model is the model with regime-switching in the monetary policy rule (only) and the model with regime-switching in both the monetary policy rule and the volatility of shocks. A small p-value indicates a rejection of the hypothesis, and ***, ** and * indicate that the alternative model significantly outperforms the no regime-switching model at 10%, 5% and 1% significance levels, based on a one-sided standard test.
regime-switching features in the monetary policy rule (only) and another that incorporates regime-switching in both the monetary policy rule and in the volatility of shock processes.

After estimating most of the parameters in the models that incorporate regime-switching, we note that there are significant differences in application of monetary policy when comparing the estimation results for the two regimes. These transition probabilities also suggest that there are only a number of instances where the central bank response was particularly aggressive, where there was less interest rate smoothing and a much stronger response to changes in inflation and output. Such behaviour is consistent with the underlying events that affected the Ugandan economy at particular points in time. For example, during the start of the sample period, we note that the output gap is less volatile and the inflation rate is relatively low, while the policy interest rate is relatively high and volatile. Thereafter, during the period

| Table 7. McCracken Mean square error (MSE-F) test (2009Q1–2018Q3). |
|---------------------------------|--|--|--|--|--|--|--|--|
| Forecast Horizon               | 1-step | 2-step | 3-step | 4-step | 5-step | 6-step | 7-step | 8-step |
| **Output**                     |        |        |        |        |        |        |        |        |
| Switching in monetary policy rule only | −5.755 | −4.873 | −3.32  | −3.94  | 0.037  | −0.735 | −1.03  | −0.48  |
| Switching in monetary policy rule & volatility of shocks | −4.868 | 3.155*** | −0.134 | −0.769 | 1.302* | 0.277  | −0.374 | 0.622  |
| **Inflation**                  |        |        |        |        |        |        |        |        |
| Switching in monetary policy rule only | 8.895*** | 3.688*** | −1.299 | −1.226 | −0.688 | −0.258 | −0.284 | 0.092  |
| Switching in monetary policy rule & volatility of shocks | −4.377 | −2.346 | −2.645 | −1.243 | −0.483 | −0.315 | −0.317 | −0.392 |
| **Interest rate**              |        |        |        |        |        |        |        |        |
| Switching in monetary policy rule only | 1.866** | 1.171*  | 0.015  | −0.634 | −0.877 | −0.974 | −0.883 | −0.705 |
| Switching in monetary policy rule & volatility of shocks | −4.834 | −2.417 | −1.474 | −1.053 | −0.791 | −0.731 | −0.573 | −0.429 |

Notes: This table reports the calculated test statistics for the one-to-eight-step-ahead MSE-F tests of equal predictive ability between the null of the no regime-switching model against the alternative regime-switching models. The alternative model is the model with regime-switching in the monetary policy rule (only) and the model with regime-switching in both the monetary policy rule and the volatility of shocks. *, ** and *** indicates that the alternative model significantly outperforms the no regime-switching model at 10%, 5% and 1% significance levels, respectively.

Figure 4. Histogram of the probability integral transforms (PITs) for output with $h = 1, 4 & 8$. 

regime-switching features in the monetary policy rule (only) and another that incorporates regime-switching in both the monetary policy rule and in the volatility of shock processes.
2006–2010 the volatility in the output gap and the exchange rate increased, while interest rates were relatively low. This period of benign central bank activity was brought to an end as a result of the large spike in inflation in 2011. After the rate of inflation declined to more acceptable levels, interest rates followed suit, and the transition probabilities suggest that the central bank was no longer implementing an aggressive policy. From 2013 onwards, the effects of the implementation of the IT framework appear to suggest that the central bank has been prepared to make relatively large changes to interest rates in response to other economic developments, which include shocks to the nominal exchange rate.

In terms of the volatility of the shock processes, the model that incorporates regime-switching features in these variables suggest that there have been only a few instances where there were extremely large shocks. These may have impacted on the observed values of the exchange rate, the interest rate, and possibly output. The results would also appear to suggest that when the volatility in one of shocks is particularly high, then the volatility in most of the other shocks is also relatively high,
which would imply that there may be a relatively fluid transmission between the individual shocks.

The relative performance of the respective models was subsequently evaluated with the aid of in-sample and out-of-sample statistics. While the in-sample results suggest that the two variants of the regime-switching model are largely comparable to the model that excludes these features, the out-of-sample results suggest that the regime-switching models could be responsible for more accurate forecasts over particular horizons. For example, the regime-switching models provide superior out-of-sample statistics for inflation (and possibly interest rates) over shorter horizons, while they also provide improved forecasting results for output over selective horizons. When considering the results of the out-of-sample forecasting distributions, all of the models appear to provide predictive densities that are highly comparable.

Together, these results suggest that incorporating regime-switching features in a structural macroeconomic model for Uganda may provide interesting insights as they provide an admirable in-sample and out-of-sample description of the data. Subsequent research may consider the role of other forms of regime-switching, as this study is limited to an investigation of only a small subset of regime-switching possibilities. In addition, it would also be interesting to consider the effects of structural changes on forecasts using other methodologies, such as those described in D’Agostino et al. (2013) and Carriero et al. (2015).

Notes

1. These shocks include those that are due to external economic events, such as the Global Financial Crisis, which are transmitted to the domestic economy through movements in the terms of trade, export demand and volatile financial flows.
2. Aron et al. (2015) describe a number important changes that have affected the macroeconomic data for Uganda. For example, coverage of the consumer price index (CPI) and gross domestic product (GDP) data was amended on two occasions between 2000 and 2015, while the base periods changed from 2000 to 2007, and recently to 2016. These changes were partly motivated by the need to account for the various structural transformations that had taken place in the domestic economy, where the service sector’s contribution to GDP had increased, while the contribution of the agricultural sector had declined.
3. See, Christiano et al. (2005), Smets and Wouters (2003, 2007) and Adolfson et al. (2007), among others.
4. Balcilar et al. (2017) apply this methodology to South Africa, which is a relatively developed emerging market economy that is affected by shocks that are of a much smaller magnitude, and of a lower frequency.
5. Anguyo et al. (forthcoming) contains an extensive review of other studies that make use of structural macroeconomic models for LICs within Sub-Saharan Africa.
6. The monetary policy rule that is employed in the analysis is the modified Taylor-type rule that incorporates interest rate spreads, and which in turn is used to capture the central bank response to financial frictions.
7. There are very few studies that have considered regime-switching behaviour in Uganda. One example is due to Hisali (2012), who makes use of a univariate model and nominal exchange rate data to consider whether there are structural breaks in the exchange rate for Uganda.
8. According to the World Bank’s classification, LICs have a GNI per capita of $1,025 or less in 2018, where the Atlas method is used to calculate a countries gross nation income (GNI) per capita.
9. See Gaban (2016), Batrancea et al. (2013), Dragan et al. (2013) and Batrancea et al. (2009) for a discussion of roots of the financial crisis and the risks that are presented by the banking sector.

10. Note that the relationship in Equation (4) implies that domestic output equals the sum of domestic consumption and net exports.

11. Thus, we use the notation \( \theta = 1 \) to denote the first monetary regime, and the notation \( \theta = 2 \) to denote the second monetary regime.

12. We also estimated models that were restricted to MS in the financial frictions only, to consider whether the recommendations made by the banking supervision and stability divisions of the central bank to the monetary policy divisions could be describe by regime-switching behaviour. Vlcek and Roger (2012) note that the institutional arrangements in most central banks separate the monetary policy analysis divisions from the banking supervision and stability divisions, which could be a source of potential regime-switching when the subordinate division becomes dominant. In addition, we also considered the use of another model that was restricted to the response of regime-switching open-economy features, and found that there was no MS in any of these additional models.

13. When conducting an out-of-sample forecasting exercise, a measure of output growth is usually preferred to measures of the output gap, as it does not make any assumptions about the stochastic trend in the respective variables.

14. Additional details relating to the statistical properties, tests for stationarity, and specific transformations for each variable have been included in the online appendix (Supplementary material).

15. Extensive use of this terminology may be found in the field of engineering. In the area of structural macroeconomic models, another notable contribution can be found in Svensson and Williams (2005).

16. The algorithms that we used to solve the model are contained in the Rationality In Switching Environments (RISE) package, which is an object-oriented Matlab toolbox (Maih, 2014).

17. The stochastic term \( \eta Rb \) refers to the measurement error that is associated with the lending rate.

18. Additional details relating to the properties of the shocks have been included in the online appendix (Supplementary material).

19. As the model that does not include regime-switching is nested within the regime-switching alternatives, the use of the Diebold and Mariano (1995) and West (1996), equal predictive ability tests would tend to be severely undersized and would often lead to too few rejections of the null hypothesis.

20. More detailed discussions on the applications of the PIT methodology and how it may be applied to evaluate forecast densities can be found in Diebold et al. (1998) and Wolters (201543).
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