A HIGHER-ORDER GENERALIZED SINGULAR VALUE DECOMPOSITION FOR RANK
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Abstract. The higher-order generalized singular value decomposition (HO-GSVD) is a matrix factorization technique that extends the GSVD to $N \geq 2$ data matrices, and can be used to identify common subspaces that are shared across multiple large-scale datasets with different row dimensions. The standard HO-GSVD factors $N$ matrices $A_i \in \mathbb{R}^{m_i \times n}$ as $A_i = U_i \Sigma_i V_i^T$, but requires that each of the matrices $A_i$ has full column rank. We propose a modification of the HO-GSVD that extends its applicability to rank-deficient matrices $A_i$. If the matrix of stacked $A_i$ has full rank, we show that the properties of the original HO-GSVD extend to our approach. We extend the notion of common subspaces to isolated subspaces, which identify features that are unique to one $A_i$. We also extend our results to the higher-order cosine-sine decomposition (HO-CSD), which is closely related to the HO-GSVD. Our extension of the standard HO-GSVD allows its application to datasets with $m_i < n$ or rank($A_i$) < $n$, such as are encountered in bioinformatics, neuroscience, control theory or classification problems.
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1. Introduction. The generalized singular value decomposition (GSVD) [23] is an extension of the well-known singular value decomposition (SVD) to $N = 2$ matrices. The GSVD decomposes a pair of matrices $A_1 \in \mathbb{R}^{m_1 \times n}$ and $A_2 \in \mathbb{R}^{m_2 \times n}$, with $m_1 \geq n$, by factorizing each of the matrices as $A_i = U_i \Sigma_i V_i^T$. The matrix of right generalized singular vectors $V \in \mathbb{R}^{n \times n}$, with det($V$) $\neq 0$, is shared between the decompositions, but unlike the standard SVD is not an orthogonal matrix. The columns of the matrices $U_i \in \mathbb{R}^{m_i \times m_1}$ are commonly referred to as left generalized singular vectors, each satisfying $U_i^T U_i = I$. The matrices $\Sigma_i = \text{diag}(\sigma_{i,1}, \ldots, \sigma_{i,r})$, with $\sigma_{i,k} \geq 0$ and $r = \text{rank}([A_i^T, A_j^T]^T)$, contain the generalized singular values. The generalized singular values measure the significance of the right generalized singular vectors $v_k$ in the factorization of each $A_i$ [19]. If $\sigma_{1,k} = \sigma_{2,k}$, then $v_k$ solves the generalized singular value problem $A_i^T A_i v_k = \mu A_j^T A_j v_k$ with $\mu = 1$ [4, Ch. 8.7].

The higher-order GSVD (HO-GSVD) [19] is an extension of the GSVD to $N \geq 2$ matrices. Given $N$ matrices $A_1, \ldots, A_N$, the HO-GSVD decomposes each $A_i$ as

$$A_i = U_i \Sigma_i V_i^T, \quad i = 1, \ldots, N,$$

where $U_i \in \mathbb{R}^{m_i \times n}$, $\Sigma_i \in \mathbb{R}^{n \times n}$ and $V \in \mathbb{R}^{n \times n}$ with det($V$) $\neq 0$ being shared among all factorizations. The matrix $V$ is obtained from the eigensystem $S_\pi V = V \Sigma$, where $\Sigma := \text{diag}(\varsigma_1, \ldots, \varsigma_n)$ and $S_\pi$ is the arithmetic mean of all pairwise quotients $D_{i,\pi} D_{j,\pi}^{-1}$,

$$S_\pi := \frac{1}{N(N-1)} \sum_{i=1}^N \sum_{j=i+1}^N (D_{i,\pi} D_{j,\pi}^{-1} + D_{j,\pi} D_{i,\pi}^{-1}),$$

with $D_{i,\pi}$ defined as

$$D_{i,\pi} := A_i^T A_i + \pi A_i^T A_i, \quad \pi \geq 0,$$

where $A := [A_1^T, \ldots, A_N^T]^T$. The case $\pi = 0$ corresponds to the standard HO-GSVD framework [19]. Under the assumption that $A$ has full column rank, introducing the term $\pi A_i^T A_i$ with $\pi > 0$ will allow us to accommodate rank-deficient matrices $A_i$.

Using the factorization (1.1), the matrices $A_i$ can be rewritten as

$$A_i = \sum_{k \in I_i} \sigma_{i,k} u_{i,k} v_k^T + \sum_{k \in I_i} \sigma_{i,k} u_{i,k} v_k^T + \sum_{k \in I_i} \sigma_{i,k} u_{i,k} v_k^T,$$

with $I_i$ being the index sets, respectively, of the common and isolated subspaces.
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where $\mathcal{I}_N \cup \mathcal{I}_1 \cup \mathcal{I}_2 = \{1, \ldots, n\}$ and $\mathcal{I}_N$, $\mathcal{I}_1$ and $\mathcal{I}_2$ are mutually disjoint. The columns $u_{i,k}$ of the matrices $A_i$ are referred to as left basis vectors, and the diagonal matrices $\Sigma_i$ contain the generalized singular values $\sigma_{i,k}$. The right basis vectors $v_k$ are shared across all $A_i$. It can be shown that the GSVD is a special case of the HO-GSVD with $N = 2$ and that the standard SVD of $A_i$ can be obtained from setting $A_i = I$ for $i \neq j$ and $N \geq 2$ [19]. For the case $\pi = 0$, it was shown in [19] that the subspace associated with the unit eigenvalues of $S_\pi$ forms the common HO-GSVD subspace (see Section 3 and Definition 3.1), which is preserved for $\pi > 0$. This subspace is spanned by the right basis vectors $v_k$, $k \in \mathcal{I}_N$, for which $\sigma_{i,k} = \sigma_{j,k}$, and the associated left generalized singular vectors $u_{i,k}$ are orthogonal to $u_{i,j}$, $j \neq k$.

The HO-GSVD is a technique that is of particular use in multimodal data fusion [15], which aims to identify common features across multiple data sets that describe related phenomena. Many tensor or multi-matrix decompositions are obtained from extending single-matrix factorizations to multiple matrices, such as the parallel factor analysis (PARAFAC [7] or PARAFAC2 [8]), multilinear SVDs [3], multilinear principal component analysis [5] or the higher-order eigenvalue decomposition [1]. The different extensions preserve some but not all of the single-matrix factorization properties [18], such as exactness, orthogonality or rank conditions of the factor matrices. Some tensor decompositions require that the matrices $A_i$ share the same dimensions, e.g. a third-order tensor $A = A_1 \times A_2 \times \ldots \times A_N$ requires that all matrices $A_i$ have dimensions $m_i \times n$, which imposes constraints on the data acquisition. In contrast, the HO-GSVD is an exact matrix factorization so that $A_i = U_i \Sigma_i V_i^T$ for $i = 1, \ldots, N$, and it can accommodate $A_i \in \mathbb{R}^{m_i \times n}$ with different row dimensions $m_i$, although no constraints, such as orthogonality, can be imposed on the factor matrices.

One shortcoming of the original HO-GSVD framework [19] is that the arithmetic mean (1.2) is only well defined for matrices $A_i$ that have full column rank. If $\text{rank}(A_i) < n$ or $m_i < n$ for some $i$, then the inverse $(A_i^T A_i)^{-1}$ does not exist and so $S_0$ in (1.2) is not well defined. In addition, computing (1.2) may be inaccurate when one or more of the $A_i$ have small singular values.

Provided that the matrix $A$ of stacked $A_i$ has full rank, introducing the term $\pi A^T A$ in (1.3) with parameter $\pi > 0$ has the effect of shifting the eigenvalues of each $D_{i,\pi}$, so that the terms $D_{i,\pi}$ are guaranteed to be invertible and the HO-GSVD can be computed for $A_i$ with arbitrary rank. When all $A_i$ have full column rank, we show that $S_\pi$ with $\pi > 0$ and $S_0$ both capture the common subspaces of $A_1, \ldots, A_N$. We introduce the notion of an isolated HO-GSVD subspace that accounts for the fact that a rank deficient $A_i$ can have a non-empty (right) nullspace. The isolated HO-GSVD subspace is spanned by the right basis vectors $v_k$, $k \in \mathcal{I}_N$, for which $\sigma_{i,k} > 0$ and $\sigma_{j,k} = 0$, $j \neq i$. The associated left basis vectors $u_{i,k}$ are orthogonal to $u_{i,l}$, $l \neq k$, $i = 1, \ldots, N$.

The GSVD is closely related to the (thin) cosine-sine decomposition (CSD) [4, Ch. 2.5.4]. In essence, the CSD states that the SVDs of $Q_1 \in \mathbb{R}^{m_1 \times n}$ and $Q_2 \in \mathbb{R}^{m_2 \times n}$ satisfying $Q_1^T Q_1 + Q_2^T Q_2 = I$ share the same matrix of standard right singular vectors [24]. The GSVD can be obtained from applying a CSD to the matrices $Q_1$ and $Q_2$ that are obtained from the thin QR factorization of the stacked matrices $[A_1^T, A_2^T]^T = QR$, where $Q$ is conformably partitioned such that $A_i = Q_i R$.

Analogous to the GSVD and the CSD, the HO-GSVD is closely related to the higher-order CSD (HO-CSD) [25]. The HO-GSVD of $N$ matrices $A_i$ can be obtained from the HO-CSD of $Q_1, \ldots, Q_N$ that are obtained from the thin QR factorization of the stacked matrices $[A_1^T, \ldots, A_N^T]^T$. As in the case of the HO-GSVD, the computation of the HO-CSD proposed in [25] is limited to the case that all $Q_i$ have full rank. In this paper, we also propose to compute the HO-CSD in a different way, which allows for the factorization of rank-deficient $Q_i$ satisfying $Q_i^T Q_i + \cdots + Q_N^T Q_N = I$.

The paper is organized as follows. Section 2 presents the HO-CSD and the HO-GSVD that are applicable to rank-deficient matrices. In Section 3, we extend the notion of common HO-CSD and HO-GSVD subspaces to rank-deficient matrices. The effect of the parameter $\pi$ is investigated in Section 4, followed by relating our findings to existing methods in Section 5. In Section 6, we propose an algorithm for computing the HO-GSVD and the isolated subspace. The paper is concluded with an example application of the HO-GSVD in Section 7.

We use standard notation throughout the paper with range($A$) and ker($A$) denoting the range and kernel of a matrix $A$. Positive-definite and positive-semidefinite matrices are denoted by $A > 0$ and $A \succeq 0$, respectively, and $\mathbb{R}_{+,+}$ denotes the set of strictly positive real numbers.

2. Main results. Given $N$ matrices $A_i \in \mathbb{R}^{m_i \times n}$, let $A$ denote the matrix of stacked $A_i$ and $QR = A$ its thin QR factorization,

\begin{equation}
A = \begin{bmatrix} A_1 \\ \vdots \\ A_N \end{bmatrix} = QR = \begin{bmatrix} Q_1 \\ \vdots \\ Q_N \end{bmatrix} R, \quad Q_i \in \mathbb{R}^{m_i \times n}, \quad R \in \mathbb{R}^{n \times n},
\end{equation}
where it holds that
\[ Q^T Q = \sum_{i=1}^{N} Q_i^T Q_i = I, \quad \|Q_i\|_2 \leq 1 \quad \forall i = 1, \ldots, N. \]

The matrices \( A_i = Q_i R \) can individually have arbitrary rank, but throughout the paper it is assumed that
\[ (2.2) \]
\[ \text{rank}(A) = \text{rank} \left( \begin{array}{c} A_1 \\ \vdots \\ A_{n-1} \\ A_n \end{array} \right) = n, \]
so that \( \det(R) \neq 0 \) and \( M = \sum_{i=1}^{n} m_i \geq n \). If (2.3) does not hold, the matrix \( A \) can be padded using an additional matrix \( A_{N+1} \) (see Remark 3.8). The quotient terms \( D_{i,\pi} \) (2.4) of the arithmetic mean \( S_\pi \) (1.2) can be rewritten as
\[ D_{i,\pi} = A_i^T A_i + \pi A^T A = R^T (Q_i^T Q_i + \pi I) R, \]
with parameter \( \pi > 0 \). Since \( A_i^T A_i \succeq 0 \) and \( \pi A^T A \succeq 0 \), the terms \( D_{i,\pi} \) are guaranteed to be invertible.

The majority of our developments are based on the HO-CSD. Define \( T_\pi \) as
\[ (2.5) \]
\[ T_\pi := \frac{1}{N} \sum_{i=1}^{N} (Q_i^T Q_i + \pi I)^{-1}, \]
where it is assumed that (2.2) holds. The eigensystem of \( T_\pi \) leads to the HO-CSD of the matrices \( Q_i \). It can be shown (Appendix A) that \( S_\pi \) and \( T_\pi \) are related by:
\[ (2.6) \]
\[ R^T S_\pi R^T = \frac{1}{N-1} ((1 + \pi N) T_\pi - I). \]

**Theorem 2.1.** Let \( T_\pi \) be defined by (2.5) and suppose that (2.2) holds. There exists an orthogonal \( Z \in \mathbb{R}^{n \times n} \) such that
\[ (2.7) \]
\[ Z^T T_\pi Z = \text{diag}(\tau_1, \ldots, \tau_n), \]
where the columns of \( Z \) are eigenvectors of \( T_\pi \) and the eigenvalues \( \tau_i \) of \( T_\pi \) satisfy
\[ \tau_i \in [\tau_{\min}, \tau_{\max}] := \left[ \left( N^{-1} + \pi \right)^{-1}, \frac{N - 1}{N} \pi^{-1} + \frac{1}{N} (1 + \pi)^{-1} \right]. \]

For the proof of Theorem 2.1, the following lemma is used.

**Lemma 2.2.** Let \( P = P^T \in \mathbb{R}^{n \times n} \) with \( 0 \preceq P \preceq I. \) For all \( t \in \mathbb{R}^n \) with \( \|t\|_2 = 1 \) and \( \pi \geq 0 \), it holds that \( t^T \left( \pi (1 + \pi) (\pi I + P)^{-1} \right) t \leq t^T ((1 + \pi) I - P) t. \) Moreover, equality holds iff \( P \) has \( p \geq 1 \) eigenvalues \( \lambda_1, \ldots, \lambda_p \in \{0, 1\} \) associated with eigenvectors \( v_1, \ldots, v_p \), and \( t \in \text{span} \{v_1, \ldots, v_p\} \).

**Proof.** The inequality \( t^T \left( \pi (1 + \pi) (\pi I + P)^{-1} \right) t \leq t^T ((1 + \pi) I - P) t \) holds iff
\[ (2.8) \]
\[ (1 + \pi) I - P - (1 + \pi) (\pi I + P)^{-1} \succeq 0. \]
Set \( P = V A V^T \) with \( A = \text{diag}(\lambda_1, \ldots, \lambda_n) \), \( \lambda_i \in [0, 1] \), so that (2.8) amounts to
\[ f_i(\lambda_i) := 1 + \pi - \lambda_i - \frac{\pi (1 + \pi)}{\pi + \lambda_i} \geq 0, \quad i = 1, \ldots, n. \]
Since \( f_i'(\lambda_i) = -2\pi (1 + \pi) / (\pi + \lambda_i)^3 < 0 \) for \( \lambda_i \in [0, 1] \), the function \( f_i(\lambda_i) \) is concave on \( \lambda_i \in [0, 1] \) and hence \( f_i(\lambda_i) \geq \min \{ f_i(0), f_i(1) \} = \min \{0, 0\} = 0 \ \forall i = 1, \ldots, n. \) Equality therefore holds iff \( \lambda_i \in \{0, 1\} \).

For the second part of the claim, set \( t = V a \) with \( \|a\|_2 = 1 \), and pre- and post-multiply (2.8) with \( t^T \) and \( t \), respectively, to obtain
\[ (2.9) \]
\[ \sum_{i=1}^{n} f_i(\lambda_i) a_i^2 \geq 0. \]
Suppose that \( t \in \text{span} \{v_1, \ldots, v_p\} \), then \( \sum_{i=1}^{n} f_i(\lambda_i) a_i^2 = \sum_{i=1}^{p} f_i(\lambda_i) a_i^2 = 0. \) For the converse, suppose that \( t \notin \text{span} \{v_1, \ldots, v_p\} \) and that equality holds in (2.9). Then there exists \( j \in \{p + 1, \ldots, n\} \) with \( a_j > 0 \) and \( f_j(\lambda_j) > 0 \), which is a contradiction.
Proof of Theorem 2.1. The existence of a matrix $Z \in \mathbb{R}^{n \times n}$, $Z^T Z = I$, that diagonalizes $T_\pi$ is a consequence of the symmetry in (2.5). For the lower bound, substitute $u = (Q_i^T Q_i + \pi I)^{1/2} t$ and $v = (Q_i^T Q_i + \pi I)^{-1/2} t$ with $\|t\|_2 = 1$ in the Cauchy-Schwarz inequality $(u^T v)^2 \leq \|u\|_2^2 \|v\|_2^2$ to obtain
\[
(2.10)\quad t^T (Q_i^T Q_i + \pi I)^{-1} t \geq (t^T (Q_i^T Q_i + \pi I) t)^{-1}.
\]
Using (2.10) and the harmonic-mean arithmetic-mean (HM-AM) inequality [6, Thm. 16], a lower bound on $t^T T_\pi t$ can be established as
\[
(2.11a)\quad t^T T_\pi t = \frac{1}{N} \sum_{i=1}^{N} t^T (Q_i^T Q_i + \pi I)^{-1} t \geq \frac{1}{N} \sum_{i=1}^{N} \frac{1}{t^T (Q_i^T Q_i + \pi I) t} \geq \frac{N}{\pi N + \sum_{i=1}^{N} t^T (Q_i^T Q_i) t} = \tau_{\min}.
\]
For the upper bound, apply Lemma 2.2 with $P = Q_i^T Q_i$ to each summand of $T_\pi$:
\[
(2.12)\quad t^T T_\pi t \leq \frac{1}{N} \sum_{i=1}^{N} t^T \left( \frac{1}{\pi} - \frac{1}{\pi (1 + \pi)} \right) Q_i^T Q_i t = \frac{1}{\pi} - \frac{1}{N \pi (1 + \pi)} = \tau_{\max}.
\]

Theorem 2.3. Let $S_\pi$ be defined by (1.2) and suppose that (2.3) holds. There exists an invertible $V \in \mathbb{R}^{n \times n}$ such that
\[
(2.13)\quad V^{-1} S_\pi V = \text{diag}(\varsigma_1, \ldots, \varsigma_n),
\]
where the columns of $V$ are eigenvectors of $S_\pi$ and the eigenvalues $\varsigma_i$ satisfy
\[
\varsigma_i \in [\varsigma_{\min}, \varsigma_{\max}] := \left[ 1, 1 + \frac{1}{\pi(1 + \pi)} \right].
\]

Proof. Pre- and post-multiplying (2.6) with $Z^T$ and $Z$ from Theorem 2.1 yields
\[
Z^T R^T S_\pi R^T Z = \frac{1}{N - 1} \left( (1 + \pi N) Z^T T_\pi Z - I \right).
\]
Since $Z^T T_\pi Z = \text{diag}(\tau_1, \ldots, \tau_n)$, the matrix $Z^T R^T S_\pi R^T Z$ is diagonal. Set $V := R^T Z$, which is invertible because $\det(R) \neq 0$ and $Z^T Z = I$, then the columns of $V$ are eigenvectors of $S_\pi$ associated with eigenvalues $\varsigma_i = ((1 + \pi N) \tau_i - 1)/(N - 1)$. The bounds on $\varsigma_i$ are obtained from the bounds on $\tau_i$. □

The significance of Theorems 2.1 and 2.3 is that the diagonalizable matrices $T_\pi$ and $S_\pi$ have eigenvalues that are both bounded away from zero and contained in finite intervals, in contrast to the original formulation [19] that requires a full rank condition and corresponds to $\pi = 0$. More precisely, the range of eigenvalues of $S_\pi$ is contracted from $[1, \infty)$ for the original formulation to $[1, 1 + 1/(\pi N (1 + \pi))]$ in our case, which bounds the spectral condition number as $\kappa(S_\pi) := \|S_\pi\|_2 \|S_\pi^{-1}\|_2 \leq 1 + 1/(\pi N (1 + \pi))$.

Before examining the eigenvalues of $S_\pi$ and $T_\pi$ further, we state our version of the HO-CSD and HO-GSVD. The HO-CSD and HO-GSVD have already been described in [25] and [19], respectively, but our modified $D_{i,\pi}$ from (2.4) allows us to omit the requirements that $A_i$ and $Q_i$ be full rank.

**Definition 2.4 (HO-CSD).** Given $Q_1, \ldots, Q_N$ satisfying (2.2) and $N \geq 2$, the HO-CSD of $Q_i \in \mathbb{R}^{m_i \times n}$ is given by $Q_i = U_i \Sigma_i Z^T$, $i = 1, \ldots, N$, with $Z$ defined as in (2.7). The matrices $\Sigma_i \in \mathbb{R}^{n \times n}$ with $\Sigma_i = \text{diag}(\sigma_{i,1}, \ldots, \sigma_{i,n}) \geq 0$ are obtained from
\[
B_i := Q_i Z, \quad B_i = [b_{i,1}, \ldots, b_{i,n}], \quad \sigma_{i,k} = \|b_{i,k}\|_2,
\]
and $U_i \in \mathbb{R}^{m_i \times n}$ with $U_i = [u_{i,1}, \ldots, u_{i,n}]$ from
\[
u_{i,k} = \begin{cases} b_{i,k}/\sigma_{i,k} & \text{if } \sigma_{i,k} > 0 \\ 0 & \text{if } \sigma_{i,k} = 0 \end{cases} \quad u_{i,k} \in \mathbb{R}^{m_i} \text{ with } \|u\|_2 = 1.
\]
The left basis vectors $u_{i,k}$ have unit 2-norm and are, under certain circumstances, mutually orthogonal, in which case they coincide with certain left generalized singular vectors of all pair-wise standard GSVD factorizations (see Section 3). Because we allow for $\text{rank}(Q_i) < n$, it is possible that $Q_i z_k = 0$ for some eigenvector $z_k$ of $T_\pi$, consequently making the corresponding generalized singular value $\sigma_{i,k} = 0$. In these cases, the column $u_{i,k}$ can be chosen freely or the corresponding row of $\Sigma_i$ can be dropped. Alternatively, they can be chosen to be orthogonal to all other columns, such as stated in the following lemma.
L**emma 2.5.** Suppose that \( \text{rank}(Q_i) = n - K \) and let the generalized singular values \( \sigma_{i,k} \) be ordered such that \( \sigma_{i,1} = \cdots = \sigma_{i,K} = 0 \) for \( 1 \leq K < n \), and \( \sigma_{i,j} > 0 \) for \( j > K \). There exists \( u_{i,1}, \ldots, u_{i,K} \) such that \( u_{i,k}^T u_{i,j} = 0 \) \( \forall k \leq K, j > K \).

**Proof.** Let \( \sigma_{i,1} = \cdots = \sigma_{i,K} = 0 \) for \( 1 \leq K < n \), and \( \sigma_{i,j} > 0 \) for \( j > K \). Then, \( \text{span}\{u_{i,K+1}, \ldots, u_{i,n}\} = \text{range}(Q_i) \) and there exist \( u_{i,1}, \ldots, u_{i,K} \) such that \( \text{span}\{u_{i,1}, \ldots, u_{i,K}\} = \ker(Q_i^T) \), e.g., the columns of \( \hat{U}_{1,2} \) associated with the standard SVD of \( Q_i \):

\[
Q_i = \begin{bmatrix} \hat{U}_{1,1} & \hat{U}_{1,2} \end{bmatrix} \begin{bmatrix} \Sigma_{i} & 0 \\ 0 & 0 \end{bmatrix} \begin{bmatrix} \tilde{V}_{i,1} & \tilde{V}_{i,2} \end{bmatrix}^T, \quad \Sigma_{i} > 0.
\]

**Definition 2.6 (HO-GSVD).** Given \( A_1, \ldots, A_N \) satisfying (2.3) and \( N \geq 2 \), the HO-GSVD of \( A_i \in \mathbb{R}^{m_i \times n} \) is given by \( A_i = U_i \Sigma_i V_i^T \), with \( V \) defined as in (2.13). The matrices \( \Sigma_i \in \mathbb{R}^{n \times n} \) with \( \Sigma_i = \text{diag}(\sigma_{i,1}, \ldots, \sigma_{i,n}) \geq 0 \) are obtained from

\[
B_i := A_i V_i^{-T}, \quad B_i = [b_{i,1}, \ldots, b_{i,n}], \quad \sigma_{i,k} = \|b_{i,k}\|_2,
\]

and \( U_i \in \mathbb{R}^{m_i \times n} \) with \( U_i = [u_{i,1}, \ldots, u_{i,n}] \) from

\[
u_{i,k} = \begin{cases} b_{i,k} / \sigma_{i,k} & \text{if } \sigma_{i,k} > 0, \\ u \in \mathbb{R}^{m_i} \text{ with } \|u\|_2 = 1 & \text{if } \sigma_{i,k} = 0. \end{cases}
\]

According to Theorem 2.3, Definitions 2.4 and 2.6 are equivalent in the sense that the HO-GSVD can be obtained from setting \( V = R^T Z \):

\[
B_i = A_i V_i^{-T} = Q_i R R^{-1} Z = Q_i Z,
\]

where the rightmost term corresponds to \( B_i \) as found in Definition 2.4. The matrix of left basis vectors \( U_i \) and the generalized singular values therefore depend only on the column space \( Q_i \). However, when the HO-GSVD and the HO-CSD are computed separately, and \( T_\pi \) and \( S_\pi \) have eigenvalues with geometric multiplicity greater than 1, it is possible that \( V \neq R^T Z \).

**Remark 2.7.** For rank-deficient \( A_i \), the reader may wonder why the standard formulation of \( S_\pi \) and \( T_\pi \) with \( \pi = 0 \) are not adapted by substituting the pseudo-inverse for the inverse in (1.2) and (2.5). The reason is that, in general, \((Q_i R_i)^T \neq R_i^T Q_i^T\) and using the pseudo-inverse, the relationship (2.6) does not hold. However, relationship (2.6) is fundamental in determining the minimum and maximum eigenvalue of \( S_\pi \) that will play an important role in subsequent sections, which is why pseudoinverses are not considered further.

3. **Common and isolated subspaces.** The HO-CSD and HO-GSVD identify directions, corresponding to columns of \( Z \) and \( V \), that, in the sense of (1.4), contribute equally to the factorizations of \( Q_i \) and \( A_i \), respectively. The directions are the right basis vectors \( u_{i,k} \) associated with generalized singular values that are identical for each \( Q_i \) and \( A_i \), i.e., \( \sigma_{i,k} = \sigma_{j,k} \). These vectors form subspaces [19, 25], which are referred to as the common HO-CSD and HO-GSVD subspaces, and are defined in the following:

**Definition 3.1.** The common HO-CSD subspace is defined as

\[
\mathcal{T}_N \{Q_1, \ldots, Q_N\} := \{ z \in \mathbb{R}^n \mid T_\pi z = \tau_{\min} z \},
\]

and the common HO-GSVD subspace as

\[
\mathcal{S}_N \{A_1, \ldots, A_N\} := \{ v \in \mathbb{R}^n \mid S_\pi v = \varsigma_{\min} v \},
\]

where \( \tau_{\min} \) and \( \varsigma_{\min} \) are the lower bounds on the range of eigenvalues defined in Theorems 2.1 and 2.3, and \( N \geq 2 \).

Note that for a given set of matrices \( A_1, \ldots, A_N \), the subspaces \( \mathcal{T}_N \{Q_1, \ldots, Q_N\} \) and \( \mathcal{S}_N \{A_1, \ldots, A_N\} \) might be empty. By Theorem 2.3, the HO-GSVD and HO-CSD subspaces are related by

\[
\mathcal{S}_N \{A_1, \ldots, A_N\} = \{ R^T z \in \mathbb{R}^n \mid z \in \mathcal{T}_N \{Q_1, \ldots, Q_N\} \},
\]

so that \( v \in \mathcal{S}_N \{A_1, \ldots, A_N\} \) iff \( z = R^T v \in \mathcal{T}_N \{Q_1, \ldots, Q_N\} \). The definition of the common subspace is complemented in the following theorem.

**Theorem 3.2.** The following statements are equivalent:
3.2a $T_N \{Q_1, \ldots, Q_N\} \neq \emptyset$.

3.2b There exists $i \in \mathbb{R}^n$ that is a standard right singular vector for each $Q_i$ and associated with a standard singular value $\sigma = 1/\sqrt{N}$ for each $Q_i$.

3.2c For each $Q_i$, there is a left basis vector $u_{i,k}$ satisfying $u_{i,k}^T u_{i,p} = 0 \forall p \neq k$ and the corresponding generalized singular values is $\sigma_{i,k} = 1/\sqrt{N}$ for each $Q_i$.

**Proof.** The biconditional relationship 3.2a $\iff$ 3.2b is a consequence of Theorem 2.1. Equality holds in (2.10) iff $t$ is an eigenvector of $Q_i^T Q_i$ [6, Thm. 7] or consequently in (2.11a) iff $t$ is an eigenvector of each $Q_i^T Q_i$ for $i = 1, \ldots, N$. Equality holds in (2.11b) iff $t^T (Q_i^T Q_i + \pi I) t = t^T (Q_j^T Q_j + \pi I) t$ for $i, j = 1, \ldots, N$. It follows that $T_{\pi} t = \tau_{\min} t$ iff $t$ is a standard right singular vector for each $Q_i$ and from (2.2) that $1 = N \hat{\sigma}^2$, where $\hat{\sigma} = 1/\sqrt{N}$ is the corresponding standard singular value. To show 3.2b $\Rightarrow$ 3.2c, let $u_{i,k}$ be the corresponding standard left singular vector, then $Q_i z_k = \hat{\sigma} u_{i,k}$ and from the HO-CSD, $Q_i z_k = \sigma_{i,k} u_{i,k}$, so the generalized singular values satisfy $\sigma_{i,k} = \hat{\sigma}$ since $\|u_{i,k}\|_2 = \|u_{i,k}\|_2 = 1$. To show that $u_{i,k}^T u_{i,p} = 0 \forall p \neq k$, consider the following equations for $\sigma_{i,p} \neq 0$:

$$u_{i,k}^T u_{i,p} = \frac{b_{i,k} b_{i,p}}{\sigma_{i,k} \sigma_{i,p}} - \frac{z_k^T Q_i^T Q_i z_p}{\sigma_{i,k} \sigma_{i,p}} = \frac{\sigma_{i,k} - 1}{\sigma_{i,p}} z_k^T z_p = 0,$$

where $b_{i,k}$ denotes column $k$ of the matrix $B_i$ from Definition 2.4.

To show 3.2c $\Rightarrow$ 3.2b, suppose that 3.2c holds and let $z_k$ be the corresponding right generalized singular vector. Then, $Q_i^T Q_i z_k = Z \Sigma_i U_i^T \Sigma_i Z z_k = \sigma_{i,k}^2 z_k$ since $u_{i,k}^T u_{i,p} = 0 \forall p \neq k$, hence $z_k$ is a shared standard right singular vector associated with a standard singular value $\sigma_{i,k}$.

Note that statement 3.2c implies that the corresponding left basis vector $u_{i,k}$ is an eigenvector for $Q_i^T Q_i$ for each $i$ and therefore also a standard left singular vector for each $Q_i$.

The common HO-GSVD and HO-CSD subspaces are related by (3.1), and Theorem 3.2 can be adapted for the common HO-GSVD subspace as follows.

**Corollary 3.3.** The following statements are equivalent:

3.3a $S_N \{A_1, \ldots, A_N\} \neq \emptyset$.

3.3b For each $A_i$, there is a left basis vector $u_{i,k}$ satisfying $u_{i,k}^T u_{i,p} = 0 \forall p \neq k$ and the corresponding generalized singular value is $\sigma_{i,k} = 1/\sqrt{N}$ for each $A_i$.

3.3c There exists $v \in \mathbb{R}^n$ that is an eigenvector for each pairwise quotient $D_{i,\pi} D_{j,\pi}^{-1}$ associated with an eigenvalue $\lambda_{i,j} = 1$.

**Proof.** The biconditional relationship 3.3a $\iff$ 3.3b immediately follows from (3.1) and Theorem 3.2. To show 3.3b $\Rightarrow$ 3.3c, substitute the HO-GSVD in (1.3) to obtain

$$D_{i,\pi} = V \Sigma_i U_i^T U_i \Sigma_i^T V + \pi A^T A = V \left( W_i + \pi \sum_{p=1}^N W_p \right) V^T,$$

so that $D_{i,\pi} D_{j,\pi}^{-1} = V (W_i + \pi \sum_{p=1}^N W_p) \left( W_j + \pi \sum_{p=1}^N W_p \right)^{-1} V^{-1}$. Because of 3.3b, each $W_i$ has the block-diagonal form $W_i = \text{diag}(W_i, \sigma_{j,k}^2 + \pi \sum_{p=1}^N \sigma_{p,k}^2 W_p)$, where the scalar entry is on the $k$th row of $W_i$ and $W_i$ and $W_i$ are principal submatrices of $W_i$. Again from 3.3b, $\sigma_{i,k} = \sigma_{j,k}$, so that $D_{i,\pi} D_{j,\pi}^{-1} v = v$. To complete the proof, we show that 3.3c $\Rightarrow$ 3.3a by right-multiplying $S_N$ from (1.2) with $v$ from 3.3c:

$$S_N v = \frac{1}{N(N-1)} \sum_{i=1}^N \sum_{j=i+1}^N (\lambda_{i,j} v + \lambda_{j,i} v) = \frac{2}{N(N-1)} \sum_{i=1}^N \sum_{j=i+1}^N v = \frac{2}{N(N-1)} (N^2 - \frac{N^2 + N}{2}) v = \min v.$$

The “common features” of $A_i$ in (1.4) can therefore be identified by the right basis vectors associated with eigenvalues of $S_N$ that equal $\min$. In general, $R^T z$ is not an eigenvector for $A_i^T A_i = RQ_i^T Q_i R^T$, so that statement 3.2b cannot be adapted to the HO-GSVD subspace, and the corresponding right basis vectors associated with the common subspace are not orthogonal in general. However, the right basis vectors spanning $S_N \{A_1, \ldots, A_N\}$ are
eigenvectors of all pairwise quotients $D_{i,\pi}D_{j,\pi}^{-1}$, which is exploited in [25] to compute the common HO-GSVD subspace using the standard pairwise GSVD. In addition, one can reformulate Statement 3.3c to show that there exists a vector $\tilde{v} = D_{i,\pi}^{-1}v = D_{i,\pi}^{-1}v$ where holds for all $v \in S_{\pi} \{ A_1, \ldots, A_N \}$, that solves the higher-order generalized singular value problem $A_i^T A_i \tilde{v} = \mu A_j^T A_j \tilde{v}$ with $\mu = 1$.

In contrast to the common subspace, the isolated part of (1.4) that is unique a single $A_i$ is identified by the right basis vectors associated with eigenvalues of $S_\pi (T_\pi)$ that equal $\epsilon_{\max}$ ($\tau_{\max}$).

**Definition 3.4.** The isolated HO-CSD subspace is defined as

$$\mathcal{T}_i \{ Q_1, \ldots, Q_N \} := \{ z \in \mathbb{R}^n \mid T_\pi z = \tau_{\max} z \}$$

and the isolated HO-GSVD subspace as

$$\mathcal{S}_i \{ A_1, \ldots, A_N \} := \{ v \in \mathbb{R}^n \mid S_\pi v = \epsilon_{\max} v \}$$

where $\tau_{\max}$ and $\epsilon_{\max}$ are upper bounds on the range of eigenvalues defined in Theorems 2.1 and 2.3, and $N \geq 2$.

**Theorem 3.5.** The following statements are equivalent:

3.5a $\mathcal{T}_i \{ Q_1, \ldots, Q_N \} \neq \emptyset$.

3.5b There exists $z \in \mathbb{R}^n$ that is a standard right singular vector for each $Q_i$ and associated with a standard singular value $\hat{\sigma}_{j,k} = 1$ for one $Q_j$ and $\dot{\sigma}_{i,k} = 0$ for all other $Q_i$, $i \neq j$.

3.5c For each $Q_i$, there is a left basis vector $u_{i,k}$, $u_{i,k}^T u_{i,p} = 0 \forall p \neq k$, and the corresponding generalized singular value is $1$ for $Q_j$ and $0$ for all other $Q_i$, $i \neq j$.

**Proof.** The biconditional relationship $3.5a \Leftrightarrow 3.5b$ is a consequence of the proof of Theorem 2.1. According to Lemma 2.2, equality is attained in (2.12) iff for each summand, $t \in \text{span} \{ v_1', \ldots, v_p' \}$, where $v_k'$ are eigenvectors of $Q_i^T Q_i$ associated with eigenvalues that are equal to either 0 or 1. It remains to consider (2.2). The proof for $3.5b \Leftrightarrow 3.5c$ follows the proof of Theorem 3.2. For the case $\tilde{\sigma}_{i,k} = \sigma_{i,k} = 0$, it is assumed Lemma 2.5 has been applied.

By Theorem 2.3, the isolated HO-GSVD and HO-CSD subspaces are related by

$$\mathcal{S}_1 \{ A_1, \ldots, A_N \} = \{ R^T z \in \mathbb{R}^n \mid z \in \mathcal{T}_i \{ Q_1, \ldots, Q_N \} \}$$

and Theorem 3.5 is reformulated for the HO-GSVD as follows.

**Corollary 3.6.** The following statements are equivalent:

3.6a $\mathcal{S}_1 \{ A_1, \ldots, A_N \} \neq \emptyset$.

3.6b For each $A_i$, there is a left basis vector $u_{i,k}$ satisfying $u_{i,k}^T u_{i,p} = 0 \forall p \neq k$, and the corresponding generalized singular value is $\sigma_{j,k} = 1$ for one $Q_j$ and $\sigma_{i,k} = 0$ for all other $A_i$, $i \neq j$.

3.6c There exist $v \in \mathbb{R}^n$ and $i \in \{ 1, \ldots, N \}$ such that $v$ is an eigenvector for each pairwise quotient $D_{p,\pi}D_{j,\pi}^{-1}$ associated with eigenvalues $\lambda_{i,j} = \frac{1+\pi}{\pi}$, $\lambda_{j,i} = \frac{\pi}{1+\pi}$ and $\lambda_{j,p} = 1$ for $j = \{ 1, \ldots, N \}$ and $j \neq p \neq i$.

**Proof.** The proof follows the proof of Corollary 3.3. To show $3.6a \Leftrightarrow 3.6b$, use (3.3) and apply Theorem 3.5. To show $3.6b \Rightarrow 3.6c$, use (3.2). Finally, to show $3.6c \Rightarrow 3.6a$, compute $S_\pi v$ and assume without loss of generality that $i = 1$:

$$S_\pi v = \frac{1}{N(N-1)} \sum_{j=2}^{N} (A_{i,j} + A_{j,1}) v + \frac{1}{N(N-1)} \sum_{j=2}^{N} \sum_{p=2(j-1)+1}^{N} (A_{p,j} + A_{j,p}) v$$

$$= \frac{1}{N(N-1)} \sum_{j=2}^{N} \left( \frac{1+\pi}{\pi} \right) v + \frac{1}{N(N-1)} \sum_{j=2}^{N} \sum_{p=2(j-1)+1}^{N} 2v$$

$$= \frac{1}{N} \left( \frac{1+\pi}{\pi} + \frac{\pi}{1+\pi} + N - 2 \right) v = \epsilon_{\max} v.$$

**Statements 3.2c and 3.5c of Theorems 3.2 and 3.5** show that, in certain cases, the orthogonality of the left factor matrix, which always holds for the standard SVD and GSVD, is preserved for higher-order datasets (see also Section 5). If the generalized singular values $\sigma_{i,k}$, the left basis vectors $u_{i,k}$ and the right basis vectors $v_k$ are
isolated HO-GSVD subspace are associated with ker(HO-GSVD can be applied to the augmented dataset not affected by the choice of π.)

4.2 (Eigenvectors of Tπ). The eigenvectors of Tπ that are in the common or isolated HO-CSD subspaces are not affected by the choice of π, but other (normalized) eigenvectors can be modified as π varies. Here, we are interested in the limits of these eigenvectors as π → 0 and π → ∞. Since from (2.5) it holds that limπ→∞ Sπ = I and limπ→∞ Tπ = 0, some caution is required in determining the limits of the associated eigenvectors.

Semisimple eigenvalues are expected to be associated with the common or isolated subspaces and therefore not considered further. To examine the remaining eigenvectors associated with simple eigenvalues, we will make use of the following result in both cases:

As can also be concluded from Theorems 3.2 and 3.5, the parameter π does not alter the common and isolated subspaces, which shows that the standard HO-GSVD formulation and the present one are equivalent.

COROLLARY 3.7. The common and isolated HO-GSVD and HO-CSD subspaces are independent of the value of π.

Proof. For the HO-CSD, the claim follows from statements 3.2b and 3.5b of Theorems 3.2 and 3.5, which are independent of the value of π. As a consequence of (3.1) and (3.3), the claim is also true for the HO-GSVD. ⊓⊔

Note that Corollary 3.7 ignores potential numerical inaccuracies, which are treated in Section 6. Numerical inaccuracies can also cause rank deficiencies of the stacked matrix A, and the following Remark 3.8 explains how the HO-GSVD can be applied even when A does not satisfy (2.3).

Remark 3.8. Suppose that assumption (2.3) does not hold and that rank(A) = r < n. Then, Sπ is undefined and (2.6) invalid. Let span (v1, . . . , vn−r) = ker(A) be an orthogonal basis and set Aπ+1 := [v1, . . . , vn−r]T. The HO-GSVD can be applied to the augmented dataset A1, . . . , Aπ+1, and at least n − r directions of the resulting isolated HO-GSVD subspace are associated with ker(A).

4. The parameter π. The eigenvectors of Tπ that are in the common or isolated HO-CSD subspaces are not affected by the choice of π, but other (normalized) eigenvectors can be modified as π varies. Here, we are interested in the limits of these eigenvectors as π → 0 and π → ∞. Since from (2.5) it holds that limπ→∞ Sπ = I and limπ→∞ Tπ = 0, some caution is required in determining the limits of the associated eigenvectors.

Semisimple eigenvalues are expected to be associated with the common or isolated subspaces and therefore not considered further. To examine the remaining eigenvectors associated with simple eigenvalues, we will make use of the following result in both cases:

THEOREM (16, Thm. 7 & 8, Ch. 9.3, p. 130). Let M(x) be a differentiable square matrix-valued function of the real variable x. Suppose that M(0) has a simple eigenvalue m0. Then for x small enough, M(x) has an eigenvalue m(x) that depends differentiably on x with m(0) = m0 and we can choose an eigenvector h(x) of M(x) pertaining to the eigenvalue m(x) that depends differentiably on x.

The case π → ∞:

LEMMA 4.2 (Eigenvectors of Tπ for π → ∞). Consider the matrix T∞ := 1/N ∑N i=1 (QiTQi)2, and suppose that T∞ has a simple eigenvalue τ∞ associated with an eigenvector z∞. Then, there exists an eigenvector z(π) of Tπ that depends differentiably on π and converges to z∞ as π → ∞.

Proof. Use the Neumann series [(I − M)−1 = ∑∞ k=0 Mk with ∥M∥ < 1 [9, Ch. 1.4] to expand each of the summands in (2.5) as (QiTQi + πI)−1 = 1/π ∑∞ k=0 (−1/πQiTQi)k, and rewrite Tπ as

where ∥1/πQiTQi∥ < 1 for π > 1. Set T(π) = πTπ(−Nπ−1/πI), which depends differentiably on π for π > 0 and has the same eigenvectors as Tπ. Neglecting higher-order terms O (1/π4), the limit limπ→∞ T(π) = T∞ is obtained, where equality holds element-wise. Finally, defining

M(x) = \begin{cases} T∞ & x = 0, \\ T(1/x), & x > 0, \end{cases}
the proof follows from Theorem 4.1.

According to Lemma 4.2, the eigenvectors of $T_\pi$ associated with simple eigenvalues can be chosen such that they converge to those of $\tilde{T}_\infty$ for large $\pi$. Suppose that some $Q_i$ has a “dominant” standard right singular vector $\tilde{v}$, in the sense that $\tilde{v}^T Q_i^T \tilde{v} \gg \tilde{v}^T Q_j^T \tilde{v}$ for $j \neq i$. In this case, $\tilde{T}_\infty$ can be rewritten as $\tilde{T}_\infty = Q_i^T Q_i/N + \Delta$ with $\|\Delta\|_2 \ll \|Q_i^T Q_i/N\|_2$. According to standard perturbation theory [4, Ch. 7.2.5], $T_\pi$ will have an eigenvector $v = \tilde{v} + \delta v$ with $\|\delta v\|_2 \ll 1$. By using the orthogonality property $\sum_{i=1}^N Q_i^T Q_i = I$, the matrix $\tilde{T}_\infty$ defined in (4.1) can be rewritten as

$$\tilde{T}_\infty = \frac{1}{N} \sum_{i=1}^N Q_i^T Q_i(I - \sum_{j \neq i} Q_j^T Q_j)$$

(4.2)

where the summands on the second line are referred to as symmetrized products or Jordan products of $Q_i^T Q_i$ and $Q_j^T Q_j$ [16, Ch. 10]. The form (4.2) shows that the eigenvectors of $T_\pi$ will also converge to those of a “dominant” symmetrized product for large $\pi$.

The case $\pi \to 0$:

For any rank-deficient $Q_i$ and $\pi = 0$, the corresponding term $Q_i^T Q_i + \pi I$ appearing in the definition of $T_\pi$ in (2.5) is singular. However, by using the standard SVD $Q_i^T Q_i = V_i \text{diag}(\sigma_{i,1}^2, \ldots, \sigma_{i,r_i}^2, 0, \ldots, 0)V_i^T$ with $r = \text{rank}(Q_i)$, one can show that

$$\lim_{\pi \to 0} \pi (Q_i^T Q_i + \pi I)^{-1} = V_i \text{diag}(0, \ldots, 0, 1, \ldots, 1)V_i^T,$$

where this limit is zero if $Q_i$ is instead full rank. The following lemma provides useful information in the case where some of the $Q_i$ are rank-deficient.

**Lemma 4.3** (Eigenvectors of $T_\pi$ for $\pi \to 0$). Suppose that some of the $Q_i$ are rank-deficient. Consider

$$\tilde{T}_0 := \frac{1}{N} \sum_{i=1}^N Q_i^T Q_i,$$

where $Q_i^T = \lim_{\pi \to 0} Q_i^T (\pi I + Q_i Q_i^T)^{-1}$ is the Moore-Penrose pseudoinverse of $Q_i$ [4, P5.5.2], and suppose that $\tilde{T}_0$ has a simple eigenvalue $\tilde{\tau}_0$ associated with an eigenvector $z_0$. Then, there exists an eigenvector $z(\pi)$ of $T_\pi$ that depends differentially on $\pi$ and converges to $z_0$ as $\pi \to 0$.

**Proof.** Use the Woodbury matrix identity [4, Ch. 2.1.4] to rewrite $\pi T_\pi$ for $\pi > 0$ as

$$\pi T_\pi = \frac{1}{N} \sum_{i=1}^N \left( I - Q_i^T (\pi I + Q_i Q_i^T)^{-1} Q_i \right),$$

(4.4)

with $\lim_{\pi \to 0} \pi (T_\pi - \frac{1}{\pi} I) = -\tilde{T}_0$ (element-wise), where $\tilde{T}_0$ and $\pi (T_\pi - \frac{1}{\pi} I)$ share the same eigenspace [4, Ch.2]. Differentiability of the matrix $\pi T_\pi$ with respect to $\pi$ at 0 is easily shown by substitution of the standard SVD of each $Q_i$ into (4.4). The proof then follows from Theorem 4.1.

Note that if all $Q_i$ have full column rank, then $Q_i^T Q_i = I$ and $\tilde{T}_0$ has no simple eigenvalues. The matrix $Q_i^T Q_i$ is the orthogonal projector onto range($Q_i^T$) and $Q_i^T Q_i = I$ if $Q_i$ has full rank. It follows that if some $Q_i$ are rank deficient, then the eigendecomposition of $T_\pi$ can be chosen such that it equals the eigendecomposition of the sum of projectors onto range($Q_i^T$) (the orthogonal complement of ker($Q_i$)), but if all $Q_i$ have full rank, then the eigenvectors of $\lim_{\pi \to 0} T_\pi$ are those of $T_0$, i.e. (2.5) with $\pi = 0$.

The limits for $S_\pi$ can be obtained from pre- and post-multiplying $\tilde{T}_0$ or $\tilde{T}_\infty$ with $R^T$ and $R^{-T}$, respectively.

Apart from rotating the eigenvectors, the choice of $\pi$ also affects the function $f_\pi : \mathbb{R}^n \rightarrow \mathbb{R}^{++}$,

$$f_\pi(v) = \frac{1}{N(N-1)} \sum_{i=1}^{N-1} \sum_{j=1}^N \left( \frac{v^T(A_i^T A_j + \pi A^T A)v}{v^T(A_i^T A_j + \pi A^T A)v} + \frac{v^T(A_i^T A_j + \pi A^T A)v}{v^T(A_i^T A_j + \pi A^T A)v} \right),$$

(4.5)
where \(\|v\|_2 = 1\) and \(f_\pi(v) \geq 1\). The function \(f_\pi(v)\) measures the arithmetic mean of amplifications in a particular direction \(v\) and has been shown to be related to the (HO-)GSVD [12, 2, 25]. For \(N = 2, \pi = 0\) and full-rank \(A_1\) and \(A_2\), the gradient is zero for vectors that lie in the common HO-GSVD subspace [25], which can be extended to the isolated HO-GSVD subspace (Appendix C). The parameter \(\pi\) has the effect of flattening out \(f_\pi\) and, in particular, removing the singularities of \(f_\pi(v)\) associated with the nullspace of \(A_i\) for \(\pi > 0\) and \(\text{rank}(A) = n\), since in that case \(v^T (A_i^T A_i + \pi A_i^T A_i) v > 0\) for \(v \neq 0\).

5. Comparison with standard HO-GSVD, GSVD and SVD. When one out of two matrices is the identity matrix, the GSVD reduces to the standard SVD [23]. The same has been shown for the full-rank HO-GSVD [19]. When \(N - 1\) matrices \(A_i\) are identity matrices, then the full-rank HO-GSVD reverts to the standard SVD of \(A_j\), \(j \neq i\). Here, this fact is demonstrated for our HO-GSVD as given in Definition 2.6.

**Theorem 5.1.** Let \(A_1\) be an arbitrary matrix and \(A_2 = \cdots = A_N = I\) with \(N \geq 2\). The HO-GSVD of \(A_1, A_2, \ldots, A_N\) with \(\pi > 0\) yields the standard SVD of \(A_1\).

**Proof.** Substitute the standard SVD \(\hat{U}_1 \hat{\Sigma}_1 \hat{V}_1^T = A_1\) and \(A_j = I, j = 2, \ldots, N\), in (1.3), so that

\[
\hat{V}_1^T D_1 \hat{V}_1 = (1 + \pi \hat{\Sigma}_1^T \hat{\Sigma}_1 + \pi(N - 1)) I, \quad \hat{V}_1^T D_1 \hat{V}_1 = \pi \hat{\Sigma}_1^T \hat{\Sigma}_1 + (1 + \pi(N - 1)) I.
\]

The summands \(D_{1,\pi}^T D_{1,\pi} + D_{\pi,1}^T D_{\pi,1}\) in the definition of \(S_\pi\) (1.2) are therefore diagonalized by \(\hat{V}_1\), and \(V = \hat{V}_1\) is an orthogonal eigenspace for \(S_\pi\). According to Definition 2.6, the HO-GSVD \(A_1 = U_1 \Sigma_1 V^T\) is obtained from \(B_1 = A_1 V^{-T} = A_1 \hat{V}_1 = \hat{U}_1 \hat{\Sigma}_1\), so that \(U_1 = \hat{U}_1\) and \(\Sigma_1 = \hat{\Sigma}_1\).

The HO-GSVD from Definition 2.6 can also be related to the GSVD. For the special case that \(N = 2\), \(A_1 \in \mathbb{R}^{m_1 \times n}\) with \(m_1 \geq n\) and \(\text{rank}(A_1) = n\) and an arbitrary \(A_2 \in \mathbb{R}^{m_2 \times n}\), it can be shown that the HO-GSVD yields \(\Sigma_i\) with \(\Sigma_i^T \Sigma_i + \Sigma_i^T \Sigma_2 = I\) and orthogonal \(U_i\) and \(U_2\).

**Theorem 5.2.** For \(N = 2\) and \(\pi > 0\), the HO-CSD from Definition 2.4 yields the standard CSD and the HO-GSVD from Definition 2.6 yields the standard GSVD.

**Proof.** Since \((Q_i^T Q_i + \pi I)^{-1}\) and \(Q_i^T Q_1 + Q_i^T Q_2 = I\) share the same eigenspace for any \(i \in \mathbb{R}_{++}\) [4, Ch. 2], the eigenvectors \(z_k\) for \(T_\pi\) can be chosen such that they are right singular vectors for \(Q_1\) and \(Q_2\). Let \(b_{i,k}\) denote the columns of \(B_i = Q_i Z\), then for \(j \neq k\), \(b_{i,k}^T b_{i,j} = z_k^T Q_i^T Q_i z_j = \sigma_{ij}^2 u_{i,k}^T u_{i,j} = 0\), where \(\sigma_{ij}\) and \(u_{i,j}\) denote standard singular values and left singular vectors, respectively. Hence, from \(U_i \Sigma_1 = B_i\), the columns of \(U_i\) are either zero or orthonormal. Substituting \(Q_i = U_i \Sigma_i V^T\) in \(Q_i^T Q_1 + Q_i^T Q_2 = I\) yields \(Z \Sigma_1^T \Sigma_1 Z^T + Z \Sigma_i^T \Sigma_2 Z^T = I\), and from \(Z^T Z = I\), follows \(\Sigma_1^T \Sigma_1 + \Sigma_i^T \Sigma_2 = I\). The claim on the HO-GSVD follows from Theorem 5.2 with \(V = R^T Z\).

**Remark 5.3.** Lemma 5.2 shows that for \(N = 2\) the three matrices, \(T_\pi, Q_1^T Q_1\) and \(Q_1^T Q_2\), share the same eigenspace, but not every eigendecomposition of \(T_\pi\) yields eigenvectors that are parallel to those of \(Q_1^T Q_1\) and \(Q_1^T Q_2\). For example, suppose that \(\dim(\ker(Q_i)) = 1\) and that \(z_i \in \ker(Q_i), i = 1, 2\), are linearly independent. From pre- and post-multiplying \(Q_1^T Q_1 + Q_1^T Q_2 = I\) with \(q_i^T\) and \(q_2\), it holds that \(q_i^T q_2 = 0\). It follows that \(\dim(T_i) = 2\), so that \(T_\pi\) has a semisimple eigenvalue. When the associated eigenvectors are computed using numerical software, these will not necessarily be parallel to \(q_1\) and \(q_2\), and the HO-CSD will not necessarily yield orthonormal matrices \(U_i\).

The HO-GSVD from Definition 2.6 can also be compared with the full-rank HO-GSVD [19]. For \(N = 2\) and full-rank matrices \(A_i\), both HO-GSVDs have been shown to be equivalent to the GSVD. Both HO-GSVDs have also been shown to yield the SVD of \(A_j\) when \(A_j = I\) for \(i \neq j\). For \(N > 2\), however, the HO-GSVD from Definition 2.6 and [19] will in general not yield identical factorizations \(A_i = U_i \Sigma_i V^T\), even when \(\text{rank}(A_i) = n\). This can be seen by comparing the eigenspaces of \(T_\pi\) from (2.5) for varying \(\pi\), where \(\pi = 0\) corresponds to the standard HO-CSD [25]. For \(N = 2\), the eigenvectors of \(T_\pi\) are independent of the value of \(\pi\) because its eigenvectors are fixed by the orthogonality property \(Q_1^T Q_1 + Q_1^T Q_2 = I\), while for \(N > 2\) this property is lost. From Theorem 2.3, it follows that the same holds for the HO-GSVD. However, it can be shown that in case the matrices \(A_i\) and \(Q_i\) have full rank, then the common HO-CSD and HO-GSVD subspaces will be the same for any value of \(\pi\) (Corollary 3.7) and \(N > 2\). Moreover, it follows from Theorem 4.1 that in the full-rank case, the eigenvectors of \(T_\pi\) converge to those of the standard HO-GSVD as \(\pi \to 0\).

6. Computing the HO-GSVD. The early literature on the standard GSVD \((N = 2)\) identified numerical issues for the case that \(A\) from (2.1) and therefore \(R\) is ill-conditioned [21, 23, 17]. This problem was resolved by basing the GSVD computation on the CSD, thereby avoiding computing the inverse of \(R\). To compute the full HO-GSVD (1.1), we propose to use Algorithm 6.1, which is based on the HO-CSD. An experimental Matlab implementation is provided in [10].
Algorithm 6.1 HO-GSVD Computation

**Input:** $A_1, \ldots, A_N, \pi > 0$

**Output:** Factorizations $A_i = U_i \Sigma_i V_i^T$, $i = 1, \ldots, N$

1. Obtain $Q_i R = A_i$ for $i = 1, \ldots, N$ from (2.1)
2. Form $T_\pi$ using (2.5)
3. Obtain the eigenvectors $z_1, \ldots, z_n$ of $T_\pi$
4. Determine $I_1$ and align $z_k$, $k \in I_1$
5. for $i = 1, \ldots, N$ and $k = 1, \ldots, n$
   6. if $\sigma_{i,k} = \|Q_i z_k\|_2 > 0$ then
      7. Set $u_{i,k} = Q_i z_k / \sigma_{i,k}$
   8. else
      9. Assign a column of $\tilde{U}_{i,2}$ from (2.14) to $u_{i,k}$
   10. end if
11. end for
12. Set $V = R^T [z_1, \ldots, z_n]$

| $N$ | $\tau_{\min}$, $\tau_{\max}$ |
|-----|-----------------------------|
| 4   | $10^{-1}$, $10^1$          |
| 8   | $10^{-1}$, $10^1$          |
| 16  | $10^{-1}$, $10^1$          |

Fig. 1: Minimum and maximum eigenvalues of $T_\pi$ as a function of $\pi$ for different $N$.

Given a dataset $A_1, \ldots, A_N$ and a parameter $\pi > 0$, Algorithm 6.1 starts by computing the thin QR factorization (2.1), which enables use of the HO-CSD to avoid computing the inverse of a potentially ill-conditioned $R$. Next, the terms $(Q_i^T Q_i + \pi I)^{-1}$ are computed to obtain $T_\pi$. Forming the products $Q_i^T Q_i$ may lead to a loss of accuracy if $Q_i$ has small singular values, but the condition number $\kappa(Q_i^T Q_i + \pi I)$ can be controlled by choosing $\pi$ as follows. Let $\kappa_{\max} > 1$ and $\delta_{\min}$ and $\delta_{\max}$ denote the minimum and maximum standard singular values of $Q_i$, respectively, then $\kappa (Q_i^T Q_i + \pi I) \leq \kappa_{\max}$ if $\pi$ is chosen such that

$$\pi \geq \min_{i \in \{1, \ldots, N\}} \frac{\delta_{\max} - \kappa_{\max} \delta_{\min}}{\kappa_{\max} - 1}.$$  \hspace{3cm} (6.1)

After obtaining the eigenvectors of $T_\pi$ on line 3, the indices associated with the isolated HO-CSD subspace, $I_1$, are determined by

$$I_1 := \left\{ k \in \{1, \ldots, n\} \mid \frac{\tau_{\max} - \tau_k}{\tau_{\max} - \tau_{\min}} \leq \epsilon \right\},$$  \hspace{3cm} (6.2)

where $\tau_k$ is the corresponding eigenvalue of $T_\pi$ and the scalar $\epsilon \geq 0$ is introduced to account for finite machine precision. Note the trade-off between (6.1) and (6.2): For increasing $\pi$, the difference $\tau_{\max} - \tau_{\min}$ rapidly decreases, such as shown in Figure 1. If the difference $\tau_{\max} - \tau_{\min}$ is too small, numerical inaccuracies can lead to a wrong selection of directions associated with the isolated HO-CSD subspace. The same problem arises when determining the common HO-CSD subspace.

If $\dim(T_1 \{Q_1, \ldots, Q_N\}) \geq 1$, $T_\pi$ has an eigenvalue that is equal to $\tau_{\max}$ with geometric multiplicity greater than 1. In this case, the corresponding eigenvectors of $T_\pi$ must be aligned with the shared standard right singular vectors of $Q_1, \ldots, Q_N$. Otherwise, it is not guaranteed that the corresponding generalized singular values are either 0 or 1. Section 6.1 summarises how this can be accomplished by computing a sequence of standard SVDs.

Finally, the matrices $\Sigma_i$ and $U_i$ are computed in the loop starting on line 5. If $\sigma_{i,k} = 0$, the algorithm substitutes one of the basis vectors spanning $\ker(A_i^T)$. Note that if $\text{rank}(Q_i) = r_i < n$, then $n - r_i$, generalized singular values are zero and $\dim(\ker(A_i^T)) = n - r_i$. On line 12, the shared matrix of right basis vectors $V$ is obtained without the need for computing the inverse of $R$. 
An upper bound on the algorithm complexity is given by summing the shaded numbers on the right-hand side of Algorithm 6.1. The algorithm mainly uses standard routines, such as the QR decomposition or the eigendecomposition, which require roughly \( O(Mn^2) \) floating-point operations. However, forming the matrix \( T_\pi \) requires \( N \) matrix inversions of size \( n \times n \) or \( O(Nn^3) \) floating-point operations. The accumulation of the \( N \) inverses can also lead to a non-trivial loss of accuracy. If the full factorization (1.1) is not required but only the common or isolated subspace, alternative algorithms exist that compute the common HO-CSD subspace from intersecting the pairwise common HO-GSVD subspaces of \( Q_i \) and \( Q_{i+1} \) for \( i = 1, \ldots, N - 1 \) [25, 18]. The pairwise subproblems can be solved by the standard GSVD, which exists as a built-in function in most scientific computing packages, and specialized algorithms exist for large-scale problems [20]. According to Theorem 5.2, the common subspace algorithm from [25] can also be adapted for the isolated HO-CSD subspace.

### 6.1. Computing the Isolated Subspace

It follows from Definition 3.4 and Theorem 3.5 that if

\[
\text{dim} \left( T_1 \{Q_1, \ldots, Q_N \} \right) =: n_{\text{iso}},
\]

then \( T_\pi \) has \( n_{\text{iso}} \) eigenvalues equal to \( \tau_{\text{max}} \) and each of the corresponding eigenvectors can be chosen such that it is a right standard singular vector for each \( Q_i \). However, when \( n_{\text{iso}} > 1 \) the eigendecomposition of \( T_\pi \) will produce an arbitrary set of orthogonal vectors that span \( T_1 \{Q_1, \ldots, Q_N \} \), but that are not necessarily parallel to the shared right standard singular vectors. By Definition 2.4, the eigenvectors of \( T_\pi \) spanning \( T_1 \{Q_1, \ldots, Q_N \} \) must be aligned with the corresponding right standard singular vectors in order to obtain generalized singular values that are equal to 0 or 1.

Given \( Z_{I_1} \) that has been obtained from (6.2) for some \( \epsilon > 0 \), one way to align the columns of \( Z_{I_1} \) is to compute the standard SVDs of \( Q_i Z_{I_1} \) for each \( i \), and select those directions associated with standard singular values \( \hat{\sigma}_{i,k} \) that satisfy

\[
T_1^i := \left \{ k \in \{1, \ldots, n\} \mid \hat{\sigma}_{i,k} \geq 1 - \epsilon \right \}, \quad i = 1, \ldots, N,
\]

for some other \( \epsilon > 0 \). However, in the presence of numerical inaccuracies, it is unclear how to choose \( \epsilon \) to obtain exactly \( n_{\text{iso}} \) directions from (6.3), where \( n_{\text{iso}} \) is determined from (6.2) for a given \( \epsilon > 0 \). Since from (2.2), (2.5) and Lemma 2.2 it follows that \( \|T_\pi z\|_2 \) is maximised if \( z \) is parallel to the standard right singular vector of \( Q_j \) associated with the largest singular value, it appears natural to order the \( Q_i \) by magnitude of \( \|Q_i Z_{I_1}\|_2 \), and then select the standard right singular vector associated with the largest \( \|Q_i Z_{I_1}\|_2 \).

Algorithm 6.2 computes a sequence of ever-thinner standard SVDs to obtain an aligned basis \( W_{Z_{I_1}} \) from \( Z_{I_1} \), where \( W_{Z_{I_1}}^T W_{Z_{I_1}} = I \) and the columns of \( W_{Z_{I_1}} \) span the same subspace as those of \( Z_{I_1} \). In the first iteration, the algorithm selects the class \( i \) that has the maximum amplification in the subspace spanned by the columns of \( Z_{I_1} \), i.e. by comparing \( \|Q_i Z_{I_1}\|_2 \). The corresponding direction \( Z_{I_1} \hat{v}_1 \) is assigned to the first column of \( W_{Z_{I_1}} \).

Next, the algorithm selects \( n_{\text{iso}} - 1 \) remaining directions that are orthogonal to \( Z_{I_1} \hat{v}_1 \). Since \( Z_{I_1} \) is orthogonal and at every iteration \( \hat{v}_1 \) is orthogonal to \( \hat{v}_2, \ldots, \hat{v}_{n_{\text{iso}}-1} \), the resulting \( W_{Z_{I_1}} \) is orthogonal too. Note that the size of \( X_k \) decreases at every iteration and that line 6 is not executed at the last iteration. However, given that the first iteration of algorithms Algorithm 6.2 is of the same worst-case complexity as (6.2), which amounts to \( O(2Mn^2 + n^3) \) floating point operations. Both methods – Algorithm 6.2 as well as (6.3) – are implemented in [10], and in Section 7, all examples are computed using (6.3).

#### Algorithm 6.2 Isolated Subspace Computation

**Input:** \( Q_1, \ldots, Q_N, Z_{I_1} \)

**Output:** Aligned basis \( W_{Z_{I_1}} \)

1. Initialize \( X_0 := Z_{I_1} \)
2. for \( k = 0, \ldots, n_{\text{iso}} - 1 \) do
3. select \( p := \text{argmax}_i \|Q_i X_k\|_2 \)
4. Obtain the standard right singular vectors \( \hat{v}_1, \ldots, \hat{v}_{n_{\text{iso}}-k} \) of \( Q_p X_k \)
5. Assign \( X_k \hat{v}_1 \) to column \( k + 1 \) of \( W_{Z_{I_1}} \)
6. Update \( X_{k+1} := X_k \{\hat{v}_2 \ldots \hat{v}_{n_{\text{iso}}-k}\} \)
7. end for

#### 7. Applications

The standard (HO-)GSVD has already been applied in various fields such as bioinformatics [19, 26], medicine [14], acoustics [22] or control theory [11]. In practice, the HO-GSVD is used to compare \( N \) sets of measurements tabulated in matrices \( A_1, \ldots, A_N \), where matrix \( i \) represents a different organism, class or experiment, for example. The columns of \( A_i \) usually represents a sampled coordinate, such as time or position, whereas the rows of \( A_i \) class-specific variables that vary along the sampled coordinate.
Table 1: Sample matrices extracted from the first batch of the CIFAR-10 dataset. The rows of each $A_i \in \mathbb{R}^{m_i \times n}$ represent vectorised 32 x 32 pixels large images.

| Class    | $m_i$ | rank($A_i$) | $|I_i|$ | dim($T_1(A_1, \ldots, A_i)$) |
|----------|-------|-------------|--------|-------------------------------|
| $A_1$    | Automobile | 974         | 974    | 51                            |
| $A_2$    | Cat     | 1016        | 1016   | 92                            |
| $A_3$    | Ship    | 1025        | 1025   | 100                           |
| $A_4$    | Truck   | 981         | 981    | 57                            |
| $A$      |         | 3996        | 3072   | 300                           |

In the form of the HO-GSVD factorization (1.4), row $j$ of $A_i$ is represented as a linear combination of the right basis vectors $v_1, \ldots, v_n$, which are also weighted by the generalized singular values $\sigma_{i,k}$. In general, the right basis vectors are not orthogonal. However, suppose $A_1, \ldots, A_N$ are such that there exists $v \in \mathbb{R}^n$ such that $A_i^T A_j v \neq 0$ for some $i$ and $A_j^T A_i v = 0$ for $j \neq i$, i.e. $v$ contributes exclusively to the rows of $A_i$, then, according to Corollary 3.6, $v$ will be an eigenvector of $T_\pi$ associated with an eigenvalue equal to $\tau_{max}$. Due to the continuity of the eigenvalues of $T_\pi$, it also follows that if $\tau_k \approx \tau_{max}$, the corresponding right basis vector is almost exclusively used to represent the rows of $A_i$ (see also [18, Ch. 2.3.3]). Similarly, if there exists $\tilde{v} \in \mathbb{R}^n$ such that $A_i^T A_j \tilde{v} = A_j^T A_i \tilde{v}$ for $i,j = 1, \ldots, N$, then according to Statement 3.3c of Corollary 3.3, $D_{ij} \tilde{v}$ will be an eigenvector of $T_\pi$ associated with an eigenvalue equal to $\tau_{min}$. Among other cases, the condition $A_i^T A_j \tilde{v} = A_j^T A_i \tilde{v}$ holds if $A_1, \ldots, A_N$ share a singular vector $\tilde{v}$ associated with an identical singular value.

To examine the effect of certain right basis vectors onto the rows of class $i$, $A_i$ can be reconstructed by using a reduced set of right basis vectors, e.g. computing

$$A_{i,iso} := \sum_{k \in I_i} \sigma_{i,k} u_{i,k} v_k^T,$$

yields the reconstruction of $A_i$ using the right basis vectors that are, in the sense of (6.2), exclusively used by class $i$. To see the effect of the right basis vectors associated with the common subspace, $A_i$ can be reconstructed by summing over $k \in I_N$.

7.1. Numerical Example. To illustrate an example application of the HO-GSVD for rank-deficient matrices, consider the CIFAR-10 dataset, which is a collection of images used to evaluate machine learning and computer vision algorithms [13]. The CIFAR-10 dataset provides 6 batches of 10,000 32 x 32 color images in 10 different classes, and here the rank-deficient HO-GSVD is used to analyse a subset of $N = 4$ classes shown in Table 1. The following example can be downloaded from [10].

The images are vectorized and grouped in the matrices $A_i \in \mathbb{R}^{m_i \times n}$, where $n = 32 \times 32 \times 3 = 3072$ and $0 \leq A_i \leq 1$ (element-wise). Each $A_i$ is such that $r_i := \text{rank}(A_i) < n$, but the stacked $A \in \mathbb{R}^{M \times n}$ satisfies $M > n$ and rank($A$) = $n$. The first row of Figure 2 displays row $j_i$ for each class $i$ as an image.

Using the HO-GSVD, the image $j$ of class $i$ can be represented as $\sum_k (e_j^T u_{i,k}) \sigma_{i,k} v_k^T$, where $e_j$ is a standard basis vector and $|e_j^T u_{i,k}| \leq 1$. The columns $v_k$ of the matrix $V \in \mathbb{R}^{n \times n}$ with det($V$) = 0 can be interpreted as “basis images” for the space of 32 x 32 images, and class $i$ uses $r_i$ columns of $V$ to represent its sample images. Note that the columns of $V$ are not orthogonal, and some right basis vectors can therefore “cancel out” each other. The third row of Figure 2 visualises right basis vectors $v_{20}, v_{82}, v_{203}$ and $v_{276}$, which are all associated with the isolated subspace (see the subsequent paragraphs).

The parameter $\pi$ is chosen as $\pi = 1/N = 0.25$, which results in $\kappa(Q_i^T Q_i + \pi I) \leq 5$, $\tau_{min} = 2$ and $\tau_{max} = 3.2$. The $n = 3072$ eigenvalues $\tau_k$ of $T_\pi$ are shown in the first row of Figure 3, where $\tau_k$ is displayed relative to $\tau_{min}$ and $\tau_{max}$ as $(\tau_k - \tau_{min})/(\tau_{max} - \tau_{min})$ sorted in descending order. It can be seen that most eigenvalues are closer to $\tau_{max}$ than $\tau_{min}$, and that $\tau_k \gg \tau_{min}$ for $k$, i.e. the common HO-GSVD subspace is empty. Using a tolerance of $\epsilon = 10^{-6}$, the dimension of the isolated HO-CSD subspace is estimated as $n_{iso} = 300$. The number of isolated directions per class is computed from (6.3) with $\bar{\epsilon} = \epsilon$, and $|I_i|$ is shown in Table 1 for each class.

The generalized singular values $\Sigma_i = \text{diag}(\sigma_{i,1}, \ldots, \sigma_{i,n})$ are shown on the second to fifth row of Figure 3. For indices $k \in I_i$ that are associated with the isolated subspaces, the generalized singular values are either 0 or 1. Due to numerical inaccuracies, the separation between $\sigma_{i,k}, k \in I_i$, and $\sigma_{i,j}, j \notin I_i$, is not sharp, i.e. the

---

1 The rows $j_i$ for class $i$ are $j_1 = 16, j_2 = 19, j_3 = 40$ and $j_4 = 50$, and have been selected to yield an interpretable reconstruction in the isolated subspace.
is therefore orthogonal to all other basis vectors, which is not the case in general. However, for this example it

\[ v \]

with a shared standard right singular vector. The right basis vector associated with the common subspace,

\[ A \]

To complement the numerical example, the dataset

\[ A \]

of Figure 2 that shows

\[ S \]

common subspace. According to Corollary 3.3, the common HO-GSVD subspace,

\[ V \]

image

\[ j \]

Note that even though some

\[ k \]

considers indices

\[ k \]

generalized singular values of the automobile class soar at index

\[ k = 301 \notin I_4 \]

before decreasing at larger indices. Note that even though some

\[ \sigma_{i,k} \]

equal \( 1/\sqrt{N} = 0.5 \), which is the same magnitude as expected for an index

\[ k \]

associated with the common subspace, the common subspace is empty, as can be seen from the first row of

Figure 3.

From Figure 3, it becomes clear that each class

\[ i \]

uses its own subset of isolated basis images as well as

\[ n - n_{iso} = 2072 \]

other columns of

\[ V \]

to form its

\[ m_i \]

samples. Class

\[ i \]

can be reconstructed using (7.1) to obtain

\[ A_{i,iso} \]

which considers indices

\[ k \in I_i \]

only. The second row of Figure 2 shows row

\[ j_i \]

of

\[ A_{i,iso} \]

where some degree of resemblance between the original and reconstructed image exists. Examples of right basis vectors are given in the third row of Figure 2 that shows

\[ v_{20}, v_{82}, v_{203} \] and

\[ v_{278} \]

each of which is associated with the isolated subspace of classes

\[ i = 1, \ldots, 4 \]

The right basis vectors have been selected by determining those

\[ k \]

that maximise \( |v_{j_i,k}^T a_{i,k}| \) for each image

\[ j_i \]

i.e. those right basis vectors have a large contribution to image

\[ j_i \]

As for the second row of Figure 2, it can be seen that the third row of Figure 2 resembles the original image.

To complement the numerical example, the dataset

\[ A \]

is modified in order to artificially introduce a non-empty common subspace. According to Corollary 3.3, the common HO-GSVD subspace,

\[ S_i \}

\[ A_1, \ldots, A_4 \]

is non-empty iff the condition

\[ A_j^T A_i \tilde{v} = A_j^T A_i \tilde{v} \]

holds \( \forall i,j = 1, \ldots, 4 \) and for some \( \tilde{v} \), which can be written out as

\[ A \]

\[ (7.2) \]

\[ \begin{bmatrix} a_{i,1}^T a_{i,1} & \cdots & a_{i,1}^T a_{i,n} \\ \vdots & \ddots & \vdots \\ a_{i,n}^T a_{i,1} & \cdots & a_{i,n}^T a_{i,n} \end{bmatrix} - \begin{bmatrix} a_{j,1}^T a_{j,1} & \cdots & a_{j,1}^T a_{j,n} \\ \vdots & \ddots & \vdots \\ a_{j,n}^T a_{j,1} & \cdots & a_{j,n}^T a_{j,n} \end{bmatrix} \tilde{v} = 0, \]

where

\[ a_{i,k} \in \mathbb{R}^{m_i} \]

denotes column

\[ k \]

of matrix

\[ A_i \]

If \( \tilde{v} \) is chosen as \( [1 \quad 0 \quad \ldots \quad 0]^T \), condition (7.2) is tantamount to requiring that

\[ a_{i,k}^T a_{i,1} = a_{j,k}^T a_{j,1} \] \( \forall i,j = 1, \ldots, 4 \) and for

\[ k = 1, \ldots, n \]

i.e. the projection of column

\[ k \]

onto the first column of class

\[ i \]

must equal the projection of column

\[ k \]

onto the first column of class

\[ j \]

Note that condition (7.2) is not equivalent to inserting an identical image

\[ x \in \mathbb{R}^n \]

each

\[ A_i \]

but a simple way to satisfy (7.2) is to set

\[ a_{i,1} = [1 \quad 0 \quad \ldots \quad 0]^T \]

and zero out the first element of

\[ a_{i,k} \]

\( k = 1, \ldots, n \) for all classes

\( i = 1, \ldots, 4 \).

This way the first image

\[ A_j \]

is replaced with a black square that has one red pixel in the left corner.

The eigenvalues of

\[ T_\pi \]

and the generalized singular values for the modified dataset are shown in Figure 4. In the first row of Figure 4, it can be seen that

\[ \tau_k = \tau_{min} \]

for

\[ k = n \]

i.e. the modification successfully introduces a non-empty common subspace. The corresponding generalized singular values equal \( 1/\sqrt{N} = 0.5 \) for each class.

By construction, the first row (image) of each

\[ A_i \]

is orthogonal to all other rows of

\[ A_i \]

and therefore aligned with a shared standard right singular vector. The right basis vector associated with the common subspace,

\[ v_n \]

is therefore orthogonal to all other basis vectors, which is not the case in general. However, for this example it follows that

\[ v_n \]

commits equally to each of the matrices

\[ A_i \]

and for each class

\[ i \]

\[ v_n \]

is used to represent the first image only.
8. Conclusion. In this paper, we have extended the standard HO-GSVD [19] to accommodate column rank-deficient matrices. By adding the term $\pi A^T A$ to each of the quotient terms $D_i,\pi = A_i^T A_i + \pi A^T A$, we shifted their eigenvalues and bounded them away from zero. This allowed the full-rank requirement on each $A_i$ to be omitted and to extend the HO-GSVD with the notion of isolated subspaces.

The choice of adding a multiple of $A^T A$ was motivated by the relationship between $S_\pi$ and $T_\pi$, which yielded the same relationship than in [19] for $\pi = 0$. We bounded the eigenvalues of $T_\pi$ and showed that the extremal eigenvalues are attained iff the corresponding eigenvectors are standard right singular vectors for each $Q_i$ associated with a particular singular value. This led to the definition of the common and isolated HO-CSD (HO-GSVD)
Fig. 4: Row 1: The $n = 3072$ eigenvalues of $T_\pi$ relative to the bounds $\tau_{\text{min}}$ and $\tau_{\text{min}}$ for the modified dataset, which has a one-dimensional common subspace associated with index $k = 3072$ (marked by an asterisk). Rows 2–5: Corresponding generalized singular values for the modified dataset.

The parameter $\pi$ was assumed to be positive, but otherwise left unspecified. The common and isolated HO-CSD and HO-GSVD subspaces are identified irrespective of the value of $\pi$, but other right basis vectors can be rotated for increasing values of $\pi$, and we have investigated the behavior of these vectors for $\pi \to 0$ and $\pi \to \infty$. For
π → 0, the eigenvectors of $T_\pi$ are solely determined by the rank-deficient $Q_i$, whereas for $\pi \to \infty$, the eigenvectors of $T_\pi$ converge to those of the mean of symmetrized products of $Q_i^T Q_i$ and $Q_j^T Q_j$.

In addition, the choice of $\pi$ also affects the condition number of $Q_i^T Q_i + \pi I$, which must be inverted to obtain $T_\pi$, as well as the range of admissible eigenvalues of $T_\pi$, $\tau_{\text{max}} - \tau_{\text{min}}$. A large $\pi$ improves the conditioning of $Q_i^T Q_i + \pi I$, but also tightens the range of eigenvalues, which can lead to a wrong estimate of the common or isolated subspaces in the presence of numerical errors. The optimal choice of $\pi$ remains unclear and future research could investigate the role of the weight $\pi$.

The majority of our developments were based on the HO-CSD. Using the QR factorization of $A = [A_1^T, \ldots, A_N^T]^T$, each $A_i$ was represented as $A_i = Q_i R$ and our findings were developed for $Q_1, \ldots, Q_N$, which required $A$ to have full column rank. For rank-deficient $A$, we have shown how $A$ can be padded using an additional matrix $A_{N+1}$ to guarantee that $\det(R) \neq 0$. The properties of $A_1, \ldots, A_N$ were inferred from the HO-CSD, which allowed to avoid computing the inverse of a potentially ill-conditioned $R$, but a full factorization still requires to invert the terms $Q_i^T Q_i + \pi I$, which can lead to significant numerical errors for large-scale matrices. Future research could focus on finding a possibly iterative algorithm that finds the eigenvectors of $T_\pi$ without the need for inverting the terms $Q_i^T Q_i + \pi I$.

For the full-rank case, it has been shown that the common subspace can be found using a variational approach [25] and that the vectors $v$ spanning the common subspace are stationary vectors for the function $f_\pi(v)$ (4.5) with $\pi = 0$. We have shown that the same holds for $\pi > 0$. It remains unclear how the right basis vectors, which are not in the common or isolated subspaces, are related to $f_\pi(v)$ and whether an eventual connection would lead to a particular choice of the parameter $\pi$.
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Appendix A. Relation between $S_\pi$ and $T_\pi$. Let $D_{i,\pi} = A_i^T A_i + \pi A^T A$ and define $K_i := Q_i^T Q_i + \pi I$. Using (2.4), the matrix $S_\pi$ is written as

$$S_\pi = \frac{1}{N(N-1)} \sum_{i=1}^N \sum_{j=i+1}^N (D_{i,\pi} D_{j,\pi}^{-1} + D_{j,\pi} D_{i,\pi}^{-1}) = \frac{1}{N(N-1)} R^T \left( \sum_{i=1}^N \sum_{j=i+1}^N K_i K_j^{-1} + K_j K_i^{-1} \right) R^T,$$

so that by considering $\sum_{i=1}^N K_i = (1 + \pi N) I$

$$R^T S_\pi R^T = \frac{1}{N(N-1)} \sum_{i=1}^N \sum_{j=i+1}^N K_i K_j^{-1} + K_j K_i^{-1} = \frac{1}{N(N-1)} \sum_{i=1}^N K_i \sum_{j=1}^N K_j^{-1} - \frac{1}{N-1} I = \frac{1}{N-1} ((1 + \pi N) T_\pi - I).$$

Appendix B. Intermediate Eigenvalues of $T_\pi$. If there exists a vector $t$ with $\|t\|_2 = 1$ in the nullspace of $P$ matrices $Q_j$, but in the range of all other $Q_i$ with index $i \in \mathcal{R}$, then the inequalities (2.11a)-(2.11b) can be reformulated as

$$t^T T_\pi t = \frac{1}{N} \sum_{i=1}^N t^T (Q_i^T Q_i + \pi I)^{-1} t = \frac{P}{\pi N} + \frac{1}{N} \sum_{i \in \mathcal{R}} t^T (Q_i^T Q_i + \pi I) t$$

(B.1a)

$$\geq \frac{P}{\pi N} + \frac{1}{N} \sum_{i \in \mathcal{R}} \frac{1}{t^T (Q_i^T Q_i + \pi I) t}$$

(B.1b)

$$\geq \frac{P}{\pi N} + \frac{N-P}{N} = \frac{P(1 - \pi N) + \pi N^2}{\pi N(1 + \pi(N-P))}.$$

The term on the right-hand side of (B.1b) corresponds to the minimum and maximum eigenvalues of $T_\pi$ for $P = 0$ and $P = N - 1$, respectively. If there exists a shared vector $t$ in the nullspace of $P$ matrices $Q_j$, but in the range of all other $Q_i$, then an eigenvalue of $T_\pi$ will be equal to the corresponding value on the right-hand side of (B.1b). Note that (B.1) does not prove the converse.

Appendix C. The arithmetic mean of amplification quotients. The HO-GSVD is related to the function $f_\pi(v)$ (4.5), which can be simplified using the stacked QR decomposition (2.1) as

$$g_\pi(z) = \frac{1}{N(N-1)} \sum_{i=1}^{N-1} \sum_{j=1}^N \left( z^T (Q_i^T Q_i + \pi I) z + \frac{z^T (Q_j^T Q_j + \pi I) z}{z^T (Q_j^T Q_i + \pi I) z} \right) \geq 1,$$

where $z := R v$. The gradient $\nabla g_\pi(z)$ of $g_\pi(z)$ is given by

$$\nabla g_\pi(z) := \frac{1}{N(N-1)} \sum_{i=1}^{N-1} \sum_{j=1}^N \left( \frac{1}{z^T W_{i,\pi} z} \left( W_{i,\pi} z - \frac{z^T W_{i,\pi} z}{z^T W_{j,\pi} z} W_{j,\pi} z \right) + \frac{1}{z^T W_{j,\pi} z} \left( W_{j,\pi} z - \frac{z^T W_{i,\pi} z}{z^T W_{j,\pi} z} W_{i,\pi} z \right) \right),$$

where $W_{i,\pi} := Q_i^T Q_i + \pi I$. To show that $\nabla g_\pi(z) = 0$ for $z \in \mathcal{R}_N\{Q_1, \ldots, Q_N\}$ or $z \in \mathcal{T}_i\{Q_1, \ldots, Q_N\}$, note that $z$ must be a right singular vector for each $Q_i$. It follows that $W_{i,\pi} z = (\sigma_{i,1} + \pi) z$ and

$$W_{i,\pi} z - \frac{z^T W_{i,\pi} z}{z^T W_{j,\pi} z} W_{j,\pi} z = (\sigma_{i,1} + \pi) z - \frac{\sigma_{i,1} + \pi}{\sigma_{j,1} + \pi} (\sigma_{j,1} + \pi) z = 0,$$

so that $\nabla g_\pi(z) = 0$ if $z \in \mathcal{R}_N\{Q_1, \ldots, Q_N\}$ or $z \in \mathcal{T}_i\{Q_1, \ldots, Q_N\}$ for any value of $\pi$. The proof is analogous for the HO-GSVD subspaces.