ON THE LIMIT SPECTRUM OF A DEGENERATE OPERATOR IN THE FRAMEWORK OF PERIODIC HOMOGENIZATION OR SINGULAR PERTURBATION PROBLEMS
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ABSTRACT. In this paper we perform the analysis of the spectrum of a degenerate operator \( A_\varepsilon \) corresponding to the stationary heat equation in a \( \varepsilon \)-periodic composite medium having two components with high contrast diffusivity. We prove that although \( A_\varepsilon \) is a bounded self-adjoint operator with compact resolvent, the limits of its eigenvalues when the size \( \varepsilon \) of the medium tends to zero, make up a part of the spectrum of a unbounded operator \( A_0 \), namely the eigenvalues of \( A_0 \) located on the left of the first eigenvalue of the bi-dimensional Laplacian with homogeneous Dirichlet condition on the boundary of the representative cell. We also show that the homogenized problem does not differ in any way from the one-dimensional problem obtained in the study of the local reduction of dimension induced by the homogenization.

1. INTRODUCTION, SETTING OF THE PROBLEM AND STATEMENT OF THE RESULTS

The purpose of the present work is the asymptotic analysis of the eigenvalues of a spectral problem in the framework of the homogenization of a periodic composite medium made up of a \( \varepsilon \)-periodic set of parallel vertical fibers \( F_\varepsilon \) surrounded by a matrix \( M_\varepsilon \) having better properties; more precisely, we consider the following problem

\[
\begin{cases}
A_\varepsilon u = \lambda_\varepsilon u & \text{in } \Omega, \\
\quad \text{where } & A_\varepsilon u = -\varepsilon^2 \Delta u \chi_{F_\varepsilon} - \Delta u \chi_{M_\varepsilon} \quad \forall u \in D(A_\varepsilon), \\
\quad \text{with } & D(A_\varepsilon) = \left\{ u \in V_h, \ A_\varepsilon u \in L^2(\Omega), \ \frac{\partial u}{\partial n} \chi_{\partial F_\varepsilon} = -\frac{1}{\varepsilon^2} \frac{\partial u}{\partial n} \chi_{\partial M_\varepsilon} \right\},
\end{cases}
\]

(1.1)

with the following notations:

\( \Delta \) denotes the classical Laplacian operator, \( \Omega \) denotes a bounded rectangular open set of \( \mathbb{R}^3 \) of the form \( \Omega := \omega \times (0, L) \), \( \omega \) being a domain of \( \mathbb{R}^2 \) and \( L \) is a positive number, \( \frac{\partial u}{\partial n} \chi_{\partial M_\varepsilon} \) (resp. \( \frac{\partial u}{\partial n} \chi_{\partial F_\varepsilon} \)) denotes the outer normal to the lateral boundary of \( M_\varepsilon \) (resp. \( F_\varepsilon \)). The two horizontal variables \( x' := (x_1, x_2) \) or \( y := (y_1, y_2) \) will
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play a different role from that of the vertical one \(x_3\). The gradient and the Laplacian with respect to the horizontal variables will be denoted respectively by \(\nabla'\) and \(\Delta'\).

The space \(V_h\) (\(h\) stands for homogenization) is defined by

\[
V_h := \{u \in H^1(\Omega),\ u(x',0) = u(x',L) = 0\ \text{a.e.}\ x' = (x_1, x_2) \in \omega\},
\]

hence, \(V_h\) is the subspace of functions in \(H^1(\Omega)\) which vanish on the lower and the upper faces of \(\Omega\) which is assumed to be the reference configuration of a composite medium whose two components are a set \(F_\varepsilon\) of vertical cylindrical fibers and its complement, the matrix \(M_\varepsilon\).

Hence, the projection on the horizontal \(x'_1\)-plane of the set \(F_\varepsilon\) is made up of an \(\varepsilon\)-periodic set of disks while the complement of such set represents the projection of \(M_\varepsilon\). The characteristic functions of \(F_\varepsilon\) (resp. \(M_\varepsilon\)) are denoted by \(\chi_{F_\varepsilon}\) (resp. \(\chi_{M_\varepsilon}\)).

The fibers are distributed in \(\Omega\) with a period of size \(\varepsilon\) and the ratio between the conductivity coefficients of the two components is \(\varepsilon^{-2}\). Throughout the paper, for a measurable set \(B\) we denote by |\(B\)| its Lebesgue measure and by \(\chi_B\) its characteristic function. A generic positive constant the value of which may change from a line to another will be denoted by \(K\).

The geometric configuration of the medium may be described more precisely as follows.

Let \(C\) be a square of \(\mathbb{R}^2\) and let \(D\) be a disk strictly contained in \(C\). The complement of \(\overline{D}\) in \(C\) will be denoted by \(M'\) in such a way that \(C = M' \cup D\). We then define

\[
\begin{align*}
C_i^\varepsilon &= (\varepsilon C + \varepsilon i) \times (0, L); \quad I_\varepsilon = \{i \in \mathbb{Z}^2, C_i^\varepsilon \subset \Omega\}, \quad \omega = \bigcup_{i \in I_\varepsilon} (\varepsilon C + \varepsilon i); \\
\Omega &= \bigcup_{i \in I_\varepsilon} C_i^\varepsilon = \omega \times (0, L), \quad F_\varepsilon = \bigcup_{i \in I_\varepsilon} F_i^\varepsilon, \quad F_i^\varepsilon = D_i^\varepsilon \times (0, L) = (\varepsilon D + \varepsilon i) \times (0, L), \\
M_\varepsilon &= \bigcup_{i \in I_\varepsilon} M_i^\varepsilon, \quad M_i^\varepsilon = (C_i^\varepsilon \setminus \overline{D_i^\varepsilon}) \times (0, L) \text{ in such a way} \quad \Omega = F_\varepsilon \cup M_\varepsilon.
\end{align*}
\]

Figure 1. The composite structure after dilation which is also the reference cell \(Y\) in the homogenization setting.
In Figure 1 we have represented the representative cell $Y := C \times (0, L) = (\overline{D} \cup M') \times (0, L)$ which represents also the composite structure after dilation.

When dealing with the homogenization of a problem posed on the domain $\Omega$ with a geometry given by (1.3), a reduction of dimension $3d - 1d$ appears locally in each cell $C_x^\varepsilon$; a natural question then arises: what is the relationship between the homogenization process and the associated local reduction of dimension? One of the main points of this article is to show that homogenization does not lead to any new phenomena compared to the local dimension reduction phenomenon.

The geometry of the reduction of dimension $3d - 1d$ problem is the following: the composite medium consists of a single fiber $F_x := (\varepsilon D) \times (0, L)$ surrounded by the matrix $M_x = \varepsilon M' \times (0, L) = (\varepsilon (C \setminus \overline{D})) \times (0, L)$ in such a way the global domain depends now on the small parameter $\varepsilon$; it is defined by $\Omega_x := (\varepsilon C) \times (0, L) = F_x \cup M_x$ and it may be viewed as the configuration of a thin structure with the characteristic parameter $\varepsilon$.

In this setting, the spectral problem (1.1) takes the following form

\[
A_x v_x = \lambda_x v_x \quad \text{in } \Omega_x,
\]

where $A_x v = -\varepsilon^2 \Delta v \chi_{F_x} - \Delta v \chi_{M_x} \quad \forall v \in D(A_x),$

with $D(A_x) = \left\{ v \in V_s^\varepsilon, \ A_x v \in L^2(\Omega_x), \ \frac{\partial v}{\partial n} \chi_{\partial(\varepsilon D)} = -\frac{1}{\varepsilon^2} \frac{\partial v}{\partial n} \chi_{\partial(\varepsilon M')} \right\}$,

where the space $V_s^\varepsilon$ (the subscript "s" stands for singular perturbation) is now defined by

\[
V_s^\varepsilon := \left\{ v \in H^1(\Omega_x), \ v(x', 0) = v(x', L) = 0 \ \text{a.e. } x' = (x_1, x_2) \in \varepsilon C \right\}.
\]

In order to deal with a problem posed on the fixed domain $\Omega := C \times (0, L)$, we introduce the classical scaling $u_x(y', x_3) = v_x(\varepsilon y', x_3), \ y' \in C$ which implies

\[
\nabla_y' u_x(y, x_3) = \varepsilon \nabla' v_x(\varepsilon y, x_3) = \varepsilon \nabla' v_x(x', x_3), \ \forall (x', x_3) \in (\varepsilon C) \times (0, L),
\]

(this approach is of course not applicable in the homogenization setting in which we have to deal with $\varepsilon^{-2}$ such thin structures). This change of variables transforms the problem (1.4) into the following singular perturbation problem (recall that $M' := C \setminus \overline{D}$),

\[
A_x u = \lambda_x u \quad \text{in } \Omega,
\]

where $A_x u = \left( -\Delta' u - \varepsilon^2 \frac{\partial^2 u}{\partial x_3^2} \right) \chi_D + \left( -\frac{1}{\varepsilon^2} \Delta' u - \frac{\partial^2 u}{\partial x_3^2} \right) \chi_{M'}, \ \forall u \in D(A_x),$

with

\[
D(A_x) = \left\{ u \in V_s, \ A_x u \in L^2(\Omega), \ \frac{\partial u}{\partial n} \chi_{\partial D} = -\frac{1}{\varepsilon^2} \frac{\partial u}{\partial n} \chi_{\partial M'} \right\},
\]

$V_s$ being the space $V_s^\varepsilon$ corresponding to $\varepsilon = 1$ and defined in (1.5).

Note that the study of the asymptotic behavior of (1.4) is the so-called reduction of dimension problem $3d - 1d$ since when $\varepsilon$ goes to zero the three dimensional domain $\Omega_x = (\varepsilon C) \times (0, L)$ looks like the segment $(0, L)$. Remarkably, it appears that the homogenized problem is very similar to the limit problem describing the one-dimensional model in the local $3d - 1d$ reduction of dimension as explained in [23] (see also [19],[22]). This similarity is essentially due to the absence of oscillations in the vertical direction, whereas oscillations in the horizontal plane induce a local reduction of dimension.
We take advantage of that remark to limit ourselves to the complete study of the $3d - 1d$ problem which is technically simpler than the homogenization problem and we will only state the results within the framework of homogenization by referring to [23] for an adaptation of the proofs to the homogenization.

Homogenization of a medium with high contrast between its components leads in general to a limit model described by an equation with significant differences compared with the equation of the media at the scale $\varepsilon$, see [3], [4], [7], [12], [9], [19], [22], [23], [24], [25], [28]. Other settings have been studied in [2], [13], [14], [18].

Of course, this rule also fits for spectral problems, see for instance [28], [17], [23].

To describe the behavior of the eigenvalues of (1.7) (3d - 1d problem) or (1.1) (homogenization) we use the variational formulation. Note that for a fixed $\varepsilon$, $A_\varepsilon$ defined either by (1.1) or by (1.7) is a bounded selfadjoint operator with compact resolvent so that one can state the following well known result.

**Proposition 1.1.** Problem (1.1) (or problem (1.7)) admits a sequence of eigenvalues $(\lambda^k_\varepsilon)_k$, $0 < \lambda^1_\varepsilon \leq \lambda^2_\varepsilon \leq \ldots \leq \lambda^n_\varepsilon \leq \ldots$, with $\lim_{k \to \infty} \lambda^n_\varepsilon = +\infty$ while the associate eigenvectors $(u^k_\varepsilon)_k$ may be chosen as an orthonormal basis of $L^2(\Omega)$.

Taking into account this result, the variational formulation of (1.1) and of (1.7) are respectively the following ones

\[
\begin{cases}
    u^k_\varepsilon \in V_h, \\
    \int_\Omega (\varepsilon^2 \nabla u^k_\varepsilon \nabla \phi_M + \nabla u^k_\varepsilon \nabla \phi_{M^0}) dx = \lambda^k_\varepsilon \int_\Omega u^k_\varepsilon \phi dx, \\
    \forall \phi \in V_h,
\end{cases}
\]

\[
\begin{cases}
    u^k_\varepsilon \in V_s, \\
    \int_\Omega \left( \left( \nabla' u^k_\varepsilon \nabla' \phi + \varepsilon^2 \frac{\partial u^k_\varepsilon}{\partial x_3} \frac{\partial \phi}{\partial x_3} \right) \chi_F + \left( \frac{1}{\varepsilon^2} \nabla' u^k_\varepsilon \nabla' \phi + \frac{\partial u^k_\varepsilon}{\partial x_3} \frac{\partial \phi}{\partial x_3} \right) \chi_M \right) dy dx_3 \\
    = \lambda^k_\varepsilon \int_\Omega u^k_\varepsilon \phi dy dx_3, \forall \phi \in V_s,
\end{cases}
\]

where $F := D \times (0, L)$ and $M := (C \setminus D) \times (0, L)$.

We prove in Theorem 1.3 below that for each $k$, the limit $\lambda_k$ of the sequence of eigenvalues $(\lambda^k_\varepsilon)_\varepsilon$ of (1.7) (3d - 1d problem) is either equal to the first eigenvalue $\mu_1$ of the bidimensional Laplacian in the disk $D$ with homogeneous Dirichlet boundary condition or is on the left of $\mu_1$; furthermore, if $\lambda_k$ fulfills $0 < \lambda_k < \mu_1$, then $s(\lambda_k) := \lambda_k \left( 1 + \frac{|D|}{|C \setminus D|} + \frac{\lambda_k}{|C \setminus D|} \int_D u^k_0 \ dy \right)$ is an eigenvalue of $-\frac{d^2}{dx_3^2}$ in $(0, L)$ with homogeneous Dirichlet boundary condition; more precisely, $\lambda_k$ is a solution of the following coupled system

\[
\begin{cases}
    u^k_0(y) \in H^1(C), & -\Delta_y u^k_0 = \lambda_k u^k_0 + 1 \text{ in } D, \\
    u^k_0 = 0 & \text{on } \partial D, \\
    v_k \in H^1_0(0, L), & -\frac{d^2}{dx_3^2} v_k = \lambda_k \left( 1 + \frac{|D|}{|C \setminus D|} + \frac{\lambda_k}{|C \setminus D|} \int_D u^k_0 \ dy \right) v_k \text{ in } (0, L).
\end{cases}
\]

Similar results (Theorem 1.5) are obtained for the homogenization problem; the limit $\lambda_k$ of the sequence of eigenvalues $(\lambda^k_\varepsilon)_\varepsilon$ of (1.1) is either equal to the first eigenvalue $\mu_1$ of the bidimensional Laplacian in the disk $D$ with
homogeneous Dirichlet boundary condition or is on the left of $\mu_1$ and satisfies the coupled system

\begin{equation}
\begin{aligned}
&u_0^k \in H^1_{\#}(C), \quad -\Delta'_{y} u_0^k = \lambda_k u_0^k + 1 \quad \text{in } D, \\
u_0^k = 0 \quad \text{on } \partial D, \\
v_k \in L^2(\omega; H^1_0(0, L)), \\
-\frac{\partial^2 v_k}{\partial x_3^2} = \lambda_k \left(1 + \frac{|D|}{|C \setminus D|} + \frac{\lambda_k}{|C \setminus D|} \int_D u_0^k \, dy\right)v_k \quad \text{in } \Omega,
\end{aligned}
\end{equation}

(1.11)

where $H^1_{\#}(C)$ denotes the space of $C$–periodic functions in $H^1(C)$.

Let us notice the very close analogy between the two limit problems. Roughly speaking, the vibrations at the limit are those of the string $(0, L)$ modeled by the equation on $v$, which nevertheless contains a memory term $\int_D u_0(y)dy$ inherited from the initial vibrations in the horizontal directions of the soft part of the medium (the fibers) giving rise to a nonlocal system. The first equation of (1.11) is exactly the first one in (1.10) (the boundary condition $u_0^k = 0$ on $\partial D$ allows to extend $u_0^k$ by zero so that it may be viewed as an element of $H^1_{\#}(C)$ as in (1.11)); hence the only difference between (1.11) and (1.10) lies in $v_k$ arising in (1.11) is a function depending also on the variable $x' \in \omega$ while in (1.10) it depends only on the vertical variable $x_3 \in (0, L)$. The latter simply means that the homogenized model is a duplication through the horizontal plane $\omega$ of the phenomenon occurring in each cell.

Note the contrast with limit problems obtained with uniformly bounded operators with respect to the small parameter which are generally of the same nature as the original ones, see for instance [13], [14], [26].

Note also that the existence and the uniqueness of $u_0^k$ in (1.10) is ensured by the fact that $\lambda_k$ belongs to the resolvent $\rho(-\Delta'_{y})$ of $-\Delta'_{y}$ since $\lambda_k < \mu_1$.

The fact that $\int_D u_0^k \, dy \neq 0$ will be proved in section 2, see (2.17), using the constant $\mu_1^{-1}$ in the Poincaré inequality.

**Remark 1.2.** It is natural to ask what is the relationship between the problem (1.10) (or the problem (1.11)) and the classical formulation of eigenvalue problems. In fact, (1.10) is derived from the system (2.10) which in turn is derived from the equation (2.9) satisfied by the pair $(u_k, v_k)$, see the details of the proof in section 2 below. If one integrates the first equation of (2.10) over $D$, we get an equivalent formulation of (2.10) as follows

\begin{equation}
\begin{aligned}
&u_k(y, x_3) \in L^2((0, L); H^1(C)), \quad -\Delta'_{y} u_k(y, x_3) = \lambda_k u_k \quad \text{in } D \times (0, L), \\
u_k = v_k \quad \text{on } \partial D \times (0, L), \\
v_k \in H^1_0(0, L), \quad -\frac{\partial^2 v_k}{\partial x_3^2} + \frac{1}{|C \setminus D|} \int_{\partial D} \frac{\partial u_k}{\partial n} \, d\sigma = \lambda_k v_k \quad \text{in } (0, L).
\end{aligned}
\end{equation}

(1.12)

Another equivalent formulation of (1.12) is the following

\begin{equation}
A_0 \begin{pmatrix} u_k \\ v_k \end{pmatrix} = \lambda_k \begin{pmatrix} u_k \\ v_k \end{pmatrix}
\end{equation}

(1.13)
where the operator $A_0$ is defined by $A_0 : D(A_0) \to H := L^2(\Omega) \times L^2(0, L)$ with
\[
D(A_0) = \left\{ \left( \begin{array}{c} u \\ v \end{array} \right) \in L^2(0, L; H^1(D)) \times H^1_0(0, L); \quad A_0 \left( \begin{array}{c} u \\ v \end{array} \right) \in H, \ u = v \ on \ \partial D \right\},
\]
(1.14)

\[
A_0 \left( \begin{array}{c} u \\ v \end{array} \right) = \left( \begin{array}{c} -\Delta_y u \\ \frac{1}{|C \setminus D|} \int_{\partial D} \frac{\partial u}{\partial n} \ d\sigma \end{array} \right), \quad \forall \left( \begin{array}{c} u \\ v \end{array} \right) \in D(A_0).
\]

We see from (1.13) and (1.14) the sharp difference between the bounded selfadjoint operator $A_\varepsilon$ and the limit operator $A_0$ which is no more a bounded selfadjoint operator.

Of course, the same remark may be made about the homogenized problem given by (1.17).

From the technical point of view the main difficulty in the asymptotic analysis comes from the lack of compactness since we have to consider sequences of eigenvectors not bounded in $A$ (resp. the strong two-scale convergence in the case of homogenization) which allows to conclude the limit of an eigenvector $u_k^\varepsilon$ is still an eigenvector (i.e. $\neq 0$) is not straightforward. To overcome this difficulty, we will use an extension technique (see [10], [29]) combined with another slightly more intricate argument.

From now on and based on the previous comments, we will focus on the asymptotic analysis of the singular perturbation problem (1.9) (the study of the reduction of dimension occurring in each cell). This kind of problems is usually encountered in the study of thin structures, see for instance [16] and [21].

Our main results may be stated as follows.

**Theorem 1.3.** For each $k = 1, 2, ..., \ the sequence of eigenvalues $(\lambda_k^\varepsilon)_\varepsilon$ of (1.9) is bounded above by the first eigenvalue $\mu_1$ of $-\Delta^y$ in $H^1_0(D)$ and the associated sequence of eigenvectors $(u_k^\varepsilon)_\varepsilon$ is bounded in $L^2(0, L; H^1(C))$; if for a subsequence of $\varepsilon$, $\lambda_k^\varepsilon \to \lambda_k$ with $\lambda_k \neq \mu_1$, then there exists a solution $(\lambda_k, u_k^\varepsilon, v_k^\varepsilon) \in (0, \mu_1] \times L^2(0, L; H^1(C)) \times H^1_0(0, L)$ of (1.10) with $v_k \neq 0$ such that for the whole sequence $\varepsilon$, one has
\[
\lambda_k^\varepsilon \to \lambda_k, \quad (1.15)
\]
\[
u_k^\varepsilon \to \nu_k(y, x_3) := (\lambda_k u_k^\varepsilon + 1) v_k \ strongly \ in \ L^2(0, L; H^1(C)), \quad (1.16)
\]
\[
u_k^\varepsilon \chi_M \to \nu_k \chi_M \ strongly \ in \ L^2(C; H^1_0(0, L)). \quad (1.17)
\]

Any $\lambda_k$ such that $0 < \lambda_k < \mu_1$ is a simple eigenvalue of the limit operator $A_0$.

Conversely, problem (1.10) admits non trivial solutions such that $0 < \lambda_k < \mu_1$ and any $\lambda \in (0, \mu_1]$ which is an eigenvalue of (1.10) is a limit of a sequence $(\lambda_k^\varepsilon)_\varepsilon$ of eigenvalues of (1.9).

The unique accumulation point of the sequence $(\lambda_k)_k$ is the first eigenvalue $\mu_1$ of $-\Delta^y$; hence $\lim_{k \to +\infty} \lambda_k = \mu_1$.

**Remark 1.4.** The property $v_k \neq 0$ may be deduced from the strong convergence (1.16) of the eigenvectors but we prefer to write it explicitly to highlight the fact that $v_k$ is always an eigenvector of $-\frac{d^2}{dx_3^2}$ with Dirichlet boundary condition.

Regarding the homogenization problem, the result is in all respects similar to that of $3d - 1d$. We state it through the following theorem which is the homogenized version of Theorem 1.3. To state the results, we need the use of the two-scale convergence, see [11], [20], [28]. We use the notation $2^{-\varepsilon} \chi$ (resp. $2^{-\varepsilon} \chi$) for the two-scale convergence (resp. the strong two-scale convergence).
Theorem 1.5. For each \( k = 1, 2, \ldots \), the sequence of eigenvalues \( (\lambda_k^\varepsilon)_\varepsilon \) of \( L^\varepsilon \) is bounded above by the first eigenvalue \( \mu_1 \) of \( -\Delta' \) in \( H_0^1(D) \) and the associated sequence of eigenvectors \( (u_k^\varepsilon)_\varepsilon \) is bounded in \( L^2(0, L; H^1(\omega)) \); if for a subsequence of \( \varepsilon \), \( \lambda_k^\varepsilon \to \lambda_k \) with \( \lambda_k \neq \mu_1 \), then there exists a solution \( (\lambda_k, u_k^0, v_k) \in (\mu_0, \mu_1] \times L^2(0, L; H^1_0(C)) \times L^2(\omega; H^1_0(0, L)) \) of \( L^\varepsilon \) with \( v_k \neq 0 \) such that for the whole sequence \( \varepsilon \), one has
\begin{equation}
(1.18)
\lambda_k^\varepsilon \to \lambda_k,
\end{equation}
with the following corrector result
\begin{equation}
(1.19)
u_k^\varepsilon \to u_k(x, y) := (\lambda_k u_k^0 + 1)v_k,
\end{equation}
Any \( \lambda_k \) such that \( 0 < \lambda_k < \mu_1 \) is a simple eigenvalue of the limit operator \( A_0 \).

Conversely, any eigenvalue \( \lambda \in (0, \mu_1] \) of problem \( L^\varepsilon \) is a limit of a sequence \( (\lambda_k^\varepsilon)_\varepsilon \) of eigenvalues of \( L^\varepsilon \).

Remark 1.6. Note that the structure of the limit spectrum is quite complicated because not only the mean value
\[
\int_D u_k^0 dy
\]
arisin" in the second equation of the limit system must be calculated by the use of the first equation of the system but the function \( u_k^0 \) itself depends on the corresponding eigenvalue as shown by the first equation; hence,
\[
\lambda_k \left( 1 + \frac{|D|}{|C \setminus D|} + \frac{\lambda_k}{|C \setminus D|} \right) \int_D u_k^0 dy
\]
which is an eigenvalue of \( -\frac{d^2}{dx_3^2} \) is not completely known in terms of \( \lambda_k \).

However, we will prove (see (2.41)) that for \( 0 < \lambda_k < \mu_1 \), the second equation describing the vibrations of the string \((0, L)\) may be written as
\begin{equation}
(1.21)
-\frac{d^2 v_k}{dx_3^2} = \delta(\lambda) v_k \text{ with } \delta(\lambda) := C\lambda + C' \sum_{n=1}^{\infty} c_n^2 \lambda^2 \mu_n - \lambda,
\end{equation}
where \( C, C' \) denote positive constants and \( c_n := \int_D f_n dy \) where \( (f_n)_n \) denotes the orthonormal basis in \( L^2(D) \) made up of eigenfunctions associated to the increasing sequence \( (\mu_n)_n \) of eigenvalues of \( -\Delta' \) with Dirichlet boundary condition. Of course, the spectrum \( \sigma_0 \) of the limit operator \( A_0 \) contains eigenvalues on the right of \( \mu_1 \); in particular, (1.21) shows that any eigenvalue \( \mu_n \) of \( -\Delta' \) such that \( c_n = \int_D f_n dy \neq 0 \) is an accumulation point of \( \sigma_0 \).

Our result states that the limits \( \lambda_k \) make up a part of the spectrum \( \sigma_0 \) of \( A_0 \), namely the values of \( \sigma_0 \) located on the left of \( \mu_1 \).

Remark also that in the homogenization setting, the analogous result of the convergence (1.17) is the convergence
\[
\int \left( \frac{\partial u_k}{\partial x_3} - \frac{\partial v_k}{\partial x_3} \right)^2 \chi_{M_k}(x') dx \to 0
\]
obtained from the corrector result (1.20). However, the latter does not mean that the sequence \( u_k^0 \chi_{M_k} \) converges strongly in \( L^2(\omega; H_0^1(0, L)) \) to \( |C \setminus D| v_k \) (we have assumed \( |C| = 1 \)) in which case this convergence would be the exact analogue of (1.17). Unfortunately, because of the oscillations induced by the homogenization process, such exact analogue of (1.17) is false. This is one of the few differences between the 3d - 1d problem and the homogenization problem.

Finally we point out other possible scalings of the form \( \varepsilon^l \chi_{F_\varepsilon} + \varepsilon^l \chi_{M_\varepsilon} \) as addressed in [11], [12], [25]. For instance in the static case, one can refer to [11]. The critical case giving rise to a coupled system at the limit is the one corresponding to \( \lim \varepsilon^{l-2} = l \in [0, +\infty) \) which we consider here.
In order to highlight the close analogy between the 3d − 1d limit problem and the homogenized problem, the macroscopic variable \(x\) will be denoted by \(x = (y, x_3)\), \(y \in V\) in the study of the 3d − 1d problem for which \(\Omega := C \times (0, L)\) while in the homogenization problem \(x\) will be denoted by \(x = (x', x_3)\), \(x' \in \omega := \bigcup_{i \in I_\varepsilon} (\varepsilon C + \varepsilon i)\) since \(\Omega := \bigcup_{i \in I_\varepsilon} (\varepsilon C + \varepsilon i) \times (0, L)\) so that each \(x' \in \omega\) may be written as \(x' = \varepsilon y + \varepsilon i\), \(i \in I_\varepsilon\). In the case of a single thin structure \(\Omega_\varepsilon = (\varepsilon C) \times (0, L)\), \(\Omega := C \times (0, L)\) is obtained from \(\Omega_\varepsilon\) by the scaling \(x' = \varepsilon y, \ y \in C\), making our notations homogeneous.

Before proceeding to prove the results in the next sections, it should be pointed out the study can be extended to the case of operators in divergence form. In that case, we have to take into account at the limit the contribution of the anisotropy of the heavy part of the material (here the matrix) as shown in [24]. On the other hand, one can consider other scalings of the form \(\varepsilon^\gamma \chi_{F_\varepsilon} + \varepsilon^\delta \chi_{M_\varepsilon}\) as addressed in [11], [12], [25] in the static case. For instance in the case of operators in divergence form, in the study of the limit problem and the homogenized problem, \(d\) loosely speaking the structure of the limit problem depends on the limit of the ratio \(\varepsilon^{\delta - 2}\), the critical case giving rise to a coupled system at the limit is the one corresponding to \(\lim \varepsilon^{\delta - 2} = \ell \in ]0, +\infty[\).

In the following we study in detail the dimension reduction problem and then indicate briefly the few technical changes needed in the proofs of the result in the framework of homogenization, see also [23].

### 2. Proof of the Results in the Case of a Single Thin Structure: The Reduction of Dimension 3d − 1d

#### 2.1. Apriori estimate on the sequence of eigenvalues and eigenvectors.

**Proposition 2.1.** For each \(k \in \{1, 2, \ldots\}\), the sequence \((\lambda_k, u_k)\) of eigenpairs of (1.9) is bounded in \(\mathbb{R} \times L^2(0, L; H^1(C))\). There exist \((\lambda_k, u_k, v_k) \in (0, \mu_1) \times L^2(0, L; H^1(C)) \times H^1_0(0, L)\) and a subsequence of \(\varepsilon\) still denoted by \(\varepsilon\) such that

\[
\begin{align*}
(2.1) & \quad u^k \rightharpoonup u_k \text{ weakly in } L^2(0, L; H^1(C)) \text{ and } u_k(y, x_3) = v_k(x_3) \text{ in } M = (C \setminus D) \times (0, L), \\
(2.2) & \quad \frac{\partial u^k}{\partial x_3} \chi_M \rightharpoonup \frac{dv_k}{dx_3} \chi_M \text{ weakly in } L^2(\Omega), \\
(2.3) & \quad \lambda^k \rightharpoonup \lambda_k.
\end{align*}
\]

**Proof.** We first prove an apriori estimate on the sequence of eigenvalues which will play a key role in the sequel.

Let \(\lambda^0_k\) be the k-th eigenvalue of \(-\frac{d^2}{dx_3^2}\) in \((0, L)\) with homogeneous Dirichlet boundary conditions and let \(\mu_1\) be the first eigenvalue of \(-\Delta_y\) in \(D\) with homogeneous Dirichlet boundary condition.

We claim that

\[
\forall \varepsilon, \quad \forall k \in \{1, 2, \ldots\}, \quad \lambda^k \leq \mu_1 + \varepsilon^2 \lambda^0_k.
\]

Indeed, we use the well known min-max formula giving the k-th eigenvalue \(\lambda^k\) of (1.9),

\[
\lambda^k = \min_{\forall V_k \subset V, \ u \in V_k} \max_{\forall \varepsilon \in V_k} \left(\int_{\Omega} \left( \left( \left| \nabla_y u \right|^2 + \varepsilon^2 \left| \frac{\partial u}{\partial x_3} \right|^2 \right) \chi_F + \frac{1}{\varepsilon^2} \left| \nabla_y u \right|^2 + \left| \frac{\partial u}{\partial x_3} \right|^2 \right) \chi_M \right) \ dy \ dx_3
\]

\[
\int_{\Omega} |u|^2 \ dy \ dx_3
\]

where the space \(V_s\) is defined by (1.5) (with \(\varepsilon = 1\)) and the min runs over all subspaces \(V_k\) of \(V_s\) with finite dimension \(k\).
Let \( \phi(y) \) be an eigenvector associated to \( \mu_1 \) extended by zero in \( C \setminus D \). Then \( \phi(y)\psi(x_3) \) belongs to \( V_s \) for any \( \psi \in H_0^1([0, L]) \) and \( \phi\psi = 0 \) in \( M := (C \setminus D) \times (0, L) \).

Let \( V^k \) be the subspace of \( V_s \) spanned by \( \{ \phi v^1, \phi v^2, \ldots, \phi v^k \} \) where \( v^1, v^2, \ldots, v^k \) denote the associated eigenvectors to the first \( k \) eigenvalues \( \lambda_1^0, \lambda_2^0, \ldots, \lambda_k^0 \) of \( -\frac{d^2}{dx_3^2} \) with homogeneous Dirichlet boundary conditions.

For any \( u = \alpha_1 \phi v^1 + \ldots + \alpha_k \phi v^k \in V^k \), we have \( u = 0 \) in \( M \) and since \( v^1, v^2, \ldots, v^k, \ldots \) is an orthonormal basis in \( H_0^1([0, L]) \) we also have

\[
\begin{align*}
\int_{\Omega} u^2 dy \, dx_3 &= \int_D \phi^2 dy \int_0^L (\alpha_1^2(v^1)^2 + \ldots + \alpha_k^2(v^k)^2) \, dx_3 \\
&= (\alpha_1^2 + \ldots + \alpha_k^2) \int_D |\phi|^2 dy \\
\int_{\Omega} |\nabla_y u|^2 dy \, dx_3 &= (\alpha_1^2 + \ldots + \alpha_k^2) \int_D |\nabla_y \phi|^2 dy \\
&= (\alpha_1^2 + \ldots + \alpha_k^2) \int_D |\phi|^2 dy,
\end{align*}
\]

(2.6)

Note that the equality occurring in the fifth line of (2.6) is a consequence of the equation \(-\Delta_y \phi = \mu_1 \phi\) in \( D \). Hence, using (2.6) in the min-max formula above, we get estimate (2.4).

We obtain that \( \lambda_k \in (0, \mu_1) \) by passing to the limit (for a subsequence of \( \varepsilon \)) in (2.4).

Turning back to (1.9) and taking \( u_k \) (with \( \| u_k \|_{L^2(\Omega)} = 1 \)) as a test function, we get

\[
\int_{\Omega} \left( \left( \vspace{1mm} \nabla^2 u_k^x \right)^2 + \varepsilon^2 \left( \frac{\partial u_k^x}{\partial x_3} \right)^2 \right) \chi_F + \left( \frac{1}{\varepsilon^2} \left( \nabla^2 u_k^x \right)^2 + \left( \frac{\partial u_k^x}{\partial x_3} \right)^2 \right) \chi_M \right) dy \, dx_3 = \lambda_k \leq K.
\]

The last estimate implies that \( \nabla^2 u_k^x \chi_M(y) \rightarrow \nabla^2 u_k \chi_M \) weakly in \( L^2(\Omega) \). But \( \nabla^2 u_k \chi_M \) which is bounded in \( L^2(\Omega) \) by \( C\varepsilon \) strongly converges to zero in \( L^2(\Omega) \). Hence, \( \nabla^2 u_k \chi_M = 0 \) which means that \( u_k = v_k(x_3) \) for some \( v_k \in L^2(0, L) \) a.e. in \( M \). The sequence \( u_k^x \chi_M(y) \) (note that the characteristic functions \( \chi_F \) and \( \chi_M \) depend only on the horizontal variable \( y \)) is bounded in \( L^2(C; H^1_0(0, L)) \) since \( \partial u_k^x/\partial x_3 \chi_M \) is bounded in \( L^2(\Omega) \) so that for a subsequence \( \partial u_k^x/\partial x_3 \chi_M \rightarrow \partial v_k/\partial x_3 \chi_M \) weakly in \( L^2(\Omega) \). Hence \( v_k \in H^1_0(0, L) \) and the convergence (2.2) holds true. The proof of Proposition 2.1 is complete.

2.2. The limit problem associated to (1.9). Choosing a test function \( \phi = \bar{\psi} \) in the form \( \phi = \bar{\psi} \) \( \bar{\psi}(x_3) \in M \) and \( (\bar{\psi}, \bar{v}) \in V_s \times H^1_0(0, L) \), we get from (1.9)

\[
\int_{\Omega} \left( \left( \vspace{1mm} \nabla^2 u_k^x \nabla \bar{\psi} + \varepsilon^2 \frac{\partial u_k^x}{\partial x_3} \frac{\partial \bar{\psi}}{\partial x_3} \right) \chi_F + \frac{\partial u_k^x}{\partial x_3} \frac{\partial \bar{v}}{\partial x_3} \chi_M \right) dy \, dx_3 = \lambda_k \int_{\Omega} u_k^x \bar{\psi} \, dx_3.
\]

(2.8)
Passing to the limit in this equation, we get with the help of (2.1)
\begin{equation}
(u_k, v_k) \in L^2(0, L; H^1(C)) \times H^1_0(0, L), \ u_k = v_k \text{ in } M,
\end{equation}
\begin{equation}
\left\{
\begin{array}{l}
\int_{\Omega} (\nabla' u_k \nabla' \bar{u} + \frac{d\bar{v}_k}{dx_3} \frac{dv}{dx_3} \chi_M) dy dx_3 = \lambda_k \int_{\Omega} u_k \bar{u} dy dx_3, \\
\forall (\bar{u}, \bar{v}) \in V_u \times H^1_0(0, L), \ \bar{u} = \bar{v} \text{ in } M.
\end{array}
\right.
\end{equation}
(2.9)

Finally a density argument allows to extend (2.9) to all test functions \( \bar{u} \in L^2(0, L; H^1(C)) \) such that \( \bar{u} = \bar{v} \) in \( M \) and \( \bar{v} \in H^1_0(0, L) \).

Choosing successively in (2.9) \( \bar{u} \in L^2(0, L; H^1(C)) \) such that \( \bar{u} = 0 \) in \( M \) and then \( \bar{u} \in L^2(0, L; H^1(C)) \) such that \( \bar{u} = \bar{v} \in H^1_0(0, L) \) almost everywhere in \( \Omega \) and bearing in mind the geometry of \( \Omega := C \times (0, L) = ((C \setminus D) \cup D) \times (0, L) \), we get that the limit problem (2.8) may be split into two equations leading to the following equivalent system
\begin{equation}
\left\{
\begin{array}{l}
u_k(y, x_3) \in L^2((0, L); H^1(C)), \ -\Delta_y u_k(y, x_3) = \lambda_k u_k \text{ in } D \times (0, L), \\
u_k = v_k \text{ on } \partial D \times (0, L), \\
v_k \in H^1_0(0, L)), \ -\frac{d^2 v_k}{dx_3^2} = \lambda_k v_k + \frac{\lambda_k}{|C \setminus D|} \int_D u_k dy \text{ in } (0, L).
\end{array}
\right.
\end{equation}
(2.10)

**Remark 2.2.** Eigenvectors of (2.10) corresponding to eigenvalues \( \lambda_k < \mu_1 \) are pairs \((u_k, v_k)\) made up of two inseparable elements. In particular, if \( v_k = 0 \) then \( u_k = 0 \) as shown by (2.10). Indeed, otherwise \( u_k \) should be an eigenvector of \(-\Delta_y\) associated to the eigenvalue \( \lambda_k < \mu_1 \) which is a contradiction. Conversely if \( u_k = 0 \) then \( v_k = 0 \) since almost everywhere in \((0, L)\), we have \( v_k = u_k \) on the boundary of \( D \). Hence, the eigenvectors \((u_k, v_k)\) of the limit operator are such that \( u_k \neq 0 \) and \( v_k \neq 0 \).

We now prove that (1.10) and (2.10) are equivalent if one defines \( u_k \) by (2.11) and then we will improve the lower bound of the limit eigenvalues using (1.10).

**Proposition 2.3.** If \((\lambda_k, u_k, v_k)\) solves the system (2.10) with \( 0 < \lambda_k < \mu_1 \), then \( v_k \neq 0 \) and \( u_k \) writes as
\begin{equation}
u_k(y, x_3) = (\lambda_k u_0^k(y) + 1) v_k(x_3)
\end{equation}
where \((\lambda_k, u_0^k, v_k)\) solves (1.10). Furthermore, there exists a positive constant \( \mu_0 \) depending both on \( \mu_1 \) and on the first eigenvalue of \(-\frac{d^2}{dx_3^2}\) in \( H^1_0(0, L) \) such that \( \lambda_k \geq \mu_0 \) for all \( k \).

**Proof.** Assume that \((u_k, v_k)\) is a non trivial solution of (2.10), i.e, \((u_k, v_k)\) is an eigenvector of the limit operator. Then according to the Remark 2.2 above, \( u_k \neq 0 \) and \( v_k \neq 0 \).

Dividing by \( v_k \) in the first system of (2.10), one can check easily that \( w_k := \frac{u_k}{v_k} - 1 \) is the unique solution of
\begin{equation}
\left\{
\begin{array}{l}
-\Delta_y w_k = \lambda_k w_k + \lambda_k \text{ in } D \\
w_k = 0 \text{ on } \partial D.
\end{array}
\right.
\end{equation}
(2.12)

Note that the uniqueness of \( w_k \) is ensured since \( \lambda_k < \mu_1 \) belongs to the resolvent of \(-\Delta_y\). On the other hand, the function \( \lambda_k u_0^k \) where \( u_0^k \) is defined in (1.10) is also a solution of (2.12) so that the equality \( w_k := \frac{u_k}{v_k} - 1 = \lambda_k u_0^k \) holds true and therefore (2.11) follows. Using (2.11) in (2.10) we get (1.10).

We now make more precise the lower bound of the sequence of eigenvalues and we prove at the meanwhile that \( \int_D u_0^k(y) dy > 0 \).
Multiplying the first equation of (1.10) by \( u_0^k \) and using \( \mu_1^{-1} \) as the constant (it is in fact the best one) in the Poincaré’s inequality, we get

\[
(2.13) \quad \int_D u_0^k(y) \, dy = \int_D |\nabla_y u_0^k(y)|^2 \, dy - \lambda_k \int_D |u_0^k(y)|^2 \, dy \geq \left( 1 - \frac{\lambda_k}{\mu_1} \right) \int_D |\nabla_y u_0^k(y)|^2 \, dy.
\]

On the other hand, the first eigenvalue \( \mu_1 \) is characterized by

\[
(2.14) \quad \mu_1 = \inf_{u \in H_0^1(D) \setminus \{0\}} \frac{\| \nabla_y u \|_{L^2(D)}^2}{\| u \|_{L^2(D)}^2}.
\]

Hence the following estimate holds true

\[
(2.15) \quad \int_D |\nabla_y u_0^k(y)|^2 \, dy \geq \mu_1 \int_D |u_0^k(y)|^2 \, dy.
\]

From (2.13), we derive with the help of (2.15)

\[
(\mu_1 - \lambda_k) \int_D |u_0^k(y)|^2 \, dy \leq \int_D u_0^k(y) \, dy \leq \sqrt{|D|} \left( \int_D |u_0^k(y)|^2 \, dy \right)^{\frac{1}{2}},
\]

and then from (2.16) we deduce

\[
(2.17) \quad 0 < \int_D u_0^k(y) \, dy \leq \frac{|D|}{\mu_1 - \lambda_k}.
\]

By virtue of the last equation in (1.10), \( \hat{\lambda}_k := \lambda_k \left( 1 + \frac{|D|}{|C \setminus D|} + \frac{\lambda_k}{|C \setminus D|} \right) \int_D u_0^k \, dy \) is an eigenvalue of \( -\frac{\partial^2}{\partial x_3^2} \) so that \( \hat{\lambda}_k \geq \lambda_0 \) where \( \lambda_0 \) denotes the first eigenvalue of \( -\frac{\partial^2}{\partial x_3^2} \). Using the second inequality of (2.17) we get

\[
(2.18) \quad \lambda_k \left( 1 + \frac{|D|}{|C \setminus D|} + \lambda_k \frac{|D|}{|C \setminus D|(\mu_1 - \lambda_k)} \right) \geq \hat{\lambda}_k \geq \lambda_0.
\]

Hence, \( \lambda_k \geq \mu_0 := \phi^{-1}(\lambda_0) \) where \( \phi \) is the continuous increasing function defined on \((0, \mu_1)\) by

\[
\phi(t) = t \left( 1 + \frac{|D|}{|C \setminus D|} + t \frac{|D|}{|C \setminus D|(\mu_1 - t)} \right).
\]

\[ \square \]

So far, we have not yet proved that \( (u_k, v_k) \) is indeed an eigenvector of the limit operator; this is the purpose of the next subsection.

2.3. The strong convergence of the eigenvectors. We prove the following compactness result.

**Proposition 2.4.** For each \( k \), there exists a subsequence of \( \varepsilon \) such that the sequence of solutions \( u^k \) of (1.9) converges strongly in \( L^2(\Omega) \) to the eigenvector \( u_k \) of (2.10).

**Proof.** One can extend \( u^k \) from \( M \) to the whole \( \Omega \) in such a way the extension \( U^k \) fulfills \( U^k \in V_\varepsilon, \; U^k = u^k \) in \( M \) and

\[
(2.19) \quad \| \nabla U^k \|_{L^2(\Omega)} \leq K \| \nabla u^k \|_{L^2(M)}, \quad \left\| \frac{\partial U^k}{\partial x_3} \right\|_{L^2(\Omega)} \leq K \left\| \frac{\partial u^k}{\partial x_3} \right\|_{L^2(M)}.
\]

Note that the extension only affects the horizontal variable \( y \) so that the Dirichlet boundary condition on the upper and lower faces of \( \Omega (x_3 = 0 \text{ or } x_3 = L) \) is preserved, see for instance [6], [10], [29].

In addition, one can assume that such extension satisfies the following equation

\[
(2.20) \quad -\Delta_y U^k - \varepsilon^2 \frac{\partial^2 U^k}{\partial x_3^2} = 0 \quad \text{in } F.
\]
Indeed, if (2.20) is not true for $U^k_{\varepsilon}$, then one can introduce the function $W^k_{\varepsilon}$ as the unique solution of

$$
W^k_{\varepsilon} \in V,
$$

(2.21)

$$
\int_F \left( \frac{1}{\varepsilon^2} \nabla_y W^k_{\varepsilon} \nabla_y \phi + \frac{\partial W^k_{\varepsilon}}{\partial \phi_{x_3}} \right) dy \, dx = \int_F \left( \frac{1}{\varepsilon^2} \nabla_y U^k_{\varepsilon} \nabla_y \phi + \frac{\partial U^k_{\varepsilon}}{\partial \phi_{x_3}} \right) dy \, dx,
$$

for all $\phi \in V$.

where $V := \{ u \in V_s, u = 0 \text{ on } \partial D \times (0, L) \}$ (recall that $V_s := V^\varepsilon_s$ with $\varepsilon = 1$ where $V^\varepsilon_s$ is defined by (1.5)). Hence, $V$ is the subspace of $V_s$ of functions vanishing in $M$. By the Lax-Milgram Theorem we get existence and uniqueness for $W^k_{\varepsilon}$. Choosing $\phi = W^k_{\varepsilon}$, the last equation leads to

$$
-\frac{1}{\varepsilon^2} \Delta_y W^k_{\varepsilon} - \frac{\partial^2 W^k_{\varepsilon}}{\partial \phi_{x_3}} = -\frac{1}{\varepsilon^2} \Delta_y U^k_{\varepsilon} - \frac{\partial^2 U^k_{\varepsilon}}{\partial \phi_{x_3}} \quad \text{in } F.
$$

(2.22)

On the other hand, using equation (2.21) with $\phi = W^k_{\varepsilon}$, we get the following estimate with the help of (2.19) and (2.7)

$$
\begin{align*}
\left\| \frac{1}{\varepsilon} \nabla' W^k_{\varepsilon} \right\|_{L^2(F)} &+ \left\| \frac{\partial W^k_{\varepsilon}}{\partial x_3} \right\|_{L^2(F)} & \leq K \left( \left\| \nabla' U^k_{\varepsilon} \right\|_{L^2(F)} + \left\| \frac{\partial U^k_{\varepsilon}}{\partial x_3} \right\|_{L^2(F)} \right), \\
\leq K \left( \left\| \nabla' u^k_{\varepsilon} \right\|_{L^2(M)} + \left\| \frac{\partial u^k_{\varepsilon}}{\partial x_3} \right\|_{L^2(M)} \right) & \leq K.
\end{align*}
$$

(2.23)

Multiplying equation (2.22) by $\varepsilon^2$, we see that $u^k_{\varepsilon}$ defined by $u^k_{\varepsilon} = U^k_{\varepsilon} - W^k_{\varepsilon}$ is indeed an extension which fulfills equation (2.20) and preserves the a priori estimate (2.19). Note that functions of $V$ may be extended by zero inside $M$ so that $u^k_{\varepsilon}$ is still an extension of $u^k_{\varepsilon}$ from $M$ to the whole $\Omega$.

In the sequel, we will still denote the extension of $u^k_{\varepsilon}$ satisfying (2.19) and (2.20) by $U^k_{\varepsilon}$.

Consider now the sequence defined in $\Omega$ by $z^k_{\varepsilon} = u^k_{\varepsilon} - U^k_{\varepsilon}$. If we prove that $z^k_{\varepsilon}$ admits a strongly converging subsequence in $L^2(\Omega)$ then we can deduce the existence of such subsequence for $u^k_{\varepsilon}$ since $U^k_{\varepsilon}$ is bounded in $H^1(\Omega)$ by virtue of (2.19) and (2.7) and therefore admits a strongly converging subsequence in $L^2(\Omega)$ according to the Rellich imbedding theorem.

We first derive the following equation on $z^k_{\varepsilon}$ by the use of (1.7) together with (2.20)

$$
z^k_{\varepsilon} \in V_s, \quad -\Delta_y z^k_{\varepsilon} - \varepsilon^2 \frac{\partial^2 z^k_{\varepsilon}}{\partial \phi_{x_3}} = \lambda^k_{\varepsilon} z^k_{\varepsilon} + \lambda_{\varepsilon} U^k_{\varepsilon} \quad \text{in } F,
$$

(2.24)

Since $u^k_{\varepsilon}$ and $U^k_{\varepsilon}$ are bounded respectively in $L^2(0, L; H^1(C))$ and $H^1(\Omega)$, the sequence $z^k_{\varepsilon}$ is bounded in $L^2(0, L; H^1(C))$. Hence, there exist a subsequence and $z_k \in L^2(0, L; H^1(C))$ such that

$$
z^k_{\varepsilon} \rightharpoonup z_k \quad \text{weakly in } L^2(0, L; H^1(C)).
$$

Therefore, denoting by $U_k$ the weak limit in $H^1(\Omega)$ of the corresponding subsequence $U^k_{\varepsilon}$, one can pass easily to the limit in (2.24) to get the equation

$$
\begin{align*}
z_k & \in L^2(0, L; H^1(C)), \quad -\Delta_y z_k = \lambda_k z_k + \lambda_k U_k \quad \text{in } F, \\
z_k & = 0 \quad \text{on } \partial D \times (0, L).
\end{align*}
$$

(2.25)

Note that by construction, $z^k_{\varepsilon} = 0$ in $M = (C \setminus D) \times (0, L)$ so that the convergence $z^k_{\varepsilon} \chi_M(y) \rightharpoonup z_k \chi_M(y)$ weakly in $L^2(\Omega)$. 
shows that \( z_k = 0 \) in \( M \) which is equivalently expressed by the boundary condition of (2.25).

More generally, given a bounded sequence \((f_\varepsilon)\) in \( L^2(\Omega) \) and \( f \in L^2(\Omega) \), we now consider equations of the form

\[
\begin{cases}
  w_\varepsilon \in V_s, & -\Delta_y w_\varepsilon - \varepsilon^2 \frac{\partial^2 w_\varepsilon}{\partial x_3^2} = \lambda^k_w w_\varepsilon + f_\varepsilon \quad \text{in } F, \\
  w_\varepsilon = 0 & \text{on } \partial D \times (0, L),
\end{cases}
\]

(2.26)

and

\[
\begin{cases}
  w \in L^2(0, L; H^1(\Omega)), & -\Delta_y w = \lambda w + f \quad \text{in } F, \\
  w = 0 & \text{on } \partial D \times (0, L).
\end{cases}
\]

(2.27)

Regarding the sequence of solutions of (2.26), the following lemma holds true.

**Lemma 2.5.** Assume that \( \lambda^k_w \to \lambda_k \) with \( \lambda_k < \mu_1 \) and that \( f_\varepsilon \rightharpoonup f \) weakly in \( L^2(\Omega) \). Then the sequence \( w_\varepsilon \) is bounded in \( L^2(0, L; H^1(\Omega)) \) and for the whole sequence \( \varepsilon \), \( w_\varepsilon \rightharpoonup w \) weakly in \( L^2(0, L; H^1(\Omega)) \) where \( w \) is the unique solution of (2.27).

**Proof.** First, one can check that \( \mu_1 \) satisfies the inequality \( \mu_1 \leq \delta_1 \) where \( \delta_1 \) denotes the first eigenvalue of the operator \(-\Delta_y - \varepsilon^2 \frac{\partial^2}{\partial x_3^2}\) in \( H^1_0(F) \) so that for sufficiently small \( \varepsilon \), \( \lambda^k_w \) belongs to the resolvent of that operator and consequently the existence and the uniqueness of \( w_\varepsilon \) follow. Hence, we only have to prove that \( w_\varepsilon \) is bounded in \( L^2(0, L; H^1(\Omega)) \), the limit problem (2.27) satisfied by \( w \) can be established exactly by the same process already used in the proof of (2.25).

The main ingredient to get that apriori estimate relies on the Poincaré inequality

\[
\int_D |u|^2 \, dy \leq \frac{1}{\mu_1} \int_D |\nabla_y u|^2 \, dy \quad \forall u \in H^1_0(D),
\]

combined with the assumption \( \lambda_k < \mu_1 \).

Multiplying equation (2.26) by \( w_\varepsilon \) and integrating, we get

\[
\int_0^L \int_D |\nabla_y w_\varepsilon|^2 \, dy \, dx_3 \leq \lambda^k_w \int_0^L \int_D |w_\varepsilon|^2 \, dy \, dx_3 + \| f_\varepsilon \|_{L^2(\Omega)} \| w_\varepsilon \|_{L^2(F)}. \tag{2.29}
\]

Choosing \( u = w_\varepsilon(\cdot, x_3) \) with \( x_3 \in (0, L) \) and integrating (2.28) over \((0, L)\), we infer

\[
\int_0^L \int_D |w_\varepsilon|^2 \, dy \, dx_3 \leq \frac{1}{\mu_1} \int_0^L \int_D |\nabla_y w_\varepsilon|^2 \, dy \, dx_3. \tag{2.30}
\]

Let \( \delta > 0 \) be such that \( 0 < \lambda_k < \delta < \mu_1 \). Turning back to (2.29) and using (2.30), we get for \( \varepsilon \) sufficiently small,

\[
\left(1 - \frac{\delta}{\mu_1}\right) \int_0^L \int_D |\nabla_y w_\varepsilon|^2 \, dy \, dx_3 \leq \| f_\varepsilon \|_{L^2(\Omega)} \| w_\varepsilon \|_{L^2(F)}. \tag{2.31}
\]

Since \( f_\varepsilon \) is bounded in \( L^2(\Omega) \), applying once again inequality (2.30), we derive from (2.31) the estimate

\[
\int_0^L \int_D |\nabla_y w_\varepsilon|^2 \, dy \, dx_3 \leq K. \tag{2.32}
\]

The estimates (2.30) and (2.32) show that \( w_\varepsilon \) is bounded in \( L^2(0, L; H^1(D)) \) and thus in \( L^2(0, L; H^1(\Omega)) \) since \( w_\varepsilon \) is equal to zero in \( C \setminus D \).
We continue the proof of the Proposition 2.4 in the following way. Multiplying equations (2.24) and (2.26) respectively by \( w \) and by \( z^k \) and integrating we get
\[
\int_F \left( \nabla' z^k \nabla' w + \varepsilon^2 \frac{\partial z^k}{\partial x_3} \frac{\partial w}{\partial x_3} \right) \, dydx_3 = \lambda^k \int_F z^k w \, dydx_3 + \lambda^k \int_F U^k w \, dydx_3 = (2.33)
\]
Since \( U^k \) is bounded in \( H^1(\Omega) \), there exist a subsequence of \( \varepsilon \) and \( U_k \in H^1(\Omega) \) such that \( U^k \rightarrow U_k \) weakly in \( H^1(\Omega) \) and strongly in \( L^2(\Omega) \) by virtue of the Rellich embedding Theorem. Therefore for that a subsequence, we get from (2.33) with the help of Lemma 2.6
\[
\lim_{\varepsilon \to 0} \int_F f_{\varepsilon} z^k \, dydx_3 = \lim_{\varepsilon \to 0} \lambda^k \int_F U^k w \, dydx_3 = \lambda_k \int_F U_k w \, dydx_3. \tag{2.34}
\]
On the other hand, one can multiply (2.25) and (2.27) respectively by \( w \) and by \( z_k \) and integrate to obtain
\[
\int_F \nabla' z_k \nabla' w \, dydx_3 = \int_F \nabla' w \nabla' z_k \, dydx_3 = \lambda_k \int_F z_k w \, dydx_3 + \lambda_k \int_F U_k w \, dydx_3 (2.35)
\]
Combining (2.34) and (2.35), we get
\[
\lim_{\varepsilon \to 0} \int_F f_{\varepsilon} z^k \, dydx_3 = \lambda_k \int_F U_k w \, dydx_3 = \int_F f z_k \, dydx_3. \tag{2.36}
\]
Choosing in particular \( f_{\varepsilon} = z^k \) which converges weakly in \( L^2(\Omega) \) to \( f = z_k \), we obtain
\[
\lim_{\varepsilon \to 0} \int_F (z^k)^2 \, dydx_3 = \int_F (z_k)^2 \, dydx_3, \tag{2.37}
\]
which implies the strong convergence of the subsequence \( z^k \) and therefore the strong convergence of the corresponding subsequence of \( u^k \). Hence Proposition 2.4 is proved.

We now proceed to complete the proof of Theorem 1.3.

2.4. Proof of Theorem 1.3 The strong convergence in \( L^2(\Omega) \) of the eigenvectors when \( \lambda_k < \mu_1 \) is proved in Proposition 2.4. We use it to prove the convergence of the sequence of energies from which we obtain immediately (1.16) and (1.17).

Consider the sequence
\[
J_k = \int_\Omega \left( \left| \nabla u^k - \nabla u_k \right|^2 + \varepsilon^2 \frac{\partial u_k}{\partial x_3} \frac{\partial u_k}{\partial x_3} \right) \chi_F + \left( \varepsilon^2 \left| \nabla u^k \frac{\partial u_k}{\partial x_3} \right|^2 + \frac{\partial u_k}{\partial x_3} \frac{\partial u_k}{\partial x_3} \right) \chi_M \right) \, dydx_3. \tag{2.38}
\]
Choosing \( u^k \) and \((u_k,v_k)\) as test functions respectively in (1.9) and (2.9), we get with the help of the weak convergences proved in Proposition 2.1 and of the strong convergence proved in Proposition 2.4,
\[
J_k = \lambda_k \int_\Omega |u_k|^2 \, dydx_3 + \lambda_k \int_\Omega |u_k|^2 \, dydx_3 - 2 \int_\Omega \left( \nabla' u^k \nabla' u_k \chi_F + \frac{\partial u^k}{\partial x_3} \frac{\partial u_k}{\partial x_3} \chi_M \right) \, dydx_3 \tag{2.39}
\]
\[
\longrightarrow 2\lambda_k \int_\Omega |u_k|^2 \, dydx_3 - 2\lambda_k \int_\Omega |u_k|^2 \, dydx_3 = 0.
\]
Hence the weak convergences stated in Proposition 2.1 are in fact strong convergences; in particular, keeping in mind Proposition 2.4, we get the strong convergences stated in Theorem 1.3.

We have proved above that \( \lambda_k \) is an eigenvalue of the limit problem (in the sense of (1.13)) if and only if \( \lambda_k \) satisfies (1.10). In the sequel, a number \( \lambda \) satisfying (1.10) will be called an eigenvalue of the limit problem (1.10).
We now prove there exist non trivial solutions for the system (1.10) and that any \( \lambda \in (\mu_0, \mu_1) \) which satisfies (1.10) may be attained as a limit of a sequence \( (\lambda_k^\varepsilon) \); by this we can conclude that (1.13) has no other eigenvalues on the left of \( \mu_1 \) than those obtained from the limits of the eigenvalues \( \lambda_k^\varepsilon \) and thus we can list all its eigenvalues in increasing order. It is then clear that for a fixed \( \mu \) limits for \( \lambda \) (1.10) may be attained as a limit of a sequence \( (2.45) \).

Hence, the sequence \( \| (2.44) \) provides the following estimate where \( (2.41) \) and for any \( \varepsilon \), (1.15) holds for the whole sequence \( \varepsilon \).

To prove the existence of non trivial solutions \( (u_k^0, u_k^1) \) for the system (1.10) with \( \lambda_k < \mu_1 \) leading to non trivial solutions \( (u_k^0, u_k^1) \) for (1.13) where \( u_k := (\lambda_k^\varepsilon u_0 + 1) v_k \), it is sufficient to show that one can find solutions \( (u_k^0, u_k^1) \) of (1.10) with \( u_k \neq 0 \).

\( u_k^0 \) is uniquely determined by the first equation of (1.10) since \( \lambda_k < \mu_1 \) and if \( (f_n)_n \) is the orthonormal basis in \( L^2(D) \) made up of eigenfunctions associated to the increasing sequence \( (\mu_n)_n \) of eigenvalues of \( -\Delta \), one can get from the first equation of (1.10).

\[
(2.40) \quad u_k^0 = \sum_{n=1}^{\infty} c_n f_n \mu_n - \lambda_k \quad \text{where} \quad c_n = \int_D f_n \, dy.
\]

Replacing the mean value of \( u_k^0 \) in the second equation of (1.10), we derive

\[
(2.41) \quad -\frac{d^2 v_k}{dx^2} = \delta(\lambda_k) v_k; \quad \text{with} \quad \delta(\lambda) := C\lambda + C' \sum_{n=1}^{\infty} \frac{\lambda^2}{\mu_n - \lambda},
\]

where \( C, C' \) denote positive constants.

Let \( (\gamma_j, v_j) \) be an eigenelement of \( -\frac{d^2}{dx^2} \) in \( H_0^1(0, L) \). Since \( \delta \) is a strictly positive increasing function over \( (0, \mu_1) \), there exists \( \lambda_{\gamma_j} \in (0, \mu_1) \) such that \( \gamma_j = \delta(\lambda_{\gamma_j}) \), so that the second equation of (1.10) may be written as \( \frac{d^2 v_j}{dx^2} = \delta(\lambda_{\gamma_j}) v_j \), taking \( v_{\gamma_j} := v_j \). Hence for \( \lambda_k < \mu_1 \), the pair \( (u_k^0, v_{\gamma_j}) \) is a non trivial solution for any \( j = 1, 2, \ldots \).

We now argue by contradiction to prove that any \( \lambda \in (\mu_0, \mu_1] \) which is an eigenvalue of (1.10) may be attained as a limit of a sequence \( (\lambda_k^\varepsilon) \) for some \( k \).

If for any \( k \) and for any sequence \( \varepsilon, \lambda_k^\varepsilon \) does not converge to \( \lambda \), then there exists a neighborhood of \( \lambda \) which does not contain any \( \lambda_k^\varepsilon \) for all \( k \). In other words, \( \lambda \) belongs to the resolvent of the operator \( A \), defined by (1.7) and there exists \( \kappa > 0 \) such that \( \text{dist}(\lambda, \sigma(A)) \geq \kappa \). Hence, for any \( f \in L^2(\Omega) \) there exists \( u \in D(A) \) such that

\[
(2.42) \quad A u = \lambda u + f \quad \text{in} \quad \Omega.
\]

In addition,

\[
(2.43) \quad \| (A - \lambda)^{-1} \| = \frac{1}{\text{dist}(\lambda, \sigma(A))} \leq \frac{1}{\kappa},
\]

Inequality (2.43) provides the following estimate

\[
(2.44) \quad \| u \|_{L^2(\Omega)} = \| (A - \lambda)^{-1} (f) \|_{L^2(\Omega)} \leq \frac{1}{\kappa} \| f \|_{L^2(\Omega)}.
\]

Hence, the sequence \( u \) is bounded in \( L^2(\Omega) \). Multiplying (2.42) by \( \phi \in V_s \) and integrating we get

\[
\int_\Omega \left( \left( \nabla' u \nabla' \phi + \frac{\varepsilon^2}{\varepsilon^2} \frac{\partial u}{\partial x_3} \frac{\partial \phi}{\partial x_3} \right) \chi_F + \left( \frac{\varepsilon^2}{\varepsilon^2} \nabla' u \nabla' \phi + \frac{\partial u}{\partial x_3} \frac{\partial \phi}{\partial x_3} \right) \chi_M \right) \, dy \, dx_3 = \lambda \int_\Omega u \phi \, dy \, dx_3 + \int_\Omega f \phi \, dy \, dx_3, \quad \forall \phi \in V_s.
\]
Taking $\phi = u_\varepsilon$ in (2.45), we get the same priori estimates as those obtained for the sequence $u_\varepsilon$ and therefore one can pass to the limit $\varepsilon \to 0$ in (2.45) to derive the equation

\[
\begin{cases}
  u(y, x_3) \in L^2((0, L); H^1(C)), & -\Delta u(y, x_3) = \lambda u + f \quad \text{in } D \times (0, L), \\
  u = v \quad \text{on } \partial D \times (0, L), \\
  v \in H^1_0((0, L)), & -\frac{d^2v}{dx_3^2} = \lambda v + \frac{\lambda}{|C \setminus D|} \int_D u \, dy + \frac{1}{|C \setminus D|} \int_C f \, dy \quad \text{in } (0, L).
\end{cases}
\]

(2.46)

Choosing $f(y, x_3) = g(x_3)\chi_{C \setminus D}(y)$ (which implies $f = 0$ in $D$) with an arbitrary $g \in L^2(0, L)$, the second equation in (2.46) reduces to

\[
v \in H^1_0(0, L), \quad -\frac{d^2v}{dx_3^2} = \lambda v + \frac{\lambda}{|C \setminus D|} \int_D u \, dy + g \quad \text{in } (0, L).
\]

(2.47)

Note that $v \neq 0$ for $g \neq 0$. Indeed if $v = 0$, the first equation in (2.46) would imply $u = 0$ since we have chosen $f$ such that $f = 0$ in $D$ and $\lambda < \mu_1$ is not an eigenvalue of $-\Delta u$. Therefore equation (2.47) would give $g = 0$ which is a contradiction.

Therefore, one can express $u$ as $u = (\lambda u_0 + 1)v$ where the pair $(\lambda, u_0)$ solves the first equation of (1.10), so that (2.47) takes the form

\[
v \in H^1_0(0, L), \quad -\frac{d^2v}{dx_3^2} = \lambda \left(1 + \frac{|D|}{|C \setminus D|} + \frac{\lambda}{|C \setminus D|} \int_D u_0 \, dy\right) v + g \quad \text{in } (0, L).
\]

(2.48)

On the other hand, by hypothesis, $\lambda$ is an eigenvalue of (1.10) so that the last equation of (1.10) with the same $u_0$ as in (2.48) shows that $\lambda \left(1 + \frac{|D|}{|C \setminus D|} + \frac{\lambda}{|C \setminus D|} \int_D u_0 \, dy\right)$ is an eigenvalue of $-\frac{d^2}{dx_3^2}$. This is a contradiction since equation (2.48) valid for all $g \in L^2(0, L)$ means that the number $\lambda \left(1 + \frac{|D|}{|C \setminus D|} + \frac{\lambda}{|C \setminus D|} \int_D u_0 \, dy\right)$ belongs to the resolvent of $-\frac{d^2}{dx_3^2}$.

We prove now that $\lim_{k \to +\infty} \lambda_k = \mu_1$.

Since $\lambda_k \in (\mu_0, \mu_1)$ for any $k$, the sequence $(\lambda_k)_k$ admits at least an accumulation point and each accumulation point $\lambda$ is such that $\mu_0 \leq \lambda \leq \mu_1$. Assume that there exists an accumulation point $\lambda$ such that $\lambda < \mu_1$. There exists a subsequence $(\lambda_{k_n}, u_{k_n}^0, v_{k_n})$ of solutions of (1.10) such that $\lim_{n \to +\infty} \lambda_{k_n} = \lambda$. Hence the following equation takes place for all $n$

\[
-\Delta v_{k_n} = \lambda_{k_n} u_{k_n}^0 + 1 \quad \text{in } D.
\]

(2.49)

Let $\delta$ be a positive number such that $\lambda < \delta < \mu_1$. For $n$ large enough we have $\lambda_{k_n} \leq \delta$ so that applying the Poincaré inequality

\[
\int_D |u|^2 \, dy \leq \frac{1}{\mu_1} \int_D |\nabla u|^2 \, dy \quad \forall u \in H^1_0(D),
\]

(2.50)

after multiplying (2.49) by $u_{k_n}^0$, we get for $n$ large enough

\[
\int_D |\nabla u_{k_n}^0|^2 \, dy \leq \frac{\delta}{\mu_1} \int_D |\nabla u_{k_n}^0|^2 \, dy + \int_D |u_{k_n}^0| \, dy.
\]

(2.51)

Applying successively the Cauchy-Schwarz inequality and (2.50) in the last integral of (2.51), we infer

\[
\left(1 - \frac{\delta}{\mu_1}\right) \int_D |\nabla u_{k_n}^0|^2 \, dy \leq \sqrt{|D|} \sqrt{\frac{1}{\mu_1} \int_D |\nabla u_{k_n}^0|^2 \, dy}.
\]

(2.52)
Therefore, \((u^{k_n}_0)\) is bounded in \(H_D^1(D)\) and one can assume (possibly for another subsequence) that \((u^{k_n}_0)\) converges weakly to \(u_0\) in \(H_D^1(D)\). In particular we have that 
\[
\lim_{n \to +\infty} \int_D u^{k_n}_0\,dy = \int_D u_0\,dy.
\]
On the other hand, \((\lambda_{k_n}, u^{k_n}_0, v_{k_n})\) being a solution of (1.10), the following equation (recall that \(v_{k_n} \neq 0\))
\[
-\frac{d^2 v_{k_n}}{dx^2} = \lambda_{k_n} \left(1 + \frac{|D|}{|C \setminus D|} + \frac{\lambda_{k_n}}{|C \setminus D|} \int_D u^{k_n}_0\,dy\right) v_{k_n} \quad \forall n,
\]
shows that the number \(\mu\) defined by \(\mu := \lambda \left(1 + \frac{|D|}{|C \setminus D|} + \frac{\lambda}{|C \setminus D|} \int_D u_0\,dy\right)\) is a finite accumulation point of the spectrum of 
\[
-\frac{d^2 \chi}{dx^2}
\]
since \(\mu = \lim_{n \to +\infty} \mu_n\) where \(\mu_n := \lambda_{k_n} \left(1 + \frac{|D|}{|C \setminus D|} + \frac{\lambda_{k_n}}{|C \setminus D|} \int_D u^{k_n}_0\,dy\right)\). This is a contradiction since it is well known that such spectrum is in fact an increasing sequence which tends to \(+\infty\).

The last point which remains to prove is that all the limiting eigenvalues are simple and that \(u^\varepsilon\) converges for the whole sequence \(\varepsilon\). Assuming that \(\lambda_k\) is a simple eigenvalue, the proof of the convergence of the eigenvectors for the whole sequence \(\varepsilon\) is known since the work of [26] (see also [10]). We sketch it in the vectorial setting for the convenience of the reader.

Assume that \(\left(\frac{u_k}{v_k}\right)\) is an eigenvector associated to the simple eigenvalue \(\lambda_k\). Using the fact that the eigenvalues converge for the whole sequence \(\varepsilon\), it is easy to check that the multiplicity of \(\lambda_k\) is equal or greater than that of \(\lambda^\varepsilon_k\); hence \(\lambda^\varepsilon_k\) is simple and there are only two eigenvectors satisfying \(\int_\Omega |u^\varepsilon_k|^2\,dx = 1\), namely \(u^\varepsilon_k\) and \(-u^\varepsilon_k\). Among these two eigenvectors, we choose the one satisfying the inequality
\[
\int_\Omega \left( u^\varepsilon_k \chi_F u_k + u^\varepsilon_k \chi_M v_k \right)\,dydx > 0.
\]
Therefore if \(\varepsilon'\) is a subsequence such that \(\left(\frac{u^\varepsilon_k}{v^\varepsilon_k}\right)\) strongly converges in \((L^2(\Omega))^2\) to the eigenvector \(\left(\frac{\hat{u}\chi_F}{\hat{v}\chi_M}\right)\) associated to \(\lambda_k\), we get by passing to the limit in (2.54)
\[
\int_\Omega \left( \hat{u}\chi_F u_k + \hat{v}\chi_M v_k \right)\,dydx > 0.
\]
On the other hand, \(\left(\frac{u_k\chi_F}{v_k\chi_M}\right) = \left(\frac{\hat{u}\chi_F}{\hat{v}\chi_M}\right)\) or \(\left(\frac{u_k\chi_F}{v_k\chi_M}\right) = -\left(\frac{\hat{u}\chi_F}{\hat{v}\chi_M}\right)\) since \(\lambda_k\) is a simple eigenvalue. The last equality is excluded thanks to (2.55) so that any subsequence is such that \(\left(\frac{u^\varepsilon_k\chi_F}{v^\varepsilon_k\chi_M}\right)\) strongly converges in \((L^2(\Omega))^2\) to \(\left(\frac{u_k\chi_F}{v_k\chi_M}\right)\).

Let us now prove that all the limit eigenvalues are simple eigenvalues.

Assume that for some \(k\), (1.13) holds true for two orthogonal eigenvectors \(\left(\frac{u_k}{v_k}\right)\) and \(\left(\frac{\bar{u}_k}{\bar{v}_k}\right)\) in \(L^2(D) \times L^2(0, L)\). By assumption, we have
\[
\int_0^L \int_D u_k\bar{u}_k\,dydx + |C \setminus D| \int_0^L v_k\bar{v}_k\,dx_3 = 0.
\]
We know that \(u_k\) and \(\bar{u}_k\) are given respectively by \(u_k(y,x_3) = (\lambda_k u^\varepsilon_k(y) + 1) v_k(x_3)\) and \(\bar{u}_k(y,x_3) = (\lambda_k u^\varepsilon_k(y) + 1) \bar{v}_k(x_3)\) where \(u^\varepsilon_k(y)\) given by the first equation of (1.10) depends only on the eigenvalue \(\lambda_k\).

Turning back to (2.56), we infer
\[
\int_0^L \left( \left( \int_D (\lambda_k u^\varepsilon_k(y) + 1)\,dy \right)^2 + |C \setminus D| \right) v_k(x_3)\bar{v}_k(x_3)\,dx_3 = 0.
\]
As remarked above $v_k$ and $\tilde{v}_k$ are always eigenvectors of the operator $-\frac{d^2}{dx_3^2}$ with Dirichlet condition so that (2.57) and the second equation of (4.10) would mean that $v_k$ and $\tilde{v}_k$ eigenvectors associated to the eigenvalue $\lambda_k (1 + \frac{|D|}{|C \setminus D|} + \frac{\lambda_k}{|C \setminus D|} \int_D v_0^k dy)$ are orthogonal in $L^2(0, L)$. This is a contradiction since all the eigenvalues of $-\frac{d^2}{dx_3^2}$ with Dirichlet condition are simple eigenvalues.

The proof of Theorem 1.3 is now complete.

Finally, let us indicate briefly in the following short section how to derive the analogous theorem in the homogenization setting using the same approach as in the reduction of dimension.

3. PROOF OF THEOREM 1.5

In the spirit of the above section, the natural idea is to choose a test function vanishing outside the set $F_\varepsilon$ of fibers to get the apriori estimate on the sequence of eigenvalues. To that aim, we consider an eigenvector corresponding to the first eigenvalue of $\phi$ of fibers to get the apriori estimate on the sequence of eigenvalues. To that aim, we consider an eigenvector $v_{\varepsilon}$ of (3.1) with Dirichlet condition are simple eigenvalues.

Hence, by construction, the functions of $V_{\varepsilon}$ as those defined in the previous section, i.e., $v_1, v_2, \ldots, v_k$ and the second equation of (1.10) would mean that $v_{\varepsilon}$ and $\tilde{v}_{\varepsilon}$ are always eigenvectors of the operator $-\frac{d^2}{dx_3^2}$ in $H^1_0(D)$. We extend $\phi$ by zero over $D \setminus C$ and then by periodicity to the whole $\mathbb{R}^2$. The k-th eigenvalue $\lambda_{\varepsilon}^k$ of (1.8) is given by the same min-max formula, namely

$$\lambda_{\varepsilon}^k = \min_{V_{\varepsilon} \subset V_\varepsilon} \max_{u \in V_\varepsilon} \frac{\int_{\Omega} \varepsilon^2 |\nabla u|^2 \chi_{\Omega} + |\nabla u|^2 \chi_{\Omega_v}) \ dx' \ dx_3}{\int_{\Omega} |u|^2 \ dx' \ dx_3}.$$  

(3.1)

For each $\varepsilon_i$, we choose $V_{\varepsilon}^k \subset V_\varepsilon$ as the subspace spanned by $\{\phi(\varepsilon_i \xi)v_1, \phi(\varepsilon_i \xi)v_2, \ldots, \phi(\varepsilon_i \xi)v_k\}$ with the same $v_1, v_2, \ldots, v_k$ as those defined in the previous section, i.e., $k$ normalized orthogonal eigenvectors associated to the first $k$ eigenvalues of $-\frac{d^2}{dx_3^2}$ in $H^1_0(D)$.

Hence, by construction, the functions of $V_{\varepsilon}^k$ vanish in $M_\varepsilon$ so that making the change of variable $x' := \varepsilon y + \varepsilon i$, $y \in D$ in each cell, we can perform the same calculations as those of (2.57) to get for $u \in V_{\varepsilon}^k$,

$$\int_{\Omega} u^2 \ dx' \ dx_3 = \sum_{i \in I_\varepsilon} \int_{D_{\varepsilon} + \varepsilon i} \phi^2 \left( \frac{x'}{\varepsilon} \right) dx' \int_0^L (\alpha_1^2 v_1^2 + \ldots + \alpha_k^2 v_k^2) \ dx_3 = (\alpha_1^2 + \ldots + \alpha_k^2) \varepsilon^2 \sum_{i \in I_\varepsilon} \phi^2(y) dy,$$

$$\int_{\Omega} \varepsilon^2 |\nabla_{x'} u|^2 \ dx' \ dx_3 = (\alpha_1^2 + \ldots + \alpha_k^2) \varepsilon^2 \sum_{i \in I_\varepsilon} \int_0^L (\alpha_1^2 v_1^2 + \ldots + \alpha_k^2 v_k^2) \ dx_3$$

(3.2)

$$\int_{\Omega} \frac{\partial u}{\partial x_3}^2 \ dx' \ dx_3 = \varepsilon^2 \sum_{i \in I_\varepsilon} \int_0^L (\alpha_1^2 \left( \frac{dv_1}{dx_3} \right)^2 + \ldots + \alpha_k^2 \left( \frac{dv_k}{dx_3} \right)^2) \ dx_3 \varepsilon^2 \sum_{i \in I_\varepsilon} \int_0^L \phi(y)^2 dy$$

$$= \varepsilon^4 (\alpha_1^2 \lambda_1^0 + \ldots + \alpha_k^2 \lambda_k^0) \sum_{i \in I_\varepsilon} \int_0^L \phi(y)^2 dy \leq \varepsilon^4 \lambda_k^0 (\alpha_1^2 + \ldots + \alpha_k^2) \sum_{i \in I_\varepsilon} \int_0^L \phi(y)^2 dy.$$
in such a way the following estimate holds true
\begin{equation}
\lambda^k \leq \left( \mu_1 + \varepsilon^2 \lambda^0_k \right) \left( \alpha^2_1 + \ldots + \alpha^2_k \right) \varepsilon^2 \sum_{i \in I_k} \left| \phi_i \right|^2 \int_D dy + \varepsilon^2 \left( \alpha^2_1 + \ldots + \alpha^2_k \right) \sum_{i \in I_k} \phi^2(y) \int_D dy = \mu_1 + \varepsilon^2 \lambda^0_k,
\end{equation}
which is exactly the same estimate as that obtained in (2.4).

**Remark 3.1.** It is interesting to note in the proof of (3.3) we have chosen a test function verifying the same properties as those of the 3d − 1d case, namely: null in the matrix and with the regularity \( H^1_0(0, L) \) for almost all \( x' \).

Remark 3.1 is of general relevance since the other proofs in the homogenization setting are similar in all point to the corresponding ones in the 3d − 1d problem, the main reason being that the vertical variable is not concerned by the homogenization process which occurs only with respect to the horizontal variable \( x' \) in such a way basically, the local 3d − 1d effect is repeated periodically in the horizontal plane. Hence all the proofs take up exactly the 3d-1d case while sticking to two principles: Dirichlet condition on \( x_3 = 0 \) or \( x_3 = L \) both for the 3d − 1d problem and the homogenization problem and when \( x_3 \) plays the role of a parameter as it is the case for example in equation (2.25), it is \( x \) that will play the role of a parameter in the homogenization problem. Indeed for instance, the natural formulation of equation (2.24) in the homogenization setting is the following one
\begin{equation}
\begin{cases}
z^k \in V_k, & -\Delta_z z^k - \varepsilon^2 \frac{\partial^2 z^k}{\partial x_3^2} = \lambda^k z^k + \lambda z U^k \quad \text{in } F, \\
z^k = 0 & \text{on } \partial D^k \times (0, L),
\end{cases}
\end{equation}
in such a way passing to the two-scale limit in (3.4), we get the equivalent of (2.25)
\begin{equation}
\begin{cases}
z \in L^2(\Omega; H^1(C)), & -\Delta_z z = \lambda z + \lambda k \quad \text{in } \Omega \times D, \\
z = 0 & \text{on } \Omega \times \partial D.
\end{cases}
\end{equation}
The same approach may be applied to the other proofs following exactly the same steps and replacing the weak (resp. strong) convergence in \( L^2(\Omega) \) by the two-scale (resp. strong two-scale) convergence.
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