How to perform QCD analysis of DIS in Analytic Perturbation Theory
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Abstract

We apply (Fractional) Analytic Perturbation Theory (FAPT) to the QCD analysis of the non-singlet nucleon structure function $F_2(x,Q^2)$ in deep inelastic scattering up to the next leading order and compare the results with ones obtained within the standard perturbation QCD. Based on a popular parameterization of the corresponding parton distribution we perform the analysis within the Jacobi Polynomial formalism and under the control of the numerical inverse Mellin transform. To reveal the main features of the FAPT two-loop approach, we consider a wide range of momentum transfer from high $Q^2 \sim 100$ GeV$^2$ to low $Q^2 \sim 0.3$ GeV$^2$ where the approach still works.
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I. Introduction

QCD analysis of deep inelastic scattering (DIS) data in a wide range of variables \((x, Q^2)\) provides one with new knowledge of hadron physics and serves as a test of reliability for our theoretical description of the processes. At small (moderate) momentum transfer \(q^2 = Q^2 \lesssim 1\) (a few) GeV\(^2\) this QCD description faces two main problems: (i) the high twist corrections to the leading twist contribution become important but remains poorly known; (ii) perturbative QCD (pQCD) becomes unreliable due to the fact that the QCD running coupling \(\alpha_s(Q^2)\) grows and “feels” infra-red Landau singularity appearing at the scale \(Q \sim \Lambda_{\text{QCD}} \sim\) of a few tenth of GeV. We discuss in this paper a solution of the last problem by applying to DIS analysis a nonpower perturbative theory whose couplings have no singularity at \(Q^2 > 0\) and whose corresponding series possess a better convergence at low \(Q^2\).

A widely used approach to resolve the aforementioned problem is to apply the Analytic Perturbation Theory (APT) developed by Shirkov, Solovtsov et al. \([1,5]\). There, the running QCD coupling \(a_s(Q^2) = \alpha_s(Q^2)/4\pi\) of pQCD is transformed into an analytic (holomorphic) function of \(Q^2\), \(a_s^n(Q^2) \rightarrow A_n(Q^2)\), APT coupling. This was achieved by keeping in the dispersion relation the spectral density \(\rho_1^{(pt)}(\sigma) = \Im a_s(Q^2 = -\sigma - i\epsilon)/\pi\) unchanged on the entire negative axis in the complex \(Q^2\)-plane (i.e., for \(\sigma \geq 0\)), and setting it equal to zero along the unphysical cut \(0 < Q^2 \leq \Lambda^2\). In the framework of APT the images \(A_n(Q^2)\) of integer powers of the originals \(a_s^n(Q^2)\), \(a_s^n \rightarrow A_n\) following the same dispersion relations were also constructed. At low \(Q^2\) the couplings \(A_n(Q^2)\) change slowly with \(Q^2\) in contrast with the original \(a_s^n(Q^2)\) behaviour while at high \(Q^2\) \(A_n(Q^2) \rightarrow a_s^n(Q^2)\). Later, the correspondence \(a_s^n \rightarrow A_n\) was extended to nonintegral powers/indices \(\nu\) in \([3,10]\) and was called Fractional APT (FAPT), which provides the basis for application to DIS. In this respect let us mention a recent papers \([11]\) where the processing of the DIS data has been performed in FAPT in the one-loop approximation and the reasonable results for hadron characteristics has been obtained.

Various analytic QCD models can be constructed, and have been proposed in the literature, among them in Refs. \([13,19]\). These models fulfill certain additional constraints at low and/or at high \(Q^2\). For further literature on various analytic QCD models, we refer to review articles \([10,20,21]\). Some newer constructions of analytic models in QCD of \(A_1(Q^2)\) include those based on specific classes of \(\beta\) functions with nonperturbative contributions \([22]\) or without such contributions \([23,25]\) and those based on modifications of the the spectral density \(\rho_1^{(pt)} \rightarrow \rho_1\) \([\rho_1(\sigma) = \Im A_1(Q^2 = -\sigma - i\epsilon)/\pi]\) at low (positive) \(\sigma\) where \(\rho_1\) is parameterized in a specific manner by adding two positive delta functions to \(\rho_1^{(pt)}\), cf. \([26]\).

The possibility to extend the DIS analysis formally in the whole \(Q^2\) range together with the effect of slowing-down of the FAPT evolution of the parton distribution functions (PDF) in the low \(Q^2\) region are attractive phenomenological features of FAPT. Our goal here is to elaborate a general scheme of DIS data processing in the framework of FAPT taking as a pattern the DIS analysis at NLO. In this respect the discussion here can be considered as an extension of the partonic results of the article \([11]\) on the higher-loop level. We shall focus on the specifics of the Dokshitzer-Gribov-Lipatov-Altarelli-Parisi (DGLAP) evolution in FAPT together with consideration of the coefficient function of the process in comparison with a similar procedure in pQCD. An important problem of higher twist contribution remains untouched here but twist effects can be taken into consideration in the standard phenomenological way, see \([11]\), at least at the leading level.
Let us recall that the DIS analysis can be performed at least in three different ways: one of them is provided by the Mellin moments defined via inelastic structure functions (SFs) $F(x, Q^2)$,

$$M(n, Q^2) = \int_0^1 dxx^{n-1} F(x, Q^2), \quad (n = 1, 2, 3, \ldots). \quad (1.1)$$

The second approach is based on the direct application of the DGLAP integro-differential evolution equations [27]. The third approach makes use of the Jacobi Polynomial expansion method [28]. Just this method will be used in this work.

The paper is organized as follows: in Sec. II, we present a theoretical background where we describe the Jacobi Polynomial (JP) method and how to calculate free parameters in order to obtain the nonsinglet structure function. In Sec. III, we briefly describe the FAPT approach and derive the DGLAP evolution for the moments $M(n, Q^2)$ in FAPT. We present in Sec. IV the free parameters obtained in the analysis of the so called MSTW parameterization, see [29] for details, and the nonsinglet SFs at LO. Section IV contains the results of the analysis of numerical realization of the FAPT evolution and the comparison with the results of analogous calculations in pQCD. Finally, in Sec. V we summarize our conclusions. Important technical details including new findings are collected in four appendices.

II. Jacobi Polynomial expansion for DIS analysis

We shall focus here on nonsinglet (NS) structure functions, $F_{NS}(x, Q^2)$, with their corresponding Mellin moments (via Eq. (1.1)) $M_{NS}(x, Q^2)$ to avoid technical complications of the coupled system solution in the singlet case. It is necessary to introduce parton distribution functions (PDFs) since this allows us to compare them with experimental data (see, for instance [30]). A brief description of the evolution of the Mellin moments in pQCD, up to NLO, is outlined in Appendix B. We consider the scale $Q_0^2$ as a reference scale for the solution of the evolution equation (B6a) where the PDFs are regarded as functions of $x$ and the parameters are fixed by comparison with DIS data. In particular, we use here the data-based MSTW PDFs (see [29], where $Q_0^2 = 1$ GeV$^2$). Namely,

$$xu_v(x, Q_0^2) = A_u x^{\eta_1} (1 - x)^{\eta_2} (1 + \epsilon_u \sqrt{x} + \gamma_u x), \quad (2.1)$$

$$xd_v(x, Q_0^2) = A_d x^{\eta_3} (1 - x)^{\eta_4} (1 + \epsilon_d \sqrt{x} + \gamma_d x), \quad (2.2)$$

where the values of $A_{u,d}, \eta_k$ $(k = 1, \ldots, 4)$, $\epsilon_{u,d}$ and $\gamma_{u,d}$ can be found in [29]. One can represent SF $F_2(x, Q^2)$ by expanding it in terms of the Jacobi Polynomials $\Theta_{n}^{\alpha \beta}(x)$ developed in Refs. [28] and truncating the expansion at $n = N_{max}$, where the method converges (see, for review [31]):

$$F_2(x, Q^2; N_{max}) = \omega_{\alpha \beta}(x) \sum_{n=0}^{N_{max}} \Theta_{n}^{\alpha \beta}(x) \sum_{j=0}^{n} C_j^{(n)}(\alpha, \beta) M_{NS}(j + 2, Q^2). \quad (2.3)$$

Here $M_{NS}(n, Q^2)$ are the Mellin moments calculated explicitly in Eq. (B6a); $\omega_{\alpha \beta}(x) = x^{\alpha} (1 - x)^{\beta}$ is the weight function and the parameters $\alpha, \beta$ will be obtained by fitting to the data. The Jacobi Polynomials $\Theta_{n}^{\alpha \beta}(x)$ are defined as an expansion series by means of

$$\Theta_{k}^{\alpha \beta}(x) = \sum_{j=0}^{k} C_j^{(n)}(\alpha, \beta) x^j. \quad (2.4)$$
They satisfy the orthogonality relation
\[
\int_0^1 \omega^\alpha\beta(x)\Theta_\alpha^\beta(x)\Theta_\gamma^\delta(x) = \delta_{\alpha\gamma}\delta_{\beta\delta}.
\] (2.5)

Another way to obtain \(SF\) \(F_2(x,Q^2)\) is to take the inverse Mellin transform \(\mathcal{M}^{-1}\) under the moments \(M_{NS}(n,Q^2)\) (i.e., the inverse of Eq. (1.1)). Choosing a convenient path of integration one obtains for \(F_2\)
\[
F_2(x,Q^2) \equiv \mathcal{M}^{-1}\{M_{NS}(n,Q^2)\} = \frac{1}{2\pi i} \int_{c-i\infty}^{c+i\infty} x^{-n} M_{NS}(n,Q^2) dn,
\] (2.6)
here we take the path along a vertical line \(\text{Re}(n) = c\). We perform the “exact” numerical Inverse Mellin Transform, further comparing the results with the Jacobi Polynomial method, only at the one-loop level due to technical limitations. In this way, we estimate the accuracy of the applied polynomial method, the results of this numerical verification are outlined in Appendix C.

III. FRACTIONAL ANALYTIC PERTURBATION THEORY and DIS

It is known that the perturbative QCD coupling suffers from unphysical (Landau) singularities at \(Q^2 \sim \Lambda^2\). This prevents the application of perturbative QCD in the low-momentum spacelike regime.

Application of the Cauchy theorem to the running coupling \(a_s\nu(Q^2) \equiv (\alpha_s(Q^2)/4\pi)\nu\), established in [1–5] and developed in [6–10], gives us the following dispersion relation (or Källén-Lehmann spectral representation) for the images \(A_\nu^{(l)}\) in the spacelike domain
\[
A_\nu^{(l)}(L) = \int_0^\infty \frac{\rho_\nu^{(l)}(\sigma)}{\sigma + Q^2} d\sigma = \int_{-\infty}^\infty \frac{\rho_\nu^{(l)}(L_\sigma)}{1 + \exp(L - L_\sigma)} dL_\sigma
\] (3.1)
that has no unphysical (Landau) singularities. For the timelike regime analogous coupling reads
\[
A_\nu^{(l)}(L_s) = \int_s^\infty \frac{\rho_\nu^{(l)}(\sigma)}{\sigma} d\sigma = \int_{L_s}^\infty \rho_\nu^{(l)}(L_\sigma) dL_\sigma.
\] (3.2)
Here, \(A_\nu^{(l)}(L)\) is the FAPT image of the QCD coupling \(a_s^{(l)}(L)\) in the Euclidean (spacelike) domain with \(L = \ln(Q^2/\Lambda^2)\) and the label \(l\) denotes running in the \(l\)-loop approximation, whereas in the Minkowski (timelike) domain, we used in (3.2) \(L_s = \ln(s/\Lambda^2)\). It is convenient to use the following representation for the spectral densities \(\rho_\nu^{(l)}\):
\[
\rho_\nu^{(l)}(L_\sigma) \equiv \frac{1}{\pi} \text{Im} \left( a_s^{(l)}(L - i\pi)\right)^\nu = \frac{\sin[\nu \varphi^{(l)}(L)]}{\pi \left(R^{(l)}(L)\right)\nu},
\] (3.3)
\[
R^{(l)}(L) = |a_s^{(l)}(L - i\pi)|; \quad \varphi^{(l)}(L) = \arg \left(a_s^{(l)}(L - i\pi)\right).
\]
In the one-loop approximation, the corresponding functions assume the simplest form, i.e.,
\[
\varphi^{(1)}(L) = \arccos \left( \frac{L}{\sqrt{L^2 + \pi^2}} \right), \quad R^{(1)}(L) = \beta_0 \sqrt{L^2 + \pi^2}.
\] (3.4)
At the two-loop level, they have a more complicated form. To be precise, one gets

\[ a_{(2)s} = -\frac{1}{c_1} \frac{1}{1 + W_{-1}(z_W(L))}, \]  
(3.5)

and

\[ R_{(2)}(L) = c_1(n_f) \left| 1 + W_{-1}(z_W(L + i\pi)) \right|, \]
\[ \varphi_{(2)}(L) = \arccos \left[ \frac{\text{Re} \left( 1 + W_{-1}(z_W(L + i\pi)) \right)}{R_{(2)}(L)} \right], \]  
(3.6)

with \( W_{-1}(z) \) being the appropriate branch of the Lambert function, \( z_W(L) = -c_1^{-1}(n_f) e^{-1-L/c_1(n_f)} \), \( c_k(n_f) \equiv \beta_k(n_f)/\beta_0(n_f)^{k+1} \), where \( \beta_k \) are the QCD \( \beta \)-function coefficients and \( n_f \) is the number of active quarks, see the expressions in Appendix A. For our purpose we use here only the two-loop couplings like \( a_{(2)s}^\nu \), \( A_{(2)}^{(2)} \). Extensions up to four-loops can be found in [32].

Now we implement this formalism with the help of numerical calculation with the main module Mathematica package FAPT.m of [32] (confirmed by a recent program in [33]). According to this and using the corresponding notation from [32] in the RHS of Eqs. (3.7–3.9), we have

\[ A_{(2)}^{(l)}(L) = \frac{\alpha_{\text{Bar}}[Q^2, n_f, \nu]}{(4\pi)^{\nu}}, \quad (l = 1 \div 4; n_f = 3 \div 6) \]  
(3.7)

\[ 2_{(2)}^{(l)}(L_s) = \frac{e_{\text{Bar}}[L, n_f, \nu]}{(4\pi)^{\nu}}, \quad (l = 1 \div 4; n_f = 3 \div 6) \]  
(3.8)

For the coupling in pQCD we obtain

\[ a_{(1)s}(L = \ln(Q^2/\Lambda^2)) = \frac{\alpha_{\text{Bar}}[Q^2, n_f, \Lambda]}{4\pi}, \quad (l = 1 \div 4). \]  
(3.9)

The implementation of the proposed calculation in the form of (3.7, 3.9) is quite direct. Rewriting Eq. (B6a) in the approximate form, i.e., neglecting the \( O(a_s^2) \) terms in the two-loop evolution factor, one arrives at the commonly used relation

\[ M_{\text{NS}}(n, Q^2) = \frac{a_{(2)s}(Q^2)_{d_{\text{NS}}(n)} + \left( C_{\text{NS}}^{(1)}(n) + \frac{\alpha_s}{\pi} p(n) \right) a_{(2)s}(Q^2)_{d_{\text{NS}}(n)+1}}{a_{(2)s}(Q_{0}^2)_{d_{\text{NS}}(n)} + \left( C_{\text{NS}}^{(1)}(n) + \frac{\alpha_s}{\pi} p(n) \right) a_{(2)s}(Q_{0}^2)_{d_{\text{NS}}(n)+1}} M_{\text{NS}}(n, Q_{0}^2). \]  
(3.10)

An analogous evolution relation for the analytic images of the moments \( M_{\text{NS}}, M_{\text{NS}} \mapsto \mathcal{M}_{\text{NS}}, \) can be obtained from Eq. (3.10) by replacing the powers \( (a_s)^{\nu} \) with the FAPT couplings \( A_{\nu}^{(l)} \) (with \( \nu \) being an index rather than a power) [8] and reads

\[ \mathcal{M}_{\text{NS}}(n, Q^2) = \frac{A_{\text{d}_{\text{NS}}(n)}^{(2)}(Q^2) + \left( C_{\text{NS}}^{(1)}(n) + \frac{\alpha_s}{\pi} p(n) \right) A_{\text{d}_{\text{NS}}(n)+1}^{(2)}(Q^2)}{A_{\text{d}_{\text{NS}}(n)}^{(2)}(Q_{0}^2) + \left( C_{\text{NS}}^{(1)}(n) + \frac{\alpha_s}{\pi} p(n) \right) A_{\text{d}_{\text{NS}}(n)+1}^{(2)}(Q_{0}^2)} \mathcal{M}_{\text{NS}}(n, Q_{0}^2). \]  
(3.11)

The FAPT evolution relation (5.11) for the moments is the main result of the section, further we shall use code (3.7) from [32] to obtain \( A_{\nu}^{(2)}(L), (a_{(2)s}(L)) \) numerically.
The last approximation was taken up to $\mathcal{O}(A_{d_{NS+1}})$ since the contribution of the next term in the FAPT expansion in Eq. (3.11) is negligible in comparison with the previous one (as we demonstrate in Appendix D). This analytic version of the moment evolution does not face any problems at low energies due to the absence of singularities and rapid convergence of the FAPT series.

For the initial moment we assume the validity of the following relation:

$$\text{Inv.} = \frac{M_{NS}(n, Q_0^2)}{a_s(Q_0^2)^{d_{NS(n)}} + \left( C_{NS}^{(1)}(n) + \frac{\alpha_s}{\beta_0} p(n) \right) a_s(Q_0^2)^{d_{NS(n)+1}}},$$

(3.12)

where “Inv.” refers to an invariant quantity. For the time being, we stick to this ansatz, for which the invariant relation (3.12) is assumed to hold for the analytic extensions of pQCD. Thus, $M_{NS}(n, Q_0^2) \sim M_{NS}(n, Q_0^2)$ and the corresponding coefficient is fixed from (3.12). We take the same initial PDF as in pQCD from the MSTW data (in [11] the parameters were taken the same since the difference between them was negligible). We can use either the Jacobi Polynomial expansion or directly the inverse Mellin transform (Appendix C).

IV. Results of numerical analysis

The accuracy of the SF approximation by a finite number of Jacobi Polynomials (truncated at $N_{max}$) depends on the choice of the weight-function parameters. Therefore, we test the nonsinglet SF, given by the MSTW data, by searching for the minimum of $(Q^2 = Q_0^2)$:

$$x_{\alpha, \beta}^2 = \left| F_2^{(\text{theor}), N_{max}}(x, Q_0^2) / F_2^{(\text{exp})}(x, Q_0^2) - 1 \right|^2,$$

(4.1)

where we have used Eqs. (1.1) and (3.6a) at $Q^2 = Q_0^2$. Thus, we have $F_2(x, Q_0^2) \equiv F_2^{(\text{exp})}(x, Q_0^2)$ and from Eq. (2.3) $F_2^{(\text{theor}), N_{max}}(x, Q_0^2) \equiv F_2^{N_{max}}(x, Q_0^2)$. Then, we determine the values of $\alpha$ and $\beta$ that provide the best fit to the data for different values of $N_{max}$. At the one loop level we find: $N_{max} = 13$, $\alpha = 0.05$, and $\beta = 3.03$ for $x^2 \approx 10^{-9}$, whereas for two loops we get (for even PDFs only): $N_{max} = 13$, $\alpha = -0.8$, and $\beta = 2.99$ for $x^2 \approx 10^{-9}$. To evolve nonsinglet moments, we need to fix the values of the QCD scale $\Lambda_{1,2}(n_f = 3)$ in the leading and next-to-leading order, taken in [29] from the comparison with data, where $\alpha_s^{(1\text{loop})}(Q_0^2 = 1\text{GeV}^2) = 0.682 \Rightarrow \Lambda_{1}(n_f = 3) = 0.359 \text{ GeV}$ and $\alpha_s^{(2\text{loop})}(Q_0^2 = 1 \text{ GeV}^2) = 0.491 \Rightarrow \Lambda_{2}(n_f = 3) = 0.402 \text{ GeV}$. In the case of FAPT, the scales $\Lambda_{1,2}^{\text{FAPT}}(n_f = 3)$ must be taken into account very carefully. The authors of [11] fixed the $\Lambda$ value directly from the comparison with the data in the leading order (where $Q_0^2 = 3 \text{ GeV}^2$) and obtained $\Lambda_{1}^{\text{FAPT}}(n_f = 4) = 0.275 \pm 0.039 \text{ GeV}$ that corresponds to $\Lambda_{1}^{\text{FAPT}}(n_f = 3) = 0.333 \pm 0.050 \text{ GeV}$. We can see that the perturbative and the analytic values of $\Lambda$ are close to each other at least inside the margin of errors. For this reason, we will take $\Lambda_{1,2}(n_f = 3) \approx \Lambda_{1,2}^{\text{FAPT}}(n_f = 3)$ for simplicity (recalling that an appropriate value should be taken from the analysis of the experimental data but this goes beyond the scope of this work). The couplings in pQCD and in FAPT were calculated with the Mathematica package developed by Bakulev and Khandramai in [32] where the heavy flavour thresholds were taken into account.
Taking into account the above estimates of the initial parameters, we substitute Eqs. (3.10) and (3.11) into Eq. (2.3), and obtain the evolution of SFs up to NLO in pQCD or FAPT, respectively. We show the final results of the evolution in Figs. 1, 2 using for DIS the character interval $0.3 \leq Q^2 \leq 100 \text{ GeV}^2$. In Fig. 1 we fix $x$ at two different values: $x = 0.25$ in (a.1), (b.1), and $x = 0.7$ in (a.2), (b.2), where (a) and (b) represent the LO and NLO results, respectively. In Fig. 2, we fix $Q^2$ at three different values: $Q^2 = 0.3 \text{ GeV}^2$ in (a.1), (b.1), with the initial point $Q^2 = 1 \text{ GeV}^2$ in (a.2), (b.2), and $Q^2 = 100 \text{ GeV}^2$ in (a.3), (b.3), where again (a) and (b) represent the LO and NLO, respectively.

**FIG. 1:** Nonsinglet SF $F_2(x, Q^2)$ vs $Q^2$ at (a) LO and (b) NLO. The Bjorken $x = 0.25$ for (a.1) and (b.1), and $x = 0.7$ for (a.2) or (b.2). The solid line represents the FAPT results and the dashed line – the pQCD ones.

**FIG. 2:** Nonsinglet SF $F_2(x, Q^2)$ vs $x$ at (a) LO and (b) NLO. The energy scale is $Q^2 = 0.3 \text{ GeV}^2$ in (a.1), (b.1), $Q^2 = 1 \text{ GeV}^2$ in (a.2), (b.2) and $Q^2 = 100 \text{ GeV}^2$ in (a.3), (b.3). The solid line represents the FAPT results and the dashed line – the pQCD ones.
V. Summary

The main goal of this work is to propose a new theoretical tool for the DIS analysis, based on Fractional Analytic Perturbation Theory, to the DIS community. This approach allows one to analyze formally the leading-twist structure function in the whole $Q^2$ range. This conclusion is explicitly shown in Figs. 1 and 2. The scheme of the approach is formulated in Sec. III and applied for data processing in Sec IV. Our consideration is restricted by the leading twist. We avoid here the higher twist contributions that may be important just for small $Q^2$. Our investigation reveals the following main features of applying FAPT:

- Structure function $F_2(x, Q^2)$ at fixed $x$ changes very slowly in the entire range of $Q^2$.
- At high $Q^2$ evolution ($Q^2 \gtrsim 100$ GeV$^2$) the pQCD and FAPT distributions become practically equal.
- The evolution in FAPT is more gradual (i.e., it evolves slower) and smoother than in pQCD.
- The new analytic (FAPT) series converge faster than the pQCD series. From inspection of Figs. 1, 2 it is obvious that the one- and the two-loop FAPT approximations do not differ significantly from each other (the difference is less than 1%).

In this work, we have analyzed only the nonsinglet part, the consideration of the singlet part can be performed along the same line but requires more complicated formulas and cumbersome numerical calculations. This is the task for forthcoming investigation. Other important issues to complete this FAPT approach as the reliable tool for DIS is to add the target mass corrections (TMC) and the aforementioned higher twist contributions (HT) in our scheme of calculation. These improvements will help clarify in future the behavior at very low energies ($Q^2 \sim 0.3$ GeV$^2$) in more detail.
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Appendix A: Explicit expressions for NLO $\beta$-functions, anomalous dimensions and coefficient functions of DIS (nonsinglet case)

The expansion of the $\beta$-function in $a_s = \frac{\alpha_s(L)}{4\pi}$ up to the NLO approximation is given by

$$\frac{d}{dL} a_s(L) = -\beta(a_s(L)) = -\beta_0 a_s^2(L) - \beta_1 a_s^3(L) + \ldots ,$$

(A1)
where the first two beta coefficients are

$$\beta_0 = \frac{11}{3} C_A - \frac{4}{3} T_R n_f, \quad \beta_1 = \frac{34}{3} C_A^2 - \left( 4C_F + \frac{20}{3} C_A \right) T_R n_f.$$  \hfill (A2)

The anomalous dimensions of composite operators in LO, $\gamma^{(0)}_{NS}(n)$, NLO $\gamma^{(1)}_{NS}(n)$ and the coefficient function $C^{(1)}_{NS}(n)$ are expressed by means of transcendental sums $S_\alpha(n)$, see, e.g., [34],

$$\gamma^{(0)}_{NS}(n) = 2C_F \left[ 1 - \frac{2}{n(n+1)} + 4(S_1(n) - 1) \right],$$ \hfill (A3a)

$$\gamma^{(1)}_{NS}(n) = \left( C_F^2 - \frac{1}{2} C_F C_A \right) \times \left\{ 16S_1(n) \frac{2n+1}{n^2(n+1)^2} + 16 \left[ 2S_1(n) - \frac{1}{n(n+1)} \right] \cdot \left[ S_2(n) - S_2^\pm \left( \frac{n}{2} \right) \right] + 64\tilde{S}^\pm (n) + 24S_2(n) - 3 - 8S_3^\pm \left( \frac{n}{2} \right) \right\} - 8 \frac{3n^3 + n^2 - 1}{n^3(n+1)^3} + 16 \frac{2n^2 + 2n + 1}{n^3(n+1)^3}$$

$$+ C_F C_A \left\{ S_1(n) \left[ \frac{536}{9} + \frac{8}{n^2(n+1)^2} \right] - 16S_1(n)S_2(n) \right\} + S_2(n) \left[ - \frac{52}{3} + \frac{8}{n(n+1)} \right] - \frac{43}{6} - 4 \frac{151n^4 + 263n^3 + 97n^2 + 6n + 9}{9n^3(n+1)^3}$$

$$+ C_F N_F T_R \left\{ - \frac{160}{9} S_1(n) + \frac{32}{3} S_2(n) + \frac{4}{3} + 16 \frac{11n^2 + 5n - 3}{9n^2(n+1)^2} \right\},$$ \hfill (A3b)

$$C^{(1)}_{NS}(n) = C_F \left[ 2S_1^2(n) + 3S_1(n) - 2S_2(n) - \frac{2S_1(n)}{n(n+1)} + \frac{3}{n} + \frac{4}{n+1} + \frac{2}{n^2} - \frac{9}{n} \right].$$ \hfill (A3c)

On the other hand, the series $S_\alpha(n) = \sum_{k=1}^{n} \frac{1}{k^\alpha}$ can be expressed via the generalized Riemann $\zeta$ functions, see [35], that are analytic functions in both variables $\alpha, n$:

$$S_1(n) = \psi(n+1) - \psi(1),$$ \hfill (A4a)

$$S_2(n) = \zeta(2) - \psi(n+1) = \zeta(2) - \zeta(2, n+1),$$ \hfill (A4b)

$$S_\alpha(n) = \zeta(\alpha) - \zeta(\alpha, n+1).$$ \hfill (A4c)

$$\tilde{S}^\pm (n) = S_{-2,1} = - \frac{5}{8} \zeta(3) + \sum_{k=1}^{\infty} \frac{(-1)^k}{(k+n)^2} (\psi(k+n+1) - \psi(1)).$$ \hfill (A4d)

For the $S^\pm$ and $\tilde{S}$ series we use the notation given in [36, 37]. Performing the analytic continuation from even $n$, $S^+_{\alpha}$, and from odd $n$, $S^-_{\alpha}$ (see for details [37]) one obtains

$$S^+_{\alpha}(n/2) \rightarrow 2^{\alpha-1} \left[ S_{\alpha}(n) + S^+_{-\alpha}(n) \right] = 2^{\alpha-1} \left[ S_{\alpha}(n) + \zeta(\alpha) - \Phi(-1, \alpha, n+1) \right] - \zeta(\alpha),$$ \hfill (A5a)

$$S^-_{\alpha}(n/2) \rightarrow 2^{\alpha-1} \left[ S_{\alpha}(n) + S^-_{-\alpha}(n) \right] = 2^{\alpha-1} \left[ S_{\alpha}(n) + \zeta(\alpha) + \Phi(-1, \alpha, n+1) \right] - \zeta(\alpha),$$ \hfill (A5b)

where $\Phi(z, \alpha, v)$ is the Lerch transcendent function [35]. The expressions on the r.h.s. of Eqs. (A5) are now analytic functions in both variables $\alpha, n$ – this is a new result.
Appendix B: QCD evolution of moments up to NLO

The PDFs are the nonsinglet \( \Delta(x, Q^2) \) and singlet \( \Sigma(x, Q^2) \) parton distribution functions,

\[
\Delta(x, Q^2) = u(x, Q^2) - d(x, Q^2), \quad \Sigma(x, Q^2) = u(x, Q^2) + d(x, Q^2) + S(x, Q^2) = V(x, Q^2) + S(x, Q^2),
\]

where \( V(x, Q^2) \) is the distribution of valence quarks and \( S(x, Q^2) \) is the sea quark distribution. The moments representation for PDFs is defined as

\[
\Delta(n, Q^2) = \frac{1}{6} \int_0^1 dx x^{n-1} \Delta(x, Q^2),
\]

\[
\Sigma(n, Q^2) = \int_0^1 dx x^{n-1} \Sigma(x, Q^2).
\]

The moments \( M_{NS}(n, \mu^2) \) for the structure function \( F_{NS}(x, \mu^2) \) follow from the convolution \( F_{NS} = C \ast f \), where \( C \) is the coefficient function of the process, sign * means the Mellin convolution,

\[
F_{NS}(z, \mu^2) = (C_{NS} \ast \Delta)(z, \mu^2) \equiv \int_0^1 C_{NS}(y) \Delta(x, \mu^2) \delta(z - x \cdot y) dy dx,
\]

\[
M_{NS}(n, \mu^2) = C_{NS}(n, \mu^2) \cdot \Delta(n, \mu^2).
\]

The QCD evolution of the moments \( M_{NS} \) up to NLO of is given by (see Ref [34])

\[
M_{NS}(n, Q^2) = \frac{1 + C_{NS}^{(1)}(n) a_s(Q^2)}{1 + C_{NS}^{(1)}(n) a_s(Q_0^2)} \left( \frac{1 + (\beta_1/\beta_0) a_s(Q^2)}{1 + (\beta_1/\beta_0) a_s(Q_0^2)} \right)^{p(n)} \left[ \frac{a_s(Q^2)}{a_s(Q_0^2)} \right]^{d_{NS}(n)} \times M_{NS}(n, Q_0^2),
\]

where

\[
M_{NS}(n, Q_0^2) = \left( 1 + C_{NS}^{(1)}(n) a_s(Q_0^2) \right) \Delta(n, Q_0^2),
\]

and:

\[
d_{NS}(n) = \gamma_{NS}^{(0)}(n)/2\beta_0, \quad p(n) = \frac{1}{2} \left( \frac{\gamma_{NS}^{(1)}(n)}{\beta_1} - \frac{\gamma_{NS}^{(0)}(n)}{\beta_0} \right).
\]

The coefficients of anomalous dimension in LO and NLO and the coefficient function in NLO are given in Eqs. [A3], Appendix A. In the case of the nucleon structure function \( F_2(x, Q^2) \), one needs to take into account only even values of \( n \) in the NLO anomalous dimension.

Appendix C: Accuracy of the Jacobi Polynomial method

The accuracy of the evaluation of the structure functions depends on the method we use; therefore, it is indispensable to verify it in our approach. The Jacobi Polynomial method promises us a good enough accuracy for the evolution, as was shown in previous works (see [28]).
This method is applied directly to the terms of the Bjorken variable \( x \), but it affects the \( Q^2 \)-dependence indirectly. Therefore, it is necessary to confirm the \( x \)-range applicability of the JP method. To this end, we compare the results of the JP approach with the “exact” numerical calculations of inverse Mellin moments following Eq. (2.6) but only in the one-loop approximation due to technical limitations. The comparison of these two results in Fig. 3 demonstrates a very good accuracy. So, in order to clarify it, we perform a zoom in \( x \), going to a lower \( x \)-region (\( \sim 10^{-2} \)). We see in Fig. 4 that the JP method gradually loses precision starting at \( x < 0.02 \). Also, we can see that in this range, the difference between these two methods reaches 5%.

**FIG. 3:** Nonsinglet SF \( F_2(x) \) vs \( x \) in LO, at the energy scale \( Q^2 = 0.3 \) GeV\(^2 \) and \( Q^2 = 100 \) GeV\(^2 \). The solid (red) line represents the FAPT result and the dashed (blue) line the pQCD one in the JP method. The thick squares (red) and spheres (blue) represent the result of the “exact” numerical Inverse Mellin transform.

**FIG. 4:** Nonsinglet SF \( F_2(x) \) vs \( x \) at LO, at energy scale (a) \( Q^2 = 0.3 \) GeV\(^2 \), and (b) \( Q^2 = 100 \) GeV\(^2 \). The solid (red) line represents the FAPT outcome and the dashed (blue) line the pQCD one in the JP method. The thick squares (red) and spheres (blue) represent the result of the “exact” numerical Inverse Mellin transform.

### Appendix D: Accuracy of the rational approximation

Here we investigate the accuracy of the rational approximation for the two-loop evolution factor...
\[ m(n, Q^2) \equiv \left( \frac{1 + (\beta_1 / \beta_0) a_s(Q^2)}{1 + (\beta_1 / \beta_0) a_s(Q_0^2)} \right)^{\beta(n)}, \quad (D1) \]

in Eq. (3.10) for pQCD, and Eq. (3.11) for FAPT, respectively. The expansion of the factor in power series up to NLO leads

\[
m_{\text{pQCD}}^{(1)}(n, Q^2) \simeq \frac{1 + (\beta_1 / \beta_0) p(n) a_s(Q^2)}{1 + (\beta_1 / \beta_0) p(n) a_s(Q_0^2)} , \quad (D2a)\]

\[
m_{\text{pQCD}}^{(2)}(n, Q^2) \simeq \frac{1 + (\beta_1 / \beta_0) p(n) a_s(Q^2) + (\beta_1^2 / 2 \beta_0^2) p(n)(p(n) - 1) a_s^2(Q^2)}{1 + (\beta_1 / \beta_0) p(n) a_s(Q_0^2) + (\beta_1^2 / 2 \beta_0^2) p(n)(p(n) - 1) a_s^2(Q_0^2)} , \quad (D2b)\]

where \( m_{\text{pQCD}}^{(1)}(n, Q^2) \) and \( m_{\text{pQCD}}^{(2)}(n, Q^2) \) represent the approximation up to \( \mathcal{O}(a_s) \) and \( \mathcal{O}(a_s^2) \), respectively. The corresponding “FAPT form” of (D2) is given by

\[
m_{\text{FAPT}}^{(1)}(n, Q^2) \simeq \frac{1 + (\beta_1 / \beta_0) p(n) A_1(Q^2)}{1 + (\beta_1 / \beta_0) p(n) A_1(Q_0^2)} , \quad (D3a)\]

\[
m_{\text{FAPT}}^{(2)}(n, Q^2) \simeq \frac{1 + (\beta_1 / \beta_0) p(n) A_1(Q^2) + (\beta_1^2 / 2 \beta_0^2) p(n)(p(n) - 1) A_2(Q^2)}{1 + (\beta_1 / \beta_0) p(n) A_1(Q_0^2) + (\beta_1^2 / 2 \beta_0^2) p(n)(p(n) - 1) A_2(Q_0^2)} . \quad (D3b)\]

Combining the approximations in Eqs. (D2, D3) in quantity \( \Delta m^{(12)} = |m^{(1)} - m^{(2)}|/m^{(1)} \) we obtain the accuracy better than 1% for any \( n \leq 13 \) (since JP expansion contains only 13 terms for good approximation), in both cases of pQCD and FAPT for two different ranges of energy, i.e., low \( Q^2 \sim 1 \text{ GeV}^2 \) and high \( Q^2 \sim 100 \text{ GeV}^2 \). The results collected in Table I demonstrate that for both ranges of energy FAPT has a better convergence than pQCD;

**TABLE I:** The accuracy in per cent of the difference of the approximations \( \Delta m^{(12)} = |m^{(1)} - m^{(2)}|/m^{(1)} \) for pQCD: \( \Delta m^{(12)}_{\text{pQCD}} \) and for FAPT: \( \Delta m^{(12)}_{\text{FAPT}} \). The results are presented in two ranges of \( Q^2 \): low \( Q^2 \sim 1 \text{ GeV}^2 \) and high \( Q^2 \sim 100 \text{ GeV}^2 \).

| \( n \) | 2 | 4 | 6 | 8 | 10 | 12 |
|---|---|---|---|---|---|---|
| \( \Delta m^{(12)}_{\text{pQCD}} \% \) | 0.74/ | 0.49/ | 0.26/ | 0.06/ | 0.12/ | 0.3 |
| \( Q^2 \sim 1 \text{ GeV}^2/100 \text{ GeV}^2 \) | 0.65 | 0.45 | 0.25 | 0.06 | 0.12 | 0.3 |
| \( \Delta m^{(12)}_{\text{FAPT}} \% \) | 0.03/ | 0.02/ | 0.01/ | 0.00/ | 0.01/ | 0.01 |
| \( Q^2 \sim 1 \text{ GeV}^2/100 \text{ GeV}^2 \) | 0.18 | 0.13 | 0.07 | 0.02 | 0.04 | 0.09 |

Even more, the accuracy is improved for FAPT at low \( Q^2 \sim 1 \text{ GeV}^2 \) (really, pQCD must be worse but we have a low starting point \( Q_0^2 = 1 \text{ GeV}^2 \)). The strong hierarchy of FAPT couplings, \( |A_{i+1}^{(\text{FAPT})}(Q^2)| \ll |A_i^{(\text{FAPT})}(Q^2)| \), remains valid even at very low \( |Q^2| \), cf. [10].
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