Abstract—Recent state-of-the-art face recognition (FR) approaches have achieved impressive performance, yet unconstrained face recognition still represents an open problem. Face image quality assessment (FIQA) approaches aim to estimate the quality of the input samples that can help provide information on the confidence of the recognition decision and eventually lead to improved results in challenging scenarios. While much progress has been made in face image quality assessment in recent years, computing reliable quality scores for diverse facial images and FR models remains challenging. In this paper, we propose a novel approach to face image quality assessment, called FaceQAN, that is based on adversarial examples and relies on the analysis of adversarial noise which can be calculated with any FR model learned by using some form of gradient descent. As such, the proposed approach is the first to link image quality to adversarial attacks. Comprehensive (cross-model as well as model-specific) experiments are conducted with four benchmark datasets, i.e., LFW, CFP-FT, XQFLW and JB-C, four FR models, i.e., CosFace, ArcFace, CurricularFace and ElasticFace, and in comparison to seven state-of-the-art FIQA methods to demonstrate the performance of FaceQAN. Experimental results show that FaceQAN achieves competitive results, while exhibiting several desirable characteristics. The source code for FaceQAN is available at https://github.com/LSIbabnikz/FaceQAN.

I. INTRODUCTION

In recent years, Face Recognition (FR) techniques have achieved excellent results on datasets containing both high quality frontal images and images of variable quality [1], [2], [3]. Face recognition in completely unconstrained settings, on the other hand, remains challenging, as no quality guarantees can be made for facial images captured in-the-wild [4], [5], [6]. Face Image Quality Assessment (FIQA) methods aim to improve the face recognition performance in such settings, by providing additional information to the FR models corresponding to the quality of the input face images. Based on this information, a FR model can reject low quality images, which often times cause critical False Non-Match (FNMM) errors [7].

According to ISO/IEC 29794-1, the quality of a biometric sample can be defined using its character, fidelity or utility [8]. Contemporary FIQA methods typically rely on the latter and most often define quality in terms of the utility of the input face sample for the FR task. Here, the term utility is used to describe the fitness of a sample to accomplish or fulfill a biometric function [7]. In this setting, a single numerical score is commonly calculated to capture the quality of the given face image [7]. From a conceptual view point, contemporary state-of-the-art FIQA techniques can be broadly partitioned into two distinct groups: i.e., (i) regression-based methods and (ii) model-based approaches. Techniques from the first group learn a mapping directly from the image space to automatically-generated pseudo ground-truth quality labels. Several labeling approaches have been introduced over the years to facilitate this process, the basis for which are comparison/similarity scores calculated using a selected FR model. Recent techniques, for example, consider either comparison-score distributions generated over mated image pairs from a given dataset as the basis for the reference quality labels [9], [10], or alternatively, the distribution of similarity scores between probe samples and mated reference samples of a known quality [11]. Techniques from the second group, on the other hand, integrate the quality estimation process directly with the considered FR model and commonly predict the quality of the input samples based on the uncertainty of the computed face representations (features/embeddings) [12], [13], [14]. Such techniques are tightly linked to the given FR model and usually designed without the need for supervised learning. While the quality scores produced by existing approaches from either group have been shown to be good predictors of the utility of the input images for face recognition, they are still limited by the validity of the pseudo ground truth labels and poor integration with the targeted FR model.

In this paper, we propose a novel, unsupervised FIQA approach called FaceQAN (Face Image Quality Assessment Through Adversarial Noise Exploration) that avoids the pseudo quality label generation process and, consequently, the supervised learning process, by using information available in the input facial image and a given (targeted) FR model only. The basis for FaceQAN are adversarial examples, which can be generated for all modern FR models learned through some form of gradient descent [15]. The proposed method works under the assumption that the difficulty of adversarial example generation is directly correlated with the quality of a given image w.r.t. a certain FR model, as shown on Fig 1. In other words, good quality images are expected to produce
stable and robust representations that are difficult to perturb using adversarial noise. Based on this insight, we make the following main contributions in this paper:

- We propose FaceQAN, a novel approach for generating quality scores for face images that ensures competitive results on several datasets and in comparison to a wide range of recent state-of-the-art FIQA techniques.
- To the best of our knowledge, we are the first to link adversarial attacks to the task of face image quality assessment and show that such linkage leads to highly desirable FIQA characteristics.

II. RELATED WORK

In this section, we position FaceQAN with respect to the two main groups of existing methods, i.e., regression- and model-based approaches. A more comprehensive coverage of the field can be found in the recent survey paper in [7].

Regression-Based FIQA. Techniques from this group utilize pseudo quality (ground truth) labels for the prediction of quality scores. The ground-truth label-generation process is usually automatic [11], [16], [10] but can also involve human assessment [17], [18]. The most recent methods in the literature utilize deep learning models paired with automatic extraction of ground truth labels. One such method, called FaceQNet, presented by Hernandez-Ortega et al. in [11], is based on a ResNet-50 model trained on pseudo labels generated from the VGGFace2 [19] dataset. The ground truth labels are obtained by first selecting the highest quality image of the individuals in the set, calculated using third party ISO/IEC 19794-5 [20], [21] compliance software. For all other images in the set, the quality is calculated as the normalized Euclidean distance between the embeddings of the given image and of the highest quality image of a particular individual. A pretrained ResNet-50 network is then fine-tuned on the generated ground truth labels. A more advanced labeling process is presented by Ou et al. [16] in the SDD-FIQA method. Here, the authors suggest using both the inter-class and intra-class distances to produce ground truth labels. For a given image, both mated and non-mated comparison-score distributions are constructed first. The quality score is then computed as the average Wasserstein distance between the distributions over several runs. A face recognition model is finally fine-tuned on the obtained ground truth labels, similar to FaceQNet.

While the discussed approaches perform well on standard datasets such as LFW [22], they heavily rely on the construction of ground truth quality labels. This process often introduces biases associated with either the utilized FR model or the selected dataset. Since the end goal is to improve the face recognition performance of a particular FR model, with its own associated biases, such FIQA methods may not produce optimal quality scores for different datasets and FR models. To avoid such shortcomings, the proposed FaceQAN quality estimation approach relies only on the information contained in the given image and a targeted FR model, avoiding any learning and, consequently, the process of generating pseudo ground truth labels. In cases where the targeted FR model is not available, the FaceQAN quality assessment process can also be performed with an arbitrary surrogate FR model.

Model-Based FIQA. Solutions in this group typically combine the face recognition and FIQA tasks, and learn to produce the embeddings and the quality (or uncertainty) of the input image simultaneously. One such method, PFE (Probabilistic Face Embeddings) presented by Shi and Jain [12], learns to predict the uncertainty of a given image, by estimating the mean and variance of the computed feature vectors. Here, the mean vector corresponds to the embedding of the given image, whereas the variance presents the uncertainty of the image in the feature space. A quality score is obtained by calculating the harmonic mean over the variance vector. More recently Meng et al. [13] presented MagFace an approach that incorporates the prediction of the image uncertainty into the face-recognition learning process. The authors achieved this by introducing a new loss function built upon the ArcFace loss, which enables better separation for embeddings with higher magnitudes. The quality score of a given image is calculated simply as the norm of its embeddings, if the embedding model is trained using the presented loss. While such methods do not need to explicitly extract quality ground truth labels, they enforce a learning regime upon the targeted FR model. The proposed FaceQAN method, on the other hand, is learning-free and applicable directly to any (pretrained) targeted model [15] without the need for interventions into the learning procedure.

Our approach is most closely related to SER-FIQ, presented by Terhörst et al. in [14]. SER-FIQ uses the properties of dropout, a regularization technique commonly used in modern convolutional neural networks (CNNs) to avoid overfitting. More precisely, several embeddings are first produced for a single input image using different sub-network layouts, generated using dropout. The quality score is then computed as the sigmoid of the negative normalized sum of distances over all pairs of produced embeddings. Similarly to SER-FIQ, FaceQAN also aims to capture the uncertainty of the embeddings (computed for an input face image) for quality assessment, but does so through the analysis of a set of generated adversarial examples.

III. METHODOLOGY

An ideal FIQA method should reflect the biases and performance of the targeted FR model, while being generally applicable to different model topologies trained with arbitrary learning objectives. Thus, only information originating from the targeted FR model and the given input sample should be considered in the quality estimation process. The main contribution of this work, FaceQAN, presented in this section, follows the outlined logic by estimating the sample quality using adversarial noise, which can be generated for all modern FR networks, trained using some variant of gradient descent [15], as well as information available directly in the input image. Different from most adversarial methods, our goal is not to create a specific adversarial example, but rather to measure the difficulty of adversarial example generation.

A. Overview of FaceQAN

Given a targeted FR model $M$ and an input face image $I \in \mathbb{R}^{w \times h \times 3}$, the goal of face image quality assessment is to generate a quality score $Q(I) \in \mathbb{R}$ that reflects the utility of $I$ with respect to $M$. With FaceQAN, the quality score for
Fig. 2. High-level overview of FaceQAN. FaceQAN estimates the quality of an input sample $I$ by exploring the characteristics of adversarial examples $I^*$ in the embedding space of the targeted FR model $M$. The final quality is estimated through an aggregation function $F$ that considers the similarity between the embedding of the input sample and $k$ adversarial examples, i.e., $Q(M(I), M(I^*))$. While the pixel space could also be considered for the exploration of the adversarial noise, using the embedding space ensures tighter integration with the targeted FR models and allows FaceQAN to better capture the utility of the input face samples for FR.

The complete FaceQAN pipeline, illustrated in Fig. 2, consists of four distinct steps: (i) an attack initialization step (§III-B) that generates multiple noisy images from the given input face to facilitate the attack procedure, (ii) an adversarial-example generation step (§III-C) that produces the attack samples needed for the analysis, (iii) a symmetry estimation step (§III-D) that specifically accounts for the impact of pose on image quality, and (iv) a quality-score calculation step (§III-E) that computes the final quality value based on the analysis of the generated adversarial embeddings. All steps are described in-detailed in the following sections.

**B. Attack Initialization**

Standard adversarial attacks typically require an input sample $I$, a FR model $M$ and the ground truth class/identity label $y$ of the input sample to be able to generate adversarial examples [23], [24], [25]. Because face image quality assessment needs to be applicable to arbitrary facial images irrespective of the identities/labels used to learn the model $M$, we utilize the similarity-based adversarial attack (SAA) criterion, proposed recently by Wang et al. in [26], as the basis for FaceQAN and adapt it to fit our problem. SAA allows us to use the embedding of the input image $I$ as the ground truth label to attack, i.e., $y = M(I)$, and to define an (angular) dissimilarity loss to drive the adversarial noise generation process, i.e.,

$$L(M(I^*), y) = 1 - \frac{M(I^*)^T \cdot y}{\|M(I^*)\|_2 \|y\|_2},$$

where $\| \cdot \|_2$ is the $L_2$ norm. Since adversarial examples are generated by maximizing $L$, we ensure that the gradient of $L$ with respect to the input $I^*$ is non-zero, and, therefore, define $I^*$ as a noise perturbed version of the original input image $I$. As long as the noise infused into $I$ is minute, the embedding of $I^*$ is expected to be close to the embedding of the original input image $I$, as also illustrated in Fig. 2.

Let $I \in \mathbb{R}^{w \times h \times 3}$ be an input face image with values in the range of $[-1, 1]$. FaceQAN generates the noisy counterpart to $I$ required for the attack initialization as:

$$I^* = [I + N]_{[-1,1]}, \quad N \sim \mathcal{U}(-\epsilon, \epsilon),$$

where the noise $N$ is sampled from a uniform distribution $\mathcal{U}$, $\epsilon$ is an open hyperparameter, and $[\cdot]_{[-1,1]}$ denotes a clipping operator that guarantees that the resulting noisy image $I^*$ contains pixels in the range $[-1,1]$. Choosing a value of $\epsilon$ close to $0$ assures that the amount of noise added to the image is minuscule and that the change in the embedding is limited. Because the added noise initializes the adversarial attack in an arbitrary direction within the embedding space, we minimize this randomness by generating a set of $k$ noisy images, i.e., $\{I^*_i\}_{i=1}^k$, by sampling the noise independently from $\mathcal{U}$ $k$ times. This procedure allows FaceQAN to explore the embedding space around $M(I)$ in various directions and estimate the stability of the embedding for quality estimation.

**C. Adversarial Example Generation**

In the second step, FaceQAN uses the set of noisy images $\{I^*_i\}_{i=1}^k$ to generate a corresponding set of adversarial examples $\{I^*_i\}_{i=1}^k$. We note again, that the use of adversarial methods in FaceQAN deviates from the usual, as we are not interested in generating adversarial examples that can fool a targeted FR model $M$, but rather in the characteristics of the generated examples after an attack with fixed attack hyperparameters. FaceQAN is in general applicable with any adversarial approach, but we select the Fast Gradient Sign Method (FGSM) [23] together with the Basic Iterative Method (BIM) [27] for the implementation in this paper due to their simplicity and ease of implementation.

**Fast Gradient Sign Method.** In our setting, FGSM generates an adversarial example $I^*$ from $I$ such that the difference between the true label $y = M(I)$ and the embedding of the adversarial example $M(I^*)$ is maximized. The procedure starts by first generating the embedding of the input image $M(I)$ and then calculating the loss from Eq. (1) between the generated prediction and the true label, i.e., $L(M(I), y)$. The calculated loss is then back-propagated to the input $I$, for which the gradient $\nabla_I L(M(I), y)$ is computed. Finally, the adversarial example is constructed by defining the adversarial noise $\mu$ as the sign function of the gradient, i.e., $\text{sign}(\nabla_I L(M(I), y))$, and in turn: $I^* = I + \epsilon \cdot \mu$, where $\epsilon$ is again an open hyperparameter of the method, that controls the amount of noise added to $I$. A smaller $\epsilon$ corresponds to a lower amount of adversarial noise in the final adversarial example $I^*$.

**Basic Iterative Method.** We use BIM to improve the attack capabilities of FGSM and to better explore the embedding space around $M(I)$. BIM extends FGSM by creating adversarial examples over $l$ FGSM runs, where only the input $I$ changes between iterations. Additionally, the parameter $\epsilon$ is scaled as $\frac{\epsilon}{l}$, to limit the overall amount of noise added to the image. The initial iteration of BIM is identical to FGSM, whereas for all consequent iterations $m \in [2, l]$ the input $I$...
is defined as the adversarial example \( I_{adv}^{k} \) produced by the previous iteration. Performing \( l \) iterations, we obtain the final adversarial example, i.e.: \( I^{l} \leftarrow B_{M}(I, y, M) \). The set of adversarial examples \( \{ I_{adv}^{k} \}_{k=1}^{k} \) is generated from the set of noisy images using simple batch processing.

D. Symmetry Estimation

A critical factor known to affect face recognition performance are pose variations [28], [29], [30]. For FaceQAN, we, therefore, design an additional step to explicitly account for the effect of pose in the input images. To avoid unnecessary complexity, we use the following simple logic. Generally faces are vertically symmetrical and as such, if presented with a fully frontal face image, flipping the image horizontally should not have major effects on the produced embedding. This does not hold true for larger pose variations. Thus, we create a horizontally flipped image \( I^{h} \) for each given input \( I \) and use its embedding alongside the embeddings of the adversarial set \( \{ I_{adv}^{k} \}_{k=1}^{k} \) when computing the final quality score.

E. Quality Score Calculation

In the last step, the adversarial set \( \{ I_{adv}^{k} \}_{k=1}^{k} \) and the flipped image \( I^{h} \) are passed through the model \( M \) to obtain a set of adversarial embeddings \( \{ y^{k} \}_{k=1}^{k} = \{ M(I_{adv}^{k}) \mid i \in [1, k] \} \) and flipped embedding \( y_{f} = M(I^{h}) \). Both are compared to the embedding \( y = M(I) \), using the cosine similarity, which well matches the learning objectives of modern FR models:

\[
\cos \alpha_{i} = S_{i} = \frac{y^{T} \cdot y^{k}}{\|y\| \|y^{k}\|}, \quad \cos \alpha_{f} = s_{f} = \frac{y^{T} \cdot y_{f}}{\|y\| \|y_{f}\|},
\]

where the set \( \{ S_{i}^{k} \}_{k=1}^{k} \) contains similarities for each adversarial example in \( \{ I_{adv}^{k} \}_{k=1}^{k} \), and \( \alpha_{i} \) and \( \alpha_{f} \) are the angles between the embeddings - see Fig. 2. The set of similarities \( \{ S_{i}^{k} \}_{k=1}^{k} \) and \( s_{f} \) are then used to calculate the final quality score using the aggregation function \( F : \{ \{ S_{i}^{k} \}_{k=1}^{k}, s_{f} \} \mapsto Q \), defined by:

\[
q_{adv} = \frac{\mu S + 1}{2} \cdot [(1 - \sigma S)]_{0,1}, \quad Q = (q_{adv} \cdot s_{f})^{p}
\]

where \( \mu S \) represents the mean over \( \{ S_{i}^{k} \}_{k=1}^{k} \) and \( \sigma S \) is the corresponding standard deviation. Hence, \( F \) considers the mean of the similarity scores as well as their dispersion when computing the quality score, and additionally weights the estimated quality with the computed symmetry prediction. The main intuition behind the adversarial part of this procedure is that lower quality images map to a poorly defined part of the embedding space that is easily perturbed, i.e., the adversarial examples have a low average and high standard deviation.

Because the cosine similarity is bound between \([-1, 1]\), we re-scale both the mean and standard deviation to \([0, 1]\). The final quality is as such defined on \([0, 1]\), where higher values represent images of better quality with respect to \( M \). To ensure the final quality scores \( Q(I) \) cover the full range of values on \([0, 1]\), we use a power law as the last computational step in FaceQAN, where \( p \) is an open hyperparameter. Note that this final step has no impact on the quality-estimation process and only affects the range of the aggregation function \( F \).

IV. EXPERIMENTS AND RESULTS

A. Experimental Setting

Evaluation Setting. We compare FaceQAN with seven state-of-the-art FIQA methods. We chose FaceNet [11], MagFace [13], PCNet [9], LightQNet [10], and SDD-FIQA [16], as representatives of regression-based techniques, and PFE [12] and SER-FIQ [14] as examples of model-based approaches. To ensure a fair comparison, publicly available official implementations are used or code obtained directly from the authors. As summarized in Table IV, we test FaceQAN on four benchmark datasets with diverse (quality) characteristics, i.e.: Labeled Faces in the Wild (LFW) [22], Celebrities in Frontal-Profile in the Wild (CFP-FP) [31], Cross-Quality LFW (QXLFW) [32] and IJB-C (IARPA Janus Benchmark – C) [33], similarly to [34]. The experiments are conducted with three popular (state-of-the-art) open-source FR models, referred to as ArcFace [35], CurricularFace [36] and ElasticFace [37] hereafter based on their learning objectives. All three FR models are based on the ResNet100 architecture. ArcFace is trained on MS1MV3, ElasticFace on MS1MV2, whereas CurricularFace is trained on CASIA-WebFace and MS1MV2. To enable a fair comparison with the competing state-of-the-art FIQA methods, all results are generated using a cross-model (C) setting, where quality scores are generated using one FR model and performance is measured on another. To compute quality scores for FaceQAN we use the CosFace [38] model trained with the cosface objective with a ResNet100 architecture on the Glinik360K dataset [39]. For reference purposes, we also provide model-specific FaceQAN results (S), where access to a target FR model is assumed and, hence, the same FR model is used for quality prediction and performance scoring.

Performance Evaluation. Following standard methodology [13], [14], [16], [7], the Error Versus Reject Characteristic (ERC) is used to score performance. ERC measures the False Non Match Rate (FNMR) at a constant False Match Rate (FMR) usually set to 0.01, when increasing the fraction of unconsidered images. Images are rejected based on their calculated quality label. Additionally, we also measure the Area Under the Curve (AUC) for the ERC plots, where lower scores imply better performance. As suggested in [7], we report AUC values at several drop rates, i.e., 0.1, 0.2, 0.4 and 0.8. Here, smaller drop rates are typically more relevant, since this is when the images of the lowest quality are removed.

Implementation Details. Since we are interested only in exploring the localized space around the computed face

---

1. https://github.com/deepsight/insightface
2. https://github.com/HuangYi123/CurricularFace
3. https://github.com/lfbts/ElasticFace
embedding, \( M(I) \), a combination of a small \( \epsilon \) and low \( l \) is chosen for the experiments. Specifically, we set \( \epsilon = 0.001 \) and \( l = 5 \) as the values for the BMI parameters. Ideally, the batch size should follow \( k > d_M(I) \), where \( d_M(I) \) represents the dimensions of the embedding space, so that all directions around \( M(I) \) are well explored. However, because the dimensionality of the embedding spaces is usually large (> 512), we set \( k = 10 \) to ensure a reasonable trade-off between the extent of the embedding space covered and the computational complexity of FaceQAN. We chose \( p = 5 \) since this enables the full use of values on \([0,1]\). The benchmark images are cropped and aligned as specified per the chosen face recognition model. The same procedure is also used for the baselines unless a different preprocessing approach was proposed or included in the paper describing the baseline. All experiments are conducted on a desktop PC with an Intel i9-10900KF CPU, 64 GB of RAM, and an Nvidia 3090 GPU.

### B. Comparison with the State-Of-The-Art

The ERC plots for all combinations of FR models and datasets are shown in Fig. 3 and the calculated AUC scores over the ERC plots (multiplied by \( 10^{3} \)) for readability in Table II. Below we analyze these results from two aspects: (i) in comparison to all considered (supervised) baselines (COMP; see Table II), and (ii) in comparison to the closely-related SER-FIQ, which does not rely on training (CLOSE).

#### Baseline Comparisons (COMP).

FaceQAN is the most convincing approach when compared to the state-of-the-art methods from the COMP group on all four datasets when considering the FrFace model despite not relying on supervised training or (pseudo) reference labels. Similar observations can also be made for the CurricularFace and ElasticFace models, where FaceQAN again yields highly competitive results on all four datasets in the cross-model (C) and model-specific setting (S). The only exception is the cross-model result with CurricularFace on the CFP-FP dataset, where FaceQAN is
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**Table II**

| FR Model | Dataset | FaceQAN - AUC@FMR1-E-3 \( \times 10^{-3} \) | Comparison Baselines (COMP) | Model-Specific FaceQAN (C) |
|----------|---------|--------------------------------------|-----------------------------|-----------------------------|
| FaceQAN  | FMR     | 0.001                               | 0.048                       | 0.039                       |
| FaceQAN  | ART     | 0.001                               | 0.048                       | 0.039                       |
| FaceQAN  | IJB-C   | 0.001                               | 0.048                       | 0.039                       |
| FaceQAN  | FaceQAN | 0.001                               | 0.048                       | 0.039                       |

---

**Table III**

| FR Model | Dataset | FaceQAN - AUC@FMR1-E-3 \( \times 10^{-3} \) | Comparison Baselines (COMP) | Model-Specific FaceQAN (C) |
|----------|---------|--------------------------------------|-----------------------------|-----------------------------|
| FaceQAN  | FMR     | 0.001                               | 0.048                       | 0.039                       |
| FaceQAN  | ART     | 0.001                               | 0.048                       | 0.039                       |
| FaceQAN  | IJB-C   | 0.001                               | 0.048                       | 0.039                       |
| FaceQAN  | FaceQAN | 0.001                               | 0.048                       | 0.039                       |
less convincing. It is also interesting to observe that the relative ranking of the competing FIQA techniques changes with different FR models. FaceQAN, on the other hand, is among the top performers with all three considered FR models. 

Comparison to SER-FIQ (CLOSE), SER-FIQ and FaceQAN are the only models in our experiments that require no supervision and estimate face quality solely based on the input image and a FR model. As can be seen from Table II, the cross-model version of FaceQAN(C) is overall the top performer, suggesting that the adversarial examples generated with the CosFace model are particularly informative for quality estimation and therefore often outperform FaceQAN in the model-specific setting. SER-FIQ is most competitive on the XQLFW dataset. However, it needs to be noted that XQLFW was designed by optimizing SER-FIQ quality scores and is, therefore, highly biased towards this FIQA approach [32]. Convincing results are also achieved with SER-FIQ on the large-scale IJB-C dataset at the lowest drop rate, where the performance is comparable to FaceQAN(C).

Time Complexity. In Table III we analyze the time complexity of FaceQAN in comparison with the considered baselines and as a function of the number of generated adversarial examples $k$. The analysis is done over the CFP-FP dataset with the CosFace model. As expected, the time complexity of FaceQAN increases with an increase in $k$ and is overall somewhat higher than that of the competing solutions due to the nature of the BIM approach selected for our implementation.

C. Ablation Study

To demonstrate the impact of the symmetry estimation step on the performance of FaceQAN(S), we perform an ablation study on the LFW and CFP-FP datasets using the three selected FR models (ArcFace, CurricularFace, ElasticFace) with and without (w/o) the symmetry scores $s_f$ from Eq. (3). As can be seen from the results in Table IV, removing the step from the quality assessment process has a detrimental effect on the AUC scores, which consistently increase in comparison to the full FaceQAN model across all tested combinations, except when using CurricularFace on the LFW dataset.

### Table III

| Complexity | FaceQAN | SMIFQA | PFIQA | FIQA | FCN | MagFace | FaceQAN | SER-FIQ |
|------------|---------|--------|-------|------|-----|---------|---------|---------|
| $k = 2$   | $0.026$ | $0.004$ | $0.027$ | $0.004$ | $0.004$ | $0.0468$ | $0.0418$ |         |
| $k = 5$   | $0.026$ | $0.004$ | $0.027$ | $0.004$ | $0.004$ | $0.0468$ | $0.0418$ |         |
| $k = 10$  | $0.026$ | $0.004$ | $0.027$ | $0.004$ | $0.004$ | $0.0468$ | $0.0418$ |         |
| $k = 20$  | $0.026$ | $0.004$ | $0.027$ | $0.004$ | $0.004$ | $0.0468$ | $0.0418$ |         |

### Table IV

| FR | Dataset | FIQA Model | 10% | 20% | 30% | 40% |
|----|---------|------------|-----|-----|-----|-----|
| LFW| FaceQAN | 0.43       | 0.06 | 1.04 | 1.84 |
|    | w/o Symm. Est | 0.52 | 0.99 | 1.5 | 2.5 |
| CFP-FP| FaceQAN | 0.82 | 0.98 | 1.17 | 1.74 |
|    | w/o Symm. Est | 0.89 | 1.25 | 1.56 | 2.41 |
| LFW| FaceQAN | 1.03 | 1.26 | 1.55 | 2.17 |
|    | w/o Symm. Est | 1.06 | 1.4 | 1.75 | 2.48 |
| CFP-FP| FaceQAN | 0.59 | 0.94 | 1.42 | 1.61 |
|    | w/o Symm. Est | 0.63 | 1.05 | 1.65 | 2.03 |
| LFW| FaceQAN | 1.38 | 1.89 | 2.62 | 3.32 |
|    | w/o Symm. Est | 1.48 | 2.15 | 2.9 | 3.7 |

D. Qualitative Evaluation

Image Ranking. In Fig. 4, we show example images from XQLFW ordered according to the computed quality scores. As can be seen, the images follow a reasonable order in terms of perceived quality for all three FR models. Because the ordering is meant to reflect the utility of the samples for sample frontal images in certain settings over crisp, but less frontal (and w/o neutral expressions) samples.

Quality-Score Distribution. Fig. 5 shows that the quality-score distributions generated for the ArcFace, CurricularFace and ElasticFace models exhibit a relatively similar shape, but have a somewhat different support on some datasets. Overall, however, all models generate reasonably consistent score distributions (also given the results in Fig. 4) that well capture the quality/utility of the input data.

V. Conclusion

We presented a novel approach to unsupervised face image quality assessment, called FaceQAN. The proposed approach elegantly avoids the quality-label generation and learning process used by many state-of-the-art FIQA techniques by harnessing adversarial noise, which can be generated for any modern deep learning model [15]. By comparing the embeddings of adversarial examples and the original input sample, FaceQAN is able to calculate a quality score that is an excellent predictor of the sample’s utility for face recognition. Extensive experiments with several baselines, datasets and FR models have shown that FaceQAN achieves highly competitive results, while being based on minimal assumptions. As part of our future work, we plan to explore the use of adversarial examples in supervised settings and the predictive power of adversarial noise with (pseudo) reference quality labels.
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