Non-ideal gas dynamics under confinement: rarefaction effect, dense effect and molecular interaction
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Abstract: The effects of volume exclusion and long-range intermolecular attraction are investigated by the simplified kinetic model for surface-confined inhomogeneous fluids. Gas dynamics of the ideal gas, the hard-sphere fluid and the real gas are simulated by the Boltzmann equation, the Enskog equation and the simple kinetic equation, respectively. Only the Knudsen minimum appears for the ideal gas, while both the Knudsen minimum and the Knudsen maximum occur for the hard-sphere fluid and the real gas under certain confinements, beyond which the maximum and minimum may disappear. The Boltzmann equation and the Enskog equation overestimates and underestimates the mass flow rate of the real gas dynamics under confinement, respectively, where the volume exclusion and the long-range intermolecular attractive potential among molecules are not ignorable. With the increase of the channel width, gas dynamics of the hard-sphere fluid and the real gas tends to the Boltzmann prediction gradually. The density inhomogeneity, which hinders the flow under confinement, is more obvious when the solid fraction is larger. The anomalous slip occurs for real gas under constant confinement. The flow at a smaller Knudsen number (larger solid fraction or channel width) contributes more practical amount of mass transfer, although the rarefaction effects is more prominent at larger Knudsen numbers. The temperature has no effect on density and velocity profiles of the ideal gas and the hard-sphere fluid, but the energy parameter among the real gas molecules decreases with the increasing temperature and the real gas dynamics tends to the hard-sphere ones consequently.
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Introduction

Non-ideal gas flow in micropores or nanopores is encountered in many engineering applications, such as natural gas production and geological storage of carbon dioxide [1-3]. In these applications, gas behaviors deviate from ideal gas ones significantly due to the high pressure condition, namely the non-ideal gas effect [4]. Understanding the non-ideal gas dynamics under tight confinements is central to optimize the design of these engineering problems.

The equation of state (EOS) of real gases, such as the van der Waals, Soave-Redlich-Kuang and Peng-Robinson, is commonly used to account for the non-ideal gas effect when studying gas flow behaviors in natural gas reservoirs [5-7]. Comparing to the ideal gas EOS, gas molecule size and molecular interaction are taken into account in the real gas EOS. Another way to consider the non-ideal gas effect is to introduce gas compressibility factor [8, 9], which measures the deviation degree of real gas behaviors from ideal gas ones. For example, the gas compressibility factor is usually employed to calculate the gas mean free path and mass flow rate in shale gas reservoirs [10, 11]. However, it fails to describe the change of gas properties, such as the density and viscosity, across the flow path.

The non-ideal gas flow behaviors and rarefaction effects have been widely studied by various approaches, such as the pore-scale simulation [12, 13], pore network modeling [6, 14], lattice Boltzmann method (LBM) [15-17] and empirical modification on the Darcy’s law [10, 18-20]. However, the simultaneous consideration of non-ideal gas effect and rarefaction effect is still not effective. For example, the standard LBM fails to properly describe the rarefaction effects, although it can be extended to the slip flow regime [13]; accounting for the non-ideal
gas effect and rarefaction effect by the EOS of real gases and a velocity slip at the boundary separately is empirical and fails to obtain the flow details. The coupling of the high $Kn$ and non-ideal effects was investigated by adopting the Klinkenberg modification to account for the rarefaction effect and introducing the characteristic pressure and viscosity of real gases to account for the non-ideal effect [1], but it is still phenomenological and solving the model by the LBM limits its application in more complicated flows. Meanwhile, the rarefaction effect not only exhibits as slippage at fluid-solid interface, but also changes the velocity distribution across the flow path [21]. Therefore, a more consistent procedure is needed to consider non-ideal gas effect and rarefaction effect for gas flow under confinement simultaneously.

From a microscopic perspective, the non-ideal gas effects arise from the non-ignorable molecule size and molecular interaction [4]. As we know, the Boltzmann equation is applicable to all flow regimes, from the continuum to the free molecular flow regimes [22], given that the gas is dilute [23]. Therefore, it can capture the rarefaction effects of the whole system without empirical modification at the boundary. However, the Boltzmann equation recovers to the ideal gas EOS and only describes ideal gas dynamics. The Enskog equation takes the gas molecule size into account and describes flow behavior of hard-sphere fluids [24], where the long-range intermolecular attraction is not considered. Adopting the non-ideal gas LBM model, Shi et al. [25] studied the dense gas flow behaviors in micro-channels using a second-order slip boundary condition. Based on the non-ideal gas model, shale gas flow mechanisms were characterized and analyzed by Ren et al. [15] during gas production process using the bounce-back and specular-reflection boundary condition. Recently, the non-equilibrium gas dynamics of dense gases under confinement were investigated by the generalized Enskog equation for
two dimensional hard disks [26]. However, the long-range intermolecular attraction were not considered, the importance of which has been demonstrated in the van der Waals theory for liquids [27, 28]. The Enskog-Vlasov equation considers both the gas molecule size and molecular interaction, and recovers to the real gas EOS of van der Waals. Consequently, it accounts for the rarefaction and non-ideal gas effects simultaneously in a self-consistent way [28]. The Enskog-Vlasov equation has been successfully applied to study gas-liquid phase transitions [29] and net condensation/evaporation [30, 31]. However, the Enskog-Vlasov equation is for a homogeneous system. To account for the inhomogeneity, the local average density method (LADM) [32] needs to be introduced, as in the previous kinetic model [33], where the wall potential, cross-sectional fluid inhomogeneity, volume exclusion and intermolecular attraction were simultaneously considered. The aim of this paper is to investigate the effects of volume exclusion and intermolecular attraction in gas dynamics in a surface-confined inhomogeneous system and thus the wall potential will not be considered for simplification.

In this paper, the gas dynamics of ideal gas, hard-sphere fluids and real gas are simulated by the Boltzmann equation, the Enskog equation and the simple kinetic equation [33], respectively. The purpose of this paper is to compare the dynamics of three different fluids and investigate the effects of volume exclusion and attractive forces among molecules on flow behaviors.

1 The simple kinetic equation of real gases

1.1 Kinetic equation

In the kinetic model of Davis [34], the finite size of fluid molecules and the volume
exclusion effect are considered by the hard-sphere potential, and the long-range intermolecular attraction is coupled by the mean-field theory [35], which can be written as [36]

\[ \partial_t f + \boldsymbol{\xi} \cdot \nabla_r f - m^{-1} \nabla_r \phi_{\text{ext}} \cdot \nabla_\xi f = \Omega_E + m^{-1} \nabla_\xi f \cdot \int n(r_1) \chi(r, r_1) \nabla_r \phi_{\text{att}} dr_1, \quad (1) \]

where \( f(r, \boldsymbol{\xi}, t) \) is the velocity distribution function of molecular velocity \( \boldsymbol{\xi} \) at spatial position \( r \) and time \( t \), \( r_1 \) is also the spatial position, \( \partial_t \) represents partial derivative in terms of time \( t \), \( m \) is the molecular mass, \( n \) is the number density, \( \chi \) is the radial distribution function, \( \nabla_r \) and \( \nabla_\xi \) represent gradient operators in terms of space \( r \) and velocity \( \boldsymbol{\xi} \), respectively; \( \phi_{\text{ext}} \) and \( \phi_{\text{att}} \) are the external and intermolecular attractive potential, respectively; and \( \Omega_E \) is the Enskog collision operator for hard-sphere fluids.

The Enskog collision operator \( \Omega_E \) is such complicated that it is difficult in practical applications, which needs further simplification by projecting it into the Boltzmann collision part \( \Omega_B \) and the excess part \( \Omega_{\text{ex}} \) [33], which has been proved as an effective way to treat the original complicated collision operator [21, 33]. For an isothermal case, the Boltzmann collision operator \( \Omega_B \) can be approximated by the Bhatnagar-Gross-Krook (BGK) operator. In order to apply the kinetic equation (1) to inhomogeneous system, Guo et al. [33] proposed an expression for the excess collision part \( \Omega_{\text{ex}} \), accounting for the volume exclusion effect, which can be approximated as [33]

\[ \Omega_{\text{ex}} = -V_0 f^{\alpha} \left( \boldsymbol{\xi} - \boldsymbol{u} \right) \cdot \left[ 2A \chi(\bar{n}) + B \bar{n} \right], \quad (2) \]

where \( V_0 = 2\pi \sigma^3 / 3 \), \( \sigma \) is the effective molecular diameter, \( \boldsymbol{u} \) is the flow velocity, \( \bar{n} = \int w(r_1)n(r + r_1)dr_1 \) is the average density of \( n \) with a weight function \( w(r_1) \) [37, 38], and \( A \) and \( B \) can be expressed as [33, 39]

\[ A = \frac{120}{\pi \sigma^5} \int_{|r - r| < \sigma/2} (r_1 - r) \bar{n}(r_1)dr_1, \quad (3) \]
and
\[ B = \frac{120}{\pi \sigma^3} \int_{|r_1 - r| < \sigma/2} (r_1 - r) \chi(r_1) dr_1. \]  
\hspace{1cm} (4) 

Meanwhile, the effective molecular diameter can be approximated by [40]
\[ \sigma \approx \frac{1 + a_1 T_r}{1 + a_2 T_r + a_3 T_r^2}, \]  
\hspace{1cm} (5) 
where \( a_1 = 0.2977, a_2 = 0.33163, a_3 = 0.00104771; \) and \( T_r = k_B T / \varepsilon \) is the reduced temperature, 
with \( k_B \) being the Boltzmann constant, \( T \) being the system temperature and \( \varepsilon \) being the energy parameter of the fluids.

For the long-range attractive potential, \textit{i.e.}, the last term in Eq.(1), the radial distribution function is approximately unity in the attractive range [33] and the term can be rearranged as
\[ J = m^{-1} \nabla_{\xi} f \cdot \nabla_{r} \left[ \int \pi(r_1) \phi_{\text{att}}(r_1 - r) dr_1 \right], \]  
\hspace{1cm} (6) 
where \( \phi_{\text{att}} \) is the attractive part of the molecular interaction, which acts only in the attractive range, \textit{i.e.}, \(|r_1 - r| > \sigma\). Generally, it can be represented by the 12 – 6 LJ potential among molecules as
\[ \phi_{\text{att}} = 4 \varepsilon \left[ r \right]^6 \left( \frac{1}{r} \right)^{12}, \hspace{0.5cm} r > \sigma. \]  
\hspace{1cm} (7) 

Taking all the above analysis into account, the kinetic equation (1) is transformed into the following simple kinetic equation proposed by Guo et al.[33]
\[ \partial_t f + \xi \cdot \nabla_r f - m^{-1} \nabla_r \phi_{\text{ext}} \cdot \nabla_{\xi} f = -\tau^{-1} \left( f - f^e \right) + \Omega_{\text{ex}} + J, \]  
\hspace{1cm} (8) 
where the volume exclusion effect is accounted for by \( \Omega_{\text{ex}} \) and the long-range molecular interaction is accounted for by the term \( J \), which can be calculated by Eqs.(2) and (6), respectively.
1.2 Analysis and comparison of kinetic equations

(1) The simple kinetic equation (8) considers the effects of intermolecular attractive forces by the mean-field theory, which is an extension of the Enskog-Vlasov equation from homogeneous to inhomogeneous system. If the parameter $\eta$ calculated from the local density is smaller than the packing limit and the system is weak inhomogeneous, then we have \[\bar{n} \approx n, \ A \approx \nabla n, \ B \approx \nabla \chi,\] \hspace{1cm} (9)
and the model becomes that proposed in He et al. [41].

(2) The Enskog-BGK equation: if the long-range attractive tail is not considered, the simple kinetic equation (8) is transformed into the Engkog-BGK equation as
\[\partial_t f + \xi \cdot \nabla_r f - m^{-1} \nabla_r \phi_{ext} \cdot \nabla_\xi f = -\tau^{-1} \left(f - f^\text{eq}\right) + \Omega_{ext},\] \hspace{1cm} (10)
where the Enskog collision operator is projected into a Boltzmann collision term and an excess collision term, as introduced above, and the finite size and the non-local collisions among molecules are explicitly included by the excess collision term $\Omega_{ext}$. Later, we will show that the Enskog-BGK model produces results in quantitatively agreement with the full Enskog equation ones.

(3) The Boltzmann-BGK equation: if the gas is dilute and the molecular size can be ignored, the excess collision term can be removed from Eq.(10), and the kinetic equation is transformed into the Boltzmann-BGK equation as
\[\partial_t f + \xi \cdot \nabla_r f - m^{-1} \nabla_r \phi_{ext} \cdot \nabla_\xi f = -\tau^{-1} \left(f - f^\text{eq}\right),\] \hspace{1cm} (11)
where $\chi = Y = 1$.

As introduced above, the Boltzmann equation only retains the thermodynamic properties of a perfect gas [42]. Therefore, in the Boltzmann-BGK equation, any inclusion of dense effect
only changes the value of the numerical viscosity, if the finite size of molecules and the volume exclusion effect are not considered explicitly [43].

Through the Chapman-Enskog analysis, the following Navier-Stokes hydrodynamic equations can be recovered from Eqs. (8), (10) or (11)

\[
\partial_t \rho + \nabla \cdot (\rho \mathbf{u}) = 0, \tag{12}
\]

\[
\partial_t (\rho \mathbf{u}) + \nabla \cdot (\rho \mathbf{u} \mathbf{u}) = -\nabla p + \nabla \cdot \left\{ \mu \left[ \nabla \mathbf{u} + (\nabla \mathbf{u})^\tau \right] \right\} - \rho \nabla \cdot \phi_{ext}. \tag{13}
\]

Note that when obtaining the Eqs. (12) and (13) from the simple kinetic equation (8), the approximation in Eq. (9) is adopted and the capillary tensor term is ignored, since no interface appears in our studied system.

Although the same hydrodynamic equations can be obtained from the Eqs. (8), (10) and (11), the hydrodynamic pressure in Eq. (13) is different. For the Boltzmann-BGK equation of Eq. (11), the EOS satisfies

\[
p = nk_T T, \tag{14}\]

which is the EOS of an ideal gas. Therefore, the fluid in the Boltzmann-BGK equation is the ideal gas.

For the Enskog-BGK equation, the EOS satisfies

\[
p = nk_T T \left( 1 + nV_\alpha \chi \right), \tag{15}\]

which considers the finite size of fluid molecules, but ignores the effects of fluid intermolecular attraction. Therefore, the fluid in the Enskog-BGK equation is the hard-sphere fluid.

For the simple kinetic equation (8), the EOS satisfies

\[
p = nk_T T \left( 1 + nV_\alpha \chi \right) - an^2, \tag{16}\]

where the parameter \( a \) accounts for the attractive potential among molecules. In Eq. (16) both
the molecule size and molecular interaction are considered. Therefore, the fluid in the simple kinetic equation is the non-ideal gas or real gas.

For an inhomogeneous system, the relaxation time $\tau$ is calculated as [24]

$$
\tau = \frac{5.0}{16n\sigma^2} \sqrt{\frac{1}{\pi k_B T}} \pi V_0 \left( Y^{-1} + 0.8 + 0.7614Y \right),
$$

where

$$
Y = \pi V_0 \chi \left( \frac{\pi}{n} \right), \quad \chi \left( \frac{\pi}{n} \right) = \frac{1 - 0.5\eta}{(1 - \eta)^2}, \quad \eta = \frac{\pi V_0}{4}, \quad V_0 = \frac{2\pi\sigma^3}{3}.
$$

where $\chi$ is the radial distribution function, and $\eta$ is the solid fraction, reflecting the denseness of the fluids. The relaxation time in Eq.(17) recovers to the normal expression for a homogeneous system.

In the rest of the paper, we will clarify the role of repulsive and attractive forces among molecules and compare gas dynamics of ideal gas, hard-sphere fluids and real gas by comparing the Boltzmann-BGK equation, the Enskog-BGK equation and the simple kinetic equation.

2 Model solution

In this paper, the above models are solved by the DUGKS, which has the characteristics of asymptotic preserving, low dissipation, second order accuracy and multidimensional nature, under the constraint of $\int_{0}^{W} ndy = n_0$, where $n_0$ is the pore averaged density and $W$ is the effective channel width ($L$ for the ideal gas or $H$ for the hard-sphere fluids and the real gas, as shown in Figure 1). The number density $n$ and the flow velocity $u$ can be calculated by taking the moments of the distribution function

$$
n = \int f d\xi,
$$

where $f$ is the distribution function. This equation allows us to calculate the number density of particles in the system.
and

\[ u = n^{-1} \int \xi f d\xi. \]  \hspace{1cm} (20)

The detailed procedures of solving the model can be referred to our previous studies [21, 44, 45].

In this paper, the diffuse boundary condition is adopted, which is

\[ f(r_w; \xi_i) = f^{eq}(\xi_i; \rho_w, u_w), \xi_i \cdot n > 0, \]  \hspace{1cm} (21)

where the \( \rho_w \) is the density at the wall determined by the condition that no particles can go through the wall [45], i.e.,

\[ \rho_w = -\sum_{\xi_n < 0} (\xi \cdot n) f(r_w, \xi_i) / \sum_{\xi_n > 0} (\xi \cdot n) f^{eq}(\xi_i; 1, u_w), \]  \hspace{1cm} (22)

3 Numerical tests and discussion

The introduced three models above are compared and analyzed in this section to elucidate the gas dynamics confined in two paralleled plates under different conditions, where the system is chosen as methane at the temperature of 363 K. As shown in Figure 1, the effective channel width in the Boltzmann-BGK equation is \( L \), while it is \( H \) in the Enskog-BGK equation and the simple kinetic equation, since the molecular size is considered in the Enskog theory. The fluid is moving in the \( x \) direction under a small external acceleration as \( a = 0.001268 \).

![Figure 1: Effective channel width \( L \) for Boltzmann-BGK model, and \( H \) for the Enskog-BGK equation and the](image)
simple kinetic equation, where $L = H + \sigma$.

The non-dimensional number density $n$, velocity $u_n$ (or slip velocity $u_{sn}$), momentum $M_n$ and mass flow rate $Q_n$ are, respectively, defined as

$$n_n = \frac{n}{n_0},$$

$$u_n = \frac{u}{aW / \sqrt{2k_B T / m}}, \quad u_{sn} = \frac{u}{aW / \sqrt{2k_B T / m}},$$

$$M_n = n_n u_n = \frac{nu}{n_0aW / \sqrt{2k_B T / m}},$$

$$Q_n = \frac{1}{n_0aW^2 / \sqrt{2k_B T / m}} \int_0^W nudy.$$

As shown in Figure 2, the Knudsen minimum is captured for all three fluids, i.e., the ideal gas, the hard-sphere fluid and the real gas at the $Kn \approx 0.86$. For the hard-sphere fluid and the real gas, it may disappear under tight confinement. For example, it disappears when $H/\sigma = 5$ for the hard-sphere fluid. Under tighter confinement, the effects of wall potential become greatly significant, leading to strong inhomogeneity in the system. Therefore, the simple diffuse boundary condition may fail to model the nature of the wall and the wall potential should be modeled separately. Consequently, the cases of tighter confinement ($H/\sigma < 5$) are not considered in this work. For $Kn > 1$, the $Q_n$ from the Boltzman equation (Ohwada) [46], the Boltzmann-BGK equation, the full Enskog model and the Enskog-BGK model almost converge to a single straight line, although it is slightly higher for the Boltzmann-BGK and the Enskog-BGK results. The difference is also found in previous studies [47]. Overall, the tightness barely affects the non-dimensional mass flow rate when $Kn > 1$. For $Kn < 1$, the results from the full Enskog equation and the Enskog-BGK equation also display a
quantitatively good agreement (Figure 2a). A locally Knudsen maximum is observed when $Kn < 0.1$, which is $Kn \approx 0.019$ for $H/\sigma = 30$, $Kn \approx 0.029$ for $H/\sigma = 15$ and $Kn \approx 0.053$ for $H/\sigma = 10$. The same phenomenon is also observed in the two-dimensional Enskog equation [26].

The effects of the attractive forces among molecules on the mass flow rate can be observed in Figure 2 (b). All three models produce the same mass flow rate when $Kn > 1$, but it is severely underestimated by the hard-sphere fluids or overestimated by the ideal gas comparing to the real gas dynamics when $Kn < 1$. Considering the fact that the Knudsen number ranges from 0.0003 to 3 in typical shale gas reservoirs [5], and it is smaller in tight or conventional natural gas reservoirs, the real gas effect is necessary to be taken in account to study the gas dynamics under confinement, where the attractive forces play an important role in gas transport behaviors.
Figure 2: The non-dimensional mass flow rate of ideal gas, hard-sphere fluid and the real gas. The legend of Ohwada in (a) represents the results from the full Boltzmann equation \[46\], and the Cercignani represents the results from the Boltzmann-BGK equation \[48\].
Figure 3: The density \((a\) and \(b\)), velocity \((c\) and \(d\)), and momentum \((e\) and \(f\)) profiles of methane flow in slit channels of \(H/\sigma = 8.04\) at the temperature of \(T = 2.45\ \varepsilon/k_B\). The \(a\), \(c\) and \(e\) are for profiles with the pore averaged density at \(n_0 = 0.371\ \sigma^{-3}\) (\(Kn = 0.0671\) for ideal gas, \(Kn = 0.0389\) for hard-sphere fluid and real gas), and the \(b\), \(d\) and \(f\) are for profiles with pore averaged density at \(n_0 = 0.111\ \sigma^{-3}\) (\(Kn = 0.2237\) for ideal gas, \(Kn = 0.1924\) for hard-sphere fluid and real gas).

The density, velocity and momentum profiles across the confinement are shown in Figure 3. The density profile is unitary for ideal gases, and it is more oscillatory across the channel when the pore averaged density is larger for both the hard-sphere fluids and the real gases. At larger pore averaged density \((n_0 = 0.371\ \sigma^{-3})\), the molecules of hard-sphere fluids and real gas accumulate near the wall, and the density decreases with the distance from the wall increasing; a concave forms at approximately one or two diameters away from the wall on the
density profile, after which the bulk region follows. At smaller pore averaged density \( n_0 = 0.111 \sigma^{-3} \), no concave is observed for the hard-sphere fluids and the real gases. The real gas density near the wall is smaller than that of the bulk region, due to the action of the long-range intermolecular attraction. The intermolecular attractive forces works like an internal negative pressure, which pulls the molecules in a more stable state and makes the density distribution more unitary across the channel, as we can see from Figure 3 (a) and (b). Consequently, the mass flow rate or the flow velocity of the real gas under confinement is between that of the ideal gas and hard-sphere fluids, as shown in Figure 2 (b) and Figure 3 (c and d), respectively. The concave is also observed on momentum profiles of the hard-sphere fluids near the wall at higher pore averaged density (Figure 3e), since the density near the wall is always bigger than the bulk density. Yet for the real gas, the concave disappears due to the smaller density near the wall comparing to the hard-sphere fluids.
Figure 4: The density (a and b), velocity (c and d), and momentum (e and f) profiles of methane flow in slit channels of $H/\sigma=32.16$ at the temperature of $T = 2.45 \varepsilon/k_B$. The a, c and e are for profiles with the pore averaged density at $n_0 = 0.371 \sigma^{-3}$ ($Kn = 0.0183$ for ideal gas, $Kn = 0.0106$ for hard-sphere fluid and real gas), and the b, d and f are for profiles with pore averaged density at $n_0 = 0.111 \sigma^{-3}$ ($Kn = 0.0610$ for ideal gas, $Kn = 0.0525$ for hard-sphere fluid and real gas).

The variation of the density, velocity and momentum of fluids confined in larger channels of $H/\sigma = 32.16$ are shown in Figure 4, with other parameters the same as in Figure 3. Similar results are observed for both the high ($n_0 = 0.371 \sigma^{-3}$) and low ($n_0 = 0.111 \sigma^{-3}$) pore averaged density cases, comparing to gas dynamics in much narrower channels ($H/\sigma = 8.04$ in Figure 3). However, the flow behaviors of real gas is closer to ideal gas ones, while the Enskog theory underestimates the flow velocity and the mass flow rate. This phenomenon can also be
observed in Figure 2. With the increase of the channel width, the mass flow rate of the real gas approaches the Boltzmann results faster than the hard-sphere fluids, as the consequence of attractive intermolecular forces pulling the fluids more unitary across the channel. Therefore, the real gas dynamics can be predicted by the Boltzmann equation in macro pores, while the Enskog theory underestimates the flow velocity and the mass flow rate.

Figure 5: The slip velocity of the hard-sphere fluids and the real gas under different Knudsen number and confinement conditions at the temperature of $T = 2.45 \frac{\varepsilon}{k_B}$.

In Figure 5, the variation of slip velocity with $Kn$ of hard-sphere fluids and real gas confined in nano-slits of $H/\sigma = 5, 15, 30$ and $50$ is displayed. The slip velocity of the hard-sphere fluids increases with the $Kn$, while there is a regime of anomalous slip for the real gas, where the slip velocity barely changes or decreases with the $Kn$ increasing when $H/\sigma \geq 15$,.
as shown in Figure 5 (b), (c) and (d). The slip velocity of the real gas is larger than that of
the hard-sphere fluids when the \( Kn \) is below some critical point, namely \( A, B, C \) and \( D \) for
\( H/\sigma = 5, 15, 30 \) and 50, respectively. The corresponding \( Kn \) of this critical point decreases
with the channel width. Therefore, the intermolecular attractive forces need to be taken into
account in a broader flow regime when the channel width is smaller. For example, the long-
range intermolecular potential affects the slip velocity when \( Kn < 1 \) for \( H/\sigma = 50 \), but this
critical \( Kn \) extends to \( Kn = 10 \) for \( H/\sigma = 5 \). For tight gas reservoirs, the flow is mostly located
in the slip and transition flow regimes \( (Kn < 1) \). Consequently, it is necessary to consider the
effects of intermolecular attractive forces on gas dynamics when \( H/\sigma < 50 \).

To understand the gas dynamics in anomalous slip flow regime, the density, velocity,
momentum and non-dimensional momentum profiles of fluids confined in slits of \( H/\sigma = 30 \)
are studied for the \( Kn = 0.0320, 0.0827 \) and 0.1974, respectively. For a fixed channel width,
the smaller \( Kn \) means the larger solid fraction \( \eta \). The density is more inhomogeneous near the
wall at smaller \( Kn \), and the difference between the hard-sphere fluids and the real gas is also
more obvious, as shown in Figure 6 (a). The anomalous slip of the real gas and the normal slip
of the hard-sphere fluids are observed in Figure 6 (b). Although, the slip velocity barely changes
with the \( Kn \), the central velocity decreases with the increasing \( Kn \). Therefore, the mass
transfer is more prominent at smaller \( Kn \), as we can see from Figure 6 (b) and (c). Besides,
the non-dimensional momentum slip almost coincides near the wall for both the real gas and
the hard-sphere fluids (d). The mass flow rate (c and d) of the real gas is larger than that of
the hard-sphere fluid for the same \( Kn \). This difference decreases with the increasing \( Kn \).
Although the rarefaction effects enhance the flow by a slip velocity near the wall at large \( Kn \),
the mass flow rate of dense gas at smaller $Kn$ is much larger due to the larger solid fraction. Therefore, the rarefaction effects should be treated rationally. Otherwise, the role of the rarefaction may be exaggerated.

Figure 6: The profiles of (a) density, (b) velocity, (c) momentum and (d) non-dimensional momentum for the hard-sphere fluids (symbols) and the real gas (lines) confined in slits of $H/\sigma = 30$ at the temperature of $T = 2.45 \varepsilon/k_B$. Black dash-dotted lines, $Kn = 0.0320$; blue dash lines, $Kn = 0.0827$; red solid lines, $Kn = 0.1974$; green circles, $Kn = 0.0320$; pink triangles, $Kn = 0.0827$, blue diamonds, $Kn = 0.1974$. The solid fraction are $\eta = 0.0931, 0.0414$ and 0.0184 for $Kn = 0.0320, 0.0827$ and 0.1974, respectively.
Figure 7: The slip momentum, which is defined as the product of the slip velocity and the local number density, under different Knudsen number and confinement conditions for the hard-sphere fluids and the real gas at the temperature of $T = 2.45 \, \varepsilon/k_B$.

Although the slip velocity affects the mass flow rate, it is the momentum that determines the practical amount of mass transfer. The variation of momentum slip with $Kn$ is shown in Figure 7. For fluids under tight confinement ($H/\sigma = 5$), the slip momentum of hard-sphere fluids or the real gas barely changes or increases with the $Kn$ when the $Kn$ is small ($Kn < 0.03$), after which it decreases with the $Kn$ continuously. There is no increase of slip momentum with the increasing $Kn$ in large channels, as we can see from Figure 7 (c) and (d).
Figure 8: The density (a), velocity (b), momentum (c) and normalized momentum (d) profiles of real gas confined in nano-slits of $H/\sigma = 10$ under different Knudsen number conditions at the temperature of $T = 2.45 \varepsilon/k_B$.

The Knudsen maximum and Knudsen minimum can both be observed in Figure 2 for the hard-sphere fluids and the real gas under confinement ($5 < H/\sigma < 30$). Taking the real gas under the confinement of $H/\sigma = 10$ as an example, the non-dimensional mass flow rates are approximately the same for $Kn = 0.013704$, 0.238826, 2.99014. The density, velocity and momentum profiles across the channel are shown in Figure 8. With the increasing $Kn$, the slip velocity becomes larger and the velocity profile tends to be more plug-like. The rarefaction effects increase the slip velocity, but decrease the maximum velocity. Thus, the overall contribution of the velocity profile at different $Kn$ ($Kn = 0.013704$, 0.238826, 2.99014) on mass flow rate is similar. The trend of the non-dimensional momentum distribution is mainly controlled by the velocity profiles, as we can see from Figure 8 (d), although the inhomogeneity
of the density at $Kn = 0.013704$ affects the shape of the profile. Yet it is the density that governs the practical amount of mass transfer. The density decreases significantly with the increasing $Kn$ (Figure 8a) and the overall contribution of velocity at different $Kn$ to the mass rate is similar (Figure 8b), therefore the mass flow rate decreases with the increasing $Kn$, which are $Q = 0.011252$, $0.001522$ and $0.000130$ for $Kn = 0.013704$, $0.238826$ and $2.99014$, respectively. Although the rarefaction effects increase the slip velocity, it is the flow at the small $Kn$ that contributes more mass transfer in porous media.

The variation of slip velocity and momentum profiles with the $Kn$ are displayed in Figure 9. The non-dimensional slip velocity increases with the increasing $Kn$ due to the rarefaction effects (Figure 9a), while the slip velocity decreases with the increasing $Kn$ due to the shrinkage of the pore size. Therefore, the pore size is a more important factor that affects the practical amount of mass transfer. This is different from the variation in Figure 5, where the slip velocity and non-dimensional slip velocity have the same trend in changing with the $Kn$. The velocity profiles across the channel under different density conditions ($n_0 = 0.1$ and $n_0 = 0.2$) at approximately the same $Kn$ are shown in Figure 9 (c). Although the non-dimensional slip velocity is barely the same for $n_0 = 0.1$ ($H/\sigma = 13.561$) and $0.2$ ($H/\sigma = 5.705$), the maximum non-dimensional velocity and dimensional velocity profile across the channel of $n_0 = 0.1$ are larger than those of $n_0 = 0.2$. Similarly, the non-dimensional mass flow rate decreases with the increasing $Kn$, which further proves our assessment that the flow at smaller $Kn$ contributes to more practical mass flow rate.
Figure 9: The variation of the normalized slip velocity (a), slip velocity (b) and the normalized flux (d) with the Knudsen number of the hard-sphere fluids and the real gas under different density conditions at the temperature of $T = 2.45 \, \varepsilon/k_B$. The velocity profile of real gas at the $Kn = 0.146$ (c), where the red line represents the non-dimensional velocity at $n_0 = 0.1 \, (H/\sigma = 13.561)$, blue dashed line represents the non-dimensional velocity at $n_0 = 0.2 \, (H/\sigma = 5.705)$, red circles represent the velocity at $n_0 = 0.1 \, (H/\sigma = 13.561)$ and blue triangles represent velocity at $n_0 = 0.2 \, (H/\sigma = 5.705)$. 
Figure 10: The effects of reduced temperature $T_r = k_B T / \varepsilon$ on the density ($a$, $c$ and $e$) and velocity ($b$, $d$ and $f$) profiles of ideal gas ($a$ and $b$), hard-sphere fluids ($c$ and $d$) and real gas ($e$ and $f$).

The influence of the temperature on density and velocity profiles of ideal gas, hard-sphere fluids and real gas is investigated in Figure 10. The density and velocity profiles of the ideal gas and hard-sphere fluids are not affected by the temperature (Figure 10 $a$, $b$, $c$ and $d$), while the density and velocity profiles of real gas depend significantly on the reduced temperature (Figure 10 $e$ and $f$). As the temperature increases, the energy parameter of the fluids $\varepsilon$ decreases,
which leads to the decrease of the long-range intermolecular attraction. Thus, the characteristic of the real gas tends to be more like that of the hard-sphere fluids. As shown in Figure 10 e, with temperature increasing, the bulk density decreases and more fluid molecules accumulate near the wall due to the volume exclusion. Besides, the velocity decreases with the increasing temperature, and approaches the velocity profile of the hard-sphere fluids comparing Figure 10 (d) to Figure 10 (f).

4 Conclusions

Gas dynamics of the ideal gas, hard-sphere fluids and real gas have been investigated and compared by the Boltzmann-BGK model, the Enskog-BGK model and the simple kinetic model, respectively. The rarefaction effects caused by the non-negligible $Kn$ and the real gas effects caused by the changes of thermodynamic properties are coupled self-consistently in the simple kinetic equation, which is an effective tool to study gas dynamics under confinement at high pressure and temperatures, such as in natural gas reservoirs.

The mass flow rate of the real gas is between that of the ideal gas and hard-sphere fluids when $Kn < 0.3$, while it is almost the same for the three fluid types when $Kn > 1$, where the collisions among molecules are ignorable. Under constant confinement, the anomalous slip is found for the real gas, while the slip velocity of the hard-sphere fluid increases monotonically with the increasing $Kn$. The slip velocity of the real gas is larger than that of the hard-sphere fluids when $Kn$ is small, but increases slower with the $Kn$, and thus, the slip velocity of the hard-sphere fluids and the real gas is the same when $Kn$ is sufficiently large. Although the rarefaction effects enhance the slip velocity, it also decreases the maximum velocity at the centerline. The increasing $Kn$ means a smaller solid fraction or a smaller pore size, both of
which lead to smaller mass flow rate. Therefore, it is the flow at the small $Kn$ that dominates the practical mass transfer in porous media, which implies that the role of rarefaction effects in gas transport in natural gas reservoirs should be treated rationally. Meanwhile, the real gas dynamics are significantly affected by the temperature, since the energy among fluid molecules is considered. With the increase of the temperature, the density and velocity profiles of the real gas tend to those of the hard-sphere fluids, as the effect of the long-range attractive potential becomes weaker.
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