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Abstract—Neural audio/speech coding has shown its capability to deliver a high quality at much lower bitrates than traditional methods recently. However, existing neural audio/speech codecs employ either acoustic features or learned blind features with a convolutional neural network for encoding, by which there are still temporal redundancies inside encoded features. This paper introduces latent-domain predictive coding into the VQ-VAE framework to fully remove such redundancies and proposes the TF-Codec for low-latency neural speech coding in an end-to-end way. Specifically, the extracted features are encoded conditioned on a prediction from past quantized latent frames so that temporal correlations are further removed. What’s more, we introduce a learnable compression on the time-frequency input to adaptively adjust the attention paid on main frequencies and details at different bitrates. A differentiable vector quantization is proposed to better model the latent distributions with rate constraint. Subjective results on multilingual speech datasets show that with a latency of 40ms, the proposed TF-Codec at 1kbps can achieve a much better quality than Opus 9kbps and TF-Codec at 3kbps outperforms both EVS 9.6kbps and Opus 12kbps. Numerous studies are conducted to show the effectiveness of these techniques.

Index Terms—Neural audio/speech coding, auto-encoder, predictive coding.

I. INTRODUCTION

Neural audio/speech coding has emerged and made fast progress recently to deliver a high quality at very low bitrates, especially for speech. Existing neural codecs could mainly be categorized into two types, one based on generative decoder models [1]–[5] and one based on end-to-end neural audio/speech coding [6]–[11]. The former extracts acoustic features from the audio for encoding and uses a strong decoder to recover the waveform based on generative models. The latter mainly leverages the VQ-VAE [12] framework to learn an encoder, a vector quantizer and a decoder in an end-to-end way. The latent features to quantize are mostly blindly learned using a convolutional network (CNN) without any prior knowledge. These methods have largely increased the coding efficiency by achieving a high quality at a low bitrate. However, temporal correlations are not fully exploited in these algorithms. There are still much redundancy among neighboring frames in encoded features. In light of this, we propose to incorporate predictive coding into the VQ-VAE-based neural coding framework to remove such redundancies.

Predictive coding is widely used in traditional image [13], video [14]–[16] and audio coding [17], [18] for spatial and temporal redundancy removal, where reconstructed neighboring blocks/frames/samples are used to predict the current block/frame/sample and the predicted residuals are quantized and encoded to bitstream. The residuals after prediction are much sparser and the entropy is largely reduced. In neural video codec [19], [20], such temporal correlation is also exploited by utilizing motion-aligned reference frame as a prediction or context for encoding current frame. However, in neural audio codec, such techniques have not been investigated yet, to the best of our knowledge.

Although temporal correlations are exploited in encoder and decoder of neural audio/speech coding by convolutional or recurrent neural networks, these operations can be seen as a kind of open-loop prediction or nonlinear transform (See Fig. 1 (a)). After quantization, the temporal correlation is broken to some extent. For better recovery quality, the neural network tends to leave some redundancy in the learned latent representation. Nevertheless, by closed-loop prediction as in our predictive coding (see Fig. 1 (b)), such a redundancy is removed in encoded features but the recovery capability is not affected. The learned latent features are sparse and the decoding could recover with a good quality by using the same prediction as that in encoding.

This paper is the first to introduce predictive coding into the VQ-VAE framework for neural speech coding. To reduce the delay, this contextual coding is performed in latent domain as shown in Fig. 1 (b). Unlike traditional predictive video/audio
coding by subtracting samples from predictions, we introduce a learnable extractor to fuse the prediction with encoder features to get the sparse "new" information for coding of each frame. All modules are end-to-end learned with adversarial training. Moreover, unlike most previous neural codecs that take time-domain input, we introduce the time-frequency input with a learnable compression on the amplitude so that the network can automatically balance the attention paid on main and detailed components at different bitrates (see Fig. 1(b)), which largely boost the quality at a bitrate as low as 1kbps for low-latency speech coding.

The main contributions of this paper are summarized as follows:

- We propose TF-Codec, a low-latency neural speech codec that is the first to report high quality at 1kbps with a latency of 40ms as far as we know.
- We introduce predictive coding into the VQ-VAE based neural speech codec, which largely removes the temporal redundancy and therefore boosts the coding efficiency.
- We introduce a learnable compression on time-frequency input to adaptively adjust the attention paid on main and detailed components at different bitrates.
- We introduce a differentiable vector quantization mechanism based on distance-to-soft mapping and Gumbel-Softmax to facilitate rate control and achieve better rate-distortion optimization.

II. RELATED WORK

A. Generative Audio/Speech coding

**Generative model based audio coding** With the advancement of generative models in providing high-quality speech synthesis, recently some researchers proposed to leverage them for speech coding as well [1–5], such as WaveNet [21] and LPCNet [22]. WaveNet is the first to be used as a learned generative decoder to produce high quality audio from a conventional encoder at 2.4kbps [1]. Some researchers [5] improve Opus speech quality at low bitrates by using LPCNet for speech synthesis. Lyra [2] is a generative model which synthesizes speech from quantized mel-spectrum with an autoregressive WaveGRU model to produce high quality speech at 3kbps. These methods have achieved good quality at low bitrates but the potential of neural audio coding is not fully exploited.

**End-to-end audio coding** This category learns the encoding, vector quantization and decoding in an end-to-end way based on the VQ-VAE [12] framework [6–11]. In [6], a VQ-VAE encoder and a WaveNet-based decoder are jointly learned end to end, yielding a high reconstruction quality while passing speech through a compact latent representation corresponding to very low bitrates. The recently proposed SoundStream [8] achieves a superior audio quality at a wide range of bitrates from 3kbps up to 18kbps with end-to-end learning and a mix of adversarial and reconstruction losses. More recently, an end-to-end audio codec with a cross-module residual coding pipeline was proposed for scalable coding [10]. Unlike previous methods based on the waveform input with 1D convolutions, the recent TFNet [11] takes a time-frequency input with a causal 2D encoder-temporal filtering-decoder paradigm for end-to-end speech coding. Among all these methods, the latent features from the encoder are mostly blindly learned without any prior and there are typically temporal correlations remaining in them. We propose the predictive coding in this paper to further remove the redundancies.

B. Predictive Coding

**Classical audio compression** DPCM [17]/ADPCM [18] as a way of predictive coding, is widely used in classical audio coding systems. The DPCM leverages differential coding to remove the temporal redundancy among samples or acoustic parameters, where the difference between a sample and its estimate by a predictor based on the past reconstructed samples, is encoded. Another widely used technique in speech coding and processing, the linear predictive coding (LPC), leverages a linear predictor to estimate future samples based on the source-filter model. LPC analyzes a speech signal by estimating the predictor coefficients to minimize the energy of residual signals. The residual along with the linear coefficients are quantized and encoded.

**Classical video/image compression** Traditional video coding standards [14]–[16] always take a predictive coding paradigm for removing temporal redundancies, where a prediction is generated by block-based motion estimation and compensation and the residual between the original frame and the prediction is transformed, quantized and entropy coded. In image coding [13] and intra-frame coding of video [14]–[16], reconstructed neighboring blocks are used to predict the current block, either in frequency or pixel domain, and the predicted residuals are encoded.

**Deep video compression** In neural video coding, a typical approach is to replace handcrafted modules such as motion estimation with neural networks, still sticking to a predictive coding paradigm. DVC [19] provides more accurate temporal predictions by jointly trained motion estimation and compensation networks. The residual information after prediction is then encoded by a residual encoder network. The most relevant work, DCVC [20], instead proposes a paradigm shift from predictive coding to conditional coding. It introduces rich temporal context information as a condition for both the encoder and the decoder and largely improves the coding efficiency.

Motivated by these methods, we introduce a predictive coding into the VQ-VAE framework for neural audio coding, to better remove temporal redundancies and achieve better coding efficiency.

C. Autoregressive Model

Autoregressive generative models have shown strong capabilities in speech synthesis [21], [23]. They typically generate audio samples one at a time in an autoregressive way where previous generated samples are used in generating current sample. Our predictive coding also uses an autoregressive way but it operates in latent domain to reduce the delay by the autoregressive loop and crosses the quantization layer.
D. Vector Quantization

Vector quantization (VQ) is a fundamental technique that is widely used in traditional audio codecs such as Opus [24] and CELP [25]. Recently, it is also applied to discrete representation learning [12] and serves as the basis of end-to-end neural audio coding [6]–[11]. As quantization is inherently not differentiable, to enable end-to-end learning in neural audio coding, several ways have been proposed in the literature, including the one with commitment loss in VQ-VAE [12], EMA [12], Gumbel-Softmax based method [26] [27] and the soft-to-hard technique [28]. VQ-VAE [12] approximates the derivative by the identity function that directly copies gradients from the decoder input to the encoder output. The codebook is learned by approaching the codeword selected through some distance metric towards the encoder features. Differently, the Gumbel-Softmax and soft-to-hard methods introduce probability of selecting a codeword into the VQ, making the selection of discrete codewords in a differentiable way. However, the former uses a linear projection with Gumbel-Softmax to get the probability where there is no explicit correlation with quantization error. The latter maps distance to probability and uses soft assignment with annealing during training, which may lead to a gap between training and inference. Motivated by these works, we propose a Distance-Gumbel-Softmax scheme with rate control that explicitly maps quantization error to probability while uses hard assignment during training and inference.

III. THE PROPOSED SCHEME

A. Overview

Let \( x \) denote the signal to be encoded and \( \hat{x} \) the recovered signal after decoding. The optimization of neural audio coding targets at minimizing the recovered signal distortion \( D(x, \hat{x}|\Theta) \) at a given rate constraint, i.e. \( R(x|\Theta) \leq R_{\text{target}} \). \( \Theta \) denotes the neural network parameters. We consider low-latency speech coding in this paper.

As shown in Fig. 2, we employ an encoder to extract latent representations \( X_r \) from \( x \). For each frame \( X_r^t \) in \( X_r \), a prediction \( X_p^t \) is learned from past reconstructed latent codes \( \hat{X}_r \) through a predictor \( f_{\text{pred}} \) with a receptive field of \( N \) past frames, given by \( X_p^t = f_{\text{pred}}(X_r^{t-1}|i = 1, 2, ..., N) \). This prediction serves as a temporal context for both encoding and decoding. For encoding, an extractor \( f_{\text{extr}} \) learns residual-like information \( X_n^t \) from both \( X_r^t \) and \( X_p^t \) by \( X_n^t = f_{\text{extr}}(X_r^t, X_p^t) \), which is “new” to past frames. With this auto-regressive operation, the temporal redundancy could be effectively reduced. The extracted residual-like feature is then quantized through a codebook learned by Distance-Gumbel-Softmax and entropy coded using Huffman coding. For decoding, the quantized residual-like feature \( X_n^t \) is merged with the prediction \( X_p^t \) through a synthesizer \( f_{\text{synr}} \) to get the current reconstructed latent code \( \hat{X}_r^t \), given by \( \hat{X}_r^t = f_{\text{synr}}(X_n^t, X_p^t) \). Then a decoder is employed to reconstruct the waveform \( \hat{x} \). We apply adversarial training to achieve good perceptual quality. In the following subsections, we will describe these techniques in detail.

B. Learnable Input Compression

The input waveform \( x \) is first transformed into frequency domain with short-time fourier transform (STFT), yielding time-frequency spectrum \( X \in \mathbb{R}^{T \times F \times 2} \), where \( T \) is the number of frames and \( F \) is the number of frequency bins. We take frequency domain input instead of the time domain input typically exhibits a high dynamic range and highly unbalanced distribution due to harmonics, we employ a power-law compression on the amplitude part given by \( A^p \), where \( A \) is the magnitude spectrum of \( X \). The compression performs as a kind of input normalization so that the importance of different frequencies is balanced and the training is more stable. Further, we make the power parameter \( p \) learnable during training so that at different bitrates the model can make adaptable balances. To be specific, at low bitrates a higher \( p \) may be preferred because it leads to more attention on main components while at high bitrates, more attention might be paid on details with a lower \( p \). This technique is verified to particularly effective for very low bitrate coding such as 1kbps in our experiments.

C. Encoder and Decoder

The encoder takes the compressed time-frequency spectrum \( X_{\text{sprs}} \in \mathbb{R}^{T \times F \times 2} \) as input. As shown in Fig. 3, four 2D causal convolutional layers are first employed to decorrelate it in two dimensions \((T, F)\) with a kernel size of \((2, 5)\), output channels of \(16, 32, 64\) and 64 and a stride of \(1, 4, 4\) and 2 along the frequency \( F \) dimension. The temporal dimension \( T \) is kept without any resampling. This will yield a feature \( X_1 \in \mathbb{R}^{T \times F' \times C'} \) with a reshape into a 1D signal \( X_1' \in \mathbb{R}^{T \times C'} \), \( C = F' \times C' \). To capture long-range temporal
dependencies, we further employ a TCM module with causal dilated depthwise convolutions [29] followed by a GRU block on \( X_t \), like that in [11], to capture both short-term and long-term temporal dependencies. A final 1D convolutional layer with a kernel size of 1 is used to change the channel dimension to \( D \) for quantization with predictive coding. The encoder finally yields an output \( X_t \in \mathbb{R}^{T \times D} \).

The decoder is the opposite of the encoder to reconstruct \( \hat{x} \) from reconstructed features \( \hat{X}_r \). For better restoration, more TCM modules are used at the decoder than the encoder. There are one TCM module, one GRU block and another TCM module used in an interleaved way to capture local and global temporal dependencies at different depths. Causal deconvolutions are used to recover the frequency resolution to \( F \) and the decoder outputs a feature \( \hat{X}_{cprs} \in \mathbb{R}^{T \times F \times 2} \). After an inverse amplitude compression and an inverse STFT, the waveform \( \hat{x} \) is finally reconstructed. The whole process is causal so that it can achieve low latency.

**D. Latent-Domain Predictive Coding**

As the predictive coding is auto-regressive, to reduce the delay we only investigate it in latent domain. As shown in Fig. [1](b) and the encoding/decoding split in Fig. [2] there is a predictor \( f_{pred} \) to get the prediction for each \( t \)-th frame from past reconstructed latent features \( \{ \hat{X}_r^{t-i} \mid i = 1, 2, ..., N \} \). As the prediction \( X_t \) may contain some undesired information for encoding frame \( t \), instead of residual coding by \( X_t - \hat{X}_r \), we concat \( X_t \) and \( \hat{X}_r \) and then feed them to a learnable extractor \( f_{extr} \) to extract “new” information \( X'_n \) which could not be estimated from the past. \( X'_n \) is then quantized using vector quantization. Symmetrically, for reconstructing latent representation of current frame, a learnable synthesizer \( f_{synr} \) is employed to merge \( \hat{X}_r \) and dequantized output \( \hat{X}_n \) to get \( \hat{X}_t \) for both encoding and decoding.

**Predictor**

The predictor provides a prediction of current frame from the past, given by \( X^p_t = f_{pred}(\hat{X}_r^{t-i} \mid i = 1, 2, ..., N) \), with a window of \( N \) frames. We investigate two ways for this prediction, i.e., convolution-based and adaptive as shown in Fig. [4]. The former uses two 1D convolutional layers by parametric ReLU (PReLU) [30] to get a receptive field of 280ms. The latter learns the prediction kernel from the past to adapt to the time-varying speech signal. The kernel is deduced from the past based on the assumption that the linear prediction coefficients are locally constant. Specifically, it takes \( \hat{X}_r^{t-1} \) as a query matrix \( F^Q = \{ \hat{X}_r^{t-1} \}, \{ \hat{X}_r^{t-i} \mid i = 2, 3, ..., N \} \) as the value matrix \( F^K = \{ \hat{X}_r^{t-N}, \hat{X}_r^{t-N+1}, ..., \hat{X}_r^{t-2} \} \) and \( \{ \hat{X}_r^{t-i} \mid i = 1, 2, ..., N - 1 \} \) as the key matrix \( F^V = \{ \hat{X}_r^{t-(N-1)}, \hat{X}_r^{t-(N-2)}, ..., \hat{X}_r^{t-1} \} \). It learns an attentive weight vector \( W^t \in \mathbb{R}^{N-1} \) which is served as the prediction kernel by

\[
W^t = \text{Softmax}(F^Q \cdot (F^K)^\text{transpose} / \sqrt{D}),
\]

where \( \text{Softmax}(\cdot) \) is the softmax function. The attentive weight vector is then multiplied with \( F^V \) to get the prediction by \( \hat{p}_t = W^t \cdot F^V \). This method is similar to self-attention [31] in the way to adaptively capture the attention weights from input features but here we extend it as a kind of prediction. We will show the comparison between these two types of predictors in the experimental part.

To guide the predictor to yield a good temporal prediction for redundancy removal, a prediction loss is introduced in the training as

\[
\mathcal{L}_{pred} = D(X(p), sg(X(r))),
\]

where \( D(\cdot) \) is a distance metric given by \( \ell_1 \) in our implementation. \( sg(\cdot) \) is the stop-gradient operator, used for more stable training.

**Extractor and synthesizer**

Both the extractor \( f_{extr} \) and the synthesizer \( f_{synr} \) consist of a 1D convolutional layer with a kernel size of 1 and a stride of 1, followed by parametric ReLU as the nonlinear activation function.

**E. Vector Quantization with Rate Control**

As discussed in Section II.D, Gumbel-Softmax [26] [27] and soft-to-hard [28] methods introduce the probability of selecting a codeword and thus make rate control feasible. However, Gumbel-Softmax uses a linear projection to select the codeword without explicitly correlating it with the quantization error, as shown in Fig. [5](a). The soft-to-hard gives
soft assignments based on distances with different codewords but a weighted average of codewords is used for quantization in training, which can easily lead to a gap between training and inference. In light of this, we employ a Distance-Gumbel-Softmax method as shown in Fig. 5(b) for quantization which leverages the advantages of the two to provide a quantization-error-aware assignment with rate control.

**Distance-Gumbel-Softmax-based VQ** As shown in Fig. 5(b), given a codebook with \( K \) codewords \( C = \{c_1, c_2, ..., c_K\} \in \mathbb{R}^{K \times D} \), we first compute the distance between the current latent vector \( X_n \in \mathbb{R}^D \) and all \( K \) codewords as

\[
d_t = \{D(X_n, c_1), ..., D(X_n, c_K)\} \in \mathbb{R}^K, \tag{3}
\]

where \( D(\cdot) \) is a distance metric and we use \( \ell_2 \) in our implementation. Then the distance is mapped to logits and we employ the Gumbel-Softmax to get probability for assignment, that is

\[
q_t = \text{GumbelSoftmax}(\alpha \cdot d_t) \in \mathbb{R}^K. \tag{4}
\]

The probability for selecting the \( k \)-th codeword \( c_k \) to quantize \( X_n \) is given by

\[
q_{t,k} = \frac{\exp(-\alpha \cdot d_{t,k} + v_{t,k})/\tau}{\sum_{k=1}^{K} \exp(-\alpha \cdot d_{t,i} + v_{t,i})/\tau}, \tag{5}
\]

where \( \tau \) is the temperature of Gumbel-Softmax and \( v_{t,k} \sim \text{Gumbel}(0, 1) \) are samples drawn from Gumbel distribution. \( \alpha \) is a positive scalar to control the mapping from distance \( D(X_n, c_k) \) to logits such that the codeword closer to the current feature \( X_n \) will have a higher probability of being selected. During the forward pass, the hard index \( \arg\max_{k \in \{1, 2, ..., K\}} q_{t,k} \) is selected; thus there is no gap between training and inference. During the backward pass, the gradient with respect to logits is used.

**Entropy estimation and rate control** As entropy serves as the lower bound of actual bitrates, we leverage entropy estimation to control the bitrate \( R(x; \Theta) \) towards a given target \( R_{\text{target}} \), motivated by the work in [10, 28]. Using the Distance-Gumbel-Softmax based VQ, we can calculate the sample soft assignment distribution, by summing up the probabilistic assignment logits to each codeword within a minibatch \( q_{t,k,b} \) as

\[
Q_k = \frac{1}{BT} \sum_{b=1}^{B} \sum_{t=1}^{T} q_{t,k,b}, k \in \{1, 2, ..., K\}, \tag{6}
\]

where \( B \) and \( T \) are batch size and number of frames in each audio clip, respectively. Then we can estimate the “soft entropy” on the soft assignment distribution \( Q \in \mathbb{R}^K \) as

\[
\mathcal{H}(Q) \approx -\sum_{k=1}^{K} Q_k \log Q_k. \tag{7}
\]

The rate control is conducted over each minibatch with the following loss function \( \mathcal{L}_{\text{rate}} \):

\[
\mathcal{L}_{\text{rate}} = ||R_{\text{target}} - \mathcal{H}(Q)||_1. \tag{8}
\]

This loss \( \mathcal{L}_{\text{rate}} \) not only constraints the bitrate but also performs rate-distortion optimization by \( \mathcal{L}_{RD} = D(x, \hat{x}) + \lambda \cdot \mathcal{L}_{\text{rate}} \). When the current entropy is higher than \( R_{\text{target}} \), it will push similar features quantized to the same codeword through a tradeoff between rate and distortion; whereas when it is lower than \( R_{\text{target}} \), similar features may be quantized to different codewords to retain a higher quality but higher rate. It should be noted that although there are some estimations here, we found that the actual bitrate is controlled well during testing.

To reduce the codebook size for easy training, the group vector quantization is employed. Specifically, for each frame \( X_n \in \mathbb{R}^D \) is split into \( G \) groups along the channel dimension, yielding \( Y_n \in \mathbb{R}^{G \times D'} \), and each group is quantized with a separate codebook with \( K \) codewords \( C = \{c_1, c_2, ..., c_K\} \in \mathbb{R}^{K \times D'} \). We set up a large codebook size so that it could capture the real distribution of the latent features through the rate-distortion optimization. For example, at 3kbps each 40ms data (four overlapped STFT frames) is expected to consume 120 bits. The codebook parameters \( G \) and \( K \) are set to 16 and 1024, respectively, where \( G \cdot \log_2(K) = 16 \cdot \log_2(1024) = 160 > 120 \). The real bitrate is then controlled by Eq. 8 to achieve 3kbps. This is quite different from the diversity loss in Gumbel-Softmax based method [26], where a uniform distribution is enforced on the codeword usage.

**F. Adversarial Training**

Adversarial training has been shown to be very effective in high quality speech generation [32, 33]. For high reconstructed perceptual quality, we also employ adversarial training in our scheme with a frequency-domain discriminator. It takes the complex time-frequency spectrum of the input waveform as input. The magnitude spectrum is power-law compressed with a power of 0.3 to balance the importances of different components. Four 2D convolutional layers with a kernel size of \( 3 \times 2 \) and a stride of \( (2, 2) \) are used to extract features with progressively reduced resolutions in both time and frequency dimensions. The channel numbers are 8, 8, 16 and 16, respectively. Each convolutional layer is followed by an instance normalization (IN) and a Leaky ReLu [34]. Finally, a linear transformation is used to fold all frequency information into channels followed by a temporal pooling layer to aggregate information across the time dimension and produce the final logit.

We use the least-square loss as the adversarial objective like that in LSGAN [35]. The adversarial loss for the generator \( G \) is

\[
\mathcal{L}_{adv} = \mathbb{E}_x[||D(G(x)) - 1||_2^2]. \tag{9}
\]
And the loss for the discriminator $D$ is
\[ L_D = \mathbb{E}_x[|D(x) - 1|^2] + \mathbb{E}_x[|D(G(x))|^2]. \tag{10} \]
We also employ a feature loss $L_{\text{feat}}$ to guide the training of the generator for high perceptual quality. It is computed as the $\ell_1$ difference of the deep features from the discriminator between the generated and the original audios, given by
\[ L_{\text{feat}} = \mathbb{E}_x[\frac{1}{L} \sum_{i=1}^L ||D^i(x) - D^i(G(x))||_1], \tag{11} \]
where $D^i$ is the feature map of the $i$-th layer of the discriminator. We compute the feature loss on the first four 2D convolutional layers of the discriminator.

G. Objective Function

We employ the following loss function to guide the training for maximized output audio quality at the target bitrate. The total loss for the generator consists of a reconstruction term $L_{\text{recon}}$, a rate-constraint term $L_{\text{rate}}$, a prediction term $L_{\text{pred}}$, an adversarial term $L_{\text{adv}}$, and a feature-matching term $L_{\text{feat}}$, i.e.
\[ L_G = L_{\text{recon}} + \lambda_{\text{rate}} L_{\text{rate}} + \lambda_{\text{pred}} L_{\text{pred}} + \lambda_{\text{adv}} L_{\text{adv}} + \lambda_{\text{feat}} L_{\text{feat}}, \tag{12} \]
where $L_{\text{rate}}$, $L_{\text{pred}}$, $L_{\text{adv}}$ and $L_{\text{feat}}$ have been explained in Eq. 8, 9, 2 and 11 respectively. The reconstruction term is selected to achieve both high signal fidelity and high perceptual quality. We use two frequency-domain terms for $L_{\text{recon}}$, as shown below
\[ L_{\text{recon}} = L_{\text{bin}} + \lambda_{\text{mel}} L_{\text{mel}}. \tag{13} \]
The first term $L_{\text{bin}}$ is the mean-square-error (MSE) loss on the power-law compressed STFT spectrum \cite{36}. To keep STFT consistency \cite{37}, the reconstructed spectrum is first transformed to time domain and then to the frequency domain to calculate the loss. The second term $L_{\text{mel}}$ is the multi-scale mel-spectrum loss given by
\[ L_{\text{mel}} = \mathbb{E}_x[\frac{1}{W} \sum_{n=1}^W ||\phi^n(x) - \phi^n(\hat{x})||_1], \tag{14} \]
where $\phi^n(\cdot)$ is the function that transforms a waveform into the mel-spectrogram using the $n$-th window size. Following \cite{38}, we calculate the mel spectra over a sequence of window-lengths between 64 and 2048. All scalars $\lambda_{\text{rate}}$, $\lambda_{\text{pred}}$, $\lambda_{\text{adv}}$, $\lambda_{\text{feat}}$ and $\lambda_{\text{mel}}$ to balance different terms are decided during experiments.

IV. EXPERIMENTAL RESULTS

In this section, we evaluate the proposed TF-Codec against the state of the art and provide a detailed analysis on each part to show what it learns and why it works.

A. Datasets and Settings

We take 890 hours of 16kHz clean speech from the Deep Noise Suppression Challenge at ICASSP 2021 \cite{39}, including multilingual speech, emotional and singing clips. Each audio is cut into 3-second clips with a random speech level from $[-50, -10]$dB for training. For evaluation, we use 1458 clips of 10 seconds without any overlapping with the training data, which covers more than 1000 speakers with multiple languages. Hanning window is used in STFT with a window length of 40 ms and a hop length of 10 ms.

All the modules of the TF-Codec including the encoding, decoding and quantization could be trained end to end in a single stage. For adversarial training, we first train a good generator from end to end and then finetune the generator with a discriminator in an adversarial way.

During training, we use Adam optimizer \cite{40} with a learning rate of $3 \times 10^{-4}$ for the generator in the first stage. Then the generator and discriminator are trained with a learning rate of $3 \times 10^{-5}$ and $3 \times 10^{-4}$, respectively. We train both stages for 100 epochs with a batch size of 100.

B. Comparison with State-of-the-Art Codecs

We first compare the proposed TF-Codec with several standard codecs to show the strong representation capability of our backbone. We conduct a subjective listening test by a MUSHRA-inspired crowd-sourced method \cite{41}, where 10 participants evaluate 15 samples from the test set. In MUSHRA evaluation, the listener is presented with a hidden reference and a set of test samples generated by different methods. The lowpass-filtered anchor is not used in our experiment.

We compare the TF-Codec with three real-time audio codecs, i.e., Opus, EVS and Lyra. Opus \cite{24} is a versatile codec widely used for real-time communications, which supports narrowband to fullband speech and audio with a bitrate from 6kbps to 510kbps. EVS codec \cite{42} is developed and standardized by the 3GPP primarily for Voice over LTE (VoLTE). Lyra \cite{2} is an autoregressive neural speech codec proposed recently, which reconstructs high quality speech at 3 kbps.

Fig. 6(a) shows the evaluation results, where we compare our TF-Codec from 1kbps to 6kbps to Lyra, Opus and EVS at various bitrates. It is observed that our TF-Codec at 1kbps significantly outperform Lyra at 3kbps and Opus at 9kbps, showing the strong representation capability of the TF-Codec. When operating at 3kbps, our TF-Codec achieves better performance than EVS at 9.6kbps and Opus at 12kbps. In the higher bitrate range, our TF-Codec at 6kbps performs on par with Opus at 16kbps. Besides, Fig. 6(b) shows that the total entropy of our TF-Codec are under the control with the rate loss $L_{\text{rate}}$ during training. During testing, we also found that the actual bitrates are controlled well after Huffman coding.

C. Ablation Study

To evaluate different parts of the proposed method, we employ several objective metrics including the wideband PESQ

1https://opus-codec.org
2https://github.com/google/lyra
methods. It can be seen that when all operating at 3kbps, the adversarial training is disabled for all compared predictive coding. We compare the two variations of the TF-Codec w. Adapt and TF-Codec w/o. Prediction, respectively.

Fig. 6. Subjective evaluation results. The red dotted line represents the score of the reference. (b) Entropy for 40ms data during training. (c) The learned power coefficient during training. In (b) and (c), the curves correspond to the adversarial training stage only.
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Table I: Evaluation on predictive coding at 3kbps (w/o. Adv).

| Methods          | PESQ | STOI | VISQOL |
|------------------|------|------|--------|
| TF-Codec w/o. Prediction | 2.763 | 0.917 | 3.219  |
| TF-Codec w. Adapt    | 2.774 | 0.914 | 3.332  |
| TF-Codec w. Conv     | 2.895 | 0.917 | 3.345  |

[43], STOI [44] and the VISQOL [45]. Although they are not designed and optimized for exactly the same task, we found that for the same kind of distortions in all compared schemes, they match well with perceptual quality.

1) Predictive coding: We first evaluate the effectiveness of predictive coding. We compare the two variations of the TF-Codec by convolution-based and adaptive predictors, respectively, with the one without predictive coding by disabling the predictive loop. Table I shows the evaluation results where the adversarial training is disabled for all compared methods. It can be seen that when all operating at 3kbps, the predictive coding improves the reconstructed audio quality by both PESQ and VISQOL with similar speech intelligibility by STOI. The convolution-based method outperforms the adaptive mechanism because after quantization the assumption for local constant linear prediction may not hold any more in adaptive scheme.

To further look into the representations it learns, we visualize the features of different modules by predictive coding in Fig. 7(a). The four rows from upper to bottom show the STFT spectrum (log-scale) of the uncompressed audio, the output of the encoder before predictive coding, the output of the predictor and that of the extractor, respectively. Values are linearly normalized between 0 and 1. (b)(c) t-SNE visualization of speaker information by non-predictive and predictive coding, respectively.

![Feature visualization](image)

Fig. 7. Feature visualization of contextual coding. (a) The four rows from upper to bottom show the STFT spectrum (log-scale) of the uncompressed audio, the output of the encoder before predictive coding, the output of the predictor and that of the extractor, respectively. Values are linearly normalized between 0 and 1. (b)(c) t-SNE visualization of speaker information by non-predictive and predictive coding, respectively.

To further explore what redundant information has been removed by predictive coding, we show the t-SNE visualization of the speaker information contained in the learned representations in Fig. 7(b)(c) for non-predictive and predictive coding, respectively. To achieve this, we perform a temporal pooling on the learned representation, yielding one embedding vector for one audio. The utterances of 20 randomly selected speakers from the Librispeech dataset [47] are used for visualization. We can observe that representations from non-predictive coding are clustered well for each speaker, showing that they contain most speaker information; while in predictive coding, the embeddings scatter for most speakers indicating that the speaker information is effectively removed. This is reasonable as speaker-related information is relatively constant in time and easy to predict.

2) Learnable input compression: To show the effectiveness of the learnable input compression, we compare it with a
fixed power-law compression where the power parameter is set to 0.3 as that in [36]. Table II shows that at 1kbps, the learnable compression clearly outperforms the fixed one in all three metrics, showing both better perceptual quality and better speech intelligibility. In our subjective evaluation, we also found obvious perceptual quality boost for very low bitrate such as 1kbps. To see what power parameters it learns, we also report the learned power $p$ at various bitrates during the training as shown in Fig. 6(c). We can see that the learned power gradually decreases during the training process, indicating that the model first mainly looks at high-energy bins, usually the low-frequency bands, and as the epoch increases, the model turns to pay more attention to the low-energy details of the spectrum. It is also observed that the higher the bitrate, the smaller the $p$, which means that the model tries to look at the detailed components with more bits available, yielding better perceptual quality.

3) Distance-Gumbel-Softmax-based VQ: We compare the Distance-Gumbel-Softmax-based VQ mechanism with the previous Gumbel-Softmax-based method in [26]. Table III shows that at 3kbps, our method outperforms the previous Gumbel-Softmax-based method in all metrics, indicating that the explicit injection of distance information helps improve reconstruction quality.

We also show the distribution of the learned codebooks to help understand how the Distance-Gumbel-Softmax-based vector quantization learns. Fig. 8(a) shows the usage of 1024 codewords of one codebook on the test set with 1458 audios for both the Gumbel-Softmax-based method [26] and the proposed Distance-Gumbel-Softmax mechanism. We can observe that the codewords tend to be more uniformly distributed in Gumbel-Softmax-based method; while in the Distance-Gumbel-Softmax, the codewords are distributed more diversely with some codewords being used very frequently. This is reasonable as in Gumbel-Softmax-based method, a diversity loss $L_{diversity}$ is imposed on the learned codewords which encourages each codeword to be equally used; while in Distance-Gumbel-Softmax, we employ a larger codebook and use the rate loss $L_{rate}$ to reach the target bitrate in a rate-distortion optimization sense. In this way, real distribution of the latent features could be captured in Distance-Gumbel-Softmax.

We also show the confidence score of selecting the best codeword in Fig. 8(b), based on the learned soft probability by softmax. The Distance-Gumbel-Softmax shows obviously much higher confidence than Gumbel-Softmax, which indicates that the learned codebook in Distance-Gumbel-Softmax has more distinct class centers. This is due to the explicit introduction of distance map, i.e., the quantization error, into the soft probability, by which the codeword closer to the current feature is encouraged to be selected and more distinct codewords are learned through back propagation.

4) Adversarial training: We also conduct ablation study to evaluate the performance of adversarial training as presented in Table IV. We show the comparison with and without adversarial training at various bitrates. It is observed that by adversarial training, the PESQ, STOI and ViSQOL are largely improved especially at 1kbps and 3kbps. We also observe that the feature-matching loss $L_{feat}$ plays a quite important role in recovering high-frequency details in the generated audio in our experiment.

D. Analysis
To better understand what information is learned and encoded at various bitrates, we make some analysis on the learned representations and codebooks in this section. In this
analysis, we disable the predictive loop and choose the discrete latent codes for visualization.

1) What discrete features it learns: We first visualize the speaker and content information contained in the learned discrete latent codes. We employ two datasets: (i) Librispeech multi-speaker dataset [47] for speaker-related information analysis; (ii) LJ single speaker dataset [49] for linguistic information analysis.

**Speaker information** We randomly select 10 speakers from Librispeech, each with 10 utterances. For each utterance, we perform a temporal average pooling on the multi-frame features, yielding a global embedding per utterance. Fig. 9 shows the t-SNE visualization of those speaker embeddings from 0.256kbps to 6kbps. We can observe that the model at high bitrates generates more compact speaker clusters while at very low bitrates, the cluster begins to diffuse and speakers could not be identified at 0.256kbps. This indicates that at very low bitrates, the model turns to drop speaker-related information so as to leave bandwidth for some key information of speech. It is worth noting that the bitrate 0.256kbps is even close to the estimated information rate of speech communication in [50]. At such low bitrates, linguistic information is more important than speaker variations for real-time communications.

**Linguistic information** We evaluate the linguistic information in the discrete codes by the co-occurrence map between phonemes and discrete latent codes by group vector quantization. We use all 13100 audio clips of the LJSpeech dataset spoken by the same speaker to remove the impact by speaker variations. Fig. 10 shows the co-occurrence map at difference bitrates. It can be seen that these discrete latent codes learned in a self-supervised way are closely related to phonemes and many latents are dedicated to specific phonemes. For example, a large amount of discrete codewords are automatically allocated to specific phonemes, e.g., AH, N, S and T. It is also observed that the distributions of the co-occurrence map for 0.512kbps and 3kbps are quite close to each other, indicating that the latent codes at different bitrates preserve phoneme information well. This is consistent with our hypothesis that at extremely low bitrates the model tries to allocate the limited bandwidth to key content information (linguistic-related) in speech and drop less important information (speaker-related).

2) Generalization to music and highly reverberated data: To further verify what information the codebooks capture, we perform the testing on unseen music and highly reverberated speech data using model trained on speech data only without high reverberation. We use the MagnaTagATune dataset [51] for music and use the RIRs in OpenSLR [52] to synthesize highly reverberated speech audios. Interestingly, we found that although there is data type mismatch between training and testing, the model generalizes well at 6kbps. This is attributed to the strong representation capability by multiple codebooks in group vector quantization. Different groups capture different feature spaces while in some spaces these different types of data may overlap with each other. When the bitrate decreases, the generalization capability drops as at low bitrates more key speech information is encoded.

V. CONCLUSION

We propose the TF-Codec, a low-latency neural speech codec that outperforms state-of-the-art audio codecs with very low bitrates. We introduce the latent-domain predictive coding into the VQ-VAE framework to fully remove the temporal
A learnable input compression is proposed to balance the attention paid on main components and details in the STFT spectrum at different bitrates. We also introduce the Distance-Gumbel-Softmax mechanism for vector quantization which could capture the real distribution of latent features with rate-distortion optimization. It should be noted that although speech coding is taken as an example in this paper, the proposed techniques could be extended to audio coding as well. In the future, we will investigate more detailed representations in terms of not only speaker and content information but also the prosody and emotions. We will also investigate how to promote the error resilience when the predictive coding loop is present.
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