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We present a fast and accurate numerical scheme for approximating hypersingular integrals with highly oscillatory Hankel kernels. The main idea is to first change the integration path by Cauchy’s theorem, transform the original integral into an integral on \( [a, +\infty] \), and then use the generalized Gauss Laguerre integral formula to calculate the corresponding integral. This method has the advantages of high-efficiency, fast convergence speed. Numerical examples show the effect of this method.

1. Introduction

In time-harmonic electromagnetic scattering, the following integral equations arise frequently [1, 2]:

\[
\mathbf{u}'(\rho) = -\frac{ik}{4} \int_{C} q(\rho') H_0^{(1)}(k|\rho - \rho'|) d\rho',
\]

where \( H_0^{(1)}(x) \) is the Hankel function of order 0 and \( q(x) \) is the unknown function.

For scatterers with sharp edges or corners, the unknown \( q(x) \) should be sought in the following form [3]:

\[
q(x) = w(x)\phi(x), \quad w(x) = (1 - x)^a(1 + x)^b,
\]

where \( \phi(x) \) is smooth on \((-1, 1)\), which leads to the following integral:

\[
\int_{-1}^{1} w(x)H_0^{(1)}(k\phi(x))\phi(x)dx.
\]

In addition, the following integral appears frequently in the fields of physics and engineering [4, 5]:

\[
I(f, w; c, m, k) = \int_a^b w(x)e^{ik(x-c)m+1}f(x)dx, \quad c \in (a, b),
\]

which is equivalent to the following form:

\[
I(f, w; c, m, k) = \frac{1}{m!} \frac{d^m}{dx^m}\int_a^b w(x)e^{ik(x-c)}f(x)dx,
\]

where \( w(x) = (x-a)^{\alpha}(b-x)^{\beta} \) and \( \alpha > -1, \beta > -1 \) and \( f(x) \) is a given function. In order to ensure the existence of integrals, we need to assume that the \( m \)-th order derivative of \( f \) is continuous and \( f^{(m)} \) is Hölder continuous on \([a, b]\).

In the case \( w(x) \equiv 1 \) and \( k = 0 \), many calculation methods have been proposed for (4), such as the Gauss-type method, the (composite) Newton-Cotes method, and others [6–10]. A popular method is using the Taylor formula and eliminates the singularity at \( c \) by the following formula [7, 8, 11]:
Although these methods are simple and generally feasible, they also have some disadvantages (e.g., numerical cancellations and computation of the higher derivatives). By using Chebyshev interpolants of \( f(x) \), Hasegawa and Torii presented an efficiently uniform approximation algorithms for following integrals [12, 13].

\[
I(f, w; c, m, k) = \int_a^b f(x) - \sum_{j=0}^{N-1} \frac{f^{(j)}(c)}{j!} (x-c)^j \, dx + \int_a^b \frac{f^{(j)}(c)}{j!} \frac{e^{ikx}}{(x-c)^{j+1}} \, dx. \tag{6}
\]

\[
I(f, w; c, m, k) = \int_a^b f(x) - \sum_{j=0}^{N-1} \frac{f^{(j)}(c)}{j!} (x-c)^j \, dx + \int_a^b \frac{f^{(j)}(c)}{j!} \frac{e^{ikx}}{(x-c)^{j+1}} \, dx. \tag{7}
\]

However, it requires \( O(N^2) \) operations, where \( N - 1 \) is the degree of Chebyshev interpolants. There is a traditional method of calculating these integrals.

In the case \( w(x) \equiv 1, k \gg 1 \), the integrand is highly oscillatory. The traditional calculation methods of these integrals have the disadvantages of low efficiency and poor accuracy and will encounter difficulties (4). Xiang et al. presented an efficiently uniform approximation scheme for this case [14]. The principle is to establish the following new approximate formula:

\[
I(f, c, m, k) = \int a^b \frac{d^m}{dx^m} \left( \frac{p_N(x)}{x-c} \right) f(x) \, dx + \int a^b \frac{d^m}{dx^m} \left( \frac{e^{ikx}}{(x-c)^m} \right) \, dx. \tag{8}
\]

where \( p_N(x) = (a_0/2) T_N(x) + \sum_{j=0}^{N-1} a_j T_j(x) + (a_0/2) T_1(x) \) and \( T_j(x) \) is the Chebyshev polynomial of the first kind.

Moreover, by rewriting \( (p_N(x) - p_N(c))/(x-c) \) in terms of \( T_j(x) \) as follows:

\[
p_N(x) - p_N(c) = \sum_{j=0}^{N-1} d_j T_j(x). \tag{9}
\]

Equation (8) is transferred to

\[
I(f, c, m, k) = \int a^b \frac{d^m}{dx^m} \left( \frac{1}{x-c} \right) f(x) \, dx + \int a^b \frac{d^m}{dx^m} \left( \frac{e^{ikx}}{(x-c)^m} \right) \, dx. \tag{10}
\]

where the prime denotes the summation whose first term is halved and \( M_j(k) = \int a^b T_j(x) e^{ikx} \, dx \) can be calculated using a recursive formula.

However, when \( w(x) = (x+1)^\alpha (1-x)^\beta \) and \( \alpha > -1, \beta > -1 \), the recursion formula for \( M_j(k) \) and \( d_j \) is complicated. In [15], using the numerical steepest descent method, the following Cauchy principal value integral is calculated:

\[
\int_a^b \frac{(x-a)^\alpha (b-x)^\beta \ln(x-a)}{x-c} f(x) e^{ikx} \, dx. \tag{11}
\]

Numerical results show that the calculation effect of the proposed method is better, but the situation of hypersingular is not considered in the article. In [16], using Hermite interpolation and a recurrence formula, Liu and Xiang present a method for calculating integrals (4) in combination with the numerical steepest descent method and gave the error analysis. For more details on singular integrals with oscillatory function, see Ref. [15, 17–22] and references therein.

In this paper, we study the direct steepest descent method for a class of hypersingular integral.

\[
I(f, w; c, m, k) = \int_a^b \frac{w(x) G(kx)}{(x-c)^{m+1}} f(x) \, dx, \quad c \in (a, b). \tag{12}
\]

where \( G(kx) = e^{ikx} \) or \( H^{(1)}(kx) \), \( H^{(1)} \) denotes Hankel functions of the first kind of order \( \nu (r \leq 1) \).

This paper is organized as follows: in Section 2, we review the basic formula for the steepest descent methods. In Section 3, the performance of the method is demonstrated by numerical examples, which verify the efficiency and accuracy of the algorithm.

### 2. Direct Steepest Descent Methods for Approximating \( \text{Equation} \ (12) \)

In this section, we focus on the steepest descent method on the evaluation of the following integral:

\[
I(f, w; H; c, m, k) = \int_a^b \frac{w(x) H^{(1)}(kx)}{(x-c)^{m+1}} f(x) \, dx, \quad c \in (a, b). \tag{13}
\]

In the case \( G(kx) = e^{ikx} \), the method is similar except for deleting an integral path around \( 0 \).

Set \( D = \{ z \in \mathbb{C} \mid x \leq z, 0 \leq \Im(z) \leq R \} \), \( D_1 = \{ z \in \mathbb{C} \mid |z-a| \leq r, 0 \leq \arg(z-a) \leq \pi/2 \} \), \( D_2 = \{ z \in \mathbb{C} \mid |z-b| \leq r, \pi/2 \leq \arg(z-a) \leq \pi \} \), \( D_3 = \{ z \in \mathbb{C} \mid |z-c| \leq r, 0 \leq \arg(z-c) \leq \pi \} \), \( D_4 = \{ z \in \mathbb{C} \mid |z| \leq r, 0 \leq \arg(z) \leq \pi \} \), and \( D = D_1 \cup D_2 \cup D_3 \cup D_4 \).
If there are two constants \( M \) and \( k_0 \) such that for \( 0 \leq k_0 < k \)

then the hypersingular integral with highly oscillatory kernels

\[ I(f, w, H; c, m, k) \] can be calculated by the following formula:

\[
I(f, w, H; c, m, k) = \begin{cases} 
S_a[f, w; c, m, k] + S_b[f, w; c, m, k] - \frac{1}{m!} \frac{d^n}{dm^n} \left( -i \omega(c) f(c) H_v^{(1)}(kc) \right), & 0 \leq v < 1, \\
S_a[f, w; c, m, k] + S_b[f, w; c, m, k] - \frac{1}{m!} \frac{d^n}{dm^n} \left( -i \omega(c) f(c) H_v^{(1)}(kc) \right), & v = 1, \\
+ \frac{i}{k} \pi \omega(0) f(0) \lim_{r \to 0} H_v^{(1)} \left( k \omega^\theta \right) \left( k r e^\theta \right)^v,
\end{cases}
\]

where

\[
S_a[f, w; c, m, k] = \int_0^\infty x^a (b - a + ix)^\beta (a + ix - s)^{-m+1} H_v^{(1)}(s) \cdot (ka + ikx) f(a + ix) dx,
\]

\[
S_b[f, w; c, m, k] = (-i)^{m+1} \int_0^\infty x^b (b + a + ix)^\alpha (b + ix - s)^{-m+1} H_v^{(1)}(s) \cdot (kb + ikx) f(b + ix) dx.
\]

**Proof.** Since \((w(x) H_v^{(1)}(kx)) / ((x - c)^{m+1}) f(x)\) is analytic in the region \( D - D' \), using the Cauchy’s theorem, the following formula can be obtained:

\[
\int_{\Gamma_1 + \Gamma_2 + \Gamma_3} \frac{w(z) H_v^{(1)}(kx)}{(z - c)^{m+1}} f(z) dz = 0.
\]

Setting

\[
I_j = \int_{\Gamma_j} \frac{w(z) H_v^{(1)}(kx)}{(z - c)^{m+1}} f(z) dz, \quad j = 1, 2, \ldots, 10,
\]

it derives that

\[
I_1 + I_2 + I_3 + I_4 + I_5 - I_7 - I_9 = I_6 + I_8 + I_{10},
\]

with all the contours shown in Figure 1.
In addition, $I_2$ and $I_4$ can be represented as

$$I_2 = \int_0^{\infty} x^\alpha (b - a - ix)^\beta f(a + ix) dx,$$

$$I_4 = -i \beta c \int_0^{\infty} \frac{x^\beta (b - a + ix)^\alpha}{(b + ix - s)^{m+1}} H_\nu^{(1)}(kb + ikx) f(b + ix) dx,$$

$$I_9 = \frac{1}{m!} \frac{d^m}{dc^m} \left( \frac{(z - a)\beta}{z - c} f(z) H_\nu^{(1)}(kc) dz \right)$$

$$= \frac{1}{m!} \frac{d^m}{dc^m} \left( -i \epsilon^{1/2} c + 1 + re^{i\theta} \right)^\alpha \left( b - c - re^{i\theta} \right)^\beta f(c + re^{i\theta}) H_\nu^{(1)} \left( k \left( c + re^{i\theta} \right) \right) d\theta$$

$$\longrightarrow \frac{1}{m!} \frac{d^m}{dc^m} \left( -i \pi \omega(c)f(c) H_\nu^{(1)}(kc) \right), \text{ as } r \longrightarrow 0.$$  \hspace{1cm} (24)

Due to the Hankel function of order zero $H_0^{(1)}(z)$ having a logarithmic singularity at $z = 0$ and Hankel functions of higher order having algebraic singularities of the form $1/z^\nu$, we achieve

$$I_7 = \int_0^{\infty} (z - a)^\alpha (b - z)^\beta f(z) H_\nu^{(1)}(kc) dz$$

$$= -i \int_0^{\infty} \frac{(re^{i\theta} - a)^\alpha (b - re^{i\theta})^\beta f(re^{i\theta}) H_\nu^{(1)} }{(re^{i\theta} - c)^{m+1}} f(re^{i\theta}) \theta^v \left( k \left( re^{i\theta} \right) \right) \left( k \left( re^{i\theta} \right) \right)^v d\theta$$

$$\longrightarrow -i \frac{\pi \omega(0)f(0) \lim_{r \rightarrow 0} H_\nu^{(1)}(kr^\theta) \left( kr^\theta \right)^v}{k}, \text{ v = 1,} \hspace{1cm} (25)$$

Thus, we obtain

$$I(f, w; c, m, k) = \lim_{r \rightarrow 0, k \rightarrow \infty} I_1 + I_2 + I_3 + I_4 + I_5 - I_7 - I_9$$

$$S_a[f, w; c, m, k] = \frac{1}{m!} \frac{d^m}{dc^m} \left( -in\omega(c)f(c) H_\nu^{(1)}(kc) \right), \text{ 0 \leq v < 1,}$$

$$S_a[f, w; c, m, k] = \frac{1}{m!} \frac{d^m}{dc^m} \left( -in\omega(c)f(c) H_\nu^{(1)}(kc) \right), \text{ v = 1,}$$

$$\frac{i}{k} \pi \omega(0)f(0) \lim_{r \rightarrow 0} H_\nu^{(1)}(kr^\theta) \left( kr^\theta \right)^v.$$  \hspace{1cm} (26)

### 3. Numerical Examples

In this section, we illustrate the accuracy and efficiency of the method described in this paper with several numerical examples. All the calculations are done on Matlab R2016b, and all the exact values of the integrals are calculated by Maple with 32-digit arithmetic. The number of nodes used in generalized Gauss-Laguerre quadrature rule is set to 32. For the detail of the algorithm, see Appendix.

**Example 1.** Consider the calculation of the following Hadamard finite part integrals:

$$I_7 = \int_1^{\infty} \frac{e^{ix}}{(x - 1)} \cos(x) dx.$$  \hspace{1cm} (28)

where “MP” indicates that the error has reached the accuracy of the machine in Matlab. Numerical results are illustrated in Table 1.

It can be seen from Table 1 that the calculated result has an error of order $O(10^{-15})$, which indicates the accuracy of the proposed method is very high.
Example 2. Consider the computation of the hypersingular integral

\[ I = \int_{-1}^{1} \frac{e^{ikx}}{(x-c)^2} \cos(x) \, dx, \quad c = 0. \]  

Its exact value can be expressed as follows [14]:

\[
I = \int_{-1}^{1} \frac{e^{ikx}}{(x-c)^2} \cos(x) \, dx = \frac{1}{4} d^m \left\{ e^{(1+i)k} \left[ E_1\left((1-c)(1+ik)\right) - E_1\left(-(1+c)(1+ik)\right) \right] + \ln\left((-1-ik)^2 \ln(1+ik) + e^{c(1-i)k} \left[ E_1\left((1+c)(-1+ik)\right) - E_1\left((1-c)(-1-ik)\right) \right] + \ln(1-ik) - \ln(1+ik) - \ln(-1+ik) \right\}.\]

(29)

It can be seen from Table 2 that the calculation effect of the new method is very good, and as the frequency \( k \) increases, the calculation accuracy also increases.

Example 3. Consider the computation of the Cauchy principal integral

\[ I = \int_{-1}^{1} \frac{\sin(kx)}{x-(c)} \, e^x \, dx. \]

Its exact value can be expressed by the following formula:

\[ I = \pi k F_2 \left( \frac{1}{2}, 1, \frac{3}{2}, -\frac{k^2}{4} \right), \]

where \( F_2(a, b; c; z) \) is the hypergeometric function.
Example 4. Consider the computation of the Cauchy principal integral

\[ I = \int_{-1}^{1} \frac{\sin(kx)}{(x-c)^3} e^x \, dx, \quad c = 0 \tag{33} \]

For more general cases, Tables 3–5 show that the accuracy of the algorithm is very high, and it is very effective.

Appendix

The following is the main matlab code:
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Table 5: Relative errors of the direct steepest descent method for \( I = \int_{-1}^{1} \frac{(x+1)^{-0.45}(1-x)^{-0.55}}{x-0.5} H_1^{(1)}(kx) \, dx \):

| \( k \) | \( k = 10 \) | \( k = 20 \) | \( k = 30 \) | \( k = 40 \) |
|---|---|---|---|---|
| Exact values | -0.8021025230103994 | -1.191356217289248 | -0.2315525170424459 | 0.575912562761623 |
| (Maple) | -1.0945266295060129i | 0.02163694829164146i | 0.8911805394195018i | 0.1976701245353936i |

| \( k = 10 \) | \( k = 20 \) | \( k = 30 \) | \( k = 40 \) |
|---|---|---|---|
| 9.99 \times 10^{-16} | 3.21 \times 10^{-16} | 1.57 \times 10^{-16} | 5.8 \times 10^{-16} |
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