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Abstract

Recently, a so-called E-MS algorithm was developed for model selection in the presence of missing data. Specifically, it performs the Expectation step (E step) and Model Selection step (MS step) alternately to find the minimum point of the observed generalized information criteria (GIC). In practice, it could be numerically infeasible to perform the MS-step for high dimensional settings. In this paper, we propose a more simple and feasible generalized EMS (GEMS) algorithm which simply requires a decrease in the observed GIC in the MS-step and includes the original EMS algorithm as a special case. We obtain several numerical convergence results of the GEMS algorithm under mild conditions. We apply the proposed GEMS algorithm to Gaussian graphical model selection and variable selection in generalized linear models and compare it with existing competitors via numerical experiments. We illustrate its application with three real data sets.
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1. Introduction

Information criteria based on observed log-likelihood function is usually used for model selection and can be readily computed via the famous Expectation-Maximization (EM) algorithm, which was first proposed by Demšter et al. (1977) to compute the maximum likelihood estimates in the presence of incomplete data. For examples, Bueso et al. (1999) computed the minimum description length (MDL) using the EM algorithm. Claeskens and Consentino (2008) proposed several variations based on the AIC for variable selection in the presence of missing covariate. Ibrahim et al. (2008) proposed a IC$_{H,Q}$ criteria which depends only on the output from the EM algorithm to compute the observed likelihood.

As pointed out by Jiang et al. (2015), the EM approach usually leads to the notorious “double-dipping” problem as ones will use the assumed model twice, i.e., once in the measure of lack-of-fit (i.e., the negative log-likelihood) and once in the conditional expectation of this measure in the EM algorithm. The multiple usage of the assumed model has been shown in the literature to bring false supporting evidence for an incorrect model (see, Copas and Eguchi (2005) and Jiang et al. (2011)). To avoid the aforementioned problem, Jiang et al. (2015) generalized the EM algorithm to the EMS algorithm by updating the model and the parameter under the model in each iteration. Specifically, the EMS algorithm performs expectation step (E-step) and model selection step (MS-step) alternately to find the minimum point of the observed generalized information criteria (GIC). In E-step, it computes the $Q$ function (i.e., the expectation of complete information criteria) for each candidate model while in MS-step it selects an optimal model with the minimum value of the $Q$ function.

There are two drawbacks of EMS. First, Jiang et al. (2015) proved the global convergence of EMS depending on two strong assumptions. One assumption is that the points at which EMS terminates is a subset of the minimum points of GIC. Another assumption is that GIC has a unique minimum point. Second, in practice it may not be computationally feasible to perform the MS-step, especially for high dimensional data. For example, there will be a total of $2^p$ possible models for a linear regression problem with $p$ covariates and it is even difficult to find an optimal model with the minimum value of the $Q$ function for moderate $p$.

In this paper, we develop a more simple but feasible method which on the contrary seeks only a decrease in the $Q$ function value in the MS-step,
which in turn leads to a decrease in the observed GIC. The resulting method is called the generalized EMS (GEMS) algorithm, which includes the EMS algorithm as a special case. We obtain several numerical convergence results of the GEMS algorithm. As a special convergence result, we present that EMS will converge without above two assumptions. This property of EMS will broaden its applications.

The rest of this paper is organized as follows. Section 2 gives some necessary notations and review of the existing EMS algorithm. In Section 3, we present some numerical convergence results and useful convergence properties of the EMS algorithm. In Section 4, we apply GEMS for variable selection for generalized linear model with mixed predictors. In Section 5, we apply the GEMS algorithm for Gaussian graphical model selection. In Section 6, we conduct numerical experiments to compare GEMS with existing competitors. We illustrate our GEMS algorithm for three real data sets in Section 7. Finally, we draw our conclusion in Section 8. In Appendix, we prove our main results.

2. A Review of the EMS algorithm

In this section, we first give some necessary notations about incomplete data and then review the existing EMS algorithm for model selection.

Let \( \mathcal{M} \) be the model space (i.e., the set of all possible candidate models) and let \( \Theta_M \) the parameter space under the model \( M \in \mathcal{M} \). If \( m(M, \theta_M, Y) \) represents a measure of lack-of-fit based on the complete data \( Y \), the generalized information criteria (GIC) is defined as

\[
c(M, \theta_M, Y) = m(M, \theta_M, Y) + p(M),
\]

where \( \theta_M \in \Theta_M \) and \( p(\cdot) \) is a penalty function on the complexity of \( M \). When there are missing data, one can define the observed GIC as

\[
g(M, \theta_M, Y_o) = m(M, \theta_M, Y_o) + p(M),
\]

where \( m(M, \theta_M, Y_o) \) is the observed measure of lack-of-fit based on the observed data, \( Y_o \). Ibrahim et al. (2008) and Jiang et al. (2015) proposed to choose the model that minimizes the observed \( g(M, \theta_M, Y_o) \) in (2) for model selection. However, there is generally no closed-form solution if \( m(M, \theta_M, Y_o) \) is taken to be minus twice the observed log-likelihood. To overcome this issue, Ibrahim et al. (2008) proposed the IC\(_{QH}\) information by computing the
approximation of \( g(M, \theta_M, Y_o) \) via the EM algorithm. Jiang et al. (2015) generalized the well-known EM algorithm to the so-called EMS algorithm which extends the concept of parameters to include both the model and the parameters under the model. That is, it defines the new parameter to be \( \psi = (M, \theta_M) \) for \( M \in \mathcal{M} \) and \( \theta_M \in \Theta_M \) and let \( \Psi \) be the new parameter space.

Before describing the EMS algorithm, we define the new \( Q \) and \( H \) functions which are inspired by the EM algorithm as follows. For any parameter \( \psi \) and \( \tilde{\psi} \), define \( Q(\psi; \tilde{\psi}) = E(c(\psi, Y) \mid Y_o, \tilde{\psi}) \) and \( H(\psi; \tilde{\psi}) = E(m(\psi, Y) - m(\psi, Y_o) \mid Y_o, \tilde{\psi}) \). Hence, we have

\[
g(\psi, Y_o) = E(g(\psi, Y) \mid Y_o, \tilde{\psi}) = E(m(\psi, Y) + p(M) \mid Y_o, \tilde{\psi}) - E(m(\psi, Y) - m(\psi, Y_o) \mid Y_o, \tilde{\psi}) = Q(\psi; \tilde{\psi}) - H(\psi; \tilde{\psi}). \tag{3}
\]

The EMS first chooses an initial parameter \( \psi^{(0)} = (M^{(0)}, \theta^{(0)}) \) such that \( g(M^{(0)}, \theta^{(0)}, Y_o) < +\infty \), where \( M^{(0)} \) is an initial model and \( \theta^{(0)} \in \Theta_{M^{(0)}} \) is an initial parameter. It aims to find an optimal parameter \( \psi^* = (M^*, \theta^*) \) which yields the minimum of the observed GIC in (2) by iteratively applying the Expectation step (E-step) and the Model Selection step (MS-step) until some convergence criteria is satisfied. Specifically, we define the EMS iteration \( \psi^{(t)} \to \psi^{(t+1)} \in A(\psi^{(t)}) \) as follows:

E-step. Compute \( Q(\psi; \psi^{(t)}) = E(c(\psi, Y) \mid Y_o, \psi^{(t)}) \) for each parameter \( \psi = (M, \theta_M) \in \Psi \).

MS-step. Choose \( \psi^{(t+1)} \) to be any value in \( A(\psi^{(t)}) = \arg\min_{\psi' \in \Psi} Q(\psi'; \psi^{(t)}) \), i.e., the set of minimum points of \( Q(\psi'; \psi^{(t)}) \) over \( \Psi \).

Note that \( A(\psi) = \arg\min_{\psi'} Q(\psi'; \psi) \) for any \( \psi \in \Psi \). In fact, \( A \) is a point-to-set mapping that assigns to every point \( \psi \in \Psi \) a subset of \( \Psi \). To choose \( \psi^{(t+1)} \) in the MS-step, we first choose \( \hat{\theta}_M^{(t+1)} \in \Theta_M \) which minimizes \( Q(M, \theta_M; \psi^{(t)}) \) for each model \( M \in \mathcal{M} \). We then select the optimal model \( M^{(t+1)} \) which minimizes \( Q(M, \hat{\theta}_M^{(t+1)}; \psi^{(t)}) \). Thus, we get \( \psi^{(t+1)} = (M^{(t+1)}, \hat{\theta}_M^{(t+1)}) \) which leads to \( g(\psi^{(t+1)}, Y_o) \leq g(\psi^{(t)}, Y_o) \).

Before we present the convergence of the EMS algorithm, we first define \( \Psi_0 = \arg\min_{\psi} \{g(\psi, Y_o)\} \) and \( \Psi_1 = \{\psi \mid Q(\psi; \psi) \leq Q(\psi'; \psi) \text{ for any } \psi' \in \Psi\} \). Note that, \( \Psi_0 \) is the set of minimum points of the observed GIC \( g(\psi, Y_o) \) and \( \Psi_1 \) is the set of stationary points at which the EMS stops decreasing. Moreover, if we fix the model in \( \Psi_1 \), that is, \( M = M' \) for \( \psi = (M, \theta_M) \) and \( \psi' = (M', \theta_{M'}) \), then \( \Psi_1 = \{(M, \theta_M)\} Q((M, \theta_M); (M, \theta_M)) \leq \)
$Q((M', \theta'_M); (M, \theta))$ for any $\theta'_M \in \Theta_M$ will reduce to a parameter space $\Theta_1 = \{ \theta_M | E(m(M, \theta_M, Y)|Y_o, (M, \theta_M)) \leq E(m(M, \theta'_M, Y)|Y_o, (M, \theta_M)) \}$ for any $\theta'_M \in \Theta_M$. In fact, when the measure $m$ of lack-of-fit is taken to be minus twice log-likelihood, $\Theta_1$ is the set of stationary points in the EM algorithm, see details Section 3.3 of [McLachlan and Krishnan (2007)].

Jiang et al. (2015) obtained the global convergence of the EMS algorithm under the following assumptions.

A1. The model space $\mathcal{M}$ is finite and the parameter space $\Theta_M$ is compact for any $M \in \mathcal{M}$.

A2. For any fixed $M_j \in \mathcal{M}, j = 0, 1$, as $\theta_j, \tilde{\theta}_j \in \Theta_M$ and $\tilde{\theta}_j \to \theta_j, j = 0, 1$, we have $E\{m(M_1, \tilde{\theta}_1, Y) - m(M_1, \theta_1, Y)|y_o, M_0, \theta_0\} \to 0$ and $E\{m(\psi_1, Y)|y_o, M_0, \theta_0\} - E\{m(\tilde{\psi}_1, Y)|y_o, M_0, \theta_0\} \to 0$.

A3. For any parameters $\psi$ and $\tilde{\psi}$, we have $H(\tilde{\psi}; \psi) \leq H(\psi; \tilde{\psi})$, i.e.,

$$E(m(\tilde{\psi}, Y) - m(\psi, Y_o) | Y_o, \tilde{\psi}) \leq E(m(\psi, Y) - m(\psi, Y_o) | Y_o, \tilde{\psi}).$$

A4. $\{|\Psi_0| \cap \Psi_1 = \emptyset\}$

A5. $|\Psi_0| = 1$ where $|\cdot|$ denotes cardinality.

There are two drawbacks of the EMS. First, the global convergence of EMS depends on strong assumptions A4 and A5. In fact, Assumption A4 implies $\Psi_1 \subseteq \Psi_0$, that is, the EMS must stop at some minimum point. Assumption A5 means the minimum point in $\Psi_0$ is unique. However, A4 and A5 are hard to be verified in practice. Second, it sometimes may not be computationally feasible to perform the MS step, especially for high dimensional data. In addition, it is not necessary that $\psi(t+1)$ actually minimizes the $Q$ function for the observed GIC $g(\psi, Y_o)$.

3. The GEMS algorithm and its convergence properties

Inspired by the idea of the generalized EM defined by Dempster et al. (1977), in which one chooses a value that increases the $Q$ function for M-step of EM (see McLachlan and Krishnan (2007)), we propose a generalized EMS (GEMS) algorithm in this section. For MS-step of GEMS, we choose a value $\psi(t+1)$ such that $Q(\psi; \psi(t))$ will decrease (i.e., $Q(\psi(t+1); \psi(t)) \leq Q(\psi(t); \psi(t))$), rather than minimize $Q(\psi; \psi(t))$. It should be noticed that the point-to-set mapping in GEMS is $A(\psi) = \{ \tilde{\psi} | Q(\tilde{\psi}; \psi) \leq Q(\psi; \psi) \}$. Obviously, EMS is a special case of GEMS.

In this paper, we assume the following regularity conditions:
C1. The model space $\mathcal{M}$ is finite and the parameter space $\Theta_M$ is compact for any $M \in \mathcal{M}$.

C2. (i) For any fixed $M \in \mathcal{M}$, $g(M, \theta_M, Y_o)$ is continuous in $\Theta_M$.
(ii) For $\psi_0(t) \to \psi_0$ and $\psi_1(t) \to \psi_1$, we have $Q(\psi_1(t); \psi_0(t)) - Q(\psi_1; \psi_0(t)) \to 0$
and $Q(\psi_1; \psi_0(t)) \to Q(\psi_1; \psi_0)$.

C3. For any parameters $\psi$ and $\tilde{\psi}$, we have $H(\tilde{\psi}; \psi) \leq H(\tilde{\psi}; \tilde{\psi})$,
i.e.,
\[ E(m(\tilde{\psi}, Y) - m(\tilde{\psi}, Y_o) \mid Y_o) \leq E(m(\psi, Y) - m(\psi, Y_o) \mid Y_o). \] (5)

Here, $\psi_0(t) = (M_0(t), \theta_0(t)) \to \psi_0 = (M_0, \theta_0)$ means that for any $\epsilon > 0$ there
exists $T > 0$ such that $M_0(t) = M$ and $|\theta_0(t) - \theta_0| < \epsilon$ for any $t > T$.

Note that conditions C1 and C3 are the same as Assumptions A1 and A3 in [Jiang et al. (2015)], respectively. Condition C2 (i) was used in the proof in [Jiang et al. (2015)] although it was not listed as one of the assumptions. Under condition C1, it is not difficult to show that condition C2 (ii) is equivalent to Assumption A2 in [Jiang et al. (2015)]. In fact, condition C2 (ii) follows from the fact that $Q(M_1, \theta_1; M_0, \theta_0)$ is continuous in both $\theta_1$ and $\theta_0$ for fixed $M_0$ and $M_1$. If the negative log-likelihood function is taken as a measure of lack-of-fit, this continuity of $Q(M_1, \theta_1; M_0, \theta_0)$ is the same continuity (i.e., (10)) of $Q$ function in the EM being required in [Wu (1983)] to prove that the limit points
of the sequence generated by EM are stationary points of the observed log-likelihood. As pointed out by [Wu (1983)], the curved exponential family and
many other densities outside the exponential family satisfy this continuity requirement. [McLachlan and Krishnan (2007)] showed that this continuity is
very weak and should hold in most practical situations. Therefore, condition
C2 (ii) holds in most applications.

Most importantly, it should be noticed that conditions C1 to C3 are
commonly required by convergence of the EM algorithm if the model $M$
is fixed and the measure $m$ of lack-of-fit is taken to be minus twice log-likelihood. See more in Chapter 3 of [McLachlan and Krishnan (2007)]. In the
paper, we require these mild conditions to prove the convergence of GEMS
and EMS.

First, we present a necessary condition (i.e., inequality (6)) that all min-
mimum points of $g(\psi, Y_o)$ should satisfy.

**Theorem 1.** Under condition C3, we have $\Psi_0 \subseteq \Psi_1$; i.e., for any $\psi^* \in \Psi_0$
we have
\[ Q(\psi^*; \psi^*) \leq Q(\psi; \psi^*) \text{ for any } \psi \in \Psi. \] (6)
In fact, inequality (6) generalizes (3.11) in Section 3.2 of McLachlan and Krishnan (2007) for the EM algorithm. From inequality (6), the EMS algorithm satisfies the self-consistency property; i.e, for a minimum point $\psi^* \in \Psi_0$, the EMS algorithm can choose $\psi^*$ as a minimum point of $Q(\psi; \psi^*)$.

Next, we show some nice properties of GEMS.

**Theorem 2.** If condition C3 holds, for every GEMS with mapping $A$ we have

$$g(\psi, Y_o) \geq g(\tilde{\psi}, Y_o) \text{ for any } \psi \in \Psi \text{ and } \tilde{\psi} \in A(\psi),$$

where the equality holds if and only if $Q(\psi; \psi) = Q(\tilde{\psi}; \psi)$ and $H(\psi; \psi) = H(\tilde{\psi}; \psi)$.

It follows from Theorem 2 that every GEMS generates a non-increasing sequence $\{g(\psi(t), Y_o), t = 0, 1, \ldots\}$. Furthermore, under conditions C1 to C3, any sequence $\{g(\psi(t), Y_o), t = 0, 1, \ldots\}$ generated by GEMS is bounded, therefore $\{g(\psi(t), Y_o), t = 0, 1, \ldots\}$ is convergent to some value $g^*$. We also get the following corollary.

**Corollary 1.** For $\psi^* \in \Psi_0$ and any GEMS with mapping $A$, we have (i) for any $\psi' \in A(\psi^*)$, $g(\psi', Y_o) = g(\psi^*, Y_o)$ and $Q(\psi'; \psi^*) = Q(\psi^*, \psi^*)$; (ii) $|\Psi_0| = 1$ implies that $A(\psi^*) = \{\psi^*\}$.

Next, we describe the convergence properties of GEMS and EMS.

**Theorem 3.** Assume that

if $\psi \not\in \Psi_1$ (and $\Psi_0$, respectively) then $g(\tilde{\psi}, Y_o) < g(\psi, Y_o)$ for all $\tilde{\psi} \in A(\psi)$ (8)

for any GEMS algorithm with mapping $A$. Under conditions C1, C2 and C3, we have all limit points of $\{\psi(t); t = 0, 1, \ldots\}$ generated by the GEMS algorithm belong to $\Psi_1$ (and $\Psi_0$, respectively).

**Corollary 2.** Let $\{\psi(t); t = 0, 1, \ldots\}$ be the sequence generated by the EMS algorithm with mapping $A$. Under conditions C1, C2 and C3, all limit points of $\{\psi(t)\}$ belong to $\Psi_1$.

It follows from Theorem 1 and Corollary 2 that any limit point of the sequence generated by the EMS algorithm satisfies inequality (6); i.e., the necessary condition of being minimum point of $g(\psi, Y_o)$. Corollary 2 does not rely on two strong assumptions A4 and A5 of Jiang et al. (2015), therefore it is an attractive complementary of the global convergence proposed by Jiang et al. (2015). Theorem 3 and Corollary 2 are more useful from the user point of view, because conditions C1, C2 and C3 readily hold for many models.
4. Variable selection for generalized linear model with mixed missing data

Suppose that \( y \) is the response variable and \( w = (w_1, \ldots, w_q) \) is a \( q \)-dimensional categorical predictor and \( z = (z_1, \ldots, z_p) \) is a \( p \)-dimensional metric predictor. We first assume categorical predictors \( w_j \) have values \( w_j \in \{0, 1, \ldots, k_j\} \) for \( j = 1, 2, \ldots, q \). To include the categorical predictors into generalized linear models, we could use dummy variables defined by \( x_{jr} = 1 \) if \( w_j = r \) and \( x_{jr} = 0 \) otherwise. Therefore, we yield the linear predictor

\[
\eta = \beta_0 + \sum_{j=1}^q \sum_{r=0}^{k_j} x_{jr} \beta_{jr} + \sum_{\gamma=1}^p x_{\gamma+q} \beta_{\gamma+q}
\]

where \( x_j = (x_{j0}, x_{j1}, \ldots, x_{jk_j})^T \), \( \beta_j = (\beta_{j0}, \beta_{j1}, \ldots, \beta_{jk_j})^T \) collects all parameters linked to predictor \( w_j \) for \( j = 1, \ldots, p \) and \( \beta_{\gamma+q} \) is a parameter of \( x_{\gamma+q} = z_\gamma \) for \( \gamma = 1, \ldots, p \). For means of identifiability, we set \( \beta_{j0} = 0 \) for \( j = 1, \ldots, q \). Thus \( x_j \) and \( \beta_j \) can be reduced to \( x_j = (x_{j1}, \ldots, x_{jk_j})^T \), \( \beta_j = (\beta_{j1}, \ldots, \beta_{jk_j})^T \). Then we get a predictor \( x = (x_1^T, \ldots, x_q^T, x_{q+1}, \ldots, x_{q+p})^T \) involving dummy variables and parameter \( \beta = (\beta_1^T, \ldots, \beta_q^T, \beta_{q+1}, \ldots, \beta_{q+p})^T \), thus (9) can be simplified to \( \eta = \beta_0 + x^T \beta \).

The joint density function is given by

\[
f(y, x | \tau, \alpha, \beta) = f(y | x, \tau, \beta) f(x | \alpha),
\]

where \( f(y | x, \tau, \beta) \) denotes the density of \( y \) given \( x \) and \( f(x | \alpha) \) denotes the density of \( x \). For generalized linear models, we assume that \( f(y | x, \tau, \beta) \) satisfies

\[
E(y | x; \tau, \alpha, \beta) = g(\beta_0 + x^T \beta)
\]

where \( g(\cdot) \) is a known link function and \( \tau \) denotes the additional parameters (see, e.g., McCullagh and Nelder (1989)).

In this section we consider variable selection problem in generalized linear models. If there is no missing value, smart stepwise procedures (such as step in R) can add or drop dummy variables corresponding to the same categorical
variable at a time for low dimensional settings. For high dimensional settings, the group lasso is a natural and computationally convenient approach to select predictors (Yuan and Lin 2006).

When missing data is present, there are three major types of variable selection methods. They are namely the likelihood-based method (see, e.g., Horton and Laird 1999, Garcia et al. 2010a,b, Städler and Bühlmann 2012, Sabbe et al. 2013), inverse probability weighting method (see, Johnson et al. 2008) and multiple imputation method (see, e.g., Long and Johnson 2015, Liu et al. 2016 and Zhao and Long 2017). In above mentioned papers, only Sabbe et al. (2013) considered variable selection when there are categorical and continuous predictors. In this second, we focus on those likelihood-based methods by the GEMS algorithm.

4.1. Strong decomposition tree model for modeling predictors

An important issue with missing predictor data is the specification of a parametric model for missing predictors. Ibrahim et al. (1999) modeled the joint distribution of the predictors as a product of one-dimensional parametric conditional distributions. They wrote the joint distribution of the (p+q)-dimensional predictor vector as

\[ p(w, z) = p(z_1|\alpha_1)p(z_2|z_1, \alpha_2) \ldots p(z_p|z_1, \ldots, z_{p-1}, \alpha_p) \]
\[ p(w_1|z, \alpha_{p+1})p(w_2|z, w_1, \alpha_{p+2}) \ldots p(w_q|z, w_1, \ldots, w_{q-1}, \alpha_{p+q}) \]

where \( \alpha_k \) is a vector of indexing parameters for the \( k \)th conditional distribution and \( \alpha = (\alpha_1, \ldots, \alpha_{p+q}) \). They suggested to specify one-dimensional (or joint) distributions for the continuous predictors first and then to obtain the one-dimensional distributions for the categorical predictors by conditioning on the continuous predictors. For example, they assume continuous predictor \( z_k \) follows from a normal distribution given \( z_1, \ldots, z_{k-1} \) and they specify a logistic regression model for the categorical predictor \( w_j \) with \( z_1, \ldots, z_p \) and \( w_1, \ldots, w_{j-1} \) as predictors. However, the missing pattern maybe changes from one observation to anther in many applications. Therefore, it is difficult to specify the variables enter order.

Sabbe et al. (2013) modeled the predictors by the general location model (GLoMo). In the unrestricted GLoMo, the cells of the marginal contingency table of the categorical variables are modeled as a single multinomial vector-valued variable with cell probabilities \( \pi_c \). In short, each cell represents one unique combination of all categorical variables. Conditional on the categorical variables, that is, on the cell \( c \), the continuous variables are assumed
to have a multivariate normal distribution $N(\mu_c, \Sigma)$ with the mean depending on cell $c$. That is, the predictors follow jointly a conditional Gaussian distribution. More details can be found in Schafer (1997). However, the maximum likelihood estimation of unrestricted GLoMo exists if and only if the number of observations in each cell is greater than the number of continuous variables according to Proposition 6.9 in Lauritzen (1996). Thus, the unrestricted GLoMo may not be estimated for high dimensional setting when the sample size is smaller than the number of predictors. Schafer (1997) suggested restricted GLoMo in which they modeled the categorical predictors by log-linear model and specify the relationship of the continuous predictors to the categorical ones. But restricted GLoMo depends on the prior knowledge of the correlation structure among the predictors which is rarely available in practice.

In this paper, we model the mixed predictors by a strong decomposition tree model or a strong decomposition forest model. Here we give simple brief definitions. For more details, please referee to Edwards et al. (2010) and Abreu et al. (2010). A tree is a connected graph $(V, E)$ without cycles, where $V$ is the vertex set and $E$ is the edge set. A vertex $v \in V$ associate with the random variable $X_v$. A tree is called a strong decomposition tree (SD-tree) if it contains no forbidden paths. A forbidden path is a path between two non-adjacent categorical vertices passing through only continuous vertices. A strong decomposition forest (SD-forest) is a forest in which each connected component is a SD-tree. See examples in Figure [1].
We assume that the mixed predictors \( x = (w, z) \) follow a conditional Gaussian (CG) distribution which satisfies global Markov property corresponding to a SD-tree or a SD-forest. That is, if \( u \) and \( v \) are not adjacent in the SD-tree or the SD-forest, then \( x_u \) and \( x_v \) are conditional independent given all other variables. For example, \( x_2 \perp x_4 | x_1, x_3, x_2 \perp x_3 | x_1, x_4 \), in Figure 1(e). Therefore, SD-tree or SD-forest could encode sets of conditional independence relations among mixed predictors.

There are at least three advantages of SD-tree (SD-forest) model. First, maximum likelihood estimation exists usually for real data sets. According to Markov property, we have the probability densities of such models can be factorized as

\[
f(x) = \prod_{v \in V} f(x_v) \prod_{(u,v) \in E} \frac{f(x_u, x_v)}{f(x_u)f(x_v)},
\]

where \((u,v) \in E\) is an edge and \(f(x_u, x_v)\) and \(f(x_u)\) are the marginal probability densities. That is, these models can be decomposed into a series of marginal models on two variables \(x_u\) and \(x_v\) of an edge \((u,v) \in E\) and the marginal models on each variable \(x_u\). The maximum likelihood estimation exists if and only if there exist maximum likelihood estimations for all marginal models on all edges \((u,v) \in E\) and on all variables \(u \in V\). There are five types of marginal models in (14). (i) For models on two categorical variables \(x_u, x_v\), there exists maximum likelihood estimation if and only if the number of observations in each cell of \(x_u, x_v\) is positive. (ii) For models on two continuous variables, there exists maximum likelihood estimation if and only if the sample size is greater than 2. (iii) For models with one categorical variable and one continuous variable, there exists if and only if there are at least two observations in each cell of the categorical variable. (iv) For marginal model on one categorical variables, maximum likelihood estimation exists if and only if the number of observations in each cell of this categorical variable is positive. (v) For marginal model on one continuous variable, maximum likelihood estimation exists if and only if the sample size is greater than 1. Therefore, the condition that maximum likelihood estimate of the SD-tree (SD-forest) exist is usually satisfied for real data sets. Furthermore, these models have an explicit formula for the maximum likelihood estimation as shown in Chapter 6 of [Lauritzen 1996].

Second, we could learn a SD-tree (SD-forest) from the data without any prior knowledge or expert knowledge. To find a SD-tree (SD-forest)
among variables with maximum likelihood estimates or with minimal BIC. Edwards et al. (2010) proposed a method as follows. First, they define the sample mutual information \( I_{u,v} \) or the BIC penalized mutual information \( I_{BIC}^{u,v} = I_{u,v} - \ln(n)k_{u,v}/2 \) for each pair of variables \( x_u, x_v \), where \( k_{u,v} \) is the number of free parameters associated with \( I_{u,v} \). Note that, for a SD-tree \( T = (V,E) \), the maximized log-likelihood is \( \sum_{(u,v) \in E} I_{u,v} \) and the BIC information is \( -2 \sum_{(u,v) \in E} I_{BIC}^{u,v} \) as shown by Edwards et al. (2010). If \( I_{u,v} \) or \( I_{BIC}^{u,v} \) is viewed as edge weights on the complete graph (a simple undirected graph in which every pair of distinct vertices is connected by a unique edge) with vertex set \( x = (w,z) \), then they efficiently obtain the maximum likelihood tree or minimal BIC SD-tree (SD-forest) by maximum spanning tree algorithm (for example, Kruskal’s algorithm with \( O((p+q)^2 \ln(p+q)) \) time complexity). Therefore, the SD-tree (SD-forest) is attractive for high-dimensional setting, because we could find efficiently the SD-tree (SD-forest) with minimal BIC.

Third, we could draw samples from the posterior distribution of missing predictors given some observed values based on a SD-tree model. In fact, a SD-tree is Markov equivalent to a single-parent directed acyclic graph (DAG). As inspired by Edwards et al. (2010), we first find one categorical variable \( x_R \) as a vertex with no parent. Then we orient all edges in the SD-tree away from the categorical variable \( x_R \), thus we will get a DAG \( \tilde{G} \) with the restriction that continuous vertices are not allowed to point to any categorical vertex. If a vertex \( u \) points to a vertex \( v \) in the DAG \( \tilde{G} \), then \( u \) is a parent vertex of \( v \). Since each vertex has at most one parent vertex in obtained \( \tilde{G} \), such DAG is called a single-parent DAG. For example, the SD-trees in Figure 1 (e) is Markov equivalent to the DAG with 4 as a root in Figure 1 (i), and the SD-tree in Figure 1 (f) is Markov equivalent to the DAG with 3 as a root in Figure 1 (j). For each directed edge with a parent vertex \( u \) pointing to a child vertex \( v \), we can derive a conditional density \( f(x_v|x_u) \) of \( x_v \) given \( x_u \) from the joint density \( f(x) \). Thus, \( f(x) \) can be factorized into another form as

\[
f(x) = \prod_{v \in V} f(x_v|x_u),
\]

where \( u \) is a parent vertex of \( v \) in \( \tilde{G} \). Thus we get a pair \((\tilde{G}, f(x))\) called mixed Bayesian network. For mixed Bayesian network, local propagation algorithms of Cowell (2005) and Lauritzen and Jensen (2001) could be used
to compute posterior distributions given some observed values. Furthermore, local method such as Algorithm 7.1 of Cowell (2005) could draw sample from posterior distributions. In this paper, we write C codes to implement Algorithms 7.1 of Cowell (2005) for sampling.

4.2. Variable selection with mixed missing data by GEMS

Let $y_i, x_i$ be the $i$ th independent and identically distributed realisation of $y$ and $x$. We allow missing data in predictors. For $i$ th observation, let $x_{i,obs}$ and $x_{i,mis}$ be the observed and missing components. Thus, the observed data is $Y = (y_i)_{i=1,...,n}$ and $X_{obs} = (x_{i,obs})_{i=1,...,n}$.

Here, we focus on the sparse estimates for the regression coefficients $\beta$ in generalized linear model (11). In GEMS, we adopt the Bayesian information criteria $c(M, \theta_M, Y, X) = 2l_{Y,X} + \ln(n)(df_\beta + df_\alpha)$, where $df_\beta$ and $df_\alpha$ are the numbers of non-zero parameters in $\beta$ and $\alpha$ respectively, and the negative log-joint likelihood $l_{Y,X} = l_{Y|X} + l_X$. Here, $l_X = - \sum_{i=1}^n \log f(x_i | \alpha)$ is the negative log-marginal likelihood of $X$ and $l_{Y|X} = - \sum_{i=1}^n \log f(y_i | x_i, \tau, \beta)$ is the negative log-conditional likelihood of $Y$ given $X$.

Suppose we have $\psi^{(t)} = (M^{(t)}, \theta^{(t)})$ in the $t$ th iteration, where $\theta^{(t)} = (\alpha^{(t)}, \tau^{(t)}, \beta^{(t)})$. We have the $Q$ function can be divided into two parts

$$Q(\psi; \psi^{(t)}) = Q_1(\alpha; \psi^{(t)}) + Q_2(\tau, \beta; \psi^{(t)})$$

where $Q_1(\alpha; \psi^{(t)}) = E(2l_X | Y, X_{obs}, \psi^{(t)}) + \ln(n)df_\alpha$ and $Q_2(\tau, \beta; \psi^{(t)}) = E(2l_{Y|X} | Y, X_{obs}, \psi^{(t)}) + \ln(n)df_\beta$. Let

$$Q_{1i}(\alpha; \psi^{(t)}) = -2E(\log f(x_{i,obs}, x_{i,mis}) | y_i, x_{i,obs}, \psi^{(t)}) + n^{-1} \ln(n)df_\alpha,$$

$$Q_{2i}(\tau, \beta; \psi^{(t)}) = -2E(\log f(y_i | x_{i,obs}, x_{i,mis}) | y_i, x_{i,obs}, \psi^{(t)}) + n^{-1} \ln(n)df_\beta,$$

then $Q_1(\alpha; \psi^{(t)}) = \sum_{i=1}^n Q_{1i}(\alpha; \psi^{(t)})$ and $Q_2(\tau, \beta; \psi^{(t)}) = \sum_{i=1}^n Q_{2i}(\tau, \beta; \psi^{(t)})$. Hence, we need to calculate each $Q_{1i}$ and $Q_{2i}$.

However, the expectation may be difficult to calculate $Q_{1i}$ and $Q_{2i}$. Wei and Tanner (1990) approximated the expectation in a classical Monte Carlo way. If the density of the response variable $Y$ as a function of the mean of $Y$ is bounded above by a known constant $c$, then

$$f(x_{i,mis} | y_i, x_{i,obs}, \psi^{(t)}) \propto f(y_i | x_i, \tau^{(t)}, \beta^{(t)} f(x_{i,mis} | x_{i,obs}, \alpha^{(t)}$$

$$\leq cf(x_{i,mis} | x_{i,obs}, \alpha^{(t)}).$$

Since Algorithm 7.1 of Cowell (2005) can be applied to generate samples from $f(x_{i,mis} | x_{i,obs}, \alpha^{(t)})$ according to SD-tree (SD-forest), we could use the
acceptance-rejection method to draw samples from $f(x_{i,mis_i} | y_i, x_{i,obs_i}, \psi^{(t)})$. If the bound $c$ of the density of $Y$ is not available, we could generate samples from $f(x_{i,mis_i} | y_i, x_{i,obs_i}, \psi^{(t)})$ by Gibbs sampler, in which the adaptive rejection algorithm of [Gilks and Wild (1992)] for continuous is applied due to log-concave property of $f(y_i | x_i, \tau^{(t)}, \beta^{(t)})$ and $f(x_i | \alpha^{(t)})$ in the components of $x_i$. For more details, one can refer to [Ibrahim et al. (1999)]. For the $i$-th observation, $m$ independent realisations of $x_{i,mis_i}$ are drawn from $f(x_{i,mis_i} | y_i, x_{i,obs_i}, \psi^{(t)})$, say $x^{(1)}_{i,mis_i}, \ldots, x^{(m)}_{i,mis_i}$. Therefore,

$$Q_1(\alpha; \psi^{(t)}) \approx -\frac{1}{m} \sum_{h=1}^{m} 2 \log f(x^{(h)}_{i,mis_i}, x_{i,obs_i} | \alpha) + \frac{\ln(n)}{n} df_{\alpha},$$

and

$$Q_2(\tau, \beta; \psi^{(t)}) \approx -\frac{1}{m} \sum_{h=1}^{m} 2 \log f(y_i | x^{(h)}_{i,mis_i}, x_{i,obs_i}, \tau, \beta) + \frac{\ln(n)}{n} df_{\beta}. $$

Hence, the $Q$ function is approximated to

$$Q(\psi; \psi^{(t)}) \approx \frac{\tilde{Q}_1(\alpha; \psi^{(t)}) + \tilde{Q}_2(\tau, \beta; \psi^{(t)})}{m}$$

where

$$\tilde{Q}_1(\alpha; \psi^{(t)}) = -\sum_{i=1}^{n} \sum_{h=1}^{m} 2 \log f(x^{(h)}_{i,mis_i}, x_{i,obs_i} | \alpha) + m \ln(n) df_{\alpha} \quad (16)$$

$$\tilde{Q}_2(\tau, \beta; \psi^{(t)}) = -\sum_{i=1}^{n} \sum_{h=1}^{m} 2 \log f(y_i | x^{(h)}_{i,mis_i}, x_{i,obs_i}, \tau, \beta) + m \ln(n) df_{\beta}. \quad (17)$$

For MS-step of GEMS, we choose a value $\psi^{(t+1)}$ such that $Q(\psi; \psi^{(t)})$ decreases (i.e., $Q(\psi^{(t+1)}; \psi^{(t)}) \leq Q(\psi^{(t)}; \psi^{(t)})$) by the following heuristic method. First, we minimize $\tilde{Q}_1$ over SD-forests. In particular, we define the penalized mutual information quantity $I_{u,v}^{mBIC} = I_{u,v} - m \ln(n) k_{u,v}/2$ for each pair of variables $x_u, x_v$ according to (16). It is not difficult to derive that $\tilde{Q}_1 = -2 \sum_{(u,v) \in E} I_{u,v}^{mBIC}$ for a SD-forest $T = (V, E)$. Then we use $I_{u,v}^{mBIC}$ as edge weights and find a SD-forest (say it $M_1^{(t+1)}$ with parameter $\alpha^{(t+1)}$) with minimal $\tilde{Q}_1$ value by [Edwards et al. (2010)]’s algorithm.
To decrease $\tilde{Q}_2$ for low dimensional settings, we use stepwise procedures such as step in R. For high dimensional settings, we first get candidate selectors by applying group lasso. Specifically, for a given $h = 1, \ldots, m$, we get the data set $D^{(h)} = \{y_i, x_{i,\text{mis}}, x_{i,\text{obs}}, i = 1, \ldots, n\}$. Then we apply group lasso proposed by Yuan and Lin (2006) to obtain $(\hat{\tau}_\lambda^{(h)}, \hat{\beta}_\lambda^{(h)})$ which minimize the penalized log-likelihood for the data set $D^{(h)}$

$$\sum_{i=1}^{n} \log f(y_i, x_{i,\text{mis}}, x_{i,\text{obs}} | \tau, \beta) + \lambda \sum_{j=1}^{q+p} \sqrt{k_j}||\beta_j||_2,$$

where $\lambda$ is a tuning parameter, $||\beta_j||_2 = (\beta_j^2 + \ldots + \beta_{jk}^2)^{1/2}$ is the $\ell_2$ norm of the parameters of dummy variables $x_j$ for $j = 1, \ldots, q$, and $||\beta_j||_2 = |\beta_j|$ is the absolute value of the parameter of $x_j = z_{j-q}$ and $k_j = 1$ for $j = q+1, \ldots, q+p$.

Group lasso encourage that whole vectors $\beta_j$ are set to zero or non-zero to select entire categorical variables. We can select a fine tuning parameter $\lambda$ and a good group lasso solution according to BIC criteria. For example, we give a series of tuning parameters $\lambda$, therefore we get a series of group lasso solutions $(\hat{\tau}_\lambda^{(h)}, \hat{\beta}_\lambda^{(h)})$. Furthermore, we choose one (say it, $(\hat{\tau}^{(h)}, \hat{\beta}^{(h)})$) with the minimum Bayesian Information criteria value over the series of group lasso solutions. Let $x_{h1}^{(h)}, x_{h2}^{(h)}, \ldots, x_{hs_h}^{(h)}$ be the selected variables corresponding to the non-zero component of $(\hat{\tau}^{(h)}, \hat{\beta}^{(h)})$. Thus, we get a candidate variable set $\{x_{h1}^{(h)}, x_{h2}^{(h)}, \ldots, x_{hs_h}^{(h)}, h = 1, \ldots, m\}$. Next, we get the model (say it $M_2^{(t+1)}$) with parameter $\tau^{(t+1)}$, $\beta^{(t+1)}$) by the stepwise procedure such as step in R to select variables from the candidate variable set and minimize $\tilde{Q}_2$ in (17). In a word, we obtain $\psi^{(t+1)} = (M^{(t+1)}, \theta^{(t+1)})$ by decreasing $\tilde{Q}_1$ and $\tilde{Q}_2$ where $M^{(t+1)} = (M_1^{(t+1)}, M_2^{(t+1)})$ and $\theta^{(t+1)} = (\alpha^{(t+1)}, \tau^{(t+1)}, \beta^{(t+1)})$.

5. Gaussian graphical model selection by the GEMS algorithm

In this section, we consider a random vector $X = (X^{(1)}, \ldots, X^{(p)})$ following a multivariate normal distribution $N_p(\mu, \Sigma)$ with unknown mean $\mu$ and nonsingular covariance matrix $\Sigma$. Let $\Omega = \Sigma^{-1}$ be the inverse of the covariance matrix, then a zero entry $\Omega_{ij} = 0$ if and only if $X^{(i)}$ and $X^{(j)}$ are conditionally independent given all other variables.

A Gaussian graphical model for the Gaussian random vector $X$ is represented by an undirected graph $G = (V, E)$, where the vertices $V = \{1, \ldots, p\}$
represent the $p$ variables and the edges $E = (e_{ij})_{1 \leq i < j \leq p}$ describe the conditional independence relationships among $X^{(1)}, \ldots, X^{(p)}$. There is no edge between vertices $i$ and $j$ in $G$ if and only if $\Omega_{ij} = 0$, that is, $X^{(i)}$ and $X^{(j)}$ are conditionally independent given all other variables. Thus, the Gaussian graphical model describes how these variables are mutually related.

Given complete samples $X_1, \ldots, X_n$ of $X$, we define sample mean vector $\bar{X}$ and sample covariance matrix $S$ by

$$\bar{X} = n^{-1} \sum_{i=1}^{n} X_i \quad \text{and} \quad S = n^{-1} \sum_{i=1}^{n} (X_i - \bar{X})(X_i - \bar{X})^T,$$

respectively. The negative log-likelihood function is then expressed as

$$l(\mu, \Omega, X) = n^2 \ln \det \Omega^{-1} + \frac{n}{2} \text{tr} [\Omega S] + \frac{n}{2} \text{tr} [\Omega (\mu - \bar{X})(\mu - \bar{X})^T].$$

(18)

If the edges of the undirected graph $G$ (i.e., conditional independence relationships among $X^{(1)}, \ldots, X^{(p)}$) are known, the maximum likelihood estimation of $\mu$ and the non-zero entries of $\Omega$ can be computed by the iterative proportional scaling (IPS) procedure via minimizing the negative log-likelihood function (18), see more details in Lauritzen (1996). For high dimensional settings, we can compute maximum likelihood estimation of $\Omega$ by the improved versions of IPS (for example, IIPS, IHT and IPSP) based on junction tree or by partitioning the cliques, see Xu et al. (2011, 2012, 2015) for details.

5.1. Model selection for Gaussian graphical model

If the edges of the undirected graph $G$ are unknown, we wish to identify zero entries in $\Omega$. This is the problem of model selection for Gaussian graphical model. Yuan and Lin (2007) proposed to minimize the following negative $\ell_1$ norm penalized log-likelihood

$$l(\mu = \bar{X}, \Omega, X) + \lambda ||\Omega||_1 = n^2 \ln \det \Omega^{-1} + \frac{n}{2} \text{tr} [\Omega S] + \lambda ||\Omega||_1,$$

(19)

over all positive definite matrices $\Omega$. Here, $||\Omega||_1 = \sum_{j \neq k} |\Omega_{jk}|$ is the $\ell_1$ norm penalty and $\lambda > 0$ is a tuning parameter. Different tuning parameters maybe lead to different zero entries of $\Omega$, and Yuan and Lin (2007) suggested to choose the tuning parameter that minimize the BIC criterion. Friedman et al. (2008) proposed the glasso to solve (19) using a coordinate descent procedure.
In the presence of missing data, let \( o_i \) be the observed variables and \( X_{io_i} \) be observed values in the \( i \) th observation. \( X_o = (X_{io_i})_{i=1,...,n} \) is the observed data. Then the negative observed log-likelihood becomes

\[
l(\mu, \Omega, X_o) = \frac{1}{2} \sum_{i=1}^{n} \left( \ln \det(\Omega^{-1})_{o_i,o_i} + (X_{io_i} - \mu_{o_i})^T((\Omega^{-1})_{o_i,o_i})^{-1}(X_{io_i} - \mu_{o_i}) \right).
\]

(20)

Städler and Bühlmann (2012) proposed the MissGlasso algorithm, which minimizes the following observed penalized log-likelihood

\[
l(\mu, \Omega, X_o) + \lambda||\Omega||_1,
\]

(21)

by the EM algorithm for a given \( \lambda \). In the E-step, MissGlasso computes the expected complete penalized log-likelihood by calculating the conditional expectation \( E(X_{ij} | X_{i,o_i}, \mu^{(t)}, \Omega^{(t)}) \) and \( E(X_{ij}X_{ik} | X_{i,o_i}, \mu^{(t)}, \Omega^{(t)}) \) for \( i = 1, \ldots, n \) and \( j, k = 1, \ldots, p \). Here, \( \mu^{(t)} \) and \( \Omega^{(t)} \) are the mean and inverse covariance matrix of the current distribution, respectively. In the M-step, MissGlasso minimizes the expected complete penalized log-likelihood by the glasso in Friedman et al. (2008). Städler and Bühlmann (2012) proved that every limit point of the sequence \( \{(\mu^{(t)}, \Omega^{(t)})| t = 0, 1, \ldots \} \) generated by MissGlasso is a stationary point of the observed penalized log-likelihood in (21). However, the sequence generated by MissGlasso may not converge to the minimum points of (21).

Kolar and Xing (2012) formed an unbiased estimator \( \hat{S} \) of the covariance matrix from available data, and then they plugged \( \hat{S} \) into the complete penalized log-likelihood (i.e., (19)) via replacing \( S \) by \( \hat{S} \). This plug-in method is called the mGlasso algorithm. Thai et al. (2014) proposed a new Concave-Convex procedure which is however not computationally faster than the existing EM algorithm in their numerical experiments.

5.2. The GEMS algorithm for Gaussian graphical model

For Gaussian graphical model selection under the framework of the GEMS algorithm, we adopt the Bayesian information criterion as GIC.

\[
c(G, \theta_G, X) = 2l(\mu, \Omega, X) + \ln(n)\text{df}_\Omega,
\]

where \( G \) is a candidate graph, \( \theta_G = (\mu, \Omega) \) is the parameters such that \( \Omega_{ij} = 0 \) if the edge between \( i \) and \( j \) is absent in \( G \), and \( \text{df}_\Omega \) is the number of non-zero entries above the main diagonal of \( \Omega \) (i.e., the number of edges in \( G \)).
Algorithm 1: GEMS for GGM

Input: An observed data matrix $X_o$ with sample size $n$ and the number of variables $p$

Output: $\hat{\psi}$

1. Get an initial parameter $\psi^{(0)} = (G^{(0)}, \mu^{(0)}, \Omega^{(0)})$.
2. for $t = 0, 1, 2, \ldots$ do
   3. Compute conditional expectation $E_t(\bar{X})$ in (A.1) and $E_t(S^*)$ in (A.1) to get $Q(\psi; \psi^{(t)})$ in (22).
   4. For small $p$, set $G$ to be the set of all possible graphs. For large $p$, apply glasso to (23) and get possible sparse candidate graph set $G$ defined in (24);
   5. for each candidate graph $G \in G$ do
      6. Let $\hat{\mu}^{(t+1)} = E_t(\bar{X})$ and get $\hat{\Omega}^{(t+1)} = \arg\min_{\Omega_G} Q(G, \hat{\mu}^{(t+1)}, \Omega_G; \psi^{(t)})$ by IPS or its improved versions;
      7. Select $G^{(t+1)} = \arg\min_{G \in G} Q(G, \hat{\mu}^{(t+1)}, \hat{\Omega}^{(t+1)}; \psi^{(t+1)})$ and get $\psi^{(t+1)} = (G^{(t+1)}, \hat{\mu}^{(t+1)}, \hat{\Omega}^{(t+1)})$;
      8. if $G^{(t+1)} = G^{(t)}$ or $|Q(\psi^{(t)}; \psi^{(t-1)}) - Q(\psi^{(t+1)}; \psi^{(t)})|$ is sufficient small then
         9. $\hat{\psi} = \psi^{(t+1)}$;
        10. break;

The observed GIC is $c(G, \theta_G; X_o) = 2l(\mu, \Omega, X_o) + \ln(n)df_\Omega$. For the sake of simplicity, we denote $E(\cdot \mid X_o, \mu^{(t)}, \Omega^{(t)})$ by $E_t(\cdot)$.

The GEMS algorithm for Gaussian graphical model selection is described in Algorithm 1. Briefly, an initial graph with the parameter is given in Line 1. We impute the missing values by their corresponding column means and then apply the glasso from (19) on the imputed data to obtain an initial graph. The E-step is reported in Line 3 while the MS-step is reported in Lines 4 - 7. Convergence condition is checked in Line 8.

In the E-step, the $Q$ function can be obtained as

$$Q(\psi; \psi^{(t)}) = Q(G, \mu, \Omega; G^{(t)}, u^{(t)}, \Omega^{(t)}) = E_t(2l(\mu, \Omega, X)) + \ln(n)df_\Omega. \quad (22)$$

More details about the computation is given in Appendix.

For moderate or large $p$, it is a computational challenge to minimize the $Q$ function over all possible graphs since the number of all possible graphs is $2^{p(p-1)/2}$. In this paper, we use glasso to get candidate graph set $G$ and choose one resulting the minimization of $Q$ function from $G$. Specifically, we first replace $S$ by $E_t(S^*) = n^{-1} \sum_{i=1}^n E_t\{(X_i - E_t\{\bar{X}\})(X_i - E_t\{\bar{X}\})^T\}$ in
and get
\[ \frac{n}{2} \ln \det \Omega^{-1} + \frac{n}{2} \operatorname{tr} [\Omega E_t(S^*)] + \lambda ||\Omega||_1. \]  

(23)

Then, we give an increasing positive sequence \( \lambda_1, \lambda_2, \ldots, \lambda_k \), and obtain \( \hat{\Omega}_{\lambda_m} \) by using glasso to minimize (23) for each \( \lambda_m \). Finally, we get the candidate graph set
\[ \mathcal{G} = \{G(t), G_{\lambda_m} \text{ corresponding to } \hat{\Omega}_{\lambda_m}, m = 1, \ldots, k \}. \]  

(24)

In Lines 5 and 6 of Algorithm 1, for each candidate graph \( G \in \mathcal{G} \), we re-estimate \( \theta_G = (\mu, \Omega) \) to minimizing (22) satisfying that \( \Omega_{ij} = 0 \) if and only if the edge between \( i \) and \( j \) is absent in \( G \). Given the structure of \( G \in \mathcal{G} \), \( \log(n)df_\Omega \) in (22) is fixed, therefore it is sufficient to minimize
\[ E_t(2l(\mu, \Omega, X)) = n \ln \det \Omega^{-1} + n \operatorname{tr} [\Omega E_t(S^*)] + n \operatorname{tr} [\Omega(\mu - E_t(\bar{X}))(\mu - E_t(\bar{X}))^T], \]  

(25)

which is similar to the negative log-likelihood (18). In fact, \( E_t(l(\mu, \Omega, X)) \) in (25) can be obtained via replacing \( \bar{X} \) and \( S \) by \( E_t(\bar{X}) \) and \( E_t(S^*) \) in (18). Therefore, we can get \( \hat{\mu}^{(t+1)}_G = E_t(\bar{X}) \) and get \( \hat{\Omega}^{(t+1)}_G = \arg \min_{\Omega} E_t(2l(\hat{\mu}^{(t+1)}_G, \Omega, X)) \) by IPS or its improved versions in Line 6. In Line 7, we select graph \( G^{(t+1)} \) from \( \mathcal{G} \) and get the parameter \( \psi^{(t+1)} \). It should be noted that it is a sufficient condition of \( Q(\psi^{(t+1)}; \psi^{(t)}) \leq Q(\psi^{(t)}; \psi^{(t)}) \) that \( G^{(t)} \) is included in \( \mathcal{G} \).  

6. Simulations

6.1. Simulations for variable selection in logistic regression with mixed covariates

In this subsection, we will investigate the performance of GEMS for variable selection in logistic regression. First, we generate a directed acyclic graph (DAG) to simulate a conditional Gaussian distribution on mixed predictors. A DAG is a directed graph \( G = (V, \bar{E}) \) where \( V \) is a set of vertices and \( \bar{E} \) is a set of directed edges (arrows) and there is no directed cycles with the arrows pointing in the same direction all the way around. Here, the vertex in \( V \) represents a categorical variable or a continuous variable. If there is a directed arrow from \( u \) to \( v \) then \( u \) is called a parent of \( v \). The set of parents of \( v \) is denoted by \( pa(v) \). We restrict that the categorical variables
Figure 2: (a) and (b) are DAGs with three categorical variables and four continuous variables, but (c) is not a DAG because it contains a cycle. Categorical variables are represented as dots and continuous variables as circles. (a) is not a single parent DAG because some vertices have more than one parent, while (b) is a single parent DAG.

do not have continuous parents in DAG $\tilde{G}$. Thus, the DAG includes the single-parent DAG which is Markov equivalent to the SD-tree discussed in subsection 4.1. For example, there are two DAGs with mixed variable as its vertices in Figure 2. In the simulation, we use R package pcalg to generate randomly a DAG in which each vertex connects 2 arrows on average.

Second, we generate a conditional Gaussian distribution based on the constructed DAG. Here, its density is factorized into

$$
    f(x) = \prod_{v \in V} f(x_v | x_{pa(v)}),
$$

where $x_{pa(v)}$ is the vector corresponding to the parents $pa(v)$ and $f(x_v | x_{pa(v)})$ is the conditional density of $x_v$ given the parents is equal to $x_{pa(v)}$. For example, according to Figure 2, (a), we factorize

$$
    f(x) = f(x_1)f(x_2)f(x_3|x_1)f(x_4)f(x_5|x_2)f(x_6|x_3, x_4)f(x_7|x_4, x_5).
$$

Next we generate the conditional densities $f(x_v | x_{pa(v)})$ in (26). The number of levels of categorical variables is set to be 2 or 3 randomly. For categorical variable $W$, if it has no parent, then we draw $r_1, r_2, \ldots, r_l$ from integers 2 to 8 and set the probability $P(W = i) = \frac{r_i}{\sum_{j=1}^{l} r_j}$ for $i = 1, \ldots, l$, where $l$ is the number of levels; if $W$ has parents $W_1, W_2, \ldots, W_m$, its conditional probability given $W_1 = w_1, W_2 = w_2, \ldots, W_m = w_m$ is generated as the same as the probability when $W$ has no parent. For continuous variable $Z$, if it has no parents, then its mean and variance are drawn uniformly from the intervals $(-1, 1)$ and $(0.5, 2)$ respectively; if $Z$ has only continuous parents $Z_1, \ldots, Z_k$, then the conditional mean is $b_0 + b_1 z_1 + \ldots + b_k z_k$ where $b_0, \ldots, b_k$ are drawn from $-1, -0.5, 0.5, 1$ with replacement and $z_1, \ldots, z_k$ are values of $Z_1, \ldots, Z_k$, respectively.
and the conditional variance is drawn uniformly from interval \((0.5, 2)\); if \(Z\) has only categorical parents \(W_1, \ldots, W_m\), the conditional mean and conditional variance given \(W_1 = w_1, W_2 = w_2, \ldots, W_m = w_m\) are drawn uniformly from \((-1, 1)\) and \((0.5, 2)\) respectively; if it has categorical parents \(W_1, \ldots, W_m\) and continuous parents \(Z_1, \ldots, Z_k\), given \(W_1 = w_1, W_2 = w_2, \ldots, W_m = w_m\) and \(Z_1 = z_1, \ldots, Z_k = z_k\), the conditional mean is
\[
b_0w + b_{1w}z_1 + \ldots + b_{kw}z_k
\]
where \(b_{0w}, \ldots, b_{kw}\) depend on \(w = (w_1, \ldots, w_m)\) and they are drawn from \(-1, -0.5, 0.5, 1\) with replacement, and the conditional variance depends on \(w\) and it is drawn uniformly from interval \((0.5, 2)\). It is easy to know that the joint probability distribution of categorical and continuous variables is a conditional Gaussian distribution.

Third, we draw randomly 3 to 5 categorical variables and 3 to 5 continuous variables to predict the binary response. The coefficients of the dummy variables and continuous variables in linear predictor of logistic regression are generated randomly from \(-2, -1, 1\) and 2. Then we generate a dataset with 200 observations from above logistic regression model and furthermore we generate 10% or 20% missing values completely at random (MCAR).

For \(p = q = 100, 200\), we generate 200 datasets with 10% missing values and 200 datasets with 20% missing values according to data-generating mechanism. The imputation method and GEMS are used to select variables for the datasets. In the imputation method, we first impute the missing value of continuous variables with its observed mean and impute the missing value of categorical variables with observed mode; then we apply group lasso to select variables in which Bayesian information criteria is used to choose the tuning parameters. In GEMS, we draw \(m = 30, 50, 100\) Monte Carlo samples to approximate \(Q_{1i}\) and \(Q_{2i}\), and the resulting GEMS is called GEMS30, GEMS50, GEMS100. To assess the performance of above methods, we evalu-
Table 2: Mean and (standard deviation) for Model 1 with $p = 100, 200, 500$.

|       | MissGl | mGl | GEMS | MissGl | mGl | GEMS | MissGl | mGl | GEMS |
|-------|--------|-----|------|--------|-----|------|--------|-----|------|
| tpr   |        |     |      |        |     |      |        |     |      |
|       | 0.1    | 1.000 | 1.000 | 0.967  | (0.000) | (0.000) | (0.018) | (0.000) | (0.000) | (0.000) | (0.006) |
|       | 0.2    | 1.000 | 0.999 | 0.954  | (0.001) | (0.002) | (0.033) | 1.000 | 1.000 | 0.975  | (0.000) | (0.000) | (0.018) | (0.000) | (0.000) | (0.000) | (0.011) |
|       | 0.3    | 0.997 | 0.991 | 0.908  | (0.006) | (0.009) | (0.040) | 1.000 | 0.999 | 0.941  | (0.001) | (0.002) | (0.022) | 1.000 | 1.000 | 0.968  | (0.000) | (0.001) | (0.011) |
| ppv   |        |     |      |        |     |      |        |     |      |
|       | 0.1    | 0.199 | 0.215 | 0.662  | (0.031) | (0.031) | (0.078) | 0.220 | 0.218 | 0.694  | (0.003) | (0.019) | (0.081) | 0.238 | 0.199 | 0.769  | (0.020) | (0.030) | (0.062) |
|       | 0.2    | 0.213 | 0.255 | 0.636  | (0.030) | (0.040) | (0.068) | 0.228 | 0.236 | 0.687  | (0.024) | (0.044) | (0.090) | 0.230 | 0.284 | 0.754  | (0.022) | (0.039) | (0.077) |
|       | 0.3    | 0.238 | 0.277 | 0.610  | (0.033) | (0.049) | (0.065) | 0.235 | 0.265 | 0.674  | (0.021) | (0.056) | (0.081) | 0.227 | 0.270 | 0.726  | (0.030) | (0.080) | (0.078) |
| mcc   |        |     |      |        |     |      |        |     |      |
|       | 0.1    | 0.426 | 0.445 | 0.794  | (0.036) | (0.035) | (0.046) | 0.458 | 0.457 | 0.823  | (0.039) | (0.020) | (0.046) | 0.484 | 0.441 | 0.870  | (0.021) | (0.032) | (0.035) |
|       | 0.2    | 0.443 | 0.487 | 0.772  | (0.034) | (0.043) | (0.035) | 0.468 | 0.496 | 0.814  | (0.026) | (0.046) | (0.048) | 0.476 | 0.529 | 0.857  | (0.023) | (0.039) | (0.041) |
|       | 0.3    | 0.470 | 0.507 | 0.740  | (0.036) | (0.048) | (0.036) | 0.477 | 0.504 | 0.792  | (0.022) | (0.054) | (0.045) | 0.472 | 0.511 | 0.836  | (0.031) | (0.076) | (0.045) |
| kl    |        |     |      |        |     |      |        |     |      |
|       | 0.1    | 22.452 | 24.598 | 5.615  | (2.541) | (2.231) | (1.226) | 48.178 | 49.365 | 6.180  | (4.878) | (2.034) | (1.341) | 127.709 | 122.448 | 11.3726 |
|       | 0.2    | 26.644 | 31.273 | 7.077  | (2.833) | (3.026) | (1.973) | 55.518 | 61.272 | 8.465  | (3.355) | (4.927) | (2.150) | 140.692 | 159.440 | 16.154 |
|       | 0.3    | 33.108 | 38.109 | 10.811 | (3.343) | (3.684) | (3.919) | 63.418 | 71.122 | 13.763 | (3.654) | (4.354) | (2.534) | 157.580 | 179.451 | 21.435 |
| norm  |        |     |      |        |     |      |        |     |      |
|       | 0.1    | 3.856 | 3.969 | 2.833  | (0.137) | (0.113) | (0.561) | 3.958 | 3.987 | 2.735  | (0.104) | (0.050) | (0.540) | 4.042 | 3.993 | 2.848  | (0.039) | (0.054) | (0.569) |
|       | 0.2    | 4.071 | 4.219 | 3.076  | (0.113) | (0.114) | (0.670) | 4.155 | 4.226 | 2.949  | (0.068) | (0.079) | (0.583) | 4.178 | 4.277 | 3.228  | (0.041) | (0.065) | (0.458) |
|       | 0.3    | 4.317 | 4.449 | 3.479  | (0.102) | (0.098) | (0.529) | 4.299 | 4.406 | 3.486  | (0.048) | (0.074) | (0.371) | 4.309 | 4.418 | 3.422  | (0.046) | (0.085) | (0.371) |

The true positive rate (tpr), positive predictive value (ppv) and Matthews correlation coefficient (mcc) defined as follows

$$tpr = \frac{tp}{tp + fn}, \quad ppv = \frac{tp}{tp + fp}, \quad and$$

$$mcc = \frac{tp \times tn - fp \times fn}{\{(tp + fp)(tp + fn)(tn + fp)(tn + fn)\}^{1/2}}, \quad (27)$$

where $tp, tn, fp$ and $fn$ are the numbers of true positives, true negatives, false positives and false negatives, respectively. We report average $tp$, $fp$, tpr, ppv and mcc in Table 1. We found that $tp$ and tpr of GEMS30, GEMS50, GEMS100 are very close to those of imputation method. Moreover, GEMS30, GEMS50, GEMS100 could reduce the false positive significantly, and could increase ppv and mcc remarkably.
6.2. Simulations for Gaussian graphical model selection

In this subsection, we compare our method based on GEMS with the Miss-Glasso (abbreviated as MissGl) and mGlasso (abbreviated as mGl) methods. For MissGlasso and mGlasso, the tuning parameter $\lambda$ is chosen to minimize the BIC criteria based on the observed log-likelihood \(20\). The following models are considered:

Model 1. An autoregressive model of order 1 with \((\Omega^{-1})_{jk} = 0.7^{j-k}\).

Model 2. An autoregressive model of order 4 with $\Omega_{jk} = \mathbb{I}_{\{j-k=0\}} + 0.4\mathbb{I}_{\{j-k=1\}} + 0.2\mathbb{I}_{\{j-k=2\}} + 0.2\mathbb{I}_{\{j-k=3\}} + 0.1\mathbb{I}_{\{j-k=4\}}$, where $\mathbb{I}$ represents the indicator function.

Model 3. A model with $\Omega = B + \delta I$, where each off-diagonal entry in $B$ is generated independently and equals 0.5 with probability $\alpha = 5/p$ or 0

| $\lambda$ | MissGl | mGl | GEMS | MissGl | mGl | GEMS | MissGl | mGl | GEMS |
|----------|--------|-----|------|--------|-----|------|--------|-----|------|
| 0.1      | 0.103  | 0.17 | 0.19 | 0.176  | 0.181| 0.231| 0.185  | 0.219| 0.248|
| 0.2      | 0.061  | 0.078| 0.112| 0.118  | 0.130| 0.160| 0.125  | 0.127| 0.189|
| 0.3      | 0.036  | 0.058| 0.048| 0.067  | 0.086| 0.071| 0.078  | 0.097| 0.110|
| 0.1      | 0.791  | 0.751| 0.520| 0.757  | 0.714| 0.475| 0.816  | 0.641| 0.438|
| 0.2      | 0.777  | 0.701| 0.592| 0.757  | 0.712| 0.558| 0.825  | 0.814| 0.505|
| 0.3      | 0.722  | 0.660| 0.672| 0.758  | 0.747| 0.713| 0.780  | 0.675| 0.611|
| 0.1      | 0.292  | 0.275| 0.277| 0.352  | 0.342| 0.311| 0.383  | 0.369| 0.418|
| 0.2      | 0.200  | 0.212| 0.230| 0.286  | 0.291| 0.283| 0.317  | 0.316| 0.297|
| 0.3      | 0.145  | 0.165| 0.159| 0.210  | 0.212| 0.216| 0.243  | 0.243| 0.246|
| 0.1      | 17.678 | 17.818| 16.663| 31.483 | 31.825| 28.653| 77.739 | 73.890| 69.638|
| 0.2      | 18.351 | 19.157| 17.469| 33.653 | 35.048| 30.136| 83.756 | 88.213| 73.377|
| 0.3      | 18.971 | 20.461| 17.698| 35.551 | 39.532| 31.242| 86.464 | 92.871| 73.965|
| 0.1      | 2.225  | 2.228| 1.678| 2.180  | 2.185| 1.619| 2.181  | 2.160| 1.596|
| 0.2      | 2.242  | 2.258| 1.834| 2.210  | 2.228| 1.774| 2.212  | 2.236| 1.749|
| 0.3      | 2.256  | 2.283| 1.978| 2.234  | 2.278| 1.906| 2.228  | 2.258| 1.920|

Table 3: Mean and (standard deviation) for Model 2 with $p = 100, 200, 500$. 

| $p$ | MissGl | mGl | GEMS | MissGl | mGl | GEMS | MissGl | mGl | GEMS |
|-----|--------|-----|------|--------|-----|------|--------|-----|------|
| 100 |        |     |      |        |     |      |        |     |      |
| 200 |        |     |      |        |     |      |        |     |      |
| 500 |        |     |      |        |     |      |        |     |      |
Table 4: Mean and (standard deviation) for Model 3 with $p = 100, 200, 500$.

|       | MissGl | mGl | GEMS |
|-------|--------|-----|------|
|       |        |     |      |
| tpr   | 0.1    | 0.415 | 0.393 |
|       | (0.083) | (0.076) | (0.061) |
|       | 0.2    | 0.490 | 0.415 |
|       | (0.052) | (0.057) | (0.056) |
|       | 0.3    | 0.294 | 0.353 |
|       | (0.045) | (0.058) | (0.025) |
|       |        |     |      |
| ppv   | 0.1    | 0.470 | 0.323 |
|       | (0.051) | (0.056) | (0.042) |
|       | 0.2    | 0.277 | 0.242 |
|       | (0.042) | (0.051) | (0.048) |
|       | 0.3    | 0.197 | 0.242 |
|       | (0.058) | (0.064) | (0.080) |
|       |        |     |      |
| mcc   | 0.1    | 0.334 | 0.366 |
|       | (0.037) | (0.029) | (0.049) |
|       | 0.2    | 0.267 | 0.307 |
|       | (0.037) | (0.039) | (0.033) |
|       | 0.3    | 0.287 | 0.307 |
|       | (0.037) | (0.039) | (0.033) |
|       |        |     |      |
| kl    | 0.1    | 20.930 | 22.060 |
|       | (1.955) | (1.955) | (0.803) |
|       | 0.2    | 24.238 | 24.783 |
|       | (1.210) | (1.562) | (0.992) |
|       | 0.3    | 25.803 | 27.410 |
|       | (1.275) | (2.025) | (0.793) |
|       |        |     |      |
| norm  | 0.1    | 3.986 | 3.974 |
|       | (0.112) | (0.119) | (0.157) |
|       | 0.2    | 4.142 | 4.133 |
|       | (0.065) | (0.080) | (0.291) |
|       | 0.3    | 4.222 | 4.240 |
|       | (0.057) | (0.082) | (0.141) |

with probability $1 - \alpha$. Diagonal entries of $B$ is zero and $\delta$ is chosen so that the condition number of $\Omega$ is $p$. Note that $\alpha = 5/p$ will result in a sparse model with average 5 neighbours for each variable.

We first show the experiment results under the missing completely at random mechanism. The number of variables and sample size are set as $(p, n) = (100, 100), (200, 150), (500, 200)$ for each model. For each simulated data set, 10%, 20% and 30% of the entries are removed completely at random. To compare these methods, we evaluate the true positive rate (tpr), positive predictive value (ppv) and Matthews correlation coefficient (mcc) defined in [27]. The Kullback-Leibler divergence (denoted by $kl$) between the estimated distributions obtained by the above methods and the true distribution, and the difference between the estimated $\hat{\Omega}$ and the true $\Omega$ based on the $\|\hat{\Omega} - \Omega\|_2$ 2-norm (denoted by $norm$) are also evaluated.
Table 5: Average CPU time in seconds.

|       | MissGl | mGl  | GEMS  |
|-------|--------|------|-------|
| p = 100 | 5.3    | 1.5  | 2.7   |
| Model 1 | p = 200 | 30.7 | 10.8  | 19.7  |
|         | p = 500 | 464.7| 182.5 | 314.2 |
| p = 100 | 2.3    | 1.1  | 2.4   |
| Model 2 | p = 200 | 13.8 | 7.6   | 18.9  |
|         | p = 500 | 202.1| 123.0 | 280.3 |
| p = 100 | 4.1    | 1.4  | 2.6   |
| Model 3 | p = 200 | 25.6 | 11.0  | 22.0  |
|         | p = 500 | 456.7| 176.9 | 343.1 |

The means and standard deviations of the above measures based on Models 1 to 3 over 50 independent runs for each setting are reported in Tables 2 to 4, respectively. Except for \( tpr \), it can be seen that GEMS generally outperforms MissGlasso and mGlasso for all measures for Model 1 (see, Table 2). Moreover, the smallest value of \( tpr \) of GEMS for Model 1 is 0.908 when \((p, n) = (100, 100)\) and missing rate is equal to 0.3. From Tables 2 and 3, GEMS performs better than MissGlasso and mGlasso. When \( mcc \) is used as a measure, no substantial difference is observed among methods in all cases for Model 2; but, mGlasso performs better for most settings except for the case of \((p, n) = (500, 200)\) and missing rate being 0.1 for Model 3.

Table 5 shows the average CPU time (in second) for all methods. Obviously, GEMS and MissGlasso run slower than mGlasso as they are iterative methods. For Models 1 and 3, GEMS needs shorter CPU time than MissGlasso. For Model 2, MissGlasso requires less CPU time.

In the next experiment, we will show the performance of all method when the missing values are generated at random. The following model will be considered

Model 4. A Gaussian graphical model with \( p = 30 \) and a block-diagonal covariance matrix \( \Sigma = \text{diag}(B, B, \ldots, B) \) where \( B \in \mathbb{R}^{3 \times 3} \) and \( B_{jk} = 0.7^{|j-k|} \).

It is noted that this model was also considered in Städler and Bühlmann (2012) and Kolar and Xing (2012). Specifically, we generate data set with sample size \( n = 100 \) and delete values from the data set according to the following missing data mechanisms:

1. For all \( b = 1, \ldots, 10 \) and \( i = 1, \ldots, n \), \( X_{i,3b} \) is missing if \( R_{i,j} = 0 \) where \( R_{i,j} \) follows a Bernoulli distribution with probability \( \pi \).
2. For all \( b = 1, \ldots, 10 \) and \( i = 1, \ldots, n \), \( X_{i,3b} \) is missing if \( X_{i,3b-2} < T \)
Table 6: Mean (and standard deviation) for three missing mechanisms.

| π    | mechanism 1 | | mechanism 2 | | mechanism 3 |
|------|-------------|---|-------------|---|-------------|
|      | MissGl     | mGl | GEMS        | MissGl | mGl | GEMS        | MissGl | mGl | GEMS        |
| 0.25 | 1.000      | 1.000 | 0.994      | 1.000  | 1.000 | 0.994      | 1.000  | 1.000 | 0.991      |
|      | (0.000)    | (0.000) | (0.016)    | (0.000) | (0.000) | (0.016)    | (0.000) | (0.000) | (0.049)    |
| 0.50 | 0.998      | 1.000 | 0.974      | 0.981  | 0.989 | 0.879      | 0.821  | 0.938 | 0.566      |
|      | (0.010)    | (0.000) | (0.032)    | (0.039) | (0.010) | (0.062)    | (0.105) | (0.069) | (0.079)    |
| 0.75 | 0.874      | 0.978 | 0.685      | 0.676  | 0.937 | 0.521      | 0.528  | 0.714 | 0.500      |
|      | (0.095)    | (0.034) | (0.102)    | (0.092) | (0.060) | (0.030)    | (0.041) | (0.084) | (0.000)    |
| 0.25 | 0.257      | 0.233 | 0.811      | 0.255  | 0.290 | 0.890      | 0.266  | 0.341 | 0.811      |
|      | (0.070)    | (0.038) | (0.102)    | (0.067) | (0.078) | (0.099)    | (0.064) | (0.083) | (0.109)    |
| 0.50 | 0.282      | 0.237 | 0.828      | 0.331  | 0.317 | 0.831      | 0.281  | 0.361 | 0.836      |
|      | (0.067)    | (0.049) | (0.095)    | (0.090) | (0.073) | (0.091)    | (0.051) | (0.097) | (0.121)    |
| 0.75 | 0.316      | 0.236 | 0.846      | 0.317  | 0.283 | 0.788      | 0.185  | 0.346 | 0.833      |
|      | (0.077)    | (0.045) | (0.133)    | (0.064) | (0.070) | (0.149)    | (0.053) | (0.088) | (0.129)    |
| 0.25 | 0.464      | 0.440 | 0.890      | 0.463  | 0.500 | 0.936      | 0.476  | 0.541 | 0.869      |
|      | (0.075)    | (0.044) | (0.061)    | (0.073) | (0.077) | (0.057)    | (0.068) | (0.079) | (0.064)    |
| 0.50 | 0.484      | 0.437 | 0.746      | 0.423  | 0.474 | 0.623      | 0.254  | 0.450 | 0.631      |
|      | (0.057)    | (0.053) | (0.098)    | (0.055) | (0.068) | (0.063)    | (0.047) | (0.076) | (0.055)    |
| 0.75 | 0.516      | 0.437 | 0.846      | 0.872  | 0.957 | 3.750      | 1.669  | 1.458 | 6.384      |
|      | (0.078)    | (0.051) | (0.102)    | (0.082) | (0.106) | (0.472)    | (0.064) | (0.612) | (1.005)    |
| 0.25 | 3.479      | 3.579 | 0.862      | 3.712  | 4.944 | 1.030      | 5.095  | 6.327 | 4.490      |
|      | (0.718)    | (0.514) | (0.321)    | (0.827) | (0.688) | (0.472)    | (0.646) | (0.612) | (1.005)    |
| 0.50 | 4.680      | 4.934 | 1.369      | 5.688  | 6.808 | 3.770      | 9.169  | 10.458 | 16.384     |
|      | (0.813)    | (0.673) | (0.539)    | (0.978) | (0.614) | (1.047)    | (0.820) | (0.889) | (2.325)    |
| 0.75 | 7.285      | 8.968 | 6.485      | 8.313  | 10.893 | 10.242     | 10.214 | 16.501 | 32.557     |
|      | (1.120)    | (1.469) | (1.767)    | (0.627) | (1.742) | (1.360)    | (0.924) | (2.879) | (5.202)    |
| 0.25 | 2.545      | 2.608 | 1.618      | 2.528  | 2.731 | 1.457      | 2.514  | 2.734 | 2.031      |
|      | (0.207)    | (0.153) | (0.688)    | (0.191) | (0.150) | (0.382)    | (0.161) | (0.144) | (0.409)    |
| 0.50 | 2.750      | 2.813 | 1.711      | 2.822  | 2.991 | 2.107      | 2.706  | 2.831 | 3.051      |
|      | (0.153)    | (0.144) | (0.414)    | (0.152) | (0.108) | (0.254)    | (0.136) | (0.137) | (0.666)    |
| 0.75 | 3.018      | 3.391 | 2.300      | 3.079  | 3.576 | 3.359      | 2.769  | 3.688 | 5.674      |
|      | (0.153)    | (0.595) | (0.176)    | (0.106) | (0.753) | (0.368)    | (0.156) | (1.764) | (1.477)    |

3. For all $b = 1, \ldots, 10$ and $i = 1, \ldots, n$, $X_{i,3b}$ is missing if $X_{i,3b} < T$

It is obviously that the threshold value (i.e., $T$) determines the percentage of missing values. We consider three settings: (a) $\pi = 0.25$ with $T = \Phi^{-1}(0.25)$, (b) $\pi = 0.50$ with $T = \Phi^{-1}(0.50)$, and (c) $\pi = 0.75$ with $T = \Phi^{-1}(0.75)$, where $\Phi(\cdot)$ is the standard normal cumulative distribution function. Mechanisms 1, 2 and 3 are respectively the missing completely at random (MCAR), missing at random (MAR) and not missing at random (NMAR). We report the means and standard deviation of the above measures over 50 independent runs for each missing mechanism in Table 6. From Table 6, if mcc is used as a measure, GEMS outperforms MissGlasso and mGlasso for all three mechanisms. If the Kullback-Leibler divergence and 2-norm are used as a measure, GEMS performs the best at Mechanisms 1 and 2. However, MissGlasso works better than GEMS and mGlasso for Mechanism 3.
7. Real data analysis

7.1. Horse colic data

In this subsection we will analyze horse colic data set in UCI Machine Learning Repository. It is available at [http://archive.ics.uci.edu/ml/datasets/Horse+Colic](http://archive.ics.uci.edu/ml/datasets/Horse+Colic). The training set consists 299 instances with 28 attributes. We delete the 25th to 28th attributes representing type of lesion since they are a little bit confusing. We delete the horses’ hospital Number. We consider a binary response $y$ defined as $y = 0$ if the horse lived and $y = 1$ otherwise. The rest 22 attributes includes seven continuous variables and fifteen categorical variables. The data contains many missing values. Nineteen attributes of the rest 22 attributes have missing values. In all 299 instances, 293 instances have missing values. We apply the imputation method combined with group lasso to select variables, in which we choose the tuning parameter by BIC criteria. The imputation method selects three continuous variables: pulse, packed cell volume, total protein, and three categorical variables: temp of extremities with 4 levels, pain with 5 levels, surgical lesion with 2 levels. By contrast, GEMS30 and GEMS200 select two continuous variables: pulse, packed cell volume, and one categorical variable: surgical lesion.

7.2. Prostate cancer data

In this subsection we will analyze prostate cancer data (GEO GDS3289). It is available at [https://www.ncbi.nlm.nih.gov/geo/](https://www.ncbi.nlm.nih.gov/geo/). The dataset includes 34 benign epithelium samples and 70 non-benign samples. We consider a binary response ($y$) defined as $y = 1$ if it is a benign sample and $y = 0$ if otherwise. We choose the first 625 biomarkers in platform “Hs6-1-1-1” to “Hs6-1-25-25” as covariates. In the dataset, 82 biomarkers contain no missing values, while 543 biomarkers contain missing values in 104 samples. The biomarker “MLL” in platform “Hs6-1-3-1” has only one observed value and the biomarker “IMAGE:366953” in “Hs6-1-1-18” has no observed values, therefore we remove “MLL” and “IMAGE:366953”. Moreover, all of the 104 samples contain missing values and the missing value percentages range from 6.4% to 47.2%.

We suppose the values of biomarkers follow multivariate normal distribution and we apply GEMS and imputation method combined with group lasso to select variables. In GEMS we use $m = 30, 200$ Monte Carlo samples to approximate $Q_{1i}$ and $Q_{2i}$. The imputation method selects 32 biomarkers,
Table 7: Results on variable selection for the prostate cancer data.

| method     | selected biomarkers                                                                                                                                 |
|------------|-----------------------------------------------------------------------------------------------------------------------------------------------------|
| imputation | MEF2A, RCC1, IMAGE:133130, IMAGE:196837, IMAGE:200418, IMAGE:295599, IMAGE:205867, GCLM, IMAGE:296033, IMAGE:40728, AGRN, ZNF598, EFCAB6, IMAGE:470914, KIF9, CAPRIN1, IMAGE:773430, IMAGE:30959, TRIM5, SYNJ1, PHACTR2, SPAG11A, APBB2, PRSS8, ZNF124, STMN1, ACOX3, CYP3A5 |
| GEMS30     | RCC1, IMAGE:133130, KIF2C, DOK1                                                                                                                        |
| GEMS200    | RCC1, IMAGE:133130, KIF2C, DOK1                                                                                                                        |

which seems to be consistent with that the imputation method select a large number of false positive variables. By comparison, GEMS30 and GEMS200 selects the same four biomarkers.

7.3. Yeast cell expression data

Gasch et al. (2000) used an yeast cell expression data to explore genomic expression patterns in the yeast Saccharomyces cerevisiae. This data set contains $p = 6152$ known or predicted yeast genes and the sample size is $n = 173$. It is available at http://genome-www.stanford.edu/yeast_stress/. The whole data set has about 3.01% missing values. There is no complete data record, 129 records with more than 50 missing values, and the maximum number of missing values is 1384. Only 755 genes have no missing values, and 0.53% genes have at least 3 missing values. For illustration purpose, we will use our proposed GEMS to study the regulatory relationships between the 6152 yeast genes by Gaussian graphical model.

The extended Bayesian information criterion proposed by Chen and Chen (2008) will be used as the generalized information criteria since Foygel and Drton (2010) established the consistency of the extended BIC for Gaussian graphical models under some conditions. Specifically, the extended BIC is given by

$$2l(G, \mu_G, \Omega_G, X_o) + df_{\Omega_G} \log(n) + 4df_{\Omega_G} \gamma \log(p),$$  \hspace{1cm} (28)

where $l(G, \mu_G, \Omega_G, X_o)$ is minus twice the observed log-likelihood and $df_G$ is the number of free parameters of $\Omega_G$. In this example, we choose $\gamma = 0.25$ and adopt the initial $\Sigma$ to be the diagonal matrix with the main diagonal entries being the variances of all genes. GEMS ran 15564.93 seconds to obtain the graphical structure with 8703 edges shown in Figure 3. This structure includes 5526 connected components and the maximal connected component has 552 genes. In this structure, 5482 genes have no neighbor and 36 genes have more than 100 neighbors.
We compare our resultant graphical structure with YeastNet proposed by [Kim et al.] (2013). In particular, YeastNet covers up to 5818 genes which are wired by 362512 functional links (edges). It is found that our graphical structure and YeastNet share 5493 common genes. We compare sub-graphical structure and sub-YeastNet with 5493 genes. Besides, while our sub-graphical structure includes 3697 edges which are also identified by sub-YeastNet, our sub-graphical structure finds an extra 3590 edges which are not included in the sub-YeastNet. Interestingly, GEMS concludes that the top three strongly correlated gene pairs are (YHR215W, YAR071W), (YDR343C, YDR342C) and (YHR055C, YHR053C) with the estimated partial correlations being $-0.97$, $-0.97$ and $-0.98$, respectively. In YeastNet, these three gene pairs are assigned with very high log likelihood scores being 5.00, 5.47 and 4.36, respectively.

8. Conclusion

In this paper, we proposed a generalized EMS (GEMS) algorithm, which includes the EMS algorithm as a special case. We prove the numerical convergence of the GEMS algorithm. Furthermore, we prove in Corollary 2 that all limit points of the EMS algorithm satisfy a necessary condition of the min-
imum points of the observed GIC under relatively weak conditions, which are much more useful in practice. We apply the GEMS algorithm for Gaussian graphical model selection and generalized linear model selection with missing data. For generalized linear model with both categorical predictors and continuous predictors, we model the predictors by SD-tree or SD-forest for computing $Q$ function in high dimensional settings. The simulation studies further confirm that GEMS outperforms the existing competitors.
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Appendix A. Proofs of our results

To prove the convergence of the GEMS algorithm, we need to define a point-to-set mapping and briefly introduce the Global Convergence Theorem. According to Luenberger and Ye (2008), an iterative algorithm is a mapping $A$ defined on a space $X$ that assigns to every point $x \in X$ a subset of $X$. Here, $A$ is a point-to-set mapping of $X$ which generalizes a point-to-point mapping of $X$. A point-to-set mapping $A$ is said to be closed at $x$ if $x_k \to x$ for $x_k \in X$ and $y_k \to y$ for $y_k \in A(x_k)$ imply $y \in A(x)$. If the set $A(x)$ consists of a single point and $A$ is continuous, then $A$ is closed.

**Theorem 4 (Global Convergence Theorem).** Let $A$ be an algorithm on $X$. Suppose that, given $x_0$, the sequence $\{x_k\}_{k=0}^\infty$ is generated and satisfies $x_{k+1} \in A(x_k)$. Let the solution set $\Gamma \subset X$ be given. If (i) all points $x_k$ are contained in a compact set $S \subset X$; (ii) there is a continuous function $Z$ on $X$ such that (a) if $x \not\in \Gamma$, then $Z(y) < Z(x)$ for all $y \in A(x)$, and (b) if $x \in \Gamma$, then $Z(y) \leq Z(x)$ for all $y \in A(x)$; and (iii) the mapping $A$ is closed at points outside $\Gamma$, then the limit of any convergent subsequence of $\{x_k\}$ is a solution in $\Gamma$.

Here, the function $Z$ could be the objective function to be minimized. It should be noticed that $Z$ is continuous if $x_k \to x$ implies $Z(x_k) \to Z(x)$. The
solution set \( \Gamma \) could be the set of minimum points of the objective function or the set of points satisfying the necessary condition of minimum points (e.g., stationary points of the objective function). For more details about the Global Convergence Theorem, one can refer to Section 7.7 of [Luenberger and Ye (2008)]. It should be noticed that the point-to-set mapping in GEMS is \( A(\psi) = \{ \psi | Q(\psi; \psi) \leq Q(\psi; \psi) \} \) while the corresponding mapping in EMS is \( A(\psi) = \arg \min_{\psi'} Q(\psi'; \psi) \) for any \( \psi \in \Psi \). In both algorithms, the function \( Z \) is taken to be the observed GIC \( g(\psi, Y_0) \).

Next, we give proofs of our results.

**Proof of Theorem 1.** For any \( \psi^* \in \Psi_0 \) and \( \psi \in \Psi \), we have, by (3), \( Q(\psi^*; \psi^*) = g(\psi^*, Y_0) + H(\psi^*; \psi^*) \) and \( Q(\psi; \psi^*) = g(\psi, Y_0) + H(\psi; \psi^*) \).

According to Condition 3 and \( g(\psi^*, Y_0) \leq g(\psi, Y_0) \), we have \( Q(\psi^*; \psi^*) \leq Q(\psi; \psi^*) \); i.e., \( \psi^* \in \Psi_1 \).

**Proof of Theorem 2.** By Condition 3 and equation (3), we have for any \( \tilde{\psi} \in A(\psi) \)

\[
g(\psi, Y_0) = Q(\psi; \psi) - H(\psi; \psi) \geq Q(\tilde{\psi}; \psi) - H(\tilde{\psi}; \psi) = g(\tilde{\psi}, Y_0),
\]

where the equality holds if and only if \( Q(\psi; \psi) = Q(\tilde{\psi}; \psi) \) and \( H(\psi; \psi) = H(\tilde{\psi}; \psi) \).

**Proof of Theorem 3.** If \( \Gamma = \Psi_1 \) (and \( \Psi_0 \), respectively), we check if Conditions (i), (ii) and (iii) of the Global Convergence Theorem hold. First, Condition (i) follows immediately from Condition 1.

For Condition (ii), we need to show that \( g(\psi, Y_0) \) is a continuous function of \( \psi \). In fact, for any sequence \( \psi^{(t)} \rightarrow \tilde{\psi} = (\tilde{M}, \tilde{\theta}) \), there exists an integer \( T \) such that \( M^{(t)} = M \) for any \( t > T \) since the model space \( \mathcal{M} \) is finite. Hence, Condition 2 (i) implies \( g(\tilde{M}, \tilde{\theta}^{(t)}, Y_0) \rightarrow g(\tilde{M}, \tilde{\theta}, Y_0) \). Furthermore, (a) and (b) follow from Assumption (8) in this theorem and Theorem 2, respectively.

For \( \psi_0^{(t)} \rightarrow \psi_0 \) and \( \psi_1^{(t)} \rightarrow \psi_1 \) with \( \psi_0^{(t)} \in A(\psi_1^{(t)}) \), we have, by Condition 2 (ii), that

\[
Q(\psi_1^{(t)}; \psi_0^{(t)}) = Q(\psi_1^{(t)}; \psi_0^{(t)}) - Q(\psi_1^{(t)}; \psi_0^{(t)}) + Q(\psi_1^{(t)}; \psi_0^{(t)}) \rightarrow Q(\psi_1^{(t)}; \psi_0^{(t)}).
\]

Furthermore, we have \( Q(\psi_0^{(t)}; \psi_0^{(t)}) \rightarrow Q(\psi_0; \psi_0) \) if we set \( \psi_1^{(t)} = \psi_0^{(t)} \). Since \( Q(\psi_1^{(t)}; \psi_0^{(t)}) \leq Q(\psi_0^{(t)}; \psi_0^{(t)}) \), we have \( Q(\psi_1^{(t)}; \psi_0^{(t)}) \leq Q(\psi_0; \psi_0) \); i.e., \( \psi_1 \in A(\psi_0) \). Thus, we have Condition (iii).

**Proof of Corollary 2.** We set \( \Gamma = \Psi_1 \). For \( \psi \not\in \Psi_1 \) and \( \tilde{\psi} \in A(\psi) \) of EMS, we have \( Q(\tilde{\psi}; \psi) < Q(\psi; \psi) \). Furthermore, we have \( g(\tilde{\psi}, Y_0) < g(\psi, Y_0) \) by Theorem 2. Therefore, Assumption (8) in Theorem 3 holds for the EMS algorithm.
Appendix 2. Computing Q function in Gaussian graphical model

Let $X_{ij}$ be the observation of the $i$th sample and the $j$th variable where $i = 1, \ldots, n$ and $j = 1, \ldots, p$. Let $R = (R_{ij}) \in \mathbb{R}^{n \times p}$ be an indicator matrix, where $R_{ij} = 0$ if $X_{ij}$ is missing, otherwise $R_{ij} = 1$.

To get the $Q$ function in the E-step, we first give the following notation and useful results. For $i = 1, \ldots, n$, and $j, k = 1, \ldots, p$, we have

$$E_t(X_{ij}) = \begin{cases} X_{ij} & \text{if } R_{ij} = 1 \\ c_{ij} & \text{if } R_{ij} = 0 \end{cases}$$

and

$$E_t(X_{ij}X_{ik}) = \begin{cases} X_{ij}X_{ik} & \text{if } R_{ij} = R_{ik} = 1 \\ X_{ij}c_{ik} & \text{if } R_{ij} = 1, R_{ik} = 0 \\ \sigma_{ij,k} + c_{ij}c_{ik} & \text{if } R_{ij} = R_{ik} = 0 \end{cases}$$

Here, $c_{ij} = (c_i)_j$, $c_{ik} = (c_i)_k$ and $c_i = \mu_{m_i} - \Omega_{m_i,m_i}^{-1}\Omega_{m_i,o_i}(X_{i,o_i} - \mu_{o_i})$, and $\sigma_{ij,k} = ((\Omega^{-1})_{m_i,m_i})_{jk}$, $m_i$ and $o_i$ are the missing component and the observed component of the $i$th observation, respectively. Let $E_t(\bar{X}) = n^{-1}E_t(X_i)$ and $S^* = n^{-1}\sum_{i=1}^n(X_i - E_t(\bar{X}))(X_i - E_t(\bar{X}))^\top$. The conditional expectation of $S^*_{jk}$ can be easily shown to be

$$E_t(S^*_{jk}) = n^{-1}\sum_{i=1}^n E_t((X_{ij} - E_t(\bar{X}_j))(X_{ik} - E_t(\bar{X}_k))))$$

$$= n^{-1}\sum_{i=1}^n E_t(X_{ij}X_{ik}) - E_t(\bar{X}_j)E_t(\bar{X}_k).$$ (A.1)

For the Gaussian distribution $N(\mu_G, \Omega_G^{-1})$, the minus twice the log-likelihood is given by

$$2l(G, \mu_G, \Omega_G, X) = n \ln \det \Omega_G + \sum_{i=1}^n (X_i - \mu_G)^\top\Omega_G(X_i - \mu_G).$$

The conditional expectation of $2l(G, \mu_G, \Omega_G, X)$ is

$$E_t(2l(G, \mu_G, \Omega_G, X)) = n \ln \det \Omega_G + n\text{tr}[\Omega_G E_t(S^*)]$$

$$+ n\text{tr}[\Omega_G^{-1}(E_t(\bar{X}) - \mu_G)(E_t(\bar{X}) - \mu_G)^\top].$$

Thus, the $Q$ function can be obtained in (22).
References

Abreu, G., Edwards, D., and Labouriau, R., 2010. High-dimensional graphical model search with the gRapHD R package. Journal of Statistical Software 37(1), 1–18.

Breheny, P. and Huang, J., 2015. Group descent algorithms for nonconvex penalized linear and logistic regression models with grouped predictors. Statistics and computing, 25(2), 173–187.

Bueso, M.C., Qian, G. and Angulo, J.M., 1999. Stochastic complexity and model selection from incomplete data. Journal of statistical planning and inference 76(1), 273–284.

Chen, J. and Chen, Z., 2008. Extended Bayesian information criteria for model selection with large model spaces. Biometrika 95(3), 759–771.

Claeskens, G. and Consentino, F., 2008. Variable selection with incomplete covariate data. Biometrics 64(4), 1062–1069.

Copas, J. and Eguchi, S., 2005. Local model uncertainty and incomplete data bias (with discussion). Journal of the Royal Statistical Society: Series B (Statistical Methodology) 67(4), 459–513.

Cowell, R.G., 2005. Local propagation in conditional Gaussian Bayesian networks. Journal of Machine Learning Research, 6, 1517–1550.

Dempster, A.P., Laird, N.M. and Rubin, D.B., 1977. Maximum likelihood from incomplete data via the EM algorithm. Journal of the royal statistical society. Series B (Methodological) 39(1), 1–38.

Edwards, D., Abreu, G., Labouriau, R., 2010. Selecting high-dimensional mixed graphical models using minimal AIC or BIC forests. BMC Bioinformatics 11(1), 18.

Foygel, R. and Drton, M., 2010. Extended Bayesian information criteria for Gaussian graphical models. In Advances in neural information processing systems pp. 604–612.

Friedman, J., Hastie, T. and Tibshirani, R., 2008. Sparse inverse covariance estimation with the graphical lasso. Biostatistics 9(3), 432–441.
Garcia, R.I., Ibrahim, J.G. and Zhu, H., 2010. Variable selection for regression models with missing data. Statistica Sinica 20(1), 149–165.

Garcia, R.I., Ibrahim, J.G. and Zhu, H., 2010. Variable selection in the cox regression model with covariates missing at random. Biometrics 66(1), 97–104.

Gasch, A. P., Spellman, P. T., Kao, C. M., Carmel-Harel, O., Eisen, M. B., Storz, G., Botstein, D., and Brown, P. O., 2000. Genomic expression programs in the response of yeast cells to environmental changes. Molecular biology of the cell 11(12), 4241–4257.

Gilks, W. R., and Wild, P., 1992. Adaptive rejection sampling for Gibbs sampling. Applied Statistics 41(2), 337–348.

Horton N J, Laird N M. Maximum likelihood analysis of generalized linear models with missing covariates. Statistical Methods in Medical Research, 1999, 8(1): 37-50.

Huang, J., Breheny, P. and Ma, S., 2012. A selective review of group selection in high-dimensional models. Statistical Science 27(4), 481–499.

Ibrahim, J. G., Lipsitz, S. R., and Chen, M. H., 1999. Missing covariates in generalized linear models when the missing data mechanism is non-ignorable. Journal of the Royal Statistical Society: Series B (Statistical Methodology) 61(1), 173–190.

Ibrahim, J.G., Zhu, H. and Tang, N., 2008. Model selection criteria for missing-data problems using the EM algorithm. Journal of the American Statistical Association 103(484), 1648–1658.

Jiang, J., Nguyen, T. and Rao, J.S., 2011. Best predictive small area estimation. Journal of the American Statistical Association 106(494), 732–745.

Jiang, J., Nguyen, T. and Rao, J.S., 2015. The E-MS algorithm: model selection with incomplete data. Journal of the American Statistical Association 110(511), 1136–1147.

Johnson, B.A., Lin, D.Y. and Zeng, D., 2008. Penalized estimating functions and variable selection in semiparametric regression models. Journal of the American Statistical Association 103(482), 672–680.
Kim, H., Shin, J., Kim, E., Kim, H., Hwang, S., Shim, J. E., and Lee, I., 2013. YeastNet v3: a public database of data-specific and integrated functional gene networks for Saccharomyces cerevisiae. Nucleic acids research 42(D1), D731–D736.

Kolar, M. and Xing, E.P., 2012. Consistent covariance selection from data with missing values. In Proceedings of the 29th International Conference on Machine Learning (ICML-12) (551–558).

Lauritzen, S.L., 1996. Graphical models. Oxford: Clarendon Press.

Lauritzen, S. L. and Jensen, F., 2001. Stable local computation with conditional Gaussian distributions. Statistics and Computing, 11(2), 191–203.

Little, R.J. and Rubin, D.B., 2014. Statistical analysis with missing data. John Wiley & Sons.

Liu, Y., Wang, Y., Feng, Y. and Wall, M.M., 2016. Variable selection and prediction with incomplete high-dimensional data. The Annals of Applied Statistics 10(1), 418–450.

Long, Q. and Johnson, B.A., 2015. Variable selection in the presence of missing data: resampling and imputation. Biostatistics 16(3), 596–610.

Luenberger, D.G. and Ye, Y., 2008. Linear and nonlinear programming (Vol. 228). Springer.

McCullagh, P. and Nelder, J. A., 1989. Generalized Linear Models, Second Edition Chapman and Hall, London.

McLachlan, G. and Krishnan, T., 2007. The EM algorithm and extensions (Vol. 382). John Wiley & Sons.

Sabbe, N., Thas, O., and Ottoy, J. P. (2013). EMLasso: logistic lasso with missing data. Statistics in medicine, 32(18), 3143-3157.

Schafer, J.L. Analysis of incomplete multivariate data. Chapman and Hall/CRC, 1997.

Städler, N. and Bühlmann, P., 2012. Missing values: sparse inverse covariance estimation and an extension to sparse regression. Statistics and Computing 22(1), 219–235.

35
Thai, J., Hunter, T., Akametalu, A.K., Tomlin, C.J. and Bayen, A.M., 2014. Inverse covariance estimation from data with missing values using the concave-convex procedure. In 53rd IEEE Conference on Decision and Control pp. 5736–5742.

Wei, G. C., and Tanner, M. A., 1990. A Monte Carlo implementation of the EM algorithm and the poor man’s data augmentation algorithms. Journal of the American statistical Association 85(411), 699–704.

Wu, C.J., 1983. On the convergence properties of the EM algorithm. The Annals of statistics 11(1), 95–103.

Xu, P.F., Guo, J. and He, X., 2011. An improved iterative proportional scaling procedure for Gaussian graphical models. Journal of Computational and Graphical Statistics 20(2), 417–431.

Xu, P.F., Guo, J. and Tang, M.L., 2012. An improved Hara-Takamura procedure by sharing computations on junction tree in Gaussian graphical models. Statistics and Computing 22(5), 1125–1133.

Xu, P.F., Guo, J. and Tang, M.L., 2015. A localized implementation of the iterative proportional scaling procedure for Gaussian graphical models. Journal of Computational and Graphical Statistics 24(1), 205–229.

Yuan, M. and Lin, Y. (2006). Model selection and estimation in regression with grouped variables. Journal of the Royal Statistical Society: Series B (Statistical Methodology), 68(1), 49-67.

Yuan, M. and Lin, Y., 2007. Model selection and estimation in the Gaussian graphical model. Biometrika 94(1), 19–35.

Zhao, Y. and Long, Q., 2016. Multiple imputation in the presence of high-dimensional data. Statistical methods in medical research 25(5), 2021–2035.

Zhao, Y. and Long, Q., 2017. Variable selection in the presence of missing data: imputation-based methods. WIREs Computational Statistics 9(5), e1402.