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Abstract

Recurrent neural networks (RNNs) are a class of neural networks that have emerged from the paradigm of artificial intelligence and has enabled lots of interesting advances in the field of natural language processing. Interestingly, these architectures were shown to be powerful ansatze to approximate the ground state of quantum systems \[1\]. Here, we build over the results of Ref. \[1\] and construct a more powerful RNN wave function ansatz in two dimensions. We use symmetry and annealing to obtain accurate estimates of ground state energies of the two-dimensional (2D) Heisenberg model, on the square lattice and on the triangular lattice. We show that our method is superior to Density Matrix Renormalisation Group (DMRG) for system sizes larger than or equal to \(14 \times 14\) on the triangular lattice.

1 Introduction

In recent years, deep learning has proven useful in quantum many-body physics \[2,3,4,5\]. Namely in tasks such as quantum state tomography \[6,7\] and finding ground states of quantum many-body Hamiltonians \[8,9,10,11,12,13,1,14\]. Yet, up to now, the numerical study of frustrated quantum systems remains challenging due to the debilitating sign problem \[15,16\].

Interestingly, recurrent neural networks (RNNs) \[17,18,19\] have shown a significant advantage in the study of quantum systems \[14,20\]. In this paper, we aim to show the potential of RNNs in the study of frustrated quantum systems that suffer from the sign problem \[15,16\]. To do this, we focus on the prototypical Heisenberg model and show that by applying symmetries and annealing leads to accurate representations of the ground state. In Sec. 2, we describe our improved RNN architecture and annealing scheme. In Sec. 3, we show results for the Heisenberg model on the square and the triangular lattice. We demonstrate that our method is superior compared to the Density Matrix Renormalisation Group (DMRG) \[21,22\] on system sizes larger than \(14 \times 14\) up to \(16 \times 16\).

2 Methods

2.1 Recurrent neural network wave functions

To model a complex-valued wave function \(|\Psi\rangle\), we use the following decomposition

\[\Psi_\theta(\sigma) = \sqrt{p_\theta(\sigma)} \exp(i\phi_\theta(\sigma)),\]

where \(\theta\) denotes the variational parameters of the ansatz wave function \(|\Psi_\theta\rangle\), and \(\sigma = (\sigma_1, \sigma_2, \ldots, \sigma_N)\) is a spin configuration. In our paper, we use a complex RNN (cRNN) wave
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function to handle states that change sign in the computational basis \([1]\). A key feature of RNN wave functions is the ability to obtain uncorrelated samples to estimate observables through autoregressive sampling \([1]\) [23]. More details about this sampling procedure in 1D and 2D can be found in Refs. \([1]\) [24].

In order to efficiently encode 2D correlations, we use a two-dimensional recursion relation as follows \([24]\):

\[
h_{i,j} = F(\sigma_{i-1,j}; \sigma_{i,j-1})T[h_{i-1,j}; h_{i,j-1}] + b, \tag{1}
\]

where \(h_{i,j}\) is a hidden state with two indices for each spin in the 2D lattice. The symbol \([;\ldots]\) denotes concatenation operation of two vectors, while \(\sigma_{i,j}\) is the one-hot encoding of the spin \(\sigma_{i,j}\). The tuneable arrays \(T\) and \(b\) are a tensor and bias vector, respectively. Since \(h_{i,j}\) can be considered a summary of the history of spins that were previously generated, it is used to compute the conditional probability and phase as follows:

\[
p_\theta(\sigma_{i,j}|\sigma_{<i,j}) = \text{Softmax}(U h_{i,j} + c) \cdot \sigma_{i,j}, \tag{2}
\]

\[
\phi_\theta(\sigma_{i,j}|\sigma_{<i,j}) = \pi \text{Softsign}(V h_{i,j} + d) \cdot \sigma_{i,j}. \tag{3}
\]

Here \(\sigma_{<i,j}\) stands for the spins that were previously generated on the zigzag path as shown in Fig. \([1a]\). \(U, V\) and \(c, d\) are additional variational parameters. From the two previous relations, the probability \(p_\theta(\sigma)\) and the phase \(\phi_\theta(\sigma)\) can be computed respectively by taking the product (resp. sum) of \(p_\theta(\sigma_{i,j}|\sigma_{<i,j})\) (resp. \(\phi_\theta(\sigma_{i,j}|\sigma_{<i,j})\)).

We note that to compute \(h_{i,j}\) in the recursion relation \([1]\), we use the neighbouring hidden states and spins, as demonstrated in Fig. \([1a]\). We also remark that a tensorized operation of the hidden states and the spins is chosen instead of a concatenation operation (see Eq. \([1]\)) to improve the expressivity of the 2D RNN as shown in Ref. \([24]\). In this paper, we also use a gated version of the 2D RNN to further improve the accuracy of our 2D cRNN wave function ansatz. More details are shown in Appendix. \([4]\)

Furthermore, symmetries in a system of interest can be incorporated in RNN wave functions, namely \(U(1)\) symmetry and discrete lattice symmetries as it was shown in Ref. \([1]\). We highlight that adding symmetries significantly improves the accuracy of a variational calculation, as motivated in the literature with the example of RBM wave functions \([25]\). We finally emphasize that the variational parameters \(\theta\) are optimized with the variational Monte Carlo (VMC) scheme to minimize \(E_\theta = \langle \Psi_\theta | H | \Psi_\theta \rangle\) where \(H\) is the Hamiltonian describing a quantum system of interest. More details about this scheme can be found in the Appendix of Ref. \([1]\).

### 2.2 Variational Annealing

Finding the ground state of a non-stoquastic Hamiltonian is limited by the sign problem \([15]\) [16], and has shown to induce rugged landscapes during the VMC optimization \([26]\). The latter can make our ansatz stuck in a local minima, similarly to what is commonly observed in spin glass models at low temperatures. We take inspiration from the concept of annealing, where we supplement VMC with an artificial temperature to overcome local minima during a VMC optimization. This procedure has been already explored in Ref. \([24]\) for the purpose of finding ground states of spin-glass models. Here, we explore this idea in the context of finding ground states of frustrated quantum systems.

In order to supplement the VMC scheme with annealing, we add a pseudo-entropy \([14]\) on top of variational energy \(E_\theta\) to obtain a variational free energy:

\[
F_\theta(n) = E_\theta - T(n)S_{\text{classical}}(p_\theta), \tag{4}
\]

where \(S_{\text{classical}}\) is the von Neumann entropy, given by

\[
S_{\text{classical}}(p_\theta) = -\sum_\sigma p_\theta(\sigma) \log(p_\theta(\sigma)). \tag{5}
\]

Here the sum goes over all possible configurations \(\{\sigma\}\). In this case \(T(n)\) is a pseudo-temperature. The latter is annealed starting from some initial temperature \(T_0\) to zero temperature as follows:

\[
T(n) = T_0(1 - n/N_{\text{annealing}}) \quad \text{where} \quad n \in [0, N_{\text{annealing}}] \quad \text{and} \quad N_{\text{annealing}}\text{ is the total number of annealing steps.}
\]

In our setup, we follow the same scheme in Ref. \([24]\), where we first do \(N_{\text{warmup}}\) training steps to prepare our RNN wave function close to the minimum of \(F_\theta(n = 0)\). In the second step, we keep
Training step: Perform a user-defined number of gradient descent steps, while keeping pseudo-temperature fixed.

Annealing step: Decrease pseudo-temperature, while keeping the parameters of the RNN fixed.

Warm-up step: Perform a user-defined number of gradient descent steps.

Convergence step: Perform a user-defined number of gradient descent steps.

Preparation step: Initialize the RNN parameters, initialize pseudo-temperature.

Figure 1: (a) A graphical illustration of a 2D RNN. Each RNN cell receives two hidden states $h_{i,j-1}$ and $h_{i-1,j}$, as well as two input vectors $\sigma_{i,j-1}$ and $\sigma_{i-1,j}$ (not shown) as illustrated by the black arrows. The green arrows correspond to the zigzag path we use for 2D autoregressive sampling. The initial memory state $h_0$ of the RNN and the initial inputs $\sigma_0$ (not shown) are null vectors. (b) A flowchart describing our annealing implementation.

the parameters of our ansatz fixed and we change $n$ to $n + 1$. In step 3, we perform $N_{\text{train}}$ gradient steps to bring the RNN ansatz closer to the minimum of $F_\theta(n + 1)$. After iterating over steps 2 and 3, we arrive at $n = N_{\text{annealing}}$. At this point, we perform a user-defined number of gradient steps $N_{\text{convergence}}$ to further improve our estimate of the ground state energy of $\hat{H}$. A flowchart detailing this procedure is provided in Fig. 1(b).

3 Results

We focus our attention on the task of finding the ground state of the two dimensional antiferromagnetic Heisenberg model on the square lattice and on the triangular lattice with open boundary conditions (OBC). The Hamiltonian is given as follows:

$$\hat{H} = \frac{1}{4} \sum_{\langle i,j \rangle} (\hat{\sigma}_i^x \hat{\sigma}_j^x + \hat{\sigma}_i^y \hat{\sigma}_j^y + \hat{\sigma}_i^z \hat{\sigma}_j^z),$$

where the sum is over nearest neighbours and $\hat{\sigma}_i^{x,y,z}$ are Pauli matrices. In the square lattice case, $\hat{H}$ has a $C_{4v}$ symmetry\(^1\) whereas for the case of the triangular lattice, $\hat{H}$ has a $C_{2d}$ symmetry\(^2\). We also remark that in both cases, the ground state has zero magnetization \(^{27}\), due to the $U(1)$ symmetry of the Hamiltonian $\hat{H}$. We show that enforcing these symmetries in our ansatz allows to obtain a better accuracy without adding more parameters. More details about how to apply symmetries to the 2D cRNN ansatz can be found in the Appendix of Ref. \([1]\).

3.1 Heisenberg model on the square lattice

Since the Hamiltonian $\hat{H}$ can be made stoquastic on the square lattice \([28, 29]\), we set $T_0 = 0$, i.e., we do not use annealing in this case. The latter choice is motivated by the observations shown in Appendix. \([8]\)

First, we train our 2D cRNN wave function to find the ground state of the $6 \times 6$ square lattice with and without applying the symmetries of the Hamiltonian $\hat{H}$. We find in Fig. 2(a) that increasing the

\(^1\)A point group with four rotations and four mirror reflections (vertical, horizontal and diagonal).

\(^2\)A point group with two rotations and two diagonal mirror reflections.
number of symmetries encoded in the cRNN leads to a more accurate estimation of the ground state energy.

We also use our 2D cRNN wave function to estimate the ground state of the 10 × 10 square lattice after applying $U(1)$ and $C_{4v}$ symmetries. The results are shown in Fig. 2(b), where we compare our estimates with projected-pair entangled states (PEPS) [30], Pixel CNN wave functions [13], as well as Quantum Monte Carlo (QMC) [30]. These results show that our ansatz is more accurate compared to PEPS and PixelCNN. We also find that QMC is the best among all the three methods.

3.2 Heisenberg model on the triangular lattice

Due to the frustrated, non-bipartite nature of the triangular lattice, the Hamiltonian $\hat{H}$ can no longer be made stoquastic with a simple unitary transformation. Such a Hamiltonian can make the VMC optimization landscape rough and filled with local minima [26]. Here, we use annealing to overcome local minima and to obtain accurate estimates of ground state energies.

To demonstrate the idea of annealing, we target the ground state of the 4 × 4 triangular lattice at different number of annealing steps $N_{\text{annealing}}$. The results in Fig. 3(a) show that starting from a non-zero $T_0$ allows to obtain a lower value of the relative error as opposed to traditional VMC where the initial pseudo-temperature $T_0 = 0$. We also remark that a higher accuracy is obtained by increasing the number of annealing steps, which underlines the importance of adiabaticity in our scheme.

We now focus our attention on larger system sizes. Here we train our 2D cRNN wave function using annealing for a system size $6 \times 6$. We then optimize our ansatz at larger system sizes after increasing the lattice side length by 2 until we arrive at size $16 \times 16$. This step is done at zero pseudo-temperature and without reinitializing the parameters of the RNN. This idea was already proposed in the literature in Ref. [14]. The latter takes advantage of the translation invariance property encoded in the weight-sharing of the parameters of the RNN (see Eqs. 1, 2 and 3). The results in Fig. 3(b) show that for system sizes larger than $14 \times 14$, the variational energy obtained by our RNN ansatz is more accurate compared to the energy obtained by DMRG. Interestingly, our RNN ansatz uses less than 0.1% of the parameters of DMRG for system sizes larger than $14 \times 14$.

Conclusion

In this paper, we have applied a modified variant of the two dimensional RNN wave function [1, 24] for the task of finding the ground state of the 2D Heisenberg model on the square and the triangular lattice. We have shown that applying symmetry and annealing helps to obtain highly accurate ground states. We have also demonstrated the power of our ansatz compared to DMRG for large system size on the triangular lattice, where frustration makes the problem more challenging. We believe that
Figure 3: (a) A scaling of the relative error $\epsilon$ against the number of annealing steps $N_{\text{annealing}}$ for the triangular Heisenberg model with size $4 \times 4$. 'VMC' corresponds to an initial pseudo-temperature $T_0 = 0$ whereas for 'VMC with annealing', we start with $T_0 = 1$. (b) A plot of the energy difference per site between the 2DRNN and the DMRG. Negative values show that our ansatz is superior compared to DMRG for system sizes larger than $14 \times 14$.

more advanced versions of RNN wave functions along with the idea of applying symmetries and annealing can make our ansatz a highly competitive tool for studying quantum many-body systems.

Note: the hyperparameters used to produce the results of this paper are detailed in Appendix C.
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Broader Impact

The scope of this paper is within quantum many-body physics, which aims to understand the behaviour of matter based on simple rules at the microscopic scale. In the best case, our method could enhance the state-of-the-art algorithms and enable a better understanding of unknown quantum systems.
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Figure 4: (a) A plot of the energy variance per spin $\sigma^2$ against the number of gradient descent steps, for both a 2D non-gated RNN and a 2D gated RNN. Here we choose the Heisenberg model on a square lattice with size $6 \times 6$ as a test bed. (b) A scaling of the relative error against the number of annealing steps $N_{\text{annealing}}$ for the square Heisenberg model with size $4 \times 4$. 'VMC' corresponds to an initial pseudo-temperature $T_0 = 0$, whereas for 'VMC with annealing' we start with $T_0 = 1$.

A Two dimensional gated recurrent neural networks

In this section, we show how we incorporate the gating mechanism in our 2D cRNN wave function ansatz. The 2D RNN cell we use is based on the following recursion relations:

$$
\tilde{h}_{i,j} = \tanh((\sigma_{i-1,j}; \sigma_{i,j-1})T[h_{i-1,j}; h_{i,j-1}] + b),
$$

$$
u_{i,j} = \text{sigmoid}((\sigma_{i-1,j}; \sigma_{i,j-1})T_g[h_{i-1,j}; h_{i,j-1}] + b_g),
$$

$$
h_{i,j} = \nu_{i,j} \odot \tilde{h}_{i,j} + (1 - \nu_{i,j}) \odot (W[h_{i-1,j}; h_{i,j-1}]).
$$

Here we obtain the state $h_{i,j}$ through a combination of the neighbouring hidden states $h_{i-1,j}, h_{i,j-1}$ and the candidate hidden state $\tilde{h}_{i,j}$. The update gate $\nu_{i,j}$ decides how much the candidate hidden state $\tilde{h}_{i,j}$ will be modified. The latter combination allows to circumvent some of the limitations related to the vanishing gradient problem [33, 34]. Note that the size of the hidden state $h_{i,j}$ that we denote as $d_h$ is a hyperparameter that we choose before optimizing the parameters of our ansatz. The tensors $T, T_g$, the weight matrix $W$ and the biases $b, b_g$ are variational parameters of our RNN ansatz in addition to the parameters in Eqs. (2) and (3).

To show the advantage of a 2D gated RNN over the 2D non-gated RNN, we train them using the VMC scheme to find the ground state of the Heisenberg model on the square lattice with size $6 \times 6$. We find that the gated RNN allows to obtain a more accurate energy. More specifically, we plot the energy variance per spin $\sigma^2 = (\langle \hat{H}^2 \rangle - \langle \hat{H} \rangle)^2/N$ in Fig. 4(a). This quantity is a good indicator for the proximity of the ansatz to the ground state provided that local minima are avoided [35, 36, 37]. We observe that the gated RNN can get about an order of magnitude lower $\sigma^2$ compared to the non-gated RNN. The latter results demonstrate the advantage of adding the gating mechanism to our wave function ansatz.

B Annealing on the square lattice

In the results section, we have used $T_0 = 0$ on the square lattice which is equivalent to not doing annealing. This is motivated by the observation that the Heisenberg model on the square lattice is not frustrated and can made stoquastic using the Marshall sign rule [28, 29]. To further corroborate this observation, we compare VMC with and without annealing on the square lattice for a system size $4 \times 4$ and report our results in Fig. 4(b). The latter illustrates that annealing does not show an advantage for large $N_{\text{annealing}}$ as opposed to the case of the triangular lattice demonstrated in Fig. 3(a). This result suggests that in the absence of frustration, there is no need to supplement VMC with annealing.
C Hyperparameters

In this section, we summarize the hyperparameters used to produce the main results of this paper in Tab. 1. We note that the training of our ansatz was performed using P100 GPUs.

In order to produce the results of Fig. 3(b), we use \( d_h = 300 \) and \( N_s = 100 \) samples for training. We have first performed annealing on the system size \( 6 \times 6 \) with \( N_{\text{warmup}} = 1000 \), \( N_{\text{annealing}} = 10000 \), and an initial pseudo-temperature \( T_0 = 0.25 \), while using a fixed learning rate \( \eta = 5 \times 10^{-4} \). During each annealing step, we perform \( N_{\text{train}} = 5 \) gradient descent steps. In this initial phase, we only apply the U(1) symmetry. In the next phase, we perform an additional 25000 gradients steps at zero pseudo-temperature and add an additional 25000 gradients steps after applying \( C_{2d} \) symmetry. During this convergence phase, the learning rate is decayed as \( \eta = 5 \times 10^{-5}/(1 + t/2000) \), where \( t \) corresponds to the current number of convergence steps. We then increase the system size to \( 8 \times 8 \), while keeping our ansatz parameters fixed, applying \( C_{2d} \) symmetry and while using zero pseudo-temperature. In this phase, the learning rate is fixed to \( \eta = 10^{-5} \). After this step, we train our RNN ansatz until convergence. We repeat the same procedure for system sizes \( 10 \times 10, 12 \times 12, 14 \times 14 \) and \( 16 \times 16 \). We note that for \( 8 \times 8 \), we add 40000 gradient steps. For \( 10 \times 10 \), we continue training with 20000 gradient steps. For \( 12 \times 12 \), we converge using 10000 training steps. For \( 14 \times 14 \), we continue training with 5000 gradient steps. Finally, for \( 16 \times 16 \), we add 2000 convergence steps.

To produce the DMRG results in Fig. 3(b), we used a bond dimension \( D = 4000 \) for sizes \( 6 \times 6, 8 \times 8 \) and \( 10 \times 10 \). For \( 12 \times 12 \), we used \( D = 3000 \) and for the sizes \( 14 \times 14 \) and \( 16 \times 16 \), we used \( D = 2000 \) since we were not able to obtain the DMRG energy at \( D = 4000 \) with a limit of 100 GB memory allocation. The DMRG calculations were run using ITensor [39].

We finally note that the Marshall sign [28, 29] is applied on top of our cRNN wave function on the square lattice and on the triangular lattice during all our numerical experiments to speed up convergence. For DMRG, we observed that applying the Marshall sign does not affect the accuracy.
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| Figures | Parameter | Value |
|---------|-----------|-------|
| ![Fig. 2(a)](image) | Architecture | 2D Tensorized Gated cRNN wave function |
| | Number of memory units | $d_h = 300$ |
| | Number of samples | $N_s = 100$ |
| | Learning rate | $\eta = 5 \times 10^{-4} \times (1 + (t/5000))^{-1}$ |
| | Number of training steps | 100000 |
| ![Fig. 2(b)](image) | Architecture | 2D Tensorized Gated cRNN wave function |
| | Number of memory units | $d_h = 200$ |
| | Number of samples | $N_s = 100$ |
| | Learning rate | $\eta = 5 \times 10^{-4} \times (1 + (t/5000))^{-1}$ |
| | Number of training steps | 150000 |
| | Applied symmetries | $U(1)$ and $C_{4v}$ |
| ![Fig. 3(a)](image) | Architecture | 2D Tensorized Gated cRNN wave function |
| | Number of memory units | $d_h = 100$ |
| | Number of samples | $N_s = 100$ |
| | Learning rate | $\eta = 10^{-4}$ |
| | Number of warmup steps | $N_{\text{warmup}} = 1000$ |
| | Applied symmetries | $U(1), C_{2d}$ and spin parity |
| ![Fig. 4(a)](image) | Number of memory units | $d_h = 300$ |
| | Number of samples | $N_s = 100$ |
| | Learning rate | $\eta = 5 \times 10^{-4} \times (1 + (t/5000))^{-1}$ |
| | Number of warmup steps | $N_{\text{warmup}} = 1000$ |
| | Applied symmetries | $U(1)$ and $C_{4v}$ |
| ![Fig. 4(b)](image) | Architecture | 2D Tensorized Gated cRNN wave function |
| | Number of memory units | $d_h = 100$ |
| | Number of samples | $N_s = 100$ |
| | Learning rate | $\eta = 10^{-4}$ |
| | Number of warmup steps | $N_{\text{warmup}} = 1000$ |
| | Applied symmetries | $U(1), C_{4v}$ and spin parity |

Table 1: Hyperparameters used to obtain the results reported in this paper. We note that we use the Adam optimizer to perform gradient descent steps [38].