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Abstract
Deep neural networks (DNNs) have demonstrated super performance in most learning tasks. However, a DNN typically contains a large number of parameters and operations, requiring a high-end processing platform for high-speed execution. To address this challenge, hardware-and-software co-design strategies, which involve joint DNN optimization and hardware implementation, can be applied. These strategies reduce the parameters and operations of the DNN, and fit it into a low-resource processing platform. In this paper, a DNN model is used for the analysis of the data captured using an electrochemical method to determine the concentration of a neurotransmitter and the recoding electrode. Next, a DNN miniaturization algorithm is introduced, involving combined pruning and compression, to reduce the DNN resource utilization. Here, the DNN is transformed to have sparse parameters by pruning a percentage of its weights. The Lempel–Ziv–Welch algorithm is then applied to compress the sparse DNN. Next, a DNN overlay is developed, combining the decompression of the DNN parameters and DNN inference, to allow the execution of the DNN on a FPGA on the PYNQ-Z2 board. This approach helps avoid the need for inclusion of a complex quantization algorithm. It compresses the DNN by a factor of 6.18, leading to about 50% reduction in the resource utilization on the FPGA.
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1 Introduction

The deep neural networks (DNNs) are computing models composed of highly interconnected neurons organized in more than three layers [1]. DNNs have demonstrated excellent data analysis performance in ubiquitous applications such as computer vision [2], speech recognition [3], financial fraud detection [4], bioinformatics [5], drug discovery for the novel COVID-19 [6], among others.

Some emerging applications, such as self-driving vehicles [7], robot-assisted surgery [8], and physical activity tracking [9], require accurate and reliable data analysis at the location of data capture in real-time. Neurochemicals sensing devices based on fast-scan cyclic voltammetry (FSCV) form one such application, where rapid changes in the extracellular concentration of neurotransmitters in the brain are captured electrochemically [10]. Analyzing the FSCV signals helps detect the state of some neurological disease [10, 11], e.g., Parkinson’s disease [12], depression [13], etc. Currently, many researchers are focusing on the development of sensing platforms to provide precise recording of the signals acquired using FSCV in response to certain types of neurochemical reactions [14]. For instance, Nasri et al. proposed a sensing system by developing a hybrid COMS-graphene sensor array to improve the sensitivity of measuring the response to a dopamine solution [15]. Guo et al. developed field-effect biochemical imaging sensors with multimodal fibers to record localized pH changes in hippocampus in physiological and pathological conditions [16]. Apart from that, principal components regression (PCR) and partial least squares regression (PLSR) have been the main techniques for FSCV signal analysis [17]. For instance, Kim et al. provided a comparison of the performance between PCR and PLSR and concluded that PLSR should be preferred over PCR in FSCV data analysis [18]. Puthongkham et al. applied an image recognition method of the structural similarity index to distinguish adenosine [19]. However, more advanced
machine learning algorithms, e.g., DNN, have not been widely utilized in FSCV data analysis [17]. And more importantly, these researches either focus on building FSCV signal acquisition devices or FSCV data analysis, and we have not seen co-design of both hardware and software to support real-time FSCV data analysis on low-resource devices. Therefore, in this work, we focus on FPGA/DNN co-design for FSCV analysis on resource-constrained mobile platforms, which can further support the next generation of developing wearable FSCV devices for real-time analysis of neurochemicals.

Usually, wearable FSCV devices employ a low-resource processor to operate, thus they need to continuously transmit data to a nearby computer, and receive analysis outcome wirelessly [20]. This approach suffers from large data analysis delay, and low data transmission security and reliability [20, 21]. These issues can be addressed by developing a DNN that can be embedded into the wearable FSCV device [22].

In order to fit a DNN into a low-resource processing platform, some challenges need to be overcome:

1. A DNN typically contains a large number of parameters and operations, which would be difficult to fit into a low-resource processing platform.
2. A DNN usually requires a significant amount of data computation, which would produce slow execution speed and high energy consumption.

According to the literature, a solution that can address these challenges involves joint development of hardware and software aspects, called hardware-and-software co-design [23, 24]. The co-design strategy involves DNN optimization algorithms and hardware mapping approaches [25].

The DNN optimization algorithms miniaturize the DNN model. To deploy a DNN on a low-resource processing platform, the first step is to optimize the DNN by reducing its large number of parameters and operations [26]. Fortunately, many trained DNNs contain a large number of redundant parameters [27]. Accordingly, several algorithms have been developed to reduce these parameters. These algorithms involve pruning [21, 28], compression [29, 30], and quantization [31, 32], etc. For instance, Han et al. [27] developed a pipeline of approaches to reduce the storage requirement of DNNs without loss of analysis accuracy. It includes three steps: iteratively pruning the parameters and re-training, quantizing the parameters, and applying compression on the parameters. In addition, new neural network architectures have been reported in the literature that require less number of learning parameters, e.g., hybrid neural networks using morphological neurons [33, 34].

The processing platform must support the execution of a miniaturized DNN. Field-programmable gate arrays (FPGAs) can efficiently support DNN inference due to their flexible and programmable architectures, power efficiency, and parallel architecture [35]. High-resource FPGAs can achieve high performance; however, they are expensive and power-hungry. Low-resource FPGAs are more suitable for low-cost, battery-operated portable devices as they are cheap and low-power. In this work, a DNN is trained for FSCV data analysis and mapped into a low-resource FPGA device.

A miniaturization approach is proposed in this work to fit the FSCV DNN into a low resource FPGA device. As shown in Fig. 1, the developed framework includes two steps: miniaturization of the DNN with a combined pruning/compression algorithm, and mapping of the miniaturized DNN into a low-resource FPGA device.

DNN Miniaturization: We begin with a trained DNN the analysis of FSCV data to recognize the concentration of the dopamine solution and also the identification of the electrode adopted. Then, a pruning strategy is designed by setting a fixed pruning ratio to filter out small weights per neuron. After that, the pruned DNN is re-trained to recover the accuracy. By iteratively pruning and re-training the DNN, the parameters of the DNN are converted into a sparse representation. Once the recognition accuracy of the DNN is fulfilled under the configured pruning ratio, the parameters are pre-processed into low-precision bytes. Finally, the Lempel–Ziv–Welch (LZW) coding is applied to compress the sparse parameters.

Hardware Implementation: An intellectual property (IP) core is developed involving a decoding module and a DNN module. The decoding module is responsible for converting the compressed parameters into 16-bit floating point precision. Moreover, a DNN module implements the data analysis operation and memory allocation. The hardware implementation is carried out in the Vivado HLS software tool.

The miniaturized DNN is mapped into the FPGA device onboard of the PYNQ-Z2 board without losing recognition accuracy. The contributions of this work are:

1. A DNN model is used for FSCV data analysis to recognize the concentration of a neurotransmitter called dopamine, and determine the electrode used in measuring the neurotransmitter.
2. A DNN miniaturization algorithm is proposed with combined pruning and compression to reduce DNN resource utilization.
3. A DNN overlay is developed, containing decompression and DNN inference to support the compressed DNN inference on the FPGA device onboard of the PYNQ-Z2 board.
The paper is organized as follows. Section 2 reviews and compares some key data compression approaches. Section 3 describes the FSCV data, as well as details of the FSCV DNN. Section 4 presents the DNN miniaturization algorithm and the development of the DNN overlay. The FPGA implementation of the DNN and the development of the customized overlay are given in Section 5. The experimental results are reported in Section 4. Section 7 discusses the performance of the miniaturization algorithm and potential future improvements. Finally, Sect. 8 gives the concluding remarks.

2 Compression algorithms

In this section, we discuss several data compression techniques that could be utilized for DNN compression to reduce the memory requirement. Compared with lossy compression, lossless compression ensures no errors during decompression, thus preferred in applications that are not tolerant of data loss, e.g., text compression. Therefore, we focus on lossless compression approaches [36] for DNN compression.

Huffman coding, compressed sparse columns (CSC) and compressed sparse row (CSR) have been applied to DNN compression [21]. Huffman coding [37] relies on iteratively combining two characters/values that have the smallest weights. The more times the character/value is repeated, the shorter the binary sequence is generated. Han et al. [27] applied Huffman coding on quantized DNN containing repeated values, offering 20 ~ 30% of the reduction in data storage. Differently, the CSC and CSR approaches are particularly suitable for compressing sparse matrix, by storing only the nonzero values and corresponding indexes, currently popular for compressing pruned DNN [21].

Apart from that, Run-length encoding (RLE) offers a strategy that replaces multiple consecutive duplications with a count of these duplications. Compared with CSC, RLE focuses on reducing the space for storing the duplications. We have noticed that the pruned DNN often contains consecutive zeroes. This inspired us to test the effectiveness of RLE on DNN compression [38]. Lempel–Ziv–Welch (LZW) [39] is another lossless compression algorithm that can effectively compress repeated values. It focuses on encoding the data in 8-bit without requiring additional storage of the dictionary table. However, to the best of our knowledge, LZW has not been utilized for compressing the DNNs with sparse parameters.

In order to select the most suitable compression approach for developing the miniaturization algorithm in this work, we compared the performance of these approaches on a pruned DNN developed in our earlier work [40] with 166,102 parameters in 32-floating points format, involving approximately 70% of zeroes, typically repeated zeroes. Table 1 presents a comparison of these compression approaches.

As shown in Table 1, RLE offers simple encoding/decoding, however, gives the lowest compression ratio. The higher compression ratios are achieved by Huffman coding and LZW, benefited from the low-precision representation that could increase the redundancy of data. Compared with the other three algorithms, LZW achieved the highest compression ratio with the minimum time complexity. Compared with LZW, Huffman coding is quite slow for compressing a large dataset since it requires a scan of the entire dataset to identify the unique characters and count the repeated time of each character. Besides, it requires
additional space and time to store and look up the dictionary table. In contrast, the LZW algorithm dynamically generates the dictionary during encoding, without a scan of the entire dataset. According to the above analysis, we have identified that LZW is more suitable for compressing our developed DNN with sparse parameters due to its high compression ratio and fast execution.

3 FSCV dataset and the DNN

3.1 FSCV Dataset

In this work, the FSCV data are collected at the Neural Engineering Laboratory of the Mayo Clinic by five carbon fiber electrodes fabricated (namely electrode 1, ..., electrode 5) by following the procedures reported in [11]. WINCS Harmoni and WINCSware were utilized to capture in-vitro FSCV voltammograms [41, 42]. Each electrode is plugged into five concentrations of dopamine solutions (0, 0.5, 1, 1.5, 2 µM). Due to unavoidable slight variations of carbon fiber electrodes during manufacture, each electrode performs differently in detecting a certain concentration of the dopamine solution. Accordingly, the dataset contains the FSCV signals captured by 5 different electrodes within 5 concentration levels of dopamine solutions. In total, 1250 FSCV signals are collected. The sampling rate of the FSCV measurements is 100 kHz. Each FSCV signal consists of 850 sample points, represented in a 32-bit floating-point format. The captured signals are subtracted from the background, averaged, and filtered as described in ref. [11]. Figure 2 shows a sample signal from the FSCV dataset. From Fig. 2, the FSCV signal does not involve high-frequency noise. It is an electrochemical signal that reflects dopamine concentrations. The signal is deterministic since there is no uncertainty with respect to its value at a sample point of time. The peak dopamine oxidation currents are recognizable, which maintains the sensitivity to dopamine at high scan rates.

![A sample FSCV signal](image)

**Table 1** Main features of Huffman, CSC, RLE, and LZW algorithms

| Algorithms | Huffman | CSC | RLE | LZW |
|------------|---------|-----|-----|-----|
| Advantages | Binary format | Focuses on compressing the sparse matrix | 1. Simple algorithm | 1. No need to prior information of the entire dataset |
| Disadvantages | 1. Slow, and computationally complicated encoding | Could not deal with the nonzero duplications | May not be able to give the highest compression ratio | Needs additional process of converting unsigned int8 to 32-bit floating points |
| Encoding format | Binary stream | 32-bit floating point | 32-bit floating point | Unsigned int16 |
| Input format | Char | 32-bit floating point | 32-bit floating point | Unsigned int8 |
| Time complexity | O(tlog^2) | O(n) | O(n) | O(n) |
| Compression ratio | 2.02 | 1.58 | 1.33 | 2.21 |
3.2 DNN

We developed a 10-layer DNN to recognize the concentration level of the dopamine solution as well as the plugged electrode that the FSCV signal was acquired from. Since there are 850 sample points in each input FSCV signal, the input layer of the DNN contains 850 neurons. Eight hidden layers are constructed with each of them containing 100 neurons. The output layer has two neurons that correspond to the concentration level of the dopamine solution and the FSCV electrode, respectively. The DNN contains 166,102 parameters. The equation of the DNN is:

\[
output(l, j) = \text{activation}(\text{bias}(l, j) + \sum_{i=1}^{N_l} \text{input}(l, i) \times \text{weights}(l, i, j))
\]

where the neurons_layer indicates the number of neurons per layer, i.e., \{850, 100, 100, 100, 100, 100, 100, 100, 100, 2\}, and the num_layer represents the number of layers, i.e., num_layer = 10. The rectifier linear unit (ReLu) function described by Eq. (2) is applied to the input layer. The rest of the DNN, i.e., the hidden layers and output layer, uses scaled exponential linear unit (SeLu) function, represented in Eq. (3).

\[
f_{\text{activation}}(x) = \max(0, x)
\]

\[
f_{\text{activation}}(x) = \lambda \begin{cases} x & \text{if } x > 0 \\ \lambda(e^x - 1) & \text{if } x \leq 0 \end{cases}
\]

The tenfold cross-validation and hold-out validation are configured to avoid overfitting. First of all, the tenfold cross-validation algorithm is applied. To train, tune, and test the DNN, we divided the dataset into training set, validation set, and test set. Twenty percent of the FSCV signals are utilized for testing the performance of the DNN. The rest 80% of FSCV signals are divided into training set (900 signals) and validation set (100 signals). In addition, within each iteration, 50 epochs of training are required. During each epoch, hold-out validation is applied to keep 20% of the 900 signals for the sub-validation within an epoch. Both hold-out validation and cross-validation approaches are helpful to train and tune the DNN. The loss function is defined by Eq. (4).

\[
loss = \frac{1}{N} \sum_{i=1}^{N} (\hat{y} - y)^2
\]

where \(\hat{y}\) and \(y\) represent the recognition result and the truth, respectively. The stochastic gradient descent optimizer [43] is applied for training, and the learning rate is set to 0.01. Also, the dropout rate of 0.2 is set for the hidden layers during the training.

Besides, the output results from the DNN are represented in the floating-point format. This is unlikely to be identical to the corresponding integers of labels. Accordingly, Eq. (5) is used to quantize the output results to the closest label.

\[
y_{\text{predict}}(\text{output}) = \begin{cases} -1, \text{output} < 0 \\ \text{label}, 0 \leq \text{output} < 2.25 \\ -1, \text{output} \geq 2.25 \\ \text{NaN}, \text{output} = 0.25, 0.75, 1.25, 1.75 \end{cases}
\]

\[
\text{labell} \in \{0, 0.5, 1, 1.5, 2\}, \\
\text{l} \in \{\lfloor l \rfloor = \min(|\text{output} - \text{label}|)\}, \\
l = 1, 2, 3, 4, 5.
\]

4.4 DNN miniaturization

To reduce resource utilization, in this section, we introduce our proposed DNN miniaturization algorithm with combined pruning and compression. Besides, the corresponding decompression algorithm is provided. A description of the proposed DNN miniaturization and decompression algorithm are shown in Figs. 3 and 4, respectively.

First of all, the DNN contains a large number of small weights, which may not have much influence on the output of the DNN. Therefore, the straightforward way of reducing the parameters is to identify and remove these small values. However, by going through the literature, we have noticed that the challenge is often in setting the threshold. In this work, rather than setting a fixed threshold for the parameters of all DNN layers, we identify a certain percentage of small weights that connect to each output neuron. We have noticed that the higher the pruning ratio, the more training time needed to recover the recognition accuracy. Moreover, in our experiment, we have found that the recognition results of our DNN are more sensitive to changing the weights of the output layer. Accordingly, the pruning ratio of 90% is specified to remove 90% of the weights connecting to each neuron in the input layer and hidden layers, whereas 40% of the pruning ratio is set for the output layer. The pruning ratios configured in this work are specified in consideration of the pruning efficiency within an acceptable training time. Ninety iterations of pruning and re-training are required to achieve 100% recognition accuracy in this work. By operating the pruning
procedure, the parameters of the DNN have been converted into sparse matrices.

After that, a pre-processing procedure is conducted to convert these 32-bit floating point represented sparse matrices into bytes. Then, we employ the LZW algorithm to compress the pruned DNN, thus leading to the efficiency of storing the sparse matrices. To begin with, a dictionary table is initialized by filling in all possible individual bytes. During encoding, the dictionary table is extended dynamically. Accordingly, the encoded data represent the index that indicates the location in the dictionary table where stores the longest byte-sequence that matches the input byte-sequence. In the dictionary table, this longest matched byte-sequence is recorded temporally. By concatenating the current longest matched byte-sequence with the next input byte, a new sequence is generated, and that it is attached to the dictionary table. The concatenation of the bytes is conducted using shift operation. The encoding enables a long byte-sequence simply replaced with its index, therefore, saving storage resources.

The dictionary table can be regenerated according to the sequence of the compressed data during decompression. As shown in Fig. 4, during the compression, the initialization of the dictionary table does not rely on the original data distribution. Moreover, the dictionary table can be rebuilt by the sequence of the compressed data. As introduced earlier, the decompressed data are the indices in the dictionary table. The dictionary table gets updated while decoding an individual index in the sequence. Similarly to the encoding procedure, a new byte-sequence is generated by concatenating the currently decoded byte-sequence and the first character of the next decoded byte-sequence and is attached to the dictionary table. In this way, the data can be decoded by simply looking up the dictionary table. And, the dictionary gets updated dynamically.

5 FPGA implementation of DNN overlay

In this work, we implement the miniaturized DNN on the PYNQ-Z2 board, a SoC-based platform that contains the XC7Z020-1CLG400C (Artix-7) FPGA. The PYNQ-Z2
platform is composed of the programmable system (PS) and programmable logic (PL) blocks. The PS partition consists of a 650 MHz dual-core ARM® Cortex™-A9 microcontroller, memory interfaces, and other fixed peripherals. The integrated PL partition of Artix-7 FPGA includes around 630 KB of block RAM, 220 DSP slices, as well as 13 K logic slices. Moreover, 512 MB of DDR3 (with the 16-bit bus at 1050 Mbps) together with 16 MB flash is attached to the PS partition. Besides, the MicroSD slot is available onboard. Our aim is to design a custom DNN overlay to support the miniaturized DNN execution on the PL partition of the PYNQ-Z2 board for the application of real-time FSCV signals analysis. We expect to achieve fast execution speed and low-energy consumption using as few FPGA resources as possible. The overlay is a specific programmable FPGA design that is developed using Vivado. The core function of the overlay is determined by the developed IP, which can be defined using Vivado HLS. To support the miniaturized DNN execution, our developed IP core oversees decompression as well as DNN execution. The developed IP is shown in Fig. 5.

As shown in Fig. 5, the FSCV IP contains five modules/functions including the storage of compressed parameters, a converter, the decompression function, and the DNN operation. First of all, to achieve the fast speed and low-energy analysis, it is preferred to avoid transferring the DNN parameters from DDR3. Therefore, the miniaturized DNN parameters are considered to be stored directly into the IP. Secondly, we develop the decompression module described in Sect. 4. Next, a converter is built to convert the returns of the decompression module from bytes into 16-bit floating points. After that, the DNN module gets initialized with the decompressed parameters. Besides, we attach the “axis_stream” interface to the developed FSCV IP to communicate with the PS partition, i.e., reading the input FSCV signal and returning the recognition result from the DNN analysis. Once the DNN module has received an FSCV signal, it can execute the neural network and return the recognition results.

The next step is to export the developed FSCV IP core to Vivado for block design. Before that, we design a bench test program to ensure the developed IP core returns the correct recognition results. Once the IP core has been tested, it can be then synthesized into Verilog. Moreover, the register-transfer level (RTL) simulation is provided to examine whether the translated Verilog program matches the C++ code. Finally, the RTL abstraction is generated and then exported.

6 Experiment and results

6.1 DNN development

In our experiment, the DNN is initially trained and tested on a computer with Intel Core i5-45,705 CPU (at the clock frequency of 2.90 GHz) using the Tensorflow and Keras backend. As mentioned in Sect. 3.2, the tenfold cross-validation was applied during training to help tune the DNN. Accordingly, in this experiment, the average validation accuracy of 98.7% was achieved. After that, the tuned DNN was trained on the entire training dataset while hold-out validation was adopted. The loss and accuracy during training and hold-out validation are shown in Figs. 6 and 7, respectively. Besides, the recognition accuracy on the test set is 96%. The effectiveness of the DNN, and its comparison with the most common FSCV data analysis methods of PCR and PLSR have been discussed in our previous work [40].

![Fig. 5 Developed FSCV IP core](image)

![Fig. 6 Loss during training and hold-out validation on the entire training set](image)
6.2 DNN miniaturization

In our experiment, we used the miniaturization algorithm introduced in Sect. 4, and obtained the results from the two main steps of the DNN miniaturization, i.e., DNN pruning and compression.

6.2.1 Pruning and recognition accuracy

After pruning and retraining, 90% of the weights are converted to zeroes, and that we successfully reduced the overall nonzero parameters (including weights and bias) by 9.96 times approximately, from the total number of 166,102 to 16,682. Figure 8 shows the trends of the loss and accuracy during the last iteration, i.e., the last 50 epochs of training. From Fig. 8, we can see that both loss and accuracy remain stable in the last iteration. The loss keeps around 0.05, and that the accuracy stays around 94%. These results demonstrate that the DNN is not overfitted and it has got converged as expected.

The accuracy on the test dataset of each iteration of training is shown in Fig. 9. As shown in Fig. 9, in the beginning, the test accuracy has significantly dropped to less than 0.1 after removing 90% of the parameters. Fortunately, the test accuracy gets improved steadily with the training iteration increasing. Finally, the pruned DNN achieves 100% test accuracy with 90 iterations of training. The test accuracy remains stable in the last 10 iterations of training. Thus, the sparse interpretation of the pruned DNN parameters is generated without losing the recognition accuracy.

6.2.2 Compression ratio

Once the DNN has been pruned and represented by a sparse matrix, the compression procedure introduced in Sect. 4 is executed. By compressing the pruned DNN, we finally reduce the storage of the entire DNN by 6.18 times, from 664,408 bytes to 107,512 bytes. Table 2 gives the final compression ratio of each layer after compression. The combination of pruning and LZW allows the DNN parameters to be stored in bytes (8-bit) rather than 32-bit floating-point format on the FPGA, avoiding extra complex quantization algorithms.

6.3 DNN overlay

By following the description given in Sect. 5, the FSCV overlay is developed and programmed into the PYNQ-Z2 board. The miniaturized DNN was integrated into the overlay. Table 3 provides the resource utilization on the PYNQ-Z2, consumed by the developed overlay. As shown in the table, the DNN consumes 47% of the BRAM, 12% of the DSP, 4% of the FF, and 14% of the LUT. The developed overlay running on the PYNQ-Z2 platform achieves execution time of 17 ms and energy consumption.
of 1.25 W. In our earlier work [40], we fitted the DNN into the FPGA on the PYNQ-Z2 board for the first time, which consumed 96% of the BRAM utilization. Compared with that, the developed overlay in this work reduces the use of more than half of the storage space on the FPGA on the PYNQ-Z2 board.

The decompression is executed once per layer before the DNN calculation, i.e., multiply-and-addition. The decompression algorithm is executed 10 times since the DNN contains 10 layers in this work. The time complexity of the decompression is O(n). The DNN overlay maintains 17 ms under 1.25 W, which is almost the same level compared with our earlier work [40], i.e., 13 ms under 1.4 W. The decompression requires approximately 4 ms to decompress the parameters on the PYNQ-Z2 board. This shows that the decompression module designed in the DNN overlay does not cost significant delay as well as energy. Although the compression can reduce the storage requirement of the DNN parameters, we have observed a limitation that it does not simplify or accelerate the DNN operations. Further parallelism is needed to improve the speed and energy consumption in our future work.

7 Conclusion

In this paper, we introduced a DNN miniaturization algorithm, and implemented it on a low-resource FPGA to allow real-time FSCV data analysis. The key advantage of the proposed miniaturization algorithm is the combination of the pruning with the LZW compression. The pruning contributes to the formation of sparse matrices of parameters filled with approximately 90% zeroes, which can be compressed effectively by using LZW. Moreover, the miniaturization algorithm benefits from fast execution as well as no extra resources for storing the dictionary. Besides, our framework does not require quantization together with the associated ASIC platform, and it has been implemented on the FPGA of the PYNQ-Z2 platform. The compression ratio of 6.18 achieved by the miniaturization algorithm in storage level leads to the success of reducing more than half of the on-chip resources of FPGA. In addition, the development of the DNN miniaturization strategy supported customized overlay maintains the rapid execution speed of 17 ms using low energy consumption of 1.25 W.
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