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Ranjit Das\textsuperscript{a,b} and Claudio Meneses\textsuperscript{a}

\textsuperscript{a}Department of Computing & Systems Engineering, Universidad Católica del Norte, Antofagasta, Chile; \textsuperscript{b}National Research Center for Integrated Natural Disaster Management, Región Metropolitana, Chile

ABSTRACT

Earthquake-related studies on seismicity and seismic hazard assessment need a homogenous earthquake catalog for the region studied. A homogenous earthquake catalog for Northeast India region was compiled using derived regional and global empirical relationships between different magnitudes and moment magnitude based on an improved error-corrected methodology suggested in the recent literature. To convert smaller magnitude earthquakes, global empirical equations were derived and used. A procedure is suggested to change different magnitudes into moment magnitude. A homogenous earthquake catalog of 9845 events was compiled for the time period 1897–2012. Entire magnitude range (EMR) was found to be the most reasonable method for estimating magnitude of completeness. Derived local and global empirical equations are useful for every seismic hazard or seismicity study. A complete and consistent homogenized earthquake catalog prepared in this study could provide good data for studying earthquake distribution in Northeast India. By carefully converting these original magnitudes into homogenized $M_w$ magnitudes, an obstacle is removed for the consistent assessment of seismic hazards in Northeast India.

Introduction

Northeast India is one of the most seismically active regions on a world basis, lying within the geographical coordinate $20^\circ–30^\circ$ lat. and $87^\circ–98^\circ$ long. Two great earthquakes, namely, Shillong earthquake in 12 June 1897 and Assam earthquake in 15 August 1950 occurred in this region a short time ago. Frequent moderate to intermediate magnitude earthquakes occur in the region.

To properly understand an earthquake phenomenon in a region, a complete and consistent earthquake catalog is essential. In general, earthquake catalogs for regional...
In regards to the homogenization of an earthquake catalog for Northeast India using regression relationships, several authors have worked on empirical relationships between different magnitudes and moment magnitude scale (Thingbaijam et al. 2008; Yadav et al. 2009; Das et al. 2012a, 2012b; Anbazhagan and Balakumar 2019; Nath et al. 2017; Pandey et al. 2017). Thingbaijam et al. (2008) derived GOR for the conversion of body and surface wave magnitudes into moment magnitude, finding significant dispersion in the conversion of $m_{b,ISC}$ into $M_{w}$. In a study conducted for this region, Yadav et al. (2009) used the standard regression technique for the conversion of $m_b$ and $M_s$ into $M_w$. Das et al. (2012a, 2012b) derived regression relationships for $m_b$ to $M_w$ and $M_s$ to $M_w$ using standard regression, GOR and inverted standard regression, considering the error variance value ($\eta$) as 0.36 and 1, respectively. Considering the global earthquake database, these values are further modified as $\eta = 0.2$ and 0.56 in a separate study by Das et al. (2014a, 2014b). Errors of different magnitude scales are shown in Table 1.

Table 1. Observational errors for body, surface and moment magnitudes.

| Different magnitudes     | Errors (standard deviations) | Comments                                      |
|--------------------------|-------------------------------|-----------------------------------------------|
| Body wave magnitudes ($m_b$) | 0.2                           | Error is estimated using the same events reported by ISC and NEIC |
| Surface wave magnitudes ($M_s$) | 0.12                          | Error is estimated using the same events reported by ISC and NEIC |
| Moment magnitude ($M_w$)   | 0.09                          | Error is estimated using the same events reported by GCMT and NEIC |
In this study, an improved GOR methodology was used, as suggested by Das et al. (2018b), for deriving regression relationships to change body and surface wave magnitudes into moment magnitudes on a regional and global basis. A dataset of 9845 earthquake events was used in terms of $M_w$ in the magnitude range 1.6–8.7 belonging to the region studied (lat. 20°–30° and long. 87°–98°) for the period 1897–2012. GOR regression relationships using regional and global datasets for the conversion of $m_b$ and $M_s$ into $M_w$ were derived. In the compiled earthquake catalog for Northeast India, most events occur in a lower magnitude range ($m_b$ and $M_s$), moment magnitude values being available only for a few events. In view of the scarce moment magnitude data in the lower magnitude side of Northeast India, global seismicity-based GOR relationships were used for the conversion of $m_b$ and $M_s$ into $M_w$. The homogenous catalog will remain open for complementing it in the near future with advanced seismic moment scale $M_w$ (Das Magnitude scale, Das et al. 2019) or energy magnitude ($M_e$), and/or other related earthquake size measuring scales which allow a better characterization of the rupture mode and released seismic energy. The homogenous catalog will not only serve as a sound database for seismic risk assessment interests, but also for many other purposes. Following the earthquake catalog unification, declustering was also conducted, its completeness being assessed in the next section.

**GOR methodology**

GOR methodology based on the minimization of Euclidean distance between the given observed points and the corresponding points on the GOR line (Madansky 1959; Kendall and Stuart 1979; Fuller 1987; Carrol and Ruppert 1996; Das et al. 2012a, 2012b, 2014a, 2014b, 2018a, 2018b; Karimpardari et al. 2013; Wason et al. 2012; Goitom et al. 2017) was used. A critical detail of the GOR procedure is explained in Appendix.

**Regional regression relationships**

For the conversion of $m_{b,ISC}$ and $m_{b,NEIC}$ into $M_w$ in the magnitude range 4.8 ≤ $m_{b,ISC}/m_{b,NEIC}$ ≤ 6.1, the regression relationships were derived using newly developed GOR with $\eta = 0.2$ (Das et al. 2011), based on a dataset of 116 and 106

| Regression relation | Type         | Magnitude range     | Slope (GOR1) | Intercept (GOR1) | Slope (GOR2) | Intercept (GOR2) | Slope SLR | Intercept SLR |
|---------------------|--------------|---------------------|--------------|------------------|--------------|------------------|-----------|---------------|
| $m_{b,ISC}$ to $M_w$ | Regional     | 4.8 ≤ $m_{b,ISC}$ ≤ 6.1 | 1.084        | -0.3106          | 1.448        | -2.223           | 1.0497    | -0.1282       |
| $m_{b,NEIC}$ to $M_w$ | Regional   | 4.8 ≤ $m_{b,NEIC}$ ≤ 6.1 | 1.104        | -0.0495          | 1.513        | -2.653           | 1.0686    | -0.3061       |
| $M_{ISC}$ to $M_w$ | Regional     | 4.1 ≤ $M_{ISC}$ ≤ 6.1 | 0.615        | 2.32             | 0.645        | 2.168            | 0.5788    | 2.5136         |
| $M_{ISC}$ to $M_w$ | Regional     | 4.2 ≤ $M_{ISC}$ ≤ 6.1 | 0.699        | 1.878            | 0.732        | 1.713            | 0.6621    | 2.0634         |
| $m_{b,ISC}$ to $M_w$ | Global       | 2.9 ≤ $m_{b,ISC}$ ≤ 6.1 | 0.828        | 1.167            | 1.457        | -2.11            | 0.7702    | 1.4698         |
| $m_{b,NEIC}$ to $M_w$ | Global    | 3.8 ≤ $m_{b,NEIC}$ ≤ 6.1 | 0.895        | 0.729            | 1.604        | -3.001           | 0.8404    | 1.0194         |
| $M_{ISC}$ to $M_w$ | Regional     | 3.0 ≤ $M_{ISC}$ ≤ 6.1 | 0.637        | 2.241            | 0.669        | 2.082            | 0.5945    | 2.455          |
| $M_{ISC}$ to $M_w$ | Regional     | 3.6 ≤ $M_{ISC}$ ≤ 6.1 | 0.675        | 2.037            | 0.718        | 1.821            | 0.6258    | 2.289          |
| $M_s$ to $M_w$ | Regional     | 6.2 ≤ $M_s$ ≤ 8.4 | 0.973        | 0.196            | 1.08         | -0.501           | 0.9186    | 0.5588         |
| Intensity to $M_w$ | Regional     | 5–12               | 0.389        | 4.029            | 0.394        | 3.997            | 0.3615    | 4.244          |
| Local magnitude | Regional    | 5.0 ≤ $M_l$ ≤ 6.6 | 1.193        | -0.943           | 1.318        | -1.617           | 1.120     | -0.555         |
| Duration magnitude | Regional | 4.2 ≤ $D_t$ ≤ 6.8 | 0.742        | 1.565            | 0.864        | 0.949            | 0.578    | 2.391          |
Figure 1. Regional relations: (a) $m_{b,ISC}/M_w$, (b) $m_{b,NEIC}/M_w$, (c) $M_s,ISC/M_w$, (d) $M_s,NEIC/M_s,ISC$, Global relations: (e) $m_{b,ISC}/M_w$, (f) $m_{b,NEIC}/M_w$, (g) $M_s,ISC/M_w$, (h) $M_s,NEIC/M_s,ISC$, (i) $M_s/M_w$ in the magnitude range $6.2 \leq M_s \leq 8.4$, (j) intensity $I/M_w$, (k) local magnitude $M_l/M_w$ and (l) duration magnitude $M_D/M_w$. 
events for the period 1976–2007, respectively. The regression parameters obtained for these conversion relationships are shown in Table 2 and the plots are shown in Figure 1(a and b), respectively.
In addition, the regression relationships between $M_{s,ISC}$ and $M_{w,GCMT}$ using 93 events in the range $4.1 \leq M_{s,ISC} \leq 6.1$, and between $M_{s,NEIC}$ and $M_{w,GCMT}$ using 57 events in the range $4.2 \leq M_{s,NEIC} \leq 6.1$, were derived following the newly developed GOR procedure. The regression parameters for the corresponding regression relationships are shown in Table 2 and the plots are shown in Figure 1(c and d).

**Global regression relationships**

For the conversion of $m_{b,ISC}$ to $M_{w,GCMT}$ into the magnitude range $2.9 \leq m_{b,ISC} \leq 6.1$, and $m_{b,NEIC}$ to $M_{w,GCMT}$ in the magnitude range $3.8 \leq m_{b,NEIC} \leq 6.1$, we derived the GOR relationships with $\eta = 0.2$ based on a dataset of 22,803 and 22,340 events, respectively, for the period 1976–2006. The regression parameters obtained for these conversion relationships are shown in Table 2 and the plots are shown in Figure 1(e and f).

For the GOR relationship between $M_{s,ISC}$ and $M_{w,GCMT}$, 15,728 events were used in the ranges $3.0 \leq M_{s,ISC} \leq 6.1$. Similarly, 7579 events were used in the magnitude range $3.6 \leq M_{s,NEIC} \leq 6.1$ for the GOR relationship between $M_{s,NEIC}$ and $M_{s,GCMT}$. Furthermore, for the conversion of higher surface wave magnitudes, 2026 events were used, combining ISC and NEIC data into the magnitude range $6.2 \leq M_{s} \leq 8.4$. The
regression parameters for the corresponding regression relationships are shown in Table 2 and the plots are shown in Figure 1(g–i), respectively.

A magnitude–intensity relationship based on data from 29 earthquakes in India and nearby regions from 1897 to 2016, with independent MMI ($I_0$) and moment magnitude ($M_w$) identified from different sources, was developed as follows:

$$M_w = 0.389 \, I_0 + 4.029,$$

where $I_0$ is the maximum epicentral intensity (Figure 1(j)). Historical earthquakes with only intensity values were changed into $M_w$ using the above empirical intensity relationship.

**Local magnitudes**

The relationship between local magnitude and moment magnitude, based on 100 earthquakes in Northeast India was derived for the time period 1976–2005. The derived GOR1 relationship with $\eta = 1$ is given as follows:

$$M_w = 1.1926 M_L - 0.943.$$

**Duration magnitude**

The relationship between duration magnitude and moment magnitude, based on 376 global data earthquakes collected from ISC database, was derived as follows:

$$M_w = 0.742 M_D + 1.565451.$$

**Scheme for magnitude conversion into moment magnitude $M_w$**

The following scheme was followed for the conversion of different magnitude types into the unified moment magnitude $M_w$.

1. The unassigned magnitudes in the catalog by Gupta et al. (1986) are treated as $M_s$ (Thingbaijam et al. 2008; Das et al. 2013).
2. When $m_b$ and $M_s$ magnitude types are reported for an event, magnitude type $m_b \leq 6.0$ and above $M_s$ are chosen.
3. In case of small $m_b$ magnitude events, the appropriate global relationship is used in the absence of a regional regression relationship.
4. If only intensity data are available for an event, then $M_w$ is obtained by using the relationship between intensity and $M_w$ developed in this study.

| Magnitude | 2.5 | 3 | 3.5 | 4 | 4.5 | 5 | 5.5 | 6 | 6.5 | 7 | 7.5 | 8 | 8.5 | 9 |
|-----------|-----|---|-----|---|-----|---|-----|---|-----|---|-----|---|-----|---|
| Distance (km) | 2.7 | 4.0 | 6.0 | 9.0 | 13.4 | 20.0 | 29.9 | 44.7 | 66.8 | 99.9 | 149.3 | 223.2 | 333.6 | 498.7 |
| Time (days) | 1.2 | 22.6 | 26.1 | 30.1 | 34.7 | 40.0 | 46.1 | 53.2 | 61.3 | 70.7 | 81.6 | 94.1 | 108.5 | 125.1 |
Earthquake catalog declustering

An earthquake sequence generally consists of foreshocks – main shocks – and aftershocks. The foreshocks and aftershocks, being dependent events, should be eliminated from the catalog to estimate seismic hazards. Several methods have been proposed for declustering a catalog (e.g. Gardner and Knopoff 1974; Reasenberg 1985; Uhrhammer 1986). Declustering was conducted by using Uhrhammer (1986), following a moving space and time window approach (Figure 2). The time and distance window is shown in Table 3. After declustering 3454 events removed from the catalog for the period 1897–2012, they were homogenized with GOR1 procedure.

Determination of magnitude of completeness

To find the completeness of the homogenized catalog after declustering, eight different methods were employed using Zmap software (Table 4). The methods most frequently used were the entire magnitude range method (EMR) (Ogata and Katsura 1993; modified by Woessner and Wiemer 2005), maximum curvature (MAXC) method (Wiemer and Wyss 2000), the goodness-of-fit test (GFT) (Wiemer and Wyss 2000), and $M_c$ determination by $b$-value instability (Cao and Gao 2002). EMR method shows a reasonable value for the complete dataset, therefore, using EMR method for magnitude of completeness is better.

Summary and conclusions

This study aims to obtain a homogenized and complete earthquake catalog by developing GOR conversion relationships, following an improved error-corrected methodology from Das et al. (2018b). In this regard, regional regression relationships were derived for $m_b$ to $M_w$ from ISC and NEIC databases in the magnitude range $4.8 \leq m_b_{\text{ISC}}/m_b_{\text{NEIC}} \leq 6.1$, using 116 and 106 events, respectively. Similarly, for the conversion of $M_s$ into $M_w$, regression relationships were derived for the magnitude

---

### Table 4. Magnitude of completeness by different methods.

| Methods                                      | $M_c$ |
|----------------------------------------------|-------|
| Maximum curvature                            | 4.1   |
| Fixed $M_c = \text{minimum magnitude (min)}$ | 2.9   |
| $M_c$ 90 (90% probability)                   | 4.5   |
| Best combination (Mc95-Mc90- maximum curvature) | 4.5   |
| EMR method                                   | 4.2   |
| $M_c$ due $b$ using Shi and bolt uncertainty | 5     |
| $M_c$ due $b$ using bootstrap uncertainty    | 4.1   |
| $M_c$ due $b$ using Cao-Criteria             | 3.2   |

(5) Scordilis (2006) and Das et al. (2011) reported the equivalent of $M_w_{\text{GCMT}}$ and $M_w_{\text{NEIC}}$. Therefore, in the absence of primary $M_w_{\text{GCMT}}$, $M_w_{\text{NEIC}}$ values in the catalog are considered as almost identical proxies.

The unified catalog compiled here can be obtained from the author on request. A sample dataset of a homogenized catalog with 500 events is provided in the electronic version.
ranges $4.1 \leq M_{s,\text{ISC}} \leq 6.1$ and $4.2 \leq M_{s,\text{NEIC}} \leq 6.1$, using the dataset of 93 and 53 events for ISC and NEIC, respectively. As regional relationships do not cover the smallest magnitude range and there is a big number of smaller magnitudes, global relationships were derived for the conversion of body and surface wave magnitudes into moment magnitudes. In this regard, regression relationships were derived for the conversion of $m_{b,\text{ISC}}$ into $M_{w,\text{GCMT}}$ in the magnitude range $2.9 \leq m_{b,\text{ISC}} \leq 6.1$, and $m_{b,\text{NEIC}}$ to $M_{w,\text{GCMT}}$ in the magnitude range $3.8 \leq m_{b,\text{NEIC}} \leq 6.1$. GOR relationships were derived with $\eta = 0.2$ based on a dataset of 22,803 and 22,340 events, respectively.

For the regression relationship between $M_{s,\text{ISC}}$ and $M_{w,\text{GCMT}}$, data from 15,728 events were used in the range $3.0 \leq M_{s,\text{ISC}} \leq 6.1$. Similarly, for the relationship between $M_{s,\text{NEIC}}$ and $M_{s,\text{GCMT}}$, 7579 events were used in the magnitude range $3.6 \leq M_{s,\text{NEIC}} \leq 6.1$. In addition, for the conversion of higher surface wave magnitudes, 2026 events, combining ISC and NEIC data in the magnitude range $6.2 \leq M_s \leq 8.4$, were used.

A complete and consistent homogenized earthquake catalog prepared using these relationships could provide good data for studying earthquake distribution in Northeast India. By carefully changing these original magnitudes into homogenized $M_w$ magnitudes, an obstacle was removed for the consistent assessment of seismic hazards in Northeast India.
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**Appendix**

Let us consider $x_i$ and $y_i$ as the true values and $X_i$ and $Y_i$ as the observed values of the independent and dependent variables, respectively. We further assume that $X_i$ and $Y_i$ have measurement errors of $\delta$ and $\epsilon$ as measurement errors, respectively. Therefore, we can write,

$$X_i = x_i + \delta,$$

(A1)
Y_t = y_t + \epsilon, \quad (A2)

and the regression model is

Y_t = \alpha + \beta x_t + \epsilon, \quad (A3)

where \beta and \alpha are the slope and intercept of linear relationship, respectively.

If, \( s^2_{Y_t}, s^2_{X_t} \) and \( s_{X_t Y_t} \) are the sample covariances of \( Y_t, X_t \) and between \( Y_t \) and \( X_t \), then

\[
\begin{align*}
\hat{s}^2_{Y_t} &= \hat{\beta}^2 \hat{s}^2_{x_t} + \eta \hat{s}^2_{\epsilon}, \\
\hat{s}^2_{X_t} &= \hat{s}^2_{x_t} + \hat{s}^2_{\epsilon}, \\
\hat{s}_{X_t Y_t} &= \hat{\beta} \hat{s}^2_{x_t},
\end{align*}
\]

where the error variance ratio

\[
\eta = \frac{\sigma^2_{\epsilon}}{\hat{s}^2_{\epsilon}}.
\]

From the above simultaneous Equations (A4)–(A6), we obtain

\[
\hat{\beta} = \frac{s^2_{Y_t} - \eta s^2_{X_t} + \sqrt{(s^2_{Y_t} - \eta s^2_{X_t})^2 + 4\eta s^2_{X_t Y_t}}}{2 s_{X_t Y_t} X_t Y_t}. \quad (A8)
\]
The estimator for \( a \) can be obtained from the relation

\[
a = \frac{\sum_{i=1}^{n} y_i}{\sum_{i=1}^{n} x_i^2}
\]

where \( \bar{x}_t \) and \( \bar{y}_t \) are the average observed values.

GOR estimations are inappropriately used in most of the seismic literature, therefore, it is important to discuss the issues to provide a complete view on this subject. The discussions will be conducted using two cases (Das et al. 2018a, 2018b):

**Case 1.** A Standard Linear Regression (SLR) line is derived considering data pairs \((X_1, Y_1)\), \((X_2, Y_2)\) and \((X_3, Y_3)\), and the corresponding true points, that is, \((x_1 = X_1, Y_1)\), \((x_2 = X_2, Y_2)\) and \((x_3 = X_3, Y_3)\), respectively, on the SLR fitting line, using vertical distance minimization. These true points on the line are used for estimating the best fitting SLR line, minimizing vertical residuals. After substituting the independent variables \(X_1, X_2, X_3\) in the SLR line obtained, the exact true points can be obtained (see Figure 4(a)). Thus, statistical distance, which is used in the derivation of SLR line, is also used in the estimation of the dependent variable for a given independent variable.

**Case 2.** A GOR fitting line is derived considering the data pairs \((X_1, Y_1)\), \((X_2, Y_2)\) and \((X_3, Y_3)\) with errors in both variables. The true points of these data pairs \((X_1, Y_1)\), \((X_2, Y_2)\) and \((X_3, Y_3)\) on the GOR line, that is, \((x_1, y_1)\), \((x_2, y_2)\) and \((x_3, y_3)\) are given by minimizing Euclidean distance. In substituting \(X_1, X_2, X_3\) values in the GOR line obtained, the corresponding true points cannot be obtained, unlike Case 1. Therefore, the conventional GOR procedure does not follow the statistical Euclidean distance criteria. In substituting, instead of obtaining the true points, totally different points on the GOR line are achieved (see Figure 4(b)).

In view of the above discussion of Cases 1 and 2, the author recommended estimating firstly the true value of \( x_i \) through SLR relationship between true abscissa \( (x_i) \) on GOR line and \( X_t \), and then obtain \( Y_t \) estimate by substituting an estimated \( x_i \) in the GOR relationship or directly derive SLR relationship between \( X_t \) and true ordinate \( (y_i) \).

It is observed that Castellaro et al. (2006) and Castellaro and Bormann (2007) inappropriately used the Euclidean distance and derived the GOR line. Thus, their conclusions are invalid for GOR conventional type. Therefore, it is incorrect to use these studies for future references. To point out inaccuracy, Fuller (1987) Euclidean distance is denoted by \( S_F \), Williamson (1968), Euclidean distance is denoted by \( S_W \) and Castellaro et al. (2006), distance is denoted by \( S_C \).

Table 5. Comparison of statistical Euclidean distances given by Fuller (1987), Williamson (1968) and Castellaro et al. (2006) using Fuller example 1.2.3.

| \( Y_t \) | \( X_t \) | \( S_W \) | \( S_F \) | \( S_C \) |
|--------|--------|--------|--------|--------|
| 86     | 70     | 2.33804| 2.33804| 133.2682416 |
| 115    | 97     | 0.763141| 0.763141| 43.49904212 |
| 90     | 53     | 2.02E-06| 2.02E-06| 0.000115239 |
| 86     | 64     | 1.396907| 1.396907| 79.623681 |
| 110    | 95     | 0.093455| 0.093455| 5.326917235 |
| 91     | 64     | 0.248316| 0.248316| 14.15401839 |
| 99     | 50     | 1.975349| 1.975349| 112.5948638 |

The estimator for \( z \) can be obtained from the relation

\[
\hat{z} = \bar{Y}_t - \hat{\beta} \bar{X}_t,
\] (A9)

where \( \bar{X}_t \) and \( \bar{y}_t \) are the average observed values.

The estimator for \( y \) can be obtained from the relation

\[
y = \frac{X_t - \bar{X}_t}{\sigma_\delta} + \frac{\beta_0 + \beta_1 X_t - \bar{y}_t}{\sigma_\epsilon},
\] (A10)

\[
S_F = \sum_{i=1}^{n} \frac{(y_i - \beta_0 - \beta_1 x_i)^2}{\sigma_\delta^2 - 2\beta_1 \sigma_\delta \sigma_\epsilon + \beta_1^2 \sigma_\epsilon^2},
\] (A11)

\[
S_W = \sum_{i=1}^{n} \left( \frac{(x_i - x_i)^2}{\sigma_\delta^2} + \frac{(\beta_1 x_i + \beta_0 - y_i)^2}{\sigma_\epsilon^2} \right),
\] (A11)
\[ S_C = \sum_{i=1}^{n} \left( (X_i - x_i)^2 + \left( \frac{(Y_i - \beta_1 x_i - \beta_0)}{\eta} \right)^2 \right). \] (A12)

Table 5 shows that \( S_F \) and \( S_w \) are same, but \( S_C \) is quite different because Castellaro et al. (2006) and Castellaro and Bormann (2007) used incorrect equations (details are given in Das et al. 2018a).