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Abstract

The potential and promise of nanotechnologies depends in large part on the ability for regulatory systems to assess and manage their benefits and risks. However, considerable uncertainty persists regarding the health and environmental implications of nanomaterials, hence the capacity for existing regulations to meet this challenge has been widely questioned. Here we draw from a survey (N=254) of US-based nano-scientists and engineers, environmental health and safety scientists, and regulatory scientists and decision-makers, to ask whether nano experts regard regulatory agencies as prepared for managing nanomaterial risks. We find that all three expert groups view regulatory agencies as unprepared. The effect is strongest for regulators themselves, and less so for scientists conducting basic, applied, or health and safety work on nanomaterials. Those who see nanotechnology risks as novel, uncertain, and difficult to assess are particularly likely to see agencies as unprepared. Trust in regulatory agencies, views of stakeholder responsibility regarding the management of risks, and socio-political values were also found to be small but significant drivers of perceived agency preparedness. These results underscore the need for new tools and methods to enable the assessment of nanomaterial risks, and to renew confidence in regulatory agencies’ ability to oversee their growing use and application in society.

Introduction

The degree to which scientists, engineers and regulators are prepared for managing the risks of nanomaterials and their derived products is an open question as empirical knowledge of nanoscale materials and their behaviours is emerging at a slow pace [1]. Significant scientific uncertainties related to both the toxicity and exposure characteristics of these materials remain [2]. In the interim, strategies for the regulation of nanomaterials are necessarily emerging through reference to expert, policy and legal advice. How well this is working is, however, largely unknown. This paper thus examines the perceived state of regulatory and agency preparedness from the point of view of key experts.

One early expert study indicated that, overall, nano-experts are more worried about the risks of engineered nanomaterials than are lay or public groups [1,3]. Other work suggests an optimism bias amongst those who develop nano materials and products as compared to those who study or manage their risks [4,5]. Finally, surveys of industry leaders indicate high levels of perceived uncertainty and risk [6], however much they report not following risk-avoidant health and safety practices [7].

Studies of expert opinion in earlier and often more controversial risk domains include expert evaluations of chemical risks [8-11], climate change detection and impacts [12-14], expert views on genetically modified organisms (GMOs) [15,16], and expert perception of ecological risks [17,18]. Differences of opinion have been found to vary according to disciplinary fields [10,16] and/or institutional affiliation (e.g., toxicologists in industry versus academia) [9,19]. Expert opinion has also been found to vary significantly...
with political attitudes and values. Several scholars have found
that similar to non-experts, scientists often use norms or values
when making judgments about risk under high uncertainty
[10,20-22]. For instance, economically conservative
nanoscientists were found by Corley et al. to show less support
for regulation [22]. Similarly, trust (in scientists and/or
government) has been found to correlate closely with risk
perceptions, with attenuation in perceived risk accompanying
higher levels of trust [23,24]. Prominent examples of this effect
have also been demonstrated in studies of perceived risk of
chemicals and GMOs [15,25]. The effect of attributed
stakeholder responsibility, that is, the degree of responsibility
assigned to different stakeholders to mitigate or manage risk,
has received relatively less attention in the nanotechnology
domain. Yet a growing body of literature in public health fields
suggests a link between attributions of responsibility and
support for government and regulatory policy [26-29].

More specifically, nanotechnology researchers have
demonstrated differences in perceived need [30] and support
[22] for the oversight of nanotechnologies, which has been
explained in reference to experts’ disciplinary degree (i.e.
chemistry, physics, materials science, engineering, biology, or
other) within the NSE (nano science and engineering)
professional body only. Disparity of opinion on risk was also
attributed to an observed optimism bias of NSE researchers,
compared to NEHS (nano environment, health, and safety)
scientists (e.g. toxicologists) [31]. Powell [32] also found
significant differences in opinion regarding the novelty and risks
of nanomaterials between ‘upstream’ and ‘downstream’
researchers; that is, experts involved in the creation of
nanotechnologies, versus those engaged in evaluating the
health and environmental implications of ENMs. Yet,
nanomaterial novelty remains a relatively untested
driver of expert perceptions and/or their views regarding risk
and regulation.

No studies have been conducted, however, which classify
experts as to their specific role in (1) developing materials
versus (2) studying their toxicological behaviour versus (3)
assessing and managing their risks. As well, no studies have
examined these expert positions as predictive of whether the
regulatory system or regulatory agencies are prepared for the
oversight of engineered nanomaterials across different
technologies, applications or contexts.

This study thus draws from a systematic sampling of US-
based nano-scientists and engineers (NSE, n=114), nano-
environmental health and safety scientists (NEHS, n=86), and
regulatory decision makers and scientists (NREG, n=54), to
characterize how well-prepared different experts think
regulatory agencies are for the risk management
of nanomaterials and applications. We tested the following
hypothesis:

(1) Expert views on whether US federal agencies are
sufficiently prepared for managing any risks posed by
nanotechnologies will differ significantly across classes of
experts (NSE vs. NEHS. vs. NREG).

This difference across experts was anticipated and so tested
in reference to four additional hypotheses:

(2) Experts who see nanotechnologies as novel (i.e., as a
new class of materials or objects) will view US federal
regulatory agencies as unprepared for managing risks as
compared to those who see nanotechnologies as not new (i.e.,
as little different from their bulk chemical form)

(3) Experts who deem US federal regulatory agencies as
less trustworthy will also view agencies as less prepared
compared to those with more trust in agencies

(4) Experts who attribute greater collective stakeholder
responsibility (e.g. who view a range of stakeholders as equally
responsible for managing risks) will see agencies as less
prepared compared to those who attribute less responsibility.

(5) Experts who are more socially and economically
conservative will see regulatory agencies as more prepared
compared to those with a more liberal orientation.

To ensure that measured differences in perceptions of
preparedness were not the result of unmeasured differences in
demographics and domain of expertise [33], gender, highest
degree achieved, year awarded, disciplinary field, and
institutional affiliation are included as control variables in this
analysis.

Methods

This research was conducted under the approval of the
Behavioural Research Ethics Board, University of British
Columbia, and the Institutional Review Board, University of
California Santa Barbara. Written informed consent was
obtained from all survey respondents. The data reported here
were collected through a web-based survey (N=404), designed
to assess US & Canadian nanotechnology experts’ perceptions
of risks and regulation. The survey was conducted by the
University of California Santa Barbara Social Science Survey
Center for the UCSB Center for Nanotechnology in Society
between June 2nd and November 8th, 2010. To construct the
sample frame, we compiled names and detailed contact
information for 2,100 experts within three pools of US and
Canadian experts: nano scientists and engineers (NSE), nano
EHS scientists and toxicologists (NEHS), and scientists and
regulators in government agencies (NREG). Subjects were
contacted by email in a three-step process, including initial
contact and two reminders at two-week intervals. Respondents
received an ‘A’ or ‘B’ version of the survey at random, where
the wording of several survey questions were modified to
reverse the meaning of the question. Questions with alternate
wording were reversed-coded during analysis to enable direct
comparison of responses. Where appropriate the sequence of
questions was also varied to minimize order effects.

For the NSE group, experts were selected using a rigorous
sampling design, based on a bibliometric analysis methodology
developed by Porter et al. [34] using nanotechnology
publications identified through ISI Web Of Science. We
excluded papers with the following terms to remove
publications that would fall under our NEHS sampling strategy:
toxic* or genotoxic* or ecotoxic* or (oxidative stress) or safety
or pollution or (environmental health) or (human health) or
(animal health) or (public health) or (occupational health).
Results were limited to articles and review papers by authors in
the US and Canada. 1,200 subjects were selected at random from a pool of over 5,700 first or corresponding authors who published five or more nanotechnology articles that were cited five or more times between 2000 and 2009 (a method utilized by Scheufele et al. (2007)), with at least one article newer than 2006. Database searches were conducted between August and September 2009.

NEHS experts were selected from first or corresponding authors of 1,600 articles entered into the International Council on Nanotechnology (ICON) Environment, Health and Safety Database between early 2007 and spring 2010. Due to the relatively small domain of nano EHS research, we could not apply the same rigorous NSE standard of selecting authors with five or more publications, and instead selected 500 experts at random from list of over 1,600 authors. International contacts were removed from the list, and several authors listed with .gov email suffixes were cross-referenced with the NREG group for duplications, and removed from the NEHS group.

NREG experts were identified from nanotechnology conference attendance lists, referrals, and website searches of employees in nanotechnology groups in US and Canadian Federal Regulatory Agencies (including EPA, OSHA, FDA, CPSC, Health Canada, Environment Canada) and within Federal research institutes (NIOSH, NIH, national labs), as well as US State regulatory agencies (including Massachusetts Department of Environmental Protection, New York Department of Environmental Conservation, California EPA, North Carolina Department of Environmental and Natural Resources, and Washington Department of Ecology). Contact information and agency affiliation were compiled for 400 NREG experts in spring 2010. A full list of agencies is available in Table S1 in the Supporting Information.

A total of 404 responses were analyzed, for an overall response rate of 23% (AAPOR RR-3: 23%). Individual group response rates were: NSE: N=180, RR=16%; NEHS: N=121, RR=33%; NREG: N=103, RR=32%. In total 254 participants specified their residence in the US, while 55 reside in Canada, and 95 did not disclose their country of residence, and so might belong to either country. Only the US responses were included in this analysis, Canadian results will be reported in a future publication. For the data reported in this paper, the US sample sizes were: NSE = 114, NEHS = 86, and NREG = 54. We believe the relatively low response rate of the NSE group is due to a large number of outdated mail and email addresses (our search criteria includes publications since 2000). Contacts may have moved institutions or changed email addresses since the date of publication, and therefore were not measured as ‘bounced’ or ‘out-of-scope’. Separate response rates for the US and Canadian groups were not possible since not all respondents indicated their country of residence in their survey responses.

Statistics were calculated using the SPSS software package [35]. All Principal Component Analyses (PCA) were conducted using orthogonal rotation (Varimax), and scree tests where used to select components [36]. Index scores were calculated using the Anderson-Rubin method unless otherwise specified, producing scores with an overall mean of zero and standard deviation of 1.

Results

Agency Preparedness and Regulator Concern

Our expectation that experts would differ significantly as to how prepared regulators are for controlling the risks of nanotechnologies was tested by presenting each respondent with 14 brief descriptions of nanotechnology scenarios. They were asked to rate each using the following scale: “Please indicate whether you strongly disagree, disagree, agree, or strongly agree that current US government agencies are adequately prepared for controlling risks from nanotechnologies in the following categories”. This four-point Likert scale indexed 1 as ‘strongly disagree’ through 4 as ‘strongly agree’; also provided were the options: “not familiar with relevant agency or its regulations / can’t answer” and “don’t know / not sure”. Figure 1 illustrates the results for each of 14 scenarios, where points on color-coded lines indicate the mean score on agency preparedness for each expert group (NSE, NEHS, and NREG).

Across 10 of 14 scenarios, the mean scores for all three groups lie to the left of the centerline, demonstrating consistent disagreement with the claim that federal agencies are ‘adequately prepared’ to control risks from nanotechnologies. Agreement is demonstrated in one case: ‘computers and electronic devices’, by just one group (NSE). This result indicates a prevailing trend towards disagreement (‘agencies are not prepared for controlling risks’) for a majority of the 14 scenarios presented. The NSE and NEHS groups also visibly vary from scenario to scenario in much closer agreement with one another than with NREG, and differ significantly from one another on only one scenario, again, computers and electronic devices. The NSE and NEHS groups are also proximate to the neutral center for several items (medical devices and treatments, pharmaceuticals, industrial workplaces, chemicals and product additives). More striking, however, are the low mean scores for the NREG group, all of which lie consistently to the left of the NEHS and NSE groups, and largely to the left of the ‘disagree’ point on scale. This suggests that those most fully responsible for managing the risks of nanotechnologies regard government agencies as unprepared, more so than their counterparts outside of government regulatory and research agencies.

To confirm that the differences in opinion observed between expert groups are statistically significant, we conducted a between-subjects analysis of variance (ANOVA), wherein significant differences in means were found for 12 of 14 scenarios (p<0.05). This finding confirms that NREG and NSE groups are most dissimilar in their opinions on a majority of items. Differences in opinion are also observed between the NREG and NEHS groups with fewer significant differences across scenarios, and smaller difference in the magnitude of their mean responses. Detailed results are provided in Tables S2 and S3.

To determine whether the difference in mean responses across groups is significant when all 14 scenarios are aggregated, we also created a composite measure (hereafter referred to as ‘Preparedness Index’) using Principal Component Analysis (PCA) with orthogonal rotation (Varimax).
One component accounting for 56% of the variance was selected using a scree test [36], and index scores were calculated using the Anderson-Rubin method. The resulting Preparedness Index was found to constitute a consistent and highly reliable scale (Chronbach’s alpha = 0.98). We found a statistically significant difference between expert groups using an ANOVA test with the Preparedness Index (F(2, 251) = 10.216, p = < .001), a finding that is consistent with ANOVA results for individual nanotechnology scenarios reported above. A Tukey HSD post hoc analysis revealed that the Preparedness Index score was significantly higher for NSE (N=114, 0.21 +/- 0.91; p < .001) and NEHS (N=86, 0.02 +/- 0.85; p < .001) groups than for the NREG (N=54, -0.47 +/- 0.99) group. However, there was no statistically significant difference between NSE and NEHS groups (p = .33). Thus preparedness judgments can be said to differ significantly across NSE and NREG, and NEHS and NREG groups only.

**Drivers of Perceived Agency Preparedness**

Several hypotheses (2 through 5 above) were posed for why experts might differ on their views of agency preparedness. Among those most important to policy discussions is whether or not nanomaterials really are seen as different from their bulk form and so necessitate additional capacity and expertise at the level of regulation. Seeing nanotechnologies as ‘new’ or ‘novel’ for the purpose of testing here (hypothesis 2) was operationalized using an index developed for this purpose, measuring seven dimensions of novelty (listed in Table 1 below). The first component labeled “New and Uncertain Risks” (Cronbach’s α = 0.65) is highly correlated with the variables ‘Properties Cannot be Anticipated’, ‘New Risks’, ‘Risks are Not Well Known’, ‘Risks Cannot be Determined’, and ‘More Uncertainty than Bulk Materials’. The second component is associated with ‘New Benefits’ and ‘Novel Properties’, and is labeled accordingly as “Novel Benefits and Properties” (Cronbach’s α = 0.74). The questions designed to elicit these judgments were developed using face-to-face interviews with US and Canadian nanotechnology experts [31], and are
Table 1. Factor loadings from a principal components analysis over seven ‘novelty’ rating scales, averaged across individuals (varimax rotated solution).

| Rating Scale                | Factor 1: New and Uncertain Risks (31.9% of var.) | Factor 2: Novel Benefits and Properties (20.8% of var.) |
|-----------------------------|--------------------------------------------------|------------------------------------------------------|
| New Benefits\(^1\)         | .10                                              | .87                                                  |
| Novel Properties\(^2\)     | .08                                              | .87                                                  |
| Properties Cannot be Anticipated\(^3\) | .54                                              | .17                                                  |
| New Risks\(^4\)            | .56                                              | .24                                                  |
| Risks are Not Well Known\(^5\) | .76                                              | -.16                                                 |
| Risks Cannot be Determined\(^6\) | .73                                              | -.02                                                 |
| More Uncertainty than Bulk Materials\(^7\) | .56                                              | .16                                                  |

Loadings exceeding 0.3 are in boldface. Items marked with an asterisk are reverse coded to facilitate comparison. For each survey item, the following Likert scale was used: 1 – Strongly Disagree, 2 – Disagree, 3 – Agree, 4 – Strongly Agree.

Corresponding Survey Questions:
1. Nano-scale materials promise benefits for society that are not possible with bulk (non nano-scale) materials
2. Nano-scale materials possess novel properties that are not expressed in their corresponding bulk forms
3. The novel properties of nano-scale materials cannot be anticipated by knowing the properties of the same material in its bulk form
4. Nano-scale materials pose risks for society that are not present with bulk (non nano-scale) materials
5. The health and environmental risks from nano-scale materials are not well known to scientists
6. The existing methods for assessing health and environmental risks from bulk materials are not suitable for determining risks from nano-scale materials
7. There is more uncertainty about the risks from nano-scale materials than the risks from bulk forms

Summarized in the table, the two orthogonal components were isolated using a PCA with Varimax rotation followed by a scree test, and orthogonal factor scores were calculated using the Anderson-Rubin method. Factor loadings from the PCA are shown in Table 1. The component “New and Uncertain Risks” is moderately correlated with Agency Preparedness (Pearson’s \(r = -.479\)), indicating its potential as a predictor of preparedness perceptions, while “Novel Benefits and Novel Properties” is only slightly correlated (\(r = -.01\)). Both factors are included in the regression analysis below to examine their influence on perceptions of ‘Agency Preparedness’.

Next, we tested trust (hypothesis 3) as explaining different views of agency preparedness. Trust has been found to be highly predictive of expert and lay views of the risk and regulation of new technologies in general. We developed a comprehensive index based on responses to the question: “Please indicate how trustworthy you feel the following government agencies are for effectively managing nano-specific environmental health and safety risks from: very untrustworthy, somewhat untrustworthy, somewhat trustworthy, very trustworthy”. Federal regulatory agencies presented included those expected to play a central role in nanotechnology regulation[37], including: US Environmental Protection Agency (EPA), Food and Drug Administration (FDA), Occupational Safety and Health Administration (OSHA), Consumer Product Safety Commission (CPSC). By evaluating trustworthiness of several regulatory agencies in the aggregate this variable provides a robust measure of trust in regulatory agencies in general. As before, the index was created with all four items using a PCA with orthogonal (varimax) rotation, then calculated using the Anderson-Rubin method. Only one component is needed to explain the correlations between all four items, accounting for 69% of the variance (Cronbach’s \(\alpha = 0.86\)). The trust index is moderately correlated with preparedness perceptions (Pearson’s \(r = .263\)), and so was also included in the regression.

The degree of responsibility expected from, or attributed to, various stakeholders constituted our fourth predictor of views of preparedness (hypothesis 4). To test this hypothesis we developed an index based on responses to the question: “For the following list of groups or stakeholders, please indicate whether they should: Bear none of the responsibility, some of the responsibility, most of the responsibility, or all of the responsibility, for managing risks that emerge from nanotechnologies.” Stakeholder groups included:

- Academic basic sciences and R&D laboratories (ie. Physics, chemistry, engineering)
- Academic environmental and health sciences laboratories (ie. toxicology, epidemiology)
- Private research and development laboratories
- Smaller companies developing nanotechnology products
- Larger companies developing nanotechnology products
- Government agencies (eg. EPA, FDA)
- Environmental groups and non-governmental organizations (NGOs)
- Consumers, through their product purchasing decisions

The ‘responsibility’ index provides a measure of whether responsibility is attributed to a single or narrow set of stakeholders (resulting in a lower responsibility score), versus many or all stakeholder groups (higher responsibility score). This ‘responsibility’ index was created as above with all eight items using a PCA with varimax rotation and the Anderson-Rubin method. Only one component is needed to explain the correlations between all eight items, accounting for 42% of the variance (Cronbach’s \(\alpha = 0.79\)). The responsibility index is correlated with preparedness perceptions (\(r = -.182\)), and hence was included in the regression analysis to test as a predictor variable.

Finally, we tested the influence of experts’ ‘socio-political values’, measured as social and economic conservatism, on their views of agency preparedness (hypothesis 5). Socio-political values were measured using the following two questions: “The terms ‘liberal’ and ‘conservative’ may mean different things to different people, depending on the kind of issue one is considering. In terms of economic issues, would you say you are: 1- Very Liberal, 2 – Somewhat Liberal, 3 –
Table 2. Descriptive statistics for control and independent variables.

| Variable            | Category | NEHS (N=114) | NSE (N=86) | NREG (N=54) |
|---------------------|----------|--------------|------------|-------------|
| **Demographic Variables** |          |              |            |             |
| Graduation Year      | (mean (SD)) | 1990 (11.7)  | 1994 (10.8)| 1992 (8.9)  |
| Gender (% male)      | 89.30%   | 60.00%       | 68.50%     |
| Education            | PhD      | 99.10%       | 98.80%     | 50.90%      |
|                      | Masters  | 0.90%        | 0.00%      | 30.90%      |
|                      | Bachelors| 0.00%        | 1.20%      | 18.20%      |
| **Domain of Expertise Variables** |          |              |            |             |
| Discipline           | Physical Sciences | 92.10% | 30.20% | 16.40% |
|                      | Other    | 7.90%        | 69.80%     | 83.60%      |
| Affiliation          | Academic | 82.30%       | 90.60%     | 0.00%       |
|                      | Government | 7.10%     | 0.00%     | 96.40%      |
|                      | Other    | 10.60%       | 9.40%      | 3.60%       |
| **Index Variables** |          |              |            |             |
| Trust (mean (SD))    | -0.08 (0.95) | -0.06 (0.92) | -0.08 (1.16) |
| Responsibility (mean (SD)) | -0.1 (0.93) | -0.02 (0.95) | 0.25 (1.33) |
| Conservatism (mean (SD)) | 1.42 (0.39) | 1.47 (0.37) | 1.52 (0.43) |
| Novelty-Risks (mean (SD)) | 0.33 (0.91) | -0.19 (0.95) | -0.4 (1.0) |
| Novelty-Benefits (mean (SD)) | 0.08 (0.97) | -0.09 (0.97) | -0.01 (1.1) |

All values for Demographics and Domain of Expertise variables indicate the distribution of respondents by expert group (out of a total of 100%), while figures for ‘Graduation Year’ specify means and standard deviations. Values for independent variables trust, responsibility, conservatism, and novelty indicate mean index scores and standard deviations. Values for independent variables trust, responsibility, conservatism, and novelty indicate mean index scores and standard deviations. 

doi: 10.1371/journal.pone.0080250.t002

Somewhat Conservative, 4 - Very Conservative, 5 - Don’t Know/Not sure”. The question was then repeated, using social issues. A ‘Social/Economic Conservatism’ index was created based on the standardized z-score of the combined mean responses for these two questions (Cronbach’s α = 0.64). The index indicates potential as a predictive variable (Pearson’s r = .127), and so was included in the regression analysis.

Table 2 provides a summary of descriptive statistics for all four driver variables (novelty, trust, responsibility, and socio-political values) and controls (demographics, domain of expertise) across all three expert groups.

To test the influence of the above four constructed independent variables on perceptions of regulatory agency preparedness for managing risks, a hierarchical ordinary least squares (OLS) multivariate regression was conducted. Using our composite ‘Preparedness Index’ as the dependent variable, independent variables were entered in six steps to investigate their relative power in predicting agency preparedness. Step 1 introduces ‘expert group’ along with demographic variables gender, education, and year of highest degree (as a proxy for age) as control variables. Step 2 introduces ‘domain of expertise’ control variables, including disciplinary field, and Institutional Affiliation. Steps 3 through 6 introduce the socio-political values, trust, responsibility, and novelty variables respectively. Table 3 presents the results of the hierarchical regression.

The resulting final model explained 32% of the variance (adjusted $R^2$) and revealed significant contributions (at the $p < .05$ level) from four variables: “Novelty: New and Uncertain Risks” ($\beta = -0.40; p < .001, \Delta R^2 = 14\%$), “Trust” ($\beta = 0.21; p < .05$),...
regulatory agencies to manage risks may reflect, among others, the fact that trust is limited to 'within-group' variation and does not drive differences across groups for this variable (see Table 2). Thus hypothesis 2, that perceptions of novelty significantly affect preparedness perceptions, is supported for the novelty of nanomaterial risks, but not for novelty of properties and benefits.

Trust in regulatory agencies was also a strong driver of preparedness perceptions, supporting hypothesis 3, and reinforcing findings in the risk literature that demonstrate a significant inverse relationship between trust and perceived risk [25]. However, no significant difference in means was observed across groups for this variable (see Table 2). This suggests that trust is limited to 'within-group' variation and does not drive observed differences in preparedness perceptions between groups. 'Trust in regulatory agencies' can be understood as reflecting several possible trust judgments, so it is important to assess what aspect of trust is being invoked. Trust in regulatory agencies to manage risks may reflect, among others, 1) trust in regulatory agencies' intent to manage risks, 2) trust that regulatory authority and regulatory mechanisms are adequate for the task, or 3) trust that regulators have adequate evidence and a sound scientific basis to take action. A strong inverse correlation between trust and novelty of risks would provide evidence for cases 2 and 3, where the novelty of nanotechnology risks challenge the adequacy of evidence, or appropriateness of existing regulatory mechanisms and authority. We found a small but significant negative correlation between the aggregate metrics of trust and novelty of risk (Pearson's r = -.128, p < .05, 2-tailed), suggesting that our trust metric is based in part on judgments of regulatory adequacy for managing nanomaterial risks.

Discussion

Consistent differences exist between expert groups in their views on agency preparedness to manage nanotechnology risks, yet all three groups perceive regulatory agencies as unprepared. What is most striking however is that NREG experts see regulatory agencies as considerably less prepared than do their NSE or NEHS counterparts. Taking a closer look, the drivers of experts' concerns over regulatory preparedness tell a more nuanced story. After accounting for other differences, the 'expert group' classification per se does not drive the observed differences in preparedness perceptions. Rather a substantial portion of this difference results from differing assessments of the perceived novelty of risks across expert groups. Of the remaining variables, trust in regulators is a small but significant driver, and our findings suggest a link between concerns over the novelty of nanomaterials and the adequacy of regulatory design. Experts' views on stakeholder responsibility are particularly surprising since greater reliance on a collective responsibility model would need the burden to move away exclusively from regulatory bodies to other groups, and result presumptively in a reduced sense of preparedness.

Experts' reliance in part upon socio-political values indicates that personal values also play a minor role in preparedness judgments. This might indicate some difficulty with the evaluation task, where a greater reliance upon personal values can be expected for experts who make judgments that span beyond their specific area of expertise [10,20-22]. For instance, experts outside of regulatory agencies may have less direct knowledge and experience with the challenges of regulation and hence may rely in part upon personal values and experiences when making an assessment (and vice versa) thus accounting for some of the observed variance in preparedness judgments.

While these four factors (novelty of risks, socio-economic views, trust, and attributed responsibility) provide insight into
the drivers of preparedness perceptions, together they account for approximately one-third of the observed variance. The differences in mean preparedness judgments between NREG, NSE, and NEHS groups (in Figure 1) can likely be explained by a combination of the above factors, optimism bias owing to an experts’ proximity to the development of new technologies, and other unmeasured factors including an experts’ depth of understanding of the limitations of risk assessment methodologies and regulatory challenges in general. For example, experts in regulatory agencies may be more keenly aware of historical successes and failures in managing risks under uncertainty, as well as the new challenges inherent in regulating emerging (and highly uncertain) nanotechnologies, than other expert groups. Recent interviews conducted with experts in US Federal regulatory agencies [38] indeed point to limited scientific knowledge and uncertainty surrounding matters of regulation, NREG participants may be better suited to judge regulatory agency preparedness. Conversely, their close proximity to the development of new technologies, and ‘miss the forest for the trees’. These findings point to a need for decision makers to solicit opinions from a wide range of experts along the nanomaterial life cycle, from upstream research to downstream management, in matters of risk regulation.

Supporting Information

Table S1. Agencies involved in NREG sample selection. (DOCX)

Table S2. One-Way Analysis of Variance (ANOVA) measuring the significance of differences in ‘agency preparedness’ ratings by expert group for 14 nanotechnology scenarios (scale: ‘1’ – strongly disagree’, ‘2 – disagree’, ‘3 – agree’, ‘4 – strongly agree’). ANOVA results are presented where the assumption of homogeneity of variances of groups was maintained. Welch test results are presented in place of ANOVA results for variables with non-homogeneous variances. (DOCX)

Table S3. Games-Howell post hoc analysis indicating significant differences in means between NSE-NEHS, NSE-NREG, and NEHS-NREG group pairings. (DOCX)

Acknowledgements

We would like to thank Paolo Gardinali, Joe Conti, Mary Collins, Shannon Hanna, Indy Hurt, and Tyronne Marin at CNS-UCSB and CEIN-UCSB for their assistance during this research. Thank you as well to Kristen M. Kulinowski and David R. Johnson at the International Council on Nanotechnology (ICON) at Rice University, and to Environment Canada, Health Canada, US EPA, and the state environmental agencies who provided assistance in the development of the survey sample.

Author Contributions

Conceived and designed the experiments: CEHB TS MK. Performed the experiments: CEHB. Analyzed the data: CEHB. Contributed reagents/materials/analysis tools: CEHB TS MK BHH. Wrote the manuscript: CEHB TS MK.

References

1. Renn O, Roco MC (2006) Nanotechnology and the need for risk governance. J Nanopart Res 8: 153–191. doi:10.1007/s11051-006-9092-7.
2. Colvin VL (2003) The potential environmental impact of engineered nanomaterials. Nat Biotechnol 21: 1166–1170. doi:10.1038/nbt875. PubMed: 14520401.
3. Scheufele DA, Corley EA, Dunwoody S, Shih TJ, Hillback E et al. (2007) Scientists worry about some risks more than the public. Nat Nanotechnol 2: 732–734. doi:10.1038/nnano.2007.392. PubMed: 18654416.
4. Swierstra T, Rip A (2007) Nano-ethics as NEST-ethics: Patterns of Moral Argumentation About New and Emerging Science and Technology. Nanoethics 1: 3–20. doi:10.1007/s11569-007-0005-8.
5. Meyer M (2006) Are patenting scientists the better scholars?: An exploratory comparison of inventor-authors with their non-inventing peers in nano-science and technology. Res Policy 35: 1646–1662. doi: 10.1016/j.respol.2006.09.013.
6. Conti JA, Kilkpack K, Gerritzen G, Huang L, Mirocheva M et al. (2008) Health and Safety Practices in the Nanomaterials Workplace: Results from an International Survey. Environ Sci Technol 42: 3155–3162. doi:10.1021/es702158q. PubMed: 18520288.
7. Engeman CD, Baumgartner L, Carr BM, Fish AM, Meyerhofer JD et al. (2012) Governance implications of nanomaterials companies’ inconsistent risk perceptions and safety practices. J Nanopart Res 14: 749. doi:10.1007/s11051-012-0749-0.
8. Neil N, Malmfors T, Slovic P (1994) Intuitive toxicology: expert and lay judgments of chemical risks. Toxicol Pathol 22(3): 198-201. PubMed: 7973368.
9. Kraus N, Malmfors T, Slovic P (1992) Intuitive Toxicology I: Expert and Lay Judgments of Chemical Risks. Risk Anal 12: 215–232. doi: 10.1111/j.1539-6924.1992.tb00669.x.
10. Slovic P, Malmfors T, Krewski D, Mertz C, Neil N (1995) Intuitive Toxicology II. Expert and Lay Judgments of Chemical Risks in Canada. Risk Anal 15: 661–675. doi:10.1111/j.1539-6924.1995.tb01338.x.
11. Mertz CK, Slovic P, Purchase IF (1998) Judgments of Chemical Risks: Comparisons Among Senior Managers, Toxicologists, and the Public. Risk Anal 18: 391–404. doi:10.1111/j.1539-6924.1998.tb00353.x. PubMed: 9775449.
12. Risby J, Kandlikar M (2002) Expert assessment of uncertainties in detection and attribution of climate change. Bulletin of The American Meteorological Society 83: 1317–1326.
13. Risby JS, Kandlikar M, Karoly DJ (2001) A protocol to articulate and quantify uncertainties in climate change detection and attribution. Clim Res 16: 61–78.
14. Morgan G, Keith DW (1995) Subjective judgments by climate experts. Environ Sci Technol 29: 468–476. doi:10.1021/es00010a075. PubMed: 22667250.
15. Savadori L, Savio S, Nicotta E, Rumiati R, Finucane M et al. (2004) Expert and public perception of risk from biotechnology. Risk Anal 24: 1289–1299. doi:10.1111/j.0272-4332.2004.00526.x. PubMed: 15563265.
16. Gaskell G, Allum N, Wagner W, Kronberger N (2004) GM Foods and the Misperception of Risk Perception. Risk Anal 24: 185–194. doi: 10.1111/j.0272-4332.2004.00421.x. PubMed: 15028010.

17. McDaniels T, Axelrod LJ, Slovic P (2006) Characterizing perception of ecological risk. Risk Anal 15: 575–588. PubMed: 15028010.

18. Lazo JK, Kinnell JC, Fisher A (2000) Expert and layperson perceptions of ecosystem risk. Risk Anal 20: 179–193. doi: 10.1111/0272-4332.200219. PubMed: 10899779.

19. Slovic P, Malmfors T, Mertz CK, Neil N (1997) Evaluating chemical risks: results of a survey of the British Toxicology Society. Hum Exp Toxicol 16: 289-304. doi:10.1177/096032719701600601. PubMed: 9219024.

20. Krinitzsky EL (1993) Earthquake probability in engineering—Part 1: The use and misuse of expert opinion. The Third Richard H. Jahns Distinguished Lecture in engineering geology Engineering Geology 33: 257–268

21. Burgman M, Carr A, Godden L, Gregory R, McBride M et al. (2011) Redefining expertise and improving ecological judgment. Conserv Lett 4: 81–87. doi:10.1111/j.1755-263X.2011.00165.x.

22. Corley EA, Scheufele DA, Hu Q (2009) Of risks and regulations: how leading US nanoscientists form policy stances about nanotechnology. J Nanopart Res 11: 1573–1585. doi:10.1007/s11051-009-9671-5. PubMed: 21170136.

23. Ho SS, Scheufele DA, Corley EA (2011) Value Predispositions, Mass Media, and Attitudes Toward Nanotechnology: The Interplay of Public and Experts. Sci Commun 33: 167–200. doi: 10.1177/1075547010390386.

24. Siegrist M, Keller C, Kastenholz H, Frey S, Wiek A (2007) Laypeople’s and Experts’ Perception of Nanotechnology Hazards. Risk Anal 27: 59–69. doi:10.1111/j.1539-6924.2006.00859.x. PubMed: 17362400.

25. Stovall P (1996) Trust, emotion, sex, politics, and science: Surveying the risk-assessment battlefield. Risk Anal 19: 689–701. doi:10.1111/j.1539-6924.1999.tb00439.x. PubMed: 10765431.

26. Rickard LN, Scherer CW, Newman SB (2011) Exploring attribution of responsibility for visitor safety in a U.S. national park. Health Risk Soc 13: 527–545. doi:10.1080/13698575.2011.613983.

27. Iyengar S (1989) How citizens think about national issues: A matter of responsibility. Am J Pol Sci 33(4): 878–900. doi:10.2307/2111113.

28. Weiner B (1993) On sin versus sickness: A theory of perceived responsibility and social motivation. Am Psychol 48: 967–965. doi: 10.1037/0003-066X.48.9.957. PubMed: 8214914.

29. Weiner B (2005) Social motivation, justice, and the moral emotions: An attributional approach. New Jersey: Lawrence Erlbaum Associates, New Jersey.

30. Bresley J, Kramer V, Priest S (2008) Expert opinion on nanotechnology: risks, benefits, and regulation. J Nanopart Res 10: 549–558. doi: 10.1007/s11051-007-9323-6.

31. Harthorn BH, Bryant K (2007) Understanding Nanoscale Scientists’ Attenuation Under Uncertainty. Paper presented in “Nanotechnologies: Emerging Risks and Societal Responses” panel at the Society for Risk Analysis-Europe. The Hague, Netherlands, June 17-19.

32. Powell MC (2007) New risk or old risk, high risk or no risk? How scientists’ standpoints shape their nanotechnology risk frames. Health Risk Soc 9: 173–190. doi:10.1080/13698570701306872.

33. Rowe G, Wright G (2001) Differences in Expert and Lay Judgments of Risk: Myth or Reality? Risk Anal 21: 341–356. doi: 10.1111/0272-4332.212116. PubMed: 11414542.

34. Porter AL, Youlje, I, Shiapira P, Schoeneck DJ (2008) Refining search terms for nanotechnology. J Nanopart Res 10: 715–728. doi:10.1007/s11051-007-9266-y.

35. Inc SPSS. (2009). PASW Statistics for Windows, Version 18.0. Chicago: SPSS Inc.

36. Field A (2009) Discovering Statistics Using SPSS. 3rd ed.. Thousand Oaks: SAGE Publications. 816 pp

37. Beaudrie CEH, Kandlikar M, Satterfield T (2013) From Cradle-to-Grave at the Nanoscale: Gaps in U.S. Regulatory Oversight along the Nanomaterials Life Cycle. Environ Sci Technol 47: 5524–5534. doi: 10.1021/es303591x. PubMed: 23668487.

38. Conti J, Becker S (November 7-102011) Regulatory Risk Judgment: How the EPA Confronts Scientific Uncertainty and the Challenges of Nanotechnology. Paper Presented at the Society for the Study of Nanotechnologies and Emerging Technologies (SNET). Tempe Arizona Tempe, Az, November 7-10