Microwave cavity detected spin blockade in a few electron double quantum dot
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We investigate spin states of few electrons in a double quantum dot by coupling them weakly to a magnetic field resilient NbTiN microwave resonator. We observe a reduced resonator transmission if resonator photons and spin singlet states interact. This response vanishes in a magnetic field once the quantum dot ground state changes from a spin singlet into a spin triplet state. Based on this observation, we map the two-electron singlet-triplet crossover by resonant spectroscopy. By measuring the resonator only, we observe Pauli spin blockade known from transport experiments at finite source-drain bias and detect an unconventional spin blockade triggered by the absorption of resonator photons.

Single electrons confined in quantum dots reveal quantum effects at a fundamental level [1]. The electron wave function can be engineered to investigate phenomena due to the Pauli exclusion principle, such as exchange interaction [2] or spin blockade [3, 4]. To deduce information about such phenomena, one can couple the system to electron reservoirs and measure the resulting current [5] or utilize a charge sensor to infer information about the charge state of the system [6]. An alternative approach is to probe the photon transmission through a microwave cavity coupling weakly to the electronic states in the quantum dots [7, 8]. This approach has been used to study charge related phenomena [9, 13] and valley physics [14] in quantum dots.

Here, we use such a setup with a magnetic-field-resilient resonator to study singlet-triplet spin physics in a double quantum dot (DQD). In our experiment the resonator photons interact only with the singlet states and are therefore sensitive to the singlet ground state occupation. In the first experiment, we tune the DQD into the two-electron regime where spin-singlet and -triplet states are relevant. The singlet-states form a charge qubit [15] based on the (1, 1) and (0, 2) charge configurations. By applying an external magnetic field we enhance the resonator transmission at the bare resonator frequency indicating the transition from the singlet to the triplet ground state in the DQD. In previous experiments [16, 17], this transition was observed in the dispersive regime only. Here, we tune the qubit energy above or below the resonator energy and perform both resonant and dispersive spectroscopy. In contrast to Ref. 18, we map the two-electron singlet-triplet crossover at finite magnetic field with resonant spectroscopy without the need of pulsed gate operations.

In a second experiment, we apply a finite source-drain bias and detect the spin blockade previously observed in transport experiments [3, 4] by measuring the resonator only. We also detect an unconventional spin blockade that involves the absorption of resonator photons. We use a rate equation model to estimate from the finite bias data information about the spin-flip rate and the tunneling rates to the reservoirs. Knowledge of these rates contributes to fine-tuning of qubits in future quantum information processing architectures without the need of transport measurements.

The experiments are performed with a device whose central part is shown in Fig. 1(a). We define a DQD by depleting the two dimensional electron gas (2DEG) in a GaAs/AlGaAs heterostructure locally with Au gate electrodes. A source-drain bias $V_{sd}$ can be applied to the DQD. The voltages $V_s$ and $V_R$ control the charge occupation of the DQD. The DQD charge state is determined by a quantum point contact (QPC). One of the gate electrodes (orange in Fig. 1(a)) is electrically connected to one end of a λ/2 coplanar-waveguide resonator [9] with a resonance frequency $\nu_r = 8.33$ GHz and a linewidth $\kappa / 2\pi = 101$ MHz. The resonator is fabricated from a 15 nm thin film of NbTiN, which makes it resilient to parallel external magnetic fields of up to $B = 2T$ [19].

![FIG. 1.](https://example.com/fig1.png)

(a) False-color scanning electron micrograph of the DQD region of the sample. The gate fingers marked in color are used to form a DQD (circles). One of the gate lines (orange) extends to the microwave resonator. Ohmic contacts to the 2DEG are indicated with squares. A voltage $V_{sd}$ can be applied over the DQD. (b) Normalized resonator transmission $(A / A_{\text{max}})^2$ on resonance as a function of $V_s$ and $V_R$ at $B = 0$ and $V_{sd} = 0$. The inter-dot tunnel coupling is $t / h = 3.4$ GHz ($2t < h\nu_r$) for the main figure and $t / h = 4.5$ GHz ($2t > h\nu_r$) for the inset. Changing voltages along the dashed green line or the dashed red line independently tunes $\varepsilon$ or $\delta$, respectively. The two triple points are each marked with a black dot. (c) Bare charge qubit energy $E_q$ (blue) and resonator energy $h\nu_r$ (black) as a function of $\delta$ for $2t < h\nu_r$ (left) and $2t > h\nu_r$ (right).
We tune the DQD into a regime where the relevant charge states are \((0, 1), (0, 2), (1, 1)\) and \((1, 2)\) with \((N_L, N_R)\) denoting \(N_L (N_R)\) electrons in the left (right) quantum dot. The \((0, 2)\) and \((1, 1)\) charge states with singlet spin configuration form a charge qubit \([15]\) as they hybridize due to a tunnel coupling \(t\) between the quantum dots. The qubit energy \(E_q = \sqrt{\delta^2 + (2t)^2}\) can be tuned electrostatically: the voltages \(V_L\) and \(V_R\) control the bare energy detuning \(\delta \equiv E(0, 2) - E(1, 1)\) of the \((0, 2)\) and \((1, 1)\) charge states, and the voltage \(V_T\) in Fig. 1(a) determines the tunnel coupling. For \(2t < \hbar \nu_r\), the qubit and resonator energies intersect at the resonant detuning values \(\delta_\pm = \pm \sqrt{(\hbar \nu_r)^2 - (2t)^2}\) (see left panel in Fig. 1(c)). By probing the resonator transmission at the bare resonance frequency \(\nu_r\) as a function of \(V_L\) and \(V_R\) at \(B = 0\), we observe two lines with reduced transmission at \(\delta_\pm\) in the main panel in Fig. 1(b). They are due to electric dipole interaction of the resonator electric field with the charge qubit in the DQD, causing a shift of the resonator resonance frequency \([7]\). We estimate a coupling strength of \(g_c/2\pi \simeq 28\, \text{MHz}\) and a qubit decoherence rate of \(\gamma_2/2\pi \simeq 357\, \text{MHz} \) \([20]\) by using an input-output theory model \([8]\). Since \(g_c \ll \gamma_2, \kappa\), the resonator acts as a weakly coupled probe that does not influence the DQD states coherently \([21]\). For \(2t > \hbar \nu_r\), the resonator interacts dispersive with the qubit (see right panel in Fig. 1(c)), evident as a single line with reduced transmission at \(\delta = 0\) in the inset of Fig. 1(b). In the following we refer to the reduced transmission as the “resonator response”.

From Fig. 1(b) we identify the two triple points at \(\varepsilon = \delta = 0\), where \(E(0, 2) = E(1, 1) = E(0, 1)\), and \(\varepsilon = -\varepsilon_{TP}\), \(\delta = 0\), where \(E(0, 2) = E(1, 1) = E(1, 2)\). The system is parametrized with \(\varepsilon \equiv 0.5(E(1, 1) + E(0, 2)) - E(0, 1)\). \(\varepsilon_{TP} \simeq 510\, \text{meV} (123\, \text{GHz})\) quantifies a combination of inter-dot capacitive and tunnel coupling. For \(-\varepsilon_{TP} < \varepsilon < 0\) the charge qubit states are isolated from the reservoirs and a resonator response is visible in Fig. 1(b).

In our first experiment we probe the resonator transmission at \(\nu_p \simeq \nu_r\) as a function of \(\delta\) and \(B\) for \(\varepsilon \simeq -\varepsilon_{TP}/2\) and \(V_{SD} = 0\). Fig. 2(a) shows the experimental result for \(t/h = 4.2\, \text{GHz}\) (\(2t > \hbar \nu_r\)), where the qubit-resonator interaction is dispersive. Like in the inset of Fig. 1(b) we observe a single dip in the resonator transmission at \(\delta = 0\) for \(B = 0\). The dip vanishes along a slanted line at \(B \simeq 1\, \text{T}\) in Fig. 2(a). For \(2t < \hbar \nu_r\) shown in Fig. 2(b), the two transmission dips at \(B = 0\) (see Fig. 1(b)) vanish at different magnetic fields. The experimental observations in Figs. 2(a-b) are in good agreement with input-output theory calculations, shown in Figs. 2(c-d) \([20]\).

We can qualitatively explain the observation in Figs. 2(a-b) by considering the spin character of the two electron DQD states. For \((0, 2)\) only the spin singlet \((0, 2)S\) is relevant since the \((0, 2)T\) is about \(1\, \text{meV} (240\, \text{GHz})\) higher in energy. For the \((1, 1)\) charge configuration, one singlet state \((1, 1)S\) and three triplet states \((1, 1)T_0, (1, 1)T_+, (1, 1)T_-\) are relevant. The resulting singlet-triplet energy spectrum as a function of \(\delta\) is shown in Fig. 2(g) for \(2t > \hbar \nu_r\), and in Fig. 2(h) for \(2t < \hbar \nu_r\). Note that we neglect singlet-triplet mixing due to spin-orbit coupling or hyperfine interaction \([22]\) because these mechanisms are weak compared to all other energy scales in our system. The resonator weakly probes the ground state of the system at the detuning values \(\delta_\pm\) and \(\delta = 0\) for \(2t < \hbar \nu_r\) and \(2t > \hbar \nu_r\), respectively. For \(B = 0\), the ground state of the system is the qubit ground state \(|g\rangle\). When increasing the magnetic field, \((1, 1)T_+\) is lowered in energy with respect to \(|g\rangle\) by the Zeeman energy \(\varepsilon_Z\) and eventually becomes the ground state at
\( \delta = 0 \) and \( \delta_\pm \). As \((1, 1)T_+\) has equal charge distribution and therefore no electrical dipole moment, the resonator response at \( \delta = 0 \) in Fig. 2(a) and at \( \delta_\pm \) in Fig. 2(b) vanishes. In the following we call this phenomenon “spin blockade of the resonator response” in analogy to the spin blockade phenomenon in electron transport [3].

Figures 2(c-f) show cuts of the data in Figs. 2(a-b) at \( B = 300 \text{mT} \). The transmission as a function of \( \delta \) has a Lorentzian lineshape with either a single dip of amplitude \( A_0^2 \) at \( \delta = 0 \) for \( 2t > h\nu_t \) in Fig. 2(e) or two dips of amplitudes \( A_0^2 \) and \( A_\pm^2 \) at \( \delta_\pm \) for \( 2t < h\nu_t \) in Fig. 2(f). To quantitatively analyze the observations in Figs. 2(a-b), we extract the magnetic field dependence of the amplitudes \( A_0^2 \) and \( A_\pm^2 \). The result is shown for \( 2t < h\nu_t \) in the top (bottom) panel of Fig. 3(a). Since the resonator acts as a weak probe for singlet state transitions at \( \delta = 0 \) or \( \delta = \delta_\pm \), we find with Fermi’s Golden rule that its transmission is proportional to the ground state occupation probability \( p_g \) [20]. For thermal occupation of the DQD states \( p_g \) is given by

\[
p_g(B_\delta) = 1/\left(1 + e^{\frac{\mu g T B_\delta}{k_B T}} + e^{\frac{\mu g (B-B_\delta)}{k_B T}} + e^{\frac{\mu g (B+B_\delta)}{k_B T}}\right),
\]

where \( B_\delta \) is the \( |g\rangle - (1, 1)T_+ \) intersection field at detuning \( \delta \), i.e. for \( B > B_\delta \), \((1, 1)T_+\) is lower in energy than \( |g\rangle \) at detuning \( \delta \) (c.f. Fig. 2(g)-(h)). From a fit of the function \( C \cdot p_g \) to the magnetic field dependent amplitudes in Fig. 3(a) we extract the \( |g\rangle - (1, 1)T_+ \) intersection fields \( B_\pm \) at \( \delta_+ \) and \( B_- \) at \( \delta_- \) for resonant interaction (top panel) and \( B_0 \) at \( \delta = 0 \) for dispersive qubit-resonator interaction (bottom panel). The proportionality constant \( C \) as well as the intersection fields \( B_\pm \) and \( B_0 \) are free parameters. Fixed parameters are the electron temperature \( T_e \simeq 60 \text{mK} \) (1.3 GHz) and the tunnel coupling \( t \) obtained from the input-output theory fit at \( B = 0 \) discussed above in the context of Fig. 1(b).

Next, we perform our second experiment by applying a finite source-drain bias across the DQD. We configure \( t/h = 3.7 \text{GHz} \) \( (2t < h\nu_t) \) which gives \( \delta_\pm/h = \pm 3.8 \text{GHz} \) and measure the resonant transmission shown in Figs. 4(a-b) as a function of \( \varepsilon \) and \( \delta \) for source-drain biases \( V_{sd} = \pm 300 \mu\text{V} \) at \( B = 800 \text{mT} \). In this configuration, \( \varepsilon_{TP} \) and \( \varepsilon_{SD} \) are the dominant energies as \( \varepsilon_{TP} = 123 \text{GHz} > \varepsilon_{SD} = 72.5 \text{GHz} \gg h\nu_t = 8.3 \text{GHz} > 2t = 7.4 \text{GHz} > \varepsilon_0 = 4.5 \text{GHz} > k_B T = 1.3 \text{GHz} \). The bias window is relevant in Fig. 4(a-b) where transport through the DQD that involves the \((0, 1)\) (region A) and \((1, 2)\) (region C) charge states occurs. At \( \delta = 0 \), the extent of the bias window in \( \varepsilon \) is \( \varepsilon_{V\text{sd}} \). Note, that dc current through the DQD is below the limit that can be detected with our setup \((\simeq 1 \text{pA})\). A resonator response can be seen in Figs. 4(a-b) at \( \delta = \delta_\pm \) like in the thermal case (c.f. Fig. 1(b)). However, the response is suppressed in certain intervals of \( \varepsilon \). While most properties of the signal are immediately evident from the corresponding energy diagrams, we highlight the regimes which are related to spin blockade in Figs. 4(a-b). The tunneling processes leading to the observations in these regimes are schematically illustrated in Figs. 4(c-e). All other regimes are discussed in the supplement. We omit the hybridization of the \((0, 2)\) and \((1, 1)\) charge states as well as the Zeeman splitting of \((0, 1)\) and \((1, 2)\) for the qualitative discussion below, but consider them in the simulations.

We first discuss region B in Fig. 4(a-b). There, the DQD has a two-electron ground state and the bias is irrelevant. Hence, the zero bias situation discussed above applies: we observe a resonator response at \( \delta_+ \) and spin blockade of the resonator response at \( \delta_- \) (c.f. Fig. 2(b) for \( B \geq 0.5 \text{T} \)). The spin blockade of the resonator response is lifted for positive bias in the region outlined in green in Fig. 4(a) by increasing \( \varepsilon \) such that \((0, 1)\) is within the bias window (region A). At \( \varepsilon \simeq -(\varepsilon_{V\text{sd}}/2) + h\nu_t/2 \) (green star in Fig. 4(a)), the electrochemical potential of \((1, 1)T_+\) is aligned with \( \mu_\text{sd} \) as indicated in Fig. 4(c). Hence, the tunneling sequence \((1, 1)T_+ \rightarrow (0, 1) \rightarrow (0, 2)S \) is possible (see 1.-2. in Fig. 4(c)), which leaves the sys-

![FIG. 3. (a) Magnetic field dependence of \( A_0^2 \) (blue), \( A_+^2 \) (green) and \( A_-^2 \) (red) with theory curve (solid line). The standard error of the fits is indicated. (b) Tunnel coupling dependence of \( |g\rangle - (1, 1)T_+ \) intersection fields \( B_0 \) and \( B_\pm \) compared to theory (solid line). The datapoints extracted from the fits in (a) are marked in color. The error bars in \( t \) account for the error of the \( \delta \) lever arm. The error bars for \( B_0 \) are the standard errors of fits as in (a). For \( B_- \), we show maximum error estimates from repeated measurements.](image)
system in \((0,2)S\) that can make a transition to \((1,1)S\) by photon emission into the resonator or by phonon emission into the substrate (3, in Fig. 4(c)). When increasing \(\varepsilon\), the DQD electrochemical potentials indicated in Fig. 4(c) rise. The above tunneling sequence is possible until \(\varepsilon \simeq |eV_{sd}/2| - h\nu_t/2\), where the electrochemical potential of \((0,2)S\) is on resonance with \(\mu_S\) (upper edge of green region in Fig. 4(a)). For larger \(\varepsilon\), \((0,1) \rightarrow (0,2)S\) is suppressed and the \((0,1)\) state becomes the ground state of the system, which does not interact with the resonator.

For symmetric tunneling rates \(\Gamma_L\) to the left and \(\Gamma_R\) to the right reservoir, both region A and region C would have the same resonator response \[21\], as transport cycles of electrons that involve \((0,1)\) (region A) are symmetric to transport cycles of holes that involve \((1,2)\) (region C). However, we have chosen asymmetric rates \(\Gamma_R \gg \Gamma_L\) for our measurements such that \(\Gamma_L\) is comparable to the spin-flip rate \(\Gamma_s\). This allows us to quantify the ratio \(\Gamma_s/\Gamma_L\) as we will show below. For positive bias, where electrons enter the DQD from the right lead (c.f. Fig. 4(c)), the asymmetry leads to a dominant population of the \((1,2)\) charge state in region C, which does not interact with the resonator.

Next we discuss region C at negative bias, enclosed by an orange rectangle in Fig. 4(b), where we observe the spin blockade usually considered in transport experiments. In this region, transport through the DQD that involves \((1,2)\) is possible. At \(\varepsilon \simeq -\varepsilon_{TP} + |eV_{sd}/2|\) (orange star), the transition \((0,2)S \rightarrow (1,2)\) is resonant with \(\mu_d\), i.e., \(\mu_d = \mu((1,2)_{02S})\). Hence, an electron can enter the DQD from the left lead (1, in Fig. 4(d)). Since \(\mu((1,2)_{11T^+}) \geq \mu_e\), \((1,2)\) can make a transition to \((1,1)T^+_+\) by tunneling out to the right reservoir (2, in Fig. 4(d)). Consequently, the system is spin blocked in \((1,1)T^+_+\), as it can only make a transition to \((0,2)S\) by a spin-flip (3, in Fig. 4(d)). Since \((1,1)T^+_+\) is higher in energy than \((0,2)S\), this corresponds to the transport spin blockade, which we observe as a reduced resonator response. Note that the response is nonzero as the left reservoir tunneling rate \(\Gamma_L\) is comparable to the spin-flip (singlet-triplet relaxation) rate. Therefore, the spin-flip processes \((1,1)T^+_+ \rightarrow (0,2)S\) (3, in Fig. 4(d)) and the tunneling cycle \((0,2)S \rightarrow (1,2) \rightarrow (1,1)T^+_+\) (1-2, in Fig. 4(d)) have similar event frequencies and \((1,1)T^-\) and \((0,2)S\) are occupied with similar probabilities. Note, that for symmetric reservoir barriers, the transport spin blockade would also be visible in region A, where \((0,1)\) is within the bias window \[20\].

In transport experiments, the spin blockade is absent if the sign of the bias is reversed. Here, we observe transport spin blockade also for positive bias at \(\delta_+\) in the region indicated in black in Fig. 4(a). At \(\varepsilon \simeq -\varepsilon_{TP} + |eV_{sd}/2| + h\nu_t/2\) shown in Fig. 4(c), an electron can enter the DQD from the right lead and occupy \((1,2)\) because \(\mu((1,2)_{11S}) = \mu_s\) (2, in Fig. 4(e)). Compared to the transport spin blockade discussed above, this tunneling process is triggered by absorption of a resonator photon which excites the \((0,2)S\) to \((1,1)S\) transition (1, in Fig. 4(e)). In a subsequent step, an electron can tunnel out to the right lead and leave the system in \((1,1)T^-\) (3, in Fig. 4(e)). This realizes an unconventional spin blockade, which is triggered by an excited state transition via resonator photon absorption. The spin blockade can be lifted by a spin-flip to \((0,2)S\) (4, Fig. 4(e)). By decreasing \(\varepsilon\), tunneling into \((1,1)T^-\) is possible until \(\mu((1,2)_{11T^+}) = \mu_e\) (lower boundary of black rectangle in Fig. 4(a)).

We perform a classical rate equation simulation and determine the resonator transmission with input-output theory \[20\]. The simulation results shown in the insets of Figs. 4(a-b) are in good agreement with the experimental observations for a reservoir coupling asymmetry of \(\Gamma_R/\Gamma_L \geq 100\) and a spin-flip to left lead tunneling rate ratio of \(\Gamma_s/\Gamma_L \simeq 1\). The asymmetry was chosen such that a resonator response is absent in the simulations in region C for positive bias. The ratio \(\Gamma_s/\Gamma_L\) is determined by the magnitude of the resonator response in the transport spin blockade situation for negative bias (orange region in Fig. 4(b)) \[20\]. Hence our experiments allow us to quantitatively estimate the tunneling rates as typical spin-flip rates for our experimental parameters are on the order of MHz \[23\].

FIG. 4. (a-b) Normalized resonator transmission at \(\nu_0 \simeq \nu_t\) as a function of \(\delta/\delta_+\) for \(B = 800\, \text{mT}, t/h = 3.7\, \text{GHz}, V_{sd} = 300\, \mu\text{V}\) in (a) and \(V_{sd} = -300\, \mu\text{V}\) in (b). The zero bias triple points are indicated as black dots. The inset shows theory for \(\Gamma_R = 100\, \text{MHz}, \Gamma_L = 1\, \text{MHz}, \Gamma_s = 1.3\, \text{MHz}, t/h = 3.7\, \text{GHz},\) and \(\varepsilon_{TP} = 510\, \mu\text{eV}\). (c)-(e) Energy level diagrams indicating the source \((\mu_d)\), drain \((\mu_d)\) and DQD state electrochemical potentials at \(\varepsilon\) indicated by the corresponding star in (a-b). The electrochemical potentials for the DQD states are indicated with respect to \((0,1)\) for two electron states and with respect to the state \(x\) for the three-electron states \((1,2)_x\). A cross marks transitions that are not possible without a spin-flip.
In conclusion, we have studied spin physics in a few electron DQD using a weakly coupled microwave resonator as a probe in the resonant and dispersive regime. We observed spin blockade of the resonator response and could map out the two-electron singlet-triplet crossover in continuous wave experiments without the need for pulsed gate operations. In finite bias measurements we observed the conventional transport spin blockade as well as an unconventional spin blockade that is triggered by resonator photons. Signatures in the finite bias data gave direct access to relevant qubit parameters that are not easily accessible in transport experiments in the few electron regime: the symmetry of the reservoir tunneling barriers and their ratio to the spin-flip rate. The experiments presented in this work can be implemented in any other material system to investigate spin-dependent material properties like spin-orbit coupling, spin relaxation rates or the g-factor. Future work could also focus on studying the spin physics of more complex quantum states in multi quantum dot systems such as two dimensional arrays of quantum dots [24].
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