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Information is exploding on the web at exponential pace, so online movie review is becoming a substantial information resource for online users. However, users post millions of movie reviews on regular basis, and it is not possible for users to summarize the reviews. Movie review classification and summarization is one of the challenging tasks in natural language processing. Therefore, an automatic approach is demanded to summarize the vast amount of movie reviews, and it will allow the users to speedily distinguish the positive and negative aspects of a movie. This study has proposed an approach for movie review classification and summarization. For movie review classification, bag-of-words feature extraction technique is used to extract unigrams, bigrams, and trigrams as a feature set from given review documents, and represent the review documents as a vector space model. Next, the Naïve Bayes algorithm is employed to classify the movie reviews (represented as a feature vector) into positive and negative reviews. For the task of movie review summarization, Word2vec feature extraction technique is used to extract features from classified movie review sentences, and then semantic clustering technique is used to cluster semantically related review sentences. Different text features are used to calculate the salience score of each review sentence in clusters. Finally, the top-ranked sentences are chosen based on highest salience scores to produce the extractive summary of movie reviews. Experimental results reveal that the proposed machine learning approach is superior than other state-of-the-art approaches.

1. Introduction

With the expansion of Web 2.0 that emphasizes the involvement of users, many websites such as a movie review website, such as Internet Movie Database (IMDB) and Amazon, encourage its users to write reviews for the products they liked or purchased, in order to enhance the shopping experience and satisfaction of customers. Online sellers often ask their customers to provide opinions or reviews over products or services they purchased online. The amount of reviews received by a product increases quickly as millions of customers post reviews about a product, which results in information overload. This information overload makes it a challenging task for a potential customer to scan each review of a product for making a quick decision whether to purchase a product or not. At the same time, it is also hard for service providers or online merchants/product manufacturers to keep track of a huge amount of reviews posted by customers related to the services or products [1]. In order to overcome the challenge of information overload, an automatic review classification and summarization system is needed [2].

In this study, we will focus on the movie review domain. Considering the movies, summarizing thousands of reviews received by a movie can help the viewers (customers) to swiftly scan the summary of it and promptly make a decision...
whether to watch a movie or not. On the other hand, the summary of movie reviews can assist the movie service provider such as Netflix to swiftly understand the watching patterns or the interests of their customers.

This study introduced an automatic approach that classifies and summarizes the movie reviews. Such approach will assist the new user to swiftly understand the positive and negative aspects of a specific movie and hence can quickly take a decision whether to watch a movie or not. The task of review classification/mining and summarization (RCS) comprises of two steps: the first step is review mining which mines the reviews received by a movie by classifying them into positive and negative. The second step is review summarization, which generates a concise summary from the classified reviews.

Now a days, RCS gained significant attention in several areas [3], such as, from the reviews/opinions given by people online about a political announcements or news, the government can observe the effect of current policies (or events) on the common public and take timely and proper actions on the basis of available information. On the other hand, product reviews gather feedback from customers, and summarizing such customer feedback assists the online manufacturer/retailer to know about their products perceived by the customers.

Review mining [4] classifies the review text into negative or positive. There are various approaches that classify review text into negative and positive reviews such as dictionary-based approaches and machine learning (ML) approaches. Various ML-based approaches such as support vector machine (SVM) [5], decision trees [6], and neural networks [7] have been presented for text classification and revealed their abilities in various domains. NB is a state-of-the-art ML algorithm and has been proved to be very effective in traditional text classification. The classification decisions of NB are remarkably good. NB is frequently used as a baseline in text classification and sentiment analysis research, since it combines good accuracy with efficiency [8]. Therefore, this study employs NB for movie review classification. On the other hand, dictionary-based approaches use word lexicons for semantic orientation of a document [9]. However, dictionary-based approaches are incapable to deal with domain-specific orientations.

Review summarization is a procedure in which a summary is generated from a gigantic amount of review sentences [10]. Numerous techniques such as supervised ML based [5, 6] and unsupervised/lexicon based [10, 11] have been applied for review summarization. However, the unsupervised/lexicon-based approaches heavily rely on linguistic resources and are limited to words present in the lexicon. On the other hand, mostly supervised ML approaches showed superior performance than unsupervised based approaches but they are limited to specific domains. Previous research shows that text summarization has been successfully applied in numerous domains [12–16]. The text summarization technique is employed to mine the salient information from source document and produce a short version of the document for different users [17–20].

Several users regularly post bulk reviews on movie review websites such as IMDB, which describe user attitude concerning a specific movie. Thus, automatically mining and summarizing these bulk reviews is desirable. Therefore, this study suggests an approach that automatically classifies and summarizes movie reviews by integrating the supervised ML algorithm with a semantic clustering approach. The proposed approach operates in the following manner: at first, it employs a simple feature extraction technique called bag of words (BoW) to extract a feature set (unigrams, bigrams, and trigrams) from movie reviews and represents them as a vector space model or feature vector. The next phase uses the Naive Bayes machine learning algorithm to classify the movie reviews (represented as a feature vector) into positive and negative sentences. For the task of movie review summarization, Word2vec feature extraction technique is used to extract features from classified movie review sentences, and then semantic clustering technique is used to cluster semantically related review sentences. Different text features are used to calculate the salience score of each review sentence in clusters. Finally, the top-ranked sentences are chosen based on highest salience scores to produce an extractive summary of movie reviews. Our contributions are summarized as follows:

(a) To classify the movie reviews by using the Naïve Bayes machine learning algorithm and unigrams, bigrams, and trigrams as a feature set

(b) To propose sentence embedding based semantic clustering technique for extractive summary generation from classified movie reviews

(c) Evaluation of the proposed method with other benchmark methods in context of ROUGE-1 and ROUGE-2 evaluation metrics

The rest of paper is organized as follows: Section 2 demonstrates the previous work done in the area of opinion mining and summarization. Section 3 outlines the proposed method. Evaluation results and discussion are presented in Section 4. Finally, Section 5 presents the conclusion along with the future work.

2. Related Work

The task of review mining and summarization contains two main steps: review mining and review summarization. First, we discuss the relevant literature to review mining followed by review summarization. Review mining or opinion mining is a procedure in which we extract, analyse, and classify the subjective information and determination of sentiment related to a specific target. Different approaches are suggested by many researchers for the task of review mining [4], such as, considering text of a review document \( A = [a_1, a_2, a_3, \ldots, a_n] \) with a set of classes \( B = \{\text{positive}, \text{negative}\} \), the...
Numerous review mining techniques, such as ML based and sentiment lexicon based, have been proposed for mining reviews in different domains [1, 5, 22, 23]. The authors in [24] presented applications and difficulties in the area of opinion/review mining. ML-based algorithms [24–26] are also utilized for opinion classifications of documents. The ML algorithms are classified into two categories: supervised ML and unsupervised ML techniques. These techniques accomplish the aim of sentiment classification/opinion mining by extracting and selecting an appropriate set of features.

Supervised ML technique such as SVM [5] is applied for sentiment classification of movie review data. The authors in [6] used decision trees to classify high-/low-informative opinion phrases extracted from restaurant reviews. On the other hand, the authors in [27] used unsupervised ML techniques such as unsupervised feature clustering with topic modelling such as latent Dirichlet allocation (LDA) for obtaining labelled features. They trained the initial sentiment classifier with prior information (labelled features) from sentiment lexicon. The sentiment classifier learnt from unlabelled review documents extracted from different domains such as movies, books, and electronics. The labelled features were then used for the model’s predictions on unlabelled instances using generalized expectation (GE) criteria. The authors in [28] introduced the OPINE system, which determined the semantic orientation of words by using relaxation labelling. A Pulse system [29] extracts topics along with sentiment orientation from customer feedback sampled from the car review database. The system trained a sentiment classifier by using a bootstrapping process. The features were determined by tagging sentence clusters based on their key terms.

Next, we discuss sentiment lexicon-based approach for review mining, which we can categorize into two classes: dictionary-based [30] and corpus-based [11] approaches. The authors in [30] proposed a dictionary-based approach integrated with the WordNet graph for polarity classification. The approach determined polarity scores from the thesaurus such as SentiWordNet [9] and combined it with random walk analysis of concepts found in the movie reviews. The dictionary-based approach has a drawback that it is unable to deal with context and domain-specific orientation, since the same term might have different meaning in different domains. The authors in [11] proposed a corpus-based technique by utilizing a movie review corpus that is annotated manually. The approach obtained linguistic features, e.g., nouns, adjectives, adverbs, and verbs, by performing POS tagging over the movie reviews. They also exploited a semantic resource such as SentiWordNet for computing the polarity score of the movie review document in the corpus. Both corpus- and dictionary-based approaches heavily rely on linguistic resources and are limited to words present in the lexicon.

Numerous techniques for review summarization have also been explored. Review summarization is an important step in the task of review mining and summarization [4], which extract salient information from the review document and present them in summary form. The final summary might be a feature-based summary, or it can be a generic summary covering the general information about a product (camera, cellular phone, and movie) in a concise manner [4]. The authors in [1] proposed an approach for a feature-based summary for customer product (camera and cellular phone) reviews. The approach used word attributes, including synset in WordNet, part-of-speech (POS), and occurrence frequency. The final summary was organized according to extracted features. The authors in [5] introduced a latent-semantic analysis (LSA)-based approach to detect product features from movie reviews. In order to generate a review summary, opinion words and product features were used to choose relevant sentences to form a review summary. However, this methodology was limited to Chinese movie reviews and has not been applied to English movie reviews. A multiknowledge approach was proposed in [3] for movie review summarization. The approach utilized WordNet, labelled movie training data and movie casts to produce a keyword list for determining features and opinions. Finally, summary sentences are reorganized according to the extracted features. However, this approach might not be able to find valid feature-opinion pairs as grammatical relations do not check the semantic relationship between opinion words and features. However, the previous approaches proposed for movie summarization are limited to generate a feature-based summary rather than a generic summary. Therefore, a text summarization approach is proposed that incorporates the supervised ML algorithm with a graph-based ranking algorithm to produce a generic summary of movie reviews. Moreover, a text summarization approach based on unsupervised ML [31] has also been proposed to generate a summary from online hotel reviews. However, this approach is limited to hotel reviews. On the other hand, we proposed a supervised ML approach for a different domain such as movie reviews.

Text summarization techniques have been employed in different application domains, such as summaries of news articles, webpages, and patents [32, 33]. The authors in [34] presented a text summarization technique to produce summaries from patents. The approach used several features such as sentence position and cue phrases while determining the sentence importance. The authors in [35] applied the term TF-IDF technique and ontology tree structure techniques for finding keywords and extracting the important content of a patent document. The important sentences were then grouped using a clustering technique to produce a summary. The authors in [36] generated summaries from webpages. The approach performed a query expansion by using WordNet, and then the expanded query is given to the Google search engine to find related documents. The final summary is produced based on sentences containing the relevant keywords. A statistical method was proposed by [37] for news article summarization. The sentences in the news documents are scored based on different features such as length of sentence, first sentence of news article, title of news article, proper nouns, and term frequency. Sentences
with top score are selected to produce a summary. The authors in [38] presented a pattern-based method for news article summarization. The score of each sentence is found by adding the weights of covered patterns. Finally, the sentences are iteratively chosen to form a summary based on the low similarity with the previously selected sentences, and the maximum score among all candidate sentences.

In previous few years, various graph-based approaches [39] have attracted more attention and been effectively applied in area of text summarization. These methods utilize PageRank (PR) algorithm [40] and its other variants to give score/rank to graph nodes, which represent sentences or passages. The authors in [41] proposed a connectivity graph, which assumes that nodes only carry significant information if they are connected to many other nodes. The authors in [42] introduced a Lex-PageRank approach that is based on Eigen vector centrality, which creates a sentence connectivity matrix and utilizes the similar algorithm such as PR to find the significant sentences for a summary. A similar algorithm to PR is also proposed by [43] which finds salient sentences for summary generation. The authors in [23] presented a graph-based approach, which integrates surface features with text content and investigates subtopic features for multiple documents by incorporating these features into the graph-based ranking algorithm. An affinity graph-based multidocument summarization approach [44] exploits the algorithm similar to PR and computes sentence scores on the basis of information richness in the affinity graph. The authors in [45] proposed a multidocument generic summarization approach by employing a document-sensitive graph model and highlighted the effect of global document set information at sentence level. A generic multidocument summarization using the weighted graph model is introduced by [46] by combining sentence-clustering and sentence-ranking methods. The authors in [47] presented a graph-based summarization method for multiple documents for Vietnamese documents for ranking of important sentences in which they employed the traditional PR algorithm. The authors in [48] demonstrated an event graph-based approach for generating an extractive summary of a multidocument. However, it requires the creation of hand-crafted extraction rules of argument, which is a tedious task and may possibly limit its application to a specific domain. All the previous graph-based summarization approaches were applied to a new article domain, and a simple PageRank algorithm is employed. However, we propose a graph-based summarization approach for the movie review domain and employ a ranking algorithm based on a weighted graph. The detail of the proposed approach is presented in the next section.

3. Proposed Methodology

In this section, the research framework of the proposed study is presented as depicted in Figure 1. The framework is divided into four phases: preprocessing, feature extraction, classification of reviews, and summarization of reviews.

3.1. Preprocessing. Data preprocessing in computational linguistics is a significant procedure, particularly in review mining and summarization (RMS). As the proposed work is associated with RMS, therefore the preprocessing of review documents is needed for the efficient use of the documents before performing any experiment or giving the document as an input to the system. The preprocessing phase includes four steps, i.e., sentence segmentation, tokenization, stop word removal, and word stemming.

3.1.1. Sentence Segmentation. It is a necessary step in NLP applications such as IR, machine translation, semantic role labelling, and summarization. Sentence segmentation is the process of detecting a boundary within a text and divides the text into sentences. Generally, an interrogation (?) sign, sign of exclamation (!), and full stop/period (.) are normally used to indicate the sentence boundary [49].

For example, we have a text document: “I like this movie. It is one of the best movies.”

After segmenting text document, we get two sentences.

Input: Review text:
“ I like this movie. It is one of the best movies.”

Output: Segmented text:
Segment1: “ I like this movie.”
Segment2: “ It is one of the best movies.”

3.1.2. Tokenization. In this task, we use a simple program to split the sentences into distinct words by splitting them at whitespaces such as blanks, tabs, and punctuation marks such as period, semicolon, comma, and colon, which are the primary cues for splitting the text into tokens.

3.1.3. Stop Word Removal. Words with frequent occurrence in the document are known as stop words. It consists of conjunctions, prepositions, articles, and frequently occurring words such as “an,” “the,” “a,” and “I”. Stop words are those words that carry a little or no meaning in the text document, so removing them from a document set is a good idea. Removing stop words from review documents helps to improve system performance. A list of stop words proposed by Buckley et al. [50] is used in the proposed framework.

3.1.4. Word Stemming. It is an important task in the preprocessing phase. Word stemming transforms the derived words to its root word or stem for capturing the similar concept. In this study, a commonly used stemming algorithm known as Porter’s stemming [51] is employed to perform word stemming by removing the word suffixes. For instance, the words “playing,” “played,” and “plays” will be transformed to its stem or root word “play” with the help of the stemming algorithm by removing suffixes -ing, -es, and -ers.

Playing, played, and plays \( \Rightarrow \) play.
3.2. Feature Extraction. The aim of this phase is to extract features for review classification by employing a well-known feature extraction technique called bag of words (BoW). It is a simple technique used for feature extraction that represents the review text document as a vector space model. Each vector space dimension represents a feature. In this study, we use unigrams, bigrams, and trigrams as a feature set. The features in the vector space represent all the possible unigrams, bigrams (two-word sequence), and trigrams (three-word sequence) from the review text document, whereas the values of features refer to frequency or occurrence of unigrams, bigrams, and trigrams contained in the review document.

**Example 1.** Consider the following three review text documents, and for the sake of convenience, we have shown a single review sentence from each document.

Review document 1: "I loved this movie."
Review document 2: "I hated this movie."
Review document 3: "Great acting a good movie."

There are 7 unique words (unigrams) extracted from the above review sentences. The extracted unigrams refer to the features which are "acting," "good," "great," "hated," "loved," "movie," and "this." The collection of features representing the review text documents represents the vector space model. The values of features in Table 1 indicate the frequencies of unigrams.

In order to enhance the sentiment classification accuracy, this study combines unigrams, bigrams (a two-word pair), and trigrams (a three-word pair) vector space representation of a review. Bag of bigrams refers to a two-word pair in computational linguistics, for instance, "great movie," "beautiful sky," and "not yet." Bigrams such as "good job," "well done," and "pretty good" have positive orientation. On the other hand, bigrams such as "quite expensive," "no good," and "bad luck" have negative orientation and bigram such as "to be" has neutral orientation. Bag of trigrams refers to a three-word pair in computational linguistics, for instance, trigram such as "acting good movie" has positive orientation while trigram such as "hated this movie" has negative orientation.

On the other hand, the BoW (unigram) approach splits a two-word pair such as "no good" into "no" and "good" and hence the word "good" is considered as positive oriented. Bigrams also help to reduce vector space dimensions. Table 2 depicts bag-of-bigrams vector space model representation for the review documents. Referring to Example 1, the bag-of-bigrams vector space model for the review documents is shown below.

Table 3 shows the bag-of-unigrams and bigrams vector space model representation for the review documents given in Example 1.

Table 4 shows the bag-of-unigrams, bigrams, and trigrams vector space model representation for the review documents given in Example 1.

3.3. Classification of Reviews. The goal of this phase is to classify users' review text using the supervised ML classification algorithm. The task of review classification categorizes the user's reviews into positive and negative. In this study, we have used the Naïve Bayes (NB) classification algorithm since it is a robust classifier [52] and achieved higher accuracy on scalable datasets as compared to other state-of-the-art classification algorithms. Moreover, the NB classifier has several applications in text classification because of its simplicity and accuracy [52].
In order to classify the reviews, the feature vectors along with their labels are given as input to the classifier. Probability of a term given certain category (positive or negative) is calculated based on the number of times a term occurs with that category in the review documents. Here, the term refers to either unigram, bigram or trigram since the features used in this study are unigrams, bigrams, and trigrams. In order to classify a new review document, the probability of each term (unigram, bigram, and trigram) in the document given class label (+ve or −ve) is determined, and then the probability of the review document given class label (+ve) is calculated by multiplying the probabilities of all terms with the probability of the target class (+ve). Similarly, the probability of the review document given class label (−ve) is calculated.

Bayes' theorem is stated mathematically as given in the following equation:

\[
P(A | B) = \frac{P(B | A)P(A)}{P(B)}.
\]  

(1)

Consider a new review document “I love this movie” is given to the NB classifier which will classify it into either positive or negative. The review document here is a short sentence. At first, the review document is represented as bag-of-unigrams, bigrams, and trigrams feature vector representation as shown in Table 4. The probability of a review document given certain class (positive and negative) can be calculated using equation (2), given as follows:

\[
P(Doc | Class) = \prod_{i=1}^{|Doc|} P(W | c_i),
\]

(2)

where Doc is the review document, |Doc| is the length of document, and \(P(W | c_i)\) is the probability of a term \(W\) in a review document given certain class (+ve or −ve). Table 3 shows unigrams and bigrams along with their vector representation for the corresponding review documents given in Example 1.

In order to classify a review document “I loved this movie,” we need to determine the probabilities of all terms (unigrams and bigrams) in the review documents labelled as positive. The probability of each term given class \(c_i\), \(P(w_k | c_i)\), is computed as follows:

\[
P(w_k | \text{positive}) = \frac{n_k + 1}{n + |VOC|},
\]

(3)

where \(n_k\) is the number of times the term \(w_k\) occurs in positive cases, and \(n\) is the total number of words in positive cases. \(|VOC|\) indicates the number of unique unigrams, bigrams, and trigrams in the review documents. Hence, the probability of the review document given positive/negative case is estimated based on probabilities of all unigrams, bigrams, and trigrams in the review document:
Based on following equation (7), the review document is assigned to a class if the probability value of the review document given that class is maximized:

\[
P_{NB}(\mathbf{C}) = \arg \max_{\mathbf{C} \in \mathbf{C}} P(C_j) \prod_{w \in \text{words}} P\left(\frac{w}{C_j}\right).
\]

(8)

In other words, the review document is assigned to a positive class, if the probability value of the review document given that class is maximized and vice versa.

3.4. Summarization of Reviews. The goal of this phase is to summarize the classified reviews (both positive and negative reviews). This phase comprises of five steps: sentence embedding, clustering of semantically similar sentences, text feature extraction, selection of top rank sentences from clusters, and summary generation.

3.4.1. Sentence Embedding. The goal of this phase is to split the classified reviews into sentences and build sentence embeddings from collection of sentences. Sentence embeddings are richer representations of text which preserve both semantic and syntactic information in sentences, leading to enhanced performance in almost each NLP task.

In order to get sentence embedding, we extract word embeddings for each word in sentences using the Word2vec model. We employed Google’s pretrained Word2vec model [53, 54] to learn word embeddings (word vectors) for each word in all sentences. The Word2vec model, released by Google, is a neural network-based implementation that learns distributed vector representations of words based on continuous bag of words. The model is trained approximately on 100 billion words from the Google News dataset. We leave the default word vector length to be 300 features.

Finally, sentence vectors/sentence embeddings are obtained by averaging all word embeddings present in the vocabulary of Word2vec and the words not present in the vocabulary are ignored. Each review sentence is now represented as a numeric vector. We also stored sentence text along with its numeric representation for later use in sentence selection for summary based on different text features.

3.4.2. Semantic K-Means Clustering. The goal of this step is grouping semantically similar sentences using the semantic K-means (KM) algorithm. This algorithm is extremely easy to implement and is also computationally very efficient compared to other clustering algorithms. It is widely used in academia, as well as in industry, and can be applied to data in higher dimensions. However, the agglomerative hierarchical clustering algorithm is not efficient with scalable data. KM is an unsupervised iterative algorithm that attempts to divide the data into K predefined distinctive nonoverlapping groups called clusters where each data point goes to only one cluster. The data points in our case refer to the sentences (represented as sentence embeddings/vectors). In this study, we used semantic K-means (SKM) clustering since it employs Euclidean distance between sentence embeddings (semantic representation of the sentence) of corresponding sentences. Hence, it groups semantically similar sentences, which will reduce overlapping review sentences and at the same time produce distinct review sentences in the summary. The key objective of the SKM algorithm is to reduce the sum of semantic distances between data points and their respective cluster centroids:

\[
j = \sum_{j=1}^{k} \sum_{i=1}^{n} \left\| s_{ij} - c_j \right\|^2,
\]

(9)

where \( k \) is the number of cluster centroids, \( n \) is the number of sentences in the collection, \( s_{ij} \) refers to a sentence that belong to \( j \)th cluster, and \( c_j \) refer to centroid of \( j \)th cluster.

Semantic K-means clustering algorithm is illustrated as follows:

Pseudocode of semantic K-means clustering algorithm

(1) Pick the number of clusters, \( K \)
(2) Initialize cluster centroid by randomly choosing \( K \) random points from given data as cluster centroids
(3) Determine the sum of the squared distance between data points and all cluster centroids
(4) Assign each data point to the closest cluster centroid
(5) Recompute centroids of the new clusters by taking mean of the all data points belonging to each cluster.
(6) Repeat steps 3 to 5 until centroids in new clusters do not change.

We used the “elbow method” for finding the optimum number of cluster centroids. For different values of k (i.e., no. of clusters), the SSE value (sum of squared error) is calculated between data points and their respective clusters’ centroids. In this study, we decided k = 10 to the optimum number of clusters based on the “elbow method.”

The number of sentences that will be included in the final summary is dependent on the number of clusters that are formed. Here, the total number of clusters is ten and we will select high-scored information-rich sentences from ten clusters based on different text features to form an extractive summary of 10 sentences, as discussed in detail in the next step.

3.4.3. Text Feature Extraction. Text features play a significant role in the selection of relevant content for the summary. Different text features that have been chosen for this study include: length of sentence [55], proper noun feature [56], and some other features such as TF-IDF, semantic similarity among sentences. The rationale behind these features selection is that they have been widely applied in text summarization research [56]. Moreover, theses features have proven to be effective and relevant for the task of movie review summarization based on empirical observations. Therefore, this study takes into consideration the contribution of all text features rather than a few in the content selection for the summary [56]. The score of each text feature is normalized in the range of 0 to 1.

(1) Length of Sentence. The length of a sentence is the ratio of the number of words in the review sentence to the maximum length of the sentence:

\[
\text{Sent}_{f1} = \frac{\text{no. of words in review sentence}}{\text{max length of sentence}}, \quad (10)
\]

(2) Sentence to Sentence Average Semantic Similarity. The score of this feature for a review sentence Sent is achieved by calculating the ratio of the sum of the similarity scores of sentences Sent, with all other sentences in the cluster over the sentence with a maximum similarity score in the cluster of review sentences. We used the Word2vec model for generating sentence vectors from sentences as discussed in Section 3.4.1, and semantic similarity between any two sentence vectors is determined using cosine similarity. Thus, a sentence with maximum average semantic similarity with all other sentences is a good candidate for the summary:

\[
\text{Sent}_{f2} = \frac{1}{n} \sum_{i=1,j=2}^{n} \frac{\text{sim}(\text{sent}_i, \text{sent}_j)}{\max(\text{sim}(\text{sent}_i, \text{sent}_j))}. \quad (11)
\]

(3) Proper Nouns. A sentence that contains more proper nouns is assumed as salient for inclusion in the summary. The feature score is computed as the number of proper nouns in a review sentence over the length of the review sentence:

\[
\text{Sent}_{f3} = \frac{\text{no. of proper nouns in review sentence}}{\text{review sentence length}}, \quad (12)
\]

(4) Number of Nouns and Verbs. Another important text feature for finding sentence importance is checking the number of verbs and nouns a sentence contains:

\[
\text{Sent}_{f4} = \frac{\text{no. of nouns and verbs in review sentence}}{\text{review sentence length}}, \quad (13)
\]

(5) Sentence Similarity to Centroid of Cluster. Sentences that are most similar to cluster centroid are considered to be important for summary generation:

\[
\text{Sent}_{f5} = \text{Sim}(\text{Review Sentence, Cluster Centroid}). \quad (14)
\]

(6) Term Frequency-Inverse Document Frequency (TF-IDF). Sentences with high TF-IDF scores are deemed salient for summary generation [57]. The feature score is computed as the ratio of the sum of weights of all terms in a review sentence over the sentence with a max TF-IDF score in the collection of review sentences:

\[
\text{Sent}_{f6} = \text{TF} \times \text{IDF} = \text{TF} \times \log \left( \frac{N}{n_f} \right), \quad (15)
\]

3.4.4. Selection of Top-Ranked Sentences from Clusters. In this step, we select sentences with the highest rank score from all clusters on the basis of text features discussed in Section 3.4.3. The text features scores are computed for each sentence in clusters; hence, a vector is constructed using 6 text features to represent each sentence, i.e., \(\text{Sent} = [\text{Sent}_{f1}, \text{Sent}_{f2}, \text{Sent}_{f3}, \text{Sent}_{f4}, \text{Sent}_{f5}, \text{Sent}_{f6}]\). Once the features score for each sentence is calculated, then the features score is summed up to obtain the ranking score of each sentence as given in the following equation:

\[
\text{Score(Sent)} = \sum_{k=1}^{6} \text{Sent}_{f_k}, \quad (16)
\]

where \(\text{Score(Sent)}\) represents the review sentences score and \(\text{Sent}_{f_k}\) indicates the sentence features score. Once the sentences score is attained using equation (16), the sentences in each cluster are ranked based on their score, and the top-scored sentences are selected from all clusters. In this study, the number of chosen clusters is 10, so we select ten representative sentences from 10 clusters for final extractive summary generation.

4. Experimental Settings

4.1. Evaluation Data. The proposed approach comprises of two components: the first component is the Naïve Bayes (NB) classifier, which classifies the review documents into positive and negative. The second component is the semantic
clustering approach, which performs the task of movie review summarization. In order to evaluate the first component (the NB classifier), we considered document-level and sentence-level classification tasks in the domain of movie reviews.

For the document-level sentiment classification task, we used two publicly available movie review datasets. The first one is introduced by Pang and Lee http://www.cs.cornell.edu/people/pabo/movie-review-data/ [53], which is a most widely used polarity dataset of 2000 movie reviews (version 2). It consists of 1000 positive movie reviews and 1000 negative reviews. Each review in the dataset is associated with the binary sentiment polarity label. The second benchmark dataset is constructed by Maas et al. [54], which consists of 50,000 reviews from the IMDB dataset, and each movie is restricted to have no more than 30 reviews. It comprises of movie reviews with their corresponding labels (sentiment polarity). The labelled dataset is evenly divided into 2.5 \( k \) training and 2.5 \( k \) train sets. Like previous work on polarity classification, this study also assumes high-polarized reviews. The negative reviews in the dataset are scored ≤ 4 out of 10, while the positive reviews are scored ≥ 7 out of 10.

We also evaluated the NB classifier on the sentence-level subjectivity classification task. For this task, we used the dataset introduced by Pang and Lee [53], which contains 5000 subjective and 5000 objective sentences taken from movie review summaries and movie plot summaries, respectively. We compared the NB classifier (with variations on bag-of-words features) with the benchmark model for sentiment analysis [54], in terms of classification accuracy on the three evaluation tasks discussed above. The benchmark model used a mix of unsupervised and supervised techniques to learn word vectors for capturing semantic and sentiment information.

The proposed semantic clustering approach for the task of movie review summarization is evaluated on 4 randomly chosen balanced subsets of classified reviews, where each subset roughly contains 100 positive and 100 negative reviews. We asked 2 Ph.D. students working in the area of natural language processing to manually produce summaries for each subset of classified reviews. The performance of the proposed method is compared with state-of-the-art summarization techniques using ROUGE-1 and ROUGE-2 evaluation metrics.

4.2. Experimental Steps. Given the dataset, at first, the preprocessing techniques are applied over the dataset to segment the dataset into sentences, tokenize the sentences into words, and remove the stop words. Word stemming is also performed on the remaining words to stem the words to their root form. Next, document features are extracted using the BoW technique. This study uses NB ML algorithms in order to classify the movie reviews. There are other commonly used supervised machine learning techniques for opinion mining such as SVM and neural network; however, Naïve Bayes is chosen for classification of movie reviews based on performance accuracy.

In order to perform the movie review classification task, the Naïve Bayes classifier is used to classify the movie reviews into positive and negative. For training and testing of NB, we applied the 10-fold cross-validation technique over the three balanced datasets. Two datasets, namely, PL04 and Full IMDB as shown in Table 5, were used for the document sentiment classification task, and the subjectivity dataset was used for the sentence-level subjectivity classification task. In this study, we used stratified 10-fold cross-validation (commonly used for classification problems), in which the folds are chosen in such a way so that each fold contains roughly the same proportion of class labels.

We evaluated the classification accuracy of the NB classifier with different variations on the bag-of-words feature sets and compared the results with the benchmark model [54] for sentiment classification as shown in Table 5. The benchmark model utilizes a mix of unsupervised and supervised techniques to learn word vectors that capture semantic term-document information as well as rich sentiment content. Line 1 in Table 4 shows that accuracy of the NB classifier with only unigrams as features on smaller datasets (PL04 and subjectivity) is superior than resulting accuracy with bigrams. However, Line 2 shows that on the large IMDB dataset, the accuracy of the classifier is boosted with only bigrams as features. Line 3 shows that the accuracy of the classifier is further improved when both unigrams and bigrams were used as a feature set. Line 4 shows that considering unigrams, bigrams, and trigrams as a feature set has improved the classifier accuracy on the large IMDB dataset while slightly fell down on smaller datasets.

Line 5 shows that unigrams frequency weighted with smoothed inverse document frequency (IDF) with cosine normalization has slightly degraded the classifier accuracy on smaller datasets and improved the accuracy on the large IMDB dataset. Line 6 shows that bigrams counts weighted with IDF with cosine normalization enhanced the accuracy on all datasets. Line 7 indicates that combination of unigrams and bigrams feature-count weighted with smoothed IDF with cosine normalization surpassed the benchmark model and all the variations of bag-of-words features in terms of classification accuracy on the subjectivity dataset.

Line 8 indicates that combination of unigrams, bigrams, and trigrams feature-count weighted with smoothed IDF and cosine normalization surpassed the benchmark model and almost all variations of bag of words, in terms of classification accuracy on the large IMDB dataset and subjectivity dataset, and performed inferior than the benchmark model on the smaller PL04 dataset.

Once the classifier classifies the reviews into positive and negative reviews, the proposed approach exploits semantic clustering technique to generate the summary from the classified reviews. The summarization technique represents the classified review sentences through a semantic representation called sentence embedding and then groups semantically similar review sentences into clusters. Finally, the top-ranked review sentences in each cluster are determined based on six text features and are combined to constitute the summary.
We briefly discuss about smoothed IDF and cosine normalization or Euclidean L2 norm. In a large movie review corpus, some words (e.g., “the,” “a,” and “is” in English) carry little meaningful information about the actual contents of the review document. If the direct count of data is given to a classifier, then frequent terms will overshadow the frequencies of fewer yet more interesting terms. Thus, we used TF-IDF transform to reweight the count features into frequencies of fewer yet more interesting terms. H|Qhus, we used a classifier, then frequent terms will overshadow the frequency of the review document. If the direct count of data is given, then the content becomes less meaningful about the actual contents.

To prevent division by zero, smooth IDF is set to a constant 1 (see Equation 17). Smoothed IDF is computed as follows:

\[ \text{Smooth} \_\text{IDF} = \log \frac{1 + n}{1 + \text{DF}(t)} + 1 \]  

where \( n \) is the total number of documents in the document set and \( \text{DF}(t) \) is the number of documents in the document set that contains the term \( t \).

The resulting TF-IDF matrix is obtained from the product of TF and smoothed IDF. The resulting TF-IDF vectors are then normalized by the Euclidean L2 norm (also called cosine normalization), which is the square root of the sum of the square of each term’s TF-IDF weight:

\[ V_{\text{norm}} = \frac{v}{\|v\|_2} = \frac{v}{\sqrt{v_1^2 + v_2^2 + \cdots + v_n^2}}, \]  

where \( V_{\text{norm}} \) represents the normalized form of the TF-IDF matrix.

For comparative evaluation, we set up two state-of-the-art graph-based summarization techniques, namely, LexRank [58] and TextRank [59]. The LexRank model represents sentences through a graph and determines their salience based on the notion of eigenvector centrality. The model builds the adjacency matrix (graph representation of sentences) from the connectivity matrix, which is based on intrasentence cosine similarity. The LexRank model is another graph-based ranking algorithm that creates graph representation of sentences and utilizes global information from the whole graph to decide the salience of a vertex (sentence) within a graph. The edge weight is determined from content similarity between sentences. However, our semantic clustering approach utilizes semantic distance between sentences to capture semantically related sentences. This study employs ROUGE-1 and ROUGE-2 evaluation metrics to compare our proposed semantic graph approach with the state-of-the-art graph-based approaches for summarization, in the context of the generic movie review extractive summarization task. Our proposed approach and other models perform the task of multidocument summarization, since they generate summaries from multiple movie reviews (or documents).

The ROUGE evaluation metric has several variations: \textit{ROUGE-N} (\( N = 1, 2, 3, \) and 4), \textit{ROUGE-S}, and \textit{ROUGE-L}, etc. However, \textit{ROUGE-1} and \textit{ROUGE-2} are efficiently applied for the multidocument extractive summarization task. Our proposed approach and other models perform the task of multidocument summarization, since they generate summaries from multiple movie reviews (or documents).

The \textit{ROUGE} evaluation metric has several variations: \textit{ROUGE-N} (\( N = 1, 2, 3, \) and 4), \textit{ROUGE-S}, and \textit{ROUGE-L}, etc. However, \textit{ROUGE-1} and \textit{ROUGE-2} are efficiently applied for the multidocument extractive summarization task. Our proposed approach and other models perform the task of multidocument summarization, since they generate summaries from multiple movie reviews (or documents).

The \textit{ROUGE} evaluation metric has several variations: \textit{ROUGE-N} (\( N = 1, 2, 3, \) and 4), \textit{ROUGE-S}, and \textit{ROUGE-L}, etc. However, \textit{ROUGE-1} and \textit{ROUGE-2} are efficiently applied for the multidocument extractive summarization task. Our proposed approach and other models perform the task of multidocument summarization, since they generate summaries from multiple movie reviews (or documents).
Tables 6 and 7 illustrate the comparative evaluation results of the proposed approach and other summarization models based on ROUGE-1 and ROUGE-2 measures, respectively. These results are achieved on the randomly chosen balanced subset of classified movie reviews as discussed above. For the same subset of movie reviews, we asked 2 Ph.D. students working in area of natural language processing to manually create summaries of 10 sentences.

Referring to the ROUGE-1 results given in Table 6, our proposed clustering technique performs better than other summarization models based on average precision, recall, and $F$-measure. LexRank produces better summarization results as compared to TextRank.

Similarly, based on ROUGE-2 results given in Table 7, the proposed technique still outperforms other summarization models based on average precision, recall, and $F$-measure. LexRank also maintained to produce better summarization results than TextRank based on ROUGE-2.

Figures 2 and 3 visualize the summarization results of the proposed approach and other summarization models based on ROUGE-1 and ROUGE-2, respectively.

4.3. Discussion. This section discusses the evaluation results of classification and summarization approaches presented in previous section. First, we discuss the classification approaches for sentiment classification of movie reviews. In this study, we proposed to use the NB classifier with unigrams, bigrams, and trigrams as a feature set for sentiment classification of movie reviews. We evaluated the classification accuracy of the NB classifier with different variations on the bag-of-words feature sets in the context of three datasets that are PL04 (2000 reviews), IMDB dataset (50,000 reviews), and subjectivity dataset (1000 sentences). It can be observed from results given in Table 5 that the accuracy of the NB classifier surpassed the benchmark model on IMDB and subjectivity datasets, when unigrams, bigrams, and trigrams are used as a feature set. However, the accuracy of NB on the PL04 dataset was lower as compared to the benchmark model. Referring to Line 7 in Table 5, when the combination of unigrams, bigrams, and trigrams feature-count is weighted with smoothed IDF with cosine normalization, the classification accuracy of the NB classifier is further improved and surpassed the benchmark model and almost all variations of bag-of-words features on all benchmark datasets except for the subjectivity dataset where the accuracy marginally fell down by 0.31% as compared to
the same feature set with no IDF and cosine normalization in Line 3 of Table 4. It is concluded from the empirical results that the combination of unique and bigrams as features is an effective feature set for the NB classifier as it significantly improved the classification accuracy.

Now, we discuss the summarization results of our proposed semantic clustering approach and other state-of-the-art summarization models in the context of the generic movie summarization task. The proposed approach is compared with other summarization models in terms of average precision, recall, and $F$-measure obtained with ROUGE-1 and ROUGE-2.

It can be examined from ROUGE-1 and ROUGE-2 results in Tables 6 and 7 that the proposed method outperformed the state-of-the-art summarization techniques and achieved improved performance in terms of precision, recall, and $F$-measure. LexRank stood second and TexRank stood third in terms of summarization results.

The proposed approach utilizes the Word2vec model to extract word vectors for all words in sentences. The feature vector for sentences is computed by averaging all the word vectors in each sentence. The approach then applies the semantic K-means (SKM) clustering algorithm to cluster semantically related sentences by making use of Euclidean distance measure on feature vector representation of sentences. The top-scored representative sentences in each cluster are picked based on six text features, and these sentences are combined to form the extractive summary of movie reviews. The experimental outcomes validate that the proposed semantic clustering algorithm embedded with semantic distance significantly enhanced the summarization results.

In order to validate the results, we also carried out a statistical significance tests ($T$-tests) to show the enhancement of our proposed approach with other state-of-the-art summarization models. The paired-sample $T$-test procedure is used to compare the means of two results that represent the same test group and obtained low significance values of 0.039, 0.030, and 0.029 for average precision, recall, and $F$-measure, respectively. The low significance values for the $T$-test (typically less than 0.05) show that there is a significant difference between the results of the proposed approach and other summarization models.

5. Conclusion and Future Work

Since movie review mining and summarization is a challenging task, this study sets a new direction in movie review summarization. We proposed an approach that classifies and summarizes the movie reviews using ML techniques. The proposed approach is general and is applicable to any domain by just providing the training data of that specific domain.

In the context of movie review sentiment classification, we found that Naïve Bayes classifier performed very well as compared to the benchmark method when unigrams, bigrams, and trigrams were used as features. The performance of the classifier was further improved when the frequency of features (unigrams, bigrams, and trigrams) was weighted with IDF.

Finally, we used the semantic clustering approach to summarize the classified movie reviews in order to give an essence of an enormous amount of movie reviews. From the empirical results, we concluded that the proposed approach performs superior than the state-of-the-art summarization models.

In future, we plan to apply deep learning models to generate the abstractive summary from movie reviews. Furthermore, we extend our technique to other domains and examine the effectiveness of the proposed technique.
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