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Abstract

Fundamental to the theory of continued fractions is the fact that every infinite continued fraction with positive integer coefficients converges; however, it is unknown precisely which continued fractions with integer coefficients (not necessarily positive) converge. Here we present a simple test that determines whether an integer continued fraction converges or diverges. In addition, for convergent continued fractions the test specifies whether the limit is rational or irrational.

An attractive way to visualise integer continued fractions is to model them as paths on the Farey graph, which is a graph embedded in the hyperbolic plane that induces a tessellation of the hyperbolic plane by ideal triangles. With this geometric representation of continued fractions our test for convergence can be interpreted in a particularly elegant manner, giving deeper insight into the nature of continued fraction convergence.

1 Introduction

It is well known that every infinite continued fraction

$$(b_0, b_1, \ldots) = b_0 + \frac{1}{b_1 + \frac{1}{b_2 + \frac{1}{b_3 + \cdots}}}$$

with positive integer coefficients converges (to an irrational number). However, if we stipulate that the coefficients are integers, but not necessarily positive integers, then the continued fraction need not converge; for example, the periodic continued fraction $(1, -1, 1, -1, \ldots)$ diverges – its sequence of convergents oscillates between the three values 1, 0 and $\infty$. This paper gives a simple set of necessary and sufficient conditions for an integer continued fraction to converge. Furthermore, for each continued fraction that does converge, the conditions specify whether the value of the continued fraction is rational or irrational.

There is an extensive literature on the convergence of continued fractions – from Perron’s classic treatise [12, 13] to more recent works such as [2, 10, 11] – and there are a wealth of algorithms for generating different types of integer continued fractions [see, for example, [5, Chapter 4] for algorithms in the metric theory of continued fractions, [6, 9] for algorithms in the geometric theory of continued fractions, and [3, 4] for a general class of algorithms that yield continued fractions with integer and Gaussian integer coefficients). A wide variety of tests for convergence of continued fractions with real and complex coefficients are known. For instance, if $|b_n| \geq 2$ for $n = 0, 1, \ldots$, then $(b_0, b_1, \ldots)$ converges – even if the coefficients $b_n$ are complex
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tested fractions using the formula

\( (b_0, b_1, b_2, b_3, \ldots) = [b_0, -b_1, b_2, -b_3, \ldots] \).
These two continued fractions have the same sequence of convergents, so one converges if and only if the other does, and if they do converge then they converge to the same value.

Henceforth we use the phrase ‘continued fraction’ to refer to a negative continued fraction
with integer coefficients. Usually our continued fractions will be infinite, but on occasion we will
need finite continued fractions \([b_0, b_1, \ldots, b_n]\), with the obvious use of notation.

A continued fraction \([b_0, b_1, \ldots]\) is considered to converge if its sequence of convergents \( v_n = [b_0, b_1, \ldots, b_n] \), for \( n = 0, 1, \ldots \), converges in the extended real line \( \mathbb{R}_\infty \) (where \( \mathbb{R}_\infty = \mathbb{R} \cup \{\infty\} \)). It diverges if it does not converge. The limit, when it exists, is called the value of the continued fraction. The convergents belong to the set of extended rationals \( \mathbb{Q}_\infty \) (where \( \mathbb{Q}_\infty = \mathbb{Q} \cup \{\infty\} \)), but the value of the continued fraction lies in \( \mathbb{R}_\infty \), and it could be irrational.

We say that two continued fractions \([b_0, b_1, \ldots]\) and \([c_0, c_1, \ldots]\) have the same tail if there are positive integers \( r \) and \( s \) such that the two sequences \( b_r, b_{r+1}, \ldots \) and \( c_s, c_{s+1}, \ldots \) coincide.

Let \( \mathcal{C} \) denote the collection of all continued fractions \([b_0, b_1, \ldots]\). We define a function \( \Phi: \mathcal{C} \rightarrow \mathcal{C} \) as follows. If \( b_n \neq 0, 1, -1 \) for every positive integer \( n \) (ignore \( b_0 \)), then \( \Phi \) fixes \([b_0, b_1, \ldots]\). Otherwise, let \( m \) be the least positive integer for which \( b_m \) is 0, 1 or \(-1\). Then

\[
\Phi([b_0, b_1, \ldots]) = \begin{cases} 
[b_0, b_1, \ldots, b_{m-2}, b_{m-1} + b_{m+1}, b_{m+2}, b_{m+3}, \ldots], & \text{if } b_m = 0, \\
[b_0, b_1, \ldots, b_{m-2}, b_{m-1} - 1, b_{m+1} - 1, b_{m+2}, b_{m+3}, \ldots], & \text{if } b_m = 1, \\
[b_0, b_1, \ldots, b_{m-2}, b_{m-1} + 1, b_{m+1} + 1, b_{m+2}, b_{m+3}, \ldots], & \text{if } b_m = -1.
\end{cases}
\]

In each case, \( \Phi \) removes the coefficient \( b_m \), and adjusts the two coefficients on either side, merging them when \( b_m = 0 \). The operations induced by \( \Phi \) are familiar in the theory of continued fractions, where they are sometimes referred to as ‘singularization’ operations (see, for example [5, Section 4.2]). Towards the end of this introduction we give a geometric description of the function \( \Phi \) which will help to explain its definition.

Given \([b_0, b_1, \ldots]\) in \( \mathcal{C} \), we define \( p^{(n)} \) to be the first positive integer position (not zero) at which a 0, 1 or \(-1\) appears in the continued fraction \( \Phi^n([b_0, b_1, \ldots]) \), and we define \( p^{(n)} \) to be \( \infty \) if there is no such position. Let \( p = \liminf p^{(n)} \). Suppose for the moment that \( p = \infty \). In this case, for each nonnegative integer \( k \), the sequence of integers obtained by taking the \( k \)th coefficient of \( \Phi^n([b_0, b_1, \ldots]) \), for \( n = 1, 2, \ldots \), eventually fixes on some value \( b_k^n \). Thus we obtain a limit continued fraction \([b_0^n, b_1^n, \ldots]\), where \( |b_0^n| \geq 2 \), for \( n = 1, 2, \ldots \). Suppose now that \( p < \infty \).
In this case, we define $q^{(n)}$ to be the modulus of the coefficient of $\Phi^n([b_0, b_1, \ldots])$ at position $p - 1$, for $n = 1, 2, \ldots$, to give a sequence of nonnegative integers $(q^{(n)})$.

We can now state our principal theorem, which uses the notation developed in the preceding paragraph.

**Theorem 1.1.** Let $[b_0, b_1, \ldots]$ be a continued fraction.

(i) Suppose that $p^{(n)} \to \infty$.
(a) If $[b_0, b_1^*, \ldots]$ has the same tail as $[2, 2, \ldots]$ or $[-2, -2, \ldots]$, then $[b_0, b_1, \ldots]$ converges to a rational.
(b) Otherwise, $[b_0, b_1, \ldots]$ converges to an irrational.

(ii) Suppose that $p^{(n)} \not\to \infty$.
(a) If $q^{(n)} \to \infty$, then $[b_0, b_1, \ldots]$ converges to an extended rational.
(b) If $q^{(n)} \not\to \infty$, then $[b_0, b_1, \ldots]$ diverges.

It is worth highlighting a corollary of part (i) of Theorem 1.1 for continued fractions with no coefficients (other than perhaps $b_0$) equal to 0, 1 or $-1$.

**Theorem 1.2.** Suppose that $|b_n| \geq 2$, for $n = 1, 2, \ldots$. Then the continued fraction $[b_0, b_1, \ldots]$ converges to a rational if it has the same tail as $[2, 2, \ldots]$ or $[-2, -2, \ldots]$, and otherwise it converges to an irrational.

This theorem generalizes the known result of the same type that has $b_n \geq 2$, for $n = 1, 2, \ldots$ (see, for example, [7, Section 1]).

We provide some examples to illustrate how Theorem 1.1 can be applied. Consider first the continued fraction

$$[b_0, b_1, \ldots] = [3, 1, 3, 4, 1, 2, 3, 5, 1, 2, 2, 3, 6, 1, 2, 2, 3, \ldots].$$

Some numbers are shaded to indicate how the pattern of coefficients continues. Now, if these were the coefficients of a regular continued fraction, then that continued fraction would converge, because all the coefficients are positive. Remember, however, that $[b_0, b_1, \ldots]$ is a negative continued fraction, and to determine whether it converges we can use Theorem 1.1. To do this, we apply $\Phi$ repeatedly to obtain the sequence $\Phi^n([b_0, b_1, \ldots])$, for $n = 1, 2, \ldots$, which is

$$[2, 2, 4, 1, 2, 3, 5, 1, \ldots] \to [2, 2, 3, 1, 3, 5, 1, \ldots] \to [2, 2, 2, 2, 5, 1, \ldots] \to \cdots.$$

Continuing in this way we see that $p^{(n)} \to \infty$ and the limit continued fraction is

$$[b_0^*, b_1^*, \ldots] = [2, 2, \ldots].$$

Hence $[b_0, b_1, \ldots]$ converges to a rational number (namely 1, the value of $[2, 2, \ldots]$).

Consider now the continued fraction

$$[b_0, b_1, \ldots] = [1, 2, 1, 3, 1, 4, 1, 5, 1, \ldots].$$

Applying $\Phi$ repeatedly yields the sequence

$$[1, 1, 2, 1, 4, 1, 5, 1, 6, 1, 7, \ldots] \to [0, 1, 1, 4, 1, 5, 1, 6, 1, 7, \ldots] \to [-1, 0, 4, 1, 5, 1, 6, 1, 7, \ldots] \to [3, 1, 5, 1, 6, 1, 7, \ldots] \to [2, 4, 1, 6, 1, 7, \ldots] \to [2, 3, 5, 1, 7, \ldots] \to \cdots.$$
Again we see that \( p(n) \to \infty \), and this time the limit continued fraction is
\[
[b_0^*, b_1^*, \ldots] = [2, 3, 4, 5, \ldots].
\]
Hence \([b_0, b_1, \ldots]\) converges to an irrational number.

Next consider the continued fraction
\[
[b_0, b_1, \ldots] = [1, 0, 2, 0, 3, 0, 4, 0, \ldots].
\]
Applying \( \Phi \) repeatedly gives
\[
[b_0, b_1, \ldots] \to [3, 0, 3, 0, 4, 0, 5, 0, \ldots] \to [6, 0, 4, 0, 5, 0, \ldots] \to [10, 0, 5, 0, \ldots] \to \cdots.
\]
By continuing with this process it becomes clear that, for each positive integer \( n \), the coefficient of \( \Phi^n([b_0, b_1, \ldots]) \) with position 1 is 0, and the coefficient with position 0 is \( \frac{1}{2}(n+1)(n+2) \). Hence \( p = \lim \inf p(n) = 1 \) and \( q(n) \to \infty \). Therefore \([b_0, b_1, \ldots]\) converges to an extended rational – to infinity, in fact (this could easily be ascertained by other means).

Last consider the continued fraction
\[
[b_0, b_1, \ldots] = [3, 0, -3, 3, 3, 0, -3, -3, 3, 3, 0, -3, -3, -3, \ldots].
\]
Once more, by applying \( \Phi \) repeatedly we obtain
\[
[0, 3, 3, 0, -3, -3, 3, 3, 0, -3, -3, -3, \ldots] \to [0, 3, 0, -3, 3, 3, 3, 0, -3, -3, -3, -3, \ldots]
\]
\[
\to [0, 0, 3, 3, 3, 0, -3, -3, -3, \ldots] \to [3, 3, 3, 0, -3, -3, -3, -3, \ldots] \to \cdots.
\]
In this case the sequence of coefficients of \( \Phi^n([b_0, b_1, \ldots]) \) with position 0, for \( n = 1, 2, \ldots \), takes the value 0 infinitely often, as does the sequence of coefficients with position 1. Hence \( p = \lim \inf p(n) = 1 \) and \( q(n) \not\to \infty \), so \([b_0, b_1, \ldots]\) diverges.

To prove Theorem 1.1 we make use of the Farey graph, which we now define. Let \( \mathbb{H} \) be the (open) upper half-plane; this is a model of the hyperbolic plane when it is endowed with the Riemannian metric \( |dz|/\mathrm{Im} \, z \). Each hyperbolic line in this model of the hyperbolic plane is either the upper half of a circle centred on the real axis or a half-line in \( \mathbb{H} \) orthogonal to the real axis. We are interested in the set of extended rationals \( \mathbb{Q}_\infty \), which lie on the boundary \( \mathbb{R}_\infty \) of \( \mathbb{H} \). We use the term "reduced rational" to describe an expression \( a/b \) in which \( a \) and \( b \) are coprime integers and \( b > 0 \). For convenience, we consider the expression 1/0 to be a reduced rational also, representing the point \( \infty \).

The Farey graph \( \mathcal{F} \) is the graph with vertices \( \mathbb{Q}_\infty \) and edges comprising those pairs \( a/b \) and \( c/d \) of reduced rationals for which \( ad - bc = \pm 1 \). We represent the edge incident to \( a/b \) and \( c/d \) by the unique hyperbolic line in \( \mathbb{H} \) between those two boundary points. The collection of all edges creates a tessellation of \( \mathbb{H} \) by triangles, part of which is shown in Figure 1.1.

The modular group \( \Gamma \) comprises all M"obius transformations of the form
\[
f(z) = \frac{az + b}{cz + d},
\]
where \( a, b, c, d \in \mathbb{Z} \) and \( ad - bc = 1 \). The modular group acts on the extended complex plane in the usual way, with the standard conventions regarding the point \( \infty \). It also acts on \( \mathbb{R}_\infty \), on \( \mathbb{Q}_\infty \), and on \( \mathbb{H} \) as a group of orientation-preserving hyperbolic isometries. One can check that
Given two vertices $u$ and $v$ of $\mathcal{F}$, we write $u \sim v$ if $u$ and $v$ are adjacent. An infinite path in $\mathcal{F}$ is a sequence $v_0, v_1, \ldots$ of vertices of $\mathcal{F}$ such that $v_i \sim v_{i+1}$, for $i = 0, 1, \ldots$. We denote this path by $(v_0, v_1, \ldots)$. Occasionally we consider finite paths in $\mathcal{F}$, which are defined in the obvious way, with similar notation. An infinite path $(v_0, v_1, \ldots)$ is said to converge in $\mathcal{F}$ if the sequence $v_0, v_1, \ldots$ converges in $\mathbb{R}_\infty$. Note that we allow paths to pass through the same vertex more than once; in graph theory the term ‘walk’ is often used in place of ‘path’.

For a continued fraction $[b_0, b_1, \ldots]$, we define $s_n(z) = b_n - 1/z$ and $S_n = s_0 \circ s_1 \circ \cdots \circ s_n$, for $n = 0, 1, \ldots$. The maps $s_n$ and $S_n$ belong to the modular group $\Gamma$. Let us define $v_n = S_n(\infty)$, for $n = 0, 1, \ldots$. Then $v_n$ is the $n$th convergent of $[b_0, b_1, \ldots]$.

Since $0 \sim \infty$ and $S_n \in \Gamma$ it follows that $S_n(0) \sim S_n(\infty)$. But $S_n(0) = S_{n-1} \circ s_n(0) = S_{n-1}(\infty)$, so we can see that $(\infty, v_0, v_1, \ldots)$ is an infinite path in $\mathcal{F}$. Conversely, given an infinite path $(\infty, v_0, v_1, \ldots)$ in $\mathcal{F}$ there is a unique infinite continued fraction $[b_0, b_1, \ldots]$ with sequence of convergents $v_0, v_1, \ldots$. This is relatively straightforward to establish; a formal proof can be found in [1, Theorem 3.1] (for continued fractions $[b_0, b_1, \ldots]$; the proof for continued fractions $[b_0, b_1, \ldots]$ is similar). Because of this correspondence between convergents and paths, we denote the sequence of convergents $v_0, v_1, \ldots$ of a continued fraction by $(v_0, v_1, \ldots)$ (omitting $\infty$ as an initial vertex).

This connection between continued fractions and paths in the Farey graph has been explored before in, for example, [1, 14]. Using this perspective we can describe the function $\Phi$ in geometric terms, by looking at how it modifies the sequence of convergents.

To see this, suppose first that $b_m = 0$. Then $s_m(z) = -1/z$, so

$$S_m(\infty) = S_{m-1} \circ s_m(\infty) = S_{m-1}(0),$$

and hence

$$v_m = S_m(\infty) = S_{m-1}(0) = S_{m-2}(\infty) = v_{m-2}.$$  

In this case the path of convergents $(v_0, v_1, \ldots)$ travels from $v_{m-2}$ to $v_{m-1}$ and then back to $v_{m-2} = v_m$, as shown on a schematic representation of part of $\mathcal{F}$ in the left-hand diagram of Figure 1.2. The effect of applying $\Phi$ is to remove the vertices $v_{m-1}$ and $v_m$ from the path of convergents. This will be proved formally in Lemma 4.2. 

Now suppose that $b_m = 1$, in which case $s_m(1) = 0$. Then $v_m = S_m(\infty)$, $v_{m-1} = S_{m-1}(\infty) = S_m(0)$ and

$$v_{m-2} = S_{m-2}(\infty) = S_{m-1}(0) = S_m(1).$$
Since 1, 0 and \( \infty \) are the vertices of a triangle in \( \mathcal{F} \), so are \( v_{m-2}, v_{m-1} \) and \( v_m \). The effect of applying \( \Phi \) is to skip the vertex \( v_{m-1} \) and proceed directly from \( v_{m-2} \) to \( v_m \), as shown in Figure 1.3. Again, this will be proved formally in Lemma 4.2 (and the case \( b_m = -1 \) is similar, but with a left rather than a right turn at \( v_{m-1} \)).

We also use the geometry of \( \mathcal{F} \) to establish the following theorem about convergence of paths in \( \mathcal{F} \). It is a generalisation of [14, Theorem 1.4], which states (in a more general context) that if an infinite path in \( \mathcal{F} \) does not return to any vertex infinitely often, then it converges.

**Theorem 1.3.** An infinite path in the Farey graph converges if and only if it does not return to any two distinct vertices infinitely often.

In the language of continued fractions, this theorem says that a continued fraction \([b_0, b_1, \ldots]\) converges if and only if there are not two distinct extended rationals that each appear infinitely many times in the sequence of convergents of \([b_0, b_1, \ldots]\).

## 2 Paths in the Farey Graph

We prove the three results stated in the introduction in reverse order, beginning with Theorem 1.3. The next lemma will be used several times.

**Lemma 2.1.** Let \( u \) and \( v \) be two adjacent vertices of \( \mathcal{F} \), and let \( \gamma \) be a finite path in \( \mathcal{F} \) with initial and final vertices in different components of \( \mathbb{R}_\infty \setminus \{u, v\} \). Then \( \gamma \) passes through one or both of \( u \) and \( v \).
Proof. Observe that the two vertices of an edge of γ cannot lie in different components of \( \mathbb{R}_\infty \setminus \{u, v\} \), for if they did then this edge would intersect the edge of \( \mathcal{F} \) between \( u \) and \( v \). It follows, then, that γ must pass through \( u \) or \( v \).

It is helpful to highlight another elementary lemma.

**Lemma 2.2.** Let \( \alpha \) and \( \beta \) be distinct elements of \( \mathbb{R}_\infty \) that are not adjacent vertices of \( \mathcal{F} \). Then the hyperbolic line between \( \alpha \) and \( \beta \) intersects some edge of \( \mathcal{F} \).

**Proof.** Let \( \ell \) be the hyperbolic line between \( \alpha \) and \( \beta \). If \( \alpha \) and \( \beta \) are irrational, then \( \ell \) must intersect some edge of \( \mathcal{F} \), for otherwise the vertices of \( \mathcal{F} \) in one of the components of \( \mathbb{R}_\infty \setminus \{\alpha, \beta\} \) are disconnected from the vertices in the other component. On the other hand, if one of the two vertices (say) is rational, then after applying an element of \( \Gamma \) we can assume that \( \alpha = \infty \), in which case \( \ell \) intersects the edge between \( n \) and \( n + 1 \), where \( n \) is the integer part of \( \beta \).

We can now prove Theorem 1.3.

**Proof of Theorem 1.3.** We will prove the contrapositive statement of Theorem 1.3, that an infinite path in the Farey graph diverges if and only if it returns to two distinct vertices infinitely often.

Let \( \gamma = \langle v_0, v_1, \ldots \rangle \) be a path in \( \mathcal{F} \) that diverges. Then \( \gamma \) must have two convergent subsequences with distinct limit points \( \alpha \) and \( \beta \) in \( \mathbb{R}_\infty \).

Suppose for the moment that \( \alpha \) and \( \beta \) are not adjacent vertices of \( \mathcal{F} \). By Lemma 2.2, there is an edge of \( \mathcal{F} \) that intersects the hyperbolic line between \( \alpha \) and \( \beta \). Let \( u \) and \( v \) be the vertices of this edge. Then \( \alpha \) and \( \beta \) lie in different components of \( \mathbb{R}_\infty \setminus \{u, v\} \). Since \( \gamma \) approaches each of \( \alpha \) and \( \beta \) infinitely often, we see from Lemma 2.1 that \( \gamma \) passes through one of \( u \) or \( v \) infinitely many times.

Suppose now that \( \alpha \) and \( \beta \) are adjacent vertices of \( \mathcal{F} \). After applying an element of the modular group \( \Gamma \) we can assume that they are 0 and \( \infty \). Then \( \gamma \) must pass in and out of one of the intervals \([-1, 0]\) or \([0, 1]\) infinitely often. Applying Lemma 2.1 once more, we see again that \( \gamma \) passes through a vertex of \( \mathcal{F} \) infinitely many times.

Thus, in both cases, and after applying another element of \( \Gamma \), we can assume that \( \gamma \) passes through the vertex \( \infty \) infinitely often. However, \( \gamma \) diverges, so it must enter some interval \([n, n + 1]\) infinitely often, where \( n \) is an integer. Since \( n \) and \( n + 1 \) are adjacent vertices of \( \mathcal{F} \), we can apply Lemma 2.1 yet again, to see that \( \gamma \) passes through one of \( n \) or \( n + 1 \) infinitely often.

Therefore \( \gamma \) returns to two distinct vertices of \( \mathcal{F} \) infinitely often, as required. The converse implication is immediate.

3 Convergent continued fractions

Here we prove Theorem 1.2. Although this theorem is a corollary of Theorem 1.1, we prove it independently, and then later use it to prove the stronger theorem.

**Lemma 3.1.** The continued fraction \([b_0, b_1, \ldots]\), where \( |b_n| \geq 2 \), for \( n = 1, 2, \ldots \), converges to a value in \([b_0 - 1, b_0 + 1]\). Furthermore, it converges to \( b_0 - 1 \) if and only if \( b_1 = b_2 = \cdots = 2 \), and it converges to \( b_0 + 1 \) if and only if \( b_1 = b_2 = \cdots = -2 \).
Proof. We prove the lemma when $b_0 = 0$; the more general case follows immediately by applying a translation.

Let $t_n(z) = -1/(b_n + z)$, for $n = 1, 2, \ldots$, and let $T_n = t_1 \circ t_2 \circ \cdots \circ t_n$. (It is marginally more convenient to use these maps in place of the maps $s_n = b_n - 1/z$ and $S_n = s_1 \circ s_2 \circ \cdots \circ s_n$ defined in the introduction.) Then the $n$th convergent of $[0, b_1, b_2, \ldots]$ is $T_n(0)$, for $n = 1, 2, \ldots$. Observe that $t_n$ maps the interval $[-1, 1]$ inside itself and it preserves the order of points in that interval. It follows that $T_n$ also maps $[-1, 1]$ inside itself and preserves order in that interval. Furthermore, $t_n(-1) = -1$ if and only if $b_n = 2$, and $t_n(1) = 1$ if and only if $b_n = -2$. Thus

$$-1 \leq T_1(-1) \leq T_2(-1) \leq \cdots \leq T_2(1) \leq T_1(1) \leq 1,$$

where equality holds in all of the left set of inequalities if and only if all coefficients $b_n$ equal 2, and equality holds in all of the right set of inequalities if and only if all coefficients $b_n$ equal $-2$.

Now, $T_n(0) \in (T_n(-1), T_n(1))$, but $T_n(0) = T_{n+1}(\infty)$, so $T_n(0) \notin (T_{n+1}(-1), T_{n+1}(1))$. Therefore either $T_n(-1) < T_n(0) < T_{n+1}(-1)$ or $T_{n+1}(1) < T_n(0) < T_n(1)$. From this we see that all the points $(T_1(0), T_2(0), \ldots)$ are distinct. For any $\varepsilon > 0$ there are only finitely many edges of $\mathcal{F}$ with vertices in $[-1, 1]$ and with Euclidean diameter greater than $\varepsilon$. Since $T_n(0), T_n(1) \in [-1, 1]$, and they are the vertices of an edge of $\mathcal{F}$ (because 0 and 1 are adjacent in $\mathcal{F}$ and $T_n \in \Gamma$), we see that $|T_n(0) - T_n(1)| \to 0$, and similarly $|T_n(0) - T_{n+1}(-1)| \to 0$.

Reasoning in this way we deduce that the sequences $(T_n(-1))$ and $(T_n(1))$ converge to the same limit between $-1$ and 1, which is the value of the continued fraction. Furthermore, this limit is $-1$ if and only if all coefficients $b_n$ equal 2, and it is 1 if and only if all coefficients $b_n$ equal $-2$. 

We can now prove Theorem 1.2, which says that if $|b_n| \geq 2$, for $n = 1, 2, \ldots$, then the continued fraction $[b_0, b_1, \ldots]$ converges to a rational if it has the same tail as $[2, 2, \ldots]$, and otherwise it converges to an irrational.

Proof of Theorem 1.2. We use the notation $s_n(z) = b_n - 1/z$, $S_n = s_1 \circ s_2 \circ \cdots \circ s_n$ and $v_n = S_n(\infty)$, for $n = 0, 1, \ldots$, which was presented in the introduction. The convergents $(v_0, v_1, \ldots)$ of the continued fraction form a path in $\mathcal{F}$, which converges to a limit $\alpha$, a real number, by Lemma 3.1.

Suppose that $\alpha$ is rational. We claim that there is a nonnegative integer $m$ for which $v_m \sim \alpha$ and $v_{m+1} \neq \alpha$. (Recall that $\sim$ denotes adjacency in $\mathcal{F}$.) To prove the claim, first suppose that $v_k = \alpha$ for some nonnegative integer $k$. Then $v_{k+1} \sim \alpha$, and since $b_{k+2} \neq 0$ we see that $s_{k+2}(\infty) \neq s_{k+1}(\infty)$, so

$$v_{k+2} = S_{k+2}(\infty) = S_{k+1} \circ s_{k+2}(\infty) \neq S_{k+1} \circ s_{k+1}(\infty) = S_k(\infty) = v_k = \alpha.$$

Hence in this case we can choose $m = k + 1$.

We can now suppose that no vertex $v_k$ is equal to $\alpha$. Choose vertices $u$ and $v$ of $\mathcal{F}$ each adjacent to $\alpha$ with $u < \alpha < v$ such that $v_0$ does not lie in $[u, v]$. By Lemma 2.1, the path $\gamma$ must pass through one of $u$ or $v$, so there is a nonnegative integer $m$ for which $v_m \sim \alpha$ (and $v_{m+1} \neq \alpha$). This proves the claim.

Observe that $v_m = S_m(\infty)$, so $S_m^{-1}(v_m)$. Since $v_m \sim \alpha$, it follows that $\alpha \sim S_m^{-1}(\alpha)$, so $S_m^{-1}(\alpha)$ is an integer. Clearly, $S_m^{-1}(\alpha) = [b_{m+1}, b_{m+2}, \ldots]$. Next, $v_{m+1} = S_{m+1}(\infty) = S_n(b_{m+1})$, so $b_{m+1} = S_m^{-1}(v_{m+1})$, which is distinct from $S_m^{-1}(\alpha)$. We can now apply Lemma 3.1 to the
continued fraction \([b_{n+1}, b_{m+2}, \cdots]\) to see that either \(S^{-1}_m(\alpha) = b_{m+1} - 1\) and \(b_{m+2} = b_{m+3} = \cdots = 2\), or else \(S^{-1}_m(\alpha) = b_{m+1} + 1\) and \(b_{m+2} = b_{m+3} = \cdots = -2\).

It remains to prove that if \([b_0, b_1, \ldots]\) has the same tail as \([2, 2, \ldots]\) or \([-2, -2, \ldots]\), then \(\alpha\) is rational. Suppose then that \(b_{m+2} = b_{m+3} = \cdots = 2\), for some nonnegative integer \(m\). Then

\[
\alpha = [b_0, b_1, \ldots] = S_{m+1}([2, 2, \ldots]) = S_{m+1}(1),
\]

so \(\alpha\) is rational, and similarly we can see that \(\alpha\) is rational if \(b_{m+2} = b_{m+3} = \cdots = -2\). \(\square\)

4 Proof of the First Part of Theorem 1.1

In this section we prove part (i) of Theorem 1.1. First we gather several more elementary results. In these results we use the usual notation \(s_n(z) = b_n - 1/z\) and \(S_n = s_0 \circ s_1 \circ \cdots \circ s_n\), for \(n = 0, 1, \ldots\), associated to the continued fraction \([b_0, b_1, \ldots]\).

**Lemma 4.1.** Suppose that the finite continued fraction \([b_0, b_1, \ldots, b_m]\), where \(|b_i| \geq 2\) for \(i = 1, 2, \ldots, m\), has value \(c/d\), a reduced rational. Then \(m < d\).

**Proof.** From the equation \(S_n = S_{n-1} \circ s_n\) a straightforward induction argument shows that \(S_n(z) = (c_n z - c_{n-1})/(d_n z - d_{n-1})\) for coefficients \(c_n\) and \(d_n\) that satisfy

\[
c_n = b_n c_{n-1} - c_{n-2}, \quad d_n = b_n d_{n-1} - d_{n-2}
\]

and \(c_{n-1} d_n - c_n d_{n-1} = 1\), for \(n = 1, 2, \ldots, m\), where \(c_0 = b_0, c_1 = 1, d_0 = 1\) and \(d_1 = 0\). These are standard recurrence relations in continued fractions theory, perhaps most easily appreciated by representing the equation \(S_n = S_{n-1} \circ s_n\) in matrix form as

\[
\begin{pmatrix}
c_n & -c_{n-1} \\ d_n & -d_{n-1}
\end{pmatrix} = \begin{pmatrix}
c_{n-1} & -c_{n-2} \\ d_{n-1} & -d_{n-2}
\end{pmatrix} \begin{pmatrix}
b_n & -1 \\ 1 & 0
\end{pmatrix}.
\]

Using the recurrence relation for \(d_n\) we see that

\[
|d_n| = |b_n d_{n-1} - d_{n-2}| \geq 2|d_{n-1}| - |d_{n-2}|,
\]

so \(|d_n| - |d_{n-1}| \geq |d_{n-1}| - |d_{n-2}|\). Since \(|d_0| - |d_{-1}| = 1\), it follows that

\[
|d_m| = (|d_m| - |d_{m-1}|) + (|d_{m-1}| - |d_{m-2}|) + \cdots + (|d_0| - |d_{-1}|) > m.
\]

But \(c_m/d_m = c/d\), so \(|d_m| = d\), and the result follows. \(\square\)

The following lemma describes how the convergents of a continued fraction are modified under an application of the function \(\Phi\).

**Lemma 4.2.** Let \([b_0, b_1, \ldots]\) and \([b'_0, b'_1, \ldots]\) be continued fractions with convergents \(\langle v_0, v_1, \ldots \rangle\) and \(\langle v'_0, v'_1, \ldots \rangle\), respectively, and suppose that \([b'_0, b'_1, \ldots] = \Phi([b_0, b_1, \ldots])\). Let \(m\) be the first positive integer position at which a 0, 1 or -1 appears in the sequence \(b_1, b_2, \ldots\) (assuming there is one). Then

\[
\langle v'_0, v'_1, \ldots \rangle = \begin{cases}
\langle v_0, v_1, \ldots, v_{m-2}, v_{m+1}, v_{m+2}, \ldots \rangle, & \text{if } b_m = 0, \\
\langle v_0, v_1, \ldots, v_{m-2}, v_m, v_{m+1}, \ldots \rangle, & \text{if } b_m = \pm 1.
\end{cases}
\]
In the case \( m = 1 \) this formula should be interpreted to say that \( \langle v'_0, v'_1, \ldots \rangle \) is equal to \( \langle v_2, v_3, \ldots \rangle \) when \( b_m = 0 \) and \( \langle v'_0, v'_1, \ldots \rangle \) is equal to \( \langle v_1, v_2, \ldots \rangle \) when \( b_m = \pm 1 \).

**Proof.** We use the usual notation \( s_n(z) = b_n - 1/z \), \( s_n = s_0 \circ s_1 \circ \cdots \circ s_n \) and \( v_n = S_n(\infty) \), for \( n = 0, 1, \ldots \). Also, we define \( s'_n(z) = b'_n - 1/z \), \( s'_n = s'_0 \circ s'_1 \circ \cdots \circ s'_n \) and \( v'_n = S'_n(\infty) \), for \( n = 0, 1, \ldots \).

First consider the case when \( b_m = 0 \). Then \( s'_n(z) = s_n(z) \), for \( n = 0, 1, \ldots, m - 2 \), so \( v'_n = S'_n(\infty) = S_n(\infty) = v_n \). Now, \( s_m(z) = -1/z \). Hence

\[
    s_{m-1} \circ s_m \circ s_{m+1}(z) = b_{m-1} + b_{m+1} - 1/z = s'_{m-1}(z).
\]

Also, \( s'_n(z) = s_{n+2}(z) \), for \( n \geq m \). Hence, for \( n \geq m - 1 \), we have

\[
    v'_n = S'_n(\infty) = S_{n+2}(\infty) = v_{n+2}.
\]

Now suppose that \( b_m = 1 \) (the case \( b_m = -1 \) is similar). Again, \( s'_n(z) = s_n(z) \), for \( n = 0, 1, \ldots, m - 2 \), so \( v'_n = S'_n(\infty) = S_n(\infty) = v_n \). This time \( s_m(z) = 1 - 1/z \), and it can be checked that

\[
    s_{m-1} \circ s_m(\infty) = s'_{m-1}(\infty) \quad \text{and} \quad s_{m-1} \circ s_m \circ s_{m+1}(z) = s'_{m-1} \circ s'_m(z).
\]

Also, \( s'_n(z) = s_{n+1}(z) \), for \( n \geq m + 1 \). Hence, for \( n \geq m - 1 \), we have

\[
    v'_n = S'_n(\infty) = S_{n+1}(\infty) = v_{n+1}.
\]

\( \square \)

For the remainder of this section we will use the following notation associated to a continued fraction \( [b_0, b_1, \ldots] \). As usual, the sequence of convergents of \( [b_0, b_1, \ldots] \) is denoted by \( \langle v_0, v_1, \ldots \rangle \).

We define \( \Phi(\langle b_0, b_1, \ldots \rangle) = \Phi^n(\langle b_0, b_1, \ldots \rangle) \), and we let \( \langle v_0^{(n)}, v_1^{(n)}, \ldots \rangle \) be the associated sequence of convergents. Next we define \( p^{(n)} \) to be the first positive integer position at which a 0, 1 or –1 appears in \( \langle b_0^{(n)}, b_1^{(n)}, \ldots \rangle \) (the same definition appeared in the introduction), and we let \( p = \liminf p^{(n)} \). By the definition of \( \Phi \) we can see that, for \( 0 \leq i < p - 1 \) (where possibly \( p = \infty \)), each of the sequences \( b_i^{(0)}, b_i^{(1)}, \ldots \) is eventually constant, with value \( b_i^* \), say. We denote the sequence of convergents of \( [b_0^*, b_1^*, \ldots, b_p^{* - 2}] \) by \( \langle v_0^*, v_1^*, \ldots, v_p^{* - 2} \rangle \). Of course, if \( p = \infty \), then \( [b_0^*, b_1^*, \ldots] \) is an infinite continued fraction with an infinite sequence of convergents \( \langle v_0^*, v_1^*, \ldots \rangle \).

Consider now a particular convergent \( v_k \) of \( [b_0, b_1, \ldots] \). We will define inductively a sequence \( e^{(0)}(k), e^{(1)}(k), \ldots \) of nonnegative integers chosen such that the vertex at position \( e^{(n)}(k) \) of \( \langle v_0^{(n)}, v_1^{(n)}, \ldots \rangle \) is \( v_k \). The resulting sequence may be finite or infinite.

First, let \( e^{(0)}(k) = k \) (because \( v_k \) is at position \( k \) in \( \langle v_0, v_1, \ldots \rangle \)). Now suppose that \( e^{(0)}(k), e^{(1)}(k), \ldots, e^{(n)}(k) \) have all been defined, for some nonnegative integer \( n \). Let \( m = p^{(n)} \), the position of the first coefficient (ignoring \( b_0^{(n)} \)) equal to 0, 1 or –1 in \( \langle b_0^{(n)}, b_1^{(n)}, \ldots \rangle \). If \( b_m^{(n)} = 0 \), and \( e^{(n)}(k) \) equals \( m - 1 \) or \( m \), then the sequence terminates at \( e^{(n)}(k) \). If \( b_m^{(n)} = \pm 1 \), and \( e^{(n)}(k) = m - 1 \), then, again, the sequence terminates at \( e^{(n)}(k) \). Otherwise, we define

\[
    e^{(n+1)}(k) = \begin{cases} 
        e^{(n)}(k), & \text{if } e^{(n)}(k) \leq m - 2, \\
        e^{(n)}(k) - 2, & \text{if } e^{(n)}(k) > m \text{ and } b_m^{(n)} = 0, \\
        e^{(n)}(k) - 1, & \text{if } e^{(n)}(k) > m - 1 \text{ and } b_m^{(n)} = \pm 1.
    \end{cases}
\]

This definition has been chosen to ensure that the \( e^{(n+1)}(k) \)-th vertex of \( \langle v_0^{(n+1)}, v_1^{(n+1)}, \ldots \rangle \) is equal to the \( e^{(n)}(k) \)-th vertex of \( \langle v_0^{(n)}, v_1^{(n)}, \ldots \rangle \); that is, \( v_{e^{(n+1)}(k)}^{(n)} = v_{e^{(n)}(k)}^{(n)} \). We can easily verify this by going through the cases, making use of Lemma 4.2.
The resulting sequence $e^{(0)}(k), e^{(1)}(k), \ldots$ is (not necessarily strictly) decreasing, and if it is infinite, then it must therefore eventually be constant. It has the property that if $k < l$, then $e^{(n)}(k) < e^{(n)}(l)$, for all positive integers $n$ for which both expressions exist. This property is obvious intuitively, and it can be proved quickly from the definition. We record one more property in a lemma. In this lemma we write $N_0$ for the set $\{0, 1, 2, \ldots\}$.

**Lemma 4.3.** Let $n, r \in N_0$. Then there exists a unique integer $k \in N_0$ with $e^{(n)}(k) = r$.

**Proof.** We prove by induction on $n$ that for any $r \in N_0$ there exists $k \in N_0$ with $e^{(n)}(k) = r$. For $n = 0$, we can choose $k = r$, because $e^{(0)}(r) = r$. Suppose next that the induction statement is true for all nonnegative integers up to and including $n$. Let $m = p^{(n)}$. Given $r \in N_0$, we define $s = \begin{cases} r, & \text{if } r \leq m - 2, \\ r + 2, & \text{if } r \geq m - 1 \text{ and } b^{(n)}_m = 0, \\ r + 1, & \text{if } r \geq m - 1 \text{ and } b^{(n)}_m = \pm 1. \end{cases}$

By the inductive hypothesis, we can choose $k \in N_0$ such that $e^{(n)}(k) = s$. Then one can check that $e^{(n+1)}(k) = r$ for each of the three cases used to define $s$. This completes the inductive proof.

For uniqueness, we observe that if $k < l$ then $e^{(n)}(k) < e^{(n)}(l)$, so $e^{(n)}(k)$ and $e^{(n)}(l)$ cannot both equal $r$. \qed

All these properties of the sequence $e^{(0)}(k), e^{(1)}(k), \ldots$ are intuitively clear, including the statement of the lemma, even if the details of formal proofs are somewhat awkward. Henceforth we often use these properties without comment.

**Lemma 4.4.** Suppose that $p^{(n)} \to \infty$. Then for any extended rational $v$ there are only finitely many convergents $v_k$ equal to $v$.

**Proof.** We write $v$ as a reduced rational $c/d$. Choose a positive integer $R$ such that if $n \geq R$, then $p^{(n)} \geq d + 2$. It follows that $[b^{(n)}_0, b^{(n)}_1, \ldots, b^{(n)}_d] = [b^{*}_0, b^{*}_1, \ldots, b^{*}_d]$, for $n \geq R$. From Lemma 4.3 there is a nonnegative integer $S$ such that $e^{(R)}(S) = d$. Then $e^{(R)}(S) \leq p^{(n)} - 2$, so $e^{(n)}(S) \leq p^{(n)} - 2$, for $n \geq R$, and it follows from the definition of the sequence $e^{(0)}(S), e^{(1)}(S), \ldots$ that $e^{(n)}(S) = d$, for all $n \geq R$.

Let us assume that $k > S$ and $v_k = v$. We will establish a contradiction, thereby proving that only finitely many convergents are equal to $v$.

Suppose for the moment that the sequence $e^{(0)}(k), e^{(1)}(k), \ldots$ is infinite, so it is eventually constant, with value $m$, say. Choose any sufficiently large integer $n \geq R$ for which $e^{(n)}(k) = m$ and $p^{(n)} > m$. Since $k > S$, it follows that $e^{(n)}(k) > e^{(n)}(S)$, so $m > d$. Now, from the definition of $e^{(0)}(k), e^{(1)}(k), \ldots$ we know that the vertex at position $m = e^{(n)}(k)$ of $(v^{(n)}_0, v^{(n)}_1, \ldots)$ is equal to $v_k$; that is, $v^{(n)}_m = v_k = v = c/d$. However, this contradicts Lemma 4.1, because $|b^{(n)}_i| \geq 2$, for $i = 1, 2, \ldots, m$ (since $p^{(n)} > m$), and $m > d$.

Suppose instead that $e^{(0)}(k), e^{(1)}(k), \ldots$ is of finite length – the final term is $e^{(n)}(k)$, say. Since $k > S$, it follows that $e^{(n)}(k) > e^{(n)}(S) = d$. 


Let $m = p^{(n)}$. Because the final term of the sequence $e^{(0)}(k), e^{(1)}(k), \ldots$ is $e^{(n)}(k)$, we see from the definition of that sequence that either $b_{m}^{(n)} = 0$ and $e^{(n)}(k)$ equals $m - 1$ or $m$, or $b_{m}^{(n)} = \pm 1$ and $e^{(n)}(k) = m - 1$. In all cases we have that $m > d$.

Suppose that $b_{m}^{(n)} = 0$. If $e^{(n)}(k) = m - 1$, then the finite continued fraction $[b_{0}^{(n)}, b_{1}^{(n)}, \ldots, b_{m-1}^{(n)}]$ has value $v_{m-1} = v_{k} = v$, which contradicts Lemma 4.1, because $|b_{i}^{(n)}| \geq 2$, for $i = 1, 2, \ldots, m - 1$ (since $p^{(n)} = m$), and $m > d$. And if $e^{(n)}(k) = m$, then the continued fraction $[b_{0}^{(n)}, b_{1}^{(n)}, \ldots, b_{m-2}^{(n)}]$ has value $v_{m-2} = v_{m} = v_{k} = v$, which again contradicts Lemma 4.1, because $|b_{i}^{(n)}| \geq 2$, for $i = 1, 2, \ldots, m - 2$ (since $p^{(n)} = m$), and $m > d$. We obtain a similar contradiction when $b_{m}^{(n)} = \pm 1$.

It follows that there are no integers $k > S$ with $v_{k} = v$. Hence there are only finitely many convergents equal to $v$.

**Lemma 4.5.** Suppose that $p^{(n)} \to \infty$. Then the sequence of convergents of the limit continued fraction $[b_{0}^{*}, b_{1}^{*}, \ldots]$ is a subsequence of the sequence of convergents of $[b_{0}, b_{1}, \ldots, b_{n}]$.

**Proof.** With the usual notation, the lemma says that $\langle v_{0}^{*}, v_{1}^{*}, \ldots \rangle$ is a subsequence of $\langle v_{0}, v_{1}, \ldots \rangle$. To see why this is so, choose any nonnegative integer $r$, and let $N$ be a positive integer for which $p^{(n)} \geq r + 2$, for $n \geq N$. Then $v_{N}^{*} = v_{r}^{*}$, for $n \geq N$, because $r \leq p^{(n)} - 2$. By Lemma 4.3 there is a nonnegative integer $k_{r}$ with $e^{(N)}(k_{r}) = r$; and in fact $e^{(n)}(k_{r}) = r$, for $n \geq N$, because $r \leq p^{(n)} - 2$. Hence $v_{r}^{*} = v_{r}^{(n)} = v_{k_{r}}$, by definition of $e^{(0)}(k_{r}), e^{(1)}(k_{r}), \ldots$.

Now, we know that if $k_{r} < k_{s}$, then $e^{(n)}(k_{r}) < e^{(n)}(k_{s})$. Hence $k_{0} < k_{1} < \cdots$. It follows that $\langle v_{0}^{*}, v_{1}^{*}, \ldots \rangle$ is a subsequence of $\langle v_{0}, v_{1}, \ldots \rangle$.

We can now prove the first part of Theorem 1.1.

**Proof of Theorem 1.1(i).** Part (i) of Theorem 1.1 assumes that $p^{(n)} \to \infty$. In this case we see from Lemma 4.4 that the sequence of convergents $(v_{0}, v_{1}, \ldots)$ does not return to any vertex infinitely often. Hence, by Theorem 1.3, the continued fraction converges to some value $\alpha$.

Now, by Lemma 4.5, the sequence of convergents of $[b_{0}^{*}, b_{1}^{*}, \ldots]$ is a subsequence of that of $[b_{0}, b_{1}, \ldots]$. The former continued fraction certainly converges – by Theorem 1.2 – so it must converge to $\alpha$. Moreover, Theorem 1.2 tells us that $\alpha$ is rational if $[b_{0}^{*}, b_{1}^{*}, \ldots]$ has the same tail as $[2, 2, \ldots]$ or $[-2, -2, \ldots]$, and otherwise it is irrational, as required.

## 5 Proof of the second part of Theorem 1.1

The second part of Theorem 1.1 will be proved after two preliminary lemmas.

**Lemma 5.1.** Consider a continued fraction $[b_{0}, b_{1}, \ldots]$ with $|b_{i}| \geq 2$, for $i = 1, 2, \ldots, n$. Let $(v_{0}, v_{1}, \ldots)$ be the corresponding sequence of convergents. If $1 \leq k \leq n$, then

$$|v_{n} - v_{k-1}| \leq \frac{1}{|b_{k}| - 1}.$$ 

This inequality remains true if $1 \leq k < n$ and $|b_{i}| \geq 2$, for $i = 1, 2, \ldots, n - 1$, but $b_{n} = 0$. 
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Lemma 5.2.

Proof. By applying a translation we can assume that \( b_0 = 0 \) (so \( v_0 = 0 \)). Now define \( t_m(z) = -1/(b_m + z) \) and \( T_m = t_1 \circ t_2 \circ \cdots \circ t_m \), for \( m = 1, 2, \ldots \), as we did in proving Lemma 3.1. Let \( T_0 \) denote the identity transformation. Recall that \( (T_m(0)) \) is the sequence of convergents of \([b_0, b_1, \ldots]\) and \( t_m([-1, 1]) \subset [-1, 1] \), for \( m = 1, 2, \ldots, n \). Observe also that \( |t'_m(z)| = 1/|b_m + z|^2 \leq 1 \), for \( z \in [-1, 1] \) and \( 1 \leq m \leq n \). Applying the chain rule, we see that

\[
|T'_m(z)| = |t'_1(z_1)||t'_2(z_2)| \cdots |t'_m(z_m)| \leq 1,
\]

for \( z \in [-1, 1] \) and \( 1 \leq m \leq n \), where \( z_i = t_{i+1} \circ t_{i+2} \circ \cdots \circ t_m(z) \) (and \( z_m = z \)).

Next, we have \( v_k = T_k(0) \), for \( k = 1, 2, \ldots, n \). Observe that \( t_{k+1} \circ t_{k+2} \circ \cdots \circ t_n(0) \in [-1, 1] \). Hence

\[
v_n \in T_k([-1, 1]) = T_{k-1}([t_k(-1), t_k(1)]).
\]

Suppose that \( b_k > 0 \) (the case \( b_k < 0 \) is similar). Then \( t_k(1) = 1/(b_k + 1) < 0 \), so

\[
v_n \in T_{k-1}([-1, 0])
\]

Therefore \( v_n = T_{k-1}(u_n) \), for some point \( u_n \) in \([t_k(-1), 0]\). Now,

\[
|t_k(-1) - 0| = \left| \frac{-1}{b_k - 1} \right| = \frac{1}{|b_k| - 1}.
\]

Hence

\[
|v_n - v_{k-1}| = |T_{k-1}(u_n) - T_{k-1}(0)| = |T'_{k-1}(c_k)||u_n - 0|,
\]

for some real number \( c_k \) between \( u_n \) and \( 0 \). The required inequality follows, since \( |T'_{k-1}(c_k)| \leq 1 \) and \( |u_n - 0| \leq 1/(|b_k| - 1) \).

It remains to prove the final part of the lemma in which \( b_n = 0 \). In this case, \( v_n = v_{n-2} \), so the lemma continues to hold if \( k \leq n - 2 \). And clearly it also holds if \( k = n - 1 \).

Lemma 5.2. Suppose that \( p(n) \not\to \infty \). Then only finitely many of the sequences \( e^{(0)}(k), e^{(1)}(k), \ldots \), for \( k \in \mathbb{N}_0 \), are of infinite length.

Proof. Let \( p = \lim \inf p(n) \). Suppose that the sequence \( e^{(0)}(k), e^{(1)}(k), \ldots \) is of infinite length, for some positive integer \( k \). Choose a positive integer \( N \) such that, for \( n \geq N \), all terms \( e^{(n)}(k) \) of the sequence are equal to some value \( e \).

Now suppose, in order to reach a contradiction, that \( e > p \). Choose an integer \( n \geq N \) for which \( p(n) = p \). Then \( b_p(n) \) is 0, 1 or \( -1 \), and we see from the definition of the sequence \( e^{(0)}(k), e^{(1)}(k), \ldots \) that \( e^{(n+1)}(k) < e^{(n)}(k) \). This is the contradiction we need, since \( e^{(n+1)}(k) = e^{(n)}(k) = e \).

It follows, then, that \( e \leq p \). But for each nonnegative integer \( e \leq p \) there is a unique integer \( k \) such that \( e^{(n)}(k) \to e \) as \( n \to \infty \). Hence there are only finitely many infinite sequences \( e^{(0)}(k), e^{(1)}(k), \ldots \), for \( k \in \mathbb{N}_0 \).

We now prove the second part of Theorem 1.1.

Proof of Theorem 1.1(ii). Part (ii) of Theorem 1.1 assumes that \( p(n) \not\to \infty \). Let \( p = \lim \inf p(n) \). Suppose that \( q(n) \not\to \infty \). Since \( p = \lim \inf p(n) \), we can find a positive integer \( N \) such that

\[
[b_0^{(n)}, b_1^{(n)}, \ldots, b_{p-2}^{(n)}] = [b_0^n, b_1^n, \ldots, b_{p-2}^n],
\]

for all \( n \geq N \).
for $n \geq N$. Observe that the sequence $b_{p-1}^{(1)}, b_{p-1}^{(2)}, \ldots$ does not stabilise on a fixed value. And recall that $q^{(n)} = |b_{p-1}^{(n)}|$, by definition.

Now let $m_1, m_2, \ldots$ be the complete list of positive integers $n$ greater than $N$, written in increasing order, for which $p^{(n)} = p$. That is, $m_1, m_2, \ldots$ are the positive integers $n > N$, in order, for which $b_{p-1}^{(n)}$ is 0, 1 or $-1$.

The sequence $b_{p-1}^{(n)}$, for $n = N + 1, N + 2, \ldots$, can only change value when $n = m_1, m_2, \ldots$. Since $q^{(n)} \neq \infty$, we can find a subsequence $n_1, n_2, \ldots$ of $m_1, m_2, \ldots$ for which every term $b_{p-1}^{(n_1)}$ is equal to some fixed integer $b$, where $|b| \geq 2$. And by restricting to a further subsequence, we can assume that all the terms $b_{p-1}^{(n)}$ are equal to precisely one of 0, 1 or $-1$.

Observe that $v_p^{(n)} = u$ and $v_p^{(n)} = v$, for $i = 1, 2, \ldots$, where $u$ and $v$ are two fixed adjacent vertices of $\mathcal{F}$. Let $r_i$ and $s_i$ be nonnegative integers for which $e^{(n)}(r_i) = p - 1$ and $e^{(n)}(s_i) = p$, in which case $v_{r_i} = u$ and $v_{s_i} = v$. Now, the sequence $e^{(0)}(r_i), e^{(1)}(r_i), \ldots$ has length exactly $n_i + 1$; the final term is $e^{(n)}(r_i) = p - 1$ because $b_p^{(n_i)}$ is 0, 1 or $-1$. It follows that all the integers $r_i$ are distinct from one another, so there are infinitely many of them. With similar reasoning we can see that the collection of integers $s_i$ is infinite too.

We deduce that the sequence $(v_n)$ is equal to $u$ for infinitely many indices $n$, and likewise it is equal to $v$ for infinitely many indices $n$. It follows that $(v_n)$ diverges, so $[b_1, b_2, \ldots]$ diverges.

Suppose now that $q^{(n)} \rightarrow \infty$. As before, we choose a positive integer $N$ for which $p^{(n)} \geq p$, for $n \geq N$, so

$$[b_0^{(n)}, b_1^{(n)}, \ldots, b_{p-2}^{(n)}] = [b_0^{*}, b_1^{*}, \ldots, b_{p-2}^{*}].$$

Next, by Lemma 5.2, we can choose a positive integer $M$ such that, for $k \geq M$, the sequence $e^{(0)}(k), e^{(1)}(k), \ldots$ is of finite length. Let us also choose $M > 2N + (p - 1)$.

Let $k \geq M$. By definition of the sequence $e^{(0)}(k), e^{(1)}(k), \ldots$, we can see that

$$k - e^{(n)}(k) = (k - e^{(1)}(k)) + (e^{(1)}(k) - e^{(2)}(k)) + \cdots + (e^{(n-1)}(k) - e^{(n)}(k)) \leq 2n.$$ 

Suppose, in order to reach a contradiction, that $e^{(n)}(k) < p - 1$, for some positive integer $n$. Then $k - (p - 1) < 2n$, and since $M > 2N + (p - 1)$ and $k \geq M$, we have that $n > N$. However, if $e^{(n)}(k) \leq p - 2 \leq p^{(n)} - 2$, then $e^{(n+1)}(k) = e^{(n)}(k)$, so the sequence $e^{(0)}(k), e^{(1)}(k), \ldots$ is infinite. This is the required contradiction. Therefore $e^{(n)}(k) \geq p - 1$ for $k \geq M$ and $n \in \mathbb{N}_0$.

Next, for each integer $k > N$, define $r_k$ to be the positive integer such that $e^{(r_k)}(k)$ is the last term of the sequence $e^{(0)}(k), e^{(1)}(k), \ldots$. Let $u \in \mathbb{N}$ and $m = p^{(u)}$. Then $r_k = n$ if and only if either $b_m = 0$ and $e^{(n)}(k)$ equals $m - 1$ or $m$, or $b_m = \pm 1$ and $e^{(n)}(k) = m - 1$. Hence there are at most two values of $k$ for which $r_k = n$. Consequently, we deduce that $r_k \rightarrow \infty$ as $k \rightarrow \infty$.

The vertex at position $e^{(r_k)}(k)$ of $(v_0^{(r_k)}, v_1^{(r_k)}, \ldots)$ is equal to $v_k$, so we can apply Lemma 5.1 to the continued fraction $[v_0^{(r_k)}, v_1^{(r_k)}, \ldots]$ to see that

$$|v_k - v_{p-2}^{(r_k)}| \leq \frac{1}{|b_{p-1}^{(r_k)} - 1|} = \frac{1}{q^{(r_k)} - 1}.$$

Observe that $v_{p-2}^{(r_k)} = v_{p-2}^*$, for sufficiently large values of $k$. Since $r_k \rightarrow \infty$ as $k \rightarrow \infty$, and hence $q^{(r_k)} \rightarrow \infty$ as $k \rightarrow \infty$, we see that $v_k \rightarrow v_{p-2}^*$ as $k \rightarrow \infty$. Therefore $[b_0, b_1, \ldots]$ converges to the extended rational $v_{p-2}^*$.}\hfill \Box
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