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ABSTRACT

Distance relay is one of the most important protection element of a transmission line used in protection schemes. Relay may malfunction if it is not able to distinguish faults from system stressed conditions. This work mainly focusses on enhancing the performance of the distance relay in a secured manner based on data mining approach which uses two phases of classification. Level 1 classifier identifies the system conditions like normal, fault, and power swing and level 2 classifier gets initiated when there is a power swing and distinguishes between the persistence of power swing condition and a three-phase fault. In both the phases, the protection scheme in the respective zone where the fault occurred gets activated. The proposed methodology is tested for an IEEE 9-bus system wherein the data is collected from phasor measurement units placed in optimal locations. Optimal PMU placement is economical since it overcomes issues like cost, communication infrastructure issues, maintenance and complexity. The results proved that the proposed method is effective with good efficiency and higher accuracy with less number of PMUs.
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1. INTRODUCTION

In today’s world scenario, usage of power keeps rising day by day. High power usage demands for a proper infrastructure for transmitting power from the generation centers to the regions in remote locations through long distance lines of transmission. The main objective of all power systems is to maintain continuous power supply and minimize power transmission losses. However, natural events like lightning, weather, and equipment failure may lead to faults. Under the worst scenario, if the fault persists, it may lead to long term power loss, blackouts, and also cause permanent damage to some equipment. Thus, to prevent such undesirable situations the temporary isolation of the live system has to be done as early as possible. To achieve this transmission line is divided into zones and protection is arranged in each zone. These zones are generally overlapping each other so that none of the parts of the power system is left unprotected and also to provide back-up protection to remote sections.

Distance relays are commonly employed for primary as well as back-up security for transmission lines. It makes a decision based on the local current and voltage measures. During stressed conditions, the distance relay struggles to differentiate between a stress condition and a fault, and as a result there exists a possibility that the relay may mal-operate.
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During stressed conditions, the distance relay can misinterpret it as a fault and can issue a trip decision [1]. Hence, the research community is focusing to develop approaches that can improve the performance of the distance relay. Lin et al. developed a mho type distance relay model to operate correctly under various types of fault [2]. Prashant Gawande et al. proposed an approach based on the prediction of impedance, for detecting the 3 phase faults under system stresses like load encroachment and power swing [3]. This method works on the basis of local measurements of voltage and current.

Li Y et al. presented an approach to identify the faulty line with only sparse synchronized measurements [4]. Samantaray et al. presented a scheme, to obtain a full observable wide area backup scheme of protection by employing cubature kalman filtering based DSE with the phasor measurement unit [5]. Sharafi A. et al. and Jose T. et al. proposed approaches to improve the relay’s performance under the system stressed circumstances [6], [7]. There are various backup protection schemes based on synchro-phasor measurements and adaptive in nature that are proposed in the literature [8]-[13]. Various techniques to avoid zone 3 maloperation under various stressed conditions are presented in the literature [14]-[19].

Rao et al. proposed a power swing blocking algorithm to prevent unintended tripping of the transmission lines because of the malfunctioning of the distance relays. This algorithm uses synchro-phasor measurements for distinguishing power swing from fault. In this research work, an impedance trajectory prediction model was developed for supervising distance relay under power swing with the help of synchro-phasor measurements [20]. Lavand, S. A et al. proposed a synchro-phasor-based scheme of supervision for improving the security of protection of zone 1 at the time of power swing by employing a prediction technique. Current differential protection is employed in this work to confirm the presence of fault by placing synchro-phasors at the two rears of the line [21]. This approach needs measuring devices at all the buses and so this approach is not viable practically.

Also, issues like increase in data size, uncertainty associated with data, complex and nonlinear behavior of power systems are need to be currently addressed. These issues can be handled by computationally intelligent methods like data mining techniques. Data mining approaches addressing discrimination of fault and system stress conditions and enhancing the distance relay’s performance for protection are available in the literature but are very limited. An adaptive technique of protection to enhance the performance of relay at the time of power swing for both uncompensated and compensated lines based on data mining is proposed in [22]. The scheme uses random forests (RF) and decision tree (DT) to provide supervisory control, distinguishing power swing, faults during power swings, and also identifying fault zone for series compensated lines.

Dubey, R. et al. presented an online adaptive technique of protection using data mining algorithms such as, DT and RF to supervise and enhance the output of distance relay [23]. The above approach used Phasor measurement units (PMUs) in all the buses for measurements. A random forest algorithm is more complex, require more computational resources and is time-consumingly expensive. Support vector machine (SVM) is efficient but not suitable for large datasets and also it may underperform if the target classes overlap. The decision tree gives higher accuracy, however, the value achieved is less than 100% for the specified application. Placing PMUs in all the buses not only increases the installation cost, but also maintenance, communication infrastructure related issues and computational issues. Even though data analytic approaches can handle complex data, a cost effective solution is required to be addressed. This shows scope of testing the suitability of other data mining algorithms for discriminating faults and stressed conditions and protection by placing PMU’s in optimal locations to achieve higher efficiency and accuracy.

In this research work, secure operation of distance relay is proposed for the IEEE 9-bus system. The PMUs are placed in optimal positions/buses from where the whole system can be observed achieving full observability. Using the data collected from these PMUs, two levels of classifiers are used. Level 1 Classifier is used to classify system conditions like normal, fault and stress condition (power swing). If a power swing condition is identified, then it goes to the next level classifier to differentiate conditions like power swing and symmetrical fault during power swing. Also, further, it identifies the zone where the fault occurred and the distance relay then sends a trip signal to the circuit breaker to isolate the faulty section from the healthy section.

After testing the suitability of five classifiers like convolutional neural network (CNN), decision tree, naive bayes, SVM and K nearest neighbors (KNN) for the above mentioned research work it is found that decision tree and CNN were more suitable. Then, the system is further tested for large datasets with different splitting percentage of training and testing to validate the results. The rest of the research paper is formulated in the following manner: Section 2 includes the description of the methodology proposed; Section 3 includes the results and discussion; Section 4 presents the conclusion of the research work.
2. RESEARCH METHOD

2.1. Modelling of the IEEE-9 bus system

The system taken for the research work is IEEE-9 bus system. The IEEE-9 bus system is composed of 3 generators, 3 loads, 3 transformers, and 9 buses. The 3 generators are connected to the buses 1, 2, and 3, whereas, the 3 loads are linked to the buses 5, 6, and 8. The single line representation of the IEEE-9 bus system is displayed in Figure 1 and bus data is given in Table 1.

![Figure 1. Single line representation of IEEE-9 bus system](image)

| Sr. No. | Gen (MW) | Gen (Mvar) | Load (MW) | Load (Mvar) | Nom (kV) | Volt (kV) | P.U (volt) | Angle (Deg) |
|---------|----------|------------|-----------|-------------|----------|-----------|------------|-------------|
| 1       | 247.5    | 27.91      |           |             | 16.5     | 17.16     | 1.04       | 0           |
| 2       | 192      | 4.9        |           |             | 18       | 18.45     | 1.03       | 9.173       |
| 3       | 128      | 11.45      |           |             | 13.8     | 14.15     | 1.03       | 5.14        |
| 4       |          |            | 230       | 235.8       | 1.03     | -2.22     |            |             |
| 5       | 125      | 50         | 230       | 229.9       | 1        | -3.68     |            |             |
| 6       | 90       | 30         | 230       | 232.8       | 1.01     | -3.57     |            |             |
| 7       |          |            | 230       | 236.2       | 1.03     | 3.8       |            |             |
| 8       | 100      | 35         | 230       | 234         | 1.02     | 1.34      |            |             |
| 9       |          |            | 230       | 237.5       | 1.03     | 2.44      |            |             |

2.2. Optimal placement of phasor measurement units (PMU)

A phasor measurement unit (PMU) is a device employed for estimating the phase angle and magnitude of an electric phasor quantity (like current or voltage) in the utility grid with a help of common source of time for synchronization. In this work, DFT (discrete fourier transform) based PMU is modelled along with P-class PMU algorithm that is designed using adaptive filters. The design reflects the Frequency tracking IEEE C37.118.1a compliant P-class PMU algorithm and this P-class PMU algorithm is intended for applications such as protection that requires fast response [24].

The technique to determine the optimal placement of PMUs is inspired from balas additive algorithm (BAA) [25]. The main aim of the optimal PMU placement (OPP) is to reduce the total installation cost of PMUs without compromising the information collected which is really essential for strategic decisions. The solution obtained for placing PMUs in optimal locations based on the above algorithm is that the full observability of the system is maintained.

Two cases have been identified for the bus system under study (IEEE-9 bus system) given in Table 2 i.e. (a) Case 1-without considering zero injection bus (ZIB) measurements and (b) Case 2-considering zero injection bus measurements. Zero injection buses are the ones which are not connected to either load or generator and they are buses 4, 7, 9 in the test system. With PMUs installed only at these buses, the system still ensures full observability. The data obtained from these PMUs are useful for analysis without any loss of information and can be processed with ease.
Table 2. Optimal placement of PMUs

| Cases                                      | Optimal no of PMUs | Optimal location of PMUs |
|--------------------------------------------|--------------------|--------------------------|
| Case 1: Without Considering Zero Injection Bus (ZIB) Measurements (Base case) | 3                  | 4, 7, 9                  |
| Case 2: Considering Zero Injection Bus measurements | 2                  | 6, 8                     |

2.3. Proposed framework

The flow diagram of the proposed work is provided in Figure 2. The IEEE 9 bus system under study has been modelled using MATLAB/simulink. Data required for analysis is obtained using PMUs installed in optimal locations as per the cases discussed in Table 2. The data from the PMU are received at 20 kHz of sampling frequency. A total of 13 parameters are extracted from each PMU, they are: positive sequence voltage phase angle, positive sequence voltage magnitude, positive sequence current phase angle, positive sequence current magnitude, positive sequence impedance magnitude, positive sequence impedance phase angle, real power, reactive power, time stamp, positive sequence magnitude of voltage, frequency, phase reference, and ROCOF (rate of change of frequency). The above 13 parameters are obtained by integrating values from DFT based PMU (first eight) and P class PMU (next five).

The parameters are collected for various fault conditions for a time duration of 2s. These features are preprocessed and given as input to the classifiers of two levels. Level 1 classifier identifies whether the condition is normal, fault, or power swing. Furthermore, if the condition obtained is fault, then it identifies which zone is being affected (Zone 1 or 2 or 3) and protects the system by activating the relay. If this classifier identifies power swing condition, then the next level classifier is instigated which identifies whether the zone is affected only by power swing or power swing with symmetrical fault. Once the fault or fault under power swing is identified, protection is carried out.

Figure 2. Framework of the proposed methodology

2.3.1. Datasets

The datasets used for the proposed data analytics approach contains vast amount of data which are being captured from the PMUs placed in the IEEE 9 bus system. By considering ZIB bus, PMUs placed at bus locations 4, 7, 9 produce data of size 40001*13 each (as there are 13 parameters mentioned earlier). So for the whole system we get data of dimension 40001 * 39 (approximately 40000 rows because of simulation time 2s and 39 columns because 13 parameters per PMU-13x3) with full observability. By ignoring ZIB, the data size of 40001*13 each is obtained from the PMUs placed in optimal bus locations 6 and 8. So for the whole system, data obtained is of dimension 40001*26 (approximately 40000 rows because of simulation time 2s and 26 columns because 13...
parameters per PMU-13x2). For both the cases, total count of the dataset set/sample collected is 213. This large data size proves that data analytics approach can help analyzing the system conditions in an efficient manner. Due to large size of the dimension of the data collected there is a need for preprocessing of the above data.

2.3.2. Data preprocessing
The main objective behind preprocessing of the dataset is to make the raw dataset more convenient and efficient for analysis without losing any information so that data quality is maintained. In this work, reconstructed independent component analysis (RICA) is used for preprocessing. This technique is used to reduce the size of the dataset i.e. to do dimensionality reduction. The classifiers will be using this dataset for efficient classification.

2.3.3. Classifiers
The dataset collected after preprocessing is fed to Level 1 classifier which detects the system conditions like normal, fault and power swing conditions. Also, this classifier identifies the respective zone where fault occurs activates the respective relay to protect the system. In case if the system condition is power swing then the next level classifier is instigated. The second level classifier then discriminates the system condition as power swing (if the power swing itself persists) or symmetrical fault in the existence of power swing. The above dataset is used to model different classifiers like CNN, decision tree, KNN and naïve bayes. The choice of the classifier for each level is done based on the evaluation metrics such as accuracy, sensitivity, error rate and specificity of the above classifier models.

2.3.4. Distance relay
Distance relay functions depending on the impedance (Z = V/I) between the point of the fault and the point where the relay is located. For the protection of the system during faults, the trip signal for the distance relay is derived based on the information from the classifiers.

2.3.5. Zone protection
Transmission line is segregated into several zones of protection normally zone 1, zone 2, and zone 3. Zone 1 is being secured by the distance relay kept in zone 1 while it acts as backup protection for zone 3 and zone 2. If a fault occurred in zone 1, the relay will instantaneously send trip signal to open the circuit breaker of zone 1. For faults in zone 2 and zone 3 tripping signal will be sent at a delayed time and the tripping time for zone 3 reach is more than that of zone 2.

3. RESULTS AND DISCUSSION
The proposed framework is modelled and simulated in MATLAB/Simulink platform. This segment displays the results of the simulation obtained for the proposed system.

3.1. Data collection
Initially, the system is simulated under normal condition and the data is collected for both the cases as mentioned in Table 2. The dataset is also collected for the following conditions namely, fault (1 phase to ground fault, 2 phase to ground fault, and 3 phase to ground fault), power swing and 3 phase to ground fault under power swing at various time durations of 0-0.5s, 0.5–1s, 1–1.5 s and 1.5–2s. Faults have been applied between 7th and 8th bus. Zones are segregated with reference to the relay placed near bus 4 for study purpose. A total of 213 datasets are collected for the following conditions:

a) Normal Condition (1)

b) Bus 4-5: Fault Conditions at Zone 1 (2-29)
c) Bus 5-7 and Bus 6-9: Fault Conditions at Zone 2 (30-85)
d) Bus 7-8, 8-9: Fault Conditions at Zone 3 (86-141)
e) Power Swing Condition (142-154)
f) Symmetrical Fault during Power swing (155-213)

Input thus generated has a matrix dimension of 40001 x 39 for one condition stated above for case 1 and for case 2 the matrix dimension would be 40001 x 26. The rows of the dataset depend on the simulation time and columns depend on number of parameters and PMUs. Since, the dimension is too large the above dataset has to be preprocessed. A total of 213 datasets for case 1 and case 2 are collected and preprocessed.

The waveforms of few system conditions taken into consideration for analysis are shown from Figures 3-8. All the waveforms presented are the recordings of PMU placed at bus 4. The Figures 3 and 4 show the voltage and current, respectively, when there is a presence of 3 phase to ground fault is created between 7th and 8th bus and the duration ranges from 1-1.5 s out of simulation time 2s. Figures 5 and 6 show...
the voltage and current of a power swing condition on the line 5-7 simulated by tripping the line 7-8 at 0.7s. The Figures 7 and 8 illustrate the voltage and current observed during a power swing with symmetrical fault condition between 5th and 7th bus.

3.2. Performance analysis

Performance analysis of the system has been performed for two cases as mentioned in Table 2.

3.2.1. Case 1: Optimal placement of PMUs in Bus locations 4, 7 and 9.

1) Preprocessing

As discussed, since the data size is large preprocessing becomes essential. This step helps in dimensionality reduction by keeping the quality of the data same. RICA-Algorithm (reconstruction independent component analysis) has been used for this purpose. For PMU locations at buses 4, 7, 9 the input data size for one dataset is 40001 X 39 which interprets that there are 40001 rows and 39 columns/features (13 parameters x 3 PMUs). This now gets reduced to 13 X 39 after preprocessing. RICA algorithm reduces 40001 rows to 13 rows by maintaining the data efficiency. The data i.e. the feature matrix is sent as input to the classifier for level 1 classification of system conditions. There are 5 class labels allotted for classification
because the conditions to be identified are normal, fault conditions along with their zones (zone 1, zone 2 and zone 3) and power swing.

2) Level 1 classifier

All the required data collected from the system under study is now ready for analysis after preprocessing. Training and testing data comprises of all the functioning situations for various time frames. This data is fed to different classifier models for classification and to discriminate system conditions. Input gets classified into one of the 5 labels as mentioned above by this classifier. The best data mining model is selected for the classifier based on the evaluation metrics. Performance of different classifiers based on accuracy, sensitivity, specificity, and error rate are tabulated in Table 3. In general, accuracy is given by the ratio of correct classifications to the total count of instances evaluated and error rate is the ratio of incorrect classifications to the total count of instances evaluated. The capability of the classifier to recognize negative outcomes is specificity and to identify positive results is sensitivity. From Table 3, it is clear that CNN and Decision tree give higher accuracy compared to others. Hence CNN or Decision tree can be chosen as level 1 classifier and decision tree performance is presented in terms of confusion matrix in Figure 9(a) which is again used for evaluating the classifier performance. It can be seen from the matrix that all the samples have been correctly classified. Similarly, the confusion matrix of classifier CNN is presented in Figure 9(b). Diagonal cells point out the number of circumstances that have been classified properly by the classifier. Off diagonal elements specify the number of circumstances that have been mistakenly classified by the classifier. The last column in the matrix specifies the precision (or positive predictive value) and false discovery rate, respectively and last row specifies the recall (or true positive rate) and false negative rate, respectively.

![Figure 9(a). Confusion matrix obtained for decision tree](image1)
![Figure 9(b). Confusion matrix obtained for CNN](image2)

| Sr. no | Classifiers | Accuracy (%) | Sensitivity | Error rate (%) | Specificity |
|--------|-------------|--------------|-------------|----------------|-------------|
| 1      | Decision Tree | 100          | 1           | 0              | 1            |
| 2      | CNN         | 95.31        | 1           | 4.69           | 1            |
| 3      | KNN         | 59.15        | 0           | 40.85          | 0.995        |
| 4      | NAIVE BAYES | 26.29        | 0           | 73.71          | 1            |
| 5      | SVM         | 66.2         | 0           | 33.8           | 1            |

3) Level 2 classifier

Level 2 classifier is trained with data with the following labels: power swing and symmetrical fault during power swing. Similar to level 1 after feeding the data to different models, it is observed that CNN and decision tree give superior performance as shown in Table 4. After testing the trained decision tree, a confusion matrix is obtained to assess the performance of the classifier and is displayed in Figure 10. It can be seen that all the samples have been correctly classified.
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4) Zone protection

For evaluating the performance of the proposed framework, a fault is initiated in a particular zone for a particular time duration and tested. Now this situation is sensed by the level 1 classifier as a fault condition and it also identifies its respective zone. As a result, the distance relay is stimulated to send a trip signal. In case of power swing, classifier 2 is initiated and when a three phase fault occurs during power swing this level 2 classifier initiates the required protection scheme and avoids mal-operation of the relay. The above methodology is explained with help of a test scenario by considering one of the relay near bus 4. The segregation of zones for the analysis of the IEEE system with reference to this relay is listed below.

a) Zone 1: Bus No.4-5
b) Zone 2: Bus No.5-7
c) Zone 3: Bus No.7-8

Now, the results recorded are presented for the above scenario. For zone 1 detection and protection, 3 phase fault is given at 1s between bus 4 and 5 (zone 1). The relaying information is collected by PMU at bus 4. Depending on the impedance (Z=V/I) between the point of the fault and the point where the relay is located (in this case near bus 4), classifier identifies the zone as zone 1. As a result, distance relay gets activated and the trip signal is sent instantaneously to isolate the line i.e. at 0.0006 sec after the fault. Figure 11 shows the dialog box depicting the classifier output, Figure 12 the trip signal generation, and Figure 13 the trip signal for zone 1. The Figure 14 shows zone 1 current waveform which clearly indicates the faulty line is isolated and protected by this algorithm.

To understand zone 2 and zone 3 protection it is assumed that the relay near Bus 7 is blocked such that relay near bus 4 is deliberately allowed to exceed the threshold time and it acts as a backup protection. Now, to simulate zone 2 protection 3 phase fault is given at 1s between bus 5 and 7. Since the fault occurs in zone 2, the relay near bus 4 gets activated by the classifier and the trip signal is sent to the breakers after a time delay of 0.0025s to isolate the faulty line 5-7. The following figures shows the protection of zone 2. Figure 15 shows the dialog box depicting the classifier output, Figure 16 shows the trip signal generation, Figure 17 the trip signal for zone 2, and Figure 18 zone 2 current waveform depicting the line is tripped.

To illustrate zone 3 protection, a three phase fault is applied at 1s between bus 7 and 8. The relay near bus 4 is deliberately allowed to exceed the threshold time and it acts as a backup protection same as in zone 2. Now, the classifier identifies as zone 3 with reference to the relay near bus 4 and the trip signal is sent to the breakers after a time delay of 0.03s to isolate the faulty line 7-8. The following figures shows the
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Figure 11. Fault condition on zone 1

Figure 12. Trip signal generation-zone 1

Figure 13. Trip signal for zone 1

Figure 14. Zone 1 current waveform

Figure 15. Fault condition on zone 2

Figure 16. Trip signal generation-zone 2

Figure 17. Trip signal for Zone 2

Figure 18. Zone 2 current waveform
3.2.2. Case 2: Optimal placement of PMUs in Bus locations 6 and 8.

The performance evaluation of the system has been conducted effectively in the similar manner as case 1 for case 2. After preprocessing, the data has been fed to the various classifier models and evaluated based on the metrics. In this case also, CNN and decision tree performed superior than other classifiers for both the levels. CNN and DT performed consistently for both the cases and KNN performed better compared to case 1 for level1. The performance of the protection technique has been tested and found to be coherent to the proposed framework in identifying the system conditions, respective zones and generating the trip signal for protection. Table 5 and Table 6 shows the performance of different classifiers for level 1 and level 2 respectively. Even though it is known that by considering zero injection bus measurements the number of PMUs reduce, this analysis has shown that the parameters accuracy, sensitivity, error rate and specificity are not compromised with the advantage of less computation, complexity, cost and communication infrastructure related issues.
3.2.3. Performance analysis with different levels of testing

From the above analysis, wherein testing was done on full training data, it was found that decision tree and CNN were performing better among the five classifiers for both the cases. These models have been further tested by increasing the datasets as well as with different splitting percentage of training and testing (ie. 80%-20%, 70%-30%). Dataset are collected by placing PMUs at locations 4, 7, 9 (case 1) and 6, 8 (case 2). Also, dataset is collected by placing PMUs in all the 5 buses. This is done to do comparative analysis in detail.

1) Data collection:
   a) A total of 446 samples of dataset are collected for the following conditions:
   b) Normal Condition (22 samples)
   c) Bus 4-5: Fault Conditions at Zone 1 (56 samples)
   d) Bus 5-7 and Bus 6-9: Fault Conditions at Zone 2 (112 samples)
   e) Bus 7-8, 8-9: Fault Conditions at Zone 3 (112 samples)
   f) Power Swing Condition (24 samples)
   g) Symmetrical Fault during Power swing (120 samples)

2) Results of different percentage split:

   The performance of each of the classifier (CNN and decision tree) for all cases are presented below in the Tables 7-10. The tables represent the training and testing accuracy of different levels of split percentage and for different PMU locations. The results of level 1 classifiers are presented in Table 7 & 8 for both 80% - 20% and 70% - 30% split. Similarly, the results of level 2 classifiers are also presented in Table 9 & 10. From the results, it is clearly understood that for all the cases with different PMU locations, for level1 classifier and level 2 classifier, the training accuracy and testing accuracy marginally improved with the data split of 80% – 20% compared to 70% – 30%. For level 1 and level 2 CNN showed better performance compared to decision tree. Also the performance of CNN is better for large datasets. In the existing system, the efficiency of decision tree is 71% by placing PMU’s on all buses wherein in the proposed research work, the efficiency of Decision tree and CNN is above 80% for 70-30 percentage split and 85% and 90% above for Decision tree and CNN respectively for 80% split with PMU’s placed in optimal locations.

| Sr. No | Classifiers      | Accuracy (%) | Sensitivity | Error rate (%) | Specificity |
|--------|------------------|--------------|-------------|----------------|-------------|
| 1      | Decision Tree    | 100          | 1           | 0              | 1           |
| 2      | CNN              | 94.84        | 1           | 5.16           | 1           |
| 3      | KNN              | 62.91        | 0           | 37.09          | 1           |
| 4      | NAIVE BAYES      | 26.29        | 0           | 73.71          | 1           |
| 5      | SVM              | 33.8         | 0           | 66.2           | 1           |

| Sr. No | Classifiers      | Accuracy (%) | Sensitivity | Error Rate (%) | Specificity |
|--------|------------------|--------------|-------------|----------------|-------------|
| 1      | Decision Tree    | 100          | 1           | 0              | 1           |
| 2      | CNN              | 94.44        | 1           | 5.56           | 0.9375      |
| 3      | KNN              | 84.72        | 0.083       | 15.28          | 1           |
| 4      | NAIVE BAYES      | 83.33        | 0           | 16.67          | 1           |
| 5      | SVM              | 83.33        | 0           | 16.67          | 1           |

Table 5. Comparison for level 1(case2)

Table 6. Comparison for level 2(case2)

| Sr. No | Classifiers Models | PMU Locations 4, 7, 9 Accuracy(%) | PMU Locations 4, 7, 9 Error rate (%) | PMU Locations 6, 8 Accuracy(%) | PMU Locations 6, 8 Error rate (%) | PMU Locations 4, 7, 9, 6, 8 Accuracy(%) | PMU Locations 4, 7, 9, 6, 8 Error rate (%) |
|--------|--------------------|-----------------------------------|---------------------------------------|--------------------------------|-------------------------------------|------------------------------------------|------------------------------------------|
|        | CNN                | 100                               | 0                                     | 99.7                            | 0.3                                 | 99.4                                     | 0.6                                      |
|        | Decision Tree      | 96.9                               | 3.1                                   | 94.4                            | 5.6                                 | 95.8                                     | 4.2                                      |
| Testing| CNN                | 93.3                               | 6.7                                   | 94.4                            | 5.6                                 | 91                                       | 9                                        |
|        | Decision Tree      | 85.4                               | 14.6                                  | 84.3                            | 15.7                                | 87.6                                     | 12.4                                     |

Table 7. Result of 80% - 20% (Level-1)

| Sr. No | Classifiers Models | PMU Locations 4, 7, 9 Accuracy(%) | PMU Locations 4, 7, 9 Error rate (%) | PMU Locations 6, 8 Accuracy(%) | PMU Locations 6, 8 Error rate (%) | PMU Locations 4, 7, 9, 6, 8 Accuracy(%) | PMU Locations 4, 7, 9, 6, 8 Error rate (%) |
|--------|--------------------|-----------------------------------|---------------------------------------|--------------------------------|-------------------------------------|------------------------------------------|------------------------------------------|
|        | CNN                | 98.7                               | 1.3                                   | 98.7                            | 1.3                                 | 99                                       | 1                                        |
|        | Decision Tree      | 94.2                               | 5.8                                   | 92.9                            | 7.1                                 | 93.58                                    | 6.4                                      |
| Testing| CNN                | 82.1                               | 17.9                                  | 85.1                            | 14.9                                | 82.8                                     | 17.2                                     |
|        | Decision Tree      | 80.6                               | 19.4                                  | 79.1                            | 20.9                                | 79.1                                     | 20.9                                     |

Table 8. Result of 70% - 30% (Level-1)
4. CONCLUSION

Discriminating faults from stressed conditions (power swing) and distinguishing symmetrical fault during power swing conditions is addressed in this paper. This paper also proposes a data mining technique to operate the distance relay for providing efficient protection to the power system. The IEEE 9-bus Network is taken for study. Two classification levels are employed for discriminating the system conditions and three phase fault in the presence of a power swing. Furthermore, the classifier identifies the zone being affected and activates the distance relay to send trip signal to make the corresponding circuit breaker open. The outcomes from the simulation study define the adaptability of the proposed methodology. The above study has proved that good efficiency can be achieved with less number of PMUs by placing them in optimal locations thus reducing the cost, communication infrastructure related issues and complexity of the system, hence making it economical. The results are further validated by testing for different splitting percentages and it is found that accuracy is not compromised. CNN Classifier is found to be more suitable for the above research problem because of the higher accuracy it has shown for all cases. Thus, the objective of accomplishing good accuracy by reducing the number of PMU’s in comparison with the ones addressed in the literature is achieved.
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