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SUMMARY Multi-time negotiation which repeats negotiations many times under the same conditions is an important class of automated negotiation. We propose a meta-strategy that selects an agent's individual negotiation strategy for multi-time negotiation. Because the performance of the negotiating agents depends on situational parameters, such as the negotiation domains and the opponents, a suitable and effective individual strategy should be selected according to the negotiation situation. However, most existing agents negotiate based on only one negotiation policy: one bidding strategy, one acceptance strategy, and one opponent modeling method. Although the existing agents effectively negotiate in most situations, they do not work well in particular situations and their utilities are decreased. The proposed meta-strategy provides an effective negotiation strategy for the situation at the beginning of the negotiation. We model the meta-strategy as a multi-armed bandit problem that regards an individual negotiation strategy as a slot machine and utility of the agent as a reward. We implement the meta-strategy as the negotiating agents that use existing effective agents as the individual strategies. The experimental results demonstrate the effectiveness of our meta-strategy under various negotiation conditions. Additionally, the results indicate that the individual utilities of negotiating agents are influenced by the opponents’ strategies, the profiles of the opponent and its own profiles.
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1. Introduction

Automated negotiation is an important interaction for autonomous agents ([2], [3] etc.). Negotiating agents resolve conflicts, which enables them to cooperate with each other. Motivated by the challenges of automated negotiation, the Automated Negotiating Agents Competition (ANAC) was first organized in 2010 to facilitate research in automated multi-issue closed negotiation ([4] etc.). The ANAC setup is based on realistic models that include time discounting, closed negotiation, and alternative offering protocols. By analyzing the results of ANAC, the trends of the automated negotiating agents’ strategies and critical factors for developing competition have been shown [5]. Many effective automated negotiating agents have also been proposed through competitions ([6], [7]). In multi-time negotiation, negotiations are repeated under the same conditions: the same agents, domain and preferences. Therefore, it is important for agents to proceed the negotiations effectively by utilizing the negotiation history.

The performance of a negotiating agent depends strongly on the negotiation situation, which includes factors such as the opponent, domain, and profiles ([5] etc.). Most existing agents negotiate based on one policy: one bidding strategy, one acceptance strategy, and one method of opponent modeling. These agents negotiate effectively in most situations. However, there are some cases where their performances are poor. In other words, there is no single negotiation strategy that clearly outperforms all other strategies in all situations. Therefore, agents should select a suitable strategy to reach a beneficial agreement. In multi-time negotiation, agents can utilize its own negotiation history to select an effective strategy, accordingly.

In this paper, we propose a meta-strategy, which is used to select an agent’s negotiation strategy according to the situation for multi-time negotiation. A meta-strategy is defined as an overarching strategy, determining which individual strategies to use in a given negotiation situation. In addition, an individual strategy is defined as the elements to compose of the meta-strategy. Our meta-strategy selects a negotiation strategy from several individual strategies before starting each negotiation. The selection of the individual strategy has been modeled as a multi-armed bandit problem [8] by regarding an individual strategy as a slot machine and its own utility as a reward. Our meta-strategy selects the individual strategy with the highest average utility based on its use in past negotiations. However, our meta-strategy sometimes selects another strategy to obtain more information based on the multi-armed bandit algorithm.

We implement the meta-strategy as the negotiating agents using existing agents as individual strategies. The experimental results demonstrate the effectiveness of our meta-strategy in various negotiation scenarios. In addition, the result of the tournament between our agent and state-of-the-art agents demonstrate that our agent outperforms these agents with respect to the individual utility.

The remainder of this paper is organized in the following manner. First, we denote the problem settings and describe multi-armed bandit problems and its algorithms. Next, we propose our meta-strategy and the agents that implement it. Then, we show the experimental setup and results. Finally, we discuss related work in automated negotiation and present our conclusions.
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2. Problem Setting

2.1 Negotiation Environment

We assume a bilateral multi-issue negotiation that two agents negotiate about a set of issues; the two agents aim to increase its own utility. In multi-issue negotiation, every issue has a discrete value that represents the options. A negotiation domain defines the set of issues and possible values of each issue. A set of values picked for each issue is referred to as an outcome. Each agent proposes a bid or an offer during a negotiation. The outcome can also be regarded as a bid or an offer during a negotiation. \( \Omega \) is a set of all possible outcomes, and it is common knowledge shared among all agents in a negotiation session.

Every agent has a unique profile which represents its own preferences for each outcome \( \omega \in \Omega \). A profile consists of a set of weights for each issue and a set of evaluation values for each value. A utility of an outcome that is defined as a weighted-sum of evaluation values which is normalized to a real number in the range \([0, 1]\). Let \( n \) be the number of issues and \( w_i \left( \sum_{i=0}^{n} w_i = 1.0 \right) \) be the weight of each issue \( i \). The utility function \( U \) of outcome \( \omega \) is

\[
U(\omega) = \sum_{i=1}^{n} w_i \cdot \text{eval}(\omega_i)
\]

where \( \omega_i \) is the selected value of issue \( i \) and \( \text{eval}(\omega_i) \) is the evaluation value of \( \omega_i \) normalized to the range \([0, 1]\). \( w_i \) and \( \text{eval}(\cdot) \) are defined in a profile, and they are not shared with other agents.

A negotiation session has a timeline \( t \) which is represented as a real number in the range \([0, 1]\). \( t = 0 \) refers to the starting time of a negotiation and \( t = 1 \) represents the time when the deadline is reached. Each agent has a discount factor \( \delta \) (\( 0 < \delta < 1 \)) which decreases the agent’s utility depending on \( t \) [9]. Discounted utility \( U_D \) of outcome \( \omega \) is

\[
U_D(\omega, t) = U(\omega) \cdot \delta^t
\]

\( \delta = 1 \) indicates that the utility is independent of \( t \), and \( \delta < 1 \) means that the utility decreases as \( t \) increases. A reservation value is a utility which an agent receives when a negotiation complete with no agreement is reached. Let \( r \) be the reservation value, the received utility in failing negotiations is \( r \cdot \delta^t \), where \( t \) is the time that the negotiation ended. \( t < 1 \) means the negotiation broke down, and \( t = 1 \) represents a timeout. \( \delta \) and \( r \) are defined in a profile, they are private information.

We focus on multi-time negotiation which is repeatedly conducted under the same condition. In multi-time negotiation, an agent repeatedly negotiates with the same opponent and the same domain under the same profile. An agent can keep some important logs during the negotiations to use them in the next negotiations.

2.2 Alternating Offers Protocol (AOP)

The interaction between negotiating parties is regulated by a negotiation protocol that defines the rules of how and when proposals can be exchanged. The Alternating Offers Protocol (AOP) is a negotiation protocol for bilateral negotiation [10]. In AOP, the negotiating parties exchange offers in turns. It is widely studied in the literature, both in game theoretic and heuristic settings of negotiation.

For example, Agents \( A \) and \( B \) take turns in the negotiation. One of the two agents is picked at random to start. When it is the agent’s turn \( X \) (\( X \) being \( A \) or \( B \)), that agent is informed about the action taken by the opponent. In the negotiation, the two parties take turns in selecting the next negotiation action. The possible actions are:

- **Accept**: It indicates that the agent accepts the opponent’s last bid.
- **Offer**: It indicates that the agent proposes a new bid.
- **End Negotiation**: It indicates that the agent terminates the entire negotiation, resulting in the lowest possible score for both agents.

If the action was an **Offer**, agent \( X \) is subsequently asked to determine its next action and the turn taking goes to the next round. If it is not an **Offer**, the negotiation has finished. The final score (utility of the last bid) is determined for each of the agents, as follows:

- **Agreement**: An offer \( \omega \) is accepted by the opponent at time \( t \). Each agent obtains \( U_D(\omega, t) \).
- **Failure**: The action is returned as an **End**Negotiation at time \( t \). Each agent obtains \( r \cdot \delta^t \).
- **Timeout**: A negotiation cannot be finished by the deadline \((t = 1)\). Each agent obtains \( r \cdot \delta \).

In AOP, it is recognized that the agent continues to offer without accepting the opponent’s offers in order to consume remaining time on purpose to reach the timeout. However, the failure of agreements is the worst outcome, therefore, each agent tries to make an agreement by making a concession to the opponent’s offers. In other words, the usual negotiation strategies can be either a conceder if the agent is willing to concede a lot in the early phase of negotiation, or a boulware if a player is willing to concede considerably only when its time deadline is approaching [11].

3. Multi-Armed Bandit Problem

Multi-armed bandit problems are a popular model of sequential decision problems with an exploration/exploitation trade-off [8]. In multi-armed bandit problems, the gambler faces \( K \) slot machines (which are also referred to armed bands) and plays them \( T \) times. Each machine provides random rewards based on its own distribution. The gambler has no knowledge about the distributions. Therefore, the gambler chooses the next machine to play based on the results he/she obtained while playing. The objective of the
gambler is to maximize the sum of rewards. Multi-armed bandit problems apply not only to casino gambling but also various optimization problems with the trade-off of exploration and exploitation, such as channel access schemes in wireless sensor networks [12] and the allocation of treatment in a clinical trial [13].

3.1 $\epsilon$-greedy Algorithm

$\epsilon$-greedy algorithm is a well-known algorithm for multi-armed bandit problems because of its simplicity. In each round, the algorithm takes an exploration with probability $\epsilon$, and takes an exploitation with probability $1 - \epsilon$. The exploration is the selection of a machine at random, and each machine is selected with probability $1/K$. The exploitation is to select the machine with the highest average of rewards in the past trials. $\epsilon = 0$ is the same as the greedy algorithm that does not take exploration. $\epsilon = 1$ is the algorithm that always chooses a machine randomly without exploitation.

3.2 Upper Confidence Bounds Algorithm

The Upper Confidence Bound (UCB) algorithm is a well-known algorithm to resolve multi-armed bandit problem [14]. Initially, the algorithm selects every machine once. After that, the algorithm calculates the UCB score of each machine and selects the machine with the highest UCB score at every selection. Let $S$ be a set of slot machines, $N$ is the total number of trials, and $N_s$ is the number of trials of slot machine $s \in S$, the UCB score of slot machine $s \in S$ is

$$UCB(s) = \hat{\mu}_s + c \sqrt{\frac{\ln N}{N_s}}$$

where $\hat{\mu}$ is the average reward of $s$ in past trials and $c > 0$ is a parameter that controls the frequency of exploration. The greater the value of $c$, the greater the correction term $(c \sqrt{\frac{\ln N}{N_s}})$; this means that the algorithm gives a weight to exploration for machines whose average reward is low.

4. Meta-Strategy

4.1 Modelling of Meta-Strategy

We propose a meta-strategy for multi-time negotiation. In this paper, a meta-strategy is defined as an overarching strategy, determining which individual strategies to use in a given negotiation situation. In addition, an individual (negotiation) strategy is defined as the elements to consist of the meta-strategy. Our meta-strategy includes some individual negotiation strategies and selects one from them as an agent’s negotiation strategy at the beginning of the negotiation. We modeled the selection of individual negotiation strategy in our meta-strategy as a multi-armed bandit problem.

Fig. 1 Overview of our meta-strategy model

The effectiveness of a negotiating agent is influenced by the opponent, the domain, and the profiles. In other words, the negotiation strategy that outperforms clearly all other agents in all negotiation scenarios is none. To reach an effective agreement, an agent needs to take the most suitable strategy for the situation. However, it is not easy to estimate the performance of a negotiation strategy before the negotiation because the opponent’s strategy and the profile are not open. After the negotiation, the performance of each negotiation strategy is clearer with the advantage of hindsight about the negotiation result. In multi-time negotiation, we estimate the performance of a strategy on the setting using the history of negotiations. These conditions are similar to those in the multi-armed bandit problem. From the above, we apply the framework of multi-armed bandit problems to the strategy selection of our meta-strategy.

The details of the modeling of our meta-strategy are as follows. The strategy selection in the meta-strategy for multi-time negotiation is considered to be the same as the machine selection of the gambler in the multi-armed bandit problem. Hence, each individual negotiation strategy can be considered as a slot machine. A machine provides a reward to the gambler from its distribution. A negotiation strategy provides its own utility to the agent after the negotiation. This utility can be regarded as the reward of a machine. The agent tries to maximize the total utility just as the gambler tries to maximize the total reward. Figure 1 shows the overview of applying the framework of multi-armed bandit problems to the strategy selection in our meta-strategy. The slot machines are considered as the individual negotiation strategies, and the reward is considered as its own utility in the negotiation.

Our meta-strategy switches agent’s negotiation strategy in order to suit the situation, such as the opponent, the domain and the profiles by resolving multi-armed bandit problems. We apply existing algorithms for multi-armed bandit problems to the strategy selection of our meta-strategy.
4.2 Implementation of the Negotiating Agents

We implement agents which use our meta-strategy. Our agent selects a negotiation strategy from existing negotiation strategies using the multi-armed bandit algorithm at the beginning of the negotiation. Initially, our agent selects every machine once for the first reward in this implementation. After that, our agent selects a machine based on the algorithm for each. We implemented eight agents with different algorithms and parameters:

- **UCB(1)**: UCB algorithm with $c = 1$
- **UCB(0.5)**: UCB algorithm with $c = 0.5$
- **UCB(0.1)**: UCB algorithm with $c = 0.1$
- **UCB(0.05)**: UCB algorithm with $c = 0.05$
- **UCB(0.01)**: UCB algorithm with $c = 0.01$
- **EG(0)**: $\epsilon$-greedy with $\epsilon = 0$ (greedy algorithm)
- **EG(0.1)**: $\epsilon$-greedy with $\epsilon = 0.1$
- **EG(0.2)**: $\epsilon$-greedy with $\epsilon = 0.2$
- **EG(1)**: $\epsilon$-greedy with $\epsilon = 1.0$ (random selection)
- **PureMAB**: The implementation of this agent is same as [15].

Our agents select a strategy to negotiate from existing strategies, namely, *Atlas3*, *CaduceusDC16*, *kawaii*, *ParsCat*, *Rubick*, and *YXAgent*. These strategies are outstanding strategies in the individual utility category of ANAC2015 [16], ANAC2016 [17] and ANAC2017 [18]. Each strategy has different characteristics and outperforms other agents in several situations.

*Atlas3* is the winner in the individual utility category and Nash product category (it is also called social welfare category) in the ANAC 2015. It uses appropriate searching method based on the similarity between the utility of the bid and the bid with the maximum utility [19]. It generates a relative utility matrix according to the agent’s utility space. The relative utility matrix means that the row corresponds to the issue and the column corresponds to the value of the issue. The matrix contains the similarity between the utility of maximum bids and the bid of the agent.

*CaduceusDC16* is the second place agent of individual utility category in ANAC2017. This agent asks the expert agents’ opinion whether to make a counteroffer or to accept the received offer as well as what to bid. The expert agents are the ANAC agents that succeeded in the past years. Our agents are similar to this agent because both agents use more than two existing agents’ strategies properly. However, these are the difference in that our agents select the strategy at the beginning of the negotiation, while *CaduceusDC16* decides the action at every round by a majority vote of the expert agents.

*kawaii* is the finalist agent of individual utility category in ANAC 2015. This agent changes its own compromising strategy based on opponent’s offers. It takes a bullish strategy when the opponent’s strategy is a bearish strategy, and vice versa. It and our agents are similar to each other in that both change their own strategy depending on the opponent’s strategy. However, our agents consider not only the opponent’s strategy but also other conditions, such as its own profile and the opponent’s profile.

*ParsCat* is the agent tied for the second place in the individual utility category in ANAC 2016. It mirrors changed agent’s behavior by the passage of time. Thus, it is a time-dependent agent. The main idea is that it swings the offers because it may appear flexible taking the offer as the time passes. Therefore, it keeps the offer that has good utility and would use them again.

*Rubick* is the agent of the third place agent of individual utility category in ANAC 2017. This agent is a complex time based conceder enriched by derivations of well studied heuristics in the automated negotiation field. The main component of the agent is the target utility, which is actually the lower boundary in the bid generation and acceptance condition. If the history is not available yet, target utility is initialized as the utility of the first received bid and updated to the highest utility received from any of the opponent parties. On the other hand, if a negotiation history with the same opponent is detected, it sets the lower bound to be the highest utility ever received throughout the negotiation; thinking that the opponents is designed in a myopic way.

*YXAgent* is the agent tied for the second place in the individual utility category in ANAC 2016. The acceptance threshold of it is pretty low in comparison to other agents. Therefore on most occasions, *YXAgent* will accept the opponents offer and this greatly reduces the number of bids offered by it. The outcome makes it harder for an opponent to gather information from its bidding technique.

**pureMAB**: pureMAB agent by Ilany and Gal [15]. They proposed the strategy selection method based on supervised learning using structural features of the negotiation domain. The selection method is based on a bandit approach. It calculates the UCB score for each its own profile, in other words, they do not consider the opponent’s strategy and profile in the strategy selection.

**Unspecified**: This is the same as our proposed Meta-Strategy, however, it can’t specify the opponent agent in the tournaments. In other words, this agent considers that the opponent agents are selected from *Atlas3*, *CaduceusDC16*, *kawaii*, *ParsCat*, *Rubick*, and *YXAgent*, randomly. This agent solves the individual multi-armed bandit problem in each profile to the unspecified opponent.

5. Experimental Results

5.1 Settings

The tournaments are run on Genius platform (version 9.1.1) [20]. The tournaments consisted of some agents and they depend on each experiment. Each negotiation session consists of two different agents, and it is called bilateral negotiation. All negotiations with every combination of agents and profiles are conducted, and each negotiation repeats 100 times with the same conditions. The negotiation protocol is AOP and the deadline of each negotiation is 10 seconds.
The domain used in the experiments consists of 5 issues, and each issue has 5 values. There are 3,125 outcomes in the domain. The profiles of the domain is generated by the parameters presented in Table 1.

Each setting generates two profiles, and there are 16 profiles in the domain. Every setting has four parameters:

- $eval(v)$: evaluation value $eval(v)$ for each value $v$
- $w$: a set of weights for each issue
- $\delta$: discount factor
- $r$: reservation value

Beta distribution Beta($\alpha, \beta$) provides $eval(v)$, and the Dirichlet distribution Dir($\alpha$) provides $w$. The domain includes various kinds of scenarios such as cooperative, competitive, and unfair, as shown in Fig. 2.

### 5.2 Experimental Results

We conducted eight tournaments to evaluate the performance of our agents. Each tournament consisted of the meta-strategy indicating the header row and the individual strategies. Namely, Atlas3, CaduceusDC16, kawaii, ParsCat, Rubick, and YXAgent are as the opponents to the Meta-Strategy. The negotiations between the same negotiation strategy are as the opponents to the Meta-Strategy. The negotiations between each agent. A column describes the results of each tournament which consists of the meta-strategy and existing strategies have been omitted.

Table 2 shows the average of the individual utility of each agent. A column describes the results of each tournament which consists of the meta-strategy and existing agents. It demonstrates that our meta-strategy except for UCB(0.5) and UCB(1) outperform all existing agents. Our meta-strategy with an appropriate parameter works effectively in multi-time negotiation. As $c$ and $\epsilon$ get smaller, the individual utility of our agents becomes higher. It means that exploring is not important for the strategy selection of our meta-strategy. Agents rarely overestimate or underestimate the performance of negotiation strategy because the variance of individual utilities is small in the negotiations in the same situation. Therefore, agents can find the best strategy for the situation with a small amount of exploration.

Table 3 shows the average social welfare of each agent. The social welfare is the sum of all agents’ individual utilities in the negotiation. It demonstrates that our agents have a high social welfare agreement, totally. As $c$ and $\epsilon$ get smaller, the social welfare of our agents increase because for the same reason in the case of individual utility.

Comparing with our meta-strategy with pure-MAB, our meta-strategy except for UCB(0.5) and UCB(1) outperform pure-MAB. This is because that pure-MAB calculates the UCB score for each its own profile, in other words, they do not consider the opponent’s strategy and profile in the strategy selection. Our approach calculates the UCB score for each combination of its own profile and the opponent’s strategy and profile. Also, the scores of UCB are a little better than the ones of EG. This is because that UCB can explore more efficiently than EG. EG is equally likely to pick either of individual strategies when exploring random arms, on the other hands, UCB can periodically give less-explored arms a chance since the confidence intervals are wider.

Our meta-strategy can work well when the opponent is unspecified considering the results of Unspecified in Table 2 and Table 3. The scores of them were almost the same as the specified ones (Meta-Strategy). Especially, the difference between UCB(0.01) and EG(0) (Greedy selection) in the unspecified situation is larger than the ones in the specified situation. It means that the exploration in selecting the individual strategy is more important in the unspecified situation because our meta-strategy often overestimates the performance of the individual strategy by the large variances of the obtained individual utilities.

Figure 3 shows the rates of ranking of the individual utilities of each agent.
Table 2  The average of individual utilities of agents (the header row indicates the kind of meta-strategy).

| Meta-Strategy  | UCB(0.01) | UCB(0.05) | UCB(0.1) | UCB(0.5) | UCB(1) | EG(0) | EG(0.1) | EG(0.2) | EG(1) | PureMAB |
|----------------|-----------|-----------|----------|----------|--------|-------|---------|---------|-------|---------|
| Atlas3         | 0.7788    | 0.7765    | 0.7725   | 0.7382   | 0.7201 | 0.787 | 0.7706  | 0.7631  | 0.6979 | 0.7406  |
| CaduceusDC16   | 0.7138    | 0.7135    | 0.7134   | 0.7119   | 0.7104 | 0.7137| 0.7130  | 0.7127  | 0.7090 | 0.7135  |
| kawaii         | 0.7305    | 0.7304    | 0.7304   | 0.7274   | 0.7254 | 0.7312| 0.7299  | 0.7293  | 0.7221 | 0.7265  |
| ParsCat        | 0.6867    | 0.6872    | 0.6877   | 0.6875   | 0.6869 | 0.6869| 0.6862  | 0.6862  | 0.6863 | 0.6881  |
| Rubick         | 0.6658    | 0.6664    | 0.6652   | 0.6648   | 0.6658 | 0.6664| 0.6664  | 0.6664  | 0.6644 | 0.6717  |
| YXAgent        | 0.7132    | 0.7129    | 0.7121   | 0.7050   | 0.7006 | 0.7130| 0.7110  | 0.7097  | 0.6944 | 0.6994  |
| Unspecified    | 0.7536    | 0.7464    | 0.7440   | 0.7177   | 0.7035 | 0.7420| 0.7391  | 0.7337  | 0.6788 | 0.7183  |

Table 3  The average of social welfare of agents (the header row indicates the kind of meta-strategy).

| Meta-Strategy  | UCB(0.01) | UCB(0.05) | UCB(0.1) | UCB(0.5) | UCB(1) | EG(0) | EG(0.1) | EG(0.2) | EG(1) | PureMAB |
|----------------|-----------|-----------|----------|----------|--------|-------|---------|---------|-------|---------|
| Atlas3         | 1.5108    | 1.5088    | 1.5042   | 1.4602   | 1.4335 | 1.5110| 1.4983  | 1.4883  | 1.3992 | 1.4673  |
| CaduceusDC16   | 1.4911    | 1.4916    | 1.4929   | 1.4904   | 1.4955 | 1.4916| 1.4955  | 1.4955  | 1.3992 | 1.4015  |
| kawaii         | 1.4302    | 1.4298    | 1.4289   | 1.4207   | 1.4162 | 1.4310| 1.4284  | 1.4267  | 1.4091 | 1.4216  |
| ParsCat        | 1.4718    | 1.4733    | 1.4732   | 1.4723   | 1.4699 | 1.4716| 1.4761  | 1.4751  | 1.4675 | 1.4756  |
| Rubick         | 1.3496    | 1.3496    | 1.3496   | 1.3496   | 1.3496 | 1.3496| 1.3496  | 1.3496  | 1.3496 | 1.3496  |
| YXAgent        | 1.3794    | 1.3789    | 1.3776   | 1.3637   | 1.3545 | 1.3793| 1.3754  | 1.3723  | 1.3413 | 1.3581  |
| Unspecified    | 1.4850    | 1.4874    | 1.4875   | 1.4412   | 1.4312 | 1.4725| 1.4718  | 1.4632  | 1.3620 | 1.4416  |

Fig. 3  Ranking rates of the individual utility in each scenario

utility in each tournament. Our agent (UCB(0.01)) rarely rank as 5th or 6th because it can adopt the individual strategy by the meta strategy considering the negotiation situation. However, the first rank of our agent is small in each tournament despite that the averages of individual utility in all tournaments are high. This is because that our agent searches the effective negotiation strategy, although other agents not using the meta strategy can use the optimal strategy in all tournaments when their strategy is most effective in the tournament. In other words, one of the advantages of our agent is to avoid total defeats in tournaments.

Figure 4 shows that the anytime-curves for each kind of the meta-strategy, which the horizontal axis is the number of trials and the vertical axis is the average individual utilities of each trial in all tournaments. The proposed meta-strategies except for UCB(0.5), UCB(1) and EG(1) can converge with the sufficient scores in about 7-10 trials. Therefore, the useful number of trials of the proposed approach is about 7-10. It is explainable results considering that the number of individual strategies in our meta-strategy is six. In other words, our proposed meta-strategy in the experimental settings can select an effective individual strategy in a sufficient number of trials. Comparing our meta-strategies with PureMAB, our meta-strategies can reach the convergence in the smaller trials. Especially, the meta-strategies with more exploitations can reach the convergence in the higher scores in the smaller trials.

Table 4 shows that the average coverage rates of the individual strategy in each meta-strategy. The average coverage rates are calculated as follows: First, the rank in each scenario based on the average of individual utilities in the six individual strategies is decided. Next, the average coverage rates of each rank in all profiles of the domains is calculated. UCB(0.01) can select an appropriate individual
strategy from the statistic information of trials because the most appreciative individual strategy is about 65%. In addition, our proposed meta-strategy rarely selects the inappropriate individual strategies (5th and 6th), and selects the best individual strategy mostly for each opponent in a greedy manner. Our meta-strategy with an appropriate parameter such as UCB(0.01), UCB(0.05), EG(0), and EG(0.1) can select the best individual strategies with the higher coverage rates. Therefore, the average coverage rates of our meta-strategy has the same tendencies with the results of the individual utilities.

Furthermore, if the negotiation scenario slightly changes, like the number of issues grows, the impatient discount factor or deadline becomes longer than 10 seconds, UCB(0.01) remains the best position. This is because that the characteristics of multi-armed bandit mainly depend on the arms which is the agent strategies in this case.

The tournament of our agent and state-of-the-art agents is conducted to compare our agent with state of the art agents. The tournament consisted of UCB(0.01), Agent33, AgentNP2018, Appaloosa, Ellen, and TimeTraverer. Table 5 shows the individual utility and the social welfare of each agent in the tournaments. The result of the tournament demonstrates that our agent outperforms state-of-the-art agents in individual utility. In addition, the score of our agent has significant difference to all other agents in Mann-Whitney U test (p < .001). Therefore, our meta-strategy is one of the effective strategies.

**6. Related Work**

Regarding bilateral closed negotiations, Chen et al. [21] proposed a negotiation approach called OMAC, which learns an opponent’s strategy to predict future utilities of counter-offers by means of discrete wavelet decomposition and cubic smoothing splines. They also present a negotiation strategy called EMAR for this kind of environment that relies on a combination of Empirical Mode Decomposition (EMD) and Autoregressive Moving Average (ARMA) [7]. EMAR enables a negotiating agent to acquire an opponent model and to use this model to adjust its target utility in real time on the basis of an adaptive concession-making mechanism. Hao et al. [22] proposed a negotiation strategy called ABiNeS, which was introduced for negotiations in complex environments. ABiNeS adjusts the time to stop exploiting the negotiating partner and also employs a reinforcement-learning approach to improve the acceptance probability of its proposals. Williams et al. [23] proposed a novel negotiating agent based on Gaussian processes in multi-issue automated negotiation against unknown opponents. Kawaguchi et al. [24] proposed a strategy for compromising the estimated maximum value based on estimated maximum utility. These papers have been important contributions for bilateral multi-issue closed negotiation; however, they do not deal with multi-time negotiation with learning and reusing the past negotiation sessions. After that, Fujita [25] proposed the compromising strategy with adjusting the speed of making agreements using the conflict mode, and focused on multi-time negotiation. Tunali et al. [26] proposed the opponent model by introducing a novel frequency opponent modeling mechanism, which soothes some of the assumptions introduced by classical frequency approaches. Liu et al. [27] design a negotiating strategy searching the space of suitable bids that provide high utilities for both sides near the Nash Bargaining Solution (NBS) using a heuristic method. Ros et al. [28] proposed a meta-strategy that selects an action either a trade-off action or a concession during the negotiation, and Mansour et al. [29] extended the meta-strategy for multiple continuous issues and one-to-many negotiation. Their previous approaches focus on single-time negotiations, not consider the multi-time negotiation as this paper. Therefore, there are strong doubts that their previous approaches can work well in multi-time negotiations, not only single-time negotiations.

Recently, some studies have focused on divided parts of negotiating strategies in the alternating offering protocol: proposals, responses, and opponent modeling. Effective strategies can be achieved by combining the modules of top agents’ strategies in the competitions depending on the opponent’s strategies and negotiation environments. Many of the sophisticated agent strategies that currently exist are comprised of a fixed set of modules. Therefore, the studies for proposing the negotiation strategies focusing on the modules are important and influential. Baarslag et al. [30] focused on the acceptance dilemma: accepting the current...
offer may be suboptimal, as better offers may still be presented. On the other hand, accepting too late may prevent an agreement from being reached at all, resulting in a break off with no gain for either party. This paper proposed new acceptance conditions and investigated correlations between the properties of the negotiation environment and the efficacy of acceptance conditions. Highly accurate, individual, and socially efficient opponent preference modeling in bilateral multi-issue negotiation has also been analyzed [30]. Their approaches are similar to our proposed approach from the point of view of combining the modules of top agents’ strategies in the competitions depending on the opponent’s strategies and negotiation environments. However, their previous approaches don’t consider the meta-strategy of switching the individual strategies in multi-time negotiations like this paper.

On the whole, in previous studies related to automated negotiations, most of the agents negotiate based on only one policy: one bidding strategy, one concession strategy, and one opponent modeling method. There are a few studies about meta-strategy despite the fact that it plays an important role in adjusting agents to various situations.

Ilany and Gal proposed the strategy selection method based on supervised learning using structural features of the negotiation domain [15]. Further, they presented two selection methods: the selection method based on a bandit approach (pure-MAB) and the method that combines pure-MAB and the supervised learning approach (prior-MAB). Although prior-MAB outperforms other single negotiation strategy agents, it needs training data for each class of negotiating problems. In addition, pure-MAB and prior-MAB calculate the UCB score for each its own profile. In other words, they do not consider the opponent’s strategy and profile in the strategy selection. Our approach calculates the UCB score for each combination of its own profile and the opponent’s strategy and profile.

7. Conclusion and Future Work

In this paper, we proposed a meta-strategy, which provides a suitable negotiation strategy for the situation to the agent, for multi-time negotiation. The strategy selection of our meta-strategy was modelled as a multi-armed bandit problem which regards negotiation strategies as slot machines and individual utilities as rewards. We implemented agents with our meta-strategy, and conducted the experiments to evaluate the performance of our agents. The experimental results demonstrated that our agents outperformed other existing agents in various situations, and it demonstrated the effectiveness of our meta-strategy. The results also revealed that the exploration of multi-armed bandit problem is not important in the conditions of this paper.

One of the possible future work is the improvements of individual negotiation strategies included in our meta-strategy. We used the existing negotiation strategies as the individual strategies in this paper. To improve the performance of our agent, the optimized strategies for certain situations should be included. Other possible future research is to consider dynamic conditions like changing the preferences through repetitions, or if the opponent adopts a meta-strategy.
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