ABSTRACT
We introduce Saga, a next-generation knowledge construction and serving platform for powering knowledge-based applications at industrial scale. Saga follows a hybrid batch-incremental design to continuously integrate billions of facts about real-world entities and construct a central knowledge graph that supports multiple production use cases with diverse requirements around data freshness, accuracy, and availability. In this paper, we discuss the unique challenges associated with knowledge graph construction at industrial scale, and review the main components of Saga and how they address these challenges. Finally, we share lessons-learned from a wide array of production use cases powered by Saga.

CSC CONCEPTS
- Computer systems organization → Neural networks; Data flow architectures; Special purpose systems; • Information systems → Deduplication; Extraction, transformation and loading; Data cleaning; Entity resolution.

KEYWORDS
knowledge graphs, knowledge graph construction, entity resolution, entity linking

Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than the author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org.

ACM Conference Proceedings require ACM Reference Format. ACM Reference Format:
Ihab F. Ilyas, Theodoros Rekatsinas, Vishnu Konda, Jeffrey Pound, Xiaoguang Qi, Mohamed Soliman. 2022. Saga: A Platform for Continuous Construction and Serving of Knowledge At Scale. In Proceedings of the 2022 International Conference on Management of Data (SIGMOD '22), June 12–17, 2022, Philadelphia, PA, USA. ACM, New York, NY, USA, 14 pages. https://doi.org/10.1145/3514221.3526049

1 INTRODUCTION
Accurate and up-to-date knowledge about real-world entities is needed in many applications. Search and assistant services require open-domain knowledge to power question answering. Other applications need rich entity data to render entity-centric experiences. Many internal applications in machine learning need training data sets with information on entities and their relationships. All of these applications require a broad range of knowledge that is accurate and continuously updated with facts about entities. Constructing a central knowledge graph (KG) that can serve these needs is a challenging problem, and developing a KG construction and serving solution that can be shared across applications has obvious benefits. This paper describes our effort in building a next-generation knowledge platform for continuously integrating billions of facts about real-world entities and powering experiences across a variety of production use cases.

Knowledge can be represented as a graph with edges encoding facts amongst entities (nodes) [61]. Information about entities is obtained by integrating data from multiple structured databases and data records that are extracted from unstructured data [19]. The process of cleaning, integrating, and fusing this data into an accurate and canonical representation for each entity is referred to as knowledge graph construction [80]. Continuous construction and serving of knowledge plays a critical role as access to up-to-date and trustworthy information is key to user engagement. The entries of data sources used to construct the KG are continuously changing; new entities can appear, entities might be deleted, and facts about existing entities can change at different frequencies. Moreover, the set of input sources can be dynamic. Changes to licensing agreements or privacy and trustworthiness requirements can affect the set of admissible data sources during KG construction. Such data feeds impose unique requirements and challenges that a knowledge platform needs to handle:

1) Hybrid batch and stream construction: Knowledge construction requires operating on data sources over heterogeneous domains. The update rates and freshness requirements can differ across sources. Updates from streaming sources with game scores need to be reflected in the KG within seconds but sources that focus on verticals such as songs can provide batch updates with millions of entries on a daily basis. Any platform for constructing and serving knowledge has to provide support for batch and stream processing with service-level agreements (SLAs) around data freshness, end-to-end latency, and availability.
(2) **Provenance management:** Attribution, reliability control, and license management are key ingredients in a knowledge platform. Transparency is critical for serving data to production use cases (e.g., intelligent assistants) that surface knowledge information; all facts in the KG are required to carry data provenance annotations for data governance purposes. Any knowledge platform needs to adhere to non-destructive data integration procedures that enable surfacing the provenance of individual facts, serving KG views that conform to licensing agreements, and enforcing on-demand data deletion.

(3) **Targeted fact curation:** To ensure an engaging user experience for entity-rich services, the information in the KG needs to be correct and up-to-date. Accuracy, coverage, and freshness of the served knowledge are key requirements. To meet these requirements, processes that enable continuous and incremental acquisition, integration, and verification of new facts in a targeted and on-demand manner are critical features in a knowledge platform.

(4) **Knowledge graph views and computed knowledge artifacts:** Many production use cases rely on data artifacts computed over the KG (such as computed entity importance measures) to provide entity-rich experiences to users. It is critical that any knowledge platform supports multiple data consumers and allows them to register and continuously consume custom views of the KG. This functionality requires a graph query engine that supports rich view definitions and materialization policies while ensuring compliance to privacy policies for different registered views.

(5) **Self-serve data onboarding:** Low-effort onboarding of new data sources is important to ensure consistent growth of the KG. Any knowledge platform needs to provide APIs that allow domain teams to develop and deploy data pipelines that will allow continuous integration of their data in the KG. Self-serve-centric and modular APIs are required to ensure ease-of-use and extensibility.

(6) **Run-time indexes and APIs:** The KG is the backbone of entity-centric Question Answering and entity-centric experiences (such as Entity Cards). Meeting the SLAs imposed by those user-facing services requires constructing knowledge indexes that can serve structured queries over the KG with strict latency requirements and can also be updated in real time to reflect the most recent information about entities.

(7) **Semantic annotations service:** The KG offers a controlled vocabulary that can be used to enrich data in production cases with entity-centric information. A semantic annotation service can tag data from different organizations and verticals with concepts and entities in the KG is a fundamental component of any knowledge platform. This service must operate on diverse inputs, e.g., structured and unstructured data, and provide accurate annotations for both head (i.e., popular) and tail (i.e., less popular) entities and concepts.

This paper introduces Saga, a next-generation knowledge construction and serving platform for powering knowledge-based applications at industrial scale. The paper describes the system considerations and design decisions we followed to build Saga and reviews deployments that power industrial use cases. The paper is organized by technical theme and covers key parts of the architecture of Saga (see Figure 1).

### 2 KNOWLEDGE GRAPH CONSTRUCTION

Knowledge Graph Construction is the process of integrating multiple diverse data sources into a standardized repository of linked entities and concepts [80]. In our case, data sources range from open-domain and general knowledge sources such as Wikipedia and Wikidata to specialized sources that provide data about music domains, media products, sports, celebrities, nutritional substances and many more. The KG provides a succinct and integrated representation of all entities that appear in these sources, including the predicates (attributes) related to each entity and the relationships among these entities. This representation follows an in-house open-domain ontology. The ontology is designed such that it also enables a data model that allows for optimized processing of large volumes of graph-structured data feeds. Next, we review the data model adopted by the KG, we introduce data source ingestion and knowledge construction, two core modules that facilitate building and maintaining the KG. Finally, we discuss how Saga supports scalable and incremental knowledge construction.

#### 2.1 Data Model

To represent the KG, Saga follows the RDF data model format with \(<subject, predicate, object>\) triples [46]. Each entity is represented as a set of triples. Each triple states a fact such as the name of a person, or the capital of a country. Relationships are represented by linking different entities: object can either be a literal value or a reference to another entity. This structure defines a directed graph, where predicates represent edges and subjects or objects represent nodes.

Consider the example KG in Figure 2 about persons and their education. Subject e1 has a name predicate that points to a literal object ‘J. Smith’. Relationships among entities are often composite with additional structure. To illustrate, consider for example the predicate `educated_at` that associates e1 to a composite `education` object, which in turn has `school`, `degree` and `year` predicates.

| subj | predicate | r_id | r_predicate | obj | locale | sources | trust |
|------|-----------|------|-------------|-----|--------|---------|-------|
| e1   | name      |      |             | J. Smith | en      | [src1, src2] | 0.9, 0.8 |
| e1   | educated_at | r1   | school     | UW | en     | [src2]  | 0.8   |
| e1   | educated_at | r1   | degree     | PhD | en     | [src2]  | 0.8   |
| e1   | educated_at | r1   | year       | 2005 | en     | [src2]  | 0.8   |

Table 1: Extended triples representation of the KG in Figure 2. Symbols r_id and r_predicate are abbreviations of relationship id and relationship predicate.

Figure 2: An example KG for the facts in Table 1.
To facilitate retrieval of properties from linked entities, the triple representation is extended to capture one-hop relationships among entities. For example, the predicate `educated_at` in Figure 2 is represented using a set of triples to capture composite attributes such as `educated_at.school` as part of the facts describing the main entity `e_1`. We call this representation `extended triples`, as shown in Table 1. Extended triples provide a flat relational model of the KG. This data model allows easy retrieval of the frequently used one-hop relationship data without performing an expensive self-join or graph traversal operation. The extended triples format is a variation of the JSON-LD format [1], a lightweight Linked Data format adopted by industry-scale KGs for efficient querying [69].

Finally, we augment the extended triple format with metadata fields that track the `provenance (sources)`, `locale`, and `trustworthiness` for each fact. To track provenance, we associate each record with an array of references to input data sources. This array is always updated to track the integration of records from multiple sources to construct a single record in the KG. This approach allows us to attribute every fact to its data sources and provides a mechanism to ensure compliance with the source license agreements. Locale-specific metadata are associated with literals and string objects in the KG. This information is important for storing multi-lingual knowledge. Finally, each KG record is associated with a trustworthiness score array, corresponding to record sources. These scores are used to obtain an aggregated confidence score on the correctness of each record. Prior works have also considered associating every fact in a KG with a correctness score [25]. Confidence scores provide a probabilistic representation of knowledge, which allows for accuracy SLA’s and drives fact auditing decisions.

### 2.2 Data Source Ingestion

This Data Source Ingestion module of Saga is composed of a set of pluggable and configurable adapters that implement the steps needed to ingest and onboard data from a given provider into the KG. Multiple challenges need to be addressed in this regard:

- Support different data formats (e.g., Parquet files in HDFS, CSV, JSON etc.) by providing a repository of data importers that support different formats.
- Align the data about entities from different data sources to the ontology of the KG by providing a configurable interface to specify `ontology alignment` constructs, as well as scalable processing of these constructs.
- Export the aligned source data for consumption by the KG construction pipeline. Data needs to be exported as extended triples for efficient onboarding to the KG.

Figure 3 illustrates the source ingestion pipeline, which ingests one or more entity payloads from upstream data provider and ensures data compliance with the KG data format and ontology. Each ingestion pipeline has multiple stages:

- **Import**: read upstream data in their raw format into rows; each imported row may contain a single or multiple entities.
- **Entity Transform**: produce entity-centric views from the imported source data. Each row in the output of the transformation phase captures one entity, and its columns capture entity predicates expressed in the source namespace.
- **Ontology Alignment**: populate a target schema that follows the KG ontology. In this stage, source entities are consumed as input and corresponding entities are produced as output. The `predicates` of output entities follow the KG ontology, while the `subject` and `object` fields remain in the original data source namespace; they are later linked to KG entity identifiers during knowledge construction. Entity type specification is also part of this step. This alignment is manually defined and controlled via configuration files.
- **Delta Computation**: detect changes with respect to the previously consumed snapshots of source data. This step crucial to determine what has changed in the upstream data, and subsequently minimize the volume of data consumed by knowledge construction. Change detection is performed eagerly: when an upstream provider publishes a new data version, the difference with respect to the data already consumed by Saga is computed and materialized to be picked up by knowledge construction.
- **Export**: generate extended triples in the KG-ontology schema to be consumed by knowledge construction.

Extensibility is key for quick and scalable onboarding of new data sources. To build a new source ingestion pipeline, engineers only need to provide implementation of the following interfaces:

**Data Source Importer.** This component reads upstream data artifacts and converts them into a standard row-based dataset format. This component is responsible for normalizing the heterogeneity of upstream data for the rest of the pipeline by reading source data artifacts into a unified representation. For example, we may need to combine raw artist information and artist popularity datasets to get complete artist entities. Saga provides importer templates that can be altered to develop custom source ingestion pipelines.

**Data Transformer.** This component consumes a uniform data representation from importers and produces an entity-centric view of the upstream data source. Each entity is represented as a multi-column row and columns are used to represent source predicates. The data transformer allows joining multiple data artifacts together to obtain a comprehensive description of a source entity. The transformer does not add any new predicates but allows implementing data integrity and sanity checks:

- Entity IDs are unique across all entities produced.
- Each entity must have an ID predicate. This constraint is crucial to uniquely identify source data entries after they are added to the KG and key to incremental KG construction.
- Predicates must be non-empty.
- The predicates in the source schema are present in the produced entity (even if they are null/empty).
- Predicate name must be unique in the source entity.
2.3 Knowledge Construction

Given the ontology-aligned source data, we need to integrate the extended triples from the input sources with the KG. Recall that at this point the subjects and objects are still not standardized. The goal of knowledge construction is to standardize the subjects and objects to refer to appropriate entities in the KG. We need to address this point the subjects and objects are still not standardized. The extended triples from the input sources with the KG. Recall that at sequel_number>

Figure 4: A pipeline for knowledge construction.

Predicate Generation Functions (PGFs). These lightweight methods are used to align the source entity data with the target schema and format of the KG. The concept of PGFs is related to that of tuple-generating dependencies [20]. For ease of use, Saga uses a config-driven development paradigm. Users specify both the source predicates and target predicates from the KG ontology in the configuration. Then, PGFs based on this specification are used to populate the target schema from the source data. These methods define the alignment of source predicates to KG predicates. To illustrate, consider a movies data source. When movie entities are ingested, they may be described in a source-specific schema and namespace. To standardize such input against the KG, alignment of ontologies needs to be done. A predicate in the source entity could be mapped to a predicate with a different name in the target ontology (e.g., category is mapped to genre). Similarly, a group of predicates may need to be combined to produce a target predicate (e.g., <title, sequel_number> is mapped to full_title).

The architecture of the knowledge construction pipeline of Saga is shown by Figure 4. We next describe the pipeline stages.

Linking. This stage addresses the technical problems of in-source deduplication and subject linking. Both problems correspond to instances of Record Linkage where different instances of the same real-world entities need to be identified [20, 35, 44, 73]. Linking is performed by conducting the following steps:

1. Input data is grouped by entity type. For each entity type, e.g., movies, we extract a subgraph from the current KG containing relevant entities. This step reduces the scope of entity linking to a smaller target dataset. We call this subgraph a KG view (see Section 3.2).
2. We combine the source entity payload (which may include duplicates) with the KG view into one combined payload over which we perform record linking.
3. We apply blocking on the combined payload [35, 64, 72, 81]. During blocking, entities are distributed across different buckets by applying lightweight functions to group the entities that are likely to be linked together, e.g., a blocking function may group all movies with high overlap of their title n-grams into the same bucket. The goal is to partition data into smaller groups of potentially highly similar entities within each group and hence reduce the inherent quadratic complexity of the record linking problem.
4. Given the blocking step output, we generate pairs of entities that belong to the same block. Then, a matching model [77] computes a similarity score for each pair of entities. Matching models are domain-specific and focus on specific entity types controlled by the ontology. The matching model emits a calibrated probability that can be used to determine if a pair of entities corresponds to a true match or not. The platform allows for both machine learning-based [21, 57] and rule-based matching models [29, 71]. Saga offers a wide array of both deterministic and machine learning-driven similarity functions that can be used to obtain features for these matching models. We discuss learned similarity functions in more detail in Section 5.
5. The last step in Linking is that of resolution. Given the probability of similarity for all relevant entity pairs, we find entity clusters that correspond to the same real-world entity [7, 65, 68]. To ensure scalability, we use the calibrated similarity probabilities to identify high-confidence matches and high-confidence non-matches and construct a linkage graph where nodes correspond to entities and edges between nodes are annotated as positive (+1) or negative (-1). We use a correlation clustering algorithm [63] over this graph to identify entity clusters. During resolution, we require that each cluster contains at most one graph entity. For all source entities in a cluster, we assign the identifier of the graph entity. If no graph entity exists in the cluster, we create a new KG entity and assign the identifier of the new entity to all source entities. Additional same_as facts that record the links between source entities and KG entities are maintained to provide full provenance of the linking process.

The previous steps need to be repeated when onboarding data from different entity types, e.g., artist, song, album, etc, since each
entity type can have domain-specific logic for blocking and matching. To scale the computation, processing within each block can be parallelized and the generation of linking artifacts happen incrementally as more blocks get processed.

**Object Resolution.** Mapping string literals or id values in the object field into KG entity identifiers is the goal of the Object Resolution (OBR) step [36]. A machine learning framework for Named Entity Recognition and Disambiguation (NERD) is used to map entity names based on the context in which they appear, to graph entity identifiers. We describe our NERD architecture in Section 5.

**Fusion.** Given a collection of linked source entities, fusion addresses the problem of merging the source payload with the KG to take it into a new consistent state [26, 27, 50]. For simple facts that are given directly by a predicate in the source triples, e.g., birthdate, these can be fused by performing an outer join with the KG triples. This will either update the source provenance of facts in the graph, or add a new fact if it does not exist. For composite facts given by a combination of predicate/relationship/predicate (cf. Figure 2), fusion needs to be more elaborate in order to judge if the source relationship node can be merged with an existing KG relationship node, or it needs to be added as a completely new relationship node. This operation is done by estimating the similarity of facts in relationship nodes in both the source entity payload and the KG entity payload. A pair of relationship nodes with sufficient intersection in their underlying facts is deemed similar and can be merged together. All other relationship nodes in the source payload are added as new relationship nodes to the KG. During fusion, we use standard methods of truth discovery and source reliability methods [24, 25, 39, 67] to estimate the probability of correctness for each consolidated fact. These algorithms reason about the agreement and disagreement across sources and also take into account ontological constraints. The associated probability of correctness is stored as metadata in the KG and used by downstream tasks such as targeted fact curation (see Section 6).

### 2.4 Scaling Knowledge Graph Construction

The design of Saga exploits parallelism opportunities to significantly reduce the end-to-end construction time. To cope with the nature of continuous changes in the underlying data sources (e.g., a new movie was released, or a song popularity got updated), source data preparation needs to be offloaded to the source ingestion platform. The disparate and parallel nature of ingestion pipelines of different sources provides an opportunity for scalability, where all source-specific processing is conducted in parallel to prepare payloads for consumption by the KG construction pipeline.

In this regard, two key functionalities of the source ingestion platform are (i) generation of extended triples in the KG namespace, and (ii) eager computation of source deltas with respect to the latest snapshot consumed by the KG, following an incremental knowledge construction paradigm [37, 73, 84]. A partitioned dump of source data is eagerly generated as follows. Let \( t_0 \) be the last timestamp a source has been consumed by the KG, and \( t_n \) is the current timestamp, source ingestion pipeline splits source entities into three partitions:

- **Added:** all source entities that exist at \( t_n \) but not at \( t_0 \)
- **Deleted:** all source entities that exist at \( t_0 \) but not at \( t_n \)
- **Updated:** all source entities that exist at both \( t_0 \) and \( t_n \) and are modified at \( t_n \).

In addition, a separate full dump of triples capturing volatile predicates (e.g., entity popularity) of all source entities is produced. Changes in these predicates are not reflected in the above dumps. This is important to factor-out update churns (e.g., movie popularity might be updated very frequently) from delta payloads.

Knowledge construction is designed as a continuously running delta-based framework; it always operates by consuming source diffs. When a completely new source needs to be consumed, it is captured as a source with a full Added payload and empty Deleted and Updated payloads. The end result of construction pipeline is an updated KG that reflects the latest source data changes.

The linking pipelines of different data sources are run in parallel to allow for scalable construction. The main functionality needed to allow this mode of operation are the following:

- **Lightweight Ingestion:** Ingestion of changed source data into construction pipeline is largely simplified. For example, the extended triples from each source already provide the needed triplication of composite relationship nodes, and so self joins on ingested source data to compute one hops is avoided.
- **Source-based Enrichment:** Linking may require joining source entity payloads to provide enriched representation of source entities. For example, artist and song entities may need to be joined to produce enriched artist entities associated with the names of famous songs. This enrichment operation is done in parallel within each source ingestion pipeline.
- **Inter-Source Parallelism:** Sources are consumed by knowledge construction via a workflow of parallel pipelines, where each pipeline is internally composed of a number of connected processes, e.g., blocking, pair-generation, and entity matching. The synchronization points across the parallel source pipelines reduce to the fusion operations which need to be conducted on source payloads one at a time.
- **Intra-Source Parallelism:** Within each source pipeline, the Added, Updated, and Deleted payloads are processed in parallel. The Added payload needs to be fully linked, which requires running all linking pipeline stages. On the other hand, Updated/Deleted payloads contain entities that are previously linked, and so we only need to lookup their links in the current KG, and perform object resolution operations. The volatile properties payload of a given source are processed by performing a partition overwrite of the KG after the added/deleted payloads are fused with current KG.

Figure 5 shows the architecture of parallel knowledge graph construction. Source datasets are processed by different pipelines, and synchronization happens during fusion. For each source, the ToAdd, ToUpdate and ToDelete payloads are processed in parallel to incrementally generate the triples to be fed into fusion. When fusion input is ready, the source payloads are fused with the KG and entity links are updated. The ToFuse payload of volatile properties is fused with the current KG after the previous source payloads are completely fused. This leverages an optimized fusion path, enabled by maintaining graph partitioning over volatile triples of each
workloads, specialized engines are required to provide high-quality
solutions for each of these verticals. At the same time, we must
coordinate updates across these engines to ensure consistency of
the KG. An overview of this architecture is shown in Figure 6.

3 KNOWLEDGE GRAPH QUERY ENGINE

The Knowledge Graph Query Engine (or Graph Engine) serves
three purposes within Saga: it is the primary store for the KG, it
computes knowledge views over the graph, and it exposes query
APIs for graph consumers. A federated polystore approach [28] is
used to support the wide variety of workloads against the graph,
both in view computation and query APIs. Our workloads include
incrementally maintaining KG views, graph learning algorithms,
graph analytics, low-latency entity retrieval, full-text search with
ranking, and nearest neighbour search. With such a diversity in
workloads, specialized engines are required to provide high-quality
solutions for each of these verticals. At the same time, we must
coordinate updates across these engines to ensure consistency of
the KG. An overview of this architecture is shown in Figure 6.

3.1 Knowledge Graph Storage

As the primary store for the graph, the Graph Engine is responsible
for managing the data lifecycle of the graph as it is updated.
This workload includes updating various indexes across multiple
storage engines in a consistent way and maintaining graph versions
for analytics. A distributed shared log is used to coordinate
continuous ingest, ensuring that all stores eventually index the
same KG updates in the same order. The log is durable and fault-
tolerant, ensuring operations are not lost under a variety of failure
scenarios. An extensible data store orchestration agent framework
allows simple integration of new engines, allowing the platform to
onboard new workloads and prototype new storage and compute
engines with reasonably small engineering effort. Orchestration
agents encapsulate all of the store specific logic, while the rest
of the framework is generic and does not require modification to
accommodate a new store type.

The KG Construction pipeline described in Section 2 is the sole
producer of data. Data payloads are staged in a high throughput
object store and ingest operations are written to a durable opera-
tion log for data ingest. Orchestration agents then process ingest
operations in order, ensuring that all stores eventually derive their
domain specific views of the KG over the same underlying base data.
Log sequence numbers (LSN) are used as a distributed synchroniza-
tion primitive. Orchestration agents track their replay progress in a
meta-data store, updating the LSN of the latest operation which has
successfully been replayed on that store. This information allows a
consumer to determine the freshness of a store, i.e., that a store is
serving at least some minimum version of the KG.

3.1.1 Stores and Compute Engines. The analytics engine is a rela-
tional data warehouse that stores the KG extended triples produced
by KG construction. This engine is used for a number of analytics
jobs, and generates various subgraph and schematized entity views
for upstream tasks (see Section 3.2). The engine is read optimized,
and therefore updates to the engine are batched for performance.

3.2 Knowledge Graph Views

In our experience, most clients want to consume a derived view of
the KG rather than the raw graph in its entirety. Incremental view
maintenance is a well studied problem in database literature [88].
We adopt a very general definition of a view in our system. A view
can be any transformation of the graph, including sub-graph views,
schematized relational views, aggregates, or more complex computa-
tions such as iterative algorithms (e.g., Pagerank) or alternative
graph representations (e.g., vector embeddings). In all cases, we
want to manage the lifecycle of KG views alongside the KG base
data itself. These operations include materializing the views when
a new KG is constructed, and incrementally maintaining the views
(when possible) as the KG is updated. Views may specify different
freshness SLAs for the Graph Engine to maintain.

View definitions are scripted against the target engines’ native
APIs. The definitions include procedures for creating and dropping
the view, as well as a procedure for updating the view given a list
of changed entity IDs. These definitions are maintained in a central
view catalog, along with a list of view dependencies. Execution of
the view dependency graph is coordinated by the View Manager
interacting with the Orchestration Agents using a common API
over a central message bus. This API is independent of the specific engine which simplifies extending the platform with new stores.

As an example (Figure 7), we use the analytics warehouse to produce a feature view over all entities. These features are useful for various ranking and machine learning tasks. A ranked entity index view then combines textual references to entities (e.g., names and aliases) with scoring features to produce an indexable ranked entity view. Independently, an entity neighbourhood view incorporates entity features in a view that is used to learn graph embeddings. By sharing the construction of the entity features view in the creation of both the entity neighborhood and ranked entity index view, we save greatly on overall execution time. Such practices are standard in multi-query optimization [14, 70]. In a production view dependency graph, we found a 26% run-time improvement when utilizing view dependencies to reuse common views.

Figure 7 also includes an example of cross-engine view dependencies. Cross-engine views are orchestrated by the View Manager, including lifecycle of intermediate artifacts. In this example, the entity neighborhood view computed in the analytics engine is consumed by the elastic compute framework where graph embeddings are learned. Those embeddings are then indexed in a vector database, where an attribute filter on entity type can be used to produce a subset of “people” embeddings.

Having a variety of specialized storage engines not only permits a variety of view definitions (from relational to learned embeddings), but also allows optimized view implementations using the best engine for each task. Figure 8 shows the performance results of using the Graph Engine’s Analytics Store to compute a set of views used in a production scenario. The graph illustrates relative performance gain compared to a legacy implementation of the views as custom Spark jobs. These views compute entity-centric schematized relational views for a variety of entity types shown on the x-axis. The optimized join processing in the Analytics Store yields an average of 5x performance improvement with up to 14x in the best case for these join-heavy view definitions. The lowest increase was the “Songs” view which had only a 5% increase. No views had a performance decrease. In these experiments, the legacy system uses nearly ten times the amount of hardware. It is worth noting that Spark-based execution is well suited for other types of views (e.g., highly parallelizable tasks, machine learning tasks or views with a large amounts of string manipulation). These results highlight the importance of the polystore approach, allowing the best compute engine to be used for each view.

3.3 Entity Importance

Many KG use cases involve ranking entities. In some situations, external signals of popularity provide a effective ranking signal. For example, song plays, search frequency, or UI engagement on entities. However these types of popularity metrics tend to cover head entities and are weaker or absent for less popular entities. Applications of the KG that need to rank all entities require a metric that covers tail and torso entities as well as head entities.

There are a number of structural signals in the graph that can be used to estimate the importance of an entity, based on its connectivity in the graph. Simple metrics like in-degree and out-degree can contribute to an importance score. The intuition here being that the more we know about an entity, the more important it must be. However, entities from certain sources may have many more properties than entities from other sources, so degree alone is not sufficient as it would bias entities occurring in particular sources.

We incorporate four structural metrics to score the importance of an entity in the graph. In-degree, out-degree, number of identities, and Pagerank [11] in the graph. Number of identities corresponds to the number of sources that contribute facts for the entity. Pagerank is computed over the graph, recursively scoring the importance of an entity node based on its connectivity, and the connectivity of its neighbours. We then aggregate these metrics into a single score representing the importance of the entity based on graph structure.

The computation of entity importance is modelled as a view over the KG, computed by the analytics engine. The view is registered with the view automation described in Section 3.2 and is automatically maintained as the graph changes.

4 THE LIVE GRAPH

Our KG is built from a variety of sources that contribute stable knowledge. We compliment this data with live sources of knowledge that contribute temporal facts in real-time. Such sources include sports scores, stock prices, and flight information.

The live KG is the union of a view of the stable graph with real-time live sources. The live graph query engine is highly optimized for low-latency graph search queries, and is geo-replicated for serving locality. This engine powers real-time search over the KG for various use cases like open-domain Question Answering, KG cards, sports scores and other domain specific experiences. The live KG engine handles billions of queries daily while maintaining
4.1 Live Graph Construction

Live KG Construction is the process of building and linking a KG that integrates a view of stable knowledge with live streaming sources, such as sports scores, stock prices, and flight data. Live sources do not require the complex linking and fusion process of our full KG construction pipeline, i.e., sports games, stock prices, and flights are uniquely identifiable across sources and do not have the inherent ambiguity that requires linking different mentions of the same sports game, stock reference, or flight. These sources do contain potentially ambiguous references to stable entities which we want to link to the stable graph. For example, we want to resolve the references in a sports game to the participating teams, the stadium or venue, and the city where the game takes place. We utilize the Entity Resolution service described in Section 5.2 to resolve text mentions of entities to their stable entity identifiers.

The result of Live Graph Construction is a KG that includes continuously updating streaming data sources who’s entity references are linked to the stable graph. This design allows us to build applications that query streaming data (e.g., a sports score) while using stable knowledge to reason about entity references.

The live KG is indexed using a scalable inverted index and a key value store. Both indexes are optimized for low latency retrieval under high degrees of concurrent requests. The indexes are sharded and can be replicated to support scale-out. This design allows tight control over the load an individual index server supports.

4.2 Query Execution

The Live KG Query Engine process ad-hoc structured graph queries and query intents which consist of a target intent and arguments. The engine also maintains query context to support multi-turn interactions. The architecture we follow is similar to standard dialogue systems from both academia and industry [2, 32, 42].

Live Graph Queries. The Live KG Query Engine supports ad-hoc structured graph queries against the KG with strict latency SLAs in order to support interactive use cases like Question Answering. Clients can specify queries using a specially designed graph query language called KGQ. KGQ is expressive enough to capture the semantics of natural language (NL) queries coming from our front end search interfaces, while limiting expressiveness (compared to more general graph query languages) in order to bound query performance. The queries primarily express graph traversal constraints for entity search, including multi-hop traversals. KGQ is an extensible language, allowing users to implement virtual operators. Virtual operators allow complex expressions to be encapsulated as new operators, facilitating easy reuse of complex expressions across different use cases.

The Live Graph Query Engine compiles queries into a physical execution plan. The engine allows pluggable storage back-ends and makes use of both inverted indexes and key-value stores for live KG query evaluation. A number of execution optimizations are used, including operator push-down and intra-query parallelism. Combining this execution with the scalability and performance of the underlying inverted index and key value store, as well as caching, allow the engine to achieve 95th percentile query latencies of less than 20s of milliseconds on production workloads.

Query Intent Handling. In addition to KGQ execution, the Live Graph Query Engine also supports a comprehensive query intent handler. The intent handler processes annotated natural language queries by routing intents to potential KGQ queries based on the annotations. For example, the queries "Who is the leader of Canada?" and "Who is the leader of Chicago?" share the high-level query intent, each with their respective arguments. "HeadOfState(Canada)" and "HeadOfState(Chicago)" Despite having the same intents, the graph queries needed to answer these two queries are different. In the first case, we want to find the entity that is the prime minister property of the entity argument Canada. In the second, we want the mayor property of the entity Chicago. Intent routing solves this problem by choosing the correct execution based on the semantics of the entities, i.e., there is no mayor of Canada or prime minister of Chicago, only one interpretation is meaningful according to the semantics encoded in the KG.

Query Context. The Live KG Query Engine also maintains a context graph and intents from previous queries to support follow-up queries. Query sequences, such as

| Query  | Intent               | Answer       |
|--------|----------------------|--------------|
| Who    | Spouse(Off(Beyoncé)) | Beyoncé's    |
| married|                      | wife         |
| to     |                      | SpouseOf(Jay-Z) | (3) |
| Rita   | Spouse(Off(Tom Hanks)) | Tom Hanks     |
| Wilson |                      | SpouseOf(Jay-Z) | (5) |
| Where  |                      | Hollywood    |
| is     |                      | Birthplace(Rita Wilson) | (8) |
| she    |                      |               | Answer :  
| from?  |                      | Rita Wilson  | (6) |

Figure 9: The Live Knowledge Graph.
4.3 Live Graph Curation

Our end-user experiences depend on the knowledge platform producing a high quality KG. Quality not only refers to the accuracy of linking and fusing knowledge, but also to the quality of the data itself. The quality of source data can vary widely depending on the source. Some sources may occasionally contain errors, and some sources are subject to vandalism from community edits. To address this, we integrate a human-in-the-loop curation pipeline. Facts containing potential errors or vandalism are detected and are quarantined for human curation. A team can block or edit particular facts or entities using custom built curation tooling. These curations are treated as a streaming data source by the live graph construction which allows us to hot fix the live indexes directly when the curation process identifies an error. The curations are also sent to the stable KG construction as a source, so that corrections are incorporated into the stable graph.

5 GRAPH MACHINE LEARNING

5.1 Neural String Similarities

Accurate duplicate detection is a key requirement during KG construction. We provide a library of similarity functions for different data types that developers can use to obtain features when developing matching models. Beyond deterministic similarity functions (e.g., Hamming distance, Jaccard similarity, and Edit Distances [20]), Saga offers several learned string similarity functions that help boost the recall of matching models by capturing semantic similarities such as synonyms [8, 17]. These learned similarity functions can be used out-of-the-box to featurize the input to matching models that are used during KG construction.

Saga’s learned similarity functions rely on neural network-based encoders that map a sequence of characters into high-dimensional vectors [43]. Given the vector representations of two strings we compute their similarities by taking the cosine similarity of their vector representations. If trained with appropriate data these neural encoders can yield string similarity functions that are capable to go beyond typos and can capture synonyms (e.g., they can capture that “Robert” and “Bob” are similar). To ensure homogeneity of these representations and capture the structural difference across names of different entity types, we learn different neural string encoders for different types of strings, e.g., human names, location names, music album titles etc.

For training we use distant supervision [53]. We bootstrap the information in the KG to obtain a collection of training points for each of the string encoders. Entities in the KG are associated with multiple aliases and names. We use this data to obtain examples of pairs of strings that should be similar. Simple augmentation rules based on typos are also used to generate positive examples. Such data augmentation practices are standard in training deep learning models [38, 79]. To generate negative examples, we leverage the entities in the graph to generate negative examples (i.e., pairs of string that should not be similar) by using the names and aliases of entities that are not linked. These examples are used to form a triplet loss that is then used to train the encoder for each string type. The learned encoders and corresponding similarity functions are transferable and are currently deployed in use cases beyond KG construction. In cases where typos and synonyms are present, we have found that using these learned similarity functions can lead to recall improvements of more than 20 basis points.

5.2 Entity Recognition and Disambiguation

Named entity recognition and disambiguation (NERD) is the problem of identifying text mentions of named entities in unstructured or semi-structured data and disambiguating them against entities in a KG or standardized vocabulary [12, 45, 58, 59, 59, 60, 62, 83]. For example, given the sentence ‘We visited Hanover and Dartmouth’ or the record `<Dartmouth, located_in: Hanover>` we want to resolve the mention “Hanover” to Hanover, New Hampshire and not to the more popular Hanover, Germany.

Saga provides a complete NERD stack, which is used to implement the object resolution during KG construction (see Section 2) but also powers a number of additional use cases where annotating or enriching text-based data with information from the KG is required. We use an elastic deployment for large batch jobs and a high performant low-latency variant for online workloads. Figure 10 shows a high-level diagram of the batch deployment and the main components of the NERD stack.

We treat entity disambiguation as an entity linking problem [12]. A key requirement in Saga is our ability to correctly disambiguate tail (i.e., less popular) entities. In this case, one cannot rely only on string similarities between the mention and entity names in the graph but needs to reason about the context (e.g., surrounding text or other fields in a structured record) that a mention appears in. Such context can carry information about the relationships or the semantic type of the entity that the mention refers to and can be compared against information in the KG to improve the accuracy of named entity disambiguation [58, 62, 83]. To this end, we create a view using the Graph Engine described in Section 3 that summarizes our knowledge for each entity in the KG, i.e., its aliases, entity types, relationships, types of its neighboring entities, and reason about similarities between the context of a mention and these entity summaries. We refer to this view of entity summaries as NERD Entity View. Given a mention and the relevant context, our goal is to find if there exists any record in the NERD Entity View that is a “match” of the mention in the input. The first step is to identify candidate entities that are likely to be matches to the mention. Then, we compute a matching score for each of the returned candidates and identify if there is a record in the NERD Entity View that matches the input mention with high-confidence.

NERD Entity View. The goal of each record in the NERD entity view is to provide a comprehensive summary that can act as
a discriminative definition for each entity in the KG. Each entry in the NERD Entity View is a record with attributes that contain information about: 1) the name and aliases of the entity in different locales, 2) the different types from the KG ontology that are associated with the entity (e.g., ‘human’, ‘music artist’, ‘academic scholar’ etc), 3) a text-based description of the entity if available, 4) a list of important one-hop relationships that the entity participates in, 5) the entity types of important neighbors of the entity, and 6) the entity importance scores computed by the Graph Engine (Section 3.3). This comprehensive summary of each entity in the KG provides opportunities to identify cases where information in the NERD Entity View overlaps with information in the context and hence perform more accurate disambiguation. For example, given that the NERD Entity View for Hanover, New Hampshire includes the relationship <Dartmouth College, located_in, Hanover>, we can accurately identify that the mention “Hanover” in the context of the sentence ‘We visited downtown Hanover after spending time at Dartmouth’ refers to Hanover, New Hampshire and not Hanover, Germany. The NERD Entity View is computed using the Graph Engine, which guarantees the its freshness via incremental updates as new facts and entities are ingested in the KG.

**Candidate Retrieval.** Candidate retrieval can be viewed as a parallel to blocking in entity linking. In this step we rely on the similarity between the input entity mention and the name and alias fields of the records in the NERD Entity View to find likely matches. To go beyond exact matches, we use the neural string similarity functions described above. We also allow information on admissible entity types to be used to further improve precision—we make use of Entity Type information during Object Resolution in KG Construction where the attribute-value to be disambiguated is accompanied by an entity type (see Section 6). In the presence of constraints on computational resources or tight latency requirements, we rely on entity importance to prioritize candidate comparison and limit the scope of entity disambiguation to popular entities. Overall, given a limit of $k$-candidates the goal of candidate retrieval is to optimize recall by pruning the domain of possible matches given the extreme and ever-increasing number of entities in the KG. This approach is inspired by our prior work on HoloClean [66, 82] where pruning was shown to be critical for accurate data cleaning and imputation over extremely large domains.

**Contextual Entity Disambiguation.** The last step of the NERD stack is responsible for determining which of the entity candidates (if any) is the most probable to be referenced in the input mention. We cast Entity Disambiguation as a classification problem over the space of available candidates with an additional rejection mechanism, i.e., we allow rejecting all input candidates as not good options. To enable classification over sets of candidates with variable input size and provide the opportunity for rejection we rely on a one versus all version of multi-class classification [34]. We also follow a neural network architecture that is similar to state-of-the-art named entity disambiguation models [62, 83] and models that jointly encode graphs and text [16, 78]. Specifically, the model we use to perform this classification task is a contextual, transformer-based deep neural network that leverages the Attention mechanism [75] to reason about the similarity between the input context and the different attributes in the NERD Entity View records. A diagram of our model and approach for Entity Disambiguation is shown in Figure 11. All models used in the NERD stack are trained offline via weak-supervision procedures that combine a collection of text data annotated with entity tags, manually curated query logs, and text snippets generated by applying templates over a selection of facts present in the KG. While these models are re-trained at regular intervals to ensure no accuracy degradation, entity additions are reflected by updating the NERD Entity View.

### 5.3 Knowledge Graph Embeddings

Saga uses modern ML over graph-structured data to enable functionalities such as fact ranking, fact verification, and missing fact imputation. Fact ranking seeks to provide an importance-based rank over instances of high-cardinality entity predicates. For example, given a list of multiple occupations such as ‘singer’, ‘television actor’, ‘songwriter’ for an entity, we want to determine the dominant occupation to enable more engaging experiences for our users. Fact verification seeks to identify facts in the graph that might be erroneous, i.e., correspond to outliers, and should be prioritized for auditing. Finally, missing fact imputation can expand the KG with facts that are inferred via transitivity or other structure-based inferences. Beyond rule-based solutions, we also rely on ML link-prediction approaches that leverage *knowledge graph embeddings* to provide a unified solution to these problems.

KG embeddings use machine learning models to assign each entity and predicate in a KG to a specific continuous vector representation such that the structural properties of the graph (e.g., the existence of a fact between two entities or their proximity due to a short path) can be approximated using these vectors. Given a subject entity $s$ and a predicate $p$ in the KG, one can use a learned model that takes as input the embeddings $\theta_s$ and $\theta_p$ of entity and the predicate to obtain a vector $f(\theta_s, \theta_p)$ that can be used to find possible objects for this fact via vector-based similarity search between $f(\theta_s, \theta_p)$ and the embeddings of all entities in the KG. Saga leverages this similarity search to unify the tasks of fact ranking, fact verification, and missing fact imputation. In the presence of a known object entity $o$ that forms the fact $<s, p, o>$ we use the similarity between $f(\theta_s, \theta_p)$ and the embedding $\theta_o$ to obtain an importance score for that fact and leverage that score during both fact ranking and fact verification. On the other hand, in the absence
of an object for the tuple <s, p> we perform nearest neighbor search by leveraging the Vector DB component of the Graph Engine to identify potential candidate objects that complete the fact.

Since different embedding models capture different structural properties of KGs, we do not rely on a single model but we opt for a generalizable architecture that allows us to train multiple embedding models including standard models like TransE [10] and DistMult [85]. To prepare the necessary data for training, we leverage the relational store of the Graph Engine and register a specialized view that filters unnecessary metadata facts from the KG to retain only facts that describe relationships between entities. We assign training of each embedding model on a separate single-node with multiple-GPUs in our GPU cluster. Finally, the learned embeddings are stored in the Vector DB store of the Graph Engine which provide similarity search functionalities. Given our need to train multiple embedding models over billions of facts and entities, we opt for a single-box multi-GPU training per embedding model to allow for optimized utilization of our GPU resources and leverage the Marius system for training each model [56].

Training graph embedding models over billion-scale KGs is an extremely memory intensive operation. To learn accurate representations, we need to use high-dimensional vector representations (e.g., 400-dimensional real vectors) for each entity in our graph. Such a representation requires 1600 bytes of storage per node and requires 80 GB (the largest GPU memory) for a small 50 million node graph. Thus, it is necessary to store the learnable parameters in off-GPU memory. Moreover, the memory required to store the learnable parameters for the embedding models exceeds the capacity of available main memory. As such, scaling to graphs of this size requires using either distributed training across multiple GPU-nodes or external memory training. In Saga, we opt for external memory training with the Marius system due to ease of deployment over our GPU cluster. Utilizing the disk memory during training allows us to easily deploy a different instance per multi-GPU node and hence train multiple embedding models without deploying complex scheduling solutions. Training embedding models over the KG with Marius takes one day. On the other hand, we find that competing solutions for scalable graph learning such as DGLKE [87] and Pytorch BigGraph [49] either require allocating all GPU resources over the cluster to the training of a single model or present low-utilization of the GPU which leads to the training of these models to span multiple days.

6 USE CASES

We discuss Saga use cases and the corresponding deployments.

6.1 Open-Domain Question Answering

Open-domain question answering seeks answer user questions such as “What is the tallest mountain in the world?”, or “Who is the mayor of New York City?”, or even time-sensitive queries such as “Who’s winning the Warriors game?” The ability of open-domain question answering solutions to answer these questions is dependent on accurate, up-to-date information served from the KG. We describe how question answering leverages Saga to ensure high quality answers are provided in tight SLAs to users.

Figure 12: Relative growth of the KG using Saga.

Natural language understanding and query evaluation are key steps for answering user questions. Critical Saga services contribute to understanding and providing the correct answer including NERD and the Live KG Index. Given a text-based mention of an entity in a user utterance (e.g. “Joe Biden”), we leverage NERD to produce the most likely KG entity (e.g. AKG:123). In parallel, we infer the intent of the user utterance to produce a structured query over the KG (e.g. “How old is Joe Biden” yields the query ageOf (“AKG:123”)). The machine-executable query runs over the Live KG Engine to retrieve the correct fact based on the intent and query arguments. In this particular example, we would return the value for the age property for entity Joe Biden. The Live KG Query Engine powering these queries serves billions of queries per day while maintaining 20ms latencies in the 95th percentile.

A key challenge in supporting open-domain question answering is ensuring accurate, up-to-date facts in our KG, while expanding the breadth of data available to the query answering stack. Through a combination of multi-source corroboration, fast delta data updates, and targeted fact curation, we support many types of question and answer pairs. The open-domain nature of question answering imposes unique requirements on fact provenance and freshness in our KG. The Saga architecture described above allows for the flexibility to support all of these varying workloads to produce a constantly up-to-date and growing KG. Figure 12 illustrates the relative growth of facts and entities in the KG since 2018. The dashed line indicates the point at which Saga was introduced. We see over 33x increase in the number of facts and a 6.5x increase in the number of unique entities since the initial measurement.

6.2 Entity Cards

Entity Cards display rich entity-centric information. Saga powers the creation of such cards to provide a diverse set of facts about entities across various domains. Despite Entity Cards being used across different verticals, the common use case of Saga highlights the value of centralizing knowledge construction to provide a consistent, unified experience to users. For example, when searching for an entity (e.g. “the singer Billie Eilish”), the KG provides the necessary facts to compile a rich view of the entity including facts about date of birth, age, place of birth, record label, and full name. Relevant entity neighbors around the main entity Billie Eilish are also provided, including her music albums ranked by popularity, social media links, recent news, videos, images and relevant links. Although much of this data is scattered among different sources, Saga ingests and links these data sources to produce a single canonical Billie Eilish entity with all relevant facts.
Entity cards are also available to vertical applications where entities can for instance be limited to map locations or points of interest. Different vertical use cases leverage specialized KG views to build the appropriate Entity Cards. Such specialized views may require a completely different set of entities and facts to be available in the KG. The scalable, domain agnostic architecture of Saga enables the same pipelines to process both open-domain and domain-specific data to create similar canonicalized views of entities.

### 6.3 Semantic Annotations with NERD

Saga’s NERD is used to power KG construction and to annotate text data with semantic information from the KG. An example of such annotations is shown in Figure 13 where short text highlights are augmented with information from the KG using NERD. Once NERD has disambiguated text mentions to entities, Saga can provide additional information such as entity importance scores, embedding-based representations, and related entities from the KG. This semantic metadata enables content understanding and provides a useful signal for content categorization and search.

NERD’s use cases are span two groups: 1) annotation of text documents and 2) object resolution. For text documents, NERD yields recall improvements while it maintains the same level of precision against an alternative, deployed Entity Disambiguation solution. The main differences between NERD and this approach is that the latter does not leverage the relational information for the entities in the KG but it relies on training data to learn entity correlations and dependencies and encodes these correlations in a neural network. This design promotes high-quality predictions for head entities but not tail entities. Figure 14(a) shows the relative improvement in precision and recall for different confidence thresholds for accepting or rejecting a prediction. For a confidence level of 0.9 the NERD stack provides a recall improvement of close to 70%. For lower thresholds the improvements naturally diminish. For high-confidence thresholds i.e., greater or equal than 0.8, NERD also provides precision improvements up to 3.4%.

We also find that NERD provides both precision and recall improvements when compared against the aforementioned alternative solution for object resolution in graph construction. We fix the confidence threshold to 0.9 as accurate entity disambiguation is a requirement during knowledge construction. The results are shown in Figure 14(b). We compare two versions of the NERD stack against the competing solution: Original NERD and a variation of NERD that makes explicit use of entity type hints to obtain higher precision. Recall that entity types of the entity mentions to be disambiguated during object resolution correspond to known types in our ontology. As shown, NERD with type hints yields a precision improvement of around 10%. It also yields a recall improvement of around 25% against the alternative solution.

### 7 RELATED WORK

Knowledge graphs became prevalent with seminal projects such as DBPedia [47], Freebase [9], KnowItAll [30], WebOfConcepts [18], and YAGO [74]. These efforts were followed by community-driven projects such as WikiData [76] and projects that explored the application of modern ML to scale the construction of large-scale KGs by extracting information from unstructured data [19, 22, 54]. KGs have also become a key asset in industrial applications, including search, analytics, and recommendations. Industrial KGs span both general purpose and vertical deployments and more [23, 33, 61, 86]. KG construction spans multiple technical areas in Data Management and Artificial Intelligence. Techniques developed for data integration [20, 48], data cleaning [40], view maintenance [88] and large-scale graph data processing and analytics [3, 31, 41] are critical to ensure the accurate and scalable construction of KGs. At the same time, serving queries over a KG requires the use of indexing and graph traversal methods [5]. Further, ML methods are also instrumental to KGs. From entity matching models for entity deduplication [35] to link prediction models [4] for knowledge completion [51] and natural language understanding models for fact extraction from text [6, 52, 55], machine learning methods have been critical to not only automate the construction of KGs [19] but to also enable building multi-lingual KGs [13, 15].

### 8 CONCLUSION

This paper described Saga, a knowledge construction and serving platform for powering entity-rich experiences across a variety of industrial use cases. We summarized the principles and design choices Saga follows to enable continuous knowledge graph construction over billions of facts and entities. We also presented deployments of Saga that support production services.
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