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Abstract—In the past decade, we have witnessed an enormous growth in the demand for online video services. Recent studies estimate that nowadays, more than 1% of the global greenhouse gas emissions can be attributed to the production and use of devices performing online video tasks. As such, research on the true power consumption of devices and their energy efficiency during video streaming is highly important for a sustainable use of this technology. At the same time, over-the-top providers strive to offer high-quality streaming experiences to satisfy user expectations. Here, energy consumption and QoE partly depend on the same system parameters. Hence, a joint view is needed for their evaluation. In this paper, we perform a first analysis of both end-user power efficiency and Quality of Experience of a video streaming service. We take a crowdsourced dataset comprising 447,000 streaming events from YouTube and estimate both the power consumption and perceived quality. The power consumption is modeled based on previous work which we extended towards predicting the power usage of different devices and codecs. The user-perceived QoE is estimated using a standardized model. Our results indicate that an intelligent choice of streaming parameters can optimize both the QoE and the power efficiency of the end user device. Further, the paper discusses limitations of the approach and identifies directions for future research.

Index Terms—Quality of Experience, video streaming, energy consumption, energy efficiency

I. INTRODUCTION

Due to the availability of portable devices, high-bandwidth wireless Internet connections, and a plethora of online video services, video streaming has become an integral part of the daily life of billions of people. In a recent study it was found that as a consequence, 1% of the global greenhouse gas emissions could be attributed to online video services in 2017 [1].

A challenge in determining the global overall energy consumption of online video services lies in using the correct underlying data. Even for a single service, many assumptions have to be made – for instance about the type of device or the screen resolution. Hence, the use of a dataset with real-world data is crucial for representative results. Also, the specific impact of different technical factors (e.g., video codecs) on the required power has to be known to make accurate predictions. These parameters are also relevant for the Quality of Experience (QoE) of streaming. We hypothesize that there is a tradeoff between ensuring good quality and achieving power efficiency, and that optimizations can be made in both aspects. To understand these relationships, a joint analysis of the underlying factors is required.

In this paper, we perform a first combined analysis of power consumption and QoE for YouTube video streaming. We construct a model for the power used for streaming on desktop/laptop clients, incorporating factors such as video codec, resolution, and bitrate. We calculate power statistics on the actual streaming use of typical end users based on a large dataset from [2]. We then relate the power consumption to the QoE as measured through a standardized QoE model. Finally, we calculate theoretical potential power savings while keeping the QoE constant.

As there are many unknowns along a typical video streaming transmission path, we cannot focus on the entire end-to-end chain. In particular, details about how services encode their videos are not known, as are characteristics of the transmission networks. As a first step in calculating the overall energy consumption, this paper therefore covers the client (end-user) side only, where sufficient data is available. Other aspects will be part of future work.

This paper is structured as follows: Section II presents background work. Section III describes the used dataset in more detail. In Section IV we provide background on the power modeling and quality modeling per video stream. Section V presents the results of our modeling. In Section VI we discuss the results and their limitations, and Section VII concludes the paper.

II. RELATED WORK

In the past years, there has been a quickly growing interest in the analysis, modeling, and improvement of the energy and power efficiency of video streaming solutions. A large body of research targeted the energy efficiency of end-user devices such as smartphones, laptops, or desktop PCs. For example, detailed analyses of the power consumption of smartphones were performed in [3,4]. Further work aimed at optimizing the power consumption of these devices [5,6], where some of the approaches were adopted in standardization activities [7]. In addition, efforts were undertaken to model and optimize the energy consumption of the video decoder [8–10], which is an essential part of the processing pipeline in end-user devices.

Concerning data centers used by video providers, research has concentrated on content delivery networks (CDNs), where
energy analysis and modeling was proposed in [11,12]. It was found that the overall energy depends on the number of servers, the amount of video data, the number of streaming requests, and the encoding of videos. The energy consumption of transmission networks was examined in detail in [13,14], where it was found that the energy consumption is mainly determined by the number of network nodes and the amount of transmitted data. In general, it was found that the energy efficiency of data centers and transmission networks has increased with the development of new technology [13].

In terms of data sources to estimate energy consumption for a total set of users, commercial video analytics providers such as Conviva regularly publish reports summarizing video streaming usage and performance-related indicators (e.g., [15]). These are often presented in a global fashion, providing results from multiple (unknown) platforms. Usage of services is broken down by device or technology, and general overview statistics of viewing habits can be derived from such reports. However, obtaining more detailed data for a certain market or platform is more challenging. Researchers therefore turn to crowdsourcing [16] to establish their own datasets. While in the context of streaming, crowdsourcing has primarily been used to obtain individual user’s ratings within dedicated tasks, recently, the approach has been extended for automatic, large-scale data collection. As an example, [17] presented a solution using a web browser extension that tracked users’ YouTube viewing behavior and performance. A similar technology was shown in [2], whose dataset serves as the basis for our research.

Approaches like [18] have estimated energy consumption for video streaming on smartphones in relation to quality. However, as a proxy for QoE, the Peak-Signal-to-Noise (PSNR) metric has been used, which is known to correlate poorly with subjective QoE. PSNR also does not incorporate the detrimental effects of quality switches and stalling events on QoE. The authors of [19] have also measured energy consumption of mobile devices and related it with achievable QoE for video streaming – here measured via subjective experiments. The authors found potential to improve energy efficiency depending on whether frames are skipped during a freezing (stalling) period.

III. DATASET

For an accurate modeling of energy consumption of a large audience, we need to be able to break down the energy consumption calculation to a per-session level. To obtain valid and realistic patterns of video streaming use, we therefore base our work on the dataset published in [2]. It consists of 477,000 desktop-based streaming sessions from YouTube users in Germany. The data was collected throughout the year 2019 via recruitment within a crowdsourcing campaign. Users installed a custom measurement software that monitored all YouTube playbacks in the browser.

For each video playback, the following information is available: device type (laptop, PC); video and audio bitrates, codecs, resolution, framerate; initial loading delay and stalling events; operating system type and version; browser type and version; screen and browser resolution; video metadata such as duration and viewing count; video QoE (details given in next section).

The entire dataset consists of around 1,700 days worth of streaming from 3,600 unique installations of the software. The average playback lasts about 5.5 min, with an interquartile range of 4.77 min. About half of the playbacks originated from laptops, the other half from PCs. 68.8% of users used Chrome, the remainder Firefox.

IV. MODELING POWER AND QoE

A. Power Modeling

We base our power model on a study performed for smartphones [4]. Since in this work, we focus on laptops and desktop PCs, we conducted a new set of dedicated measurements for those devices and adapted the model accordingly. In [4], we examined the dependency of a smartphone’s power consumption on a variety of variables. These variables are properties of the video streaming process and can be categorized as follows: hardware configurations (e.g., state of network, display brightness), software configuration (e.g., different software implementations, configuration of the application such as hardware or software decoding), streaming parameters (e.g., type of network, overall bitrate), and video parameters (e.g., video bitrate, frame rate, resolution, video codec). With these, a generic, linear power model of the form

\[ P = \hat{v} \cdot x \]  

was developed, where \( \hat{P} \) is the estimated mean power of the device, \( \hat{v} \) is a row vector of variables representing the streaming process as explained above, and \( x \) is a column vector containing the set of parameters that describe the impact of a variable on the power consumption.

For this study, we adopted the set of variables from [4], dropped variables that are not relevant for laptops and desktop PCs, and performed corresponding measurements for one representative device each. The set of variables that we consider in this paper is listed in Table [1] (see Section IV).

The constant offset models the idle power a device consumes, even if no process is running. The video bitrate \( b_v \), the video frame rate \( f_v \), and the pixels per second \( G_v \) are variable parameters of the video stream and mainly determine the decoder’s power consumption. The video bitrate \( b_v \) is the mean bitrate over the entire video sequence, where only the video stream is considered (no audio or side information).

The Internet connection offset \( F_{online} \) and the bitrate \( b_{online} \) model the power consumption of the Wi-Fi receiver for the laptop and the Ethernet connection for the PC. The Internet connection offset indicates for the laptop whether Wi-Fi is enabled and connected to a network, such that the corresponding power can be attributed to the idle power of the Wi-Fi module. For the desktop PC, we assume that the device is always connected to the Internet via Ethernet such that the corresponding power is part of the constant offset \( N/A \) in Table [1]. The online bitrate \( b_{online} \) includes the video bitrate
b, mentioned above with additional audio bitrate and side information. This bitrate corresponds to the mean bitrate over the entire sequence, too.

The codec is defined as a binary variable $C \in \{0, 1\}$ indicating H.264/AVC or VP9, respectively. Note that in the crowdsourcing dataset, 87% of all playbacks used VP9, and 13% H.264. In the following, these variables are summarized in the variable vector $v$.

Note that further parameters could be considered. For example, the display brightness or the state of other modules (Bluetooth, camera, low-power operating mode for battery saving, etc.) can change the overall power consumption. However, the state of these parameters is unknown within the crowdsourcing dataset such that default values are used in this study. In addition, it is worth mentioning that in the crowdsourcing dataset, high correlations between variables may be present, for example for the bitrate and Internet bitrate. To simplify measurements for the training process, we split up these parameters, because in this way, we can perform most measurements with local videos instead of Wi-Fi-streamed videos. The advantage is that measuring local videos is faster because of more stable and reliable power measurements that are not disturbed by potential Wi-Fi fluctuations.

1) Power Measurement Setup: To train the parameters $x$, we constructed a dedicated power measurement setup, which was used for both the laptop and the desktop PC. As we are interested in the overall power consumption of the devices, we measured the power through the main power supply (220 V AC). To make sure that the power consumption of the laptop was measured correctly, we ensured that the battery was fully charged during the measurement such that the power supply was entirely used for processing. For the desktop PC, we performed an additional measurement for the display, which is usually powered by a separate supply. The laptop is a Microsoft Surface Book 2 (Intel Core i5-8350U CPU, 13.5 inch LCD display at a resolution of 3000 × 2000 pixels), the desktop PC uses an Intel Core i5-4690 CPU @ 3.5 GHz, and the display is a Fujitsu P24-8 WS Neo with a resolution of 1920 × 1200 pixels at a frame rate of 60 Hz.

To obtain mean values for the streaming power, we prepared a test set of videos by encoding 13 sequences from the JVET common test conditions (CTC) [20] using FFmpeg at medium preset with four constant rate factors (18, 23, 28, 33) for H.264 and four target bitrates (500 kbps, 1 Mbps, 2 Mbps, 4 Mbps) for VP9. Resolutions varied from 416 × 230 to 1920 × 1080, and frame rates from 24–60 Hz. While stalling is part of the crowd-based dataset, for this preliminary study we have ignored stalling in our power model because it affects streaming duration and would falsify measurements of instantaneous power. We will consider it in future work using, e.g., the overall energy consumption of a streaming session, where the streaming duration consists of both video playback and stalling.

The resulting bit streams, which have a fixed duration of 10 s, were multiplexed in MP4 or WebM containers, where in each container, the sequence was repeated four times. Hence, we could then measure the mean power during the playback of the 10 s-sequence, although the exact beginning and end of the playback process was unknown. We set the power meter integration time to 10 s and triggered the measurement roughly 10 s after starting the playback. This method ensured that energy which is needed to launch the video playback application did not interfere with our measurement. On the laptop, we used the VLC player with Direct3D 11 hardware acceleration for H.264-coded videos and software decoding for VP9-coded videos, such that in general, a higher power consumption for VP9-coded videos can be expected [21]. On the PC, we used ffmpeg with software decoding for both codecs.

The measurements indicate that during video playback (online and offline), the lower and the upper bound of measured power values ranges between 10 W and 20 W for the laptop and between 80 W and 110 W for the PC, including the display.

2) Energy Model Training: In order to determine model parameters, we collect all measured powers for both devices in the column vectors $P_{PC}$ and $P_{laptop}$ of size $M$, which corresponds to the number of measurements. In the following, we use the index $d \in \{PC, laptop\}$ to indicate both kinds of devices. Furthermore, we construct the variable matrix $V$ of size $M \times L$, where $L$ is the number of power modeling variables from Table I. Note that $v$ from (1) corresponds to a single row of $V$. The least-squares optimal parameter values $x_d$ of size $L$ are then determined by calculating the Moore-Penrose inverse of $V$ and rewriting (1) to

$$x_d = \bar{P}_d \cdot V^{-1}. \quad (2)$$

The mean estimation errors, which are calculated by

$$\bar{e}_d = \frac{1}{M} \sum_{m=1}^{M} \left| \frac{v_m \cdot x_d - P_{d,m}}{P_{d,m}} \right|, \quad (3)$$

where $v_m$ is the $m$-th row of $V$ and $P_{d,m}$ is the $m$-th entry of $P_d$, were found to yield $\bar{e}_{PC} = 1.75\%$ and $\bar{e}_{laptop} = 1.12\%$, respectively, which is even lower than values reported for smartphones in [4]. Note that these mean estimation errors were determined using 10-fold cross-validation.

The training returned the parameter values shown in Table I. Next to the trained values, we indicate the maximum impact of a certain variable $V$ on device $d$ given by

$$I_{d,V} = x_{d,V} \cdot V_{\text{max}}. \quad (4)$$

For example, the impact of the frame rate $I_{d,f_r}$ is calculated by multiplying $x_{d,f_r}$ with the maximum considered frame rate of $V_{\text{max}} = f_r_{\text{max}} = 60$ Hz. Figure [7] visualizes this impact graphically, split by device and codec, using the frame rate and resolution as two major parameters. The width of the bands corresponds to the possible variation due to different bitrates.
The typical bitrate ranges were determined from the crowd dataset.

We can see that as expected, the values for the desktop PC are significantly higher than for the laptop, which reflects the range of values mentioned in the last subsection. For the laptop, next to the constant offset, the choice of the video codec has the highest impact on the power consumption. On the PC, the frame rate and the bitrate show the highest impact.

Interestingly, using VP9, the laptop consumes more than 4 W of additional power. In contrast, the PC consumes 5.73 W less on average when using VP9. The reason for these differences depending on the codec can be attributed to the choice of the decoder implementation (hardware accelerated, software, and code optimizations). Hence, these results must be understood as first indications of expected power ranges only. Still, they show that the choice of the codec can have a significant impact on the power consumption.

Furthermore, the negative value for the online streaming bitrate on the PC ($x_{b_{\text{online}}}$) seems counter-intuitive. In this case, this negative impact must be considered jointly with the offline bitrate parameter $x_{b_{\text{offline}}}$, which has a positive value that is greater than the absolute value of $x_{b_{\text{online}}}$. An explanation for this behavior can be that downloading through the Ethernet connection consumes less power than loading from the local hard drive.

### B. Quality Model

To get an estimate of the quality of every single video playback, we used the standardized ITU-T Rec. P.1203 QoE model. It has been trained and validated for the HTTP Adaptive Streaming use case and considers the impact of initial loading delay, stalling, and quality variation throughout the playback. The output of the model is a Mean Opinion Score (MOS) from 1 to 5 (1 = bad, 5 = excellent). We calculated the MOS results with an open-source reference software [22, 23].

Since the standardized model does not have support for VP9, we used a publicly available extension to obtain the results for the respective playbacks [4].

Also, when used strictly according to standard, the model is only valid for playbacks of at most 5 min length. Since this matched the average video session duration in our dataset, we calculated the MOS score for the first 5 min of every sequence only.

### V. RESULTS

Looking at how much power was consumed within the dataset, we first estimated the average power for each streaming session using the model from Section IV-A. The sessions were truncated to the first five minutes, which corresponds to the validity of MOS values from P.1203. The results are shown in Figure 2, grouped by device and codec. The average for laptops is 13.5 W and 17.6 W for H.264 and VP9, respectively. For PCs, it is 81.3 W and 76.3 W, respectively.

In terms of QoE, generally, playback quality is good: the MOS score is 4.12 on average, with an interquartile range (IQR) of 0.55. The peak is at 4.57; a second peak can be observed at 4.27, explained by the occurrence of one subsecond stalling event for 22% of video playbacks, as reported by the YouTube API.

Figure 3 shows the distribution of MOS values against the average used power. Lighter areas indicate a higher density of points. We have added two lines for guidance: first, the threshold of MOS = 4 indicates sessions that are good or better. This also corresponds to 75% of all sessions. Second, a convex hull has been computed, showing us the optimal set of points in terms of achieving the best quality at the lowest possible power. For its calculation, outliers have been removed.

The distribution of MOS values and power values of the streaming sessions in Fig. 3 shows that the highest density of points can be observed at the top left of the plots, close to a “sweet spot” of the convex hull representing rather low power and high MOS values (e.g., below 14 W and above a MOS of 4 for H.264 decoding on the laptop, respectively). This shows that in general, video parameters are often chosen in a power-efficient and high-quality manner.

[https://github.com/ITU-P1203/ITU-P1203-codecextension](https://github.com/ITU-P1203/ITU-P1203-codecextension)
distribution also shows that many sessions are located far from the convex hull. The separation between vertical clusters of lines mainly corresponds to different video resolutions being streamed. Low MOS values in this case are due to initial loading or stalling (which is not yet reflected in the power distribution). This indicates that for the same overall quality, a significant amount of power could be saved on the end-user side choosing optimized video parameters (i.e. those that optimize for the P.1203-estimated QoE). In future work, we will exploit this knowledge in order to develop a method enabling convex-hull video streaming for energy efficiency on the client side.

![Table I](image-url)

**Table I**

Trained parameters for the power model. PPS = number of displayed full color pixels per second.

| Variable $V$ | Meaning | $d = \text{Laptop}$ | $d = \text{Desktop PC}$ |
|--------------|---------|---------------------|-------------------------|
| 1            | Constant offset | 8.52 W | 8.52 W |
| $f_c$        | Video frame rate | 0.035 W/fps | 2.12 W |
| $G_v$        | Pixels per second | $5.76 \cdot 10^{-3}$ W/ppx | 0.72 W |
| $b_v$        | Video bitrate | $6.97 \cdot 10^{-6}$ W/kbps | 0.13 W |
| $b_{\text{online}}$ | Bitrate (Internet) | 3.24 $\cdot 10^{-5}$ W/kbps | 0.58 W |
| $F_{\text{online}}$ | Internet comm. offset | 1.15 W | 1.15 W |
| $C$          | Video codec | 4.16 W | 4.16 W |

- $d$ is the device, $c$ is the codec, $s$ the index of the current session.
- $P_{\text{hull}}(s) = f(MOS_s)$,

where $\delta P_{d,c} = P_{d,c}(s) - P_s$; $\delta P_{d,c,s} = \frac{P_{d,c}(s) - P_s}{P_s}$,

respectively. Averaging over all sessions as

$$\Delta P_{d,c} = \frac{1}{|S_{d,c}|} \sum_{s \in S_{d,c}} \Delta P_{d,c,s}; \quad \delta P_{d,c,s} = \frac{1}{|S_{d,c}|} \sum_{s \in S_{d,c}} \delta P_{d,c,s}.$$  

we find mean power savings for each device $d$ and codec $c$ as listed in Table II.
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**Figure 3.** Avg. power vs MOS for PCs/laptops and different codecs. Brighter color implies higher density. The black line indicates the convex hull.

**Table II**

Average power savings when choosing power-optimal parameters for each streaming session.

| Device $d$ | Laptop | Desktop PC |
|------------|--------|------------|
| Codec $c$  | H.264 | VP9 | H.264 | VP9 |
| $\Delta P_{d,c}$ | $-4.71\%$ | $-3.82\%$ | $-6.52\%$ | $-6.95\%$ |
| $\delta P_{d,c} = \frac{1}{|S_{d,c}|} \sum_{s \in S_{d,c}} \Delta P_{d,c,s}$ | $-0.64 W$ | $-0.68 W$ | $-5.41 W$ | $-5.49 W$ |

We can see that on both devices and for both codecs, significant average power savings of more than 3.5% can be obtained. Maximum savings were found to reach more than 20% for all devices. Note that these power savings can be obtained by changing the resolution, the frame rate, and the bitrate of the videos.

Furthermore, we can see that the choice of the codec and the decoding technology can have a significant impact on the power consumption. For example, in our scenario, switching from VP9 to H.264 for all sessions on the laptop and optimizing the convex hull, we obtain mean power savings of 26.8% or 4.75 W. When switching from PC to laptop with H.264 decoding, we can even save 84% or 68.5 W without loss in visual quality. In future work, we will exploit this knowledge in order to develop a method enabling convex-hull video streaming for energy efficiency on the client side.

**VI. Discussion and Limitations**

This work could only cover a part of the entire end-to-end streaming chain. We based our power savings calculations on a first set of measurements conducted on a specific laptop and PC, since there exists no generic model for client-side streaming power usage. The results indicate that the availability of hardware decoding capabilities significantly impacts the resulting power demands, and that for a valid extrapolation to
a larger set of users, such data cannot be directly used. Hence, it will be necessary to extend the laboratory measurements to a broader set of devices, using browser-based measurements (e.g., with dash.js) instead of standalone software. Also, one will need to gather more information about typical end-users’ device capabilities, where a wide variety of browsers (including legacy versions), operating systems, codecs, and CPU determine the final power usage. Here, another crowd sourcing study may help in quantifying typical device capabilities. That said, additional device- and context-specific features like low-energy modes in smartphones may complicate the goal of finding a universal model for energy consumption.

In terms of QoE, the used dataset and quality model provided a good first basis for calculating possible power savings, since the measurements contained realistic and representative variations of playback quality. A possible limitation could be the constant change in how OTT’s provide their streams, leading to new codecs that have to be considered (e.g., AV1 in the case of YouTube), and different underlying video encoding parameters.

VII. CONCLUSION

In this paper, we introduced a novel method for a joint analysis of power consumption and QoE. We showed that for OTT video providers, there is a huge potential in optimizing the overall energy consumption of end-user devices while keeping QoE high. In this respect, parameters to optimize for include the video codec (e.g., choosing a more power-efficient codec), resolution, frame rate, and bitrate. In our measurements, possible power savings for a given device yielded at least 3.5%.

However, finding optimal parameters highly depends on the user device and must be optimized in a per-session manner. One must also keep in mind that a) high QoE and power savings are partly conflicting goals, and b) the end-to-end view must be considered. For instance, the amount of overall traffic will be reduced with VP9 compared to H.264, even if its encoding and decoding may be less efficient for some devices. Knowledge about the device processing capabilities must therefore be considered from an end-to-end perspective. Also, implementing a system for optimizing energy consumption may introduce additional processing on top of regular service operation if not done efficiently.

In future work, we will investigate further devices, codecs, and decoder implementations, to create a more generic client-based power consumption model. A joint analysis with playback QoE will be performed on a per-session basis, to identify the optimal tradeoffs between saving energy and ensuring high QoE. Furthermore, we will extend our work to also consider the power consumption of OTT providers and ISPs.
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