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Abstract—The safety and efficiency of an Autonomous Vehicle (AV) manoeuvre planning heavily depend on the future trajectories of surrounding vehicles. If an AV can predict its surrounding vehicles’ future trajectories, it can make safe and efficient manoeuvre decisions. In this paper, we present a Deep Spatio-Temporal Context-Aware decision Network (DST-CAN) for predictive manoeuvre decisions for AVs on highways. DST-CAN has two main components, namely spatio-temporal context-aware map generator and predictive manoeuvre decisions engine. DST-CAN employ a memory neuron network to predict the future trajectories of its surrounding vehicles. Using look-ahead prediction and past actual trajectories, a spatio-temporal context-aware probability occupancy map is generated. These context-aware maps as input to a decision engine generate a safe and efficient manoeuvre decision. Here, CNN helps extract feature space, and two fully connected network generates longitudinal and lateral manoeuvre decisions. Performance evaluation of DST-CAN has been carried out using two publicly available NGSIM US-101 and I-80 highway datasets. A traffic rule is defined to generate ground truths for these datasets in addition to human decisions. Two DST-CAN models are trained using imitation learning with human driving decisions from actual traffic data and rule-based ground truth decisions. The performances of the DST-CAN models are compared with the state-of-the-art Convolutional Social-LSTM (CS-LSTM) models for manoeuvre prediction. The results clearly indicate that the context-aware maps help DST-CAN to predict the decision accurately over CS-LSTM. Further, an ablation study has been carried out to understand the effect of prediction horizons of performance and a robustness study to understand the near collision scenarios. A Predictive Manoeuvre Planning (PMP) approach that can incorporate the contextual information with uncertainties in predicting neighbouring vehicles’ trajectories is crucial for safe and efficient manoeuvre planning.

In PMP, it is assumed that the perception module provides the relative positions of surrounding vehicles for input to the trajectory prediction module. Recurrent Neural Networks (RNNs) have been a popular choice for trajectory prediction. In particular, Long Short-Term Memory (LSTM) networks have been used in previous works such as [2], [3], while Bidirectional Gated Recurrent Unit (Bi-GRU) networks have been used in [4]. However, these works only model the temporal relationships between vehicles and do not account for the spatial relationships among them. More recently, a method has been proposed to combine both the spatial and temporal relationships for trajectory prediction in [5]. However, a more accurate and efficient trajectory prediction module has been developed in [6] by formulating the problem as a sequence generation problem and using a recurrent Memory Neuron Network (MNN) [6] to learn the functional relationship between the past and future trajectory samples. Despite these advances, all of these works still need to address the issue of decision-making using predicted trajectories for safe manoeuvre planning in the presence of prediction uncertainties.

Another important problem in PMP is to generate safe and efficient manoeuvre decisions from the predicted trajectories with uncertainties [7], [8]. In particular, the lane change decision significantly contributes for the near-collision scenario in AV. In [9], a Convolutional Neural Network (CNN) was used to identify the lane change decision of surrounding vehicles and model predictive controller generate the trajectory for safe and comfortable rides for passengers in AV. The past and present position alone is not sufficient to accurately determine the lateral decision using CNN. Recently, in [10], the spatial and temporal relationships among the surrounding vehicles are combined for decision-making. This approach uses an LSTM network to build a social tensor encoding the past trajectory information of the ego and surrounding vehicles. Since this social tensor has spatio-temporal relationships, a CNN was used to extract the spatial interaction features of the vehicles to identify the lateral and longitudinal manoeuvre decisions.

I. INTRODUCTION

It is very crucial for an Autonomous Vehicle (AV) to understand the intentions of its surrounding vehicles based on their past and present contextual information for safe and efficient decision-making. These intentions can be inferred by predicting the future trajectories of surrounding vehicles. However, the dynamic nature of the context of the AV and the uncertainties in the prediction [1] of surrounding vehicles’ trajectories pose a significant challenge in manoeuvre planning that may lead to near-collision scenarios. A Predictive Manoeuvre Planning (PMP) approach that can incorporate the contextual information with uncertainties in predicting neighbouring vehicles’ trajectories is crucial for safe and efficient manoeuvre planning.
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In [11], a CNN was used to find the correlations between surrounding vehicles’ spatial and temporal information. However, all of these works only used past information for manoeuvre prediction and did not consider the future intentions of the neighbouring vehicles. In some recent autonomous driving frameworks (e.g., Apollo [12], Autoware [13]), a prediction module has been incorporated for decision-making. However, these works use computationally intensive High-Definition (HD) maps for carrying out the predictions. Hence, one needs to predict the future trajectories of neighbouring vehicles from past observations and use predicted spatio-temporal observation to determine efficient and safe manoeuvres.

In this paper, a novel Deep Spatio-Temporal Context-Aware decision Network (called DST-CAN) is proposed for safe, efficient predictive manoeuvre planning. DST-CAN has two primary modules: a spatio-temporal context-aware map generator module, and a decision engine module. DST-CAN assume that a state-of-the-art perception module (like [14–17]) will provide the past trajectories of the surrounding vehicles using camera-based dynamic object tracking and segmentation. Next, the spatio-temporal context map generator module contains a pre-trained MNN for predicting the future trajectories of surrounding vehicles for time horizon $T$ and a context-based Probabilistic Occupancy Map (POM) encoder for context-aware map generation. With an increase in time horizon, the prediction uncertainty also increases. Hence, a local POM is created from these predicted trajectories based on the error in prediction. The past occupancy grid maps and the predicted POMs are then combined to form spatio-temporal context-aware grid maps. Finally, the decision engine module consists of a CNN and two fully connected neural networks for lateral and longitudinal decisions. The CNN takes these maps as an input, generating an efficient feature space. The fully connected networks approximate the functional relationship between feature and decision space. The imitation learning approach with both human decisions and traffic rule-based ground truth decisions is used to train the DST-CAN.

The publicly available NGSIM highway traffic dataset [18] has been used for a performance evaluation of DST-CAN. For performance analysis, we have generated rule-based ground truth decisions based on the traffic rules for safety and efficiency and compared the results with ground truth decisions from actual traffic data. Two models of the DST-CAN have been trained based on both human-driving decisions and rule-based decisions. From a study on different prediction horizons, it has been found that a 3-second prediction horizon gives better results than a 1 or 5-second prediction horizon. Detailed simulation studies have been carried out for the performance evaluation of DST-CAN, and the results have been compared with the State-of-The-Art (SOTA) Convolutional Social Long-Short Term Memory (CS-LSTM) [10] model. Results with the conflict scenario show significant improvement in performance over CS-LSTM (improvement of 21.15% and 12.12% for lateral and longitudinal cases, respectively), whereas the non-conflict scenario DST-CAN is slightly better than CS-LSTM. The case study on near-collision scenarios shows that DST-CAN provides efficient manoeuvre decisions and therefore, minimizes near-collision scenarios over traffic observation. Since trajectory prediction is a crucial component in the DST-CAN model, a detailed comparison has been made with recent unimodal and multimodal SOTA methods for trajectory prediction. Since DST-CAN is an unimodal method, results are compared with unimodal trajectory prediction only. A detailed analysis of manoeuvre prediction with the SOTA multimodal method can be found in the supplementary material. The main contributions of the proposed DST-CAN are as follows:

- DST-CAN models the evolving nature of a dynamic environment by learning the interplay between spatial features (like object locations) and temporal dependencies (how these features change over time). This allows the model to predict future states and react proactively and accurately to environmental changes.
- Predictive uncertainty estimation is integrated into probabilistic occupancy map generation to guarantee safe navigation, enabling agents to prioritize manoeuvre and avoid areas with high predicted future occupancy.
- We introduce a novel data-pruning approach tailored explicitly for long-tail datasets to address the challenges of learning from imbalanced data in imitation tasks.

The paper is organized as follows. Section II gives a broad overview of the PMP problem. Section III describes the proposed DST-CAN approach, including the procedure for creating a spatio-temporal context-aware grid map and CNN-based decision engine for safe and efficient manoeuvres. Section IV details public traffic datasets used in this study, the simulation setup and finally, detailed performance comparison results. Section V summarizes the study’s main conclusions.

II. PMP Problem Formulation

One of the crucial challenges for operating a vehicle in a natural environment is to develop its capability to understand the intentions of its surrounding vehicles and then plan its safe and efficient manoeuvres. To understand the importance of the prediction of the surrounding vehicle’s intentions, a typical traffic scenario with an AV in operation (at any given time instant $t$) is shown in Fig. 1 for illustration. The red dotted circular lines indicate the AV’s sensing region. AV cannot sense the static obstacles present in the top row, which influences the traffic on the left lane. Based on the current and past positions of static/dynamic objects, the AV needs to anticipate the neighbours’ intentions with predicted trajectories (as contextual information) and plan its manoeuvre accordingly. The manoeuvre decision should be safe (without colliding with other vehicles), follow the standard traffic rules,
and also be efficient. The problem of manoeuvre planning (i.e., action taken by the AV without colliding with other objects) by understanding the intentions of its neighbours is referred to as the Predictive Manoeuvre Planning (PMP) problem. It is assumed that the AV can detect the relative positions of both static and dynamic objects. Thus, the AV has a complete history of paths traversed by the dynamic objects present at any given time and is also aware of the local map. The PMP problem is then formulated based on the histories of the paths traversed by the dynamic objects present in the scene and also the local map.

With the above aim, a rectangular window of length $L$ and width $W$ with the AV at the centre is considered, as shown in Fig. 1. The past trajectories of the vehicles are represented using dark lines, and the predicted look-ahead trajectories of the dynamic objects (non-ego motion vehicles) are represented using dashed lines. The figure shows the path traversed by AV for the past $n$ steps ($P_a$) and the paths traversed by the other dynamic objects for the past $n$ steps seen at time $t$ ($P_o$). In PMP, it is essential to predict the future look-ahead trajectories of the other dynamic objects ($P_o$) to understand the occupancy map into which the AV will move in the next $m$ steps in the near future. The ego vehicle’s decision space ($A$) is divided into both longitudinal and lateral manoeuvre decisions. The two decisions for the longitudinal manoeuvre can be either ‘cruise (C)’ or ‘brake (B).’ The lateral manoeuvre action has three possibilities, and it can be either ‘keep the same lane’ (S) or ‘change to the left lane’ (L), or ‘change to the right lane’ (R). The actions should be safe, efficient, and follow traffic rules. The proposed DST-CAN method, currently designed for autonomous vehicles on highways, can be adapted for urban scenarios with suitable modifications to incorporate traffic rules and the driving map structure. Changes that are needed may include adjusting for different lane numbers and altering the context window length based on average vehicle speed and the road speed limits. The main objective of DST-CAN is to find the relationship between spatio-temporal context-aware maps and decision space. One can implement the decision sequence for actual trajectory control. For trajectory control for longitudinal and lateral manoeuvres, one can use the approach given in [19] such that the overall system is stable. It is important to perform a stability analysis before deploying the application.

III. DST-CAN FOR PREDICTIVE MANOEUVRE PLANNING

The PMP problem considered in this paper consists of a trajectory prediction problem followed by a manoeuvre decision problem. For carrying out this, as a first step, one needs to encode the context information up to the current instant for the AV and then develop a model to predict the look-ahead occupancy map of the neighbouring dynamic obstacles. Next, one needs to approximate the functional relationships between the context information of the surrounding vehicles and the possible manoeuvre decision class for the AV to meet the desired objectives.

A. Deep Spatio-Temporal Context-Aware decision Network

The schematic diagram of the proposed DST-CAN using context-aware decision-making using the PMP model is given in Fig. 2. This figure shows that the overall scheme has three major modules: viz., a perception engine, a spatio-temporal context-aware map generator, and a predictive manoeuvre decisions engine block. The perception engine block of AV detects and tracks other objects. The context-aware map generator block generates the neighbouring vehicles’ current context and future occupancy maps. As the final step, based on the above information, the decision engine predicts the manoeuvre decisions that follow the traffic rule for safe and efficient manoeuvres.

$$\{P_a\} = \{(x_{-n}^a, y_{-n}^a), (x_{-n+1}^a, y_{-n+1}^a), ..., (x_0^a, y_0^a)\}$$

$$\{P_o\} = \{(x_{-n}^o, y_{-n}^o), (x_{-n+1}^o, y_{-n+1}^o), ..., (x_0^o, y_0^o)\}$$

$$\{P_o^\text{pred}\} = \{(\hat{x}_1^o, \hat{y}_1^o), (\hat{x}_2^o, \hat{y}_2^o), ..., (\hat{x}_m^o, \hat{y}_m^o)\}$$

where $i = 1, 2, ..., D; D$ is the number of dynamic objects.

The perception engine in AV identifies the dynamic objects at the current instant and tracks the paths traversed by these objects, as shown in the first module of Fig. 2. However, in this work, real-world traffic data has been used instead of a real-time camera feed. This dataset has tracked vehicles’ trajectories using object-tracking techniques. DST-CAN consists of a context-aware map generator using a look-ahead predictor and a CNN-based decision engine to relate the context-aware maps and manoeuvre decisions. The context-aware POM generator uses the paths traversed by the AV ($P_a$) and dynamic objects ($P_o$) up to time $t$ as given in Equ. 1 and generates their look-ahead trajectories (predictions) ($\hat{P}_o$) using a MNN [5], [6]. A context encoder then encodes these predicted trajectories into
a probability occupancy density map. The resultant context and occupancy maps are then used as inputs to the predictive manoeuvre decision engine to obtain the final manoeuvre planning decisions.

1) Spatio-temporal Context-aware Map Generator: The objective of the context and POM encoder is to generate a context and occupancy grid map in which the AV was present in the past. It also predicts the potential look-ahead trajectories of the other dynamic objects in the scene to understand the future intentions of these objects. The AV perception engine provides the path traversed by the AV ($P_a$) for $n$-steps and the paths traversed by the dynamic objects up to the current time step ($P_o$). Data-driven look-ahead prediction approaches have been widely used for prediction, such as recurrent neural networks [5], long-short term memory networks [20], [21], and fuzzy neural networks [22]. Recently, it was shown that the MNN-based approach [3] is more effective for look-ahead trajectory prediction than other state-of-the-art approaches.

Hence, an MNN has been used in this paper, and its training has been done with backpropagation through time similar to [5] for look-ahead trajectory predictions. A series-parallel model is used for training, and a parallel-parallel model is used during testing to predict the look-ahead trajectories [23]. From the paths traversed by the dynamic objects ($\{P_o\}$), changes in displacements in both $x$ and $y$ directions are computed. The inputs to the MNN are $\Delta x(t − 1)$ and $\Delta y(t − 1)$, and the outputs of the network are $\Delta x(t)$ and $\Delta y(t)$. The MNN architecture used in the paper is shown in Fig.3. Each layer has a network neuron (blank circle), and each network neuron has one memory neuron (dark circle). The net output $\phi^j_h(t)$ of the $j^{th}$ network neuron in the hidden layer $h$ is:

$$\phi^j_h(t) = g\left(\sum_{k=1}^{2} w^j_k \psi^j_k(t) + \sum_{k=1}^{2} f^j_k v^j_k(t)\right)$$  \hspace{1cm} (2)$$

where,

- $\psi^j_k(t)$ is the output of the $k^{th}$ network neuron in the input layer $i$. In our case, $\psi^j_k(t) = \Delta x_{t-1}$ and $\psi^j_k(t) = \Delta y_{t-1}$. ($x, y$) is position of a vehicle.
- $g(.) = tanh(.)$ is activation function of network neurons.
- $1 \leq h \leq H$. $H$ is number of network neurons in hidden layer. In this work $H = 6$. Only one hidden layer has been used for this MNN.

The output of the memory neuron corresponding to the $j^{th}$ network neuron in the layer $l$ is given by:

$$v^j_l(t) = \alpha^j_l \psi^j_l(t-1) + (1 - \alpha^j_l) v^j_l(t-1)$$  \hspace{1cm} (3)$$

where the $\alpha$ is weight between each network neuron and memory neuron. The net output $n^j_L(t)$ of the $j^{th}$ network neuron in the last layer $L$ is calculated as:

$$\phi^j_L(t) = g^L\left(\sum_{k=1}^{H} w^j_{k} \psi^j_{k}(t) + \sum_{k=1}^{H} f^j_{k} v^j_{k}(t) + \beta^j v^j_{j}(t)\right),$$  \hspace{1cm} (4)$$

where $1 \leq j \leq 2$. The inherent feedback connections in the memory neurons help in accurately capturing the dynamics. The network neurons in the hidden layer employ a bipolar sigmoidal activation function, and the output layer employs a linear activation function. The Root Mean Square Error (RMSE) function for predicting future positions during training the MNN is:

$$RMSE = \sqrt{\frac{\sum_{n=1}^{N_T} \sum_{l=1}^{TH} \left(\delta_n^l - \hat{k}_n^l\right)^2}{TH}}$$  \hspace{1cm} (5)$$

where $x_t = [x(t), y(t)]$ and $\hat{x}_t = [\hat{x}(t), \hat{y}(t)]$ are ground truth and predicted positions respectively. $N$ is the number of vehicles at time $t$. $T_H$ is the prediction time horizon. The network is trained using backpropagation through time algorithm as in [6]. One can find more details on the parallel-parallel implementation used to predict the future $m$-time steps and a comparison with other state-of-the-art methods in [5].

Next, the workings of the spatio-temporal context and POM encoder are described in Algorithm 1. This encoder converts the trajectories of AV and the other dynamic objects in the scene into a context-aware grid. For this purpose, the encoder divides the road segment of length $L$ with AV at the centre into three tracks with equal widths. Further, it divides the road segment into $p$ equal parts. A spatial context map is developed for every past time step. Since the perception engine gives the distances to the other vehicles very accurately (using sensors like LiDAR), it can be assumed that distance estimation uncertainty is much smaller than each grid length. The grid value on the road segment is set to one if a vehicle occupies the grid. Otherwise, it is set to zero. As a typical example, the spatial context map for the current instant is shown in Fig 4. The ego vehicle position is shown in grey colour. Dynamic objects are shown in red for occupancy; the darker the colour, the higher the occupancy probability. There is uncertainty in the predicted positions of surrounding vehicles. The RMSE for predictions is given in [5]. RMSE for every look-ahead prediction step (seconds) has been normalized based on the max error observed to develop a function that can capture the uncertainty well. A decaying function of time has been fitted to relate the uncertainty of prediction to create the POM closely.
\begin{align*}
P(t) &= 0.47 + \sqrt{0.236 - 0.004t} & (6)
\end{align*}

where \(0 \leq t \leq 50\) is the time index. Based on their past trajectories, POMs are created for the future predicted positions of the surrounding vehicles present at the current instant in the occupancy grid map. The probability that a car will be at the predicted location decreases exponentially with time. The difference in the position of a non-ego vehicle from time step \((t - 1)\) to \(t\) is given as input to the trained MNN. The MNN then outputs the next predicted change in the position. The predicted position can be computed as shown below,

\begin{align*}
\hat{x}_{t+1} &= x_t + \Delta \hat{x}_t; \quad \hat{y}_{t+1} = y_t + \Delta \hat{y}_t & (7)
\end{align*}

The vehicle will be at that predicted position in the grid with a probability \(P(t)\) as given in Equ.(6) and as shown in Fig.4b. Since there is always uncertainty in a vehicle's future predicted position, it is assumed that the vehicle could be at any of the eight surrounding grids encircled by the MNN predicted grid. It is anticipated that the vehicle could be at any one of the surrounding grids with a probability \((1 - P(t))/8\) as shown in Fig.4b for the first future time step. Once the first predicted location is found for one future instant, the model takes the change in location from the last time step and passes that change to the MNN to get the new predicted location change for the second future step. This new location calculated as a running sum will then have the probability of occupancy calculated according to Equ.(6) as given by Equ.(8) (shown in Fig.4c).

\begin{align*}
\hat{x}_{t+(k+1)} &= \hat{x}_{t+k} + \Delta \hat{x}_{t+k}; \quad \hat{y}_{t+(k+1)} = \hat{y}_{t+k} + \Delta \hat{y}_{t+k} & (8)
\end{align*}

where \(k = 1, 2, ..., (m - 1)\). A context-aware grid map is formed in this way, as shown left part of Fig.5 for the rest of the prediction horizon.

2) Predictive Manoeuvre Decisions Engine: The spatio-temporal context and occupancy map information are embedded into context-aware grid maps and are used to determine the motion planning decisions. Here, a CNN is used to extract the features from the context-aware grid maps, and fully connected layers find the relationship between features and decision space. The architecture is shown in the right part of Fig.5. The CNN employs two three-dimensional convolutional layers with leaky-ReLU activation function and one max-pooling layer. The extracted features are first flattened and passed through two fully connected lateral and longitudinal decision networks. Each of these fully connected networks has one hidden layer with 100 nodes. The last layer employs softmax function and outputs the probability distributions of lateral and longitudinal motion planning decisions. The output with the highest probability is chosen as the final decision taken by the ego vehicle.

3) Imitation Learning for DST-CAN: DST-CAN is trained using imitation learning [24] approach, where the network tries to mimic the expert behaviour in different conditions. For PMP, imitation learning from real-world traffic data has been utilized to generate the decision class. Here, human decisions in real traffic and traffic rule-based ground truth decisions are used for imitation learning. The binary cross-entropy loss given in Equ.(9) is minimized to generate an update rule.

\begin{align*}
\mathcal{L} &= -\frac{1}{N} \sum_{i=1}^{N} y_i \log(p(y_i)) + (1 - y_i) \log(1 - p(y_i)) & (9)
\end{align*}

where \(y_i\) is the ground truth and \(p(y_i)\) is the predicted output. \(N\) is the total number of samples. The model is implemented in PyTorch and is trained using an RMSProp optimizer. Since the dataset is a highly imbalanced long-tail dataset (sample imbalance described in the supplementary material), a data-pruning method has been applied to remove the bias from the training dataset. The data samples that give good classification scores for the first epoch are removed from the training dataset. The remaining data samples are used for further training the
network. The training loss convergence graph for a 3-sec prediction horizon with and without the data pruning method (as described in Algorithm 2) is given in Fig. 6. This work uses an Intel i5 processor with 32 GB RAM and an NVIDIA GeForce RTX 2080 Ti graphic card to generate context-aware grid maps from trajectory data and process those maps with CNN and fully connected layers in only 0.073 seconds.

IV. PERFORMANCE EVALUATION OF DST-CAN

In this section, the performance evaluation results of DST-CAN using the benchmark traffic datasets are presented. First, we present details of the data sets used in this study and next the simulation setup for these studies are described, followed by the performance analysis of DST-CAN for different prediction horizons. The analysis of conflicting cases and study on near-collision scenarios are done. Finally, the performance of DST-CAN using a 3-sec prediction horizon is compared with the earlier state-of-the-art approach of CS-LSTM [10] in terms of the number of correct decisions made for safe and efficient driving by an AV.

A. Traffic Dataset Description

The traffic datasets NGSIM I-80 and US-101 [18] have been used in this work. The two datasets consist of 45 minutes of traffic data at two different locations. Each dataset has three segments of low, medium, and highly congested traffic data. Each segment has 15 minutes of traffic data. The datasets have data sampled at 10 Hz. The raw dataset gives the vehicles’ positions and vehicle IDs at each time step. As a first step, the dataset has to be pre-processed for prediction purposes. Each vehicle in the time step is represented as an ego vehicle.
A vehicle takes from 5 to 10 seconds to change the lane as described in [39]. It has been assumed that a vehicle lane change manoeuvre could take 8 seconds. This work assumes that if a vehicle’s lane ID changed from the previous 4 seconds to the next 4 seconds, the vehicle changed its lane. From this change in the lane, the lateral manoeuvre is recorded. Suppose the lane number decreases within this ± 4 seconds, then the vehicle changes to the left lane. Also, a braking decision is identified if the vehicle’s average speed over the next 5 seconds is lower than 0.8 times the current speed.

It has also been found that there are scenarios where the actual decisions taken by a human driver are not safe. Hence, if only human decisions are used for learning the possible driving decisions, then the AV can also make unsafe decisions. Therefore, there is a need for generating traffic rule-based decisions for each scenario to provide for safe actions. For this reason, Ground Truth (GT) using a rule-based approach are generated for both the datasets. More details about GT can be found in the section IV-B and also in the supplementary material.

### B. Simulation Setup

The NGSIM dataset comprises many scenarios in the study regions that include both on-ramps and off-ramps. These different scenarios include significant changes in traffic patterns. Hence, these datasets have been used to study the performance of the proposed DST-CAN approach. The low and highly-congested traffic data from both the datasets have been used for training and the medium-congested data for testing. A summary of the details of the datasets is given in the supplementary materials. For constructing the spatio-temporal grids, the considered sensor range in an AV is 90 feet. Each processed occupancy map consists of vehicles in the range of ±90 feet and two adjacent lanes of the ego vehicle. It is assumed that each lane is 15 feet wide. For prediction, 3 sec of past data is used. Three prediction time horizons (1, 3 and 5 sec) were used to find the one that gave a better result. Most of the data in the datasets correspond to decision-making during cruising in the same lane. Since keeping the same lane manoeuvre is a major portion of the dataset, only a small portion (20%) of those manoeuvres are taken for imitative driving model training. This processing allows the model to predict lane-changing and longitudinal manoeuvres well.

Here, we present a few examples of traffic rule-based ground truth generation for training the network. a) If the distance between the AV and the vehicle in the front is less than two grid space in front of the ego vehicle and the velocity of the front vehicle is same or more than the ego vehicle, then it is safe to change the lane; b) If there is more than two grid space in front of the ego vehicle then it is safe to cruise in the same lane; c) If none of the adjacent lanes is free to move safely, then the ego vehicle should brake on the same lane. More details on traffic rule-based GT generation and rules can be found in the supplementary materials. Two DST-CAN models, DST-CAN trained with actual human decision data and rule-based GT data are used to understand the importance of following standard traffic rules.

### C. Case Studies

The trained DST-CAN model has been evaluated using the testing dataset with moderate congestion traffic. We have conducted four different case studies namely, a) trajectory prediction comparison with baseline models, b) the effect of prediction horizon, c) the effect of human bias and d) a study on near-collision scenarios.

#### 1) Trajectory prediction comparison with baseline models:

We have presented these trajectory prediction results of DST-CAN for horizons (1s to 5s) and compared the results with CV and state-of-the-art unimodal deep neural network. The results are reported in Table 1. From the table, we can see that DST-CAN is better compared to other algorithms for higher prediction horizons and comparable with MMnTP (k = 1) for 1s horizon.

#### 2) Study on effect of the prediction horizon:

Typically, a lane change manoeuvre in AV requires a time duration between 4 to 8 seconds [39], and past 3 seconds trajectory data are used for predicting the future trajectory. Hence, different prediction horizons (1, 3, 5 seconds) have been used to study the effect of prediction horizon on the performance of DST-CAN. Table 1 shows the trajectory prediction results of DST-CAN with other recent unimodal prediction models given in MMnTP [38] and UADMF [30]. Table II shows the comparison results for different horizons. In order to study the performance, we divide data samples into two categories: consensus and conflict cases. Consensus cases are those where actual human decisions are the same as the GT decisions. Conflict cases are those where human decisions and GT decisions are different. In Table I the DST-CAN model is trained based only on human decisions. The accuracies for both the consensus and conflict cases are shown in Table II.
A prediction horizon of one second falls short in accurately understanding the intentions of a manoeuvre. In the case of predictions that span 5 seconds, most vehicles exit the ego vehicle’s context region. This leads to Probabilistic Occupancy Maps (POMs) predicted after 4.2 seconds showing zero occupancy, influencing manoeuvre decisions. The table reveals that a prediction horizon of 3 seconds is more effective and has been utilized for the remainder of the investigation.

3) Effect of human bias: The human decision depends on individual skills, and the decisions may differ for different drivers, whereas the traffic rule-based decision is independent of human bias. In order to study the effect of this human bias, we have selected the samples where the rule-based decision is different from the human decision as conflicting cases. Here, DST-CAN trained using rule-based is compared with the human decision.

| Prediction horizon | Lateral Consensus cases accuracy (%) | Lateral Conflict cases accuracy (%) | Longitudinal Consensus cases accuracy (%) | Longitudinal Conflict cases accuracy (%) |
|--------------------|-------------------------------------|------------------------------------|-----------------------------------------|-----------------------------------------|
| 1 sec              | 99.62                               | 13.79                              | 95.14                                   | 32.31                                   |
| 3 sec              | 99.67                               | 13.85                              | 95.35                                   | 32.81                                   |
| 5 sec              | 99.64                               | 13.61                              | 95.24                                   | 32.35                                   |

TABLE II: Performance analysis for different time horizons

In these cases, the DST-CAN predicted better decisions by correctly understanding the behaviours of the surrounding vehicles from their past and the predicted future trajectories. Some of these conditions for mismatching manoeuvres are shown in Fig 7a. This figure shows safety, efficiency, safety and efficiency and low efficiency scenarios. Safety and efficiency are defined based on the decision taken by the ego vehicle for a given situation. In each scenario, the figure provides surrounding vehicles and their trajectories. The red dots show the trajectories of surrounding vehicles for the next one second. Only the next one-second of future trajectories (as recorded in the dataset) has been shown for visualisation purposes. Each surrounding vehicle has ten dots because trajectories are recorded at 10 Hz. The predicted heatmaps of the surrounding vehicles for the immediate next step are shown in the same figure. The position of the ego vehicle is represented by the yellow car in the image. The images in Fig 7b show the predicted occupancy heat map and actual trajectories of the surrounding vehicles with the ego vehicle at the centre. The ego vehicle trajectory followed by the human decision is shown in brown dots, and the DST-CAN decision is shown in white dots.

In Fig 7a it can be seen that there is a vehicle very near to the ego vehicle on the left side. The human driver decided to brake and take the left lane. From the future trajectory of that nearby vehicle (as can be seen from the red dots), it is clear that if the ego vehicle tries to take a left, there is a high chance of a near-collision scenario (within 15 ft of the ego vehicle). In this scenario, the DST-CAN decides to cruise on the same lane without the risk of a near-collision scenario. Hence, in this case, the human decision is unsafe, and DST-CAN predicts a much safer decision of cruising on the same lane. In another scenario (as shown in Fig 7b), it can be seen that the road in front of the ego vehicle is free (front vehicle 45 ft away). Even though the lane is free of nearby vehicles, the human driver decides to change to the left lane. Since there is no vehicle in the left lane no near collision alert; however, changing lanes needs additional effort. Since there is no need for a lane change, DST-CAN’s decision was to remain in the same lane. This clearly shows that DST-CAN is efficient and safe for manoeuvre planning. For the scenario shown in Fig 7c moving to the left lane is not very safe as vehicles are in the rear (very nearby) and forward end (within 40 ft) of the left lane. In this scenario, following the same lane is much safer and more efficient. For example, in Fig 7d the human decision is to change lanes on the left side and cruise, which is a safe decision; however, this is inefficient. DST-CAN decided to slow down in the same lane. However, one can see from the heat map that cruising on the same lane is the most efficient manoeuvre. It is important to note that the DST-CAN model is trained on a large dataset of real-world driving scenarios, and it may sometimes make decisions that are not optimal in terms of efficiency but are necessary for safety. If the map of the environment is added along with the dataset to the DST-CAN model, one can avoid low-efficiency scenarios.

4) Study for near-collision scenarios: A study was conducted to evaluate the robustness of the trained DST-CAN model to near-collision scenarios in unknown environments. A region of $15 \text{ ft} \times 15 \text{ ft}$ around the ego vehicle was defined to identify surrounding vehicles that are at risk of collision. This region was defined based on the average distance between different vehicles. Any scenario in which a surrounding vehicle entered this region was marked as a near-collision scenario. The percentage of scenarios in the I80 and US101 datasets where any one surrounding vehicle was inside the ego vehicle’s near-collision region is shown in Table III. As can be seen from the table, only 8.028% and 9.989% of scenarios in the I80 and US101 datasets, respectively, were near-collision scenarios. This suggests that the decisions made by the DST-CAN model are robust to near-collision scenarios.
D. Performance Comparison

In this section, we compare the performance of DST-CAN trained using both human decisions and ground truth decisions with the other state-of-the-art approach in the literature [10]. The past 3 second of trajectory history in the sensing region is used by DST-CAN and CS-LSTM to predict the manoeuvre decision. For the implementation of [10] (link), only the model up to lateral and longitudinal manoeuvre prediction has been taken. For training, the model in [10], only low and highly congested traffic data is used. The medium congested data is applied for evaluation. For a fair comparison, two models of CS-LSTM [10] are trained. One CS-LSTM model is trained with human decisions, and the other model with ground truth decisions.

The cases where the human decisions and GT decisions are different have been found. Since ground truth decisions are optimal for both safety and efficiency, these are used for comparison. It has been found that the DST-CAN can predict better decisions than CS-LSTM [10]. Table IV shows a comparison of these results. From the table, it is clear that for the consensus cases, the performance of DST-CAN is slightly better than the CS-LSTM. It has been found that conflicting cases are those where safety is of significant importance. DST-CAN performs much better than CS-LSTM for conflicting cases. For the model trained with GT decisions, there is a 21.15% and 12.12% improvement in making correct decisions for conflicting cases for lateral and longitudinal cases, respectively. For a model trained with human decisions, there are

![Fig. 7: Occupancy heat maps of different prediction scenarios (DST-CAN decisions in white dots and human decisions in brown dots)](image-url)

| Training data used | DST-CAN | CS-LSTM | DST-CAN | CS-LSTM | DST-CAN | CS-LSTM | DST-CAN | CS-LSTM |
|--------------------|---------|---------|---------|---------|---------|---------|---------|---------|
| Human decision data | 99.67%  | 99.45%  | 13.85%  | 8.79%   | 95.35%  | 94.72%  | 32.81%  | 26.44%  |
| Rule-based GT data  | 99.69%  | 98.11%  | 99.82%  | 78.67%  | 99.92%  | 97.95%  | 99.95%  | 97.83%  |

**TABLE IV: Percentage accuracy comparison for Deep Spatio Temporal Context-Aware decision Network vs. CS-LSTM**

![Confusion matrices for DST-CAN and CS-LSTM](image-url)

**TABLE V: Performance comparison based on confusion matrix for conflict scenarios for DST-CAN and CS-LSTM**

![Confusion matrices for DST-CAN and CS-LSTM](image-url)

**TABLE VI: Performance comparison based on confusion matrix for consensus scenarios for DST-CAN and CS-LSTM**
5.06% and 6.37% improvements for lateral and longitudinal decisions, respectively. Class-wise manoeuvre predictions are also shown to understand the significance of the proposed model. Table \ref{table:manoeuvre} shows the different kinds of decisions for conflicting cases for DST-CAN and CS-LSTM models trained with ground truth decisions. Those tables show the number of samples that are classified into the corresponding classes. From the lane-changing manoeuvres, it is clear that DST-CAN performed much better than CS-LSTM. CS-LSTM predicts the decision to follow the same lane for many scenes where it should actually predict changing lanes, as seen from Table \ref{table:manoeuvre}. The tables clearly show that DST-CAN predicts better than the CS-LSTM model. Similarly, Table \ref{table:manoeuvre} shows decision comparisons for consensus cases. From the tables for consensus cases, it is clear that even with an imbalance in the number of samples for different decision classes, the data-pruning of DST-CAN helps in better performance than CS-LSTM. These results indicate that the proposed DST-CAN accurately predicts safe and efficient lateral and longitudinal decisions.

V. CONCLUSIONS

This paper has presented a novel Deep Spatio Temporal Context-Aware decision Network (DST-CAN) for predictive manoeuvre planning for autonomous vehicles on highways. The surrounding vehicles’ past, present, and predicted future trajectories have been encoded into a context and POM grid map. From these encodings, both safe and efficient manoeuvres for an AV are predicted by the predictive manoeuvre decision engine. The decision engine is trained using an imitation learning approach (both human decisions and rule-based ground truth decisions). The performance of DST-CAN is evaluated using well-known US101 and 180 datasets, and the results are compared with manoeuvre decisions from CS-LSTM. The performance is compared based on the consensus and conflict scenarios and results clearly indicate that DST-CAN produces a 21.15% improvement in the number of correct lateral decisions and 12.12% improvement for correct longitudinal decisions compared to the CS-LSTM approach. Further, an ablation study has been carried out to understand the effect of prediction horizon, effect of human bias and near-collision. DST-CAN provides safe and efficient decisions with minimum near-collisions. One can improve near-collision situations with the inclusion of a global drivable area map in the context-aware grid map. In the future, we plan to incorporate passenger comfort and safety trade-offs along with a global drivable area map for an optimized predictive manoeuvre planning algorithm.
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The MMnTP approach has recently incorporated the Transformer architecture for multimodal trajectory and lateral manoeuvre prediction, with $k = 1, \ldots, 6$. Since DST-CAN is a unimodal method ($k = 1$), we compared the results of the DST-CAN model with the unimodal manoeuvre prediction results of MMnTP. Also, DST-CAN predicts both longitudinal and lateral manoeuvres. For comparison with MMnTP, we evaluated only lateral manoeuvres. As shown in Table VII, DST-CAN achieves 93.36% overall accuracy for lateral manoeuvres for unbalanced unseen testing datasets. It’s important to note that MMnTP is evaluated on a balanced dataset, but we used an unseen (during training) unbalanced dataset to assess our model.

For a fair comparison, we have also made the class-wise manoeuvre prediction. This decision helps us ascertain if the trained model is skewed towards a particular manoeuvre prediction. We found that DST-CAN yields 69.88% average accuracy for different manoeuvre classes. It’s evident that DST-CAN performs well even with unbalanced unseen datasets. The reason for better lateral manoeuvre prediction can be attributed to the better trajectory prediction model of the DST-CAN method for the unimodal case. Since trajectory prediction is better in DST-CAN for unimodal case, it gives better spatio-temporal representation for manoeuvre planning.

VI. SUPPLEMENTARY MATERIAL

The NGSIM dataset is a very highly imbalanced long-tail dataset. A summary of the details of the datasets is given in Table VIII. The table shows that following the same lane and cruising on the same lane is a huge portion of the dataset. If we use the whole dataset for training, the network will overfit these classes. This shows the reason for a data-pruning method for training data generation. The prediction of the poses of vehicles with MNN has uncertainties. We have tested the predictions for different time horizons. Our work defines a grid cell size of 13.846 feet (approximately 4.22 meters). Analyzing the table of RMSE for Memory Neuron Network (MNN)-based prediction, we observe a maximum error of 2.74 meters at a 5-second prediction horizon. Based on this observation, we assume that the prediction error remains within one grid cell for most time steps. Consequently, we normalize the prediction error at each time step by dividing it by the expected maximum error (4.25 meters). This normalized error, represented as $e/4.25$, is an uncertainty measure for the MNN prediction. We then calculate the corresponding certainty level by subtracting the normalized error from certainty $= 1 – (e/4.25)$. Plotting this certainty value with respect to time generates the graph presented in Figure 8 of the supplementary material. However, since this plot only depicts certainty at discrete time intervals (every second), we utilize interpolation to obtain a continuous representation of the certainty function. Equation 6 in the main text defines the continuous function used to interpolate the discrete certainty values shown in Figure 8. When working with a new dataset, it is crucial to recalibrate the uncertainty model to reflect the prediction errors associated with that specific data accurately. This involves the following steps:

1) Generate predictions for a range of time horizons using a prediction model.
2) Calculate the Root Mean Squared Error (RMSE) for each time horizon between the model’s predictions and the ground truth values in the new dataset.
3) Plot the RMSE values against time, as shown in the example below.
4) Interpolate between these discrete points to create a smooth, continuous function representing the uncertainty in predictions over time. This function will be used to model the decreasing certainty in predictions as the prediction horizon extends further into the future.

VII. COMPARISON WITH MMnTP FOR LATERAL MANOEUVRE PREDICTION
TABLE VII: Percentage of accuracy for manoeuvre prediction

| # Models | DST-CAN (ours) | MMnTP |
|----------|----------------|-------|
| k=1      | 89.96 %        | 93.30 %|
| k=2      | 88.04 %        | 93.30 %|
| k=3      | 86.01 %        | 93.30 %|
| k=4      | 88.04 %        | 93.30 %|
| k=5      | 89.96 %        | 93.30 %|
| k=6      | 90.48 %        | 93.30 %|

TABLE VIII: Details of NGSIM traffic dataset

|       | US101 07:50-08:05 | US101 08:05-08:20 | US101 08:20-08:35 |
|-------|------------------|------------------|------------------|
| Follow same lane | 94.19 % | 95.78 % | 95.93 % |
| Take left lane | 3.70 % | 2.67 % | 2.91 % |
| Take right lane | 2.11 % | 1.55 % | 1.16 % |
| Cruise on same lane | 90.49 % | 85.96 % | 83.19 % |
| Brake | 9.51 % | 14.04 % | 16.81 % |
| Total samples | 1180598 | 1403095 | 1515240 |

Algorithm 3 Ground truth generation pseudo-code

1: Inputs: Social occupancy grid map at current time. \( D_S \): number of unoccupied grids on the same lane as ego vehicle at current instant; \( D_{pre} \): number of unoccupied grids on the same lane as ego vehicle at 2 seconds ago (for relative velocity of vehicle in front of ego vehicle); \( D_{LB} \): \( L_2 \) distance to nearest occupied grid in left-backward side; \( D_{LF} \): \( L_2 \) distance to nearest occupied grid in left-forward side; \( D_{RB} \): \( L_2 \) distance to nearest occupied grid in right-backward side; \( D_{RF} \): \( L_2 \) distance to nearest occupied grid in right-forward side; \( I_r \): Occupancy of immediate right grid of ego vehicle(1 if occupied, 0 otherwise); \( I_l \): Occupancy of immediate left grid of ego vehicle(1 if occupied, 0 otherwise)
2: Output: Ground truth decision at current time
3: \( D_{diff} = D_s - D_{pre} \)
4: if \( D_S > 2 \) then
5: if \( D_{diff} \geq 0 \) then
6: lateral decision ← Follow same lane;
7: longitudinal decision ← Cruise;
8: else
9: if \( [D_{LB} > \sqrt{5} \text{ or } D_{LF} > \sqrt{5}] \text{ and } (D_{RB} \leq \sqrt{5} \text{ or } I_r = 1) \text{ or } I_l = 0 \) then
10: longitudinal decision ← Cruise;
11: else if \( [D_{RB} > \sqrt{5} \text{ or } D_{RF} > \sqrt{5}] \text{ and } (D_{LB} \leq \sqrt{5} \text{ or } D_{LF} \leq \sqrt{5} \text{ and } I_r = 0 \text{ and } I_l = 0) \) then
12: longitudinal decision ← Cruise;
13: else
14: lateral decision ← Take right lane;
15: longitudinal decision ← Cruise;
16: else
17: end if
18: end if
19: if \( [D_{LB} > \sqrt{5} \text{ or } D_{LF} > \sqrt{5}] \text{ and } (D_{RF} \leq \sqrt{5} \text{ or } I_r = 1) \text{ and } I_l = 0 \) then
20: lateral decision ← Take left lane;
21: longitudinal decision ← Cruise;
22: else if \( [D_{RB} > \sqrt{5} \text{ or } D_{RF} > \sqrt{5}] \text{ and } (D_{LB} \leq \sqrt{5} \text{ or } D_{LF} \leq \sqrt{5} \text{ and } I_r = 0 \text{ and } I_l = 0) \) then
23: lateral decision ← Take right lane;
24: longitudinal decision ← Cruise;
25: else
26: lateral decision ← Follow same lane;
27: longitudinal decision ← Brake;
28: end if

Fig. 8: Predicted position certainty over different prediction time horizon