A Proactive Approach to Identify the Exposure Risk to COVID-19: Validation of the Pandemic Risk Exposure Measurement (PREM) Model Using Real-World Data
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Purpose: To statistically validate the PREM (Pandemic Risk Exposure Measurement) model devised in a previous paper by the authors and determine the model’s relationship with the level of current COVID-19 cases (NLCC) and the level of current deaths related to COVID-19 (NLCD) based on the real country data.

Methods: We used perceived variables proposed in a previous study by the same lead authors and applied the latest available real data values for 154 countries. Two endogenous real data variables (NLCC) and (NLCD) were added. Data were transformed to measurable values using a Likert scale of 1 to 5. The resulting data for each variable were entered into SPSS (Statistical Package for the Social Sciences) version 26 and Amos (Analysis of a Moment Structures) version 21 and subjected to statistical analysis, specifically exploratory factor analysis, Cronbach’s alpha and confirmatory factor analysis.

Results: The results obtained confirmed a 4-factor structure and that the PREM model using real data is statistically reliable and valid. However, the variable Q14 – hospital beds available per capita (1000 inhabitants) had to be excluded from the analysis because it loaded under more than one factor and the difference between the factor common variance was less than 0.10. Moreover, its Factor 1 and Factor 3 with NLCC and Factor 1 with NLCD showed a statistically significant relationship.

Conclusion: Therefore, the developed PREM model moves from a perception-based model to reality. By proposing a model that allows governments and policymakers to take a proactive approach, the negative impact of a pandemic on the functioning of a country can be reduced. The PREM model is useful for decision-makers to know what factors make the country more vulnerable to a pandemic and, if possible, to manage or set tolerances as part of a preventive measure.
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Introduction

Reducing the impact of any pandemic depends on an early prediction strategy to be better prepared and reduce the burden on the health system. This strategy is multifaceted and contains both immediate and proactive solutions, while simultaneously covering all areas of activity: medicine, pharmaceuticals, economics, information technology, legal, social and environmental aspects. There have been many pandemic studies, including COVID-19 risk assessment studies, which suggested
different prediction and mitigation models. However, all these models are comparable to extinguishing a fire, which, of course, must be done immediately in order to survive. In this paper, we explore a Pandemic Risk Exposure Measurement (PREM) model that identifies factors that influence a country’s perceived vulnerability to pandemic risk exposure such as COVID-19. This proactive risk prediction model should help countries to proactively prepare to meet the new challenges posed by pandemics in the future. Why is the death rate high in some countries, and much lower in others with the same cases of COVID-19 infection? For example, in Estonia as of September 7, 2021, the total number of cases per million was 108,761, and in France - 104,509, while the death rate in Estonia was 983 cases per million, and in France – 1757. Why is the spread of COVID-19 infection so different in countries with similar populations? For example, in Slovakia, as of September 7, 2021, the total number of positive cases of COVID-19 per million was 72,580, while in Norway it was 30,792 and only 23,610 in Finland. We can find many examples that show that the number of positive cases and mortality are not directly related to the level of wealth and population density. Some neighbouring countries with similar economic and social characteristics are in different situations. There is no clear answer to this question, but we hope that the PREM can help countries become proactive in reducing their vulnerability to pandemics.

The main purpose of the study is to reveal the pandemic risk exposure, based on the real data of the countries by confirming that the model suggested by Grima et al works for determining the vulnerability of countries to a pandemic. We do this by inserting a real value for the perceived variable determined from the previous study and verify the relationship with the Level of COVID-19 cases per 1 million population and COVID-19 Deaths per 1 million population.

When using the real values for the variables of the model proposed by Grima et al (2020) can we confirm that the PREM model can be used to identify the vulnerability of a country to a Pandemic?

Our findings have theoretical and practical contributions. Our main theoretical/methodological contribution includes testing a PREM model based on expert expectations on the real data. The literature review emphasizes that existing studies use either expert expectations or literature review models, while this study combines both steps: selection of variables based on literature review and confirmation of expert expectations (PREM model); and testing the PREM model on real data for 154 countries.

The main practical contribution is that the PREM model allows a proactive approach to reducing the risks of pandemics. Using real data values to confirm the reliability of the model, this study seeks to validate the perceived variables outlined in a previous study by the lead authors Grima S. et al (2020). The PREM model is useful for policymakers to understand what factors make a country more vulnerable to a pandemic and, if possible, manage or set tolerances as part of preventive measures.

Materials and Methods

Theoretical Background and Hypotheses

Policymakers work with scientists and academics to assess a country’s capacity to prevent, detect, and respond rapidly to public health threats, regardless of whether they are natural, intentional, or accidental. The World Health Organization (WHO) plays an essential role in the global governance of health and diseases; due to its core global functions of establishing, monitoring and enforcing international norms and standards, and coordinating multiple actors toward common goals. As a multilateral agency, WHO is unique among stakeholders in global health in that it wields the authority to promulgate both binding and non-binding agreements. The International Health Regulations (IHR) serve as a particularly noteworthy example of a binding agreement made by WHO and have presently been accepted by 196 member countries. The IHR specifies the process by which WHO may formally declare a Public Health Emergency of International Concern (PHEIC). WHO has developed a framework to support the evaluation of a country’s functional ability to detect and respond to a health emergency – “The International Health Regulations Monitoring and Evaluation Framework (IHR MEF)”. It requires countries to report outbreaks of specific infectious diseases that may have crossed borders with the WHO. The Framework is a set of four components: one mandatory and three voluntary. Countries are required to report through an annual multi-sectoral self-assessment process known as the State Parties Self-Assessment Annual Reporting (SPAR). The SPAR collects 13 IHR capacities, including Legislation and Financing, IHR coordination and National Focal Points functions, Zoonotic events and the human-animal health interface, Food Safety, Laboratory,
Surveillance, Human resources, National health emergency framework, Health service provision, Risk communication, Points of entry, Chemical events and Radiation emergencies.12 The three voluntary components are the Joint External Evaluation, the After-action Reviews and the Simulation exercises. The Joint External Evaluation focuses on the ability to assess the status of implementation of the IHR; the after-action reviews focus on functionality to assess real events (after an event); and the simulation exercises that focus on functionality to assess non-real events (before any event).9

As COVID-19 continues to spread, academics are hard at work developing models that can predict pandemics. One strand of the literature focuses on predictive models for diagnosing coronavirus disease. A systematic review identified 232 models described in 169 studies and divided them into three categories: models for the general population to predict the risk of having COVID-19 or being admitted to hospital for COVID-19; models to support the diagnosis of COVID-19 in patients with suspected infection; and models to support the prognostication of patients with COVID-19.13 Predictive models for the general population are mainly based on medical evidence such as previous hospitalization, influenza, acute bronchitis or upper respiratory tract infections, comorbidities,4,13–15 including more general characteristics such as age, gender, social determinants of health and demography.16 Diagnostic models to detect COVID-19 in patients with suspected infection and prognostic models for patients with a diagnosis of COVID-19 use even more specific medical data. These models are based on vital signs, such as temperature, heart rate, respiratory rate, oxygen saturation, blood pressure; flu-like signs and symptoms, such as shiver and fatigue; and image features such as pneumonia signs on CT scan.17,18 Prognostic models for patients with a diagnosis of COVID-19 include variables such as recovery, length of hospital stay, intensive care unit admission, intubation (duration of) mechanical ventilation, acute respiratory distress syndrome, cardiac injury and thrombotic complication.13,19,20

These models are an urgent solution to the pandemic problem and are based mainly on medical data to measure how quickly a pandemic can spread in different countries and with what consequences. This is an active approach to reducing the risks of a pandemic; however, society also needs a proactive approach.

Another strand of literature is devoted to a proactive approach to combating pandemics such as COVID-19. To assess the risk of importation per country, Gilbert et al used the volume of air travel departing from airports in the infected provinces in China and directed to Africa, identifying the country’s capacity in terms of preparedness using the WHO IHR MEF; and vulnerability using the Infectious Disease Vulnerability Index. They found that countries with the highest importation risk have moderate-to-high capacity to respond to outbreaks, while countries at moderate risk have the variable capacity and high vulnerability.21

Kandel et al. used 18 indicators from the IHR SPAR tool and the associated data from national SPAR reports to develop five indices: (1) prevent, (2) detect, (3) respond, (4) enabling function, and (5) operational readiness. To calculate the indices, each SPAR score was scored on a scale from 1 to 5. They found that 96 countries have strong operational readiness capacities in place, which suggests that an effective response to potential health emergencies could be enabled, including COVID-19.22

As the literature review shows, several studies have used indicators from the IHR SPAR tool and associated data from national SPAR reports to model existing health security and vulnerability metrics for countries.21,22

To identify factors influencing vulnerability to infectious disease outbreaks, Moore et al. used demographic, health care, public health, disease dynamics, political-domestic, political-international, and economic domains. Based on data from the World Bank, the World Health Organization created an index generation tool that allows to identify and rank potentially vulnerable countries. The main findings of their assessment include a heat map showing the normalized scores for all countries in the world in terms of their vulnerability to infectious disease outbreaks, with the most vulnerable countries in the Africa region.23

While Cartaxo et al. believe that the exposure risk to COVID-19 mirrors a country’s ability to cope with the pandemic, measured by both the speed and the incidence of cases.3 To analyse the countries’ response capacities to the exposure risk to COVID-19, considering socioeconomic, political, and health infrastructure conditions, 67 variables were selected. Fourteen variables from the IBGE database, including the following categories: social, economy, population, and health;24 fourteen indicators from the World Bank, including such categories as a worldview, people, environment, economy, states and markets, and global links, as well as the GINI index;25 and six health indicators from the WHO Observatory.
The indicators were normalized and ordered to allow a comparative analysis among the six countries to specifically identify the sensitivity of each indicator. To identify vulnerable countries, a three-stage model was developed using XGBoost, a machine learning algorithm, including total population, population density, longitude, hypertension prevalence, chronic respiratory mortality rate, cancer crude rate, and diabetes prevalence. They found that population, population density, percentage of people aged over 70 years, and prevalence of comorbidities play an important role in predicting COVID-19 occurrences.

Our current study is based on Grima et al\textsuperscript{1} which was addressed using the purposely built semi-structured survey results of experts.\textsuperscript{1} This survey was designed by using the inventory of factor variables determined in the Grima et al PREM model used to measure a country’s exposure to a pandemic risk such as COVID-19.

In the previous study, we developed a Pandemic Risk Exposure Measurement (PREM) model to determine the factors that affect a country’s prospective vulnerability to a pandemic risk exposure such as COVID-19. This study was expanded to test the reliability of PREM using real-world data to determine whether the previously obtained perceived factor variables used in the PREM model to predict the vulnerability of a country to a pandemic were valid and reliable when using real values.

Therefore, we have made the following supplementary hypothesis:

H1: The PREM model using real data is statistically reliable and valid.

H0: The PREM model using real data is not statistically reliable and valid.

### Methodology

#### Data Collection and Variables

For the purpose of this study, we used the perceived variables suggested in a previous study by the same authors in Grima et al\textsuperscript{1} as listed in Table 1 and plugged in the latest available real-data values for 154 countries, the list of which is provided in Table 2. We maintained the same numbering as per the original paper. We, however, added two endogenous variables: 1) NLCC (Level of COVID-19 cases per 1 million population) and 2) NLCD (COVID-19 Deaths per 1 million population), to enable us to determine their relationship with the other variables.

| Variable | Data Source | Date |
|----------|-------------|------|
| Q2. Population density (km\textsuperscript{2}) | World Population Review\textsuperscript{28} | 19.04.2021 |
| Q3. Night-time light intensity | NOAA\textsuperscript{29} | 09.06.2021 |
| Q4. Ecological footprint (human demand on natural capital) | World Mapper\textsuperscript{20} | 19.04.2021 |
| Q5. Logistics performance index: Quality of trade and transport-related infrastructure (1=low to 5=high) | The World Bank data\textsuperscript{30} | 09.06.2021 |
| Q8. Gross Domestic Product per capita (current USD) | The World Bank data\textsuperscript{31} | 24.05.2021 |
| Q9. Human Development Index | Human Development Report Office\textsuperscript{32} | 08.06.2021 |
| Q10. Tourism (Contribution of tourism to GDP) | Knoema\textsuperscript{33} | 09.06.2021 |
| Q11. Old population male over 65 (% of male population) | The World Bank data\textsuperscript{34} | 25.05.2021 |
| Q12. Old population female over 65 (% of female population) | The World Bank data\textsuperscript{35} | 25.05.2021 |
| Q13. Infant Mortality Rate | The World Bank data\textsuperscript{36} | 24.05.2021 |
| Q14. Hospital beds available per capita (1000 inhabitants) | GitHub\textsuperscript{37} | 10.06.2021 |
| Q15. Out-of-Pocket expenditure (OOPs) (% of current health expenditure) | The World Bank data\textsuperscript{38} | 25.05.2021 |
| Q17. Telecommunication (Internet users vs population), % | Datareportal\textsuperscript{39} | 08.05.2021 |
| Q18. Public and private debt to GDP | The World Bank data\textsuperscript{40} | 08.05.2021 |
| Q19. Government expenditure to GDP | IMF WEO\textsuperscript{41} | 08.05.2021 |
| Q20. Corruption Perceptions Index/ Socio-cultural disparity | Transparency International\textsuperscript{42} | 21.06.2021 |
| Q21. Inflation rate | IMF WEO\textsuperscript{41} | 08.05.2021 |
| Q22. Unemployment, total (% of the total labour force) | IMF WEO\textsuperscript{41} | 08.05.2021 |
| Q23. Current account balance to GDP | IMF WEO\textsuperscript{41} | 08.05.2021 |
| NLCC. Level of Covid cases per 1 million population [total cases per million] | GitHub\textsuperscript{37} | 10.06.2021 |
| NLCD. Covid Deaths per 1 million population | GitHub\textsuperscript{37} | 10.06.2021 |

**Note:** Authors’ compilation (adapted from Grima et al 2020)\textsuperscript{1}.
To enable an analysis of data using similar measures, the data was then transformed using a Likert scale of 1 to 5 (1 being the least value and 5 being the largest value). This was done by taking the variables one by one and subtracting the Minimum value (say X) of that variable from the Maximum Value (say Y) of that variable and dividing the answer by 5. For simplicity’s sake, we will denote the result herein as \((S)\). Then

\[
\begin{align*}
\text{The range from } X \text{ to } (X + S) &= \text{Likert Scale 1}, \\
\text{The range from } (X+S)+1 \text{ to } (X+2S) &= \text{Likert scale 2}, \\
\text{The range from } (X+2S)+1 \text{ to } (X+3S) &= \text{Likert scale 3}, \\
\text{The range from } (X+3S)+1 \text{ to } (X+4S) &= \text{Likert scale 4}, \\
\text{The range from } (X+4S)+1 \text{ to } Y &= \text{Likert scale 5}.
\end{align*}
\]

**Data Analysis**

The resultant data for each variable were inputted into the SPSS version 26 and Amos version 21 application software and subjected to statistical analysis specifically Exploratory factor Analysis, Cronbach’s alpha and Confirmatory factor analysis.

**Results**

Whether the data are suitable for factor analysis is usually determined by the Kaiser-Meyer-Olkin (KMO) test. In order for the data to be suitable for factor analysis, the KMO value must be greater than 0.5. \(^{43}\) The KMO in our model = 0.820 and the Bartlett’s test for sphericity, which tests for the presence of correlations among variables = 1866.595 and is statistically significant with a p-value <0.01. These values showed that the data were suitable for factor analysis. Principal Component Analysis was used as the extraction method, and Varimax was used as the rotation method. There is no variable with a factor load below 0.40. However, the

| Table 2 Countries |
|-------------------|
| Afghanistan       | Colombia       | Hungary        | Mauritius      | Sierra Leone   |
| Albania           | Comoros        | Iceland        | Mexico         | Singapore      |
| Algeria           | Costa Rica     | India          | Moldova        | Slovakia       |
| Angola            | Croatia        | Indonesia      | Mongolia       | Slovenia       |
| Argentina         | Cuba           | Iran           | Morocco        | Solomon Islands|
| Armenia           | Cyprus         | Iraq           | Mozambique     | South Africa   |
| Australia         | Czech Republic | Ireland        | Myanmar        | South Korea    |
| Austria           | Denmark        | Israel         | Nepal          | Spain          |
| Azerbaijan        | Dijbouti       | Ivory Coast    | Netherlands    | Sri Lanka      |
| Bahamas           | Dominican Republic | Italy | New Zealand    | Sudan          |
| Bahrain           | Ecuador        | Japan          | Nicaragua      | Sweden         |
| Bangladesh        | Egypt          | Jordan         | Niger          | Switzerland    |
| Belarus           | El Salvador    | Jamaica        | Nigeria        | Tajikistan     |
| Belgium           | Equatorial Guinea | Kazakhstan | Norway         | Tanzania       |
| Benin             | Estonia        | Kenya          | Oman           | Thailand       |
| Bhutan            | Ethiopia       | Kuwait         | Pakistan       | Togo           |
| Bolivia           | Fiji           | Kyrgyzstan     | Panama         | Trinidad and Tobago |
| Bosnia and Herzegovina | Finland | Laos          | Papua New Guinea | Tunisia          |
| Botswana          | France         | Latvia         | Paraguay       | Turkey         |
| Brazil            | Gabon          | Lebanon        | Peru           | Uganda         |
| Brunei            | Gambia         | Lesotho        | Philippines    | Ukraine        |
| Bulgaria          | Georgia        | Liberia        | Poland         | United Kingdom |
| Burkina Faso      | Germany        | Libya          | Portugal       | United States  |
| Burundi           | Ghana          | Lithuania      | Qatar          | Uruguay        |
| Cambodia          | Greece         | Luxembourg     | Republic of the Congo | Uzbekistan |
| Cameroon          | Guatemala      | Macedonia      | Romania        | Venezuela      |
| Canada            | Guinea         | Madagascar     | Russia         | Vietnam        |
| Central African Republic | Guinea-Bissau | Malawi        | Sao Tome and Principe | Yemen          |
| Chad              | Guyana         | Malaysia       | Saudi Arabia   | Zambia         |
| Chile             | Haiti          | Mali           | Senegal        | Zimbabwe       |
| China             | Honduras       | Malta          | Serbia         |               |

Note: Authors’ compilation.
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variable Q14 (Hospital beds available per capita (1000 inhabitants)) was excluded from the analysis because it loaded under more than one factor and the difference between the factor common variance was less than 0.10. As a result of the analysis, a 4-factor structure emerged (Table 3).

The 4-factor structure was examined further, and the Cronbach’s Alpha and the part explained by the factor in the total variance are given for each factor in Table 4. The Cronbach’s Alpha coefficient shows the reliability of the grouped items under each factor. A score between 0.60 and 0.80 indicates that the scale is reliable, and a score between 0.80 and 1.00 indicates that it is highly reliable. The Cronbach’s Alpha coefficient of the whole scale used was calculated to be 0.826. Alpha coefficients of each sub-dimension vary between 0.685 and 0.918. This shows that the scale used is reliable. All 4 Factors in total explained 67.425% of the total variance.

The sub-dimensions of each factor in the 4-factor structure, which as noted in Table 3 have been labelled Country Data (NF1), Economic Data (NF2), Social Data (NF3) and Country Expenditure Data (NF4) and are shown in detail in Table 4. The labels were given to represent the features of the grouped variables.

Therefore, this leads us to test the following hypothesis that:

H2 – Country Data (NF1) affects NLCC.
H3 – Economic Data (NF2) affects NLCC.
H4 – Social Data (NF3) affects NLCC.
H5 – Country Expenditure Data (NF4) affects NLCC.
H6 – Country Data (NF1) affects NLCD.
H7 – Economic Data (NF2) affects NLCD.
H8 – Social Data (NF3) affects NLCD.

| Table 3 Factor Analysis Results |
|-------------------------------|
| Items                          | Factor 1 (NF1) | Factor 2 (NF2) | Factor 3 (NF3) | Factor 4 (NF4) |
| NQ20. Corruption Perceptions Index/ Socio-cultural disparity | 0.837 | | | |
| NQ11. Old population male over 65 (% of male population) | 0.805 | | | |
| NQ9. Human Development Index | 0.803 | | | |
| NQ5. Logistics performance index: Quality of trade and transport-related infrastructure (1=low to 5=high) | 0.781 | | | |
| NQ8. Gross Domestic Product per capita (current USD) | 0.772 | | | |
| NQ12. Old population female over 65 (% of female population) | 0.754 | | | |
| NQ17. Telecommunication (Internet users vs Population) % | 0.733 | | | |
| NQ4. Ecological footprint (human demand on natural capital) | 0.726 | | | |
| NQ19. Government expenditure to GDP | 0.656 | | | |
| NQ13. Infant Mortality Rate | 0.623 | | | |
| NQ18. Public and private debt to GDP | 0.497 | 0.931 | | |
| NQ22. Unemployment. total (% of the total labour force) | | 0.876 | | |
| NQ21. Inflation rate | | | 0.414 | |
| NQ2. Population density (km²) | | | | 0.883 |
| NQ10. Tourism (Contribution of tourism to GDP) | | | | 0.870 |
| NQ3. Night-time light intensity | | | | 0.843 |
| NQ15. Out-of-Pocket expenditure (OOPs) (% of current health expenditure) | | | | 0.816 |
| NQ23. Current account balance to GDP | | | | |

Note: Authors’ compilation.

| Table 4 Cronbach’s Alpha and Total Variance Explained |
|------------------------------------------------------|
| Factors | Item | Cronbach’s Alpha | Variance Explained by Factor |
| Factor 1 (General Country Data) | 11 | 0.918 | 33.657 |
| Factor 2 (Economic Data) | 3 | 0.685 | 11.599 |
| Factor 3 (Social Data) | 2 | 0.840 | 11.385 |
| Factor 4 (Country Expenditure Data) | 2 | 0.787 | 10.784 |

Note: Authors’ compilation.
H9 – Country Expenditure Data (NF4) affects NLCD.

Confirmatory Factor Analysis (CFA) was performed to measure the accuracy of the 4-factor structure that emerged as a result of the analysis. CFA, as a measurement tool, is an important method that is frequently used in the development of measurement models that aim to reveal how and how much a group of observable variables explain the latent variables called factors.\footnote{45} Figure 1

The model’s goodness-of-fit statistics indicate whether the model as a whole is supported by the available data. The values that are most frequently used as goodness-of-fit indices of the model and the calculated values are given in Table 5.\footnote{46}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{cfa_results}
\caption{The confirmatory factor analysis with its standard loads (CFA Results).}
\end{figure}

The results revealed that the model had an acceptable fit. Therefore, we can accept H1. The results obtained confirmed the 4-factor structure. Structural Equation Models were created separately to measure their effects on the “Level of COVID-19 cases per (million) population (NLCC)” and the “COVID-19 Deaths per million population (NLCD)”. The models obtained after the necessary modifications are shown in Figures 2 and 3 with their standard values. Model goodness-of-fit statistics of these two models is given in Table 6.

Model fit indices show that both models have an acceptable fit. The standard coefficients of the models are shown in Table 7.
While the path coefficients of Factor 1 and Factor 3 are statistically significant in the NLCC model, the coefficients of the other factors are insignificant. Factor 1 affects NLCC positively and Factor 3 affects NLCC negatively. An increase of 1 unit in Factor 1 causes an increase of 0.728 units in NLCC, while an increase of 1 unit in Factor 3 causes a decrease of 0.166 units in NLCC. The $R^2$ value resulted to be equal to 0.44. This means that the Factors explain 44% of the change in NLCC. H2 and H4 are accepted since the P-value <0.01. H3 and H5 could not be accepted since the P-value >0.01.

In the NLCD model, only the coefficient of Factor 1 is significant, and the coefficients of all other factors are insignificant. The $R^2$ value of the model resulted as equal to 0.13. Therefore, an increase of 1 unit in factor 1 causes an increase of 0.340 units in NLCD. That means that Factors explain 13% of the change in NLCD. H5 accepted

| Compliance Criteria | Good Fit | Acceptable Fit | Model Values |
|---------------------|----------|---------------|--------------|
| $X^2/df$            | $0 \leq X^2/df \leq 2$ | $2 \leq X^2/df \leq 3$ | $2.33$ |
| SRMR                | $0 \leq SRMR \leq 0.05$ | $0.05 \leq X^2/df \leq 0.10$ | $0.081$ |
| CFI                 | $0.95 \leq CFI \leq 1.00$ | $0.90 \leq CFI \leq 0.95$ | $0.91$ |
| RMSEA               | $0.00 \leq RMSEA \leq 0.05$ | $0.05 \leq RMSEA/df \leq 0.10$ | $0.09$ |

Note: Authors’ compilation.

Figure 2 Effect of factor variables on NLCC.
since the P-value <0.01. H8, H8 and H9 were not accepted since the P-value > 0.01.

**Discussion**

COVID-19 has required enormous multinational decisions in a short period, many of which have affected people’s lives in the most severe ways, so the continued development of effective coping strategies for public health in the future is very valuable. With this study, we aimed to test the PREM and validate the previously identified factors that influence

![Figure 3 Effect of factor variables on NLCD.](image)

**Table 6 Goodness of Fit for NLCC and NLCD**

| Model  | Compliance Criteria | Model Values |
|--------|---------------------|--------------|
| NLCC   | $X^2$/df            | 2.217        |
|        | SRMR                | 0.077        |
|        | CFI                 | 0.910        |
|        | RMSEA               | 0.089        |
| NLCD   | $X^2$/df            | 2.323        |
|        | SRMR                | 0.080        |
|        | CFI                 | 0.900        |
|        | RMSEA               | 0.093        |

*Note: Authors’ compilation.*

**Table 7 Standard Coefficients and $R^2$**

| Model  | Factors                                | $\beta$ | $p$  | $R^2$ |
|--------|----------------------------------------|---------|------|-------|
| NLCC   | Factor 1 (General Country Data)        | 0.728   | 0.000 | 0.44  |
|        | Factor 2 (Economic Data)               | 0.078   | 0.196 |       |
|        | Factor 3 (Social Data)                 | −0.166  | 0.022 |       |
|        | Factor 4 (Country Expenditure Data)    | 0.116   | 0.155 |       |
| NLCD   | Factor 1 (General Country Data)        | 0.340   | 0.001 | 0.13  |
|        | Factor 2 (Economic Data)               | 0.120   | 0.133 |       |
|        | Factor 3 (Social Data)                 | −0.057  | 0.513 |       |
|        | Factor 4 (Country Expenditure Data)    | −0.059  | 0.523 |       |

*Note: Authors’ compilation.*
a country’s perceived vulnerability to pandemic risks in order to propose a proactive risk prediction model. This should help countries to cope with the new challenges posed by pandemics in the future. Given the current COVID-19 pandemic landscape worldwide, the consequences of an inactive or delayed response are significant. The pandemic has been tested in many countries in a variety of areas. Therefore, the PREM model was developed to help countries proactively reduce their vulnerability to epidemics, especially for countries with the greatest vulnerability (as in the African region), and countries that have not been able to cope with the rapidly changing nature of the risk imposed. Using real data values to confirm the reliability of the model, this study seeks to validate the perceived variables outlined in a previous study by the lead authors.

The PREM model was derived using perceptions of risk expert participants consisting of four factors Country’s Activity Features (Factor 1), Demographic features (Factor 2), Societal Vulnerability (Factor 3) and Economic Exposure (Factor 4). The distribution of the Factors in accordance with the experts’ expectations was more even: four variables for Factor 1 and Factor 3, 3 variables for Factor 4 and the broadest Factor 2, which consists of 8 variables. Although real data provide a different distribution of factors, the broadest of these is Factor 1, which includes 11 variables out of Factors 1–3. This can be explained by the fact that experts expect the relationship between variables to be more sensitive than the data can support. Experts can tackle issues that go beyond what they have experienced, or they can learn from their experiences. Modern behavioural economists combine rich insights from psychology to understand how economic incentives and motivations change, often fundamentally, under the influence of psychological influences. The PREM model represents a behavioural analysis of incentives and motivations; social influences; heuristics, bias and risk; time and planning; and the influence of personality and emotions on decision-making.

In an update of this previously developed PREM model, we revised the factor names to Country Data (NF 1), Economic Data (NF2), Social Data (NF 3), and Country Expenditure Data (NF 4) Variables (see Table 8). This is because although the variables under these factors are still the same, as previously perceived in our first model (Grima et al 2020), except for the variable Q14, these variables are grouped differently as can be seen in Table 8. Q14 – Hospital beds available per capita (1000 inhabitants) was excluded.

Table 8 Updated Grouping of PREM Model Factors

| Updated Grouping of PREM Model Factors | PREM Model Factors |
|---------------------------------------|--------------------|
| **Factor 1/General Country Data**     | Factor 1 | Factor 2 | Factor 3 | Factor 4 |
| NQ20. Corruption Perceptions Index/Socio-cultural disparity | | | X | |
| NQ11. Old population male over 65 | | X | |
| NQ9. Human Development Index | | X | |
| NQ5. Logistics performance index | X | |
| NQ8. Gross Domestic Product per capita | | X | |
| NQ12. Old population female over 65 | | X | |
| NQ17. Telecommunication | | | X | |
| NQ4. Ecological footprint | | X | |
| NQ19. Government expenditure to GDP | | | X | |
| NQ13. Infant Mortality Rate | | X | |
| NQ18. Public and private debt to GDP | | | X | |
| **Factor 2/Economic Data**            |         |         |         |         |
| NQ22. Unemployment rate | | | X | |
| NQ21. Inflation rate | | | X | |
| NQ2. Population density (km²) | X | |
| **Factor 3/Social Data**              |         |         |         |         |
| NQ10. Tourism | | X | |
| NQ3. Night-time light intensity | | X | |
| **Factor 4/Country Expenditure Data**|         |         |         |         |
| NQ15. Out-of-Pocket expenditure (OOPs) | | X | |
| NQ23. Current account balance to GDP | | | X | |

Note: Author’s compilation.
from the analysis because it loaded under more than one factor and the difference between the factor common variance was less than 0.10. Results revealed that the (PREM) model was found to be statistically reliable and fit for purpose.

As mentioned in the methodology section, the study is based on real data from 154 countries, which was used to validate the initial model proposed by Grima et al. Based on the analysis done, we can confirm that the PREM model is statistically significant and that as part of it explains 44% of NLCC and 13% of NLCD. Using real data, the relationship of the variable “General Country Data” (Factor 1) with NLCC and NLCD is statistically significant, while “Social Data” (Factor 3) is statistically significantly associated only with NLCD. The main advantage of PREM over other proposed risk assessment models for COVID-192 is that it allows for a proactive approach, which aims at risk management by identifying countries’ vulnerability to the pandemic.

Although we tried as much as possible to address the limitations encountered in our study, some limitations were inevitable. Although, the number of countries in our sample is satisfactory for this research (relying on the rule of thumb as proposed by Hinkin (1995), who notes that an ideal sample size should have an item-to-response ratio ranging from 1:4 to 1:10, therefore a minimum sample size of 84 and a maximum sample size of 210) it would be useful to include all countries in the study. Unfortunately, data for these countries are not publicly available resulting in missing data. In addition, it would be interesting to study which factors have a greater impact on different continents or groups of countries with common cultural characteristics, such as religion, income level, and so on.

Conclusion
Supported by the work carried out previously by Grima et al., the study has moved from a conclusion based on perception to one rooted in reality. By proposing a model that allows governments and policymakers to take a proactive approach, the impact of a pandemic on the functioning of a country can be reduced. The PREM model we have developed is useful for policymakers, risk managers and legislators to understand what factors make the country more vulnerable to a pandemic and, if possible, to manage or set tolerances, limits, regulations, or guidelines as part of a preventive measure. (In this context, note that the more the score tends toward 5, the more vulnerable a country is, and the more the score tends toward 1, the less vulnerable it is.) Policymakers would need to retrieve their country scores so that the data input into the model indicates where the country is “suffering” the most, and in which area the country should either be supported with additional resources or where it should improve its response. We can therefore conclude that the PREM model will help to manage emerging health, social and economic needs so that timely proactive action can be taken to ensure continuity and sustainability of the norm as we know it.
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