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Abstract

We give an example of a real analytic reparametrization of a minimal translation flow on $\mathbb{T}^5$ that has a Lebesgue spectrum with infinite multiplicity.

1 Introduction

Inspired by Kolmogorov’s 1954 ICM talk [8], the following questions arise: Can a completely integrable Hamiltonian flow be perturbed in the real analytic category so that the perturbed flow has an invariant torus exhibiting dynamics with a maximal spectral type equivalent to the Lebesgue measure on $\mathbb{R}$? Can a reparametrized translation flow of the torus have a maximal spectral type that is equivalent to the Lebesgue measure on $\mathbb{R}$?

By a classical construction that we recall below, a positive answer to the second question, with reparametrization functions arbitrarily close to 1, immediately yields examples of perturbations that answer positively the first question. The aim of this paper is to prove the following. Let $\mathbb{T} = \mathbb{R}/\mathbb{Z}$.

Theorem 1. There exists a minimal translation flow on $\mathbb{T}^5$, and a strictly positive real entire function $\Phi$ defined on $\mathbb{T}^5$, such that the reparametrization of the irrational flow $(\alpha, 1)$ by $\Phi$ has a Lebesgue spectrum with infinite multiplicity. Moreover, $\Phi$ can be chosen arbitrarily close to 1 on any bounded domain.

Note that arbitrarily small perturbations of the reparametrized flow, such as changing slightly $\alpha$ or $\Phi$, can render the flow analytically conjugated to a translation flow, who has a pure point spectrum.

Since the reparametrization function can be chosen arbitrarily close to 1, it is a classical observation that this automatically gives examples of perturbations of integrable Hamiltonians with invariant tori carrying uniquely ergodic dynamics with infinite Lebesgue spectrum (ILS). Moreover, the integrable Hamiltonian can be chosen to be convex. Indeed, consider the completely integrable system on $\mathbb{T}^5 \times \mathbb{R}^5$ given by

$$H(\theta, r) = \Phi(\theta)(\frac{1}{2}\sum_{j=1}^{5} r_j^2 - 1).$$

Denote $X_H^t$ the corresponding flow. The energy surface $\{H = 0\}$ is foliated by invariant tori for $X_H^t$ on which the restricted flow is a reparametrization by $\Phi$ of the translation...
flow of frequency vector $r$. One can then pick the vector $r$ and the function $\Phi$ to be as in the theorem and get the invariant torus with ILS.

Kolmogorov [7] showed that reparametrizations of translation flows on $\mathbb{T}^2$ are typically conjugated to translation flows, since it suffices for this that the slope of the translation flow belongs to the full measure set of Diophantine numbers. He also observed that more exotic behaviors should be expected for the reparametrized flows in the case of Liouville slopes. Shklover indeed obtained in [?] examples of real analytic reparametrizations of linear flows on the 2-torus that were weak mixing (continuous spectrum). Not long after Shklover’s result, Katok [4] and Kochergin [5] showed the absence of mixing for non-singular conservative $C^1$ flows on the 2-torus. Such flows can be viewed as special flows above a circular rotation $R_\alpha$ and the absence of mixing is based on the Denjoy-Koksma cancellation property (DKP) for Birkhoff sums above an irrational rotation. In the case of a special flow with a $C^1$ ceiling function of average 1, one can easily see from the DKP that the special flow satisfies $T^{q_n} \to \text{Id}$ uniformly, where $q_n$ is the sequence of denominators of the best rational approximations (or convergents) of $\alpha$.

For reparametrizations of minimal translation flows on higher dimensional tori the situation is quite different. Kolmogorov’s linearization result still holds for almost all frequency vectors as observed by Herman. However, Yoccoz showed in [9] that the Denjoy-Koksma cancellation property has no counterpart in higher dimensions. Using frequency vectors $\alpha \in \mathbb{R}^2$ with coordinates that are Liouville numbers with a special alternating configuration of the denominators of their convergents, he constructed a function of which the Birkhoff sums above the (minimal) translation $R_\alpha$ do not have the DKP.

More precisely, the main ingredient in the construction of [9] is the use of a vector $\alpha = (\alpha_1, \alpha_2)$ such that the denominators, $q_n^{(1)}$ and $q_n^{(2)}$ of the convergents of $\alpha_1$ and $\alpha_2$ are alternated and such that each term in the increasing sequence $\ldots, q_n^{(1)}, q_n^{(2)}, q_{n+1}^{(1)}, q_{n+1}^{(2)}, \ldots$ is exponentially larger than the precedent one. Then [9] constructs a real analytic function $A : \mathbb{T}^2 \to \mathbb{C}$ with zero integral such that for almost every $(x_1, x_2) \in \mathbb{T}^2$, $|A_m(x_1, x_2)| \to \infty$ as $m \to \infty$.

Using the construction of Yoccoz, the second author constructed in [1] mixing analytic reparametrizations for a class of minimal translation flows on $\mathbb{T}^3$. These flows can be viewed as special flows above a minimal translations $R_\alpha$ of the two torus with $\alpha$ as in [9], and the mixing mechanism comes from the uniform stretch of the Birkhoff sums of an adequately chosen ceiling function $\varphi$ above $R_\alpha$ (see Figure Section 2 and Section 2 for the definition of the uniform stretch measurement $S^t_J$).

To be more precise, the disposition of the best approximations of $\alpha_1$ and $\alpha_2$, allows to consider a function $\varphi$ that is a sum of two functions $\varphi_1(x_1) + \varphi_2(x_2)$ such that the ergodic sums $\varphi_m$ of the function $\varphi$, for any $m$ sufficiently large, will be always stretching (i.e. have big derivatives at most points), in one or in the other of the two directions, $x_1$ or $x_2$, depending on whether $m$ is far from $\{q_n\}$ or far from $\{q'_n\}$. And this stretch will increase when $m$ goes to infinity. So when time goes from 0 to $t$, $t$ large, the image of a small typical interval $J$ from the basis $\mathbb{T}^2$ (depending on $t$ the intervals should be taken
along the $x_1$ or the $x_2$ axis) will be more and more stretched in the fibers’ direction, until
the image of $J$ at time $t$ will consist of a lot of almost vertical curves whose projection
on the basis lies along a piece of a trajectory under the translation $R_\alpha$. By unique
ergodicity these projections become more and more uniformly distributed, and so will
$T_{\alpha,\varphi}(J)$. For each $t$, and except for increasingly small subsets of it (as function of $t$), it
is possible to cover the basis with such "good" intervals. Besides, what is true for $J$ on
the basis is true for $T_{\alpha,\varphi}(J)$ at any bounded height $s$ on the fibers. So applying Fubini
Theorem, we will obtain the asymptotic uniform distribution of any measurable subset,
which is, by definition, the mixing property (see Figure 1).

![Figure 1: Mixing mechanism for special flows: the image of a rectangle is a union of
long narrow strips which fill densely the phase space.](image1.png)

Uniform stretch is also responsible for mixing in the conservative surface flows with
one degenerate singularity studied by Kochergin in the 1970s [6]. Kochergin flows are
special flows under an integrable ceiling function with at least one power singularity (see
Figures 2 and 3 and the precise definition of special flows in Section 2). The uniform
stretch of the Birkhoff sums in this context comes from the shear between different orbits
as they go near the singularity.

![Figure 2: Representation of a 2-torus flow with one degenerate saddle as a special flow under a
ceiling function with a power-like singularity.](image2.png)

The paper [2] proved ILS for Kochergin flows. To start with, it established square
summable decay of correlations for observables that are smooth coboundaries above the
flow. This suffices to conclude that the maximal spectral type is absolutely continuous
with respect to the Lebesgue measure. The use of smooth coboundaries to get faster
decay estimates than for general smooth observables or characteristic functions was
inspired from [3] that established Lebesgue maximal spectral type for time changes of horocyclic flows. The crucial point in the use of smooth coboundaries is that it allows to translate all the uniform stretch in speed of mixing.

To establish ILS for Kochergin flows, as well as for time changes of horocyclic flows, the paper [2] introduced a criterion based on the decay of correlations that allows to deduce the ILS property. The criterion exploits the speed of equi-distribution of small sets transversal to the flow direction to build observables that have almost orthogonal cyclic spaces and that have a spectral type close to being Lebesgue. An abstract statement then allows to conclude the ILS property.

The delicate point with Kochergin flows, in comparison with time changes of horocyclic flows for example, is that the shear between orbits is not uniform. Equivalently, the stretch of the Birkhoff sums of the ceiling function can vanish or be very weak on parts of the phase space in a way that is also not uniform in time. The key factor is how close to the singularity different orbits get to before time $t$.

In the mixing reparametrizations of translation flows the same phenomenon of non uniform shear in space and time appears because the DKP still appears for some special times on part of the phase space. A precise computation shows that, at time $t$, given a direction of uniform stretch, the set with uniform stretch weaker than $t^{1-2\beta}$ is of measure that can be compared to $t^{-\beta+\epsilon}$, for any $\epsilon > 0$ (see Corollary [3]). This means that for times with only one direction of stretch as it happens for the special flows above $\mathbb{T}^2$, we will get a uniform stretch larger than $t^{1/2}$ away from a set of measure $t^{-1/4+\epsilon}$. The size of the bad set in this case is too large since we seek a square summable decay of correlations. However, if for each $t$ there are 3 independent directions of stretch, the stretch will be stronger than $t^{1/2+\epsilon}$ on a set of measure $t^{-3/4+3\epsilon} = o(t^{-1/2-\epsilon})$.

A simple observation concerning the construction of the frequency vectors as in [9, 1] allows to construct frequencies $\alpha \in \mathbb{R}^4$ and ceiling functions $\varphi$ such that for each time $t$ there are three directions of uniform stretch and gives examples of special flows above $\mathbb{T}^4$ translations with ILS. This corresponds to reparametrizations of minimal flows on $\mathbb{T}^5$. Our method, that insures that for each $t$ the decay is less than $t^{-1/2-\epsilon}$, does not allow to treat the case of $\mathbb{T}^3$ and $\mathbb{T}^4$.

In principle one could apply the strategy adopted in [2] to the case of the mixing reparametrizations on $\mathbb{T}^3$ or $\mathbb{T}^4$. That is, accept the existence of a sequence of special times $(t_n)$ (such as the multiples of the denominators of the convergents) at which the small measure sets that are bad (with no strong uniform stretch) lead to a decay slower than $t_n^{-1/2}$, but still recover square summable correlations due to the fact that for most of the times that are in a medium scale neighborhood of the times $t_n$, there is some small power decay of correlations on the bad set itself. This is what was done for Kochergin flows in [2] because the decay was slower than $t^{-1/2}$ for some special times. We believe the same can be done for reparametrized mixing flows on $\mathbb{T}^4$ and possibly on $\mathbb{T}^3$, but the proof would then be much more technical than the one given here for reparametrizations on $\mathbb{T}^5$. 
2 Notations and definitions

- **Special flows above translations of the torus.** Let $R_\alpha : \mathbb{T}^d \to \mathbb{T}^d$, $R_\alpha(\theta) = \theta + \alpha \mod 1$, where $\alpha \in [0,1]^d$ is a vector such that $1, \alpha_1, \ldots, \alpha_d$ are independent over $\mathbb{Z}$. Let $\varphi \in L^1(\mathbb{T}^d, \lambda_{\mathbb{T}^d})$ be a strictly positive function. We recall that the special flow $T^t := T^t_{\alpha,\varphi}$ constructed above $R_\alpha$ and under $\varphi$ is the flow defined almost everywhere by

$$\mathbb{T}^d \times \mathbb{R}/ \sim \to \mathbb{T}^d \times \mathbb{R}/ \sim \quad (\theta, s) \to (\theta, s + t),$$

where $\sim$ is the identification, defined on $\mathbb{T}^d \times \mathbb{R}$,

$$(\theta, s + \varphi(\theta)) \sim (R_\alpha(\theta), s).$$

Equivalently (see Figure 3), this special flow is defined for $s \geq 0$ and for all times $t \in \mathbb{R}$ such that $t + s \geq 0$ (with a similar definition for times $t \in \mathbb{R}$ such that $t + s < 0$) by

$$T^t(\theta, s) = (\theta + N(\theta, s, t) \alpha, t + s - S_{N(\theta, s, t)} \varphi(\theta)), \quad (2.1)$$

where $N(\theta, s, t)$ is the unique integer such that

$$0 \leq t + s - S_{N(\theta, s, t)} \varphi(\theta) \leq \varphi(\theta + N(\theta, s, t) \alpha), \quad (2.2)$$

and

$$S_n \varphi(\theta) = \begin{cases} \varphi(\theta) + \ldots + \varphi(R_\alpha^{n-1} \theta) & \text{if } n > 0 \\ 0 & \text{if } n = 0 \\ -\varphi(R_\alpha^n \theta) + \ldots + \varphi(R_\alpha^{-1} \theta) & \text{if } n < 0. \end{cases}$$

![Figure 3: The orbit of a point by the special flow above a transformation \(f\) and under a bounded ceiling function \(\tau\).](image)

- We recall the notations $M = \{(x, s) \in \mathbb{T}^4 \times \mathbb{R} : 0 \leq s < \varphi(x)\}$ for the configuration space of the flow $T^t_{\alpha,\varphi}$ and $\mu$ for the measure equal to the restriction to $M$ of the product of the Haar measures $\lambda_4 := \lambda_{\mathbb{T}^4}$ on the torus $\mathbb{T}^4$ and $\lambda := \lambda_{\mathbb{R}}$ on the real line $\mathbb{R}$.
For a given $\zeta > 0$, let us denote
\[ M_\zeta := \{(x,s) \in M : 0 \leq s \leq \varphi(x) - \zeta\}. \]  

For $j \in \{0,\ldots,4\}$, we denote by $I^j$ intervals in the $j$-direction: $I^j \subset M$ is of the form \{ $z = (x_1,x_2,x_3,x_4,s) \in M : x_j \in [a,b]$ \}, for some $0 \leq a < b \leq 1$. We also call such intervals $j$-intervals.

For a point $z \in M$, we denote by $\bar{z}$ its projection on the base $\mathbb{T}^4$. We denote by $\pi_j(z)$ the projection of $z$ on the $j$th-coordinate of $\mathbb{T}^4$.

On a $j$-interval $I^j$, we denote by $\lambda$ the Lebesgue measure.

Given an interval $I \subset M$ (in any direction) and $t \in \mathbb{R}$, we define
\[ r^t_I = \inf_{z \in I} |\varphi'_{N(z,t)}(\bar{z})| \]  
\[ S^t_I = \inf_{x \in I} \left( \varphi''_{N(z,t)}(\bar{z}) \right)^2. \]

The quantity $S^t_I$ measures the uniform stretch of the Birkhoff sums above the interval $I$. Indeed, when $S^t_I$ is large, this corresponds to almost linear expansion of the interval $I \times \{0\} \subset M$ under the flow at time $t$.

3 The construction and precise statements

3.1 The choice of the frequency vector

Following [9] (see also [1] in the context of special flows), let $Y \subset [0,1]^4$ be the set of vectors $\alpha := (\alpha_1,\ldots,\alpha_4)$ whose sequences of best approximations $q^{(1)}_n,\ldots,q^{(4)}_n$ satisfy the following for all $n \geq 1$:
\[ q^{(2)}_n \geq e^{nq^{(1)}_n}, \quad q^{(3)}_n \geq e^{nq^{(2)}_n}, \quad q^{(4)}_n \geq e^{nq^{(3)}_n}, \quad q^{(1)}_{n+1} \geq e^{nq^{(4)}_n}. \]  

As in [9], we have that

Lemma 1. The set $Y$ is a dense continuum in $[0,1]^4$.

Proof of Lemma[7]. First recall that any irrational number $\alpha \in \mathbb{R} - \mathbb{Q}$ can be written as a continued fraction expansion
\[ \alpha = [a_0,a_1,\ldots] = a_0 + 1/(a_1 + 1/(a_2 + \ldots /a_{n-1} + 1/a_n)), \]
where $\{a_j\}_{j \geq 1}$ is a sequence of integers $\geq 1$ and $a_0 = [\alpha]$. Conversely, any infinite sequence $\{a_j\}_{j \geq 1}$ corresponds to a unique number $\alpha$. The convergents $(p_n,q_n) \in \mathbb{Z} \times \mathbb{Z}^*$ of $\alpha$ are defined by $a_j$ in the following way
\[
\begin{align*}
\begin{cases}
p_n &= a_n p_{n-1} + p_{n-2} & \text{for } n \geq 2, \\
q_n &= a_n q_{n-1} + q_{n-2} & \text{for } n \geq 2,
\end{cases}
p_0 = a_0, \quad p_1 = a_0 a_1 + 1, \quad q_0 = 1, \quad q_1 = a_1.
\end{align*}
\tag{3.2}
\]

For an arbitrary choice \(n_0\) and an arbitrary choice of \(a^{(j)}_n\), for \(j \in \{0, \ldots, 4\}, n \leq n_0\), it is straightforward from (3.2) to construct inductively \(a^{(1)}_{n_0+1}, a^{(2)}_{n_0+1}, a^{(3)}_{n_0+1}, a^{(4)}_{n_0+1}, \ldots\) such that (3.1) holds. Indeed, suppose all coefficients are chosen up to \(a^{(4)}_{n_0}\). Then we just have to take \(a^{(1)}_{n_0+1} > e^{q^{(4)}_{n_0+1}}\), then \(a^{(2)}_{n_0+1} > e^{q^{(2)}_{n_0+1}}\), then \(a^{(3)}_{n_0+1} > e^{q^{(2)}_{n_0+1}}\), then \(a^{(4)}_{n_0+1} > e^{q^{(3)}_{n_0+1}}\). Since each time we have to pick a coefficient we can choose it in an infinite semi-interval of the integers, the set \(Y\) is clearly a continuum. The fact that the coefficients can be chosen arbitrarily for \(n \leq n_0\) with \(n_0\) arbitrarily large, implies the density of the set \(Y\).

Define for \(j \in \{0, \ldots, 4\}\)
\[
T^j_n = [e^{n q^{(j)}_n}, \frac{q^{(j)}_{n+1}}{n+1}].
\tag{3.3}
\]

The important consequence from our definition of the set of \(Y\) is the following

**Lemma 2.** Every \(t \geq 0\) belongs to at least three intervals \(T^j_n\). More precisely one of the following holds

1. \(t \in T^1_n \cap T^2_n \cap T^3_n\)
2. \(t \in T^2_n \cap T^3_n \cap T^4_n\)
3. \(t \in T^3_n \cap T^4_n \cap T^{i+1}_n\)
4. \(t \in T^4_n \cap T^{i+1}_n \cap T^1_n\)

**Proof of Lemma 3.** Let \(n\) be such that \(t \in [e^{q^{(1)}_{n}}, e^{(n+1)q^{(1)}_{n+1}}]\). If \(t \leq q^{(2)}_{n}/n\), then \(t \in T^j_{n-1}\) for every \(j = 2, 3, 4\). If \(t \in [q^{(2)}_{n}/n, q^{(3)}_{n}/n]\), then \(t \in T^j_{n-1}, \) for \(j = 3, 4\) and \(t \in T^4_{n-1}\). If \(t \in [q^{(3)}_{n}/n, q^{(4)}_{n}/n]\), then \(t \in T^4_{n-1}, t \in T^{(j)}_{n-1}\), for \(j = 1, 2\).

3.2 The choice of the ceiling function

Following [9, 1], let \(\varphi\) be the following strictly positive real analytic function on \(\mathbb{T}^4\)
\[
\varphi(x_1, \ldots, x_4) = 1 + \sum_{j=1}^{4} \sum_{n \geq n_0} \frac{\cos(2\pi q^{(j)}_n x_j)}{e^{q^{(j)}_n}}.
\]
where \(n_0\) is chosen sufficiently large so that \(\varphi\) is strictly positive.
3.3 The special flows

Now, for \( \alpha \in Y \) and the function \( \varphi \), we denote by \( \{ T_{t, \alpha, \varphi} \} \) the special flow above the translation \( R_{\alpha} \) on \( \mathbb{T}^4 \) and under the ceiling function \( \varphi \) (see Section 2 for the definitions). Our main result is the following

**Theorem 2.** For any \( \alpha \in Y \), the special flow constructed over the translation \( R_{\alpha} \) on \( \mathbb{T}^4 \) and under the ceiling function \( \varphi \) has countable Lebesgue spectrum.

From Theorem 2 and the correspondence between special flows above translations and reparametrizations of translation flows on the torus, we derive the following result that gives a precise example of a flow as in Theorem 1.

**Corollary 1.** For any \( \alpha \in Y \), there exists a strictly positive real analytic function \( \Phi \) defined on \( \mathbb{T}^5 \), such that the reparametrization of the irrational flow \((\alpha, 1)\) by \( 1/\Phi \) has countable Lebesgue spectrum.

**Proof.** We sketch the proof and refer to [1, Proposition 6] for the details. Define

\[
\Phi(x_1, \ldots, x_5) = 1 + \Re \left( \sum_{n=n_0}^{\infty} d^{(j)}_n e^{i2\pi (q^{(j)}_n \alpha_j + l^{(j)}_n)} \right)
\]

where we choose \( l^{(j)}_n \) to be the closest relative integer to \(-q^{(j)}_n \alpha_j \), and

\[
d^{(j)}_n = \frac{i2\pi (q^{(j)}_n \alpha_j + l^{(j)}_n)}{e^{i2\pi (q^{(j)}_n \alpha_j + l^{(j)}_n)} - 1}.
\]

Then, if \( n_0 \) is sufficiently large, \( \Phi \) is a real analytic strictly positive function on \( \mathbb{T}^5 \), that satisfies

\[
\varphi(x_1, \ldots, x_4) = \int_0^1 \Phi(x_1 + sa_1, \ldots, x_4 + sa_4, s) \, ds.
\]

Hence the reparametrization of the flow of frequency \((\alpha, 1)\) with the function \( 1/\Phi \) can be viewed as the special flow above \( R_{\alpha} \) on \( \mathbb{T}^4 \) with the ceiling function \( \varphi \). Hence the function \( \Phi \) satisfies the conclusion of Corollary 1. \( \square \)

3.4 Square summable decay for smooth coboundaries

We recall that \( f \) is called a smooth coboundary over the flow \( T_{t, \alpha, \varphi} \) if there exists a smooth function \( \phi \) such that, for any \( a < b \),

\[
\int_a^b f(T_t(x_0, t_0)) \, dt = \int_a^b f(x_0, t_0 + t) \, dt = \phi(x_0, t_0 + b) - \phi(x_0, t_0 + a).
\]

The function \( \phi \) is called the transfer function of \( f \). The space of smooth coboundaries is dense in the subspace \( L^2_0(M, \mu) \subset L^2(M, \mu) \) of zero average functions, provided \( T_{t, \alpha, \varphi} \) is ergodic (which is always the case if \( \alpha \) is irrational). The set of smooth functions that are
supported inside $M_\xi$ for some $\xi > 0$ is also dense in the subspace $L_0^2(M, \mu) \subset L^2(M, \mu)$ of zero average functions.

Hence to prove that the maximal spectral type of $T_t^{\alpha, \varphi}$ is absolutely continuous with respect to Lebesgue measure on $\mathbb{R}$, it suffices to show the following

**Theorem 3.** For every $\xi > 0$, for every smooth coboundary function $f$ and every smooth function $g$ supported in $M_\xi$, there exists a constant $C(\alpha, \varphi, \xi) > 0$ such that, for every $t$, it holds that

$$\left| \int_M f(T_t^{\alpha, \varphi}z)g(z)d\mu \right| \leq CN_1(f, g)t^{-1/2-\epsilon}.$$  

The symbol $N_1(f, g)$ will denote positive constant depending on the $C^0$ and the $C^1$ norm of the functions $f$ and $g$ (see Section 5 for the definitions).

### 3.5 Lebesgue spectrum with infinite multiplicity

To show that the spectral type is Lebesgue and has infinite multiplicity we apply a general criterion, based on correlation decay, similar to the one used in [2]. We state a version of the criterion adapted to our context in Section 6 and then we show that it holds for the flow $T_t^{\alpha, \varphi}$ defined in Section 3.3.

### 4 Birkhoff sums and their uniform stretch on good intervals

First of all we state a standard result on the uniform behavior of $N(x, t)$ due to the unique ergodicity of $R_{\alpha}$ and continuity of $\varphi$.

**Lemma 3.** For any $t$ sufficiently large, for any $x \in \mathbb{T}^4$

$$N(x, t) \in \left[ \frac{t}{2}, 2t \right].$$

**Proof.** By the definition of $N(x, t)$,

$$0 \leq t - \varphi_{N(x, t)}(x) \leq \varphi(R^{N(x, t)}_{\alpha}x) \leq \| \varphi \|.$$  

This shows that $N(x, t) \to \infty$ uniformly as $t \to \infty$. Since by unique ergodicity of $R_{\alpha}$ we have that $\varphi_{N(x, t)}/N(x, t) \to \int_{\mathbb{T}^4} \varphi(x)dx = 1$, we get the bounds of the lemma. \hfill $\square$

For $n \in \mathbb{N}$ and $\theta > 0$ we define for every $j \in \{1, \ldots, 4\}$

$$W(n, \theta, j) = \left\{ x \in \mathbb{T}^4/\{q_n^{(j)}x\} \in [\theta, \frac{1}{2} - \theta] \cup [\frac{1}{2} + \theta, 1 - \theta] \right\}$$

**Definition 1** (Good intervals). We say that a $j$-interval $I^j \subset M$ is $(n, \theta, j)$-good if $\pi_j(I^j) \cap W(n, \theta, j) = \emptyset$. 
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Recall the definition of $T^j_n = \left[ e^{nq_n(j)}, \frac{q_{n+1}^{(j)}}{n+1} \right]$ given in (3.3). Let

$$\bar{T}^j_n := \left[ e^{nq_n(j)}/10, 10 \frac{q_{n+1}^{(j)}}{n+1} \right], \quad j = 1, \ldots, 4.$$ 

The following estimate on uniform stretch is derived from a similar one in [1] where it plays the key role for mixing of the reparametrized flows on $\mathbb{T}^3$.

**Proposition 1.** If $I^j$ is a $j$-interval that is $(n, \theta, j)$-good, then for any $m \in \bar{T}^j_n$ the following holds:

1. $\inf_{x \in I^j} \left| \frac{\partial \varphi_m}{\partial x} \right| \geq \frac{\theta mq_n^{(j)}}{e^{q_n^{(j)}}}$,

2. $\sup_{x \in I^j} \left| \frac{\partial^2 \varphi_m}{\partial x^2} \right| \leq Cm$.

**Proof.** For any $m \in \mathbb{N}$, we have

$$\varphi_m(x) = m + \text{Re} \left( \sum_{j=1}^{4} \sum_{n=1}^{\infty} \frac{X_j(m,n)}{e^{q_n^{(j)}}} e^{i2\pi q_n^{(j)} x} \right),$$

where

$$X_j(m,n) = \frac{1 - e^{i2\pi mq_n^{(j)} \alpha_j}}{1 - e^{i2\pi q_n^{(j)} \alpha_j}}.$$

The proof of Proposition 1 is straightforward from the following lemma and we refer the reader to [1] for the details.

**Lemma 4 ([1]).** We have the following inequalities:

- For all $m \in \mathbb{N}$, $|X_j(m,n)| \leq m$.
- For all $m < q_n^{(j)}$, $m \in \mathbb{N}$, $|X_j(m,n)| \leq q_n^{(j)}$.
- For any $m \leq \frac{q_n^{(j)} + 1}{2}$, $|X_j(m,n)| \geq \frac{2m}{\pi}$.

**Proof of Lemma 4.** The proof of the first inequality is obvious. The others follow from the fact that

$$|X_j(m,n)| = \left| \frac{\sin(\pi mq_n^{(j)} \alpha_j)}{\sin(\pi q_n^{(j)} \alpha_j)} \right|,$$

and the fact that by the definition of denominators of best approximations, $q_n^{(j)}$ satisfies

$$\|q_{n-1}^{(j)} \alpha_j\| < \|l \alpha_j\|, \quad \forall l < q_n^{(j)}, l \neq q_{n-1}^{(j)},$$

as well as

$$\frac{1}{q_n^{(j)} + q_{n+1}^{(j)}} \leq \|q_n^{(j)} \alpha_j\| < \frac{1}{q_{n+1}^{(j)}}.$$
As an immediate corollary of Proposition 1 and the definitions (2.4) and (2.5) and Lemma 3, we get that

**Corollary 2.** If \( I^j \) is a \( j \)-interval that is \((n, \theta, j)\)-good, then for any \( t \in T^j_n \) the following holds

1. \( r^j_t \geq \theta t^{1-\epsilon/100} \)
2. \( S^j_t \geq \theta^2 t^{1-\epsilon/50} \)

5 From uniform stretch to absolutely continuous spectrum. Proof of Theorem 3

5.1 Decay of correlations on good intervals due to uniform stretch

In this section, we consider a pair of function \((f, g)\) such that : \( f \) is a smooth coboundary with transfer function \( \psi; \ g \in C^1(M) \) and is supported inside \( M \). We define for every \( j \in \{0, \ldots, 4\} \)

\[
N_0(f, g) := \|f\|_0 \|g\|_0 \quad \text{and} \quad N_1(f, g, j) := (\|f\|_0 + \|\psi\|_0) \|g\|_{1,j} + (\|f\|_{1,j} + \|\psi\|_{1,j}) \|g\|_0,
\]

where \( \|\cdot\|_0 \) denotes the \( C^0 \) norm and \( \|\psi\|_{1,j} = \|\psi\|_0 + \|\partial_j f\|_0 \). We also define \( N_1(f, g) = \max_{j \in \{0, \ldots, 4\}} N_1(f, g, j) \).

In [1] the uniform stretch estimates above good intervals as in Corollary 2 (with \( \theta \) bounded from below) are used to prove equi-distribution of good intervals and then mixing by a Fubini argument. For the proof of countable Lebesgue spectrum, we look for square summable estimates on the decay of correlations, and this is why we use observables that are coboundaries. We refer to [2, Proposition 6.2] for the proof of the following proposition that relates uniform stretching of the Birkhoff sums and the decay of correlations.

**Proposition 2.** For any \( j \)-interval \( I^j \in M \) with extremities \((a, s)\) and \((b, s)\) and for any \( t \in T^j_n \), we have

\[
\left| \int_{I^j} f(T^j_{a, \varphi} z)g(z)d\lambda(z) - \Delta(I^j) \right| \leq C \left( N_0(f, g) \frac{\lambda(I^j)}{S^j_t} + N_1(f, g, j) \frac{\lambda(I^j)}{r^j_t} \right),
\]

where \( \Delta(I^j) = \frac{\partial_j \varphi_{N(a, s)}(a)}{\partial_j \varphi_{N(b, s)}(a)} - \frac{\partial_j \varphi_{N(b, s)}(b)}{\partial_j \varphi_{N(a, s)}(a)} \).

**Remark 1.** The only difference between Proposition 2 and Proposition 6.2 of [2], is the use of the norm \( N_1(f, g, j) \) to capture the fact that the interval of integration is in the direction of \( x_j \). In [2] the special flow was considered above a circular rotation and the intervals were as a consequence all in the same direction. It is natural and transparent from the proof of Proposition 6.2 of [2] that the derivative that appear in the estimate of the integral \( \int_{I^j} f(T^j_{a, \varphi} z)g(z)d\lambda(z) \) is in the \( j \)-direction.
Proof. We first consider the partial partition $P_T$ of $t$. From Lemma 2, every $t$ belongs to at least three intervals $T_n$. Fix now $t$ such that $t \in T_n \cap T'_n \cap T''_n$, the other cases being treatable in exactly a similar fashion.

5.2 Partial partitions into good intervals

From Lemma 2, every $t \in \mathbb{R}$ belongs to at least three intervals $T_n$. Fix now $t$ such that $t \in T_n \cap T'_n \cap T''_n$, the other cases being treatable in exactly a similar fashion.

Proposition 3. For any $\zeta > 0$, if $t$ is sufficiently large, there exists a partial partition of $M$, $G_t$ such that the atoms of $G_t$ are $j$-intervals that are $(n,t^{-1/4+\varepsilon},j)$-good, with $j \in \{1,2,3\}$ and $\mu(G_t \cap M_{\varepsilon}) \leq t^{-1/2-\varepsilon}$.

Note that we cannot take $j$ to be the same for all the intervals in $G_t$.

Proof. We first consider the partial partition $P_1$ of $\mathbb{T}$ into intervals that are the connected components of $W(n,t^{-1/4+\varepsilon},1) = \left\{ x \in \mathbb{T} / \{q_n(x) \} \in [\theta, \frac{1}{2} - \theta] \cup [\frac{1}{2} + \theta, 1 - \theta] \right\}$. Next, we consider on $\mathbb{T}$ the partial partition $G^{(1)}$ consisting of 1-intervals of the form $I \times (x_2,x_3,x_4)$ where $I$ ranges over the first intervals of $P_1$ and where $(x_2,x_3,x_4)$ ranges over all points in $\mathbb{T}$. The union of the atoms of $G^{(1)}$ covers all $\mathbb{T}$ except for a set $E_1$ that is the union of the intervals $x_1 \in \Delta^{(1)}_{n,k}$ and $x_1 \in \Delta^{(1)}_{n,k}$, where $\Delta^{(1)}_{n,k} = \left[ \frac{k}{q_n} - \frac{1}{2}t^{-1/4+\varepsilon}, \frac{k}{q_n} + \frac{1}{2}t^{-1/4+\varepsilon} \right]$ and $\Delta^{(1)}_{n,k} = \frac{1}{2q_n} + \Delta_{n,k}$, and $k \in \{0,\ldots,q_n(1)-1\}$.

Next, we consider the partial partition $P_2$ of $\mathbb{T}$ into intervals that are the connected components of $W(n,t^{-1/4+\varepsilon},2)$. Next, we take a partial partition $G^{(2)}$ of the set $E_1$ into 2-intervals that are of the form $(x_1 \times I \times (x_3,x_4))$ where $I$ ranges over all intervals of $P_2$ and $(x_3,x_4)$ over all points in $\mathbb{T}$ and $x_1 \in \Delta$ where $\Delta$ ranges over all bands $\Delta^{(1)}_{n,k}$ and $\Delta^{(1)}_{n,k}$, for $k \in \{0,\ldots,q_n(1)-1\}$.

The union of the atoms of $G^{(1)}$ and $G^{(2)}$ covers all $\mathbb{T}$ except for a set $E_2$ that is the union of the bands $(x_1,x_2) \in \Delta \times \Delta'$ where $\Delta$ ranges over all the sets $\Delta^{(1)}_{n,k}$ and $\Delta^{(1)}_{n,k}$, for $k \in \{0,\ldots,q_n(1)-1\}$ and $\Delta'$ ranges over all the sets $\Delta^{(2)}_{n,k}$ and $\Delta^{(2)}_{n,k}$, for $k \in \{0,\ldots,q_n(2)-1\}$.

Finally, we consider the partial partition $P_3$ of $\mathbb{T}$ into intervals that are the connected components of $W(n,t^{-1/4+\varepsilon},3)$. Next, we take a partial partition $G^{(3)}$ of the set $E_2$ into 3-intervals that are of the form $(x_1 \times x_2 \times I \times x_4)$ where $I$ ranges over all intervals of $P_3$ and $x_4$ over all points in $\mathbb{T}$ and $(x_1,x_2)$ over all points in the projection of $E_2$ on the first and second coordinates of $\mathbb{T}$.

We let $G$ be the partial partition of $\mathbb{T}$ consisting of the atoms of $G^{(1)}$ and $G^{(2)}$ and $G^{(3)}$. The union of the atoms of $G$ covers all $\mathbb{T}$ except for a set $E_3$ that is the union of the one dimensional bands $(x_1,x_2,x_3) \in \Delta \times \Delta' \times \Delta''$ where $\Delta$ ranges over all the sets $\Delta^{(1)}_{n,k}$ and $\Delta^{(1)}_{n,k}$, for $k \in \{0,\ldots,q_n(1)-1\}$ and $\Delta'$ ranges over all the sets $\Delta^{(2)}_{n,k}$ and $\Delta^{(2)}_{n,k}$, for $k \in \{0,\ldots,q_n(2)-1\}$.
\(\Delta_{n,k}^{(1)}\) and \(\Delta'_{n,k}\) for \(k \in \{0, \ldots, q_n^{(1)} - 1\}\), and \(\Delta'\) ranges over all the sets \(\Delta_{n,k}^{(2)}\) and \(\Delta'_{n,k}\) for \(k \in \{0, \ldots, q_n^{(2)} - 1\}\), and \(\Delta''\) over all the sets \(\Delta_{n,k}^{(3)}\) and \(\Delta''_{n,k}\) for \(k \in \{0, \ldots, q_n^{(3)} - 1\}\). Clearly the set \(E_3\) has a Haar measure on \(T^4\) bounded by \(4^4t^{-3/4+3\epsilon} = o(t^{-1/2-\epsilon})\).

To conclude, we want to extend the partial partition \(\mathcal{G}\) to the phase space \(M\) of the special flow \(\{T_{n,\varphi}^t\}\). It is here that we need to use the sets \(M_\xi\). For a fixed \(\xi > 0\), we define for sufficiently large \(t\), the partial partition \(\mathcal{G}_t\) as follows. For every interval \(I \in \mathcal{G}\) we include in \(\mathcal{G}_t\) all the intervals of the form \(I \times s\) that satisfy \(I \times s \cap M_\xi \neq \emptyset\) and \(I \times s \cap M_{\xi/2}^c = \emptyset\). The latter condition insures that all the intervals we end up including in \(\mathcal{G}_t\) are all disjoint since they were disjoint in \(\mathcal{G}\). The former condition insures that \(\mu(\mathcal{G}_t \cap M_\xi) \leq \lambda_4(\mathcal{G}) = o(t^{-1/2-\epsilon}).\)

6.3 Square summable decay of correlations. Proof of Theorem 3

Recall that by Proposition 3 we have a partial partition \(\mathcal{G}_t\) in good intervals of various directions. Since \(\mu(\mathcal{G}_t^c \cap M_\xi) \leq t^{-1/2-\epsilon}\), and since \(g\) vanishes on \(M_\xi^c\), we can apply the corollary in the various directions depending on the interval of the partial partition that we consider, we get by Fubini the required decay. More precisely, for every atom of \(\mathcal{G}_t\) that is a good interval \(I\) in some direction \(j\), we have from Corollary 3 that

\[
\left| \int_I f(T_{n,\varphi}^t(z))g(z)d\lambda(z) \right| \leq CN_1(f,g)\lambda(I)t^{-1/2-\epsilon}.
\]

By Fubini, we get

\[
\left| \int_{\mathcal{G}_t} f(T_{n,\varphi}^t(z))g(z)d\mu(z) \right| \leq CN_1(f,g)t^{-1/2-\epsilon},
\]

which implies, since \(g\) vanishes on \(M_\xi^c\) that

\[
\left| \int_{\mathcal{G}_t \cup M_\xi^c} f(T_{n,\varphi}^t(z))g(z)d\mu(z) \right| \leq CN_1(f,g)t^{-1/2-\epsilon},
\]

which implies, since \(\mu(\mathcal{G}_t^c \cap M_\xi) \leq t^{-1/2-\epsilon}\) that

\[
\left| \int_M f(T_{n,\varphi}^t(z))g(z)d\mu(z) \right| \leq CN_1(f,g)t^{-1/2-\epsilon},
\]

as required.

6 Infinite Lebesgue Spectrum

6.1 Criterion for Infinite Lebesgue Spectrum

In this subsection, we state a version adapted to our context of the criterion for countable Lebesgue spectrum that was proved in [2]. For a multi-interval \(J = I_1 \times \ldots \times I_4 \subset T^4\), let \(T_J\) be the maximal real number such that \(T^4(J,0) \cap (J,0) = \emptyset\) for every \(|t| < T_J\).
For $T \leq T_J$ we define the tower above $J$

$$R^T_J := \bigcup_{t \in (-T,T)} F^t(J,0),$$

and define the flow-box $F^T_J$ above $J$ with range $R^T_J$ as

$$F^T_J(x,t) = T^t(x,0), \text{ for all } (x,t) \in J \times (-T,T).$$

The flow-box $F_J := F^T_J$ will be called a maximal flow-box over the basis $J \subset M$.

Given a flow-box $F^T_J$, we define, for any $\zeta > 0$, the set $S^T_\zeta(J) \subset \mathbb{R}$ as follows

$$S^T_\zeta(J) := \{t \in (-T,T) : T^t(J) \cap M^\zeta = \emptyset\}.$$

By definition we have that $S^T_\zeta(J)$ is an open subset (which in general may be empty).

We can now define the functions supported on flow-boxes that we will be working with.

**Definition 2.** Given a flow-box $F^T_J$ and constants $C, \zeta > 0$, we define $G(J,T,C,\zeta)$ to be the class of all functions $g \in C^\infty(M)$, that vanish outside $R^T_J$, while on $R^T_J$ they are defined as

$$g(F^T_J(x,t)) := \chi_J(x)\psi(t), \text{ if } (x,t) \in J \times (-T,T),$$

with $\psi \in C^\infty_0(\mathbb{R},\mathbb{R})$, $\psi$ vanishes outside $S^T_\zeta(J)$, and has $C^1$ norm bounded above by $C$, and $\chi_J \in C^\infty_0(J)$ such that $\int_J \chi_J^2 d\lambda_J = 1$, and

$$\|\chi_J\|_0 \leq C \lambda_4(J)^{-1/2}, \quad \|\chi_J\|_{1,j} \leq C \lambda_4(J)^{-1/2} |I_j|^{-1}. \quad (6.1)$$

The class $F(J,T,C,\zeta)$ is the subset of $G(J,T,C,\zeta)$ consisting of smooth coboundaries.

The general criterion for countable Lebesgue spectrum stated in [2] implies in our context the following. We use the notation

$$\langle f \circ T^t, g \rangle = \int_M f \circ T^t_\alpha \psi(z) g(z) d\mu(z).$$

**Theorem 4.** Assume $\{T^t_\alpha,A\}$ has an absolutely continuous maximal spectral type. If there exists a sequence of multi-intervals $J_n$ such that $\lim \lambda(J_n) = 0$ and if for any $T > 0, C > 0$ and $\zeta > 0$, for any family $\{(f_n,g_n)\}$ of pair of functions such that $f_n \in F(J_n,T,C,\zeta)$ and $g_n \in G(J_n,T,C,\zeta)$, we have

$$\inf_n \int_{J \setminus [-T_{J_n},T_{J_n}]} |\langle f_n \circ T^t_\alpha, g_n \rangle|^2 dt = 0. \quad (6.2)$$

Then the flow $\{T^t_\alpha\}$ has countable Lebesgue spectrum.
The statement of Theorem 4 is almost identical to Theorem 6 of [2], with this important difference that in the class of functions that we consider is more general in that we replaced in (6.1) the condition
\[ \|\chi_J\|_1 \leq C\lambda(J)^{-1/2-1} \]
that was used in [2] by a less stringent and more precise one that distinguishes between \(C^1\) norms according to the direction in which the derivatives are considered. Our condition is the natural one to control the derivatives of a function supported inside \(J\) and with \(L^2\) norm bounded away from 0 and \(\infty\). It is important for us to have a differentiated control of the derivatives of the observables along different directions because when we will show that the decay condition (6.2) holds for the flow \(\{T_t^{\alpha,\phi}\}\), we will use mixing estimates for intervals in various directions, and these estimates naturally involve derivatives along the direction of the interval as stated in Proposition 2.

In [2], the criterion for CILS was stated for general flow-boxes above multi-intervals, but it was used for flows for which the decay of correlations did not distinguish between various directions, a more precise statement such as the one given here was not necessary.

Remark 2. In [2], \(M_\zeta\) consisted of points in \(M\) that avoid a neighborhood of the ceiling function, but that also avoid the singularity of the flow. For the latter reason if one wanted to have the range of the flow-box above an interval \(J\) to spend most of its time in \(M_\zeta\), then it was necessary, in addition to taking \(\zeta\) small, to start with an interval \(J\) whose first iterates avoid the neighborhood of the singularity. In our case, there is no singularity and we do not need any extra assumption on the multi-interval \(J\) besides its measure going to 0.

Remark 3. Compared to [2], we dropped the unnecessary condition on higher derivatives since only the \(C^1\) norms of the observables play a role in the decay of correlations estimates.

The proof of Theorem 4 will be given in Section 7. As in [2], the proof will be based on an abstract criterion that is very much the same as in Theorem 5 in [2]. For completeness, we do include a proof of the abstract criterion, that is slightly simpler than the one given in [2]. For the rest of the proof of Theorem 4 we follow exactly the same steps as in the proof of Theorem 5 in [2], and we only insist on the differences that are imposed by the differentiated control of the derivatives of the observables along different directions.

6.2 Verification of the criterion for \(\{T_t^{\alpha,\phi}\}\)

We prove below that the hypotheses of Theorem 4 are verified for \(\{T_t^{\alpha,\phi}\}\). First of all, we know from Theorem 3 that \(\{T_t^{\alpha,\phi}\}\) has an absolutely continuous maximal spectral type.

We consider the following family of maximal flow boxes. For \(j \in \{0,\ldots,4\}\), let \(J_{j,n} = [1/(8q_n^{(j)}), 1/(4q_n^{(j)})]\) and take \(J_n = J_{1,n} \times \ldots \times J_{4,n}\). Note that by Lemma 3 it holds that \(T_{J_n} \geq q_n^{(1)} q_n^{(2)} q_n^{(3)} q_n^{(4)}\).
Theorem 5. For any $T > 0$, $C > 0$, and $\zeta > 0$, for any sequence of pair of functions $\{(f_n, g_n)\}$ such that $f_n \in \mathcal{F}(J_n, T, C)$ and $g_n \in \mathcal{G}(J_n, T, C, \zeta)$ we have

$$\lim_{n \to 0} \int_{[\mathbb{R} \setminus [T_n, T_n]]} |(f_n \circ T_{\alpha, \varphi}, g_n)|^2 dt = 0.$$ 

Proof. Having fixed $T > 0$, we have that $T \in (0, T_{j_n}^{1/2})$ for $n$ sufficiently large. Let $|t| \geq T_{j_n}$. WLOG we can assume $t > 0$ since the argument for $t < 0$ is similar.

Observe that the function $g_n$ is supported in $F^{T}_{j_n} \cap M^{\zeta}$. Next, observe that there exists a set $A_n$ that is a disjoint union of sets of the form $(R_{k, J_n}^{\alpha}, s) \subset M, |k| \leq 10T$ (by Lemma 3) such that $F^{T}_{j_n} \cap M^{\zeta} \subset A_n, \mu(A_n) \leq 2\mu(F^{T}_{j_n}).$

Since $g_n$ vanishes on $A_n^c$, it is enough to prove bounds on

$$\int_{A_n} f_n \circ T_{\alpha, \varphi}(z) g_n(z) d\mu(z).$$

First, we consider the case of $t \in [T_j/2, q_n/(n + 1)] \subset T_n^1$. We want to use the estimate in Proposition 2.

Claim 1. The set $A_n$ is a disjoint union of 1-intervals that are $(n, 1/50, 1)$-good.

Proof. Follows directly from the fact that $A_n$ is a disjoint union of sets of the form $(R_{k, J_n}^{\alpha}, s) \subset M, |k| \leq 10T.$

Consider any 1-interval $I$ in the decomposition of $A_n$ given by Claim 1. Observe that since $f_n, g_n \in \mathcal{G}(J_n, T, C)$ (see Definition 2) then

$$\mathcal{N}_0(f_n, g_n) \leq C|J_n|^{-1}, \quad \mathcal{N}_1(f, g, 1) \leq Cq_n^{(1)}|J_n|^{-1} \leq t'/100\lambda_4(J)^{-1}.$$ 

Since $f_n \in \mathcal{F}(J_n, T, C)$, Propositions 1 and 2 and the fact that the 1-interval $I$ is $(n, 1/50, 1)$-good, imply

$$\left| \int_I f(T_{\alpha, \varphi}^t) g(z) d\lambda(z) \right| \leq C\{\mathcal{N}_0(f, g) \frac{\lambda(I)}{S_I^2} + \mathcal{N}_1(f, g, 1) \frac{\lambda(I)}{r_I^2}\},$$

$$\leq Ct^{-1+2\epsilon}|J_n|^{-1}\lambda(I).$$

Integrating over $I$, we get by Fubini

$$\left| \int_M f(T_{\alpha, \varphi}^t) g(z) d\mu(z) \right| = \left| \int_{A_n} f(T_{\alpha, \varphi}^t) g(z) d\mu(z) \right| \leq Ct^{-1+2\epsilon}|J_n|^{-1}\mu(A_n)$$

$$\leq Ct^{-1+2\epsilon}. \quad (6.3)$$
For \( t > q_n^{(1)}/(n + 1) \), we use Corollary 3 and the fact that \( \mathcal{N}_1(f_n, g_n) \leq (q_n^{(1)})^{-1/100} \) to see that
\[
\int_M f(T_{n,\alpha}^z g(z) d\mu) \leq t^{-1/2-\epsilon/2}.
\] (6.4)

In conclusion, we have proved that for \( |t| \geq T_{J_n} \)
\[
\int_M f(T_{n,\alpha}^z g(z) d\mu) \leq Ct^{-1/2-\epsilon/2}.
\] Squaring and integrating and using \( T_{J_n} \to \infty \) as \( n \to \infty \) we get the desired decay. \( \square \)

6.3 Proof of Theorem 2

The proof follows directly from Theorems 3, 4, and 5. \( \square \)

7 The decay of correlations criterion for Infinite Lebesgue Spectrum

7.1 The general abstract criterion

Our criterion for countable Lebesgue spectrum of smooth flows is based on the following abstract criterion that gives lower bounds on the multiplicity of a strongly continuous one-parameter unitary group \( \{\Phi_t\}_{t \in \mathbb{R}} \) on a separable Hilbert space \( H \) with absolutely continuous spectrum. The criterion is essentially the same as in Theorem 5 in [2]. The proof that we give of this theorem is slightly simpler than the one in [2].

Before we state the criterion, recall that the spectral theorem asserts that for every \( f \in H \), there exists a positive spectral measure \( \nu_f \) on \( \mathbb{R} \) such that
\[
\langle f \circ \Phi_t, f \rangle = \int_{\mathbb{R}} e(t\theta) d\nu_f(\theta).
\]
Since we assume that \( \{\Phi_t\} \) has absolutely continuous spectrum, we have that \( \nu_f \) is given by a positive density function with respect to Lebesgue measure.

Given a measurable set \( C \subset \mathbb{R} \) and an \( L^2 \) function \( G \) on \( \mathbb{R} \), we denote by \( \|G\|_{L^2(C)} \) the \( L^2 \) norm of the restriction of \( G \) on \( C \). Unless specified, \( L^2 \) norms will be considered with respect to the Lebesgue measure \( \lambda \) on \( \mathbb{R} \).

**Theorem 6.** For a fixed \( n \in \mathbb{N} \), let us assume that for every bounded set \( C \subset \mathbb{R} \setminus \{0\} \) of positive Lebesgue measure there exists \( \epsilon_{n,C} > 0 \) such that the following holds. For every \( \epsilon \in (0, \epsilon_{n,C}) \) there exist vectors \( f_1, \ldots, f_n \in H \) such that
\[
\|f_i \circ \Phi_t f_j\|_{L^2} \leq \delta_{ij} + \epsilon, \quad \text{for all } i, j \in \{1, \ldots, n\};
\] (7.1)
\[
\|F_i^2 - 1\|_{L^2(C)} \leq \epsilon, \quad \text{for all } i \in \{1, \ldots, n\},
\] (7.2)
where \( F_i^2(\cdot) \) is the density of the spectral measure associated to \( f_i \).

Then the spectral type of \( \{\Phi_t\}_{t \in \mathbb{R}} \) is Lebesgue with multiplicity at least \( n \).

**Proof.** Since the maximal spectral type is absolutely continuous with respect to Lebesgue, we can assume that the sequence \( (\mu_k) \) is given by \( \mu_k = \phi_k(\theta) \frac{1}{\theta} d\theta \) where \( \phi_k \) are the characteristic functions of nested measurable sets \( C_k \) on \( \mathbb{R} \).
Let $\bigoplus_{k \in \mathbb{N}} H_k$ denote the orthogonal decomposition of $H$ into cyclic sub-spaces of $\Phi_t$ such that for all $i \in \mathbb{N}$, we have $H_k \simeq L^2(\mathbb{R}, \mu_k)$.

Let us assume by contradiction that the spectrum is not Lebesgue with multiplicity at least $n$. Then, there exists a compact set $\hat{C}$ of positive Lebesgue measure such that for all $i \in \mathbb{N}$, we have $H_k \simeq L^2(\mathbb{R}, \mu_k)$.

Take $\hat{C} = \hat{C}$, and $f_1, ..., f_n \in H$ be as in Theorem 6 with $\epsilon \ll 1$ to be specified later.

Now for any $U \in L^\infty(\mathbb{R}, \lambda)$ such that $\|U\|_\infty \leq 1$, take $h = h_{C,U} \in L^2(\mathbb{R})$ to be the inverse Fourier transform of $\chi_C U$:

$$\chi_C(\theta)U(\theta) = \int_\mathbb{R} h(s)e(\theta s)ds.$$ 

We have that $\|h\|_{L^2} \leq \lambda(C)$.

For every $i \in \{1, ..., n\}$, let $f^1_i, f^2_i, ...$ denote the successive orthogonal projections of $f_i$ on the spectral decomposition $\bigoplus L^2(\mathbb{R}, \mu_k)$. By the definition of the spectral isomorphism the projections of $f_i \circ \Phi_s$ are given by $e(s \cdot) f^1_i(\cdot), e(s \cdot) f^2_i(\cdot), ...$

For every $i \in \{1, ..., n\}$, introduce the function $\nu_i \in H$:

$$\nu_i = \int_\mathbb{R} h(s)f_i \circ \Phi_s ds.$$ 

Since $\mu_k$ vanishes on $C$ for every $k \geq n$, we have that $\nu_i$ projects on $\chi_C U f^1_i \oplus \chi_C U f^2_i \oplus ... \oplus \chi_C U f^{n-1}_i$.

We apply assumption (7.1) to $(f_i, f_j)$ for any $i \neq j \in \{1, ..., n\}$. By the Cauchy Schwartz inequality, we obtain

$$<\nu_i, f_j> = \int_\mathbb{R} <h(s)f_i \circ \Phi_s, f_j>ds$$

$$= \int_\mathbb{R} h(s) <f_i \circ \Phi_s, f_j>ds$$

$$\leq \|h\|_{L^2} <f_i \circ \Phi_s, f_j> \leq \lambda(C)\epsilon.$$ 

We compute the same quantity using the spectral identification

$$|<\nu_i, f_j>| = \int_\mathbb{R} |<h(s)f_i \circ \Phi_s, f_j>ds|$$

$$= \int_\mathbb{R} \sum_{k=1}^\infty \chi_C(\theta)U(\theta)f^k_i(\theta)f^k_j(\theta)\phi_k(\theta)\frac{1}{1+\theta^2}d\theta$$

$$= \int_\mathbb{C} U(\theta)\left(\sum_{k=1}^{n-1} f^k_i(\theta)f^k_j(\theta)\phi_k(\theta)\right)\frac{1}{1+\theta^2}d\theta.$$ 

Define

$$C_{i,j} = \{\theta \in C : \sum_{k=1}^{n-1} f^k_i(\theta)f^k_j(\theta) > \epsilon^{1/10}\}.$$
Taking $U = \chi_{C_{i,j}}$ we get for $\epsilon > 0$ sufficiently small that $\lambda(C_{i,j}) \leq \lambda(C)\epsilon^{0.85}$. Doing the same for negative values we get that if $\epsilon > 0$ is sufficiently small

$$\lambda \left( \left\{ \theta \in C : \exists i \neq j \in \{1, \ldots, n\}^2, \left| \sum_{k=1}^{n-1} f^k_i(\theta)f^k_j(\theta) \right| > \epsilon^{1/10} \right\} \right) < \epsilon^{0.8}. \quad (7.3)$$

We now observe that

$$F^2_i(\theta) = \sum_{k=1}^\infty |f^k_i(\theta)|^2 \phi_k(\theta) \frac{1}{1 + \theta^2}.$$  

Hence, the second assumption \((7.2)\) of the theorem implies that

$$\| \sum_{k=1}^{n-1} |f^k_i(\theta)|^2 \phi_k(\theta) \frac{1}{1 + \theta^2} - 1 \|_{L^2} \leq \epsilon.$$  

This implies that

$$\lambda \left( \left\{ \theta \in C : \exists i \in \{1, \ldots, n\}, \sum_{k=1}^{n-1} |f^k_i(\theta)|^2 \notin [1/2, 2] \right\} \right) < \epsilon^{0.9}. \quad (7.4)$$

Finally, conditions \((7.3)\) and \((7.4)\) imply that there exists $\theta_0$ such that the vectors

$$v_i = (f^1_i(\theta_0), \ldots, f^{n-1}_i(\theta_0)), \quad i \in \{1, \ldots, n\},$$

satisfy for all $(i, j) \in \{1, \ldots, n\}^2, j \neq i$

$$|(v_i|v_j)| < \epsilon^{0.1}, \quad (v_i|v_i) \in [\frac{1}{2}, 2],$$

where $(\cdot|\cdot)$ denotes the Euclidean scalar product on $\mathbb{C}^{n-1}$.

Since this is impossible, we conclude that the spectrum is Lebesgue with multiplicity at least $n$.  

\[ \square \]

\subsection{7.2 The proof of Theorem \ref{thm:4}}

We want to use the assumption of Theorem \ref{thm:4} to check the validity of the criterion of Theorem \ref{thm:6}. In this section, the proofs will be exactly the same as the ones given in Section 7 of \cite{2}, except for \((7.6)\) where the control on the derivatives of the compactly supported functions that we use in the construction are given in the various directions of the base $J$. Notice that the control that we require in \((7.6)\) is exactly the one that allows to guarantee the fast decay of correlations that we obtained in Theorem \ref{thm:5}.

First of all, we recall the following corollary of Theorem \ref{thm:6} that was proved in \cite{2}.
Corollary 4. Let us assume that for every \( n \in \mathbb{N} \), for any even functions \( \omega_1, \ldots, \omega_n \in \mathcal{S}(\mathbb{R}) \) (the Schwartz space), and for any any \( \epsilon > 0 \), there exists \( f_1, \ldots, f_n \in H \) such that, for all \( i, j \in \{1, \ldots, n\} \), we have
\[
\| (f_i \circ \phi_t, f_j) - \frac{d^2}{dt^2} \omega_i * \omega_j(t) \delta_{ij} \|_{L^2(\mathbb{R})} \leq \epsilon.
\]
Then the spectral type of the strongly continuous one-parameter unitary group \( \phi_R \) is Lebesgue with countable multiplicity.

The fact that Theorem 5 implies Corollary 4 is clear since the assumption of the corollary allows to produce \( f_1, \ldots, f_n \in H \) that satisfy (7.3) and (7.2).

We will derive Theorem 4 from Corollary 4. Since we only control the decay of correlations for functions in the classes \( \mathcal{F}(J, T, C, \zeta) \) and \( \mathcal{G}(J, T, C, \zeta) \), we need a simple approximation lemma to approximate the target functions \( \omega_1, \ldots, \omega_n \) by functions supported inside sets of the type \( S^{T}_{\zeta}(J) \), that we take as is from [2].

**Lemma 5** ([2] Lemma 7.4). Let \( \{F_j\} \) be a family of maximal flow-boxes. For every \( \epsilon > 0 \), and even function \( \omega \in \mathcal{S}(\mathbb{R}) \), there exist \( \tau := \tau(\epsilon, \omega) > 0 \) with the following property. For every \( T \geq \tau \), there exist constants \( C := C(\epsilon, \omega, T) > 0 \) and \( \zeta := \zeta(\epsilon, \omega, T) > 0 \) such that, for any \( F_j \in \Phi \) with \( T_J > T \), there exists an even function \( \psi \in C^{\infty}_{0}(-T, T) \) satisfying
\[
\begin{align*}
(a) & \quad \frac{d\psi}{dt} \in C^{\infty}_{0}(S^{T}_{\zeta}(J) \cap (-S^{T}_{\zeta}(J)));
(b) & \quad \text{the } C^2 \text{ norm is bounded above by } C;
(c) & \quad \| \frac{d^2}{dt^2} (\psi * \psi) - \frac{d^2}{dt^2} (\omega * \omega) \|_{L^2(\mathbb{R})} < \epsilon.
\end{align*}
\]

**Proof of Theorem 4**. Let us fix \( \epsilon > 0 \) and any given number \( n \in \mathbb{N} \setminus \{0\} \) of even Schwartz functions \( \omega_1, \ldots, \omega_n \in \mathcal{S}(\mathbb{R}) \). Let \( \Phi = \{F_j\} \) be a family of maximal flow-boxes.

By Lemma 5 there exists \( \tau > 0 \) and, for all \( T > \tau \), there exists \( \zeta > 0 \) (small) such that, for every multi-interval \( J = I_1 \times \cdots \times I_4 \subset \mathbb{T}^4 \), with \( T_J > \tau \), there exist even functions \( \psi_i \in C^{\infty}_{0}((-T, T)), i = 1, \ldots, n \), with the property that \( \frac{d\psi_i}{dt} \in C^{\infty}_{0}(S^{T}_{\zeta}(J)) \) and with \( C^2 \) norm uniformly bounded above by a constant \( C' := C'(\epsilon, \omega_1, \ldots, \omega_n, T) > 0 \), such that
\[
\| \frac{d^2}{dt^2} (\psi_i * \psi_i) - \frac{d^2}{dt^2} (\omega_i * \omega_i) \|_{L^2(\mathbb{R})} < \epsilon/2. \tag{7.5}
\]

Let now \( \chi^{(1)}_j, \ldots, \chi^{(n)}_j \in C^{\infty}(J) \) be functions such that
\[
\int_J \chi^{(1)}_j \chi^{(j)}_j d\lambda = \delta_{ij}, \quad \text{for all } i, j \in \{1, \ldots, n\},
\]
and such that for \( j \in \{1, \ldots, 4\} \),
\[
\| \chi^{(i)}_j \|_0 \leq C^n \lambda_4(J)^{-1/2}, \quad \| \chi^{(i)}_j \|_1 \leq C^n \lambda_4(J)^{-1/2} |I_j|^{-1}, \tag{7.6}
\]

\[
20
\]
(this is possible provided that the constant $C''$ is taken to be larger than some constant that only depends on $n$).

Let $C > \max\{C', C''\}$. For every $i \in \{1, \ldots, n\}$, let $f^{(i)}_j \in \mathcal{F}(J, T, C, \zeta)$ be the function defined on the range $R^J_T$ of the flow-box map $F^J_T$ as

$$f^{(i)}_j \circ F^J_T(x, t) := \chi^{(i)}_j(x) \frac{d}{dt}\psi_i(t), \quad \text{if } (x, t) \in J \times (-T, T),$$

and defined as $f^{(i)}_j = 0$ on $M \setminus R^J_T$.

We then compute the correlations. Let $T_J/2 > \max\{T, \tau/2\}$. For all $t \in [-T_J, T_J]$ we have (since the functions $\psi_1, \ldots, \psi_{n+1}$ are all even)

$$\langle f^{(i)}_j \circ T^t, f^{(j)}_j \rangle = \int_J \int_{-T}^T \chi^{(i)}_j(x) \chi^{(j)}_j(x) \frac{d\psi_i}{dt}(\sigma + t) \frac{d\psi_j}{dt}(\sigma) d\sigma dx$$

$$= \left( \frac{d\psi_i}{dt} + \frac{d\psi_j}{dt} \right)(t) \delta_{ij} = \frac{d}{dt^2}(\psi_i * \psi_j)(t) \delta_{ij}.$$

By the assumption of Theorem 4 that we are proving, if $\lambda_4(J)$ is small enough, for every $i, j \in \{1, \ldots, n\}$ we have:

$$\|\langle f^{(i)}_j \circ T^t, f^{(j)}_j \rangle \|_{L^2(R \setminus [-T_J, T_J])} \leq \epsilon/2.$$

Note that, since the functions $\psi_i$ are supported in $[-T, T]$ and $T < T_J/2$, we also have

$$\frac{d}{dt^2}(\psi_i * \psi_j)(t) \delta_{ij} = 0, \text{ for } t \in R \setminus [-T_J, T_J]. \quad (7.7)$$

By putting together formulas (7.5)–(7.7), it follows that if $\lambda_4(J)$ is small enough (hence $T_J$ is large enough), the functions $f^{(i)}_j$, with $i \in \{1, \ldots, n\}$, satisfy the assumptions of Corollary 4

$$\|\langle f^{(i)}_j \circ T^t, f^{(j)}_j \rangle - \frac{d^2}{dt^2}(\omega_i * \omega_j) \delta_{ij} \|_{L^2(R)} \leq \epsilon.$$

It follows then by Corollary 4 that, under the hypotheses of Theorem 4, the flow $\{T^t\}$ has countable Lebesgue spectrum, hence the argument is completed. \hfill $\square$
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