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Abstract—In this work, we investigate proactive Hybrid Automatic Repeat reQuest (HARQ) using link-level simulations for multiple packet sizes, modulation orders, Block Error Rate (BLER) targets and two delay budgets of 1 ms and 2 ms, in the context of Industrial Internet of Things (IIoT) applications. In particular, we propose an enhanced proactive HARQ protocol using a feedback prediction mechanism. We show that the enhanced protocol achieves a significant gain over the classical proactive HARQ in terms of energy efficiency for almost all evaluated BLER targets at least for sufficiently large feedback delays. Furthermore, we demonstrate that the proposed protocol clearly outperforms the classical proactive HARQ in all scenarios when taking a processing delay reduction due to the less complex prediction approach into account, achieving an energy efficiency gain in the range of 11% up to 15% for very stringent latency budgets of 1 ms at $10^{-2}$ BLER and from 4% up to 7.5% for less stringent latency budgets of 2 ms at $10^{-3}$ BLER. Furthermore, we show that power-constrained proactive HARQ with prediction even outperforms unconstrained reactive HARQ for sufficiently large feedback delays.

Index Terms—5G mobile communication, Early HARQ, IIoT, Proactive HARQ, Feedback Prediction, Low latency communication, Physical layer, Machine learning, HARQ, Tactile Internet, Machine-type communication

I. INTRODUCTION

A. Background and Motivation

Since the completion of Rel. 15 and Rel. 16 Fifth Generation (5G) specifications by the 3rd Generation Partnership Project (3GPP), the focus has been shifted from rather generic solutions to cater for the main use cases to more sophisticated solutions targeting the emerging use cases. Tactile Internet (TI) is one of the focus areas of the 3GPP. Especially machine-to-machine type communication, puts demanding requirements on the latency and reliability while keeping the device complexity and power consumption low. Hence, study and work items have been approved to evaluate reduced complexity devices in the context of Industrial Internet of Things (IIoT) services [1], [2]. The frequently mentioned Ultra-Reliable Low Latency Communication (URLLC) use case with a packet error rate smaller than $10^{-5}$ and 1 ms end-to-end latency [3] is one of the main goals of the further enhancements. However, as previously mentioned, use cases with more stringent latency targets have also turned towards low-complexity and battery powered devices, e.g. safety related sensors [2]. Here, complexity constraints, such as energy or bandwidth limitation, should also be ensured given the demanding URLLC targets. In this work, we focused mainly on the latency and energy constraints since reliability can also be partly moved to higher layer protocols exploiting link diversity, such as Packet Data Convergence Protocol (PDCP) duplication [4].

Lately, Hybrid Automatic Repeat reQuest (HARQ) has been extensively investigated in the context of URLLC in [4], which resulted in a follow-up work item specification. HARQ is a physical layer retransmission mechanism, which enhances spectral efficiency significantly especially in a high reliability regime. However, the major drawback of the so-called reactive HARQ, which is one of the fundamental mechanisms of Long Term Evolution (LTE) and 5G, is an introduced latency due to the HARQ Round Trip Time (RTT). It has to be noted that the reactive Incremental Redundancy (IR) HARQ approaches the ergodic channel capacity of Rayleigh block fading channels [5] and shows a significantly higher energy efficiency compared to other HARQ combination schemes, such as chase-combining [6]. According to this scheme the transmitter splits the codeword, which is generated by the so-called mother code, into subcodewords also designated as Redundancy Versions (RVs) in the 3GPP context. These RVs are transmitted one by one based on the receiver’s feedback, where ACK indicates a successful decode and NACK – an unsuccessful one. However, the HARQ RTT is a major bottleneck of the reactive HARQ [7]. and can be reduced by shortening Transmission Time Interval (TTI) to one Orthogonal Frequency Division Multiplexing (OFDM) symbol [7]. Nevertheless, this imposes higher requirements on both the receiver’s instantaneous processing bandwidth and the transmitter’s power constraint. Furthermore, even performing the transmissions on small multiples of OFDM symbols can reduce the latency only to a certain limit defined by the HARQ RTT. Hence, new HARQ solutions that enable low-latency and reduce the instantaneous bandwidth for low complexity devices are of great importance for investigation.

In Rel. 16 a new HARQ mechanism designated as proactive HARQ was introduced for UpLink (UL) Grant-Free (GF) communication. In compliance with this scheme, the transmitter determines a number of RVs that is required to achieve the reliability target. This number of RVs is transmitted autonomously unless a positive ACK is received before [7], [8]. This scheme solves the HARQ RTT latency issue and provides high reliability at very low latency constraints at the...
expense of spectral efficiency loss [9]. However, it may lead to the transmission of unnecessary RVs due to the feedback delay, which is comprised of the delay components for processing, queuing in the upper layers, propagation delays and feedback transmission time.

Strategies for reducing the feedback delay using prediction mechanisms have been broadly studied in literature. Different HARQ feedback prediction methods based on estimating the channel state are proposed in [10]–[13]. Furthermore, authors in [10] investigate a mixture of proactive and reactive HARQ protocols to reduce the expected latency. In particular, the impact of prediction errors is studied in [11]. In [14], the authors use a Bit Error Rate (BER) estimate based on Log-Likelihood Ratios (LLRs) to predict the decoding outcome ahead of the actual decoding. Authors in [15] analyze an approach where an unnecessary decoding of Low-Density Parity-Check (LDPC) codes is avoided in case of predicted packet loss and thus, the feedback delay is reduced. The machine learning techniques that predict the decoding outcome ahead of full reception of the codeword are studied in [17]. In [18] and [19], authors put the prediction methods into the context of cloud-Radio Access Networks (RANs) and show the benefits of early feedback in scenarios with a non-ideal backhaul.

B. Contributions and Organization

The contributions of this paper are summarized as follows:

- We put forward the feedback prediction approach using a logistic regression on LDPC subcodes [17] proposing an enhanced proactive HARQ protocol, and evaluate its performance on TDL-C fading channels using link-level simulations for different scenarios, i.e. target Block Error Rates (BLERs), feedback delays, Transport Block (TB) sizes, and delay budgets.

- In the second part, we evaluate further benefits of using a feedback prediction in the context of proactive HARQ considering a reduction of the feedback delay compared to the full decoding. We show that reducing the feedback delay by employing feedback prediction provides a significant benefit especially for low BLERs of up to 14% and up to 8% for 1 ms and 2 ms delay budgets, respectively.

- Furthermore, we show that the proposed proactive HARQ scheme while catering to power constraints, also outperforms reactive HARQ without any power constraint at the same $E_b/N_0$ ratio for sufficiently high feedback delays relative to the total latency budget, especially in the low BLER regime.

The paper is organized as follows. Section III presents a detailed setup of different HARQ approaches and provides the assumptions for the link-level simulations. Furthermore, specific optimizations for different HARQ approaches are presented. In Section III-A the evaluation methodology for the purpose of performance comparison is explained. In Section III-B the results of the simulations are presented. In the first part, proactive HARQ with and without prediction is compared under the assumption that the feedback delay parameter is fixed. In the second part, the performance of proactive HARQ is analyzed with and without prediction, assuming a shortened feedback delay for the prediction-based scheme, whereas in the last part proactive HARQ is compared to reactive HARQ.

II. SYSTEM MODEL

Table I summarizes the link-level parameters which have been used for the simulations. We analyzed two different latency constraints, a short delay budget of one slot, i.e. 14 OFDM symbols, and a long delay budget of two slots, i.e. 28 OFDM symbols. However, these delay budgets can be arbitrarily scaled. Under these constraints, we evaluated three different HARQ approaches, i.e. proactive HARQ (pHARQ), proactive HARQ with prediction (prHARQ), and reactive HARQ (rHARQ) for multiple TB sizes, a variety of target BLER $\epsilon_{\text{target}}$, and different assumptions on the feedback delay $\delta_{\text{fb}}$. The Signal-to-Noise Ratios (SNRs) for the specific scenarios have been chosen such that the target BLER is achievable. It is important to note that the feedback delay is comprised of multiple delay components, such as the propagation delay, the processing delay, i.e. decoding, and the feedback delay. The prediction is able to reduce the processing delay, by performing only 5 instead of 50 decoding iterations [17]. To maintain the full picture of the proposed approach, we evaluated the performance of the prediction-based scheme under two scenarios: with typical processing delay and a shortened one. In Section III-A we assumed that the feedback delay stays the same, designated as prHARQ, to show that there is an advantage for a certain parameter range even under this setup. In Section III-B we compared the performance of the prediction-based approach assuming that the shorter processing delay reduces the feedback delay.

| Number of TBs | 1.7M (0.85M train, 0.85M test) |
|----------------|-------------------------------|
| TB size in bits ($N_{\text{bits}}$) | 360, 500, 800, 1000 |
| Transmission duration RV ($\delta_{\text{fb}}$) | 1 OFDM symbol |
| Delay budgets ($\delta_{\text{bud}}$) | 14 fs, i.e. 1 ms, 28 fs, i.e. 2 ms |
| Feedback delays ($\delta_{\text{fb}}$) | 2 - 3 for $\delta_{\text{bud}} = 14$, 5 - 12 for $\delta_{\text{bud}} = 28$ |
| Target BLERs ($\epsilon_{\text{target}}$) | $10^{-3}$, $5 \cdot 10^{-2}$, $10^{-2}$ ($\delta_{\text{bud}} = 14$), $10^{-3}$, $10^{-2}$, $10^{-3}$ ($\delta_{\text{bud}} = 28$) |
| Transmission bandwidth | 1.08 MHz (6 RBs) |
| Channel Code | Rate-1/5 LDPC (see [20]) |
| Modulation order and algorithm | 4-QAM, 16-QAM, 64-QAM, Approximated LLR |
| Power allocation | Constant $E_b/N_0$ |
| Waveform | 3GPP OFDM, normal cyclic-prefix, 15 kHz subcarrier spacing |
| Channel type | 1 Tx 1 Rx, TDL-C 100 ns, 2.9 GHz, 5.0 km/h |
| Equalizer | Frequency domain MMSE |
| Decoder type | Min-Sum (50 iterations) |
| Prediction iterations | 5 |
by one OFDM symbol, designated as early proactive HARQ with prediction (eprHARQ).

A. Evaluation Methodology

In addition to achieving the reliability and the latency targets which are mandatory requirements, the performance of the HARQ schemes can be compared in terms of energy efficiency, which is critical for battery powered devices. Based on the renewal-reward theorem [21], the energy efficiency as the number of bits that can be transmitted with a given amount of energy is expressed as:

$$\eta = \frac{\mathbb{E}[R]}{\mathbb{E}[\psi]}$$  \hspace{1cm} (1)

where $\mathbb{E}[R]$ is an expected reward and $\mathbb{E}[\psi]$ is an expected consumed energy, where $\mathbb{E}[\psi] := \mathbb{E}[T_{\text{HARQ}}P_{\text{RV}}]$ with $T_{\text{HARQ}}$ is a number of required transmissions, as defined for the different HARQ schemes in the further in the subsections, and $P_{\text{RV}}$ is a consumed energy for an RV which is constant for the proactive HARQ schemes. Furthermore, the reward is $R := 0$ in case the transmission failed within the latency budget and $R := N_{\text{Hits}}$ in case the transmission was successful. Hence, the expected reward is given as $\mathbb{E}[R] := (1 - \epsilon)N_{\text{Hits}}$, where $\epsilon$ is an associated total error probability. In order to compare different HARQ schemes, we evaluated the Energy Efficiency Gain (EEG) defined as:

$$\Theta_{\text{H1,H2}} := \frac{\eta_{\text{H1}} - \eta_{\text{H2}}}{\eta_{\text{H1}}},$$  \hspace{1cm} (2)

where $\eta_{\text{H1}}$ and $\eta_{\text{H2}}$ are the expected energy efficiency values of the two selected HARQ approaches.

B. Reactive HARQ

The reHARQ approach is based on IR HARQ [7], and as was mentioned before is not able to achieve the required BLER target within the given power limitation at the evaluated SNR values. However, since it is a widely used state-of-the-art mechanism in 5G, a comparison is justified although the constraints are not the same. As depicted in Fig. 1 each of the data re-transmissions can be reallocated to a transmission, which is as short as a single OFDM symbol, to reduce the delay as much as possible. Furthermore, the distribution of redundancy over the different re-transmissions can be optimized such that the expected number of overall transmissions is minimized.

The expected number of transmissions, where a transmission is equivalent to an RV for the proactive approaches to ensure comparability, is defined as:

$$\mathbb{E}[T_{\text{reHARQ}}] = \sum_{i=0}^{n_{\text{max}}} \epsilon_i T_i,$$  \hspace{1cm} (3)

where $n_{\text{max}}$ is a maximum number of HARQ re-transmissions within the latency budget and $\epsilon_i$ and $T_i$ are an associated error probability of a single transmission and a number of paHARQ-equivalent RVs, respectively.

C. Proactive HARQ

In Rel. 16 URLLC, 3GPP adopted different HARQ approaches including proactive HARQ to enable HARQ for Configured Grants (CGs) in latency constrained scenarios [7]. The proactive HARQ approach first determines a number of RVs to achieve the target error rate. As depicted in Fig. 2 these RVs are transmitted consecutively up to a reception of an ACK which terminates the transmission process. This approach ensures the reception of the packet within the delay budget. However, the efficiency is determined by the feedback delay, also designated as the HARQ RTT. Since the receiver has to process the received signal stream to generate the feedback, at the time moment when the ACK message reaches the transmitter, multiple RVs have already been sent. Thus, despite overcoming the HARQ-specific issue of the feedback delay in latency constrained scenarios, the gained latency comes from trading off the spectral efficiency due to unnecessary retransmissions. Hence, the expected number of transmissions is designated as:

$$\mathbb{E}[T_{\text{paHARQ}}] = \sum_{i=1}^{n-\delta_{\text{fb}}} P_i(i + \delta_{\text{fb}}),$$  \hspace{1cm} (4)

where $n$ is a maximum number of transmissions, $\delta_{\text{fb}}$ is the feedback delay, and $P_i := (\prod_{k=1}^{i-1} \epsilon_k) (1 - \epsilon_i)$ is the probability that the packet is decodable at the $i$-th RV with $\epsilon_i := 0$.

D. Novel Proactive HARQ with Prediction

The proactive HARQ with prediction uses the same setup, as depicted in Fig. 2. The major difference is that the full decoding of an RV is replaced firstly by a small number of decoding iterations on the received subcode, and secondly, a logistic regression predictor that uses Variable Node Reliabilities (VNRs) as an input vector [17], [22]. Previous work has
showed that a logistic regression achieves the best performance among a variety of predictors [17]. Due to the paper’s length limitation we leave the basic definitions, such as subcode, false-negative/positive probabilities, out of scope of this paper. Please refer to [22] for more details.

Fig. 3 shows a probabilistic model, which has been used to evaluate the performance of the prHARQ approach. In this model the error probabilities have been obtained by Monte-Carlo link-level simulations, and the false-positive and false-negative prediction probabilities were found by firstly training the logistic regression on half of the simulation data and then deriving them based on the remaining data set.

1) Parameter selection for Predictive IR HARQ: False predictions, false-positive as well as false-negative, impact the performance of the prHARQ scheme. False-positive mispredictions increase the total BLER, whereas false-negative mispredictions mainly cause unnecessary retransmissions, and hence degrade the energy efficiency. In order to optimize the HARQ operation the following optimization problem has to be solved:

$$\begin{align*}
\text{minimize} & \quad \mathbb{E}[T_{\text{prHARQ}}(P_{\text{fp}}^n)] \\
\text{subject to} & \quad \epsilon(P_{\text{fp}}^n) \leq \epsilon_{\text{target}},
\end{align*}$$  

(5)

where $P_{\text{fp}}^n := (P_{\text{fp}}^{n_1}, \ldots, P_{\text{fp}}^{n_k})$ with $P_{\text{fp}}^{n_i} := P(f_i = \text{ACK} | \epsilon_i = 1)$ are the false-positive prediction error probabilities, which are used to compute the false-negative prediction error probabilities: $P_{\text{fn}}^{n_i} := P(f_i = \text{NACK} | \epsilon_i = 0) = f(P_{\text{fp}}^{n_i})$. Furthermore, $T(P_{\text{fp}}^n) \in \{T_{\text{min}} + \delta_{\text{fb}}, T_{\text{min}} + \delta_{\text{fb}} + 1, \ldots, T_{\text{max}}\}$ is a random variable representing the number of required transmissions. For the purpose of simplification, let $K \in \{0, \ldots, k_{\text{max}}\}$ be a dependent random variable with $T(P_{\text{fp}}^n) = T_{\text{min}} + K + \delta_{\text{fb}}$ and $k_{\text{max}} := T_{\text{max}} - T_{\text{min}} - \delta_{\text{fb}}$. Hence, the probability distribution of $T(P_{\text{fp}}^n)$ is given as follows:

$$\mathbb{P}[T(P_{\text{fp}}^n) = t] := \mathbb{P}[K = k] = P_t(k),$$  

(6)

where $P_t(k)$ with $i \in \{1, \ldots, k_{\text{max}} + 1\}$ is $P_{t+1}(k) := 1$ for $i = k + 1$ and $k = k_{\text{max}}$, and otherwise is defined recursively as:

$$P_t(k) := \begin{cases} P_{\epsilon_i}(1 - P_{\text{fp}}^{n_i})P_{t+1}, & \text{if } i < k, \\ P_{\epsilon_i}(1 - P_{\text{fp}}^{n_i})P_{t+1} + (1 - P_{\epsilon_i})P_{t}, & \text{if } i = k, \\ P_{\epsilon_i}(1 - P_{\text{fp}}^{n_i}) + (1 - P_{\epsilon_i})P_{t}, & \text{if } i = k + 1. \end{cases}$$  

(7)

Furthermore, the total BLER $\epsilon(P_{\text{fp}}^n)$ is defined as follows:

$$\epsilon(P_{\text{fp}}^n) := \prod_{i=1}^{\delta_{\text{fb}}} P_{\epsilon_i}(\delta_{\text{fb}} + 1),$$  

(8)

with $P_{\epsilon}(i)$ as an error probability at a certain RV, which is $P_{\epsilon}(T_{\text{max}}) := P_{\epsilon},$ for $i = T_{\text{max}}$, and otherwise is defined recursively as:

$$P_{\epsilon}(i) := P_{\epsilon}(P_{\text{fp}}^{i} + (1 - P_{\text{fp}}^{i})P_{\epsilon}(i + 1)).$$  

(9)

The stated problem in (5) is a multi-variate optimization problem with non-linear constraints. Since the functional mapping between the false-positive and the false-negative error probabilities is unknown, however can be extracted numerically from the link-level simulations, we used the trust-region constrained algorithm to find local minima to the stated problem with non-linear constraints [23]. A random starting point has been chosen and the Monte-Carlo method has been used to find a near-optimal solution.

III. RESULTS

We performed link-level simulations to evaluate the efficiency of the different HARQ schemes. A variety of scenarios with different SNRs, target BLERs, TB sizes and feedback delays have been modelled and the EEGs of the different HARQ schemes have been determined individually for each scenario. In the first part, we evaluated the HARQ approaches under the assumption of the same feedback delay for all HARQ schemes. In the second part, we compared the performance of the prHARQ scheme to the paHARQ, assuming a feedback delay reduction by one time unit $\delta_t$, i.e. one OFDM symbol.

A. Performance evaluation of the HARQ schemes with same feedback delay

Fig. 4 presents the EEG of prHARQ compared to paHARQ over different feedback lengths for all transport block sizes, SNRs, and $\delta_{\text{max}} = 14$. 

Figure 4 shows the EEG of the prHARQ approach compared to the paHARQ for different feedback delays. For feedback delays $\delta_{\text{fb}}$ larger than...
three, the EEG is solely positive for even all evaluation points. Furthermore, an increase of the gain for higher feedback delays is consistently notable for all the target error rates. Hence, it can be concluded that the prediction provides a significant efficiency gain compared to the non-predictive case even under the assumption of no processing time reduction for the prediction.

As can be seen in Fig. 5, the EEG is in a similar, however slightly smaller, range for the delay budget of 28 OFDM symbols for the different BLER targets as compared to the more stringent latency budget. For the target error rate of $\epsilon_{\text{target}} = 10^{-1}$, the EEG is mainly in the range of 0%-3% with a slightly increasing trend for higher feedback delays. The EEG increases on average for higher feedback delays. For the lowest target error rate of $\epsilon_{\text{target}} = 10^{-3}$, the EEG decreases generally compared to the higher BLER regimes. In contrast to the scenario of a very stringent latency target, there are more evaluation points with a negative gain than a positive one even for high feedback delays. This suggests that feedback prediction without processing time reduction compared to full decoding may only be beneficial under certain circumstances, such as a very tight latency target and rather higher BLERs. In Fig. 6 the same trends are also observable for the mean EEG. While showing solely a positive gain for both latency constraints, the mean EEG of the very stringent delay budget is clearly higher compared to less stringent one. In the very stringent scenario, the prHARQ approach performs better at lower BLER targets for very small feedback delays whereas this trend changes to the contrary at medium and high feedback delays which hints to that the prediction accuracy is decreasing relatively stronger with increasing feedback delay in the lower BLER regime.

**B. Evaluation of early feedback**

One of the major motivations to perform a low-complexity prediction is to reduce the processing time and, thus reduce the feedback delay. In this section, we analyze the gain of the eprHARQ scheme assuming a feedback delay reduced by one time unit, i.e. one OFDM symbol. In Fig. 7 the EEG is shown over the feedback delay of the prHARQ scheme for $\delta_{\text{bud}}=14$. As clearly notable, the eprHARQ scheme profits significantly from the reduced feedback delay and the EEG is for most of the evaluation points in the range of approximately 8% and 14%. In general, the lower target BLERs profit even more from the reduced feedback delay. However in contrast to the case without processing time reduction, higher feedback delays profit less than lower feedback delays. This is explainable by the fact that the reduction of the feedback delay by one OFDM symbol is relatively smaller for higher feedback delays. Overall, a clear benefit for the energy efficiency of the eprHARQ scheme can be observed.

The same effects are also observable for the latency budget of 28 OFDM symbols in Fig. 8. However, compared to the more stringent latency constraint the eprHARQ profits less overall. This can be explained by the relatively smaller reduction of the feedback delay compared to the latency budget. Nevertheless, the EEG is in the range of approximately 1% up to 12% for most evaluation points. For the lowest target BLER
of $\epsilon_{\text{target}} = 10^{-3}$, a significant EEG between 4.5% up to 7.5% is achieved by the eprHARQ scheme, where the gain tends to decrease with an increasing feedback delay. To summarize eprHARQ achieves a significant EEG being slightly larger for the very stringent latency requirement compared to the less stringent one. This suggests that the strength of eprHARQ mainly lies in scenarios with low BLER targets and very stringent latency requirements making it a perfect candidate technique for IIOT scenarios. Fig. 9 shows the mean EEG over the different feedback delays. As already noted in the previous figures, the mean EEG is decreasing with increasing feedback delay which hints to that the processing time reduction becomes relatively less significant with increasing feedback delay. However, the eprHARQ approach achieves a significant mean EEG for both latency constraints over all BLER targets and all feedback delays, especially in the lower BLER regime as noted previously.

C. Comparison of proactive and early proactive HARQ with reactive HARQ

In Fig. 10 the mean EEG of prHARQ compared to reHARQ is shown over the feedback delay. As explained previously, the performance of the reHARQ scheme is obtained under the assumption of no power limitations at the transmitter device. Still a clear positive gain of the prHARQ approach is notable for sufficiently high feedback delays of 6 and 13 for a latency budget of 14 and 28, respectively. A higher gain for lower target BLERs is clearly notable, which is due to the low efficiency of the reHARQ in this particular case. For smaller feedback delays, reHARQ clearly outperforms the prHARQ scheme by avoiding unnecessary retransmissions. However, due to power or complexity limitations the reHARQ scheme may not be suitable for IIOT devices, as discussed above. In Fig. 11 we can see for the early feedback case that the eprHARQ outperforms the reHARQ again at the feedback
delays of 6 and 13 for more stringent and less stringent delay budget, respectively. Compared to the proactive scheme without early feedback, it is observable that the efficiency gain increases at the same feedback delays, which is due to the early prediction. Despite to the higher complexity and power requirements, reHARQ is outperformed by proactive HARQ with or without processing time reduction at sufficiently large feedback delays.

IV. CONCLUSION

We evaluated the energy efficiency of prHARQ compared to paHARQ. We showed that the prediction improves the energy consumption, demonstrating more advantage for a higher BLER and less advantage for a lower BLER at least if no processing time reduction is considered. In general, the performance of the prHARQ improved for increasing feedback delays hinting at the benefits of the prediction to cope especially with high feedback delays. In the second part, we showed that considering a small feedback delay reduction by one OFDM symbol for the feedback prediction mechanism, the EEG increases significantly in favor of the eprHARQ. Especially in the low BER regime, the energy efficiency is increased by 11% up to 15% and 4% up to 7.5% for the very stringent and stringent latency constraint, respectively. Hence, also the energy consumption is reduced significantly. In the last part, we demonstrated that even unconstrained reHARQ cannot outperform power-constrained prHARQ for sufficiently large feedback delays of 6 and 13 OFDM symbols for the more stringent and the less stringent latency budget, respectively.
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