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Abstract

We present our deep learning models submitted to the SemEval-2019 Task 4 competition focused at Hyperpartisan News Detection. We acquire best results with a Bi-LSTM network equipped with a self-attention mechanism. Among 33 participating teams, our submitted system ranks top 7 (65.3% accuracy) on the labels-by-publisher sub-task and top 24 out of 44 teams (68.3% accuracy) on the labels-by-article sub-task (65.3% accuracy). We also report a model that scores higher than the 8th ranking system (78.5% accuracy) on the labels-by-article sub-task.

1 Introduction

Spread of fake news (e.g., Allcott and Gentzkow (2017); Horne and Adali (2017)) or ‘low-quality’ information (Qiu et al., 2017), among other terms, can have destructive economic impacts (Sanchoval, 2008), result in dangerous real world consequences (Akpan, 2016), or possibly undermine the very democratic bases of modern societies (Qiu et al., 2017; Allcott and Gentzkow, 2017). Several approaches have been employed for detecting fake stories online, including detecting the sources that are highly polarized (or hyperpartisan) (Potthast et al., 2017). Detecting whether a source is extremely biased for or against a given party can be an effective step toward identifying fake news.

Most research on news orientation prediction employed machine learning methods based on feature engineering. For example, Pla and Hurtado (2014) use features such as text n-grams, part-of-speech tags, hashtags, etc. with an SVM classifier to tackle political tendency identification in twitter. Potthast et al. (2017) investigate the writing style of hyperpartisan and mainstream news using a random forest classifier (Koppel et al., 2007). Further, Preo˘tiuc-Pietro et al. (2017) use a linear regression algorithm to categorize Twitter users into a fine-grained political group. The authors were able to show a relationship between language use and political orientation.

Nevertheless, previous works have not considered the utility of deep learning methods for hyperpartisanship detection. Our goal is to bridge this gap by investigating the extent to which deep learning can fare on the task. More precisely, we employ several neural network architectures for hyperpartisans news detection, including long short-term memory networks (LSTM), convolutional neural networks (CNN), bi-directional long short term memory networks (Bi-LSTM), convolutional LSTM (CLSTM), recurrent convolutional neural network (RCNN), and attention-based LSTMs and Bi-LSTMs.

We make the following contributions: (1) we investigate the utility of several deep learning models for classifying hyperpartisan news, (2) we test model performance under a range of training set conditions to identify the impact of training data size on the task, and (3) we probe our models with an attention mechanism coupled with a simple visualization method to discover meaningful contributions of various lexical features to the learning task. The rest of the paper is organized as follows: data are described in Section 2, Section 3 describes our methods, followed by experiments in Section 4. Next, we explain the results in detail and our submission to SemEval-2019 Task4 in Section 4. We present attention-based visualizations in Section 5, and conclude in Section 6.

2 Data

Hyperpartisan news detection is the SemEval-2019 task 4 (Kiesel et al., 2019). The task is set up as binary classification where data released by organizers are labeled with the tagset
Table 1: Distribution of labels over our data splits.

|                  | Train | Dev   | Test  | Total  | Train | Test  | Total |
|------------------|-------|-------|-------|--------|-------|-------|-------|
| Hyperpartisan    | 383,151 | 66,849 | 50,000 | 500,000 | 214   | 24    | 238   |
| Non-Hyperpartisan| 416,849 | 33,151 | 50,000 | 500,000 | 366   | 41    | 407   |
| Total            | 800,000 | 100,000 | 100,000 | 1,000,000 | 580   | 65    | 645   |

Table 1 shows the statistics of our data.

3 Methods

3.1 Pre-processing

We lowercase all the 1M articles, tokenize them into word sequences, and remove stop words using NLTK \(^1\). For determining parameters like maximum sequence length and vocabulary size, we analyze the 1M articles, and find the number of total tokens to be 313,257,392 and the average length of an article to be 392 tokens (with a standard deviation of 436 tokens), and the number of types (i.e., unique tokens) to be 773,543. We thus set the maximal length of sequence in our models to be 392, and choose an arbitrary (yet reasonable) vocabulary size of 40,000 words.

3.2 Architectures

Deep learning has boosted performance on several NLP tasks. For this work, we experiment with a number of methods that have successfully been applied to text classification. Primarily, we employ a range of variations and combinations of recurrent neural networks (RNN) and convolutional neural networks (CNN). RNNs are good summarizers of sequential information such as language, yet suffer from gradient issues when sequences are very long. Long-Short Term Memory networks (LSTM) (Hochreiter and Schmidhuber, 1997) have been proposed to solve this issue, and so we employ them. Bidirectional LSTM (Bi-LSTM) where information is summarized from both left to right and vice versa and combined to form a single representation has also worked well on many tasks such as named entity recognition (Limsopatham and Collier, 2016), but also text classification (Abdul-Mageed and Ungar, 2017; Elaraby and Abdul-Mageed, 2018). As such, we also investigate Bi-LSTMs on the task. Attention mechanism has also been proposed to improve machine translation (Bahdanau et al., 2014), but was also applied successfully to various other tasks such as speech recognition, image captioning generation, and text classification (Xu et al., 2015; Chorowski et al., 2015; Bajiotis et al., 2018; Rajendran et al., 2019). We employ a simple attention mechanism (Zhou et al., 2016b) to the output vector of the (Bi-)LSTM layer. Although CNNs have initially been proposed for image tasks, they have also been shown to work well for texts (e.g., (Kim, 2014)) and so we employ a CNN. In addition, neural network architectures that combine different neural

---

\(^1\)https://www.nltk.org/
network architectures have shown their advantage in text classification (e.g., sentiment analysis). For example, improvements on text classification accuracy were observed applying a model built on a combination of Bi-LSTM and two-dimensional CNN (2DCNN) compared to separate RNN and CNN models (Zhou et al., 2016a). Moreover, a combination of CNN and LSTM (CLSTM) outperform both CNN and LSTM on sentiment classification and question classification tasks (Zhou et al., 2015). The experiments of Lai et al. (2015) demonstrate that recurrent convolutional neural networks (RCNNs) outperforms CNN and RNN on text classification. For these reasons, we also experiment with RCNN and CLSM.

3.3 Hyper-Parameter Optimization

For all our models, we use the top 40K words from Part 1 training set (labels-by-publisher) as our vocabulary. We initialize the embedding layers with Google News Word2Vec model.

| Models         | Hidden No. | Drop out | Kernel size | Kernel No |
|----------------|------------|----------|--------------|-----------|
| LSTM           | 300        | 0.1      | N/A          | N/A       |
| Bi-LSTM        | 200        | 0.0      | N/A          | N/A       |
| LSTM+Attn      | 500        | 0.0      | N/A          | N/A       |
| Bi-LSTM+Attn   | 500        | 0.0      | N/A          | N/A       |
| CNN            | N/A        | 0.1      | [4,5,6]      | 200       |
| RCNN           | 200        | 0.3      | N/A          | N/A       |
| CLSTM          | 200        | 0.3      | [2,3,4]      | 70        |

Table 2: Our best Hyper-parameters.

3 For all our networks, we identify our best learning rate as 0.001. For this reason, we do not provide learning rate in Table 2.

4 Experiments & Results

We run two main sets of experiments, which we will refer to as EXP-A and EXP-B. For EXP-A, we train on the labels-by-publisher (Part 1) train set, tune on dev, and test on test. All related results are reported in Table 3. As Table 3 shows, our best macro F$_1$ as well as accuracy is acquired with Bi-LSTM with attention (Bi-LSTM+ATTN). For EXP-B, we use Part 1 and Part 2 datasets in tandem, where we train on each train set independently and (1) test on its test data, but also (2) test on the other set’s test data. We also (3) fine-tune the models pre-trained on the bigger dataset (Part 1) on the smaller dataset (Part 2), to test the transferability of knowledge from these bigger models. Related results (only in accuracy, for space) are in Table 4. Again, the best accuracy is obtained with Bi-LSTM with attention.

SemEval-2019 Task 4 Submissions: We submitted our Bi-LSTM+Attention model from EXP A to the labels-by-publisher leaderboard in TIRA (Potthast et al., 2019), and it ranked top 7 out of the 33 teams, scoring at accuracy=0.6525 on the competition test set. From EXP-B, we submitted our model based on Bi-LSTM+Attention that was trained on Part 2 train exclusively dataset (by-ATC in Table 4) to the labels-by-article leaderboard. It ranked top 24th out of 44 teams (accuracy=0.6831). Post-competition, we submitted our EXP-B model that is pre-trained on the by-publisher data and fine-tuned on the by-article data (by-PSH+by-ATC in Table 4) to the labels-by-article leaderboard. It ranked top 8th, with 78.50% accuracy. This might be due to the ability of this specific model to transfer knowledge from the big (by-publisher) training set to the smaller (by-article) data (i.e., better generalization).

5 Attention Visualization

For better interpretation, we present a visualization of words of our best model from EXP-B (by-PSH+by-ATC in Table 4) attends to across the two classes, as shown in Figure 1. The color intensity in the Figure corresponds to the weight given to each word by the self-attention mechanism and signifies the importance of the word for final prediction. As shown in Figure 1 (a), some heavily polarized terms such as ‘moron’, ‘racism’, ‘sh*t’.

2https://github.com/mmihaltz/word2vec-GoogleNews-vectors

4The competition test set is different from our own test set, which we created by splitting the data we received.
| Models             | Test Accuracy | Precision | Recall | F1    |
|-------------------|---------------|-----------|--------|-------|
|                   |               | Hyper     | Non-hyper | Hyper | Non-hyper | Hyper | Non-hyper |
| LSTM              | 0.9174        | 0.8927    | 0.9422  | 0.9392 | 0.8977    | 0.9154 | 0.9203    |
| CNN               | 0.9147        | 0.9179    | 0.9115  | 0.9121 | 0.9173    | 0.9150 | 0.9114    |
| Bi-LSTM           | 0.9196        | 0.9097    | 0.9295  | 0.9281 | 0.9114    | 0.9188 | 0.9203    |
| LSTM+ATTN         | 0.9071        | 0.8755    | 0.9388  | 0.9347 | 0.8829    | 0.9041 | 0.9100    |
| Bi-LSTM+ATTN      | 0.9368        | 0.9493    | 0.9262  | 0.9347 | 0.9480    | 0.9376 | 0.9360    |
| CLSTM             | 0.8977        | 0.9181    | 0.8773  | 0.9147 | 0.8821    | 0.8956 | 0.8998    |
| RCNN              | 0.9161        | 0.9380    | 0.8946  | 0.8972 | 0.9364    | 0.9171 | 0.9150    |
| Random Forest     | 0.7723        | 0.5312    | 0.9456  | 0.8824 | 0.7333    | 0.6628 | 0.8260    |

Table 3: Performance of Predicting Hyperpartisan News (EXP-A).

(a) Hyperpartisan.

I lamente that no larger public gatherings in kneeling during national anthem after Colin Kaepernick rightly chose to kneel during the national anthem on the back of the American flag – anyone — including our innumerable president — that tries to argue otherwise is themselves a trumpeter, but the troops! You might scream, the troops are a manifold and irreplaceable thing, here own a former marine saying that our own president is a necessary, chaps is good, many of them fight for your own right to stand down during the national anthem, you want to shit on those troops too here own a picture of lamente turmoil, a wonderful and beautiful left tackle, kneeling out of solidarity with fellow Americans before national anthem game against the new york jets, which the dolphins lost, 20-6, that does not matter at all, though, he kneels at left, hat off to us for this action, disrespecting the flag and “disrespecting the anthem” before football games are perhaps the dumbest notions floated among sports fans, sporting events are not flag-worthy at all, nobody does in the world does this, further, these athletes are human people, lamente turmoil is a real person with real political beliefs, and his political beliefs include “black people should not be killed by the police with impunity,” that own a pertinent thing to lamente turmoil’s own political correctness is important.

(b) Non-hyperpartisan.

Figure 1: Attention heat-map for article examples.

| Models             | Test Accuracy | Train on by-PSH by-ATC | by-PSH +by-ATC |
|-------------------|---------------|------------------------|----------------|
|                   |               | by-PSH                 | by-ATC         |
| LSTM              | 0.9174        | 0.5331                 | 0.8369         |
| BiLSTM            | 0.5917        | 0.7833                 | 0.7667         |
| LSTM+ATTN         | 0.9196        | 0.5562                 | 0.8089         |
| Bi-LSTM+ATTN      | 0.5783        | 0.6540                 | 0.7833         |
| CLSTM             | 0.9071        | 0.7397                 | 0.8509         |
| RCNN              | 0.5783        | 0.8166                 | 0.7833         |
| Random Forest     | 0.9368        | 0.5412                 | 0.7908         |
|                   | 0.5504        | 0.8615                 | 0.8153         |

Table 4: Results with Part 1 and Part 2 datasets (EXP-B). Last column “by-PSH +by-ATC” is the setting of our models pre-trained on Part 1 and fine-tuned on Part 2. +A= added attention.

In this paper, we described our system of hyperpartisan news detection to the 4th SemEval-2019 shared task. Our best models are based on a Bi-LSTM with self-attention. To understand our models, we also visualize their attention weights and find meaningful patterns therein.

6 Conclusion

In this paper, we described our system of hyperpartisan news detection to the 4th SemEval-2019 shared task. Our best models are based on a Bi-LSTM with self-attention. To understand our models, we also visualize their attention weights and find meaningful patterns therein.
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