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1. Introduction

The Kepler space telescope (Borucki et al. 2010; Koch et al. 2010) has delivered unique data that enables the characterization of exoplanet population statistics, from hot Jupiters in short-period orbits to terrestrial-size rocky planets in orbits with periods up to ~one year. By observing >150,000 stars nearly continuously for four years looking for transiting exoplanets, Kepler detected over 4000 planet candidates (PCs; Thompson et al. 2018), leading to the confirmation or statistical validation of over 2300 exoplanets. This rich trove of exoplanet data has delivered many insights into exoplanet structure and formation, and promises deeper insights with further analysis. One of the most exciting insights to be gained from Kepler data is \( \eta_{\oplus} \), the occurrence rate of temperate, terrestrial-size planets orbiting Sun-like stars. \( \eta_{\oplus} \) is also a critical input to the design of future space telescopes for the characterization of habitable exoplanets.

Fully utilizing Kepler data to calculate accurate occurrence rates requires a thorough understanding of how well it reflects the underlying exoplanet population. There are several ways in which the Kepler PC catalog does not directly measure the real planet population. In this paper we focus on the following:

1. the catalog is incomplete, missing real planets; and
2. the catalog is unreliable, being polluted with false positives (FPs).

Low completeness and low reliability are particularly acute at the Kepler detection limit, which happens to coincide with the period and radius of Earth–Sun analog exoplanets. We therefore focus our attention on a period and radius range 50–100 days and 0.75 ≤ \( R_p \) ≤ 2.5 \( R_{\oplus} \), which spans the Kepler detection limit. We refer to this range as our domain of analysis.

Bryson et al. (2020) developed a method for using data provided in the final Kepler data release (DR25) to characterize the completeness and reliability of the DR25 PC catalog, and use this characterization in occurrence rate calculations. The occurrence rates presented in Bryson et al. (2020) were not considered definitive, and several issues with the occurrence rate calculations were discussed in detail. In this paper we address two issues: reliance on the specific balance between completeness and reliability of the DR25 PC catalog, and the assumption that planet occurrence is described by a Poisson likelihood.

We address possible dependence on the balance of the DR25 PC catalog between completeness and reliability by creating new PC catalogs that give greater emphasis to either completeness or reliability. As described in Section 2.3, these new catalogs provide lists of PCs in Kepler data that are just as valid as the DR25 PC catalog, so we would expect a good occurrence rate measurement to give the same result for all of these catalogs. We will find that, when correcting for completeness and reliability, the method of Bryson et al. (2020) computes the same occurrence rates for all the catalogs.

We address the possible dependence on the assumption of a Poisson likelihood by computing the occurrence rates using...
Approximate Bayesian Computation (ABC) as described in Kunimoto & Matthews (2020) and Kunimoto & Bryson (2020), following methods developed in Mulders et al. (2018) and He et al. (2019). In particular, as described in Section 2.4, the ABC method treats reliability very differently from the Poisson likelihood method used by Bryson et al. (2020). We find that both methods result in essentially the same occurrence rate results.

We also examine the use of DR25 Robovetter disposition score (Thompson et al. 2018) to provide a high-reliability PC catalog, potentially making a correction for reliability unnecessary. We use the consistency of results for the PC catalogs presented in this paper as the diagnostic criterion. We find that, while using the disposition score significantly improves consistency, correction for reliability is still indicated. Not using the disposition score and correcting for reliability gives the most consistent results.

This paper is structured as follows: in Sections 2.1 and 2.2 we review the DR25 catalog and stellar properties used in Bryson et al. (2020). We describe our alternative PC catalogs in Section 2.3, and the Bayesian computation of the planet population and occurrence rates in Section 2.4. We present our results in Section 3, and interpret these results in Section 4.

All results reported in this paper were produced with Python code, mostly in the form of Python Jupyter notebooks, found at the paper GitHub site. This site also contains the alternative PC catalogs described in Section 2.3.

2. Methodology

2.1. DR25 Completeness, Reliability, and Score

Each PC catalog starts with the DR25 catalog of 34,032 threshold crossing events (TCEs; Twicken et al. 2016), which are periodic transit-like events, identified by a matched filter (Jenkins 2002), that have a combined signal strength above a threshold (set to 7.1σ for DR25). Identification of the PCs from the TCEs was performed by a fully automated Robovetter (Coughlin 2017). The Robovetter applies a variety of tests to each TCE, many of which were tuned on the synthetic test data sets described below. When a TCE passes tests that indicate a resemblance to a planetary transit or eclipsing binary, it is elevated to a Kepler Object of Interest (KOI). If the KOI passes further tests, it is elevated to PC status. Such automated vetting (and transit detection) is critical for the production of a statistically uniform catalog that is amenable to statistical correction for completeness and reliability. The DR25 planet candidate catalog (Thompson et al. 2018) contains 4034 identified PCs out of 8054 KOs.

The DR25 Robovetter uses a number of metrics to identify instrumental false alarms, and the inverted and scrambled data sets were used to tune their pass/fail thresholds. For an extensive discussion, see Thompson et al. (2018).

2.1.1. Detection and Vetting Completeness

The DR25 completeness products are based on injected data—a ground-truth of transiting planets obtained by injecting artificial transit signals with known characteristics on all observed stars at the pixel level (Christiansen 2017). A large number of transits were also injected on a small number of target stars to measure the dependence of completeness on transit parameters and stellar properties. This data is then analyzed by the Kepler detection pipeline to produce a catalog of detections at the injected ephemerides called injected and recovered TCEs, which are then sent through the same Robovetter used to identify PCs.

Detection completeness is defined as the fraction of injected transits that are recovered as TCEs by the Kepler detection pipeline, regardless of whether or not those TCEs are subsequently identified as PCs. We use the detection completeness of Burke & Catanzarite (2017), which was computed for each target star as a function of period, the simulated multiple event statistic (MES; a measure of the signal-to-noise ratio (S/N) that is specific to the Kepler pipeline) based on stellar noise properties measured in that star’s Kepler light curve. The result is referred to as completeness detection contours.

Vetting completeness is defined as the fraction of detected injected transits that were identified as PCs by the Robovetter. Vetting completeness is computed for a population of stars based on the simulated MES and orbital period of injected transits. We use the method of Bryson et al. (2020), which models vetting completeness as a binomial problem with a rate given by a product of rotated logistic functions of MES and orbital period. The specific shape of the logistic functions depend on the Robovetter thresholds. The detection completeness contours are multiplied by this vetting completeness function for each star.

The product of vetting and detection completeness as a function of period and MES is converted to a function of period and planet radius for each star. This product is further multiplied by the geometrical transit probability for each, which is a function of planet period and radius, given that star’s radius. The final result is a completeness contour for each star that includes detection and vetting completeness, and geometrical transit probability.

2.1.2. Vetting Reliability

Vetting reliability is the fraction of PCs that are true planets (Thompson et al. 2018). Reliability is estimated by determining the rate of two types of misidentified PCs: astrophysical FPs and nontransit-like false alarms. Astrophysical FPs are periodic transit-like signals that are not caused by planets, most often eclipsing binaries. We evaluate the probability that a PC is an astrophysical FP using the false positive probability (FPP) of Morton et al. (2016). False alarms can be caused by stellar variability, but, especially at longer periods, are dominated by instrumental artifacts (Thompson et al. 2018). False-alarm reliability $R_\text{FA}$ is defined as the fraction of PCs that are not false alarms. The final reliability for each PC is the product $(1 - \text{FPP}) R_\text{FA}$.

False-alarm reliability $R_\text{FA}$ is decomposed into two rates, the false alarm effectiveness $E_\text{FA}$, the fraction of true false alarms correctly identified as false alarms by the Robovetter, and the observed false-alarm rate $F_\text{FA}$, the fraction of TCEs classified as false alarms. $E_\text{FA}$ is measured using observed data manipulated to eliminate true periodic transit-like signals, called inverted and scrambled data, described in Thompson et al. (2018). Any TCE found in the inverted and scrambled data is a false alarm. Then the reliability against false alarms is
given by Thompson et al. (2018) as

\[ R_{\text{FA}} = 1 - \frac{F_{\text{FA}}}{1 - F_{\text{FA}}} \left( 1 - E_{\text{FA}} \right) \]  

(1)

\( R_{\text{FA}} \) is computed as a two-dimensional function of MES and period, based on what PCs were found in the scrambled and inverted data, and the observed false alarms. The reliability of a PC is computed by evaluating \( R_{\text{FA}} \) at that PC’s MES and period.

In Bryson et al. (2020) \( E_{\text{FA}} \) and \( F_{\text{FA}} \) are characterized separately. However, we have found that this separate characterization resulted in negative values for \( R_{\text{FA}} \) when applied to the high-completeness catalog described in Section 2.3, which is not meaningful. Therefore in this paper we characterize \( E_{\text{FA}} \) and \( F_{\text{FA}} \) in a joint Markov Chain Monte Carlo (MCMC) inference using the likelihood defined as the product of the individual binomial likelihoods for \( E_{\text{FA}} \) and \( F_{\text{FA}} \) described in Bryson et al. (2020). This product assumes that \( E_{\text{FA}} \) and \( F_{\text{FA}} \) are independent. The functional form for \( F_{\text{FA}} \) is the same rotated logistic \( \text{rotatedLogisticX0} \) as that used in Bryson et al. (2020). The form of \( E_{\text{FA}} \) is modeled either as \( \text{rotatedLogisticX0} \) or as a constant, as described in Section 3. The requirement of \( 0 \leq R_{\text{FA}} \leq 1 \) is enforced by making this requirement part of the prior for the joint inference. We performed this joint inference of \( E_{\text{FA}} \) and \( F_{\text{FA}} \) on all catalogs discussed in this paper, including DR25. The uncertainties on \( R_{\text{FA}} \) are not propagated into the occurrence rate results reported in Section 3—studies in Bryson et al. (2020) show that reliability uncertainties have essentially no impact on the final occurrence rates.

### 2.1.3. Robovetter Disposition Score

As described in Thompson et al. (2018), the Robovetter disposition score is a measure of the confidence of the Robovetter’s classification of a TCE into a PC or FP. This score is measured by varying the Robovetter metrics according to their uncertainties, and the score of a TCE is the fraction of those variations for which the TCE is classified as a PC. The score can be thought of as the propagation of the uncertainty of the Robovetter metrics for each TCE. A high-score PC (near 1.0) is almost always classified as a PC, while a low-score PC (near 0.0) is almost always classified as a FP.

Robovetter disposition score and false alarm reliability are often conflated, but are conceptually very different. The score of a PC is determined by the Robovetter metrics for that PC based on that PC’s observed data. False-alarm reliability is determined by the rate of the Robovetter’s identification of PCs in the inverted and scrambled data, and the observed rate of false alarms, at the PC’s MES and period.

The relationship between score and reliability is shown in Figure 1 for PCs in our domain of analysis 50 ≤ period ≤ 400 days and 0.75 ≤ radius ≤ 2.5 \( R_{\oplus} \). The left panel shows false alarm reliability. PCs with shorter periods have high false alarm reliability but strongly varying score, indicating no relationship. Long-period PCs, on the other hand, show a strong correlation between score and false alarm reliability. This correlation provides some justification for the use of score as a proxy for false alarm reliability, producing a “high-reliability” PC population by removing those PCs below a score threshold (Mulders et al. 2018, for example). But such a score cut will remove many high-reliability planets. The right panel of Figure 1 shows the PC reliability including astrophysical FPs. We see that even a high score cut such as 0.9 does not remove all low-reliability PCs due to their having a high false FPP. This indicates that reliability correction is still useful when using a score cut.

Figure 2 shows the impact of various score cuts on the PC population in our domain of analysis. Completeness and reliability are computed anew for each score cut. We see that for larger score cuts there are fewer long-period, small planets. With a score cut ≥0.7, several low-reliability PCs are removed, and the reliability of some planets is increased. With a score cut of 0.9 there are no planets smaller than 2.2 \( R_{\oplus} \) with periods greater than ∼220 days. Small changes in completeness are visible in the contours for the different score cuts. In this paper we will study the impact score cuts and address the possibility that using high-score PCs may provide more accurate occurrence rates.
2.2. Input Stellar and Planet Catalogs

As in Bryson et al. (2020), our stellar catalog uses the Gaia-based stellar properties from Berger et al. (2020b) combined with the DR25 stellar catalog at the exoplanet archive, with the cuts described in the baseline case of Bryson et al. (2020). This gives us 57,015 GK stars whose noise properties and observational coverage make them appropriate for a statistical exoplanet survey.

We use planet properties from the Kepler TCE catalog, with planet radii corrected using the Gaia-based stellar radii from Berger et al. (2020b) as in Bryson et al. (2020). These radii differ from those in Berger et al. (2020a) by a constant factor = 1.00226, due to a small difference in the value of $R_\oplus/R_\odot$.

2.3. Varying the Robovetter Vetting Thresholds

We produce and compare different PC catalogs, with differing balances between completeness and reliability, by varying the thresholds used by the Robovetter to identify PCs from the transit signals identified as transit crossing events (TCEs) by the Kepler data analysis pipeline. We produce four PC catalogs for the stellar population described in Section 2.2:

1. DR25, the original Kepler PC catalog, which was analyzed in detail in Bryson et al. (2020);
2. high reliability, which uses more restrictive Robovetter thresholds and rejects more borderline transit detections compared to the original DR25 catalog, resulting in higher reliability and lower completeness;
3. high completeness, which uses less restrictive Robovetter thresholds and accepts more borderline transit detections compared to the original DR25 catalog, resulting in lower reliability and higher completeness; and
4. FPWG PC, which attempts to tune the Robovetter thresholds to pass DR25 FP KOIs that are identified as possible planets by the Kepler false positive working group (FPWG; Bryson et al. 2015).

The high-reliability and high-completeness catalogs use the alternative Robovetter thresholds described in Section 5.2 of Thompson et al. (2018). Details of the alternative vetting thresholds are given in Appendix, as well as the new PCs that appear in the high-reliability and FPWG PC catalogs. We believe that these four catalogs are equally valid, imperfect, catalogs of PCs in the Kepler data, each with differing reliability and completeness.

These catalogs are shown for our domain of analysis $50 \leq \text{period} \leq 400$ days and $0.75 \leq \text{radius} \leq 2.5 R_\odot$ in

Figure 2. DR25 planet candidate population after imposing various score cuts. Top left: score cut = 0. Top right: score cut = 0.6. Bottom left: score cut = 0.7. Bottom right: score cut = 0.9. The planet candidates are colored and sized by reliability with planet radius error bars. The background color map and contours indicate the summed completeness function $\eta(p, r)$. The box on the left indicates the region integrated to obtain the occurrence rate $F_1$, while the box on the right indicates the integration region for the occurrence rate $\zeta_0$. The $\zeta_0$ box extends out to 438 days. The occurrence rate $F_0$ is the integral over the range of the figure.
Figure 3. Planet candidate population for the four catalogs described in Section 2.3. Top left: DR25 high reliability. Top right: high reliability. Bottom left: high completeness. Bottom right: FPWG PC. PCs are colored and sized by reliability with planet radius error bars. The background color map and contours indicate the summed completeness function \( \eta(p, r) \). The box on the left indicates the region integrated to obtain \( F_1 \), while the box on the right indicates the integration region for \( \zeta_\oplus \). The \( \zeta_\oplus \) box extends out to 438 days.

Figure 3. We see that there is a strong variation between the cases in the number of planets with orbital periods >200 days. Small changes in completeness are visible in the contours. The high-reliability catalog has few low-reliability, long-period planets and is superficially similar to the DR25 catalog with a score cut of 0.6 in Figure 2. The high-completeness and FPWG PC catalogs have many more low-reliability long-period planets.

In the high completeness case, 14 PCs appear within our domain of analysis that were vetted as FPs in DR25. We manually inspected these 14 new PCs using the TCERT Vetting Reports, and found that only five presented plausible planetary transit signals. The other nine are likely false alarms due to instrumental artifacts or stellar variability.

For each catalog and its corresponding Robovetter thresholds, we run the Robovetter on the injected, inverted, and scrambled data, producing the data required to compute the vetting completeness and reliability of each catalog.

Figure 4 shows example distributions of vetting completeness and reliability for our PC catalogs for the long-period, low MES case of period 365 days and MES = 10 and MES = 8 (for completeness contours, MES refers to expected MES). We see a large variation in the vetting completeness and reliability between the catalogs. As expected, for each MES the high-reliability catalogs have lower vetting completeness and the high-completeness catalogs have lower reliability. We also see that the DR25 catalog balances reliability and completeness better than the other catalogs.

2.4. Occurrence Rate Methods

We compute occurrence rates as the average of the number of planets per star \( f(p, r) \) over a specified stellar population and range of planet period \( p \) and radius \( r \). We do this in two major steps: (1) the determination of \( \frac{dF_1}{dp \, dr} \), the differential rate of planets per star for the specified stellar population and catalog of PCs on those stars; and (2) the integration of that rate over the specified planet period and radius range. Step 1, described in this section, is performed for a planet and period range 50 \( \leq \) period \( \leq \) 400 days and 0.75 \( \leq \) radius \( \leq \) 2.5 \( R_\oplus \). Using the results of step 1, step 2 computes several occurrence rates by integrating the differential rate over various ranges described in Section 3.

To explore the dependence of our occurrence rates on the specific Bayesian inference method, we compute all occurrence rates for the four catalogs from Section 2.3 using the Poisson-likelihood MCMC method of Burke et al. (2015) and the ABC method of Kunimoto & Matthews (2020). Both methods are

---

https://exoplanetarchive.ipac.caltech.edu/docs/Kepler_TCE_docs.html
modified to account for vetting completeness and reliability, with the Poisson-likelihood method described in Bryson et al. (2020) and the ABC method described in Kunimoto & Bryson (2020). Both methods use a standard power-law model for the planet population differential rate $\lambda$: for $\theta = (F_0, \alpha, \beta)$,

$$\lambda(p, r, \theta) \equiv \frac{d^2f}{dp \, dr} = F_0 \frac{(\alpha + 1) r^\alpha}{r_{\text{max}}^{\alpha+1} - r_{\text{min}}^{\alpha+1}} \frac{(\beta + 1) p^\beta}{p_{\text{max}}^{\beta+1} - p_{\text{min}}^{\beta+1}}$$

where $f$ is the number of planets per star. Given $\theta$, we find $f$ for a particular period and radius range by integrating $\lambda$ over that range.

The normalization in Equation (2) is chosen so that the integral of $\lambda$ from $r_{\text{min}}$ to $r_{\text{max}}$ and from $p_{\text{min}}$ to $p_{\text{max}} = F_0$, so $F_0$ is the number of planets per star in our domain of analysis. The occurrence rates we present in this paper are the integral of $\lambda$ over various period and radius ranges.

Both inference methods use the same stellar and planet population, and the same characterization of completeness and reliability computed using the approach of Bryson et al. (2020). These steps are as follows.

1. Select a subset of the target star population, which will be our parent population of stars that are searched for planets. We apply various cuts intended to select well-behaved and well-observed stars, and we restrict our analysis to GK dwarfs.
2. Use the injected data to characterize vetting completeness.
3. Compute the detection completeness, incorporating vetting completeness and geometrical probability for each star and sum over the stars, as described in Section 2.1.1.
4. Use observed, inverted, and scrambled data to characterize false alarm reliability, as described in Section 2.1.2.
5. Assemble the collection of PCs, including computing the reliability of each candidate from the false alarm reliability and FPP.

Because choice of score cut and catalog change both the vetting completeness and reliability of the PC population, all of the steps except the stellar parent sample selection are computed for each catalog and score cut.

### 2.4.1. The Poisson-likelihood Method

For the Poisson-likelihood inference of the parameters in Equation (2), reliability is implemented by running the MCMC computation many times, with the planets removed with a probability given by their reliability. For details see Bryson et al. (2020). For the Poisson-likelihood case, we compute the inferred coefficients of Equation (2) for four choices of score cuts for all four populations.

### 2.4.2. The ABC Method

The ABC-based inference of the parameters in Equation (2) is computed using the approach of Kunimoto & Bryson (2020). In summary, the underlying Kepler planet population is forward modeled by drawing $N_p = F_0 N_s$ planets according to Equation (2), where $N_s = 57,015$ is the total number of stars in the sample. Following the procedure of Mulders et al. (2018), this involves assigning each planet a period between 50 and 400 days from the cumulative distribution function of $p^\beta$, and a radius between 0.75 and 2.5 $R_\oplus$ from the cumulative distribution function of $r^\alpha$. The detectable planet sample is then simulated from the underlying population by drawing from a Bernoulli distribution with the star-averaged detection probability.

We compare the detected planets to the observed PC population using a distance function, which quantifies the agreement between the period distributions, radius distributions, and sample sizes of the catalogs. For the former two distances, we chose the two-sample Anderson–Darling (AD) statistic. For two samples with sizes $n$ and $m$, the two-sample AD statistic is

$$D_{AD} = \frac{nm}{n + m} \int_{0 < H(x) < 1} \frac{(F_n(x) - F_m(x))^2}{H(x)(1 - H(x))} \, dH(x),$$

where

$$F_n(x) = \frac{1}{n} \sum_{i=1}^{n} 1_{(-\infty, x_i]}(x)$$

and

$$F_m(x) = \frac{1}{m} \sum_{i=1}^{m} 1_{(-\infty, x_i]}(x)$$

define the samples’ empirical distribution functions (EDFs), $I_A(\cdot)$ is the indicator function of set $A$, and

$$H(x) = \frac{n F_n(x) + m F_m(x)}{n + m}$$

is the combined sample’s EDF. This statistic has been shown to be more powerful than the commonly used Kolmogorov–Smirnov test (Engmann & Cousineau 2011; Trusina et al. 2020),

![Figure 4. Vetting completeness versus reliability for the vetting completeness and reliability distributions, evaluated at period = 365 days and expected MES = 10 (solid error bars) and 8 (dashed error bars) for score cut = 0. We display the distributions as 68% confidence intervals for high-reliability (blue), DR25 (pink), FPWG PC (green), and high-completeness (orange) vetting.](image-url)
which was supported by our own investigations of various distance functions.

With each iteration of the ABC algorithm, model parameters are accepted when the resulting population’s distance from the observed population is less than 75th quantile of the previous iteration’s accepted distances. Following the guidance of Prangle (2017), we confirmed that our algorithm converged by observing that the distances between the simulated and observed catalogs approached zero with each iteration. These simulations are repeated within a population Monte Carlo ABC algorithm to infer the parameters that give the closest match between simulated and observed catalogs. We perform the ABC inference on the four catalogs, without a score cut.

This forward model is appropriate for estimating the average number of planets per star in a given period and radius range, as is achieved by the Poisson-likelihood function method. However, forward modeling has the advantage of being more versatile, especially in the face of increasingly complicated population models. Notably, Mulders et al. (2018) first used forward modeling to explore planetary architectures by taking into account correlations in planet properties, while He et al. (2019) used ABC to describe exoplanet periods and sizes using a clustered point process model.

Another advantage is the ease with which ABC can implement reliability. Rather than requiring many inferences on different catalogs, we modify the distance function so that each observed planet’s contribution to a given distance is weighted by its reliability. We use the weighted two-sample AD statistic developed in Trusina et al. (2020). For two samples with sizes \(n\) and \(m\) and weights \(w_i\) and \(v_i\), the weighted two-sample AD statistic is

\[
D_{AD,W} = \frac{n_em_e}{n_e + m_e} \int_{0 < H_W(x) < 1} \frac{(G_n(x) - G_m(x))^2}{H_W(x)(1 - H_W(x))} dH_W(x),
\]

where

\[
G_n(x) = \sum_{i=1}^{n} w_i I_{[\infty, x_i]}(x) \tag{8}
\]

and

\[
G_m(x) = \sum_{i=1}^{m} v_i I_{[\infty, x_i]}(x) \tag{9}
\]

define the samples’ weighted EDFs,

\[
n_e = \frac{\left(\sum_{i=1}^{n} w_i\right)^2}{\sum_{i=1}^{n} w_i^2} \tag{10}
\]

and

\[
m_e = \frac{\left(\sum_{i=1}^{m} v_i\right)^2}{\sum_{i=1}^{m} v_i^2} \tag{11}
\]

define the effective sample sizes, and

\[
H_W(x) = \frac{n_e G_n(x) + m_e G_m(x)}{n_e + m_e} \tag{12}
\]
is the combined sample’s weighted EDF. For our purposes, each simulated planet is assigned a weight equal to 1, and each observed planet is assigned a weight equal to its reliability.

### 2.4.3. Justification for the Weighted EDF

A formal justification for our reliability incorporation in ABC is beyond the scope of this paper. Our weighted AD metric is adopted from Trusina et al. (2020), who showed that this weighted statistic follows the same distribution as the original AD test statistic and therefore it is an appropriate generalization of the AD statistic for weighted data. Here, we present a brief argument that the weighted EDF is appropriate for ABC inference on populations with reliability.

By definition, the (unweighted) EDF is a step function that goes up by \(1/n\) at each of the \(n\) data points (see Equation (4)). If we were to run \(N\) realizations of our planet population, where a given planet was included with a probability equal to its reliability, \(w_i\), a planet with reliability \(w_i\) would appear \(p_i\) times, where in the limit as \(N \to \infty\), on average \(P_i \to N w_i\). The total number of data points in the concatenated sample of all finite \(N\) realizations would be \(\sum_{i=1}^{n} P_i\). Therefore, the EDF would go up by \(N w_i\) at each data point, and on average \(p_i = \sum_{i=1}^{n} P_i N w_i\).

Our weighted EDF defined in Equation (8) is a step function that goes up by \(\sum_{i=1}^{n} w_i\) at each of the \(n\) data points. Therefore, our EDF is equivalent to the one defined through infinitely many realizations, and is an appropriate description of the observed population with reliability.

With this weighted EDF in hand, ABC attempts to recover the same EDF in its simulations, in this case using the two-sample AD statistic to quantify the distance. This is just standard ABC operating on our weighted EDF, and because our weighted EDF describes our observed population with reliability, we are confident ABC will infer the model parameters consistent with that population.

This argument implies that in the limit the Poisson method with reliability is formally equivalent to the weighted ABC method, but we do not actually take that limit when computing our results using the Poisson method. We therefore present results with both the Poisson method, which is more standard in the literature, and the weighted ABC method.

We also tested an alternative method for reliability with ABC that uses the original, unweighted AD metric. In this approach, the observed catalog used to compare with each simulated catalog was altered for each comparison, with planets removed with a probability given by their reliability. All three inference methods (the Poisson-likelihood approach, and the two approaches for reliability with ABC) gave essentially the same results.

### 3. Results

We solve for the population rate model for each of the catalogs described in Section 2.3 and each disposition score cut, using all the steps described in Section 2.4. In each case the models used to describe the vetting completeness and observed FP rates \(F_{FA}\) are the same as those used in Bryson et al. (2020). The function used to model the FP effectiveness rate \(E_{FA}\), however depends on the catalog and score cut. When the catalog and score cut combination results in a high-reliability PC population, there are not enough FPs in the inverted and scrambled data to measure the functional dependence of \(E_{FA}\) on MES and period, so \(E_{FA}\) is modeled as a constant. Otherwise \(E_{FA}\) is modeled with the function \(\text{rotatedLogisticX0}\) used in Bryson et al. (2020). Specifically, \(E_{FA}\) is modeled as a constant for the high-reliability catalog for all score cuts, the high-completeness
and FPWG PC catalogs for score cut = 0.7, and for all catalogs for score cut = 0.9.

We test our occurrence rate methods described in Section 2.4 on the four catalogs described in Section 2.3, using both the Poisson-likelihood and ABC inference methods. For the Poisson-likelihood method, we study the impact of score cut. As explained in Section 2.3, we treat these catalogs as equally valid, alternative measurements of the exoplanet population by Kepler, and will take the consistency of results using these catalogs as a diagnostic of the quality of the occurrence rate method.

For all cases, we present both the population model parameters $\theta$ for the differential occurrence rate $\lambda$ (period, radius, $\theta$) given by Equation (2), as well as several occurrence rates obtained by integrating $\lambda$ (period, radius, $\theta$) over various planet period and radius ranges. The occurrence rates we compute are

1. the log-differential rate of planets per star evaluated at Earth’s period and radius $r_{\oplus}$: 

$$d^2\dot{f}/d\log p \, d \log r = p_{\oplus} \lambda(p_{\oplus}, r_{\oplus}, \theta);$$

2. $F_0$, the number of planets per star in our domain of analysis, given by integrating $\lambda$ over $50 \leq \text{period} \leq 400$ days and $0.75 \leq \text{radius} \leq 2.5 \, R_{\oplus}$;

3. $F_1$, defined in Burke et al. [2015], given by integrating $\lambda$ over $50 \leq \text{period} \leq 200$ days and $1 \leq \text{radius} \leq 2 \, R_{\oplus}$;

4. the number of planets per star with period and radius within 20% of Earth, $\zeta_{\oplus}$ (Burke et al. 2015), given by integrating $\lambda$ over $0.8p_{\oplus} \leq \text{period} \leq 1.2p_{\oplus}$ days and $0.8r_{\oplus} \leq \text{radius} \leq 1.2r_{\oplus}$; and

5. the SAG13 definition of $\eta_{\oplus}$ as the integral of $\lambda$ (period, radius, $\theta$) over $237 \leq \text{period} \leq 860$ days and $0.5 \leq \text{radius} \leq 1.5 \, R_{\oplus}$.

All these occurrence rates probe the Kepler detection limit, with $F_1$ being furthest from the detection limit. $F_0, F_1$, and part of $\zeta_{\oplus}$ are shown in Figure 3.

### 3.1. Parameter Fits and Score Cuts

Figure 5 shows the distribution of the five occurrence rates resulting from the posteriors of $\theta$, all near the Kepler detection limit, for the four catalogs described in Section 2.3 using the Poisson-likelihood method. Figure 6 shows the same, but using the ABC method. The left panels show the occurrence rates without correcting for reliability, while the right panels are corrected for reliability. For all occurrence rates, if we do not correct for reliability the different choices for Robovetter thresholds yield different occurrence rates, in some cases varying by more than a factor of 3. When we correct for reliability, we find that the different choices for Robovetter thresholds yield very similar occurrence rates, with closely overlapping distributions. We take this to indicate the methods we use for completeness and reliability characterization and correction are working as intended, and correction for both completeness and reliability are required. This is the case even when the PC population is polluted by a significant number of false alarms, as is the case for the high-completeness catalog as described in Section 2.3.

Figure 7 shows the same occurrence rate posteriors as Figure 5, but with a score cut applied to the planet catalog that removes planets with Robovetter disposition score below 0.9. This score cut is expected to yield a higher-reliability population in all the catalogs. This population for the DR25 catalog is shown in the lower right panel of Figure 2. We see that, without correcting for reliability (left panels), the distributions for the different catalogs are more consistent than in the left panels of Figure 5. As discussed in Section 2.1.3, even a high score cut of 0.9 passes planets with low reliability due to astrophysical FPP, so correction for reliability is appropriate with a score cut. But there are relatively few such low-reliability planets with this high score cut, so the impact of reliability correction on the distributions in Figure 7 (right panels) is minor. Comparing Figures 7 and 5 shows, however, that whether corrected for reliability or not, the spread of occurrence rates from the four catalogs using a score cut is notably larger than the spread when correcting for reliability not using a score cut.

We compute the planet population model parameters $\theta$ and resulting occurrence rates for the score cuts 0, 0.6, 0.7, and 0.9 for all four catalogs with the Poisson-likelihood method, and for a score cut of zero for ABC. We provide results both not corrected for reliability and corrected for reliability. The resulting $\theta$ from the Poisson-likelihood method are given in Table 1, and the occurrence rates are given in Table 2. The occurrence rates from ABC are given in Table 3. These tables give the central values and 14th and 86th percentile confidence intervals. These tables introduce the maximum separation metric, which quantifies the separation between the distributions from the catalogs. For each pair of catalogs $\{i, j\}$, we compute $d_{ij} = (m_i - m_j)/\sigma_{d_{ij}}$, the difference in medians $m_i$ and $m_j$ divided by the uncertainty in that distance propagated from $\sigma_i$ and $\sigma_j$, where $\sigma_i$ is the 68% confidence interval of distribution $i$. Then the maximum separation in a row is the largest $d_{ij}$ over all pairs $\{i, j\}$ in that row.

Based on the maximum separation, we see in Tables 1–3 that the spread between the different catalogs can be over 2$\sigma$ with no score cut and not correcting for reliability. Correcting for reliability reduces the separation to well under 1$\sigma$. Applying a score cut of 0.6 or 0.7 also reduces the separation to under 1$\sigma$ with and without reliability correction. Applying a score cut of 0.9 results in a separation in $F_0$ greater than 1$\sigma$, though the separation in $\alpha$ and $\beta$ is less than 1$\sigma$. The larger separation in $F_0$ for a score cut of 0.9 drives a separation greater than 1$\sigma$ for the occurrence rates in Table 2.

The results in Table 2 are shown graphically in Figure 8. In this figure we see that, though the medians are separated by less than the error bars, there is a consistent bias toward higher occurrence rates when not correcting for reliability compared to correcting for reliability except for a score cut of 0.9. This is also seen in Figure 9, which shows the difference of each occurrence rate from the value for the DR25 catalog corrected for reliability without a score cut. While this difference is less than 1$\sigma$, without reliability correction there is a consistent bias toward higher occurrence rates when using a score cut of 0.6 or 0.7. When using a score cut of 0.9 without reliability correction, this bias disappears, but there is a larger spread of values across the catalogs, consistent with the maximum separation metric. These biases disappear with reliability correction, implying that these biases are due to planets that have low reliability due to astrophysical FPP.

It is reasonable to conjecture that applying a score cut eliminates low-quality PCs, which would result in more accurate occurrence rates. But as we have seen above, even with a high score cut there are low-reliability PCs due to
Figure 5. Distributions of various occurrence rates for the DR25 (pink), high-reliability (blue), high-completeness (orange), and FPWG PC (green) vetting, computed with the Poisson method. Left: without correcting for reliability. Right: corrected for reliability.
The ABC occurrence rates are compared with those from the Poisson-likelihood method in Figure 10. The results are qualitatively consistent with the Poisson-likelihood method: with no score cut we see the large variation of results from the different catalogs when not correcting for reliability and less variation, with reduced maximum separation, when correcting for reliability.

Figure 6. Distributions of various occurrence rates for the DR25 (pink), high-reliability (blue), high-completeness (orange) and FPWG PC (green) vetting, computed with the ABC method. Left: without correcting for reliability. Right: corrected for reliability.

astrophysical FPP, so an accurate occurrence rate requires reliability correction in any case. For all score cuts considered above, score cut combined with reliability correction give results highly consistent with no score cut and reliability correction. So there is no evidence that applying score cuts results in more accurate occurrence rates.
for reliability. This is consistent with the results in Kunimoto & Bryson (2020).

4. Discussion

In this paper we presented four PC catalogs created from Kepler DR25 detections and vetting metrics via the Kepler Robovetter following Thompson et al. (2018). Each catalog uses different choices of vetting thresholds, chosen for differing balances between completeness and reliability. The specific vetting thresholds for each catalog are equally reasonable and defensible, so each catalog can be considered as a legitimate, though imperfect, PC catalog. Therefore, occurrence rate
measurements using these catalogs should provide consistent results. By applying the Robovetter using these thresholds to observed, injected, inverted, and scrambled data we characterized the completeness and reliability of each catalog using the techniques of Bryson et al. (2020). We find that if we do not correct for reliability, occurrence rate estimates using these catalogs vary widely. For example, comparing the range of distributions in the left panel of Figure 5 with Figure 14 in Kunitomo & Matthews (2020), we see a range of values similar to that found in the literature. When we correct for reliability, on the other hand, occurrence rate estimates for the various catalogs become much more consistent, with a spread of medians well under 1σ. This shows that correction for completeness and reliability is critical for robust occurrence rates and strongly suggests that the simulated false alarms in the inverted/scrambled data are a statistically accurate representation of the true false-alarm population.

Using the criterion of consistent results with the four catalogs, we investigated the use of Robovetter disposition score cuts as a method of correcting for reliability. We found that score cuts, which remove those PCs with score less than a threshold value, significantly improve the consistency of occurrence rates from the four catalogs without reliability correction, compared to not correcting for reliability with no score cut. Using a score cut without reliability correction can produce results from the four catalogs consistent with correcting for reliability without a score cut. However, using a score cut without reliability correction results in occurrence rates that are somewhat biased toward high occurrence rates relative to those with reliability correction. This bias is removed when using a score cut and reliability correction, and implementing a score cut with reliability correction yields the same result as reliability correction without score cut. Therefore we recommend always correcting for reliability when possible without a score cut, because score cuts remove data without providing any advantage. If correcting for reliability is not possible, then a score cut is a reasonable alternative, but will give less accurate results.

We found that the above behavior of the occurrence rate calculation is the same for both the Poisson-likelihood MCMC method. The maximum separation in each row is the maximum over each row of the difference in medians divided by the propagated uncertainty of that distance.

### Table 1

| Parameter | Score Cut | DR25 | High Reliability | High Completeness | FPWG PC | Max Separation (σ) |
|-----------|-----------|------|------------------|-------------------|---------|-------------------|
| \( F_0 \) | 0.0 | 0.612±0.115 | 0.527±0.099 | 0.863±0.166 | 0.939±0.171 | 2.40 |
|          | 0.6 | 0.886±0.087 | 0.590±0.041 | 0.851±0.217 | 0.490±0.097 | 0.70 |
|          | 0.7 | 0.511±0.111 | 0.587±0.133 | 0.472±0.106 | 0.456±0.098 | 0.92 |
|          | 0.9 | 0.422±0.107 | 0.559±0.124 | 0.372±0.094 | 0.335±0.079 | 1.52 |
| \( \alpha \) | 0.0 | 0.285±0.499 | 0.670±0.370 | −0.161±0.479 | −0.323±0.443 | 1.42 |
| | 0.6 | 0.273±0.539 | 0.302±0.567 | 0.232±0.554 | 0.286±0.556 | 0.09 |
| | 0.7 | 0.229±0.725 | 0.346±0.581 | 0.309±0.554 | 0.379±0.573 | 0.19 |
| | 0.9 | 0.613±0.717 | 0.333±0.734 | 0.719±0.696 | 0.838±0.703 | 0.51 |
| \( \beta \) | 0.0 | −0.546±0.176 | −0.65±0.191 | −0.241±0.161 | −0.218±0.155 | 1.75 |
| | 0.6 | −0.679±0.191 | −0.565±0.201 | −0.700±0.191 | −0.702±0.195 | 0.49 |
| | 0.7 | −0.707±0.203 | −0.569±0.200 | −0.751±0.204 | −0.751±0.202 | 0.61 |
| | 0.9 | −0.761±0.244 | −0.580±0.253 | −0.859±0.254 | −0.899±0.237 | 0.92 |

### With Reliability Correction

| Parameter | Score Cut | DR25 | High Reliability | High Completeness | FPWG PC | Max Separation (σ) |
|-----------|-----------|------|------------------|-------------------|---------|-------------------|
| \( F_0 \) | 0.0 | 0.444±0.092 | 0.416±0.085 | 0.449±0.096 | 0.485±0.102 | 0.58 |
| | 0.6 | 0.436±0.098 | 0.485±0.116 | 0.407±0.092 | 0.379±0.083 | 0.87 |
| | 0.7 | 0.422±0.100 | 0.498±0.124 | 0.403±0.093 | 0.367±0.085 | 1.03 |
| | 0.9 | 0.382±0.104 | 0.509±0.158 | 0.344±0.091 | 0.305±0.075 | 1.49 |
| \( \alpha \) | 0.0 | 0.736±0.589 | 1.100±0.647 | 0.766±0.630 | 0.55±0.610 | 0.63 |
| | 0.6 | 0.579±0.696 | 0.666±0.665 | 0.638±0.672 | 0.575±0.670 | 0.20 |
| | 0.7 | 0.671±0.684 | 0.631±0.686 | 0.618±0.666 | 0.791±0.702 | 0.18 |
| | 0.9 | 0.783±0.769 | 0.467±0.770 | 0.829±0.768 | 1.008±0.770 | 0.51 |
| \( \beta \) | 0.0 | −0.800±0.202 | −0.787±0.207 | −0.774±0.208 | −0.741±0.207 | 0.20 |
| | 0.6 | −0.753±0.210 | −0.637±0.212 | −0.817±0.213 | −0.864±0.214 | 0.68 |
| | 0.7 | −0.777±0.217 | −0.634±0.220 | −0.829±0.221 | −0.871±0.222 | 0.74 |
| | 0.9 | −0.769±0.256 | −0.588±0.260 | −0.861±0.258 | −0.909±0.249 | 0.89 |

**Note.** Median values and 16th and 84th percentile error bars of the posteriors of \( \theta \) in Equation (2) for the high-reliability, DR25, FPWG PC and high catalogs \( F_0 \) is the occurrence rate of planets with 50σ period < 400 days and 0.75σ radius < 2.5 \( R_\oplus \). These values were computed using the Poisson-likelihood MCMC method. The maximum separation in each row is the maximum over each row of the difference in medians divided by the propagated uncertainty of that distance.
There are at least three aspects of the occurrence rate calculations presented in this paper that may compromise accuracy:

1. **Incorrect population model.** The product of independent power laws in period and radius in Equation (2) may not correctly describe the planet population. There is ample evidence that exoplanet populations are significantly more complex (Fulton et al. 2017; Mulders et al. 2019; Pascucci et al. 2019), and may not be well described by simple broken power laws. Incorrect population models can lead to large inaccuracies when extrapolated as we do for $\zeta_{0}$ and the SAG13 $\eta_{0}$.

2. **Not accounting for planet multiplicity.** Zink et al. (2019) showed that the existence of short-period transiting planets can inhibit the detection of longer-period transiting planets on the same star. They estimate that longer-period occurrence rates may be as much as 16% higher on individual stars that have short-period transits after correction for the impact of planet multiplicity on detection completeness. However, it is difficult to correct for this effect in our methods, which rely on a uniform completeness characterization across the parent stellar population.

3. **Incomplete vetting metrics.** We use the vetting metrics of Thompson et al. (2018). While these metrics are remarkably thorough, they do not fully exploit the Kepler data. For example, further vetting metrics based on pixel data can help distinguish astrophysical signals from
Table 3
Occurrence Rates Using ABC

| Parameter | DR25 | High Reliability | High Completeness | FPGW PC | Max Separation (σ) |
|-----------|------|------------------|-------------------|---------|-------------------|
| \( F_0 \) | 0.596±0.092 | 0.516±0.093 | 0.818±0.144 | 0.877±0.158 | 2.18 |
| \( \alpha \) | 0.440±0.524 | 0.792±0.557 | 0.815±0.460 | 0.875±0.485 | 1.25 |
| \( \beta \) | \(-0.56±0.154\) | \(-0.663±0.147\) | \(-0.27±0.154\) | \(-0.25±0.177\) | 1.77 |
| \( F_p \) | 0.192±0.100 | 0.132±0.074 | 0.404±0.190 | 0.463±0.184 | 1.94 |
| \( F_s \) | 0.185±0.031 | 0.162±0.031 | 0.229±0.038 | 0.243±0.039 | 1.71 |
| \( \xi \) | 0.031±0.011 | 0.021±0.009 | 0.065±0.022 | 0.074±0.025 | 1.93 |
| SAG13 \( \eta_s \) | 0.272±0.155 | 0.184±0.075 | 0.635±0.348 | 0.736±0.321 | 1.94 |

| Parameter | DR25 | High Reliability | With Reliability Correction | High Completeness | FPGW PC | Max Separation (σ) |
|-----------|------|------------------|-----------------------------|-------------------|---------|-------------------|
| \( F_0 \) | 0.427±0.079 | 0.415±0.076 | 0.435±0.073 | 0.464±0.076 | 0.47 |
| \( \alpha \) | 0.947±0.610 | 1.149±0.594 | 0.887±0.498 | 0.777±0.548 | 0.47 |
| \( \beta \) | \(-0.828±0.182\) | \(-0.801±0.173\) | \(-0.806±0.170\) | \(-0.754±0.167\) | 0.29 |
| \( F_p \) | 0.086±0.056 | 0.075±0.056 | 0.090±0.053 | 0.109±0.060 | 0.49 |
| \( F_s \) | 0.140±0.031 | 0.131±0.030 | 0.143±0.027 | 0.152±0.030 | 0.52 |
| \( \xi \) | 0.014±0.009 | 0.012±0.009 | 0.015±0.008 | 0.018±0.010 | 0.49 |
| SAG13 \( \eta_s \) | 0.116±0.077 | 0.103±0.076 | 0.121±0.077 | 0.148±0.087 | 0.48 |

In this paper we explored the impact of using several alternative PC catalogs derived from Kepler data on exoplanet occurrence rates. We find statistically consistent occurrence rates using these catalogs, as long as we correct for catalog completeness and reliability. Ignoring reliability, however, results in statistically inconsistent occurrence rates between the catalogs. This implies that (a) completeness and reliability correction is necessary for accurate occurrence rates and (b) the completeness and reliability of these catalogs are correctly statistically measured using injected, inverted, and scrambled data. In particular, the false alarms in the injected and inverted data statistically represent the false alarms in the observed Kepler data. This result is independent of the computational method.

We make the four planet catalogs we use as well as the data required for their completeness and reliability characterization publicly available. We recommend that other occurrence rate methods be tested using these catalogs to demonstrate that they yield statistically consistent results.

This paper illustrates the importance of correcting for both completeness and reliability when performing demographic studies. This lesson surely applies to any survey whose catalogs are incomplete and not fully reliable. Our ability to characterize catalog completeness and reliability depends on being able to create our catalogs in a uniform and repeatable way, so the same catalog inclusion criteria can be applied to both observed and ground-truth data. The ground-truth data must statistically represent both true and false detections.

Large-scale transit surveys such as K2, TESS, and PLATO, as well as radial velocity and microlensing surveys, provide wonderful opportunities for a deeper understanding of exoplanet demographics. These surveys will require a similar ability to characterize their completeness and reliability in order to provide high-quality results.

This research has made use of the NASA Exoplanet Archive, which is operated by the California Institute of Technology, under contract with the National Aeronautics and Space Administration under the Exoplanet Exploration Program. We thank NASA, Kepler management, and the Exoplanet Exploration Office for continued support of and encouragement for the analysis of Kepler data. Daniel Foreman-Mackey and Gijs Mulders provided helpful comments. We thank Bill Borucki and the Kepler team for the excellent data that makes these studies possible.
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Figure 8. Median and 68% confidence intervals for the four catalogs of various occurrence rates with various score cuts, computed with the Poisson method. Left: without correcting for reliability. Right: corrected for reliability. The red horizontal line and stripe are the median and 86% confidence intervals for the DR25 catalog with no score cut.
Figure 9. Difference in the medians of the catalogs from DR25 with no score cut, divided by the 1σ error in those differences for various occurrence rates and score cuts, computed with the Poisson method. Left: without correcting for reliability. Right: corrected for reliability.
Figure 10. Median and 68% confidence intervals for the four catalogs of various occurrence rates computed with the Poisson MCMC method and the ABC method. Left: without correcting for reliability. Right: corrected for reliability. The red horizontal line and stripe are the median and 86% confidence intervals for the DR25 catalog computed with the Poisson method.
Appendix A
Robovetter Vetting Thresholds

We created the catalogs described in Section 2.3 by changing a subset of the DR25 Robovetter thresholds described in Thompson et al. (2018). Table 4 shows those thresholds that were changed from the DR25 PC catalog—all other thresholds were unchanged. Figures 11 and 12 show histograms of these metrics for the injected and inverted/scrambled data described in Section 2.1. Injected data provides true transits, while the inverted/scrambled data contains no true transits so any detected transit in the inverted/scrambled data is a false alarm. Ideally, the thresholds would separate the injected (true transit) from the inverted/scrambled (no transit) populations. We see, however, that for these metrics there is not a clean separation between data with true transits and data with no true transits, which makes a choice of threshold difficult. Thompson et al. (2018) describe how these thresholds were chosen for a particular balance of completeness and reliability. Our alternative thresholds provide different balances of completeness and reliability, and we see from Figures 11 and 12 that there is considerable freedom in the choice of those thresholds.

Table 5 gives the total number of planets in each catalog, and how many remain after applying various score cuts. Table 6 lists the TCEs that were given PC status in the high-completeness or FPWG PC catalogs that do not appear in the DR25 PC catalog (there were no new TCEs given PC status in the high-reliability catalog). For each TCE in Table 6 the false alarm reliability, computed as described in Section 2.1.2 for each catalog, is given for the catalog in which it appears. A missing reliability value indicates that the TCE was not a PC in that catalog. These new PCs are shown in Figure 13.

Table 4
Robovetter Thresholds

| Robovetter Metric            | DR25  | High Reliability | High Completeness | FPWG PC |
|------------------------------|-------|------------------|------------------|--------|
| SWEET_THRESH                 | 50.0  | 50.0             | 50.0             | 80.0   |
| HALO_GHOST_THRESH            | 4.0   | 4.0              | 4.0              | 50.0   |
| SES_TO_MES_THRESH            | 0.8   | 0.75             | 0.9              | 1.1    |
| ALL_TRAN_CHASES_THRESH       | 0.8   | 0.55             | 1.0              | 0.8    |
| SHAPE_THRESH                 | 1.04  | 1.04             | 1.04             | 1.14   |
| MOD_VAL1_DV_THRESH           | 1.0   | −1.0             | 2.4              | 1.3    |
| MOD_VAL2_DV_THRESH           | 2.0   | −0.7             | 5.0              | 2.0    |
| MOD_VAL3_DV_THRESH           | 4.0   | −1.6             | 7.5              | 4.0    |
| MOD.Val1_ALT_THRESH          | −3.0  | −4.3             | −2.5             | 0.0    |
| MOD.Val2_ALT_THRESH          | 1.0   | 2.5              | −0.5             | 1.0    |
| MOD.Val3_ALT_THRESH          | 1.0   | 0.2              | 0.5              | 1.0    |
| LPP_DV_THRESH                | 2.2   | 2.7              | 2.8              | 3.3    |
| LPP_ALT_THRESH               | 3.2   | 3.2              | 3.2              | 3.2    |
| RV_OE_DV_THRESH              | 1.1   | 1.1              | 1.1              | 1.3    |
| RV_OE_ALT_THRESH             | 1.1   | 1.1              | 1.1              | 1.8    |
| MOD.Val5_DV_THRESH           | 0.0   | 0.0              | 0.0              | 2.1    |
Figure 11. Robovetter metrics and thresholds. Shaded histogram: metric distribution for false alarms from the inverted and scrambled data. Line histogram: metric distribution for true transits from the injected data. The thresholds given in Table 4 are shown by the vertical lines: diamond solid line: high reliability; “x” dashed line: DR25; square dotted line: high completeness; “+” dotted-dashed line: FPWG PCs.
Figure 12. Robovetter metrics and thresholds. Shaded histogram: metric distribution for false alarms from the inverted and scrambled data. Line histogram: metric distribution for true transits from the injected data. The thresholds given in Table 4 are shown by the vertical lines: diamond solid line: high reliability; “x” dashed line: DR25; square dotted line: high completeness; “+” dotted-dashed line: FPWG PCs.

Table 5
Number of Planet Candidates in Each Scenario and Score Cut

| Score Cut | DR25 | High Reliability | High Completeness | FPWG PC |
|-----------|------|------------------|-------------------|---------|
| 0.0       | 1894 | 1849             | 1928              | 1976    |
| 0.6       | 1837 | 1809             | 1837              | 1837    |
| 0.7       | 1820 | 1796             | 1820              | 1820    |
| 0.9       | 1705 | 1693             | 1705              | 1705    |
### Table 6

| TCE ID       | Period (Days) | Radius ($R_\oplus$) | HC Reliability | FPWG PC Reliability |
|--------------|---------------|---------------------|----------------|----------------------|
| 012403968-01 | 0.59          | 1.14                | ...            | 0.73                 |
| 011904151-02 | 0.84          | 1.46                | ...            | 1.0                  |
| 007383675-01 | 1.01          | 0.94                | ...            | 1.0                  |
| 005009688-01 | 1.38          | 1.07                | ...            | 0.93                 |
| 011601357-01 | 3.55          | 1.25                | 0.97           | 0.94                 |
| 007935997-01 | 3.88          | 0.67                | ...            | 0.3                  |
| 005376067-01 | 3.95          | 47.62               | ...            | 0.0                  |
| 005686863-02 | 4.45          | 0.64                | ...            | 0.33                 |
| 009415108-01 | 4.51          | 1.44                | ...            | 1.0                  |
| 008942890-01 | 4.99          | 3.02                | ...            | 0.41                 |
| 005872150-02 | 5.92          | 3.05                | ...            | 1.0                  |
| 012021943-01 | 6.1           | 0.74                | 0.96           | 0.92                 |
| 005177859-01 | 6.98          | 0.91                | 1.0            | 1.0                  |
| 005449777-01 | 7.22          | 52.99               | ...            | 0.0                  |
| 006768616-02 | 8.82          | 1.1                 | ...            | 0.97                 |
| 011599038-02 | 9.28          | 1.37                | ...            | 0.96                 |
| 011702948-01 | 9.77          | 12.74               | ...            | 0.21                 |
| 01049023-01  | 9.96          | 28.98               | ...            | 0.0                  |
| 009119458-01 | 11.53         | 3.21                | ...            | 0.96                 |
| 010019399-01 | 11.81         | 10.8                | ...            | 0.04                 |
| 008750503-01 | 11.93         | 1.02                | ...            | 0.86                 |
| 006599199-01 | 13.61         | 19.47               | ...            | 0.05                 |
| 012061969-01 | 14.09         | 1.81                | ...            | 1.0                  |
| 008336942-01 | 14.41         | 3.22                | ...            | 0.0                  |
| 009763612-01 | 16.05         | 0.78                | ...            | 0.97                 |
| 007811537-02 | 16.93         | 1.4                 | ...            | 0.88                 |
| 011599038-01 | 17.42         | 1.51                | 0.98           | 0.93                 |
| 010881996-01 | 19.9          | 20.79               | ...            | 0.07                 |
| 009347066-01 | 20.0          | 0.93                | ...            | 0.8                  |
| 009729691-01 | 21.0          | 2.51                | ...            | 1.0                  |
| 003219643-01 | 24.34         | 1.87                | ...            | 0.26                 |
| 006436505-02 | 24.72         | 1.28                | ...            | 0.97                 |
| 006025124-01 | 26.84         | 16.26               | ...            | 0.08                 |
| 005981058-01 | 27.77         | 1.52                | 0.0            | 0.0                  |
| 004263293-03 | 32.13         | 2.36                | ...            | 1.0                  |
| 010019763-01 | 32.5          | 11.37               | ...            | 0.27                 |
| 008009913-01 | 35.0          | 1.74                | ...            | 0.65                 |
| 011854636-01 | 37.02         | 2.31                | ...            | 0.54                 |
| 008939373-03 | 37.11         | 1.64                | 0.95           | 0.92                 |
| 006381846-01 | 39.6          | 2.17                | ...            | 1.0                  |
| 011045383-01 | 41.17         | 23.82               | ...            | 0.04                 |
| 005640085-01 | 43.59         | 2.76                | ...            | 1.0                  |
| 003355104-01 | 47.06         | 4.36                | ...            | 0.13                 |
| 009932970-01 | 52.97         | 29.4                | ...            | 0.01                 |
| 011774991-02 | 53.58         | 1.18                | ...            | 1.0                  |
| 005871116-01 | 54.43         | 1.22                | 0.1            | 0.09                 |
| 004371172-01 | 73.91         | 1.39                | ...            | 0.28                 |
| 006690171-01 | 85.06         | 21.33               | ...            | 0.09                 |
| 003218844-01 | 85.11         | 2.39                | 0.85           | 0.78                 |

**Continued**
**Figure 13.** Planet candidates resulting from the high-completeness and FPWG Robovetter thresholds that are not in the DR25 PC population. The DR25 PC population is shown for comparison. The dashed box is the period–radius range used when computing our population model parameters.

---
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