Abstract

Background: In a light microscope, image acquisition with different component depths is difficult, and there are various approaches for solving this problem. One of the common approaches is Camera Lucida (CL). This method has some disadvantages such as time-consuming, handed problems in painting, causing user boring, and produce gray scale output images. Aims and Objectives: In this study, we purposed a novel-combined hardware and software method. In this article, we try to present an automated method for our designed microscope. Materials and Methods: We have done a project with designed code number 377,694 to design and implement an upgraded light microscope. That project was about automatic movement of a stage with closed-looped control of a servomotor. Furthermore, automated camera catches images in predefined positions. That project has acceptable results in different parts, which encourage us to work on this study. This study help specialist have good fixative of all components in a sample. It is about trying to have useful Lucida Camera (drawing tube) in an automated scheme. Results: This method is an acceptable usual way for microscopic specialists, but with some disadvantages. It is time-consuming and boring that effect on the accuracy of results. Hence, how can be good if automated similar method could be implemented is exciting and affective. This studies idea comes from the basis of manual drawing tube (CL) method. In this experimental study, we have taken 400 handed an image of microorganisms. Captured images are from its whole body or various organs. They have been captured in different z-axis positions of stage, and hence components with different depths could be focused. Each patch checked for its edge strength to choose highest resolutions sub image and reconstruct focused image like a puzzle. This process has been continued for all areas to merge and complete reconstructed image as output. Conclusion: Comparing edge strength with other images and mean square error with manual focused on confirm our method with pleasure outcomes. Furthermore, independent focusing of an internal component in a sample body has been surveyed. It helps to have better resolution in internal selected component for more analysis and replace in its primitive image. This article presents efficient consequences with good accuracy and saving time in process period, which could be useful in different microscopes types and various samples type.
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Introduction

Microscopic imaging systems have become an overarching theme for scientific analysis systems in biomedical, pathological, biochemistry, and many other sciences. They have been significant improvements in their sketching such some recent research aspects about image acquisition and quality.[1]

Many biological experiments about specimen’s studies are based on the microscopic images analysis. Some of them are independent from these creatures’ bodies, which have various structure volumes. However, even more, when a parasitologist adjusts microscopes stage to have focused image, only special district could be seen with high resolution and for the other parts, this process must be repeated. Therefore, specialist could not have focused view in all over parts of gained image.[2]
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For this problem, researchers improved an optical method named drawing tube (camera lucida [CL]). This is a superimposition scheme aiding in the accurate interpretation of perspective.\[^{[3]}\]

Drawing tube is a very usual manual to have focused images in a desired field of view. This method is the most common medical method among biochemist, parasitologist, neurobiologists, and so on. It could be mentioned that the limitations of drawing tube (CL) can be avoided by the procedure of digital autofocusing and reconstruction.

Automated microscope helps to have auto-focusing process with acceptable capturing and processing images. Focusing part could be a critical section for continued segmentation, classification, and diagnosis. Several auto-focusing methods have been studied for different biological and biomedical applications.\[^{[4-7]}\]

Hence, based on recent studies implementation, an appropriate combination system with acceptable results which could be compared with output manual images has remained.

For this aim, we have divided samples slide with similar regions in the XY plane. The equivalent zones were compared in different internal parts based on a sharpness index. After that, each zone with higher resolution has been selected for reconstruction final-focused image. This process has been continued for all redefined divided regions.

Reconstructed images with higher resolution, acceptable accuracy, and pleasure time consuming algorithm motivated us to report this automated-focusing digital method as a simulated method of drawing tube (CL).

**Methods**

The analysis of microscopic images captured from different microorganisms such as parasites or specimens is very effective in the parasitology science. Many specialists believe that studying focused images of specimens in parasitic diseases period are very effective in better diagnosis.\[^{[8]}\] One standard method in microscopic image reconstruction is drawing tube (CL) in which specialist tried to draw approximately three-dimensional parasitological figures for the better identification of microorganisms. Parasitologist moves the stage and paint an image through the perspective scheme of sample. This approach helps to have a high-resolution image in almost all body components of a specimen.\[^{[3,9,10]}\] Hence, auto-focusing microscope for imaging specimens meets to be more useful in improving accuracy and time-saving. Fortunately pleasure results have been seen in our study about implementing automatic, similar method.

Our implemented system has two hardware and software parts that works together on a light microscope NAVITE, 2205-XSZ of Ningbo Shensheng Optics and Electronics Co., Ltd which has been calibrated for imaging.

Motion control could be done for a two screw in micro and macrostages movement, but in this study, our purpose is to work on delicate adjusting. In our goal, user adjusts specimen’s stage approximately with macro screw and micro tuning done with auto microscrew change. In hardware section, we have designed a closed loop controlling scheme for a servomotor with an encoder, as shown in Figure 1. This part has been designed to set the sampling stage in predefined situations with determined times in taking pictures. This section provides image data for software’s part, which image processing algorithm help user to have enhanced image from each specimen.

An Arduino board embedded to control a servo motor MG945 which helps us to have predefined positions with good accuracy in movement distances. Based on engineering and parasitologist opinions, preferred limits for stages movement steps are about 30 um in total 1200 um distance limit around the reference point. They prefer approximately 90% accuracy, which has been measured and checked with micrometer. For image capturing raspberry, Pi Camera module V2 with an ultra-high quality 8MP SONY IMX219 image sensor has been used.

By this process, we have captured about 400 images from four different parasites types. Captured images have been saved in Raspberry pi to process and result in one enhanced image. Figure 2 shows a block diagram of our implemented autofocus microscope.

In our proposed method, focused image could be reconstructed from different captured images. They have been captured with focus magnification ×4 in changing stage position through the Z axis of a microscope. Hence, we need to determine focused districts in each received image and missing unfocused parts. Focused parts must be merged to reconstruct focused image in all parts of a microscopic sample, enjoy drawing tube (CL) method.

![Figure 1: Implemented autofocus microscopic system](image-url)
Comparing contrast or amount of details in tantamount parts of different images helps to choose focused part for merging. Some usual marks of images details are the good appearing of edges and dots, which they could not be such clear in blurred one. Based on previous studies edges, information reflects the level of images gradient. Hence, in images with more resolution, this index seems to be larger.[11-16]

Its definition is:

$$Q_{AB}^{AF} = \frac{\sum_{x=1}^{X} \sum_{y=1}^{Y} (Q_{m,n}^{AF}(m,n)w^A(m,n)) + Q_{m,n}^{BF}(m,n)w^B(m,n))}{\sum_{x=1}^{X} \sum_{y=1}^{Y} (w^A(m,n) + w^B(m,n))}$$

Where \( Q_{m,n}^{AF}(m,n) \) and \( Q_{m,n}^{BF}(m,n) \) represent the parameters of the edge strength and orientation preservation. \( w^A(m,n) \) is the edge strength and \( Q_{m,n}^{BF}(m,n) \) is similar to \( Q_{m,n}^{AF}(m,n) \). The size of the input image is \( X \times Y \).

Hence, higher contrast in any coordination could be achieved if the amount of variations between any pixel and its neighbors increased among different taken images. Pixel score is defined as the differences between every pixel and its neighbors. In different frames of any region, highest score determine which pixel must be chosen for merging. In addition, to have more accurate results, taken images must be normalized for size, brightness, contrast, and color. Because merged, one is composed of different parts of all images.[12-14]. Hence, at start point, which parasitologist adjust stage in a good place, captured image would be saved as a reference for these parameters. Then based on hardware adjustments, motor motion control could be done. In each step, the motor is stopped for 1 s to let camera has time for capturing image without slip. It continues until complete predefined distance in z-axis has been covered with staged movement. Figures 3 and 4 show different neon focus-captured images with output merged one in the right direction for two types of parasites.

Our process is surveyed based of the microscopic systems structures. In microscopic imaging systems, specimen bodies’ objects in image appear at different resolution regarding the stage’s position. Objects outside the focus position usually appear blurred. Therefore, specialists survey a collection of images with different stage positions to see different objects of one specimen with higher resolution. Hence, creating a single-focused image from this collection of captured images with different height in the stage position could help specialists have better focused image.[17-19] To have most objects of specimen in focus, the microscope stage can be moved up or down with controlled motor as described before. Automatic changes in z-value of stage do not solve the focusing problem since there is no single good in-focus image that covers all microscopic objects in a specimen. We are required to analyze a collection of microscopic images

where each image maybe has a good focus region of the specimen’s objects.

In our purposed approach, the best-focused image is generated from several images captured at different z-value of stages.

Let \( F \) represents an image set \( (F_1, F_2, F_3, \ldots, F_n) \) and \( n \) represents the number of captured different z-value images. Size of all images is normalized to \( X \times Y \). Therefore, \( F_j(x, y) \) represents the pixel value at coordinate of \((x, y)\) in the \( j^{th} \) image.

Pixel-based approach is the most usual method in the focal stacking algorithms. In this method, corresponding pixel value at each position in all images is compared with each other’s determining the best-focusing pixel.[20,21] Differential function could determine pixel value in each position. Differential image \( D_{ij} \) with corresponding pixel values are calculated for
each image $Fi \in F$. Maximum function for differential is used in selecting good pixels.

$$\forall \ (x, y): D_{focus} (x, y) = \max (D_i (x, y)) \text{ for } 1 < i < k$$

(2)

Then

$$F_{focus} (x, y) = (F_{D_{focus}} (x, y))$$

(3)

Another method is based on neighboring pixel values. In pixel-based algorithm, discontinuity may be occurred because of picking up pixels from different images. Hence, neighboring algorithms minimize the inconsistency by using neighborhood information to get a good value of corresponds pixel. Hence, parameter $Q_{AB/F}$ as described before in formula (1) has been used with a similar basis.

To evaluate our results, mean square error (MSE) and loss function (LS) have been used as follows:

$$LS = \sum_{x=1}^{X} \sum_{y=1}^{Y} (I_{x,y} - G_{x,y})^2$$

(4)

$$MSE = \frac{1}{XY} \sum_{x=1}^{X} \sum_{y=1}^{Y} (I_{x,y} - G_{x,y})^2$$

(5)

Where LS is a LS, X and Y are the dimensions of image, T is for input image as a target to be focused and G is for algorithms output. Because of the same concept of above formulas and better computing scheme of MSE, we use this parameter in continuation.

Table 1 shows MSE-based quantitative results for two different parasite image dataset. Stage is moved by controlling motor from down to up with ten interval positions. The reference point which has been predefined with a specialist is in its middle limit.

Figures 5 and 6 show acceptable manual focused image by specialist and our reconstructed puzzled image from different focused parts of two separatist’s images. These figures show

Table 1: Results of random two separatists types of samples focusing process while capturing image through moving stage with motor, merging them

| Parameters | Stage position | Reference position | Sample A | Sample B | Merged image without super resolution | Merged image with super resolution |
|------------|----------------|--------------------|----------|----------|---------------------------------------|----------------------------------|
| Q_{AB/F}   |                |                    |          |          |                                       |                                  |
| MSE SampleA|                |                    | 0.87     | 0.77     | 0.87                                  | 0.87                             |
| MSE SampleB|                |                    | 0.77     | 0.77     | 0.77                                  | 0.77                             |
| MSE        |                |                    | 436.3    | 436.3    | 436.3                                 | 436.3                            |
| MSE        |                |                    | 400.5    | 400.5    | 400.5                                 | 400.5                            |
| MSE        |                | 2                  | 0.45     | 0.45     | 0.45                                  | 0.45                             |
| MSE        |                | 3                  | 0.51     | 0.51     | 0.51                                  | 0.51                             |
| MSE        |                | 4                  | 0.59     | 0.59     | 0.59                                  | 0.59                             |
| MSE        |                | 5                  | 0.59     | 0.59     | 0.59                                  | 0.59                             |
| MSE        |                | 6                  | 0.68     | 0.68     | 0.68                                  | 0.68                             |
| MSE        |                | 7                  | 0.68     | 0.68     | 0.68                                  | 0.68                             |
| MSE        |                | 8                  | 0.68     | 0.68     | 0.68                                  | 0.68                             |
| MSE        |                | 9                  | 0.68     | 0.68     | 0.68                                  | 0.68                             |
| MSE        |                | 10                 | 0.68     | 0.68     | 0.68                                  | 0.68                             |
| MSE        |                | 11                 | 0.68     | 0.68     | 0.68                                  | 0.68                             |

Figures 4: Three different selected nonfocus captured images in various stages position (a-c) with merged output (d) for gloves organ of parasites
Figure 5: Merged image and manual focused image for one type of specimen with histogram of abs differences of these two images. (a) Manual focused image, (b) merged output image, (c) histogram of gray scale of absolute difference between manual focused image and merged image, (d) abs diff of a red layer of two images, (e) abs diff of green layer of two images, (f) abs diff of blue layer of two images, (g-i) equalized histogram of d, e and f are g, h and i

Figure 6: Merged image and manual focused image for one type of specimen with histogram of abs differences of these two images. (a) Manual focused image, (b) merged output image, (c) histogram of gray scale of abs difference between manual focused image and merged image, (d) abs diff of a red layer of two images, (e) abs diff of green layer of two images, (f) abs diff of blue layer of two images, (g-i) equalized histogram of d, e and f are g, h and i

differences between these outputs in three layers of an RGB image with their equalized histograms too.

In deliberation with simulating manual drawing tube (CL) method, we test our purposed algorithm on images to improve the internal part of a parasites body. In this part of our study, first we have a sample like [Figure 7a] which it has been focused manually in the referenced position. Then, merging different parts through moving stage have
been done. Figure 7b shows the merged image of input. As previously mentioned, captured images in different positions have been normalized in different parameters. Hence, output merged [Figure 7b] has 1024 × 768 pixels. One additionally subject of interest for microscopic image analyzers is to have higher resolution in a special internal part of parasite’s body like [Figure 7c]. To achieve this benefit, we want user to choose that part with peripheral window. After that, our purposed algorithm could be used. User has been wanted to adjust stage to focus that part in the good position. The closed loop controlled motor force stage to move. Captured images feed into process to reconstructed focused internal part by size 1024 × 768. This super resolution internal part must come back to its position in a primitive sample of whole parasites body. Bicubic interpolated down sampling method has been used in this manner based of output image size and peripheral window. This window helps us have the primitive size of this part and its location in a body of sample. Figure 7d shows super resolution of the internal part in the whole body.

Size of sub images windows which are merged to reconstruct output image is 32 × 32 pixels. Hence, if selected input internal part is smaller than these areas or have very little depth differences, it could not reach to very higher resolution.

**Discussion**

In this article, we have presented autofocus microscope. For this aim, pathological specialist’s help we gather samples data of four type’s parasites. Our drone plan of its hardware with designed number 377,694 has servomotor with some mechanical links to move and stop stage with acceptable velocity and accuracy. Its shake is so small. An encoder has been embedded to check these systems movements. Different images of every sample in various positions have been captured. Focused parts of these images have been used to reconstruct new high-resolution images in approximately all parts of sample. Basis of this approach is very similar to Lucida Camera (Drawing Tube) method. Hence, this article could be shown that automated Lucida Camera method would be available.

The presented method could be useful in different microscope types with various samples with pleasure results. Actually, higher precise stage movements with more captured images and choosing more efficient resolutions features help to have better focused microscopic images. Furthermore, smaller sub images can be used to focus the smaller parts of any images. Even more in any instance with its special particularity, deburring algorithms could be tried in the final reconstructed image.

**Conclusion**

This article presents an algorithm by combining engineering techniques and medical diagnostics skills, which get uses good quality images for more accurate parasites diagnoses such as automatic drawing tube (CL) method. In this method, specialists select high-resolution parts of different images and merged them for a distinct view of specimen’s internal components. Our purposed algorithm has been run on a personal computer with central processing unit cori5, random access memory 8.

In our implemented system with design code number 377,694 and a number of ethics, 1397.462 samples stage move with closed loop control of a servomotor. Pictures have been captured in predefined stages positions and specific timing. Our method enables scientific research institutes and laboratories to reduce the problems due to manual focusing. These problems are time-consuming, little user access to high details, and yield good results in practical application. In fact, drawing tube is handed method to have gray scaled pen-painted images. However, in our automated proposed method, we can have natural colored images in different microscopes types which could be more efficient in the diagnosis. Furthermore, higher resolution in various organs with lower time-consuming, and hence, fastness in results encourages laboratories to use this application. Another benefit of presented method is that it could be availed for an educated approach for laboratories, parasitologist, and other users of various microscopes types.

Edge strength could choose high-resolution parts in a different image for merging. After reconstructing puzzled image with selected parts, MSE between every captured image, output manual image, and output of our algorithm which determined by specialist has been calculated for different parasites types. This parameter decreases for our algorithms output. Another parameter is edge strength, which could be a representation of an image resolution based on previous studies. It is reported too for different images, and our purposed microscopic algorithm. It is pleasure to have acceptable results that confirms our study.
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