VARIATIONAL CHARACTERIZATIONS OF $\xi$-SUBMANIFOLDS IN THE EUCLIDEAN SPACE $\mathbb{R}^{m+p}$

XINGXIAO LI* AND ZHAOPING LI

Abstract. $\xi$-submanifold in the Euclidean space $\mathbb{R}^{m+p}$ is a natural extension of the concept of self-shrinker to the mean curvature flow in $\mathbb{R}^{m+p}$. It is also a generalization of the $\lambda$-hypersurface defined by Q.-M. Cheng et al to arbitrary codimensions. In this paper, some characterizations for $\xi$-submanifolds are established. First, it is shown that a submanifold in $\mathbb{R}^{m+p}$ is a $\xi$-submanifold if and only if its modified mean curvature is parallel when viewed as a submanifold in the Gaussian space $(\mathbb{R}^{m+p}, e^{-\frac{|x|^2}{m}} \langle \cdot, \cdot \rangle)$; Then, two weighted volume functionals $V_\xi$ and $\bar{V}_\xi$ are introduced and it is proved that $\xi$-submanifolds can be characterized as the critical points of these two functionals; Also, the corresponding second variation formulas are computed and the (W-)stability properties for $\xi$-submanifolds are systematically studied. In particular, it is proved that $m$-planes are the only properly immersed, complete W-stable $\xi$-submanifolds with flat normal bundle under a technical condition. It would be interesting if this additional restriction could be removed.
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1. Introduction

Let $x : M^m \rightarrow \mathbb{R}^{m+p}$ be an $m$-dimensional submanifold in the ($m+p$)-dimensional Euclidean space $\mathbb{R}^{m+p}$ with the second fundamental form $h$. Then $x$ is called a self-shrinker to the mean curvature flow if its mean curvature vector field $H := \text{tr } h$ satisfies

$$H + x^\perp = 0,$$  \hspace{1cm} (1.1)

where $x^\perp$ is the orthogonal projection of the position vector $x$ to the normal space $T^\perp M^m$ of $x$.

It is well known that the self-shrinker plays an important role in the study of the mean curvature flow. In fact, self-shrinkers correspond to self-shrinking solutions to the mean curvature flow and describe all possible Type I singularities of the flow. Up to now, there have been a plenty of research papers on
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self-shrinkers together with the asymptotic behavior of the flow. For details of this case, for example, \cite{1,6,8,11-10,18-23,28} and references therein. In particular, the following result well-known (See Corollary \ref{cor1} in Section 3):

An immersion \( x : M^m \to \mathbb{R}^{m+p} \) is a self-shrinker if and only if it is minimal when viewed as a submanifold of the Gaussian space \((\mathbb{R}^{m+p}, e^{-\frac{|\cdot|^2}{4}} \langle \cdot, \cdot \rangle)\).

In Mar., 2014, Cheng and Wei formally introduced \cite{9}, finally revised in May, 2015) the definition of \( \lambda \)-hypersurface of weighted volume-preserving mean curvature flow in Euclidean space, giving a natural generalization of self-shrinkers in the hypersurface case. According to \cite{9}, a hypersurface \( x : M^m \to \mathbb{R}^{m+1} \) is called a \( \lambda \)-hypersurface if its (scalar-valued) mean curvature \( H \) satisfies

\[
H + \langle x, N \rangle = \lambda
\]

for some constant \( \lambda \), where \( N \) is the unit normal vector of \( x \). They also found some variational characterizations for those new kind of hypersurfaces, proving that a \( \lambda \)-hypersurface \( x \) is a \( \lambda \)-hypersurface if and only if it is the critical point of the weighted area functional \( A \) preserving the weighted volume functional \( V \) where for any \( x_0 \in \mathbb{R}^{m+1} \) and \( t_0 \in \mathbb{R} \),

\[
A(t) = \int_M e^{-\frac{|x(t) - x_0|^2}{2}} \, d\mu, \quad V(t) = \int_M \langle x(t) - x_0, N \rangle e^{-\frac{|x(t) - x_0|^2}{2}} \, d\mu
\]

with \( N \) the unit normal of \( x \). Meanwhile, some rigidity or classification results for \( \lambda \)-hypersurfaces are obtained, for example, in \cite{7,10} and \cite{17}; For the rigidity theorems for space-like \( \lambda \)-hypersurfaces see \cite{25}.

We should remark that this kind of hypersurfaces were also been studied in \cite{27} (arXiv preprint: Jul. 2013; formally published in 2015) where the authors considered the stable, two-sided, smooth, properly immersed solutions to the Gaussian Isoperimetric Problem, namely, they studied hypersurfaces \( \Sigma \subset \mathbb{R}^{m+1} \) that are second order stable critical points of minimizing the weighted area functional \( A_\mu(\Sigma) = \int_\Sigma e^{-|x|^2/4} \, dA_\mu \) for compact (uniformly) normal variations that, in a sense, “\( \lambda \)-hypersurfaces see the only stable ones under the compact normal variations “preserving the weighted volume”.

In 2015, the first author and his co-author made a natural generalization of both self-shrinkers and \( \lambda \)-hypersurfaces, by introducing the concept of \( \xi \)-submanifolds \cite{24,25}, arXiv preprint: 8 Nov. 2015. The main theorem of \cite{24} is a rigidity result of Lagrangian \( \xi \)-submanifolds in \( \mathbb{C}^2 \), which is motivated by a result of \cite{22} for Lagrangian self-shrinkers in \( \mathbb{C}^2 \). By definition, an immersed submanifold \( x : M^m \to \mathbb{R}^{m+p} \) is called a \( \xi \)-submanifold if there is a parallel normal vector field \( \xi \) such that the mean curvature vector field \( H \) satisfies

\[
H + x^\perp = \xi.
\]

We reasonably believe that, if self-shrinkers and \( \lambda \)-hypersurfaces take places of minimal submanifolds and constant mean curvature hypersurfaces, respectively, then \( \xi \)-submanifolds are expected to take the place of submanifolds of parallel mean curvature vector. So there would be many properties of \( \xi \)-submanifolds that are parallel to submanifolds with parallel mean curvature vectors.

In this paper, we aim at giving more characterizations of the \( \xi \)-submanifolds, especially ones by variation method, the latter being more important since a differential equation usually needs a variational method to solve. For example, self-shrinker equation \cite{11} has been exploited a lot by making use of variation formulas. As a main part of this paper, we also study the related stability problems.

The organization of the present paper is as follows:

In Section 2, we present the necessary preliminary material, including some typical examples;

In Section 3 we prove a theorem (Theorem \ref{thm1}) which generalizes (to \( \xi \)-submanifolds) a well-known result that self-shrinkers are equivalent to minimal submanifolds in the Gaussian space;
In Section 4, we introduce, for a given manifold $M^m$ of dimension $m$, two families of weighted volume functionals $V_\xi$ and $\hat{V}_\xi$ in (1.1) parametrized by $\mathbb{R}^{m+p}$-valued functions $\xi : M^m \to \mathbb{R}^{m+p}$. Then we compute the first variation formulas (Theorem 4.1) which give that $\xi$-submanifolds are exactly the critical points of $V_\xi$ and $\hat{V}_\xi$ with $\xi$ suitably chosen (Corollary 4.2). We also compute the second variation formula of both functionals for $\xi$-submanifolds, in such a situation $V_\xi$ and $\hat{V}_\xi$ being essential the same (Theorem 4.3).

In Section 5, Section 6 and Section 7, we study the stability problem of $\xi$-submanifolds. After checking that all the canonical examples are not stable in the usual sense (Section 5), we introduce in Section 6 the concept of $W$-stability and are able to prove that, among the typical examples given in Section 2, only the $m$-planes are $W$-stable (Theorem 6.1 and Theorem 6.2). Meanwhile we give an index estimate for the standard sphere (Theorem 6.2).

Finally in the last section (Section 7) we are able to prove the following main Theorem:

**Theorem 7.1** Let $x : M^m \to \mathbb{R}^{m+p}$ be a properly immersed, complete and $W$-stable $\xi$-submanifold with flat normal bundle satisfying

$$h(A_\xi(x^\top), v^\top) = 0, \quad \forall v \in \mathbb{R}^{m+p},$$

where $A_\xi$ denotes the Weingarten map in the direction of $\xi$. Then $x(M^m)$ must be an $m$-plane.

Then the following corollary is direct:

**Corollary** (Corollaries 7.2 and 7.3) Any properly immersed, complete and $W$-stable $\xi$-submanifold in $\mathbb{R}^{m+p}$ with flat normal bundle must be an $m$-plane if the Weigarten map $A_\xi$ with respect to $\xi$ vanishes.

In particular, Any properly immersed, complete and $W$-stable self-shrinker in $\mathbb{R}^{m+p}$ with flat normal bundle must be an $m$-plane.

Consequently, the following problem is interesting:

**Problem:** Naturally we believe and expect that the additional condition (1.4) in Theorem 7.1 could be dropped; Furthermore, motivated by the main theorem of [27], it is also expected, without any additional conditions, that the $m$-planes are the only properly immersed, complete $W$-stable $\xi$-submanifolds or, if it is not the case, more examples could be found.

**Remark 1.1.** Our discussion of variation problem for $\xi$-submanifolds naturally gives a motivation of variational characterization of the submanifolds with parallel mean curvature vectors in the Euclidean space. For the detail of this, see Remark 1.2 at the end of Section 5.

Furthermore, by using an explanation of the $VP$-variation with some kind of related $(m+1)$-dimensional volume enclosed by a compact $\xi$-submanifold, the isoparametric problem for submanifolds of higher codimension will be considered elsewhere in a forthcoming paper (26).

**Acknowledgement** This research is supported by National Natural Science Foundation of China (No. 11671121, No. 11171091 and No. 11371018). The first author thanks Professor D. T. Zhou for kindly introducing to him the reference [27].

2. $\xi$-submanifolds—definition and typical examples

Let $\mathbb{R}^{m+p}$ be the $m$-dimensional Euclidean space with the standard metric denoted by $\langle \cdot, \cdot \rangle$ and $x : M^m \to \mathbb{R}^{m+p}$ be an immersion with the induced metric $g$, the second fundamental form $h$ and the mean curvature vector $H := \text{tr}_g h$. Denote by $TM$ the tangent space of $M$ and define $T^\bot M := (x_*(TM))^\bot$ to be the normal space of $x$ in $\mathbb{R}^{m+p}$.

**Definition 2.1** ($\xi$-submanifolds, [24]). The immersed submanifold $x : M^m \to \mathbb{R}^{m+p}$ is called a $\xi$-submanifold if the normal vector field $H + x^\bot$ is parallel in $T^\bot M$, or the same, there exists some parallel normal field $\xi \in \Gamma(T^\bot M)$ such that

$$H + x^\bot = \xi.$$  

(2.1)
Clearly, self-shrinkers of the mean curvature flow are a special kind of \(\xi\)-submanifolds.

The following are some typical examples of \(\xi\)-submanifolds:

**Example 2.1** (The \(\xi\)-curves).

Let \(x : (a, b) \to \mathbb{R}^{1+p}\) be a unit-speed smooth curve (that is, with an arc-length parameter \(s\)). Denote by \(\{T, e_\alpha : 2 \leq \alpha \leq 1+p\}\) the Frenet frame with \(T := \dot{x} \equiv \frac{\partial x}{\partial s}\) being the unit tangent vector, and \(\kappa_i\) the \(i\)-th curvature, \(i = 1, \ldots, p\). Then we have the following Frenet formula:

\[
\dot{T} = \kappa_1 e_2, \quad \dot{e}_2 = -\kappa_1 T + \kappa_2 e_3, \quad \ldots, \quad \dot{e}_p = -\kappa_{p-1} e_{p-1} + \kappa_p e_{p+1}, \quad \dot{e}_{1+p} = -\kappa_p e_p.
\]

(2.2)

In particular, if there exists some \(i\) such that \(\kappa_i \equiv 0\), then it must hold that \(\kappa_j \equiv 0\) for all \(j > i\). Sometimes we call \(\kappa := \kappa_1\) and \(\tau := \kappa_2\) the curvature and the (first) torsion of \(x\). Now the definition equation \((2.1)\) becomes \(\left(\frac{d}{ds}(\dot{T} + \langle x, T \rangle T)\right) \equiv 0\) which, by \((2.2)\), is equivalent to

\[
\dot{k}_1 - \kappa_1 \langle x, T \rangle \equiv 0, \quad \kappa_1 \kappa_2 \equiv 0.
\]

(2.3)

It follows that

\(x\) is a \(\xi\)-curve if and only if it is a plane curve with the curvature \(\kappa\) satisfying

\[
\kappa - \kappa \langle x, \dot{x} \rangle \equiv 0.
\]

(2.4)

In particular,

\(x\) is a self-shrinker if and only if it is a plane curve with the curvature \(\kappa\) satisfying

\[
\kappa_r + \langle x, N \rangle \equiv 0,
\]

(2.5)

where \(\kappa_r\) is the relative curvature and \(N := \pm e_2\) is the unit normal of \(x\) pointing the left of \(T\). Note that curves in the plane satisfying \((2.5)\) are classified by U. Abresch and J. Langer in [1] which are now known as Abresch-Langer curves (see [22]).

**Example 2.2** (The \(m\)-planes not necessarily passing through the origin).

An \(m\)-plane \(x : P^m \to \mathbb{R}^{m+p}\) is by definition the inclusion map of an \(m\)-dimensional connected, complete and totally geodesic submanifold of \(\mathbb{R}^{m+p}\). In other words, those \(P^m\)s are subplanes of dimension \(m\) in \(\mathbb{R}^{m+p}\) that are not necessarily passing through the origin. Let \(p_0\) be the orthogonal projection of the origin 0 onto \(P^m\) and \(\xi\) be the position vector of \(p_0\) which is constant and is thus parallel along \(P^m\).

Clearly \(P^m\) is a \(\xi\)-submanifold because \(H \equiv 0\) and the tangential part \(x^\perp\) of \(x\) is precisely \(x - \xi\).

**Example 2.3** (The standard spheres centered at the origin).

For a given point \(x_0 \in \mathbb{R}^{m+1}\) and a positive number \(r\). Define

\[
S^m(r, x_0) = \{x \in \mathbb{R}^{m+1} : \|x - x_0\| = r\},
\]

the standard \(m\)-sphere in \(\mathbb{R}^{m+1}\) with radius \(r\) and center \(x_0\). In particular, we denote \(S^m(r) := S^m(r, 0)\).

It is easily find that \(S^m(r, x_0)\) is a \(\xi\)-submanifold if and only if \(x_0 = 0\).

In fact, since \(x - x_0\) is a normal vector field of length \(r\), the normal part \(x^\perp\) of \(x\) is

\[
x^\perp = \frac{1}{r^2} \langle x, x - x_0 \rangle (x - x_0).
\]

Note that \(H = -\frac{\|x\|^2}{r^4} (x - x_0)\) is parallel. It follows that \(H + x^\perp\) is parallel if and only if \(x^\perp\) is. This is clearly equivalent to that \(\langle x, dx \rangle \equiv 0\) which is true if and only if \(x_0 = 0\).

**Example 2.4** (Submanifolds in a sphere with parallel mean curvature vector).

Let \(x : M^m \to S^{m+p}(a) \subset \mathbb{R}^{m+p+1}\) be a submanifold in the standard sphere \(S^{m+p}(a)\) of radius \(a\), which is of parallel mean curvature vector \(H\). Then as a submanifold of \(\mathbb{R}^{m+p+1}\), \(x\) is a \(\xi\)-submanifold.

In fact, as the submanifold of \(\mathbb{R}^{m+p+1}\), the mean curvature vector of \(x\) is \(\ddot{H} = \Delta x = H - \frac{\|x\|^2}{r^4} x\). Thus \(\xi := \ddot{H} + x^\perp = H + (1 - \frac{\|x\|^2}{r^4}) x\) which is clearly parallel. In particular, \(x(M^m) \subset \mathbb{R}^{m+p+1}\) is a self-shrinker if and only if \(x(M^m) \subset S^{m+p}(a)\) is a minimal submanifold.
Example 2.5 (The product of \( \xi \)-submanifolds).

Let \( x_a : M^{m_a} \to \mathbb{R}^{m_a + p_a}, a = 1, 2, \) be two immersed submanifolds. Denote \( m = m_1 + m_2, p = p_1 + p_2 \) and \( M^m = M^{m_1} \times M^{m_2} \). Then it is not hard to show that \( x := x_1 \times x_2 : M^m \to \mathbb{R}^{m+p} \) is a \( \xi \)-submanifold if and only if both \( x_1 \) and \( x_2 \) are \( \xi \)-submanifolds.

In particular, for any given positive numbers \( r_1, \ldots, r_k \) (\( k \geq 0 \)), positive integers \( m_1, \ldots, m_k, n_1, \ldots, n_l \) (\( l \geq 0, k + l > 0 \)) and \( n = n_1 + \cdots + n_l \), the embedding

\[
x : S^{m_1}(r_1) \times \cdots \times S^{m_k}(r_k) \times P^{n_1} \times \cdots \times P^{n_l} \to \mathbb{R}^{m_1 + \cdots + m_k + k + n}
\]

(2.6)

are all \( \xi \)-submanifolds.

3. As submanifolds of the Gaussian space

As mentioned in the introduction, the \( m \)-dimensional self-shrinkers of the mean curvature flow in the Euclidean space \( \mathbb{R}^{m+p} \equiv (\mathbb{R}^{m+p}, \langle \cdot, \cdot \rangle) \) is equivalent to being the minimal submanifolds when viewed as submanifolds in the Gaussian metric space \( (\mathbb{R}^{m+p}, \bar{g}) \) where \( \bar{g} := e^{-\frac{|x|^2}{2}} \langle \cdot, \cdot \rangle \). In this section, we generalize this to \( \xi \)-submanifolds to obtain our first characterization. In fact, we will prove a theorem which says that \( \xi \)-submanifolds are essentially equivalent to being submanifolds of parallel mean curvature in \( (\mathbb{R}^{m+p}, \bar{g}) \).

For an immersion \( x : M^m \to \mathbb{R}^{m+p} \), we use \( (\cdots) \) to denote geometric quantities when \( x \) is taken as an immersion into \( (\mathbb{R}^{m+p}, \bar{g}) \) that correspond those quantities \( (\cdots) \) when \( x \) is taken as an immersion into \( (\mathbb{R}^{m+p}, \langle \cdot, \cdot \rangle) \). So, for example, we have the induced metric \( \bar{g} \), the second fundamental form \( \bar{h} \) and the mean curvature \( \bar{H} \), etc. To make things more clear, we would like to introduce a "modified mean curvature" for the immersion \( x \), which is defined as \( \bar{H} = e^{-\frac{|x|^2}{2}} \bar{H} \).

Now our first characterization theorem can be stated as follows:

**Theorem 3.1** (The first characterization). An immersion \( x : M^m \to \mathbb{R}^{m+p} \) is a \( \xi \)-submanifold if and only if it is of parallel modified mean curvature \( \bar{H} \).

**Proof.** Denote by \( D \) and \( \bar{D} \) the Levi-Civita connections of \( (\mathbb{R}^{m+p}, \langle \cdot, \cdot \rangle) \) and \( (\mathbb{R}^{m+p}, \bar{g}) \) with \( \bar{g} = e^{-\frac{|x|^2}{2}} \langle \cdot, \cdot \rangle \), respectively. For any given frame field \( \{e_A; A = 1, 2, \ldots, m+p\} \), the corresponding connection coefficients of \( D \) and \( \bar{D} \) are respectively denoted by \( \Gamma_{AB}^C \) and \( \bar{\Gamma}_{AB}^C \), where we assume that \( A, B, C, \ldots = 1, 2, \ldots m + p \). Then by a easy computation using the Koszul formula we can find

\[
\bar{\Gamma}_{AB}^C = \Gamma_{AB}^C + \frac{1}{m} (g(x, e_D)g_{AB}g_{CD} - g(x, e_A)g_{CB} - g(x, e_B)g_{DA}),
\]

or equivalently,

\[
\bar{D}_{e_B}e_A = D_{e_B}e_A + \frac{1}{m} (g(x, e_A)e_B - g(x, e_B)e_A).
\]

Now given an immersion \( x : M^m \to \mathbb{R}^{m+p} \), the induced metric on \( M^m \) by \( x \) of the ambient metric \( \bar{g} \) will still be denoted by \( \bar{g} \). Choose a frame field \( \{e_i, e_\alpha\} \) along \( x \) such that \( e_i, i = 1, 2, \ldots, m \), are tangent to \( M^m \) and \( e_\alpha, \alpha = m + 1, \ldots, m + p \) are normal to \( x_*(TM^m) \) satisfying \( \langle e_\alpha, e_\beta \rangle \equiv g(e_\alpha, e_\beta) = \delta_{\alpha\beta} \). Then by the Gauss formula and (3.1) or (3.2), we find the relation between the second fundamental forms \( \bar{h} \) and \( h \) as follows:

\[
\bar{h}_{ij} \equiv \bar{h}(e_i, e_j) = (\bar{D}_{e_j}e_i)_{\perp} = h_{ij} + \frac{1}{m} x_{\perp} g_{ij}
\]

(3.3)

where \( h_{ij} = h(e_i, e_j) = (D_{e_j}e_i)_{\perp} \). It follows that the mean curvature vectors satisfy

\[
\bar{H} \equiv \bar{g}^{ij} \bar{h}_{ij} = e^{\frac{|x|^2}{2}} (H + x_{\perp}).
\]

(3.4)

Now we compute the covariant derivative of the modified mean curvature \( \bar{H} = e^{\frac{|x|^2}{2}} \bar{H} \) with respect to the normal connection \( \bar{D}_{\perp} \). First we note that, since \( \bar{g} \) is conformal to \( \langle \cdot, \cdot \rangle \) on \( \mathbb{R}^{m+p} \), \( \{e_\alpha\} \) which
satisfies $(e_\alpha, e_\beta) = \delta_{\alpha\beta}$ remains a normal frame field of $x$ considered as the immersion into $(\mathbb{R}^{m+p}, \bar{g})$, of course not orthonormal anymore. Thus we can write

$$\bar{H} = \sum \bar{H}^\alpha e_\alpha$$

with

$$\bar{H}^\alpha = e^{\frac{|i|^2}{m}} (H^\alpha + \langle x, e_\alpha \rangle)$$

where $H = \sum H^\alpha e_\alpha$. Note that by (3.1),

$$\bar{\Gamma}^\alpha_{\beta i} = \Gamma^\alpha_{\beta i} - \frac{1}{m} \langle x, e_i \rangle \delta^\alpha_\beta, \quad \forall \alpha, \beta, i.$$

It follows that, for each $\alpha = m+1, \ldots, m+p$,

$$\left( \bar{D}^\perp_{e_\alpha} \bar{H} \right)^\alpha = e_i (H^\alpha) + H^\beta \bar{\Gamma}^\alpha_{\beta i}$$

$$= e_i (e^{\frac{|i|^2}{m}} (H^\alpha + \langle x, e_\alpha \rangle) + e^{\frac{|i|^2}{m}} (e_i (H^\alpha) + \langle x, e_\alpha \rangle))$$

$$+ e^{\frac{|i|^2}{m}} (H^\beta + \langle x, e_\beta \rangle) (\bar{\Gamma}^\alpha_{\beta i} - \frac{1}{m} \langle x, e_i \rangle \delta^\alpha_\beta)$$

$$= e^{\frac{|i|^2}{m}} (e_i (H^\alpha) + \langle x, e_\alpha \rangle + H^\beta \bar{\Gamma}^\alpha_{\beta i} + \langle x, e_\beta \rangle \bar{\Gamma}^\alpha_{\beta i})$$

$$= e^{\frac{|i|^2}{m}} \left( D^\perp_{e_i} (H + x^\perp) \right)^\alpha,$$

where $\bar{D}^\perp, D^\perp$ denote the induced normal connections accordingly. Thus Theorem 3.1 is proved. $\square$

The following conclusion is direct by 3.4:

**Corollary 3.2.** An immersion $x: M^m \to \mathbb{R}^{m+p}$ is a self-shrinker if and only if it is minimal when viewed as a submanifold of the Gaussian space $(\mathbb{R}^{m+p}, \bar{g})$.

### 4. Variational characterizations

In this section, we first define two functionals and derive the corresponding first and second variation formulas, aiming to establish variational characterizations of the $\xi$-submanifolds.

For a given manifold $M \equiv M^m$ of dimension $m$, define

$$\mathcal{M} := \{ \text{all the immersions } x: M^m \to \mathbb{R}^{m+p} \}$$

and let $\xi: M^m \to \mathbb{R}^{m+p}$ be a vector-valued function on the manifold $M^m$. Then we can naturally introduce as follows two kinds of interesting functionals $V_\xi$ and $\bar{V}_\xi$ on $\mathcal{M}$ which are parametrized by $\xi$:

$$V_\xi(x) := \int_M e^{-f_\xi} dV_x, \quad \bar{V}_\xi(x) = \int_M e^{-\bar{f}_\xi} dV_x,$$

where for any $p \in M^m$, $f_\xi(x) := \frac{1}{2} |x(p) - \xi(p)|^2$, $\bar{f}_\xi(p) = \bar{f}(p) - \frac{1}{2} |\xi(p)|^2$ and $dV_x$ is the volume element of the induced metric $g_x$ of $x$.

**Remark 4.1.** (1) These two functionals $V_\xi$ and $\bar{V}_\xi$ are both of weighted volumes in a sense since, for example, the weighted volume element $e^{-\frac{1}{2} |x-\xi|^2} dV_x$ corresponding to the first one can be viewed as induced from an unnormalized “general Gaussian measure” on the ambient Euclidean space $\mathbb{R}^{m+p}$ with “mean” $\xi$. Note that when $\xi$ is constant as in the case of $m$-planes, $(\frac{\sqrt{m}}{2\pi})^{m+p} e^{-\frac{1}{2} |x-\xi|^2} dV_{\mathbb{R}^{m+p}}$ is nothing but the usual general Gaussian measure with the mean $\xi$ (and the variance $\sigma^2 \equiv 1$). Meanwhile the functional $\bar{V}_\xi$ is clearly a new weighted volume obtained from $V_\xi$ by just adding a new weight $e^{-\frac{1}{2} |\xi|^2}$. Also, the weight-function $e^{-\bar{f}_\xi}$ naturally has a close relation with the definition of the Hermitian Polynomials (see, for example, G. Dattoli, A. Torre, S. Lorenzutta, G. maino and C. Chiccoli, Multivariable Hermite Polynomials and Phase-Space Dynamics, on the website: http://ntrs.nasa.gov/archive/nasa/casi.ntrs.nasa.gov/19950007516.pdf). These polynomials will also be used later in our stability discussion in Section 5.

\[1\]See the explanation in Wikipedia, the free encyclopedia under the title “Gaussian measure”
Thus by using the divergence theorem, we find

\[ V^x an immersion, that is, \]

\[ g \]

where \( (\partial_t t) \) is a local coordinates on \( M \). We always assume that, for each \( t \in (-\epsilon, \epsilon) \), \( x_t : M^m \to \mathbb{R}^{m+p} \) is an immersion, that is, \( x_t \in \mathcal{M}, t \in (-\epsilon, \epsilon) \).

**Definition 4.1** (Compact variation). A variation \( F : M \times (-\epsilon, \epsilon) \to \mathbb{R}^{m+p} \) is called compactly supported, or simply compact, if there exists a relatively compact open domain \( B \) such that, for each \( t \in (-\epsilon, \epsilon) \), the support set \( \{ p \in M^m; \frac{\partial F}{\partial t}(p) \neq 0 \} \) of the vector field \( \frac{\partial F}{\partial t} \) is contained in \( B \).

Denote \( f_t = f_{x_t}, \bar{f}_t = \bar{f}_{x_t} \), and

\[ \Gamma_0(T^+(M)) = \{ \text{all smooth normal vector fields } \eta \text{ of } x \text{ with compact support} \} . \]

**Theorem 4.1** (The first variation formula). Let \( F \) be a compact variation of \( x \). Then

\[ V^x(t) = -\int_M \langle (H_t + x_t^1 - \xi) + \nabla^t (x_t, \xi) - \frac{1}{2}(\xi)^2 \rangle \cdot \frac{\partial F}{\partial t} e^{-f} dV_t, \]

\[ (4.2) \]

\[ \bar{V}^x(t) = -\int_M \langle (H_t + x_t^1 - \xi) + \nabla^t (x_t, \xi) \cdot \frac{\partial F}{\partial t} e^{-\bar{f}} dV_t, \]

\[ (4.3) \]

where \( H_t \) is the mean curvature vector of the immersion \( x_t \), \( \nabla^t \) is the gradient operator of the induced metric \( g_{x_t} \), and \( dV_t = dV_{x_t} \).

In particular, if \( F \) is a normal variation of \( x \), that is, \( \eta \in \Gamma_0(T^+(M)) \), then

\[ V^x'(0) = -\int_M \langle (H + x^1 - \xi), \eta \rangle e^{-f} dV, \]

\[ (4.4) \]

\[ \bar{V}^x'(0) = -\int_M \langle (H + x^1 - \xi), \eta \rangle e^{-\bar{f}} dV. \]

\[ (4.5) \]

**Proof.** For simplicity, we shall always write \( f = f_t \) in the computation. It is well known that

\[ \frac{\partial}{\partial t} dV_t = \left( \text{div} \left( \frac{\partial F}{\partial t} \right) - \langle H_t, \frac{\partial F}{\partial t} \rangle \right) dV_t \]

\[ = \left( \left( g_{ij} \frac{\partial F}{\partial u^i} \frac{\partial F}{\partial u^j} \right) - \langle H_t, \frac{\partial F}{\partial t} \rangle \right) dV_t . \]

Furthermore

\[ \frac{\partial}{\partial t} e^{-f} = -e^{-f} \frac{\partial f}{\partial t} = -e^{-f} \langle x_t - \xi, \frac{\partial F}{\partial t} \rangle . \]

Thus by using the divergence theorem, we find

\[ V^x(t) = \int_M \frac{\partial}{\partial t} (e^{-f} dV_t) = \int_M \left( \frac{\partial}{\partial t} e^{-f} \right) dV_t + e^{-f} \frac{\partial}{\partial t} dV_t \]

\[ = \int_M \left( -e^{-f} \langle x_t - \xi, \frac{\partial F}{\partial t} \rangle + e^{-f} \left( g_{ij} \frac{\partial F}{\partial u^i} \frac{\partial F}{\partial u^j} \right) - \langle H_t, \frac{\partial F}{\partial t} \rangle \right) dV_t \]

\[ = -\int_M \left( \langle H_t + x_t^1 - \xi, \frac{\partial F}{\partial t} \rangle + g_{ij} \frac{\partial F}{\partial u^i} \left( \langle x_t, \xi \rangle - \frac{1}{2}(\xi)^2 \right) \frac{\partial F}{\partial u^j} \right) e^{-f} dV_t \]

\[ = -\int_M \left( \langle H_t + x_t^1 - \xi \rangle + \nabla^t \left( \langle x_t, \xi \rangle - \frac{1}{2}(\xi)^2 \right) , \frac{\partial F}{\partial t} \right) e^{-f} dV_t . \]
Since functionals $V_{x}$ we have

\[ V''_{x}(0) = - \int_{M} \left( (H_{t} + x_{t}^{i} - \xi) + \nabla^{t}(x_{t}, \xi) \right) \frac{\partial F}{\partial \xi} |_{t=0} e^{-t} dV \]

By the flatness of $R_{\xi}$ if there exists a parallel normal vector field $\xi \in \Gamma(T^{\perp}M)$ such that $x$ is the critical point of both the functionals $V_{\xi}$, $\bar{V}_{\xi}$ for all the compact normal variations of $x$.

To find the second variational formulas, we suppose that $x$ is a $\xi$-submanifold, that is, $H + x^{\perp} = \xi$, where $\xi$ is a parallel normal vector of $x$. In particular, $|\xi|^{2}$ is a constant. Note that in this case, the two functionals $V_{\xi}$ and $\bar{V}_{\xi}$ are essentially the same. So in the argument that follows we only need to consider $V_{\xi}$.

Suppose that $F$ is a compact normal variation of $x$. Then

\[ V''_{\xi}(0) = - \int_{M} \left( (H_{t} + x_{t}^{i} - \xi) + \nabla^{t}(x_{t}, \xi) \right) \frac{\partial F}{\partial \xi} |_{t=0} e^{-t} dV \]

By (Variational characterizations)

On the other hand

\[ \frac{\partial}{\partial t} \left( g_{ij}^{kl} \right) = \left( \frac{\partial}{\partial u^{k}} \frac{\partial}{\partial u^{l}} \right) \left( g_{ij}^{kl} \right) + \left( \frac{\partial}{\partial u^{k}} \frac{\partial}{\partial u^{l}} \right) \left( g_{ij}^{mk} \right) \]

we have

\[ \frac{\partial}{\partial t} H_{t} = g_{ij}^{kl} \frac{\partial}{\partial u^{k}} \frac{\partial}{\partial u^{l}} \left( D_{\frac{\partial}{\partial u^{j}}} \frac{\partial}{\partial u^{i}} \right) + \left( \frac{\partial}{\partial u^{k}} \frac{\partial}{\partial u^{l}} \right) \left( D_{\frac{\partial}{\partial u^{j}}} \frac{\partial}{\partial u^{i}} \right) \]

On the other hand

\[ \left( \frac{\partial}{\partial t} \left( g_{ij}^{kl} \right) \right) |_{t=0} = - \left( \left( g_{ij}^{mk} g_{kl}^{ij} \right) + \left( g_{ij}^{mk} \frac{\partial}{\partial u^{k}} \frac{\partial}{\partial u^{l}} \right) \right) |_{t=0} \]

and by the flatness of $\mathbb{R}^{m+p}$,

\[ D_{\frac{\partial}{\partial u^{j}}} \frac{\partial}{\partial u^{i}} \frac{\partial F}{\partial \xi} |_{t=0} = D_{\frac{\partial}{\partial u^{j}}} \frac{\partial}{\partial u^{i}} \left( \frac{\partial F}{\partial \xi} \right) \]

which gives (4.2). The other formula (4.3) is derived in the same way.

\[ \square \]
where $A_\eta$ is the Weingarten operator of $x$ with respect to the variation vector $\eta$. Moreover

$$D_{\frac{\partial}{\partial t}}((x_t), \nabla^t \frac{\partial}{\partial u})(x_t)\big|_{t=0} = D_{\frac{\partial}{\partial t}}((\Gamma^k_{ij}(x_t) \frac{\partial}{\partial u^k})(x_t)\big|_{t=0}$$

$$= \frac{\partial}{\partial t}((\Gamma^k_{ij})(x_t)\big|_{t=0} = \frac{\partial}{\partial t}((\Gamma^k_{ij})(x_t)\big|_{t=0} = \Gamma^k_{ij} D_{\frac{\partial}{\partial u^k}}\left(\frac{\partial F}{\partial u^k}\right)\big|_{t=0}$$

$$= \frac{\partial}{\partial t}(\Gamma^k_{ij})\big|_{t=0} x_t + \frac{\partial}{\partial u^k} + D_{\frac{\partial}{\partial u^k}} \cdot \frac{\partial}{\partial u^k} \eta.$$ 

It then follows that

$$\left(\frac{\partial}{\partial t}(g t)\right)^{ij} h_t(\frac{\partial}{\partial u^k}, \frac{\partial}{\partial u^j})(x_t, \eta) = 2g^{ik} g^{jl} \langle h(\frac{\partial}{\partial u^k}, \frac{\partial}{\partial u^j}), \eta \rangle h(\frac{\partial}{\partial u^i}, \frac{\partial}{\partial u^j}), \eta \rangle,$$

(4.8)

$$g^{ij} \langle D_{\frac{\partial}{\partial t}}(\frac{\partial F}{\partial u^j} \big|_{t=0}, \eta\rangle = g^{ij} \left(\langle D_{\frac{\partial}{\partial t}}(\frac{\partial F}{\partial u^j} \big|_{t=0}, \eta\rangle - h(\frac{\partial}{\partial u^k}, A_\eta \frac{\partial}{\partial u^k}, \eta)\rangle, \eta \rangle\right),$$

(4.9)

$$g^{ij} \left(\langle D_{\frac{\partial}{\partial t}}(x_t, \nabla^t \frac{\partial}{\partial u^j})(x_t)\big|_{t=0}, \eta\rangle = g^{ij} \left(D_{\frac{\partial}{\partial u^k}} \cdot \frac{\partial}{\partial u^j}\right) \eta, \eta \rangle. \right)$$

(4.10)

Hence

$$\langle D_{\frac{\partial}{\partial t}} H_t\big|_{t=0}, \eta \rangle = \langle g^{ij} \left(\langle D_{\frac{\partial}{\partial u^k}} \cdot \frac{\partial}{\partial u^j}\right) \eta, \eta \rangle \rangle + g^{ik} g^{jl} \langle h(\frac{\partial}{\partial u^k}, \frac{\partial}{\partial u^j}), \eta \rangle h(\frac{\partial}{\partial u^i}, \frac{\partial}{\partial u^j}), \eta \rangle \rangle = \langle \Delta_{\frac{\partial}{\partial t}} \eta, \eta \rangle + g^{ik} g^{jl} \langle h(\frac{\partial}{\partial u^k}, \frac{\partial}{\partial u^j}), \eta \rangle h(\frac{\partial}{\partial u^i}, \frac{\partial}{\partial u^j}), \eta \rangle \rangle = \langle \Delta_{\frac{\partial}{\partial t}} \eta, \eta \rangle + g^{ik} g^{jl} \langle h_{ij}, \eta \rangle h_{kl}, \eta \rangle,$$

where $h_{ij} = h(\frac{\partial}{\partial u^i}, \frac{\partial}{\partial u^j})$. Furthermore,

$$\langle D_{\frac{\partial}{\partial t}} (x_{t} - \xi)\big|_{t=0}, \eta \rangle = \langle D_{\frac{\partial}{\partial t}} x_{t} \big|_{t=0} - D_{\frac{\partial}{\partial t}} (x_{t} - \xi)\big|_{t=0}, \eta \rangle$$

$$= \langle \eta, \eta \rangle - \langle D_{\frac{\partial}{\partial t}} \left((g t)^{ij} \langle x_{t}, \frac{\partial F}{\partial u^j}, \frac{\partial F}{\partial u^i}\rangle\right) \big|_{t=0}, \eta \rangle$$

$$= \langle \eta, \eta \rangle - \langle D_{x^t} \eta, \eta \rangle = \langle \eta, \eta \rangle - \langle D_{x^t} \eta, \eta \rangle.$$ 

Therefore

$$\langle D_{\frac{\partial}{\partial t}} (H_t + x_{t} - \xi), \frac{\partial F}{\partial t}\rangle \big|_{t=0} = \langle \Delta_{\frac{\partial}{\partial t}} \eta, \eta \rangle + g^{ik} \langle h_{ij}, \eta \rangle h_{kl} + \eta, \eta \rangle$$

Meanwhile,

$$\langle D_{\frac{\partial}{\partial t}} (\nabla^t (x_t, \xi))\big|_{t=0}, \eta \rangle = \langle (g t)^{ij} \frac{\partial}{\partial u^i} (x_{t}, \xi) D_{\frac{\partial}{\partial u^j}} \frac{\partial F}{\partial u^j}\big|_{t=0}, \eta \rangle$$

$$= \langle g^{ij} \frac{\partial}{\partial u^i} (x, \xi) D_{\frac{\partial}{\partial u^j}} \eta, \eta \rangle = \langle D_{\frac{\partial}{\partial u^j}} (x, \xi) \eta, \eta \rangle = - \langle D_{A_\xi} (x^t) \eta, \eta \rangle$$

since $\xi$ is parallel along $x$.

Note that the ambient space $\mathbb{R}^{m+p}$ is flat and $|\xi|^2$ is constant on $M^m$. Thus, by summing up, we have proved the following second variation formulas for $\xi$-submanifolds:
Theorem 4.3. Let $x : M^m \to \mathbb{R}^{m+p}$ be a $\xi$-submanifold. Then for any compact normal variation $F : M^m \times (-\varepsilon, \varepsilon) \to \mathbb{R}^{m+p}$ we have
\[
V_\xi''(0) = -\int_M \left(\langle \Delta_M^H \xi, \eta \rangle + \langle D^h_{x+\xi(x^\perp)} \xi, \eta \rangle + g^{ik} g^{jl} \langle h_{ij}, \eta \rangle h_{kl} + \eta, \eta \right) e^{-f} dV,
\]
\[
\tilde{V}_\xi''(0) = -\int_M \left(\langle \Delta_M^H \xi, \eta \rangle + \langle D^h_{x+\xi(x^\perp)} \xi, \eta \rangle + g^{ik} g^{jl} \langle h_{ij}, \eta \rangle h_{kl} + \eta, \eta \right) e^{-f} dV.
\]

In order to simplify the second variation formulas we introduce the following definition:

Definition 4.2 (SN-variation). A variation $F : M^m \times (-\varepsilon, \varepsilon) \to \mathbb{R}^{m+p}$ of an immersion $x : M^m \to \mathbb{R}^{m+p}$ is called specially normal (or simply SN) if it is normal and $\frac{\partial^2 F}{\partial t^2}|_{t=0} = 0$.

Clearly, for any $\eta \in \Gamma(T^\perp M)$, SN-variations with variation vector field $\eta$ do exist. For example, we can choose $F(p, t) = x(p) + \psi(t)\eta(p)$, $\forall (p, t) \in M^m \times (-\varepsilon, \varepsilon)$ where $\psi$ is any smooth function satisfying $\psi(0) = \psi'(0) = 0$.

Corollary 4.4 (The simplified second variation formulas). Let $x : M^m \to \mathbb{R}^{m+p}$ be a $\xi$-submanifold. Then for any compact SN-variation $F : M^m \times (-\varepsilon, \varepsilon) \to \mathbb{R}^{m+p}$ it holds that
\[
V_\xi''(0) = -\int_M \left(\langle \Delta_M^H \xi, \eta \rangle + \langle D^h_{x+\xi(x^\perp)} \xi, \eta \rangle + g^{ik} g^{jl} \langle h_{ij}, \eta \rangle h_{kl} + \eta, \eta \right) e^{-f} dV,
\]
\[
\tilde{V}_\xi''(0) = -\int_M \left(\langle \Delta_M^H \xi, \eta \rangle + \langle D^h_{x+\xi(x^\perp)} \xi, \eta \rangle + g^{ik} g^{jl} \langle h_{ij}, \eta \rangle h_{kl} + \eta, \eta \right) e^{-f} dV.
\]

Remark 4.2. From the above discussion, one may naturally think of the variational characterization of the usual submanifolds with parallel mean curvature vector in the Euclidean space. In fact, our computations and argument of those two sections essentially apply to this situation. In particular, a suitable functional $\tilde{V}_\xi$ may be defined by
\[
\tilde{V}_\xi = \int_M e^{(x, \xi)} dV_x, \quad \forall x \in M
\]
and the first variation formula of $\tilde{V}_\xi$ is given in the following

Proposition 4.5. Let $x \in M$ be fixed and $\xi : M^m \to \mathbb{R}^{m+p}$ be a smooth map. Suppose that $F$ is a compact variation of $x$. Then
\[
\tilde{V}_\xi'(t) = -\int_M \langle (H_t - \xi) + \nabla^t \langle x_t, \xi \rangle, \frac{\partial F}{\partial t} \rangle e^{(x, \xi)} dV_t.
\]
In particular, if $F$ is a normal variation of $x$, then
\[
\tilde{V}_\xi''(0) = -\int_M \langle (H - \xi, \eta) e^{(x, \xi)} dV.
\]

Corollary 4.6. An immersion $x \in M$ has a parallel mean curvature vector if and only if there exists a parallel normal vector field $\xi \in \Gamma(T^\perp M)$ such that $x$ is the critical point of the functional $\tilde{V}_\xi$ for all the compact normal variations of $x$.

Moreover, the second variation formula for a submanifold $x : M^m \to \mathbb{R}^{m+p}$ with parallel mean curvature vector $H \equiv \xi$ should be described as
Theorem 4.7. Let \( x : M^m \to \mathbb{R}^{m+p} \) be an immersed submanifold with parallel mean curvature \( H \). Then for any compact normal variation \( F : M^m \times (-\varepsilon, \varepsilon) \to \mathbb{R}^{m+p} \) we have
\[
\tilde{V}_H''(0) = -\int_M \left( \left[ \left( \Delta_{M^m}^1 \eta \right) + D_{\nabla}^1 \left( x, H \right) \eta, \eta \right] + |A_\eta|^2 + \left( \nabla \left( x, H \right), D_{\partial t} \frac{\partial F}{\partial t} \right) \right) e^{x, H} dV. \tag{4.17}
\]

5. The instabilities of the canonical examples

The most natural stability definition to the functional \( V_\xi \) is as follows:

Definition 5.1. A \( \xi \)-submanifold \( x : M^m \to \mathbb{R}^{m+p} \) is called stable if \( V_\xi(x) < +\infty \) and for every SN-variation \( F : M^m \times (-\varepsilon, \varepsilon) \to \mathbb{R}^{m+p} \) of \( x \) it holds that \( V''_\xi(0) \geq 0 \) or, equivalently, \( \tilde{V}_H''(0) \geq 0 \).

In this section we shall show that, as \( \xi \)-submanifolds, all the canonical examples given in Section 2 are not stable in the sense of Definition 5.1.

Write the second fundamental form \( h \) of \( x \) locally as \( h = h_{ij} \omega^i \omega^j = h_{ij}^a e_a \) with respect to an orthonormal tangent frame field \( \{ e_i ; 1 \leq i \leq m \} \) with dual \( \{ \omega^i \} \) and an orthonormal normal frame field \( \{ e_\alpha ; m + 1 \leq \alpha \leq m + p \} \), and denote
\[
\mathcal{L} = \Delta_{M^m}^1 - D_{\nabla}^1 \Gamma_{\xi}(x, \tau), \quad \mathcal{L} = \Delta_{M^m} - \nabla_{\nabla} \Gamma_{\xi}(x, \tau), \tag{5.1}
\]
where \( \Delta_{M^m}^1, \Delta_{M^m} \) are Laplacians on \( T^\perp M^m, TM^m \) respectively, and sometimes we shall omit the subscript “\( M^m \)” if no confusion is made. It follows that
\[
Q(\eta, \eta) \equiv V''_\xi(0) = -\int_M \left( L(\eta), \eta \right) e^{-f} dV, \tag{5.2}
\]
and that, for any parallel normal vector field \( N \),
\[
L(N) = N + \left( h_{ij}, N \right) h_{ij}. \tag{5.3}
\]

Lemma 5.1.
\[
L(\phi \eta) = (\tilde{\mathcal{L}} \phi) \eta + \phi L(\eta) + 2 D_{\nabla}^1 \phi \eta, \quad \phi \in C^\infty(M^m), \ \eta \in \Gamma(T^\perp M^m). \tag{5.4}
\]

Proof. We compute directly
\[
L(\phi \eta) = \Delta^1 (\phi \eta) - D_{\nabla}^1 \Gamma_{\xi}(x, \tau) (\phi \eta) + \left( h_{ij}, \phi \eta \right) h_{ij} + \phi \eta
= (\Delta \phi) \eta + 2 D_{\nabla}^1 \phi \eta + \phi \Delta^1 \eta - (\nabla_{\nabla} \Gamma_{\xi}(x, \tau) \phi) \eta
- \phi (D_{\nabla}^1 \Gamma_{\xi}(x, \tau) \eta) + \phi (h_{ij}, \eta) h_{ij} + \phi \eta
= (\Delta - \nabla_{\nabla} \Gamma_{\xi}(x, \tau)) \phi \eta + \phi (\Delta^1 - D_{\nabla}^1 \Gamma_{\xi}(x, \tau) + \left( h_{ij}, \cdot \right) h_{ij} + 1) \eta + 2 D_{\nabla}^1 \phi \eta
= (\tilde{\mathcal{L}} \phi) \eta + \phi (L \eta) + 2 D_{\nabla}^1 \phi \eta. \n\]

Lemma 5.2. Let \( x : M^m \to \mathbb{R}^{m+p} \) be a \( \xi \)-submanifold. Then for any \( \eta_1, \eta_2 \in \Gamma(T^\perp M^m) \) one of which is compactly supported, it holds that
\[
\int_M \langle \eta_1, \mathcal{L} \eta_2 \rangle e^{-f} dV = -\int_M \langle D^1 \eta_1, D^1 \eta_2 \rangle e^{-f} dV. \tag{5.5}
\]

Similarly, for any \( \phi_1, \phi_2 \in C^\infty(M^m) \) one of which is compactly supported, it holds that
\[
\int_M \phi_1 \mathcal{L} \phi_2 e^{-f} dV = -\int_M \langle \nabla \phi_1, \nabla \phi_2 \rangle e^{-f} dV. \tag{5.6}
\]
Proof. To prove the two formulas, it suffices to use the Divergence Theorem and the following equalities:

\begin{align}
\langle \eta_1, L\eta_2 \rangle e^{-f} &= \text{div} (\langle \eta_1, D_{e_i} \eta_2 \rangle e^{-f}) - \langle D^i \eta_1, D^i \eta_2 \rangle e^{-f}, \\
\phi_1 L\phi_2 e^{-f} &= \text{div} (\phi_1 \nabla e_i \phi_2 e^{-f}) - \langle \nabla \phi_1, \nabla \phi_2 \rangle e^{-f}.
\end{align}

(5.7) (5.8)

Lemma 5.3. For any \( \phi \in C_0^\infty (M^n) \) and \( \eta \in \Gamma (T^\perp M^n) \), it holds that

\[
\int_M \langle \phi \eta, L(\phi \eta) \rangle e^{-f} dV = \int_M \phi^2 \langle \eta, L(\eta) \rangle e^{-f} dV - \int_M |\nabla \phi|^2 |\eta|^2 e^{-f} dV.
\]

(5.9)

Proof. By (5.7) and (5.8), we find

\[
\int_M \langle \phi \eta, L(\phi \eta) \rangle e^{-f} dV = \int_M \langle \phi \eta, (L\phi) \eta \rangle + \phi L\eta + 2L\phi_\eta e^{-f} dV
\]

\[
= \int_M (\phi |\eta|^2) L\phi e^{-f} dV + \int_M \phi^2 \langle \eta, L\eta \rangle e^{-f} dV + \int_M \langle \eta, D_\eta L \phi \eta \rangle e^{-f} dV
\]

\[
= - \int_M ((|\nabla \phi|^2 |\eta|^2) + \frac{1}{2} \langle \nabla \phi^2, \nabla |\eta|^2 \rangle) e^{-f} dV + \int_M \phi^2 \langle \eta, L\eta \rangle e^{-f} dV
\]

\[
+ \frac{1}{2} \int_M \nabla \phi e^2 |\eta|^2 e^{-f} dV
\]

\[
= \int_M \phi^2 \langle \eta, L\eta \rangle e^{-f} dV - \int_M |\nabla \phi|^2 |\eta|^2 e^{-f} dV.
\]

(5.9)

Proposition 5.4. As \( \xi \)-submanifolds, all \( m \)-planes in \( \mathbb{R}^{m+p} \) are not stable.

Proof. For an \( m \)-plane \( x : P^m \subset \mathbb{R}^{m+p} \), let \( o \) be the orthogonal projection on \( P^m \) of the origin \( O \). Then \( \xi = \tilde{O}o \). Denote by \( B_R(o) \subset P \) the closed ball of radius \( R > 0 \) centered at the fixed point \( o \):

\[ B_R(o) = \{ x \in P; |x - o| \equiv |x - \xi| \leq R \}. \]

Let \( N \) be a unit constant vector in \( \mathbb{R}^m \) orthogonal to \( P^m \) and \( \phi_R \) be a cut-off function on \( P^m \) satisfying

\[ (\phi_R)|_{B_R(o)} \equiv 1, \quad (\phi_R)|_{P^m \setminus B_{R+2}(o)} \equiv 0, \quad |\nabla \phi| \leq 1, \quad R > 0. \]

Define \( \eta_R = \phi_R N \). Then \( \eta_R \) is compactly supported and can be chosen a variation vector field for some \( SN \)-variation. By (5.9) and (5.13),

\[
Q(\eta_R, \eta_R) = - \int_{P^m} \langle \phi_R N, L(\phi_R N) \rangle e^{-f} dV
\]

\[
= - \int_{P^m} \phi_R^2 \langle N, L(N) \rangle e^{-f} dV + \int_{P^m} |\nabla \phi_R|^2 e^{-f} dV
\]

\[
= - \int_{P^m} \phi_R^2 \langle N, N + \langle h_{ij}, N \rangle h_{ij} \rangle e^{-f} dV + \int_{P^m} |\nabla \phi_R|^2 e^{-f} dV
\]

\[
\leq - \int_{P^m} \phi_R^2 e^{-f} dV + \sum_{i=1}^{R+2} \int_{B_{R+2}(o) \setminus B_R(o)} e^{-f} dV < 0, \quad R \to +\infty \text{ since } \int_{P^m} e^{-f} dV < +\infty. \]

Thus for large \( R \) we have \( Q(\eta_R, \eta_R) < 0. \)

(5.9)

Proposition 5.5. As \( \xi \)-submanifolds, the standard \( m \)-spheres \( S^m(r) \) are all non-stable.
Proof. For the standard sphere \( S^m(r) \subset \mathbb{R}^{m+1} \subset \mathbb{R}^{m+p} \), we have \( h = -\frac{1}{r}g x, \ x^\perp = x \) and \( \xi = (-\frac{1}{r^2} + 1) x \). Choose the variation vector field \( \eta = x \) so that \( \mathcal{L}\eta = 0 \). It follows that
\[
Q(\eta, \eta) \leq - \int_{S^m(r)} \langle \eta, L(\eta) \rangle e^{-f} dV_{S^m(r)} = - \int_{S^m(r)} (\sum \langle h_{i\bar{j}}, \eta \rangle^2 + |x|^2) e^{-f} dV_{S^m(r)}
\]
\[
= -(m + r^2) \int_{S^m(r)} e^{-f} dV_{S^m(r)} < 0.
\]
\( \square \)

From Proposition 5.4 and Proposition 5.5, we easily find

**Corollary 5.6.** The product \( \xi \)-submanifolds \( S^{m_1}(r_1) \times \cdots \times S^{m_k}(r_k) \times P^{n_1} \times \cdots \times P^{n_l} \) are not stable.

A more general conclusion than Proposition 5.5 is the following

**Proposition 5.7.** Let \( x : M^m \rightarrow \mathbb{R}^{m+p} \) be a compact \( \xi \)-submanifold. If \( x \) has a non-trivial parallel normal vector field, then \( x \) is not stable. In particular, all compact \( \lambda \)-hypersurfaces and compact \( \xi \)-submanifold with \( \xi \neq 0 \) are not stable.

Proof. Let \( \eta \neq 0 \) be a parallel normal vector field. Then \( \eta \) can be chosen to be a variation vector field of some \( SN \)-variation \( F \) of \( x \). Since \( \triangle ^\perp \eta = D_{x^\perp}^{\perp} + \mathcal{A}_\xi (x^\perp) \eta = 0 \), it then follows from (4.13) that
\[
Q(\eta, \eta) = - \int_M (\sum \langle h_{i\bar{j}}, \eta \rangle^2 + |\eta|^2) e^{-f} dV < 0.
\]
\( \square \)

**Corollary 5.8.** Any compact and simply connected \( \xi \)-submanifold with flat normal bundle is not stable.

## 6. The W-stability of \( \xi \)-submanifolds

By the discussion of last section, it turns out that the stability given in Definition 5.1 is over-strong in a sense. So it is natural and interesting to find some weaker stability for \( \xi \)-submanifolds. Motivated by the “volume-preserving” variations in the case of hypersurfaces (see [27]), we introduce the \( W \)-stability in the following way.

**Definition 6.1.** Let \( x : M^m \rightarrow \mathbb{R}^{m+p} \) be an immersion. A \( SN \)-variation \( F : M^m \times (-\varepsilon, \varepsilon) \rightarrow \mathbb{R}^{m+p} \) of \( x \) is called \( VP \) if the corresponding variation vector \( \eta \equiv \frac{\partial F}{\partial t} |_{t=0} \) satisfies
\[
\int_M \langle \eta, N \rangle e^{-f} = 0, \quad \forall N \in \Gamma(T^\perp M) \quad \text{and} \quad D^\perp N \equiv 0.
\] (6.1)

**Remark 6.1.** It is clear that, in the special case of codimension 1, a \( VP \)-variation is nothing but the “volume-preserving” one which has been considered in [27].

**Definition 6.2.** A \( \xi \)-submanifold \( x : M^m \rightarrow \mathbb{R}^{m+p} \) is called \( W \)-stable if \( V_\xi (x) < +\infty \) and for every \( VP \)-variation it holds that \( V_\xi ^m (0) \geq 0 \).

Then we have

**Theorem 6.1.** The \( m \)-planes are all \( W \)-stable.

Proof. For an \( m \)-plane \( x : P^m \subset \mathbb{R}^{m+p} \), let \( \eta \) be an arbitrary normal vector field on \( P^m \) with compact support. Then we have \( A_{\eta} \equiv 0, \ x - \xi = x^\perp \) and
\[
L = \triangle _{P^m}^{\perp} - D_{x^\perp}^{\perp} + 1.
\]
Clearly, there are constant normal basis \( e_{\alpha}, \alpha = m + 1, \cdots, m + p \). So \( \eta \) can be expressed by \( \eta = \sum \eta^a e_{\alpha} \) with \( \eta^a \in C^\infty_0(P^m) \). Consequently,

\[
L(\eta) = \sum \tilde{L}(\eta^a)e_{\alpha}, \quad \langle L\eta, \eta \rangle = \sum \eta^a \tilde{L}\eta^a,
\]

where \( \tilde{L} = \Delta_{P^m} - \nabla_x^T + 1 \). Now we make the following

\textbf{Claim:} the eigenvalues of the operator \(-\tilde{L}\) are \( n - 1 \) with \( n = 0, 1, \cdots \).

To prove this claim, we need to make use of the \textit{multi-variable Hermitian polynomials} \( \mathcal{H}_{n_1, \cdots, n_m} \) on \( \mathbb{R}^m \), labelled with \( 0 \leq n_1, \cdots, n_m < +\infty \), which are defined by the expansion (see [13] and [14] for the detail)

\[
e^{-\frac{|u|^2}{2}} = e^{-\frac{|u|^2}{2}} \sum_{n_1, \cdots, n_m} \frac{(t^1)^{n_1} \cdots (t^m)^{n_m}}{n_1! \cdots n_m!} \mathcal{H}_{n_1, \cdots, n_m}(u),
\]

or equivalently

\[
e^{-\frac{|u|^2}{2} + (t, u)} = \sum_{n_1, \cdots, n_m} \frac{(t^1)^{n_1} \cdots (t^m)^{n_m}}{n_1! \cdots n_m!} \mathcal{H}_{n_1, \cdots, n_m}(u),
\]

\( u = (u^1, \cdots, u^m), \ t = (t^1, \cdots t^m) \in \mathbb{R}^m \),

(6.2)

It is clear that

\[
\mathcal{H}_{n_1, \cdots, n_m}(u) = \mathcal{H}_{n_1}(u^1) \cdots \mathcal{H}_{n_m}(u^m), \quad \forall u = (u^1, \cdots, u^m) \in \mathbb{R}^m
\]

where, for each \( i = 1, \cdots, m, \mathcal{H}_{n_i}(u^i) \) is the Hermitian Polynomial of one variable \( u^i \) defined by

\[
e^{-\frac{1}{2} |u^i|^2 + u^i t^i} = \sum_{n_i} \frac{(t^i)^{n_i}}{n_i!} \mathcal{H}_{n_i}(u^i), \quad u^i, t^i \in \mathbb{R}.
\]

(6.5)

By (6.5), we easily find that

\[
\mathcal{H}_{n_i+1}(u^i) = u^i \mathcal{H}_{n_i} - n_i \mathcal{H}_{n_i-1}, \quad \frac{d}{du^i} \mathcal{H}_{n_i}(u^i) = n_i \mathcal{H}_{n_i-1}, \ i = 1, \cdots, m
\]

(6.6)

implying that

\[
\left( -\frac{d^2}{d(u^i)^2} + u^i \frac{d}{du^i} \right) \mathcal{H}_{n_i}(u^i) = n_i \mathcal{H}_{n_i}(u^i), \quad i = 1, \cdots, m.
\]

(6.7)

Consequently, by (6.3), we have

\[
(-\Delta_{\mathbb{R}^m} + \nabla_u) \mathcal{H}_{n_1, \cdots, n_m}(u) = \left( \sum_{i=1}^m n_i \right) \mathcal{H}_{n_1, \cdots, n_m}(u), \quad \forall n_1, \cdots, n_m \geq 0.
\]

(6.8)

It is known that all these multi-variable Hermitian polynomials are weighted square integrable with the weight \( e^{-\frac{|u|^2}{2}} \), that is

\[
\mathcal{H}_{n_1, \cdots, n_m} \in L^2_w(\mathbb{R}^m) := \{ \varphi \in C^\infty(\mathbb{R}^m); \int_{\mathbb{R}^m} \varphi^2 e^{-\int dV_{\mathbb{R}^m}} < +\infty \}.
\]

Consequently, integers \( \sum_{i=1}^m n_i = 0, 1, \cdots \) are eigenvalues of the operator \(-\Delta_{\mathbb{R}^m} + \nabla_u \) acting on \( L^2_w(\mathbb{R}^m) \).

By making a change of coordinates on \( \mathbb{R}^{m+p} \) we can assume \( x^i - \xi^i = u^i, \ i = 1, 2, \cdots, m, \) for \( x \in P^m \). Thus (6.8) shows that \(-\tilde{L} + 1\) has \( n = 0, 1, \cdots \) as its eigenvalues, or equivalently, \( n - 1 = -1, 0, 1, \cdots \) are eigenvalues of \(-\tilde{L}\) where constants are those eigenfunctions corresponding to \(-1\).

To complete the claim, we also have to show that \( \{ \mathcal{H}_{n_1, \cdots, n_m}; \ n_1, \cdots, n_m \geq 0 \} \) is a complete basis for the space \( S^\infty_2(\mathbb{R}^m) \) of smooth and weighted square integrable functions on \( \mathbb{R}^m \). For doing this, we let \( E \) be the orthogonal complement in \( L^2_w(\mathbb{R}^m) \) of the closure of the linear span of all \( \mathcal{H}_{n_1, \cdots, n_m} \), that is,

\[
E := (\text{Span} \{ \mathcal{H}_{n_1, \cdots, n_m}; \ n_1, \cdots, n_m = 0, 1, \cdots \} )^\perp.
\]
For any \( \varphi \in E \), we have
\[
0 = (\varphi, \mathcal{H}_{n_1 \cdots n_m})_\omega := \int_{\mathbb{R}^m} \varphi(u)\mathcal{H}_{n_1 \cdots n_m}(u)e^{-f}dV_{\mathbb{R}^m}, \quad n_1, \cdots, n_m = 0, 1, \cdots.
\]
It then easily follows from (6.3) that \( \mathcal{F}(\varphi e^{-f}) = 0 \) where \( \mathcal{F} \) is the usual multi-variable Fourier transformation. Since \( \mathcal{F} \) is injective, we obtain that \( \varphi e^{-f} = 0 \) implying \( \varphi \equiv 0 \). This shows that \( E = 0 \) and thus
\[
L^2_{\omega}(\mathbb{R}^m) = \text{Span}\{\mathcal{H}_{n_1 \cdots n_m}, \ n_1, \cdots, n_m = 0, 1, \cdots\}. \tag{6.9}
\]

Now suppose \( \eta \) is a compact normal vector field that can be taken as a \( VP \)-variation vector field. Then for each \( \alpha \), we have
\[
\eta^\alpha \in S^{\omega, 2}_w(P^m) := \{\varphi \in C^{\infty}(P^m); \int_{P^m} \varphi^2 e^{-f}dV_{P^m} < +\infty\}.
\]
Since \( \tilde{L} \) is self-adjoint with respect to the weighted measure \( e^{-f}dV \), we know that it is diagonalizable, that is, any compactly supported smooth function can be decomposed into a sum of some eigenfunctions of \( \tilde{L} \). In particular, we can write for each \( \alpha = m + 1, \cdots, m + p \),
\[
\eta^\alpha = \eta^\alpha_0 + \sum_{k \geq 1} \eta^\alpha_k, \quad \eta^\alpha_0 \in \mathbb{R}, \tag{6.10}
\]
where \( \eta^\alpha_k \in S^{\omega, 2}_w(P^m) \) satisfying \( \tilde{L}(\eta^\alpha_k) = -\lambda_k \eta^\alpha_k, \ k \geq 0 \). Furthermore, the self-adjointness of \( \tilde{L} \) also implies that, for each pair of \( k \neq l \), \( \eta^\alpha_k \) and \( \eta^\alpha_l \) are orthogonal, that is
\[
\int_{P^m} \sum_{\alpha} \eta^\alpha_k \eta^\alpha_l e^{-f}dV = 0, \quad k \neq l. \tag{6.11}
\]
Since \( \eta \) is a \( VP \)-variation vector field, we have by (6.10) and (6.11) that \( \int_{P^m} \eta^\alpha e^{-f}dV = 0 \) for all \( \alpha = m + 1, \cdots, m + p \). It then follows from (6.11) that \( \eta^\alpha_0 = 0, \alpha = m + 1, \cdots, m + p \). Therefore
\[
\int_{P^m} \sum_{\alpha} |\eta^\alpha|^2 e^{-f}dV = \int_{P^m} \sum_{\alpha} \sum_{k,l \geq 1} \eta^\alpha_k \eta^\alpha_l e^{-f}dV = \sum_{\alpha} \sum_{k \geq 1} \int_{P^m} |\eta^\alpha_k|^2 e^{-f}dV.
\]
Consequently, we have
\[
\int_{P^m} \sum_{\alpha} \eta^\alpha(-\tilde{L}\eta^\alpha)e^{-f}dV = \int_{P^m} \sum_{\alpha} \sum_{k \geq 1} \eta^\alpha_k \sum_{l \geq 1} (-\tilde{L}\eta^\alpha_l)e^{-f}dV
\]
\[
= \sum_{\alpha} \sum_{k,l \geq 1} \int_{P^m} \lambda_k \eta^\alpha_k \eta^\alpha_l e^{-f}dV = \sum_{\alpha} \sum_{k \geq 1} \lambda_k \sum_{\alpha} \int_{P^m} |\eta^\alpha_k|^2 e^{-f}dV
\]
\[
\geq \lambda_1 \sum_{\alpha} \sum_{k \geq 1} \int_{P^m} |\eta^\alpha_k|^2 e^{-f}dV = \lambda_1 \sum_{\alpha} \int_{P^m} |\eta^\alpha|^2 \geq 0
\]
implies that
\[
Q(\eta, \eta) = -\int_{P^m} \langle \eta, L\eta \rangle e^{-f}dV = \int_{P^m} \sum_{\alpha} \eta^\alpha(-\tilde{L}\eta^\alpha)e^{-f}dV
\]
\[
= \sum_{\alpha} \int_{P^m} \eta^\alpha(-\tilde{L}\eta^\alpha)e^{-f}dV \geq 0.
\]

\( \square \)

**Theorem 6.2.** As a \( \zeta \)-submanifold, the index \( \text{ind}(S^m(r)) \) of the standard \( m \)-sphere \( S^m(r) \) with respect to \( VP \)-variations is no less than \( m + 1 \). Furthermore, \( \text{ind}(S^m(r)) = m + 1 \) if and only if \( r^2 \leq m \). In particular, all of these spheres are not \( W \)-stable.
Proof. For the standard sphere $S^m(r) \subset \mathbb{R}^{m+1} \subset \mathbb{R}^{m+p}$, we have $x^\top = 0$, $h = -\frac{1}{4\pi} g x$ and hence 

\[ \xi = \left( -\frac{1}{4\pi} + 1 \right) x. \]

It follows that $x - \xi = \frac{1}{4\pi} x$ and 

\[ L = \Delta_{S^m(r)} + (h_{ij}) h_{ij} + 1 = \Delta_{S^m(r)} + \frac{m}{r^4} (x, x) + 1, \quad \tilde{L} = \Delta_{S^m(r)}. \]

In particular, $L(x) = \frac{1}{r^4} (m + r^2) x$ and, for all parallel normal vector field $N$ orthogonal to $x$, $L(N) = N$. Let $e_{m+1}, \ldots, e_{m+p}$ be an orthonormal constant basis of the subspace $\langle \text{Span} \{ TS^m(r), x \} \rangle^\perp \subset \mathbb{R}^{m+p}$. Then $e_{m+1} \equiv \frac{1}{r^2} x, e_{m+2}, \ldots, e_{m+p}$ is an orthonormal normal frame field of $S^m(r)$ and 

\[ L(e_{m+1}) = \frac{1}{r^2} (m + r^2) e_{m+1}, \quad L(e_{\alpha}) = e_{\alpha}, \quad \alpha = m + 2, \ldots, m + p. \quad (6.12) \]

Now for any $\eta \in \Gamma(T^\perp S^m(r))$ we can write 

\[ \eta = \sum_{\alpha} \eta^\alpha e_{\alpha} \quad \text{with} \quad \eta^\alpha \in C^\infty(S^m(r)), \quad m + 1 \leq \alpha \leq m + p. \]

Then by (5.4) and (6.12), 

\[ L(\eta) = \sum_{\alpha} (\tilde{L}(\eta^\alpha)) e_{\alpha} + \eta^\alpha L(e_{\alpha}) \]

\[ = (\Delta_{S^m(r)} \eta^{m+1}) e_{m+1} + \eta^{m+1} L(e_{m+1}) + \sum_{\alpha \geq m+2} (\Delta_{S^m(r)} \eta^\alpha) e_{\alpha} + \eta^\alpha L(e_{\alpha}) \]

\[ = (\tilde{L} + \frac{m}{r^2}) \eta^{m+1} e_{m+1} + \sum_{\alpha \geq m+2} \tilde{L}(\eta^\alpha) e_{\alpha} \]

where $\tilde{L} = \Delta_{S^m(r)} + 1$. Furthermore, let $\lambda_k, k \geq 0$ be the eigenvalues of $\tilde{L}$ and write $\eta^\alpha = \sum_{k \geq 0} \eta_k^\alpha$ for some eigenfunctions $\eta_k^\alpha$ satisfying $\tilde{L}(\eta_k^\alpha) = -\lambda_k \eta_k^\alpha, \quad k \geq 0$.

It is well-known that the eigenvalues of $-\Delta_{S^m(r)}$ is $\frac{k(m+k-1)}{r^2}, \quad k \geq 0$, so that 

\[ \lambda_k = \frac{k(m+k-1)}{r^2} - 1, \quad \text{for} \quad k = 0, 1, 2, \ldots, \]

with constants being the eigenfunctions corresponding to $k = 0$. But by (6.1), $\int_{S^m(r)} \eta^\alpha e^{-f} dV_{S^m(r)} = 0$ which implies that $\eta_0^\alpha = 0$. Therefore,

\[
Q(\eta, \eta) = -\int_{S^m(r)} \langle \eta, L(\eta) \rangle e^{-f} dV_{S^m(r)} \\
= -\int_{S^m(r)} \eta^{m+1} \tilde{L} e_{m+1} e^{-f} dV_{S^m(r)} + \sum_{\alpha \geq m+2} \int_{S^m(r)} \eta^\alpha \eta^\alpha e^{-f} dV_{S^m(r)} \\
= \sum_{k \geq 1} \int_{S^m(r)} \left( \frac{k(m+k-1)}{r^2} - \frac{1}{r^2} (m + r^2) \right) \eta_k^{m+1} e^{-f} dV_{S^m(r)} \\
+ \sum_{\alpha \geq m+2,k \geq 1} \int_{S^m(r)} \left( \frac{k(m+k-1)}{r^2} - 1 \right) \eta_k^\alpha e^{-f} dV_{S^m(r)} \\
= -\int_{S^m(r)} |\eta_1^{m+1}|^2 e^{-f} dV_{S^m(r)} \\
+ \sum_{k \geq 2} \int_{S^m(r)} \left( \frac{k(m+k-1)}{r^2} - \frac{1}{r^2} (m + r^2) \right) |\eta_k^{m+1}|^2 e^{-f} dV_{S^m(r)} \\
+ \sum_{\alpha \geq m+2,k \geq 1} \int_{S^m(r)} \left( \frac{k(m+k-1)}{r^2} - 1 \right) |\eta_k^\alpha|^2 e^{-f} dV_{S^m(r)} \\
\geq -\int_{S^m(r)} |\eta_1^{m+1}|^2 e^{-f} dV_{S^m(r)} + \left( \frac{m+2}{r^2} - 1 \right) \sum_{k \geq 2} \int_{S^m(r)} |\eta_k^{m+1}|^2 e^{-f} dV_{S^m(r)}
\]
\[
\frac{m}{r^2} - 1 \sum_{\alpha \geq m+2, k \geq 1} m^k |e_k|^2 e^{-f} dV_{S^m(r)}.
\]

(6.13)

Define

\[ V_{\lambda_1} = \{ \varphi \in C^\infty(S^m(r)); \bigtriangleup_{S^m(r)} \varphi = -\frac{m}{r^2} \varphi \}, \quad V_{\lambda_1} = \{ \varphi e_{m+1}; \varphi \in V_{\lambda_1} \}. \]

Then \( \dim V_{\lambda_1} = \dim V_{\lambda_1} \) and the left side is well-known to be \( m+1 \). It is not hard to see from (6.13) that \( Q \) is negative definite on \( V_{\lambda_1} \), and thus \( \text{ind}(S^m(r)) \geq m+1 \) with the equality holding if and only if \( \frac{m}{r^2} - 1 \geq 0 \), that is, \( r^2 \leq m \).

\[ \square \]

7. The uniqueness problem for complete \( W \)-stable \( \xi \)-submanifolds

It is interesting to know whether or not \( m \)-planes are the only \( W \)-stable \( \xi \)-submanifolds. The following rigidity theorem (and one of its simple corollaries) can be taken as the first step in solving this problem:

**Theorem 7.1.** Let \( x: M^m \rightarrow \mathbb{R}^{m+p} \) be a properly immersed, complete and \( \xi \)-stable \( \xi \)-submanifold with flat normal bundle. If the condition (1.4) is fulfilled, then \( x(M^m) \) must be an \( m \)-plane.

**Corollary 7.2.** Any properly immersed, complete and \( \xi \)-stable \( \xi \)-submanifold in \( \mathbb{R}^{m+p} \) with flat normal bundle must be an \( m \)-plane if the Weingarten map \( A_\xi \) vanishes identically.

**Corollary 7.3.** Any properly immersed, complete and \( \xi \)-stable self-shrinker in \( \mathbb{R}^{m+p} \) with flat normal bundle must be an \( m \)-plane passing through the origin.

The main motivation here is the idea used by [27] and we need to extend it to fit our consideration of higher codimension.

To prove Theorem 7.1 we may first make use of the universal covering to assume that \( M^m \) is simply connected. Then that \( x \) has a flat normal bundle implies the existence of a parallel orthonormal normal frame \( \{ e_\alpha; m+1 \leq \alpha \leq m+p \} \).

**Lemma 7.4.** Let \( x \) be a \( \xi \)-submanifold. Then for any constant vector \( v \in \mathbb{R}^{m+p} \) and any parallel normal vector field \( N \), we have

\[ \hat{L}\langle v, N \rangle = -(A_N, A_{v^\perp}) + (A_N(v^\top), A_\xi(x^\top)), \]

(7.1)

where \( v^\top \) and \( v^\perp \) are the orthogonal projections of the vector \( v \) on \( TM^m \) and \( T^\perp M^m \), respectively.

**Proof.** By using Weingarten formula and the equality that \( D_T(H + x^\perp) \equiv 0 \), we find

\[ \hat{L}\langle v, N \rangle = \triangle\langle v, N \rangle - \nabla_{v^\perp + A_\xi(x^\top)}\langle v, N \rangle \]

\[ = (\langle -A_N(e_i), v \rangle - \langle v, A_N(x^\top) + A_\xi(x^\top) \rangle) \]

\[ = -(h_{ij}, N)\langle v, e_j \rangle - (h_{ij}, N)(v, e_j) + \langle v, A_N(x^\top) \rangle + \langle v, A_N(A_\xi(x^\top)) \rangle \]

\[ = (x, N)_{ij}(v, e_j) - (h_{ij}, N)(v, A_N) + \langle v, A_N(x^\top) \rangle + \langle v, A_N(A_\xi(x^\top)) \rangle \]

\[ = -(x, A_N(e_j)v, e_j) - (A_N, A_{v^\perp}) + \langle v, A_N(x^\top) \rangle + \langle v, A_N(A_\xi(x^\top)) \rangle \]

\[ = -\langle x, A_N(v^\top) \rangle - \langle A_N, A_{v^\perp} \rangle + \langle A_N(v^\top), x^\top \rangle + \langle A_N(v^\top), A_\xi(x^\top) \rangle \]

\[ = -\langle A_N, A_{v^\perp} \rangle + \langle A_N(v^\top), A_\xi(x^\top) \rangle. \]

\[ \square \]

From [38], (7.1) and (5.4) we can easily find

**Lemma 7.5.** For a \( \xi \)-submanifold \( x \), it holds that

\[ L(v^\perp) = v^\perp + h(A_\xi(x^\top), v^\top) = v^\perp + \langle h_{ik}, \xi \rangle \langle x, e_i \rangle\langle v, e_j \rangle h_{kj}, \quad \forall v \in \mathbb{R}^{m+p}. \]

(7.2)
In what follows, we always assume that the condition (1.3) is fulfilled. In this case, (7.1) and (7.2) reduce respectively to

\[ \tilde{L}(v, N) = -\langle h_{ij}, N \rangle h_{ij}, v, \quad L(v^\perp) = v^\perp, \quad \forall v \in \mathbb{R}^{m+p}. \]  

**Lemma 7.6.** For any \( \eta = e_\alpha + v^\perp, v \in \mathbb{R}^{m+p} \), it holds that

\[ Q(\phi \eta, \phi \eta) \leq - \int_M \phi^2 |\eta|^2 e^{-f} dV + \int_M |\nabla \phi|^2 (|\eta|^2 + |v^\perp|^2) e^{-f} dV, \quad \forall \phi \in C^\infty_0 (M^m). \]  

**Proof.** By \( (5.3) \) and \( (7.3) \),

\[ L(\eta) = L(e_\alpha + v^\perp) = e_\alpha + h^\alpha_{ij} h_{ij} + v^\perp = \eta + h^\alpha_{ij} h_{ij}. \]

It follows from \( (5.3) \) that

\[ Q(\phi \eta, \phi \eta) = - \int_M \langle \phi \eta, L(\phi \eta) \rangle e^{-f} dV = - \int_M \phi^2 \langle \eta, L(\eta) \rangle e^{-f} dV + \int_M |\nabla \phi|^2 |\eta|^2 e^{-f} dV \]

\[ = - \int_M \phi^2 \langle \eta, \eta + h^\alpha_{ij} h_{ij} \rangle e^{-f} dV + \int_M |\nabla \phi|^2 |\eta|^2 e^{-f} dV \]

\[ = - \int_M \phi^2 |\eta|^2 e^{-f} dV - \int_M (\phi^2 h^\alpha_{ij} (h_{ij}, e_\alpha + v^\perp)) e^{-f} dV + \int_M |\nabla \phi|^2 |\eta|^2 e^{-f} dV. \]  

On the other hand, by \( (5.1) \) and \( (5.5) \)

\[ \int_M \phi^2 (e_\alpha, v^\perp) e^{-f} dV = \int_M \phi^2 (e_\alpha, L(v^\perp)) e^{-f} dV \]

\[ = \int_M \phi^2 (e_\alpha, (h_{ij}, v^\perp) h_{ij} + v^\perp) e^{-f} dV + \int_M \langle \phi^2 e_\alpha, L v^\perp \rangle e^{-f} dV \]

\[ = \int_M \phi^2 (e_\alpha, v^\perp) e^{-f} dV + \int_M \phi^2 h^\alpha_{ij} (h_{ij}, v^\perp) e^{-f} dV - \int_M \langle D^\perp (\phi^2 e_\alpha), D^\perp v^\perp \rangle e^{-f} dV \]

\[ = \int_M \phi^2 (e_\alpha, v^\perp) e^{-f} dV + \int_M \phi^2 h^\alpha_{ij} (h_{ij}, v^\perp) e^{-f} dV - 2 \int_M \phi (\nabla (\phi) e_\alpha, -d(v^\perp)) e^{-f} dV \]

\[ = \int_M \phi^2 (e_\alpha, v^\perp) e^{-f} dV + \int_M \phi^2 h^\alpha_{ij} (h_{ij}, v^\perp) e^{-f} dV + 2 \int_M \phi h^\alpha (\nabla \phi, v^\perp) e^{-f} dV, \]

implying that

\[ \left| \int_M \phi^2 h^\alpha_{ij} (h_{ij}, v^\perp) e^{-f} dV \right| = \left| 2 \int_M \phi h^\alpha (\nabla \phi, v^\perp) e^{-f} dV \right| \]

\[ \leq 2 \int_M |\phi h^\alpha||\nabla \phi||v^\perp|^2 e^{-f} dV \leq \int_M \phi^2 |h^\alpha|^2 e^{-f} dV + \int_M |\nabla \phi|^2 |v^\perp|^2 e^{-f} dV. \]

Inserting this into \( (7.5) \) we complete the proof. \( \Box \)

Define

\[ W = \text{Span}_R \{ e_\alpha \}, \quad V^\perp = \{ v^\perp; v \in \mathbb{R}^{m+p} \} \quad V^\perp = \{ v^\perp; v \in \mathbb{R}^{m+p} \}. \]  

Then \( W \) is the space of parallel normal fields of \( x \) and \( p \leq \dim V^\perp \leq m + p \).

**Lemma 7.7.** Denote

\[ V^\perp_0 = \{ v^\perp = \text{const}; \ v \in \mathbb{R}^{m+p} \} \]  

Then \( W \cap V^\perp = V^\perp_0 \).
For any \( \eta \in W \cap V^\perp \), we have \( \eta = v^\perp = c^\alpha e_\alpha \) for some \( v \in \mathbb{R}^{m+p} \) and \( c^\alpha \in \mathbb{R} \). Then it follows from (5.3) and (5.4) that

\[
v^\perp = L(v^\perp) = c^\alpha L(e_\alpha) = c^\alpha (e_\alpha + h^\alpha_{ij} h_{ij}) = v^\perp + c^\alpha h^\alpha_{ij} h_{ij}
\]

implying that \( c^\alpha h^\alpha_{ij} h_{ij} = 0 \). Multiplying this with \( v^\perp = c^\alpha e_\alpha \) it follows that

\[
\langle h, v^\perp \rangle^2 = \sum_{i,j,\alpha,\beta} c^\alpha c^\beta h^\alpha_{ij} h^\beta_{ij} = 0.
\]

Thus \( \langle h, v^\perp \rangle = 0 \) or equivalently \( A_{v^\perp} = 0 \) which with the fact that \( v^\perp \) is parallel in the normal bundle shows that \( v^\perp \) must be a constant vector.

The inverse part is trivial. \( \square \)

Define

\[
\Gamma_w^{\infty,2}(T^\perp M^m) := \{ \eta \in \Gamma(T^\perp M); \int_M |\eta|^2 e^{-\phi} dV < +\infty \},
\]

on which there is a standard \( L^2_w \)-inner product \( \langle \cdot, \cdot \rangle \) by

\[
(\eta_1, \eta_2) := \int_M \langle \eta_1, \eta_2 \rangle e^{-\phi} dV, \quad \forall \eta_1, \eta_2 \in \Gamma_w^{\infty,2}(T^\perp M^m),
\]
giving the corresponding \( L^2_w \)-norm \( \| \cdot \|_{2,w} \). The \( L^2_w \)-product \( \langle \cdot, \cdot \rangle \) and \( L^2_w \)-inner norm \( \| \cdot \|_{2,w} \) for all weighted square integrable functions on \( M^m \) are defined similarly.

Let \( V_1^\perp \) be the orthogonal complement of \( V_0^\perp \) in \( V^\perp \) with respect to the \( L^2_w \)-inner product, and define \( V = W \oplus V_1^\perp \) as subspaces of \( \Gamma_w^{\infty,2}(T^\perp M^m) \). Since \( \dim W = p \) and \( \dim V_1^\perp \leq \dim V^\perp \leq m + p \), \( V \) is finite dimensional which implies that the standard sphere \( S = \{ \eta \in V; \| \eta \|_{2,w} = 1 \} \subset V \) is compact.

Now we consider the compact case and prove the following

**Proposition 7.8.** Any compact \( \xi \)-submanifold, satisfying condition (1A), with parallel normal bundle can not be \( W \)-stable.

**Proof.** It suffices to show that both of the following two are true:

(1) \( Q \) is negative definite on \( V \) and, consequently, is negative definite on \( V_1^\perp \);

(2) \( \dim V_1^\perp > 0 \).

In fact, the conclusion (1) follows directly from Lemma 7.6 by choosing \( \phi \equiv 1 \); while conclusion (2) follows from the fact that the converse of (2) would imply that \( M^m = \mathbb{R}^m \), by the argument at the end of this paper, which contradicts the compactness assumption. \( \square \)

Next we consider the non-compact case and thus assume that \( x : M^m \rightarrow \mathbb{R}^{m+p} \) is a complete and non-compact \( \xi \)-submanifold.

Let \( o \) be a fixed point of \( M \) and \( \bar{o} = x(o) \). For any \( R > 0 \) we define \( \hat{B}_R(\bar{o}) = \{ x \in \mathbb{R}^{m+p}; |x - \bar{o}| \leq R \} \) and introduce a cut-off function \( \bar{\phi}_R \) as follows (cf. [27]):

\[
\bar{\phi}_R(x) = \begin{cases} 
1, & x \in \hat{B}_R(\bar{o}); \\
1 - \frac{1}{R} (|x - \bar{o}| - R), & x \in \hat{B}_2R(\bar{o}) \setminus \hat{B}_R(\bar{o}); \\
0, & x \in \mathbb{R}^{m+p} \setminus \hat{B}_2R(\bar{o}).
\end{cases}
\]

(7.8)

For the given immersion \( x : M^m \rightarrow \mathbb{R}^{m+p} \), let \( \phi_R = \bar{\phi}_R \circ x \in C^\infty(M^m) \) and \( B_R(\bar{o}) = x^{-1}(\hat{B}_R(\bar{o})) \). Then \( B_R(\bar{o}) \) is compact since \( x \) is properly immersed. In particular, \( \phi_R \) is compactly supported. Furthermore, it is easily seen that \( |\nabla \phi_R| \leq |D \bar{\phi}_R| \leq \frac{1}{R} \).

**Lemma 7.9.** There is a large \( R_0 > 0 \) such that

\[
\int_{B_R(\bar{o})} |\eta|^2 e^{-\phi} dV \geq \int_{B_{R_0}(\bar{o})} |\eta|^2 e^{-\phi} dV > 0, \quad \forall \eta \in \mathbb{S}, \quad \forall R \geq R_0.
\]
Proof. If the lemma is not true, then one can find a sequence \( \{\eta_j\} \subset S \) such that
\[
\int_{B_{\tilde{j}}(o)} |\eta_j|^2 e^{-f} dV = 0, \quad j = 1, 2, \ldots.
\]
By the compactness of \( S \), there exists a subsequence \( \{\eta_{j_k}\} \) which is convergent to some \( \eta_0 \in S \). For any \( R > 0 \), there exists some \( K > 0 \) such that \( j_k > R \) for all \( k > K \). It follows that
\[
\int_{B_R(o)} |\eta_0|^2 e^{-f} dV = \lim_{k \to +\infty} \int_{B_{\tilde{j}}(o)} |\eta_{j_k}|^2 e^{-f} dV = 0
\]
which implies that
\[
\int_M |\eta_0|^2 e^{-f} dV = \lim_{R \to +\infty} \int_{B_R(0)} |\eta_0|^2 e^{-f} dV = 0.
\]
Thus we have \( \eta_0 = 0 \) contradicting to the fact that \( \eta_0 \in S \).

For each \( R > 0 \), define
\[
m_R := \min_{\eta \in S} \left\{ \int_M \phi_R^2 |\eta|^2 e^{-f} dV \right\}, \quad M_R = \max_{\eta \in S} \left\{ \int_M \phi_R^2 |\eta|^2 e^{-f} dV \right\}.
\]
Clearly,
\[
M_R \leq C := \max_{\eta \in S} \int_M |\eta|^2 e^{-f} dV < +\infty.
\]
Moreover, \( m_R \) is increasing with respect to \( R \) which together with Lemma 7.9 gives that
\[
m_R \geq m_{R_0} > 0, \quad \forall R \geq R_0.
\]

Lemma 7.10. There exists a large \( R_0 \), such that
\[
dim \phi_R V = \dim V, \quad \dim \phi_R V_1^\perp = \dim V_1^\perp, \quad R \geq R_0;
\]
Furthermore, \( Q \) is negative definite on \( \phi_R V \supset \phi_R V_1^\perp \).

Proof. First, we prove \( \dim \phi_R V = \dim V \) for all \( R \geq R_0 \) if \( R_0 \) is large enough. For a given \( R > 0 \), consider the surjective linear map
\[
\Phi_R : V \to \phi_R V, \quad \eta \mapsto \Phi_R(\eta) := \phi_R \eta, \quad \forall \eta \in V.
\]
We claim that, when \( R_0 \) is large enough, the kernel \( \ker \Phi_{R_0} \) of \( \Phi_{R_0} \) must be trivial. In fact, if it is not the case, there should be a nonzero sequence \( \{\eta_j \in V\} \) such that \( \phi_j \eta_j = 0 \). Define \( \tilde{\eta}_j = \frac{\eta_j}{\|\eta_j\|_V} \). Then \( \phi_j \tilde{\eta}_j = 0 \) and \( \{\tilde{\eta}_j\} \) is contained in the standard sphere \( S \). The compactness of \( S \) assures that, by passing to the subsequence if possible, we can assume that \( \tilde{\eta}_j \to \tilde{\eta}_0 \in S \). Consequently, we have \( \tilde{\eta}_0 = \lim_{j \to +\infty} \phi_j \tilde{\eta}_j = 0 \) which is not possible! So there must me a large \( R_0 > 0 \) such that \( \ker \Phi_{R_0} = 0 \) and the claim is proved.

For any \( R \geq R_0 \), it is easily seen that \( \ker \Phi_R \subset \ker \Phi_{R_0} \) which implies that \( \ker \Phi_R = 0 \) and \( \phi_R V \cong V \). In particular, \( \dim \phi_R V = \dim V \).

That \( \dim \phi_R V_1^\perp = \dim V_1^\perp \) follows in the same way.

Next we are to find a larger \( R \geq R_0 \) such that \( Q \) is negative definite on \( \phi_R V \). For this, we first note that \( |\nabla \phi_R| \) supports in \( B_{2R}(o) \setminus B_R(o) \) and \( |\nabla \phi_R| \leq \frac{1}{R} \), and then use Lemma 7.9 to conclude that, for all \( \eta \in S \)
\[
Q(\phi_R \eta, \phi_R \eta) \leq -\int_M \phi_R^2 |\eta|^2 e^{-f} dV + \int_M |\nabla \phi_R|^2 (|\eta|^2 + |v|^2) e^{-f} dV
\]
\[
\leq -\int_M \phi_R^2 |\eta|^2 e^{-f} dV + \frac{1}{R^2} \int_{B_{2R}(o) \setminus B_R(o)} (|\eta|^2 + |v|^2) e^{-f} dV.
\]
Note we only care about \( v^\perp \) here and there is nothing to do with \( \bar{v}^\top \). Therefore, by (7.10) and Lemma 7.9 there must be an \( R_0 \) large enough such that \( Q(\phi_R \eta, \phi_R \eta) < 0 \) for all \( \eta \in S, R \geq R_0 \). Then the conclusion that \( Q \) is negative definite on \( \phi_R V \) follows directly from the bi-linearity of \( Q \). \( \square \)

**Lemma 7.11.** Under the complete and non-compact assumption, we have

\[
V_1^\perp = 0 \text{ or equivalently } V^\perp = V_0^\perp. \tag{7.13}
\]

**Proof.** Let \( W^\perp \) be the orthogonal complement of \( W \) in the space \( \Gamma_{w}^{\infty,2}(T^\perp M^m) \) of \( L_{w}^2 \)-smooth normal sections. For any given \( R > 0 \), define a subspace

\[
W^\perp(\phi_R V) := W^\perp \cap (\phi_R V)
\]

of \( W^\perp \) and a linear map \( \Psi_R : \phi_R V^\perp \to W^\perp(\phi_R V) \) by

\[
\phi_R v^\perp \mapsto \Psi_R(\phi_R v^\perp) := \phi_R v^\perp - \frac{\int_M \langle \phi_R v^\perp, e_\alpha \rangle e^{-f} dV}{\int_M \phi_R e^{-f} dV} \phi_R e_\alpha, \quad \forall v^\perp \in V^\perp.
\]

Claim: There must be a large \( R > 0 \) such that \( \ker \Psi_R = 0 \).

In fact, if this is not true, then we can find a sequence \( \{ v^\perp_j \} \subset V^\perp_1 \) with \( \phi_j v^\perp_j \neq 0 \) and \( \Psi_j(\phi_j v^\perp_j) = 0 \) for each \( j = 1, 2, \cdots \). It follows that \( v^\perp_j \neq 0 \), \( j = 1, 2, \cdots \). Define

\[
\bar{v}^\perp_j := \frac{v^\perp_j}{\|v^\perp_j\|_{2,w}}, \quad j = 1, 2, \cdots.
\]

Then \( \Psi_j(\phi_j \bar{v}^\perp_j) = 0, \ j = 1, 2, \cdots \). Without loss of generality, we can assume that \( \bar{v}^\perp_j \to \bar{v}^\perp_0 \). Then \( \bar{v}^\perp_0 \in V^\perp_1 \) and \( \|\bar{v}^\perp_0\|_{2,w} = 1 \).

On the other hand, from \( \Psi_j(\phi_j \bar{v}^\perp_j) = 0 \) \( (j = 1, 2, \cdots) \) it follows that

\[
\phi_j \bar{v}^\perp_j = \frac{\int_M \langle \phi_j \bar{v}^\perp_j, e_\alpha \rangle e^{-f} dV}{\int_M \phi_j e^{-f} dV} \phi_j e_\alpha, \quad j = 1, 2, \cdots,
\]

implying that

\[
\|\phi_j \bar{v}^\perp_j\|_{2,w}^2 = \frac{\int_M \langle \phi_j \bar{v}^\perp_j, e_\alpha \rangle e^{-f} dV}{\int_M \phi_j e^{-f} dV} (\phi_j e_\alpha, \phi_j \bar{v}^\perp_j), \quad j = 1, 2, \cdots. \tag{7.14}
\]

But it is clear that \( \phi_j \bar{v}^\perp_j \to \bar{v}^\perp_0 \) when \( j \to +\infty \) since

\[
\|\phi_j \bar{v}^\perp_j - \bar{v}^\perp_0\|_{2,w} \leq \|\phi_j (\bar{v}^\perp_j - \bar{v}^\perp_0)\|_{2,w} + \|\phi_j - 1\|_{2,w} \|\bar{v}^\perp_0\|_{2,w} \leq \|\bar{v}^\perp_j - \bar{v}^\perp_0\|_{2,w} + \|\phi_j - 1\|_{2,w} \to 0, \quad j \to +\infty.
\]

Let \( j \to +\infty \) in (7.14) then we obtain

\[
\|\bar{v}^\perp_0\|_{2,w}^2 = \frac{\int_M \langle \bar{v}^\perp_0, e_\alpha \rangle e^{-f} dV}{\int_M \phi_j e^{-f} dV} (e_\alpha, \bar{v}^\perp_0) = 0
\]

because \( \bar{v}^\perp_0 \in V^\perp_1 \) is orthogonal to \( W \), contradicting to the fact that \( \|\bar{v}^\perp_0\|_{2,w} = 1 \). So the claim is proved.

Thus by (7.12), when \( R \) large enough it holds that

\[
\dim V_1^\perp = \dim \phi_R V^\perp_1 \leq \dim W^\perp(\phi_R V) \leq \ind_W(Q)
\]

where \( \ind_W(Q) \) denotes the \( W \)-stability index of \( Q \). By the \( W \)-stability of \( x \) we have \( \ind_W(Q) = 0 \), implying that \( \dim V^\perp_1 = 0 \) and thus \( V^\perp_1 = 0 \) or equivalently \( V^\perp = V^\perp_0 \). \( \square \)

**Proof of Theorem 7.7**

Using Proposition 7.8 we conclude that \( x : M^m \to \mathbb{R}^{m+p} \) must be non-compact. Then by Lemma 7.11 we have a direct decomposition

\[
\mathbb{R}^{m+p} = V^\top \oplus V^\perp
\]
where $V^\top$ now consists of all constant vectors in $\mathbb{R}^{m+p}$ that are tangent to $M^m$ at each point of $M^m$, while $V^\perp$ consists of all constant vectors in $\mathbb{R}^{m+p}$ that are normal to $M^m$ at each point of $M^m$. It then follows that $\dim V^\top \leq m$ and $\dim V^\perp \leq p$. Consequently

$$m + p = \dim \mathbb{R}^{m+p} = \dim V^\top + \dim V^\perp \leq m + p$$

which implies that $\dim V^\top = m$ and $\dim V^\perp = p$. This is true only if $M^m \equiv P^m$.

Theorem 7.1 is proved.
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