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Abstract—Robust tube-based model predictive control (MPC) methods address constraint satisfaction by leveraging an a priori determined tube controller in the prediction to tighten the constraints. This paper presents a system level tube-MPC (SLTMPC) method derived from the system level parameterization (SLP), which allows optimization over the tube controller online when solving the MPC problem, which can significantly reduce conservativeness. We derive the SLTMPC method by establishing an equivalence relation between a class of robust MPC methods and the SLP. Finally, we show that the SLTMPC formulation naturally arises from an extended SLP formulation and show its merits in a numerical example.
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I. INTRODUCTION

The availability of powerful computational hardware for embedded systems together with advances in optimization software has established model predictive control (MPC) as the principal control method for constrained dynamical systems. MPC relies on a sufficiently accurate system model to predict the system behavior over a finite horizon. In order to address constraint satisfaction in the presence of bounded uncertainties, robust MPC methods [1] typically optimize over a feedback policy and tighten constraints in the prediction problem. The two most common robust MPC methodologies are disturbance feedback MPC (df-MPC) [2], [3] and tube-based MPC [4], [5], [6], which mainly differ in their parameterization of the feedback policy. Disturbance feedback parametrizes the input in terms of the disturbance, while tube-based methods split the system dynamics into nominal and error dynamics and parametrize the input in terms of those two quantities. In general, df-MPC is computationally more demanding, yet less conservative than tube-based methods. In this paper, we present a tube-based MPC method, which lies at the intersection of these two extremes by offering a trade-off between computational complexity and conservativeness.

We derive the proposed method by leveraging the system level parameterization (SLP), which has recently received increased attention. It was introduced as part of the system level synthesis (SLS) framework [7], in particular in the context of distributed optimal control [8]. The SLP offers the advantage that convexity is preserved under any additional convex constraint imposed on the parameterization and enables optimization over closed-loop trajectories instead of controller gains [7]. We relate the SLP to df-MPC and exploit this relation in order to formulate a system level tube-MPC (SLTMPC) method.

Related Work: A tube-based MPC method reducing conservativeness by using multiple pre-computed tube controllers was introduced in [9]. In contrast, the proposed SLTMPC method directly optimizes over the controller gains online. At the intersection of SLP and MPC, the first SLP-based MPC formulation was introduced in [7] and then formalized as SLS-MPC in [10], where both additive disturbances and parametric model uncertainties were integrated in the robust MPC problem. A more conservative variant of this approach was already introduced in the context of the linear quadratic regulator (LQR) in [11]. In a distributed setting, an SLP-based MPC formulation was proposed in [12], which builds on the principles of distributed SLS presented in [8] and was later extended to distributed explicit SLS-MPC [13] and layered SLS-MPC [14].

Contributions: We consider linear time-invariant dynamical systems with additive uncertainties. In this setting, we first show the equivalence of df-MPC and the SLP, before using this relation to analyze the inherent tube structure present in the SLP. Based on this analysis, we propose a SLTMPC formulation, which allows optimization over the tube controller in the online optimization problem and thus reduces conservativeness compared to other tube-based methods. Additionally, we show that the SLTMPC can be derived from an extended version of the SLP and online extensions to distributed and explicit SLTMPC formulations. Finally, we show the effectiveness of our formulation on a numerical example.

The remainder of the paper is organized as follows: Section II introduces the notation, the problem formulation, and relevant concepts for this paper. We present the equivalence relation between the SLP and df-MPC in Section III before deriving the SLTMPC formulation in Section IV. Finally, Section VI presents a numerical application of SLTMPC and Section VII concludes the paper.

II. PRELIMINARIES

A. Notation

In the context of matrices and vectors, the superscript $r,c$ denotes the element indexed by the r-th row and c-th column. Additionally, $(r,c)$ refers to all rows from 1 to $r - 1$ and all columns from $c$ to the end, respectively. The notation $S^i$ refers to the i-th Cartesian product of the set $S$, i.e. $S^i = S \times \cdots \times S = \{(s_0, \ldots, s_{i-1}) \mid s_j \in S \forall j = 0, \ldots, i - 1\}$. 
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\section{Problem Formulation}

We consider linear time-invariant (LTI) dynamical systems with additive disturbances of the form

\[ x_{k+1} = Ax_k + Bu_k + w_k, \tag{1} \]

with \( w_k \in \mathcal{W} \), where \( \mathcal{W} \) is a compact set. Here, we assume time-invariant polytopic sets \( \mathcal{W} = \{ w \in \mathbb{R}^n \mid Sw \leq s \} \), but the results can easily be generalized to other compact convex sets. The system (1) is subject to polytopic state and input constraints containing the origin in their interior

\[ \mathcal{X} = \{ x \in \mathbb{R}^n \mid H_x x \leq h_x \}, \quad \mathcal{U} = \{ u \in \mathbb{R}^m \mid H_u u \leq h_u \}. \tag{2} \]

This paper presents a system level tube-MPC formulation, i.e., a tube-based MPC formulation derived via a system level parameterization, which enables online optimization of the tube control law. To formulate this method, we first show the equivalence of the system level parameterization and disturbance feedback MPC, both of which are introduced in the following sections.

\section{System Level Parameterization (SLP)}

We consider the finite horizon version of the SLP as proposed in [7]. The main idea of the SLP is to parameterize the controller synthesis by the closed-loop system behavior, which restates optimal control as an optimization over closed-loop trajectories and renders the synthesis problem convex under convex constraints on the control law allowing, e.g., to impose a distributed computation structure [8]. We define \( x, u, \) and \( w \) as the concatenated states, inputs, and disturbances over the horizon \( N \), respectively, and \( \delta \) as the initial state \( x_0 \) concatenated with the disturbance sequence \( w \): \( x = [x_0, x_1, \ldots, x_N]^T, \) \( u = [u_0, u_1, \ldots, u_N]^T, \) \( \delta = [x_0, w]^T. \) The dynamics can then be compactly defined as trajectories over the horizon \( N, \)

\[ x = ZAx + ZBu + \delta, \tag{3} \]

where \( Z \) is the down-shift operator and \( ZA, ZB \) are the corresponding dynamic matrices

\begin{align*}
ZA &= \begin{bmatrix}
0 & \ldots & 0 \\
A & 0 & \ldots \\
\vdots & \ddots & \vdots \\
0 & \ldots & A
\end{bmatrix}, & ZB &= \begin{bmatrix}
0 & \ldots & 0 \\
B & 0 & \ldots \\
\vdots & \ddots & \vdots \\
0 & \ldots & B
\end{bmatrix}.
\end{align*}

In order to formulate the closed-loop dynamics, we define an LTV state feedback controller \( u = Kx, \) with

\[ K = \begin{bmatrix}
K^{0,0} & 0 & \ldots & 0 \\
K^{1,0} & K^{1,1} & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
K^{N,N-1} & \ldots & \ldots & K^{N,0}
\end{bmatrix}, \]

resulting in the closed-loop trajectory \( x = (ZA + ZBK)x + \delta = (I - ZA - ZBK)^{-1}\delta. \) The system response is then defined by the closed-loop map \( \Phi : \delta \rightarrow (x, u) \) as

\[ \begin{bmatrix} x \\ u \end{bmatrix} = \begin{bmatrix} (I - ZA - ZBK)^{-1} \\ K(I - ZA - ZBK)^{-1} \end{bmatrix} \delta = \begin{bmatrix} \Phi_x \\ \Phi_u \end{bmatrix} \delta = \Phi \delta. \tag{4} \]

The maps \( \Phi_x, \Phi_u \) have a block-lower-triangular structure and completely define the behavior of the closed-loop system with feedback controller \( K. \) Using these maps as the parametrization of the system behavior allows us to recast the optimal control problem in terms of \( \Phi_x, \Phi_u \) instead of the state feedback gain \( K \) by exploiting the following theorem.

\textbf{Theorem 1:} (Theorem 2.1 in [7]) Over the horizon \( N, \) the system dynamics (1) with block-lower-triangular state feedback law \( K \) defining the control action as \( u = Kx, \) the following are true:

1) the affine subspace defined by

\[ [I - ZA - ZB] \begin{bmatrix} \Phi_x \\ \Phi_u \end{bmatrix} = I \tag{5} \]

parametrizes all possible system responses (4),

2) for any block-lower-triangular matrices \( \Phi_x, \Phi_u \) satisfying (5), the controller \( K = \Phi_u \Phi_x^{-1} \) achieves the desired system response.

\section{Robust Model Predictive Control (MPC)}

We define the optimal controller for system (1) subject to (2) via a robust MPC formulation [15], where we consider the quadratic cost \( \sum_{k=0}^{N-1} \| x_k \|_{Q_k}^2 + \| u_k \|_{R_k}^2, \) with \( Q_k, R_k \) the state and input weights at time step \( k, \) respectively, and \( N \) the prediction horizon. For simplicity, we focus on quadratic costs, however the results can be extended to other cost functions fulfilling the standard MPC stability assumptions [15]. Using the compact system definition in (3), the robust MPC problem is then defined as

\begin{align*}
\min_{\pi} & \quad x^T Q x + u^T R u, \tag{6a} \\
\text{s.t.} & \quad x = ZAx + ZBu + \delta \tag{6b} \\
& \quad x^N \in \mathcal{X}^N, \quad x^N \in \mathcal{X}_f, \quad u \in \mathcal{U}, \quad x^0 \in \mathcal{X}, \quad \forall w \in \mathcal{W}^{N-1} \tag{6c} \\
& \quad u = \pi(x, u), \quad x^0 = x_k \tag{6d}
\end{align*}

where

\[ Q = \text{diag}(Q_0, \ldots, Q_{N-1}, P), \quad R = \text{diag}(R_0, \ldots, R_{N-1}, 0), \]

with \( P \) a suitable terminal cost matrix, \( \mathcal{X}_f \) a suitable terminal set, and \( \pi = [\pi_0, \ldots, \pi_N]^T \) a vector of parametrized feedback policies. Available robust MPC methods can be classified according to their policy parameterization and constraint handling approach. Two of the most common policies are the tube policy [6] and the disturbance feedback policy [2], defined as

\begin{align*}
\pi^{\text{tube}}(x, u) &= K(x - z) + v, \tag{7} \\
\pi^{\text{df}}(x, u) &= Mw + v, \tag{8}
\end{align*}

where \( z = [z_0, \ldots, z_N]^T, v = [v_0, \ldots, v_N]^T, \) and

\[ K = \begin{bmatrix}
K \\
\vdots \\
K
\end{bmatrix}, \quad M = \begin{bmatrix}
0 & \ldots & 0 \\
M_{1,0} & \ldots & 0 \\
\vdots & \ddots & \vdots \\
M_{N,0} & \ldots & M_{N,N-1}
\end{bmatrix}. \tag{9} \]
The tube policy parameterization \((7)\) is based on splitting the system dynamics \((3)\) into nominal dynamics and error dynamics, i.e.

\[
z = ZA_z + ZBv, \\
x - z = e = (ZA + ZBK)e + \delta. 
\]

This allows for recasting \((6)\) in the nominal variables \(z, v\) instead of the system variables \(x, u\), while imposing tightened constraints on the nominal variables. One way to perform the constraint tightening, which we will focus on in this paper, is via reachable sets for the error dynamics. In this paper, we will refer to this approach as tube-MPC, which was first introduced in \([4]\). For an overview of other tube-based methods or robust MPC in general, see e.g. \([15]\).

III. A SYSTEM LEVEL APPROACH TO TUBE-BASED MODEL PREDICTIVE CONTROL

In this section, we present a new perspective on disturbance feedback MPC (df-MPC) by utilizing the SLP. In particular, we show the equivalence of SLP and df-MPC, which includes the tube policy \((7)\) as a subclass \([16]\), and discuss the implications that arise.

Consider the disturbance feedback policy \((8)\). We define the convex set of admissible \((M, v)\) as

\[
\Pi_{\text{df}}^N(x_0) = \left\{ (M, v) \mid M \text{ structured as in } (9) \right\} \\
X^N \subset X^N, u^N \subset U^N, \forall w \in \mathcal{W}^{N-1} \right\},
\]

and the set of initial states \(x_0\) for which an admissible control policy of the form \((8)\) exists is given by \(X_{\text{df}}^N = \{x_0 \mid \Pi_{\text{df}}^N(x_0) \neq \emptyset\} \). Similarly, we define the convex set of admissible \((\Phi_x, \Phi_u)\) as

\[
\Pi_{\text{SLP}}^N(x_0) = \left\{ (\Phi_x, \Phi_u) \mid \Phi_x, \Phi_u \text{ satisfy } (5) \text{ and are block-lower-triangular, } \Phi_x^N : \Phi_u^N \in X^N, \Phi_u^N : \Phi_x^N \in U^N, \Phi_x^N : \Phi_u^N \in X^N, \forall w \in \mathcal{W}^{N-1} \right\},
\]

and the set of initial states \(x_0\) for which an admissible control policy \(u_{\text{SLP}} = \Phi_u \Phi_x^{-1} x\) exists, as \(X_{\text{SLP}}^N = \{x_0 \mid \Pi_{\text{SLP}}^N(x_0) \neq \emptyset\}\). To show the equivalence between MPC and SLP trajectories, we will rely on Lemma \([1]\) and we formalize the equivalence in Theorem \([2]\).

**Lemma 1:** Consider the dynamics \((3)\) as a function of the initial state \(x_0\)

\[
x = Ax_0 + Bu + Ew, 
\]

with \(A, B,\) and \(E\) defined as in Appendix \([1]\). Then, the following relation holds for any \(u,\) any \(w,\) and any admissible \((\Phi_x, \Phi_u)\):

\[
\Phi_x = [A \ E] + B \Phi_u. 
\]

**Proof:** See Appendix \([1]\).

**Theorem 2:** Given any initial state \(x_0 \in X_{\text{df}}^N, (M, v) \in \Pi_{\text{df}}^N(x_0),\) and some disturbance sequence \(w \in \mathcal{W}^{N-1},\) there exist \((\Phi_x, \Phi_u) \in \Pi_{\text{SLP}}^N(x_0)\) such that \(x_{\text{df}} = x_{\text{SLP}}\) and \(u_{\text{df}} = u_{\text{SLP}}\). The same statement holds in the opposite direction for any \(x_0 \in X_{\text{SLP}}^N, (\Phi_x, \Phi_u) \in \Pi_{\text{SLP}}^N(x_0),\) and disturbance \(w \in \mathcal{W}^{N-1},\) therefore \(X_{\text{df}}^N = X_{\text{SLP}}^N\).

**Proof:** We prove \(X_{\text{df}}^N = X_{\text{SLP}}^N\) by proving the two set inclusions \(X_{\text{df}}^N \subseteq X_{\text{SLP}}^N\) and \(X_{\text{SLP}}^N \subseteq X_{\text{df}}^N\) separately. The detailed steps of the two parts are stated in Table \([1]\).

| \(X_{\text{df}}^N \subseteq X_{\text{SLP}}^N\) | \(X_{\text{SLP}}^N \subseteq X_{\text{df}}^N\) |
|---|---|
| \(\Phi_x = [A \ E] + B \Phi_u\) | \(v = \Phi_u^0 x_0, M = \Phi_u^{-1}\) |
| \(u_{\text{SLP}} = \Phi_u \Phi_x^{-1} x\) | \(u_{\text{df}} = Mw + v\) |
| \(x_{\text{SLP}} = \Phi_x \delta\) | \(x_{\text{df}} = A x_0 + Ew + B(Mw + v)\) |
| \([A \ E] + B \Phi_u \delta\) | \([A \ E] + B \Phi_u \delta\) |

**Remark 1:** Theorem \([2]\) is also valid for linear time-varying (LTV) systems without any modifications to the proof, by adapting the definitions of \(Z, A,\) and \(ZB\) accordingly.

Leveraging Theorem \([2]\), the following insights can be derived: Compared with df-MPC, the SLP formulation offers a direct handle on the state trajectory, which allows for directly imposing constraints on the state and simplifies the numerical implementation. Additionally, computational efficiency is increased by recently developed solvers for SLP problems based on dynamic programming \([17]\) and ready-to-use computational frameworks like SLSPy \([18]\). The SLP formulation can thereby address one of the biggest limitations of df-MPC, i.e. the computational effort required. SLP problems also facilitate the computation of a distributed controller due to the parameterization by system responses \((\Phi_x, \Phi_u)\), on which a distributed structure can be imposed through their support \([8]\). This offers a direct method to also distribute df-MPC problems. We will leverage Theorem \([2]\) to derive an improved tube-MPC formulation as the main result of this paper in the following section.
IV. SYSTEM LEVEL TUBE-MPC (SLTMPC)

We first analyze the effect of imposing additional structure on the SLP, before deriving the SLTMPC formulation. Finally, we show that the SLTMPC formulation emerges naturally from an extended SLP formulation.

A. Diagonally Restricted System Responses

Following the analysis in [16], it can be shown that disturbance feedback MPC is equivalent to a time-varying version of tube-MPC. The same insight can be derived from the SLP by defining the nominal state and input as $z := \Phi_x^0 x_0$ and $v := \Phi_u^0 x_0$, respectively, and solving $x = \Phi_x \delta$ for the disturbance trajectory $w$:

$$\begin{bmatrix} x - z \\ x^1 - z^1 \end{bmatrix} = \begin{bmatrix} 0 \\ \Phi_x^{1;1} w \end{bmatrix},$$

$$\Rightarrow w = \left[ \Phi_x^{1;1} \right]^{-1} \left( x^1 - z^1 \right).$$

Plugging this definition of $w$ into $u = \Phi_u \delta$, yields

$$u = v + \Phi_u^{1;1} \left( \Phi_x^{1;1} \right)^{-1} \left( x^1 - z^1 \right) = v + K^{1;1} \left( x^1 - z^1 \right),$$

which reveals the inherent tube structure of the SLP and consequently df-MPC, with the time-varying tube controller $K$. The main drawback of this formulation is its computational complexity, since the number of optimization variables grows quadratically in the horizon length $N$, which motivates the derivation of a computationally more efficient df-MPC formulation. Inspired by the infinite-horizon SLP formulation [7], we restrict $\Phi_x$ and $\Phi_u$ to have constant diagonal entries$^1$ which corresponds to restricting $K$ to also have constant diagonal entries and therefore results in a more restrictive controller parameterization. This results in a tube formulation where the number of optimization variables is linear in the horizon length, alleviating some of the computational burden:

$$\tilde{\Phi}^0_x = \begin{bmatrix} \phi^0_x & \cdots & 0 \\ \phi^1_x & \ddots & 0 \\ \vdots & \ddots & \ddots \end{bmatrix}, \quad \tilde{\Phi}^0_u = \begin{bmatrix} \phi^0_u & \cdots & 0 \\ \phi^1_u & \ddots & 0 \\ \vdots & \ddots & \ddots \end{bmatrix}. \quad (16)$$

Enforcing the structure (16) also alters the equivalence relation established by Theorem 2. If we interpret the imposed structure in a tube-MPC framework, this corresponds to both the nominal and error system being driven by the controller $K$, since $\tilde{\Phi}_x, \tilde{\Phi}_u$ not only define the tube controller but also the behavior of the nominal system, i.e., $z = \tilde{\Phi}_x^0 x_0$ and $\tilde{v} = \tilde{\Phi}_u^0 x_0$. To illustrate this point, we extend it on the LTI system (1) subject to a constant tube controller $\tilde{K}$. This results in the input $u_i = \tilde{K} (x_i - z_i) + v_i$ and thus in a constant block-diagonal matrix $\tilde{K} = \text{diag} (\tilde{K}, \ldots, \tilde{K})$ over the horizon $N$. The associated system responses are computed using (4), resulting in

$$\tilde{\Phi}_x^k = \begin{bmatrix} I & \cdots & 0 \\ A_K & I & \cdots \\ \vdots & \ddots & \ddots \end{bmatrix}, \quad \tilde{\Phi}_u^k = \begin{bmatrix} \tilde{K} & \cdots & 0 \\ \tilde{K} A_K & \tilde{K} & \cdots \\ \vdots & \ddots & \ddots \end{bmatrix},$$

where $A_K = A + B \tilde{K}$ and $A, B$ as in (1). Given these system responses, the states and inputs over the horizon $N$ are computed as $x = \tilde{\Phi}_x^0 \delta$ and $u = \tilde{\Phi}_u^0 \delta$, respectively, or in convolutional form for each component of the sequence

$$x_i = \Phi_x^i x_0 + \sum_{j=0}^{i-1} \Phi_x^{i-j-1} w_j, \quad u_i = \Phi_u^i x_0 + \sum_{j=0}^{i-1} \Phi_u^{i-j-1} w_j.$$

The nominal states and nominal inputs are then defined by the relations

$$z_i = \Phi_x^i x_0, \quad v_i = \Phi_u^i x_0 = \tilde{K} A_K x_0. \quad (17)$$

Therefore,

$$x_i = z_i + \sum_{j=0}^{i-1} A_{K,j}^{-1} w_j, \quad u_i = v_i + \tilde{K} (x_i - z_i), \quad (18)$$

where we use the fact that $\sum_{j=0}^{i-1} A_{K,j}^{-1} w_j = x_i - z_i$ to rewrite the input relation. As in tube-MPC [4, Section 3.2], the uncertain state is described via the nominal state and the evolution of the error system $\sum_{j=0}^{i-1} A_{K,j}^{-1} w_j$ under the tube controller $\tilde{K}$. In contrast to the tube-MPC formulation, however, $z_i, v_i$ are not free variables here, but are governed by the equations (17), i.e. $z_{i+1} = (A + B \tilde{K}) z_i$, which is an LTI system with feedback controller $\tilde{K}$. Therefore, both the error system and the nominal system are driven by the same controller, which is generally suboptimal.

The following section derives an extended SLP that allows for optimizing the nominal system dynamics in the corresponding tube-MPC interpretation independent of the error dynamics. This is achieved by adding the auxiliary decision variables $\phi_x^k, \phi_u^k$ to the nominal variables $z_i$ and $v_i$, i.e. $\tilde{z}_i = \Phi_x^i x_0 + \phi_x^i$, $\tilde{v}_i = \Phi_u^i x_0 + \phi_u^i$. In vector notation, this results in

$$\tilde{z} = \Phi_x^{0;0} x_0 + \phi_x, \quad \tilde{v} = \Phi_u^{0;0} x_0 + \phi_v. \quad (19)$$

B. Affine System Level Parameterization

We extend the SLP in order to capture formulations of the form (19). The following derivations are stated for general system responses $\Phi_x, \Phi_u$ but naturally extend to the restricted system responses $\tilde{\Phi}_x, \tilde{\Phi}_u$ without any modifications. We expand the state $\tilde{x} = [1 \dot{x}]$, the disturbance $\tilde{\delta} = [1 \delta]^T$, and appropriately modify the dynamics (3) to obtain

$$\tilde{x} = \begin{bmatrix} 0 & 0 \\ 0 & A \end{bmatrix} \tilde{x} + \begin{bmatrix} 0 \\ \delta \end{bmatrix} u + \tilde{\delta} = Z A \tilde{x} + Z B \tilde{u} + \tilde{\delta}. \quad (20)$$
Then, the corresponding affine system responses \( \tilde{\Phi}_x, \tilde{\Phi}_u \), assuming an affine state feedback control law \( u = Kx + k \), are defined as
\[
\tilde{\Phi}_x = \begin{bmatrix} 1 & 0 \\ \phi_x & \Phi_e \end{bmatrix}, \quad \tilde{\Phi}_u = [\phi_v \ \Phi_k],
\]
where \( \phi_x \) and \( \Phi_e \) denote vector-valued and matrix-valued quantities, respectively. Given the particular structure of the affine system responses, we can extend Theorem 1 to the more general affine case.

**Theorem 2**: Consider the system dynamics \( (20) \) over a horizon \( N \) with block-lower-triangular state feedback law \( K \) defining the control action as \( u = Kx \). The following statements are true:

1. the affine subspace defined by
\[
[I - ZA \ - ZB] \begin{bmatrix} \tilde{\Phi}_x \\ \tilde{\Phi}_u \end{bmatrix} = I
\]
2. for any block-lower-triangular matrices \( \tilde{\Phi}_x, \tilde{\Phi}_u \) satisfying \( (22) \), the controller \( K = \tilde{\Phi}_u \tilde{\Phi}_x^{-1} \) achieves the desired affine system response.

**Proof**:

1. **Proof of 1)**: Follows trivially from the proof of Theorem 2.1 in [7].

2. **Proof of 2)**: As in the proof of Theorem 2.1 in [7], \( \tilde{\Phi}_x^{-1} \) exists since \( \tilde{\Phi}_x \) admits a finite Neumann series \( \tilde{\Phi}_x^{-1} \). In order to show \( \tilde{x} = \tilde{\Phi}_x \delta \), the following relation needs to hold
\[
\tilde{\Phi}_x = \left( I - ZA \ - ZB \tilde{\Phi}_u \tilde{\Phi}_x^{-1} \right)^{-1}.
\]

Plugging in the affine system responses and after some algebraic manipulations this relation becomes
\[
\tilde{\Phi}_x = \begin{bmatrix} 1 & 0 \\ -ZB \left( \phi_v - \Phi_k \Phi_e^{-1} \phi_x \right) & I - ZA - ZB \Phi_k \Phi_e^{-1} \end{bmatrix}^{-1},
\]
which holds if the following two equations hold
\[
\Phi_e = \left( I - ZA - ZB \Phi_k \Phi_e^{-1} \right)^{-1}, (24)
\]
\[
\phi_z = \Phi_k ZB \left( \phi_v - \Phi_k \Phi_e^{-1} \phi_x \right). (25)
\]

Equation \( (24) \) is fulfilled if \( \Phi_e \) and \( \Phi_k \) satisfy
\[
[I - ZA \ - ZB] \begin{bmatrix} \Phi_e \\ \Phi_k \end{bmatrix} = I
\]
as in [7], then \( (25) \) can be rewritten as
\[
\Phi_e^{-1} \phi_z = ZB \left( \phi_v - \Phi_k \Phi_e^{-1} \phi_x \right), (26)
\]
\[
(I + ZB \Phi_k) \Phi_e^{-1} \phi_z = ZB \phi_v, (27)
\]
\[
(I - ZA) \Phi_e \Phi_e^{-1} \phi_z = ZB \phi_v, (28)
\]
\[
[I - ZA \ - ZB] \begin{bmatrix} \phi_v \\ \phi_v \end{bmatrix} = 0,
\]

where we use \( (26) \) to eliminate \( \Phi_e^{-1} \). The affine half-space \( (22) \) combines both \( (26) \) and \( (27) \), therefore \( (23) \) holds. Finally, \( u = \tilde{\Phi}_u \tilde{\Phi}_x^{-1} \tilde{x} = \tilde{\Phi}_u \tilde{\Phi}_x \tilde{\Phi}_x \delta = \tilde{\Phi}_u \delta \) follows trivially.

**Remark 2**: Theorem 3 is also valid for LTV systems without any modifications to the proof, by adapting the definitions of \( ZA \) and \( ZB \) accordingly.

The affine subspace \( (22) \) can also be separated and interpreted as the governing equation of two separate dynamical systems using the following corollary.

**Corollary 1**: Given an admissible \( (\tilde{\Phi}_x, \tilde{\Phi}_u) \) with structure \( (21) \), the affine half-spaces \( (26) \) and \( (27) \) define two decoupled dynamical systems, which evolve according to
\[
e = ZA e + ZBu_e + \delta, (28)
\]
\[
\phi_z = ZA \phi_z + ZBu_u, (29)
\]
where \( e = x - \phi_z \). The inputs of the two systems are \( u_e = \tilde{\Phi}_u \tilde{\Phi}_x^{-1} e = \tilde{\Phi}_u \delta \) and \( u_u = \phi_v \), respectively.

**Proof**: See Appendix II.

Corollary 1 provides the separation into error and nominal dynamics commonly encountered in tube-based robust MPC methods, even though the nominal and error state definitions are not exactly the same. Here, \( \phi_z \) and \( \tilde{\Phi}_x^{-1} \phi_z \) constitute the nominal state, of which the latter part is contributed by the tube controller, while the nominal state of the standard tube formulation in \( (10) \) is independent of the tube controller. The same applies for the nominal input.

Note that \( (27) \) defines a dynamical system similar to \( (3) \), but with \( \delta = 0 \) and therefore zero initial state. However, the dynamics \( (27) \) can similarly be rewritten to allow non-trivial initial states by replacing \( \phi_z \) in \( (21) \) with \( \phi_z - (I - ZA)^{-1} \delta_z \), where \( \delta_z = [\phi_z^0 \ 0^\top]^\top \). All computations in the proof hold for any choice of \( \phi_z \), thus \( (27) \) becomes
\[
[I - ZA \ - ZB] \begin{bmatrix} \phi_z \\ \phi_v \end{bmatrix} = \delta_z. (30)
\]

At the same time, the error state definition in \( (28) \) is changed to \( e = x - \phi_z + (I - ZA)^{-1} \delta_z \), which removes the contribution of the initial nominal state \( \phi_z \) from the error dynamics.

We use Theorem 3 to formulate the proposed SLT MPC problem, using the diagonally restricted system responses \( \tilde{\Phi}_x \) and \( \tilde{\Phi}_u \)

\[
\min_{\tilde{\Phi}_x, \tilde{\Phi}_u} \left( \begin{bmatrix} Q^2 & 0 \\ 0 & R^2 \end{bmatrix} \begin{bmatrix} \phi_z + \Phi_e^0 x_0 \\ \phi_v + \Phi_k^0 x_0 \end{bmatrix} \right)^2,
\]

subject to
\[
[I - ZA \ - ZB] \begin{bmatrix} \phi_z \\ \phi_v \end{bmatrix} = \delta_z, (31a)
\]
\[
\phi_z^N + \Phi_e^N \delta \in \mathcal{X}_r, \quad \forall w \in \mathcal{W}^{N-1}, (31c)
\]
\[
\phi_v + \Phi_k \delta \in \mathcal{U}_r, \quad \forall w \in \mathcal{W}^{N-1}, (31d)
\]
\[
\phi_z^N + \Phi_e^N \delta \in \mathcal{X}_f, \quad \forall w \in \mathcal{W}^{N-1}, (31e)
\]
\[
\delta^0 = x_k, (31f)
\]
where \( Q, R, \) and \( \mathcal{X}_f \) are defined as in \( (6) \). The input applied to the system is then computed as \( u_e = \phi_v^0 + \Phi_k^0 x_k \). In order to render the constraints \( (31c) - (31e) \)
amenable for optimization, we rely on a standard technique from df-MPC [3], which removes the explicit dependency on the disturbance trajectory by employing Lagrangian dual variables. This corresponds to an implicit representation of the error dynamics’ reachable sets commonly used for constraint tightening in tube-MPC.

Remark 3: Under the assumption that the sets $\mathcal{X}$, $\mathcal{U}$, and $\mathcal{W}$ are polytopic, the constraint tightening approach using dual variables [3] is equivalent to the standard constraint tightening based on reachable sets, usually employed in tube-MPC. This can be shown using results from [20] on support functions, Pontryagin differences, and their relation in the context of polytopic sets. The main difference is that the constraint tightening based on reachable sets is generally performed offline, while the formulation using dual variables is embedded in the online optimization.

Remark 4: The cost (31a) is equivalent to a standard quadratic cost on the nominal variables (19), which renders (31a) identical to the quadratic form $z^T Q z + v^T R v$. Other cost functions can be similarly considered, e.g. not only including the nominal states and inputs but also the effect of the tube controller $K$.

Remark 5: Additional uncertainty in the system matrices $A$, $B$ can be incorporated in (31) using an adapted version of the robust SLP formulation [7, Section 2.3]. The robust SLP formulation was already used in [10] to derive a tube-based MPC method, which can handle both additive and system uncertainty. The affine extension presented in this paper can be similarly adapted to formulate a SLTMPC method, which can also handle system uncertainties.

Using Theorem 2, we can relate df-MPC, tube-MPC, and SLTMPC to each other. While all three methods employ nominal states and nominal inputs, they differ in the definition of the tube controller. Df-MPC does not restrict the tube controller and treats it as a decision variable. Contrary, tube-MPC fixes the tube controller a priori and does not optimize over it. SLTMPC positions itself between those two extremes by allowing time-varying controllers, while preventing changes over the prediction horizon. As a result, SLTMPC improves performance over standard tube-MPC by offering more flexibility, rendering it computationally more expensive, yet cheaper than df-MPC. The problem sizes of all three methods are stated in Table II.

C. Extensions of SLTMPC

Finally, we outline two extensions of the SLTMPC method to improve scalability and reduce computation time via a distributed and an explicit formulation.

a) Distributed SLTMPC: Using ideas from distributed control allows us to formulate a distributed version of (31) similar to the distributed SLP formulation proposed in [7]. Since any structure on $\Phi_x$ and $\Phi_u$ can be enforced directly in the optimization problem (31) [7], this provides a straightforward way to formulate a distributed SLTMPC scheme.

Using the concept of sparsity invariance [21], any distributed structure on $K$ can be reformulated as structural conditions on $\Phi_x$ and $\Phi_u$. This in turn enables us to rewrite (31) with the additional constraints

$\Phi_x \in K_x$, $\Phi_u \in K_u$, where $K_x$ and $K_u$ are sparsity patterns.

b) Explicit SLTMPC: The computational complexity associated with optimization problem (31) can be significant, especially for long horizons and large state spaces. This motivates an explicit formulation of the SLTMPC method, which allows pre-computation of the control law and the corresponding set of initial states. One way to formulate such an explicit scheme is to solve the Karush-Kuhn-Tucker conditions as a function of the initial state and thus obtain a control policy for each partition of the set of initial states [22]. In the context of SLS-MPC, an adapted version of this method was proposed in [13]. Another option is to approximate the explicit solution by defining the sets of initial states manually and solve the SLTMPC problem for a whole set of initial states, similar to the method presented in [23].

V. NUMERICAL RESULTS

In the following, we show the benefits of the proposed SLTMPC method for an example by comparing it against df-MPC and tube-MPC. The example is implemented in Python using CVXPY [24] and is solved using MOSEK [25]. The example was run on a machine equipped with an Intel i9 (4.3GHz) CPU and 32 GB of RAM.

We consider the uncertain LTI system (1) with discrete-time dynamic matrices $A$, $B$, horizon $N = 10$, and parameter $\theta$. As the nominal terminal constraint we choose the origin, i.e. $z_N = [0, 0]^T$. We compare the region of attraction (RoA) and performance of SLTMPC to those of df-MPC and tube-MPC, where the constant tube controller $K$ is computed such that it minimizes the constraint tightening [26, Section 7.2]. Figure 1 (A, B, C) shows the RoAs for three different noise levels, i.e. $\theta = \{0.05, 0.1, 0.12\}$. SLTMPC achieves a RoA which is considerably larger than the RoA of tube-MPC and comparable

| TABLE II | PROBLEM SIZE IN TERMS OF THE NUMBER OF VARIABLES AND CONSTRAINTS FOR DF-MPC, SLTMPC, AND TUBE-MPC. |
|----------|---------------------------------------------------------------------------------------------------------------|
| No. variables | No. constraints |
| df-MPC | $(N + 1)(\sum n + 1)(n + m)$ | $O(N(N + 1)n^2)$ |
| SLTMPC | $2(N + 1)(n + 1)(n + m)$ | $O(2(N + 1)n^2)$ |
| tube-MPC | $(N + 1)(n + m)$ | $O((N + 1)n^2)$ |

3 Please note that the definition of robustness in the context of the SLP does not directly correspond to the robustness definition commonly used in MPC. For more details on the robust SLP formulation see [7, Section 2.3].
This paper has proposed a tube-MPC method for linear time-varying systems with additive noise based on the system level parameterization (SLP). The formulation was derived by first establishing the equivalence between disturbance feedback MPC (df-MPC) and the SLP, offering a new perspective on a subclass of robust MPC methods from the angle of SLP. Subsequently, the standard SLP was extended in order to formulate the proposed system level tube-MPC (SLTMPC) method. Finally, we showed the effectiveness of the proposed method by comparing it against df-MPC and tube-MPC on a numerical example.

VI. CONCLUSIONS

Fig. 1. RoA of SLTMPC and tube-MPC for $\theta = \{0.05, 0.1, 0.12\}$ (A,B,C) and approximate RoA coverage with respect to the state constraints in percent, as a function of the parameter $\theta$ (D).

to the one of df-MPC. Figure 1 (D) further highlights this by approximating the coverage of the RoA, i.e. the area of the state constraints covered by the RoA in percent. RoA coverage of SLTMPC is consistently larger than for tube-MPC and decreases more slowly as the disturbance parameter $\theta$ is increased. This behavior is comparable to that of df-MPC, although SLTMPC achieves lower RoA coverage. All three methods become infeasible and thus achieve a coverage of 0\% for $\theta_{tube} = 0.13$, $\theta_{SLTMPC} = 0.15$, and $\theta_{df} = 0.16$, respectively. Figure 2 shows the open-loop nominal trajectory and trajectories for 10'000 randomly sampled noise realizations for all three methods. Due to the optimized tube controller and less conservative constraint tightening, df-MPC and SLTMPC compute trajectories that approach the constraints more closely than tube-MPC. Table III states the computation times and costs of the methods for the noisy trajectories shown in Figure 2, highlighting the trade-off in computation time and performance offered by SLTMPC.
then plugging (35) into (34) yields

\[ \Phi(x) = (I - ZA) - ZB \Phi_k \Phi_k^{-1} \Phi_x + \delta, \]

where relation (i) follows from the fact that \((I - ZA)^{-1}\) can be represented as a finite Neumann series since \(ZA\) is nilpotent with index \(N\), which leads to

\[ (I - ZA)^{-1} = \sum_{k=0}^{\infty} (ZA)^k = \sum_{k=0}^{N} (ZA)^k = [A \ E]. \]

Then, (33) proves Lemma 1.

\[ \Phi_x = (I - ZA)^{-1} + (I - ZA)^{-1} Z B \Phi_u, \]

where \(\Phi_x = \Phi_u + \Phi_x\). Using (27), we conclude that

\[ (I - ZA) \Phi_x + ZB \Phi_u = 0, \]

hence (37) becomes

\[ (I - ZA - ZB \Phi_k \Phi_k^{-1}) \delta = (I - ZA) \Phi_x + ZB \Phi_u + \delta. \]

Adding \(- (I - ZA) \Phi_x\) on both sides of (36), results in

\[ (I - ZA - ZB \Phi_k \Phi_k^{-1}) (x - \Phi_x) = - (I - ZA) \Phi_x + ZB \Phi_u + \delta. \]

Using (27), we therefore get

\[ e = (I - ZA - ZB \Phi_k \Phi_k^{-1})^{-1} \delta = \Phi_e \delta, \]

which describes the closed loop behavior of a system with state \(e = x - \Phi_x\) under the control law \(u_e = \Phi_u \Phi_k^{-1} e\). The dynamics (29) are directly given by (27). Therefore, (28) and (29) define decoupled dynamical systems, with the inputs \(u_e = \Phi_u \delta\) and \(u_z = \Phi_v\).

---
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**APPENDIX I**

**Proof of Lemma 1**

Proof: The matrices in (12) are defined as

\[ A = \begin{bmatrix} I \\ A \\ A^2 \\ \vdots \\ A^N \end{bmatrix}, \quad E = \begin{bmatrix} 0 & \cdots & 0 \\ I & 0 & \cdots \\ A & I & \cdots \\ \vdots & \ddots & \ddots \\ A^N-1 & \cdots & A \end{bmatrix}, \]

and \( B = [A \ E] Z B \). These quantities can then be used to rewrite (5) as

\[ \Phi_x = (I - ZA)^{-1} + (I - ZA)^{-1} Z B \Phi_u \]

\[ = [A \ E] + [A \ E] Z B \Phi_u \]

\[ = [A \ E] + [A \ E] Z B \Phi_u, \]

where relation (i) follows from the fact that \((I - ZA)^{-1}\) can be represented as a finite Neumann series since \(ZA\) is nilpotent with index \(N\), which leads to

\[ (I - ZA)^{-1} = \sum_{k=0}^{\infty} (ZA)^k = \sum_{k=0}^{N} (ZA)^k = [A \ E]. \]

Then, (33) proves Lemma 1.
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**APPENDIX II**

**Proof of Corollary 1**

Proof: Given an admissible \((\Phi_x, \Phi_u)\) with structure (21), the affine state trajectory is

\[ x = Z A [1 \ x] + Z B \Phi_u \Phi_k^{-1} [1 \ x] + \delta, \]

where

\[ \Phi_u \Phi_k^{-1} = [\Phi_v \ \Phi_k \ 0 \ -\Phi_e^{-1} \Phi_z \ -\Phi_e^{-1}] \]

\[ = [\Phi_v - \Phi_k \Phi_e^{-1} \Phi_z \ \Phi_k \Phi_e^{-1}]^T, \]

then plugging (35) into (34) yields

\[ x = (Z A + Z B \Phi_k \Phi_e^{-1}) x + Z B \Phi_v + \delta - Z B \Phi_k \Phi_e^{-1} \Phi_z. \]
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