Multi-Classifier Decision-Level Fusion Classification of Workpiece Surface Defects Based on a Convolutional Neural Network
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Abstract: Various defects are formed on the workpiece surface during the production process. Workpiece surface defects are classified according to various characteristics, which includes a bumped surface, scratched surface and pit surface. Suppliers analyze the cause of workpiece surface defects through the defect types and thus determines the subsequent processing. Therefore, the correct classification is essential regarding workpiece surface defects. In this paper, a multi-classifier decision-level fusion classification model for workpiece surface defects based on a convolutional neural network (CNN) was proposed. In the proposed model, the histogram of oriented gradient (HOG) was used to extract the features of the second fully connected layer of the CNN, and the features of the HOG were further extracted by using the local binary patterns (LBP), which was called the HOG–LBP feature extraction. Finally, this paper designed a symmetry ensemble classifier, which was used to classify the features of the last fully connected layer of the CNN and the features of the HOG–LBP. The comprehensive decision was made by fusing the classification results of the symmetry structure channels. The experiments were carried out, and the results showed that the proposed model could improve the accuracy of the workpiece surface defect classification.
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1. Introduction

Workpiece surface defects are one of the main factors that lower the quality of the workpiece. Some defects not only affect subsequent production, but also affect the corrosion resistance and wear resistance of the final product. However, due to technical and cost constraints, manpower is still used to detect surface defects in most companies. Magnifying glasses and auxiliary tools are often used to detect subtle surface defects by manual visual inspection. However, this method is inefficient and poorly flexible, the labor intensity is high and it is susceptible to subjective factors, which leads to inaccurate detection results and is unable to meet the requirement of online inspection. Machine vision detection has the advantages of a high degree of automation, high recognition rate and non-contact measurement. Therefore, it is a development trend to detect surface defects. A CCD camera is used to capture the images of the workpiece surface defects under special illumination. Some defect recognition algorithms are used to process these images, and surface defects are detected and classified [1–3].

Defect classification is the most important part of the surface defect detection system [4–6]. Classification results can be used to grade workpieces and improve manufacturing techniques. In recent years, many researchers have been studying the classification of workpiece surface defects. A
weld defect detection based on support vector machines (SVM) was proposed; the trained SVM was used to distinguish real defects from potential defects [7], but there was a problem in that the degree of feature extraction was not high. The construction of a multi-core SVM classifier was designed and multi-core learning was converted into second-order cone programming; the new model was superior to the traditional SVM for surface defect images [8]. A method based on a decision tree was proposed to detect defects [9]; however, the method had low feature extraction and a low detection efficiency. A multi-stage convolutional neural network (CNN) and an ensemble CNN with different structures were proposed to accomplish the defect classification tasks automatically [10].

Effective feature extraction can improve the classification effect of the algorithm. Twelve typical features were extracted, and the defect types were differentiated by using two well-known classifiers: fuzzy k-nearest neighbor and multi-layer perceptron neural networks classifiers [11]. A method based on scale invariant feature transform (SIFT) and SVM was proposed to detect steel surface defects [12]. The SIFT was used for defect region detection and to extract features, and the SVM was used for classification. The results showed that the key to a successful classification was to choose the appropriate method for accurate feature extraction. To avoid the dimensional disaster, the classification effect was improved by using an effective feature extraction algorithm with an appropriate classifier [13]. However, the abovementioned feature extraction method requires relevant knowledge of professional surface defect image processing.

To date, many efforts have been focused on the design of feature extraction algorithms because traditional classifiers cannot automatically extract representative features from the original image. At present, deep learning is used for feature learning for image recognition and classification [14–16]. A CNN allows deep learning to learn more data features [17], and can achieve finding the important parameters by constructing multi-layer structures like human brains, which can remove many unimportant parameters to achieve better learning results. Therefore, additional step of feature extraction on the original image is unnecessary. The feature size can be synchronously reduced in the feature learning process of a CNN; thus, it can reduce the dimension and retain the feature. A CNN can easily adapt to the problem of image classification; if the number of samples is insufficient and the classification efficiency is low, it is effective to use the CNN with transfer learning to make the pre-trained deep network suitable for classification problems [18–20]. Moreover, CNNs have been successfully applied for almost all classification and detection tasks in image and speech analysis [21,22].

Traditional feature extraction methods are more reliable for capturing local image features, such as the gray-level co-occurrence matrix (GLCM), local binary pattern (LBP) analysis and histogram of oriented gradient (HOG), which are widely used in the field of classification detection [23–25]. When the surface defect features are not obvious, traditional extraction feature methods contain many unrelated certain features, and the features are not effectively selected. Therefore, a model is proposed in this paper that uses the HOG–LBP to assist the CNN to extract features, and the symmetry ensemble classifier output results is fitted to the posterior probability of the target category. The decision weights of each classifier are obtained from the correct classification rate, which is obtained and normalized by each classifier. Decision weights are used to perform decision-level fusion, and the traditional feature extraction method and the advantages of the CNN feature extraction method are effectively combined. Some experiments were carried out and the results indicated that the proposed model has high robustness and accuracy.

The rest of this paper is organized as follows: Section 2 describes the proposed model in detail; Section 3 presents the experimental results and discussions; and Section 4 draws some conclusions.

2. The Proposed Classification Model

2.1. CNN Feature Extraction

Most in-depth and broader CNN models have demonstrated their effectiveness in defect classification [26,27]. However, it is not appropriate to apply them directly to the classification task of workpiece surface defects; this is because the particularity of the surface defects, such as small and
inconspicuous surface defect features, are not considered, and existing workpiece surfaces defect data is too small to train this deeper and wider model. The Alexnet model is used to extract features in the proposed method, which is a shallow CNN model, and the transfer learning can be used to compensate the problem of existing workpiece surface defect data shortage [28]. As shown in Table 1, the Alexnet model consists of 5 convolution layers (i.e., C1, C3, C5, C6, C7), 3 pooling layers (i.e., S2, S4, S8) and 3 fully connected layers (i.e., F9, F10, F11).

Table 1. The parameters of the adopted convolutional neural network (CNN).

| Layer | Layer Type          | Convolution Kernel/Pooling Areas | Step Size | Graphs | Size     |
|-------|---------------------|----------------------------------|-----------|--------|----------|
| C1    | convolutional layer | 11 × 11                          | 4         | 96     | 55 × 55  |
| S2    | pooling layer       | 3 × 3                            | 2         | 96     | 27 × 27  |
| C3    | convolutional layer | 5 × 5                            | 1         | 256    | 27 × 27  |
| S4    | pooling layer       | 3 × 3                            | 2         | 256    | 13 × 13  |
| C5    | convolutional layer | 3 × 3                            | 1         | 384    | 13 × 13  |
| C6    | convolutional layer | 3 × 3                            | 1         | 384    | 13 × 13  |
| C7    | convolutional layer | 3 × 3                            | 1         | 256    | 13 × 13  |
| S8    | pooling layer       | 3 × 3                            | 2         | 256    | 6 × 6    |
| F9    | fully connected layer | −                               | −         | 4096   | 1 × 1    |
| F10   | fully connected layer | −                               | −         | 4096   | 1 × 1    |
| F11   | fully connected layer | −                               | −         | 4      | 1 × 1    |

In the input layer, an input image with a size of 227 × 227 × 3 was used. The convolutional layer with an 11 × 11 convolution kernel was performed, and the pooling layer with a size of 3 × 3 was performed. The convolution and pooling operations were continuously performed, and the fully connected layer and the final classifier classification were calculated.

2.2. HOG–LBP Feature Extraction

2.2.1. Histogram of Oriented Gradients: HOG Feature

Dalal and Triggs proposed a representation of the HOG [29], which calculated the local histogram of the gradient direction on a dense grid, and the core idea was to express the local available edge of the detected object image and the distribution density of the gradient direction. This method has many similarities with SIFT, shape contexts [30] and histograms of contour orientation. The HOG is different from them, because the HOG is calculated on cell units of the dense grid and overlapping local contrast normalization techniques are also used to improve its performance.

The algorithm firstly divides the image into small cell units, then collects the direction histogram of each pixel gradient or edge in each cell unit, and finally it combines these histograms to form a HOG descriptor.

The specific steps of the HOG feature extraction are as follows:

(1) Image graying and gamma are used to process, with image graying to convert the RGB (red, green and blue) components into grayscale images. The common formula for converting RGB into grayscale images is

$$\text{Gray} = 0.3R + 0.59G + 0.11B$$

(1)

where \( R \), \( G \) and \( B \) are three color channels of red, green and blue, respectively.
Due to the unevenness of the image illumination, the overall brightness of the image can be increased or decreased by Gamma processing. The expression is

$$I(x, y) = (I(x, y))^\gamma$$

(2)

where $I$ is an image, $C_{\text{Gamma}}$ is a correction value and $C_{\text{Gamma}} = 0.5$ is taken herein.

(2) Obtaining gradients in the horizontal and vertical directions. The gradients can be expressed as

$$g_x = I(x + 1, y) - I(x - 1, y)$$
$$g_y = I(x, y + 1) - I(x, y - 1)$$

(3)

where $g_x$ is the oriented gradient in the $x$ direction, $g_y$ is the oriented gradient in the $y$ direction and $I(x, y)$ is the pixel value of the pixel point $(x, y)$.

Thus, the gradient magnitude and gradient direction of the pixel $(x, y)$ are calculated as

$$\nabla g(x, y) = \sqrt{g_x^2 + g_y^2}$$
$$\theta = \text{arctan}\left(\frac{g_y}{g_x}\right)$$

(4)

where $\nabla g(x, y)$ is the gradient magnitude, and $\theta$ is the gradient direction.

(3) Accumulating the local histogram gradient or all pixel cells of edge direction to construct the HOG of the cell unit. Each HOG divides the gradient angle range into a fixed number of predetermined bins and each pixel in the cell unit is used to vote for the HOG.

(4) Combining the cells into large blocks and normalizing the HOG within the block. The feature descriptors are combined into one block. The variety of illumination and background changes in the image will cause the relatively large range of gradient values, so good feature standardization is important for improving the detection rate.

2.2.2. Local Binary Pattern: LBP feature

LBP is an operator that describes the local features of an image [31]. The LBP feature has the significant advantages of simple principle, small calculation, strong classification ability, high computational efficiency, gray invariance and rotation invariance.

The basic LBP operator is defined as the range of a $3 \times 3$ neighborhood, which regards the neighborhood center pixel as the threshold, and the gray values of the adjacent 8 pixels are compared with the pixel values of the neighborhood center. The position of the neighborhood point is marked as 1 if the gray value of the neighborhood point is greater than the gray value of center point pixel, and otherwise is 0. The marked value is sorted clockwise from the upper left corner of the entire range. The LBP value of the module pixel is an 8-bit binary number. It can be calculated as

$$\text{LBP}(x, y) = \sum_{p=0}^{g-1} 2^p S(p, i_p - i_c), S(x) = \begin{cases} 1, x \geq 0 \\ 0, x < 0 \end{cases}$$

(5)

where $(x_c, y_c)$ is the coordinates of the center pixel, $p$ is the $p$th pixel of the neighborhood, $i_p$ is the gray value of the pixel, $i_c$ is the gray value of the center pixel and $S(x)$ is the sign function.

The LBP is obtained by each pixel value according to the neighborhood information and each pixel of the original image is traversed. The relative relationship between the central pixel and the neighboring pixels is considered in the calculation process, instead of the relationship between the global gray value and pixel gray value of some point. The LBP algorithm can be made uniform by the local binarization process in cases of differently illuminated images; thus, it is very robust to illumination.
The HOG has good invariance under slightly deformed features, but the HOG has insufficient ability to describe local features and is very sensitive to noise. The LBP has the significant advantages of good local expression ability and monotonic gray invariance; therefore, the HOG and the LBP have good complementarity. In this paper, the original image is extracted by the CNN, which is combined with local features in the fully connected layer; the important features are retained; and the dimension is reduced. The extracted features of the fully connected layer are further extracted by using the HOG–LBP; thus, the overall and local features of the image can be better described.

2.3. Multiple-Classifier Decision-Level Fusion

The proposed HOG–LBP is used to extract features from the second fully connected layer of CNN-F10. After feature extraction, symmetry ensemble classifiers are respectively established. The first ensemble classifier classifies the features of the last fully connected layer of CNN-F11. The second ensemble classifier classifies the HOG–LBP features, and the output results of the symmetry ensemble classifier are fitted to the posterior probability of the target category. The decision weight of each classifier is generated from the correct classification rate, which is obtained and normalized by each classifier; decision weights are then used to perform decision-level fusion.

The symmetry ensemble classifier using decision weights to make decision-level fusion are superior to the decision performance of a single ensemble classifier. The specific formula for decision-level fusion is as follows:

\[
p(c_j | x, G_1 \cdots G_r) = \sum_{r=1}^{R} w_r p(c_j | x, G_r) \\
\]

where \( G_r \) represents the \( r \)th classifier, \( p(c_j | x, G_r) \) indicates that the \( x \)th sample is identified as the posterior probability of the \( c_j \) class under the \( r \)th classifier and \( w_r \) represents the weight of the \( r \)th classifier and \( p(c_j | x, G_1 \cdots G_r) \) is the final weighted probability that the \( x \)th sample is identified as the \( c_j \) class under all the classifiers.

In this paper, the weights are determined by a normalized method. The decision weight of each classifier is generated from the correct classification rate, which can be obtained and normalized by each classifier; the decision weights are used to perform decision-level fusion. The specific formula for weight determination is as follows:

\[
w_r = \frac{A_r}{\sum_{r=1}^{n} A_r} \quad r = 1, 2, \cdots, n
\]

where \( w_r \) represents the weight assigned to the \( r \)th classifier, \( A_r \) represents the correct recognition rate of the \( r \)th classifier and \( n \) represents the number of classifiers.

2.4. Model Structure Design

The fully connected layer summarizes the local feature information of the workpiece surface defects extracted by the CNN. The CNN only classifies the output features of the last fully connected layer. The extracted features are not comprehensive. In order to further extract the features of the fully connected layer, a decision-level fusion theory is introduced in this paper, and a multi-classifier decision-level fusion algorithm based on a convolutional neural network (MDF-CNN) is proposed. The specific parameters are shown in Table 2.
Table 2. Basic structural parameters of the multi-classifier decision-level fusion (MDF) CNN.

| Layer   | Layer Type          | Convolution Kernel/Pooling Areas | Step Size | Graphs | Size       |
|---------|---------------------|----------------------------------|-----------|--------|------------|
| C1      | convolutional layer | $11 \times 11$                  | 4         | 96     | $55 \times 55$ |
| S2      | pooling layer       | $3 \times 3$                    | 2         | 96     | $27 \times 27$ |
| C3      | convolutional layer | $5 \times 5$                    | 1         | 256    | $27 \times 27$ |
| S4      | pooling layer       | $3 \times 3$                    | 2         | 256    | $13 \times 13$ |
| C5      | convolutional layer | $3 \times 3$                    | 1         | 384    | $13 \times 13$ |
| C6      | convolutional layer | $3 \times 3$                    | 1         | 384    | $13 \times 13$ |
| C7      | convolutional layer | $3 \times 3$                    | 1         | 256    | $13 \times 13$ |
| S8      | pooling layer       | $3 \times 3$                    | 2         | 256    | $6 \times 6$   |
| F9      | fully connected layer| --                              | --        | 4096   | $1 \times 1$   |
| F10     | fully connected layer| --                              | --        | 4096   | $1 \times 1$   |
| T11     | HOG-LBP feature layer| --                              | --        | 4      | $1 \times 1$   |
| F12     | fully connected layer| --                              | --        | 4      | $1 \times 1$   |
| L13     | classification layer| --                              | --        | --     | --          |

The MDF-CNN is mainly divided into a feature extraction layer and a classification layer. The feature extraction layer mainly includes 5 convolutional layers, 3 pooling layers, 3 fully connected layers, and the HOG–LBP feature layer. The classification layer mainly includes the classification process of symmetry ensemble classifier and the decision-level fusion process of multi-ensemble classifiers.

First, the size of the input image is $227 \times 227$. After the image is input into the neural network, it enters the first convolution layer. The convolution kernel is $11 \times 11$ pixels and the step size is 4. Then, the pooling operation is performed. The pooling window size of the first pooling layer is 3 and the step size is 2. The pooling operation is to reduce the dimension of the feature, and then a layer of convolution operation and a layer of pooling operation are performed; the convolution kernel of the convolution layer is $5 \times 5$ pixels, the step size is 1; the pooling window of the pooling layer is 3, the step size is 2; and then the operation of the three-layer convolution layer is performed, and their convolution kernels and step size is the same; the convolution kernel is $3 \times 3$ pixels and the step size is 1, then the last layer of the pooling layer operation is performed. The pooling window size is 3 and the step size is 2. The fully connected layer is performed after the pooling operation; the first fully connected layer summarizes all the features extracted by the above convolution layers and pooling layers. When the features enter the second fully connected layer, two branch operations are performed. The first branch is to use the HOG to extract the second fully connected layer, and then uses the LBP to further extract the HOG features; the output feature is called the HOG–LBP feature, which has strong robustness. In the symmetric ensemble classifier, the first ensemble classifier is used to classify the HOG–LBP feature. The second branch uses the second ensemble classifier to classify the third fully connected layer. The classification results of the symmetry branches ensemble classifier are fitted to the posterior probability of the target category; the classification results of each classifiers are used to calculate the decision weights. Finally, the decision weights are used for the symmetry ensemble classifier decision-level fusion. The output of the decision-level fusion is used as a new classification decision. The framework of the MDF-CNN is shown in Figure 1.
3. Experimental Results and Discussions

3.1. Datasets

The construction of the workpiece surface defect data set can be divided into two parts: image acquisition and data enhancement.

(1) Image acquisition:

The experiments in this paper mainly focus on flat metal workpieces; the types of typical surface defects are pits, scratches and bumps, and the workpiece is milled. Defective workpieces are classified by quality inspection workers, which obtains 400 workpiece surface samples through the inspection system. The defective surfaces and the qualified surfaces are shown in Figure 2.

(2) Data enhancement:

To prevent over-fitting during the training process, the data samples are amplified, and the sample collection is performed by adjusting the hardware conditions of the collection environment, such as adjusting the intensity of the LED light source to change the lighting conditions, and rotating the workpiece to change the current position of the defect area. The number of the expanded image samples is 4600, which are the initial collection of the original workpiece surface. Manually selecting 2000 samples are used as the test set; the remaining 2600 samples are used as the training set.

The proportion of each defect type is shown in Table 3.
Table 3. The test set.

| Type              | Parameter Value |
|-------------------|-----------------|
| Pit               | 500             |
| Scratched surface | 500             |
| Bumped surface    | 500             |
| Qualified surface | 500             |
| Total             | 2000            |

3.2. Hardware Platform

The used computer configuration was an Intel Xeon E5-1620 v3 3.5 GHz CPU, Quadro K2200 GPU, 8 G memory and 1 T hard disk capacity, and the GPU was used to accelerate the computation. The specific parameters of the industrial camera are shown in Table 4.

Table 4. Industrial camera parameters.

| Parameter         | Parameter Value      |
|-------------------|----------------------|
| Resolution        | 1280 × 960           |
| Interface         | Gigabit Ethernet     |
| Pixel size        | 3.75 μm × 3.75 μm    |
| Transmission      | 100 m                |
| Maximum frame rate| 40 fps               |

3.3. Performance Comparison

To prove the proposed model superiority, the proposed model is compared with some existing CNNs and the most advanced classification models for workpiece surface defects. The four defect types of normal, pit, scratch and bumped surfaces are used. The performance comparisons are shown in Table 5; it can be seen that the proposed MDF-CNN has a higher classification accuracy than other models. The amount of parameters of the MLP and KNN algorithms is too large, which results in a huge calculation. Therefore, the detection accuracy is low: the accuracy of MLP is 25% and the accuracy of KNN is 32.85%. The CNN has a good detection effect in the field of defect detection. The accuracy of the CNN detection is 96.55%, while the detection accuracy of the proposed MDF-CNN model is 97.6%. The accuracy of the CNN-SVM model is 96.90%, the accuracy of the MDF-CNN model increased from 96.90% to 97.60% compared with the CNN-SVM model. Therefore, the proposed classification model has a higher generalization ability.

Table 5. Performance comparisons.

| model     | Accuracy |
|-----------|----------|
| KNN       | 32.85%   |
| MLP       | 25%      |
| CNN       | 96.55%   |
| CNN-SVM   | 96.90%   |
| MDF-CNN   | 97.60%   |

To further verify the effectiveness of the proposed algorithm, the MDF-CNN and other CNN models are used for comparison and verification in this experiment, as shown in Table 6. It can be seen that AlexNet is also used in the case of transfer learning. The classification accuracy is 96.55%, the detection time is 21.44 s, the VGG16 classification accuracy is 96.4% and the detection time is 91.3 s, which indicates that the VGG16 classification accuracy is not only lower than Alexnet, but also the complexity of the algorithm and the consumed time are the highest, which shows that merely deepening the network level cannot effectively improve the classification accuracy. The proposed MDF-CNN model has the highest classification accuracy, with a classification accuracy of 97.6%.
To further verify the effectiveness of the proposed algorithm, the comparison and verification experiment is carried out by using the MDF-CNN and other defect detection method, which is shown in Table 7. It can be seen from the table that the classification accuracy of the SVM algorithm proposed in Reference [7] is 50.20%, and the classification accuracy of the decision tree algorithm proposed in Reference [9] is 41.05%; the MDF-CNN has the highest classification accuracy, with a classification accuracy of 97.6%.

Table 7. Compared with other defect detection methods.

| Model      | Accuracy | SVM  | CNN-SVM | MDF-CNN |
|------------|----------|------|---------|---------|
| SVM        | 50.20%   | 97.00% | 97.60% |
| Decision tree | 41.05%   | 97.00% | 97.60% |
| MDF-CNN    | 97.60%   | 97.00% | 97.60% |

3.4. Comparative Experiments of the Proposed Model with Different Kernel Functions

Although SVM is used as the basis weak classifier in the proposed model and the feature extraction degree is high, there are still nonlinear conditions. The feature extraction need be converted into a high-dimensional space to deal with nonlinear conditions. Kernel functions are adopted to avoid these problems.

In this section, the experiments are performed to compare and analyze the performances of the SVM, the CNN-SVM, the CNN and MDF-CNN with different kernel functions, such as linear kernel, polynomial kernel and RBF kernel, which are shown in Table 8. It can be seen that when using the polynomial kernel function, the detection accuracy of the SVM, the CNN-SVM and the proposed MDF-CNN model is the highest.

Table 8. The comparative experiments of different kernel functions.

| Kernel    | SVM  | CNN-SVM | MDF-CNN |
|-----------|------|---------|---------|
| linear    | 48.15% | 96.55% | 97.55% |
| polynomial | 50.20% | 96.85% | 97.60% |
| RBF       | 25%   | 25.25%  | 26.35%  |

3.5. Effectiveness of Symmetry Ensemble Classifier

To demonstrate the effectiveness of the symmetry ensemble classifier, experiments are conducted to compare the performances of the MDF-CNN without and with a symmetry ensemble classifier combined with the SVM, which are shown in Table 9. It can be seen that the symmetry ensemble classifier is useful for the MDF-CNN, in that the symmetry ensemble classifier can automatically combine weak classifiers with a high classification accuracy and is not prone to overfitting.

Table 9. The MDF-CNN model without and with the symmetry ensemble classifier.

| Model                                           | Accuracy |
|-------------------------------------------------|----------|
| MDF-CNN without symmetry ensemble classifier    | 97.00%   |
| MDF-CNN with symmetry ensemble classifier       | 97.60%   |
4. Conclusions

A workpiece surface defects classification model using a multi-classifier decision-level fusion classification based on a convolutional neural network is proposed in this paper. The HOG-LBP feature extraction is used to assist the CNN. The output results of the symmetry ensemble classifier are fitted to the posterior probability of the target category. The decision weight of each classifier is generated from the correct classification rate, which can be obtained and normalized by each classifier. Decision weights are used to perform decision-level fusion, and the traditional feature extraction method is effectively combined. Extensive experiments on multiple workpiece surface defects datasets show that the proposed model can effectively classify the workpiece surface defects, yield a good generalization ability and outperform the state-of-the-art methods.
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