A Study on the Intelligent Translation Model for English Incorporating Neural Network Migration Learning
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Under the current artificial intelligence boom, machine translation is a research direction of natural language processing, which has important scientific research value and practical value. In practical applications, the variability of language, the limited capability of representing semantic information, and the scarcity of parallel corpus resources all constrain machine translation towards practicality and popularization. In this paper, we conduct deep mining of source language text data to express complex, high-level, and abstract semantic information using an appropriate text data representation model; then, for machine translation tasks with a large amount of parallel corpus, I use the capability of annotated datasets to build a more effective migration learning-based end-to-end neural network machine translation model on a supervised algorithm; then, for machine translation tasks with parallel corpus data resource-poor language machine translation tasks, migration learning techniques are used to prevent the overfitting problem of neural networks during training and to improve the generalization ability of end-to-end neural network machine translation models under low-resource conditions. Finally, for language translation tasks where the parallel corpus is extremely scarce but monolingual corpus is sufficient, the research focuses on unsupervised machine translation techniques, which will be a future research trend.

1. Introduction

With the rapid development of the Internet as well as information technology, the field of artificial intelligence is gaining more and more attention, attracting a large number of researchers and developers. Machine translation is a hot spot of research in the field of artificial intelligence, with important theoretical significance and great application value. Machine translation is a research direction of natural language processing, which has important scientific research value and practical value. In the process of translation and processing of massive information, machine translation technology (machine translation) plays a crucial role [1]. Specifically, machine translation can help users deal with a large amount of text, and after users have obtained a large amount of text, they can input the obtained text into the machine translation system and the machine translation system will generate the translation needed by users after judgment and calculation according to the text inputted by users. However, the machine translation is still inadequate compared with humans; if the user has different views on the machine translation or is not satisfied with the translation, the user can modify the machine translation by himself and finally get a satisfactory translation. For example, if we encounter a text in English in real life, we can input the obtained text into the machine translation system and translate the text with the help of the machine and then check whether the translation is correct and whether it can play a certain role in certain specific occasions after the machine translation is finished.

The traditional approach to solve cross-lingual text matching can be done by first building a translation model and then training the corresponding text matching model after the translation is completed, but this process is often labor intensive, and the crosslingual text translation problem itself is not overly concerned with translation quality. It is also possible to construct matching models directly using traditional methods based on grammars, keywords, sentence patterns, and other statistical linguistic data or semantic letters, but this approach also has some shortcomings. The effect of text matching based on statistical linguistic models
relies heavily on manually designed feature engineering and is computationally intensive, and manually constructed feature engineering is also time-consuming [2]. It is difficult to transfer the model knowledge to other languages to assist learning. However, English, especially the same language family, often has related laws and commonalities, because human languages themselves are constantly interacting with each other and accurately describing and using the common laws of different languages can be very helpful for crosslanguage model learning. Due to the complexity of natural languages and the different degrees of research progress in different languages, it is usually necessary to retrain the models when applying text matching models to different corpora or languages, which is labor intensive, and the matching models trained for some corpora often have limited generalization ability and are not well suited for practical application scenarios [3]. With insufficient training data in the low-resource case, it is difficult for neural networks to train models with easy convergence, high stability, and good generalization ability. The domain-adaptive approach of migration learning, on the other hand, can use the high-resource parallel corpus data to extract the useful information that may be used in the low-resource parallel corpus learning. The domain-adaptive approach of migration learning can use the high-resource parallel corpus data to extract the useful information that may be used in low-resource parallel corpus learning. Therefore, this paper proposes an intelligent English translation model based on neural network migration learning, which can construct feature mapping relations among pretrained language models and search for matching relations in the high-dimensional feature space, which makes good use of the common relations among languages and can use the existing knowledge space to save the resources required for model learning, so it has important research significance and practical value.

2. Related Works

Mainstream neural network models that can be used by end-to-end neural network machine translation systems based on sequence-to-sequence transformation models, encoders, and decoders include recurrent neural networks and improved long- and short-term memory networks and gated recurrent networks, etc.; convolutional neural network models; and translation models based on attention mechanisms. Recently, a large number of other researchers have used reinforcement learning ideas and migratory learning models such as generative adversarial networks for machine translation tasks.

A multilayer convolutional neural network called ConvNet was first proposed in the literature [4], which successfully solved the recognition task related to a grayscale handwritten digital language using a supervised training approach. Based on this, an improved version of ConvNet, the well-known LeNet-5, was proposed in the literature [5], which was applied to optical character recognition tasks with milestone success. In [6], an AlexNet model with five convolutional layers and three fully connected layers was designed, which substantially outperformed the traditional approach on a million-dollar ImageNet dataset, from more than 70% to more than 80%, and the model won the ILSVRC crown with a top 5 error rate of 16.4%, a significant advantage over the second-place result of 26.2%. AlexNet opened a milestone for deep learning in computer vision, and since then, ILSVRC has been continuously topped by deep learning every year. The literature [7] proposed the VGG model, still consisting of convolutional and fully connected layers, which has a very consistent network structure, using all $3 \times 3$ convolutions and $2 \times 2$ pooling from start to finish; however, it suffers from consuming more computational resources and using more parameters, resulting in more memory usage. Later, the literature [8, 9] investigated deeper network structures based on AlexNet, which is no longer limited to the structure of convolutional and fully connected layers and used mean pooling layers instead of fully connected layers for classification and proposed the GoogleNet model, which greatly reduces the number of model parameters and has a top 5 error rate of only 6.7%. However, as the depth of the network keeps increasing, gradient disappearance or gradient explosion inevitably occurs. In this case, as the classification accuracy gradually reaches saturation, continuing to deepen the network will, on the contrary, cause the classification accuracy to decrease and the reason for this phenomenon is the gradient degradation problem in the training process. The proposed deep residual network model effectively solves the above problem. In the literature [10], a ResNet model is proposed, which has only 18% of the number of parameters of VGG. This model improves the discriminative ability of automatically learning features by superimposing residual items in the convolutional layers, and it is an extremely deep convolutional neural network model, which avoids the gradient disappearance and gradient explosion problems on the one hand and solves the gradient degradation problem better on the other hand, and now, the model has been extended to more than 1000 layers.

The literature [11] proposes an instance-weighted domain adaptation method to solve the crosslingual text classification problem by first aligning the feature spaces of the source and target domains into a common space and then adjusting the weights of some instances in the source domain by feature iteration for migration learning. The literature [12] proposes a metric migration learning framework, which is based on DCNN (deep convolutional neural network) and further motivates successful migration of knowledge across domains by learning the weights of samples and the distance between the source and target domains through model training. The literature [13] proposes a deep integration migration learning method that combines integration learning and DCNN to improve the generalization performance of migration learning by segmenting and reorganizing the source domain data, effectively filtering redundant data, and integrating classifiers. Mapping-based deep convolutional neural network migration learning refers to mapping the data from the source and target domains into a new feature space in which the data from both domains are equally distributed. The literature [14] proposes migration component analysis methods to determine low-dimensional embeddings of crossdomain data so that
matching of crossdomain data can be achieved accordingly. Subsequently, considering the combination of TCA methods with DCNN, the literature [15] proposes the DDC (deep domain confusion) approach to solve the domain adaptation problem. To eliminate domain differences, DDC employs the AlexNet model for source and target domain data, while a separate layer is introduced, and the MMD distance is added at layer 7 (the upper layer of softmax) to reduce the differences between the source and target domains. Subsequently, the literature [16] improved the previous work by introducing multicores MMD distances instead of MMD distances and proposed the DAN (deep adaptation networks) model to solve the domain adaptation problem. DAN maps the source and target domains into an RKHS (reproducing kernel Hilbert space) and then finds the mean difference between the mapped source domain data and the target domain data and then applies multilayer adaptation to the higher-level part of DCNN. After that, the literature [16] proposes a joint maximum mean difference method to measure the relationship of joint distributions, which is used to improve the generalization ability of DCNN to perform migration learning and thus adapt the data distribution between different domains. The literature [17] points out that deep neural network models are more powerful in feature learning and can be initialized layer by layer to alleviate the complexity of deep models in training, and this paper marks the beginning of a new wave of deep learning.

3. A Study on the Intelligent Translation Model for the English-Incorporating Neural Network Migration Learning Algorithm

3.1. Fusion of Neural Networks and Migration Learning Algorithms. The essence of transfer learning is the transfer of knowledge from other domains for reuse. Mathematically, transfer learning consists of two concepts, i.e., the domain and learning task. Based on the definition of transfer learning, transfer learning can be divided into three types according to the differences between source and target domains and source and target tasks, which are inductive transfer learning, direct push transfer learning, and unsupervised transfer learning. The rule-based approach is implemented by programming computer experts and hand-written translation rules by linguists. However, this method has significant drawbacks. The first is that the human-made rules cannot cover all utterances and can only correctly translate the sentences that satisfy the human-made rules, but not the sentences for which no rules have been made before. By summarizing the migration learning methods in recent years, they can be classified into four major categories.

1. Instance-based migration learning. The main principle of this method is to select the data in the source domain by weighting them and then increase the weights of the samples that are similar to the target domain data and decrease the weights of the data that are not similar to the target domain data. This increases the degree of similarity between the source domain data and the target domain data, thus effectively facilitating the knowledge migration from the source domain to the target domain.

2. Feature-based migration learning. This method reduces the differences between domains by finding an effective common feature representation in the source and target domain feature space and achieves migration of the feature representation between domains, which in turn improves the learning performance of the target domain.

3. Transfer learning based on associative knowledge. This method refers to the discovery of associative knowledge such as rules, structures, and logics shared among similar domains and migration by establishing suitable mappings to improve the learning performance of the target domain by migrating the associativity between data.

4. Parameter-based migration learning. This method mines model parameters or prior knowledge shared between models in the source and target domains and then establishes a link between the target and source tasks.

5. Model-based migration learning. This method is usually combined with deep learning models to migrate the structure and model parameters of models already trained on large-scale datasets (e.g., AlexNet, VGGNet, and ResNet) to a new task and distinguish different levels of feature migration ability to fine tune the training process of the model, which is widely used in the field of language recognition and provides a new idea for recognition of small-scale datasets.

The study of feature representation of language has been a very popular research topic in the field of language recognition. For recognition tasks, the degree of goodness of the feature representation usually directly determines the result of the final algorithm. A good feature extraction algorithm can not only extract the key information with discriminative features but also help us to better recognize and understand the whole language. Therefore, a good feature representation generally has the following two characteristics [18].

1. Discriminative performance. A good feature representation algorithm should be able to capture the most direct difference features between different patterns and be able to aggregate the fragmented distinguishing information between different categories to improve discriminatory performance.

2. Generalization performance. Generalization performance is a basic requirement for all application algorithms, and the language feature representation algorithm should have good generalization performance in addition to being able to extract discriminative features from the language. If linguistic feature representation can only be applied to a specific
problem in a specific domain, its applicability in real life will be greatly reduced. The detection operators of traditional feature extraction methods are generally artificially designed and obtained after a large amount of prior knowledge summarization. For example, SIFT and HOG operators have the best performance over linguistic feature representation 10 years ago. Due to the variability and complexity of languages, machine translation performance still has a long way to go to achieve the desired goals. However, since extremely complex scenarios are usually encountered in practical applications, the discriminative performance and generalization performance of feature extraction operators that rely on human design and experience are also greatly limited. A model of the linguistic feature representation approach is shown in Figure 1.

Now with deep convolutional neural networks (DCNN) making breakthroughs in the field of computer vision, features constructed using CNN’s feature representation can advance the experimental results even further. Recent studies have shown that feature representations obtained by convolutional neural network learning have stronger discriminative performance compared to traditional manually designed features. DCNN is a self-learning feature representation method that can obtain better representation than SIFT and HOG empirically designed feature extraction operators. In addition, a huge amount of research results show that the models obtained from deep learning training have strong migration ability. The feature representation obtained by deep learning proves to have excellent generalization ability and can directly migrate the pretrained model, so it can further extend the application scope of deep learning [19]. In our fine-grained image recognition application, I introduce a DCNN-based migration learning approach to obtain better recognition results and generalization capability than manually designed features.

Data preprocessing is an important process in model training, which requires adjusting the data to a standard normal distribution. However, in the process of training deep convolutional neural networks, the data needs to pass through multiple layers of networks and the weights and biases affect the accuracy of the final output. To alleviate the above phenomenon, a batch normalization (BN) method is used to deal with the problems associated with internal covariance shifts in feature mapping through a batch normalization (BN) method. The internal covariance shift is a change in the distribution of hidden unit values that forces the learning rate to a minimum, slows down the convergence of the model training process, and requires careful initialization of the parameters. The batch normalization of the transformed feature mapping $x$ is shown in the following equation.

$$
\bar{x} = \left( x_1, x_2, x_3, \cdots, x_n \right)
$$

To prevent model overfitting, I add a weight decay term as a regularization term to the loss function, where $n$ denotes the number of data in the training set, $y$ denotes the regularization coefficient, and $w$ is the weight parameter of the network:

$$
g_{ij} = \text{ReLU}\left( b_1 + \sum_{a=1}^{m} \sum_{b=1}^{n} g_{ij,b} + b \cdot t_{a,b,c} \right).$$
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**Figure 1: Model of the linguistic feature representation method.**
The correct prediction rate was chosen as the model performance metric, and the correctness (accuracy) was defined as
\[
\prod_i p(\Theta | > i) = \prod_i p(> i \Theta).
\] (3)

Considering that the acquired signal is usually contaminated by noise, larger convolutional kernels are used in the convolutional layer; large convolutional kernels provide a larger field of perception and can better suppress high-frequency noise compared to small-sized convolutional kernels. Smaller multiscale convolutional kernels are used in high-frequency noise compared to small-sized convolutional kernels. The later convolutional layers, which can better extract and utilize multivariate data, are more likely to be contaminated by noise, so larger convolutional kernels are used in the later convolutional layers. Deep convolutional neural networks are hierarchically organized in three dimensions—height, width, and depth—just as pixels in an image will distinguish between different color values. A CNN with automatic feature extraction reduces the need for separate feature extractors. The important properties of DCNN are hierarchical learning, automatic feature extraction, multitasking, and weight sharing. It is mainly composed of convolutional, excitation, pooling, and fully connected layers. Deep convolutional neural network-based natural language recognition tasks to solve the fine-grained text data volume, the problem of an insufficient amount of fine-grained text data. For DCNN models, migration learning uses the knowledge gained from training on large datasets and then migrates to new domains to help the learning of new tasks, which can effectively solve the problem of insufficient training samples in specific domains. Figure 2 shows the classical DCNN structure applied to language recognition. A DCNN model is first trained on an ImageNet large-scale image dataset to determine the network weights and give the network feature representation capabilities. This knowledge is then migrated to the fine-grained image recognition task, using these pretrained networks as feature extractors to obtain feature representations of the fine-grained image dataset.

3.2. A Study of Intelligent Translation Models for the English-Incorporating Neural Network Migration Learning Algorithms. English is a low-resource language and there is not a large amount of English corpus, especially in some specific domains. Therefore, training a neural network with a small amount of English corpus will not work very well.

\[
R^4(t) = \frac{\partial \left( \left( [a_n^2(t)]^k [\beta_n^2(t)]^\gamma \right) / \left( \sum_{m=1}^\infty \left( [a_m^2(t)]^k [\beta_n^2(t)]^\gamma \right) \right) \right)}{\partial t \cdot \partial y}.
\] (4)

When training with an algorithmic model, our goal is to measure the difference between the true and predicted values and the first half of equation (2) will have no impact on our target task. So in machine learning tasks, it is usually straightforward to choose cross-entropy as our loss function.

\[
r(h_t) = Nh_t(1) \cdot (Nh_t(1) + Nh_t(-1))^{-1}.
\] (5)

Batch normalization enables faster training by using a higher learning rate and alleviates the problem of poor initialization. BN can also use saturated nonlinearity by preventing the network from falling into saturated patterns. In summary, batch normalization is a distinguishable transformation that introduces normalized activation into the network. In practice, the BN layer can be inserted immediately after the fully connected layer [20].
The proposed solution in this study is to train an English-Chinese neural machine translation model first and then use the migration learning technique to migrate to the original model and finally get an English-Chinese neural machine translation model.

When the sentence we need to translate is particularly long, an information vector $C$ may not fully represent all the information of our source input sentence, thus causing a loss of information; one solution is to extract all the hidden outputs of the RNN encoding process into our decoder, but this would be huge and unfocused, so an attention mechanism needs to be introduced to extract all the encoded information that is extracted. Figure 3 shows the encoder-decoder framework with the attention mechanism.

The many to many structures are used in machine translation, and this structure is also used for tasks such as chat conversations. There are many applications of the encoder-decoder framework. The framework generally refers to encoding one input into one message and then decoding the message to get one input; this framework is generally used in image classification scenarios. One, the length of the context is precisely controlled by the superposition of the convolution; two, the convolution allows parallel computation, which is not dependent on the previous moment state and allows parallelism on each element in the sequence; three, the training complexity is reduced and the number of convolution kernels and nonlinear computations that pass through each word of the input convolutional network is fixed. Many frameworks generally refer to encoding one input to produce multiple outputs; this framework is generally used in inputting one image to produce multiple descriptions of this image. The many-to-one framework generally refers to taking many inputs and ending up with only one output, and this framework is generally applied to text sentiment classification where multiple words of a sentence are input to output the sentiment of that sentence. Another framework for many to many is the synchronous many-to-many framework, whose typical structure is that each moment of input has a corresponding output and the output of this moment is fed to the next moment as input, which can be used for character prediction, video tagging, video classification, etc.

Neural network machine translation systems require a large amount of parallel corpus for training the model, and the data resources are extremely unbalanced for different small languages and dialects; large languages can obtain enough parallel corpus for neural network model training due to their wide application or a large population of speakers, while for most small languages and dialects, the available parallel corpus data resources are extremely scarce. In the field of machine translation, there are usually two cases where migration learning can be used: one is when the target domain has a small amount of data, and migration learning can be performed by tasks with sufficient data and similar to that task (source domain); the other is when the model is complex and retraining the model is time-consuming, and learning efficiency can be accelerated by migration learning. The idea of migration learning domain adaptation is that for some specific domains when sufficient data is not available, the trained models from other domains can be migrated and then fine tuned for that model. For a target language with low resources, domain-adaptive transfer learning can be performed on a model trained on another language with more abundant resources using a small amount of adaptive data. However, this domain-adaptive migration learning approach tends to lead to overfitting problems when training neural network machine translation models and it is difficult to converge during training, especially when the model parameters are too large. This is because the system usually works best when the ability of the neural network machine translation model to fit various functions matches the complexity of the translation task being performed and the amount of training data provided. As usual, models with high capacity can solve complex tasks but when their capacity is higher than required by the task, overfitting problems arise and affect the generalization ability of the end-to-end neural network machine translation model. The central issue in the design of end-to-end neural network machine translation models is not only to perform well on training data but also to be able to generalize strongly to new translation tasks, including low-resource target languages.

In a real machine translation task, the performance of a translation model that we train with a parallel corpus dataset of one language for another language will be significantly degraded, because the distribution of the test and training sets will be very different. Domain adaptation is a type of migration learning that improves the performance of a target domain model by using data samples from an information-rich source domain. The domain adaptation problem consists of two parts, the source domain, and the target domain. The source domain is generally rich in supervised (labeled) information, while the target domain has only a small amount of labeled information or there is no labeled information. Domain adaption includes three methods: (1) sample domain-adaptive methods, by weighted
When there is a difference between the source domain data and the target domain data, the larger the difference, the worse the migration effect and even a negative migration effect when the difference between the data is too large, i.e., the source domain data not only cannot assist the target domain model learning but even interfere with the training of the target domain model and reduce the model performance. However, at the same time, text convolution and SAR convolution still have some similarities in the underlying structural features. From the visualization results of AlexNet and Mnet2 convolution kernels in Figure 4, we can see that the convolution kernels involving structural features in the textual convolution kernel and SAR convolution kernel are the same in shape and the similarity between the underlying features lays the foundation for model migration. The alignment matrix of the source and target sequences shows the important distribution of each word of the source sequence for the current word to be translated when a word is translated. To verify the effectiveness of migrating the optical model to the SAR image domain, the t-SNE algorithm is used to visualize the distribution of the original MSTAR data, and then, the MSTAR 10-class data is input to a fully trained VGG-16 model on the ImageNet dataset and the FC6 fully connected layer output of the VGG-16 model is extracted as the high-dimensional features and then the t-SNE algorithm to visualize the distribution of these high-dimensional features.

Overfitting refers to the process of fitting the model parameters because the training data contains sampling error and the model fitting ability is too strong, resulting in the model fitting the sampling error of the training data as well. The specific performance is that the model has a good classification effect on the training set but a very poor effect on the test set and the model generalization ability is weak. In the training process of migration learning neural networks, if overfitting occurs, it usually shows as the training loss Train_loss converges while the test accuracy Test_accuracy rises and then falls, as shown in Figure 5. The common methods to solve overfitting are model lightweight, early stopping, regularization, and data expansion. Early stopping is to terminate the training before overfitting occurs to prevent the model accuracy from degrading; L1 regularization can make the weight matrix more sparse and L2 regularization can control the weights to become smaller. Both regularization methods can reduce the complexity of the network to alleviate overfitting, while data expansion is used to reduce the sampling error by giving the model more training data, thus alleviating overfitting. In addition to these common methods, network pruning can also alleviate the overfitting problem. Network pruning is an effective method to reduce network complexity and overfitting in early convolutional neural network research, which can enhance the generalization performance of the network by removing a large number of redundant parameters while keeping the accuracy of the model largely unchanged.

In the heterogeneous network model migration framework, when training a two-stream CNN network, we need to extract the features of a layer of the source and target

4. Experimental Verification and Conclusions

In this chapter, we described in detail the source, acquisition, postacquisition processing, and cleaning of the Indian English-Chinese bilingual corpus, so what we do below is to label each word of the sentences in the corpus with lexicality and then use the corpus with lexicality labeling to fine tune. The English-Chinese machine translation model has already been trained. We use the LTP tool to annotate our corpus, and we choose the LTP tool here because it has an accurate lexical annotation algorithm and it is also a common lexical annotation tool used by many research institutions and enterprises.

When there is a difference between the source domain data and the target domain data, the larger the difference, the worse the migration effect and even a negative migration effect when the difference between the data is too large, i.e., the source domain data not only cannot assist the target domain model learning but even interfere with the training of the target domain model and reduce the model performance. However, at the same time, text convolution and SAR convolution still have some similarities in the underlying structural features. From the visualization results of AlexNet and Mnet2 convolution kernels in Figure 4, we can see that the convolution kernels involving structural features in the textual convolution kernel and SAR convolution kernel are the same in shape and the similarity between the underlying features lays the foundation for model migration. The alignment matrix of the source and target sequences shows the important distribution of each word of the source sequence for the current word to be translated when a word is translated. To verify the effectiveness of migrating the optical model to the SAR image domain, the t-SNE algorithm is used to visualize the distribution of the original MSTAR data, and then, the MSTAR 10-class data is input to a fully trained VGG-16 model on the ImageNet dataset and the FC6 fully connected layer output of the VGG-16 model is extracted as the high-dimensional features and then

![Figure 4: Comparison of original data and extracted feature distribution.](image-url)
branches as the output of the two branches and then con-
strain the parameter update process of the target branch
model by measuring the distance between the output fea-
tures of the two branches with the help of the loss function
in reverse. We have two options for the selection of the fea-
ture constraint layer, i.e., choosing the last fully connected
layer as the feature constraint layer or the output of softmax
as the feature constraint layer. In subsequent experiments,
we refer to the approach of using the output of the softmax
layer as the feature constraint layer as framework 1 and the
approach of using the output of the last fully connected layer
as the feature constraint layer as framework 2. The model
shear rate is a hyperparameter, and there is no literature
on which model shear rate is optimal, but fully connected
layers can usually be set at a high model shear rate due to
a large number of parameters and numerous redundant
parameters. The convolutional layer, on the other hand,
has a small number of parameters, and a slightly higher
parameter shear rate can cause a significant drop in model
accuracy. Figure 6 shows the experiments of parameter shear
rate versus model classification accuracy for the fully con-
nected layer and the convolutional layer, and it can be seen
that the loss of model classification accuracy starts when
the parameter shear rate of the convolutional layer exceeds
25%, while the fully connected layer can withstand a higher
parameter shear rate with no change in model accuracy.

The model pruning operation is performed before the
migration of the dual-stream CNN target domain branching
model to the target domain, and its purpose is to alleviate
model overfitting and further enhance the migration effect.
This operation is independent of other steps within the
method and does not affect each other, whereby I divide
the above factors into two groups to conduct the trials, that
is, heterogeneous network model migration experiments
with the model pruning operation and experiments without
the model pruning operation. I use the MSTAR10 class 22
data as the experimental data, and first, we give the model
classification accuracy of VGG-16 and Mnet10 without
expanding the training data and without migration opera-
tion. Compared with the VGG-16 model, the classification
accuracy of Mnet10, which is designed for SAR images, is
nearly 10 percentage points higher than that of VGG-16 in
the MSTAR decile task because of its lightweight structure
and good discrete feature extraction capability. For different
tasks in the field of natural language processing, different
corpora are used for word vectors. The word vector model
has been studied in depth for different tasks in natural lan-
guage processing using different corpora. This is the reason
why I do not directly employ the VGG-16 model in the
SAR image domain. The results in Figure 7 will be used as
the baseline accuracy of the Mnet10 model and will be
compared with the results of the two subsequent sets of
experiments as a way to test the effectiveness of the hetero-
geneous network model migration approach. It can be seen
that in the eight sets of experiments, the model has largely
converged by about 3000–4000 iterations when the training loss is small and no longer fluctuates. However, when the model converges, the accuracy starts to drop significantly when the model continues to be trained for 10000 iterations, which means that the model has a serious overfitting problem, so I adopt the early stopping strategy in this experiment, that is, I terminate the training early when overfitting occurs.

I again conducted experiments on the selection of the model shear rate in model migration between heterogeneous networks. In this set of experiments, I use the L1-SOFT-P approach for migration, i.e., I use the softmax layer as the feature constraint layer and the L1 parametrization as the metric to train the dual-stream CNN and then migrate only the parameters of the feature extraction part of the target-domain branch model. Before migrating the target domain branch model to the target domain, I added a model pruning operation to prune the target domain branch model according to different model pruning rates and then migrated some parameters of the target domain branch model to obtain the final experimental results. Since there are 12 experimental scenarios, there are too many lines in Figure 8, so to show the experimental results more clearly, I show the scenarios where the migration effect decreases after model pruning with short dashed lines, the scenarios where the migration effect remains more or less the same after model pruning with long dashed lines, and the scenarios where the migration effect improves after model pruning with solid lines. The model pruning operation does improve the effect of heterogeneous network model migration by up to about 3 percentage points. However, as can be seen in Figure 8, two experimental scenarios outperform the results without model pruning at 4000 to 10000 training iterations. The reason for this phenomenon may be that the existing model pruning methods have too simple criteria for discriminating the importance of parameters within the model and we did not perform iterative pruning operations during the pruning procedure, resulting in some important parameters being lost during the migration process, which in turn makes most of the pruning experimental scenarios unsatisfactory. Again in the model overfitting section in Figure 8, it can be seen that the results of almost all experimental scenarios are better than the results without model pruning. This demonstrates the effectiveness of the model pruning approach in mitigating the overfitting problem. Thus, the model pruning operation can alleviate the overfitting problem in heterogeneous network model migration, can improve the final model migration, and may have higher improvement after replacing the model with a new model pruning method.

Two heterogeneous networks in the source and target domains are combined into a two-stream CNN, and the loss function is used to constrain the two branches to produce approximate outputs under the same input condition during training, which makes the mapping function of the target domain branch model gradually converge to that of the source domain branch model and finally achieves the model migration between the heterogeneous networks. At last, to further improve the migration effect, the model pruning operation is also introduced in the framework to solve the overfitting problem in the migration process. The experimental results based on MSTAR 10 class 22-type data demonstrate the effectiveness of the model migration method among heterogeneous networks.

5. Conclusion

The research work in this paper focuses on English-Chinese neural machine translation research; from bilingual corpus, language features, neural networks, migration learning, and other aspects are introduced. English is affected by many factors and has many unique linguistic features, and the number size is not very large—the study of building English-Chinese bilingual corpus, the study of English-Chinese neural machine translation, the study of migration learning, and the study of incorporating linguistic features in neural networks. Firstly, this paper makes a relevant study
on the unique linguistic features that English has, mainly lexical features and syntactic features, and it is necessary to study the lexical features and syntactic features of English to be able to improve the performance of neural machine translation models. In the absence of a massively parallel corpus, the machine translation task can be converted into an unsupervised task by first using a massively monolingual corpus for language model pretraining to obtain a whole. The unsupervised machine translation technique is a good way to improve machine translation under low-resource conditions. The unsupervised machine translation technique is a good solution to improve the performance of machine translation under low-resource conditions. Our ultimate goal is to train an English-Chinese neural machine translation model, but since the English corpus is relatively small, using a separate neural network approach to do the training may end up with poor results, so to solve the problem of the small amount of training corpus, I use the idea of migration learning and use the fine tune technique to use a small amount of corpus to retrain the pretrained model, so that the model performance of the trained neural network will be much better.
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