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Abstract
Detecting emotions is very useful in many fields, from health-care to human-computer interaction. In this paper, we propose an iterative user-centered methodology for supporting the development of an emotion detection system based on low-cost sensors. Artificial Intelligence techniques have been adopted for emotion classification. Different kind of Machine Learning classifiers have been experimentally trained on the users’ biometrics data, such as hearth rate, movement and audio. The system has been developed in two iterations and, at the end of each of them, the performance of classifiers (MLP, CNN, LSTM, Bidirectional-LSTM and Decision Tree) has been compared. After the experiment, the SAM questionnaire is proposed to evaluate the user’s affective state when using the system. In the first experiment we gathered data from 47 participants, in the second one an improved version of the system has been trained and validated by 107 people. The emotional analysis conducted at the end of each iteration suggests that reducing the device invasiveness may affect the user perceptions and also improve the classification performance.
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1 Introduction

Recently, many research efforts have been devoted to the recognition of human emotions. This interest is mainly due to the fact that emotions impact on the users’ reactions and behaviours, and their understanding may be useful in various fields, such as human-computer interaction, software engineering [11], gaming, marketing and multimedia. In
health-care it is particularly useful for specific types of patients, like autistic people or people which are not able to express their sentiments: to recognize their emotions may be useful for caregivers to prevent panic attacks or to better understand their needs.

Emotions are related to the mood of a person and last for few instants, so they are difficult to detect. Many emotion recognition approaches are based on the analysis of the expressions of the user’s face, voice, and gestures, even if these user behaviors may be intentionally controlled or hide other emotions. In addition, the user expressions may also be affected by ethnicity and cultures. These problems may be overcome by adopting emotion recognition approaches based on physiological signals, which are not visible at the human eye and immediately reflect the emotional changes. These kinds of signals may be detected by sensors.

The use of low-cost sensors is a relevant additional challenge to let this technology be accessible to all [13]. In addition, it may be useful to evaluate if the device for acquiring the emotion is well accepted by the user and it does not influence his affective state. Indeed, an invasive device could affect the user’s emotions. For this reason, emotional analysis may be adopted to collect the user perceptions on the use of the device.

This paper provides the following main contribution: a user-centered design approach to develop an emotion detection system by using: i) noninvasive, wearable, low-cost sensors, ii) artificial intelligence models for classifying emotions and iii) affective analysis through the Self-Assessment Manikin (SAM) [4] questionnaire for assessing the impact of the system on the user affective state.

We describe in detail the process we follow for developing our emotion detection system. It has been performed in two successive iterations. At the end of each iteration, together with the performance evaluation and the comparison of among the various Machine Learning classification approaches, we conducted an emotional analysis, aiming at collecting the user’s feelings on the detection device. The considered classification approaches include Multilayer Perceptron (MLP) neural network, Convolutional Neural Network (CNN), Long Short-Term Memory (LSTM) neural network, Bidirectional Long Short-Term Memory (Bidirectional-LSTM) neural network, and Decision Tree.

The paper is structured as follows. Section 2 discusses related work concerning sensor-based emotion detection; Section 3 presents the proposed user-centered development process, based on the stimuli design cycle and the system design cycle; Section 4 discusses the threats to validity. Finally, Section 5 concludes the paper and proposes future work.

2 Background and related work

Let us examine how the relevant aspects concerning emotion recognition by using sensors have been treated in the literature, by considering the following key elements.

– Elicited emotion. Many emotion classification approaches have been proposed by psychologists. At the present, the most accredited are the following two:

  – Ekman et al. [10] consider the emotions as a discrete phenomenon and define a set of basic emotions (six): joy, disgust, anger, fear, surprise and sadness;
  – a (continuous) approach in which emotions are classified in terms of a continuous function on two or more dimensions. The two most accredited continuous models have been proposed by Plutchik [26] and by Russell [30]. In the Russell’s Circumplex Model of Affect the emotional space is divided in four
quadrants by the valence and arousal axes. Considering this classification, emotions may be grouped in four classes, each one associated to one of the four quadrants.

– **Stimuli & Datasets.** The triggering mechanism for experimental investigations of emotion adopted to set up an emotion classification system may be of various nature:

  – **Pictures.** The International Affective Picture System (IAPS) is a collection of pictures of everyday life natural color photos depicting complex scenes. It inducts the following emotion types: gore, fear, disgust, excitement, erotica, and neutral [20]. These conditions cover the valence spectrum from negative (gore, fear, disgust) to positive (erotica, excitement). The use of this dataset is not public. It may be requested for research purposes.

    An open dataset is testImages_artphoto\(^1\). The pictures are taken from the Internet by searching the art sharing site and their emotion category was set by the person who uploaded the photo. According to [21], no clear difference in results exists in classification results for the IAPS and the artistic photo image sets.

    The Open Affective Standardized Image Set (OASIS) [19] was born to overcome the use difficulty of IAPS and is open. It consists of 900 color images depicting a broad spectrum of themes, including humans, animals, objects, and scenes, along with normative ratings on two affective dimensions: valence and arousal.

  – **Sound.** The International Affective Digitized Sound system (IADS) datasets is a collection of sounds of everyday life [33].

  – **Video.** The DEAP dataset contains videos classified in terms of valence and arousal values, on a scale from 1 to 9 [18].

    Another dataset created by using videos as stimuli is the AMIGOS dataset [8], which collects the mood, affect and personality of 40 participants through EEG, ECG, and GSR sensors,

  – **Games.** The emotions of players have been largely investigated in the literature [6] because they can be used to increase the involvement of a player by inducting specific emotional states, by varying the difficulty level or by proposing specific content. In games, emotions may be affected for two reasons: i) the difficulty increases when advancing to the next level; ii) the competence of the player increases with the experience.

– **Sensors.** Emotions affect the activity of the Autonomous Nervous System (ANS) which in turn influences various body parameters. Many physiological signals originated from different parts of the human body and are generally used for diagnostics purposes, but they may be also exploited to get information on the user’s emotions [1]. These signals include blood volume pulse (BVP) and electrocardiogram (ECG) signals, which both have cardiovascular origin, while the electromyography sensor (EMG) measures the muscle electrical potential. Other signals are heart rate (HR) or heart rate variability (HRV), respiration sensor (RS) and electroencephalogram (EEG). Measures related to the skin are galvanic skin response (GSR), which measures the electrical activity of the skin when the body sweating varies, skin conductance (SC), skin humidity (SH)

\(^1\)https://www.imageemotion.org
and temperature. It has been observed that GSR considerably varies when there are emotional changes with high arousal [5].

- **Classification techniques.** Generally, they are based on machine learning approaches, such as Support Vector Machines or Decision Tree. Also deep learning approaches are adopted, such as CNN and LSTM. Information Retrieval may be also used for correlating data [25].

- **Metrics.** How is the performance of the classifier measured? Accuracy is one of the most adopted metrics [9].

- **Invasiveness.** It concerns the parts of the body which are affected by the sensors, such as arms, head, belt and foot, and the movement impediment.

- **Emotional assessment.** The emotion detection device may influence the user’s emotion. Thus, an emotional assessment may be useful to identify this kind of problem.

- **Methodology.** The description of the general process followed during the development of the emotion detection system.

In the following, we concentrate our attention on research based on biometrics data, provided by one or more sensors. They are classified in Table 1, where for each work we listed the adopted emotional model, the collected emotions, the type of stimuli, the detected physical signals, the selected technology, Invasiveness, the adopted classification techniques, the type of experiment, Emotional Assessment (i.e., how the detected emotions are verified), the obtained results and the proposal of a development methodology. When more classifiers are used the one which reached best results is reported in bold.

In [17], few emotional states are detected (e.g., Sad, Dislike, Joy, Stress, Normal, No-Idea, Positive and Negative) by using a Decision Tree classifier. Four physiological sensors, BVP, EMG, GSR, and Skin Temperature are adopted. The input stimuli were 100 IAPS images, shown as a slide show (5 second for each image). Five different images from each group are shown and then the application asks participants about their current emotional state by using a Likert scale. The accuracy was 98%.

Gong et al. [14] propose to use fusion features from multiple physiological signals: ECG, EMG, respiratory changes (RSP) and skin conductivity (SC). By using the EEMD decomposition method for each signal they extract four kinds of features: time domain, time frequency, nonlinear and intrinsic mode function (IMFs) features. They also use Decision Tree classifier to choose which features largely contribute to the classification performance. These features are provided as input to another classifier for recognizing emotions.

Myroniv et al. [24] to collect user emotional data, connect heart rate, body temperature and galvanic skin response sensors to an Arduino Yun microcontroller. A sliding window-based segmentation method segments the data and candidate features are extracted from the segments. To classify the extracted features six classification algorithms have been trained: Random Tree, J48, Nave Bayes, SVM, KNN and MLP. A high recognition accuracy of 97.31% has been reached.

The Self-Assessment Manikin (SAM) questionnaire is adopted in [28] to assess the participants’ emotions for training the emotion classifier. The selected emotions are: Displeasure, Neutral, Pleasure, Calm, Medium, and Excited measured in the Valence-Arousal model. The performance of three classification techniques is investigated (i.e., ANN, SVM, and Decision Tree). Best accuracy results have been reached by SVM. The sample was composed of 23 volunteers. The invasiveness is medium: the user has to wear belts and sensors are on an arm and on the foot.

Girardi et al. [13] adopt EEG, EMG, and GSR low-cost sensors to detect high vs. low emotional valence and arousal. They also evaluate what are the most relevant physiological
| Ref.                          | Model       | Emotion                               | Stimuli                   | Sensors                    | Technology                  |
|------------------------------|-------------|---------------------------------------|---------------------------|----------------------------|----------------------------|
| Khan and Lawo [17]           |             | Stress, joy, happy, sad, neutral, sad, | IAPS images               | EMG, BVP, GSR, ST          | Raspberry Pi               |
|                              |             | no-idea, positive and negative        |                           |                            |                            |
| Gong et al. [14]             | Russel      | Joy, anger, sadness, pleasure         | Private                   | ECG, EMG, RSP, SC          | –                          |
| Myroniv et al. [24]          | Russel      | Negative, Neutral, Positive           | Geneva Affective Picture  | HR, BPM, GSR, T            | Arduino Yun                |
|                              |             |                                       | Database and IAPS         |                            |                            |
| Girardi et al. [13]          | Russel      | High vs. low valence and arousal      | DEAP video                | EEG, EMG, GSR              | Neuroview acquisition and  |
|                              |             |                                       |                           |                            | ConsensysPRO software      |
| Chao et al. [7]              | Russel      | Valence and arousal                   | predefined data (RECOLA), | ECG and EDA                |                            |
|                              |             |                                       | including sensor DATA     |                            |                            |
| Santamaria-Granados et al. [31]| Russel      | High vs. low valence and arousal      | AMIGOS                    | ECG and GSR                | –                          |
| Rattanadoung et al. [28]     | Russel      | Fear, anger, sadness, joy, disgust,   | IAPS, IADS combination    | HR, breathing pattern,     | Arduino                    |
|                              |             | surprise, trust, anticipation         |                           | temperature, skin          |                            |
|                              |             |                                       |                           | humidity, SC               |                            |
| Pollreisz and TaheriNejad [27]|             | Happiness, Sadness, Anger, Pain       | one video                 | HR, SKT, and EDA           | Empatica E4                |
| Shu et al. [32]              |             | neutral, happy and sad                | CEVS                      | HR                         | AlgoBand F8                |
| This paper                   | Russel      | Sad, contentment, anger, fear         | TestImages Artpoto Dataset| HR, audio, movement        | Arduino Nano               |
| Ref. | Invasiveness | Classification | Emotional Assessment | Results | Methodology |
|------|--------------|----------------|----------------------|---------|-------------|
| Chao et al. [17] | Arm and finger | Decision Tree | Emotion questionnaire | 99.4% acc. | N |
| Gong et al. [14] | – | Decision Tree | Unspecified | 88% acc. | N |
| Myroniv et al. [24] | Fingers | Random Tree, J48, Naive Bayes, SVM, KNN, MLP | – | J48 88.29% acc. | N |
| Girardi et al. [13] | Hand, harm, head | Naive Bayes, SVM, J48 | The original DEAP scores for each video | 0.585 F-measure with SVM and all the sensors arousal = 0.718 (PCC) and valence = 0.627 (PCC) | N |
| Chao et al. [7] | – | LSTM | original RECOLA scores | 81% acc. for arousal with ECG and & 75% for valence with GSR | N |
| Santamaria-Granados et al. [31] | – | CNN, Naive Bayes, AdaBoost, Random Forest, etc. | original AMIGOS scores for each video | N |
| Rattanadoung et al. [28] | Hand, foot, waist belt | ANN, SVM, Decision Tree | SAM59-63 | acc: 59.54% valence 63% arousal | N |
| Pollreisz and TaheriNejad [27] | wrist | Decision Tree | SAM | 65% success rate | N |
| Shu et al. [32] | wrist | KNN, RF, Decision Tree, GBDT, AdaBoost | – | 96% acc. | N |
| This paper | Harm, hand | MLP, CNN, LSTM, Bidirectional-LSTM, Decision Tree | User feedback | 91.47% acc. | User-centered design |
measures. To this aim an empirical study on 19 participants have been conducted. Eight videos have been selected from the DEAP dataset, two for each quadrant of the Circumpflex model of affect. Performance has been measured in terms of Precision and Recall and three classification methods are compared while using the different sensors. Best results have been reached with SVM and all the three sensor data.

Chao et al. [7] adopted LSTM neural network for emotion recognition in terms of arousal and valence. The network is trained on existing dataset, RECOLA, containing emotional data of subjects who are recorded by audio, video, ECG and Electro-Dermal Activity (EDA). The dataset is annotated on terms of arousal and valence values. The approach is compared against a baseline in terms of Root Mean Square Error (RMSE) and Person Correlation Coefficient (PCC).

CNNs have been used for emotion detection in [31]. The Russel model has been selected for classifying emotions and the adopted dataset was AMIGOS, composed of 16 short and four long videos related to arousal and valence classification. The experiment involved 40 participants and compared the CNN results with respect to classical Machine Learning Algorithms, including Naive Bayes, AdaBoost, Random Forest. Best results were reached by CNN with both ECG and GRS signals. In particular, the former performs better for arousal detection, while the latter for valence.

Emotion detection based on Electroencephalography (EEG) signals have been proposed in [22] to select the optimal combination of these features for recognition. The sample was composed of 21 participants who were solicited by four types of emotional stimuli (happy, calm, sad, or scared). Balanced one-way ANOVA has been adopted to identify after calculating the Hjorth parameters for different frequency ranges. Features selected by this statistical method outperformed univariate and multivariate features. The optimal features were further processed for emotion classification using support vector machine, k-nearest neighbor, linear discriminant analysis, Naive Bayes, random forest and deep learning.

Smart Watches also have been adopted for emotion recognition. The approach proposed in [27] identifies the emotions with a success rate of 65% by using EDA, SKT and HR provided by the wearable device. The classification is done via a decision tree. Shu et al. [32] use heart rate for detecting three emotional states: neutral, happy and sad. Stimuli are taken from the China’s Standard Emotional Video Stimuli Materials Library (CEVS). They evaluate five classifiers: k-Nearest Neighbor (KNN), Random Forest (RF), Decision Tree, Gradient Boosting Decision Tree (GBDT), and Adaptive Boosting (AdaBoost). AdaBoost gets the higher accuracy, around 96%.

In our paper, we propose an iterative user-centered development process for emotion detection based on low-cost sensors. Each step of the process has been detailed by considering a running example, where the training stimuli are images taken from the testImages_artphoto dataset, the data collected by the sensors HR and HRV, a gyroscope for detecting user movements, together with audio data, after pre-processing are provided as input to different classifiers: MLP, CNN, LSTM, Bidirectional-LSTM and Decision Tree. After the experiment, the SAM questionnaire is proposed for collecting the user emotions related to the use of our detection system, to verify if the adopted device may influence the experiment results. This is relevant because these emotions may interfere with the ones solicited by the stimuli provided during the experiments. The process is iterated until performance and affective states of the users are satisfying.
3 The proposed method

In this section, we describe the emotion detection system and the iterative user-centered process we adopted to develop it, depicted in the UML activity diagram with object-flow in Fig. 1. The process guides the implementation of an emotion detection system. It includes two research cycles: Stimuli Design cycle and System Design cycle.

A user feels emotions when exposed to external stimuli. One of the main challenges is to select the kind of stimuli on which the system has to be trained, including images, audios and videos. Generally, this material is extracted by public datasets. The stimuli design cycle involves expert users in focus group activity until the experts are satisfied with the proposed approach. In the system design cycle the hardware of the system is designed and implemented. Then it is used for collecting user emotions. In particular, the user reacts to the stimuli and his reaction is acquired by biological data sensors. The data are then pre-processed to be organized according to the requirements of the Emotion Classification activity. To this aim, many different classifiers may be adopted, as discussed in Section 2. There is the need of comparing the performance of many of them to select the one seems to be more suitable. New data are acquired until the accuracy of the emotion classification step is appropriate. Finally, the user’s perceptions on the use of the system are collected and the process accuracy is determined. If the user’s emotional analysis reveals problems or if the researchers are not satisfied with the system performance, the control-flow goes back to the System Hardware Design activity.

The process phases are detailed in the following of this section, where we explain the methodology we propose through a case study concerning the development of an emotion detection system based on low-cost sensors.

3.1 Emotion elicitation

Following the directions of [13], we decide to detect emotions with increasing arousal. We select the following set of emotions: sad, contentment, anger and fear which have increasing arousal and are used to classify images by the testImages_artphoto [21] dataset. We adopt a small set of emotions because the success rate in emotion detection decreases when increasing the number of emotions [2]. Details on the two design cycles are provided in the following.

![Fig. 1 The emotion detection design process](image-url)
3.2 Stimuli solicitation design cycle

The focus of this cycle is on the creation of a highly usable interface producing the stimuli related to the emotions selected in the previous phase. We conducted two successive design phases, both in July 2019.

3.2.1 Stimuli solicitation design I

The goal of this first stimuli design session was to identify an appropriate set of stimuli for supporting the system building and to implement the subsystem devoted to the user stimulation. Among the images available in the testImages_artphoto [21] dataset, we selected a subset related to the emotions individuated in the previous phase. We performed a preliminary setting phase with six expert users (computer scientists) in a common room. We used four images for each emotion. They were proposed to the participants as a slide show, each one for ten seconds. Each participant used the right hand to press the buttons of the button pulse. She/he signaled her/his emotion by pressing the appropriate button (sad, contentment, anger and fear). We adopted buttons as input device instead of point-and-click with mouse or the keyboard by supposing that them would have been less distracting and with the aim of getting the expert opinion concerning their use.

The stimuli acquisition duration was 160 seconds, 10 seconds for each image. The final sequence has been ordered by increasing arousal. This choice is motivated by the fact that increasing arousal values are associated with higher arousal levels with respect to an individual baseline values [13, 35].

At the end of the session, we conducted a focus group, discussing the topics reported in Table 2.

3.2.2 Finding from stimuli solicitation design I

A user considered that the last images were observed with less interest. Other two agreed. The images were clear and well visible. The buttons were labeled in English and the label meaning was not clear. So, we translated them in Italian. Buttons were judged easy to press and not distracting, so we decided to adopt them as input device for the user interaction. The lab was an open space with many people. A user observed that a quieter environment may avoid distraction and highlighted the need of an ergonomic chair.

3.2.3 Stimuli solicitation design II

The same participants were enrolled in the the successive version of the stimulation subsystem at the mobile computing lab at the University of Salerno. The room was quiet with soft light. Participants sat on an ergonomic chair with armrests and headrest. The temperature was comfortable and no rumor or distraction occurred. Considering the findings of the

| Table 2 | Findings from the Stimuli design focus group |
|---------|--------------------------------------------|
| Category | Content                              |
| Picture Show | Clearness of the images, number of images |
| Input interface | Buttons, easiness of interaction |
| Environment | Influence of the environment |
previous session, we reduced the image number to eight, two for each emotion. The eight selected images are shown in Fig. 2.

Figure 5 shows the setup of the experiment. The user watches the images which are displayed on the screen of a notebook in increasing arousal. She/he wears the acquisition sensor system on the left hand and presses the emotion buttons with the other hand. The stimuli acquisition duration was 80 seconds, 10 seconds for each image. All the participants agreed that this setting was appropriate.

3.3 System design cycle

The system design cycle aims at design and evaluate the emotion detection system on the base of the stimuli produced by the Stimuli Solicitation Design cycle. In this paper we describe the first two iterations we performed to improve the detection quality.

3.3.1 System design session I

The system architecture follows a client-server approach (see Fig. 3). It is composed of the Data Acquisition and the Data Management subsystems, the client and the server depicted in the left and in the right part of the figure, respectively, described in the following.

– **Data acquisition subsystem.** Our data acquisition hardware solution is based on Arduino Nano (see Fig. 4f), which is connected to various sensors for the acquisition of the biophysical parameters. To let users move their arm, components should not be wired. Thus, each Arduino through the communication component sends the data by a wi-fi ESP-8266 module, depicted in 4e, which provides the data to the server via HTTP. At first, we adopted a single Arduino Nano for all the sensors, but we noticed that each sensor collects and transmits the data at different times. So, we preferred to associate an Arduino Nano to each sensor.

– **Data management subsystem.** It has a repository-based architecture. The Data Collection components receives the data from the data acquisition system and store them in the database. The collected data are then pre-processed to get a form suitable for being analyzed by one of the Machine Learning Classifier (MLC). The report generator component extracts the data in Excel format.

![Fig. 2 Images soliciting (a)–(e) sadness, (b)–(f) contentment, (c)–(g) anger and (d)–(h) fear [21]](image-url)
System hardware design Low-cost and low invasiveness were the design objectives we aim at pursuing. All sensors except the heart rate which is set on the user index are integrated in a single device. Figure 5a shows the first version of the system prototype. The physiological measures we selected for our emotion detection system are the following.

- Heart rate. We tested three different heart-rate sensors: MAX 30102, KY-039, and HGJVBFGH1 pulse-sensor heart rate. These sensors have been tested taking into account the precision and the accuracy of detected values, and their wearability. MAX-30102 and KY-039 provided good results in terms of accuracy and precision, whilst HGJVBFGH1 had a high response time and low precision. We decided to use the KY-039 for our experiments because it was more stable when mounted on a finger like a ring (high wearability) during hand/arm movements. It is composed of a lighting led and a photodiode (see Fig. 4a);
- movement, collected through a gyroscope on 3-axis and an accelerometer on 3-axis are on the same chip, MPU-6050 (see Fig. 4b);
- audio, acquired by the sensor KY-037. It may be used to detect a sound over a given threshold (see Fig. 4c).

Biophysical data acquisition During the training and evaluation of the system for each user we collected 20 samples for each emotion, i.e., 80 samples for each user. Each sample was
(a) (b) (c)

Fig. 5  The (a) first and the (b) second release of the glove prototype, and (c) a user during the data collection

associated to a row of the input data table, where all the data collected by the same sensor are on the same column. In particular, a sample was composed of the following information:

We consider each image as shown separately. Our objective is to collect the user perception on the single image.

Data preprocessing  Before providing the input data to the classifier they have to be first synchronized and then normalized.

-  **Synchronization.** Each sensor takes a different time for the data computation and sends them at different instants and quantities. To overcome this problem we segmented the sensor data in temporal windows of \( t \) seconds each and assign a collection to each sensor. To be able to classify the data, each row has to contain the data of all the sensors detected at the same time, as shown in Fig. 6. To solve this problem the sensor data have to be synchronized as follows. \( i \) together with each sensor data also the time in which the datum has been detected is stored; \( ii \) define a temporal range and add to the same dataset row (associated to a sensor) all the data in that range. The second step creates new problems: for each sensor it is possible that in the given range no value or more than a value occurs. In the first case a default value has been assigned to indicate

Fig. 6  Data collection in a temporal window of \( t \) seconds
that the value has not been detected, in the second one the average value of the sensor data in the range is considered. If at a given time no data is detected it is very likely that the previous data is still valid, because the biometric data does not vary very fast. Thus, we provide a prediction of the missing entries by repeating a previously detected value when in a successive time no value is detected. Whereas in the case in the first instant no value is detected, the first valid value is assigned to the previous ones.

Data normalization. To avoid that input data be on different scales there is the need of normalizing them. The normalization process aims at letting all the values be in the range \([-1, 1]\), while preserving their meaning. The normalization \(z\) of a given input value \(x\) belonging to the vector \(x\) of input features collected by a given sensor is computed as follows.

\[
    z = \frac{x - \text{average}(x)}{\text{max}(x) - \text{min}(x)}
\]

(1)

The minmax normalization does not handle anomalous values well. To overcome this limitation, data are normalized in blocks of 80 rows, corresponding to the data collected by a single user.

Emotion classification

To classify the emotions, we decided to adopt and compare different classifiers widely used in the literature. In particular, we considered the following classifiers:

- Multilayer Perceptron (MLP);
- Convolutional Neural Network (CNN);
- Long Short-Term Memory (LSTM);
- Bidirectional Long Short-Term Memory (Bidirectional-LSTM);
- Decision Tree.

Table 3  Classifiers models implemented with Keras and Scikit-learn libraries

| Model  | MLP                                                                 | CNN                                                                 |
|--------|----------------------------------------------------------------------|----------------------------------------------------------------------|
| MLP    | Dense(9, activation='tanh', input_dim=9) Dense(500, activation='elu') Dense(300, activation='elu') Dense(200, activation='elu') Dense(100, activation='elu') Dense(50, activation='elu') Dense(20, activation='elu') Dense(4, activation='softmax') | Convolution1D(input_shape=(9, 1)) Activation('relu') Flatten() Dropout(0.4) Dense(400, activation='elu') Dense(300, activation='elu') Dense(200, activation='elu') Dense(100, activation='elu') Dense(50, activation='elu') Dense(20, activation='elu') Dense(4, activation='softmax') |
| LSTM   | LSTM(256, input_shape=(input_reshaped[1], input_reshaped[2])) Dense(128, activation='elu') Dense(64, activation='elu') Dense(32, activation='elu') Dense(16, activation='elu') Dense(4, activation='softmax') | Bidirectional(LSTM(256, input_shape=(input_reshaped[1], input_reshaped[2]))) Dense(128, activation='elu') Dense(64, activation='elu') Dense(32, activation='elu') Dense(16, activation='elu') Dense(4, activation='softmax') |
| Decision Tree | DecisionTreeClassifier(2 ** 13) |                                                                     |
The adopted classifier architectures are summarized in Table 3, where we show the main layers with considered parameters developed with the Keras\textsuperscript{2} and Scikit-learn\textsuperscript{3} libraries. All the neural networks have been trained for 500 epochs, with a batch size equal to 80. Moreover, we used the Adam optimizer and categorical cross-entropy as loss function, in order to update the weights on hidden layers to reduce error. For the Decision Tree we set the maximum depth to $2^{13}$.

To assess the predictions of the models, we performed a $k$-fold cross validation ($k = 5$) to split samples into training and testing sets. This kind of validation is widely used to assess how the results of a statistical analysis can be generalized to an independent dataset \cite{12}. Moreover, to provide an unbiased evaluation of a model by tuning the model hyperparameters, the training set has been split by considering the configuration 80-20 to produce a validation set.

### 3.3.2 Experimental evaluation

**Experimental unit** The prototype shown in Fig 5a has been evaluated on a sample of 47 participants, 28 male and 19 female. Average age 25.44, standard deviation 9.99. At first, participants filled-in a demographic questionnaire. They were all informed on the experiment aim and the experimental procedure. They were volunteers.

**Experimental setup and material** The experiment was conducted in the Mobile Computing Laboratory of the University of Salerno in September 2019. The room was quiet and the lights were comfortable. We asked participants to wash and accurately dry their hands, because the heart rate sensor put on their index could have been imprecise if the finger was sweaty. As experimental objects, we proposed the eight images we selected, described in Section 3.2.3.

The user feedback on each image is provided by pressing the button corresponding to the mood he felt. This feedback (the last one is considered if multiple feedback are provided) is assigned to all the samples collected for that user on the depicted image.

At the end of the experiment participants had to fill in the SAM questionnaire \cite{4}, to collect affective reactions on the whole experiment.

SAM considers the following dimensions: valence (or pleasure), arousal, and dominance, scored by a nine-point rating scale. The SAM questionnaire is depicted in Fig. 7. In particular, pleasure ranges from unhappiness/sadness to happiness/joyfulness (as shown in the first row). Arousal varies from stimulated/excited to calm/bored (it is reversed as shown in the second row). Finally, dominance scale varies from submissive to dominant, i.e., from “without control” to “with control” (see the third row). The three SAM variables may drive the development process: valence should be around the medium score (5), arousal and dominance values should be high. These values assure that the user is in a neutral emotional state, is calm and has the control of the situation.

We also added the liking dimension: a nine-point rating scale ranging from “dislike” to “like” (see the fourth row in Fig. 7).

Picture was displayed for ten seconds. During this time, the user has to select the button corresponding to the mood he felt.

\footnotesize
\textsuperscript{2}https://keras.io/api
\textsuperscript{3}https://scikit-learn.org
Variables and data analysis  In this study we used Accuracy as a performance measure of the classification system, defined as follows.

Let $T_p$ and $T_n$ the number of true positives and true negatives, respectively, and $N$ be the total number of examples.

$$\text{Accuracy} = \frac{T_p + T_n}{N} \quad (2)$$

The Receiver Operating Characteristic (ROC) curve [3] is often used to measure the classification performance. In particular, we performed the ROC curves analysis on the Accuracy measure. The area under the ROC curve (AUC) provides a metric of the utility of the instrument, with AUC values of 1.0 indicating perfect discrimination. AUC values greater than .80 are indicative of good discrimination, whereas those less than .70 do not provide sufficient discrimination [29].

To measure affective reactions, we used four variables (one for each dimension of SAM): valence (VAL), arousal (ARS), dominance (DOM), and kike (LIK). Median values and frequencies have been adopted as descriptive statistics of these variables [34].

Results  The dataset is composed of 3,760 records. A detail of the performance of the classifiers in the first experiment is reported in Table 4 where in bold is highlighted the best results reached between the first and the second experiment, for each classifier. As it is possible to see, best results in the testing set are reached by the Decision Tree classifier with accuracy 84.41%. It is worth noting that we considered the accuracy obtained for the training set to compare it with the one obtained by the training set when new data is considered.

Left side of Fig. 8 shows the accuracy results reached by the different classifiers while the number of epochs (number of times the model is exposed to the training set) increases,
Table 4  Accuracy improvement

| Classifier      | Variable                  | First experiment | Second experiment |
|-----------------|---------------------------|------------------|------------------|
| MLP             | Accuracy training set     | 88.56%           | 90.06%           |
|                 | Accuracy testing set      | 80.98%           | 87.68%           |
| CNN             | Accuracy training set     | 83.38%           | 87.05%           |
|                 | Accuracy testing set      | 80.45%           | 85.05%           |
| LSTM            | Accuracy training set     | 88.00%           | 88.14%           |
|                 | Accuracy testing set      | 80.32%           | 86.21%           |
| Bidirectional-LSTM | Accuracy training set | 87.20%           | 88.35%           |
|                 | Accuracy testing set      | 81.12%           | 86.97%           |
| Decision Tree   | Accuracy training set     | 97.69%           | 95.77%           |
|                 | Accuracy testing set      | 84.41%           | 91.47%           |

for the training and the testing sets (blue and red lines, respectively). The ROC curve are shown in the left side of Fig. 9.

Table 5 shows the median, the minimum and the maximum values for VAL, ARS, DOM and LIK. The frequencies of the participant answers are shown in Fig. 11a. They are mainly characterized by low valence values, which denote users a little stressed. Low arousal values denote a state of excitement, agitation or anger. Also, dominance is low for many participants. This means that they perceived as not having the complete control of the situation. Nevertheless, most participants like the idea of the experience, as shown by the Like dimension results (median = 6 and min = 4). First three emotional states may interfere with the emotion detection system. So there is the need to improve the system for making people feel at ease.

3.3.3 System design second iteration

On the base of the emotional analysis and performance reached in the testing set of the first experiment (i.e., under the 85%), we decided to perform a second iteration to intervene on the following aspects of the system hardware design:

– overweight. The system was too heavy;
– dimension. The device needed a long arm to be easily used. In case of a short arm, the device was annoying on the elbow or on the wrist section.

We investigated the main reasons for the system being overweight: the sensors laid on a one centimeter thick wooden tablet and a hub was adopted for supplying power to the three Arduinos. Thus, we eliminated the hub and the power supply cables by transferring SVs from the battery to the breadboard and by powering the Arduino through GND and Vin pins. The hub elimination allowed us to recover much space and to reduce the prototype dimension by 50% and the weight by 30%.

Second experiment. The prototype shown in Fig. 5b has been evaluated on a sample of 107 participants, (61 male, 46 female, average age 24.75, standard deviation 11.87), by following the same procedure of the first iteration. The final dataset is composed of 8,560 records.
Fig. 8 Accuracy of the classifiers in the first (a) = \textit{mlp}_1, (c) = \textit{cnn}_{1 bis}, (e) \textit{LSTM}_1, (g) = \textit{blstm}_1 and second experiment (b) = \textit{mlp}_2, (d) = \textit{cnn}_{2 bis}, (f) \textit{lstm}_2, (h) \textit{blstm}_2 when the number of epochs increases.
Second experiment results. Again, Decision Tree reached the best accuracy on the testing set (i.e., 91.47%), as reported in Table 4. Right side of Fig. 8 shows the obtained accuracy results while the number of epochs increases. The AUC of Decision Tree reached a value greater than 0.91 (see Fig. 9).
Table 5 Summary of the results for affective reaction

| Experiment    | Variable | Median | Min | Max |
|---------------|----------|--------|-----|-----|
| First experiment | VAL      | 3      | 1   | 8   |
|                | ARS      | 4      | 2   | 8   |
|                | DOM      | 4      | 2   | 8   |
|                | LIK      | 6      | 4   | 9   |
| Second experiment | VAL     | 5      | 1   | 9   |
|                | ARS      | 4      | 2   | 8   |
|                | DOM      | 5      | 3   | 9   |
|                | LIK      | 7      | 4   | 9   |

Table 5 shows the descriptive statistics including median, minimum and maximum values for VAL, ARS, DOM and LIK of the second experiment. The frequencies of participant answers are shown in Fig. 11b. The valence values are split into two halves in the value range (47 of them were negatively activated, 49 are positively activated and 11 neutral). Arousal values denote still an excitement state. Dominance median is 5, several participants perceived to have control of the situation (61, e.g., 57%). Most participants liked the experience ($min = 4$, $median = 7$ for the LIK dimension in Table 5).

3.3.4 Comparison

The classification accuracy reached best results with the Decision Tree in both the experiments. For the testing set improves from 84.41% in the first experiment to 91.47% in the second one (see Table 4). Also the other classifiers improved their accuracy in the second experiment. This is also shown by the ROC curve shown in Fig. 9, where there is in the second experiment an improvement of the curve areas related to the classification with respect to the first experiment ones.

Concerning the affective analysis, the boxplot in Fig. 10 compares the distributions of VAL, ARS, DOM and LIK in both the experiments. As shown in Fig. 11a, Valence is concentrate among the intermediate values, the best value is reached for valence = 5, which is the median value. Dominance increase, this means that the person controls better the situation. Higher arousal values also are positive: the individual is less agitated, calmer. The users liked to use the system in both the experiments ($median = 6$ in the first experiment and 7 in the second one).

To verify if there is no statistically significant difference between the participants’ perceptions concerning VAL, ARS, DOM and LIK in both the experiments we used the Mann-Whitney U test [23], which does not require the assumption of normal distributions. The statistical analysis presented in Table 6 reports the p-values of the statistical test performed (in bold the significant p-value results) and the effect size, when applicable. In particular, the Mann-Whitney U test highlighted that there exists a significant difference ($p-value < 0.05$) for VAL, ARS and DOM in the two experiments, while there is no significant difference for LIK. We also evaluated the magnitude of performance difference between the two experiments. To this aim, we used the Cliff’s Delta effect size (or $d$) [15]. The effect size is small for $d < 0.33$, medium for $0.33 \leq d \leq 0.474$ and large for $d > 0.474$. The magnitude of the performance difference is medium for VAL and small for ARS and DOM. So we can say that the new version of the system does not cause neither very
Fig. 10  Boxplots of the emotional variables

unpleasant and nor very pleasant sensations (corresponding to lower and higher valence values, respectively), but maintains the user in an intermediate state. It also improves the arousal and dominance variables. This is relevant because arousal mainly may interfere on the anxiety level of the person related to the system perception and a greater dominance provides the user with the awareness of mastering the situation.

4 Threats to validity

In this section, threats that could affect results and their generalization are presented and discussed to better comprehend strengths and limitations of our experiment. Despite our effort to mitigate as many threats as possible, some threats are unavoidable. We discuss the threats to validity following the guidelines proposed by Wohlin et al. [36].

Conclusion validity. We do not violate the assumptions of statistical tests because we chose tests which do not require normally distributed data (e.g., Mann-Whitney U test

Fig. 11  Frequencies for the affective reactions related to the first (Fig. 11.a) and second (Fig. 11.b) experiment
Table 6  Affective reaction analysis

| Variable | p-value | Effect size          |
|----------|---------|----------------------|
| VAL      | 0.001   | −0.346 (medium)      |
| ARS      | 0.042   | −0.2 (small)         |
| DOM      | 0.002   | −0.308 (small)       |
| LIK      | 0.514   | NA                   |

and Cliff’s Delta effect size). We maintain the implementation of the treatment similar for the different participants, with the same light and chair, without external noise.

**Internal validity.** We reduced the maturation threats by proposing an experiment with a short duration. Participants were volunteers. They may be more motivated than traditional users (selection threats). This threats does not affect the results of the system when used in a real context because it is adopted for recognizing emotions through sensors, without the user intervention.

**Construct validity.** This threat concerns the design of the experiment. A threat may be to have reduced the number of emotions to only four, but on the other side, a higher number of emotions could have reduced the classification accuracy. Another threat may be to consider as user’s emotion the input she/he provides by pressing the button. An alternative could have been to use the SAM questionnaire for evaluating also the user’s emotion after seeing each image, but this does not produce specific emotions to provide as input to the classifier. Another threat may be due to the user involvement for pressing the button that could produce anxiety. The user expressed her perception by pressing the button during the stimuli acquisition, whose duration was 10 seconds for each image. So there is no hurry in performing this activity.

**External validity.** Concerning the selected people, they do not belong to a specific target of population. 30% were students, the others of various ages and employment. This should reduce the threats of selection and treatment. The used experimental objects are selected by a public dataset and this should avoid threats related to interaction of setting and treatment.

## 5 Conclusion

In this paper we presented a user-centered development process of an emotion detection system based on low-cost biometric sensors and Artificial Intelligence, which analyzes the emotional perception of the user on the detection system. Emotional perceptions may be useful to evaluate the interference of the system with the user affective state. We presented a case study in which two iterations of the process have been performed by using different Machine Learning classifiers. The second iteration reduced the weight and the dimension of the system hardware.

Second experiment results revealed that the second system release improves both the accuracy and the affective reactions of the users with respect to the heavier and more cumbersome previous one. This preliminary evaluation revealed that the user affective reactions are still influenced by the system, i.e., the user still perceived anxiety, even if in a more reduced form. We can try to further miniaturize the device. Another factor that can affect the user perceptions is the interaction modality. We chose external buttons, and when asked
the opinion of the experts in the external stimuli definition phase, they considered the buttons appropriate. Nevertheless, this aspect needs further investigation: better results may be obtained by taking into account affordances [16] to evaluate and improve the design of the interaction modality in the external stimuli definition phase. In particular, different alternatives may be considered, such as different physical buttons, with different aesthetics, dimensions and labels, or other interaction modalities, such as point-and-click, touch-based, gesture-based and vocal interfaces.

In the future, we plan to try to improve the methodology by working in single emotion and modifying the invasiveness of the setting and to train the system with different kinds of inputs, such as videos or particularly realistic stimuli and on a wider sample of users.
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