Temporal separation of whale vocalizations from background oceanic noise using a power calculation

Jacques van Wyk∗, Johan du Preez† and Jaco Versfeld‡
Department of Electrical and Electronic Engineering, University of Stellenbosch
Stellenbosch, South Africa
Email: ∗jvanwyk40@gmail.com, †dupreez@sun.ac.za, ‡djjversfeld@sun.ac.za

Abstract—The process of analyzing audio signals in search of cetacean vocalizations is in many cases a very arduous task, requiring many complex computations, a plethora of digital processing techniques and the scrutinization of an audio signal with a fine comb to determine where the vocalizations are located. To ease this process, a computationally efficient and noise-resistant method for determining whether an audio segment contains a potential cetacean call is developed here with the help of a robust power calculation for stationary Gaussian noise signals and a recursive method for determining the mean and variance of a given sample frame. The resulting detector is tested on audio recordings containing southern right whale sounds and its performance is compared to a contemporary energy detector and a popular deep learning method. The detector exhibits good performance at moderate-to-high signal-to-noise ratio values. The detector succeeds in being easy to implement, computationally efficient to use and robust enough to accurately detect whale vocalizations in a noisy underwater environment.
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1 INTRODUCTION

When processing and analyzing digital audio signals, it is often practical to extract only the most useful contents of the complete signal. In speech processing there exist many applications where the automatic differentiation between silence and speech proves useful, such as detecting the silence before and after breaths [6]. For the purposes of bioacoustic research, such as the study of the acoustic behaviour of cetaceans, researchers may leave a hydrophone array at sea for months before retrieving it. When analyzing these underwater recordings for cetacean calls, there may be only a few minutes of useful audio data embedded in several hours of underwater noise, the necessity for such a detection method becomes abundantly clear. Numerous methods have been proposed for speech detection using statistical models and maximum likelihood estimation [15][16], as well as detection methods developed for marine use [17][18][19]. There are, however, few methods available that are both easy to implement and computationally inexpensive enough to be used in conjunction with more complex detection or classification methods. What is required is a detection method with relatively simple and powerful statistical calculations that provides effective, computationally efficient and robust performance in the presence of background noise without the need for large amounts of labelled training data. Such a detector is developed here with the help of a novel power calculation for Gaussian noise signals [4], to determine the power threshold \( P_{th} \) and variance threshold \( Q_{th} \), and a recursive method that is used to calculate the mean and variance [5] of the audio samples. This method should be used as the first step in a detection pipeline, where potential cetacean vocalizations are found within an audio recording containing mostly background noise, after which these potential vocalizations can be verified manually or with a supervised/semi-supervised algorithm, for example a convolutional neural network [20]. It should be emphasized that the proposed technique is not a classification method, simply an energy detector that aims to remove background noise. The goal of this paper is to demonstrate the aforementioned detection method in the context of detecting baleen whale vocalizations and to compare it with contemporary detection methods.

2 METHOD

The detailed derivations for the power and recursive calculations are shown in appendix A and B respectively.

2.1 Average Noise Power Estimation

The average power of a discrete signal can be expressed as

\[
P = \frac{1}{N} \sum_{i=1}^{N} X_i^2,
\]

where \( X_i \) is a random variable that represents the instantaneous amplitude of the signal at sample \( i \). It is assumed that each \( X_i \) is an independent and identically distributed (IID) Gaussian variable. With this a model of the average power of stationary Gaussian noise can be established in the form of a probability density function (pdf) [9]. The average power and variance of the estimated power are described by

\[
P = \sigma_X^2
\]

and

\[
\sigma_P^2 = 2\sigma_X^2 \frac{1}{N}.
\]
The power of the Gaussian noise signal is assumed to be \( \sigma_X^2 \) (see Appendix A). This is estimated from the local minima of the signal in Section 2.4.

### 2.2 Variance in Noise Power Estimation

The variance of the estimated power can be derived by first noting that the variance of the average power is estimated as

\[
Q = \frac{1}{K} \sum_{k=1}^{K} (P_k - \overline{P})^2
\]

where \( P_k \) is an independent power estimate from Equation 1 and \( \overline{P} \) the mean estimated power from Equation 2. The expected value and variance of the variance estimate \( Q \) is given by (see Appendix A)

\[
\overline{Q} = \frac{2\sigma_X^2}{N} \quad (5)
\]

and

\[
\sigma_Q^2 = \frac{8(N + 6)\sigma_X^4}{N^3 K} \quad (6)
\]

with \( K \) the number of independent power estimates and \( N \) the number of samples used in each of those power estimates.

### 2.3 Sound Detection

The given audio recording can be regarded as a digital signal consisting of \( M \) frames that each contain \( N \) samples. Each frame corresponds to a power calculation. Adjacent frames can be grouped together into superblocks of \( K \) frames. These superblocks correspond to a collection of \( K \) power calculations. Figure 1 displays an audio signal segmented into frames and superblocks.

A frame is considered silence if the frame \( x \) consist only of the Gaussian noise signal \( w \):

\[
H_0 : x = w
\]

If a segment contains a whale vocalization \( s \) then it is considered a detection:

\[
H_1 : x = w + s,
\]

where \( x, n \) and \( s \) are discrete-time vectors \( [10] \). A suitable threshold model that can discern signals comprised of only noise \( (H_0) \) from signals that contain possible whale vocalizations \( (H_1) \) is

\[
H = \begin{cases} 
H_0, & \text{if } P_k < P_{\text{th}} \text{ and } Q_k < Q_{\text{th}} \\
H_1, & \text{otherwise}
\end{cases}
\]

where \( P_k \) is the mean and \( Q_k \) the variance of the power calculations in the superblocks. If a frame or power calculation has a mean or variance below the threshold, then the frame fits within the stationary Gaussian noise model, otherwise it is considered a vocalization. This implies that any signal power or variance above the threshold fits the vocalization model, which is not necessarily true, as the detected signal could be some non-stationary noise signal. To decrease the number of false detections, the value of the thresholds can be increased to allow for more frames to be considered silence. This could in turn cause more of the vocalization frames to be labeled as silence segments. The value of the thresholds are defined as

\[
P_{\text{th}} = \overline{P} + n_{\text{sd}}\sigma_P,
\]

and

\[
Q_{\text{th}} = \overline{Q} + n_{\text{sd}}\sigma_Q,
\]

where \( \overline{P} \) is the mean of the estimated power, \( \sigma_P \) the standard deviation of the estimated power, \( \overline{Q} \) is the mean of the estimated superblock variance, \( \sigma_Q \) the standard deviation of the estimated superblock variance and \( n_{\text{sd}} \) is a multiple of the standard deviation. The higher the value of \( n_{\text{sd}} \), the less likely a signal segment will be labeled as a vocalization. To determine the mean \( P_k \) and variance \( Q_k \) of each frame and superblock, recursive calculations are used to determine the mean \( m_n \)

\[
m_n = m_{n-1} + \frac{x_n - m_{n-1}}{n}
\]

and variance \( \sigma_n^2 \)

\[
\sigma_n^2 = \frac{n - 2}{n - 1} \sigma_{n-1}^2 + \frac{1}{n} (x_n - m_n)^2
\]

with \( n = 2, 3, \ldots \) and \( m_1 = x_1 \).

### 2.4 Stationarity

To determine the value of the thresholds, a rough estimate of the average noise power \( \sigma_X^2 \) is required. An appropriate estimate could be obtained by taking the minimum amplitude value within a certain timeframe \( T \) and then modulating that value to reflect the average noise level within that timeframe. This will result in threshold values that maintain near-constant values over long durations, due to the fact that the background noise is modelled as a stationary random process. Some signals may have noise levels that remain stationary across the whole signal, whilst other signals may have noise levels that change every few seconds or minutes. To find the local minimum \( P_{\text{min}} \), an erosion filter \( [7][11] \) is applied to the sequence of power calculations \( P_k \). The equation

\[
\overline{P}_{\text{est}} = \alpha_f P_{\text{min}}
\]

gives us the estimated mean power, where \( \alpha_f \) is the floor modulation coefficient. The floor modulation coefficient should be just large enough that it approximates the noise floor and small enough that crucial low-amplitude signal information isn’t lost. A large \( \alpha_f \) value will cause the threshold values to be large as well, which could cause true positives to be disregarded. A good value for \( \alpha_f \) would be 1–10 dB. A dilation filter can also be used to find the local maximum, if the local minimum is too small. The local maximum would then be divided by a coefficient to approximate the noise level.

It is recommended that some type of impulse filtering algorithm is implemented to remove any unwanted short bursts of non-stationary noise that could be picked up by the detector. A simple way to do this is to remove any detected segment that is shorter than a certain duration.

Because the detector is based on a stationary Gaussian noise model, it will be referred to as the stationary noise on-line (SNO) detector.
3 EXPERIMENTS

3.1 Energy Detectors

To test the performance of the SNO detector, audio files containing southern right whale (Eubalaena australis) vocalizations were put through the detector to determine the precision and recall (true positive rate) \( R \) of the detector. To gauge the performance of the SNO-detector, RavenPro’s band-limited energy detector (BLED) \([13]\) was used as a comparison tool. The segmentation performance of the detectors were evaluated using Ziółko’s \([21]\) fuzzy segmentation scheme to determine how closely a detected segment matches an annotated segment. The precision \( P \) and recall \( R \) of the detected segments were calculated with

\[
P = \frac{|S \cap \mu \ast C|}{S} \quad \text{(13)}
\]

and

\[
R = \frac{|S \cap \mu \ast C|}{C} \quad \text{(14)}
\]

where \( S \) is the segmentation obtained by the detectors, \( C \) the correct segmentation (as obtained from an annotation text file or csv file), \(|·|\) the duration of the segment and \( \cap \ast \) the intersection between the two sets.

The audio files (Microsoft wav format) used to test the detectors are from a collection of underwater recordings obtained by a hydrophone in the coastal waters of False Bay, South Africa. The audio files have a signal-to-noise ratio (SNR) of 20 dB.

The audio files were downsampled to 8000 Hz and put through an elliptical filter to yield a passband between 100 and 700 Hz. The code was written in C++ with the help of Stellenbosch’s DSP toolkit, which includes the class onlinesilencedetector.cc that contains the code to implement the detector as described in Section 2.

The parameters of the SNO-detector, such as the frame sizes and target signal lengths, were determined with training sets that were composed of 10% of the corresponding dataset. The precision and recall curves were obtained by first setting the threshold values to have the highest recall (accept the maximum amount of potential detections), after which the threshold was increased until the maximum precision was reached (the maximum false detections are excluded). For the SNO-detector to function properly it’s crucial to select proper values for frame size \( N \), superblock size \( K \) and stationarity timeframe \( T \). After the parameters were tuned, the detector was run on the test set to produce the precision-recall curves.

3.2 Deep learning with Resnet-50

Deep learning has gained popularity over the last few decades as the increase in computational power and available data has made it possible for neural network models to process vast amounts of training data within feasible time spans. A deep learning architecture that has gained considerable interest over the last few years is the deep residual network or RESNET \([8]\). The architecture of this deep learning network uses residual functions and identity shortcut connections that help optimize it’s performance without adding any computational complexity, largely solving the degradation problem that very deep models face. Each deep residual network is described by the amount of layers it possesses, i.e. Resnet-34 has 34 layers, Resnet-50 has 50 layers and so on.

Deep learning models are notorious for requiring large amounts of training data to make accurate predictions, which makes deep learning unappealing for small datasets. Transfer learning assists in the problem of small datasets by using pre-trained weights to aid in the learning process. If the pre-trained weights were used to solve a problem similar to the one the small dataset is trying to solve, then transfer learning can yield favourable results. The feature extractor of the deep learning model can be frozen as not to change these weights or can be made trainable and then the pre-trained weights are used simply for initialization.

To compare the SNO-detector’s performance to the performance of a modern convolutional neural network, given meagre training data, a RESNET-50 model was implemented using spectrograms of the audio files as input \([1]\). The spectrograms were obtained by splitting the audio waveform into 1.2 s non-overlapping windows, then computing the short-time Fourier transform with an overlapping
Hann window (50% overlap) that was 256 samples in length. The resulting spectrogram images had a resolution of $200 \times 200$ pixels. Because the training dataset is so small and the whale vocalizations so few, we oversampled the training data such that the whale vocalization and noise samples were equal. The oversampling was obtained by re-using whale vocalization samples in the dataset. This prevents the deep learning model from categorizing all the input samples as noise, which is the dominant class in the original dataset. We further augmented the dataset by increasing the overall amount of samples, such that the effective duration of the audio training data was increased to 27 minutes from the original 12 minutes training data. After the model was trained on an equal dataset, we recalibrated the prior odds ratio to compensate for the lower occurrence of whale vocalizations (see Appendix C). The actual prior odds ratio is approximately $O'(W) = \frac{1}{7}$ (where $W$ is the class containing whale vocalizations). The RESNET-50 was initialized with Imagenet weights and we experimented with frozen and unfrozen feature extractors. The RESNET-50 model was implemented with Tensorflow and the keras API.

4 RESULTS

The detection performance of the SNO-detector, BLED and RESNET-50 are juxtaposed in Figure 3.

![Precision-recall curve](image)

**Figure 3:** Precision-recall curve of southern right whale calls (SNR: 20 dB)

Both energy detectors display satisfactory results when applied to the southern right whale (SRW) audio recordings, which has a high signal-to-noise ratio. From Figure 3 it is apparent that both detectors perform similarly at low-to-medium threshold values where the recall is high. The initial recall (bottom right of curve) of both energy detectors improve as their thresholds become larger. This happens when the threshold is small enough that the detector groups several whale calls together instead of keeping them separate, which the fuzzy segmentation scheme penalizes. As the threshold becomes larger and the recall decreases, the BLED loses some precision until the threshold becomes high enough that most of the false positives are disregarded. The SNO-detector has precision values that decrease and increase at higher threshold values, which would be caused by the detector obtaining shorter vocalization segments as the quieter parts of the segments fall below the power and variance threshold. The precision would then increase as the threshold becomes larger and disregards more false positives.

The best RESNET results were obtained by keeping the layers of the network unfrozen and letting the pre-trained Imagenet weights train on the test data. Initializing the model with these pre-trained weights worked better than if the initial weights were random. The RESNET-model was evaluated by varying the decision threshold of the prediction probabilities.

From Figure 3 it is apparent that the RESNET-50 performs considerably worse than the SNO-detector given the same amount of training data, except at low recall values (below 30%), where the RESNET model’s precision becomes higher than the SNO-detector’s. The RESNET model was given spectrograms of fixed length, which would inevitably lead to multiple shorter whale sounds being grouped together and was accordingly not penalized in its recall for this behaviour, which is why its recall does not worsen as the threshold decreases. Neural networks tend to overfit on small datasets, which is why the RESNET-50 struggles to discriminate between whale vocalizations and noise in the test data. Recalibrating the prior odds helped improve the precision of the RESNET predictions by about 7.4%, as the system was less eager to award high prediction scores. This also worsened the recall by 1.7%, which is an expected and negligible decrease.

Creating spectrograms from audio data and calculating the prediction probability for each spectrogram is computationally expensive. Below are the execution times for converting an audio signal that is 3728 s in duration to 1.2 s spectrograms and having RESNET make predictions for each input spectrogram.

| Process                      | Execution time |
|------------------------------|----------------|
| Convert Audio to Spectrograms| 134.8155 s     |
| Make predictions             | 209.1615 s     |
| **Total**                    | **363.977 s**  |

The deep learning approach takes considerably more time than the SNO-detector, which processes the same audio file within 335 ms. For researchers who could have several weeks of data that need to be processed, a deep learning model would simply take too long.

To gauge how fast both energy detectors run on a substantial amount of audio data, a sequence of underwater recordings were put through both detectors and the execution times were measured. The energy detectors were tested on 11 hours of underwater audio and then on 22 hours of underwater audio. The goal of these experiments were simply to measure execution time, not detection performance. The execution times of both detectors are displayed in Table 2. The execution times do not take into account the reading of audio files, only the detection times.

| Audio Duration | SNO-detector | BLED |
|----------------|--------------|------|
| 11 hours       | 3.45 s       | 24 s |
| 22 hours       | 6.76 s       | 88 s |

From Table 2 it is apparent that the SNO-detector executes...
much quicker than the BLED. The difference in execution times could be caused by the difference in computational complexity of the detection algorithms. Another factor is the programming language used to code each method. The SNO-detector was written in C++ while Raven Pro was written in Java. It is expected that any application written in Java, a high-level programming language, would run slower compared to an application written in C++. Since the source code for the BLED is not available, it could not be replicated in C++.

To gauge the performance of the SNO-detector under low signal-to-noise ratios, the test data was modified with added Gaussian noise that lowered the SNR of the signal to 10 dB. The detection results are displayed in Figure 4.

![Figure 4: Precision and recall curve of SRW calls (SNR: 10 and 20 dB)](image)

The SNO-detector performs slightly worse in lower SNR values, as expected, but is robust enough to still deliver good detection results given the increase in Gaussian noise. The largest decrease in performance is at low threshold values, which indicates that the detector either groups several whale calls together or interprets whale calls as noise. At 80% recall the performance of the detector on low SNR values is similar to that at high SNR values.

## 5 DISCUSSION

Both the SNO-detector and BLED display good performance given the southern right whale recordings. The SNO-detector maintains a good true positive ratio as the threshold and precision increases, as does the BLED. In the recordings a common source of high frequency noise called “shrimp snapping” was observed. Both energy detectors would filter out the majority of the noise, but there were some loud wideband bursts caused by the shrimp snapping that could be picked up in the whale call bandwidth. These bursts were usually strong enough to be picked up by the detector and not short enough to be disregarded by the impulse filter. This created some false positive results, which is to be expected from an energy detector, as any sound above the power threshold will be regarded as a detection, be it a whale vocalization or noise. The SNO-detector’s use of a variance threshold aids in the robustness of the method and helps to ignore a large portion of background noise and recognize most of the whale calls as true positives, although the stronger bursts of non-stationary noise do cause misdetections. From Figure 5 it is evident that the energy detectors do not reach 100% precision or recall due to the fuzzy segmentation evaluation, which evaluates how well a detected segment fits its corresponding ground truth segment. The results show that the detected segments don’t precisely fit the annotated segments, which is expected.

It is clear from Figure 6 that the SNO-detector outperforms the RESNET-50 model, as the deep learning network could not generalize well given the small amount of training data. The SNO-detector also has a much faster execution time in comparison to the RESNET model, processing audio files more than a thousand times faster than its deep learning counterpart, which makes the SNO-detector much more appealing for researchers who don’t have the time and labelled audio data to train a neural network, but quickly want to detect the whale vocalizations that are present in their audio recordings. The SNO-detector could also potentially be used in conjunction with a deep learning model by pre-screening an audio file for whale vocalizations, after which a sufficiently trained neural network can be used to refine the detection results.

The length of \( N \) and \( K \) must be carefully selected as they aren’t initially self-evident and dictate much of the performance of the SNO-detector. A solution to this could be to optimize the sample sizes with regard to some training data before using it for detection. Another consideration is the proper specification of the calls to be detected, as it is impossible to automatically detect every single call in the audio files. If calls lower than a certain SNR, for example lower than 5 dB, were to be picked up, the precision of the detector would suffer greatly. It is thus important to consider the type of calls to be detected and the overall background noise of the audio recording to avoid negligible results.

## 6 CONCLUSIONS

When analyzing underwater recordings for cetacean sounds there will almost certainly be noise present, be it from wind, other marine animals, shipping or ice [12]. A capable noise-resistant and effective detection method is required to assist researchers in finding cetacean sounds amidst all this noise, and the stationary noise online detector serves this purpose well. The Gaussian power calculations presented here provide a powerful and easily implementable method of modelling the average power and variance of background noise with which an effective and robust detector can be built. In favourable signal-to-noise ratios the SNO-detector can easily differentiate background noise from whale vocalizations, whilst in very noisy environments it occasionally struggles with misdetections and falsely labeling low amplitude signals as silence.

A potential improvement that can be implemented is in the form of an optimization method to find suitable values for \( N \), \( K \) and stationarity duration \( T \) as well as \( \alpha_f \). If an audio signal has too many bursts of strong noise a correlation-based or deep learning method could be used in conjunction with the noise detector to filter out these strong noise segments after being picked up.
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APPENDIX A

POWER AND POWER VARIANCE IN A STATIONARY GAUSSIAN NOISE SIGNAL

A density for the estimated average power of Gaussian noise

We model a silence signal (with a certain background noise-level) as a sequence of statistically independent Gaussian random variables $X_i$ with $i = 1 \ldots N$, each with mean $\mu_X = 0$ and variance $\sigma^2_X$.

Firstly we will derive a density function for the estimated average power $P$ of $X$. From this we can determine the mean and variance of $P$. Let

$$P = \frac{1}{N} \sum_{i=1}^{N} X_i^2$$

be the estimated power. Since the $X_i$'s are random variables, so will be $P$. We want to find the density $f_P(p)$.

First consider the transformation $Y = X^2$. Then $\frac{dy}{dx} = 2x$ and $x = \sqrt{y}$.

Using basic theory on the transformation of random variables [14] we find that

$$f_Y(y) = \frac{f_X(x)}{2\sqrt{y}} \bigg|_{x=-\sqrt{y}}^{x=\sqrt{y}} + \frac{f_X(x)}{2\sqrt{y}} \bigg|_{x=-\sqrt{y}}^{x=\sqrt{y}}$$

$$= \frac{1}{\sqrt{2\pi\sigma_X^2}} y^{\frac{1}{2}-1} e^{-\frac{x^2}{2\sigma_X^2}} u(y).$$

Therefore $Y$ is Gamma distributed with parameters $b = \frac{1}{2}$ and $a = \frac{1}{2\sigma_X^2}$. Its characteristic function is given by:

$$\Phi_Y(\omega) = \left( \frac{1}{\frac{1}{\sigma_X^2} - j\omega} \right)^\frac{1}{2}.$$

Now consider:

$$Z = \sum_{i=1}^{N} Y_i$$

where $Y_i$ IID.

The characteristic function of $Z$ is now given by:

$$\Phi_Z(\omega) = |\Phi_Y(\omega)|^N$$

$$= \left( \frac{1}{\frac{1}{2\sigma_X^2} - j\omega} \right)^N.$$

Therefore $Z$ is also Gamma distributed, but now with parameters $b = \frac{N}{2}$ and $a = \frac{1}{2\sigma_X^2}$.

The corresponding density function of $Z$ is given by:

$$f_Z(z) = \left( \frac{1}{2\pi\sigma_X^2} \right)^{-N/2} z^{N/2-1} e^{-\frac{z^2}{2\sigma_X^2}} \Gamma(N/2).$$

The estimated power is calculated as $P = Z/N$. Then $\frac{dy}{dx} = 1/N$ and $z = Np$.

$$f_P(p) = N \left( \frac{1}{2\pi\sigma_X^2} \right)^{N/2} (Np)^{N/2-1} e^{-\frac{Np}{2\sigma_X^2}} \Gamma(N/2)$$

$$= \left( \frac{N}{2\pi\sigma_X^2} \right)^{N/2} p^{N/2-1} e^{-\frac{Np}{2\sigma_X^2}} \frac{\Gamma(N/2)}{\Gamma(N/2)}.$$

Therefore, finally, we can conclude that $P$ is also Gamma distributed, but now with parameters

$$b = \frac{N}{2}$$

and

$$a = \frac{N}{2\sigma_X^2}. \quad \text{(16)}$$

From the properties of a Gamma density this also implies that

$$\bar{P} = b/a = \sigma_X^2 \quad \text{(18)}$$

and

$$\sigma_P^2 = b/a^2 = 2\sigma_X^4/N. \quad \text{(19)}$$

The mean and variance of an estimate of the variance of the estimated mean power

We now estimate the variance $Q$ of the above estimate of the average power $P$. This is given by

$$Q = \frac{1}{K} \sum_{k=1}^{K} (P_k - \bar{P})^2$$

with each $P_k$ an independent power estimate such as given by Eq [15]. From the results of the previous section we know $P_k$ to be Gamma distributed, and in general we can assume its parameters to be $a$ and $b$. Its mean is given by $\bar{P} = b/a$ (Eq [18]) and its variance by $\sigma_P^2 = b/a^2$ (Eq [19]).

The density of $Q$ is somewhat involved, therefore we will rather focus on directly finding its mean $\bar{Q}$ and variance $\sigma_Q^2$. First consider:

$$Y = \sum_{k=1}^{K} (P_k - \bar{P})^2. \quad \text{(21)}$$

Since the $P_k$ terms are statistically independent we can easily find the mean $\bar{Y}$:

$$E[Y] = \sum_{k=1}^{K} E[(P_k - \bar{P})^2]$$

$$= K \sigma_P^2.$$

$$= K b/a^2. \quad \text{(22)}$$

The variance of $Y$ can be determined via its moments around the origin:

$$\sigma_Y^2 = E[Y^2] - (E[Y])^2$$

$$= E[Y^2] - (K b/a^2)^2. \quad \text{(23)}$$
An expression for \( E[Y^2] \) is needed:

\[
E[Y^2] = E\left[ \sum_{i=1}^{K} (P_i - \overline{P})^2 \sum_{i=1}^{K} (P_j - \overline{P})^2 \right] \\
= E\left[ \sum_{i=1}^{K} (P_i - \overline{P})^4 + \sum_{i=1}^{K} (P_i - \overline{P})^2 \sum_{j=1, j \neq i}^{K} (P_j - \overline{P})^2 \right].
\]

Taking into account that \( P_i \) is independent of \( P_j \) with \( i \neq j \) it now follows that:

\[
E[Y^2] = \sum_{i=1}^{K} E[(P_i - \overline{P})^4] + \sum_{i=1}^{K} E[(P_i - \overline{P})^2] \sum_{j=1, j \neq i}^{K} E[(P_j - \overline{P})^2] \\
= K\mu_4 + \sum_{i=1}^{K} b_i/a^2 \sum_{j=1, j \neq i}^{K} b_j/a^2 \\
= K\mu_4 + (K^2 - K)(b/a^2)^2
\]

with \( \mu_4 = E[(P - \overline{P})^4] \) the 4'th central moment of \( P \). Substitute this back into Eq 24 to find

\[
\sigma_Y^4 = K\mu_4 + (K^2 - K)(b/a^2)^2 - K^2(b/a^2)^2 \\
= K\mu_4 - (b/a^2)^2.
\] (24)

Using the binomial expression for the power of a sum the required central moment can be determined as:

\[
\mu_4 = E[(P - \overline{P})^4] \\
= E\left[ \sum_{n=0}^{4} \binom{4}{n} P^n (-\overline{P})^{4-n} \right] \\
= E[(-\overline{P})^4] + 4P(-\overline{P})^3 + 6P^2(-\overline{P})^2 + 4P^3(-\overline{P}) + P^4 \\
= m_4 - 4m_3\overline{P} + 6m_2(\overline{P})^2 - 3\overline{P}^3
\] (25)

with \( m_n \), the \( n \)’th moment of \( P \) around the origin and \( m_1 = \overline{P} \). We therefore still need to find expressions for the 2nd up to 4th moments of \( P \) around the origin. This can be done via the characteristic function of \( P \). In general:

\[
m_n = E[P^n] = \frac{d^n \Phi_P(\omega)}{d\omega^n}|_{\omega=0}
\]

Therefore:

\[
\Phi_P(\omega) = \left( \frac{a}{a - j\omega} \right)^b = (1 - j\omega/a)^{-b} \\
\frac{d\Phi_P(\omega)}{d\omega} = \frac{j\omega}{a} (1 - j\omega/a)^{-b-1} \\
\frac{d^2\Phi_P(\omega)}{d\omega^2} = \frac{j^2(2b+1)}{a^2} (1 - j\omega/a)^{-b-2} \\
\frac{d^3\Phi_P(\omega)}{d\omega^3} = \frac{j^3(3b+1)(b+2)}{a^3} (1 - j\omega/a)^{-b-3} \\
\frac{d^4\Phi_P(\omega)}{d\omega^4} = \frac{j^4(4b+1)(b+2)(b+3)}{a^4} (1 - j\omega/a)^{-b-4}.
\]

After simplification we therefore find the required moments around the origin:

\[
m_2 = \frac{b(b+1)}{a^2} = \frac{b^2 + b}{a^2} \\
m_3 = \frac{b(b+1)(b+2)}{a^3} = \frac{b^3 + 3b^2 + 2b}{a^3} \\
m_4 = \frac{b(b+1)(b+2)(b+3)}{a^4} = \frac{b^4 + 6b^3 + 11b^2 + 6b}{a^4}.
\]

Substitute this into Eq 25 and simplify to find that

\[
\mu_4 = \frac{3b^2 + 6b}{a^4}.
\]

Substitute this into Eq 24 and simplify:

\[
\sigma_Y^4 = K\frac{2b^2 + 6b}{a^4}. \quad (26)
\]

We now know \( Y \) and \( \sigma_Y^4 \) via Eqs. 22 and 26 and from Eqs. 16 and 17 we know the appropriate values of \( b \) and \( a \). From Eqs. 23 and 21 it follows that \( Q = Y/K \). After further simplification (standard expectation manipulations) we finally get that:

\[
\sqrt{\frac{Q}{K}} = \frac{\sum x_n}{N} = \frac{2\sigma_X^2}{N}
\] (27)

and

\[
\sigma_Q^2 = \frac{\sigma_Y^2}{K^2} = \frac{2b^2 + 6b}{a^4K} = \frac{8(N + 6)\sigma_X^2}{N^3K}, \quad (28)
\]

with \( K \) the number of independent power estimates and \( N \) the number of samples used in each of those power estimates.

**APPENDIX B**

**RECURSIVE ESTIMATION OF SAMPLE MEAN AND VARIANCE**

**Standard ML Estimates**

Consider a sequence of samples, namely \( x_1, x_2, \ldots, x_n, \ldots \). Note that for the convenience of having the subscript of a sample also coinciding with the number of samples up to that one, we chose to start at index \( n = 1 \). The standard unbiased ML estimates for the mean and variance based on the first \( n \) samples are given by:

\[
m_n = \frac{\sum_{i=1}^{n} x_i}{n}, \quad (29)
\]

and

\[
\sigma_n^2 = \frac{\sum_{i=1}^{n} (x_i - m_n)^2}{n-1} = \frac{\sum_{i=1}^{n} x_i^2 - (\sum_{i=1}^{n} x_i)^2}{n-1}. \quad (30)
\]
Recursive Version of Standard ML Estimates

We now want to derive expressions to instead do these estimates recursively. We start by rewriting Eq. 29 as

\[
\begin{align*}
  m_n &= \frac{1}{n} \sum_{i=1}^{n-1} x_i + \frac{x_n}{n} \\
  &= \frac{n-1}{n} \sum_{i=1}^{n-1} x_i + x_n \\
  &= \frac{n-1}{n} m_{n-1} + x_n \\
  &= m_{n-1} + \frac{x_n - m_{n-1}}{n},
\end{align*}
\]

with \( n = 2, 3, \ldots \) and \( m_1 = x_1 \).

We can rewrite Eq. 30 as follows:

\[
\sigma_n^2 = \frac{1}{n-1} \sum_{i=1}^{n-1} (x_i - m_n)^2 + \frac{x_n - m_n}{n-1} \sum_{i=1}^{n-1} (x_i - m_n) + \frac{n}{n-2} (x_n - m_n)^2.
\]

Eqs. 31 and 32 have an interesting form. Both express varying \( \sigma^2 \) for stationary sequences with large \( n \) the last term will approach zero and may (approximately) be omitted. However, this is unnecessary. We can combine the last two terms by substituting \( m_{n-1} \) from Eq. 31 and after some simplification get:

\[
\sigma_n^2 = \frac{n-2}{n-1} \sigma_{n-1}^2 + \frac{n}{(n-1)^2} (x_n - m_n)^2.
\]

Recursive MAP Estimates

MAP estimation of Gaussian parameters ultimately reduces to an ML estimate extended to also include a number \( N \) of “phantom” samples that on their own precisely corresponds to the prior mean and variance values. The above recursive formulations are very easily extended to include this notion. Instead of initially starting with no prior knowledge, one now simply starts the recursion at \( n = N + 1 \) with \( m_N \) and \( \sigma_N^2 \) set to the desired prior values.

To understand the role of \( N \) it is instructive to remember that it literally represents a number of imaginary prior observations sampled from the prior distribution. The higher we select \( N \), the more conservatively our estimate will lean towards the prior distribution. Or said differently, we need more than \( N \) new observations before their effect in the estimate will start to override that of the prior model. \( N \) is our conservatism parameter and therefore inversely related to our learning rate.

Also note that nothing prevents us from specifying different values for \( N^{(m)} \) and \( N^{(\sigma)} \) for the mean and variance estimates, thereby effectively giving them different learning rates.

APPENDIX C

CALIBRATING TWO CLASS CLASSIFIERS

C.1 Sigmoidal curves and 2 class LLR scores

Consider a two class classifier, name the classes \( I \) and \( T \). The data to be classified is \( x \). The posterior probability for class \( T \) is given by Bayes’ rule as:

\[
P(T|x) = \frac{f(x|T)P(T)}{f(x|T)P(T) + f(x|I)P(I)}
\]

Defining \( O(T) = \frac{P(T)}{P(I)} = \frac{P(T)}{P(I)} \) as the “odds” of \( T \), and

\[
\text{LR}(x|T) = \frac{P(x|T)}{P(x|I)}
\]

as the likelihood ratio of \( x|T \) we can combine the above into:

\[
P(T|x) = \frac{1}{1 + \text{LR}(x|T) O^{-1}(T)}
\]

with \( \text{LLR}(x|T) = \log(\text{LR}(x|T)) \) and \( \text{LO}(T) = \log(O(T)) \).

From this we can see that the sigmoid function gives the relationship linking the LLR and LO to the the posterior probability. Also note that the LO is a bias term that simply shifts the sigmoid function to the left or right.

We can determine LR,LO product from the posterior by re-arranging Eq. 35

\[
\text{LO}(x|T) \text{ LR}(x|T) = \frac{P(T|x)}{1 - P(T|x)}
\]

Since the relationship to the posterior probability is one-to-one, both contain equivalent information. However, the LR,LO product explicitly states two types of information which are already merged in the posterior. The LLR measures the evidence we gather from the observed data (\( x \) in this case) where-as the LO is concerned with the prior probability - the information we had before we observed \( x \).

In the following we will use the LLR,LO combination as the primary summary of the classification information that a system has available.

C.2 Recalibrating for a different prior odds ratio

From the above it is clear that the prior probability (or LO) influences the posterior probability and therefore also any calibration resulting in an estimate of the posterior. For which LO should we therefore train our system? We can, of course, do a separate calibration for each applicable value of the prior probability, but this is unnecessarily tedious. Also bear in mind that if either \( T \) or \( I \) occur relatively infrequently compared to the other, this data scarcity will detrimentally affect the training of the classifier. From this perspective it is useful to train a balanced classifier with \( \text{LO} = 0 \) and then later mathematically compensate for the actual LO value appropriate to a specific application.

The LR,LO product (from Eq. 35) makes it easy to reevaluate posterior classifier scores using alternative prior probabilities. If we trained the classifier with a known prior odds ratio \( O(T) \), and now want to evaluate it with a different prior odds ratio \( O'(T) \), we simply multiply the calculated lhs of Eq. 35 with \( O'(T) \). Substituting this back into Eq. 35 gives us the re-calibrated posterior as:

\[
P(T|x) = \frac{1}{1 + e^{-(\text{LLR}(x|T) + \text{LO}(T) + \text{bias})}}
\]

with bias =\( \text{LO}'(T) - \text{LO}(T) \).
Of particular interest is that in both logistic regression, as well as neural classifiers with sigmoidal activation functions in the final layer, the expression determining the output is of the form of Eq. [34]. We can therefore easily adapt them for a different prior log odds by simply modifying their sigmoidal bias terms.