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Abstract—Extended Kalman filtering is a common approach to achieve floating base estimation of a humanoid robot. These filters rely on measurements from an Inertial Measurement Unit (IMU) and relative forward kinematics for estimating the base position-and-orientation and its linear velocity along with the augmented states of feet position-and-orientation, thus giving them their name, flat-foot filters. However, the availability of only partial measurements often poses the question of consistency in the filter design. In this paper, we perform an experimental comparison of state-of-the-art flat-foot filters based on the representation choice of state, observation, matrix Lie group error and system dynamics evaluated for filter consistency and trajectory errors. The comparison is performed over simulated and real-world experiments conducted on the iCub humanoid platform.

I. INTRODUCTION

A commonly used approach for floating base estimation in the humanoid robots’ community relies on extended Kalman filtering based flat-foot filters. This paper contributes towards the comparison of flat-foot filters while trying to investigate a few relevant modeling choices helpful for such a filter design applied to kinematic-inertial odometry.

An Observability-Constrained EKF (OCEKF) was proposed by [1] for a consistent fusion of IMU and encoder measurements along with contact states for the base estimation of a quadrupedal robot. This approach considered the augmentation of the base state with feet positions through point foot contact models. OCEKF was then extended by [2] for the flat-foot contact scenario of humanoid robots which also incorporated the feet rotations within the state leading to an improved accuracy in estimation. Recently, [3] proposed an Invariant Extended Kalman Filtering (InvEKF) using the theory of matrix Lie groups exhibiting strong convergence and consistency properties. This filter exploits a $\text{SE}(3)$ matrix Lie group introduced by [4] for state representation along with the group-affine dynamics property enabling autonomous error propagation and invariant measurement updates, leading to an error evolution independent of the state trajectory. InvEKF has been extended to the flat-foot scenario of the humanoid robots (InvEKF-F) by [5] to consider the foot rotations within the state. A similar extension, named as DILIGENT-KIO, using a discrete Lie group extended Kalman filter considering the evolution of both the states and measurements on distinct matrix Lie groups has been developed in [6] using a state representation different from the one used by [5], [3].

A significant effort has been made towards the formulation of consistent state estimation in the SLAM community ([7], [4]), and these are being actively applied to humanoid base estimation ([2], [5]). A consistent estimator is characterized by zero-mean estimation errors with covariance smaller than or equal to that estimated by the filter. When designing an estimator with partial observations, as in the case of flat-foot filters, a proper covariance management is crucial for maintaining the consistency of the filter. The availability of only partial measurements may lead to the existence of a few unobservable directions in the underlying nonlinear system. If the linearized error system becomes dependent on the state configuration, then a wrong choice of linearization point may cause the state covariance matrix to gain information in the unobservable directions, leading to overconfident estimates. This may, in turn, cause an inconsistency in the filter which could result in a divergence of the estimated states.

As the practitioner, we pose the following questions towards reliable filter design: 1) how does the representation choice for state and observations affect the filter design? 2) how does the filter design vary with the choice of error? 3) how does the time-representation of the system dynamics affect the design? Based on these choices, the linearized error system may or may not be independent of the trajectory of the state system. Further, a well-chosen matrix Lie group representation allows for a design [4] with which, a wide range of nonlinear problems can lead to linear error equations through a correct parameterization of the error. Proper choices for these questions often helps in formulating an estimator with strong convergence and consistency properties.

In this paper, we address the questions posed above through an experimental evaluation of state-of-the-art flat foot filters, see Table I. In order to aid the comparison, we derive a few variations of our previously proposed estimator, DILIGENT-KIO [6], based on the choice of matrix Lie group error and time-representation for the system dynamics. The contributions of this paper are as follows,

- Development of DILIGENT-KIO with a right-invariant error formulation (DILIGENT-KIO-RIE), contrary to its original counterpart which uses a left-invariant error, and their subsequent modifications to use continuous system dynamics leading to CODILIGENT-KIO and CODILIGENT-KIO-RIE;
- Open-source implementation and evaluation of the flat-foot filters for experiments conducted in simulation.
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and on the real robot using iCub humanoid platform.

This paper is organized as follows. Section II introduces the mathematical concepts related to filtering on matrix Lie groups. Section III describes the estimator design approach used for the derivation of DILIGENT-KIO variants and subsequently Section IV briefly describes relevant Jacobian computations for these filters. This is followed by experimental evaluation of the flat-foot filters from the state-of-the-art in Section V and concluding remarks in Section VI.

II. Mathematic Background

A. Notations and definitions

1) Coordinate Systems:
- $C[D]$ denotes a frame with origin $o_C$ and orientation of coordinate frame $D$;
- $^A o_B \in \mathbb{R}^3$ and $^A R_B \in SO(3)$ are the position and orientation of a frame $B$ with respect to the frame $A$;
- given $^A o_C$ and $^B o_C$, $^A o_C = ^A R_B ^B o_C + ^A o_B = ^A H_B ^B o_C$, where $^A H_B \in SE(3)$ is the homogeneous transformation and $^B o_C = \begin{bmatrix} ^B o_C^T & 1 \end{bmatrix} \in \mathbb{R}^4$ is the homogeneous representation of $^B o_C$;
- $^B[A] v_{A,B} = ^A o_B = \frac{d}{dt} (^B o_B) \in \mathbb{R}^3$ denotes the linear part of a mixed-trivialized velocity [8, Section 5.2] between the frame $B$ and the frame $A$ expressed in the frame $B[A]$. $^A \omega_{A,B} \in \mathbb{R}^3$ denotes the angular velocity between the frame $B$ and the frame $A$ expressed in $A$;
- $A$ denotes an absolute or an inertial frame; $B$, $L$, $R$, $F$ and $S$ indicate the frames attached to the base link, left foot, right foot and the IMU rigidly attached to the base link respectively;

2) Lie Groups:
- $G, G' \subset \mathbb{R}^{n \times n}$ denote matrix Lie groups and $X, Y \in G$ are elements of the matrix Lie group $G$;
- $g, g' \subset \mathbb{R}^{n \times n}$ denote the matrix Lie algebras for the groups $G, G'$ respectively.
- $[ ]_L^G : \mathbb{R}^p \to g$ and $[ ]_R^G : g \to \mathbb{R}^p$ are the hat and vee operators for the matrix Lie group $G$ which denote a linear isomorphism between $g$ and a $p$-dimensional vector space. $\forall a \in g$, $a = [a]_L^G \in \mathbb{R}^p$, $a = [a]_R^G$.
- $\exp_G^a : \mathbb{R}^p \to G$ is the exponential map operator that maps elements from the vector space associated to the Lie algebra directly to elements of the group. $\forall a \in \mathbb{R}^p$, $\exp_G^a(a) = \exp_G([a]_G)$.
- $\log_G^X : G \to \mathbb{R}^p$ is the logarithm map operator that maps elements of the group directly to the vector space associated to the Lie algebra. $\forall X \in G$, $\log_G^X[X] = \log_G^G([X]_G)$. This mapping may not be unique.
- $\Ad : \mathbb{R}^p \to \mathbb{R}^p$ is the adjoint matrix operator that linearly transforms vectors of the tangent space at an element $X$ onto the Lie algebra and can be computed as, $\forall X \in G, a \in \mathbb{R}^p, a \in g$, $\Ad_X a = [XaX^{-1}]_G$.
- $\forall a \in \mathbb{R}^p$, $J_G^a(-a)$ denotes the right Jacobian of the matrix Lie group that relates any perturbations in the parametrizations of the Lie group to the changes in the group velocities $X^{-1} \dot{X}$. Similarly, the left Jacobian $J_G^l(a)$ relates those to the changes in $XX^{-1}$ [9].

3) Miscellaneous:
- $I_n$ and $0_n$ denote the $n \times n$ identity and zero matrices;
- given $u, v \in \mathbb{R}^3$ the hat operator for $SO(3)$ is $S(\cdot) : \mathbb{R}^3 \to so(3)$, where $so(3)$ is the set of skew-symmetric matrices and $S(u) v = u \times v$; $\times$ is the cross product operator in $\mathbb{R}^3$.

B. Invariant errors

For matrix Lie groups, there is a possibility of constructing invariant errors that remain the same even for a system transformed under a left- or right-translation.

Definition 1 (Left and right invariant error of type 1):
For $S, Y \in G$, given the definition of left translation $L_S : G \to G$, $L_S Y = SY$ and the right translation $R_S : G \to G$, $R_S Y = YS$, the invariant errors between a true state $X \in G$ and an estimated state $\hat{X} \in G$ are,
$$\eta^L = \hat{X}^{-1} X = (L_S \hat{X})^{-1}(L_S X) \quad \text{(left-invariant)},$$
$$\eta^R = X \hat{X}^{-1} = (R_S X)(R_S \hat{X})^{-1} \quad \text{(right-invariant)}.\tag{2}$$

The invariant errors can also be defined as a type 2, $\eta'^L = \hat{X}^{-1} X$ and $\eta'^R = \hat{X} X^{-1}$.

Remark 1: The invariant errors considered for the derivations in this article are of type 1 (Eqs. (1) and (2)).

C. Uncertainty on matrix Lie groups

The concept of Concentrated Gaussian Distribution (CGD) is used to define the notion of uncertainty for the matrix Lie groups [10, 11] producing a distribution on $G$ centered at $\hat{X}$,
$$X = \hat{X} \exp_G^\epsilon(\epsilon), \quad \text{perturbations } \epsilon \text{ applied locally}, \tag{3}$$
$$X = \exp_G^\epsilon(\cdot) \hat{X}, \quad \text{perturbations } \epsilon \text{ applied globally}, \tag{4}$$

where, $\hat{X} \in G \subset \mathbb{R}^{n \times n}$ is the mean of $X$ defined on the group and $\epsilon \in \mathbb{R}^p$ is a small perturbation having a zero-mean Gaussian distribution defined in the $p$-dimensional vector space associated to the state, with the covariance matrix $P \in \mathbb{R}^{p \times p}$ defined in the Lie algebra.

D. Discrete extended Kalman filter on matrix Lie groups

Consider a discrete dynamical system for which both the state and the measurements are evolving over distinct matrix Lie groups $G$ and $G'$ respectively.

$$X_{k+1} = X_k \exp_G^a(\Omega(X_k, u_k) + w_k), \tag{5}$$
$$Z_k = h(X_k) \exp_G^\epsilon(n_k). \tag{6}$$
The function $\Omega : G \times \mathbb{R}^m \rightarrow \mathbb{R}^p$ is a left trivialized velocity expressed as a function of the state $X_k \in G$ and an exogenous control input $u_k \in \mathbb{R}^m$ at time instant $k$. We use $\omega_k \sim \mathcal{N}_{\mathbb{R}^p}(0_p\times1, Q_k)$ to denote discrete-time Gaussian white noise with covariance $Q_k \in \mathbb{R}^{p\times p}$ acting on the motion model.

The observations $Z_k$ are considered to be evolving over a matrix Lie group $G'$ of dimensions $q$. The function $h : G \rightarrow G'$ is the measurement model mapping the states $X_k \in G$ to the space of observations $G'$. We use $n_k \sim \mathcal{N}_{\mathbb{R}^q}(0_q\times1, N_k)$ to denote the measurement noise described as a discrete-time Gaussian white noise with covariance $N_k$ defined in the $q$-dimensional vector space of the observations.

The filtering problem, then, involves finding the optimal estimate $\hat{X}$ given a set of observations $Z_1, \ldots, Z_l$ at time instants $l = k$ for the propagation and $l = k + 1$ for the update. The estimated state at each step is given by the mean $\hat{X}_{k+1|l}$ of the conditional probability and its covariance is $P_{k+1|l}$.

$$p\left(X_{k+1} \mid Z_1 \ldots Z_l\right) \approx \mathcal{N}_G\left(\hat{X}_{k+1|l}, P_{k+1|l}\right),$$

$$\hat{X}_{k+1|l} = \mathbb{E}_G\left[X_{k+1|l}\right],$$

$$\epsilon_{k+1|l} \sim \mathcal{N}_{\mathbb{R}^p}(0_{p\times1}, P_{k+1|l}),$$

where, $p\left(X_{k+1} \mid Z_1 \ldots Z_l\right)$ is the conditional probability distribution characterized as a Gaussian distribution.

If the mean and covariance of the CGD are propagated and updated considering the left-invariant error formulation of type 1 denoted as $\eta \equiv \hat{X}^{-1}X$ (see Eq. (1)), then the resulting estimator design leads to the Discrete Lie Group Extended Kalman Filter (abbreviated as DILIGENT) whose equations are summarized in Algorithm 1.

On considering the right-invariant error formulation of type 1 denoted as $\eta \equiv \eta^R \equiv XX^{-1}$ (see Eq. 2), the resulting filter design is the Discrete Lie Group Extended Kalman Filter with Right Invariant Error (abbreviated as DILIGENT-RIE) whose equations are summarized in Algorithm 2. When the right-invariant error is chosen, the error propagation, update and the state reparametrization are different from the left-invariant error variant accordingly.

### Algorithm 1 Discrete extended Kalman filter on matrix Lie groups with left-invariant error formulation of type 1

**Input:** $\hat{X}_{k|k}, P_{k|k}, Z_{k+1}, u_k$

**Output:** $\hat{X}_{k+1|k+1}, P_{k+1|k+1}$

**Propagation:**

$$\bar{X}_{k+1} = \exp_{G}^{\hat{X}_{k}}(\Delta_t)\hat{X}_{k+1}$$

$$\bar{P}_{k+1} = F_k P_{k+1} F_k^{\top} + \bar{J}_k(\hat{\Omega}_k)Q_k \bar{J}_k(\hat{\Omega}_k)^{\top}$$

**Update:**

$$\hat{X}_{k+1} = \left(\exp_{G}^{\hat{X}_{k}}(\Delta_t)\hat{X}_{k+1}\right)_{\hat{\Omega}_k=0}$$

$$\hat{J}_k = \left(\exp_{G}^{\hat{X}_{k}}(\Delta_t)\hat{J}_k\right)_{\hat{\Omega}_k=0}$$

### Algorithm 2 Discrete extended Kalman filter on matrix Lie groups with right-invariant error formulation of type 1

**Input:** $\hat{X}_{k|k}, P_{k|k}, Z_{k+1}, u_k$

**Output:** $\hat{X}_{k+1|k+1}, P_{k+1|k+1}$

**Propagation:**

$$\bar{X}_{k+1|l} = \exp_{G}^{\hat{X}_{k}}(\Delta_t)\hat{X}_{k+1}$$

$$\bar{P}_{k+1|l} = F_k P_{k+1|l} F_k^{\top} + \bar{J}_k(\hat{\Omega}_k)Q_k \bar{J}_k(\hat{\Omega}_k)^{\top}$$

**Update:**

$$\hat{X}_{k+1} = \left(\exp_{G}^{\hat{X}_{k}}(\Delta_t)\hat{X}_{k+1}\right)_{\hat{\Omega}_k=0}$$

$$\hat{J}_k = \left(\exp_{G}^{\hat{X}_{k}}(\Delta_t)\hat{J}_k\right)_{\hat{\Omega}_k=0}$$

**E. Autonomous Error Propagation**

A particular class of continuous-time systems can often lead to some desirable error-propagation properties for the filter design, which can then be discretized for discrete-time implementation. Consider a continuous-time system evolving over matrix Lie groups given by,

$$\frac{d}{dt}X_t = f_t(X_t),$$

where, the state evolves over the Lie group $X_t \in G$, $u_t \in \mathbb{R}^m$ is the exogenous control input and the system dynamics is given by $f_t(X_t) \equiv f(X_t, u_t)$. If the system follows a group-affine dynamics, then the estimation error obeys an autonomous equation, i.e., the error propagation is independent of the state trajectory. This is given by the theorem of autonomous error dynamics [4, Theroem 1].

**Definition 2 (Autonomous error [4]):** The invariant errors have a state-trajectory independent propagation if they satisfy a differential equation of the form $\frac{d}{dt}g_t = g_u_t(\eta_t)$.  

**Definition 3 (Group-affine dynamics [4]):** System dynamics is said to be group-affine, if $\forall t > 0$ and $X_1, X_2 \in G$, $f_t(X_1 X_2) = f_t(X_1)X_2 + X_1 f_t(X_2) - X_1 f_t(I_p) X_2$.

Assuming the error to be small ($\eta_t = \exp_{G}^{\hat{X}}(\epsilon_t) \approx I_n$), the results of [4, Theroem 1] can be extended to a noisy model of the form,

$$\frac{d}{dt}X_t = f_t(X_t) + X_t \left[w_t\right]_{G}^{\top},$$

where, $w_t \sim \mathcal{N}_{\mathbb{R}^p}(0_{p\times1}, Q_t)$ is a continuous-time white noise belonging to $g$ with covariance $Q_t$ defined in $\mathbb{R}^p$. The left- and right-invariant error propagation can be written as,

$$\frac{d}{dt}\hat{\eta}^L_t = g_u^L(\hat{\eta}^L_t) - \left[w_t\right]_{G}^{\top},$$

$$\frac{d}{dt}\hat{\eta}^R_t = g_u^R(\hat{\eta}^R_t) - \left(\hat{X}_t \left[w_t\right]_{G}^{\top} \hat{X}_t^{-1}\right)\hat{\eta}^R_t.$$
and with the definition $A_t \in \mathbb{R}^{p \times p}$, $g_u\left(\exp_G^\epsilon(\epsilon_t)\right) = \exp_G^\epsilon(A_t \epsilon_t + O(\|\epsilon\|^2))$, the linearized error equations become,

$$\frac{d}{dt}\epsilon_t^L = A_t^L \epsilon_t^L - w_t,$$

(12)

$$\frac{d}{dt}\epsilon_t^R = A_t^R \epsilon_t^R - A_\hat{X}_t w_t.$$  

(13)

The linearized error equations lead to covariance propagation,

$$\frac{d}{dt}P_t = A_t P_t + P_t A_t^T + \hat{Q}_t,$$

(14)

where $\hat{Q}_t$ is the modified process noise and measurement noise covariance matrices depending on the choice of the invariant error. The autonomous error and log-linear error equations play a significant role in the invariant EKF design leading to state-independent linearized error systems.

Continuous-Discrete Lie Group Extended Kalman Filter (CODILIGENT) with a left-invariant error and its right-invariant error counterpart CODILIGENT-RIE can then be designed for systems of the form,

$$\frac{d}{dt}X_t = f_u(X_t) + X_t \left[ w_t \right]_G^\wedge,$$

$$Z_{tk} = h(X_{tk}) \exp_G^\epsilon(n_{tk}).$$

(15)

It must be noted that this filter design is different from the one proposed in [10], where the latter follows a more rigorous treatment of continuous system dynamics. Further, this design does not exploit the property of invariant observations [4].

III. ESTIMATOR DESIGN FOR KINEMATIC-INERTIAL ODOMETRY (KIO)

A. Problem Description

Assumption 1: An IMU is rigidly attached to the base link and their coordinate frames coincide.

Assumption 2: At least one foot of the robot is always in rigid contact with the environment.

For floating base estimation of the humanoid robot, we wish to estimate the position $A_{FB}$, orientation $A_{RF}$ and linear velocity $A_{FB}$ of the base link in the inertial frame, written in shorthand as $p, R,$ and $v$ respectively. Additionally, we augment the state with linear acceleration and orientation of the foot link in the inertial frame, in shorthand $d_F$ and $Z_F$, where, $F = \left\{ LF, RF \right\}$ is the set containing left foot and right foot frames. Since we also rely on the base-collocated IMU for the state estimation, it is necessary to also estimate the slowly time-varying biases $b_a$ and $b_g$, affecting the accelerometer and gyroscope measurements, respectively.

B. State Representation

The tuple representation of a matrix $X_B = (p, R, v)_{SE(3)}$ represent the base link quantities, while the foot quantities are represented as $X_F = (d_F, Z_F)_{SE(3)}$. The biases are sometimes included in a single vector as $b = \left[ b_a^T \ b_g^T \right]^T$.

A matrix Lie group element from the state space $\mathcal{M}$ is then,

$$X = \text{blkdiag}(X_B, X_{LF}, X_{RF}, X_b) \in \mathcal{M} \subset \mathbb{R}^{20 \times 20},$$

(16)

where, the matrix sub-blocks are given by,

$$X_B = \begin{bmatrix} R & p \\ 0_{1 \times 3} & 1 \end{bmatrix}, X_{RF} = \begin{bmatrix} Z_F \\ 0_{1 \times 3} \end{bmatrix}, X_b = \begin{bmatrix} I_6 \\ 0_{1 \times 6} \end{bmatrix},$$

For convenience, a tuple representation can be used as a short-hand notation for an element from the state space,

$$X = (p, R, v, d_{LF}, Z_{LF}, d_{RF}, Z_{RF}, b)_{\mathcal{M}}.$$

The vector $\epsilon \in \mathbb{R}^{27}$ associated with the Lie algebra is,

$$\epsilon = \text{vec}(\epsilon_B, \epsilon_{LF}, \epsilon_{RF}, \epsilon_b) = \text{vec}(\epsilon_p, \epsilon_R, \epsilon_v, \epsilon_{d_{LF}}, \epsilon_{Z_{LF}}, \epsilon_{d_{RF}}, \epsilon_{Z_{RF}}, \epsilon_b).$$

(17)

The Lie group operator definitions for the state representation can be found in [6].

C. System Dynamics

A strap-down IMU-based kinematics model is used for tracking the base state. This model uses accelerometer and gyroscope measurements ($\dot{a}_{A,B}^{\text{lin}}, B\dot{\omega}_{A,B}$) as exogenous inputs that are modeled to be affected by slowly time-varying biases $b_a$ and $b_g$, respectively, along with additive white Gaussian noise $w_a^B$ and $w_g^B$, as seen in Eq. (18).

$$\dot{\epsilon}_{A,B}^{\text{lin}} = R^T (A\dot{\epsilon}_B - \dot{A}g) + b_a + w_a^B,$$

$$B\dot{\omega}_{A,B} = B\dot{\omega}_{A,B} + b_g + w_g^B$$

(18)

With the Assumption 2, holonomic constraints are imposed whenever the foot makes contact with the environment causing the foot velocity to be zero. The noises $w_a^F$ and $w_g^F$ affecting null foot velocities are expressed locally in the foot frame. A null velocity model is considered for the foot pose to respect the contact events. But, this motion model becomes invalid when the foot is in the swing phase, thus the variances related to the foot velocities are dynamically scaled to very high values causing the estimated foot pose from the prediction model to grow uncertain. The measurement updates are then relied upon to update the foot pose causing it to reset to a more reliable estimate, whenever a contact is made.

The overall continuous system dynamics then take the form,

$$\dot{p} = v,$$

$$\dot{R} = R \ S(\dot{B} \omega_{A,B} - b_g - w_g^B),$$

$$\dot{v} = R \ (\dot{a}_{A,B}^{\text{lin}} - b_a - w_a^B) + \dot{A}g,$$

$$\dot{d}_F = Z_F \ (-w_v^F),$$

$$\dot{Z}_F = Z_F \ S(-w_v^F),$$

$$b = w_b^B.$$

The overall discrete system dynamics, explicitly written
in the form of Eq. (5), is then described as,

\[
p_{k+1} = p_k + R_k (R_k^T v_k \Delta T + \frac{1}{2} B \dot{\alpha}_{A,B}^0 T^2),
\]

\[
R_{k+1} = R_k \exp((B \dot{\omega}_{A,B} - w_B^p) T),
\]

\[
v_{k+1} = v_k + R_k B \dot{\alpha}_{A,B}^0 \Delta T,
\]

\[
d_{F_k+1} = d_{F_k} + Z_{F_k} (-w_B^F) \Delta T,
\]

\[
Z_{F_{k+1}} = Z_{F_k} \exp(-w_B^F T),
\]

\[
b_{k+1} = b_k + w_B^w \Delta T,
\]

where we have used \(B \dot{\omega}_{A,B}\) and \(B \dot{\alpha}_{A,B}^0\) to denote unbiased gyroscopic and accelerometer measurements respectively while \(B \dot{\alpha}_{A,B,k}\) = \(B \dot{\alpha}_{A,B,k} - w_a\) denotes an unbiased, noise-free accelerometer measurement.

\section{D. Measurement Model}

The measurement model is constructed using the relative pose between the base link and the foot in contact through the forward kinematics map. The encoder measurements \(\tilde{s} = s + w_e\) provide the joint positions \(s\) affected by additive white Gaussian noise \(w_e\). The forward kinematics map \(\mathbf{FK} : \mathbb{R}^D \rightarrow \mathbb{SE}(3)\) provides the measurements \(Z_{SS} \in \mathbb{SE}(3)\) for single support and \(Z_{DS} \in \mathbb{SE}(3) \times \mathbb{SE}(3)\) for double support.

\[
Z_{SS} = \mathbf{FK}(\tilde{s}) = B \tilde{H}_F \in \mathbb{SE}(3)
\]

\[
Z_{DS} = \text{blkdiag}(B \tilde{H}_{LF}, B \tilde{H}_{RF}) \in \mathbb{SE}(3) \times \mathbb{SE}(3).
\]

The measurement model can be written in the form of Eq. (6) as \(B \tilde{H}_F = B \tilde{H}_F \exp(-\Omega) (n_{\mathbf{FK}})\), where,

\[
h_{SS}^F (X) = \begin{bmatrix} R^T Z_F & R^T (d_e - p) \\ 0_{1 \times 3} & 1 \end{bmatrix}.
\]

The left-trivialized forward kinematic noise \(n_{\mathbf{FK}} \triangleq \text{vec}(n_{LF}^F, n_{RF}^F) \in \mathbb{R}^6\) is related to the encoder noise \(w_e\) through the left-trivialized relative Jacobian \(F S_{B,F}(s)\). This can be shown through the push-forward mapping of \(\mathbb{SE}(3)\),

\[
B \tilde{H}_F (\tilde{s}) = B \tilde{H}_F (s + w_e) = B \tilde{H}_F (s) \exp_{\mathbb{SE}(3)} (F S_{B,F}(s) w_e).
\]

This leads to the measurement noise covariance \(N = \mathbb{E}[n_{\mathbf{FK}} n_{\mathbf{FK}}^T] = F S_{B,F} \mathbb{E}[w_e w_e^T] F^T S_{B,F}^T\).

\section{IV. Filter Computations}

In this section, we derive the variants of DILIGENT-KIO based on the choice of the error and time-representation for the system dynamics. DILIGENT-KIO is a Discrete Lie Group Extended Kalman Filter for Kinematic Inertial Odometry formulated with the left-invariant error of type 1 and its detailed derivation can be found in [6].

\subsection{A. DILIGENT-KIO-RIE}

DILIGENT-KIO with right-invariant error formulation, DILIGENT-KIO-RIE in short, differs from its original only in terms of the uncertainty management and state reparametrization. The underlying algorithm is the discrete EKF over matrix Lie groups using the right invariant error of type 1 described in Algorithm 2. The discrete system dynamics remain the same as in Eq. (20), consequently leading to the left trivialized motion model and noise similar to DILIGENT-KIO as in Eqs. (23) and (24), respectively. It must be noted that the trivialization of the motion model is independent from the choice of error and solely depends on the choice of the system states and their associated dynamics.

\subsubsection{1) Left Trivialized Motion Model}

Given the state space representation in Eq. (16), and the discrete system dynamics in Eq. (20), the left trivialized motion model can be obtained as,

\[
\Omega = \begin{bmatrix} R^T v \Delta T + \frac{1}{2} B \dot{\alpha}_{A,B}^0 T^2 \\ B \dot{\alpha}_{A,B}^0 T \\ 0_{1 \times 1} \end{bmatrix} \in \mathbb{R}^{27},
\]

The discrete, left-trivialized noise vector \(w \in \mathbb{R}^{27}\) becomes,

\[
\begin{align*}
\text{vec} & (-0.5w_a B \Delta T, -w_B^p, -w_B^b, \\
& -w_{LF}^p, -w_{LF}^b, -w_{RF}^p, -w_{RF}^b, w_B^b) \Delta T,
\end{align*}
\]

with the prediction noise covariance matrix \(Q = \mathbb{E}[ww^T]\).

\subsubsection{2) Left Trivialized Motion Model Jacobian}

Given the right-invariant error, the perturbation is induced on the current state estimate from the left side leading to a perturbed state, \(\exp_{\mathbb{M}}^\alpha (\epsilon_{k|k}) \hat{X}_{k|k}\). The Jacobian of the left trivialized motion model \(\delta \hat{X}_{k}^{D} \in \mathbb{R}^{27 \times 27}\) can be computed as,

\[
\delta \hat{X}_{k}^{D} = \frac{\partial}{\partial \epsilon} \Omega (\exp_{\mathbb{M}}^\alpha (\epsilon_{k|k}) \hat{X}_{k|k}, u_k)_{\epsilon_{k|k}=0} = \begin{bmatrix}
0_3 & \frac{1}{2} \Xi_1 T \hat{R}^T \hat{R}^T T_{0x12} & -\frac{1}{2} \Xi_3 T \hat{R}^T T_{0x12} & 0_3 \\
0_3 & \Xi_1 T & 0_3 T_{0x12} & 0_3 T_{0x12} & -I_3 T & 0_3 \\
0_3 & \Xi_1 & 0_3 & 0_3 T_{0x12} & -I_3 T & 0_3 \\
0_3 & \Xi_{1x3} & 0_3_{1x3} & 0_3_{1x3} T_{0x12} & 0_3_{1x3} & 0_3_{1x3} & 0_3_{1x3}
\end{bmatrix},
\]

where, we have defined \(\Xi_1 = \hat{R}^T S^\alpha (\Delta g) \Delta T\). The linearized error propagation matrix can therefore be computed as \(F_k = I + \text{Ad}_s \Delta \hat{X}_{k|k} \delta \hat{X}_{k}^{D} \).

\subsubsection{3) Measurement Update}

The measurement model follows Eq. (22) and the measurement model Jacobian for single support can be obtained as,

\[
\begin{align*}
\hat{H}^L &= \begin{bmatrix} -Z_{LF}^T & Z_{LF}^T S(d_{LF}) & 0_3 & \tilde{Z}_{LF}^T & -Z_{LF}^T S(d_{LF}) \end{bmatrix} T_{0x12}, \\
\hat{H}^R &= \begin{bmatrix} -Z_{RF}^T & Z_{RF}^T S(d_{RF}) & 0_3 & \tilde{Z}_{RF}^T & -Z_{RF}^T S(d_{RF}) \end{bmatrix} T_{0x12},
\end{align*}
\]

Followed by the correction of the predicted state and the covariance, the update step ends with a state reparametrization \(\hat{X}_{k+1|k+1} = \exp_{\mathbb{G}}^\alpha (\hat{m}_{k+1}) \hat{X}_{k+1|k}\) and the covariance reparametrization \(P_{k+1|k+1} = J_{G}^T (m_{k+1}) P_{k+1|k+1} J_{G} (m_{k+1})^T\).

\subsection{B. CODILIGENT-KIO-RIE}

This is a continuous-discrete EKF on matrix Lie groups with right invariant error formulation and non-invariant observations evolving over matrix Lie groups, in the form of (15). In the propagation step, the mean can be simply propagated using \(\frac{\partial}{\partial \tilde{t}} \hat{X}_{t} = f_w (\hat{X}_{t})\). The linearized error
dynamics can be used to compute the error propagation matrices which can then be used to obtain the predicted state error covariance. The right-invariant error \( \eta^R_M = X^{-1}X \) for elements in state space \( M \) can be written as a tuple,
\[
\eta^R_M = (p - R \hat{p}, R \hat{r}, v - R \hat{v}, d_{LF} - Z_{LF} \hat{Z}_{LF} \hat{d}_{LF}, Z_{LF} \hat{Z}_{LF}, d_{RF} - Z_{RF} \hat{Z}_{RF} \hat{d}_{RF}, Z_{RF} \hat{Z}_{RF}, b - \hat{b})_M.
\]
(27)

Given, \( \eta^R_M = \exp^M(\epsilon) \approx I_n + [\epsilon]_M^\times \), the overall non-linear error dynamics \( \frac{d}{dt} \eta^R_M = \frac{d}{dt} \left( X^{-1}X \right) \) can be computed as,
\[
\begin{align*}
\dot{\eta}_p &= \epsilon - S(\hat{p}) \hat{R} (\epsilon_b + w_B), \\
\dot{\eta}_r &= S(\hat{R}(\epsilon - \epsilon_b)_w - w_B), \\
\dot{\eta}_v &= S(A')g |R - S(\hat{v}) \hat{R} (\epsilon_b + w_B) - \hat{R} (\epsilon_a + w_a)B,
\end{align*}
\]
(28)

Owing to the linearity property, the linearized error dynamics then become \( \dot{\epsilon} = F_c \epsilon - L_c w \), where,
\[
F_c = \begin{bmatrix}
0_3 & 0_3 & I_3 & 0_{3x12} & 0_3 & -S(\hat{p}) \hat{R} \\
0_3 & 0_3 & 0_{3x12} & 0_3 & 0_3 & 0_3 \times \hat{R}
\end{bmatrix},
\]
(29)

with the noise vector defined as,
\[
w \triangleq \text{vec}(w_B, w_a, w_v, w_{LF}, w_{RF}, -w_B).
\]
(30)

The matrix \( L_c \) is given by the adjoint matrix \( Ad_X \) of the state representation \( X \). When the biases are not considered within the system, the error propagation matrix \( F_c \) becomes time-invariant (first 21 rows and columns of \( F_c \)), since the system defined in Eq. (15) obeys the property of group-affine dynamics in Eq. (3) leading to an autonomous error propagation. Nevertheless, when the biases are considered, the overall error system is only dependent on the state trajectory through the noise and bias errors. The continuous time filter equations for the propagation step becomes,
\[
\begin{align*}
\frac{d}{dt} \hat{X}_I &= f_{u_s}(\hat{X}_I), \\
\frac{d}{dt} \hat{P}_I &= F_c \hat{P}_I + P_c F_c^T + \hat{Q}_c,
\end{align*}
\]
(31)

where \( \hat{Q}_c = L_c \text{Cov}(w)L_c^T \). For the software implementation of the continuous-time equations, we discretize the continuous dynamics using a zero-order hold on the inputs with a sampling period \( \Delta T \). The discrete system dynamics takes the form of Eq. (20), while the uncertainty propagation is approximated as,
\[
\begin{align*}
F_k &= \exp(F_c \Delta T) \approx I_n + F_c \Delta T, \\
Q_k &= F_k \hat{Q}_c F_k^T \Delta T, \\
P_{k+1|k} &= F_k P_{kJk} F_k^T + Q_k.
\end{align*}
\]
(32)

The filter observations are the same as those defined in Eq. (22), however due to the choice of right invariant error, the measurement update and the state reparametrization follows the procedure defined for DILIGENT-KIO-RIE, with the measurement model \( H_{k+1} \) defined in Eq. (26).

C. CODILIGENT-KIO

CODILIGENT-KIO is a left invariant error counterpart of CODILIGENT-KIO-RIE. The left-invariant error \( \eta^L_M \) \( = X^{-1}X \) can be written as,
\[
\eta^L_M = (\hat{R} (p - \hat{p}), \hat{R} (r), \hat{R} (v - \hat{v}), \hat{Z}_{LF} (d_{LF} - \hat{d}_{LF}), \hat{Z}_{LF}^T Z_{LF}, \hat{Z}_{RF} (d_{RF} - \hat{d}_{RF}), \hat{Z}_{RF}^T Z_{RF}, b - \hat{b})_M.
\]
(33)

Given, \( \eta^L_M = \exp^M(\epsilon) \approx I_n + [\epsilon]_M, \) the overall non-linear error dynamics \( \frac{d}{dt} \eta^L_M = \frac{d}{dt} \left( X^{-1}X \right) \) can be written in terms of the perturbation vector \( \epsilon \) as,
\[
\begin{align*}
\dot{\epsilon}_p &= \epsilon - S(\hat{p}) \hat{R} (\epsilon_b - w_B), \\
\dot{\epsilon}_r &= S(\hat{R}(\epsilon - \epsilon_b)_w - w_B), \\
\dot{\epsilon}_v &= S(A')g |R - S(\hat{v}) \hat{R} (\epsilon_b - w_B) - \hat{R} (\epsilon_a - w_a)B,
\end{align*}
\]
(34)

The noise vector in Eq. (30), the linearized error dynamics then can be written as \( \dot{\epsilon} = F_c \epsilon - L_c w \) with \( L_c = I_{27} \).

Considering \( B_B / B_A = B_B / B_A - \hat{b}_g - \hat{b}_g, \) the linearized error propagation matrix \( F_c \) becomes,
\[
\begin{bmatrix}
S(B_B / B_A) & 0_3 & I_3 & 0_{3x12} & 0_3 & 0_3 \\
0_3 & 0_3 & 0_{3x12} & 0_3 & 0_3 & -I_3 \\
0_3 & 0_3 & 0_{3x12} & 0_3 & 0_3 & 0_3 \\
0_{18x3} & 0_{18x3} & 0_{18x3} & 0_{18x3} & 0_{18x3} & 0_{18x3} \\
0_{18x3} & 0_{18x3} & 0_{18x3} & 0_{18x3} & 0_{18x3} & 0_{18x3}
\end{bmatrix}
\]
(32)

It can be observed that, for CODILIGENT-KIO, the error propagation depends not only on the bias errors and the noise terms, but also the IMU measurements compensated by estimated IMU biases, leading to a time-varying linearized error system. The measurement model Jacobians during single support is the same as the one obtained for DILIGENT-KIO,
\[
\begin{align*}
H_{LF} &= \begin{bmatrix}
-\hat{Z}_{LF}^T \hat{R} & -\hat{Z}_{LF}^T S(\hat{p} - \hat{d}_{LF}) \hat{R}_p & 0_3 & 0_3 & 0_{3x12} \\
0_3 & 0_3 & 0_3 & 0_3 & 0_{3x12} \\
0_3 & 0_3 & 0_3 & 0_3 & 0_3 \\
0_{3x9} & 0_{3x9} & 0_3 & 0_3 & 0_{3x6}
\end{bmatrix},

H_{RF} &= \begin{bmatrix}
-\hat{Z}_{RF}^T \hat{R} & -\hat{Z}_{RF}^T S(\hat{p} - \hat{d}_{RF}) \hat{R}_p & 0_3 & 0_3 & 0_{3x12} \\
0_3 & 0_3 & 0_3 & 0_3 & 0_{3x12} \\
0_3 & 0_3 & 0_3 & 0_3 & 0_3 \\
0_{3x9} & 0_{3x9} & 0_3 & 0_3 & 0_{3x6}
\end{bmatrix}
\end{align*}
\]
(36)

These matrices are stacked together during the double support. The filter observations and the state reparametrization equations are the same as those defined for DILIGENT-KIO.

V. EXPERIMENTAL RESULTS

In this section, we present the results from the comparison of flat-foot filters listed in Table I for experiments conducted on the iCub humanoid platform.
### TABLE II: Noise parameters and prior deviations

| Sensor                       | Noise std dev | State element                  | Initial std dev |
|------------------------------|---------------|---------------------------------|-----------------|
| Lin. Accelerometer           | 0.009 m/s²    | IMU & feet orientation          | 0.05 m          |
| Acc. bias                    | 0.01 m/s²     | IMU & feet linear velocity      | 0.5 m/s         |
| Gyro. bias                   | 0.001 rad/s²  | Acc. bias                       | 9.00 μrad/s²    |
| Contact foot lin. velocity   | 0.009 m/s²    | Gyro. bias                      | 0.002 rad/s²    |
| Contact foot ang. velocity   | 0.04 rad/s²   |                                |                 |
| Joint encoders               | 0.1 °          |                                |                 |

A. Experimental Setup

We conduct real-world experiments on iCub v2.5 platform while simulated experiments are carried out on iCub v3.0 platform. For both these robots, a subset of 26 degrees-of-freedom equipped with joint encoders is used to measure the joint angles at 1000Hz. iCub v2.5 is equipped with an Xsens MTi-300 series IMU mounted in its base link streaming measurements at 100Hz, while a Gazebo simulated IMU mounted on the chest link is used for iCub v3.0. The contact states are inferred through a Schmitt trigger thresholding of contact wrenches estimated by the estimation algorithm presented in [12] available at 100Hz. The filters are run at 100Hz, and the encoder measurements are sub-sampled to the same frequency as the estimator. The ground truth pose measurements on the real robot are obtained from the Vicon motion capture system.

B. Flat-foot filters for comparison

We compare the state-of-the-art filters, OCEKF [2], InvEKF-F [5], and DILIGENT-KIO [6] along with those proposed in this article, DILIGENT-KIO-RIE, CODILIGENT-KIO, and CODILIGENT-KIO-RIE. OCEKF imposes constraints on the rank of the null space of the observability matrix to choose linearization points for the filter computations in order to maintain consistency. InvEKF-F exploits the Lie group geometry to provide an implicit consistency for the filter owing to the autonomous error evolution property and invariant observation structure. DILIGENT-KIO and DILIGENT-KIO-RIE neither have an autonomous error evolution nor use invariant observations leading to a lack of inherent consistency properties. CODILIGENT-KIO and CODILIGENT-KIO-RIE follow an autonomous error propagation when biases are not considered, while retaining non-invariant observations evolving over matrix Lie groups. We use the same noise parameters and initial state standard deviations as shown in Table II for all the filters across all experiments.

C. Discussion

We rely on Absolute Trajectory Error (ATE) and Relative Pose Error (RPE) [13] computed from Vicon and estimated trajectories for the evaluation. Figures 2 show the base state error comparison for a position-controlled, 1m forward walking [20] experiment and a torque-controlled Center of Mass (CoM) sinusoidal trajectory tracking experiment [16] conducted on the real iCub v2.5 robotic platform. Figure 3 depicts the comparison for a 3m forward walking experiment on a Gazebo simulated iCub v3 platform.

It can be observed that the filters on matrix Lie groups generally suffer from lesser orientation errors. For the shorter-duration walking and COM sinusoid experiment conducted on the real robot, the variants of DILIGENT-KIO suffer from least errors along the observable directions of orientation and velocity. These filters, with the exception of CODILIGENT-KIO-RIE, are seen to be affected by an increase of position error from 3cm for 1m walking to 20cm for 3m walking. While OCEKF is seen to suffer less from position errors, InvEKF-F and CODILIGENT-KIO-RIE show an overall consistent performance across all the experiments.

The plots in Figure 1 show the error (in blue) in the unobservable position directions and observable velocity directions for a 1m forward walking experiment conducted on the real robot. They also show a 99% estimated uncertainty envelope (in red) obtained from the covariance computed by the filters. The uncertainty envelope is bound to increase over time in the unobservable directions, while it converges to track the error in the observable directions. It can be seen that for DILIGENT-KIO and DILIGENT-KIO-RIE, the errors in both the unobservable position direction and observable velocity directions do not remain within the 99% estimated uncertainty envelope of the filter. This shows that both these filters become overconfident in their estimation. InvEKF-F and OCEKF are seen to cope considerably well leading to the errors being bounded within the envelope. CODILIGENT-KIO and CODILIGENT-KIO-RIE perform better than their discrete counterparts leading to a consistent tracking of error statistics.

The overall better performance of InvEKF-F and CODILIGENT-KIO-RIE is related to the time-invariant error-propagation matrix (Eq. (29)), when the biases are negligible, while the former retains also a time-invariant measurement Jacobian. These filters obtain these properties with the choice of right-invariant error and group-affine system dynamics. However, to improve the reliability of all the variants of DILIGENT-KIO, a thorough observability and consistency analysis is required, since their linearized error system are dependent on the state trajectory or the IMU measurements.

VI. Conclusion

In this paper, we compare EKF-based flat foot filters for floating base estimation of humanoid robots, based on the choice of state and measurement representation, error-formulation and system dynamics representation. In order to aid the comparison with the state-of-the-art consistent filters such as observability-rules based OCEKF [2] and invariant filtering based InvEKF-F [5], we derive a few variants of previously proposed DILIGENT-KIO [6] based on the aforementioned modeling choices for estimator design. We notice that, the filters designed on matrix Lie groups that exploit a group-affine system dynamics structure tend to perform better as consistent estimators than the standard EKF and OCEKF counterparts. Future works may exploit the group-affine property for discrete-time systems [14] to extend DILIGENT-KIO to achieve autonomous error propagation.
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