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Time series analysis has proven to be a powerful method to characterize several phenomena in biology, neuroscience and economics, and to understand some of their underlying dynamical features. Several methods have been proposed for the analysis of multivariate time series, yet most of them neglect the effect of non-pairwise interactions on the emerging dynamics. Here, we propose a framework to characterize the temporal evolution of higher-order dependencies within multivariate time series. Using network analysis and topology, we show that our framework robustly differentiates various spatiotemporal regimes of coupled chaotic maps. This includes chaotic dynamical phases and various types of synchronization. Hence, using the higher-order co-fluctuation patterns in simulated dynamical processes as a guide, we highlight and quantify signatures of higher-order patterns in data from brain functional activity, financial markets and epidemics. Overall, our approach sheds light on the higher-order organization of multivariate time series, allowing a better characterization of dynamical group dependencies inherent to real-world data.

Complex networks have emerged as a powerful framework to investigate the structure and dynamics of many real-world systems and have helped to characterize several phenomena, including synchronization, diffusion and opinion formation.

Despite being widely considered the reference model for many real-world complex systems, networks are limited to describing interactions between two nodes at a time. This however clashes with the growing empirical evidence for group interactions in social systems, neuroscience, ecology and biology, where connections and relationships do not take place only between pairs of nodes but also as collective actions of groups of nodes. By taking into account the higher-order (group) interactions in more refined models, such as hypergraphs and simplicial complexes, several studies have shown that the presence of higher-order interactions substantially impacts the dynamics of interacting systems, ranging from alterations of synchronization and diffusion properties, to new collective dynamics in social and evolutionary processes.

Yet, measurements of pairwise or group interactions are rarely available. Hence, one must rely on indirect data, commonly extracted from time series of node activities, under the assumption that the system’s repertoire of spatiotemporal activity patterns encodes information about underlying interactions. Examples of these complex patterns are observed in brain’s neuronal activity, supporting a variety of motor and cognitive functions, or in financial markets, where partially synchronized patterns often reflect periods of financial stress. While the inference of pairwise interactions has a long history, researchers have only recently taken the first steps towards reconstructing or filtering higher-order interactions. In particular, methods relying on pairwise statistics might be insufficient as significant information can only be present in the joint probability distribution and not in the pairwise marginals, therefore failing at identifying higher-order behaviours. To date, it remains unclear to what degree the information encoded in multivariate time series (MTS) stems from independent individual entities or, rather, from their group interactions. Existing proposals to address this issue are limited in their capacity to describe either the temporality or the complexity of such higher-order interactions, with few exceptions. For instance, recent information theoretic methods characterized higher-order
dependencies in MTS by quantifying the intrinsic statistical synergy and redundancy in groups of interacting variables\textsuperscript{35,36}. Moreover, an approach\textsuperscript{37} rooted in random matrix theory has proven suitable to unveil the mesoscopic organization of correlation matrices. Yet, these methods hardly capture the information about the system dynamics, because they require integration over time. By contrast, tools of network neuroscience and signal processing easily deal with the dynamics of MTS\textsuperscript{38–42} but only focus on pairwise statistics, neglecting higher-order effects. As a result, a principled approach to quantify the instantaneous dynamics of groups of nodes and possibly infer its higher-order representation is missing.

Here, we propose a framework to characterize the instantaneous co-fluctuation patterns of signals at all orders of interactions (pairs, triangles, etc.), and to investigate the global topology of such co-fluctuations. We first demonstrate that, unlike traditional tools of time series analysis, higher-order measures reveal the subtleties of different spatiotemporal regimes displayed by canonical models of spatiotemporal chaos at the level of individual frames. We then use the insights from these synthetic models as a Rosetta Stone to interpret the higher-order structures reconstructed from time series concerning three real-world case studies: functional magnetic resonance imaging (fMRI) resting-state brain activity, stock option prices and the epidemiological incidence of various diseases in the United States. In all cases, we unveil additional higher-order information that is not captured at the node and dyadic network level, and highlight distinct topological dynamical regimes, which yield to instantaneous classification of the system’s states. Finally, we show how the inferred dynamical higher-order structure provides instantaneous topological snapshots of the spatial configuration of the system, which can be used for further tasks on real data sets, including detecting local integration of brain regions, exploring periods of financial crisis or classifying disease type from spatial spreading patterns.

**Results**

**Topological markers of higher-order structure in MTS**

Simplicial complexes are well suited as a modelling framework to describe the co-existence of pairwise and higher-order interactions\textsuperscript{43}. A $k$-simplex is a set of $k + 1$ vertices $\sigma = \{p_0, ..., p_k\}$. A collection of $\sigma$ is a simplicial complex $\mathcal{X}$ if, for each simplex $\sigma$, all its possible subfaces (defined as subsets of $\sigma$) are themselves contained in $\sigma$ (see Methods for details). Via this representation, it is then easy to distinguish between a group interaction among three elements, represented as a 2-simplex (or ‘filled’ triangle) $\{p_0, p_1, p_2\}$, and the three pairwise interactions between the nodes, that is, the collection of 1-simplices (edges) $\{p_0, p_1\}, \{p_0, p_2\}, \{p_1, p_2\}$. The relative importance of pairwise versus higher-order interactions can be encoded in weights over the simplices, resulting in the so-called weighted simplicial complexes.

We rely on this representation to describe the higher-order dependencies between time series. Our approach has four main steps: (1) We $z$-score the $N$ original time series (Fig. 1a) and calculate the element-wise product of the $z$-scored time series for all the $\binom{N}{k}$ $k$-order patterns (that is, edges, triangles, etc.). Here, the generic elements represent the instantaneous co-fluctuation magnitude between a $(k + 1)$-group interaction. (2) The resulting set of time series encoding the $k$-order co-fluctuations (that is, the so-called edge time series\textsuperscript{40}) in the case of 1-order co-fluctuation) are then $z$-scored across time to make products comparable across $k$-orders (Fig. 1b). At this point, a choice on how to assign signs to the resulting weights is required to distinguish fully concordant group interactions (all positive or negative fluctuations) from discordant ones (a mixture of positive and negative fluctuations) in a $k$-order product. Indeed, these two scenarios might end up having similar co-fluctuation $z$-scored values after a $k$-order product (with $k \geq 2$), even if they represent different regimes of group synchronization. Hence, we assigned positive signs to fully concordant group interactions and negative signs to discordant ones. The rationale behind the concordant mapping is such that any simultaneous increased (or decreased) activity relative to baseline (no matter the order of the co-fluctuation) is always marked as positive, therefore reflecting a synchronous co-activation pattern. This adjustment is particularly important for the simplicial filtration step, as detailed below. (3) For each time $t$, we condense all instantaneous $k$-order co-fluctuations in a single mathematical object, that is, a weighted simplicial complex $\mathcal{X}^\ell$ (Fig. 1c). (4) For each time, we construct a filtration $F(\mathcal{X}^\ell)$ (ref. 43), that is, a sequence of simplicial complexes $S_0 \subset S_1 \subset ... \subset S_l \subset S_\infty$ by sorting all $k$-order co-fluctuations by their weights (see Methods for details). The filtration proceeds in a top-down fashion from larger to smaller weights—in the spirit of persistent homology\textsuperscript{41,42}—so that, when $k$-order simplices are gradually included, topological holes start to appear in the simplicial complexes of $F$ and then potentially close (that is, descending from more coherent to less coherent patterns). Yet, to maintain valid simplicial complexes at each step of the filtration, only $k$-order simplices respecting the simplicial closure condition can be included. That is, simplices whose subfaces are already contained in the simplicial complex at the previous step. To preserve this property, whenever we would add a simplex that does not satisfy this requirement (for example, a triangle entering the complex before its edges), we consider it as a simplicial violation, and exclude it from the filtration. Note that such violating simplices can be considered as hyper-coherent structures, as their co-fluctuations are stronger than those of their subcomponents (see Fig. 1d and Methods for details). Note further that here we present results considering $k = 2$, so we take into account simplices only up to triangles. Nevertheless, our framework generalizes to $k \geq 3$. In summary, for each time $t$, our framework produces two outputs:

1. A list of violating triangles, $\Delta_v = \{(i,j,k), w_{ijk}\}$, induced by the simplicial closure condition. These are triangles whose weights co-fluctuate more than at least one of their corresponding edges. Intuitively, these triangles reflect higher-order states that cannot be captured by pairwise co-fluctuations. We then define the hyper-coherence indicator as the fraction of violating coherent triangles (that is, violating triangles with a weight greater than zero) over all the possible coherent triangles (that is, triangles with a weight greater than zero).

2. The simplicial filtration $F$, a sequence of inclusions of simplicial complexes—sorted according to coherent patterns—starting with the empty complex and ending with the entire simplicial complex (Fig. 1d, right). We then compute the persistent homology of $F$ to characterize the persistence of certain topological features such as connected components, one-dimensional (1D) cycles, three-dimensional (3D) cavities, etc.\textsuperscript{44,45}. Here, we focus on examining the 1D cycles in the filtration, that is, the persistent generators of the first homology group $H_1$, which provide insights about where and when higher synchronized regions emerge. The classical output of persistent homology is a barcode (or equivalently, a persistence diagram), which is a compressed summary describing how long 1D cycles live along $F$ (Supplementary Fig. S1). We rely on this object and define the hyper-complexity indicator as the Wasserstein distance\textsuperscript{46} between the persistence diagram of $H_1$ and the empty persistence diagram, corresponding to a space with trivial $H_1$ homology (see Methods for details). We then obtain a measure of the topological complexity of the landscape of coherent and incoherent co-fluctuations.

**Global and local topological markers classify different dynamical regimes**

To gain insights into the performance of our topological indicators, we show that the hyper-coherence and hyper-complexity distinguish different dynamical regimes generated by canonical models of spatiotemporal chaos. As a case study, we consider diffusively coupled
map lattices (CMLs)\(^4\), which are high-dimensional dynamical systems defined on discrete time and space, with continuous state variables. We consider a ring lattice with \(N\) sites and assume that the dynamical evolution of the system of the state \(x_i\) of each site \(i\) is the result of two different competing dynamics: an internal chaotic dynamic, and an external diffusive coupling dynamic among the first nearest-neighbour sites. Their dynamics can be expressed as

\[
x_i(t + 1) = (1 - \epsilon)f[x_i(t)] + \frac{\epsilon}{2} (f[x_{i-1}(t)] + f[x_{i+1}(t)]),
\]

where \(i = 1, 2, \ldots, N\), \(\epsilon \in [0, 1]\) is the coupling strength and \(f[x]\) is generally a chaotic map. In our simulations, we considered the logistic map, that is \(f[x] = 1 - 1.75x^2\). It is well established\(^4\) that, by changing the values of \(\epsilon\), CMLs exhibit several spatiotemporal patterns, including different degrees of synchronization and dynamical phases such as fully developed turbulence (FDT, a phase with incoherent spatiotemporal chaos and high dimensional attractors), pattern selection (PS, a phase with suppression of chaos in favour of a randomly selected periodic attractor, reflecting quasi-periodic behaviours) and different forms of spatiotemporal intermittency (STI, chaotic pseudo-phases with low-dimensional attractors interpolating between FDT and PS). Moreover, we highlight two other phases: Brownian motion with defects (BMWD, a phase where defects fluctuate chaotically akin to Brownian motion) and defect turbulence (DT, a phase where many defects are generated and turbulently collide together)\(^5\).

Figure 2 summarizes the results of our higher-order approach when applied to these synthetic MTS with \(N = 119\) nodes and \(T = 1,200\), obtained by concatenating five dynamical phases of CMLs with fixed time length \(L = 240\). Remarkably, the hyper-coherence indicator (Fig. 2a) clearly distinguishes the different phases of the CMLs, while preserving the ranking between ordered and disordered states. It assigns high values to fully and partially synchronized regimes, while chaotic regimes exhibit lower values of hyper-coherence. Interestingly, while this indicator provides only global information, refined information can be obtained by projecting the magnitudes of the list of violating triangles \(\Delta_v\) onto the complex before its edges) are marked as simplicial violations \(\nabla\). For simplicity, we set \(k = 2\) for \(c\) and \(d\).

---

**Figure 1** Higher-order structure of MTS: schematic representation. a. We start by extracting different co-fluctuation patterns according to their order from the ‘raw’ time series \(\{x_i\}_{i=1,\ldots,N}\). The generic element of a \(k\)-order co-fluctuation pattern is calculated by \(z\)-scoring each time series and performing an element-wise product of \(k + 1\) time series. We further \(z\)-score each of these group product time series so that the magnitude of the time-resolved co-fluctuation is comparable across group size (that is, pairs, triangles, etc.). To distinguish concordant group interactions from discordant ones, we impose that concordant signs are always positively mapped, while discordant signs are negatively mapped. b. For each time frame \(t\), a weighted simplicial complex is constructed by merging together all the \(k\)-order co-fluctuations. d. Finally, a weight filtration made of all the \(k\)-order co-fluctuations allows the identification of weighted holes when \(k\)-order patterns are gradually included. To maintain valid simplicial complexes at each step of the filtration, only \(k\)-order simplices respecting the simplicial closure condition can be included, while those simplices violating such a condition (e.g., a triangle entering the complex before its edges) are marked as simplicial violations \(\nabla\). For simplicity, we set \(k = 2\) for \(c\) and \(d\).
homological generators. Remarkably, also these distributions change their overall shape as we move from periodic to chaotic MTS but preserving the rank between order and disorder.

We quantitatively assess the capacity of our higher-order indicators to differentiate between dynamical regimes with the intraclass correlation coefficient (ICC)\(^{50}\), a statistical measure used to determine the agreement between ratings/scores of different groups. In other words, the stronger the agreement between groups, the higher the ICC value. Figure 3 reports the comparison of several approaches when differentiating the five regimes of CML. We find that both our higher-order measures (in Fig. 3a only hyper-coherence is shown) have high ICC values (that is, approximately 0.95 and 0.96 for hyper-coherence and hyper-complexity, respectively). For a commonly used temporal low-order measure, the root sum square (RSS) statistic\(^{41}\), which accounts for the magnitude of peak amplitude in all the 1-order co-fluctuations, that is, the edge time series (see Methods for the definition of downwards projections), the edge weight distribution \(P(w_{ij})\) reflects the nature and the ‘ranking’ of the different dynamical regimes from ordered to disordered. c, d. The temporal evolution of the hyper-complexity indicator (c), and the distribution of weights \(P(\bar{w}_{ij})\) of the homological scaffold constructed from the persistent homology generators of \(H_1\) (d) also mirror the different nature of the dynamical regimes. For comparison, a and c show the same indicators for a null model obtained when reshuffling without any constraint the MTS (grey curve). Shaded regions and error bars represent the s.d. across 100 independent realizations.

Fig. 2 | Global and local higher-order indicators distinguish the dynamical regimes of coupled chaotic maps. a. The temporal evolution of the hyper-coherence indicator for an MTS with \(N = 119\) nodes and \(T = 1,200\), obtained by concatenating five different CML regimes with fixed time length \(L = 240\) (from order to disorder): PS at \(\varepsilon = 0.12\), BMWD at \(\varepsilon = 0.08\), STI II at \(\varepsilon = 0.3\), DT at \(\varepsilon = 0.068\) and FDT at \(\varepsilon = 0.05\) (ref. \(^{48}\)), for which a transient of \(10^5\) time points has been removed. A sample of such MTS is reported in Supplementary Fig. S2, while the effect of the \(z\)-score is studied in Supplementary Fig. S3. b. Notably, when projecting the list of violating triangles \(\Delta_v\) as a weighted graph (see Methods for the definition of downwards projections), the edge weight distribution \(P(w_{ij})\) reflects the nature and the ‘ranking’ of the different dynamical regimes from ordered to disordered. c, d. The temporal evolution of the hyper-complexity indicator (c), and the distribution of weights \(P(\bar{w}_{ij})\) of the homological scaffold constructed from the persistent homology generators of \(H_1\) (d) also mirror the different nature of the dynamical regimes. For comparison, a and c show the same indicators for a null model obtained when reshuffling without any constraint the MTS (grey curve). Shaded regions and error bars represent the s.d. across 100 independent realizations.
Real-world complex systems exhibit non-trivial hyper-coherence structure

As examples of real-world applications, we consider our framework on fMRI signals from the Human Connectome Project (HCP)\textsuperscript{52}, on prices of financial assets in the New York Stock Exchange (NYSE)\textsuperscript{54} and on historical data of infectious diseases in the United States\textsuperscript{53}.

For the human brain data, we consider resting-state fMRI signals of 100 unrelated subjects, employing a cortical parcellation of 100 cortical\textsuperscript{55} and 19 sub-cortical brain regions as provided by the HCP release\textsuperscript{55}, for a total of $N = 119$ regions of interest (ROIs). For the financial data, we analyse the daily evolution of $N = 119$ U.S. stock prices from the NYSE over the period 2000–2021. Finally, for the epidemiological data set, we investigate the weekly number of cases at the U.S. state level ($N = 50$) for seven infectious diseases (see Methods for details on the data sets).

Figure 4 reports the distributions of the hyper-coherence for the CML regimes and the three data sets. For comparison, we plot the null models obtained by independently reshuffling synthetic and real-world MTS. Interestingly, these distributions are all statistically distinct from the corresponding null models ($P < 10^{-10}$, with the Kolmogorov–Smirnov test), yet they exhibit specific profiles that strongly differ from each other. In the epidemiological data, it is possible to differentiate the diseases by coarsely comparing the corresponding hyper-coherence distributions. These distributions, in fact, reflect the unique higher-order spatiotemporal patterns inherent to the evolution of the disease. For the financial system, by contrast, we obtain a bimodal distribution mirroring the dichotomy between financial periods of crisis and stability. That is, economic crises are typically characterized by increased synchronization, whereas periods of financial stability seem to unfold in a more chaotic fashion. Moreover, armed with the CML interpretational benchmarks, we find that, during rest, the human brain is mostly associated with chaotic states and few partially synchronized states, in agreement with studies on resting-state brain dynamics\textsuperscript{56–58}.

Hyper-complexity decomposition provides detailed information about dynamical regimes

To characterize the evolution of 1D homological generators in the landscape of co-fluctuations, it is possible to decompose the hyper-complexity indicator into three contributions. That is, as we track the evolution of 1D cycles along the filtration, we focus on 1D cycles that are created and closed only by fully coherent structures, that is, edges and triangles having weights larger than zero, which we denote as a full coherence (FC) contribution; 1D cycles created only by coherent structures and closed by decoherent ones (that is, edges and triangles with weights smaller than zero), which we denote as a coherence transition (CT) contribution; and finally, 1D cycles created only by the fully decoherent structures, which we denote as a full decoherence (FD) contribution. By construction, the three contributions sum up to the total hyper-complexity. We show an illustrative example in Supplementary Fig. S1.

Figure 4b shows the three fractional contributions in a triangular representation. In this space, a point is placed at the bottom left corner if all the 1D cycles are formed and closed only by FC structures. Likewise, the bottom right corner (resp. top corner) corresponds to an exclusive contribution from FC (resp. CT) structures. Whenever the hyper-coherence indicator splits into similar FC and FD contributions, the point is placed between the corresponding corners,
so that its position reflects the relative importance of the contributions. For example, a point would be at the centre of the triangle if the hyper-complexity indicator were split into three equal contributions from FC, CT and FD. Note that such decomposition carries completely different information with respect to the hyper-coherence indicator, and yet we draw analogies similar to the results presented in the previous section.

Indeed, when examining the different contributions of the hyper-complexity indicator in synthetic signals, we find that all CML dynamical regimes separate into different clusters. Partially synchronized signals are characterized by a mixture of FC and CT contributions, while chaotic signals are mainly determined by FC and FD (Fig. 4b, left). In comparison, for the human brain at rest, we find that most of the states are positioned between chaotic and partially synchronized regimes. This is in agreement with the results obtained when considering the hyper-coherence indicator, which provides information of a different nature. That is, it is only based on the number of simplicial violations.

**Real-world applications of higher-order topological markers**

We now report some representative applications when considering higher-order measures on a more local level, which are not deducible from lower-order approaches (see Supplementary Figs. S11 and S12 and Supplementary Table S1 for comparison). Our goal is to characterize the higher-order states with the largest level of synchronization in both resting-state brain data and financial systems. To this end, in the context of the human brain, we isolated the top 15% most coherent frames, which are associated with a more synchronized dynamical phase. Figure 5a reports a brain map of the most discriminative nodes by projecting the magnitudes of the violating triangles $\Delta v$ on a nodal level (see Methods for details and Supplementary Fig. S13 for comparisons at other percentages). This is equivalent to considering the nodal strength extracted from $\Delta v$. In other words, regions with the highest absolute value are the ones belonging to the most coherent higher-order structures. We find that activity patterns with emphasized synchronized co-fluctuations mainly reflect sensorimotor areas, which belong to one of the well-known substrates present in the resting-state network. This is confirmed when considering the histogram reporting the mean coherence within the seven canonical functional networks (see also Supplementary Fig. S14 for the effects of higher-order indicators between the functional networks).

Figure 5b reports the temporal evolution of the nodal strength extracted from $\Delta v$, but aggregated at the level of industrial sectors, for
Within Yeo’s seven canonical functional networks, the box plots report the mean coherence of the top 15% most coherent frames, which are the ones associated with a more synchronized dynamics during rest. The box plots report the mean coherence within Yeo’s seven canonical functional networks: visual (VIS), somatomotor (SM), dorsal attention (DA), ventral attention (VA), limbic (L), frontoparietal (FP) and default mode network (DMN), where the box denotes the interquartile range (IQR), the horizontal bar indicates the median and the whiskers include the 25th and 75th percentiles.

The nodal strength extracted from the violating triangles $Δv_i$ can be used to track the importance of higher-order structures in time. A. Brain map of the nodes involved in higher-order co-fluctuations obtained when isolating the top 15% most coherent frames, which are the ones associated with a more synchronized dynamics during rest. The box plots report the mean coherence of the top 15% most coherent frames, which are the ones associated with a more synchronized dynamics during rest. The box plots report the mean coherence within Yeo’s seven canonical functional networks: visual (VIS), somatomotor (SM), dorsal attention (DA), ventral attention (VA), limbic (L), frontoparietal (FP) and default mode network (DMN), where the box denotes the interquartile range (IQR), the horizontal bar indicates the median and the whiskers include the 25th and 75th percentiles.

The temporal evolution of the nodal strength of violating triangles $Δv_i$ at the level of industrial sectors discriminates crises from periods of financial stability. C. The brain map obtained when selecting the 15% of the frames with lowest hyper-complexity mainly encompasses the DMN, as confirmed by its high mean nodal score. D. The temporal evolution of the nodal strength of the homological scaffold provides finer details on the downturns in certain economic sectors. Note that, from a topological perspective, the nodal strength extracted from the homological scaffold provides information about 1D loops in the space of co-fluctuations.

The highest values capture the onset of the major periods of financial instability (2002, corresponding to the market downturn, and 2007–2008, corresponding to the great recession that took place as a consequence of the subprime mortgage crisis), which are characterized by an increased synchronization of stock prices, which distinguishes them from the unsynchronized intervals of 2002–2007 and 2013–2018, which in turn corresponds to more stable periods of the economy.

Similar analyses can be produced by focusing on the hyper-complexity indicator and the nodal strength of the homological scaffold constructed from the persistent homology generators of $H_j$ (see Methods for details). In particular, Fig. 5c depicts the brain map obtained when isolating the 15% of frames with lowest hyper-complexity, which are those associated with more synchronized dynamical phases. Here, the highest absolute values are the ones associated with the default mode network (DMN), which is known for being the most active network during wakeful rest.

By contrast, for the financial data in Fig. 5d, the temporal evolution of the nodal strength of the homological scaffold provides fine details on the downturns in certain economic sectors. For instance, consumer goods, basic materials and oil/gas are the main sectors affected by the great recession of 2007.

Finally, we highlight that higher-order indicators can be further used to classify disease type from spatial spreading patterns. Owing to space limitations, we report these results only in Supplementary Fig. S15 and Supplementary Table S2.

Discussion

Inferring the dynamics of higher-order structures in MTS is of utmost importance in many complex systems. However, higher-order network measurements are often inaccessible. Our approach provides the first flexible method to dynamically reconstruct higher-order interactions from nodal-based MTS.

As a starting benchmark, we have validated our method against signals whose underlying dynamics is well known. In particular, differently from various lower-order statistics, the proposed higher-order indicators robustly separate several dynamical phases in high-dimensional coupled chaotic maps, which appear to be distinguishable only through the financial time series.
methods based on higher-order statistics\textsuperscript{41} (Supplementary Figs. S4 and S5). This provides further empirical evidence on the need for higher-order approaches to identify higher-order behaviours\textsuperscript{31}.

When analysing real-world data, we found that, during rest, the human brain higher-order dynamics mainly oscillates between turbulence and partial synchronization. This is in agreement with recent studies supporting that the human brain operates in a turbulent regime\textsuperscript{46}, at the edge of criticality\textsuperscript{62}, which is thought to confer significant information processing advantages\textsuperscript{43}. Moreover, when analysing brain states on a finer scale, we found two notable aspects. On the one hand, the maximally coherent higher-order structures reflect sensorimotor areas, which belong to one of the well-known substrates present in the resting-state brain network architecture\textsuperscript{45}. On the other hand, when examining the hyper-complexity marker at its lowest points, we found that the nodal projection coarsely captures the DMN, which is known to integrate high- and low-order information in human brain networks\textsuperscript{63}. Hence, our two proposed markers provide complementary insights, which are not trivially deducible from an edge-wise approach (Supplementary Figs. S11 and S12), on how the brain network segregates and integrates higher-order information over time\textsuperscript{34,44}.

In financial time series, instead, we provided evidence that the magnitude of higher-order structures efficiently discriminate crises from periods of financial stability, which cannot be obtained from different null models (Supplementary Fig. S8). In particular, maximally coherent higher-order structures emerge in correspondence with major financial crises, mirroring the increase of synchronous co-activation patterns. While this is not new in the literature\textsuperscript{34,44,45}, we stress that, unlike our method, most of those previous approaches rely on correlation matrices estimated over sliding time windows\textsuperscript{36}, therefore neglecting the information that one might want to capture at the level of individual frames (for example, in high-frequency trading\textsuperscript{29}). When examining the hyper-complexity indicator at its lowest points, topological markers capture refined information regarding the different role of industrial sectors during crises, revealing strong variations in time and high heterogeneity across different industries\textsuperscript{62}, which suggests their potential to identify the building up of systemic risk\textsuperscript{48}.

Taken together, here we have developed a new flexible tool to provide framework estimates of higher-order structures in MTS. We believe that our framework can be used effectively in all situations where the dynamics of signals is poorly understood or unknown, paving the way towards further applications in the fields of biology, social sciences or clinical neuroscience.
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Methods

Higher-order topology of MTS

Consider an $N$-dimensional real-valued time series $\{x_i(t)\}_{i=1}^N$ with $T$ time points, where the generic time series $x_i = \{x_i(1), x_i(2), \ldots, x_i(T)\}$ is usually measured empirically or extracted from an $N$-dimensional deterministic/stochastic dynamical system. It is well established that it is possible to construct correlation matrices by estimating the statistical dependency between every pair of time series $x_i$ and $x_j$ (once they have been z-scored) by estimating their element-wise product. That is, for every pair of time series, a new time series encodes the magnitude of co-fluctuation between those signals resolved at every moment in time. We generalize such a concept to the case of higher-order interactions, that is, triangles, tetrahedron, etc. We first z-score each original time series $x_i$, such that $z_i = \frac{\sum x_i(t) - \mu_i}{\sigma_i}$, where $\mu_i$ and $\sigma_i$ are the time-averaged mean and s.d. We can then calculate the generic element at time $t$ of the $z$-scored $k$-order co-fluctuations between $(k + 1)$ time series as

$$\xi_{0,\ldots,k}(t) = \frac{\prod_{p=0}^{k} z_{i_p}(t) - \mu}{\sigma \prod_{p=0}^{k} z_{i_p}}$$

where also in this case $\mu$ and $\sigma$ are the time-averaged mean and s.d. functions. To differentiate concordant group interactions from discordant ones in a $k$-order product, concordant signs are always positively mapped, while discordant signs are negatively mapped. Formally,

$$\text{sign}[\xi_{0,\ldots,k}(t)] := (-1)^{\text{sgn}(1-\Delta v_k(x_i,t))}$$

where $\text{sgn}[]$ is the sign function of a real number. In other words, the weight $w_{0,\ldots,k}(t)$ at time $t$ of the $k$-order co-fluctuations is defined as

$$w_{0,\ldots,k}(t) = \text{sign}[\xi_{0,\ldots,k}(t)]|\xi_{0,\ldots,k}(t)|.$$

If we compute all the possible products up to order $k$, this will result in $(\binom{N}{k})$ different co-fluctuation time series for each order $k$.

For each time $t$, we condense all the different $k$-order co-fluctuations into a weighted simplicial complex $\mathcal{X}^k$. Formally, a $(d - 1)$-dimensional simplex $\sigma$ is defined as the set of $d$ vertices, that is, $\sigma = \{p_0, p_1, \ldots, p_d\}$. A collection of simplices is a simplicial complex $\mathcal{X}$ if, for each simplex $\sigma$, all its possible surfaces (defined as subsets of $\sigma$) are themselves contained in $\mathcal{X}$ (ref. 72). Weighted simplicial complexes are simplicial complexes with assigned values (called weights) on the simplices.

For simplicity, in this work, we only consider co-fluctuations of dimension up to $k = 2$, so that triangles represent the only higher-order structures in the weighted simplicial complex $\mathcal{X}$ while weights on the simplices, that is, $w_{ij}$ and $w_{ijk}$, represent the magnitude of edge and triangle co-fluctuations.

Note finally that, to compare our approach with the edge-based approach, we employed the RSS of the edge time series $e_{ij}(t)$, which can be used as a direct proxy of the amplitude of the collective co-fluctuations of the edge time series. In other words, we compute the amplitude of the edge time series as the root sum of squared co-fluctuations, that is,

$$\text{RSS}(t) = \sqrt{\sum_{i,j} e_{ij}^2(t)}$$

where the vector $e_{ij} = z_i z_j$ is the 1-order co-fluctuation (that is, the edge time series) obtained as a product of the $z$ scores of the original time series.

Hyper-coherence and hyper-complexity

To analyse the structure of the weighted simplicial complex $\mathcal{X}^k$ across multiple scales, we consider a topological data analysis approach, which has been shown to unveil new dynamical properties of different complex systems. In particular, we rely on persistent homology, which is a recent technique in computational topology that has been largely used for the analysis of high-dimensional data sets and in disparate applications. The central idea is the construction of a sequence of simplicial complexes that approximates with increasing precision the original weighted simplicial complex. This sequence of simplicial complexes, that is, $\mathcal{X}^k = \mathcal{X}^k_0 \subset \mathcal{X}^k_1 \subset \ldots \subset \mathcal{X}^k_T$, is such that $\mathcal{X}^k_i \subset \mathcal{X}^k_j$ whenever $i < j$ and is called a filtration. In our case, we construct a filtration building upon these steps:

- Sort the weights of the links and triangles in a decreasing order. The parameter $e_i \in \mathbb{R}$ scans the sequence. Equivalently, $e_i$ is the parameter that keeps track of the actual weight as we gradually scroll the list of weights.
- At each step $i$, remove all the triangles that do not satisfy the simplicial closure condition, that is, $\exists (i,j,k): w_{ijk} < w_{i\mu}$. This triangles are considered as a violation and inserted, along with the corresponding weights, into the list of violations $\Delta_i = \{(i,j,k), w_{ijk}\}$. The remaining links and triangles with a weight larger than $e_i$ belong to the simplicial complex $\mathcal{X}^k_i$.

We then define the hyper-coherence indicator as the fraction of violating coherent triangles (that is, violating triangles with a weight greater than zero) over all the possible coherent triangles (that is, triangles with a weight greater than zero). Notice also that, when identifying each violating triangle (by checking whether the triangle is entering the complex before its edges), we can keep track of the number of its edges $e_i \in \{0, 2\}$ that are already in the complex. We can then define the average edge violation indicator as the total number of those edges $e_i$ averaged over all the violating triangles.

Persistent homology studies the changes of the topological structure along the filtration $\mathcal{X}^k_i$ and provides a natural measure of robustness for the topological features emerging across different scales. In particular, it is possible to keep track of these topological changes by looking at each $k$-dimensional cycle in the homology group $H_k$. In our case, we focus on the 1D holes (that is, loops), therefore analysing the homology group $H_1$. More precisely, at each step of the filtration process, a generator $\gamma$ uniquely identifies a 1D cycle by its constituent elements. The importance of the one-dimensional hole $g$ is encoded in the form of ‘time stamps’ recording its birth $b_g$ and death $d_g$ along the filtration $\mathcal{X}^k_i$. These two time stamps can be combined to define the persistence $\pi_g = d_g - b_g$ of the one-dimensional cycle, which gives a notion of its importance in terms of its lifespan.

A typical way to visualize the results of the persistent homology group $H_1$ is through multiset points in the two-dimensional persistence diagram. In this diagram, each point $(b_g, d_g)$ represents a one-dimensional hole $g$ that appears across the filtration. As a consequence, this diagram is a compressed summary describing how long 1D cycles live along the filtration and can be used as a proxy of the ‘complexity’ of the underlying space. In fact, the sum of the persistences of the homological generators of $H_1$ can be seen as the distance of the topological space from the trivial space (that is, the space without $(k + 1)$-dimensional holes). In our case, we define the hyper-complexity indicator as the Wasserstein distance between the persistence diagram of $H_1$ and the empty persistence diagram corresponding to a space with trivial $H_1$ homology. Finally, note that in Supplementary Fig. S16, we briefly investigate the presence of 1D cycles and 3D cavities in the context of CML when extending our framework to four-body interactions.

Homological scaffold and lower-order projections

To obtain a finer description of the topological features present in the persistence diagram, we consider the persistence homological scaffold.
as proposed in ref. 8. In a nutshell, this object is a weighted network composed of all the cycle paths corresponding to generators $g_i$ weighted by their persistence $\pi_i$. In other words, if an edge $e$ belongs to multiple one-dimensional cycles $g_0, g_1, \ldots, g_n$, its weight $w_e$ is defined as the sum of the generators' persistence:

$$w_e = \sum_{g_i \in \pi_e} \pi_i.$$  

The information provided by the homological scaffold allows us to decipher the role that different links have regarding the homological properties of the system. A large total persistence $\pi_e$ for a link $e$ implies that such link acts as a locally strongly bridge in the space of coherent and decoherent co-fluctuations.

Lastly, to analyse the information provided by the list of violations $\Delta$, on an edge/node level, we rely on down projections. That is, for each edge $ij$, we assign a weight $w_{ij}$ equal to the average sum of the weights of triangles defined by that edge, that is, triangles of the form $(i, j, \cdot)$ with a weight $w_{ij}$ and the average is computed over the number of triangles $n_i$ defined by that edge. Similarly, we define the nodal strength $w_i$ of node $i$ as the sum of weights of the triangles connected to node $i$ after the edge projection. In the case of the homological scaffold, since it is a weighted network, the node strength $w_i$ of node $i$ is defined, in the classical way $\bar{w}_i$, as the sum of the weights of edges connected to the node $i$.

**Real-world data sets**

We analysed three data sets belonging to different domains. Specifically, we considered fMRI resting-state data from the HCP (http://www.humanconnectome.org/), the stock prices of the NYSE financial market obtained from the Yahoo! Finance application programming interface, and the historical data of several infectious diseases in the United States.

The fMRI data set used in this work consists of resting-state data from 100 unrelated subjects (54 females and 46 males; mean age $29.1 \pm 3.7$ years) as provided at the HCP 900 subjects data release. We added some extra steps to the HCP minimal preprocessing pipeline. First, we applied a standard general linear model regression that included: detrending and removal of quadratic trends; removal of motion regressors and their first derivatives; removal of white matter, cerebrospinal fluid signals and their first derivatives; and global signal regression (and its derivative). Second, we bandpass filtered the time series in the range of 0.01–0.15 Hz. Last, the voxel-wise fMRI time series were averaged into the time series in the range of 0.01–0.15 Hz. Lastly, the voxel-wise fMRI data set used in this work is available at: https://github.com/andresantonio/RHOSTS as well as a maintained version on E.A.’s GitHub page (https://github.com/eamico).

The code used in this work is available at: https://github.com/andresantonio/RHOSTS as well as a maintained version on E.A.’s GitHub page (https://github.com/eamico).
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