Abstract

This paper focuses on improving face recognition performance by a patch-based 1-to-N signature matcher that learns correlations between different facial patches. A Fully Associative Patch-based Signature Matcher (FAPSM) is proposed so that the local matching identity of each patch contributes to the global matching identities of all the patches. The proposed matcher consists of three steps. First, based on the signature, the local matching identity and the corresponding matching score of each patch are computed. Then, a fully associative weight matrix is learned to combine the global matching identities of each patch and obtain a final matching identity. The proposed matcher has been integrated with the UR2D system for evaluation. The experimental results indicate that the proposed matcher achieves better performance than the current UR2D system. The Rank-1 accuracy is improved significantly by 3% and 0.55% on the UHDB31 dataset and the IJB-A dataset, respectively.

1. Introduction

Face recognition is one of the major visual recognition tasks in the fields of biometrics, computer vision, image processing, and machine learning. In recent years, most of the significant advances in visual recognition have been achieved by deep learning models, especially deep Convolutional Neural Networks (CNNs) [26, 9, 35]. CNN was first proposed in the late 1990s by LeCun et al. [19, 18], but was quickly overwhelmed by the combination of other shallow descriptors (such as SIFT, HOG, bag of words) with Support Vector Machines (SVMs). With the increase of image recognition data size and computation power, CNN has become more and more popular and dominant in the last five years. Krizhevsky et al. [16] proposed the classic eight-layer CNN model (AlexNet) with five convolutional and three fully connected layers. The model is trained via back-propagation through layers and performs extremely well in domains with a large amount of training data. Since then, many new CNN models have been constructed with larger sizes and different architectures to improve performance. Simonyan et al. [29] explored the influence of CNN depth by an architecture with small convolutional filters (3 x 3). They achieved a significant improvement by pushing the depth to 16-19 layers in a VGG model. Szegedy et al. [34] introduced GoogLeNet as a 22-layer Inception network, which achieved impressive results in both image classification and object detection tasks. He et al. [11] proposed Residual Network (ResNet) with a depth of up to 152 layers, which set new records for many image recognition tasks. Furthermore, He et al. [10] released a residual network of 1,000 layers with a new residual unit that makes training easier and improves generalization.

In the recent years, many CNNs have been introduced in face recognition and have achieved a series of breakthroughs. Similar to image recognition, effective CNNs require a larger amount of training images and larger network sizes [47]. Yaniv et al. [36] trained the DeepFace system with a standard eight-layer CNN using 4.4M labeled face images. Sun et al. [33, 31, 32] developed the Deep-ID systems with more elaborate network architectures and fewer training face images, which achieved better performance than the DeepFace system. FaceNet [27] was introduced with 22 layers based on the Inception network [34, 45]. It was trained on 200M face images and achieved further improvement. Parkhi et al. [25] introduced the VGG-Face network with up to 19 layers adapted from [29], which was trained on 2.6M images. This network also achieved comparable results and has been extended to other applications. To overcome the massive request of labeled training data, Masi et al. [24] proposed to use domain-specific data augmentation, which generates synthesis images for the CASIA WebFace collection [43] based on different facial appearance variations. Their results trained with ResNet match the state-of-the-art results reported by the networks trained on millions of images.

In order to overcome pose variations, Xu et al. [41] pre-
presented the evaluation of a pose-invariant 3D-aided 2D face recognition system (UR2D) that is robust to pose variations as large as 90°. Different CNNs are integrated in face detection, landmark detection, 3D reconstruction, and signature generation. The texture-lifted image is divided into multiple patches for signature generation. Then, the similarity scores of all the patches are combined with occlusion information to obtain a final similarity score for each pair of gallery and probe matching. The rank-1 matching identity of a probe is obtained with the maximum similarity score over the whole gallery in 1-to-N matching. However, there are two major limitations in the current matcher of UR2D system: (a) the facial patches are considered separately, the correlations between these patches are ignored; (b) the similarity scores of all the patches are added directly, the differences between these patches are neglected.

This paper overcomes the limitations (a) and (b) by introducing patch correlation learning in signature matching. The two terms “local matching” and “global matching” are used to refer the matching result before and after fully associative learning, respectively. Given a probe signature and gallery signature list, the local matching identity and score of each patch are first computed based on its patch signature. Then, a fully associative weight matrix is learned to update the local matching identity and score of each patch and obtain the global matching identity and score. The term “fully associative” is derived from the fact that each patch’s local matching identity has its contributions to the global matching identities of all the patches. This way if one patch is occluded or mismatched, its matching score will be decreased by using the fully associative weight matrix. Meanwhile, the correct matching patches will be boosted. Furthermore, the \( \ell_1 \)-regularized weighting is applied to combine the global matching identity of each patch rather than directly summing up the similarity score of each patch. The procedure of the proposed patch-based matcher is shown in Figure 1.

The contribution of this paper is improving face recognition signature matching by introducing two techniques: (i) actively associating the patch correlations by proposing a fully associative model to learn the correlations of matching results between different facial patches. The fully associative weight matrix is learned based on the kernel trick. (ii) improving the final matching accuracy by introducing the \( \ell_1 \)-regularized weighting-based method to combine the global matching results of all the patches.

The rest of this paper is organized as follows: Section 2 presents the related work. Section 3 describes the signature. Section 4 introduces the proposed signature matcher. The experimental design, results, and analysis are presented in Section 5. Section 6 concludes the paper.

2. Related work

In the history of face recognition, both global and local methods have been developed. Global methods learn discriminative information from the whole face image, such as subspace methods \([37] [3]\), Sparse Representation based Classification (SRC) \([40] [42] \) and Collaborative Representation based Classification (CRC) \([52] [46] \). Although global methods have achieved great success in controlled environments, they are sensitive to the variations of facial expression, illumination and occlusion in uncontrolled real-world scenarios. Proven to be more robust, local methods extract features from local regions. The classic local features include Local Binary Patterns (LBP) \([1] [21] \), Gabor features \([51] [30] \), Scale-Invariant Feature Transform (SIFT) \([22] [4] \), gray values, and CNN features. In local methods, more and more efforts focus on patch (block) based methods, which usually involve steps of local patch partition, local feature extraction, and local prediction combination. With intelligent combination, these methods weaken the influence of variant-prone or occluded patches and combine the prediction of invariant or unoccluded patches. Martinez \([23] \) proposed to divide face images into several local patches and model each patch with a Gaussian distribution. The final prediction is reached by summing the Mahalanobis distance of each patch. Wright et al. \([40] \) extended SRC into a patch version that achieved better performance by a voting ensemble. Taking into account the global holistic features, Su et al. \([46] \) developed a hierarchical method that combines both global and local classifiers. Fisher linear discriminant classifiers are applied to global Fourier transform features and local Gabor wavelet features. A two-layer ensemble is proposed to obtain the final prediction. To overcome the impact of patch scale, Yuk et al. \([44] \) proposed a Multi-Level Supporting scheme (MLS) with multi-scale patches. First, Fisherface based classifiers are built on multi-scale patches. Then, a criteria-based class candidate selection technique is designed to fuse local prediction. Zhu et al. \([52] \) developed Patch-based CRC (PCRC) and Multi-scale PCRC (MPCRC). The constrained \( \ell_1 \)-regularization is applied to combine each patch’s local prediction. Zhang et al. \([48] \) developed a patch-based hierarchical multi-label method for face recognition. A face image is divided into multi-level patches iteratively and labeled with hierarchical labels. The hierarchical relationships defined between local patches are used to obtain the global prediction of each patch. The drawback of most previous patch-based methods is that they rely on shallow features, rather than deep features.

The proposed method is also related to the Hierarchical Multi-label Classification (HMC) problem, where each sample has more than one label and all the labels are organized hierarchically in a tree or Direct Acyclic Graph (DAG) \([28] \). Label correlations in tree and DAG structures
are used to improve classification performance \[38, 49\]. However, these methods were developed for multi-label classification problems, rather than single label matching.

3. Signature

Given an input face image, the pipeline of UR2D follows: face detection, landmark detection, pose estimation, 3D reconstruction, texture lifting, signature generation, and signature matching. Here focuses on the signature generation part, please refer to Xu et al. \[41\] for more details. The signature of each face image is extracted from its texture-lifted image. Facial texture lifting is a technique that lifts the pixel values from the original 2D images to a UV map \[14\]. Given an original image, a 3D-2D projection matrix \[6\], a 3D AFM model \[13\], it first generates the geometry image, each pixel of which captures the information of an existing or interpolated vertex on the 3D AFM surface. With the geometry image, a set of 2D coordinates referring to the pixels on an original 2D facial image is computed. Thus, the facial appearance is lifted and represented into a new texture image. The 3D model and a Z-Buffer technique are applied to estimate the occlusion status for each pixel. This process also generates an occlusion mask.

In UR2D, two types of signatures can be extracted \[6\] Pose Robust Face Signature (PRFS) and Deep Pose Robust Face Signature (DPRFS). Both PRFS and DPRFS are patch-based signature. In PRFS, the facial texture image and the self-occlusion mask image are first divided into 64 non-overlapping local patches. Then, on each local patch, the discriminative DFD features \[20\] are extracted. Also a self-occlusion encoding is computed. Based on CNN features, DPRFS achieves better performance. In DPRFS, the facial texture image and the self-occlusion mask image are first divided into eight partially-overlapping local patches. The mouth patch is ignored due to expression variations. Then, a ResNet model is trained for each patch based on softmax loss and center loss. The signature consists of two parts: feature matrix and occlusion encoding. Figure 2 depicts the procedure of signature generation based on DPRFS. Let \(E = \{e_{ij}\}_{b \times m} = \{E_1, E_2, ..., E_m\}\) represent a feature matrix, where each value \(e_{ij}\) represent the \(i^{th}\) feature of the \(j^{th}\) patch while \(b\) and \(m\) represent the number of features and the number of patches, respectively. The feature vector of the \(i^{th}\) patch is presented by \(E_i\). The occlusion encoding is represented by \(O = \{o_1, o_2, ..., o_m\}\), where \(o_j\) is a binary value indicating whether the \(j^{th}\) patch is non-occluded. Based on the occlusion encoding of each patch, all the feature vectors are combined selectively during matching. Let \(S = \{E, O\}\) represent the signature based on DPRFS. The \(S\) signature size is \(8 \times 512 + 8\). The same preprocessing and DPRFS signature generating process are followed as the UR2D system, summarized in Algorithm 1. Improving the signature matching process will be introduced in the next section.
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**Figure 1:** Depicted the procedure of the proposed patch-based 1-to-N matcher.
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**Figure 2:** Depicted the procedure of DPRFS-based signature generation.

---

**Algorithm 1:** Signature: \(S\)

**Input:** 2D image \(I\) and 3D AFM model \(M\)

**Output:** \(S = \{E, O\}\)

1. Face detection and landmark detection
2. Pose estimation and 3D reconstruction
3. Generate geometry image
4. Compute texture lifted image and occlusion mask
5. Compute feature matrix \(E\) and occlusion encoding \(O\)
6. return \(S = \{E, O\}\);
4. Fully associative patch-based matcher

In the UR2D system, the cosine score is used to measure the similarity between different feature vectors. Let $I^g$ and $I^p$ represent a pair of gallery image and probe image. Their feature matrix and occlusion encoding are represented by $E^g, E^p$ and $O^g, O^p$, respectively. The feature is patch based, and only non-occluded patches contribute to $s$. The signature matching score $s$ is computed as:

$$ s = \frac{1}{k} \sum_{j=1}^{m} (a_j^g \& a_j^p) \times \text{cosine}(E_j^g, E_j^p), $$

where $k$ represents the number of the non-occluded patch pairs. Then, the identity with the maximum score of the whole gallery is return as the 1-to-N matching result. The limitation is that the correlations between different patches are neglected. Also, all the patches are treated equally.

In this section, the idea of fully associative learning is introduced into patch-based face recognition by making use of the relationships between different patches. The proposed matcher consists of three major steps. First, local matching: the local matching identity and corresponding score of each patch are computed based on its feature vector in signature. Second, fully associative learning: a weight matrix is learned to improve the local matching identity and score of each patch and obtain its global matching identity and corresponding score. Third, global matching combination: the $\ell_1$-regularized weighting is applied to combine the global matching identity of each patch.

4.1. Fully associative learning

In the proposed matcher, the local matching identity and corresponding matching score of each patch are obtained firstly and used to learn the correlations between different patches. Assume the identity set of gallery and probe set are represented by $L^g$ and $L^p$, respectively. The feature is patch based, and only non-occluded patches contribute to $s$. The signature matching score $s$ is computed as:

$$ s = \frac{1}{k} \sum_{j=1}^{m} (a_j^g \& a_j^p) \times \text{cosine}(E_j^g, E_j^p), $$

where $k$ represents the number of the non-occluded patch pairs. Then, the identity with the maximum score of the whole gallery is return as the 1-to-N matching result. The limitation is that the correlations between different patches are neglected. Also, all the patches are treated equally.

In this section, the idea of fully associative learning is introduced into patch-based face recognition by making use of the relationships between different patches. The proposed matcher consists of three major steps. First, local matching: the local matching identity and corresponding score of each patch are computed based on its feature vector in signature. Second, fully associative learning: a weight matrix is learned to improve the local matching identity and score of each patch and obtain its global matching identity and corresponding score. Third, global matching combination: the $\ell_1$-regularized weighting is applied to combine the global matching identity of each patch.

Let $Y = \{y_{ij}\}$ represent the global matching score matrix based on fully associative learning. To take all the patch-to-patch relationships into account, $W = \{w_{ij}\}$ is defined as a weight matrix, where $w_{ij}$ represents the weight of the $i$th patch’s local matching score to the $j$th patch’s global matching score. Thus, each patch’s global matching score is a weighted sum of the local matching scores of all the patches. The global matching matrix $Y$ is computed as:

$$ Y = ZW. $$

The simplest way to estimate the weight matrix $W$ is by minimizing the squared loss between the global matching score matrix $Y$ with the corrected local matching matrix $D$. To reduce the variance of $w_{ij}$, the Frobenius norm of $W$ is included which leads this objective function:

$$ \min_W \|D - ZW\|_F^2 + \lambda_1 \|W\|_F^2, $$

where the first term measures the empirical loss of the probe set, the second term controls the generalization error, and $\lambda_1$ is a regularization parameter. The above function is known as ridge regression. Taking derivatives w.r.t. $W$ and setting to zero, the solution is:

$$ W = (Z^TZ + \lambda_1 I_m)^{-1} Z^T D, $$

where $I_m$ represents the $m \times m$ identity matrix. Thus, an analytical solution is obtained for the weight matrix.

To capture the complex correlation between global and local matching score, the above formula is generalized using the kernel trick. Let $\Phi$ represent the map applied to each sample’s local matching vector $z_i$. A kernel function is induced by $K(z_i, z_j) = \Phi(z_i)^T \Phi(z_j)$. By replacing the term $Z$ in (3):

$$ \min_W \|D - \Phi W_k\|_F^2 + \lambda_1 \|W_k\|_F^2, $$

After several matrix manipulations [2], the solution of $W_k$ becomes:

$$ W_k = (\Phi^T \Phi + \lambda_1 I_n)^{-1} \Phi^T D $$

$$ = \Phi^T (\Phi \Phi^T + \lambda_1 I_n)^{-1} D, $$

where $I_n$ represents the $n \times n$ identity matrix. For a testing probe sample $s^t$ and its local matching score vector $z^t$, the global matching score vector $y^t$ is obtained by $y^t = z^t^T W$. For a kernel version, it is obtained by:

$$ y^t_k = \Phi(z^t)^T W_k $$

$$ = \Phi(z^t)^T (\Phi \Phi^T + \lambda_1 I_n)^{-1} D $$

$$ = K(z^t, z) (K(z, z) + \lambda_1 I_n)^{-1} D, $$

where $K(z^t, z) = [k(z^t, z_1), k(z^t, z_2), ..., k(z^t, z_n)]$ and $K(z, z) = \{k(z_i, z_j)\}$ are both kernel computations.
One potential disadvantage of the above kernel model is its scalability. During the training phase, the complexity of computing and storing $K(x, z)$ is significant for large size problems. Therefore, a random sample-selection technique introduced in Zhang et al. \[50\] can be applied to reduce the kernel complexity of large-scale datasets. The assumption behind this is to select a small number of samples that could represent the distribution of a large-scale dataset. If $n_k (n_k \ll n)$ samples are selected from the probe set for the kernel model, this reduces the kernel complexity from $O(n \times n)$ to $O(n_k \times n_k)$.

### 4.2. Global matching combination

After the global matching score matrix of the probe set is obtained, it can be used to update the local matching identity matrix and obtain the global matching identity matrix $G = \{g_{ij}\}$, with size $n \times m$, where each element $g_{ij}$ represents the global matching identity of the $i^{th}$ sample’s $j^{th}$ patch. The rule is to apply a threshold $t$ on the value of global matching score. The motivation is that if the global matching of one patch is small than the threshold, the corresponding global matching identity will be ignored in the global matching combination:

$$g_{ij} = \begin{cases} p_{ij} & y_{ij} \geq t \\ -1 & y_{ij} < t \end{cases}.$$  

(8)

Figure 3 depicts an example of the relationship between local matching and global matching. The example shows that the learned matrix can refine the global matching results of all the patches and locate the incorrect global matching identity.

After the global matching identity matrix and score matrix are obtained. The $\ell_1$-regularized weighting is applied to combine the global matching identities of all the patches. The intuition is to learn different weights for different global matching identities based on their patch locations. Let $q = \{q_1, q_2, \ldots, q_m\}^T$ represent the weight vector for different patches, and $\sum_{i=1}^{m} q_i = 1$. Following Zhu et al. \[52\], a decision matrix $H = \{h_{n,m}\} \in \mathbb{R}^{n \times m}$ is defined as:

$$h_{i,j} = \begin{cases} +1, & \text{if } g_{ij} = c_i \\ -1, & \text{if } g_{ij} \neq c_i \end{cases}.$$  

(9)

Note that $h_{i,j} = 1$ means that $g_{ij}$ gives a correct matching, otherwise it gives an incorrect matching. To measure the mismatching of all the patches, the ensemble margin of the $i^{th}$ sample can be defined as:

$$\varepsilon (s_i) = \sum_{j=1}^{m} q_j h_{ij}.$$  

(10)

For the probe set $S$, the ensemble loss under square loss can be defined as:

$$\text{Loss}(S) = \sum_{i=1}^{n} [1 - \varepsilon (s_i)]^2 = \sum_{i=1}^{n} \left(1 - \sum_{j=1}^{m} q_j h_{ij}\right)^2 = \|e - Hq\|_2^2,$$  

(11)

where $e = [1, 1, \ldots, 1]^T$, and $\dim(e) = m$. Considering that some patches do not make much contribution, sparsity of $q$ with the $\ell_1$-norm is introduced. Also the learned weights should be positive. With these constraints, the optimization problem becomes:

$$\text{s.t. } \sum_{i=1}^{m} q_i = 1, q_i > 0, i = 1, 2, \ldots, m.$$  

(12)

Using the same strategy as Zhu et al. \[52\], converting the weight constraint to $\text{eq. } \|e\|_1 = 1$, and adding to the objective function, the function becomes:

$$q^* = \arg\min_q \{\|e' - H'q\|_2^2 + \lambda_2 \|q\|_1\},$$  

(13)

where $e' = [e; 1]$, $H' = [H; e^T]$. The function can be solved using popular $\ell_1$-minimization methods. After weight learning, for a testing probe sample $s^t$, the final matching identity is $u^t$ obtained by

$$u^t = \arg\max_c \{\sum q_i y_i | g^t_i = c\}.$$  

(14)

Thus, the global matching score and weight information are combined to obtain the final matching identity and score. The matching score of $s$ is also taken into account in the final matching with weight of 1. The proposed method for signature matching is summarized in Algorithm 2. The relationships and differences between different patches are well explored. This information is ignored in the current UR2D system.

### 5. Experiments

This section presents the evaluation of the proposed FAPSM matcher on two types of face recognition scenarios: a constrained environment and an unconstrained environment. The datasets used for testing are the UHDB31 dataset \[17\] and the IJB-A dataset \[15\], respectively. The latest UR2D is used as a baseline pipeline based on PRFS and DPRFS signatures. A training set with 1,000 identities based on the CASIA WebFace dataset \[43\] is created. The overlapping identities with the IJB-A dataset are removed before the selection. Then, the training set is divided equally into two sets as gallery and probe set. Following Xu
Figure 3: An example shows the relationship between local matching and global matching. The patch number is represented by $i$. The local matching identity vector and score vector are represented by $p$ and $z$, respectively. The global matching identity vector and score vector are represented by $y$ and $g$, respectively. It can be observed from the local matching identity, several patches are misclassified indicated with red box in $p$ and bold in $z$. After applying the fully associative matrix, the global matching scores are improved significantly. The scores of the misclassified patches are decreased indicated with green and bold in $y$ ($y_3$, $y_7$, and $y_8$). Also, the incorrect global matching identity $g_3$ is also ignored (indicated with black box in $g$) based on that its score value is lower than a learned value $t = 0.4$.

Algorithm 2: Signature matching

Input: Gallery signature list $\{S^i\}$, probe image signature $S^p = \{E^p, O^p\}$ and $t$  
Output: final matching identity $u$

1. Compute local matching identity vector $p$ and score vector $z$
2. Compute global matching score vector $y$ based on Eq.(7)
3. Compute global matching identity vector $g$ based on Eq.(8)
4. Compute final matching $u$ label based on Eq.(14)
5. return $\{u\}$;

et al. [41], the results of VGG-Face, FaceNet, and COTS v1.9 are also used for comparison. The threshold $t$ is set to 0.4 in the range of $\{0.2, 0.3, ..., 0.6\}$. Gaussian kernel ($\sigma = 0.05$) is used in the proposed matcher with $\lambda_1 = 1$. The parameters are learned from the training probe set. The Rank-1 accuracy is used as performance measurement.

5.1. Constrained face recognition

The UHDB31 dataset [17] contains 29,106 color face images of 77 subjects with 21 poses and 18 illuminations. To exclude the illumination changes, a subset with nature illumination is selected. To evaluate the performance of cross pose face recognition, the frontal-pose face images are used as gallery and the remaining images from 20 poses are used as separate probe sets. Figure 4 shows the example images from different poses. Table 1 depicts the performance of different methods. It can be observed that the proposed FAPSM matcher can improve the accuracy under five poses, especially some large poses like pose-1 to pose-3 and pose-19 to pose-21. The accuracy improvements range from 1% to 3%. At the same time, the excellent performance of the close-to-frontal poses is retained.

5.2. Unconstrained face recognition

The IJB-A dataset [15] contains images and videos from 500 subjects captured from the “in the wild” environment. This dataset merges images and frames and provides evaluations on the template level. A template contains one or several images/frames of one subject. According to the IJB-A protocol, it splits galleries and probes into 10 splits. In this experiment, the same modification as Xu et al. [41] is followed for use in close-set face recognition. The performance of different methods is shown in Table 2. The performance of FaceNet is ignored as its training set contains overlapping identities with the IJB-A dataset.

From Table 2, it can be observed that the FAPSM matcher achieves better performance under all the splits.
The accuracy is improved on average by 0.55%. Overall, the proposed matcher achieves the best result on all the splits compared to VGG-Face, COTS v1.9, and UR2D. The reason behind this is that with fully associative learning, the proposed matcher can improve the matching of different patches. With global matching combination, the final matching is more robust than previous methods. The proposed matcher also works for UR2D-PRFS with improvements, however, the performance is still worse than that of the CNN based DPRFS signature.

### 5.3. Discussion

The sensitivity of the value of \( t \) is analyzed in the set of \{0.2, 0.3, 0.4, 0.5, 0.6\}. The results are shown in Figure 5. From Figure 5, it can be observed that different performance is obtained with the threshold value. The best value learned from the training set is used in previous experiments.

The statistical analysis for FAPSM and UR2D-DPRFS (the baseline) is also performed over the 30 data splits (20 from UHDB31 and 10 from IJB-A). Following Demšar et al. [5, 7] are used to compare multiple methods on multiple datasets. Let \( r_{ij} \) represent the rank of the \( j \)th of \( k \) algorithm on the \( i \)th of \( N \) datasets. The Friedman test compares the average ranks of different methods, by \( R_k = \frac{1}{N} \sum_i r_{ij} \). The null-hypothesis states that all the methods are equal, so their ranks \( R_k \) should be equivalent. The original Friedman statistic [8,39],

\[
\chi_F^2 = \frac{12N}{k(k+1)} \left[ \sum_j R_j^2 - \frac{k(k+1)^2}{4} \right],
\]

is distributed according to \( \chi_F^2 \) with \( k-1 \) degrees of freedom. Due to its undesirable conservative property, Iman et al. [12] derived a better statistic

\[
F_F = \frac{(N-1)\chi_F^2}{N(k-1) - \chi_F^2},
\]

which is distributed according to the F-distribution with \( k-1 \) and \( (k-1)(N-1) \) degrees of freedom. First, the average rank of each method is computed as 1.28 and 1.72 for FAPSM and UR2D-DPRFS, respectively. The \( F_F \) statistical value of the Rank-1 accuracy is computed as 6.01. With two methods and 30 data splits, \( F_F \) is distributed with \( 2-1 \) and \( (2-1)(30-1) = 29 \) degrees of freedom. The critical value of \( F(1, 29) \) for \( \alpha = 0.10 \) is \( 2.89 < 0.61 \), so the null-hypothesis is rejected. Then, the two tailed Bonferroni-Dunn test is applied to compare the two methods by the critical difference:

\[
CD = q_\alpha \sqrt{\frac{k(k+1)}{6N}},
\]

where \( q_\alpha \) is the critical values. If the average rank between two methods is larger than the critical difference, the two methods are significantly different. The critical value of two methods when \( p = 0.10 \) is 1.65. The critical difference is computed as \( CD = 1.65 \sqrt{\frac{29 \times 1.28}{6 \times 31}} = 0.30 \). Then in conclusion, under the Rank-1 accuracy, FAPSM performs significantly better than UR2D-DPRFS (the difference between their ranks is 1.72 – 1.28 = 0.44 > 0.30).

### 6. Conclusion

This paper proposed a patch-based 1-to-N signature matcher method for face recognition that learns the corre-
tions between different facial patches. A weight matrix was learned to update the local matching identity of each patch and obtain the global identity. The global identities of all the patches were combined to obtain the final matching identity. The experimental results confirmed the assumption that the learned correlations can be used to improve matching performance. Compared to the UR2D system, the Rank-1 accuracy was improved by 3% for the UHDB31 dataset and 0.55% for the IJB-A dataset. The limitation of the current matcher is that it is trained with fixed patch division. The influence of patch division on the fully associative learning will be investigated in the future.

Acknowledgements

This material is based upon work supported by the U.S. Department of Homeland Security under Grant Award Number 2015-ST-061-BSH001. This grant is awarded to the Borders, Trade, and Immigration (BTI) Institute: A DHS Center of Excellence led by the University of Houston, and includes support for the project “Image and Video Person Identification in an Operational Environment: Phase I” awarded to the University of Houston. The views and conclusions contained in this document are those of the authors and should not be interpreted as necessarily representing the official policies, either expressed or implied, of the U.S. Department of Homeland Security.

References

[1] T. Ahonen, A. Hadid, and M. Pietikainen. Face description with local binary patterns: Application to face recognition. IEEE Transactions on Pattern Analysis and Machine Intelligence, 28(12):2037–2041, 2006.
[2] S. An, W. Liu, and S. Venkatesh. Face recognition using kernel ridge regression. In Proc. IEEE Conference on Computer Vision and Pattern Recognition, pages 1–7, Minneapolis, MN, June 18-23 2007.
[3] P. N. Belhumeur, J. P. Hespanha, and D. Kriegman. Eigenfaces vs. Fisherfaces: Recognition using class specific linear projection. IEEE Transactions on Pattern Analysis and Machine Intelligence, 19(7):711–720, 1997.
[4] M. Bicego, A. Lagedo, E. Grosso, and M. Tistarelli. On the use of SIFT features for face authentication. In Proc. Computer Vision and Pattern Recognition Workshop, pages 1–7, New York City, NY, June 17-22 2006.
[5] J. Demšar. Statistical comparisons of classifiers over multiple data sets. Journal of Machine Learning Research, 7:1–30, 2006.
[6] P. Dou, L. Zhang, Y. Wu, S. K. Shah, and I. A. Kakadiaris. Pose-robust face signature for multi-view face recognition. In Proc. Biometrics Theory, Applications and Systems, pages 1–8, Arlington, VA, Sept. 8-11 2015.
[7] O. J. Dunn. Multiple comparisons among means. Journal of the American Statistical Association, 56(293):52–64, 1961.
[8] M. Friedman. The use of ranks to avoid the assumption of normality implicit in the analysis of variance. Journal of the American Statistical Association, 32(200):675–701, 1937.
[9] R. Girshick, J. Donahue, T. Darrell, and J. Malik. Region-based convolutional networks for accurate object detection and segmentation. IEEE Transactions on Pattern Analysis and Machine Intelligence, 38(1):142–158, 2016.
[10] K. He, X. Zhang, S. Ren, and J. S. Identity mappings in deep residual networks. In Proc. European Conference on Computer Vision, pages 630–645, Amsterdam, The Netherlands, Oct. 8-16 2016.
[11] K. He, X. Zhang, S. Ren, and J. Sun. Deep residual learning for image recognition. In Proc. Computer Vision and Pattern Recognition, pages 770–778, Las Vegas, NV, June 26-July 1 2016.
[12] R. L. Iman and J. M. Davenport. Approximations of the critical region of the fberkan statistic. Communications in Statistics-Theory and Methods, 9(6):571–595, 1980.
[13] I. A. Kakadiaris, G. Passalis, G. Toderici, M. N. Muruza, Y. Lu, N. Karampatziakis, and T. Theoharis. Three-dimensional face recognition in the presence of facial expressions: An annotated deformable model approach. IEEE
[14] I. A. Kakadiaris, G. Toderici, G. Evangelopoulos, G. Passalis, D. Chu, X. Zhao, S. K. Shah, and T. Theoharis. 3D-2D face recognition with pose and illumination normalization. *Computer Vision and Image Understanding*, 154:137–151, 2017.

[15] B. F. Klare, B. Klein, E. Taborsky, A. Blanton, J. Cheney, K. Allen, P. Grother, A. Mah, and A. K. Jain. Pushing the frontiers of unconstrained face detection and recognition: IARPA janus benchmark A. In *Proc. Computer Vision and Pattern Recognition*, pages 1931–1939, Boston, MA, June 7–12 2015.

[16] A. Krizhevsky, I. Sutskever, and G. E. Hinton. Imagenet classification with deep convolutional neural networks. In *Proc. Neural Information Processing Systems*, pages 1097–1105, Lake Tahoe, NV, Dec. 3-8 2012.

[17] H. Le and I. A. Kakadiaris. UHDB31: A dataset for better understanding face recognition across pose and illumination variation. In *Proc. IEEE International Conference on Computer Vision Workshops*, Venice, Italy, October 22-29 2017.

[18] Y. LeCun, B. Boser, J. Denker, D. Henderson, R. Howard, W. Hubbard, and L. Jackel. Handwritten digit recognition with a back-propagation network. In *Proc. Neural Information Processing Systems*, pages 396–404, Denver, CO, Nov. 27-30 1990.

[19] Y. LeCun, B. Boser, J. S. Denker, D. Henderson, R. E. Howard, W. Hubbard, and L. D. Jackel. Backpropagation applied to handwritten zip code recognition. *Neural computation*, 1(4):541–551, 1989.

[20] Z. Lei, M. Pietikäinen, and S. Z. Li. Learning discriminant face descriptor. *IEEE Transactions on Pattern Analysis and Machine Intelligence*, 36(2):289–302, 2014.

[21] S. Liao, X. Zhu, Z. Lei, L. Zhang, and S. Z. Li. Learning multi-scale block local binary patterns for face recognition. In *Proc. International Conference on Biometrics*, pages 828–837, Seoul, Korea, Aug. 27-29 2007.

[22] J. Luo, Y. Ma, E. Takikawa, S. Lao, M. Kawade, and B. Lu. Person-specific SIFT features for face recognition. In *Proc. IEEE International Conference on Acoustics, Speech and Signal Processing*, volume 2, pages 593–596, Honolulu, HI, Apr. 15-20 2007.

[23] A. M. Martínez. Recognizing imprecisely localized, partially occluded, and expression variant faces from a single sample per class. *IEEE Transactions on Pattern Analysis and Machine Intelligence*, 24(6):748–763, 2002.

[24] I. Masi, A. Tran, T. Hasnner, J. T. Lekslut, and G. Medioni. Do we really need to collect millions of faces for effective face recognition? In *Proc. European Conference on Computer Vision*, pages 579–596, Amsterdam, The Netherlands, Oct. 8-16 2016.

[25] O. M. Parkhi, A. Vedaldi, and A. Zisserman. Deep face recognition. In *Proc. British Machine Vision Conference*, volume 1, pages 1–12, Swansea, UK, Sept. 7-10 2015.

[26] O. Russakovsky, J. Deng, H. Su, J. Krause, S. Satheesh, S. Ma, Z. Huang, A. Karpathy, A. Khosla, M. Bernstein, A. Berg, and L. Fei-Fei. Imagenet large scale visual recognition challenge. *International Journal of Computer Vision*, 115(3):211–252, 2015.

[27] F. Schroff, D. Kalenichenko, and J. Philbin. FaceNet: A unified embedding for face recognition and clustering. In *Proc. Computer Vision and Pattern Recognition*, pages 815–823, Boston, MA, June 8-10 2015.

[28] C. N. Silla Jr and A. A. Freitas. A survey of hierarchical classification across different application domains. *Data Mining and Knowledge Discovery*, 22(1-2):31–72, 2011.

[29] K. Simonyan and A. Zisserman. Very deep convolutional networks for large-scale image recognition. In *Proc. International Conference on Learning Representations*, pages 1–14, San Diego, CA, May 7-9 2015.

[30] Y. Su, S. Shan, X. Chen, and W. Gao. Hierarchical ensemble of global and local classifiers for face recognition. *IEEE Transactions on Image Processing*, 18(8):1885–1896, 2009.

[31] Y. Sun, Y. Chen, X. Wang, and X. Tang. Deep learning face representation by joint identification-verification. In *Proc. Advances in Neural Information Processing Systems*, pages 1988–1996, Montreal, Canada, Dec. 8-13 2014.

[32] Y. Sun, D. Liang, X. Wang, and X. Tang. DeepID3: Face recognition with very deep neural networks. *arXiv preprint arXiv:1502.00873*, 2015.

[33] Y. Sun, X. Wang, and X. Tang. Deep learning face representation from predicting 10,000 classes. In *Proc. Computer Vision and Pattern Recognition*, pages 1891–1898, Columbus, OH, June 23-28 2014.

[34] C. Szegedy, W. Liu, Y. Jia, P. Sermanet, S. Reed, D. Anguelov, D. Erhan, V. Vanhoucke, and A. Rabinovich. Going deeper with convolutions. In *Proc. Computer Vision and Pattern Recognition*, pages 1–9, Boston, MA, June 8-10 2015.

[35] C. Szegedy, A. Toshev, and D. Erhan. Deep neural networks for object detection. In *Proc. Advances in Neural Information Processing Systems*, pages 2553–2561, Lake Tahoe, NV, Dec. 5-10 2013.

[36] Y. Taigman, M. Yang, M. Ranzato, and L. Wolf. DeepFace: Closing the gap to human-level performance in face verification. In *Proc. Computer Vision and Pattern Recognition*, pages 1701–1708, Columbus, OH, June 24-27 2014.

[37] M. Turk and A. Pentland. Eigenfaces for recognition. *Journal of Cognitive Neuroscience*, 3(1):71–86, 1991.

[38] G. Valentini. True path rule hierarchical ensembles for genome-wide gene function prediction. *IEEE/ACM Transactions on Computational Biology and Bioinformatics*, 8(3):832–847, 2011.

[39] M. Friedman. A comparison of alternative tests of significance for the problem of m rankings. *The Annals of Mathematical Statistics*, 11(1):86–92, 1940.

[40] J. Wright, A. Y. Yang, A. Ganesh, S. S. Sastry, and Y. Ma. Robust face recognition via sparse representation. *IEEE Transactions on Pattern Analysis and Machine Intelligence*, 31(2):210–227, 2009.

[41] X. Xu, H. Le, P. Dou, Y. Wu, and I. A. Kakadiaris. Evaluation of a 3D-aided pose invariant 2D face recognition system. In *Proc. International Joint Conference on Biometrics*, pages 446–455, Denver, CO, Oct. 1-4 2017.
[42] M. Yang, D. Zhang, and J. Yang. Robust sparse coding for face recognition. In Proc. Computer Vision and Pattern Recognition, pages 625–632, Colorado Springs, CO, June 20-25 2011.

[43] D. Yi, Z. Lei, S. Liao, and S. Z. Li. Learning face representation from scratch. arXiv preprint arXiv:1411.7923, 2014.

[44] J. S. Yuk, K. K. Wong, and R. H. Chung. A multi-level supporting scheme for face recognition under partial occlusions and disguise. In Proc. Asian Conference on Computer Vision, pages 690–701, Queenstown, New Zealand, Nov. 8-12 2010.

[45] M. D. Zeiler and R. Fergus. Visualizing and understanding convolutional networks. In Proc. European Conference on Computer Vision, pages 818–833, Zurich, Switzerland, Sept. 6-12 2014.

[46] D. Zhang, M. Yang, and X. Feng. Sparse representation or collaborative representation: Which helps face recognition? In Proc. International Conference on Computer Vision, pages 471–478, Barcelona, Spain, Nov. 6-13 2011.

[47] L. Zhang and I. A. Kakadiaris. Local classifier chains for deep face recognition. In Proc. International Joint Conference on Biometrics, pages 158–167, Denver, CO, Oct. 1-4 2017.

[48] L. Zhang, S. Shah, and I. Kakadiaris. Hierarchical multi-label framework for robust face recognition. In Proc. International Conference on Biometrics, pages 127–134, Phuket, Thailand, May 19-22 2015.

[49] L. Zhang, S. K. Shah, and I. A. Kakadiaris. Fully associative ensemble learning for hierarchical multi-label classification. In Proc. British Machine Vision Conference, pages 1–12, Nottingham, UK, Sept. 1-5 2014.

[50] L. Zhang, S. K. Shah, and I. A. Kakadiaris. Hierarchical multi-label classification using fully associative ensemble learning. Pattern Recognition, 70:89–103, 2017.

[51] W. Zhang, S. Shan, W. Gao, X. Chen, and H. Zhang. Local gabor binary pattern histogram sequence (LGBPHS): A novel non-statistical model for face representation and recognition. In Proc. International Conference on Computer Vision, pages 786–791, Beijing, China, Oct. 17-21 2005.

[52] P. Zhu, L. Zhang, Q. Hu, and S. C. Shiu. Multi-scale patch based collaborative representation for face recognition with margin distribution optimization. In Proc. European Conference on Computer Vision, pages 822–835, Florence, Italy, Oct. 7-13 2012.