Decoding continuous variables from neuroimaging data: basic and clinical applications
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The application of statistical machine learning techniques to neuroimaging data has allowed researchers to decode the cognitive and disease states of participants. The majority of studies using these techniques have focused on pattern classification to decode the type of object a participant is viewing, the type of cognitive task a participant is completing, or the disease state of a participant’s brain. However, an emerging body of literature is extending these classification studies to the decoding of values of continuous variables (such as age, cognitive characteristics, or neuropsychological state) using high-dimensional regression methods. This review details the methods used in such analyses and describes recent results. We provide specific examples of studies which have used this approach to answer novel questions about age and cognitive and disease states. We conclude that while there is still much to learn about these methods, they provide useful information about the relationship between neural activity and age, cognitive state, and disease state, which could not have been obtained using traditional univariate analytical methods.
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1. INTRODUCTION

Recent advances in functional MRI (fMRI) analysis techniques have enabled cognitive neuroscientists to ask a new set of questions about the neural basis of cognitive states. Predictive analytical tools in particular have led to a spate of studies demonstrating that it is possible to decode cognitive and disease states from neuroimaging data. In a sense, these tools allow a rudimentary version of “mind reading,” by making it possible to infer what a participant is viewing or what cognitive processes a participant is engaged in without any external evidence (O’Toole et al., 2007). Many of these studies classify the cognitive states of participants into two more categories. For example, one of the earliest functional studies to use a predictive analysis to decode fMRI data found that the type of object participants were viewing (faces, cats, houses, chairs, scissors, shoes, or bottles) could be successfully predicted from knowing the pattern of activation each object category elicited on separate runs of data (Haxby et al., 2001). This study took advantage of multivariate techniques to quantitatively compare patterns of activation across object categories. Not long after this groundbreaking study, sophisticated techniques adapted from statistics and computer science were applied to functional neuroimaging data to ask...
similar questions. Cox and Savoy (2003) implemented a pattern recognition analysis, in which a “statistical machine” was trained to learn and classify patterns of neural data into discrete categories. They found that this statistical machine was able to correctly classify objects from 10 different categories, even if the training and testing sessions were held on different days and if the exemplars used during test were different from those on which the machine was trained (Cox and Savoy, 2003). These pattern classification studies and others like them have allowed us to better understand the distributed and overlapping yet distinct patterns of activity associated with certain categories of objects (Haxby et al., 2001; Cox and Savoy, 2003).

Since these early studies, many others have used machine learning techniques to decode the current cognitive state of participants (for reviews, see Haynes and Rees, 2006; Norman et al., 2006). While many of these studies used classifiers that were trained on a subset of data within a participant and then tested on separate data from that same participant, some studies have demonstrated that there is enough similarity across participants engaged in similar mental processes that it is possible to classify cognitive states across participants as well (i.e., by training a pattern classification machine on N-1 participants and testing it on the left-out participant). Classifying across participants has been successfully applied both to categorize what object participants are viewing (Mourão-Miranda et al., 2005; Shinkareva et al., 2008) as well as what cognitive task a participant is performing (Poldrack et al., 2009). When classifying what task a participant was performing (including tasks as varied as response inhibition, risky decision making, and semantic judgments), it was found that classification accuracy was almost as high across participants (80%) as classifying different runs within participants (90%). This finding led to the conclusion that patterns of activation during different cognitive processes are consistent across participants, at least for the kinds of tasks examined in this study (Poldrack et al., 2009).

Given the finding that brain states may be consistent across individuals, machine learning techniques have been expanded for clinical purposes. The chance for human error makes automatic detection of disease states an appealing endeavor. Therefore, research has been conducted with the intent of using anatomical brain images to classify patients. These techniques have been successfully implemented to classify the brains of patients with Alzheimer’s disease (AD) and mild cognitive impairment (MCI; Duchesne et al., 2005; Fan et al., 2008), carriers of the Huntington’s disease (HD) gene who are pre-symptomatic (Klöppel et al., 2008, 2009; Rizk-Jackson et al., 2011), and patients either at risk for or diagnosed with schizophrenia or psychosis (Davatzikos et al., 2005; Sun et al., 2009; Koutsouleris et al., 2010), depression (Fu et al., 2008), autism (Ecker et al., 2010a,b), and attention deficit hyperactivity disorder (ADHD; Zhu et al., 2005). These studies have demonstrated that certain neurological disorders can be characterized by a systematic deterioration or deformation of brain tissue.

While most studies exploring predictive analyses with neuroimaging data have focused on pattern classification, there is a small but emerging body of literature implementing regression analysis to decode continuous participant characteristics from neuroimaging data. Regression-based predictive analyses can predict the values of continuous variables from neuroimaging data, such as age (Ashburner, 2007; Cohen et al., 2010; Franke et al., 2010), cognitive characteristics (Cohen et al., 2010; Chu et al., 2011; Kahnt et al., 2011; Valente et al., 2011), or neuropsychological characteristics (Duchesne et al., 2009; Wang et al., 2010; Rizk-Jackson et al., 2011). In this focused review we discuss the recent development of regression-based predictive analytical tools for examining the neural basis of cognitive organization and their potential advantages over traditional univariate analytical methods. We begin by describing the methods used to decode continuous variables from neuroimaging data. Next, we provide examples of different types of variables that can be decoded using these regression-based methods and how these methods allow for a greater understanding of the neural state underlying individual differences in age, normal cognition, and disease. Last, we give suggestions for future research and applications of these tools.

### 2. Predictive Decoding Methods

The goal of predictive decoding is to predict some aspect of cognitive function from neuroimaging data; as noted above, most studies have done this in the context of classification (i.e., assigning the participant to one of a discrete number of cognitive states), but there is increasing interest in prediction of continuous values (i.e., regression). In the imaging literature, significant correlations between behavior and activation are often described as reflecting “prediction,” but a fundamental insight from the field of statistical learning (which is focused on the development of tools for statistical prediction) is that the fit of a model to a particular dataset will generally
overestimate the ability to predict the values of new observations (e.g., Hastie et al., 2001). This is due to “overfitting,” in which the model fits both the signal as well as the noise in the data. The more complex the model the more likely it is to suffer from overfitting, although even simple linear models will generally fit better to the dataset on which they were developed as compared to a new sample from the same population.

For this reason, in order to demonstrate true “prediction,” one must assess the ability of the model to make predictions about new observations that were not included in the initial sample. To do so, machine learning techniques can be applied. For example, a machine can be “trained” on a sample of data, in which it is given the patterns of input data that are associated with a specific value of an outcome variable (i.e., age). Next, that machine can be “tested” on previously unseen data by being given input data and being asked to predict, based on the patterns noted in the training data set, the unknown value of the outcome variable. The success of a machine can be assessed by comparing the predicted outcome values to the known outcome values in novel data (i.e., with a Pearson correlation).

Rather than collecting an entirely new sample on which to test the prediction, it is more common with functional neuroimaging data to use a “cross-validation” strategy in which one trains the model on subsets (or “folds”) of the entire sample and then tests the accuracy of predictions for the “left-out” observations. There are a number of strategies that one can use for cross-validation, such as training on half of a participant’s data and testing on the second half or training on all the data from a subset of participants and testing on the remaining participants. While it is common to leave one participant out and train the machine on N-1 participants (doing so N times so that each participant has been left-out once), our experience has shown that for regression modeling it is best to use a relatively small set of folds (e.g., four equal groups of participants; Cohen et al., 2010; Rizk-Jackson et al., 2011). Using a small number of folds prevents the overfitting that can occur when the leave-one-out method is applied to small sample sizes (Kohavi, 1995). In practice, this means training the machine on three-fourths of participants and testing the machine on the remaining one-fourth. This procedure is done four times so that all participants have been left-out once. Using this method, it is very important that the distribution of the to-be-predicted variable does not differ between these folds (known as “balanced cross-validation”; Kohavi, 1995). In other words, if the goal of the machine is to predict participant age, each of the four folds should have equal ages on average.

Another challenge in predicting behavioral or other measures from whole-brain neuroimaging data is that the number of predictor variables (or “features”; in this case, voxels) is generally much larger than the number of observations (which could be participants, trials, or other events depending on the nature of the study). These are known generically as “large p, small n” problems. The general linear model (which is generally used in a “mass univariate” approach for fMRI analysis) breaks down when there are more variables than data points because there is no longer a unique solution to the least squares optimization problem. One alternative is to reduce the dimensionality of the data (e.g., using the first few principal components as variables, or selecting a small subset of features/voxels), but a more common approach is to use methods from statistics and computer science that have been specifically developed to perform high-dimensional classification and regression. A full explication of these methods is outside the scope of this paper; for systematic reviews, see Alpaydin (2004), Duda et al. (2001), or Hastie et al. (2001).

In general, these high-dimensional regression methods work by placing additional constraints on the possible solutions, such as enforcing sparse solutions (i.e., ensuring that only a small number of features have non-zero coefficients, or that only a small number of observations are used). For example, in ridge regression (Hoerl and Kennard, 1970), a regression solution is estimated that minimizes the error in the training data, with the constraint that the sum of the squared weights across the features should be minimized (as opposed to standard regression, where there are no constraints on the regression weights). Support vector regression imposes a similar constraint on the sum of squared weights. In addition, whereas standard linear regression is estimated by minimizing the squared error between predicted and actual values for all observations, in support vector regression the error is counted only for values that fall outside of a “tube” around the regression line, and the regression solution is determined by this (relatively small) number of observations, which are known as “support vectors.” Although support vector machines have become very popular due to the availability of robust toolboxes, many other approaches also exist which use other forms of regularization and which may work better under some circumstances. Relevance vector machines (Tipping, 2001) are similar to support vector machines, but they use Bayesian estimation and generally find solutions that are much sparser.

---

**Cross-validation**

Training a model on a subset of data and then testing that model on the “left-out” observations.

**Features**

The predictor variables in predictive analyses; with neuroimaging data, each voxel or component that goes into the training dataset is a feature.

**High-dimensional regression methods**

Predictive analytical methods that predict continuous variables, such as ridge regression, support vector regression, relevance vector regression, and Gaussian process regression.
than those found by support vector machines. Gaussian process regression (Rasmussen and Williams, 2006) is another Bayesian regression method that is formally related to relevance vector machines; both of these methods generally perform well on fMRI data, but in some cases may take a very long time to estimate. In general, all of the methods discussed here are able to scale to very large numbers of features (e.g., hundreds of thousands of voxels) and are relatively resistant to overfitting, which means that they can generalize well to new data sets.

3. Predicting Cognitive States

3.1. Initial Studies

The field of regression-based predictive analyses is still in its infancy, and as a result many of the existing studies are exploratory and test multiple methods and parameters or practical applications of such techniques. In one early application of decoding data, Ashburner (2007) was successfully able to predict participant age from anatomical scans registered using a new technique he was proposing (DARTEL). Because changes in brain shape with age can be difficult to register, this analysis tested two different types of registration techniques. He found that neuroimaging data from brains registered using the two techniques he tested were similarly able to predict participant age, implying that both techniques could successfully register brains across development.

Two recent papers have been published detailing the methods the two groups utilized to earn first and second place in the 2007 Pittsburgh Brain Activity Interpretation Competition, with the stated goal being "to infer subjective experience from a rigorously collected data set of fMRI data associated with dynamic experiences in a virtual reality environment with a quantitative metric of success" (http://www.lrdc.pitt.edu/ebc/2007/competition.html; Chu et al., 2011; Valente et al., 2011). Data were fMRI scans from participants playing a virtual reality game, in which a number of objective variables (i.e., time spent viewing faces or speed) and subjective variables (i.e., participant ratings) were collected. Using different regression methods (kernel ridge regression, relevance vector regression), both groups were successfully able to predict a number of continuous variables from the neural data with which they were provided. Objective variables were better predicted than subjective ratings for both groups, possibly because the objective variables were more reliable or because they were collected during the task, while the subjective ratings were collected after the task (Chu et al., 2011; Valente et al., 2011).

Most of the literature exploring regression-based predictive analyses focuses on methodology or a demonstration of the ability to decode participant characteristics from neural data. Another genre of studies has used predictive regression for a clinical purpose: to predict clinically relevant variables from anatomical scans of various groups of patients (see Section 4 below). Additionally, a small number of studies have been published that used the existing methodology to answer theoretical questions about underlying cognitive organization that could not be answered using traditional univariate methods. The next three sections of this review will discuss three of those basic research studies as a demonstration of the diverse types of research questions that can be answered with regression-based predictive analyses, and what advantages they have over more standard analyses.

3.2. Response Inhibition Case Study

In a recent study, we took advantage of predictive analyses to answer specific questions about the cognitive process of response inhibition. A network of cortical and basal ganglia regions has been identified as being critical for response inhibition, including the right inferior frontal gyrus (IFG), right pre-supplementary motor area (preSMA), and right subthalamic nucleus (STN). Neuroimaging studies consistently implicate these three regions, the right IFG most consistently, along with others such as the anterior insula, anterior cingulate cortex (ACC), parietal cortex, and striatum, as active during successful response inhibition (Konishi et al., 1998; Garavan et al., 1999, 2002; Liddell et al., 2001; Menon et al., 2001; Rubia et al., 2001, 2003; Buchsbaum et al., 2005; Aron and Poldrack, 2006; Chevrier et al., 2007; Boehler et al., 2010; Congdon et al., 2010; Kenner et al., 2010; for reviews, see Aron et al., 2004; Chikazoe, 2010). Further, lesion and transcranial magnetic stimulation (TMS) studies have demonstrated that these regions are necessary for response inhibition (Aron et al., 2003; Chambers et al., 2006, 2007; Floden and Stuss, 2006; Chen et al., 2009). Crucially, there is evidence that successful response inhibition is related to the intensity of neural activity in a network of brain regions, including the right IFG, preSMA, STN, and striatum (Aron and Poldrack, 2006; Rubia et al., 2007; Cohen et al., 2010; Congdon et al., 2010). Additionally, children and adolescents are poorer at response inhibition than adults (Schachar and Logan, 1990; Archibald and Kerns, 1999; Williams et al., 1999; Brocki and Bohlin, 2004) and are often found to have less activity during successful response inhibition.
in regions of the proposed response inhibition network, including the right IFG (Bunge et al., 2002; Durston et al., 2002; Rubia et al., 2006, 2007; but see Booth et al., 2003; Braet et al., 2009). This relationship between age, response inhibition ability, and neural activity in the purported response inhibition network has been taken to indicate that this network specifically underlies response inhibition ability. However, it has also been proposed that this relationship may actually reflect other underlying processes, such as response time variability (Bellgrove et al., 2004; Lijffijt et al., 2005). Earlier research used correlational analyses; with correlations it was not possible to determine whether the relationship between age and stop-signal reaction time (SSRT) was due to response inhibition ability or another variable, such as response time variability. Given this major analytical limitation we used predictive analyses to decode age, response inhibition ability, response time, and response time variability from neural data during successful motor response inhibition (Cohen et al., 2010). By identifying which kinds of information were encoded under which task conditions, we were able to provide a more direct link between behavioral variability and the underlying mental and neural processes that drive that variability.

We administered the stop-signal task (Logan, 1994) to participants, in which an intended motor response to a primary stimulus (go response) must be rapidly suppressed after a “stop-signal” that occurs on a subset of trials at a variable delay following the onset of the primary stimulus (Figure 1). The outcome variable of the stop-signal task is the SSRT, which is the estimated time that a participant needs in order to be able to inhibit his or her intended response (computed using the race model of Logan and Cowan, 1984). Predicted values for each variable were obtained using four-fold cross-validation, in which our participants were split randomly into four equal groups that did not significantly differ in the variables we were attempting to predict [age, SSRT, go response time (GoRT), and SD of go response time (SDRT)]. The statistical machine was trained on three of the four groups and tested on the fourth, using all iterations of the data. We compared three different machine learning techniques (linear Gaussian process regression, squared exponential Gaussian process regression, and linear support vector regression) and found that all three methods produced similar results. The statistical significance of the results was established by repeatedly re-running the analyses with the predicted variables randomized across participants, in order to obtain an empirical null hypothesis distribution, against which we compared the actual observations.

We found that SSRT was successfully predicted from neural activity during successful response inhibition as compared to successful response execution, but not from activity during other task contrasts (including go trials vs. baseline and successful vs. unsuccessful stop trials). We were also able to successfully decode age from the successful response inhibition contrast but not from others. GoRT and SDRT could not be decoded from any task contrasts. These results provide a direct link between individual differences in response inhibition ability and the neural processes involved in successful response inhibition, while at the same
time disconfirming the hypothesis that these individual differences in inhibitory behavior are reflective of some aspect of the execution process. Interestingly, this specificity was true even though we found correlations using univariate methods in the neural data with age, SSRT, SDRT, and GoRT during successful response inhibition. This discrepancy between significant correlations and unsuccessful prediction may reflect the fact that the correlations were driven by a small number of observations or that they reflect false positives.

To further support our conclusion that individual differences in age and SSRT were specifically related to response inhibition processes, we found that the most predictive voxels of age and SSRT during successful response inhibition (the top 10%) were similar to each other. Critically, some of these voxels for age and SSRT fell within regions of the response inhibition network (specifically the IFG, preSMA, and STN; Figure 2).

This study demonstrates the utility of using a predictive analysis to more completely understand a cognitive process, in this case response inhibition. There has been debate in the literature as to whether SSRT truly reflects inhibitory control ability or if it actually reflects another process, such as response time variability. While correlation-based and effect-sized based univariate analyses have demonstrated a link between response time variability and impaired inhibitory control (Bellgrove et al., 2004; Lijffijt et al., 2005), our predictive analysis found that SDRT could not be decoded from neural data during successful response inhibition. This finding supports the conclusion that SSRT, but not SDRT, is related to inhibitory control ability, at least in a healthy developmental population during motor response inhibition. Taking advantage of a predictive analysis we were able to conclude, therefore, that SSRT and SDRT are actually independent processes, a finding that is supported by a lack of a relationship between those two variables in our participants ($r = -0.07, p = 0.69$). It is important to note that our results are specific to our population; it is possible that in impulsive populations there is a different relationship between response time variability and inhibitory control ability, a possibility that can be empirically explored by applying the same techniques to a new population of participants.

3.3. RESTING STATE NETWORK CASE STUDY

Another recent study investigated how neural changes with development are predictive of age by focusing on functional patterns of activation during rest as opposed to a specific cognitive process such as response inhibition (Dosenbach et al., 2010). Examining the spontaneous neural fluctuations and connections between regions at rest has been proposed to be a useful manner with which to study baseline neural networks, especially in populations that may have difficulty completing tasks, such as young children or patient populations. The goal of this study was to determine what regions and interregional connections were most important when predicting age. Using support vector regression in a large sample of children and adults aged 6–35, the support vector machine was trained to predict “brain age,” or the functional maturity level of each participant’s brain using the “leave-one-out” method.

Dosenbach et al. (2010) were able to successfully predict age from the neural data. Additionally, they found that highly predictive connections
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between brain regions that were positively correlated with age were significantly longer than those connections that were negatively correlated with age. While these strengthening connections were found throughout the entire cortex, they were most often along the anterior–posterior axis. That result is consistent with results using graph theory analyses of resting state data that have found that long-range connections get stronger and short-range connections get weaker throughout development (for a review, see Power et al., 2010). Moreover, it was found that the connections within multiple networks that have been found to be functionally connected at rest were important for predicting age, the cinguloperical network in particular. Individual neural regions that had the greatest predictive power included the right anterior prefrontal cortex and the precuneus. This study provides an important first step toward characterizing the developmental trajectories of functional connectivity within and between brain networks.

3.4. Decision Making Case Study

In another recent study that applied machine learning techniques to the decoding of continuous variables, the roles of specific brain regions involved in decision making were examined (Kahnt et al., 2011). The goal of the study was to determine which neural regions are most important when predicting stimulus value and variability of value. Participants were trained to learn the value of a reward associated with three distinct dimensions of a multi-dimensional stimulus (shape, color, and coherence of moving dots). Each dimension was associated with three levels of reward (e.g., diamond = 0.10 €, octagon = 0.20 €, and dodecagon = 0.30 €). The associations between dimension and reward were counterbalanced across participants. After training on each dimension separately, participants were scanned while being tested on the overall value of a multi-dimensional stimulus (e.g., green diamond with 95% coherence of the moving dots). The overall stimulus value was defined as the mean of the three independent values and the stimulus variability was defined as the variance of the three independent values (Figure 3A).

Support vector regression was utilized in a within participants design (the machine was trained on three scanning runs and tested on a fourth). The authors used a searchlight approach, in which they trained and tested their machine on voxels falling within a sphere (with a four voxel radius) centered at each voxel in the brain. They calculated prediction accuracy at each voxel by standardizing the correlation coefficient between the actual value and predicted value of both stimulus value and stimulus variability, resulting in prediction accuracy maps across the whole-brain for each participant (Kahnt et al., 2011).
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**Figure 3** (A) Experimental design of the multi-attribute decision making task. Each stimulus consisted of three dimensions and participants had to make a decision about the stimulus value by indicating value on a circular rating scale (top panel). The three dimensions were shape, color, and coherence of moving dots; each dimension had three levels with different values (bottom panel). (B) Regions with significant prediction accuracy in the VMPFC for stimulus value (top panel) and the OLPFC and DMPC for stimulus variability (bottom two panels). Graphs on the right plot prediction accuracy across the trial. Figure taken from Kahnt et al. (2011).
Across all participants, it was found that activity in ventromedial prefrontal cortex (VMPFC) was significantly predictive of stimulus value, while activity in dorsolateral prefrontal cortex (DLPFC) and dorsomedial parietal cortex (DMPC) was significantly predictive of stimulus variability (Figure 3B). Crucially, the authors found that these results could not be explained by stimulus attributes or response speed variability. To demonstrate that, they trained a classifier to learn the difference between different stimuli that were associated with the same reward value. Classification performance was at chance in the VMPFC ($p = 0.50$), indicating that stimulus value, not stimulus attributes, is decoded in the VMPFC. Moreover, regressing out participant response speed did not change the results. Lastly, the authors conducted traditional univariate analyses and did not find correlations between stimulus value and VMPFC activity or stimulus variability and DLPFC or DMPC activity. While previous research has found that both medial PFC and DLPFC were associated with multi-attribute decision making (Zysset et al., 2006), the univariate methods utilized could not distinguish between the specific aspects of decision making identified using predictive analytical tools (Kahnt et al., 2011).

The results of this study demonstrate that different aspects of multi-attribute decision making are associated with activity in dissociable regions in the brain (i.e., value assessment in the VMPFC and variability assessment in the DLPFC; Kahnt et al., 2011). The authors were able to expand our knowledge of how multi-attribute decision making is distributed in the brain beyond what could be learned using more traditional univariate methods.

### 4. Predicting Disease States

Much time and many resources have been spent attempting to identify biomarkers for and automate the diagnosis of psychiatric diseases. While disease classification has been implemented for a wide range of disorders, including schizophrenia (Davaizikos et al., 2005; Sun et al., 2009; Koutsouleris et al., 2010), depression (Fu et al., 2008), autism (Ecker et al., 2010a,b), and ADHD (Zhu et al., 2005), this review will focus on the automatic diagnosis of degenerative brain disorders, since there have been attempts to not only classify, but to implement regression-based predictive analyses with these disorders. For example, there have been attempts to ascertain patterns of degeneration that mark the transition from healthy aging to MCI to AD. It has been demonstrated that anatomical scans of the brains of patients with AD can be reliably differentiated from brain scans of age-matched healthy controls (classification accuracy 94.3%; Fan et al., 2008). Additionally, patients with MCI, in some cases a precursor to AD, have successfully been classified (with 100% accuracy) as those whose cognitive functioning stayed stable, declined, or improved over a 12-month period (as operationalized by score on the mini-mental state examination, MMSE; Duchesne et al., 2005). Moreover, it has been demonstrated that patients with MCI whose brains were classified as AD (as opposed to healthy) displayed a greater decline in cognitive functioning (MMSE score) over a 12-month period than did MCI patients whose brains were classified as healthy (mean decline = −2.31 vs. −0.30; $p = 0.03$; Fan et al., 2008). These techniques have also been applied to classify the brains of people who will develop HD but who are currently pre-symptomatic. It has been found that the brains of patients who are closer to disease onset (estimated onset within 5 years) can be correctly classified as pre-HD (classification accuracy = 69%, $p = 0.002$), while the brains of patients who are likely to remain pre-symptomatic for greater than 5 years cannot (classification accuracy at chance; Klöppel et al., 2009). In general, it has been found that pre-HD patients that are more likely to be misclassified are those with greater years to onset (21.2 vs. 12.0; Rizk-Jackson et al., 2011).

Recent studies have attempted to predict disease-related continuous variables from neural data using regression-based machine learning. Duchesne et al. (2009) attempted to predict MMSE score from anatomical scans. Baseline and change in MMSE scores are often used to detect MCI and to diagnose probable AD. Scores are generally fairly stable across 1–2 years in healthy participants, but decline with the onset of cognitive impairment and dementia. Using principal component analysis with robust linear regression and a leave-one-out approach, it was found that MMSE score assessed 1 year after a baseline anatomical scan could be predicted from that baseline scan (correlation predicted vs. actual: $r = 0.31$, $p = 0.03$). Furthermore, decoding MMSE scores was more accurate in participants whose scores declined than in participants whose scores remained stable (correlation predicted vs. actual for decliners only: $r = 0.80$, $p < 0.0001$; Duchesne et al., 2009).

A later study confirmed the ability to successfully decode MMSE scores (the average score from three time points over a 6-month period) from gray matter patterns in baseline anatomical scans in healthy participants, patients with MCI, and patients with AD using both support vector
regression and relevance vector regression with leave-one-out cross-validation (correlation predicted vs. actual at least $r = 0.75$ for best fit support and relevance vector regression machines; Wang et al., 2010). This study also found that the score on another neuropsychological test, the Boston naming test (BNT), could be predicted from baseline anatomical scans, although not as successfully (maximum correlation predicted vs. actual: $r = 0.59$). Furthermore, in participants whose MMSE scores declined over a six month period, future MMSE scores could be predicted from the gray matter of baseline anatomical scans (correlation predicted vs. actual: $r = 0.54$). Importantly, the prediction improved only marginally when the machine was trained on white matter and cerebral spinal fluid maps as well, implying that most of the information about level of dementia is contained in gray matter (Wang et al., 2010). A last study found that both support vector regression and relevance vector regression were successfully able to predict age in healthy adults (aged 19–86; correlation predicted vs. actual: $r = 0.92$). Participant scans and information were taken from a large, publicly available database (the IXI database), thus there was a large enough sample to be able to train the machines on 410 participants and test them on separate datasets of over 100 participants each (untrained participants from the IXI database and participants whose data had been collected by the current investigators for previous studies). Critically, when this same classifier (trained on healthy adults) was tested on participants with AD (from the Alzheimer’s Disease Neuroimaging Initiative database), the estimated age of the AD patients was significantly higher than their actual age (10 years, $p < 0.001$; Franke et al., 2010).

Huntington’s disease is another disorder marked by neural degeneration that has been studied using predictive analysis techniques. HD is appealing to study because of its known genetic basis (a CAG triplet on the Huntingtin gene) with very high penetrance. Moreover, the age of onset can be estimated fairly accurately based on current age and number of repeats of the CAG triplet (Langbehn et al., 2004). A recent study in our laboratory found that a support vector regression machine with four-fold cross-validation could successfully predict the number of years to onset of HD in pre-symptomatic HD gene carriers (as estimated from age and number of CAG repeats) when training the machine on anatomical grey matter maps (both across the entire brain and within the caudate nucleus of the basal ganglia) and on a diffusion-weighted white matter map of the whole-brain (minimum reported correlation predicted vs. actual years to onset: $r = 0.49$, corrected $p = 0.02$; Rizk-Jackson et al., 2011). Interestingly, while classification of HD vs. non-HD was very good using a simple linear discriminant analysis model with a small number of basal ganglia features, a simple linear regression model on the same features was not effective for decoding years to onset; instead, only the more complex support vector regression model was able to successfully predict estimated years to onset, suggesting that the relevant information is carried in regions across the brain.

5. FUTURE DIRECTIONS

Predictive analytical techniques can help to elucidate the relationships between neural activity and age, cognitive state, and disease state. While classification methods have been instrumental in increasing our understanding of how cognitive states are generally represented in the brain, regression-based methods can further examine the neural patterns underlying individual differences. This type of analysis is still in its infancy, thus expanding the ways in which it can be applied to functional neuroimaging data has great potential.

As is clear from the majority of studies utilizing regression-based machine learning that compare the results of different machines (Ashburner, 2007; Cohen et al., 2010; Franke et al., 2010; Wang et al., 2010; Chu et al., 2011; Valente et al., 2011) there are differences in the effectiveness of different approaches, but the relative strengths and weaknesses have yet to be fully characterized. It is doubtful that there is a single technique that will be best for every data set, but the general characteristics of brain MRI data may be more amenable to some methods as compared to others. Another area where more work is needed is the determination of optimal procedures for significance testing of predictive decoding results. A number of studies reported descriptive results (i.e., correlation coefficients) without reporting significance values (Ashburner, 2007; Dosenbach et al., 2010; Franke et al., 2010; Wang et al., 2010; Chu et al., 2011; Valente et al., 2011). Studies from our lab have used permutation testing (Cohen et al., 2010; Rizk-Jackson et al., 2011), which we believe provides the closest possible solution to a ground-truth type I error rate, but this technique is very computationally intensive and only possible in reasonable time using large computing clusters. Lastly, multiple methods for determining the importance of different brain regions in driving classification results have been utilized, including reporting the weights of each feature (i.e., voxel) that the machine used (Cohen et al., 2010; Dosenbach et al., 2010; Chu et al., 2011; Valente et al., 2011), a searchlight approach (Kahnt et al.,
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