Asymmetric Tunneling of Bose-Einstein Condensates
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In his celebrated textbook, Quantum Mechanics: Nonrelativistic Theory, Landau argued that, for single particle systems in 1D, tunneling probability remains the same for a particle incident from the left or the right of a barrier. This left-right symmetry of tunneling probability holds regardless of the shape of the potential barrier. However, there are a variety of known cases that break this symmetry, e.g. when observing composite particles. We computationally (and analytically, in the simplest case) show this breaking of the left-right tunneling symmetry for Bose-Einstein condensates (BEC) in 1D, modelled by the Gross-Pitaevskii equation (GPE). By varying $g$, the parameter of inter-particle interaction in the BEC, we demonstrate that the transition from symmetric ($g = 0$) to asymmetric tunneling is a threshold phenomenon. Our computations employ experimentally feasible parameters such that these results may be experimentally demonstrated in the near future.

We conclude by suggesting applications of the phenomena to design atomtronic diodes, synthetic gauge fields, Maxwell’s demons, and black-hole analogues.

I. INTRODUCTION

Tunneling is one of the most important quantum mechanical effects, underlyng an extremely broad class of phenomena: nuclear fusion,1 ionization of atoms and molecules by strong laser fields,2 transport effects in condensed matter,3 single and two-proton tunneling in large molecules,4 semiconductor technology based on resonant tunneling,5 Josephson junctions6, scanning tunneling microscopy7,8 Hawking radiation from a black hole,9 etc. Furthermore, the role of tunneling in biochemical processes is one of the fundamental questions addressed in the burgeoning field of quantum biology.9 Moreover, it is speculated in quantum cosmology that tunneling is the mechanism that created the universe.10

Given the many disciplines it touches on, the physics of tunneling is incredibly rich11. Despite this, textbooks on quantum mechanics typically limit the discussion only to the semi-classical (i.e., WKB) approximation to the probability of 1D tunneling $\Gamma$ (see, e.g., Sec. 50 of Ref.12). For tunneling of a quantum particle with energy $E$ and mass $m$ through a potential barrier $V(x)$, the WKB approximation gives

$$\Gamma \propto \exp \left[-\frac{2}{\hbar} \int_{b}^{c} \sqrt{2m(V(x) - E)} dx \right],$$

see Fig. 1 for an illustration. This formula is responsible for a widely held belief that tunneling probability is exponentially small. It is important to note that the ability of tunneling exponentially depends on the area under the curve between the potential barrier and particle’s energy.

Perhaps counterintuitively, Landau suggested (Sec. 25 of Ref.12) that transmission probabilities are symmetric in 1D according to the time-independent Schrödinger equation. In other words, a particle incident upon some potential barrier will have the same tunneling probability, regardless of whether it approaches the barrier from the right or the left. In the case when more than one degree of freedom (d.o.f.) is involved, however, this no
II. PRINCIPLE OF ASYMMETRIC TUNNELING BEYOND THE SINGLE-PARTICLE CASE

In the overlooked Ref. [14] (see also Eq. (30) of Ref. [15]), it was shown that tunneling can become asymmetric for the case of a two-particle system. Let us give the intuition behind this phenomenon. First, recall that the dynamics generated by a time-independent Hamiltonian conserves the total energy. To understand the underlying physics of the two-particle system, it is convenient to represent it using the center of mass (C.M.) and inter-particle d.o.f. A tunneling barrier then couples these two d.o.f.

Consider a triangular potential barrier as depicted in Fig. 2. Assume that the inter-particle d.o.f. is initially in the lowest energy (i.e., ground) state as the wave packet approaches the angled side of the potential barrier, as shown in Fig. 2(a). As the system moves from the left to right, the potential barrier gradually builds up. According to the adiabatic theorem, the inter-particle d.o.f. will not be excited; hence, tunneling dynamics of the two-particle system effectively resembles the 1D case (Fig. 1) since the inter-particle d.o.f. is frozen. A very different dynamical process takes place when the wave packet approaches the vertical side of the triangular barrier, as shown in Fig. 2(b). Upon colliding with the edge of the barrier, the inter-particle d.o.f. experiences a sudden shakeup, which induces the change of state. Since the inter-particle d.o.f. is originally in the ground state, the only allowed transition is to the excited state. The total energy, which is the sum of the center of mass and inter-particle energies, is conserved, hence the excitation takes place by decreasing the center of mass kinetic energy. As a result, the center of mass d.o.f. effectively plunges deeper under the potential barrier, as depicted in Fig. 2. The principle of asymmetric tunneling. A multi-particle system is incident upon an asymmetric barrier in either [(a), (b)] its ground state or [(c), (d)] an excited energy state. In the cases (a) and (c), the wave packet experiences gradual change of the potential barrier, and it is unlikely to experience an excitation or de-excitation. In the cases (b) and (d), the wave packet experiences a sudden change of the barrier, and excitation or de-excitation is likely. In the case of the ground state wave packet (b), the excitation energy comes from the system’s center of mass (C.M.) energy, making it less likely to transmit. In the case of an excited state (d), the system may relax to the ground state, adding to the C.M. energy and making it more likely to transmit.
in Fig. 2(b). The gray shaded regions in Figs. 2(a, b) indicate the areas that enter into the exponent in the tunneling probability as shown in Fig. 1 and Eq. 1. Thus, we achieve asymmetric tunneling since the probability of tunneling from left to right [Fig. 2(a)] is larger than the right-left probability [Fig. 2(b)].

The preceding description of asymmetric tunneling has been done within the Schrödinger equation for a two-particle system, where the asymmetric tunneling results from the coupling of the center of mass and inter-particle d.o.f. While we expect that broken tunneling symmetry is realizable in other multi-particle systems, here we examine mean-field predictions for the case of a BEC, which differs from the previous intuition as it behaves in many aspects like a single-particle system (since the majority of its \( N \) particles occupy the same quantum state). The source of asymmetry comes from the BEC’s self-interaction, which plays an analogous role to the excitation of internal d.o.f. in the previously established multi-particle case.

III. NUMERICAL DEMONSTRATION OF ASYMMETRIC TUNNELING OF 1D BEC

To evaluate BEC dynamics in a mean-field approximation, we utilize the time-dependent Gross-Pitaevskii equation (GPE), which is written initially in 3D as

\[
\frac{i\hbar}{\partial \tau} \frac{\partial \Psi(r,t)}{\partial \tau} = \left( -\frac{\hbar^2}{2m} \nabla^2 + V(r) + g |\Psi(r,t)|^2 \right) \Psi(r,t),
\]

or

\[
\mu \Psi(r) = \left( -\frac{\hbar^2}{2m} \nabla^2 + V(r) + g |\Psi(r)|^2 \right) \Psi(r)
\]

in its time-independent form, where \( g \) is the interaction parameter that models the inter-particle interactions between bosons and \( \mu \) is the chemical potential [32]. The interaction parameter \( g \) is the driving factor behind the expected asymmetry of tunneling, as reducing \( g \) to 0 simply recovers the single-particle Schrödinger equation and its accordingly symmetric dynamics. In order to better compare the transmission probabilities of the single-particle Schrödinger equation and the GPE, we choose to normalize the state to \( \int |\Psi(x,t)|^2 dx = 1 \). The full expression for the interaction parameter is

\[
g = 4\pi N a_s \hbar^2 / m,
\]

where \( a_s \) is the scattering length of the BEC, and \( m \) is the mass of the individual bosons. We use the background scattering length value \( a_{bg} = 100 a_0 \) [33], where \( a_0 = 5.29 \times 10^{-11} \) m, and the mass of \(^{87}\)Rb is \( m = 1.44 \times 10^{-25} \) kg.

For modelling the 1D behavior, we imagine the 3D BEC to be tightly confined in the \( y \)– and \( z \)– directions by a harmonic trap of angular frequency \( \omega_y = \omega_z = 1000\pi \) Hz, and weakly trapped along the \( x \)–direction by a shallow trap of angular frequency \( \omega_x = 100\pi \) Hz. We use these frequencies to define the characteristic lengths,

\[
L_i = \sqrt{\frac{\hbar}{m\omega_i}}
\]

for \( i = x, y, z \). Utilizing these lengths, frequencies, and known constants, and noting that the physical potential \( V(x) \) is measured in Kelvin, we introduce the dimensionless quantities:

\[
\tau = t \omega_x,
\]

\[
\xi = x / L_x,
\]

\[
\hat{V}(\xi) = V(x) k_B / \hbar \omega_x,
\]

\[
\hat{\mu} = \mu k_B / \hbar \omega_x,
\]

\[
\hat{g} = \frac{g}{\hbar \omega_x} \frac{1}{2 \pi L_x L_y L_z},
\]

\[
\hat{\Psi}(\xi, \tau) = \Psi(x, t) / \sqrt{L_x L_y L_z},
\]

where \( \hbar \omega_x / k_B \approx 2.4 \times 10^{-3} \) kK, \( L_x \approx 1.5 \) \( \mu \)m, and \( L_y = L_z \approx 0.48 \) \( \mu \)m, and arrive at the dimensionless quasi-1D GPE:

\[
i \frac{\partial \hat{\Psi}(\xi, \tau)}{\partial \tau} = \left( -\frac{1}{2} \frac{\partial^2}{\partial \xi^2} + \hat{V}(\xi) + \hat{g} \left| \hat{\Psi}(\xi, \tau) \right|^2 \right) \hat{\Psi}(\xi, \tau),
\]

or

\[
\hat{\mu} \hat{\Psi}(\xi) = \left( -\frac{1}{2} \frac{\partial^2}{\partial \xi^2} + \hat{V}(\xi) + \hat{g} \left| \hat{\Psi}(\xi) \right|^2 \right) \hat{\Psi}(\xi)
\]

in its time-independent form.

We consider a BEC of \( N = 10^4 \) particles trapped by the following quadratic potential centered around an offset \( \xi_0 \)

\[
\hat{V}_{\text{trap}}(\xi) = v_0 (\xi - \xi_0)^2,
\]

where \( v_0 \) is a scaling parameter for how tightly we set the trap, and \( \xi_0 \) is the position of the center of the trap (see Eq. 7 for unit conversion). The normalized ground state of Eq. 12 in the trapping potential from Eq. 14 is obtained via imaginary time propagation and used as the initial condition at \( t = 0 \) for the time evolution of the GPE. Despite the moderate number of atoms, the ground state reasonably matches the prediction of the Thomas-Fermi Approximation,

\[
|\Psi(x)|^2 = \frac{\mu - V(x)}{g},
\]

where the kinetic energy in Eq. 13 is assumed to be negligibly small. In Eq. 15, \( \mu \) is taken to be the numerically calculated chemical potential for the ground state. Plotting all positive values of \( (\mu - V(x)) / g \), we see in Fig. 2 a very good agreement of the calculated density of the ground state with the Thomas-Fermi approximation.
FIG. 3: The BEC ground state for the trapping potential from Eq. (14) with parameters $v_0 = 0.5$ and $\xi_0 = -65$ (or $x = -99.1 \mu m$) is compared with the Thomas-Fermi approximation. The normalized density of the BEC here is labelled as GPE, while the normalized right hand side of Eq. (15) is labeled as Thomas-Fermi. Because the area under both curves is normalized to 1, the Thomas-Fermi approximation, which is low near the edges, compensates by being larger near the center of the trap.

The small disagreement in the center comes as a result of normalization of the wavefunction density. The Thomas-Fermi approximation is least accurate near the edges, where the kinetic energy is least likely to be negligible due to particle collisions with the trapping potential. As the exact wavefunction density, labeled GPE in Fig. 3, includes the edge regions not included in the approximation, the density at the center, after normalization, is lowered accordingly.

A. Single-pass Asymmetric Tunneling

In this section, the case of a 1D traveling BEC incident upon an asymmetric barrier is investigated. This approach will demonstrate the simplest asymmetric BEC tunneling behavior, since the BEC only interacts with the barrier once. The asymmetric barriers we implement for the single-pass case are sums of fixed-width Gaussians, which are employed due to their commonality with experimental methods. However, we are primarily concerned with the establishment of tunneling asymmetry for our initial discussion, and accordingly we prioritize simplified potentials and leave considerations of experimental implementation to Sec. IV after the principle has been clearly demonstrated. The dimensionless form of the first potential is

$$\tilde{V}(\xi) = 45e^{-(\xi+15)^2/144.5} + 31.5e^{-\xi^2/144.5} + 13.5e^{-(\xi-15)^2/144.5}.$$ (16)

In Fig. 4, the barrier is shown along with the regions for calculating tunneling probability. We begin with a starting offset of $\xi_0 = -65$, or $x = -99.1 \mu m$, and a scale of $v_0 = 0.5$ for the initial trap. The ground state of the BEC is then released by turning-off this trap and “kicking” the condensate to give it an initial velocity towards the barrier. In this case, the initial wavefunction reads

$$\tilde{\Psi}(\xi, \tau = 0) = e^{i\kappa \xi} \tilde{\Psi}_g(\xi),$$ (17)

where $\tilde{\Psi}_g$ is the BEC ground state, such that the state will now propagate to the right (for $\kappa > 0$). With a kick parameter $\kappa = 6.5$, we allow the BEC to propagate for a time $\tau = 10.55$, or $t = 33.6 \mu m$, using both the GPE (Fig. 5) and the Schrödinger equation (Fig. 6) for comparison. The total elapsed time ensures that the BEC stays within the maximum bounds of propagation, but also allows the BEC sufficient time to either reflect or tunnel through the barrier. Because the method of simulated propagation has periodic boundary conditions due to use of the Fast Fourier Transform, the maximum bounds are chosen to be as large as possible while still
FIG. 5: (a)-(b) Evolution plots of a BEC modelled by the GPE, where (a) shows the BEC prepared on the left and kicked to the right and (b) shows the BEC initially on the right and kicked to the left. The color bar in each plot corresponds to $|\Psi(x, t)|^2$. Unlike the predictions of the single particle Schrödinger equation, we see significant spreading of the BEC as it propagates. This is the expected behavior of a self-interacting, multi-particle system.

For now we concern ourselves entirely with the behavior of the single-pass case at hand. We see the behavior of the propagating BEC in Fig. 5, notably the expected spreading of the density due to positive inter-particle interaction parameter $g$, which corresponds to repulsive self-interactions. However, we have chosen our initial momentum “kick” parameter, $\kappa$, such that the BEC has a net initial motion towards the barrier even as it spreads in both directions. We expect this repulsive BEC self-interaction to drive the tunneling asymmetry in a manner similar to the inter-particle interaction in the multi-particle case considered in Fig. 2. In the case of
Fig. 5 (a), the BEC meets the steeper side of the barrier first. We remember for the multi-particle case seen in Fig. 2(b) that approaching from the steeper side is more likely to lead to a sudden excitation and a lowering of the transmission probability as a result. We expect that if the BEC inter-particle interaction term is a proper analogue to the multi-particle intuition, the sharp increase will cause the BEC to also experience a decrease in transmission probability. We repeat this process separately for the flipped case [Fig. 5(b)], preparing the BEC at $\xi_0 = 65$, or $x = 99.1 \mu m$, and then applying the same magnitude kick in the opposite direction. This time, the BEC sees a more adiabatic increase in the potential barrier, and should experience a higher transmission probability, similar to the case presented in Fig. 2(a). We repeat the same numerical calculations in Fig. 6 for a BEC with vanishing interaction ($g = 0$), which reduces to the Schrödinger case. This will be used for contrast with the interacting case and to highlight the role of the interaction in the asymmetry of tunneling probability.

To quantify tunneling asymmetry in the interacting BEC case [Fig. 5(b)], we introduce the following metric

$$d_r = \frac{|T_L - T_R|}{(T_L + T_R)/2} \times 100\%,$$

where $T_R$ is the tunneling probability for the BEC incident from the left to tunnel through to the right, and $T_L$ is the tunneling probability for the BEC incident from the right to tunnel through to the left. These probabilities are calculated as:

$$T_R = \int_{\text{blue}} |\Psi(x, t)|^2 dx$$

and

$$T_L = \int_{\text{orange}} |\Psi(x, t)|^2 dx,$$

The colors in the integration of $|\Psi(x, t)|^2$ correspond to the shaded regions seen in Fig. 4. Accordingly, $T_R$ corresponds to the case where the BEC is cooled on the left of the barrier, tunnels through the barrier, and enters into the blue shaded region on the right of the potential, whereas $T_L$ corresponds to the case that the BEC is cooled on the right of the barrier, tunnels through the barrier, and enters the orange region to the left of the potential. These integration regions are chosen away from the barrier, so that particles still traveling through the barrier are not counted as having tunneled. Additionally, these regions are equally sized, located at equal distance from the initial positions of the cooled BEC, and the magnitude of the initial kick towards the barrier is the same for the left-to-right and right-to-left cases. In these single-pass examples, shown in Fig. 7(b), we see that $T_L$ and $T_R$ are already different immediately after the initial time at which either the left-to-right or right-to-left propagating BEC has tunneled through the barrier and entered the blue or orange shaded regions respectively. Seeing that $T_L$ and $T_R$ begin increasing at identical time, albeit at different rates, we are confident that the asymmetry is not a result of time delay between the two cases.

FIG. 7: (a) Tunneling probabilities for a BEC modelled by the Schrödinger equation (SE), which overlap completely. The size of the tunneling probability is very low due to the lower predicted energy of the SE. (b) Tunneling probability for a BEC modelled by the GPE. While the difference is small, there is a clear split between the left-to-right probability and the right-to-left. The intuition from Fig. 2(b) holds, as the more gradual side of the barrier has higher tunneling probability. Note the colors are synchronized to Fig. 4, with the left to right BEC tunneling corresponding to integration over the blue shaded region and the right to left BEC tunneling corresponding to integration over the orange shaded region.
from Eq. 1 corresponds to exponentially smaller tunneling probability. Indeed, exponentially large enhancement in tunneling rate in a BEC due to a mean-field energy shift has been well studied in many contexts [34–37], and even in a linear system, BEC tunneling rates can be dramatically enhanced due to resonances [38,39]. Our focus, however, is specifically on tunneling asymmetry rather than on an overall increase or decrease in tunneling rate due to nonlinear coupling.

Overall, the GPE predicts a peak asymmetry of \( d_e = 57\% \) soon after significant tunneling probabilities first appear and a final asymmetry of \( d_e = 1.2\% \) at \( t = 33.6 \) ms when the simulation is stopped (Fig. 8). Ultimately this gives a confirmation of asymmetry, but does not show a clear method to obtaining high asymmetries. In order to better examine the asymmetric behavior, a more optimized case is considered in the following sections.

B. Transition from Symmetric to Asymmetric Tunneling

We now directly examine the interaction parameter \( g \) and its impact on overall tunneling asymmetry. To this end, we vary \( g \) by scaling the scattering length, the effect of which can be seen in Eq. 4. This may be accomplished experimentally using Feshbach resonance to scale the scattering length, \( a_s \) [40]:

\[
\gamma a_s(B) = \frac{\Delta}{B - B_0},
\]

The scaling factor \( \gamma \) is introduced in Eq. 21 to simplify notation; \( \gamma \) could, in principle, range from \( \approx 0 \) to arbitrarily high numbers for repulsive interactions. Alternatively, Eq. 4 also shows that changing the number of particles accomplishes the same effect. While we consider both cases, it should be noted that manipulation of \( g \) is more practically feasible through Feshbach resonance, as the scaling may be carried out without changing the sample BEC. As for the asymmetric barrier, we utilize the previous potential, but modify it such that it becomes two identical asymmetric barriers:

\[
\tilde{V}({\xi}) = 300e^{-(\xi+15.0)^2/4.5} + 240e^{-(\xi+12.4)^2/4.5} + 180e^{-(\xi+9.7)^2/4.5} + 120e^{-(\xi+7.1)^2/4.5} + 60e^{-(\xi+4.4)^2/4.5} + 300e^{-(\xi+4.4)^2/4.5} + 240e^{-(\xi+7.1)^2/4.5} + 120e^{-(\xi-9.7)^2/4.5} + 180e^{-(\xi-12.4)^2/4.5} + 60e^{-(\xi-15.0)^2/4.5}.
\]

This creates a total asymmetric barrier that allows the BEC multiple chances for tunneling or for reflection, as seen in Fig. 4. As each chance to tunnel is asymmetric, increasing the number of barriers should further highlight the asymmetry. In future work, this may eventually be extended such that a larger number of barriers may act as an atomtronic diode, allowing a BEC to transmit from,
say, left to right, while effectively eliminating the possibility that it travels right to left.

We perform 100 simulations, increasing $\gamma$ in steps of 0.01 over the interval $0 < \gamma \leq 0.50$ and in steps of 0.05 over the interval $0.50 < \gamma \leq 3.0$. Because of this number of individual simulations as well as the more complex nature of the barrier, we reduce the distance between the initial state’s offset and the center of the asymmetric barrier, with each state being prepared in a potential with $v_0 = 0.5$ at $x_0 = \pm 76.3 \mu m$. As compared to previous simulations, we reduce the time of propagation to $t = 11.14$ ms and the range of $x$ is taken to be $\pm 152.5 \mu m$. Accordingly, we increase the initial kick applied to the BEC to $\kappa = 22$ such that it propagates faster, and with much higher kinetic energy. This provides adequate resolution to demonstrate the relationship between tunneling probability at the final time, $t = 11.14$ ms, and $a_s$, as shown in Fig. 10. In the case of $g = a_s = 0$, symmetric tunneling is restored as expected.

Additionally, Fig. 10 can also be visually compared to Fig. 7 as $a_s = 100 a_0$ is the background scattering length used in Sec. III A. As previously discussed, the tunneling asymmetry of the BEC in Fig. 7 is quite small at the final time. We can see from Fig. 10 that, with the same scattering length $a_s = 100 a_0$, the splitting is much more pronounced, showing a clear example of barrier modification that enhances the tunneling asymmetry. It is most surprising, though, that the relationship between the tunneling probability and $a_s$ exhibits a threshold-like behavior, where the tunneling probabilities remain symmetric and close to 0 for the lowest values of the scattering length $a_s$ but increase and become asym-

FIG. 9: A two-peak asymmetric barrier, which offers multiple chances for transmission and reflection. As with the calculations above (see Fig. 4), the blue shaded region corresponds to the case in which we cool the BEC on the left of the asymmetric barrier at $x = -76.3 \mu m$ and kick the BEC such that it propagates to the right. The orange shaded region corresponds to the probability of the flipped case, where we instead cool the BEC at $x = 76.3 \mu m$ and kick it such that it propagates to the left.

FIG. 10: For initial wavepackets prepared at the same location, this plot shows the change in tunneling probabilities and energy as the scattering length is varied. Here $a_s = 0$ corresponds to $g = 0$, the Schrödinger case. (a) The threshold of tunneling is clearly visible as $a_s$ is increased. As in the previous figures, the plot is color coded to match Fig. 9. (b) The energy of the wavepacket is affected by tuning $a_s$ and correspondingly $g$. The resulting change in energy, as we recall from Eq. 11, corresponds to an exponential change in tunneling probability. However, we also note that the apparent square-root dependence of energy on scattering length does not completely explain the seemingly threshold-like behavior in tunneling probability, pointing to a contribution of $g$ that goes beyond simple changes in energy.
metric above $a_s \approx 20a_0$. As increasing $g$ by scaling $a_s$ changes the energy and correspondingly affects tunneling probability, we must ensure that this threshold-like behavior is not simply a result of rapid changes in total energy. In Fig. 10(b), we illustrate the change in total energy as a function of scaling $a_s$ and see that, relative to the magnitude of total energy, the contribution of $g$ is small due to the increased kinetic energy from the larger kick parameter $\kappa$ in the current example. The change in energy is also smooth and monotonic throughout, even within the region centered about the threshold-like behavior, $15a_0 \leq a_s \leq 25a_0$. The relatively small and well-behaved changes in energy due to scaling $a_s$ within that region cannot alone explain the threshold-like behavior of the tunneling probability seen in Fig. 10(a). Thus, we are confident that there is an inter-particle interaction contribution predicted by the GPE that goes beyond a simple increase in energy.

The effects presented here have been indirectly noted in previous many-body simulations [31], albeit for the purpose of studying different aspects of tunneling. Ref. [31] utilizes many-body multi-configurational time-dependent Hartree methods [41] to investigate the effect of varying the inter-particle BEC interaction strength in double-well potentials. The modified oscillation of tunneling probability [12] depending on which well the BEC starts in, can be seen in Figs. 1(c-f) of Ref. [31]. Furthermore, an increase in the asymmetry of tunneling was observed in that Figure as inter-particle interactions were increased. Of particular note is the recognition that very small inter-particle interactions do not lead to noticeable tunneling asymmetry. Rather, the asymmetry of tunneling emerges as inter-particle interactions are increased beyond a certain level, which the single-pass results seen here in Fig. 10 also demonstrate.

Additionally, Ref. [31] also explores the effects of barrier asymmetry by adding a scalable slope to the central barrier of an idealized double-well potential. This is implemented as a simple and tunable control of barrier asymmetry, and the mechanisms behind its effect on tunneling asymmetry are not directly examined. However, we note that the results certainly correspond to the intuition presented in Fig. 2 of the current work, where a more gradual slope is more conducive to tunneling than a steeper slope (when starting in a multi-particle ground state). Finally, Ref. [31] suggests that, for weak, repulsive interactions, the mean-field approach very closely matches many-body predictions. Accordingly, we move beyond the case of a free BEC experiencing single-pass asymmetric tunneling to examine the behavior of confined BECs.

**IV. GOING BEYOND LANDAU: TUNNELING IN A TRAPPING POTENTIAL**

Landau’s prediction of symmetric tunneling (see Sec. 25 of Ref. [12]) relies upon the requirement that the potential vanishes on either side of the barrier (see Fig. 1); as a result, a solution to the time-independent Schrödinger equation in these outside regions is a linear combination of incoming and outgoing plane waves (see App. A for the detailed proof). The examples seen in Sec. III above were carried out to test BEC tunneling under these same conditions. Landau’s argument does not apply to the case of trapping potentials because the condition of asymptotically vanishing potential is violated. Because trapping potentials are better suited for experimentally studying asymmetric tunneling of a BEC by utilizing painted potentials [43–45], we ought first to confirm the symmetry of tunneling for the Schrödinger equation under trapped conditions before contrasting the results with the GPE.

**A. Symmetric Tunneling for the Schrödinger Equation in a Trap**

Unlike in the cases presented in Sec. III, the solution to the Schrödinger equation on either side of the barrier depends on the form of the trapping potential, and a rigorous proof of left-right tunneling symmetry that accounts for an arbitrary trapping potential is non-trivial. While we expect that this may be accomplished in future work, here we present numerical evidence for symmetric tunneling.

For an initial test, we consider a simple asymmetric potential composed of two fixed-width Gaussians and an added quadratic trapping term of the dimensionless form:

\[
V(x) = \frac{1}{2}kx^2 + V_0 e^{-x^2/\sigma^2} + \text{const}
\]
FIG. 12: (a) Tunneling probability for a BEC modelled by the Schrödinger equation. Because the BEC is trapped, it can be propagated for \( t \approx 127 \) ms, which is much longer than in the Landau case. Note that the colors are synchronized to the potential in Fig. 11 with the left to right Schrödinger tunneling corresponding to integration over the blue shaded region and the right to left Schrödinger tunneling corresponding to integration over the orange shaded region (b) Relative difference between Schrödinger tunneling probabilities using Eq. (18). There are small spikes as the probabilities approach and leave 0, but \( d_r \) remains on the order of 0.1%.

\[
\tilde{V}(\xi) = 0.05\xi^2 + 40e^{-\left(\frac{\xi+2}{\xi}\right)^2/9} + 20.82e^{-\left(\frac{\xi-2.5}{\xi}\right)^2/9}. \quad (23)
\]

This potential (see Fig. 11) is a natural extension of those in Sec. III but with an added quadratic trap. We begin, as in the previous section, by simulating the cooling of a BEC at \( x = \pm 30.5 \) µm with a cooling trap tightness parameter of \( v_0 = 0.25 \) (see Eq. (14)), and then propagate the BEC for \( t \approx 127 \) ms using the Schrödinger equation. The results can be seen in Fig. 12. Even with the addition of a quadratic trapping term, the tunneling probabilities are identical [Fig. 12(a)], and the relative difference between the left and right cases remains on the order of 0.1% [Fig. 12(b)], which is consistent with numerical noise and is of the same order as in Fig. 8, the rigorously proven case of Landau.

To continue our investigation, we have chosen parameters such that our trapping asymmetric potential [see Eq. (24)] may be entirely created by a series of fixed-width Gaussians of varying intensity, which could be realized by a time-averaged experimental technique [43–45]. To best match future experimental parameters, the potential is comprised of Gaussians corresponding to a waist size of \( \approx 17 \) µm (Fig. 13):

\[
\tilde{V}(\xi) = 400 - 285 \left( e^{-(\xi+45)^2/144.5} + e^{-(\xi-45)^2/144.5} + e^{-(\xi+30)^2/144.5} + e^{-(\xi-30)^2/144.5} \right)
- 242.25 \left( e^{-(\xi+15)^2/144.5} + e^{-(\xi-15)^2/144.5} \right)
- 270.25e^{-(\xi-3)^2/144.5}. \quad (24)
\]

The BEC is prepared further off-center to accommodate the wider asymmetric potential barrier and is cooled with a slightly tighter trapping potential, choosing \( v_0 = 0.5 \) for the tightness parameter and \( \xi_0 = \pm 37 \), or \( x = \pm 56 \) µm, as the offset in Eq. (14). As with the previous potential, we perform the Schrödinger propagation for \( t = 127.3 \) ms. As we see in Fig. 14, the tunneling probabilities overlap, and the relative difference between the left and right tunneling probabilities oscillates around 0.1%, which is again on the same order as in Fig. 8.

B. Recurrent Asymmetric Tunneling of BECs

For GPE modelled BEC tunneling, we use the previous potential from Eq. (24) as it utilizes experimentally realizable parameters. This potential (see Fig. 13) confines the BEC in a smooth well such that it will have
FIG. 14: (a) Tunneling probability for a BEC modelled by the Schrödinger equation. Because the BEC is trapped, we are able to propagate for \( t \approx 127 \text{ ms} \), which is much longer than in the Landau case. Note that the colors are synchronized to the potential in Fig. 13, with the left to right Schrödinger tunneling corresponding to integration over the blue shaded region and the right to left Schrödinger tunneling corresponding to integration over the orange shaded region. (b) Relative difference between Schrödinger tunneling probabilities using Eq. (18). There is a small spike around \( t \approx 20 \text{ ms} \) which is just before the tunneling probability rises above the level of machine error.

FIG. 15: Time evolution of a BEC modelled by the GPE, where (a) shows the BEC prepared on the left side of the trap and (b) shows the BEC initially on the right side of the trap’s central barrier. The color bar in each plot corresponds to \( |\Psi(x, t)|^2 \). Because particles of the BEC may tunnel from one side of the barrier to the other and then back, we notice that the tunneling probability may increase or decrease over time.

multiple chances to reflect or tunnel through the asymmetric barrier in the center. Additionally, once tunneled through, particles on the other side of the barrier will then have a chance to tunnel back to their original side. Because the BEC is confined within a trapping potential (Fig. 13), it can be propagated over a long time, \( \tau = 40 \), or \( t \approx 127 \text{ ms} \), allowing multiple chances for tunneling. This allows larger disparities between left-to-right and right-to-left tunneling probabilities to form. The BEC is prepared closer to the barrier than in the previous calculation, with a much tighter trapping potential. Here the tightness parameter is \( v_0 = 0.5 \), and the offset in Eq. (14) is \( \xi_0 = \pm 37 \), or \( x \pm 56 \mu \text{m} \). Examining the density plots in Fig. 15 we see the oscillatory behavior expected for a trapped matterwave, but with added complexity arising from the repeated tunneling behavior.

Looking at the tunneling probabilities predicted by the GPE [Fig. 16], we see an initial divergence similar to that in the single-pass calculation. However, after multiple passes, we see clear and strong asymmetry resulting at \( t \approx 70 \text{ ms} \) and \( t \approx 120 \text{ ms} \) arising as the trapped BEC experiences subsequent chances at reflection and transmission. Astoundingly \( d_r \) reaches values \( \approx 85\% \) and \( \approx 75\% \) respectively at these times. This clear tunneling asymmetry is nearly two orders of magnitude higher than the single-pass asymmetry seen in Sec. III A.
Asymmetry between the wells will generically give rise to an energy difference $2\Delta$ between the quantum levels, even where the bottom of each well has the same classical energy (e.g. the state in the steeper or narrower well will have a higher energy). The GPE may then be written as

\[
\frac{d\psi_1}{dt} = -i \left( \Delta \psi_1 + \Omega \psi_2 + \epsilon |\psi_1|^2 \psi_1 \right)
\]
\[
\frac{d\psi_2}{dt} = -i \left( -\Delta \psi_2 + \Omega \psi_1 + \epsilon |\psi_2|^2 \psi_2 \right),
\]  

(26)

where $\psi_1$ and $\psi_2$ are the amplitudes for being on the left and right sides of the barrier, respectively, $\epsilon$ is a measure of nonlinearity proportional to $g$, and time units have been chosen such that $\hbar = 1$. This minimal model of BEC tunneling in an asymmetric double well has appeared, for example, in Refs. [18, 46]. A more sophisticated model along these lines, where the overlap between the left and right wavefunctions is included in the nonlinear coupling, giving rise to additional terms such as $\epsilon |\psi_2|^2 \psi_1$, has been analyzed in Ref. [47], see also Refs. [48, 49]. In a scenario where the nonlinearity and the overlap between the wavefunctions are both non-negligible, these additional terms can give rise to further tunneling asymmetry, but the minimal toy model of Eq. (26) is sufficient to see the effect. We also note that, in the limit of an infinitely high barrier, the coupling $\Omega$ between the two states reduces to 0.

For the Schrödinger case ($\epsilon = 0$) the equations are of course trivial. If we start initially on the left ($\psi_1(0) = 1, \psi_2(0) = 0$), we have

\[
\psi_2^{Sch}(t) = -\frac{i\Omega \sin (t\sqrt{\Delta^2 + \Omega^2})}{\sqrt{\Delta^2 + \Omega^2}}
\]

(27)

and the tunneling probability (from left to right) is

\[
T_R = |\psi_2^{Sch}(t)|^2 = \frac{\Omega^2 \sin^2 (t\sqrt{\Delta^2 + \Omega^2})}{\Delta^2 + \Omega^2}.
\]

(28)

Since the left and right wells differ only by the sign of $\Delta$, the right-to-left tunneling probability $T_L$ may be obtained by changing the sign of $\Delta$. Of course, in the Schrödinger case we have $T_L = T_R$ as expected.

Now we may solve Eq. (26) to first order in the nonlinearity parameter $\epsilon$. With the same initial conditions $\psi_1(0) = 1, \psi_2(0) = 0$, we obtain for small $\epsilon$,

\[
\psi_2(t) = \psi_2^{Sch}(t) - \frac{\epsilon \Omega}{16 (\Delta^2 + \Omega^2)^3} \left[ \Omega^2 (\Delta^2 + \Omega^2) \cos \left( 3t \sqrt{\Delta^2 + \Omega^2} \right) \right.
\]
\[
+2 \sqrt{\Delta^2 + \Omega^2} \sin \left( \frac{t}{\sqrt{\Delta^2 + \Omega^2}} \right) \left( -i \Delta \Omega^2 \cos \left( 2 \frac{t}{\sqrt{\Delta^2 + \Omega^2}} \right) + 4 \Delta^3 (\Delta t + i) + \Delta \Omega^2 (10 \Delta t - i) + 6t \Omega^4 \right) \left] \cos \left( \frac{t \sqrt{\Delta^2 + \Omega^2}}{\Delta^2 + \Omega^2} \right) + O(\epsilon^2). \]

(29)

We note that, unlike $\psi_2^{Sch}(t)$, $\psi_2(t)$ is not an even function of $\Delta$, implying an asymmetry in tunneling between left and right for nonzero $\epsilon$. Indeed, squaring $\psi_2(t)$ to obtain the tunneling probability and then extracting the part odd...
in $\Delta$, we obtain an explicit expression for the tunneling asymmetry to leading order in $\epsilon$,

$$T_R - T_L = \frac{\epsilon \Delta \Omega^2}{8 (\Delta^2 + \Omega^2)^3} \left[ -4 t (\Omega^2 - 2 \Delta^2) \sqrt{\Delta^2 + \Omega^2} \sin \left( 2 t \sqrt{\Delta^2 + \Omega^2} \right) - 16 \Delta^2 \sin^2 \left( t \sqrt{\Delta^2 + \Omega^2} \right) \right] + O(\epsilon^2).$$

(30)

The strength of the effect is proportional to $\epsilon \Delta$. Indeed, that can be seen directly from the form of Eq. (20), where the difference between time evolution in the right and left wells is that in one case the $\Delta$ and $\epsilon$ terms contribute to the phase with the same sign, while in the other case they contribute with opposite signs. Thus, nonlinearity acts differently on the left (higher energy) and right (lower energy) sides of the barrier.

Notably the first term in the brackets in Eq. (30) grows linearly with $t$, confirming in perturbation theory that tunneling asymmetry accumulates for multiple passes through the barrier. Specifically, for $\Delta, \epsilon < \Omega$, the asymmetry $T_R - T_L$ reaches values of order $\epsilon \Delta / \Omega^2$ after times comparable to one traversal through the barrier, and values $T_R - T_L \sim 1$ are naturally achieved after $\sim \Omega^2 / \epsilon \Delta$ traversals through the barrier.

We notice in this very simple model a very nontrivial time-dependence of the tunneling probability, due to the fact that the time-dependent density drives a time dependence in the rate of flow [35, 38]. Nevertheless, for short times ($t \sqrt{\Delta^2 + \Omega^2} \ll 1$, i.e., on time scales shorter than the tunneling time), we have the simple form

$$T_R - T_L = \frac{2}{3} \epsilon^2 \Delta \Omega^2 t^4 + O(t^6)$$

(31)

and the convenient measure of tunneling asymmetry defined in Eq. (18) yields

$$d_r = \frac{|T_L - T_R|}{(T_L + T_R)/2} = \frac{2}{3} \epsilon^2 \Delta |t|^2 + O(t^4).$$

(32)

Thus, we see that even at short times a tunneling asymmetry is always present in principle, as long as two conditions are satisfied: (i) the BEC interaction $\epsilon$ is nonzero and (ii) the potential has an asymmetry, $\Delta \neq 0$.

Of course in the general case of an asymmetric double well, there will be multiple pairs of states located on either side of the barrier, and depending on the preparation of the initial wave packet, many of these may contribute to the tunneling probability. In this more general situation, $T_R - T_L$ will naturally be given by a weighted sum of terms of the form of Eq. (30). The overall conclusion remains unchanged: As long as asymmetry is present in the potential, even a small BEC interaction $g$ will give rise to a tunneling asymmetry proportional to $g$ (and also proportional to potential asymmetry $\Delta$ for small $\Delta$, and to $t^2$ for short times $t$).

VI. CONCLUSION

Through several examples, we have demonstrated the asymmetric tunneling of a BEC through asymmetric potentials in 1D. This is in contrast to the case of non-interacting particles described by the Schrödinger equation, where the tunneling probability respects left-right symmetry even for asymmetric barriers, as has been rigorously proven.

For future work, there is much room to optimize barrier shapes and scattering length to boost tunneling asymmetry in order to steer the dynamics of a BEC; this is a natural and direct extension of efforts to optimize scattering length to control transmission [26]. This approach may enable atomtronic diodes [50], facilitate BEC driven interferometers [51], and gravimetry [52]. The analytic treatment in Sec. IV suggests at least three strategies for obtaining large tunneling asymmetry already in the weak-interaction regime: (a) large tunneling asymmetry may naturally be obtained when a relatively small number of quantum states participate in the dynamics, (b) tunneling asymmetry is enhanced when the tunneling rate, potential asymmetry, and BEC interaction strength are all comparable, in appropriate units, and (c) tunneling asymmetry is enhanced for fast, repeated tunneling back and forth through a barrier as compared to a slow single pass.

Asymmetric tunneling also suggests a new approach for experimental implementation of synthetic gauge fields [53, 54]. Gauge fields are the building blocks of the Standard Model. Their unique physics have opened new horizons in topological quantum matter and technology, attracting a significant effort to engineer gauge fields in the laboratory. The complexity of the current experimental setups results from the assumption that tunneling is symmetric [53, 54]. The presented asymmetric tunneling dynamics suggests a simpler implementation: At the bottom of a deep ring-shaped trap, arrange several asymmetric barriers while preserving their orientation, such that the vertical side of one triangular barrier abuts the angled side of the next triangle (similar to Fig. 4). This trap should exhibit a strong left-right asymmetry in the transmission probability, thereby inducing a chiral motion into the BEC. This is a signature of synthetic gauge fields, with the chiral current appearing as if it were induced by a magnetic field.

A black hole analogue in BEC may also be created by asymmetric tunneling overlying self-trapping. Recall that when a wave packet is placed on one side of a
symmetric double well potential, the Schrödinger equation predicts that the wave packet undergoes recurrent oscillatory tunneling between the two wells. However, for sufficiently strong inter-particle interactions, a BEC placed on one side of the symmetric double well potential will remain trapped. This phenomenon is known as self-trapping [10]. Our findings suggest that it should be possible to find a value of the scattering length and an asymmetric double well barrier such that when the condensate is placed in one well it will be able to tunnel to the other but not be able to tunnel back, remaining self-trapped.

We want to point out that self-trapping and asymmetric tunneling are two complementary phenomena. The self-trapping reveals asymmetric dynamics of BEC even in a symmetric potential; hence, it is natural to expect asymmetric tunneling through a non-symmetric barrier.

A Maxwell’s demon may also be implemented via asymmetric tunneling since the latter is sensitive to the state of the inter-particle d.o.f. As discussed in Sec. II, the left-to-right tunneling probability [Fig. 2(a)] is smaller than the right-to-left probability [Fig. 2(b)] when the inter-particle d.o.f. is initially in the ground state. This asymmetry is reversed when the system is initially in the excited state. According to Fig. 2(b), the left-to-right tunneling probability is much more likely to cross the barrier than the system will be able to fly above the barrier as shown in Fig. 2(d). Comparing Figs. 2(a) and 2(c), we conclude that if the wavepacket is initially placed on the left side of the barrier, then the transport rate across the barrier is insensitive to the initial state of the inter-particle d.o.f. Conversely, the transport rates shown in Figs. 2(b) and 2(d) are very sensitive to the state of the inter-particle d.o.f. In this case, the transport rates are very sensitive to the state of the inter-particle d.o.f. and hence the two-particle system behaves effectively as a 1D system. For a wave incident from the left (negative \( x \)) and moving to the right (positive \( x \)), the complete solution to the time-independent Schrödinger equation then takes the following form:

\[
\Psi_L(x) = \begin{cases} 
  e^{ikx} + B_L e^{-ikx} & \text{for } -\infty < x \leq -a \\
  C_1 \psi_1(x) + C_2 \psi_2(x) & \text{for } -a \leq x \leq a \\
  D_L e^{ikx} & \text{for } a \leq x < \infty,
\end{cases}
\]

(A1)

where \( k = \frac{1}{\hbar} \sqrt{2mE} \).

For a wave incident from the left, the solution reads

\[
\Psi_R(x) = \begin{cases} 
  D_R e^{-ikx} & \text{for } -\infty < x \leq -a \\
  C_1 \psi_1(x) + C_2 \psi_2(x) & \text{for } -a \leq x \leq a \\
  e^{-ikx} + B_R e^{ikx} & \text{for } a \leq x < \infty.
\end{cases}
\]

(A2)

From this we define the reflection and transmission probabilities as \( R_L = |B_L|^2 \) and \( T_L = |D_L|^2 \) respectively for the wave incident from the left, and similarly \( R_R = |B_R|^2 \) and \( T_R = |D_R|^2 \) for the wave incident from the right. In order to calculate the probabilities, we use the condition that the solutions of the Schrödinger equation must be continuously differentiable. Using the relations from Eq. (A1) and their first derivatives at the boundary \( x = \pm a \), we generate the following system of four equations and four unknowns for the case of a wave incident for sufficiently strong inter-particle interactions.
from the left:

\[ e^{-ika} + B_L e^{ika} = C_1 \psi_1(-a) + C_2 \psi_2(-a), \]

\[ ik(e^{-ika} - B_L e^{ika}) = C_1 \psi_1'(-a) + C_2 \psi_2'(-a), \]

\[ D_L e^{ika} = C_1 \psi_1(a) + C_2 \psi_2(a), \]

\[ ik D_L e^{ika} = C_1 \psi_1'(a) + C_2 \psi_2'(a). \] (A3)

By rearranging Eq. (A3) and applying Cramer’s rule, we obtain

\[ B_L = \frac{\text{num}_{BL}}{\text{den}_{L}}, \quad D_L = \frac{\text{num}_{DL}/\text{den}_{L}}, \] (A4)

\[ \text{den}_{L} = e^{2ika} \left[ ik \left( \psi_1'(-a) \psi_2(a) - \psi_1(-a) \psi_2'(a) \right) + \psi_2(-a) \psi_1'(a) - \psi_2(-a) \psi_1(a) \right. \]

\[ + \left( \psi_1'(a) \psi_2(-a) - \psi_1(-a) \psi_2'(a) \right) + k^2 \psi_2(-a) \psi_1(a) - k^2 \psi_2(-a) \psi_2'(a) \right]. \] (A5)

\[ \text{num}_{BL} = ik \left[ -\psi_1'(-a) \psi_2(a) + \psi_1(-a) \psi_2'(a) \right. \]

\[ - \psi_1(-a) \psi_2'(a) + \psi_2(-a) \psi_1'(a) \right. \]

\[ + \left( \psi_1'(a) \psi_2(-a) - \psi_1(-a) \psi_2'(a) \right) + k^2 \psi_1(-a) \psi_2(a) - k^2 \psi_1(-a) \psi_2'(a) \right]. \] (A6)

\[ \text{num}_{DL} = -2ik \left( \psi_2'(a) \psi_1(a) - \psi_2(a) \psi_1'(a) \right). \] (A7)

Note that Eq. (A7) contains the Wronskian, \( \psi_2'(x) \psi_1(x) - \psi_2(x) \psi_1'(x) \). By repeating the same process for \( \Psi(x) \) incident from the right, we obtain solutions in a similar form

\[ B_R = \frac{\text{num}_{BR}}{\text{den}_{R}}, \quad D_R = \frac{\text{num}_{DR}/\text{den}_{R}}, \] (A8)

\[ \text{den}_{R} = -e^{2ika} \left[ ik \left( \psi_1'(-a) \psi_2(a) - \psi_1(-a) \psi_2'(a) \right) + \psi_2(-a) \psi_1'(a) - \psi_2(-a) \psi_1(a) \right. \]

\[ + \left( \psi_1'(a) \psi_2(-a) - \psi_1(-a) \psi_2'(a) \right) + k^2 \psi_2(-a) \psi_1(a) - k^2 \psi_2(-a) \psi_2'(a) \right]. \] (A9)

\[ \text{num}_{BR} = ik \left[ -\psi_1'(-a) \psi_2(a) + \psi_1(-a) \psi_2'(a) \right. \]

\[ - \psi_1(-a) \psi_2'(a) + \psi_2(-a) \psi_1'(a) \right. \]

\[ - \left( \psi_1'(a) \psi_2(-a) - \psi_1(-a) \psi_2'(a) \right) + k^2 \psi_1(-a) \psi_2(a) - k^2 \psi_1(-a) \psi_2'(a) \right]. \] (A10)

\[ \text{num}_{DR} = 2ik \left( \psi_2'(a) \psi_1(a) - \psi_2(a) \psi_1'(a) \right). \] (A11)

From these results, we see \( |\text{den}_L|^2 = |\text{den}_R|^2 \) and \( |\text{num}_{BL}|^2 = |\text{num}_{BR}|^2 \), and accordingly \( R_L = R_R \); moreover,

\[ |\text{num}_{DL}|^2 = 4k^2 \left( \psi_2'(a) \psi_1(a) - \psi_2(a) \psi_1'(a) \right)^2, \] (A12)

\[ |\text{num}_{DR}|^2 = 4k^2 \left( \psi_2'(a) \psi_1(a) - \psi_2(a) \psi_1'(a) \right)^2. \] (A13)

Since the time-independent Schrödinger equation does not contain the first derivative, the Wronskian is constant for all values of \( x \) as per Abel’s identity \[\text{Eq. (1.13.5)}\]. Therefore, \( |\text{num}_{DL}|^2 = |\text{num}_{DR}|^2 \), and as a result \( T_L = T_R \), which completes the proof.
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