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Abstract. We present multimodal noncontact photoacoustic (PA) and optical coherence tomography (OCT) imaging. PA signals are acquired remotely on the surface of a specimen with a Mach-Zehnder interferometer. The interferometer is realized in a fiber-optic network using a fiber laser at 1550 nm as the source. In the same fiber-optic network, a spectral-domain OCT system is implemented. The OCT system utilizes a supercontinuum light source at 1310 nm and a spectrometer with an InGaAs line array detector. Light from the fiber laser and the OCT source is multiplexed into one fiber using a wavelength-division multiplexer; the same objective is used for both imaging modalities. Reflected light is spectrally demultiplexed and guided to the respective imaging systems. We demonstrate two-dimensional and three-dimensional imaging on a tissue-mimicking sample and a chicken skin phantom. The same fiber network and same optical components are used for PA and OCT imaging, and the obtained images are intrinsically coregistered. © The Authors. Published by SPIE under a Creative Commons Attribution 3.0 Unported License. Distribution or reproduction of this work in whole or in part requires full attribution of the original publication, including its DOI. [DOI: 10.1117/1.JBO.20.4.046013]
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1 Introduction

Optical coherence tomography (OCT) is a high-resolution and contactless imaging method. It allows acquisition of one-dimensional, two-dimensional (2-D), and three-dimensional (3-D) depth-resolved image data of (sub)surface features in turbid media. OCT employs the partial coherence properties of a broadband light source and interferometry to locate the positions of reflective and backscattering interfaces. This technique was originally developed for ophthalmology, and is currently pursued worldwide intensively for further medical diagnostics of biological tissues. OCT has meanwhile found various applications in biomedical imaging, as well as in imaging of materials. OCT allows remote imaging of refractive index changes, thus making it ideal as an interoperative imaging tool. For example, OCT has been used as a monitoring tool during laser surgery of laryngeal carcinoma and also to localize tumor margins during neurosurgery of the human cortex.

Photoacoustic imaging (PAI) is a noninvasive imaging modality which allows structural, functional, and molecular imaging. Imaging relies on the PA effect, which describes conversion between light and acoustic waves due to absorption of electromagnetic waves and localized thermal expansion. In practice, short pulses of electromagnetic radiation, mostly short laser pulses, are used to illuminate a sample. The local absorption of the light is followed by rapid heating, which subsequently leads to thermal expansion and generation of broadband acoustic waves. By recording the generated ultrasonic waves the initial distribution of absorbed energy can be assessed. Thus, PAI is a hybrid technique making use of optical absorption and ultrasonic wave propagation. For recording the ultrasonic waves in PAI, usually, contacting piezoelectric transducers are used. These detectors have to be coupled to the sample by a coupling agent. Although this is no major limitation for many applications, there are cases where contact should be avoided, e.g., in burn diagnostics or for inline material inspection. For interoperative imaging, contact transducers hinder the operation. Also, for some kinds of surgeries, contact is prohibited, e.g., in brain surgery. As an alternative to piezoelectric transducers, interferometric detection schemes have been reported as a means to acquire the PA signals. These techniques, however, still demand direct contact with the tissue, immersion in water, or at least a liquid layer on top of the sample. Noncontact 3-D imaging, without the need for a coupling agent, was demonstrated in Refs. 7 and 23–27. In these works, the motion of a surface is measured remotely by means of interferometry.

Regarding the visualization of blood, spectral-domain OCT (SD-OCT) systems are fast and, therefore, capable of dynamic observation of blood flow to visualize subsurface vessels at high resolution. In contrast, PAI directly images the optical absorption of blood. High contrast is achieved by using a wavelength where blood shows strong optical absorption in contrast to the surrounding tissue. Therefore, PAI is expected to deliver better imaging contrast compared to OCT when imaging static blood as, e.g., found in hemorrhages, vascular occlusions, or in certain microvascular pathologies such as...
tumors where flow stasis can occur. For deep vessels and static blood, OCT mainly delivers information by visualizing the overlying or surrounding subsurface tissue at high resolution.\textsuperscript{30} However, with the exception of Ref. 18, these methods rely on contacting transducers. The technique demonstrated in Ref. 18 uses the same low-coherence light source for OCT and noncontact PAI (ncPAI). However, an oil film is needed for coherence gating and for providing a smooth surface. Thus, these approaches do not make full use of the remote nature of OCT, which may limit their applicability. This limitation could be overcome by combining OCT with ncPAI. Recently, we demonstrated ncPAI using a fiber-based interferometer.\textsuperscript{26} The realization of the detection optics in a fiber-optic network allows straightforward extension with OCT. The present paper is dedicated to this combination.

The paper is organized as follows. In Sec. 2, we describe the setup. To enhance readability, the PA part, the OCT part, and the combination of both systems are described separately. In Sec. 3, we demonstrate multimodal ncPAI and OCT imaging on a skeleton leaf phantom and chicken skin phantom. Section 4 is dedicated to the discussion of the results and to an outlook.

2 Setup

2.1 Overview—Combined Setup

Figure 1 shows a simplified schematic of the combined setup: in a fiber-optic network, noncontact PA detection, and SD-OCT are implemented. For ncPAI, a fiber-optic interferometer based on Ref. 26 is used. Light from the ncPAI sample arm, at a wavelength 1550 nm, is combined with broadband light from the OCT sample arm, with a wavelength between 1200 and 1900 nm, using a coarse wavelength-division multiplexer (CWDM). The CWDM allows bidirectional operation; the bandwidths for the 1310 and 1550 nm spectral bands are 100 and 40 nm, respectively. The output of CWDM is coupled into a collimator (Co1) and focused to a sample surface using an achromatic lens L1. The collimated beam diameter after the fiber collimator is 7 mm; L1 has a focal distance of 75 mm. Light that is reflected from the sample is collected by L1 and Co1, and is directed to CWDM. At the CWDM, the two spectral bands, i.e., 1550 and 1310 nm, are separated and directed back to the respective imaging systems. The output of the ncPAI system is sampled using an 8-bit digital scope (LeCroy WaveRunner 44Xi-A); the output of the OCT camera, i.e., the spectrometer, is read out by a standard personal computer (PC) using Camera Link. To allow 2-D or 3-D measurements, the detector head, formed by Co1 and L1, is mounted on a 2-D translation stage (Physik Instrumente M-413.22S). A program, executed on the scope, is used to control the stages and the scope, and to store the acquired ultrasonic data to a hard disk. Data of the OCT measurement are saved on the PC. To synchronize the scope and PC, the client-server connection is established using an internal network and transmission control protocol/internet protocol (TCP/IP). Ultrasonic waves within the sample are excited using pulses from an optical parametric oscillator (OPO, Continuum Surelite OPO Plus). The OPO is pumped at a wavelength of 1064 nm (Continuum Surelite SL-I-20) at 20 Hz repetition rate. The OPO can deliver pulses in the wavelengths region between 680 and 900 nm. The maximum pulse energy after the OPO is 70 mJ, depending on the used wavelength. The pulse length is 3 to 5 ns and the beam diameter is 12 mm.

2.2 Noncontact Photoacoustic Imaging

Figure 2 shows a schematic of the ncPAI part. A detailed presentation and discussion of the setup can be found in Ref. 26. In brief, a low-bandwidth cw-detection laser (Koheras AdjustiK) with a wavelength of approximately 1550 nm and a maximum output power of 25 mW is coupled into a single-mode optical fiber. The laser light is split into a reference and a sample arm using a fiber-optic coupler with a coupling ratio of 80:20 (S1). Light in the sample arm is directed to the sample via circulator C1, CWDM, Co1, and lens L1. The collected light power, i.e., light that is reflected from the sample surface, collected, and directed back to the PAI system, is typically 1% of the incident radiant flux. To increase the power level of the collected light, it is amplified my means of optical amplification in an erbium-doped fiber amplifier (EDFA, Ericsson PGE-608-30-PA) by 30 dB. EDFAs exhibit broadband noise due to amplified
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**Fig. 1** Simplified schematic of the combined setup with the component labels given as: CWDM, coarse wavelength-division multiplexer; L1, lens; and Co1, collimator.

**Fig. 2** Schematic of the noncontact photoacoustic imaging part with the component labels given as: S1,2, splitter; L1, lens; C1,2, circulators; CWDM, coarse wavelength-division multiplexer; EDFA, erbium-doped fiber amplifier; Pc, polarization controller; AC, analog controller; φ, phase-shifter; Co1, collimator; BD, balanced photodetector; LF, low-frequency output; HF, high-frequency output; and Fi, filter.
spontaneous emission (ASE). To reduce ASE, a small band-width filter (Fi, C2) in a reflection configuration is used. Light from the reference path and sample path are brought to inference (via fiber-optic coupler S2) on a self-built balanced photodetector (BD) with a −3 dB bandwidth of 45 MHz. The high-frequency (HF) output of the detector is sampled using the digital scope; the low-frequency (LF) output is used to stabilize the working point of the interferometer using a self-built analog controller (AC) and an electro-optic phase-shifter (ϕ). Thorlabs LM68S-FC without termination to allow phase-shifts of ±5π. To match the polarization state between reference and sample path, a three-paddle polarization controller (Pc) is used; to minimize the phase noise, the path lengths of the sample and reference arms are matched.

2.3 Optical Coherence Tomography

A schematic of the SD-OCT is shown in Fig. 3. As the light source the high-wavelength output of a pulsed supercontinuum laser source (SCS, NKT Koheras SuperK Versa), covering a wavelength region between 1200 and 1900 nm, is used. Due to the CWDM, the effective optical bandwidth is reduced to about 100 nm, leading to a calculated limit for the achievable axial resolution of 7.5 μm. The spectrometer consists of a high-speed InGaAs line scan camera (CCD, Sensors Unlimited GL2048), a volume phase holographic transmission grating with 1145 lines/mm, and a lens with a focal distance of 62 mm (L3). The sensor of the InGaAs camera features 2048 pixels with 1145 lines/mm. The 12-bit data are transmitted to the PC via Camera Link, allowing a maximum rate of 76,000 lines/s.

Light from the supercontinuum source is divided into sample and reference paths using a −3 dB coupler (S3). To match the path lengths of the sample and reference arm, a free beam path, consisting of collimator Co2 and a mirror Mi, is used. In the reference arm, a CWDM of the same model as in the sample arm and a lens (L2) are included to compensate for dispersion. Reflected light from sample and mirror is directed to the spectrometer via the two CWDMs and the −3 dBi coupler. Dispersion caused by production-related tolerances of the CWDMs is compensated numerically during data processing.

3 Experiments

3.1 Three-Dimensional Imaging on a Skeleton Leaf Phantom

3-D imaging is demonstrated on a skeleton leaf/agarose phantom. A bleached skeleton leaf of a Ficus religiosa was obtained at a local flower shop. To permit PA wave generation, the bleached leaf was stained with ink (Pelikan 4001 brilliant black) and sealed with clear lacquer to avoid bleeding into the agarose. Excessive ink was removed by rinsing the stained leaf in water. The skeleton leaf was then embedded into agarose. Agarose gel was prepared by dissolving agarose in water with a content of 1 g agarose per 50 mL water. First, a layer of agarose gel with a thickness of 3 mm was filled into a Petri dish and cooled in a refrigerator. The skeleton leaf was then placed onto the agarose layer and embedded with an additional layer of agarose gel with a thickness of 1.5 mm.

PA signals were generated with the OPO at a wavelength of 710 nm and a radiant exposure of 5 mJ/cm²; the power of the ncPAI interrogation beam on the sample surface was 5 mW. Ultrasonic and OCT data were acquired by raster scanning the detector head by 161 x 81 points with a step size of 25 μm, leading to a total imaging area of 4 x 2 mm². In ncPAI, the signal-to-noise ratio depends on the returned light intensity. To maximize the returned light intensity, the focus was placed onto the specimen’s surface. For OCT, the point of zero path difference between sample and reference arms was put inside the sample to allow measurement of the whole sample thickness. The OCT data were acquired simultaneously with the PA data; the PA signals were averaged two times, the OCT signals 200 times.

After data acquisition, a 3-D PA image was reconstructed by a 3-D k-space pseudospectral time-domain algorithm using the k-wave toolbox. Figure 4(a) shows the respective maximum intensity plot (MIP) of the PA reconstruction; no image processing was applied in the figure. The MIP for the OCT measurement is shown in Fig. 4(b). An overlay of the PAI and OCT images is displayed in Fig. 4(c). The images are intrinsically coregistered. The intensity of the structures, however, differs in the PAI and the OCT images, as finer vessel structures produce lower PA signals than thicker ones. Furthermore, some of the finer structures are not well-resolved in the PAI images. This could be due to two different reasons: one reason may be that staining, rinsing, and sealing did not work well on all of the small vessels. Second, while PAI shows the stained structure, OCT shows every point where a particle/void/area exhibits a sudden change in the refractive index. Thus, OCT also shows defibrillated structures joined by lacquer, or any air chamber that has formed nearby the structure during embedding.

Volume-rendered 3-D data are shown in Fig. 4(d). For OCT, the agarose surface is presented in cyan, and the skeleton leaf in red. Half of the leaf region is overlaid with the volume rendering data of the PAI measurement (gray) and confirms the perfect coregistration. Dark spots on the surface in Fig. 4(d) are due to imperfections of the agarose layer.
3.2 Two-Dimensional Imaging on a Chicken Skin Phantom

The current implementation of the setup with scanning stages leads to long measurement times, presumably impeding many real-life applications. However, for some applications a B-scan may be sufficient to estimate the depths of features, e.g., blood vessels, from 2-D images. Such 2-D imaging is demonstrated on a chicken skin phantom. One white bristle and one black bristle were inserted into the tissue beneath the skin of a chicken thigh to mimic blood vessels. The diameter was 120 μm for both bristles. PA signals were generated at a wavelength of 760 nm with a radiant exposure of 4 mJ/cm²; the power of the PA detection beam was 11 mW. PA signals and OCT data were acquired simultaneously on a length of 4 mm with a step size of 25 μm, i.e., on 161 points. The PA signals were recorded without averaging. A 2-D image was reconstructed from the PA data using a Fourier domain synthetic aperture focusing technique. In the photoacoustic reconstruction in Fig. 5(a), the black bristle can be identified. The white bristle is not visible, as no (or little) PA signals had been generated due to low absorption. In Fig. 5(b), the OCT measurement is shown. Because of their different specific scattering properties, the white bristle only facilitates visualization of the upper surface, while for the black bristle almost the complete cross section is detectable. Besides both bristles, the surface of the chicken skin and a hair follicle (at x = 3 mm) can also be identified. The overlay of the OCT and the ncPAI measurement in Fig. 5(c) matches perfectly.

4 Discussion and Outlook

In Sec. 3, multimodal ncPAI and OCT imaging were discussed. As the PA signals are received at the same positions as the OCT A-scans, the PA reconstruction and the OCT image are intrinsically coregistered. This is, of course, only the case if the correct sound velocity and refractive index are used for the PA reconstruction and the OCT image, respectively. An incorrect sound velocity leads to displaced features in the PA reconstruction. However, application of a wrong sound velocity also leads to blurred images, and is thus usually apparent. On the other hand, an incorrect “first guess” of the refractive index just leads to displacements along the z-axis in OCT, and is not that easy to recognize. This characteristic, however, also offers the possibility of determining unknown refractive indices: if the refractive index of a specimen is not known, the index can be varied until the OCT image matches with the PA reconstruction.

The measurements in Sec. 3 were performed on samples with relatively flat surfaces. We therefore assumed the surfaces to be flat planes in the PA reconstructions. If samples exhibit strong surface modulations, i.e., if the surface modulation is
of the same order as the smallest feature to be resolved, this assumption leads to blurred images. In this case, the information of the surface topology can be extracted from the OCT images and can be incorporated in dedicated reconstruction algorithms.\textsuperscript{41}

For the measurements, the detection head was scanned using two translation stages and the OCT and PAI data were simultaneously acquired. After each step of the translation stages, the measurements were paused for a short time period to reduce mechanical vibrations, before the next measurements were started. This lead to increased scanning times, and was one of the reasons why we simultaneously acquired OCT and PAI data, i.e., to speed up the measurement. The long measurement times lead to drying of the samples. Consequently, their shape changed slightly during the measurement. By measuring OCT and PAI simultaneously, perfect coregistration of both modalities could be achieved for 3-D imaging of the agarose phantom and for 2-D imaging of the chicken skin phantom. However, even with simultaneous scanning, the measurement times and the resulting changes in the chicken skin phantom were too high to allow for a 3-D measurement. Simultaneous measurement, however, comes at a cost. To maximize light collection for ncPAI, the focus was placed onto the specimen’s surface. As the same focusing lens was used for OCT and ncPAI, it was not possible to choose the focus for OCT independently. Usually, in case of highly reflecting surfaces, the focus of OCT is either set significantly beyond the surface inside the sample or the sample surface is tilted. Thereby, local reflections of high intensity at the surface are avoided in favor of reflections at inner structures. Tilting was not an option because it would have significantly reduced light collection for ncPAI and, in the presented setup, the chromatic focal shift of the achromat objective lens fixed the focus for OCT above the sample surface, at the cost of a degradation of the lateral resolution and low signal intensity. The latter has been compensated by averaging over 200 A-scans. In the presented setup, the spot diameter at the sample surface of the interrogation beam was about 20 μm, which was also the lateral resolution of OCT on the sample surface. Deeper inside the structure, the lateral resolution degraded. For example, in a depth of 0.5 mm, the beam diameter broadened to about 50 μm. This resulted in lateral blurring of the structures, as can be seen, e.g., in Fig. 5. The nominal diameter of the structure of 120 μm could be reproduced in the axial direction, while in lateral direction a size of 200 μm was obtained by OCT. In the PA image, a diameter of 120 μm can be reproduced in the lateral and axial directions. No serious broadening was expected for PAI, as the system parameters were chosen to allow for a resolution of about 25 μm: the spot diameter of 20 μm permits acquisition of acoustic waves of frequencies up to 50 MHz. This frequency is matched to the bandwidth of the photodetector of 45 MHz; in the measurement, the step size was chosen to be 25 μm, fitting the aforementioned parameters.

In future, the translation stages will be replaced by galvanometer mirror scanners, as typically used in OCT systems. Thereby, the imaging times in ncPAI could be significantly reduced. For example, 2-D PA section imaging using 100 detection points would require 5 s, when using an excitation laser with 20 Hz. For higher repetition rates, the measurement times are accordingly reduced. OCT measurement times could be reduced even further to the millisecond region. Thus, instead of simultaneous data acquisition, the OCT and PAI data could be acquired sequentially, without requiring significantly more measurement time. Subsequent scanning allows for using different focal positions for the ncPAI and the OCT scan, i.e., the focal point could be positioned on the sample surface and inside the sample for ncPAI and OCT imaging, respectively.

5 Conclusion

In conclusion, we presented multimodal ncPAI and OCT imaging: ncPAI was realized using an interferometric technique to acquire ultrasonic displacements on the surfaces of samples. The interferometer was realized in a fiber-optic network. In the same fiber-optic network, a SD-OCT system was implemented. The light sources for ncPAI and OCT were multiplexed into one fiber using a wavelength-division multiplexer. Light reflected or scattered from the sample was collected, spectrally demultiplexed, and guided to the respective OCT and ncPAI detection units. We presented 3-D imaging of a skeleton leaf/agarose phantom and 2-D imaging on a chicken skin phantom. As the same objective was used for ncPAI and OCT, and as the ncPAI and OCT data were simultaneously acquired, the acquired images are intrinsically coregistered.
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