A Unified Deep Speaker Embedding Framework for Mixed-Bandwidth Speech Data
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Abstract—This paper proposes a unified deep speaker embedding framework for modeling speech data with different sampling rates. Considering the narrowband spectrogram as a sub-image of the wideband spectrogram, we tackle the joint modeling problem of the mixed-bandwidth data in an image classification manner. From this perspective, we elaborate several mixed-bandwidth joint training strategies under different training and test data scenarios. The proposed systems are able to flexibly handle the mixed-bandwidth speech data in a single speaker embedding model without any additional downsampling, upsampling, bandwidth extension, or padding operations. We conduct extensive experimental studies on the VoxCeleb1 dataset. Furthermore, the effectiveness of the proposed approach is validated by the SITW and NIST SRE 2016 datasets.

I. INTRODUCTION

A speech signal can be considered as a variable-length temporal sequence [1], and many features have been used to characterize its pattern. Short-term spectral features are used extensively because of the quasi-stationary property of the speech signal. After short-term processing, the raw waveform is converted into a two-dimensional (2-D) matrix of size D × T, where D represents the frequentational feature dimension related to the number of filter coefficients, and T denotes the temporal frame length related to the utterance duration.

For a text-independent speaker verification (TISV) system, the main procedure is to extract the fixed-dimensional speaker representation from the variable-length spectral feature sequence. One of the widely used spectral features is the Mel-frequency cepstral coefficient (MFCC) [2, 3]. Typically, MFCC feature vectors from all the frames are assumed to be independent and identically distributed. They can be projected on the Gaussian components or phonetic units to accumulate statistics over the time axis and form a high-dimensional supervector. Then, a factor analysis-based dimension reduction is performed to generate a fixed-dimensional low rank i-vector representation [4]. Recently, with the progress of deep learning, many approaches directly train a deep neural network (DNN) to distinguish different speakers [5–10]. Systems comprising of x-vector [9] speaker embedding followed by a probabilistic linear discriminant analysis (PLDA) [11] have shown state-of-the-art performances on multiple TISV tasks [8]. In the x-vector system, a time-delay neural network (TDNN) [12] followed by statistic pooling over the time axis is used for modeling the long-term temporal dependencies from the MFCC features.

For the i-vector, x-vector, and many other speech modeling methods, the feature matrix D × T is viewed as a multi-channel 1-D time series. Although the duration T may vary among the utterances, the feature dimension D must be a fixed value. In this paper, we consider the feature matrix as a single-channel 2-D image [13]. From this new perspective, the spectral feature is viewed as a “picture” of the sound, and a 2-D CNN is implemented in the same way as traditional image recognition paradigms. This kind of process brings a type of flexibility, i.e., the size of the input “image,” including the width (frame length) and the height (feature dimension), can be arbitrary numbers. In other words, a 2-D CNN trained with a 64-dimensional spectrogram could potentially also process a spectrogram with 48 dimensions.

We aim to utilize the flexibility of the 2-D CNN to tackle the mixed-bandwidth (MB) joint modeling problem. Currently, there are many devices and equipment that capture speech data in different sampling rates, thus solving the sampling rate mismatch problem has become a research topic in the speech community. The traditional way to accomplish this goal is to train a specific model for every target bandwidth since the sampling rates are different (typically 8k Hz vs. 16k Hz). An alternative solution is to uniformly downsample the wideband (WB) speech data or extend the bandwidth of a narrowband (NB) data, so that they can be combined [14, 15].

In this paper, we present a unified solution to solve the MB joint modeling problem. The key idea is to view the NB spectrogram as a sub-image of the WB spectrogram. The major contributions of this work are summarized as follows.

- We leverage the 2-D CNN to tackle the MB joint modeling problem from a novel image classification perspective. We show that speech data with different bandwidths can be naturally combined without any additional downsampling, upsampling, bandwidth extension, padding operation, or auxiliary input.
- We further investigate several network training strategies targeting various real-world MB application scenarios, including when (a) only the WB training data are given; (b) WB and NB training data are given from the same domain; and (c) WB and NB training data are given but from different domains.
II. RELATED WORKS

In [16], Seltzer et al. present an expectation-maximization algorithm for training with MB data where the missing spectral components of the NB signal are considered additional hidden variables. Li et al. formulate the MB joint training problem as a missing data paradigm and propose training an MB speech recognition system without bandwidth extension in [17]. The authors adopt a fully-connected DNN architecture, and thus require a zero-padding or mean-padding operation to ensure all features have the same dimensions. In [18], Gautam et al. build a single model for MB speech recognition. The inputs of their network are fixed 40-dimensional features, and their network requires a bandwidth embedding as the auxiliary input.

Recently, since there are more and more open speech databases with speaker labels collected in different sampling rates, the MB joint modeling problem has gained much attention in the speaker recognition community. In [19], Nidadavolu et al. investigated several bandwidth extension approaches for speaker recognition with several different network architectures. Meanwhile, the authors of [14] consider making use of the Mel filter bank coefficients to share acoustic features between WB and NB speech, and implement a new pipeline that uses a DNN-based bandwidth extension as pre-processing of the DNN for speaker embedding extraction.

III. METHODS

A. Mel-spectrogram

We adopt the log Mel-filterbank energies as the standard acoustic features. We refer to this feature as the Mel-spectrogram because we process it in an image processing manner.

Here we present an example revealing how to design the filter banks so that the NB spectrogram can be correctly aligned with the low-frequency region of the WB spectrogram. For a given NB speech sampled at 8k Hz, the Mel-spectrogram represents a bandwidth only from 0–4k Hz, and the remaining 4k–8k Hz information is missing compared with the 16k Hz sampled WB data. According to the general formula for converting from Hertz to Mel scale frequency [21], the associated relationship between the number of NB and WB filters is computed as follows:

$$M_N = \left\lfloor M_W \times \frac{\log(1 + f_N/700)}{\log(1 + f_W/700)} \right\rfloor,$$

where \( f_N \) refers to the NB spectrogram upper limit, \( f_W \) represents the WB spectrogram upper limit, and \( M_N \) and \( M_W \) denote the number of designed filters for the NB and WB data, respectively. In our implementation, we have \( f_W = 8000, f_N = 4000, \) and \( M_W = 64. \) Therefore, according to Equation (1), we obtain \( M_N = 48.3. \) The feature dimension must be an integer, so we force the \( M_N \) to 48 and set \( f_N \) to 3978.69 Hz. In other words, the 3979.69 Hz to 4000 Hz information of the NB data is ignored.

B. 2-D CNN architecture

Regarding the Mel-spectrogram as a visual image, we utilize the 2-D convolutions to learn the local time–frequency coupled patterns. For a given feature matrix of size \( D \times T, \) the 2-D convolution and pooling strategy brings us flexibility: the size of the input image, including the width and height, can be arbitrary. In speech processing, the 2-D CNN not only handles features with variable-length \( T, \) but also potentially accepts features with different dimensions \( D. \)

The representation learned by the 2-D CNN is a 3-D tensor of size \( C \times H \times W, \) where \( C \) refers to the number of channels, and \( H \) and \( W \) denote the height and width of the learned feature maps, respectively. We add a global statistics pooling (GSP) layer after the 3-D feature maps to accumulate the global statistics over the time–frequency axes. We summarize a specific 2-D feature map \( F \in \mathbb{R}^{H \times W} \) with a global mean and standard deviation statistics \( \mu, \sigma. \) Since there are \( C \) channels of feature maps, we finally get a \( 2C \)-dimensional
vector $V = [\mu_1, \mu_2, \ldots, \mu_c, \sigma_1, \sigma_2, \ldots, \sigma_c]$ to represent an arbitrary duration speech with different bandwidths.

**C. Training strategy**

The Mel-spectrogram trained with a 2-D CNN forms a new framework to potentially solve the mixed-bandwidth data problem. The remaining question is how to train a network that fits both the WB and NB spectrograms. Considering different scenarios, we investigate three kinds of training strategies, as described below.

1) **Only WB data are given:** In this scenario, the evaluation dataset comprises both the WB and NB speech, but only WB speech is provided for training. Figure 1(a) illustrates the proposed MB system training procedure. Here, WB spectrograms (64 dimensions) are reused to generate the NB spectrogram by selecting its sub-spectrograms (48 dimensions here). There are two rounds of parameter updates for a mini-batch of training data. The first update is from the full-size WB spectrogram, and the second update is from the sub-image of the WB spectrogram. It is desired that the network fits well on both WB and NB data, and the network parameters are shared for these two groups of images with different sizes. After the network is trained, we can feed it with either the full-size image (WB spectrogram) or the sub-image (NB spectrogram). The whole pipeline does not require any downsampling, upsampling, extension, or padding operation.

2) **MB data from the same domain:** Different from the situation in section III-C, where the NB training is simulated by selecting the sub-image from the WB spectrogram, here we have mixed training data with WB speech as well as NB speech. Therefore, we can first extract 64-dimensional WB spectrograms from the WB data and 48-dimensional NB spectrograms from both the NB and WB data; then, we can train the network as described in section III-C1. As illustrated in Fig. 1(b) the network parameters are shared across the WB and NB spectrograms; however, the output units representing the speaker identities are separate assuming there is no speaker overlapping between the WB and NB data. Although the network accepts features with different dimensions, the feature size within a mini-batch should be consistent. Therefore, we maintain two separated data loaders for the data with different bandwidths, and the mini-batch training data are fetched from these two data loaders alternatively to train the network.

3) **MB data from different domains:** According to section III-C2, the network parameters are shared across the training data of different bandwidths. In real-world applications, the MB and WB training data may be collected from different domains. Here we give a simple solution as illustrated in Fig. 1(c). Our network consists of shared layers and multiple branches of domain-specific layers. Specifically, the bottom CNN is shared for both the NB and WB spectrograms to learn general feature representations. After the GSP layer, the fully-connected layer is learned independently for each domain. Therefore, the speaker embeddings and output units for different bandwidths are in separate branches. After the network is trained, the speaker embedding is extracted from the associated branch corresponding to the sampling rate.

**IV. EXPERIMENTAL RESULTS**

**A. Datasets**

1) **VoxCeleb1:** We first conduct simulated experiments on the VoxCeleb1 dataset [22]. The training set includes 148642 utterances from 1211 celebrities. The test set contains 4715 utterances from the other 40 celebrities. The equal error rate (EER) is used to measure the system performance. At the beginning, both the training and test datasets were sampled at 16k Hz. We obtained the 8k Hz evaluation data by downsampling the 16k Hz data using the Sox toolkit.

2) **SITW and NIST SRE 2016:** The SITW dataset consists of unconstrained audio–visual data of English speakers [23]. Our focus is on its core–core protocol for both the development and evaluation sets. For the NIST SRE 2016, the test data are composed of telephone conversations collected outside North America, spoken in Tagalog and Cantonese [24]. The development set contains some unlabeled data, which is useful for the unsupervised domain adaptation.

The pooled VoxCeleb1 and VoxCeleb2 datasets were used as our training set for the evaluation on SITW. Finally, a training set of 1236567 utterances from 7185 celebrities was obtained. We refer to these data as VoxCeleb1&2 16k data. We also have NB training data from NIST SRE 2004–2010, Mixer 6, Switchboard 2 Phase 1, 2, and 3, as well as Switchboard Cellular. There is a total of 99661 utterances from 7222 speakers. We refer to this data as SRE 8k data.

**TABLE I**

| Layer    | Output size | Structure | #Params |
|----------|-------------|-----------|---------|
| Conv1    | $16 \times D \times T$ | $3 \times 3, 16$ | $3 \times 3, 16$ | $x_3$, stride 1 | 176 |
| Res1     | $16 \times D \times T$ | $3 \times 3, 32$ | $3 \times 3, 32$ | $\times 4$, stride 2 | 70K |
| Res2     | $32 \times D \times T$ | $3 \times 3, 64$ | $3 \times 3, 64$ | $\times 6$, stride 2 | 427K |
| Res3     | $64 \times D \times T$ | $3 \times 3, 128$ | $3 \times 3, 128$ | $\times 3$, stride 2 | 821K |
| GSP      | 256         | Statistics pooling | 0 |
| FC1 (embedding) | 128          | Fully-connected | 32K |
| FC2 (Output) | speakers      | Fully-connected | N/A |

**TABLE II**

| ID | Method | Training SR and #Filters | Testing SR | Testing #Filters | EER (%) |
|----|--------|--------------------------|------------|------------------|---------|
| 1  | WB baseline | 16k and 64               | 8k        | 64               | 20.13   |
| 2  | 8k      | 64                       | 8k        | 48               | 8.82    |
| 3  | 16k     | 64                       | 64        | 48               | 8.87    |
| 4  | 8k      | 48                       | 16k       | 64               | 8.87    |
| 5  | 16k     | 48                       | 16k       | 64               | 8.87    |
| 6  | 8k      | 48                       | 16k       | 64               | 8.87    |
| 7  | 16k     | 64                       | 16k       | 64               | 8.87    |
| 8  | 16k     | 64                       | 16k       | 64               | 8.87    |
| 9  | Proposed MB | 16k and 64&48           | 16k       | 64               | 4.07    |

**TABLE III**

| ID | Method | Training SR and #Filters | Testing SR | Testing #Filters | EER (%) |
|----|--------|--------------------------|------------|------------------|---------|
| 1  | WB baseline | 16k and 64               | 8k        | 64               | 20.13   |
| 2  | 8k      | 64                       | 8k        | 48               | 8.82    |
| 3  | 16k     | 64                       | 64        | 48               | 8.87    |
| 4  | 8k      | 48                       | 16k       | 64               | 8.87    |
| 5  | 16k     | 48                       | 16k       | 64               | 8.87    |
| 6  | 8k      | 48                       | 16k       | 64               | 8.87    |
| 7  | 16k     | 64                       | 16k       | 64               | 8.87    |
| 8  | 16k     | 64                       | 16k       | 64               | 8.87    |
| 9  | Proposed MB | 16k and 64&48           | 16k       | 64               | 4.07    |
for the WB test data and 4.92% for the NB test data. Following each sampling rate separately, the systems achieve 4.35% EER WB system (4.35%). This indicates that the WB features might is an EER of 4.92%

is more crucial to keep the resolution of the features consistent dimensional WB spectrogram, the system obtains almost the results than the 64-dimensional one (EER 8.87%)

It reveals that if we feed the WB model with NB data, then the 48-dimensional NB spectrogram obtains much better similarity is adopted to compute the pairwise score for the er embeddings are extracted for evaluation. Simple cosine

After the network is trained, the 128-dimensional speak-er embeddings are extracted for evaluation. Simple cosine similarity is adopted to compute the pairwise score for the VoxCeleb1 and SITW evaluation trials. For the NIST SRE 2016 experiments, we adopt the adaptive PLDA backend as implemented in the Kaldi SRE16 recipe [27].

C. Results and discussion

1) Only WB data are given: We first train a WB baseline system using the 16k training data. IDs from 1 to 4 in Table[1] show the results for different setups of the evaluation data. It reveals that if we feed the WB model with NB data, then the 48-dimensional NB spectrogram obtains much better results than the 64-dimensional one (EER 8.87% vs 20.13%). After selecting the 48-dimensional sub-image from the 64-dimensional WB spectrogram, the system obtains almost the same result as the 8k NB test data. These results suggest that it is more crucial to keep the resolution of the features consistent rather than the dimension the features. We also train an NB system using the downsampled 8k data. We reach similar conclusions as for the WB system, but the best NB results is an EER of 4.92%, which is slightly worse than that of the WB system (4.35%). This indicates that the WB features might contain more useful information than the NB ones.

By applying corresponding models for the test data with each sampling rate separately, the systems achieve 4.35% EER for the WB test data and 4.92% for the NB test data. Following the approach described in section[III-C1], we train the proposed MB system using only the 16k WB data. Our single MB model achieves 4.07% and 4.37% EER for the WB and NB evaluation data, respectively.

2) MB data from the same domain: Here, the VoxCeleb1 training data are divided into two subsets: the first part consists of 74438 utterances from 622 speakers, and the second part includes 74204 utterances from 589 speakers. All of the speech data in the second part are downsampled to 8k Hz to simulate the NB training data. The top half of Table[IV] shows the results of the single WB/NB system trained by only subset1 16k or subset2 8k data with the best choices of testing spectrograms. Compared with the results in Table[II], the performance here is degraded since the scale of the training data is reduced.

To utilize the training data with different bandwidths, we first train a baseline system by downsampling the data from the first part to 8k Hz and then pooling together the data from the two subsets. We can see that the pooled 8k system (ID 3) achieves much better results than the system trained by any single subset (ID 1 and 2). Following the approach described in section[III-C2], we train the proposed MB system (ID 4) by jointly modeling the original subset1 16k and subset2 8k data. Compared with the baseline system (ID 3), we obtain consistent EER reduction for both the WB and NB evaluation data.

3) MB data from different domains: The top half of Table[III] shows the results of the WB system trained with the VoxCeleb1&2 16k data and the NB system trained with the SRE 8k data. These two systems don’t work well on each other’s evaluation sets, possibly due to the additional domain mismatch. We further develop a pooled NB system by downsampling the VoxCeleb1&2 16k data to 8k Hz and pooling the two training datasets in system ID 3. Compared with the SRE 8k system (ID 2), the pooled NB system performs much better on NIST SRE 2016 since the number of training utterances and speakers are increased. However, on the SITW dataset, the performance is degraded significantly compared with the VoxCeleb1&2 16k WB baseline system (ID 1), which might be due to the domain mismatch. Following the approach described in section[III-C3], we train an MB system (ID 4) by jointly modeling the VoxCeleb1&2 16k and SRE 8k data in a single network. The proposed MB system consistently outperforms this baseline (ID 3) on both SITW and NIST SRE 2016 evaluation sets.

V. CONCLUSION AND FUTURE WORK

In this paper, we propose a novel multi-bandwidth joint modeling approach for speaker verification. We show that speech data with different sampling rates can be flexibly integrated in a single speaker embedding model based on a 2-D CNN without any additional downsampling, upsampling, extension, or padding operations. Experimental results show that the proposed MB systems achieve significant improvement on both the NB and WB evaluation data. Our future works include comparing the proposed systems with other state-of-the-art MB solutions, such as using a DNN-based bandwidth.
extension module as the frontend for all NB data.
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