COMPACTNESS METHODS IN LIEB’S WORK
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Abstract. We review some compactness methods appearing in the work of Lieb, with an emphasis on the techniques developed around his 1983 article on the optimizers for the Hardy-Littlewood-Sobolev inequality.

1. Introduction

We survey several compactness methods appearing in Lieb’s work. Such methods appear naturally when dealing with optimization problems: a natural way to prove the existence of optimizers is to show that optimizing sequences converge (perhaps up to a subsequence) by some compactness argument. The question of existence of optimizers appears in several works of Lieb: in chronological order, for the Young inequality [6], in Choquard theory [36], Hartree-Fock theory [43], Thomas-Fermi theory [35], Thomas-Fermi-von Weizsäcker theory [1], for the Hardy-Littlewood-Sobolev inequality [38], the Brézis-Nirenberg problem [9], for vector field equations [8], in problems related to zero modes of magnetic fields [24], for Gaussian kernel operators [39], in non-relativistic QED [28, 40], for Poincaré-type inequalities [42], for spherical Young’s inequalities [12], for the Müller functional [22], for the Hardy-Littlewood-Sobolev inequality on the Heisenberg group [18], for the Pekar-Tomasevich functional at threshold [21], for negative ions at threshold [2], for the liquid drop model [19], for the Stein-Tomas inequality [20], for Nash-type inequalities [11]. The previous list is probably not exhaustive, for instance we did not mention works related to spin systems where optimizers typically exist due the finite dimensionality of the problems.

In this review, we focus on the techniques introduced by Lieb and his collaborators in a series of articles published around 1983, since they introduce new and important ideas that can be applicable to many problems. The key concept here is the loss (or lack) of compactness. As an illustration of this concept, let us briefly explain what were the compactness tools used by Lieb before 1983, to give a comparison point with the techniques we survey later on. The optimization problems we consider here are all of the form

$$e_0 := \inf \left\{ \mathcal{E}(f) : f \in X_0 \right\}$$

where $X_0$ is a (non-empty) strongly closed subset of a (infinite-dimensional) Banach space $X$, and $\mathcal{E} : X \to \mathbb{R}$ is a bounded-below, strongly continuous functional. To show that $e_0$ is attained (that is, there exists $f^* \in X_0$ with $\mathcal{E}(f^*) = e_0$), it is natural to pick a minimizing sequence $(f_n) \subset X_0$ such that $\mathcal{E}(f_n) \to e_0$ as $n \to \infty$, and the hope is that $f^*$ can be obtained as the limit of $(f_n)$ in some topology. The first obvious obstacle to this strategy is the fact that $X_0$ is in practice not compact for the strong topology of the (infinite dimensional space) $X$, so that a strongly converging subsequence of $(f_n)$ cannot be found in this way. The
standard tool to bypass this difficulty is to use instead weak topologies on $X$ (either the weak-$*$ topology together with the Banach-Alaoglu theorem or the weak topology when $X$ is reflexive), for which sequential compactness is much easier to obtain. In all practical situations, one obtains in this way a subsequence of $(f_n)_n$—that we still denote by $(f_n)_n$—that converges weakly (or weakly-$*$) towards $f^*$ belonging to $\overline{X_0}$, the (sequentially) weak closure of $X_0$. To show that $f^*$ is an optimizer of the problem, it remains to show i) that $f^* \in X_0$ and ii) that $\mathcal{E}(f^*) = \lim_{n \to \infty} \mathcal{E}(f_n)$. The most favorable case where these properties hold is the case where $X_0$ is (sequentially) weakly closed, that is $\overline{X_0} = X_0$, and where $\mathcal{E}$ is weakly lower semi-continuous (that is, for any sequence $(g_n)_n \subset X$ such that $g_n \rightharpoonup g$, one has $\liminf_{n \to \infty} \mathcal{E}(g_n) \geq \mathcal{E}(g)$); indeed, we then have $\mathcal{E}(f^*) = \lim_{n \to \infty} \mathcal{E}(f_n) = \lim\inf_{n \to \infty} \mathcal{E}(f_n) \geq \mathcal{E}(f^*) \geq \mathcal{E}(f^*)$ since $f^* \in X_0$, so that $\mathcal{E}(f^*) = e_0$ and $f^*$ is an optimizer for $e_0$. The first occurrence where loss of compactness occurs is the case where i) is not true; i.e. weak limits may leave the minimization set $X_0$. In this case, all hope is not necessarily lost since $(f_n)_n$ is not any weakly converging sequence, it is a minimizing sequence for $e_0$. Hence, one may try to use this minimizing property to infer that $f^* \in X_0$.

This is what happens for Thomas-Fermi [35] or Hartree-Fock [43] theory. In the Thomas-Fermi problem (and in many other optimization problems), the energy functional $\mathcal{E}$ is weakly lower semi-continuous, so showing that $\mathcal{E}$ cannot 'lose mass', i.e. that $\|f^*\|_X < \lambda$ is impossible. In the Hartree-Fock problem, the minimization set is not a sphere but rather the set of all rank-$N$ self-adjoint projections on $L^2(\mathbb{R}^3)$, for a fixed $N \in \mathbb{N}$. In this case, the weak closure is the set of all self-adjoint operators $\gamma$ with $0 \leq \gamma \leq 1$ and $\text{Tr} \gamma \leq N$ and thus in this context, 'loss of mass' can be interpreted as a 'loss of particles' (since $\text{Tr} \gamma$ is interpreted as the number of particles that the state $\gamma$ describes). In both Thomas-Fermi and Hartree-Fock problems, the energy functional $\mathcal{E}$ is weakly lower semi-continuous, so showing that $f^* \in X_0$ is enough to infer that $f^*$ is a minimizer. Actually, one can show that for $\lambda$ and $N$ not too big, 'loss of mass' does not happen and one indeed has $f^* \in X_0$. The proof depends quite strongly of the specific features of these problems, so that we will not provide it here. In the Thomas-Fermi problem for instance, it relies on the fact that for $\lambda$ not too big, the minimum $e_0$ is strictly decreasing as a function of the parameter $\lambda$, so that it is energetically unfavorable to loss mass.

The situation is different for the Choquard problem [36], where the minimization set is the ball $X_0 = \{ f \in H^1(\mathbb{R}^3) : \|f\|_{L^2} \leq \lambda \}$ for some fixed $\lambda > 0$, which is weakly-closed and hence minimizing sequence cannot leave the minimization set. What changes here is that the energy functional is not weakly lower semi-continuous, due to the translation-invariance of the problem. Indeed, for any $y \in \mathbb{R}^3$ and any $f \in X_0$, one can define the translate $\tau_yf := f(\cdot - y)$ which clearly satisfies that $\tau_yf \in X_0$. Furthermore, the functional $\mathcal{E}$ has the invariance $\mathcal{E}(\tau_yf) = \mathcal{E}(f)$ for any $f \in X_0$ and any $y \in \mathbb{R}^3$. Now notice that for any $(y_n)_n \subset \mathbb{R}^3$ such that $|y_n| \to \infty$ as $n \to \infty$, one has $f_n := \tau_{y_n}f \rightharpoonup 0$ weakly in $H^1(\mathbb{R}^3)$. Hence, if one chooses $f$ such that $\mathcal{E}(f) < 0$ (which in this case is always possible due to the explicit form of $\mathcal{E}$), we have $\liminf_{n \to \infty} \mathcal{E}(f_n) = \mathcal{E}(f) < 0 = \mathcal{E}(0)$ with $f_n \rightharpoonup 0$, proving that $\mathcal{E}$ is
not weakly lower semi-continuous (so that point ii) above fails). Another point of view on this loss of compactness is that it is hopeless to try to obtain a minimizer as a weak limit of any minimizing sequence; because if it worked and one obtained a minimizer \( f^* \in X_0 \) in this way, then \((\tau_{y_n} f^*)_n\) would be a minimizing sequence whose weak limit (which is zero) is obviously not a minimizer. If one wants to obtain a minimizer as a weak limit of minimizing sequence, one thus cannot consider any minimizing sequence; one should look at a subclass of minimizing sequences for which translation-invariance is 'broken' and in such a way that lower semi-continuity is restored for this type of sequences. Lieb did so by showing that one can look for minimizers among the subclass of functions in \( X_0 \) which are radially symmetric decreasing, for which he proved that the energy was lower semi-continuous and hence its weak limits are minimizers for the Choquard problem.

The starting point of this review is to consider minimization problems where both the issues presented above are present: the minimization set is not weakly closed and the problem has some 'non-compact' invariance. In the context of Lieb’s work, the first such problem where this kind of phenomenon appeared was the existence of optimizers for the Hardy-Littlewood-Sobolev inequality,

\[
\text{sup} \left\{ \|f^*|\cdot|^{-\lambda}\|_{L^q} : f \in L^p(\mathbb{R}^d), \|f\|_{L^p} = 1 \right\}
\]

with \( d \geq 1, \lambda \in (0, d), 1 < p, q < +\infty \) such that \( 1/p + \lambda/d = 1 + 1/q \). The maximization set is here a sphere (which is again not weakly-closed), and the energy functional is invariant under translations and dilations. In the seminal work [38], Lieb understood how to consider minimizing sequences such that these invariances have been broken, and that do not lose mass and hence converge towards maximizers. This approach was applied in the next years to several other optimization problems [9, 8, 24]. The goal of this review is to explain these techniques and how they can be apply to several optimization problems. We emphasize that our focus is on the works of Lieb on these questions and that many other authors contributed to this theory, before and after the articles that we survey. For instance, Lions developed in the same period his technique (which shares several common features with Lieb’s approach) of concentration-compactness [45, 46, 47, 48], bringing even more tools to tackle such problems. To keep this review at a reasonable size, we will not try to comment on these works and to compare them to the results we detail here.

In Section 2, we present the specific tools developed by Lieb and his collaborators on the question of loss of compactness. In Section 3, we explain how these tools were applied to solve various optimization problems, including some other well-known optimization problems that we can treat in the same way. In Section 4, we apply the same methods but to slightly different problems with a non-compact ‘almost’ invariance. In Appendix A, we explain how these techniques can be extended to understand profile decompositions.
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2. Optimization toolbox

We choose to start by highlighting the various tools that Lieb and his collaborators developed in the context of compactness problems. More precisely, we present an abstract result on convergence of optimizing sequences for functional inequalities [38, Lemma 2.7], which itself relies on a refinement of Fatou's lemma called the Brézis-Lieb lemma [7]. We also present a very useful result about the existence of non-zero weak limits in Sobolev spaces [37, Lemma 6], which is often combined with the $pqr$ lemma [24, Lemma 2.1] (see also [8, Lemma 2.1]).

As we already mentioned, the Hardy-Littewood-Sobolev was chronologically the first optimization problem to which these methods were applied. We will see that many functional inequalities can be treated with the same strategies. The following result provides a fairly general setting in which some maximizing sequences converge to maximizers in the context of sharp constants for functional inequalities.

**Proposition 2.1.** [38, Lemma 2.7] Let $0 < p < q$ and $X, Y$ be measure spaces. Assume that $A$ is a non-zero bounded linear operator from $L^p(X)$ to $L^q(Y)$ and denote

$$S := \sup \{ \| Af \|_{L^q(Y)} \mid f \in L^p(X), \| f \|_{L^p(X)} = 1 \} \in (0, +\infty).$$

Assume that there exist $(f_n) \subset L^p(X)$ and $f \in L^p(X)$ such that

1. $\| f_n \|_{L^p} = 1$ for all $n$;
2. $\| Af_n \|_{L^q} \to S$;
3. $f_n \to f$ almost everywhere;
4. $f \neq 0$;
5. $Af_n \to Af$ almost everywhere.

Then, $(f_n)$ converges strongly in $L^p(X)$ to $f$ and $\| Af \|_{L^q} = S$.

The interpretation of Proposition 2.1 is that if one can find a maximizing sequence for $S$ for which conditions (3), (4), (5) are satisfied, then it automatically converges towards a maximizer for $S$. Let is comment on these conditions. Condition (4) is natural from the considerations explained in the introduction, in the sense that in the context of non-compact invariances, it is easy to construct potential maximizing sequences which converge to zero. Hence, the assumption (4) is a manifestation that such potential invariances are 'broken'. Here, notice that the minimization set is a sphere so that its weak closure is the closed ball of same radius. As we explained in the introduction, it is natural to try to prove that minimizing sequences cannot leave the minimization set by showing that their weak limits cannot belong to the open ball of same radius. In this respect, condition (4) may look incomplete because while it forbids the limit to be zero, it does not a priori forbid that it belongs to an intermediate sphere of radius strictly between 0 and 1. Such a scenario may again happen in the presence of non-compact invariances, where a potential maximizing sequence is composed of a positive piece of mass which remains in the limit and of another positive piece of mass escaping along the non-compact invariances. To show that maximizing sequences cannot exhibit this mass-splitting phenomenon, conditions (3) and (5) intervene:
we will see below that, together with the Brézis-Lieb lemma, they exactly show that mass splitting is energetically unfavorable.

Remark 2.2. The assumption $p < q$ in Proposition 2.1 is natural when for instance $A$ is translation-invariant [29, Theorem 1.1].

Before proving Proposition 2.1, let us state the important result on which it relies.

Lemma 2.3 (Brézis-Lieb lemma [7, 38]). Let $r > 0$ and $Z$ be a measure space. Assume that $(g_n) \subset L^r(Z)$ is bounded and converges almost everywhere to $g \in L^r(Z)$. Then, we have

$$\int_Z |g_n|^r = \int_Z |g|^r + \int_Z |g_n - g|^r + o_{n \to +\infty}(1).$$

The Brézis-Lieb lemma is a refinement of Fatou’s lemma, since it quantifies how non-negative is the quantity $\liminf_{n \to \infty} \int_Z |g_n|^r - \int_Z |g|^r$. Notice that the assumption of the Brézis-Lieb lemma is almost everywhere convergence, which motivates the assumptions (3) and (5) in Proposition 2.1. Notice also that a Brézis-Lieb lemma where almost everywhere convergence is replaced by weak convergence holds only for $r = 2$ (see [31, Eq. (4.23)]), showing the importance of a.e. convergence for this kind of problems.

We now explain why the Brézis-Lieb lemma implies Proposition 2.1. We provide the proof because its idea can be adapted to various situations besides the one presented here, and because the role of each assumption is made more explicit.

Proof of Proposition 2.1. Applying Lemma 2.3 to $(f_n)$ implies that

$$\lim_{n \to +\infty} \|f_n - f\|_{L^p} = 1 - \|f\|_{L^p}.$$

Now applying again Lemma 2.3 but now to $(Af_n)$ we deduce that

$$S + o(1) = \|Af_n\|_{L^q}^q$$

$$= \|Af\|_{L^q}^q + \|A(f_n - f)\|_{L^q}^q + o(1)$$

$$\leq S(\|f\|_{L^p}^q + \|f_n - f\|_{L^p}^q) + o(1).$$

In the limit $n \to +\infty$ and using $S > 0$ we obtain

$$1 \leq \|f\|_{L^p}^q + (1 - \|f\|_{L^p}^q)^{q/p}.$$

Since $0 < p < q$, we have that for any $a, b \geq 0$, $(a + b)^{q/p} \leq a + b$ with equality if and only if $a = 0$ or $b = 0$. Applying this fact to $a = \|f\|_{L^p}^p$ and $b = 1 - \|f\|_{L^p}^p$ (which is non-negative by Fatou’s lemma), we obtain

$$1 \leq \|f\|_{L^p}^q + (1 - \|f\|_{L^p}^p)^{q/p} \leq 1,$$

so that we are in the equality case $\|f\|_{L^p}^p = 0$ or $1 - \|f\|_{L^p}^p = 0$. Since $f \neq 0$, we deduce that $\|f\|_{L^p} = 1$, and hence $1 - \|f\|_{L^p}^p = \lim_{n \to +\infty} \|f_n - f\|_{L^p}^p = 0$, showing that $f_n \to f$ strongly. Using the continuity of $A$, this implies that $Af_n \to Af$ strongly in $L^q$, and hence $S = \lim_{n \to +\infty} \|Af_n\|_{L^q}^q = \|Af\|_{L^q}^q.$ □
Remark 2.4. In [38], the last argument proving that $f_n \to f$ in $L^p(X)$ is attributed to Brézis and in [9] the same argument adapted to the Hilbert space setting described below is attributed to Browder.

Remark 2.5. The above proof can be adapted to the case $q = p$ to deduce that $f$ is a maximizer for $S$, without knowing that $f_n \to f$ strongly in $L^p$. This is done using only the bound $\|A(f_n - f)\|_{L^q} \leq S\|f_n - f\|_{L^q}$, so that

$$S + o(1) \leq \|Af\|_{L^q} + S\|f\|_{L^q} + o(1)$$

and hence $\|Af\|_{L^q} \geq S\|f\|_{L^q}$.

In Proposition 2.1, the assumptions (1) and (2) are automatic for maximizing sequences for $S$. Assumptions (3) to (5) are less obvious to obtain in practice. In particular, assumption (3) does not follow from the boundedness of $(f_n)$ in $L^p$ and one needs specific properties of $A$ to obtain it. In the case $p = 2$, one can get rid of assumption (3) by the following straightforward adaptation of Proposition 2.1, which appears explicitly in [17, Prop. 1.1].

Proposition 2.6. Let $q > 2$ and $X$, $Y$ be measure spaces. Assume that $A$ is a non-zero bounded linear operator from $L^2(X)$ to $L^q(Y)$ and denote

$$S := \sup\{\|Af\|_{L^q(Y)} \mid f \in L^2(X), \|f\|_{L^2(X)} = 1\} \in (0, +\infty).$$

Assume that there exist $(f_n) \subset L^2(X)$ and $f \in L^2(X)$ such that

(1) $\|f_n\|_{L^2} = 1$ for all $n$;
(2) $\|Af_n\|_{L^q} \to S$;
(3) $f_n \rightharpoonup f$ in $L^2(X)$;
(4) $f \neq 0$;
(5) $Af_n \to Af$ almost everywhere.

Then, $(f_n)$ converges strongly in $L^2(X)$ to $f$ and $\|Af\|_{L^q} = S$.

One can see the advantage of Proposition 2.6 compared to 2.1: the assumption (3) is now a consequence of the boundedness of $(f_n)$ in $L^p$ and one needs specific properties of $A$ to obtain it. In the case $p = 2$, one can get rid of assumption (3) by the following straightforward adaptation of Proposition 2.1, which appears explicitly in [17, Prop. 1.1].

Proof of Proposition 2.6. The proof is identical to the one of Proposition 2.1 replacing the application of the Brézis-Lieb lemma to $(f_n)$ by the following consequence of the weak convergence of $(f_n)$ to $f$:

$$\lim_{n \to +\infty} \|f_n - f\|_{L^2}^2 = 1 - \|f\|_{L^2}^2.$$  

□

Remark 2.7. As is clear from the proof, Proposition 2.6 can be extended straightforwardly to the case where $L^2(X)$ is replaced by any separable Hilbert space $\mathcal{H}$, as in [17].

The next tool we present is related to verifying the key assumption (4) in Proposition 2.6, namely the existence of maximizing sequences which have a non-zero weak limit. As we already mentioned, this fact is particularly relevant in problems with a non-compact
Proposition 2.8. Let \( W \) sequences in time in \([37, \text{Lemma 6}]\), is a very useful tool to obtain non-zero weak limits for bounded sequences in \( W^{1,p}(\mathbb{R}^d) \).

**Remark 2.9.** In the above result, the Sobolev space \( W^{1,p}(\mathbb{R}^d) \) may be replaced by its homogeneous version \( \tilde{W}^{1,p}(\mathbb{R}^d) \).

We will present below some applications of Proposition 2.8 in the case \( p = 2 \) to obtain Assumption (4) in Proposition 2.9 in its Hilbert space version with \( \mathcal{H} = H^1(\mathbb{R}^d) \). Notice that Proposition 2.8 naturally breaks translation invariance to obtain a non-zero weak limit. In \([37]\), one proof of Proposition 2.8 is done using some comparison between the lowest Dirichlet eigenvalues of two domains, and another, due to Brézis, is done via localization on cubes and the Sobolev inequality.

The main assumption on the level sets of \((f_n)\) in Proposition 2.8 can be obtained in practice via the following \(pqr\) lemma \([24, \text{Lemma 2.1}]\) (see also \([8, \text{Lemma 2.1}]\)).

**Lemma 2.10 (pqr lemma).** Let \( X \) be a measure space and let \( 0 < p < q < r < +\infty \). Let \((f_n)\) be a bounded sequence in \( L^p(X) \cap L^r(X) \) such that there exists \( \alpha > 0 \) such that for all \( n \), \( \|f_n\|_{L^q} \geq \alpha \). Then, there exist \( \delta, \varepsilon > 0 \) such that for all \( n \), \( |\{|f_n| > \varepsilon\}| \geq \delta \).

**Proof.** Let \( \varepsilon > 0 \). For all \( n \), we have

\[
\alpha^q \leq \int_X |f_n|^q = \int_{|f_n| \leq \varepsilon} |f_n|^q + \int_{\varepsilon < |f_n| < 1/\varepsilon} |f_n|^q + \int_{|f_n| \geq 1/\varepsilon} |f_n|^q \\
\leq \varepsilon^{q-p} \|f_n\|_{L^p}^{q-p} + \varepsilon^{-q} |\{|f_n| > \varepsilon\}| + \varepsilon^{r-q} \|f_n\|_{L^r}^{r-q} \\
\leq C(\varepsilon^{q-p} + \varepsilon^{r-q}) + \varepsilon^{-q} |\{|f_n| > \varepsilon\}|,
\]

leading to the result for \( \varepsilon \) small enough. \( \square \)

Combining Proposition 2.8 and the \(pqr\) lemma leads to the following useful result.

**Proposition 2.11.** Let \( d \geq 1 \) and \( 1 < p < +\infty \). Let \( q \in (p, +\infty) \) such that \( 1/q > 1/p - 1/d \). Assume that \((f_n)\) is a bounded sequence in \( W^{1,p}(\mathbb{R}^d) \). Then, we have the following alternative:

1. either \( f_n \to 0 \) in \( L^q(\mathbb{R}^d) \);
2. or there exists \((x_n) \subset \mathbb{R}^d \) such that, up to a subsequence, \((f_n(\cdot - x_n))\) has a non-zero weak limit in \( W^{1,p}(\mathbb{R}^d) \).

**Proof of Proposition 2.11.** By Sobolev’s embedding, there exists \( q^* > q \) such that \((f_n)\) is bounded in \( L^p(\mathbb{R}^d) \cap L^{q^*}(\mathbb{R}^d) \). If \((f_n)\) does not converge to zero in \( L^q(\mathbb{R}^d) \), then there exists \( \alpha > 0 \) such that, up to a subsequence, we have \( \|f_n\|_{L^q} \geq \alpha \) for all \( n \). By the \(pqr\) lemma, \((f_n)\) thus satisfies the assumptions of Proposition 2.8 and hence admits non-zero weak limits up to translations. \( \square \)
For optimization problems posed on $H^1(\mathbb{R}^d)$, Proposition 2.6 and Proposition 2.11 provide a roadmap to obtain the existence of optimizers: Assumption (4) would follow if optimizing sequences do not converge to zero in some $L^q(\mathbb{R}^d)$ for a subcritical $q$, and there remains to understand why Assumption (5) holds. We now explain how to apply these tools in some explicit cases.

3. Applications to problems with exact symmetries

We apply the compactness tools introduced in the previous section to solve several optimization problems. We begin with the historical example of Lieb [38] concerning the Hardy-Littlewood-Sobolev inequality, emphasizing how the invariances are broken in conjunction with Proposition 2.1 to obtain existence of optimizers. We then shift to the Gagliardo-Nirenberg-Sobolev inequality to illustrate how to apply to $H^1$-methods above, as an introduction to the work of Brézis-Lieb on vector field equations [8]. Finally, we explain how to apply similar ideas to the Sobolev, (generalized) Gagliardo-Nirenberg-Sobolev, and Strichartz inequalities.

3.1. Hardy-Littlewood-Sobolev inequality. Let $d \in \mathbb{N}^*$. Let $1 < p, q < +\infty$ and $0 < \lambda < d$ be such that $1/p + \lambda/d = 1 + 1/q$. Consider the optimization problem

$$S := \sup \left\{ \| f \ast |\cdot|^{-\lambda} \|_{L^q(\mathbb{R}^d)}^q : f \in L^p(\mathbb{R}^d), \| f \|_{L^p(\mathbb{R}^d)} = 1 \right\},$$

corresponding to the sharp constant in the Hardy-Littlewood Sobolev inequality. As we already mentioned, this problem exhibits both translation and dilation invariance (meaning that both the optimization set and the energy functional are invariant under the transformations $f(x) \to f(x + x_0)$ and $f(x) \to \delta^{d/p} f(\delta x)$ for any $x_0 \in \mathbb{R}^d$ and any $\delta > 0$). Despite this difficulty, Lieb proved existence of maximizers:

**Theorem 1.** [38] Theorem 2.3] There exists $f \in L^p(\mathbb{R}^d)$ with $\| f \|_{L^p(\mathbb{R}^d)} = 1$ such that $\| f \ast |\cdot|^{-\lambda} \|_{L^q(\mathbb{R}^d)}^q = S$.

The proof of Theorem 1 consists in applying Proposition 2.11. The way to obtain Assumption (3) here is to resort to rearrangement inequalities [38] Lemma 2.1] to infer that there exists a maximizing sequence $(f_n) \subset L^p(\mathbb{R}^d)$ for $S$ such that for any $n$, $f_n$ is radially decreasing and non-negative (indeed, for any $f \in L^p(\mathbb{R}^d)$, one has $\| f \ast |\cdot|^{-\lambda} \|_{L^q(\mathbb{R}^d)} \leq \| (f^\ast) \ast |\cdot|^{-\lambda} \|_{L^q(\mathbb{R}^d)}$ and $\| f \|_{L^p} = \| f^\ast \|_{L^p}$ where $f^\ast$ is the symmetric decreasing rearrangement of $f$ [38 Definition 1]). Notice that this remark breaks the translation-invariance of the problem, and to break the dilation invariance we use the following argument. Abusing notations, we still denote by $f_n$ the function of the radius so that $f_n : x \mapsto f_n(|x|)$. The next result enables to deal with dilations and to obtain Assumption (4), i.e. to prove that $f_n$ has a non-zero pointwise limit.

**Proposition 3.1.** [38] Lemma 2.4] There exists $C > 0$ and $\theta \in (0, 1)$ such that for any non-negative and radially decreasing $f \in L^p(\mathbb{R}^d)$ we have

$$\| f \ast |\cdot|^{-\lambda} \|_{L^q} \leq C \left( \sup_{r > 0} r^{d/p} f(r) \right)^\theta \| f \|_{L^p}^{1-\theta}.$$
Such an inequality may be called a refined HLS inequality because it implies the actual HLS inequality, since \( \sup_{r>0} r^{-d/p} f(r) \leq c ||f||_{L^p} \) due to the fact that \( f \) is radially decreasing. Applying Proposition 3.1 to \( (f_n) \) and using that \( S > 0 \), we infer that there exist \( c > 0 \) such that for all \( n \) one has \( \sup_{r>0} r^{-d/p} f_n(r) > c \). Hence, for any \( n \) there exists \( r_n > 0 \) such that \( r_n^{-d/p} f_n(r_n) \geq c/2 \). Replacing \( f_n \) by \( r_n^{-d/p} f_n(r_n) \) and still denoting this sequence by \( (f_n)_n \), we obtain a sequence of non-negative radially decreasing functions \( (f_n) \) which is maximizing for \( S \) and such that \( f_n(1) \geq c/2 \) for all \( n \). Since \( ||f_n||_{L^p} = 1 \), we have \( f_n(r) \leq (|S^{-1}|d)^{-1/p} r^{-n/p} \) for all \( n \) and \( r \), so that using Helly’s selection principle there exists a non-negative radially decreasing function \( f \in L^p(\mathbb{R}^d) \) with \( ||f||_{L^p} \leq 1 \) such that (up to a subsequence) \( f_n(r) \to f(r) \) as \( n \to +\infty \) for all \( r > 0 \). In particular, we have \( f(1) \geq c/2 > 0 \) implying that \( f \neq 0 \) and thus recovering Assumption (4) of Proposition 2.1. There remains to prove Assumption (5) of Proposition 2.1 which follows from the elementary

**Lemma 3.2.** Let \( (f_n) \subset L^p(\mathbb{R}^d) \) be a sequence of non-negative radially decreasing functions such that \( ||f_n||_{L^p} = 1 \) for all \( n \) and such that \( f_n \to f \) almost everywhere. Then, \( f_n \ast | \cdot |^{-\lambda} \to f \ast | \cdot |^{-\lambda} \) almost everywhere.

**Proof.** Recall that \( f_n(r) \leq cr^{-d/p} \) with \( c \) independent of \( n \). Then, the result follows from dominated convergence, noticing that for any \( x \neq 0 \), \( y \mapsto |y|^{-d/p} |x - y|^{-\lambda} \) is integrable on \( \mathbb{R}^d \). \( \square \)

It remains to give the

**Proof of Proposition 3.1.** Denoting by \( A \) the operator \( f \mapsto f \ast | \cdot |^{-\lambda} \) and by \( U_s : L^s_{rad}(\mathbb{R}^d) \to L^s(\mathbb{R}) \) the isometric isomorphism \( (U_s f)(u) = e^{du/s} f(e^u) \), we have \( U_q AU_p^* : g \mapsto g \ast L_d \) with

\[
\forall u \in \mathbb{R}, \quad L_d(u) := e^{du/q} \int_{S^{d-1}} \frac{d\omega}{|e^u e_1 - \omega|^\lambda} = c_d e^{du/q} \int_0^\pi \frac{(\sin \theta)^{d-2} d\theta}{((e^u - \cos \theta)^2 + \sin^2 \theta)^{\lambda/2}}.
\]

Since

\[
L_d(u) \sim \begin{cases} \frac{ce^{du/q}}{u^{d-\lambda}} & \text{as } u \to -\infty, \\ \frac{c}{u^{d-\lambda}} & \text{as } u \to 0, \\ \frac{ce^{(d/q-\lambda)u}}{u^{d-\lambda}} & \text{as } u \to +\infty, \end{cases}
\]

the function \( L_d \) is integrable on \( \mathbb{R} \). Hence, \( U_q AU_p^* \) is bounded on \( L^s(\mathbb{R}^d) \) for all \( s \in [1, +\infty] \) and using that \( q \in (p, +\infty) \), we deduce by Hölder’s inequality that there exist \( C > 0 \) and \( \theta \in (0, 1) \) such that

\[
\forall g \in L^p(\mathbb{R}) \cap L^\infty(\mathbb{R}), \quad ||U_q AU_p^* g||_{L^s} \leq ||U_q AU_p^* g||_{L^p}^{1-\theta} ||U_q AU_p^* g||_{L^\infty}^\theta \leq C ||g||_{L^p}^{1-\theta} ||g||_{L^\infty}^\theta.
\]

Stating this inequality in terms of the operator \( A \), we get the result. \( \square \)

**Remark 3.3.** A consequence of the previous proof and of Proposition 2.1 is that any maximizing sequence \( (f_n) \) for \( S \) admits a subsequence such that there exists \( (\delta_n) \subset (0, +\infty) \) such that \( (\delta_n^{-d/p} f_n(\delta_n)) \) converges strongly in \( L^p(\mathbb{R}^d) \) (and hence the limit is a maximizer for \( S \)).
Lions [48] Theorem 2.1] proved that any maximizing sequence \((f_n)\) for \(S\) admits a subsequence such that there exists \((x_n) \subset \mathbb{R}^d\) and \((\delta_n) \subset (0, +\infty)\) such that \((\delta_n^{d/p} f_n(\delta_n \cdot - x_n))\) converges strongly in \(L^p(\mathbb{R}^d)\) (that is, we use translations instead of rearrangement).

3.2. **Gagliardo-Nirenberg-Sobolev inequality.** In the above approach to the HLS inequality, rearrangement was used to break the translation-invariance of the problem. In the following, we will see that the same method can be applied to prove the existence of optimizers for the model problem of Gagliardo-Nirenberg-Sobolev inequality. In one space dimension, this was done explicitly by Lieb in [38, Theorem 4.2], but his method (which was used before in [36, Theorem 7] and [41, Appendix A]) works in any dimension. Another proof using rearrangement was suggested in [44, Remark (A), Sec. 4], using rather the methods of [27, 55] relying on solving the Euler-Lagrange equations among radial decreasing functions.

We also provide another method based on the \(H^1\)-based tools of Section 2 and compare the two approaches.

Let \(d \geq 1\) and \(q \in (2, +\infty)\) be such that \(1/q > 1/2 - 1/d\). Define

\[
S := \sup \left\{ \int_{\mathbb{R}^d} |u|^q : u \in H^1(\mathbb{R}^d), \|u\|_{H^1} = 1 \right\}.
\]

**Proposition 3.4.** There exists \(u \in H^1(\mathbb{R}^d)\) with \(\|u\|_{H^1} = 1\) such that \(\|u\|_{L^q} = S\).

**Proof.** Let \((u_n) \subset H^1(\mathbb{R}^d)\) be a maximizing sequence for \(S\). As was noticed by Lieb [38, Lemma 4.1] (see also [36, Lemma 5] or [27, Theorem 1] for earlier proofs), since \(\|\nabla f\|_{L^2} \geq \|\nabla f^*\|_{L^2}\) for any \(f \in H^1(\mathbb{R}^d)\), one may assume that \(u_n\) is radially symmetric decreasing for all \(n\). Since \((u_n)\) is bounded in \(H^1(\mathbb{R}^d)\), it converges weakly to some \(u \in H^1(\mathbb{R}^d)\) up to a subsequence, and by the Rellich-Kondrachov theorem one may also assume that \(u_n \rightarrow u\) a.e. In particular, \(\|u\|_{H^1} \leq 1\). From the boundedness of \((u_n)\) in \(H^1(\mathbb{R}^d)\), one also deduces that \((u_n)\) is bounded in \(L^p(\mathbb{R}^d)\) for any \(p \geq 2\) such that \(1/p > 1/2 - 1/d\). Applying this fact for \(p = 2\) and \(p = q_0\) for some fixed \(q_0 > q\) with \(1/q_0 > 1/2 - 1/d\), one deduces from the fact that \((u_n)\) is radially symmetric decreasing that (as in the HLS case) for all \(n\) and all \(r > 0\), \(|u_n(r)| \leq C \min\{r^{-d/2}, r^{-d/(2q_0)}\} \in L^q(\mathbb{R}^d)\). Hence, by the dominated convergence theorem, we deduce that \(u_n \rightarrow u\) in \(L^q(\mathbb{R}^d)\) and hence \(S = \|u\|_{L^q}^q \leq S\|u\|_{H^1}^q\) so that \(\|u\|_{H^1} \geq 1\) and hence \(\|u\|_{H^1} = 1\). Finally, \(u\) is a maximizer for \(S\).

As in the HLS inequality, the above method relies on rearrangement to break translation invariance and actually shows that for any maximizing sequence \((u_n)\), there exists a (radially symmetric decreasing) maximizer \(u\) for \(S\) such that \((u_n^*)\) converges strongly to \(u\) in \(H^1(\mathbb{R}^d)\), up to a subsequence. We now present an alternative approach to Proposition 3.4 in the spirit of [8] (see also [10, Lemma 4.2]), that does not rely on rearrangement but rather on the tools of Section 2 and has the advantage of describing more precisely maximizing sequences. It can also be applied to problems where rearrangement is not available, as we present in the next example.

**Alternative proof of Proposition 3.4.** Let \((u_n)\) be a maximizing sequence for \(S\). In particular, \(\|u_n\|_{L^q}^q \rightarrow S\) as \(n \rightarrow \infty\) and thus \(u_n\) does not converge to zero in \(L^q(\mathbb{R}^d)\). By Proposition 2.11 applied to \(p = 2\), there exist \((x_n) \subset \mathbb{R}^d\) and \(u \in H^1(\mathbb{R}^d) \setminus \{0\}\) such that \(v_n := u_n(\cdot - x_n)\)
converges weakly to $u$ in $H^1(\mathbb{R}^d)$. The sequence $(v_n)$ is also a maximizing sequence for $S$, and by the Rellich-Kondrachov theorem we can also assume that $v_n \to u$ almost everywhere. We can then apply Proposition 2.6 in its Hilbert space version with $H = H^1(\mathbb{R}^d)$ to the sequence $(v_n)$ and the operator $A : f \in H^1(\mathbb{R}^d) \mapsto f \in L^q(\mathbb{R}^d)$ to deduce that $u$ is a maximizer for $S$ and that $(v_n)$ converges strongly in $H^1(\mathbb{R}^d)$. \hfill \square

A corollary of the above proof is that for any maximizing sequence $(u_n)$ for $S$, there exist $(x_n) \subset \mathbb{R}^d$ and a maximizer $u$ of $S$ such that $(u_n(\cdot - x_n))$ converges strongly to $u$ in $H^1(\mathbb{R}^d)$, up to a subsequence. In other words, maximizing sequences converge strongly up to translations. This powerful statement (in conjunction with the further determination of the set of maximizers) can be used in the context of the associated nonlinear Schrödinger equation, to obtain the stability of standing waves as showed by Cazenave and Lions [13] or to study the minimal mass blow-up solutions following Weinstein [59] (see also Merle [49]).

### 3.3. Solutions to vector field equations

We present now a problem where rearrangement techniques do not apply and one must use the second approach of the last subsection. In the article [8], Brézis and Lieb proved the existence of optimizers for 'vector field' problems of the type

$$S = \sup \left\{ \int_{\mathbb{R}^d} G(u(x)) \, dx \mid u \in \mathcal{C}, \|\nabla u\|_{L^2} = 1 \right\},$$

where $\mathcal{C} = \{ u \in \dot{H}^1(\mathbb{R}^d, \mathbb{R}^N) \mid G(u) \in L^1(\mathbb{R}^d) \}$, $d \geq 3$, $N \geq 1$, and $G : \mathbb{R}^N \to \mathbb{R}$ is a non-zero continuous function satisfying some assumptions that we detail below. For general $G$, this problem has a more general structure than the ones covered by Proposition 2.6, but we will see that some ideas still apply here. Notice that the problem $S$ is invariant under translations, and that for $N \geq 2$ the rearrangement techniques used above cannot be used. To break translation invariance, Brézis and Lieb rathered appealed to Proposition 2.8. To illustrate how to adapt the tools of Section 2 in this more general setting, assume that $G$ satisfies the assumptions

1. $\forall u \in \mathbb{R}^N \setminus \{0\}$, $G(u) > 0$ and $G(0) = 0$,
2. $\lim_{|u| \to 0} |u|^{-p}G(u) = 0 = \lim_{|u| \to \infty} |u|^{-p}G(u)$, $p = \frac{2d}{d-2}$,
3. $\forall \delta > 0$, $\exists C_\delta > 0$, $\forall u, v \in \mathbb{R}^N$, $|G(u + v) - G(u)| \leq \delta |u|^p + C_\delta |v|^p$.

Notice that assumptions (1) and (2) together with Sobolev’s embedding imply that $\mathcal{C} = \dot{H}^1(\mathbb{R}^d, \mathbb{R}^N)$.

**Proposition 3.5.** Under the above assumptions on $G$, there exists $u \in \mathcal{C}$ with $\|\nabla u\|_{L^2} = 1$ such that $\int G(u) = S$.

**Proof.** Let $(u_n)$ be a maximizing sequence for $S$. Let $\eta > 0$ and from assumption (2) on $G$, let $\varepsilon > 0$ such that $G(u) \leq \eta |u|^p$ for all $|u| \leq \varepsilon$ or $|u| \geq 1/\varepsilon$. Hence, for $n$ large enough we have by Sobolev’s embedding

$$S/2 \leq \int G(u_n) = \int_{|u_n| \leq \varepsilon} G(u_n) + \int_{\varepsilon < |u_n| < 1/\varepsilon} G(u_n) + \int_{|u_n| \geq 1/\varepsilon} G(u_n) \leq C\eta + \left( \max_{\varepsilon \leq |u| \leq 1/\varepsilon} G(u) \right) \left| \{|u_n| > \varepsilon\} \right|.$$
so that for \( \eta \) small enough we have \(|\{ |u_n| > \varepsilon \}| \geq \alpha \) for all \( n \) for some \( \alpha > 0 \) independent of \( n \). Using Proposition 2.8 we obtain \((x_n) \subset \mathbb{R}^d \) such that \( v_n := u_n(-x_n) \) converges weakly to some \( v \in \dot{H}^1(\mathbb{R}^d, \mathbb{R}^N) \setminus \{0\} \), up to a subsequence. By the Rellich-Kondrachov theorem, we may also assume that \( v_n \) converges to \( v \) a.e. on \( \mathbb{R}^d \). Notice that \((v_n)\) is still a maximizing sequence for \( S \). Assumptions (1)-(2)-(3) on \( v \) imply that we have a Brézis-Lieb lemma for the function \( G \) \cite[Theorem 2]{C}, so that

\[
\int G(v_n) = \int G(v) + \int G(v_n - v) + o_n \to \infty (1).
\]

One can then copy the proof of Proposition 2.6 and the fact that for all \( f \in \dot{H}^1(\mathbb{R}^d, \mathbb{R}^N) \) one has using scaling that

\[
\int G(f) \leq S \| \nabla f \|_{L^2}^{2d/(d-2)}
\]

to infer

\[
S + o(1) = \int G(v_n) = \int G(v) + \int G(v_n - v) + o(1)
\leq S(\| \nabla v \|_{L^2}^{2d/(d-2)} + \| \nabla (v_n - v) \|_{L^2}^{2d/(d-2)}) + o(1)
\]

which imply in the limit \( n \to \infty \) using the weak convergence of \((v_n)\) to \( v \) that

\[
1 \leq \| \nabla v \|_{L^2}^{2d/(d-2)} + (1 - \| \nabla v \|_{L^2}^2)^{d/(d-2)}.
\]

Using that \( d/(d-2) > 1 \) and \( v \neq 0 \) we can conclude as in the proof of Proposition 2.6 that \((v_n)\) converges strongly to \( v \) in \( \dot{H}^1 \), so that \( v \) is a maximizer for \( S \). \( \square \)

The above proof is a direct adaptation of the methods of Section 2, but in their article Brézis and Lieb go actually way beyond by considering much more general assumptions on the functions \( G \):

1. \( G(0) = 0 \) and \( \exists u_0 \in \mathbb{R}^N, G(u_0) > 0 \);
2. \( \lim_{|u| \to 0} |u|^{-p} G(u) \leq 0 \), \( \lim_{|u| \to \infty} |u|^{-p} G(u) \leq 0 \), \( p = \frac{2d}{d-2} \);
3. \( \forall \delta > 0, \exists C_\delta > 0, \forall u, v \in \mathbb{R}^N, |G(u + v) - G(u)| \leq \delta (|G(u)| + |u|^p) + C_\delta (|G(v)| + |v|^p) + 1 \).

For such \( G \), the above approach is too simplistic and one has to adapt it quite substantially. For instance, the function \( G \) may change sign so that the set \( C \) no longer coincides with \( \dot{H}^1 \). The assumption (1) implies that \( S \in (0, +\infty) \). From assumption (2), one can thus still obtain the existence of a non-zero weak limit \( v \) for maximizing sequences up to translations \((v_n)\) by the same method, and due to \( \dot{H}^1 \)-boundedness one can still assume a.e. convergence as well. Fatou’s lemma applied together with the assumption (2) on \( G \) imply that \((G(v_n))\) is bounded in \( L^1(\mathbb{R}^d) \) and that \( G(v) \in L^1(\mathbb{R}^d) \), so that \( v \in C \). The major difference in this more general setting is that the assumptions on \( G \) are a priori too weak to ensure that we have a Brézis-Lieb lemma for the function \( G \) as before. There are two reasons for that: i) in Assumption (3), the function \(|G(v)| + |v|^p + 1\) on the right side is not integrable (due to the constant function) and ii) the quantity \( \int |G(v_n - v)| \) may be unbounded since we only know \( G(u) \leq C|u|^p \) (and not \(|G(u)| \leq C|u|^p\)). The key to bypass this issue is to prove a ’localized’
Brézis-Lieb lemma stating that for any compactly supported \( \varphi \in \dot{H}^1 \) with \( G(\varphi) \in L^1 \), one has

\[
\int G(v_n + \varphi) = \int G(v_n) + \int G(v + \varphi) - \int G(v) + o_{n \to \infty}(1),
\]

so that when inserted into the bound \( \int G(v_n + \varphi) \leq \mathcal{S}\|\nabla(v_n + \varphi)\|_{L^2}^{2d/(d-2)} \) one obtains in the limit \( n \to \infty \)

\[
\mathcal{S} + \int G(v + \varphi) - \int G(v) \leq \mathcal{S} \left( 1 + \|\nabla(v + \varphi)\|_{L^2}^2 - \|\nabla v\|_{L^2}^2 \right)^{d/(d-2)}.
\]

By a limiting argument, Brézis and Lieb show that one can take \( \varphi(x) = v(\lambda x) - v(x) \) in this inequality for any \( \lambda > 0 \), leading by rescaling to

\[
\mathcal{S} + (\lambda^{-d} - 1) \int G(v) \leq \mathcal{S} \left( 1 + (\lambda^{2-d} - 1)\|\nabla v\|_{L^2}^2 \right)^{d/(d-2)}.
\]

Expanding this inequality close to \( \lambda = 1 \) shows that \( \int G(v) \geq \mathcal{S}\|\nabla v\|_{L^2}^{2d/(d-2)} \) so that \( \int G(v) = \mathcal{S}\|\nabla v\|_{L^2}^{2d/(d-2)} \) and since \( v \neq 0 \), we deduce that there exists a maximizer for \( \mathcal{S} \). Let us finally mention that Brézis and Lieb are also able to deal with the critical case \( d = 2 \), by even more involved methods.

### 3.4. Sobolev inequality.

In [38], Lieb showed that his method also allowed to prove the existence of optimizers for the Sobolev embedding \( \dot{H}^1(\mathbb{R}^d) \hookrightarrow L^{2d/(d-2)}(\mathbb{R}^d) \) for \( d \geq 3 \). The idea is again to notice that one can look for optimizers in the set of radially symmetric decreasing functions, and that for such functions the inequality is equivalent to a one-dimensional Gagliardo-Nirenberg-Sobolev inequality for which Lieb proved the existence of optimizers as we mentioned above. Another way to prove this result is to notice that such optimizers are related to the optimizers of the HLS inequality in the special case \( p = 2 \) and \( \lambda = d - 1 \), since \((-\Delta)^{-1/2}\) is proportional to the convolution operator with \(| \cdot |^{-(d-1)}\), so that the existence of optimizers for the Sobolev embedding follows from Theorem \( \mathbb{I} \) in this special case.

We present here another approach not using rearrangement but still relying on Proposition \( \mathbb{2.6} \) in the spirit of what we already presented about the GNS inequality. Again, one of the advantages of this approach is that it will provide a better description of optimizing sequences. Furthermore, it can be applied to any embedding \( H^s(\mathbb{R}^d) \hookrightarrow L^{2d/(d-2s)}(\mathbb{R}^d) \), for which rearrangement techniques are not available.

Let \( d \geq 1 \) and \( s \in (0, d/2) \). Define \( q := 2d/(d - 2s) \) and

\[
\mathcal{S} := \sup \left\{ \int_{\mathbb{R}^d} |u|^q : u \in \dot{H}^s(\mathbb{R}^d), \|u\|_{\dot{H}^s} = 1 \right\}.
\]

**Proposition 3.6.** There exists \( u \in \dot{H}^s(\mathbb{R}^d) \) such that \( \|u\|_{\dot{H}^s} = 1 \) and \( \|u\|_{L^q} = \mathcal{S} \).

The proof is the same as the alternative proof of Proposition \( \mathbb{3.4} \) using Proposition \( \mathbb{2.6} \). Again, Assumption (5) follows from the Rellich-Kondrachov theorem so that all boils down to finding a maximizing sequence for \( \mathcal{S} \) which has a non-zero weak limit. While for the GNS inequality, we saw that the main enemy was the invariance by translations, here we will see that we have to deal with both translations and dilations. The main tool to break these invariances is the following result.
Proposition 3.7 (Refined Sobolev inequality [26]). Let \( \chi \in C_0^\infty(0, +\infty) \) be such that \( \chi \equiv 1 \) in a neighborhood of 0. Then, there exist \( C > 0 \) and \( \theta \in (0, 1) \) such that for any \( u \in \dot{H}^s(\mathbb{R}^d) \) one has

\[
\|u\|_{L^q} \leq C \left( \sup_{t > 0} t^{(d-2s)/4} \|\chi(-t\Delta)u\|_{L^\infty} \right)^\theta \|u\|_{\dot{H}^s}^{1-\theta}.
\]

This is called a refined inequality because it implies the Sobolev inequality; indeed we have for all \( t > 0 \)

\[
\|e^{t\Delta}u\|_{L^\infty} \leq (2\pi)^{-d/2} \|\mathcal{F}(\chi(-t\Delta)u)\|_{L^1}
\]

\[
= c \int_{\mathbb{R}^d} |\chi(t|\xi|^2)|\hat{u}(\xi)| \, d\xi
\]

\[
\leq c' \left( \int_{\mathbb{R}^d} \frac{|\chi(t|\xi|^2)|^2}{|\xi|^{2s}} \, d\xi \right)^{1/2} \|u\|_{\dot{H}^s}
\]

\[
= c't^{-(d-2s)/4} \left( \int_{\mathbb{R}^d} \frac{|\chi(|\xi|^2)|^2}{|\xi|^{2s}} \, d\xi \right)^{1/2} \|u\|_{\dot{H}^s}.
\]

Proof of Proposition 3.7. As stated by Gérard in [25], one can use the method of Chemin and Xu [14] to obtain refined inequalities. Let thus \( \chi \in C_0^\infty(0, +\infty) \) be such that for any \( u \in \dot{H}^s(\mathbb{R}^d) \). We have

\[
\|u\|_{L^q}^q = q \int_0^\infty \int \{ |u| > a \} a^{q-1} \, da.
\]

For any fixed \( a > 0 \), choosing \( \beta = \beta_a > 0 \) such that

\[
c_0 \beta^{-(d-2s)/4} = a/2, \quad c_0 := \sup_{t > 0} t^{(d-2s)/4} \|\chi(-t\Delta)u\|_{L^\infty},
\]

we have \( \|\chi(-\beta\Delta)u\|_{L^\infty} \leq a/2 \). We deduce

\[
|\{ |u| > a \}| \leq |\{ |\chi(-\beta\Delta)u| > a/2 \}| + |\{ |(1-\chi(\beta\Delta))u| > a/2 \}|
\]

\[
= |\{ |(1-\chi(-\beta\Delta))u| > a/2 \}|
\]

\[
\leq \frac{4\|1-\chi(-\beta\Delta)\|_{L^2}^2}{a^2}.
\]

As a consequence, using the relation between \( \beta_a \) and \( a \),

\[
\|u\|_{L^q}^q \leq 4q \int_{\mathbb{R}^d} |\hat{u}(\xi)|^2 \int_0^\infty \left( 1 - \chi(\beta_a|\xi|^2) \right)^2 a^{q-3} \, da \, d\xi
\]

\[
= 4q \int_{\mathbb{R}^d} |\hat{u}(\xi)|^2 \int_0^\infty \left( 1 - \chi((a/(2c_0))^{-(d-2s)/2} |\xi|^2) \right)^2 a^{q-3} \, da \, d\xi
\]

\[
= 2d(2c_0)^{q-2} \int_0^\infty (1 - \chi(b)^2 b^{-s-1}) \, db \int_{\mathbb{R}^d} |\xi|^{(q-2)(d-2s)/2} |\hat{u}(\xi)|^2 \, d\xi,
\]

which proves the result since \((q - 2)(d - 2s)/2 = 2s\). \(\square\)

Let us now explain why the refined Sobolev inequality allows to break symmetries to find a non-zero weak limit (this argument is implicit in [25]; see also [31]). Indeed, let \( (u_n) \) be a
maximizing sequence for $S$. Since $\|u_n\|_{L^q}^q \to S \neq 0$ as $n \to \infty$, Proposition $3.7$ implies that there exists $c > 0$ such that for all $n$,

$$\sup_{t>0} t^{(d-2s)/4} \|\chi(-t\Delta)u_n\|_{L^\infty} \geq c,$$

hence for all $n$ there exist $t_n > 0$ and $x_n \in \mathbb{R}^d$ such that

$$t_n^{(d-2s)/4} |(\chi(-t_n\Delta)u_n)(x_n)| = (2\pi)^{-d/2} t_n^{(d-2s)/4} \int_{\mathbb{R}^d} \chi(t_n|\xi|^2)e^{-ix_n \cdot \xi} \hat{u}_n(\xi) \, d\xi \geq c/2.$$

Defining $g = F^{-1}(\chi(|\cdot|^2)) \in L^2(\mathbb{R}^d)$, this implies that for all $n$,

$$|\langle g, t_n^{(d-2s)/2} u_n(t_n^{1/2}(\cdot - x_n)) \rangle|_L^2 \geq (2\pi)^{d/2} c/2,$$

and hence the sequence $(t_n^{(d-2s)/2} u_n(t_n^{1/2}(\cdot - x_n)))$, which is still a maximizing sequence for $S$ and as such converges weakly up to a subsequence, has a weak limit $v \neq 0$ (since $|\langle g, v \rangle|_L^2 \geq (2\pi)^{d/2} c/2 > 0$). Notice that this approach shows that any maximizing sequence for $S$ converges strongly in $\dot{H}^s$ up to translations and dilations (up to a subsequence), a result that is originally due to Lions [47, Theorem I.1]. Arguments closely related to those described here were applied in the setting of the Heisenberg group in [18, Proposition 4.3].

3.5. Generalized Gagliardo-Nirenberg-Sobolev inequality. The previous approach can also be used for the subcritical embeddings $H^s(\mathbb{R}^d) \hookrightarrow L^q(\mathbb{R}^d)$ with $q \in (2, 2d/(d-2s))$. We already treated the case $s = 1$ with either rearrangement methods or Proposition $2.8$. For general $s$, rearrangement cannot be used in the same way (since the inequality $\|f\|_{H^s} \geq \|f^*\|_{H^s}$ is expected to fail for general $s$) so we explain how to adapt Proposition $2.8$ in this case. This strategy was used in [3].

Let $d \geq 1$, $s \in (0, d/2)$, and $2 < q < 2d/(d-2s)$. Define

$$S := \sup \left\{ \int_{\mathbb{R}^d} |u|^q : u \in H^s(\mathbb{R}^d), \|u\|_{H^s} = 1 \right\}.$$

**Proposition 3.8.** There exists $u \in H^s(\mathbb{R}^d)$ with $\|u\|_{H^s} = 1$ such that $\|u\|_{L^q}^q = S$.

As in the previous arguments, it is enough to find a non-zero weak limit for some maximizing sequences, which we again do using a refined version of the inequality.

**Proposition 3.9.** Define $s' \in (0, s)$ such that $q = 2d/(d-2s')$. Let $\chi \in C_0^\infty(0, +\infty)$ be such that $\chi \equiv 1$ in a neighborhood of $0$. Then, there exists $C > 0$ such that for all $u \in H^s(\mathbb{R}^d)$ we have

$$\|u\|_{L^q} \leq C \left( \sup_{t>0} t^{(d-2s)/4} \|\chi(-t\Delta)u\|_{L^\infty} \right)^\theta \|u\|_{H^{s'}}^{1-\theta}. \quad (3.1)$$

Proposition $3.9$ directly follows from Proposition $3.7$ and the injection $H^s \hookrightarrow H^{s'}$. Now let $(u_n) \subset H^s(\mathbb{R}^d)$ be a maximizing sequence for $S$. As before, from $S \neq 0$ and the boundedness of $(u_n)$ in $H^s(\mathbb{R}^d)$ we deduce that there exists $c > 0$ such that for all $n$, 

$$\sup_{t>0} t^{(d-2s)/4} \|\chi(-t\Delta)u_n\|_{L^\infty} \geq c.$$
Now notice that from the boundedness of \((u_n)\) in \(H^s\), we have for all \(t > 0\),
\[
t^{(d-2s)/4} \| \chi(-t\Delta)u_n \|_{L^\infty} \leq \frac{t^{(d-2s)/4}}{(2\pi)^{d/2}} \int_{\mathbb{R}^d} |\chi(t|\xi|^2)\widehat{u_n}(\xi)| \, d\xi \leq \begin{cases} 
ct^{-s'/2} \| u_n \|_{L^2} & \leq C t^{-s'/2} \\
ct(s-s')/2 \| u_n \|_{H^s} & \leq C t(s-s')/2 
\end{cases}
\]
hence \(t^{(d-2s)/4} \| \chi(-t\Delta)u_n \|_{L^\infty} \to 0\) as \(t \to 0\) or \(t \to +\infty\) uniformly in \(n\), and thus there exist \(t_-, t_+ \in (0, +\infty)\) so that for all \(n\),
\[
\sup_{t \in [t_-, t_+]} t^{(d-2s)/4} \| \chi(-t\Delta)u_n \|_{L^\infty} = \sup_{t > 0} t^{(d-2s)/4} \| \chi(-t\Delta)u_n \|_{L^\infty} \geq c.
\]
As above, one deduces from this lower bound that there exist \((x_n) \subset \mathbb{R}^d\) and \((t_n) \subset [t_-, t_+]\) such that \(t_n^{(d-2s)/4} \varphi_n(t_n^{1/2}(\cdot - x_n))\) has a non-zero weak limit (up to a subsequence) in \(H^s(\mathbb{R}^d)\). Since \((t_n) \subset [t_-, t_+]\), one can furthermore extract a subsequence so that \(t_n \to t_* \in [t_-, t_+]\). This implies that \((u_n(\cdot - x_n))\) has a non-zero weak limit in \(H^s(\mathbb{R}^d)\).

In the above proof, we used the refined inequality (3.1) which looks like the critical one of Proposition 3.7 in the sense that both dilations and translations seem to appear in it (in the supremum in both \(t\) and \(x\)). Our reasoning above shows that, by subcriticality of \(q\), the supremum over all dilations \(t \in (0, +\infty)\) can be replaced by a supremum over dilation \(t \in [t_-, t_+]\) which is now a ‘compact’ symmetry group, and hence disappears in the final result. There are ways to obtain a refined inequality in which only translations appear; for instance in the case \(s = 1\) one has [46, Lem. I.1]: for all \(q \in (2, 2d/(d-2))\) with \(d \geq 3\),
\[
\forall \varphi \in H^1(\mathbb{R}^d), \quad \| \varphi \|_{L^q} \leq C \left( \sup_{z \in \mathbb{Z}^d} \| \varphi \|_{L^2(z+[0,1]^d)} \right)^{\theta} \| \varphi \|_{H^1}^{1-\theta},
\]
for some \(\theta \in (0,1)\) and \(C > 0\) independent of \(\varphi\). From this inequality, it is not hard to deduce the existence of non-zero weak limits up to translations. For general \(s\), the non-locality of the \(H^s\)-norm makes the proof more difficult but a similar inequality where only translation appears was proved for \(s \in (0,1)\) in [33, Eq. (B.12)].

**Remark 3.10.** Sometimes, existence of maximizers is stated when \(\mathcal{S}\) is replaced by
\[
\sup \{ \| u \|_{L^q}^q : u \in H^s(\mathbb{R}^d), \quad \| u \|_{L^2} = 1, \quad \| u \|_{H^s} = 1 \}. \]
In this case, one can still apply the same strategy because the above supremum is related by scaling to \(\mathcal{S}\) where the \(H^s\)-norm \(\| u \|_{H^s} = \| (1 - \Delta)^{s/2} u \|_{L^2}\) is replaced by the equivalent norm \(\| (1 + (-\Delta)^s)^{1/2} u \|_{L^2}\).

**3.6. Strichartz inequality.** We give one final example where the above techniques can be applied, which is the one of Strichartz inequalities. We will see that in this case, more advanced techniques are required to obtain Assumptions (4) and (5) of Proposition 2.6. The fact that Lieb’s strategy could be applied to this case was understood by R. Frank and the author in an unpublished work.

Let \(d \geq 1\) and define
\[
\mathcal{S} = \sup \left\{ \int_{\mathbb{R}} \int_{\mathbb{R}^d} |(e^{it\Delta_x} u)(x)|^{2+4/d} \, dx \, dt : u \in L^2(\mathbb{R}^d), \quad \| u \|_{L^2} = 1 \right\}.
\]
Proposition 3.11. There exists $u \in L^2(\mathbb{R}^d)$ with $\|u\|_{L^2} = 1$ and $\|e^{it\Delta_x} u\|_{L^{2+4/d}(\mathbb{R} \times \mathbb{R}^d)} = \mathcal{S}$.

This result has first been proved by Kunze [32] for $d = 1$ and by Shao [52] for $d \geq 2$, using profile decompositions. We show here that Proposition [2.6] leads to the same result, even if the same tools are at the core of all the proofs. To apply Proposition [2.6] to this case, we again need to find a maximizing sequence $(v_n)$ which converges weakly to a non-zero limit $v$, as well as to show that $e^{it\Delta_x} v_n \to e^{it\Delta_x} v$ a.e. on $\mathbb{R} \times \mathbb{R}^d$.

The first step can also be obtained via the following refined inequality, which can be found for instance in the lecture notes of Killip and Visan [31, Prop. 4.24] and which relies on deep bilinear estimates due to Tao [56]:

Proposition 3.12. There exists $C > 0$ and $\theta \in (0, 1)$ such that for all $u \in L^2(\mathbb{R}^d)$ we have

$$\|e^{it\Delta_x} u\|_{L^{2+4/d}(\mathbb{R} \times \mathbb{R}^d)} \leq C \left( \sup_{Q \in \mathcal{D}} |Q|^{-1/2} \|e^{it\Delta_x} u_Q\|_{L^\infty(\mathbb{R} \times \mathbb{R}^d)} \right)^\theta \|u\|_{L^2}^1,$$

where $\mathcal{D}$ denotes the family of dyadic cubes on $\mathbb{R}^d$ of side length $2^j$ and centered at $(2^j \mathbb{Z})^d$, for all $j \in \mathbb{Z}$, and $u_Q := \mathcal{F}^{-1}(1_Q \hat{u})$.

If $(u_n)$ is a maximizing sequence for $\mathcal{S}$, one deduces from the refined inequality that there exist $c > 0$, $(t_n, x_n) \subset \mathbb{R} \times \mathbb{R}^d$, $(\delta_n) \subset (0, +\infty)$, and $(c_n) \subset \mathbb{R}^d$ such that for any $n$,

$$|\langle g, v_n \rangle| = \delta_n^{-d} \frac{1}{2} \int_{c_n + [-\delta_n, \delta_n]^d} e^{-i\xi \cdot x_n} \hat{u}_n(\xi) \, d\xi \geq c,$$

where $g = \mathcal{F}^{-1}(1_{[-1, 1]^d})$ and $v_n := \mathcal{F}^{-1}(\xi \mapsto \delta_n^{d/2} e^{-it_n |c_n + \delta_n \xi|^2 - ix_n \cdot (c_n + \delta_n \xi)} \hat{u}_n(c_n + \delta_n \xi))$. It can be shown that $(v_n)$ is still a maximizing sequence for $\mathcal{S}$, which thus has a non-zero weak limit in $L^2$.

The a.e. convergence of $e^{it\Delta_x} v_n$ to $e^{it\Delta_x} v$ can be proved using the following result stated for instance in [30, Proposition 1.4] which is a consequence of the local smoothing properties of $e^{it\Delta_x}$:

Proposition 3.13. The map $v \in L^2(\mathbb{R}^d) \mapsto e^{it\Delta_x} v \in L^2_{\text{loc}}(\mathbb{R} \times \mathbb{R}^d)$ is compact.

Proof. Notice first that we have the following local smoothing estimate [16]: for any $a \in \mathcal{S}(\mathbb{R}^d)$, there exists $C > 0$ such that for any $u \in L^2(\mathbb{R}^d)$ one has

$$\int_{\mathbb{R}^d} \int_{\mathbb{R}^d} a(x) \left| (-\Delta_x)^{1/4} (e^{it\Delta_x} u)(x) \right|^2 \, dx \, dt \leq C \|u\|_{L^2}^2.$$

Indeed, the left integral in Fourier variables is equal to

$$(2\pi)^{d/2} \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \hat{u}(\xi) K_a(\xi, \xi') \hat{u}(\xi') \, d\xi \, d\xi'$$

with an integral kernel $K(\xi, \xi') = |\xi|^{1/2} |\xi'|^{1/2} \hat{a}(\xi - \xi) \delta(|\xi|^2 - |\xi'|^2)$.
To prove the inequality, it is enough by Schur’s test to bound uniformly in $\xi$,
\[
\int_{\mathbb{R}^d} |K(\xi, \xi')| \, d\xi' = |\xi|^{d-1} \int_{\mathbb{R}^{d-1}} |\tilde{a}(\xi | \omega - \xi)| \, d\omega.
\]
For small $\xi$, this is clearly bounded while for large $\xi$, one can write any $\omega \in S^{d-1}$ as $\omega = (\cos \theta)\omega_\xi + (\sin \theta)\omega'$ with $\omega_\xi = \xi/|\xi|$ and $\omega' \cdot \xi = 0$, $|\omega'| = 1$. Using the decay of $\tilde{a}$, we then have the bound
\[
\int_{S^{d-1}} |\tilde{a}(\xi | \omega - \xi)| \, d\omega \leq C \int_0^\pi \frac{(\sin \theta)^{d-2}}{(1 + |\xi| \sin \theta)^d} \, d\theta \leq C' |\xi|^{-(d-1)}.
\]
To prove the proposition, let $(v_n) \subset L^2(\mathbb{R}^d)$ such that $v_n \to 0$ and let $C \subset \mathbb{R}^{d+1}$ be a compact set. Let $\varepsilon > 0$, $\Lambda > 0$ and $a \in S(\mathbb{R}^d)$ such that $a > 0$. Split $v_n$ as $v_n = v_{n,>} + v_{n,<}$ with $\hat{v}_{n,>} (\xi) = 1(|\xi| > \Lambda)\hat{v}_n$. By the local smoothing estimate, we have
\[
\|e^{it\Delta}v_{n,>}\|_{L^2(C)}^2 \leq (\min a)^{-1} \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} a(x)(e^{it\Delta}v_{n,>})(x)^2 \, dx \, dt
\]
\[
\leq C(\min a)^{-1}\|(-\Delta)^{-1/4}v_{n,>}\|_{L^2}^2
\]
\[
\leq C'\Lambda^{-1},
\]
where in the last step we used that $(v_n)$ is bounded in $L^2(\mathbb{R}^d)$. We thus fix $\Lambda$ large enough so that $C'\Lambda^{-1} \leq \varepsilon^2$, hence $\|e^{it\Delta}v_{n,>}\|_{L^2(C)} \leq \varepsilon$ for all $n$. Now for any $(t, x) \in C$ we have
\[
(e^{it\Delta}v_{n,>})(x) = (2\pi)^{-d/2} \int_{|\xi| \leq \Lambda} e^{-it|\xi|^2} v_{n,>} (\xi) \, d\xi = \langle v_n, g \rangle
\]
with $g := (2\pi)^{-d/2} F^{-1}(1(|\xi| \leq \Lambda)e^{it|\xi|^2}x) \in L^2(\mathbb{R}^d)$, so that by weak convergence we have $(e^{it\Delta}v_{n,>})(x) \to 0$ as $n \to \infty$ for all $(t, x) \in C$. Furthermore, again by boundedness of $(v_n)$ in $L^2$, we also have the bound $\|e^{it\Delta}v_{n,>}\|_{L^2} \leq C\Lambda^{d/2}$ uniform in $n$. By dominated convergence, we deduce that $e^{it\Delta}v_{n,>} \to 0$ in $L^2(C)$ and hence $\|e^{it\Delta}v_{n,>}\|_{L^2(C)} \leq \varepsilon$ for $n$ large enough, which concludes the proof. \hfill \Box

4. Applications to problems with approximate symmetries

After these several examples of how to deal with non-compact invariances, we present a few examples where the same strategy can be applied in the context of ‘almost’ invariances. What we mean by that is for instance a problem that is not translation-invariant but when one translates a function to infinity, a new effective optimization problem arises. To show that the original problem has an optimizer through convergent optimizing sequences, one thus has to understand why it is energetically unfavorable to send some/all the mass to infinity. We illustrate this idea on the historical example of the Brézis-Nirenberg problem, which is a version of the Sobolev inequality that is not translation or dilation invariant, and on the more recent example of the Stein-Tomas inequality, which is a version of the Strichartz inequality with less invariances. We focus on these two examples but of course, this phenomenon is ubiquitous in optimization problems and we will not try to give a complete list of the various methods used to deal with it.
4.1. The Brézis-Nirenberg problem. Let \( d \geq 3 \) and \( \Omega \) an open bounded subset of \( \mathbb{R}^d \). Denote by \( \lambda_1(\Omega) > 0 \) the first eigenvalue of the Dirichlet Laplacian on \( \Omega \). Let \( \lambda \in [0, \lambda_1(\Omega)) \) and \( q \in 2d/(d-2) \). In the Brézis-Nirenberg problem \(|\Omega|\), one wants to know whether maximizers exist for

\[
S_\lambda := \sup \left\{ \int_\Omega |u|^q : u \in H^1_0(\Omega), \|\nabla u\|_{L^2}^2 - \lambda \|u\|_{L^2}^2 = 1 \right\}.
\]

Compared to the similar problem of the existence of optimizers for the Sobolev inequality in \( \mathbb{R}^d \), we see that posing the problem in \( \Omega \) breaks translation and dilation invariance. However, dilation remains an 'almost' invariance, in the sense that if one fixes \( \mathbb{R}^d \) and \( \varepsilon > 0 \) such that \( B(x_0, \varepsilon) \subset \Omega \), then for any \( u \in C^\infty_c(B(x_0, \varepsilon)) \subset H^1_0(\Omega) \), the function \( u_\delta : x \mapsto \delta^{(d-2)/2} u(x_0 + \delta(x - x_0)) \) belongs to \( H^1_0(\Omega) \) for any \( \delta \geq 1 \) so that one can still dilate some functions in the maximization set (only for large dilation parameters \( \delta \), meaning that one can only contract a function). The operation \( u \to u_\delta \) clearly does not leave the maximization problem invariant, since while \( \int_\Omega |u_\delta|^q = \int_\Omega |u|^q \) and \( \|\nabla u_\delta\|_{L^2}^2 = \|\nabla u\|_{L^2}^2 \), we have \( \|u_\delta\|_{L^2}^2 = \delta^{-2}\|u\|_{L^2}^2 \). This fact has several important consequences regarding the maximization problem \( S_\lambda \). First, it implies that \( S_\lambda \geq S \), where \( S \) is the Sobolev constant on \( \mathbb{R}^d \).

\[
S = \sup \left\{ \int_{\mathbb{R}^d} |u|^q : u \in H^1(\mathbb{R}^d), \|\nabla u\|_{L^2} = 1 \right\}.
\]

Indeed, by density of \( C^\infty_c(\mathbb{R}^d) \) in \( H^1(\mathbb{R}^d) \), the above sup can be computed by looking only at \( u \)'s in \( C^\infty_c(\mathbb{R}^d) \). Now any such \( u \) can be dilated and translated so that it belongs to \( C^\infty_c(B(x_0, \varepsilon)) \subset H^1_0(\Omega) \), without changing its \( L^q(\mathbb{R}^d) \) and \( \dot{H}^1(\mathbb{R}^d) \) norms. By the above procedure, one can then dilate this \( u \) so that

\[
\frac{\int_\Omega |u_\delta|^q}{\left(\|\nabla u_\delta\|_{L^2}^2 - \lambda \|u_\delta\|_{L^2}^2\right)^{q/2}} \to_{\delta \to \infty} \frac{\int_{\mathbb{R}^d} |u|^q}{\|\nabla u\|_{L^2}^{q/2}},
\]

which then indeed proves that \( S \leq S_\lambda \) since the left quotient is less than \( S_\lambda \) for all \( \delta \geq 1 \). Secondly, this 'almost' invariance also has important consequences regarding the convergence of maximizing sequences. Indeed, if one has the equality \( S = S_\lambda \), then one can easily find maximizing sequences for \( S_\lambda \) that converge weakly to 0 in \( H^1_0(\Omega) \): one can just consider a maximizing sequence \( (u_n) \subset C^\infty_c(\mathbb{R}^d) \) for \( S \) and scale it by the above procedure, with a scaling parameter \( \delta_n \geq 1 \) large enough so that \( \delta_n^{-1}\|u_n\|_{L^2} \to 0 \) as \( n \to \infty \). Hence, \( S_\lambda < S \) is a necessary condition for maximizing sequences for \( S_\lambda \) to converge strongly. Using the same method as in Proposition 2.6, Lieb proved in \(|\Omega|\) Lemma 1.2 \(|\Omega|\) that this condition was also sufficient.

**Proposition 4.1.** If \( S_\lambda > S \), then there exists \( u \in H^1_0(\Omega) \) with \( \|\nabla u\|_{L^2}^2 - \lambda \|u\|_{L^2}^2 = 1 \) such that

\[
\|u\|_{L^q}^q = S_\lambda.
\]

**Proof.** Define

\[
\tilde{S} := \sup \left\{ \limsup_{n \to \infty} \int_\Omega |u_n|^q : (u_n) \subset H^1_0(\Omega), \forall n, \|\nabla u_n\|_{L^2}^2 - \lambda \|u_n\|_{L^2}^2 = 1, u_n \rightharpoonup 0 \right\},
\]
and let us first show the result if $S_\lambda > \tilde{S}$. We will then show that $S = \tilde{S}$. Let $(u_n)$ be a maximizing sequence for $S_\lambda$. Since $S_\lambda > \tilde{S}$, we deduce that $u_n \not\to 0$ and hence $u_n \rightharpoonup u \neq 0$ in $H^1_0(\Omega)$, up to a subsequence. By the Rellich-Kondrachov theorem, we may also assume that $u_n \to u$ a.e. on $\Omega$. Then, one can apply Proposition 2.6 to the sequence $(u_n)$ and to the operator $A : u \in H^1_0(\Omega) \mapsto u \in L^q(\Omega)$, where the Hilbert space $H^1_0(\Omega)$ is endowed with the Hilbert space norm $\|v\| = (\|\nabla v\|_{L^2}^2 - \lambda \|v\|_{L^2}^2)^{1/2}$. We obtain in this way that $u$ is a maximizer for $S_\lambda$ and that $u_n \to u$ strongly in $H^1_0(\Omega)$. It thus remains to prove that $S = \tilde{S}$.

First, our construction above of a maximizing sequence for $S$ concentrating at a point in $\Omega$ shows that $S \leq \tilde{S}$. Let us show the reverse inequality. To do so, let $(u_n) \subset H^1_0(\Omega)$ be such that $\|\nabla u_n\|_{L^2}^2 - \lambda \|u_n\|_{L^2}^2 = 1$ for all $n$ and such that $u_n \to 0$ in $H^1_0(\Omega)$. Again by the Rellich-Kondrachov theorem, we deduce that $u_n \to 0$ strongly in $L^2(\Omega)$, so that $\|\nabla u_n\|_{L^2} \to 1$ as $n \to \infty$. Defining $v_n \in H^1(\mathbb{R}^d)$ to be the extension of $u_n$ by 0 outside of $\Omega$, we thus have for all $n$

$$\frac{\int_{\Omega} |u_n|^q}{1 + o(1)} = \frac{\int_{\mathbb{R}^d} |v_n|^q}{\|\nabla v_n\|_{L^2}^{q/2}} \leq S,$$

hence $\limsup_{n \to \infty} \int_{\Omega} |u_n|^q \leq S$, so that $\tilde{S} \leq S$.

**Remark 4.2.** In [9], Brézis and Nirenberg showed that $S_\lambda > S$ is true for all $\lambda \in (0, \lambda_1(\Omega))$ if $d \geq 4$. On the other hand, if $d = 3$, they show that for any bounded smooth $\Omega$ (in fact, finite measure is sufficient) there is a $\lambda_*(\Omega) \in (0, \lambda_1(\Omega))$ such that $S_\lambda = S$ for all $\lambda \leq \lambda_*(\Omega)$ and $S_\lambda > S$ for $\lambda > \lambda_*(\Omega)$.

### 4.2. The Stein-Tomas inequality

In [20], Lieb and his coauthors applied similar ideas to study the existence of maximizers for the Stein-Tomas inequality [54, 57],

$$S = \sup \left\{ \int_{\mathbb{R}^{d+1}} |\hat{f}|^q : f \in L^2(\mathbb{S}^d), \|f\|_{L^2} = 1 \right\}$$

with $d \geq 1$ and $q = 2 + 4/d$, and where for any $f \in L^2(\mathbb{S}^d)$ we defined

$$\forall x \in \mathbb{R}^{d+1}, \quad \hat{f}(x) = \int_{\mathbb{S}^d} f(\omega)e^{-ix\cdot\omega}d\omega.$$

Since the problem is posed on the sphere, the problem is rotation invariant but since the group of rotations is compact, it does not induce any loss of compactness. However, similarly to the Brézis-Nirenberg problem, a potential loss of compactness may arise from functions that concentrate at a point on the sphere. Interestingly, the effective problem that one finds in this case is the Strichartz inequality that we mentioned above, for which we denote the sharp constant by $S_{\text{Stri}}$. There is a twist compared to the Brézis-Nirenberg problem, though: one can show that it is energetically more favorable to concentrate around two points (namely, antipodal points on the sphere) rather than at a single point (with the mass equally split between the two points). One can compute explicitly that such a scenario leads to an effective problem which sharp constant is $a S_{\text{Stri}}$ for some $a > 1$. In [20], the authors prove that this scenario is the only possible source of loss of compactness:

**Proposition 4.3.** If $S > a S_{\text{Stri}}$, then there exists $f \in L^2(\mathbb{S}^d)$ with $\|f\|_{L^2} = 1$ such that $\int_{\mathbb{R}^{d+1}} |\hat{f}|^q = S$. 

The proof of this result follows the same line of the one above for the Brézis-Nirenberg problem: defining
\[
\tilde{S} = \sup \left\{ \limsup_{n \to \infty} \int_{\mathbb{R}^{d+1}} |\tilde{f}_n|^p : (f_n) \subset L^2(\mathbb{S}^d), \forall n, \|f_n\|_{L^2} = 1, f_n \rightharpoonup _{sym} 0 \right\},
\]
one can show using Proposition 2.6 that if \( S > \tilde{S} \), then maximizing sequences converge strongly to a maximizer for \( S \) since by definition of \( \tilde{S} \), they admit non-zero weak limits. Here, the notation \( f_n \rightharpoonup _{sym} 0 \) refers to weak convergence to zero “up to symmetry”, because this problem still has a non-compact invariance (the transformation \( f(\omega) \to e^{-ix \cdot \omega} f(\omega) \) for any \( x \in \mathbb{R}^{d+1} \)). Hence, \( f_n \rightharpoonup _{sym} 0 \) means that for all \((x_n) \subset \mathbb{R}^{d+1}, e^{-ix_n \cdot \omega} f_n \rightharpoonup 0 \in L^2(\mathbb{S}^d)\).

If \( S > \tilde{S} \), we thus deduce that maximizing sequences \( (f_n) \) for \( S \) are such that there exists \((x_n) \subset \mathbb{R}^{d+1} \) such that \((e^{-ix_n \cdot \omega} f_n)\) has a non-zero weak limit in \( L^2(\mathbb{S}^d) \) (and it is still a maximizing sequence to which we can apply Proposition 2.6). In the end, everything boils down to proving that \( \tilde{S} = aS_{\text{Stri}} \). Notice again that due to our explicit examples of functions that concentrate at two antipodal points, we always have \( \tilde{S} \geq aS_{\text{Stri}} \) and one has to prove the reverse inequality. It follows from a refined version of the Stein-Tomas inequality (in the spirit of the refined inequalities that we mentioned above) that for a sequence \((f_n)\) which is an almost maximizer for \( \tilde{S} \) (so that \( \tilde{f}_n \) does not converge strongly to 0 in \( L^q(\mathbb{R}^{d+1}) \)), one can find a sequence of scaling parameters such that some positive mass of \((f_n)\) concentrates around antipodal points at this scale. Using a version of Proposition 2.6 adapted to this setting, one can show that actually all the mass of \((f_n)\) concentrates around these points (for otherwise it would violate its almost maximality), so that it becomes a competitor for the maximization problem \( aS_{\text{Stri}} \), leading to \( \tilde{S} \leq aS_{\text{Stri}} \).

**Remark 4.4.** It is known that \( S > aS_{\text{Stri}} \) holds for \( d = 1 \) \([53]\) and \( d = 2 \) \([15]\), but it is a conjecture for \( d \geq 3 \). In \([20]\), it is shown that this conjecture would be a consequence of the conjectured fact that Gaussians are maximizers for the Strichartz problem \( S_{\text{Stri}} \). Let us also mention that a similar strategy was applied to the case where the sphere is replaced by the one-dimensional cubic curve \( y = x^3 \) in \([23]\).

Finally, let us mention that the fact that a strict inequality between the supremum and an 'effective' supremum obtained using the almost invariances of the problem implies the existence of optimizers appeared in many places in the literature; and perhaps one of the earliest example of such a phenomenon is the HVZ theorem in many-body quantum mechanics going back to the 1960s\(^1\) (see for instance \([34\), Theorem 3.1] for a version reflecting these compactness ideas; Zhislin’s original proof \([60]\) being very close in spirit, as manifested by \([58\), Eq. (2.14)] which shows that sequences of trial functions vanishing weakly must have at least the energy of \( N - 1 \) particles), where it is proved that an atom can bind \( N \) electrons if and only if the \( N \)-body ground state is strictly less that the \((N - 1)\)-body ground state (in other words, it is energetically unfavorable to send one of the electrons to infinity). In physics, it is also standard that this kind of inequalities imply the stability of the system; as demonstrated for instance in the work of Bethe \([5]\), where the fact that adding an electron to

\(^1\)We thank Mathieu Lewin for pointing this out to us.
the hydrogen atom is proven to be energetically favorable\footnote{We thank Rupert Frank for mentioning this reference as well as Zhislin’s one.}. There, the fact that it implies the stability of the negative hydrogen ion (that is, the existence of a ground state) is implicit and not even mentioned. A famous problem where this phenomenon also appears is the Yamabe problem in Riemannian geometry, where optimizers exist as soon as concentration around a point is energetically unfavorable, as understood by Aubin \cite{Aubin}. Finally, this is also the content of the strict binding inequalities introduced by Lions in his concentration-compactness theory, which are shown to be necessary and sufficient conditions for the precompactness of optimizing sequences and which were used by Lions and others to study various types of optimization problems.

**Appendix A. Profile decompositions**

We explain why the techniques presented in this review naturally lead to a structure theorem for bounded sequences in some function spaces which is called profile decomposition, useful in many analysis problems. For general sequences, this was first introduced by Gérard \cite{Gerard} but they appear in many works that we will not try to list here. We state it in the context of $H^s(\mathbb{R}^d)$ (which was proved before for instance in \cite[Lem. 11]{Frank}) but as the proof will show, its basic ingredients are the same as the ones we used to prove the existence of optimizers: namely, a refined inequality to detect at which scale some positive mass lives, a compactness tool ensuring a.e. convergence, and the Brézis-Lieb lemma. Hence, a similar profile decomposition can be inferred for problems where such ingredients are present. That these tools could be used to obtain a profile decomposition was understood quite early by Nawa \cite{Nawa, Nawa2} in the context of the nonlinear Schrödinger equation.

**Proposition A.1.** Let $d \geq 1$, $s \in (0, d/2)$. Let $(u_n)$ be a bounded sequence in $H^s(\mathbb{R}^d)$. Then, there exists a subsequence of $(u_n)$ (that we still denote by $(u_n)$), there exist $(v^j)_{j \geq 1} \subset H^s(\mathbb{R}^d)$ and $(x^j_n)_{j \geq 1} \subset \mathbb{R}^d$ such that defining for all $J \geq 1$ and $n \in \mathbb{N}$,

$$r^J_n := u_n - \sum_{j=1}^{J} v^j(\cdot + x^j_n),$$

we have

(1) $\forall J \geq 1$,

$$\|u_n\|_{H^s}^2 = \sum_{j=1}^{J} \|v^j\|_{H^s}^2 + \|r^J_n\|_{H^s}^2 + o_{n \to \infty}(1).$$

(2) $\forall q \in (2, 2d/(d - 2s))$, $\forall J \geq 1$,

$$\|u_n\|_{L^q}^q = \sum_{j=1}^{J} \|v^j\|_{L^q}^q + \|r^J_n\|_{L^q}^q + o_{n \to \infty}(1).$$

(3) $\forall j \neq j'$, $\lim_{n \to \infty} |x^j_n - x^{j'}_n| = +\infty$;

(4) $\forall q \in (2, 2d/(d - 2s))$, $\lim_{J \to \infty} \limsup_{n \to \infty} \|r^J_n\|_{L^q} = 0$.\footnote{We thank Rupert Frank for mentioning this reference as well as Zhislin’s one.}
Before proving this proposition, let us recall a consequence of the refined inequality of Proposition 3.39 that we used implicitly in our proof of Proposition 3.38.

**Proposition A.2.** Let \( d \geq 1, \, s \in (0,d/2) \) and \( q \in (2,2d/(d-2s)) \). Then, there exist \( c > 0 \) and \( \theta \in (0,1) \) such that for any bounded sequence \((u_n) \subset H^s(\mathbb{R}^d)\) we have

1. either \( \lim_{n \to \infty} \|u_n\|_{L^q} = 0 \);
2. or \( a := \limsup_{n \to \infty} \|u_n\|_{L^q} > 0 \) and there exist a subsequence of \((u_n)\) (that we still denote by \((u_n)\)), there exist \( v \in H^s(\mathbb{R}^d) \setminus \{0\} \) and \((x_n) \subset \mathbb{R}^d \) such that \( u_n(-x_n) \rightharpoonup v \) in \( H^s(\mathbb{R}^d) \) and such that \( \|v\|_{H^s} \geq c a^{1/\theta} b^{1-1/\theta} \), where \( b := \liminf_{n \to \infty} \|u_n\|_{H^s} \).

What we did not emphasize in the proof of Proposition 3.38 was the lower bound on the norm of \( v \); but recall that, using the refined inequality, the proof provides a \( g \in H^s \) and a \( c' > 0 \) such that \( \langle g,v \rangle \geq c' a^{1/\theta} b^{1-1/\theta} \), so that the lower bound on \( \|v\|_{H^s} \) just follows from the Cauchy-Schwarz inequality.

**Proof of Proposition A.2.** Define \( b := \liminf_{n \to \infty} \|u_n\|_{H^s} \) and let us fix any \( q \in (2,2d/(d-2s)) \). If \( \lim_{n \to \infty} \|u_n\|_{L^q} = 0 \), then we define \( v^j = 0 \) for all \( j \) and pick any \((x_n^j) \subset \mathbb{R}^d \) satisfying (3) to get the result. If \( a_0 := \limsup_{n \to \infty} \|u_n\|_{L^q} > 0 \), we apply Proposition A.2 to infer that there exist \( v^1 \in H^s(\mathbb{R}^d) \setminus \{0\} \) with \( \|v^1\|_{H^s} \geq c a_0^{1/\theta} b^{1-1/\theta} \) and \((x_n^1) \subset \mathbb{R}^d \) such that \( u_n(-x_n^1) \rightharpoonup v^1 \) in \( H^s(\mathbb{R}^d) \). Recall that we then define \( r_n^1 := u_n - v^1(\cdot + x_n^1) \) so that \( r_n^1 \rightharpoonup 0 \) and thus we have

\[
\|u_n\|_{H^s}^2 = \|u_n(-x_n^1)\|_{H^s}^2 = \|v^1 + r_n^1(-x_n^1)\|_{H^s}^2 = \|v^1\|_{H^s}^2 + \|r_n^1\|_{H^s}^2 + o_{n \to \infty}(1),
\]

which is (1) for \( J = 1 \). To obtain (2) for \( J = 1 \), one can use that \( r_n^1(-x_n^1) \rightharpoonup 0 \) together with the boundedness of \((r_n^1) \) in \( H^s \) and the Rellich-Kondrachov theorem to infer that, up to a subsequence, \( r_n^1(-x_n^1) \to 0 \) a.e. on \( \mathbb{R}^d \). Then, by the Brézis-Lieb lemma we obtain for any \( r \in (2,2d/(d-2s)) \),

\[
\|u_n\|_{L^r}^r = \|u_n(-x_n^1)\|_{L^r}^r = \|v^1 + r_n^1(-x_n^1)\|_{L^r}^r = \|v^1\|_{L^r}^r + \|r_n^1\|_{L^r}^r + o_{n \to \infty}(1),
\]

which is (2) for \( J = 1 \). If \( \lim_{n \to \infty} \|r_n^1\|_{L^q} = 0 \), then we define \( v^j = 0 \) for all \( j \geq 2 \) and pick any \((x_n^j)_{j \geq 2} \) so that (3) is satisfied, and then we get the result. If \( a_1 := \limsup_{n \to \infty} \|r_n^1\|_{L^q} > 0 \) we continue by applying the previous procedure to \((r_n^j) \) instead of \((u_n)\). By the property (1) for \( J = 1 \), we have \( \liminf_{n \to \infty} \|r_n^1\|_{H^s} \leq \liminf_{n \to \infty} \|u_n\|_{H^s} = b \) so that by Proposition A.2, there exist \( v^2 \in H^s(\mathbb{R}^d) \setminus \{0\} \) with \( \|v^2\|_{H^s} \geq c a_1^{1/\theta} b^{1-1/\theta} \) and \((x_n^2) \subset \mathbb{R}^d \) such that \( r_n^1(-x_n^2) \rightharpoonup v^2 \) in \( H^s(\mathbb{R}^d) \). With \( r_n^2 := r_n^1 - v^2(\cdot + x_n^2) \), we thus have as previously that

\[
\|r_n^1\|_{H^s}^2 - \|v^2\|_{H^s}^2 + \|r_n^2\|_{H^s}^2 + o_{n \to \infty}(1),
\]

\[
\|r_n^1\|_{L^r}^r = \|v^1\|_{L^r}^r + \|r_n^2\|_{L^r}^r + o_{n \to \infty}(1), \quad r \in (2,2d/(d-2s))
\]

which when inserted in (1), (2) for \( J = 1 \) give (1), (2) for \( J = 2 \). Let us now check that \( |x_n^1 - x_n^2| \to \infty \). Assume by contradiction that some subsequence of \((x_n^1 - x_n^2)\) is bounded; then up to subsequence we may assume that \( y_n := x_n^1 - x_n^2 \to y_\infty \in \mathbb{R}^d \). Recall that, by construction, \( r_n^1(-x_n^2) \rightharpoonup v^2 \) so that \( r_n^1(-x_n^1) = r_n^1(-x_n^2 - y_n) \rightharpoonup v^2(-y_\infty) \). This is a contradiction with \( v^2 \neq 0 \) and \( r_n^1(-x_n^1) \to 0 \). We thus obtain (3) for \( j = 1 \) and \( j' = 2 \). We can iterate this construction by again distinguishing between \( \lim_{n \to \infty} \|r_n^j\|_{L^q} = 0 \) and
\( a_2 := \limsup_{n \to \infty} \| r_n^2 \|_{L^q} > 0 \) to build all the profiles \((v^j)\) and the centers \( (x^j_n)\). It remains to check (4), which is non-trivial only in the case where all the profiles \((v^j)\) are non-zero (that is, \(a_J > 0\) for all \(J\)). Assume by contradiction that (4) fails in this case, that is there exist \(\varepsilon > 0\) and a sequence \((J_k)\) such that \(a_{J_k} \geq \varepsilon\) for all \(k\). We deduce that for all \(k\), 
\[ \| v_{J_k} \|_{H^s} \geq c\varepsilon^{1/\theta}b^{1-1/\theta} > 0 \] (where we recall that \(c, \varepsilon, b\) are independent of \(k\)), a contradiction with 
\[ \sum_{j=1}^{\infty} \| v^j \|_{H^s}^2 \leq b^2 \] which is a consequence of (1). \(\square\)

References

[1] T. Aubin, Équations différentielles non linéaires et problème de Yamabe concernant la courbure scalaire, J. Math. Pures Appl. (9), 55 (1976), pp. 269–296.

[2] J. Bellazzini, R. L. Frank, E. H. Lieb, and R. Seiringer, Existence of ground states for negative ions at the binding threshold, Rev. Math. Phys., 26 (2014), pp. 1350021, 18.

[3] J. Bellazzini, R. L. Frank, and N. Visciglia, Maximizers for Gagliardo-Nirenberg inequalities and related non-local problems, Math. Ann., 360 (2014), pp. 653–673.

[4] R. Benguria, H. Brézis, and E. H. Lieb, The Thomas-Fermi-von Weizsäcker theory of atoms and molecules, Comm. Math. Phys., 79 (1981), pp. 167–180.

[5] H. Bethe, Berechnung der elektronenaaffinität des wasserstoffs, Zeitschrift für Physik, 57 (1929), pp. 815–821.

[6] H. J. Brascamp and E. H. Lieb, Best constants in Young’s inequality, its converse, and its generalization to more than three functions, Advances in Math., 20 (1976), pp. 151–173.

[7] H. Brézis and E. H. Lieb, A relation between pointwise convergence of functions and convergence of functionals, Proceedings of the American Mathematical Society, 88 (1983), pp. 486–490.

[8] H. Brézis and E. H. Lieb, Minimum action solutions of some vector field equations, Comm. Math. Phys., 96 (1984), pp. 97–113.

[9] H. Brézis and L. Nirenberg, Positive solutions of nonlinear elliptic equations involving critical Sobolev exponents, Comm. Pure Appl. Math., 36 (1983), pp. 437–477.

[10] E. A. Carlen, R. L. Frank, and E. H. Lieb, Stability estimates for the lowest eigenvalue of a Schrödinger operator, Geom. Funct. Anal., 24 (2014), pp. 63–84.

[11] E. A. Carlen and E. H. Lieb, A dual form of the sharp Nash inequality and its weighted generalization, Bull. Lond. Math. Soc., 51 (2019), pp. 129–144.

[12] E. A. Carlen, E. H. Lieb, and M. Loss, A sharp analog of Young’s inequality on \(S^N\) and related entropy inequalities, J. Geom. Anal., 14 (2004), pp. 487–520.

[13] T. Cazenave and P.-L. Lions, Orbital stability of standing waves for some nonlinear Schrödinger equations, Commun. Math. Phys., 85 (1982), pp. 549–561.

[14] J.-Y. Chemin and C.-J. Xu, Inclusions de Sobolev en calcul de Weyl-Hörmander et champs de vecteurs sous-elliptiques, Ann. Sci. École Norm. Sup. (4), 30 (1997), pp. 719–751.

[15] M. Christ and S. Shao, Existence of extremals for a Fourier restriction inequality, Anal. PDE, 5 (2012), pp. 261–312.

[16] P. Constantin and J.-C. Saut, Local smoothing properties of dispersive equations, J. Amer. Math. Soc., 1 (1988), pp. 413–439.

[17] L. Fanelli, L. Vega, and N. Visciglia, On the existence of maximizers for a family of restriction theorems, Bull. Lond. Math. Soc., 43 (2011), pp. 811–817.

[18] R. L. Frank and E. H. Lieb, Sharp constants in several inequalities on the Heisenberg group, Ann. of Math. (2), 176 (2012), pp. 349–381.

[19] R. L. Frank and E. H. Lieb, Sharp constants in several inequalities on the Heisenberg group, Ann. of Math. (2), 176 (2012), pp. 349–381.

[20] R. L. Frank, E. H. Lieb, and J. Sabin, Maximizers for the Stein-Tomas inequality, Geom. Funct. Anal., 26 (2016), pp. 1095–1134.
[21] R. L. Frank, E. H. Lieb, and R. Seiringer, *Binding of polarons and atoms at threshold*, Comm. Math. Phys., 313 (2012), pp. 405–424.

[22] R. L. Frank, E. H. Lieb, R. Seiringer, and H. Siedentop, *Müller’s exchange-correlation energy in density-matrix-functional theory*, Phys. Rev. A, 76 (2007), p. 052517.

[23] R. L. Frank and J. Sabin, *Extremizers for the Airy–Strichartz inequality*, Math. Ann., (2018), pp. 1–46.

[24] J. Fröhlich, E. H. Lieb, and M. Loss, *Stability of Coulomb systems with magnetic fields. I. The one-electron atom*, Comm. Math. Phys., 104 (1986), pp. 251–270.

[25] P. Gérard, *Description du défaut de compacité de l’injection de Sobolev*, ESAIM Control Optim. Calc. Var., 3 (1998), pp. 213–233.

[26] P. Gérard, Y. Meyer, and F. Oru, *Inégalités de Sobolev précisées*, in Séminaire sur les Équations aux Dérivées Partielles, 1996–1997, École Polytech., Palaiseau, 1997, pp. Exp. No. IV, 11.

[27] V. Glaser, A. Martin, H. Grosse, and W. Thirring, *A family of optimal conditions for the absence of bound states in a potential*, Les rencontres physiciens-mathématiciens de Strasbourg-RCP25, 23 (1976), pp. 20–21.

[28] M. Griesemer, E. H. Lieb, and M. Loss, *Ground states in non-relativistic quantum electrodynamics*, Invent. Math., 145 (2001), pp. 557–595.

[29] L. Hörmander, *Estimates for translation invariant operators in L_p spaces*, Acta Math., 104 (1960), pp. 93–140.

[30] S. Keraani, *On the defect of compactness for the Strichartz estimates of the Schrödinger equations*, J. Differential Equations, 175 (2001), pp. 353–392.

[31] R. Killip and M. Visan, *Nonlinear Schrödinger equations at critical regularity*, Evolution equations, 17 (2013), pp. 325–437.

[32] M. Kunze, *On the existence of a maximizer for the Strichartz inequality*, Commun. Math. Phys., 243 (2003), pp. 137–162.

[33] E. Lenzmann and M. Lewin, *On singularity formation for the L^2-critical Boson star equation*, Nonlinearity, 24 (2011), pp. 3515–3540.

[34] M. Lewin, *Geometric methods for nonlinear many-body quantum systems*, J. Funct. Anal., 260 (2011), pp. 3535–3595.

[35] E. Lieb and B. Simon, *The Thomas-Fermi theory of atoms, molecules and solids*, Advances in Math., 23 (1977), pp. 22–116.

[36] E. H. Lieb, *Existence and uniqueness of the minimizing solution of Choquard’s nonlinear equation*, Studies in Appl. Math., 57 (1976/77), pp. 93–105.

[37] E. H. Lieb, *On the lowest eigenvalue of the Laplacian for the intersection of two domains*, Invent. Math., 74 (1983), pp. 441–448.

[38] E. H. Lieb, *Sharp constants in the Hardy–Littlewood–Sobolev and related inequalities*, Ann. Math., 118 (1983), pp. 349–374.

[39] E. H. Lieb, *Gaussian kernels have only Gaussian maximizers*, Inventiones Mathematicae, 102 (1990), pp. 179–208.

[40] E. H. Lieb and M. Loss, *Existence of atoms and molecules in non-relativistic quantum electrodynamics*, Adv. Theor. Math. Phys., 7 (2003), pp. 667–710.

[41] E. H. Lieb and S. Oxford, *Improved lower bound on the indirect Coulomb energy*, International Journal of Quantum Chemistry, 19 (1981), pp. 427–439.

[42] E. H. Lieb, R. Seiringer, and J. Yngvason, *Poincaré inequalities in punctured domains*, Ann. of Math. (2), 158 (2003), pp. 1067–1080.

[43] E. H. Lieb and B. Simon, *The Hartree-Fock theory for Coulomb systems*, Commun. Math. Phys., 53 (1977), pp. 185–194.
[44] E. H. Lieb and W. E. Thirring, *Inequalities for the moments of the eigenvalues of the Schrödinger hamiltonian and their relation to Sobolev inequalities*, Studies in Mathematical Physics, Princeton University Press, 1976, pp. 269–303.

[45] P.-L. Lions, *The concentration-compactness principle in the calculus of variations. The locally compact case, Part I*, Ann. Inst. Henri Poincaré, 1 (1984), pp. 109–149.

[46] ———, *The concentration-compactness principle in the calculus of variations. The locally compact case, Part II*, Ann. Inst. H. Poincaré Anal. Non Linéaire, 1 (1984), pp. 223–283.

[47] P.-L. Lions, *The concentration-compactness principle in the calculus of variations. The limit case. I*, Rev. Mat. Iberoamericana, 1 (1985), pp. 145–201.

[48] ———, *The concentration-compactness principle in the calculus of variations. The limit case. II*, Rev. Mat. Iberoamericana, 1 (1985), pp. 45–121.

[49] F. Merle, *Determination of blow-up solutions with minimal mass for nonlinear Schrödinger equations with critical power*, Duke Math. J., 69 (1993), pp. 427–454.

[50] H. Nawa, “Mass concentration” phenomenon for the nonlinear Schrödinger equation with the critical power nonlinearity. II, Kodai Math. J., 13 (1990), pp. 333–348.

[51] ———, *Asymptotic profiles of blow-up solutions of the nonlinear Schrödinger equation with critical power nonlinearity*, J. Math. Soc. Japan, 46 (1994), pp. 557–586.

[52] S. Shao, *Maximizers for the Strichartz inequalities and the Sobolev-Strichartz inequalities for the Schrödinger equation*, Electronic J. of Differential Equations, (2009), pp. 1–13.

[53] ———, *On existence of extremizers for the Tomas-Stein inequality for $S^1$*, J. Funct. Anal., 270 (2016), pp. 3996–4038.

[54] E. M. Stein, *Oscillatory integrals in Fourier analysis*, in Beijing lectures in harmonic analysis (Beijing, 1984), vol. 112 of Ann. of Math. Stud., Princeton Univ. Press, Princeton, NJ, 1986, pp. 307–355.

[55] G. Talenti, *Best constant in Sobolev inequality*, Ann. Mat. Pura Appl. (4), 110 (1976), pp. 353–372.

[56] T. Tao, *A sharp bilinear restriction estimate for paraboloids*, Geom. Funct. Anal., 13 (2003), pp. 1359–1384.

[57] P. A. Tomas, *A restriction theorem for the Fourier transform*, Bull. Amer. Math. Soc., 81 (1975), pp. 477–478.

[58] G. M. Žislin, *An investigation of the spectrum of differential operators of many particle quantum mechanical systems in function spaces of given symmetry*, Izv. Akad. Nauk SSSR Ser. Mat., 33 (1969), pp. 590–649.

[59] M. I. Weinstein, *On the structure and formation of singularities in solutions to nonlinear dispersive evolution equations*, Comm. Partial Differential Equations, 11 (1986), pp. 545–565.

[60] G. M. Zhislin, *Discussion of the spectrum of Schrödinger operators for systems of many particles. (in Russian)*, Trudy Moskovskogo matematicheskogo obshchestva, 9 (1960), pp. 81–120.

Julien Sabin, Centre de mathématiques Laurent Schwartz, UMR CNRS 7640, École polytechnique, 91128 Palaiseau Cedex, France

Email address: julien.sabin@polytechnique.edu