On the Root Causes of the Fukushima Daiichi Disaster from the Perspective of High Complexity and Tight Coupling in Large-Scale Systems
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Abstract: This study explores the root causes of the Fukushima Daiichi disaster and discusses how the complexity and tight coupling in large-scale systems should be reduced under emergencies such as station blackout (SBO) to prevent future disasters. First, on the basis of a summary of the published literature on the Fukushima Daiichi disaster, we found that the direct causes (i.e., malfunctions and problems) included overlooking the loss of coolant and the nuclear reactor's failure to cool down. Second, we verified that two characteristics proposed in “normal accident” theory—high complexity and tight coupling—underlay each of the direct causes. These two characteristics were found to have made emergency management more challenging. We discuss how such disasters in large-scale systems with high complexity and tight coupling could be prevented through an organizational and managerial approach that can remove asymmetry of authority and information and foster a climate of openly discussing critical safety issues in nuclear power plants.
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1. Introduction

The Fukushima Daiichi disaster provides an opportunity to consider how risky the industrial world around us actually is. A risk of design failure is always present in man–machine systems, components, or procedures [1–3]. Failures occur unexpectedly when interactions between humans (organizations) and the environment (situation) cannot be managed effectively. Because of the inevitability of these unexpected failures and events within the framework of normal accidents [1], governments, regulators, or the safety management divisions in companies are responsible for regulating systems with high-damage risk and making every effort to decrease risk in these systems and to avoid disasters.

Although a working group of the Nuclear Safety Commission (NSC), Japan indicated in 1993 that station blackouts (SBOs) must be considered, the NSC continued to exclude the risk of SBOs [4,5]. Organizational optimism in excluding emergencies such as SBOs made the Tokyo Electric Power Company (TEPCO) defenseless against SBO, thus leading to a serious disaster. Such optimism in thinking that SBOs would not occur must have arisen from insufficient consideration of the risks embedded in a large-scale system characterized by high complexity and tight coupling [1,2,6] among system parts or components.

According to Perrow [1], nuclear power plants are characterized by both high complexity and tight coupling. In these systems, unexpected interactions among failures cause cascades of failures and induce a state with little slack (time and flexibility) in managing emergencies. Therefore, predicting such interactions in advance is generally difficult. Perrow [7–9], referring to the concept of normal accidents [1], stated the difficulty...
in eliminating the possibility of catastrophic industrial disasters such as the Fukushima Daiichi disaster, even if strict regulations, close attention to warnings, and careful disaster response plans are executed. Although Perrow [1] emphasizes the inevitability of disasters, Turner and Pidgeon [10] stress the importance of organizational, managerial, and communication factors in handling disasters that occur in complex and tightly coupled systems; such disasters can be foreseen and minimized if organizational and managerial approaches are executed deliberately. Pidgeon [11,12] also maintains that these disasters can be avoided by developing high-reliability organizations. Although it is difficult to assess which of these viewpoints is plausible, it is worth exploring the root causes of the Fukushima Daiichi disaster from the perspective of high complexity and tight coupling in a large-scale system and to discuss whether organizations can prevent other disasters stemming from high complexity and tight coupling embedded in large-scale systems such as nuclear power plants.

The National Research Council [13] identified the direct causes of the Fukushima Daiichi disaster as the failure of TEPCO and the principal regulator to manage the loss of all onsite AC and DC power. The National Research Council [14] has stated the importance of an independent and redundant power source and emergency training. However, the root cause underlying these direct causes has not been explored from the perspective of high complexity and tight coupling in the system.

This study aimed to examine the Fukushima Daiichi disaster from the perspective of high complexity and tight coupling in a large-scale system as proposed for normal accidents [1,2], and to obtain insights into potential countermeasures for preventing similar disasters. Based on the review of the published literature on the Fukushima Daiichi disaster, we extracted the direct causes of this accident (i.e., malfunctions and problems). Next, we examined whether the two characteristics of high system complexity and tight coupling were present in the direct causes of this disaster. We further investigated why TEPCO and the regulators failed to recognize and prepare for such a scenario from the viewpoint of the asymmetry of authority, which hinders open discussion within an organization or among organizations. On the basis of this exploration, we discuss how disasters in complex and tightly coupled systems can be managed and prevented from organizational and managerial viewpoints.

2. Identification of High Complexity and Tight Coupling in the Direct Causes of the Fukushima Daiichi Disaster

2.1. Definitions of High Complexity and Tight Coupling

The concept of normal accidents [1,2,6] is characterized by complexity and tight coupling. High complexity induces invisibility or opaqueness, unpredictable interactions among components, and vulnerability to human errors. Tight coupling of components decreases slack (less time and flexibility) and forgiveness (an inability to cancel failures). Tight coupling also induces a cascade of failures and amplifies their consequences. Even seemingly unrelated components can be indirectly connected in large-scale systems, although these connections may not be readily recognized.

After a failure, determining and directly examining what is occurring in complex systems is difficult. Sources of failure can remain in complex systems even in the presence of rigid and reasonable regulations that are faithfully followed to enhance safety. If systems have tight coupling, they are vulnerable to small failures cascading through them. The interactions among multiple failures in complex and tightly coupled systems can certainly trigger disasters that might not be anticipated by designers, operators, or engineers. Within the framework of normal accidents, accidents are not considered as abnormal occurrences but as fundamental features of large-scale systems. The term “normal” is used because the characteristics of a variety of failures are inevitably and inherently incorporated in large-scale systems. Therefore, accidents are inevitable in large-scale systems with high complexity and tight coupling, major threats can easily be ignored, and mistakes that spiral out of control can be made.
As complexity increases, the system becomes more likely to encounter failures due to unpredictable interactions among system components, and the problems become invisible, thus making direct monitoring difficult. In complex systems, it is difficult to know whether predictions about a system’s behavior are correct because of the unpredictable and invisible interactions among components of the system. Moreover, when a system has tight coupling, there is no slack (margin) to allow for failures, the consequences of failures are amplified, and a cascade of failures occurs. Thus, undoing or recovering from failures is impossible.

2.2. Direct Causes of the Fukushima Daiichi Disaster

After referring to reports and books [15–17] written in Japanese and Murata [18] that investigated why the Fukushima Daiichi disaster occurred, we extracted the following direct causes:

1. Overlooking the loss-of-coolant accident at plant 1;
2. Failure to cool the nuclear reactor by using a fire engine at plants 1–3;
3. Delayed recovery of the DC power source at plants 1–3;
4. Delayed vent operation and uncertainty regarding the success or failure of the vent operation at plants 1–3;
5. Failure to perform decompression via a safety relief (SR) valve at plants 1–3.

The direct cause of the Challenger disaster was a malfunction of the O-rings. Gladwell [19], referring to the concept of normal accidents [1,2,6], stated that fixing a malfunction does not ensure the removal of all risks concerning a space shuttle launch. In general, if the root causes underlying the direct cause are not removed, the system cannot be safe. After identifying the direct causes, further investigation should focus on why such direct causes occurred from multiple perspectives; such an action corresponds to the exploration of root causes. This section discusses the presence of high system complexity (invisibility and unpredictable interactions of components) and tight coupling of components (lower slack and amplification of consequences) underlying the direct causes that increase the probability of catastrophic disasters.

2.3. Identification of High Complexity and Tight Coupling Underlying the Direct Causes

We examined whether high complexity and tight coupling could be observed in the direct causes (1)–(5) described in Section 2.2. The detection of these characteristics in the direct causes would support the plausibility of the conclusion that TEPCO, the regulators, and the government could not have appropriately anticipated and managed the high complexity and the tight coupling underlying the direct causes.

Minor failures—such as a lack of knowledge regarding the isolation condenser (IC), reactor core isolation cooling (RCIC), piping system, vent operation (the SR valve), top of active fuel (TAF) measurements, and backup diesel generator—unexpectedly interacted with other failures, thus hindering recognition of the cascade of small failures that led to the meltdown.

Failures in risk and crisis management generally involve failed regulations, ignored warnings, inappropriate disaster responses, and human errors in decision-making. Despite active attempts to prevent disasters from occurring, complex and tightly coupled large-scale systems result in unpredictable interactions and a cascade of small failures that can lead to serious disasters such as the Fukushima Daiichi disaster.

The fail-close mechanism of the IC valve was too difficult to understand because of its complexity and tight coupling (see Section 2.3.1); workers did not easily understand that the valve of the IC must be closed in SBO to prevent the release of radioactivity from the IC piping system. A similar safety mechanism was also built into the design of the RCIC to prevent the release of radioactivity from the RCIC (see Section 2.3.2). However, this mechanism did not work under SBO. Therefore, a large amount of radioactivity unexpectedly leaked from the RCIC shaft at plant 2. The piping system feeding water into the nuclear reactor was also too complex and tightly coupled for the operators or workers to identify the right path for feeding water into the reactor (see Section 2.3.3).
The detailed identification of high complexity and tight coupling in each of the five direct causes is described below.

2.3.1. Overlooking the Loss-of-Coolant Accident

Because TEPCO did not conduct training regarding the operation of IC and the mechanism of the water gauge for measuring the TAF in emergency conditions (e.g., SBO), it was impossible for the workers to accurately measure the TAF or determine the state of IC [15,16,18]. All staff at plant 1 could not understand what was occurring in the core reactor, which corresponds to invisibility.

The fail-close mechanism was incorporated into the IC to assure safety. This fail-close design induced the unpredictable behavior of the IC under SBO. The fail-close mechanism closes the valve of the IC in case of an SBO so that the release of radioactivity from the IC piping system is suppressed. However, the staff could not understand the unpredictable interaction of the IC with the plant status. Even though the status of a nuclear reactor must be recognized to restore power quickly, the unpredictability made accurate recognition of the reactor status impossible.

Operators, engineers, and workers are required to address emergency states as quickly as possible. However, the situation worsened while the staff struggled to manage the emergency. This corresponds to the cascade of failures stemming from the failure to accurately determine the plant status from the TAF and the status of the IC. This situation corresponds to one with little slack, because reverting to a normal situation is impossible, and time cannot be taken to fix the problem.

The high complexity (invisibility and unpredictability) and tight coupling (little slack and amplification of consequences) described above must have caused the loss-of-coolant accident at plant 1 to be overlooked, and this eventually led to the meltdown.

2.3.2. Failure to Cool the Nuclear Reactor by Feeding Water via a Fire Engine

TEPCO did not have accurate knowledge on the piping systems surrounding the reactor container. They never supposed that a large earthquake could destroy the piping systems and induce serious problems that would make emergency actions, such as vent operation difficult to deal with [16,18]. They did not recognize the different behaviors of the piping systems when the power to the reactor core cooling system was on versus when it was off. The piping system interacted unpredictably with the power state of the reactor core cooling system.

No one was certain about the success or failure of feeding water into the nuclear reactor through the piping systems because the situation was not visible. The path of the feeding water presumed to be correct by TEPCO was unfortunately wrong; this was a result of the invisibility aspect. A large amount of water reached the outside of the reactor via a piping system bypass that no one noticed.

These events were amplified by a failure to correctly predict the path of the feeding water and the invisibility of the problem of feeding water via a fire engine under time pressure. In this emergency, with little slack (time and flexibility) to detect and manage failures, it was impossible to undo the feeding of the water via a fire engine. In this manner, feeding water via a fire engine failed to cool the nuclear reactor.

2.3.3. Delayed Recovery of the DC Power Source

The high complexity and tight coupling were identified as follows. The government decided that the water drainage to the storage pool of spent nuclear fuel should be conducted in the first place, although the recovery of the DC power source should have been done as soon as possible to stably cool the nuclear reactor [16,18]. The appropriateness of this priority was unpredictable under the time pressure of the emergency. The validity for which action should be done first was invisible to TEPCO, the regulators, and the government.
The operators and engineers doubted the appropriateness of such a priority. Unfortunately, water drainage to the storage pool by a helicopter failed. Executing the water drainage on a priority basis delayed the recovery of the DC power source with the highest priority. Consequently, it took an amount of time to recover the DC power source. Therefore, this situation was one with little slack, whereby choosing the wrong priority delayed the recovery of DC power and amplified the damage caused by the disaster.

2.3.4. Delayed Vent Operation

It was impossible for TEPCO to quickly and appropriately execute the vent operation because it never carried out the training of vent operation under SBO to learn how to open and close motor-operated (MO) and air-operated (AO) valves for ventilation. Because TEPCO did not have sufficient knowledge of ventilation and MO and AO valves, and experienced difficulties in preparing for ventilation under high radioactivity, it could not definitively explain to the Japanese government why ventilation was not conducted as quickly as possible [15,16,18]. The states of the MO and AO valves were directly invisible. Moreover, the operators, engineers, and workers were uncertain about the success or failure of the wet well vents at plants 1 and 3, thus worsening the situation. TEPCO also could not directly examine the vent state. These situations correspond to the invisibility common in complex systems.

Radioactivity can be decreased by 99.9% under normal temperature conditions of around 27 degrees Celsius. However, under high temperature conditions, wet well vents can only slightly decrease radioactivity (to levels estimated to be less than 50%). This interaction between vent operation and temperature was unpredictable because TEPCO did not test the radioactivity-filtering vent to verify the effectiveness of filtering under high temperatures; therefore, the vent operation was further delayed, which resulted in the release of much radioactivity into the air.

Plant 2 did not explode as plants 1 and 3 did. However, it is estimated that the nuclear reactor at plant 2 released much radioactivity into the air. Although plant 2 could maintain the function of the RCIC system [15–18] even under the SBO, it was uncertain how long the RCIC could be operated stably. Consequently, the state of the RCIC was invisible. In plant 2, like plants 1 and 3, all staff could not recognize the success or failure of the vent operation. The state of the vent was also invisible. The destruction of the piping of the reactor container must have led to the failure of the vent operation, which caused the release of radioactivity. To avoid the explosion of the reactor container, TEPCO needed to decompress the container as soon as possible.

It was expected that the safety mechanism incorporated in the RCIC prevented the release of radioactivity from the RCIC. However, no one was aware that this mechanism did not work under SBO. This aspect corresponds to an unpredictable interaction of the RCIC with an emergency situation. Radioactivity leaked unexpectedly from the RCIC shaft, and a large amount of radioactivity was released. This leakage of radioactivity from the RCIC shaft was also unpredictable.

The situation worsened while the staff struggled to manage the emergency under time pressure and without reasonable judgment of the situation. This aspect corresponds to a cascade of failures stemming from a failure to accurately determine the state of the MO and AO valves, RCIC, and vent. This situation also corresponds to one with little slack, because the situation could not be reverted to a normal one, and time could not be taken to fix the problem.

2.3.5. Failure to Perform Decompression via an SR Valve

The damage caused by the tsunami made it impossible to use a high-pressure pumping system. The pressure vessel of a nuclear reactor must be decompressed so that water is fed to the nuclear reactor by a low-pressure pumping system. As the SR valve could not be operated in the emergency, it was impossible to decompress the container [16,18].
The characteristics of high complexity (unpredictable interactions among parts or components and the invisibility of problems) were identified as follows. The SR valve is equipped with relief and safety functions. It is possible to control the relief function from a central control room. When the pressure inside the reactor container reaches 75 Pa, the safety function makes it possible to automatically open the SR valve. When the pressure is less than 75 Pa, the SR valve closes automatically. TEPCO overlooked such a characteristic of the safety function. This corresponds to the unpredictable interaction of the SR valve with the surrounding environment, that is, the pressure inside the reactor container. The emergency made the pressure inside the reactor container invisible.

Although computerized valves are usually opened automatically, operators must open and close them manually in case of an SBO. TEPCO had not assumed an SBO under which the valves could not be opened and closed manually. No one at plants 1–3 learned how to keep the SR valve open to decompress the pressure vessel in an emergency. This interaction of the SR valve system with the surrounding environment was also unpredictable.

Several properties of tight coupling (cascade of failures, or amplification of consequences, and little slack) were identified as follows. The chain of unpredictability and the invisibility of the problem led to amplification of the consequences. There was no time to consider failures of decompression, and the failures could not be undone to allow decompression to be appropriately executed. Eventually, the result was critical failure in decompressing the core reactor via the SR valve.

2.3.6. Summary

The analysis above shows that situations where high complexity and tight coupling are embedded in a system are likely to have a high risk of disaster. High complexity increases opportunities for failures, and tight coupling amplifies the outcomes of failures. While a system with high complexity and tight coupling, such as a nuclear power plant, provides tremendous benefits, it also carries a risk of major disaster. The identified high complexity and tight coupling underlying the direct causes outlined in Sections 2.3.1–2.3.5 are summarized in Table 1.

Table 1. Identified high complexity and tight coupling underlying the direct causes in Sections 2.3.1–2.3.5.

| Direct Cause | High Complexity | Tight Coupling | Amplification of Consequence |
|--------------|-----------------|----------------|-----------------------------|
| **Section 2.3.1.** Overlook of loss-of-coolant | Interaction of IC with the situation of plant (SBO or normal) | State of TAF and whether IC is working or not | Undoing the process of failures is impossible | Continued loss-of-coolant and DC power shutdown ⇒ meltdown |
| **Section 2.3.2.** Failure to cool the nuclear reactor | Interaction of piping systems with on or off of the power of reactor cooling system | State of feeding water (success or failure) | Undoing the process of failures is impossible | Aggravation of meltdown |
| **Section 2.3.3.** Delayed recovery of DC power source | Effect of the priority “water drainage to the storage pool of spent fuel ⇒ DC power source recovery” | Validity of the priority “water drainage to the storage pool of spent fuel ⇒ DC power source recovery” | Undoing the process of failures is impossible | Aggravation of meltdown and explosion of the storage pool of spent nuclear fuel |
| **Section 2.3.4.** Delayed vent operation | Interaction of vent operation with temperature (27°C or higher temperature) or situation of the plant (SBO or normal state) | State of MO and AO valves and success or failure of vent | Undoing the process of failures is impossible | Failure of vent and release of a large amount of radioactivity in the air (serious radioactivity contamination) |
| **Section 2.3.5.** Failure to decompress the pressure vessel | Interaction of the state of SR valve with the state of plant (SBO or normal) or the pressure inside a reactor container (75 Pa or less than 75 Pa) | Pressure inside the reactor | Undoing the process of failures is impossible | Failure of decompression of a reactor and vent and serious radioactivity contamination |
The causes underlying the direct causes of the Fukushima Daiichi disaster are the invisibility of the states under SBO and the unpredictability of procedures under SBO, while interacting with other events or components of the system. Moreover, one of the causes appears to have been tight coupling, which restricted the time available to fix failures, such as the loss of the DC power source, because of the lack of margin for such failures. Tight coupling also amplified a variety of malfunctions or problems that stemmed from the failure of the DC power source, thus making it difficult to control and rapidly recover from the SBO.

3. How Disasters Should Be Prevented in Large-Scale Systems with High Complexity and Tight Coupling

After identifying the direct causes (1)–(5) described in Section 2, one could conclude that attention to these causes could be useful in preventing other disasters. With the lack of knowledge about the sources of such direct causes and if no countermeasures are taken to remove these causes, the risk of similar disasters can be repeated. The root causes must be identified and analyzed by exploring why these occurred and why the organization failed in preparing for and managing such direct causes (Anderson and Fagerhaug [20]). As discussed in Section 2, it can be concluded that high complexity and tight coupling lead to the direct causes (malfunctions and problems) and to cause major disasters such as the Fukushima Daiichi disaster (Table 1). The observation of high complexity and tight coupling underlying the direct causes of the Fukushima Daiichi disaster demonstrates that the risk of catastrophe is embedded in complex and large-scale systems, such as nuclear power plants. This section further discusses why TEPCO and the regulators failed to manage the high complexity and tight coupling embedded in the nuclear power plant from the viewpoint of the asymmetry of authority which can hinder open discussion within an organization or among organizations.

The difficulties involved in managing emergencies in complex and tightly coupled systems make it vulnerable to organizational and managerial failures in responding to disasters. Instead of benefiting from such systems, we struggle with managing unpredictable interactions among their components and the amplification of failures. We currently have no definite guarantee that serious disasters such as the Fukushima Daiichi disaster will never occur again.

Several studies have attributed the Fukushima Daiichi disaster to organizational failures in forecasting, preparing for, responding to, and mitigating disaster [5,10–12,21–23]. Safety cannot be ensured without organizational learning from failures. Despite valuable suggestions by its working group, the NSC of Japan did not consider the risk of SBO and did not understand the damage caused by high complexity and tight coupling embedded in large-scale and complex systems, such as nuclear power plants. The problems associated with high complexity and tight coupling should be addressed, and discussion of how major disasters such as the Fukushima Daiichi disaster should be prevented within the framework of organizational rather than personal aspects is valuable. However, few analyses of the Fukushima Daiichi disaster have been performed from an organizational viewpoint.

As indicated by Syed [24] and Pidgeon [11,12], similar disasters are highly likely to occur repeatedly worldwide if organizations fail to actively and continually learn from failures, identify the root causes, and take steps to prevent them. The difficulties in handling the Fukushima Daiichi disaster, which were amplified by high complexity and tight coupling, might be attributed to insufficient organizational and managerial emergency responses.

Under high complexity and tight coupling, accurately predicting the cascade of errors or failures that will emerge and behaving rationally are difficult, as described in Section 2.3. Owing to confirmation bias, people tend to listen only to opinions that are consistent with their expectations and do not accept opinions that counter their expectations. That is, the mind’s limited rationality, particularly confirmation bias, prevents attention from being paid to the unexpected events caused by the high complexity and tight coupling of a system. Therefore, organizations are frequently vulnerable to irrational behaviors that result in failures (e.g., Sections 2.3.1–2.3.5) leading to disasters. Evaluating whether a system is in a
state of high complexity and tight coupling and reducing these characteristics should be effective in avoiding major disasters. The root causes may plausibly lie in organizational failure to recognize the risk of high complexity and tight coupling embedded in large-scale systems and to manage the risk appropriately.

In general, effective communication within an organization or between organizations is significantly impacted if there is information asymmetry [25]. Furthermore, as pointed out by Antonsen [26], the asymmetry of authority also hinders communication within an organization or between organizations. TEPCO’s authority and the regulators’ dominant asymmetry impeded the review and in-depth analysis of both optimistic and pessimistic scenarios related to nuclear safety and the ability to appropriately account for the high complexity and tight coupling embedded in the Fukushima Daiichi nuclear plant. In other words, the asymmetry of authority induced confirmation bias, making it difficult to openly discuss the safety risks due to high complexity and tight coupling and to prepare for such risks that constituted direct causes (1)–(5), as described above. All the plant’s organizational levels should have equal risk prevention decision-making authority and be knowledgeable about critical nuclear power safety issues. If asymmetry of authority occurs in an organization, such an organization cannot reduce the complexity and loosen the coupling in a large-scale system, leading to significant safety risks.

Understanding the asymmetry of authority seems essential for managing large-scale nuclear power plants with high complexity and tight coupling. Figure 1 summarizes the identification of root causes underlying such direct causes (see Section 2.2). As described in Section 2.3, high complexity and tight coupling were observed in malfunctions and problems related to direct causes (1)–(5) of the Fukushima Daiichi disaster. TEPCO’s organizational failure and the inability of the regulators to recognize and manage the risks related to high complexity and tight coupling of the investigated nuclear power plant hindered open discussion and effective communication (see Figure 1) that would allow identifying such direct causes (1)–(5).

**Direct causes**

1. Overlooking of the loss-of-coolant accident
2. Failure to cool the nuclear reactor by using a fire engine
3. Delayed recovery of the DC power source
4. Delayed vent operation and uncertainty regarding the success or failure of vent operation
5. Failure to perform decompression via an SR

**Asymmetry of authority**

- No climate to openly discuss safety-critical issues
- No willingness to accept opinions (information) against expectations or assumptions

**Organizational failures**

- To recognize and appropriately prepare for and manage high complexity and tight coupling

<Organizations without properties of high-reliability organizations>

**Figure 1.** Summary of the investigation of root causes in the Fukushima Daiichi disaster.

Perrow [1] has stressed the fatalism or inevitability of disasters within the framework of normal accidents. However, Turner and Pidgeon [9] advocate for the importance of
organizational, managerial, and communication factors in handling disasters occurring in complex and tightly coupled systems. Notably, if no action is taken, major disasters cannot be avoided, as suggested in normal accident theory [1,2]. Turner and Pidgeon [10] believe that such disasters are foreseeable and that their effects can be minimized as long as organizational and managerial approaches penetrate sufficiently in an organization. Pidgeon [11,12] supports this claim, stating that disasters occurring in complex and tightly coupled systems can be prevented by fostering high-reliability organizations [27]. To this end, organizations must practice collective mindfulness toward safety, open communication, and long-term learning within the organization by removing asymmetry of authority.

The recognition of insufficient organizational and managerial approaches to emergencies can help cultivate high-reliability organizations that can respond robustly to disasters occurring in complex and tightly coupled systems. Weick et al. [28] also concluded that organizations with the ability to manage the unexpected should adopt organizational mindsets such as a preoccupation with failures, deference to expertise, and commitment to resilience.

Effective measures to prevent serious disasters from occurring are (1) recognize the impact of high complexity and tight coupling and the human vulnerability to cognitive biases, such as confirmation bias, particularly during emergencies, (2) remove asymmetry of authority and promote open discussion on safety issues within an organization and between organizations, and (3) lessen the complexity and loosen the coupling of plants or systems in preparation for future disasters. If sufficient time is taken to enhance the ability to forecast the unpredictable interactions among components in a system with high complexity and tight coupling, to build a plant with reduced complexity (increasing visibility), to loosen coupling (adding slack), and to cultivate high-reliability organizations, disasters can be prepared for, responded to, and mitigated. If high complexity and tight coupling embedded in a system are not addressed deliberately, efforts to address an emergency will presumably interact in unexpected ways and undermine all safety countermeasures, as occurred at the Fukushima Daiichi plant. This issue of preventing a major disaster could be effectively addressed through creating high-reliability organizations [11,12,27] without asymmetry of authority.

For organizations to be robust and less vulnerable to the negative effects of high complexity and tight coupling—such as invisibility, unpredictability, little slack, and amplification of failures—we should promote organizational management that can recognize and understand irrational behavior, on the basis that irrational organizational management of failures under high complexity and tight coupling can trigger major disasters. The following organizational management policies are recommended, providing that asymmetry of authority is removed as much as possible:

1. Redundancy of technologies and human resources to reduce complexity and tight coupling
2. Continual learning through feedback from one’s own and others’ experiences of failure
3. Collective mindfulness toward safety within an organization
4. Climate of open discussion of safety-related issues.

The major points in this study are summarized in Figure 2.
Figure 2. Summary of this study. Prevention of major disasters in large-scale systems with high complexity and tight coupling through fostering high-reliability organizations without asymmetry of authority.

4. Conclusions

When high complexity and tight coupling are embedded in large-scale systems, the system components can interact unpredictably, particularly in emergencies. Therefore, organizations are more vulnerable to managerial failures and cannot rationally prepare for and manage emergencies. Even without active preparation for emergencies occurring within systems with high complexity and tight coupling, we tend to presume that an emergency can somehow be controlled. It can be reasonably concluded that one of the root causes of the Fukushima Daiichi disaster was the organizational failure to manage a system with high complexity and tight coupling and to reduce these two characteristics.

This study showed that high complexity (unpredictability and invisibility) and tight coupling (lower slack and amplification of consequence) underlay the identified direct causes. We conclude that fostering high-reliability organizations without asymmetry of authority that can learn appropriately from failures and predict interactions among components might be an effective countermeasure for future disasters in complex and large-scale systems.
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