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In this work the primary objective is to maximize the precision of the maximum likelihood estimate in a linear regression model through the efficient design of the experiment. One common measure of precision is the unconditional mean square error. Unconditional mean square error has been a primary motivator for optimal designs; commonly, defined as the design that maximizes a concave function of the expected Fisher information. The inverse of expected Fisher information is asymptotically equal to the mean square error of the maximum likelihood estimate. There is a substantial amount of existing literature that argues the mean square error conditioned on an appropriate ancillary statistic better represents the precision of the maximum likelihood estimate. Despite evidence in favor of conditioning, limited effort has been made to find designs that are optimal with respect to conditional mean square error. The inverse of observed Fisher information is a higher order approximation of the conditional mean square error than the inverse of expected Fisher information [7]. In light of this, a more relevant objective is to find designs that optimize observed Fisher information. Unlike expected Fisher information, observed Fisher information depends on the observed data and cannot be used to design an experiment completely in advance of data collection. In a sequential experiment the observed Fisher information from past observations is available to inform the design of the next observation. In this work an adaptive design that incorporates observed Fisher information is proposed for linear regression models. It is shown that the proposed design is more efficient, at the limit, than any fixed design, including the optimal design, with respect to conditional mean square error.

1. Introduction Fisher showed that data reduction can be achieved by conditioning on an appropriate ancillary statistic without a loss of information [11]. Briefly, suppose independent responses \( y_1, \ldots, y_n \) are observed from distribution \( f_{y}(y) = f_{0}(\varepsilon) \), where \( y = \eta + \varepsilon \). The data can be reduced to the sufficient statistic \((\hat{\eta}, a)\), where \( \hat{\eta} \) is the maximum likelihood estimate (MLE) of \( \eta \) and \( a = [y(2) - y(1), \ldots, y(n) - y(n-1)]^T \) is the ancillary configuration statistic. A statistic is ancillary if its distribution is independent of the model parameters. In this setting \( \hat{\eta} \) is not sufficient and the distribution of the MLE does not contain all of the information available in the data. Conditioning on \( a \) reduces the sample space to a relevant subset and the full information is recovered in the distribution \( \hat{\eta}|a \). This discussion reveals that there are aspects of the observed sample that inform the precision of the MLE. Conditioning on relevant subsets has received significant attention [4, 12, 7, 31, 15, 16].

The preceding discussion was presented for a one-dimensional parameter \( \eta \). In this work a linear regression model with a multi-dimensional parameter is considered. The extension to linear regression is discussed below. In this work it is assumed that the arguments in favor of conditioning on relevant subsets are accepted. Specifically, it is assumed, as argued in [7], that the conditional mean square error (MSE) represents a more relevant measure of the precision of the MLE than the unconditional MSE. Accepting the arguments for conditioning implies that it is more appropriate to define the efficiency of a design in terms of the conditional MSE.
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than the unconditional MSE. Below, it is discussed how traditional optimal designs should be considered efficient with respect to unconditional MSE; whereas the design proposed in this work is efficient with respect to conditional MSE.

1.1. The Model  Throughout it is assumed that the responses are observed from the linear regression model

\[ y = \beta^T f(x) + \epsilon, \]

where \( y \) is the univariate response; \( \beta \) is a \( p \times 1 \) vector within the parameter space \( B \) and \( B \) is an open subset of \( \mathbb{R}^p \).

For design, it is assumed that independent replicates can be observed at any \( x \in \mathcal{X} \) at the experimenters discretion; where \( x \) is an \( s \times 1 \) vector of experimental factors; the design region, \( \mathcal{X} \), is a compact subset of \( \mathbb{R}^s \); and \( f_x \) is a known mapping from \( \mathcal{X} \) to \( \mathbb{R}^p \). An exact design, denoted \( \xi_n = \{(x_i, w_i)\}_{i=1}^d \), is comprised of a set of \( d \) support points, \( x_i \), with corresponding allocation weights, \( w_i = n_i/n \), for \( i = 1, \ldots, d \), with total sample size \( n = \sum n_i \). Let \( y_i = (y_{i1}, \ldots, y_{id})^T \) be the responses observed with support \( x_i \) and \( y = (y_1^T, \ldots, y_d^T)^T \) be the response vector from a sample of size \( n \). It is further assumed that the error vector, \( \xi = (\epsilon_{i1}, \ldots, \epsilon_{id})^T \), is a sequence of independent and identically distributed random variables satisfying the location family condition that \( f_{\eta}(y) = f_0(\xi) \). The response function is denoted \( \eta_i = \beta^T f_x(x_i) \) when the meaning is clear.

The joint distribution of \( y_i \) can be factored as

\[ f_{y_i}(y_i) = c(a_i)g_{a_i}(\hat{\eta}_i - \eta_i), \quad i = 1, \ldots, d, \]

where \( \hat{\eta}_i \) is the MLE of \( \eta_i \), \( g_{a_i}(\hat{\eta}_i - \eta_i) = f_{\eta}(\hat{\eta}_i | a_i) \) is the conditional distribution of \( \hat{\eta}_i \) and \( c(a_i) \) is a normalizing constant that ensures the right hand side of (2) integrates to one with respect to \( \hat{\eta}_i \) given \( a_i \) [11]. Assuming that derivatives and integrals are exchangeable, the expected and observed Fisher information, with respect to \( \eta_i \) are

\[ \mathcal{F}_i = \mathbb{E} \left[ \frac{\partial^2 \log g_{a_i}(\hat{\eta}_i - \eta_i)}{\partial \eta_i^2} \right] \quad \text{and} \quad i_{a_i} = \mathbb{E} \left[ \frac{\partial^2 \log g_{a_i}(\hat{\eta}_i - \eta_i)}{\partial \eta_i^2} \right]_{\eta_i = \hat{\eta}_i}, \]

respectively. In the location family \( \mathcal{F}_i \) does not depend on \( \eta_i \) which implies that the expected Fisher information is constant across the design region; i.e. \( \mathcal{F}_1 = \cdots = \mathcal{F}_d \). Further, \( i_{a_i} \) is a function of the data through \( a_i \) alone and is ancillary.

In model (1) the responses depend on \( \eta_i \) which implies that the expected Fisher information is constant across the design region; i.e. \( \mathcal{F}_1 = \cdots = \mathcal{F}_d \). Further, \( i_{a_i} \) is a function of the data through \( a_i \) alone and is ancillary.

In Section 2 details are given to show that the observed and expected Fisher information with respect to \( \eta_i \) can be written as

\[ J_A(x) = F^T I_A F \quad \text{and} \quad \mathcal{F}(\xi_n) = \mathcal{F} F^T W F, \]

respectively, where \( F = [f_x(x_1)^T, \ldots, f_x(x_d)^T]^T \) is a \( d \times p \) matrix, \( W = \text{diag}(w_1, \ldots, w_d) \), \( I_A = \text{diag}(i_{a_1}, \ldots, i_{a_d}) \) and \( A = (a_1, \ldots, a_d) \) is the ancillary configuration matrix. At times it is necessary to differentiate between random variables and their observed realizations. This creates tension with the convention of using capital letters to represent random variables and lower case letters for their observed realizations. To ease this tension let \( A \) represent the random variable with corresponding ancillary configuration matrix \( A \).

1.2. Optimal Design  The field of optimal design has primarily focused on optimizing the normalized expected Fisher information, defined as \( M(\xi_n) = \mathcal{F}(\xi_n) / \mathcal{F} \). Normalized expected Fisher information is, generally, a matrix and cannot be optimized with respect to every objective. Instead, the optimization is with respect to a concave optimality criterion,
denoted $\Psi$. Let $S^p_+$ be the set of symmetric positive semidefinite matrices generated by model (1), i.e., $S^p_+ = \{ M(\xi) : \xi \in \Xi \}$, where $\Xi$ is the set of all possible designs. The criterion $\Psi$ is a mapping from $S^p_+$ to $\mathbb{R}^+ := [0, \infty)$. Here, expected Fisher information, $M$, is said to be optimized if $\Psi(M)$ is the maximum for all $M \in S^p_+$. The design that corresponds to the optimized expected Fisher information is referred to as the optimal design. Equivalently, the optimal design can be considered efficient with respect to expected Fisher information.

The optimality criterion is selected according to the primary experimental objective. For example, if it is desired to minimize the volume of the confidence ellipsoid of the MLE the $D$-optimal design criterion, $\Psi(M) = |M|^{1/p}$, is applied. An optimal design is analogous to $\xi_n$; it is a collection of $d$ optimal support points $x^* = (x^*_1, \ldots, x^*_d)^T$ and corresponding optimal allocation weights $w^* = (w^*_1, \ldots, w^*_d)^T$. Section 3 describes optimal design in greater detail.

A fixed design is defined as any design determined in advance of the experiment. Throughout, the optimal design will be referred to as the fixed optimal design (FOD) in order to emphasize that it is not adaptive. In this work it is accepted that the FOD is the most efficient fixed design. However, the FOD makes no account of the observed sample’s impact on the precision of the MLE. The design proposed in this work adaptively uses the ancillary information in the observed sample to improve the precision of the MLE. Before this design is formally introduced, certain aspects of conditioning following adaptive designs need to be addressed.

1.3. Conditioning in Linear Models In the one-dimensional parameter location family the inverse of observed Fisher information is a higher order approximation of the conditional MSE than the inverse of expected Fisher information [7]. In Section 2 this result is extended to linear regression, under conditions given in Section 10, as

$$\text{MSE}[\hat{\beta}|A] = [J_A(x)]^{-1}[1 + O_p(n^{-1})] \quad \text{and}$$

$$\text{MSE}[\hat{\beta}|A] = [F(\xi_n)]^{-1}[1 + O_p(n^{-1/2})].$$

The above establishes that in linear models the inverse observed Fisher information is a second order approximation to the conditional MSE; whereas the inverse of expected Fisher information is only a first order approximation. First and second order are defined as having error $O_p(n^{-1/2})$ and $O_p(n^{-1})$, respectively. Accepting that the conditional MSE better represents the precision of the MLE implies that the observed Fisher information is preferred to the expected Fisher information.

The majority of the results on conditioning on relevant subsets are in the context of post-data inference following fixed designs. There are several challenges that must be addressed for this type of conditioning to be compelling for adaptive designs. The first challenge is the stigma associated with conditional inference following adaptive designs. After the completion of an adaptive procedure the design is not always ancillary and conditioning on the design may result in a loss of information [14, 37]. A second challenge is whether the arguments in favor of conditioning on relevant subsets are as compelling following an adaptive design. The third challenge is that adaptive designs are known to induce a dependence in the responses. This dependence can negatively impact inference; bias and non-approximate normality of the parameter estimates are potential side effects [23, 25, 24, 38, 39, 13]. A final challenge is whether the inverse of observed Fisher information still represents a higher order approximation of the conditional MSE following an adaptive design. Each of the above points are addressed in Section 5 and it is shown that conditioning on relevant subsets is just as valid and compelling following the design proposed in Section 4 as it is following a fixed design.
1.4. Adaptive Designs

The inverse of expected Fisher information is a second order approximation of the unconditional MSE \([30]\). From the conditional perspective the inverse of expected Fisher information is a precise approximation of the wrong measure of precision. This implies that the FOD is optimal with respect to a less relevant measure of precision. The inverse of observed Fisher information is a higher order approximation of the conditional MSE. Designs with the objective of optimizing observed Fisher information lead to increased precision [Section 6].

Incorporating observed Fisher information into the design is a challenge since it depends on the data and is unknown prior to the experiment. Therefore, the method proposed in this work requires observations to be collected sequentially, in a series of runs, so that the observed Fisher information from the preceding runs is available to inform the design of the next run. An observed information adaptive design (OAD) is an adaptive design with the objective of optimizing observed Fisher information [22]. In Section 4 the theory of optimal design is used to develop an OAD for linear regression models. Linear regression is a special case of the model considered in [22] where heuristics and a simulation study were used to demonstrate the efficiency of OADs. The design proposed in Section 4 is novel; however, the main contribution of the current work are the theoretical arguments demonstrating that the proposed OAD is more efficient than the corresponding FOD with respect to conditional MSE.

To better understand the significance of the efficiency result OADs are contrasted against traditional adaptive designs. Adaptive designs are commonly considered in experiments where the design objective depends on unknown characteristics of the population. Define a population based adaptive design (PAD) as any procedure where some or all of the data from the preceding runs is used to update information about the population to determine the design for the next run. The vast majority of existing adaptive designs can be considered PADs; for illustrative purposes design objectives that depend on the unknown model parameters will be highlighted.

In experiments where the design objective depends on the model parameters one common solution is to guess the parameter values and determine an efficient fixed design with respect to this guess. This can lead to very inefficient designs if the guess is far from reality. A PAD that updates the initial guess with the MLE obtained from the preceding runs is a robust alternative. Some example PADs are given below.

Consider an experiment with several possible treatments; the design can be considered a rule that specifies how to allocate the observations to these treatments. There are many possible experimental objectives in this setting. In clinical trials a common objective is to maximize the number of subjects (observations) given the best available treatment while maintaining an adequate power to test for significant differences among the treatments. In other settings the objective is simply to assign observations to treatments in order to maximize the power of the pairwise comparisons. For both of these objectives, and others, the most efficient design depends on the underlying treatment success probabilities which can be estimated after each run with the MLE. Response adaptive randomization (RAR) designs are a popular method in this context [37]. If the success probabilities were known a priori then it is possible to determine a fixed design that makes more efficient use of the observations and there is no need for adaptation.

A second PAD framework is sample size reassessment (SSR) designs. In blinded SSR the data from the initial run of the experiment is used to estimate the unknown standard deviation. In unblinded SSR the initial run is used to estimate an effect size, e.g. the mean difference between two treatments divided by its standard deviation. In both blinded and unblinded SSR the estimates from the initial run are used to determine the sample size that accomplishes a pre-specified objective, e.g., the minimum sample size that guarantees a nominal power. As
with RAR, if the population characteristics (standard error or effect size) were known then this minimum sample size could be determined in advance and there would be no benefit associated with an adaptive SSR design.

The final example is particularly relevant since it is commonly proposed as a solution to the "local" optimal design problem. Designs are locally optimal, in a neighborhood of the true parameters, if the expected Fisher information depends on the model parameters. An adaptive optimal design (AOD) addresses the local dependence by evaluating the FOD at the MLE obtained from the preceding runs [3, 33, 34, 35, 26]. In some cases AODs have been found to perform worse than local FODs even in cases where the guess is far from the truth [5, 25]. Further, the results of [18] imply, for Bernoulli outcomes, that AODs lose power at the rate $O(n^{-1})$ relative to the FOD evaluated at the true parameters. As was the case for the previous two PADs, if the parameters were known it is more efficient to use the FOD than an AOD.

Many other P AD frameworks exist, group sequential designs, up and down designs, multi-arm bandits, etc. These designs often do not explicitly update the parameters based on the preceding runs to determine the design for the next run. However, each of these designs is characterized by a setting where the design objective depends on unknown aspects of the population and some or all of the data from the preceding runs is used to adaptively update the relevant characteristics of the population to determine the design of the next run. As was the case in the RAR, SSR and AOD examples, if the characteristics of the population relevant to the design objective were known in advance then a fixed design could be determined that is as efficient, if not more so, than the relevant PAD. In a real world experiment the parameters are never known in advance and the aforementioned adaptive design procedures are reasonable alternative to fixed designs.

In optimal designs for linear regression models the design objective, to maximize a concave function of expected Fisher information, depends only on $f_x$ and $X$, which, in this work, are assumed to be known. As a result the FOD is global; in that it does not depend on any unknown characteristics of the population and it is optimal for all $\beta \in B$. From the preceding discussion, it can be concluded that there is no need for a PAD; certainly, there is no need for an AOD. However, as previously discussed there are aspects of the observed sample that impact the precision of the MLE; specifically, the ancillary configuration matrix. A distinguishing characteristic of OADs, relative to P ADs, is that they do not use the data from the preceding runs to update characteristics of the population. Specifically, an OAD does not depend on the model parameters, $\beta$, and it is not required or useful to estimate $\beta$ in the interim runs. Instead, OADs use the ancillary information in the observed sample to select design points to maximize the information in the conditional distribution $\hat{\beta} | A$. This suggests that OADs represent a new paradigm in adaptive design where the primary objective is to accommodate new information about the observed sample and not new information about the underlying population.

A second distinguishing feature of OADs is their relative efficiency. Population based adaptive designs (RAR, SSR, AOD, etc.) can be more robust (efficient) than fixed designs based on imperfect knowledge of the population. However, P ADs are not known to be more efficient than fixed designs based on perfect knowledge of the population; as previously remarked, P ADs are often less efficient than such designs [18, 5, 25]. In other words, it is expected that there exists a fixed design that is more efficient, if not more so, than any PAD. Contrast this against the main result in this work, stated in Section 6, that for every fixed design, including the FOD, there exists an OAD with greater efficiency with respect to conditional MSE. Section 4 provides an algorithm to construct such an adaptive design. To the author’s knowledge this is the first adaptive design shown to be more efficient than all possible fixed designs.
The efficiency proofs demonstrate a large sample benefit of the proposed OAD. A natural question is does this large sample benefit translate to finite sample benefits. The relative efficiency of the proposed design is examined in a simulation study in Section 8. The simulation study includes different error distributions, mean functions, sample sizes and optimality criteria. The proposed OAD performed nearly uniformly better than the corresponding FOD over the entire set of cases considered.

The primary motivation for the design proposed in this work is the relationship between the observed Fisher information and conditional MSE. Observed Fisher information has been more generally considered in many areas of statistical research [27, 2, 32, 28]. In adaptive design, normalizing with observed Fisher information has been found useful [29, 26]. Therefore, there may be benefits associated with OADs in addition to optimizing conditional MSE.

2. Information and Conditioning This section assumes responses are observed from an arbitrary fixed design \( \xi_n \). The observed and expected Fisher information measures stated in Section 1 are explicitly derived. Additionally, the extension of relevant results from [7] to linear regression, stated in equations (3) and (4), are presented.

2.1. Information In Section 1 two types of information were briefly introduced; information with respect to \( \eta_i \) and information with respect to \( \beta \). Let \( l_{\eta_i}(y_{ij}) = \log f_{\eta_i}(y_{ij}) \), \( \hat{l}_{\eta_i}(y_{ij}) = (\partial / \partial \eta_i) l_{\eta_i}(y_{ij}) \) and \( \tilde{l}_{\eta_i}(y_{ij}) = (\partial^2 / \partial \eta_i^2) l_{\eta_i}(y_{ij}) \). From the location family assumption these terms can be written as \( l_{\eta_i}(y_{ij}) = l_0(\varepsilon_{ij}), \hat{l}_{\eta_i}(y_{ij}) = \hat{l}_0(\varepsilon_{ij}) \) and \( \tilde{l}_{\eta_i}(y_{ij}) = \tilde{l}_0(\varepsilon_{ij}) \).

Assuming that derivatives and integrals can be exchanged, the expected Fisher information on \( \eta_i \) from a single observation is \( \mu = -E[\hat{l}_0(\varepsilon_{ij})] \). From the independent and identical nature of the errors \( \mu = \mathcal{F}/n \) is constant across all \( x \in \mathcal{X} \).

In linear models the information on \( \beta \) is the primary interest. From the factorization given in (2), the observed Fisher information at \( \beta' \), is defined as

\[
J_\mathcal{A}(\beta', \mathbf{x}) = \sum_{i=1}^{d} \left[ \frac{\partial^2 \log g_{a_i}[\hat{\eta}_i - \beta^T f_{\mathcal{X}}(x_i)]}{\partial \beta^2} \right]_{\beta = \beta'}.
\]

A traditional representation of observed Fisher information is obtained by letting \( \beta' = \hat{\beta} \), where \( \hat{\beta} \) is the MLE of \( \beta \). Recalling that \( \eta_i = \beta^T f_{\mathcal{X}}(x_i) \) and it can be seen that by evaluating \( \eta_i \) at \( \hat{\eta}_i \) that one obtains \( \hat{\mathbf{i}}_{a_i} \) in the square brackets of (5), for \( i = 1, \ldots, d \). This motivates an alternative definition of observed Fisher information

\[
J_\mathcal{A}(\mathbf{x}) = \sum_{i=1}^{d} \hat{\mathbf{i}}_{a_i} f_{\mathcal{X}}(x_i) f_{\mathcal{X}}^T(x_i) = F^T I_\mathcal{A} F.
\]

The dependence of the observed Fisher information on \( \mathbf{x} \) will be omitted when the meaning is clear. Throughout the remainder of this work any reference to observed Fisher information refers to \( J_\mathcal{A} \) unless explicitly stated otherwise. As stated, \( \hat{\mathbf{i}}_{a_i} \) is ancillary which implies that \( J_\mathcal{A} \) is ancillary.

Assuming derivatives and integrals can be exchanged, the expected Fisher information for model (1) with design \( \xi_n \) is \( \mathcal{F} = \mathcal{F}(\xi_n) = E[J_\mathcal{A}(\beta, \mathbf{x})] = \mathcal{F} F^T W F \).

2.2. Conditional Mean Square Error The observed Fisher information, as defined in (6), is not the one most commonly used in linear regression. The more common definition is \( J_\mathcal{A}(\beta, \mathbf{x}) \). The following theorem justifies (6) for the MLE.
THEOREM 2.1. Under the conditions stated in Section 10 ($\hat{\beta}, A$) is a sufficient statistic

$$\text{MSE}[\hat{\beta}|A] = J^{-1}_A[1 + O_p(n^{-1})] \quad \text{and} \quad \text{MSE}[\hat{\beta}|A] = [F(\xi_n)]^{-1}[1 + O_p(n^{-1/2})].$$

Theorem 2.1 justifies equations (3) and (4). The technical arguments for the above theorem and other main results can be found in Section 10.

Theorem 2.1 also extends the sufficiency argument for conditioning on relevant subsets. Specifically, $\hat{\beta}$ alone is not a sufficient statistic and its distribution does not contain the full information available in the sample. Since $(\hat{\beta}, A)$ is sufficient and $A$ is ancillary the full information is recovered in the conditional distribution $\hat{\beta}|A$.

The theorem also shows that the inverse of observed Fisher information is a higher order approximation to the conditional MSE than the inverse of expected Fisher information. As stated in Section 1, if the conditional argument, that $\text{MSE}[\hat{\beta}|A]$ is the more relevant measure of the precision is accepted, then it follows that the inverse of observed Fisher information, $J^{-1}_A$, is more relevant than the inverse of expected Fisher information, $\mathcal{F}^{-1}$.

To summarize, the primary point of this section has been to show that inference should be based on the entries of the observed Fisher information and not the entries of the expected Fisher information. This motivates the investigation in this work into designs that optimize $J_A$ instead of designs that optimize $\mathcal{F}$. The discussion in this section has been under the assumption of a non-sequential experiment. In Section 5 Theorem 2.1 is extended to the OAD proposed in Section 4.

3. Optimal Designs

The optimal design has long been considered the benchmark of efficiency, see [19, 20, 21] for early foundational works. The field of optimal design continues to be an active area of statistical research; see [36] and [1], for reference texts. Here, the optimal design is referred to as the fixed optimal design (FOD); fixed, since it is obtained in advance of data collection. The term $\mathcal{F}$ is a scalar in $\mathcal{F}(\xi)$ and does not influence the optimization problem. For this reason the optimal design is commonly defined in terms of the normalized expected Fisher information $M = M(\xi_n) = \mathcal{F}(\xi_n)/\mathcal{F} = F^TWF$. The FOD maximizes $M$, with respect to a concave criterion function, denoted $\Psi(\cdot)$. Formally, a fixed design $\xi_0^*$ is $\Psi$-optimal if

$$\xi_0^* = \arg\max_{\xi \in \Xi} \Psi[M(\xi)],
$$

where $\Xi$ represents the set of all permissible designs. The set of permissible designs has two common characterizations, exact and continuous. An optimal design is exact if the maximization in (7) is with respect to $\Xi = \Xi_n$, where $\Xi_n$ represents the set of all possible exact designs. For continuous designs the integer restriction is relaxed to $\Xi = \Xi_\Delta$, where $\Xi_\Delta$ contains all possible designs such that $0 \leq w_i \leq 1$ and $\sum_i w_i = 1$.

Let $M_\Psi = M(\xi_0^*)$ and $\Psi^* = \Psi(M_\Psi)$ the normalized expected information and criterion value associated with any arbitrary, exact or continuous, FOD. A continuous FOD is denoted $\xi^*_{\Delta}$. In this work it is assumed that $M_{\Psi_{\Delta}} = M(\xi^*_{\Delta})$ is positive definite and $\Psi^*_{\Delta} = \Psi(M_{\Psi_{\Delta}}) > 0$.

In principle $\Psi$ is a non-negative positive-homogeneous concave function. In practice, $\Psi$ is selected according to the primary objective(s) of the experiment. The $D$-criterion, with $\Psi(M) = |M|^{1/p}$, minimizes the volume of the confidence ellipsoid of the MLE. The $A$-criterion defined, for non-singular $M$, as $\Psi(M) = [\text{Tr}(M^{-1})]^{-1}$ minimizes the average MSE of the parameter estimates.

An important characteristic of the linear model is that FODs do not depend on the model parameters. As a result FODs are globally optimal for all $\beta \in B$. However, it will be shown in Section 5 that FODs are less efficient, with respect to conditional MSE, than the OAD proposed in Section 4.
3.1. Optimal Design Construction  Many algorithms to construct continuous FODs are sequential. In the fixed design setting sequential means that the design points (and not the responses) from the preceding observations are available to determine the design for the next observation. The FOD can be found entirely in advance of the data collection and it is not necessary to conduct the experiment sequentially. This is different from a sequential experiment required in adaptive design, where both the design points and responses of past observations are known.

In this section a general first order sequential algorithm to find continuous optimal designs is reviewed. This approach will be adapted in the next section to optimize observed Fisher information. In D-optimal design the first order algorithm is often referred to as the Fedorov-Wynn algorithm [41, 10]. The first order approach is based on the general equivalence theorem [21]. Let \( \delta_x \) be a design with support \( x \), and unit allocation. The sensitivity function is defined as the derivative of \( \psi = 1/\Psi \) in the direction of \( \delta_x \); i.e., \( \phi(x, \xi) = \nabla_{\delta_x} \psi[M(\xi)] \), where \( \nabla_{\delta_x} \) is the derivative in the direction of \( \delta_x \). The general equivalence theorem states that the following are equivalent (1) \( \xi^*_x \) is the continuous optimal design (2) \( \xi^*_x = \arg \max_{\xi \in \Xi} \min_{x \in \mathcal{X}} \phi(x, \xi) \) and (3) the \( \min_{x \in \mathcal{X}} \phi(x, \xi^*_x) = 0 \) with equality if and only if \( x \) is a support point of the FOD.

The sequential approach to FOD is initiated by selecting a design for the first \( j-1 \) observations, denoted \( \xi(j-1) \), such that \( M[\xi(j-1)] \) is non-singular. The general equivalence theorem implies that if \( \xi(j-1) \) is any arbitrary non-optimal design then the minimum of \( \phi[x, \xi(j-1)] < 0 \). Let \( \xi(j) = \alpha_{j-1} \delta_x + (1 - \alpha_{j-1})\xi(j-1) \), where \( \alpha_{j-1} \in [0, 1] \) is the step size of the search algorithm; then the expected Fisher information can be written as

\[
M[\xi(j)] = (1 - \alpha_{j-1})M[\xi(j-1)] + \alpha_{j-1}M(\delta_x).
\]

The general equivalence theorem guarantees the existence of a

\[
\Psi(j) = \min_{x \in \mathcal{X}} \phi[x, \xi(j-1)]
\]

such that \( \Psi[\xi(j)] > \Psi[\xi(j-1)] \). To obtain the optimal design this procedure is iterated for \( j = 1, \ldots, D \). See [40] for a discussion of when \( \lim_{D \to \infty} \Psi\{M[\xi(D)]\} = \Psi^\ast \).

It is also possible to search for the \( \alpha_{j-1} \) that maximizes \( \Psi\{M[\xi(j)]\} \) [10], but this is not desired in the context of an adaptive experiment. Selecting \( \alpha_{j-1} = 1/j \) mimics a fully sequential experiment where the \( j \)th observation is placed at \( \Xi(j) \).

4. Adaptive Design  Observed information adaptive design (OAD) has been considered in a more general setting where the observed and expected Fisher information depend on the model parameters [22]. Two OADs, the local observed information adaptive design (LOAD) and the maximum likelihood estimated observed information adaptive design (MOAD) were proposed to address the local dependence. As shown in Section 2, for the linear model, observed and expected Fisher information do not have a local dependence on the model parameters. The design proposed in this section is not equivalent to either the LOAD or MOAD procedure.

4.1. Sequential Experiment  In the sequential setting the sample is an ordered set of experimental runs. In the fully sequentially setting each run is comprised of a single observation. Specifically, the data for observations \( 1, \ldots, j-1 \) are known prior to the design assignment of the \( j \)th observation, for \( j = 2, \ldots, n \). The ancillary configuration statistic for the \( i \)th design point from the first \( j \) runs is denoted \( a_i(j) \) and the corresponding ancillary configuration matrix is denoted \( A(j) = [a_1(j), \ldots, a_d(j)] \).
Before proceeding, some notation relevant to the sequential observed Fisher information is needed. Let \( q_a(j) = i_a(j)/\mu, Q_A(j) = \sum_i q_a(i) \) and
\[
\tau_A(j) = \left\{ x_1 \ x_2 \ \ldots \ x_d \right\},
\]
where \( \omega_a(j) = q_a(j)/Q_A(j) \). As stated in \([2]\) \( i_a(j) \geq 0 \) which implies \( q_a(j) \geq 0 \); however, there could exist positive probability that it equals zero. This is unlikely to occur in practice and setting \( q_a(j) \) to be equal to a small positive constant when this occurs ensures that \( \tau_A(j) \) is a continuous design, i.e., \( \tau_A(j) \in \Xi_\Delta \). As shown in \([22]\), the observed Fisher information from the first \( j \) observations can be written as
\[
J_{A(j)}(x) = Q_A(j)M[\tau_A(j)].
\]
The above indicates that, after run \( j \), \( J_{A(j)} \) is proportional, up to a known constant, to the expected Fisher information evaluated at the design \( \tau_A(j) \). Each of the quantities introduced in this section are functions of only the ancillary configuration statistics and are themselves ancillary.

4.2. Observed Information Adaptive Design for Linear Regression
To construct the adaptive design proposed in this section it is required that the a FOD, with respect to \( \Psi \), denoted \( \xi^\Psi \), is known or can be computed. It is not required that the FOD is found using the first order sequential approach. It can be found using any fixed or continuous FOD approach that results in a \( \xi^\Psi \) such that \( \Psi[M(\xi^\Psi)] = \Psi_\Delta[1 + O(n^{-1})] \). Recall, the support points of the FOD and their corresponding allocations are denoted \( \alpha^* = (x_1^*, \ldots, x_d^*)^T \) and \( w^* = (w_1^*, \ldots, w_d^*)^T \), respectively.

The objective of an OAD is to optimize the observed Fisher information, \( J_{A(n)} \), with respect to a concave criterion. A challenge with optimizing \( J_{A(n)} \) is that it is unknown prior to data collection. However, after \( j - 1 \) observations \( J_{A(j-1)} \) is known. An intuitive objective is to select the support point for observation \( j \) that optimizes \( J_{A(j)} \). This too is not generally possible since \( J_{A(j)} \) is unknown based on only the data from the first \( j - 1 \) observations. A reasonable approximation for this quantity is the sum of the observed Fisher information from the preceding observations plus the expected Fisher information from one additional observation with support \( x \), i.e.,
\[
J_{A(j)} \approx J_{A(j-1)} + M(\delta_x) \propto (1 - \beta_j)M[\tau_{A(j-1)}] - \beta_jM(\delta_x),
\]
where \( \beta_j = [1 + Q_A(j-1)]^{-1} \). The omitted proportional constant in the above, \( \beta_j^{-1} \), is known after run \( j - 1 \). The approximation in the first line of (10) is valid for large \( j \). Substituting \( \beta_j \) for \( \alpha_j \) and \( \tau_{A(j-1)} \) for \( \xi(j-1) \) in (8) and it can be seen that (10) has the same basic form as (8). Further, as previously stated, \( \tau_{A(j-1)} \in \Xi_\Delta \) is a design. Therefore, the first order FOD algorithm can be directly implemented to optimize the right hand side of (10) by replacing \( \xi(j-1) \) with \( \tau_{A(j-1)} \) in equation (9).

Even though the search for the design point that minimizes the sensitivity function could be carried out using a first order FOD algorithm; here a slightly different approach is employed. The support points of the FOD are known; therefore, the search for the design point for the \( j \)th observation need only be over \( \alpha^* \). In fact, if \( \omega_a(j-1) > w_i^* \) then it indicates that the current observed allocation to \( x_i^* \) exceeds the optimal allocation and the search can be improved by excluding such points. This motivates defining the design for the \( j \)th observation as
\[
\hat{x}(j) = \min_{x \in \alpha^*_j} \phi[x, \tau_A(j-1)],
\]
where \( \alpha^*_j = \{x^*_i: \omega_a(j-1) < w_i^*, i = 1, \ldots, d\} \). The following algorithm is the OAD proposed for linear regression models, referred to as the ROAD for the remainder of this work.
1. **Linear Regression Observed Information Adaptive Design (ROAD)**

1. Find a FOD $\xi^*_q$. For observations $j = 1, \ldots, kd$ initiate the design by placing a finite number, $k$, observations on each of the support points of $\xi^*_q$.

2. The design point for observation $j = kd + 1, \ldots, n$ is $\bar{x}(j)$ as defined in (11). Let $\xi = \sum_{j=1}^n \delta_{\bar{x}(j)}$ represent the observed design resulting design from a sample of size $n$.

For certain distributions if $k$ is too small then the observed Fisher information may be volatile. The value $k$ should be selected to reduce this volatility.

A natural question is whether or not only the points $x^*$ should be considered in the ROAD. This restriction is required for the technical arguments in this work. Replacing $x^*(j)$ with $X$ in (11) could potentially result in designs that are more efficient; however, it is not trivial to extend the results to this design.

5. **Conditional Inference**

This section address the four challenges associated with conditioning following an adaptive design identified in Section 1. Before proceeding, some additional notation is required. For the remainder of this work statistics associated with a ROAD will be represented with a check, e.g. $\tilde{y}$ and $\tilde{A}$ represent the responses and the ancillary configuration matrix following a ROAD, respectively. Statistics accented with a star correspond to a FOD, e.g. $\tilde{y}^*$ and $A^*$. Statistics without an accent are arbitrary and can represent the ROAD, the FOD or any other fixed design. Additionally, let $\tilde{X} = (\tilde{x}_1, \ldots, \tilde{x}_n)$ and $X = (x_1, \ldots, x_n)$ represent the sequence of observed designs points for a ROAD and an arbitrary fixed design, respectively. Further, following the ROAD it is required to condition on the filtration $\mathcal{A} = \sigma[\tilde{A}(1), \ldots, \tilde{A}(n)]$, which is the sub-$\sigma$ algebra generated by the random ancillary configuration matrices from all runs. Note, random variables and statistics corresponding to the entire sample size will often have their dependence on $n$ omitted, e.g. $\tilde{A} = \tilde{A}(n)$.

The first result of this section considers the conditional distribution of the responses following the ROAD.

**Theorem 5.1.** Under the conditions stated in Section 10 $\mathcal{A}$ and $\tilde{X}$ are ancillary random variables, $\tilde{X}$ is $\mathcal{A}$ measurable and

$$\tilde{Y} | \mathcal{A} \overset{d}{=} Y | \{X = \tilde{X}, A = \tilde{A}\},$$

where $\overset{d}{=} \text{represents equality in distribution.}$

This theorem address the first and second challenges of conditioning in adaptive designs. The design matrix is ancillary following a ROAD and there is no information lost by conditioning. This theorem also states that conditional on $\mathcal{A}$ the responses of the ROAD have the same distribution as the responses from a fixed design with the same sequence of design points, $X = \tilde{X}$, and the same ancillary configuration matrix, $A = \tilde{A}$. The implication is that with respect to conditional inference the adaptive nature of the design can be ignored. The MLE is a function of the responses and thus the above result applies, i.e. $\hat{\beta} | \mathcal{A} \overset{d}{=} \beta | \{X = \tilde{X}, A = \tilde{A}\}$. Taking for granted that conditional inference is preferred to unconditional inference implies that inference can be conducted after a ROAD as if no adaptation had taken place. Theorem 5.1 does not extend to the unconditional distribution. This is a consequence of the induced dependence between $\tilde{A}(i)$ and $\tilde{A}(j)$, for $i, j = 1, \ldots, n$.

The following corollary gives the conditional asymptotic properties of the ROAD.
Corollary 5.2. Under the conditions stated in Section 10 $(\hat{\beta}, \mathcal{A})$ is a sufficient statistic,
\[
\text{MSE}[\hat{\beta}|\mathcal{A}] = J^{-1}\left[1 + O_p(n^{-1})\right] \quad \text{and}
\text{MSE}[\hat{\beta}|\mathcal{A}] = [F(\xi_\psi)]^{-1}\left[1 + O_p(n^{-1/2})\right].
\]

The proof of this and other corollaries are supplied in the supplemental materials. This corollary extends the higher order property of the observed Fisher information given in Theorem 2.1 to the ROAD. This solves the third and fourth challenge associated with conditional inference in adaptive designs. Since $(\hat{\beta}, \mathcal{A})$ is a sufficient statistic and $\mathcal{A}$ is ancillary the arguments for conditioning on $\mathcal{A}$ are exactly analogous to those presented in Section 2 regarding conditioning on $\mathcal{A}$. Further, the argument for using observed Fisher information to approximate the conditional MSE is just as strong as if no adaptation had taken place. Therefore, large sample inference after a ROAD can be conducted using the observed Fisher information with the same order of accuracy, $O_p(n^{-1})$, present in fixed experiments.

6. Efficiency of the Linear Regression Observed Information Adaptive Design

An alternative way to characterize the FOD is to say that it is efficient. The $\Psi$-efficiency of an arbitrary design, $\xi$, is denoted
\[
\Psi\text{-Eff}_{UI}(\xi) = \frac{\Psi[M(\xi)]}{\Psi^*_\Delta},
\]
where $\Psi\text{-Eff}_{UI}(\xi) \leq 1$ for all $\xi \in \Xi_\Delta$. A design, $\xi$, is a continuous $\Psi$-optimal design if an only if it is efficient, i.e. $\Psi\text{-Eff}_{UI}(\xi) = 1$. This is the definition of efficiency most commonly used in the optimal design literature, see [1]. In this work, this definition of efficiency is best understood as a measure of the efficiency with respect to unconditional inference. The expected Fisher information is a second order approximation to the unconditional MSE. This property justifies the use of unconditional confidence regions and test statistics based on the entries of $n\mu M = F$. The subscript UI references that $\Psi\text{-Eff}_{UI}(\xi)$ describes the efficiency of a design $\xi$, relative to $\xi^*_\Delta$, with respect to unconditional inference. As argued in Section 2 inference based entries of $J_A$ is superior to inference based on $F$. In this section an analogous measure of efficiency with respect to conditional inference is developed.

Alternatively, $\Psi\text{-Eff}_{UI}$ can be viewed as an approximation to the relative efficiency with respect to unconditional MSE defined as
\[
\Psi\text{-Eff}_{UMSE}(\xi) = \frac{\Psi\{\text{MSE}[\hat{\beta}(\xi)]^{-1}\}}{\Psi\{\text{MSE}[\hat{\beta}(\xi^*_\psi)]^{-1}\}},
\]
where $\hat{\beta}(\xi)$ denotes the MLE from an experiment with design $\xi$. Note $\Psi\text{-Eff}_{UMSE}$ is not bound above by 1. The measure $\Psi\text{-Eff}_{UMSE}$ describes the efficiency of the design $\xi$, relative to $\xi^*_\psi$, with respect to unconditional MSE. From the conditional perspective $\Psi\text{-Eff}_{UMSE}$ is a sub-optimal measure of efficiency. In this section a measure of efficiency with respect to conditional MSE is presented. The main result of this work, that the ROAD has greater conditional efficiency than the FOD, is stated at the end of this section.

6.1. Conditional Inference Efficiency

In Section 2 it was argued that inference for a fixed design should be based on the entries of $J_A$. Theorem 5.1 established that the ROAD can be analyzed exactly as a fixed design without a loss of information. Therefore, the ROAD should be analyzed using the entries of $J_A$. For example a confidence ellipsoid, for $\beta$, can be defined as the interior of
\[
(\hat{\beta} - \beta)^T J_A (\hat{\beta} - \beta) = \chi_p^2(1 - \alpha),
\]
where $\hat{\beta}$ denotes the MLE from an experiment with design $\xi$. This is the definition of efficiency most commonly used in the optimal design literature, see [1]. In this work, this definition of efficiency is
where $\chi_{p}^{2(1-\alpha)}$ is the $1-\alpha$ quantile of an $\chi_{p}^{2}$-distribution. This confidence ellipsoid is proportional to the inverse of the square root of the determinant of $J_{A}$. A ROAD for the D-optimal criterion should minimize this volume.

Accepting that $J_{A}$ should be used to define confidence regions or test statistics implies that the efficiency of a design with respect to this measure is of interest. Note $J_{A}$ relates to post-data inference. Prior to an experiment it is desired to ensure a design scheme improves the expected conditional inference. The measure

$$\Psi-\text{Eff}_{CI} = \frac{E[\Psi(J_{A})]}{E[\Psi(J_{A}^{\ast})]}$$

represents the efficiency of the ROAD relative to $\xi_{y}^{\ast}$ with respect to conditional inference. If $\Psi-\text{Eff}_{CI} > 1$ then the ROAD is more efficient than a FOD with respect to this measure.

Before the main efficiency results are presented certain quantities that impact the relative expected efficiency need to be introduced. The first is the statistical curvature which describes the asymptotic difference between the observed and expected Fisher information [7]. Statistical curvature is defined as

$$\gamma = \left(\nu_{2}\nu_{20} - \nu_{11}/\nu_{20}\right)^{1/2},$$

where $\nu_{kl} = E[\left\{k(\varepsilon_{ij})(\hat{\varepsilon}_{0}(\varepsilon_{ij}) + E[\left\{k(\varepsilon_{ij})^{2}\right\}]]$ [6]. In the location family $\mu = \nu_{20}$ and $\gamma$ do not depend on $\eta$, and $\gamma$ is invariant under monotonic transformations. In other words the curvature with respect to $\eta$ is equivalent to the curvature with respect to $\varepsilon$; this ensures that statistical curvature is constant across the design region. Intuitively, it is expected that the difference in efficiency between the ROAD and the FOD is a function of the statistical curvature. This intuition is be proven correct in Theorem 6.1. Note, $\gamma = 0$ if the errors are normally distributed.

A second form of curvature affecting the efficiency of the ROAD and FOD is the design curvature. Design curvature is defined as the negative Hessian matrix of $\Psi$, with respect to $w_{(d)}^{\ast} = (w_{1}^{\ast}, \ldots, w_{d-1}^{\ast})^{T}$ with $x^{\ast}$ held fixed, evaluated at the FOD; i.e. $H_{\Psi}^{\ast} = -\nabla^{2}\Psi(M)|_{M = M_{\xi}}$. The Hessian matrix of a concave optimality criterion evaluated at its maximum is negative definite and describes how small changes in the allocation weights impact efficiency. Here $H_{\Psi}^{\ast}$ is defined to be positive definite for clarity. Intuitively it would be expected that a large design curvature will result in the ROAD having greater relative efficiency. The Hessian matrix $H_{\Psi}^{\ast} = 0$ if $d = 1$.

The following theorem shows how the efficiency of the ROAD and FOD change in the presence of statistical and design curvature.

**Theorem 6.1.** Let $\xi_{y}^{\ast}$ be the optimal design used in Step 1 of Algorithm 1 and $J_{A}$ be the observed Fisher information from a fixed design with design $\xi_{y}$. Under the conditions stated in Section 10

$$E[\Psi(J_{A})] = h\Psi^{\ast}(n - \gamma^{2}R_{\Psi}^{\ast}) + o(1) \quad \text{and}$$

$$E[\Psi(J_{A}^{\ast})] = h\Psi^{\ast}(n) + o(1),$$

where

$$R_{\Psi}^{\ast} = \frac{1}{2\Psi^{\ast}}\text{tr}(H_{\Psi}^{\ast}V_{\Psi}^{\ast}), \quad h = 1 + \frac{d}{2n\mu^{2}} \left(\frac{\mu_{2}^{2}}{\mu} + \mu_{4}\right),$$

$$V_{\Psi}^{\ast} = \hat{g}(w^{\ast})W^{\ast}\hat{g}^{T}(w^{\ast}), \quad \mu_{2} = E[(\partial^{k}/\partial h^{k})]_{\eta}(y), \quad \hat{g}(w^{\ast}) = (I_{d-1} - J_{\ast}^{\ast}, w_{d}^{\ast}1^{T}_{d-1}), \quad J_{\ast}^{\ast} = J_{d-1}\text{diag}(w_{(d)}^{\ast}), \quad I_{d-1} \text{ is the identity matrix and } J_{d-1} \text{ is a } (d-1) \times (d-1) \text{ matrix where each element is equal to 1.}$$
The interpretation of the this theorem is as follows; suppose an experiment is conducted with fixed design $\xi^*_\Psi$ and sample size $n$. It is expected, for large $n$, that volume of the confidence ellipsoid / power of this experiment is equal to a ROAD with a sample size of $n - \gamma^2 R^\Psi$. In other words a ROAD requires $\gamma^2 R^\Psi$ fewer observations to generate confidence regions with equivalent area/volume.

An immediate corollary of this theorem demonstrates the relative efficiency of the ROAD with respect to conditional inference.

**Corollary 6.2.** Under the conditions and notation of Theorem 6.1 $\Psi$-Eff$_{CI} = S^*_\Psi + o(1)$, where $S^*_\Psi = (1 - \gamma^2 R^\Psi/n)^{-1} > 1$ if $\gamma > 0$ and $d > 1$.

This corollary establishes that if a model has non-zero statistical curvature, $\gamma > 0$, and the optimal design $\xi^*_\Psi$ has positive weight on more than one support point, $d > 1$, then the ROAD has greater expected efficiency, with respect to conditional inference, than the corresponding FOD. This will lead to narrower confidence regions or greater power depending on the nature of the optimality criterion. As stated, $\gamma = 0$ for normally distributed errors and thus $\Psi$-Eff$_{CI} \to 1$ in this case.

The theorem and its corollary also provide insight into when the improvement in the relative efficiency of the ROAD can be expected to be significant. Clearly, as the statistical curvature, $\gamma$, increases the relative benefit of the ROAD will increase. The features of the design and optimality criteria also change the relative benefit, through $R^\Psi$; however, this relationship is more complex and is examined in the context of several examples Section 7.

### 6.2. Conditional Mean Square Error Efficiency

Theorem 6.1 and Corollary 6.2 ensure that the ROAD optimizes the conditional confidence regions and power. However, this does not necessarily equate to greater precision of the MLE. The precision of the MLE is best described by the conditional MSE. In this section the preceding results are extended to the conditional MSE. Note, conditional MSE and observed Fisher information are inversely related. Therefore, the design that is optimal with respect to the conditional MSE is defined as the design that maximizes $\Psi\{\text{MSE}[\hat{\beta}\mid A^{-1}]\}$. The conditional MSE is a random variable so when planning an experiment the expected efficiency of the ROAD relative to the FOD, defined as

$$
\Psi\text{-Eff}_{CMSE} = \frac{E[\Psi(\text{MSE}[\hat{\beta}\mid \hat{\Psi}])^{-1}]}{E[\Psi(\text{MSE}[\hat{\beta}\mid A^{-1}]])],
$$

is of interest. The measure $\Psi$-Eff$_{CMSE}$ represents the efficiency of the ROAD relative to $\xi^*_\Psi$, with respect to conditional MSE. If it is accepted that conditional MSE is a more appropriate measure of precision than the unconditional MSE then it is implied that $\Psi$-Eff$_{CMSE}$ is a more appropriate measure of efficiency than $\Psi$-Eff$_{UMSE}$.

The below theorem states that the ROAD has greater expected conditional MSE efficiency than the FOD.

**Theorem 6.3.** Let $\xi^*_\Psi$ be the optimal design used in Step 1 of Algorithm 1 and $A^*$ be the ancillary configuration matrix from a fixed design with design $\xi^*_\Psi$. Under the conditions stated in Section 10

$$
E[\Psi(\text{MSE}[\hat{\beta}\mid \hat{\Psi}]) - \Psi(\text{MSE}[\hat{\beta}\mid A^*])^{-1}] = \gamma^2 tr(H^*_\Psi V^*_\Psi) / 2 + o(1),
$$

where $tr(H^*_\Psi V^*_\Psi) > 1$ if $\gamma > 0$ and $d > 1$. 

The difference in efficiency given in (14) is, perhaps, the clearest result in favor of the ROAD. It implies that $\Psi\text{-Eff}_{\text{CMSE}}$ is greater than 1 as $n \to \infty$ which confirms that the ROAD is more efficient with respect to expected conditional MSE than the FOD, for large $n$. Another way of interpreting the theorem is to say that for every FOD [continuous or exact up to order $O(n^{-1})$] using the ROAD always increases the asymptotic efficiency with respect to conditional MSE.

**Remark 1.** Theorems 6.1 and 6.3 established that any design such that $\Psi[M(\xi^*_\psi)] = \Psi^*_{\Delta}[1 + O(n^{-1})]$ is less efficient than the corresponding ROAD. Consider any design $\xi$ such that $\Psi[M(\xi)] = \Psi^*_{\Delta}(1 + cn^{-\delta})$, where $c > 0$ and $\delta \in [0, 1]$ are fixed constants. Let $A$ correspond to the ancillary configuration matrix from the design $\xi$. In the ntal materials it is shown that $E[\Psi(\text{MSE}[\hat{\beta}\mid\mathcal{F}]) - \Psi(\text{MSE}[\hat{\beta}\mid\mathcal{F}^{-1}])] \to \infty$ as $n \to \infty$. This remark in combination with Theorem 6.3 proves that for every fixed design there exists a ROAD that is more efficient with respect to conditional MSE. In other words in order to maximize the precision of the MLE requires adaptation. In the supplement it is also shown that $E[\Psi(J_{\hat{A}})] - E[\Psi(J_{\hat{\Delta}})] \to \infty$, as $n \to \infty$ so a similar statement holds for the efficiency of the ROAD with respect to conditional inference.

The results of this section have shown that by considering a conditional approach in the design of the experiment it is possible to see expected benefits. The expected benefit is important when planning an experiment. For example, it is possible to approximate how many fewer observations are required using a ROAD in place of a FOD in order to have the same expected volume of a confidence ellipsoid. However, one should not lose sight of the conditional benefits. Once an experiment is completed the average benefit is irrelevant. It is of greater interest to know what is the observed volume of the confidence ellipsoid found using (12) or the observed conditional MSE. The conditional benefits of the ROAD are, likely, greater than the unconditional benefits; however, since conditional benefits are only relevant to the observed experiment they are difficult to quantify and examine.

Remark, $\Psi\text{-Eff}_{\text{CMSE}}$ is a useful tool to demonstrate a theoretical benefit in term of conditional MSE. Practically, this measure is unlikely to be able to be computed since in most cases there is no known closed form expression available for the conditional MSE.

**7. Illustrative Examples** Theorems 6.1 and 6.3 indicate that a ROAD with sample size $n$ has the same efficiency as a FOD with a sample of size $n + \gamma^2 R^*_\psi$. In other words the number of samples “saved” by using a ROAD is $\gamma^2 R^*_\psi$. For certain error distributions $\gamma^2$ can be made to be arbitrarily large [6]. Statistical curvature is given for some examples error distributions in Section 8. In this section $R^*_\psi$ is examined for three different models and three different optimality criteria.

**Treatment Model:** Consider an experiment with $s$ treatments, indexed by 1, ..., $s$, where each subject can receive only 1 treatment. This can be modeled with $f_\tau(x) = (x_1, \ldots, x_s)^T$, where $x_i = 1$ for the treatment $i$ and 0 otherwise, $i = 1, \ldots, s$. The design region in the treatment model is the collection of vectors indicating each individual treatment.

**Interaction Model:** The second example extends the treatment model to include all two-way interactions. For this model $f_\tau(x) = (x_1, \ldots, x_s, x_1x_2, \ldots, x_{s-1}x_s)^T$, with $x_i$ defined as before. The design region consists of the collection of vectors indicating at most two treatments.

**Quadratic Model:** The final model considered is a second order polynomial with $s$ quantitative covariates and $f_\tau(x) = (x_1, \ldots, x_s, x_1^2, \ldots, x_s^2, x_1x_2, \ldots, x_{s-1}x_s)^T$. The design region considered for this example is $\mathcal{X} = [0, 1]^s$.

For the treatment and interaction model it can be verified, using the general equivalence theorem, that the continuous $D$-optimal design places equal weight on each point in $\mathcal{X}$. The
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### Treatment Interaction Quadratic

|   | D | A |   | D | A |   | D | A |
|---|---|---|---|---|---|---|---|---|
| 1 | 1 | 0.0 | 3 | 1.0 | 2 | 2.0 |
| 2 | 2 | 0.5 | 4 | 1.5 | 11 | 5.0 |
| 3 | 3 | 1.0 | 11 | 5.0 | 15 | 1.0 |
| 4 | 4 | 1.5 | 15 | 1.0 | 20 | 2.5 |
| 5 | 5 | 2.0 | 20 | 1.5 | 25 | 3.0 |
| 6 | 6 | 2.5 | 25 | 2.0 | 30 | 3.5 |
| 7 | 7 | 3.0 | 30 | 2.5 | 35 | 4.0 |
| 8 | 8 | 3.5 | 35 | 3.0 | 40 | 4.5 |
| 9 | 9 | 4.0 | 40 | 3.5 | 45 | 5.0 |

**Table 1**

*R* for the treatment, interaction and quadratic models for the D- and A-optimality criteria. Results are reported for *s* = 1,...,9.

A quadratic example is more complicated. The support points of the D-optimal design are a subset of the 3′ support points of a full factorial design with levels 0, 1/2 and 1 [9]. For the treatment model the A- and D-optimal designs are equivalent. The A-optimal designs for the interaction and quadratic models were found using the R package OptimalDesign [17].

The number of parameters, *p*, for each model is also given. Recall, from the discussion following Theorem 6.1 that *γ* represents the number of additional samples required for the FOD to have the same efficiency as the ROAD with *n* samples. As an example of how to read this table consider the quadratic model with 4 treatments. For this example fixed D-optimal design requires 13.0 additional observations in order to have the same efficiency as the ROAD. The sample size saving can be considerable; the most extreme example is for the quadratic model with *s* = 9 where *R* = 1312.2. Of course it would require a very large sample size for this benefit to be realized.

A remark on *R* for the D-optimality criteria defined as |*M*|/2.*p*. However, this is not the only characterization of the criteria; log(|*M*|) is also commonly used. The value *R* will vary by the definition of the criteria. When comparing the ROAD to the FOD it is important that you compare with respect to the scale of interest.

8. Simulation Study

In this section a simulation study is conducted to compare the finite sample efficiency of the ROAD and FOD. The simulation study considers the three different models listed in the preceding section. Note the ROAD design is a likelihood based method and it depends on the distribution of the errors. Two error distributions will be considered as illustrative examples.

**STR errors**: The first error distribution considered is the Student t-distribution (STR) with parameter *v*. The density of the residuals is proportional to *f*(*ε*) ∝ (1 + *ε*^2/*v*)^-(*1+v)/2. A STR with *v* = 1 corresponds to the Cauchy distribution. The statistical curvature for the STR model is given in [6] where it is shown that *γ* → ∞ as *v* → 0 and is a decreasing function of *v*. For a STR with *v* = 1/2, 1 and 2 *γ*^2 ≈ 5.6, 2.5 and 1.1, respectively.

**GHR errors**: A second error distribution is Fisher’s gamma hyperbola model. The gamma hyperbola density is *f*(*ε*, *a*) ∝ *a*^(*v*-1)*e*^2*a*Cosh(*ε*), where Cosh(*ε*) = (*e*^*ε* + *e*^-*ε*)/2 and *a* is an ancillary random variable given in the supplemental materials. In gamma hyperbola regression (GHR) *γ*^2 = (2*v*)^-1; therefore, *γ* → ∞ as *v* → 0.

8.1. Efficiency Results

In this section the efficiency results of the simulation study are presented. Note, the results for D-optimality are reported in terms of |*J*|^1/2. Recall the volume of the confidence ellipsoid is proportional to the square root of the determinant;
therefore, \(|J_A|^{1/2}\) represents the efficiency on the scale of the volume of the confidence ellipsoid.

For each of the two optimality criteria the simulation study presents the \(\Psi\)-Eff\(_{CI}\). This measure describes the efficiency of the confidence regions / power of the ROAD relative to the FOD. Values greater than one indicate that the ROAD results in smaller confidence regions or greater power, depending on the optimality criteria.

In Section 6 \(\Psi\)-Eff\(_{CMSE}\) was defined to describe the efficiency of the ROAD relative to the expected conditional MSE. Unfortunately, there is no known closed form expression available for the conditional MSE in the examples considered. Instead \(\Psi\)-Eff\(_{UMSE}\) is reported in the simulation study. Note, the technical results given in Section 6 do not hold for this measure; despite this fact \(\Psi\)-Eff\(_{UMSE}\) was still greater than one in nearly every case considered, which might indicate that the theoretical results extend, in some fashion, to this measure.

Figures 1 and 2 present the efficiencies, from 10,000 iterations, for \(D\)- and \(A\)-optimality, respectively, for \(\Psi\)-Eff\(_{CI}\) [column (a)] and \(\Psi\)-Eff\(_{UMSE}\) [column (b)]. In each sub-figure the solid and dashed curves corresponds to STR errors, with \(v = 1\), and the GHR errors, with \(v = 1/4\), respectively. The rows of Figures 1 and 2, from top to bottom, present the results for the treatment model with \(s = 4\), the treatment model with \(s = 6\), the interaction model with \(s = 3\) and the quadratic model with \(s = 2\). For every example \(\beta = 1_\beta\) and \(k = 3\). Note, the sample size range differs for each example. The sample size range for each simulation is \(n = kd + (3, 103)\). For example, the sample size ranges from \(n = 15\) to 115 for treatment model with \(s = 4\). In each figure a horizontal line at one is plotted for reference. A solid or dashed curve greater than one indicates that the ROAD is more efficient than the FOD.

First consider \(\Psi\)-Eff\(_{CI}\) in column (a) of each figure. Corollary 6.2 proved that for large \(n\) the efficiency of the ROAD is greater than the FOD with respect to this measure. The results of the simulation study show that for finite sample sizes this is true for every optimality criteria, error distribution, mean function and sample size considered. The difference can be substantial with the largest benefit when the sample size is smaller. For example, for the interaction model with \(s = 3\) and \(n = 29\) the \(D\)-efficiency of the ROAD relative to the FOD is approximately 1.6 and 1.7 for STR and GHR errors, respectively. This translates to a volume of the confidence ellipsoid for the FOD being approximately 1.7, or 1.6, times larger than the corresponding volume for the ROAD depending on the error distribution. This benefit persists to moderate sample sizes; for the same example with \(n = 124\) the efficiency of the ROAD relative to the FOD is approximately 1.25 and 1.18 for STR and GHR errors, respectively. Note, the relationships given in Theorems 2.1 and 5.2 between \(J_A\) and conditional MSE imply that \(\Psi\)-Eff\(_{CMSE}\) might have a similar improvement to \(\Psi\)-Eff\(_{CI}\). However, as stated, there is no known closed form expression available for the conditional MSE and the ROAD and FOD have not been directly compared with respect to \(\Psi\)-Eff\(_{CMSE}\).

The results of the simulation for \(\Psi\)-Eff\(_{CI}\) also demonstrate the impact of statistical curvature; \(\gamma^2\) is equal to 2.5 and 2 for STR and GHR errors, respectively. This means that for large \(n\) it is expected that the efficiency of the ROAD relative to the FOD is greater for STR errors than GHR errors. Note for small sample sizes this behavior is not always observed. In fact, in seven out of the eight examples the STR has lower relative efficiency for the first sample size presented. However, as the sample size increases the relative efficiency of the ROAD is greater for STR errors as expected.

Next consider the results for \(\Psi\)-Eff\(_{UMSE}\) in column (b) of Figures 1 and 2. As previously stated, there are no theoretical results given that establishes that the ROAD is more efficient that the FOD with respect to this measure. However, intuitively, the result of Theorem 6.3, that \(\Psi\)-Eff\(_{CMSE}\) > 1, may translate to a benefit in unconditional MSE measured by \(\Psi\)-Eff\(_{UMSE}\). This intuition is proven correct in column (b) of each figure. In all but four cases considered the \(\Psi\)-Eff\(_{UMSE}\) > 1, indicating that the ROAD is more efficient than the
FOD with respect to unconditional MSE. Again, the benefit can be substantial. For the interaction model with $s = 3$ and $n = 29$ the efficiency of the ROAD relative to the FOD is approximately 1.3 and 2.5 for STR and GHR errors, respectively. This benefit persists to moderate sample sizes; for the same example with $n = 124$ the ROAD relative to the FOD is approximately 1.5 and 1.4 for STR and GHR errors, respectively.

The four exceptions, where the FOD was more efficient than the ROAD, occurred for the two smallest sample sizes for each criteria in treatment model with $s = 6$ and STR errors. This highlights a pattern that can be observed in many of the other examples. After initialization a burn in period of several additional samples may be required before the full benefit of the adaptive procedure can be realized. This is something to be aware of the experiment only has a very small number of additional samples available post-initialization.

8.2. **Power Results** A $c$-optimal design minimizes the unconditional MSE of the linear combination of the MLE, $c^T \hat{\beta}$, where $c$ is a known vector of constants. In $c$-optimal design $\Psi(M) = c(M) = (c^TM^{-1}c)^{-1}$. For the treatment example the $A$-optimal design is equivalent to a $c$-optimal design with $c = 1_p$. This is a result of the diagonal nature of the information matrices. In this section the power of the ROAD relative to the FOD will be evaluated with respect to this linear combination.

Under the null hypothesis, that $E[\hat{c}^T \hat{\beta}] = C_0$,

$$c(J_A)(c^T \hat{\beta} - C_0)^2 | A \rightarrow \chi^2$$

in distribution as $n \rightarrow \infty$. In the presence of an alternative hypothesis, say $E[\hat{c}^T \hat{\beta}] = C_1$, the power of a $\chi^2$-test is calculated as $\text{Power} = 1 - P\{\chi^2(\lambda) \geq \chi^2_{1}(1 - \alpha)\}$, where $\chi^2_{1}(\lambda)$ is non-central $\chi^2$-distribution with one degree of freedom and non-centrality parameter $\lambda$. In the current context the non-centrality parameter is $\lambda_A = n\delta^2 c(J_A)$, where $\delta = C_1 - C_0$. Power is a non-decreasing function of the non-centrality parameter. A ROAD with the $c$-criterion will maximize the power of this test. The power analysis presented in this section uses $c = 1_p$, $\beta = 1_p/2$, $C_0 = 0$ and a variety of sample sizes.

Figure 3 presents the power of the $\chi^2$-test, from 10,000 iterations, for the ROAD (solid line) and the FOD (dashed line). The treatment example with $p = 4$ and $p = 6$ are shown in the top and bottom rows, respectively. The STR and GHR power functions are in columns (a) and (b), respectively. The ROAD was uniformly more powerful than the FOD in all cases considered. For both $p = 4$ and 6 the improvement in power is significant. For example, it is often desired to select the minimum sample size that attains a nominal power of 0.8 while maintaining type I error rate of $\alpha = 0.05$. For STR errors with $p = 6$ a ROAD with $n = 112$ is the minimum sample size that attains this nominal power. For the same example the FOD required $n = 128$, an additional 16 observations, to achieve the same nominal power.

9. **Discussion** In this work the linear regression observed information adaptive design (ROAD) was proposed. The primary objective of this design is to optimize the observed Fisher information subject to a concave optimality criterion, $\Psi$. The method was contrasted against the fixed optimal design (FOD), which maximizes $\Psi$ evaluated at the expected Fisher information. The focus of the comparison was on optimizing conditional inference and MSE. Optimal inference was defined as maximizing $\Psi$ evaluated at the observed Fisher information. A design is optimal with respect to conditional MSE if it maximizes $\Psi$ evaluated at the inverse of the conditional MSE. In this work it is shown that for every fixed design, including the FOD, there exists a ROAD that is more efficient with respect to both conditional inference and MSE, at the limit.

Historically, adaptive designs have been constrained to experiments where the design objective depends on characteristics of the underlying population, e.g. the model parameters.
Fig 1: Simulation of the efficiencies, from 10,000 iterations, for (a) $D_{\text{Eff}C_1}$ and (b) $D_{\text{Eff}UMSE}$. Each subfigure presents efficiencies for STR errors (solid curve), with $v = 1$, and GHR errors, with $v = 1/4$ (dashed curve). The rows, from top to bottom, correspond to the treatment model with $s = 4$, the treatment model with $s = 6$, the interaction model with $s = 3$ and the quadratic model with $s = 2$. The sample size range for each simulation is $n = kd + (3, 103)$. For every example $\beta = 1_p$ and $k = 3$. In each figure a horizontal line at one is plotted for reference. A solid or dashed curve is greater than one indicates that the ROAD is more efficient than the FOD.
Fig 2: Simulation of the efficiencies, from 10,000 iterations, for (a) $A$-Eff$\_CI$ and (b) $A$-Eff$\_UMSE$. Each sub-figure presents efficiencies for STR errors (solid curve), with $v = 1$, and GHR errors, with $v = 1/4$ (dashed curve). The rows, from top to bottom, correspond to the treatment model with $s = 4$, the treatment model with $s = 6$, the interaction model with $s = 3$ and the quadratic model with $s = 2$. The sample size range for each simulation is $n = kd + (3, 103)$. For every example $\beta = 1\beta$ and $k = 3$. In each figure a horizontal line at one is plotted for reference. A solid or dashed curve is greater than one indicates that the ROAD is more efficient than the FOD.
Fig 3: Simulation power, from 10,000 iterations, of the $\chi^2$-test for the ROAD (solid line) and the FOD (dashed line). The treatment example with $p = 4$ and $p = 6$ are presented in the top and bottom rows, respectively, for (a) STR errors and (b) GHR errors. Values of $c = 1_p$, $\beta = 1_p/2$, $C_0 = 0$ and $k = 3$ were used for each example. The greater the power the better. In each figure horizontal line at one is plotted for reference.

Such population based adaptive designs (PADs) update information about the population using the data available from the preceding runs to determine the design of the next run, see Section 1. Since, the primary objective of PADs is to update information about the underlying population it stands to reason that if this information were known in advance then a fixed design could be determined that is as efficient, if not more so, than the relevant PAD. Observed information adaptive designs (OADs), e.g. the ROAD in this work and the LOAD and MOAD in [22], represent a new paradigm in adaptive design where the primary objective is to accommodate new information about the observed sample and not new information about the underlying population into the design. The OAD framework allows adaptive designs to be applied to experiments that previously would not benefit from PADs.

In addition to the theoretical results a simulation study was conducted to compare the ROAD and FOD. The ROAD was more efficient than the FOD with respect to unconditional MSE, inference and power in nearly every case considered. This suggests that the large sample benefits found in the theoretical results are also present in finite sample sizes. The primary conclusion is that using observed Fisher information in an adaptive design can significantly improve the precision of the MLE.

Focusing on a linear model with additive errors made the theoretical results tractable. A more general model was considered in [22], where it was shown, primarily with heuristics and a simulation study, that observed information adaptive designs can reduce the MSE of the parameter estimates. Based on the agreement between the simulation study in Section 8 and that of [22] it might be conjectured that the theoretical results extend to more general models. Extending the theoretical findings in Section 5 is far from trivial.

The primary weakness of this method is that it is likelihood based. Meaning that it is required that the error distribution is known. Methods that are free of distributional assumptions, e.g. the least squares estimates, are still asymptotically optimized by the FOD. The
sequential nature of the data collection allows this weakness to be remedied. In step 1 of the ROAD algorithm, kd observations are collected. This step is used to initialize the design and ensure the reliability of the observed Fisher information before beginning the adaptive phase of the design. However, the data collected from step 1 could also be used to plot the residuals against a set of candidate error distributions. The likelihood of the error distribution with the best fit could then be used to calculate the observed Fisher information for the adaptive phase.

10. Technical Details

In this section the supporting arguments for the main theoretical results are presented.

10.1. Technical Conditions

Denote the kth derivative of the log likelihood of the ijth observation as

\[ l_0^{(k)}(\varepsilon_{ij}) = (\partial^k / \partial \eta^k) \log f_0(y_{ij} - \eta_i). \]

**CONDITION 10.1.** Conditions on the distribution of responses: (1) \( \beta \in B \), where B is an open subset of \( \mathbb{R}^p \); (2) \( \varepsilon \) is a vector of independent and identically distributed random variables such that \( f_\varepsilon(y) = f_0(\varepsilon) \); (3) \( l_0^{(k)}(\varepsilon_{ij}) \) exists, \( E[l_0^{(k)}(\varepsilon_{ij})] < \infty \) and the derivative \( \partial^k / \partial \eta^k \) can be exchanged with the expectation for \( k = 1, \ldots, 4 \); (4) \( E[l_0(\varepsilon_{ij})] < 0 \); and (5) \( l_0^{(-5)}(\varepsilon_{ij}) \) is bounded in probability.

**CONDITION 10.2.** Conditions on the design: (1) \( \Psi(\cdot) \) is a non-negative concave positive-homogeneous function with degree 1 and continuous and bounded first and second derivatives; (2) a design \( \xi^*_p \) is known such that \( \Psi[M(\xi^*_p)] = \Psi^*_A[1 + O(n^{-1})] \) and has a finite number of support points; (3) \( M^*_p \) and \( H^*_p \) are positive definite and \( \Psi^* > 0 \); and (4) \( X \) is a compact subspace of \( \mathbb{R}^d \).

10.2. Proof of Theorem 2.1

In this theorem the design is assumed to be fixed. The necessary conditions for the theorem to hold are Condition 10.1, \( E[(\hat{\eta}_i - \eta_i)^3] < \infty \) and that the allocation weights of the fixed design \( \hat{\xi}_n \) are positive constants as \( n \to \infty \). Note under the stated conditions \( \sqrt{n}(\hat{\eta}_i - \eta_i) \) has an asymptotically standard normal distribution.

From (2) we can write the likelihood as \( L(\beta | y) \propto \prod_{i=1}^d g_a[\eta_i - \beta^T f_x(x_i)] \). By the factorization theorem it is follows that \( \hat{\eta}, \hat{A} \) is a sufficient statistic. Since, \( \hat{\beta} \) given \( \hat{A} \) is an injection of \( \hat{\eta} \) it follows that \( \hat{\beta}, \hat{A} \) is a sufficient statistic.

Note that \( \hat{l}_n^{(1)}(y_{ij}) = l_n^{(1)}(y_{ij}) \), \( \hat{l}_n^{(2)}(y_{ij}) = l_n^{(2)}(y_{ij}) \) and \( \hat{l}_n^{(k)}(y_{ij}) = l_n^{(k)}(\hat{\varepsilon}_{ij}) \). Further, let \( l_n^{(k)}(\varepsilon_i) = \sum_{i=1}^n l_n^{(k)}(\hat{\varepsilon}_{ij}) \) and \( \hat{l}_n^{(k)}(\varepsilon_i) = \sum_{i=1}^d \hat{l}_n^{(k)}(\varepsilon_i) \). Remark that the kth derivative of the log likelihood for the design point evaluated the MLE, \( l_n^{(k)}(0) = \hat{l}_n^{(k)} \), is a function of the data through \( a_i \) alone.

The score function for \( \beta \) can be written as \( U(\beta) = \sum_{i=1}^d f_x(x_i)^T \left[ -e_i a_i + \frac{1}{2} e_i a_i + \frac{1}{6} e_i a_i \right] + o_p(n^{-1/2}) \)

\[ = -F^T I_A e + \frac{1}{2} F^T K_A diag(e) e + \frac{1}{6} F^T L_A diag(e^T e) e + o_p(n^{-1/2}), \]

where \( K_A = diag(l_a^{(3)}, \ldots, l_a^{(3)})^T \), \( L_A = diag(l_a^{(4)}, \ldots, l_a^{(4)})^T \) and \( e = \hat{\eta} - F \beta \).

Note \( U(\hat{\beta}) \) has the same form as \( U(\beta) \) with \( e \) replaced with \( \hat{e} = \hat{\eta} - F \hat{\beta} \). Then recalling that \( J_A = F^T I_A F \) and recognizing that \( U(\hat{\beta}) = 0 \) we get after some algebra that

\[ \hat{\beta} - \beta = J^{-1}_A F^T \left[ I_A e - \frac{1}{2} K_A diag(\hat{e}) \hat{e} - \frac{1}{6} L_A diag(\hat{e}^T \hat{e}) \hat{e} \right] + o_p(n^{-3/2}). \]
By a substitution the residuals can be written as

\[ \hat{e} = \hat{\eta} - \hat{F}\hat{\beta} = (I_d - P_A)e - \frac{1}{2} F J_A^{-1} F^T K_A \text{diag}(\hat{e}) \hat{e} + O_p(n^{-3/2}), \]

where \( P_A = F J_A^{-1} F^T I_A \) is a \( d \times d \) projection matrix with rank \( p \). Using (15) we can now write

\[ \hat{\beta} - \beta = J_A^{-1} F^T \left[ I_A e - \frac{1}{2} K_A \text{diag}((I_d - P_A)e)(I_d - P_A)e \right] + O_p(n^{-3/2}). \]

The following lemma considers the first 3 conditional moments of \( e_i \).

**Lemma 10.3.** Under the present conditions the following hold

\[ E[e_i | a_i] = -\frac{1}{2} \cdot \text{diag} (\hat{\mathbf{i}}_a_i) (\hat{\mathbf{i}}_a_i)^{-2} + o_p(n^{-1}), \quad E[e_i^2 | a_i] = \{\hat{\mathbf{i}}_a_i\}^{-1} + o_p(n^{-1}), \]

\[ E[e_i^3 | a_i] = -\frac{15}{6} \cdot \text{diag} (\hat{\mathbf{i}}_a_i) (\hat{\mathbf{i}}_a_i)^{-3} + o_p(n^{-2}) \]

and \( \sqrt{n_i (\hat{\mathbf{i}}_a_i / n_i - \mu)} \rightarrow N(0, \gamma^2) \)

for \( i = 1, \ldots, d \), where \( \gamma \) is given by equation (13).

The first two conditional moments of \( e_i \) and the asymptotic distribution of \( \hat{\mathbf{i}}_a_i \) are proven in [7]. The proof for the 3rd conditional moments is obtained using very similar steps as those used in [7] and is omitted. Condition 10.1 and \( E[(\hat{\eta}_i - \eta_i)^3] \) are very similar to the conditions assumed in [7] and are required for the lemma.

From (16) the conditional MSE of \( \hat{\beta} \) can be written

\[ \text{MSE}[\hat{\beta} | A] = E[(\hat{\beta} - \beta)(\hat{\beta} - \beta)^T | A] \]

\[ = J_A^{-1} F^T E \left[ I_A e e^T I_A - I_A e e^T T_A \text{diag}(e) K_A | A \right] F J_A^{-1} + O_p(n^{-2}), \]

where \( T_A = (I_d - P_A)^T \text{diag}((I_d - P_A)). \)

It can be shown that the \( ij \)th entry of \( e e^T T_A e \) is \( t_{ij}e_i e_j \sum_{k=1}^d t_{ik} e_k \), where \( t_{ij} \) is the \( ij \)th entry of \( T_A \). From Lemma 10.3 and independence it can be shown that \( E[ee^T T_A \text{diag}(e) | A] = O_p(n^{-2}). \) Which together with \( E[ee^T | A] = I_A^{-1} + O_p(n^{-1}) \) yields

\[ \text{MSE}[\hat{\beta} | A] = J_A^{-1} \left[ 1 + O_p(n^{-1}) \right] \]

as stated.

The scaled difference between observed and expected Fisher information is \( n^{-1} [J_A - \mathcal{F}(\xi)] = O_p(n^{-1/2}) \) by Lemma 10.3. This implies that \( \text{MSE}[\hat{\beta} | A] = [\mathcal{F}(\xi)]^{-1} \left[ 1 + O_p(n^{-1}) \right] \)

as stated.

### 10.3. *Proof of Theorem 5.1*

For this theorem the necessary conditions are that a FOD, \( \xi^F \), is known and the errors are in the location family. The proof does not explicitly use the fact that \( \xi^F \) is known; however, as defined the ROAD only exists if such a design is known.

We begin by establishing that in the location family the distribution of the residuals are unaffected by the ROAD procedure.

**Lemma 10.4.** Under the present conditions, if \( \bar{e} \) is the vector of residuals from the ROAD procedure then \( f(\bar{e}) = f(e) \), where \( e \) is the vector of residuals obtained from any arbitrary fixed design.

Proof of lemma. For the ROAD procedure the data from the past observations is only used to determine the mean function of the present response. Therefore, conditional on the mean function the responses are independent of the past data. This independence property has been
noted in adaptive designs [14]. In the current setting this implies \( \bar{y}_{11} | \eta_1, \ldots, \bar{y}_{dn_a} | \eta_d \) are independent random variables. Therefore \( (\bar{y}_{11} - \eta_1 | \eta_1, \ldots, \bar{y}_{dn_a} - \eta_d | \eta_d) = (\bar{y}_{11} | \eta_1, \ldots, \bar{y}_{dn_a} | \eta_d) \) are also independent random variables. However, \( \bar{y}_{ij} \) are ancillary and thus the distribution of \( \bar{y}_{ij} | \eta_i \) is the same as the distribution of \( \bar{y}_{ij} \) which implies \( \bar{y} \) is a sequence of i.i.d random variables with the same distribution as if no adaptation had taken place. □

Return to the proof of the theorem. First, the ROAD uses only the ancillary information available in the sample to determine the design for observation \( j = 2, \ldots, n \) and thus the design remains ancillary.

After run \( j \) the number of observations with design point \( x_i^{*} \), denoted \( N_i(j) \), is random. Denote the vector of responses observed at the \( i \)th design point from the first \( j \) runs as \( \bar{y}_i(j) = (\bar{y}_{i1}, \ldots, \bar{y}_{iN_i(j)})^T \). Further, define \( \bar{y}_i(j) \) to be the mean of the responses corresponding to these observations. The ancillary configuration statistic can be represented as \( \bar{\alpha}_i(j) = [\bar{y}_{i1} - \bar{y}_i(j), \ldots, \bar{y}_{iN_i(j)} - \bar{y}_i(j)]^T = [\bar{y}_{i1} - \bar{y}_i(j), \ldots, \bar{y}_{iN_i(j)} - \bar{y}_i(j)]^T \) [15]. Recall, \( \mathcal{A}(j) \) is a filtration and thus \( \mathcal{A}(j - 1) \) is \( \mathcal{A}(j) \) measurable. Since \( \bar{\alpha}_i(j) \) can be written as a function of the errors it follows from Lemma 10.4 that the \( \bar{\alpha}_i(j) \) remains ancillary following the ROAD. Since, \( \mathcal{A}(j) \) is generated by \( \bar{A}(k), k = 1, \ldots, j \) it too is ancillary. Further, per the definition of the ROAD the design point for the \( j \)th observation is \( \mathcal{A}(j - 1) \) measurable. In other words \( \mathbb{X} \in \mathcal{A} \) measurable. From Lemma 10.4

\[
\{ \bar{y} - \bar{\eta} \} | \mathcal{A} = \bar{\varepsilon} = \{ y - \bar{\eta} \} | \{ \mathbb{X} = \bar{X}, \mathcal{A} = \bar{A} \}.
\]

Subtracting \( \bar{\eta} \) from both sides implies the stated result.

10.4. Proof of Theorem 6.1 This theorem requires Conditions 10.1, 10.2 and \( E[\varepsilon_i^2] < \infty \). In what follows random variables with a check, eg. \( \bar{a}_i \), denote those obtained from a ROAD, random variables with a star, eg. \( a_i^{*} \), denote those obtained from a ROAD and random variables without a check or star, eg. \( a_i \), denote arbitrary random variables that could have been obtained from either a ROAD or FOD.

Let \( \omega_{A} = (\omega_{a_1}, \ldots, \omega_{a_d})^T \), where \( \omega_{a_d} = 1 - \sum_{i=1}^{d-1} \omega_{a_i} \) and note that from the positive homogeneity assumption of \( \Psi \) that

\[
\Psi\{J_A\} = \Psi\{Q_AM(\tau_A)/n\} = (Q_A/n)\Psi\{M(\tau_A)\}.
\]

A Taylor expansion of \( \Psi\{M(\tau_A)\} \) with respect to \( \omega_{(d),A} \) around \( w_{(d)}^{*} \), where the subscript \( (d) \) indicates the \( d \)th entry of the vector is removed, yields

\[
\Psi\{M(\tau_A)\} = \Psi^{*} + (\omega_{(d),A} - w_{(d)}^{*})^T \nabla \Psi\{M(\xi^{*})\} - (\omega_{(d),A} - w_{(d)}^{*})^T H_{\Psi}(\omega_{(d),A} - w_{(d)}^{*})/2
\]

\[
+ o_p\left[ (\omega_{(d),A} - w_{(d)}^{*})^T H_{\Psi}(\omega_{(d),A} - w_{(d)}^{*}) \right].
\]

When \( \xi^{*} \) is the continuous optimal design it the general equivalence theorem ensures that \( \nabla \Psi\{M(\xi^{*})\} = 0 \). Is \( \xi^{*}_{\Psi} \) is a design such that \( \Psi[M(\xi^{*}_{\Psi})] = \Psi^{*}[1 + O(n^{-1})] \) then \( \nabla \Psi\{M(\xi^{*})\} = O_p(n^{-1}) \) [see supplemental materials]. Therefore, (17) can be written, dropping the \( o_p \) term, as

\[
\Psi\{J_A\} = n \Psi^{*} \frac{Q_A}{n} - \left( \frac{Q_A}{n} \right) \frac{n}{2}(\omega_{(d),A} - w_{(d)}^{*})^T H_{\Psi}(\omega_{(d),A} - w_{(d)}^{*}) .
\]

The first lemma can be considered a corollary to [22] Theorem 1.

Lemma 10.5. Under the present conditions \( \omega_{a_i^{*}} - w_{i}^{*} = O_p(n^{-1/2}) \) and \( \omega_{a_i} - w_{i}^{*} = O_p(n^{-1}) \) for \( i = 1, \ldots, d \).
For \( \omega_{A^*} \), the conditions are more restrictive than the conditions in [22] Theorem 1 and thus \( \omega_{A^*} - w^*_i = O_p(n^{-1/2}) \). For \( \omega_{A^*} \), all conditions are satisfied by Lemma 2 in [22] trivially except the condition that \( \hat{x}(j) \) occurs at a point where \( w'_{ij} \) is defined as

\[
w'_{ij} = w^*_i + Q_A(j-1) \{ w^*_i - \omega_{A^*}(j-1) \} = w^*_i (1 + Q_A(j-1)) - Q_A(j-1) \omega_{A^*}(j-1)
\]

In other words, if \( w^*_i > \omega_{A^*}(j-1) \) then \( w'_{ij} > 0 \). By definition, the ROAD only searches for the \( j \)th optimal design point over the set of \( x^* \) such that \( w^*_i > \omega_{A^*}(j-1) \). Therefore, the conditions of [22] Theorem 1 are satisfied for the ROAD and \( \omega_{A^*} - w^*_i = O_p(n^{-1}) \).

This below lemma address the first term in (18).

**Lemma 10.6.** Under the present conditions \( E[Q_A/n] = h + o(n^{-1}) \), where \( A^* \) can be either \( A \) or \( A^* \).

Proof. In the ROAD the ancillary statistics are not independent and thus a significant amount of care is needed to show certain results that can be easily shown for a fixed design. Following a ROAD \( n_i \) is not fixed as it is for the FOD. Instead, in a ROAD the observed \( n_i \) is a random variable and is denoted \( N_i(n) \). Further, note that \( \tilde{a}_i \) is not a sequence of independent variables, once again this differs from fixed designs. The notation of the derivatives of the log likelihood, in the proof of Theorem 2.1 are altered to reflect this as \( l_{N_i(n)}^{(k)}(\varepsilon_i) \).

The following lemma gives the asymptotic behavior of the higher order derivatives of log likelihood functions evaluated at the MLE.

**Lemma 10.7.** Under the present conditions \( n^{-1} l_{\tilde{a}_i}^{(k)} \rightarrow w^*_i \mu_k \) in probability as \( n \rightarrow \infty \) for \( k = 1, \ldots, 4 \), where \( \mu_k = E[l_{0}^{(k)}(\varepsilon_{ij})] \).

The proof of this lemma is given in the supplemental materials.

Returning to the proof of Lemma 10.6. After re-arranging a three term Taylor expansion for \( \hat{a}_i \), we get

\[
i_{\hat{a}_i} = -l_{N_i(n)}^{(2)}(\varepsilon_i) - e_i l_{\tilde{a}_i}^{(3)} + e_i^2 l_{\tilde{a}_i}^{(4)} + o_p(1).
\]

Now from Lemmas 10.3 and 10.7 we can write the first two conditional moments as

\[
nE[e_i^2 | \tilde{a}_i] = -\frac{3 \mu^3}{2w_i \mu^2} + o_p(1) \quad \text{and} \quad nE[e_i l_{\tilde{a}_i}^{(3)}] = (2w_i \mu)^{-1} + o_p(1).
\]

The above holds for all \( i = 1, \ldots, d \). Taking the conditional expectation of both sides of (19) and recognizing that \( Q_A = \sum_{i=1}^{d} \mu^{-1} i_{\hat{a}_i} \)

\[
n^{-1} \sum_{i=1}^{d} E[Q_A] = -(n\mu)^{-1} E[l_{n}^{(2)}(\varepsilon)] + \frac{d}{\mu} \left( \frac{\mu^3}{2w_i \mu^2} + \frac{\mu^4}{2w_i} \right) + o(n^{-1}) = h + o(n^{-1}).
\]

The same steps with \( N_i(n) \) fixed can be used to show the lemma holds for fixed designs. □

Return to equation (18) for \( J_{\hat{A}} \). Lemma 10.5 ensures that the second and third terms of the right hand side are \( O_p(n^{-1}) \) and \( o_p(n^{-1}) \), respectively. Therefore \( E[\Psi \{ J_{\hat{A}} \}] = h \Psi^* n + o(1) \) as stated.

Consider equation (18) for \( \Psi \{ J_{A^*} \} \). Lemma 10.6 ensures that \( E[Q_{A^*}/n] = h + o(n^{-1}) \). The next lemma describes the asymptotic distribution of \( \omega_{(d), A^*} \). Note, this result holds only for fixed designs.
Lemma 10.8. Under the present conditions \( \sqrt{n}(\omega_{(d)} - w_{(d)}^*) = N[0, \gamma^2 V_\Psi^*] \).

Proof. Under the assumed conditions \( \sqrt{n}(q_{a_i}/n - w_{(i)}^*) \to N(0, w_{(i)}^* \gamma^2) \) for \( i = 1, \ldots, d \) in distribution as \( n \to \infty \) see [7]. The independence assumption implies that \( n^{-1/2}(q_{A^*}/n - w^*) \) is a vector of independent random variables with an approximate normal distribution with mean 0 and variance \( \gamma^2 W^* \), where \( q_{A^*} = (q_{a_1}^*, \ldots, q_{a_d}^*)^T \).

Let \( g(q_{A^*}) = q_{(d)}(1_q q_{A^*})^{-1} \), where \( q_{(d)} \) indicates that the \( d \)th element has been removed and let \( \hat{g}(q_{A^*}) \) represent the derivative with respect to \( q_{A^*} \) and note that

\[
\sqrt{n}(\omega_{(d)}, A^* - w_{(d)}^*) = \sqrt{n}q_{(d)}, A^*(1_q q_{A^*})^{-1} - w_{(d)}^*) = \sqrt{n}g(q_{A^*}) - w_{(d)}^* T,
\]

Note \( g(w^*) = w_{(d)}^* \) and \( \hat{g}(w^*) = (I_{d-1} - J_{d}^r, w_{(d)}^* 1_{d-1}) \), where \( J_{d}^r = J_{d-1} \text{diag}(w_{(d)}^*) \), \( I_{d-1} \) is the identity matrix and \( J_{d-1} \) is a matrix where each element is equal to 1. The delta method implies the result of the lemma after some basic algebra. \( \square \)

The second term in the right hand side of (18) for \( \Psi\{J_{A^*}\} \) is a quadratic form of a random variable \( \omega_{(d)}, A^* \). We consider only concave functions \( \Psi \), as a consequence the negative of the Hessian matrix, \( H_\Psi^* \), is positive definite. Thus Lemma 10.8 ensures

\[
nE \left[ (\omega_{(d)}, A^* - w_{(d)}^*)^T H_\Psi^* (\omega_{(d)}, A^* - w_{(d)}^*) / 2 \right] \to \gamma^2 \text{tr}(H_\Psi^* V_\Psi^*) / 2.
\]

Therefore we can write \( E[\Psi\{J_{A^*}\}] = h\Psi^* \left[ n - \gamma^2 R_{\Psi}^* \right] + o(1) \) as stated.

10.5. Proof of Theorem 6.3 The conditions for this theorem are the same as those for Theorem 6.1 with the additional condition that \( E[c_i^2] < \infty \). For the proof of this theorem it is required to calculate the limit of the \( O_p(n^{-1/2}) \) term of the conditional MSE which is given in the following Lemma

Lemma 10.9. Under the present conditions

\[
\text{MSE}[\hat{\beta}|A] = J_{A^*}^{-1} + n^{-2} G'(w, \mu) + o_p(n^{-2}),
\]

where \( G' \) is a finite matrix and \( \mu = (\mu_1, \mu_2, \mu_3)^T \).

The proof of this lemma along with details regarding \( G' \) are given in the supplemental materials.

Letting \( c_n = n^{-1} \) then a Taylor expansion around \( c_n = 0 \) yields

\[
n^{-1} \Psi(\text{MSE}[\hat{\beta}|A]^{-1}) = \Psi\{[nJ_{A^*}^{-1} + c_n G'(w, \mu) + o_p(n^{-1})]^{-1}\}
= n^{-1} \Psi(J_{A^*}) + c_n U_{A} + o_p(n^{-1}),
\]

where \( U_{A} = (\partial/\partial c_n) \Psi\{[nJ_{A^*}^{-1} + c_n G'(w, \mu)]^{-1}\}c_n = 0 \). The above holds for any arbitrary \( A \). Specifically, it holds for \( A = A^* \) or \( A^* \). Therefore we can write

\[
\Psi(\text{MSE}[\hat{\beta}|A^*]^{-1}) - \Psi(\text{MSE}[\hat{\beta}|A^*]^{-1}) = \Psi(J_{A^*}) - \Psi(J_{A^*}) + c_n [U_{A} - U_{A^*}]
+ o_p(1).
\]

From Theorem 6.1 it is known that \( J_{A^*} - J_{A^*} = O_p(n^{-1/2}) \); therefore,

\[
E[\Psi(\text{MSE}[\hat{\beta}|A^*]^{-1}) - \Psi(\text{MSE}[\hat{\beta}|A^*]^{-1})] = \gamma^2 \text{tr}(H_\Psi^* V_\Psi^*) / 2 + o(1).
\]

The term \( \text{tr}(H_\Psi^* V_\Psi^*) \) is shown to be greater than or equal to 0 if \( \gamma^2 > 0 \) and \( d > 1 \) in the proof of Corollary 6.2 which concludes the proof.
11. Gamma Hyperbola Linear Regression  In this section we show the gamma hyperbola model can be written as a linear regression model. The model is derived for a fixed design. We begin by stating the distribution of \((s, t) = (z_1 e^{\eta}, z_2 e^{-\eta})\), which is the product of two independent gamma random variables, i.e.,

\[
f_\eta(s, t) = e^{-(s+e^{-\eta})} \frac{1}{\Gamma[\eta]^2} (st)^{u-1}
\]

where \(\eta = \beta^T f_\eta(x)\). Let \(a = \sqrt{s \ell} \) and recall \(\frac{1}{2} \log[\ell/s] \) then using a change of variable we get

\[
f_\eta(y, a) = \frac{1}{\Gamma[\beta]^2} a^{y-1} e^{-a(e^{-(s+a)}+e^{-\eta})} = \frac{1}{\Gamma[\beta]^2} a^{y-1} e^{2a\log(\eta - a)}.
\]

Using the above expression we can now see that the location family condition that \(f_0(e) = f_0(y - \eta) = f_\eta(y)\) is satisfied.

12. Non-Optimal Fixed Designs  Let \(\xi = \{(x_i, w_i)\}_{i=1}^d\) be any arbitrary design in \(\Xi_\Delta\). Here we are interested in \(\xi\) such that \(\Psi[M(\xi)] = \Psi_{\Delta}^* + c_\xi n^{-\delta}\), where \(c_\xi > 0\) is a finite constant \(\delta \in (0, 1)\) for any design. The term \(\delta\) defines the degree to which \(\xi\) is approximately a FOD. Theorem 6.3 has already addressed \(\delta \geq 1\).

For \(\delta < 1\), a Taylor expansion of \(i_A\) around \(n_\mu w^*\), where \(i_A = (i_{a_1}, \ldots, i_{a_d})^T\),

\[
\Psi(J_A) = \Psi[M(\xi)] + (i_A - n_\mu w^*)^T \nabla \Psi[M(\xi)] + \frac{1}{2}(i_A - n_\mu w^*)^T H\Psi(i_A - n_\mu w^*) + O_p(1).
\]

The same steps to show (21) for random sample sizes still hold for fixed sample sizes; therefore,

\[
E[\Psi(J_A)] = n \Psi[M(\xi)] + O_p(1).
\]

This implies that

\[
\{E[\Psi(J_A^*)] - E[\Psi(J_A)]\} = c_\xi n^{1-\delta} + O_p(1),
\]

where \(J_A\) be the observed Fisher information with design satisfying \(\Psi[M(\xi_A^*)] = \Psi_{\Delta}^*[1 + O(n^{-1})]\) and \(J_A\) is the observed Fisher information from any design with \(\delta < 1\). The first term in the right hand side goes to infinity as \(n \to \). Equation (20) can be used to show that this is also true for the conditional MSE as claimed in the main text. Therefore, no design with \(\delta < 1\) is asymptotically more efficient that the FOD.

13. Gradient of \(\Psi\)  To begin assume that \(\xi_{\psi}^*\) is a continuous optimal design. The gradient of \(\Psi\) must be found under the constraint \(\omega_{a_i} = 1 - \sum_{i=1}^{d-1} \omega_{a_i}\). Under this constraint the total derivative treating \(\omega_{a_i}, k \neq i = 1, \ldots, d - 1\) as fixed is

\[
\frac{d}{d\omega_{a_i}} \Psi(M(\tau_A)) = \frac{\partial}{\partial \omega_{a_i}} \Psi(M(\tau_A)) + \frac{\partial}{\partial \omega_{a_i}} \Psi(M(\tau_A)) \frac{d\omega_{a_d}}{d\omega_{a_i}} = -f^T(x_i^*) \frac{\partial \Psi}{\partial M} f^T(x_i^*) - f^T(x_d^*) \frac{\partial \Psi}{\partial M} f^T(x_d^*) \frac{d\omega_{a_d}}{d\omega_{a_i}}.
\]
for \( i = 1, \ldots, d - 1 \). From the general equivalence theorem \( f^T(x_1^*) \frac{\partial \Psi}{\partial \beta} f^T(x_i^*)|_{\beta=M} = \text{tr}(M \frac{\partial \Psi}{\partial \beta})|_{\beta=M} \) for all optimal design points. Further, taking the derivative of the constraint yields \( d\omega_{a_i} = -d\omega_{a_i} \). Therefore,

\[
\left[ \frac{d}{d\omega_{a_i}} \Psi\{M(\tau_A)\} \right]_{M(\tau_A)=M^*} = 0
\]

which implies the gradient is a vector of zeros under the constraint. For \( \xi^* \) such that \( \Psi[M(\xi^*)] = \Psi_A^*[1 + O(n^{-1})] \) it is straightforward to show that \( \nabla \Psi\{M(\tau_A)\} = O_p(n^{-1}) \).

14. Additional Technical Details In this section the supporting arguments for the additional theoretical results are presented.

14.1. Proof of Corollary 5.2 First, consider the sufficiency result. It is well known that the likelihood following an adaptive design does not change the form of the likelihood [14]. Therefore, \( L(\beta|y) \propto \prod_{i=1}^d g_{a_i}[\hat{y}_i - \beta^T f_x(x_i)] \) is still the likelihood following the ROAD. However, note that \( \hat{\eta} \) is a function of \( N(n) = [N_1(n), \ldots, N_d(n)] \). Observing the likelihood and we can see that \( (\hat{\eta}, N(n), \mathcal{A}) \) is a sufficient statistic. Now from the proof of Theorem 5.1 \( N(n) \) and \( \mathcal{A} \) are \( \mathcal{A} \) measurable. Therefore, \((\hat{\eta}, \mathcal{A})\) is a sufficient statistic. Finally, since \( \hat{\beta} \) given \( \mathcal{A} \) is an injection of \( \hat{\eta} \) it follows that \((\hat{\beta}, \mathcal{A})\) is a sufficient statistic.

The steps used to prove

\[
n\text{MSE}[\hat{\beta}|\mathcal{A}] = nJ^{-1}_A \left[ 1 + O_p(n^{-1}) \right].
\]

in Theorem 2.1 were all based on the conditional distribution of the MLE. Therefore, by Theorem 5.1 the exact same steps are still valid following the ROAD with \( \mathcal{A} \) replaced with \( \mathcal{A} \). This directly implies that

\[
n\text{MSE}[\hat{\beta}|\mathcal{A}] = nJ^{-1}_A \left[ 1 + O_p(n^{-1}) \right].
\]

All that remains to be shown is that \( n^{-1}[J_A - \mathcal{F}(\xi^*)] = O_p(n^{-1/2}) \) following the ROAD procedure. Write

\[
J_A - \mathcal{F}(\xi^*) = \sum_{i=1}^{d} (\hat{a}_i - \mu N_i(n))f_x(x_i^*)f_x^T(x_i^*).
\]

The matrices \( f_x(x_i^*)f_x^T(x_i^*) \) are finite for all \( i \); therefore, the above has the same order as

\[
\sum_{i=1}^{d} (\hat{a}_i - \mu N_i(n)) = \mu(Q_A - n).
\]

Recalling that \( Q_A = \sum_{i=1}^{d} \mu^{-1} \hat{a}_i \) and using the expansion in (19) we can write

\[
\mu \sqrt{n}(Q_A/n - 1) = \sqrt{n}(\hat{a}_i(n)/n - 1) + O_p(n^{-1/2}).
\]

The central limit theorem ensures that the right hand side of the above has a limiting normal distribution; therefore \( (Q_A/n - 1) = O_p(n^{-1/2}) \) which implies the stated result.

14.2. Proof of Lemma 10.7 The following lemma describes the limiting behavior of the random sample sizes of the ROAD on each optimal support point.

**Lemma 14.1.** Under the conditions of Theorem 6.1

\[
N_i(n)/n \rightarrow w_i^*
\]

in probability as \( n \rightarrow \infty \) for \( i = 1, \ldots, d \).
implies that directly implies Theorem 6.2.

\[ \lambda H_i \]

It was shown in the proof of Corollary 14.3. It was shown in the proof of 14.3 that \( Q_A/n = (n\mu)^{-1} \sum \hat{a}_i \) is has a limiting normal distribution. This implies that \( \hat{a}_i/n \) has a finite variance for all \( i \) and thus by Chebychev’s inequality it also converges in probability to its mean. Recall that \( \omega_{a_i} = \hat{a}_i/\sum \hat{a}_i \) then Lemma 10.5 implies that

\[ E[\hat{a}_i/n] \to \mu w_i^* \]

in probability as \( n \to \infty \). Therefore,

\[ N_i(n)/n \to w_i^* \]

in probability as \( n \to \infty \) as stated. □

Using steps similar to those used to show (21) and (22) it can be shown that

\[ n^{-1}E[l_{N_i}^{(k)}] = n^{-1} \mu_k E[N_i(n)] + o(1) \]

\[ n^{-2} \text{Var}[l_{N_i}^{(k)}] = \text{Var}[N_i(n)/n] + o(1) \]

for \( i = 3, 4 \). The lemma follows from Lemma 14.1 and Chebychev’s inequality. □

14.3. Proof of Corollary 6.2  Theorem 6.1 directly implies

\[ \Psi\text{-Eff}_{CI} = \left[ 1 - \frac{\gamma^2}{n} R_{\Psi}^* \right]^{-1} + o(1). \]

To show that \( \Psi\text{-Eff}_{CI} \geq 1 \) note that [8] show that lower bound on the trace can be written,

\[ R_{\Psi}^* = \frac{\gamma^2}{2} \text{tr}(H_{\Psi}^* V_{\Psi}^*) \geq \frac{\gamma^2}{2} \lambda_n(H_{\Psi}^*) \text{tr}(V_{\Psi}^*) \]

where \( \lambda_n(H_{\Psi}^*) > 0 \) is the smallest eigenvalue of \( H_{\Psi}^* \) which is positive definite. Further, after some basic algebra it can be shown that

\[ \text{tr}(V_{\Psi}^*) = (d - 1) \sum_{i=1}^{d-1} w_i^3 + \sum_{i=1}^{d-1} w_i(1 - w_i) > 0 \]

if \( d > 1 \). Therefore, \( R_{\Psi}^* > 0 \) if \( d > 1 \).
14.4. Proof of Lemma 6.3 The following lemma considers the fourth conditional moment of $e_i$.

**Lemma 14.2.** Under the present conditions the following hold
\[ E|e_i^4|a_i| = 3|a_i|^{-2} + o_p(n^{-2}) \]
for $i = 1, \ldots, d$.

The proof for is obtained using very similar steps as those used in [7] and is omitted.

Next, expanding the conditional MSE yields
\[
(\hat{\beta} - \beta)(\hat{\beta} - \beta)^T = J_A^{-1}F^T[I_Aee^T I_A - I_Aee^T diag(\hat{e})K_A] + \frac{1}{4}K_A diag(\hat{e}\hat{e}^T diag(\hat{e})K_A)
\]
\[
- \frac{1}{3}I_Aee^T diag(\hat{e}^T \hat{e})L_A \right] FJ_A^{-1} + o_p(n^{-2}).
\]

Now using the equation (15) we can write
\[
\hat{e}^T diag(\hat{e}) = \left( (I_d - P_A)e - \frac{1}{2}FJ_A^{-1}F^T K_A diag(\hat{e})\hat{e} \right)^T diag((I_d - P_A)e)
\]
\[
- \frac{1}{2}FJ_A^{-1}F^T K_A diag(\hat{e})\hat{e}
\]
\[
e^T(I_d - P_A)^T diag\{e(I_d - P_A)\}
\]
\[
- \frac{1}{2}e^T(I_d - P_A)^T diag\{FJ_A^{-1}F^T K_A diag(\hat{e})\hat{e}\}
\]
\[
- \frac{1}{2}\hat{e}^T diag(\hat{e})K_A FJ_A^{-1}F^T diag\{(I_d - P_A)e\} + o_p(n^{-2})
\]

Now using the above and recalling that $\hat{e} = (I_d - P_A)e + O_p(n^{-1})$ we get
\[
(\hat{\beta} - \beta)(\hat{\beta} - \beta)^T = J_A^{-1}F^T[I_Aee^T I_A - I_Aee^T T_A K_A]
\]
\[
+ \frac{1}{2}I_Aee^T (I_d - P_A)^T diag\{FJ_A^{-1}F^T K_A diag(e)\} K_A
\]
\[
+ \frac{1}{2}I_Aee^T diag(e)K_A FJ_A^{-1}F^T diag\{(I_d - P_A)e\} K_A
\]
\[
+ \frac{1}{4}K_A diag(e)ee^T diag(e) K_A - \frac{1}{3}I_Aee^T diag(e^T e) L_A \right] FJ_A^{-1}
\]
\[
+ o_p(n^{-2}).
\]

Now we consider the the bracketed terms in the above. The conditional expectation of the first term is
\[
E[I_Aee^T I_A | A] = I_A \left\{ I_p + \frac{1}{2}I_A^{-1} \left[ \frac{5}{4}I_A^{-1} K_A^2 + L_A \right] I_A^{-1} \right\} + o_p(n^{-2}).
\]

Next note that by Lemma 10.7 the following hold
\[
n^{-1}I_A = \mu_W + o_p(1)
\]
\[
n^{-1}K_A = \mu_3W + o_p(1)
\]
\[
n^{-1}L_A = \mu_4W + o_p(1).
\]
The above implies that $P_A = P_W + o_p(1)$, where $P_W = FM^{-1}F^TW$. Using the above the second term can be written as

$$I_A e^T T_A K_A = n^2 \mu_3 W e^T (I_d - P_W)^T \text{diag}\{e(I_d - P_W)\} W [1 + o_p(1)].$$

As shown in the proof of Theorem 2.1 the above is $O_p(n^{-2})$ and therefore the $o_p(1)$ can be ignored to obtain the required order of approximation. Using a similar method to the above the 2nd - 6th bracketed terms in 14.4 can be expressed as

$$G(e) = n^2 \left[ -\mu_3 W e^T (I_d - P_W)^T \text{diag}\{e(I_d - P_W)\} W
+ \frac{1}{2} \mu_3 W e^T (I_d - P_W)^T \text{diag}\{P_W \text{diag}(e)e\} W
+ \frac{1}{2} \mu_3 W P_W \text{diag}\{(I_d - P_W)e\} W
+ \frac{1}{4} \mu_3 W \text{diag}(e) e^T \text{diag}(e) W - \frac{1}{3} \mu_4 e^T \text{diag}(e^T e) \right].$$

respectively. The conditional expectation of $G(e)$ depends on the conditional moments of $e_i e_j e_k e_l$, where $r + s + t + u = 4$. The full expression is very complicated and is not given. Per Lemma 10.3 and 14.2 and by conditional independence each of the conditional moments exist and are function of $l_\alpha^{(k)}$, $i' = i, j, k, l$ and $k = 2, 3, 4$. Which by Lemma 10.7 $l_\alpha^{(k)} = w_i \mu_k + o_p(1)$. The conclusion of this discussion is that $E[G(e)|A] = G(w, \mu) [1 + o_p(1)]$, where $\mu = (\mu, \mu_3, \mu_4)^T$. Now combining all the terms we can write the conditional MSE as

$$\text{MSE}[\hat{\beta}|A] = J_A^{-1} + J_A^{-1} F^T \left\{ \frac{5}{4} I_A^{-2} K_A^2 + \frac{1}{2} I_A^{-1} L_A \right\} F J_A^{-1} + o_p(n^{-2})$$

$$= J_A^{-1} + (n\mu)^{-2} M^{-1} F^T \left\{ \frac{5}{4} \mu_3^2 + \frac{1}{2} \mu_4 \right\} M^{-1} F + o_p(n^{-2})$$

$$= J_A^{-1} + n^{-2} G'(w, \mu) + o_p(n^{-2}),$$

where $G'(w, \mu)$ is a finite matrix. □
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