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Abstract. We investigate a particle system which is a discrete and deterministic approximation of the one-dimensional Keller-Segel equation with a logarithmic potential. The particle system is derived from the gradient flow of the homogeneous free energy written in Lagrangian coordinates. We focus on the description of the blow-up of the particle system, namely: the number of particles involved in the first aggregate, and the limiting profile of the rescaled system. We exhibit basins of stability for which the number of particles is critical, and we prove a weak rigidity result concerning the rescaled dynamics. This work is complemented with a detailed analysis of the case where only three particles interact.

1. Introduction and main results. We investigate the numerical analysis of a deterministic particle approximation of the Keller-Segel type equation that was introduced in [7, 3]. We focus on the blow-up issue at the discrete level, when a cloud of particles merge together to form the first singular aggregate. We restrict to a one-dimensional version of the Keller-Segel equation which shares common features with the classical two-dimensional problem.

We first recall some basic facts relative to the celebrated Keller-Segel model. It was introduced in the early 70’s by E.F. Keller and L.A. Segel in order to describe self-organization of amoebae and bacteria colonies [23, 24] (see [20, 19, 2] for modelling and analysis reviews). This model focuses on motion of cells: it does not take into account cell division and cell death. Cells randomly diffuse, and are attracted by a chemical signal which is secreted by the cells themselves. The cell density is denoted by \( \rho(t,x) \), and the chemical signal is denoted by \( S(t,x) \). The Keller-Segel...
system consists of two partial differential equations. It writes in its simplest version, in the two-dimensional setting, as follows:

$$\begin{align*}
\partial_t \rho(t, x) &= \Delta \rho(t, x) - \chi \nabla \cdot (\rho(t, x) \nabla S(t, x)), \quad t > 0, \ x \in \mathbb{R}^2, \\
-\Delta S(t, x) &= \rho(t, x), \text{equivalently: } S(t, x) = -\frac{1}{2\pi} \int_{\mathbb{R}^2} \log |x - y| \rho(t, y) \, dy. 
\end{align*}$$

(1)

The Cauchy problem is complemented with some initial datum $\rho(0, x) = \rho_0$, and some integrability condition at infinity (see below). Here the parameter $\chi > 0$ is the chemosensitivity: it measures the influence of the gradient of the chemical signal on the biased motion of cells. The first equation in (1) is conservative. So, there is another parameter in the model, namely the total number of cells $M = \int_{\mathbb{R}^d} \rho_0(x) \, dx = \int_{\mathbb{R}^d} \rho(t, x) \, dx$. The second equation of the system states that the signal $S$ is produced by the cells, and it diffuses at long-range. Thus, it acts as a self-attracting potential. Since $\chi$ is assumed to be positive.

Equation (1) expresses a competition between dispersion of cells (by diffusion) and aggregation (by chemotaxis). It exhibits very interesting mathematical behaviours, such as the blow-up of solutions after a finite time. This is an idealization of clusters of cells which are observed experimentally [28].

One the remarkable properties of (1) is the energy structure. The Keller-Segel system is endowed with a free energy $F$, which is nonincreasing along the flow of solutions. In the two-dimensional case, the free energy reads as follows,

$$F[\rho] = \int_{\mathbb{R}^2} \rho(x) \log \rho(x) \, dx + \frac{\chi}{4\pi} \iint_{\mathbb{R}^2 \times \mathbb{R}^2} \log |x - y| \rho(x) \rho(y) \, dx \, dy. \quad (2)$$

Formally, we have the following dissipation identity (see [5] for a rigorous justification),

$$\frac{d}{dt} F[\rho(t)] = -\int_{\mathbb{R}^d} \rho(t, x) |\nabla (\log \rho(t, x) - \chi S(t, x))|^2 \, dx \leq 0. \quad (3)$$

It is instructive to discuss the action of dilations on the free energy (2). Since the total mass of cells is conserved, we consider mass-preserving dilations such as $\rho_\lambda(y) = \lambda^{-2} \rho(\lambda^{-1} y)$. The free energy becomes,

$$F[\rho_\lambda] = F[\rho_\lambda] - 2M \log \lambda + \frac{\chi}{4\pi} M^2 \log \lambda = F[\rho_\lambda] + 2M \left( \frac{\chi M}{8\pi} - 1 \right) \log \lambda.$$

We observe the logarithmic homogeneity with respect to mass-preserving dilations. Furthermore, we notice that the behaviour of the free energy depends on the value of $\chi M$. If $\chi M < 8\pi$, then $F[\rho_\lambda] \to +\infty$ as $\lambda \to 0$. This is ruled out in the evolution of the system by the a priori boundedness of the free energy $F[\rho(t)] \leq F[\rho_0]$ (3). Therefore no concentration ($\lambda \ll 1$) is expected in the subcritical case $\chi M < 8\pi$. In the supercritical case $\chi M > 8\pi$ however, we have $F[\rho_\lambda] \to +\infty$ as $\lambda \to +\infty$. Therefore no dispersion ($\lambda \gg 1$) of the cell density is expected in this case.

It is remarkable that these expectations are correct. This is a consequence of the peculiar structure of the Keller-Segel system.

**Theorem 1.1** (Blanchet-Dolbeault-Perthame). Assume that the initial datum satisfies $\rho_0 \left( \log \rho_0 \right) + (1 + |x|^2) \in L^1$. Then, the following dichotomy holds true: If $\chi M > 8\pi$, then the solution blows up in finite time, whereas if $\chi M < 8\pi$, then the solution is global in time. In the latter case, the density converges to a self-similar profile as $t \to +\infty$. 

In this paper, we study a one-dimensional version of (1) that shares similar features,
\[
\begin{aligned}
\partial_t \rho(t,x) &= \partial_x^2 \rho(t,x) - \chi \partial_x (\rho(t,x) \partial_x S(t,x)), \quad t > 0, \quad x \in \mathbb{R}, \\
S(t,x) &= -2 \int_{\mathbb{R}} \log |x - y| \rho(t,y) \, dy.
\end{aligned}
\] (4)

It exhibits the very same dichotomy as in Theorem 1.1, see [7, 6]. Here, we pursue the numerical analysis of (4) as it was initiated in [3] in the subcritical case. We take advantage of the one-dimensional structure to design a numerical particle scheme which possesses the same geometrical structure as the continuous problem. The strategy is as follows: it is well known that continuous systems of diffusive self-interacting particles possess a gradient flow structure with respect to the free energy [1, 21, 29, 36]. The euclidean distance between particles translates into the Wasserstein distance between distributions of particles in the space of probability measures. We proceed the other way around: we discretize the free energy in Lagrangian coordinates [15], then we consider the time continuous gradient flow with respect to the euclidean metric.

The free energy of the one-dimensional Keller-Segel equation with a logarithmic interaction kernel reads as follows in the Lagrangian coordinates:
\[
E(X) = -\int_{(0,1)} \log \left( \frac{dX}{dm} \right) \, dm + \chi \int_{(0,1)^2} \log |X(m) - X(m')| \, dm \, dm'.
\] (5)

Here, \( X : (0,1) \to \mathbb{R} \) encodes the position of particles with respect to the partial mass \( m \in (0,1) \). We assume that \( X \) belongs to the energy space \( \mathcal{X} \):
\[
\mathcal{X} = \left\{ X \in L^2(0,1) \cap C^1(0,1) : \frac{dX}{dm} \geq 0, \text{ and } E(X) \text{ is finite} \right\}.
\]
The first contribution in (5) is the internal energy, which accounts for the diffusion of particles. The second contribution is the interaction energy which accounts for the self-attraction of particles.

It is worth noticing that the blow-up phenomenon in the supercritical case can be simply deduced from the logarithmic homogeneity of (5) with respect to dilations \( X_\lambda = \lambda X \). On the other hand, the global existence in the subcritical case is also a consequence of the energy structure [5]. Therefore if we discretize the problem in such a way to keep those two properties (logarithmic homogeneity and gradient flow structure) then we can ensure the critical mass phenomenon at the discrete level too.

The numerical scheme is thus designed as follows: (i) we discretize the density of particles into a finite number of particles, \( N \) fixed throughout the paper, having equal masses \( h_N = \frac{1}{N} \), at positions \( (X_i)_{1 \leq i \leq N} \) such that \( X_1 < X_2 < \cdots < X_N \); (ii) we opt for a simple discretization of (5):
\[
\mathcal{E}(X) = -\sum_{i=1}^{N-1} \log (X_{i+1} - X_i) + \chi h_N \sum_{1 \leq i \neq j \leq N} \log |X_i - X_j|,
\] (6)
(notice that we have omitted a factor \( h_N \) in front of both contributions of (6) for the sake of clarity. In addition we have dropped an additive constant which is irrelevant for the definition of the gradient flow); (iii) we take the finite-dimensional euclidean
gradient flow of $\mathcal{E}_N$. This gives,
\[
\dot{X}_i = -\frac{1}{X_{i+1} - X_i} + \frac{1}{X_i - X_{i-1}} + 2\chi h_N \sum_{j \neq i} \frac{1}{X_j - X_i},
\] (7)
complemented with the dynamics of the extremal points
\[
\begin{cases}
\dot{X}_1 = -\frac{1}{X_2 - X_1} + 2\chi h_N \sum_{j \neq 1} \frac{1}{X_j - X_1} \\
\dot{X}_N = \frac{1}{X_N - X_{N-1}} + 2\chi h_N \sum_{j \neq N} \frac{1}{X_j - X_N}
\end{cases}
\] (8)

The particle scheme (7)–(8) presents several advantages. First, it is very similar to the two-dimensional Keller-Segel equation from the geometric viewpoint (i.e. the gradient flow of a homogeneous functional). Thus it captures accurately the critical mass phenomenon. Second, the Lagrangian viewpoint avoids truncation of a spatial domain, which is usually the case for finite volume schemes, see e.g. [12]. On the other hand we assume that extremal particles are not interacting with $\pm \infty$ (8). Third, as blow-up occurs the scheme (7) dynamically adapt the “mesh” (from the eulerian viewpoint) to increase accuracy at the blow-up point since many particles converge towards it.

A stochastic particle approximation of the two-dimensional Keller-Segel equation has been extensively studied by Haskovec and Schmeiser in a couple of papers [16, 17]. The first paper is concerned with the design a numerical scheme which enables to follow heavy aggregates after the occurrence of blow-up in the spirit of [11, 25, 34, 35] (see also [10, Chapter 7] for a similar work for (7)–(8)). The second paper analyses the limit of a large number of particles. The author investigate the Boltzmann hierarchy obtained in the limit $N \to +\infty$, and prove its compatibility with the measure-valued solutions à la Poupaud defined in [11]. In addition they focus on the case of two interacting particles only. The main difference between [16, 17] and our approach relies on the treatment of the diffusion term. Our approach is fully deterministic and transcripts the diffusion of particles into a pressure term that pushes apart neighbouring particles, as can be seen in (7)–(8). We also refer to [8] for a deterministic approximation of the two-dimensional Keller-Segel equation in Lagrangian coordinates.

A challenging question in the analysis of the two-dimensional Keller-Segel equation consists in proving that the first blow-up set contains exactly the critical amount of mass. This question requires to understand very precisely the dynamics close to the blow-up time/point. This question was raised in [9]. A constructive partial answear was given in [18] in the radial case using formal matching asymptotics. It has been extensively studied in [32]. In [22] the authors investigate the critical radially symmetric case, for which it is known that blow-up occurs in infinite time [4]. In a recent work [30], the authors rigorously derive the blow-up dynamics obtained in [18]. By using very powerful techniques of critical blow-up problems developed for parabolic and dispersive equations, they are able to characterize very precisely the dynamics of blow-up close to the critical ground state $Q(x) = \frac{\pi}{(1+|x|^2)^{\frac{d}{2}}}$. They prove that for initial data having supercritical mass and close to the ground state in some weighted $H^2$ norm, the solution blows-up with a universal blow-up rate and a universal profile given by a dilation of the ground state.

In the present work we address similar questions for the discrete problem (7)–(8):
(i) prove that the blow-up of a critical amount of mass (here a critical number of particles) is a stable process,
(ii) investigate the dynamics close to the blow-up time/point in the stable regime.

We relax several difficulties specific to the continuous setting. As a drawback we miss refined dynamics such as the logarithmic correction of the blow-up rate [18, 30]. On the other hand our analysis does not rely on any perturbation analysis. Alternatively, the Lagrangian formulation is well suited to separate inner and outer contributions to the blow-up, as explained below. In addition we completely describe the case of three interacting particles. There it is clear that blowing-up with the critical amount of mass is a generic process. Only very peculiar symmetric cases break this structure.

In order to state our stability result we define a decreasing family of critical sensitivity parameters for $k = 1 \ldots N$,

$$\chi^k_N = \frac{N}{k}. \tag{9}$$

It is not difficult to prove that for $\chi < \chi^k_N$, $k$ isolated particles cannot form a blow-up aggregate. For convenience we call any blow-up aggregate a blow-up set, see Definition 2.1 for refinements. Therefore it is natural to address the following problem.

**Problem** (Discrete mass quantization problem). Assume $\chi^k_N < \chi < \chi^{k-1}_N$. Does the first blow-up set contain exactly $k$ particles?

We shall see that in the case of three particles, answer to Problem 1 is false in general for symmetry reasons. However we give below a positive answer to Problem 1 for a reasonably large set of initial data.
Theorem 1.2 (Stability). Let $\chi_{k}^{N} < \chi < \chi_{N}^{k-1}$. There exists a set $D_{N,\chi}$ such that for any initial data $X(0) \in D_{N,\chi}$, the solution $X$ of (7)–(8) aggregates exactly $k$ particles when blow-up occurs. The set $D_{N,\chi}$ plays the role of a basin of stability.

The stability set $D_{N,\chi}$ is defined in (43). It is parametrized by some arbitrary $\epsilon > 0$, measuring the isolation of some subset of particles initially (the inner set). Furthermore this parametrization enables to contract the isolated subset of particles such that we control the blow-up time.

We are not able to handle the transition cases, where $\chi = \chi_{k}^{N}$ for some $k = 1 \ldots N$, as discussed in the case of three particles.

A formal stability result was obtained in the two-dimensional case by Velázquez [33]. The author showed that a small perturbation of the initial data leads to the formation of a singularity which is close in time and location. A precise statement is contained in [30].

Within the framework of Theorem 1.2 we are able to prove quantitative results about the blow-up dynamics. We define the rescaled free energy.

Definition 1.3 (The local rescaled energy functional). Let $k = 1 \ldots N$, and $I \subset [1, N]$ a blow-up set such that $|I| = k$. We define $E_{resc}^{k}$ by:

$$E_{resc}^{k}(Y) = -\sum_{i \in I \setminus \{\max I\}} \log (Y_{i+1} - Y_{i}) + \chi h_{N} \sum_{i,j \in I \times I \atop i \neq j} \log |Y_{i} - Y_{j}| - \frac{\alpha}{2} \sum_{i \in I} |Y_{i}|^{2},$$

where $\alpha = (k - 1) \left(\frac{\chi}{\chi_{N}^{k}} - 1\right) > 0$.

Theorem 1.4 (Rigidity of the blow-up). Let $X \in \mathbb{R}^{N}$ such that any blow-up set is made of $k$ particles. Let $I$ be one of them, then there exists $\epsilon_{\infty} \in \mathbb{R}$ such that for any sequences $t_{n} \rightarrow T$ there exists a subsequence $t'_{n} \rightarrow T$ and a critical point $Y_{\infty}$ of $E_{resc}^{k}$, having energy level $E_{resc}^{k}(Y_{\infty}) = \epsilon_{\infty}$,

$$\left(\frac{X_{i}(t'_{n}) - \overline{X}}{\sqrt{2\alpha(T - t'_{n})}}\right)_{i \in I} \rightarrow Y_{\infty} \in C_{\infty},$$

where $\alpha = -(k - 1) \left(1 - \frac{\chi}{\chi_{N}^{k}}\right)$, $T$ is the blow-up time and $\overline{X} \in \mathbb{R}$ the blow-up point.

It means that the blow-up profile involves only the $k$ particles contributing to the blow-up. In addition they all aggregate with the same parabolic rate, with an asymptotic profile up to extraction.

Theorem 1.4 is very much inspired by the analysis of blow-up for the nonlinear heat equation; see e.g. [14, 26, 27] for classical references on this subject.

The paper is structured as follows: in section 2 we present basic definitions and results regarding the blow-up phenomena for the system (7)–(8). In Section 3, we introduce some quantities which enable to follow carefully the the blow-up, together with useful estimates. The main technical propositions of this paper are stated in Section 4. Section 5 is devoted to the stability issue, in particular it contains the proof of Theorem 1.2. In Section 6, we focus on the rigidity problem and prove Theorem 1.4. Finally, in Section 7 we discuss the perspectives of our work. In Appendix, we completely resolve the case of three particles $N = 3$. This illustrates
the results contained in our work, and it sheds a light on the abnormal scaling arising at the transition $\chi = \chi_3^2$.

2. Blow-up phenomena.

2.1. Definitions. For the system defined in (7)–(8) we give two definitions of the blow-up.

Definition 2.1 (Blow-up of particles). Let $T > 0$ and $X$ a solution of (7)–(8) defined on $[0, T)$. Let $\mathcal{I} \subset [1, N]$ a set of consecutive indices and $\mathcal{O} = [1, N] \setminus \mathcal{I}$. We say that $\mathcal{I}$ weakly blows up at time $T$ if

$$\forall (i, i + 1) \in \mathcal{I} \times \mathcal{I} \lim_{t \to T^-} \inf_{i \in \mathcal{I}} (X_{i+1} - X_i) = 0.$$  \hspace{1cm} (10)

We say that $\mathcal{I}$ strongly blows-up if there exist $c > 0$ with

$$\forall (i, j) \in \mathcal{I} \times \mathcal{O} \lim_{t \to T^-} |X_i - X_j| \geq \frac{c}{t}.$$  \hspace{1cm} (11)

In any case, when the set $\mathcal{I}$ is maximal for the inclusion, we call it a blow-up set.

Notice that a strong blow-up set is a weak blow-up set. The difference between both definitions is the possibility of discrepancy between the lim inf and the lim sup for a weak blow-up set. It is not trivial to rule out this behaviour. In Proposition 5 we show that a weak blow-up set made of $k$ particles is a strong blow-up set.

It is natural to study the actions of dilations on the energy $\mathcal{E}$. By the logarithmic homogeneity we have for $\lambda > 0$

$$\mathcal{E} (\lambda X) = \mathcal{E} (X) - \log (\lambda) [(N - 1) - \chi h_N N (N - 1)].$$  \hspace{1cm} (12)

We define accordingly the critical parameter $\chi_N$:

Definition 2.2 (Critical parameter).

$$\chi_N = \frac{1}{h_N N} = 1.$$  

The heuristics of (12) is the following: if $\chi < \chi_N$ then the energy is not bounded from below when $\lambda$ goes to infinity, which means a dilatation of the set of particles $(X_i)$. It is the subcritical regime.

If $\chi > \chi_N$ the energy is not bounded from below when $\lambda$ goes to 0 which corresponds to a contraction of the set of particles $(X_i)$. Moreover the computation of the second moment $\Pi^2 (X) = \sum_{i=1}^N X_i^2$ gives

$$\frac{1}{2} \frac{d}{dt} \Pi^2 = \langle \dot{X}(t), X(t) \rangle = \langle - \nabla \mathcal{E}(X(t)), X(t) \rangle = (N - 1) [1 - \chi h_N N] < 0.$$  \hspace{1cm} (13)

The last equality is obtained by differentiation of (12) with respect to $\lambda$, at $\lambda = 1$. Since $\Pi^2$ is positive this computation fails in finite time. It means that there exists $(T, i) \in \mathbb{R}^+ \times [1, N]$ such that $\lim_{t \to T^-} (X_{i+1} (t) - X_i (t)) = 0$. The set $[i, i + 1]$ weakly blows-up in finite time and there exists a maximal weak blow-up set.

Similarly we define the critical parameter of $k$ adjacent particles bearing mass $h_N$:

$$\chi_N^k = \frac{1}{h_N k}.$$  

We aim to give natural and robust conditions under which a maximal blow-up set $\mathcal{I}$ carries exactly the critical number of particles, that is $k$ such that $\chi_N^k < \chi < \chi_N^{k-1}$.

The computation (13) also proves the following claim.
Claim 2.3. Let $\chi > \chi_N$ and $X$ be a solution of (7)–(8). Then there exists a weak blow-up set and for any $i \in [1, N]$, $|X_i| \leq \sqrt{t}(X(0))$.

2.2. A first look on the blow-up structure. We take $\chi_N^k \leq \chi < \chi_N^{k-1}$.

Proposition 1 (Blow-up properties). A weak (strong $\Rightarrow$ weak) blow-up set $\mathcal{I}$ contains at least $k$ particles.

This is a discrete analogous to the usual statement: the mass contained in a blow-up point is at least critical [25, 31, 32]

Proof. We consider a weak blow-up set made of $p \leq k - 1$ particles: $X_i, ..., X_{i+p-1}$, we note $\mathcal{I} = [l, l + p - 1]$ and $\mathcal{O} = [1, N] \setminus [l, l + p - 1]$. Since $\mathcal{I}$ is a weak blow-up set, by maximality, we have

$$
\min \left( \liminf_{t \to T^-} (X_l - X_{l-1}), \liminf_{t \to T^-} (X_{l+p} - X_{l+p-1}) \right) > 0.
$$

Therefore there exists $c > 0$ such that for any $j \in \mathcal{O}$, $i \in \mathcal{I}$ and $s \in [0, T)$,

$$
|X_j(s) - X_j(s)| \geq \frac{1}{c}. \quad (14)
$$

Let us consider the local energy

$$
\mathcal{E}_p(X) = - \sum_{i \in \mathcal{I}, j \in [l, l+p-1]} \log(X_{i+1} - X_i) + \chi h_N \sum_{(i,j) \in \mathcal{I} \times \mathcal{O} \setminus \{i\}} \log |X_i - X_j|.
$$

Notice that $\chi_N^p$ is the critical parameter for $\mathcal{E}_p$. Thanks to (14) and the Young inequality we find $A > 0$ such that

$$
\frac{d}{dt} \mathcal{E}_p = - \langle \nabla \mathcal{E}_p, (\nabla \mathcal{E})_i \rangle_{\mathcal{I}}
$$

$$
= -\|\nabla \mathcal{E}_p\|^2_{L^2(\mathcal{I})} + \langle \nabla \mathcal{E}_p, \frac{\delta_{i,l+p}}{X_{l+p+1} - X_{l+p}} - \frac{\delta_{i,l}}{X_l - X_{l-1}} - 2 \chi h_N \sum_{k \in \mathcal{O}} \frac{1}{X_k - X_i} \rangle_{\mathcal{I}}
$$

$$
\leq -\|\nabla \mathcal{E}_p\|^2_{L^2(\mathcal{I})} + (2 + 2 \chi h_N) \|\nabla \mathcal{E}_p\|_{L^2(\mathcal{I})} \|\nabla \mathcal{E}_p\|_{L^2(\mathcal{I})} \sum_{k \in \mathcal{O}} \frac{1}{X_k - X_i} \|\nabla \mathcal{E}_p\|_{L^2(\mathcal{I})}
$$

$$
\leq -\frac{1}{2} \|\nabla \mathcal{E}_p\|^2 + A^2,
$$

and therefore for any $t > 0$:

$$
\mathcal{E}_p(X(t)) \leq \mathcal{E}_p(X(0)) + tA^2. \quad (15)
$$

Adapting the proof of the discrete logarithmic Hardy-Littlewood-Sobolev inequality given in [3, Prop. 4.2], we easily show the “non-constant-mass” discrete logarithmic Hardy-Littlewood-Sobolev inequality: for $p \in \mathbb{N}$:

$$
- \sum_{i \in \mathcal{I}, j \in [l+p-1]} \log(X_{i+1} - X_i) + \frac{1}{p} \sum_{(i,j) \in \mathcal{I} \times \mathcal{O} \setminus \{i\}} \log |X_i - X_j| \geq 0. \quad (16)
$$

We define $\theta$ such that $\frac{1}{p} = \frac{\chi h_N}{\theta}$, observe that $\theta = \frac{1}{\chi_N} < 1$ since $p \leq k - 1$. Combining (16) and (15) we obtain for any $t \in [0, T)$:

$$
- \sum_{i \in \mathcal{I}, j \in [l+p-1]} \log(X_{i+1} - X_i) \leq \frac{\mathcal{E}_p(0) + TA^2}{1 - \theta}.
$$
The second moment, \( \sum_{i=1}^{N} X_i^2 \), decreases. Taking \( A \) larger if needed we can suppose \( |X_i| \leq A \). We deduce that for any \( i \in [l, l + p - 2] \) and \( t \in [0, T] \):

\[
(X_{i+1} - X_i) \geq \min \left( 1, e^{-\frac{e^{p(0) - T A^2}}{-1 + \ln(2A)}} - (p-2) \log(2A) \right).
\]

It is a contradiction with \( \mathcal{I} \) being a weak blow-up set and proves Proposition 1. \( \square \)

**Remark 1.** The discrete logarithmic Hardy-Littlewood-Sobolev inequality (16) rewrites:

\[
- \sum_{i \in \mathcal{I} \setminus \{l + p - 1\}} h_N \log \left( \frac{X_{i+1} - X_i}{h_N} \right)
+ \frac{1}{p/N} \sum_{(i,j) \in \mathcal{I} \times \mathcal{I} \setminus \{i\}} h_N^2 \log |X_i - X_j| \geq (p - 1) C_{h_N}.
\]

By analogy with the classical logarithmic Hardy-Littlewood-Sobolev inequality, the dimension parameter is equal to 1, whereas the coefficient \( p/N \) corresponds to the total mass.

### 3. Second moment and exterior potential estimates

We fix \( \chi^N_k < \chi < \chi^N_{k-1} \). In order to catch the structure of the discrete Keller-Segel equation we define three important quantities.

**Definition 3.1.** Let \( \mathcal{I} \) be a set of consecutive indices (the *inner set*), say \( |\mathcal{I}| = p + 1 \), and \( \mathcal{O} = [1, N] \setminus \mathcal{I} \) (the *outer set*). We introduce the variance of the family \( (X_\mathcal{I}) = \{X_l, ..., X_{l+p}\} \) is defined as follows

\[
\Pi_\mathcal{I}^2 = \sum_{i \in \mathcal{I}} (X_i - \bar{X}_\mathcal{I})^2, \quad \text{where} \quad \bar{X}_\mathcal{I} = \frac{1}{|\mathcal{I}|} \sum_{i \in \mathcal{I}} X_i.
\]

We also introduce the following variant: for a given \( \bar{X} \in \mathbb{R} \), the squared distance to \( \bar{X} \) is defined by \( \Pi_\mathcal{I}^2 = \sum_{i \in \mathcal{I}} (X_i - \bar{X})^2 \). In the sequel, the point \( \bar{X} \) will denote the blow-up location of the inner set \( \mathcal{I} \). The existence of \( \bar{X} \) will be deduced from (18) in Proposition (2).

The exterior interaction potential is:

\[
H_{\mathcal{I} \mathcal{O}, m} = \sum_{j \in \mathcal{O}} \sum_{i \in \mathcal{I}} \frac{1}{(X_j - X_i)^m}.
\]

We will essentially use \( H_{\mathcal{I} \mathcal{O}, 2} \) and \( H_{\mathcal{I} \mathcal{O}, 4} \).

We are able to close a system of inequalities controlling the growth of these quantities. Next Lemma compare the dynamics of the whole system of particles with the isolated set \( \mathcal{I} \). The idea is to consider the interaction with the outer set as a perturbation of the stand alone dynamics.

**Lemma 3.2.** The following estimates for the evolution of \( \Pi_\mathcal{I}^2 \), \( \Pi_\mathcal{I}^2 \) and \( H_{\mathcal{I} \mathcal{O}, m} \) hold true,

\[
\left| \frac{1}{2} \frac{d}{dt} \Pi_\mathcal{I}^2 \right| - \frac{1}{p+1} \log(1 - \frac{\chi}{\chi^N}) \leq \left( 2 + \frac{2\chi}{\sqrt{N}} \right) \sqrt{\Pi_\mathcal{I}^2 H_{\mathcal{I} \mathcal{O}, 2}}, \quad (18)
\]
\[ \left| \frac{1}{2} \frac{d}{dt} \Pi^2_\mathcal{I} - p \left( 1 - \frac{\chi}{\chi^{p+1}} \right) \right| \leq \left( 2 + \frac{2\chi}{\sqrt{N}} \right) \sqrt{\Pi^2_\mathcal{I} H_{\mathcal{I}O,2}}, \tag{19} \]

\[ \frac{d}{dt} H_{\mathcal{I}O,2} \leq C(\chi, N) H^2_{\mathcal{I}O,2}. \tag{20} \]

### 3.1. Proof of Lemma 3.2.

**Proof of Lemma 3.2.** We start with the evolution of \( \Pi^2_\mathcal{I} \), recalling that \( X \) satisfies the differential equation (7)–(8).

\[ \frac{1}{2} \frac{d}{dt} \Pi^2_\mathcal{I} = \sum_{i \in \mathcal{I}} \left[ -\frac{X_i - \overline{X}_l}{X_{i+1} - X_i} + \frac{X_i - \overline{X}_l}{X_j - X_{i-1}} + 2\chi h_N \sum_{j \neq i} \frac{X_i - \overline{X}_l}{X_j - X_i} \right] \]

\[ = \sum_{i \in \mathcal{I}} \left[ \frac{\sum_{i \neq i} X_i - \overline{X}_l}{X_{i+1} - X_i} - \frac{X_{i+p} - \overline{X}_l}{X_{i+1} - X_{i+p}} + \frac{X_i - \overline{X}_l}{X_i - X_{i-1}} \right. \]

\[ + 2\chi h_N \sum_{i \in \mathcal{I}} \left[ \sum_{j \neq i} \frac{X_i - \overline{X}_l}{X_j - X_i} \right] \]

\[ = p - \frac{X_{i+p} - \overline{X}_l}{X_{i+1} - X_{i+p}} + \frac{X_i - \overline{X}_l}{X_i - X_{i-1}} + 2\chi h_N \sum_{i \in \mathcal{I}} \left[ \sum_{j \neq i} \frac{X_i - \overline{X}_l}{X_j - X_i} \right]. \tag{21} \]

We used \( \sum_{i \in \mathcal{I}} X_i = |\mathcal{I}| \overline{X}_l \). We first look at the contraction term:

\[ T = \sum_{i \in \mathcal{I}} \sum_{j \neq i} \frac{X_i - \overline{X}_l}{X_j - X_i} = \sum_{i \in \mathcal{I}} \left[ \sum_{j \neq i} \frac{X_i - \overline{X}_l}{X_j - X_i} \right] + \sum_{i \in \mathcal{I}} \left[ \sum_{j \in \mathcal{O}} \frac{X_i - \overline{X}_l}{X_j - X_i} \right] \]

The Cauchy-Schwarz inequality on the last term implies

\[ T_2 \leq \sqrt{|\mathcal{O}| \Pi^2_\mathcal{I} H_{\mathcal{I}O,2}}. \]

A similar estimates holds for the two boundary terms in (21). Using the symmetry we simplify \( T_1 \):

\[ T_1 = \sum_{i \in \mathcal{I}} \sum_{j \in \mathcal{I}\setminus\{i\}} \frac{X_i - \overline{X}_l}{X_j - X_i} = \frac{1}{2} \sum_{i \in \mathcal{I}} \sum_{j \in \mathcal{I}\setminus\{i\}} \frac{X_i - \overline{X}_l}{X_j - X_i} \]

\[ + \frac{1}{2} \sum_{j \in \mathcal{I}} \sum_{i \in \mathcal{I}\setminus\{j\}} \frac{X_j - \overline{X}_l}{X_i - X_j} \]

\[ = \frac{1}{2} \sum_{(i,j) \in \mathcal{I} \times \mathcal{I}\setminus\{i=j\}} \frac{X_j - X_i}{X_i - X_j} = -\frac{p(p+1)}{2}. \]

All in one we obtain

\[ 2\chi h_N T \leq -2\chi h_N \frac{p(p+1)}{2} + 2\chi h_N \sqrt{N \Pi^2_\mathcal{I} H_{\mathcal{I}O,2}}. \]
Coming back to (21) we get
\[
\frac{1}{2} \frac{d}{dt} \Pi_{\mathcal{O}}^2 \leq p \left(1 - \frac{\chi}{\chi_{N+1}}\right) + \left(2 + \frac{2\chi}{\sqrt{N}}\right) \sqrt{\Pi_{\mathcal{O}}^2 H_{\mathcal{O},2}}.
\]
Similarly
\[
\frac{1}{2} \frac{d}{dt} \Pi_{\mathcal{O}}^2 \geq p \left(1 - \frac{\chi}{\chi_{N+1}}\right) - \left(2 + \frac{2\chi}{\sqrt{N}}\right) \sqrt{\Pi_{\mathcal{O}}^2 H_{\mathcal{O},2}}.
\]
The demonstration for \( \Pi_{\mathcal{O}}^2 \) is exactly the same because \( \sum_{i \in \mathcal{I}} (X_i - \overline{X}) \frac{d}{dt} \overline{X} = 0 \) since \( \overline{X} \) is constant.

We now look for the evolution of the time exterior potential \( H_{\mathcal{O},2} \).

\[
\frac{d}{dt} H_{\mathcal{O},2} = -2 \sum_{j \in \mathcal{O}} \sum_{i \in \mathcal{I}} \frac{1}{(X_j - X_i)^3} \left[ \frac{1}{(X_{i+1} - X_i)} - \frac{1}{(X_i - X_{i-1})} \right.
\]
\[
\left. - \frac{1}{(X_{j+1} - X_j)} + \frac{1}{(X_j - X_{j-1})} + 2\chi h_N \left( - \sum_{k \neq i} \frac{1}{X_k - X_i} + \sum_{k \neq j} \frac{1}{X_k - X_j} \right) \right].
\]

We split the right hand side into four terms:

\[
\frac{d}{dt} H_{\mathcal{O},2} = A + B + C + D,
\]

where

\[
A = -2 \sum_{j \in \mathcal{O}} \sum_{i \in \mathcal{I}} \frac{1}{(X_j - X_i)^3} \left[ \frac{1}{(X_{i+1} - X_i)} - \frac{1}{(X_i - X_{i-1})} \right],
\]
\[
B = -2 \sum_{j \in \mathcal{O}} \sum_{i \in \mathcal{I}} \frac{1}{(X_j - X_i)^3} \left[ - \frac{1}{(X_{j+1} - X_j)} + \frac{1}{(X_j - X_{j-1})} \right],
\]
\[
C = 4\chi h_N \sum_{j \in \mathcal{O}} \sum_{i \in \mathcal{I}} \frac{1}{(X_j - X_i)^3} \left[ \sum_{k \neq i} \frac{1}{X_k - X_i} \right],
\]
\[
D = -4\chi h_N \sum_{j \in \mathcal{O}} \sum_{i \in \mathcal{I}} \frac{1}{(X_j - X_i)^3} \left[ \sum_{k \neq j} \frac{1}{X_k - X_j} \right].
\]

The strategy is to bound each term from above with \( H_{\mathcal{O},4} \).

A discrete integration by parts on \( B \) gives

\[
B = -2 \sum_{i \in \mathcal{I}} \sum_{j \in \mathcal{O}} \frac{1}{(X_j - X_{j-1})} \left[ \frac{1}{(X_j - X_i)^3} - \frac{1}{(X_{j-1} - X_i)^3} \right]
\]
\[
+ 2 \sum_{i \in \mathcal{I}} \frac{1}{(X_i - X_{i-1})} \frac{1}{(X_{i-1} - X_i)}
\]
\[
- 2 \sum_{i \in \mathcal{I}} \frac{1}{(X_{i+p+1} - X_{i+p})} \frac{1}{(X_{i+p+1} - X_i)}. \tag{23}
\]

Since \( l - 1 < i < l + p + 1 \), we have

\( (X_i - X_{i-1}) (X_{i-1} - X_i) \leq 0 \) and \( (X_{i+p+1} - X_{i+p}) (X_{i+p+1} - X_i) \geq 0 \).
Therefore the contributions of the boundary, i.e. the two last terms in (23), are nonpositive and can be dismissed for the upper bound of \( \frac{d}{dt} H_{10,2} \). There remains to treat the first term of the right hand side of (23). In the following computation the summation over \( i \) and \( j \) is taken for \( i \in I \) and \( j \in O \).

\[
-2 \sum_{i,j} \frac{1}{(X_j - X_{j-1})} \left[ \frac{1}{(X_j - X_i)^3} - \frac{1}{(X_{j-1} - X_i)^3} \right]
= 2 \sum_{i,j} \left[ \frac{(X_{j-1} - X_i)^2}{(X_j - X_i)^3 (X_{j-1} - X_i)^3} + \frac{1}{(X_j - X_i)^3 (X_{j-1} - X_i)^3} \right]
= 2 \sum_{i,j} \left[ \frac{1}{(X_j X_i)^3 (X_{j-1} - X_i)} + \frac{1}{(X_j - X_i)^3 (X_{j-1} - X_i)^3} \right].
\]

This contribution is always positive. The Hölder inequality applied on each of the three terms, with coefficient \((4/3, 4), (4/3)\) and \((2, 2)\) gives

\[
2 \sum_{i \in I} \sum_{j \in O} \frac{(X_{j-1} - X_i)^2 + (X_j - X_i)^2 + (X_{j-1} - X_i) (X_j - X_i)}{(X_j - X_i)^3 (X_{j-1} - X_i)^3} \leq 6 H_{10,4}.
\]

Coming back to \( B \) we get

\[
B \leq 6 H_{10,4}.
\] (24)

A discrete integration by parts on \( A \) gives a result similar to \( B \) except for the sign of the boundary terms.

\[
A = -2 \sum_{i,l \in I} \sum_{j \in O} \frac{1}{(X_l - X_{l-1})} \left[ \frac{1}{(X_j - X_i)^3} - \frac{1}{(X_j - X_i)^3} \right]
+ 2 \sum_{j \in O} \frac{1}{(X_l - X_{l-1})(X_j - X_l)^3}
- 2 \sum_{j \in O} \frac{1}{(X_{l+p} - X_{l+p-1})(X_j - X_{l+p})^3}. \tag{25}
\]

The boundary terms, i.e. the last two terms of the right hand side of (25), have no sign. Since \( j \in O \) and \( l + p \in I \), the Hölder inequality applied to the last term of (25) with coefficient \( q = 4 \) and \( q' = 4/3 \) implies

\[
2 \left| \sum_{j \in O} \frac{1}{(X_{l+p} - X_{l+p-1})(X_j - X_{l+p})^3} \right| \leq 2 N^{1/4} H_{10,4}.
\]

Similarly, the second term of the r.h.s. of (25) satisfies

\[
\left| \sum_{j \in O} \frac{1}{(X_l - X_{l-1})(X_j - X_l)^3} \right| \leq 2 N^{1/4} H_{10,4}.
\]

There remains to deal with the first term of the right hand side of (25), the core of the integration by parts. We follow the proof done for \( B \) to avoid the singularity.
and get
\[
A = \left( 6 + 4N^{1/4} \right) H_{\mathcal{I}O,4}.
\]  

Concerning \( D \) we have
\[
D = \sum_{j \in \mathcal{O}} \sum_{i \in I} \sum_{k \in \mathcal{I}} \frac{-4\chi h_N}{(X_k - X_j)(X_j - X_i)^3} + \sum_{j \in \mathcal{O}} \sum_{i \in I} \sum_{k \in \mathcal{O} \setminus \{j\}} \frac{-4\chi h_N}{(X_k - X_j)(X_j - X_i)^3}
\]
\[D_1\]

Since \( j \in \mathcal{O} \) and \( i, k \in \mathcal{I} \), the contribution of \( D_1 \) is positive. The Hölder inequality with \( p = 4, q = 4/3 \) gives:
\[
D_1 \leq 4\chi h_N \left[ \sum_{j \in \mathcal{O}} \sum_{i \in I} \sum_{k \in \mathcal{I}} \frac{1}{(X_k - X_j)^4} \right]^{1/4} \left[ \sum_{j \in \mathcal{O}} \sum_{i \in I} \sum_{k \in \mathcal{I}} \frac{1}{(X_j - X_i)^4} \right]^{3/4}
\]
\[
\leq 4\chi h_N N^{1/4} (H_{\mathcal{I}O,4})^{1/4} N^{3/4} (H_{\mathcal{I}O,4})^{3/4} \leq 4\chi H_{\mathcal{I}O,4}.
\]

For \( D_2 \) we use the symmetric roles of \( j \) and \( k \).
\[
D_2 = -2\chi h_N \sum_{j \in \mathcal{O}} \sum_{i \in I} \sum_{k \in \mathcal{O} \setminus \{j\}} \left[ \frac{1}{(X_k - X_j)(X_j - X_i)^3} - \frac{1}{(X_k - X_j)(X_k - X_i)^3} \right]
\]
\[
= -2\chi h_N \sum_{j \in \mathcal{O}} \sum_{i \in I} \sum_{k \in \mathcal{O} \setminus \{j\}} \left[ \frac{1}{(X_j - X_i)^4} (X_k - X_i)^3 + \frac{1}{(X_j - X_i)^3} (X_k - X_i)^3 \right.
\]
\[
+ \frac{1}{(X_j - X_i)^2} (X_k - X_i)^2 \right].
\]

We see that this contribution is negative when \( j, k \geq i \) or \( j, k \leq i \), positive elsewhere. We estimate it in all cases with an Hölder estimate on each of the three terms. The parameters are respectively \((q, q') = (4/3, 4)\) then \((q, q') = (4, 4/3)\) and \((q, q') = (2, 2)\). It gives
\[
D_2 \leq 6\chi h_N NH_{\mathcal{I}O,4} \leq 6\chi H_{\mathcal{I}O,4}.
\]  

Getting back to \( D \) we find
\[
D \leq 10\chi H_{\mathcal{I}O,4}.
\]  

In a similar way we estimate \( C \).
\[
C = 4\chi h_N \sum_{j \in \mathcal{O}} \sum_{i \in I} \sum_{k \in \mathcal{I} \setminus \{i\}} \frac{1}{(X_j - X_i)^3} \frac{1}{(X_k - X_i)}
\]
\[C_1\]
\[
+ 4\chi h_N \sum_{j \in \mathcal{O}} \sum_{i \in I} \sum_{k \in \mathcal{O}} \frac{1}{(X_j - X_i)^3} \frac{1}{(X_k - X_i)}
\]
\[C_2\]

An Hölder inequality with parameters \((q, q') = (4/3, 4)\) gives \( C_2 \leq 4\chi H_{\mathcal{I}O,4} \). Using the symmetric role of \( i \) and \( k \) we find that the contribution of \( C_1 \) is positive and can be dismissed. It implies
\[
C \leq 4\chi H_{\mathcal{I}O,4}.
\]  

(30)
Together (24), (26), (28) and (30) in (22) implies
\[
\frac{d}{dt} H_{\mathcal{I}O,2} \leq \left( 12 + 14 \chi + 4N^{1/4} \right) H_{\mathcal{I}O,4}
\leq C_{4,2}(N) \left( 12 + 14 \chi + 4N^{1/4} \right) H_{\mathcal{I}O,2}.
\]
where $C_{4,2}(N)$ is the sharpest constant such that $\| \cdot \|_4 \leq C_{4,2}(N) \| \cdot \|_2$, which we know exists since we consider a finite dimensional system. \qed

3.2. Precision on the blow-up structure. A first application of Lemma 3.2 is the following Proposition.

**Proposition 2.** Let $\mathcal{I}$ a weak blow-up set. We denote $l$ (resp. $r$) the smallest (resp. largest) indices of $\mathcal{I}$ and $T$ the blow-up time.

- The variance of $\mathcal{I}$, $\Pi^2_l$, converges as $t$ goes to $T$. We denote by $\Pi$ its limit.
- The inner mean value of $\mathcal{I}$: $\overline{X}_\mathcal{I} = \frac{1}{|\mathcal{I}|} \sum_{i \in \mathcal{I}} X_i$, converges as $t$ goes to $T$. We denote by $\overline{X}$ its limit.
- $\mathcal{I}$ is a strong blow-up set if and only if $\lim_{t \to T^-} \Pi^2_l = 0$.

**Proof.** Notice that the maximality property of a weak blow-up set implies that there exists $c > 0$ such that for any $t > 0$, $|X_i - X_{i-1}|, |X_{r+1} - X_r| \geq \frac{c}{t}$. Therefore $H_{\mathcal{I}O,2} \leq N^2 c^2$.

For the first assertion, notice that Claim 2.3 implies that $\Pi^2_l$ bounded. Together with $H_{\mathcal{I}O,2} \leq N^2 c^2$ and estimation (18) we deduce that $\left| \frac{d}{dt} \Pi^2_l \right|$ is bounded, since $T$ is finite it concludes the proof.

For the second assertion a simple computation of $\frac{d}{dt} \overline{X}_\mathcal{I}$ combined with $H_{\mathcal{I}O,2} \leq N^2 c^2$ shows that $\left| \frac{d}{dt} \overline{X}_\mathcal{I} \right|$ is bounded by $(2 + N)Nc$. Since $T$ is finite it gives the existence of $\overline{X}$.

The third assertion is obtained by convexity: on the one hand
\[
\Pi^2_l \leq N |X_r - X_l|^2 = N \left( \sum_{i \in \mathcal{I} \setminus \{r\}} |X_{i+1} - X_i| \right)^2 \leq N(N - 1) \sum_{i \in \mathcal{I} \setminus \{r\}} |X_{i+1} - X_i|^2.
\]
On the other hand
\[
\sum_{i \in \mathcal{I} \setminus \{r\}} |X_{i+1} - X_i|^2 \leq 2 \sum_{i \in \mathcal{I} \setminus \{r\}} (|X_{i+1} - \overline{X}|^2 + |\overline{X} - X_i|^2) \leq 4\Pi^2_l.
\]

This Proposition is the first step to control the wavering of a weak blow-up set: to prove that a weak blow-up set is a strong blow-up set reduces to proving that $\Pi = 0$. We then give the equivalents of Definition 3.1 and Lemma 3.2 for the rescaled system.

**Definition 3.3.** Let $X$ be a solution of (7)-(8), $T$ the blow-up time, $\mathcal{I}$ a weak blow-up set and $\overline{X}$ the blow-up point. For any $i \in [1, N]$ we define
\[
Y_i(\tau(t)) = \frac{X_i(t) - \overline{X}}{\sqrt{2\alpha (T - t)}},
\]
where $\tau(t) = -\frac{1}{\alpha} \log \left( \frac{R(t)}{R(0)} \right)$ and $R(t) = \sqrt{2\alpha (T - t)}$. The particle system (7)-(8) rewrites in rescaled variables as follows,
\[
\dot{Y}(\tau) = -\nabla E^{\text{resc}}(Y(\tau)), \quad Y(0) = Y^0 .
\]
where
\[ E^{\text{resc}}(Y) = - \sum_{i=1}^{N-1} \log (Y_{i+1} - Y_i) + \chi h_N \sum_{1 \leq i \neq j \leq N} \log |Y_i - Y_j| - \frac{\alpha}{2} |Y|^2. \]

For any \(q, p \in \mathcal{I}, q < p\) we define the average \(\bar{Y}_{q,p} = \frac{1}{p-q+1} \sum_{i=q}^{p} Y_i\), the subset of the inner set \(\mathcal{I}_{q,p} = [q, p]\), the associated exterior set \(\mathcal{O}_{q,p} = [1, N] \setminus [q, p]\) and the corresponding variance and exterior squared potential by
\[ P^2_{q,p} = \sum_{i \in \mathcal{I}_{q,p}} (Y_i - \bar{Y}_{q,p})^2. \]
\[ \mathcal{H}_{q,p,2} = \sum_{j \in \mathcal{O}_{q,p}} \sum_{i \in \mathcal{I}_{q,p}} \frac{1}{(Y_j - Y_i)^2}. \]

For \(q = l, p = l + k - 1\) we denote \(P^2_{q,p} = P^2_l\) and \(\mathcal{H}_{q,p,2} = \mathcal{H}_{\mathcal{I} \mathcal{O},2}\).

**Lemma 3.4.** Under the assumptions of Definition 3.3.
Let \(\alpha_{q,p} = (p-q) \left(1 - \frac{1}{N+1}\right)\), we have
\[ \left| \frac{1}{2} \frac{d}{dt} P^2_{q,p} - \alpha_{q,p} - \alpha P^2_{q,p} \right| \leq \left(2 + \frac{2\chi}{\sqrt{N}}\right) \sqrt{P^2_{q,p} \mathcal{H}_{q,p,2}}. \] (33)

**Corollary 1.** We deduce two different estimates regarding the number of particles \(p - q + 1\).

1. If \(p - q + 1 \leq k - 1\) i.e. \(\alpha_{q,p} > 0\) and \(\sqrt{P^2_{q,p} \mathcal{H}_{q,p,2}} \leq \frac{\alpha_{q,p}}{2(2 + \frac{2\chi}{\sqrt{N}})}\) then
\[ \frac{1}{2} \frac{d}{dt} P^2_{q,p} \geq \frac{\alpha_{q,p}}{2} + \alpha P^2_{q,p}. \]

2. If \(p - q + 1 \geq k\) i.e. \(\alpha_{q,p} < 0\) and \(\sqrt{P^2_{q,p} \mathcal{H}_{q,p,2}} \leq -\frac{\alpha_{q,p}}{2(2 + \frac{2\chi}{\sqrt{N}})}\) then
\[ \frac{1}{2} \frac{d}{dt} P^2_{q,p} \leq -\frac{\alpha_{q,p}}{2} + \alpha P^2_{q,p}. \]

**Proof.** The proof is a direct computation similar to the proof of Lemma 3.2. The only difference is that an additional term pops up for \(\frac{d}{dt} P^2_{q,p} : \alpha \sum_{i \in \mathcal{I}^p_q} (Y_i - \bar{Y}_{q,p}) Y_i\). To deal with it we remark that
\[ \sum_{i \in \mathcal{I}^p_q} (Y_i - \bar{Y}_{q,p}) Y_i = \sum_{i \in \mathcal{I}^p_q} (Y_i - \bar{Y}_{q,p})^2 = P^2_{q,p}. \]

\(\square\)

4. **Induction.** Let \(\mathcal{I}\) be a weak blow-up set, and \(q, p \in \mathcal{I}\). The main difficulty to obtain rigidity theorem is to control the possible wavering of the rescaled (resp. non rescaled) system. To do this we proceed by induction on \(q < p\) to control, from below, the partial variance of all subsets of inner particles. The inductive argument is the following. We face the following alternative: either the variance of all but the right-most particle is large, and we are done; or it is small, and the two right-most particles are far from each other. The last statement implies that the variance of all but the right-most particle increases. Consequently the partial variance cannot be too small. The two followings propositions are the tools to develop this argument for the rescaled (resp. non rescaled) system.
\begin{align*}
\Pi_{q,p}^2 \geq \frac{1}{B^2} &\quad \text{and} \quad |Y_{q} - Y_{q-1}| \geq \frac{1}{B} \\
&\quad \Pi_{q,p}^2 \geq \frac{1}{B^2} \quad \text{and} \quad |Y_{q} - Y_{q-1}| \geq \frac{1}{B}.
\end{align*}

**Figure 2.** \( p - q + 1 < k \). In the reinitialization step, the lower bound of the extremal relative distances implies that \( P_{q,p-1}^2 \) cannot be too small.

**Proposition 3 (Induction).** Let \( X \) be a solution of (7–(8) and \( I \) a weak blow-up set made of \( k \) particles. Let \( q, p \in I \) and define \( \Pi_{q,p}^2 = \Pi_{[q,p]} \). Suppose there exists \( t_0 > 0 \) and \( B > 0 \) such that
\[ \forall t \in [t_0, T), \quad \begin{cases} 
|X_p - X_{p-1}| \geq \frac{1}{B} \\
|X_q - X_{q-1}| \geq \frac{1}{B}
\end{cases} \quad \text{(reinitialization step)}, \]
or
\[ \forall t \in [t_0, T), \quad \begin{cases} 
\Pi_{q,p}^2 \geq \frac{1}{B^2} \\
|X_q - X_{q-1}| \geq \frac{1}{B}
\end{cases} \quad \text{(descent step)}. \]

Then there exists \( B > 0 \), depending only on \( B \), \( \Pi_{q,p-1}(t_0) \), \( N \), \( \chi \) such that
\[ \forall t \in [t_0, T), \quad \Pi_{q,p-1}^2 > \frac{1}{B^2}. \]  

**Proposition 4 (Rescaled Induction).** Let \( X \) be a solution of (7–(8) and \( I \) a weak blow-up set made of \( k \) particles. Under the assumptions of Definition 3.3, let \( q, p \in I \) and suppose there exists \( \tau_0 > 0 \) and \( B > 0 \) such that
\[ \forall \tau > \tau_0, \quad \begin{cases} 
|Y_p - Y_{p-1}| \geq \frac{1}{B} \\
|Y_q - Y_{q-1}| \geq \frac{1}{B}
\end{cases} \quad \text{(reinitialization step)}, \]
or
\[ \forall \tau > \tau_0, \quad \begin{cases} 
P_{q,p}^2 \geq \frac{1}{B^2} \\
|Y_q - Y_{q-1}| \geq \frac{1}{B}
\end{cases} \quad \text{(descent step)}. \]

Then there exists \( B > 0 \), depending only on \( B \), \( P_{q,p-1}(\tau_0) \), \( N \), \( \chi \) such that
\[ \forall \tau > \tau_0, \quad P_{q,p-1}^2 > \frac{1}{B^2}. \]

To illustrate the proof in both cases we refer to figures 2 and 3.

**Proof of Proposition 4.** We distinguish between the descent case and the reinitialization step.

1- **The reinitialization step.** In this case we can bound from above the exterior potential \( H_{q,p-1,2} \) and we deduce that the variance \( P_{q,p-1}^2 \) stays away from 0. We
\[ P_{q,p}^2 \geq \frac{1}{B^2} \]

\[ \text{if } P_{q,p}^2 \leq \frac{1}{B^2} \text{ then } (Y_q - Y_{q-1}) \geq \frac{1}{2(2+2N)}B^2 \]

**Figure 3.** \( p - q + 1 < k \). In the descent step, since \( P_{q,p}^2 \) is large then both \( P_{q,p-1}^2 \) and \( (Y_p - Y_{p-1})^2 \) cannot be too small.

Have,

\[ H_{q,p-1,2} = \sum_{j \in O_{q,p-1}} \sum_{i \in I_{q,p-1}} \frac{1}{(Y_j - Y_i)^2} \]

\[ \leq N^2 \min \left( \frac{1}{|Y_{q-1} - Y_q|^2}, \frac{1}{|Y_p - Y_{p-1}|^2} \right) \leq N^2 B^2. \]

Furthermore, as long as

\[ P_{q,p-1}^2 \leq \frac{1}{N^2 B^2} \left( \frac{\alpha_{q,p-1}}{2 \left( 2 + \frac{2\sqrt{N}}{\sqrt{N}} \right)} \right)^2, \]

we have

\[ \sqrt{P_{q,p-1}^2 H_{q,p-1,2}} \leq \frac{\alpha_{q,p-1}}{2 \left( 2 + \frac{2\sqrt{N}}{\sqrt{N}} \right)}. \]

Plugging this into Corollary 1, together with \( p - q \leq k - 1 \), we get that the variance \( P_{q,p-1}^2 \) increases:

\[ \frac{1}{2} \frac{d}{dr} P_{q,p-1}^2 \geq \frac{\alpha_{q,p-1}}{2} + \alpha P_{q,p-1}^2 > 0. \]

We easily deduce the existence of \( B \).

\[ P_{q,p-1}^2 \geq \min \left( P_{q,p-1}^2 (\tau_0), \frac{1}{N^2 B^2} \left( \frac{\alpha_{q,p-1}}{2 \left( 2 + \frac{2\sqrt{N}}{\sqrt{N}} \right)} \right)^2 \right) = \frac{1}{B} \]

**2- The descent step.** In this case we are not able to bound directly \( H_{q,p-1,2} \) from above. Alternatively we show that, under the condition that \( P_{q,p-1}^2 \) is small and \( P_{q,p}^2 \) is large, we get such an estimate. First, we make a link between \( P_{q,p-1}^2 \), \( P_{q,p}^2 \) and \( (Y_p - Y_{p-1})^2 \):

\[ P_{q,p}^2 = \sum_{i \in I_{q,p}} (Y_i - \bar{Y}_{q,p})^2 = (Y_p - \bar{Y}_{q,p})^2 + \sum_{i=q}^{p-1} (Y_i - \bar{Y}_{q,p-1} + \bar{Y}_{q,p-1} - \bar{Y}_{q,p})^2 \]

\[ = (Y_p - \bar{Y}_{q,p})^2 + \sum_{i \in I_{q,p-1}} (Y_i - \bar{Y}_{q,p-1})^2 + \sum_{i \in I_{q,p-1}} (\bar{Y}_{q,p-1} - \bar{Y}_{q,p})^2 \]
\[
+ 2 \sum_{i \in I_{q,p-1}} (Y_i - \bar{Y}_{q,p-1}) (\bar{Y}_{q,p-1} - \bar{Y}_{q,p})
\]
\[
= (Y_p - \bar{Y}_{q,p})^2 + P^2_{q,p-1} + 2 (p-q) (\bar{Y}_{q,p-1} - \bar{Y}_{q,p})^2
\]  
(38)

By convexity we have
\[
(Y_{q,p} - \bar{Y}_{q,p-1})^2 \leq (Y_p - \bar{Y}_{q,p-1})^2 \leq (Y_p - Y_{p-1} + Y_{p-1} - \bar{Y}_{q,p-1})^2
\]
\[
\leq 2 (Y_p - Y_{p-1})^2 + 2 (Y_{p-1} - \bar{Y}_{q,p-1})^2
\]
\[
\leq 2 (Y_p - Y_{p-1})^2 + 2P^2_{q,p-1},
\]  
(39)

and
\[
(Y_p - \bar{Y}_{q,p})^2 \leq (Y_p - \bar{Y}_{q,p-1})^2 \leq 2 (Y_p - Y_{p-1})^2 + 2P^2_{q,p-1}.
\]  
(40)

Plugging (39) and (40) in (38) we obtain
\[
\frac{1}{B^2} \leq P^2_{q,p} \leq (3 + 4N) P^2_{q,p-1} + (2 + 4N) (Y_p - Y_{p-1})^2
\]  
(41)

Using (41) we see that \(P^2_{q,p-1}\) and \((Y_p - Y_{p-1})^2\) cannot be small at the same time. Precisely for any \(B_i > 0\) two cases may happen: either \(P^2_{q,p-1} \geq \frac{1}{B^2_i}\) or \(P^2_{q,p-1} \leq \frac{1}{B^2_i}\).

In the latter the Equation (41) gives a lower bound for \((Y_p - Y_{p-1})^2\).
\[
(Y_p - Y_{p-1})^2 \geq \frac{1}{2 + 4N} \left( \frac{1}{B^2} - \frac{3 + 4N}{B^2_i} \right).
\]

Taking \(B_i\) large enough, for example \(B_i^2 \geq 2 (3 + 4N) B^2\), we obtain
\[
(Y_p - Y_{p-1})^2 \geq \frac{1}{2(2 + 4N)} \frac{1}{B^2}.
\]

On the other side of the pseudo inner set \(I_{q,p-1}\), the hypothesis is \((Y_q - Y_{q-1})^2 \geq \frac{1}{B^2_i}\). We deduce an upper bound for \(H_{q,p-1,2}\) and therefore an upper bound for \(\sqrt{P^2_{q,p-1} H_{q,p-1,2}}\). Similarly as in the reinitialization step:
\[
H_{q,p-1,2} \leq N^2 \left( B^2 + 2(2 + 4N)B^2 \right) \leq N^2 \left( 5 + 8N \right) B^2.
\]

Then taking \(B_i\) larger if needed, such that \(B_i \geq N \sqrt{5 + 4NB^2 \left( \frac{2 + 2N}{\alpha_{q,p-1}} \right)}\), we get
\[
\sqrt{P^2_{q,p-1} H_{q,p-1,2}} \leq \frac{1}{B_i} N \sqrt{5 + 4NB^2} \leq \frac{\alpha_{q,p-1}}{2 \left( 2 + \frac{2N}{\alpha_{q,p-1}} \right)}.
\]  
(42)

Thus, the hypotheses of Corollary 1 are fulfilled, it give that \(P^2_{q,p-1}\) increase.

**In any case** either \(P^2_{q,p-1}\) is large or \(P^2_{q,p-1}\) increases. We deduce a lower bound for \(P^2_{q,p-1}\):
\[
P^2_{q,p-1} \geq \min \left( P^2_{q,p-1}(\tau_0), \frac{1}{B_i^2} \right)
\]
\[
\geq \min \left( P^2_{q,p-1}(\tau_0), \frac{1}{2(3 + 4N) B^2}, \frac{\alpha_{q,p-1}}{4 \left( 2 + \frac{2N}{\sqrt{N}} \right)^2 N^2 (5 + 4N) B^2} \right) = \frac{1}{B^2}.
\]
This proves the descent step of Proposition 4, and finishes the proof of this proposition.

**Proof of Proposition 3.** Mutatis Mutandis the proof is exactly the same as the one done for Proposition 4. Using Lemma 18 instead of Corollary 1.

5. Stability. In this section we fix $\chi_n^k < \chi < \chi_n^{k-1}$. Then we exhibit stable sets of $k$ strongly blowing-up particles. Our strategy is to obtain estimates on the blow-up time by showing that even if the problem is non linear and non local we can focus on an isolated subset of particles, called the inner set, for which the dynamics is almost local.

5.1. Rigidity for $k$ particles. We start with a rigidity proposition.

**Proposition 5 (Weak is Strong).** A weak blow-up set made of $k$ particles is a strong blow-up set.

**Proof.** This proof is an ersatz of the proof of Theorem 6.1 done in section 6. Let $\mathcal{I}$ be a weak blow-up set of $k$ particles. According to Proposition 2, $\lim_{t \to T^-} \Pi^2_{\mathcal{I}}$ exists, let $\Pi$ be the limit. If $\Pi = 0$ Proposition 2 says that $\mathcal{I}$ is a strong blow-up set.

Assume by contradiction that $\Pi > 0$. It implies that $\Pi^2_{\mathcal{I}}$ is bounded from below, say by $\frac{1}{B^2}$. Thanks to the induction procedure described in Proposition 3, we are able to isolate the left-most relative distance using the descent case of Proposition 4.

Let $\mathcal{I} = [l, l+k-1]$. Since $\mathcal{I}$ is a weak blow-up set, taking $A$ larger if needed, the maximality property implies $|X_l - X_{l-1}| \geq \frac{1}{A}$. With $q = l$ and $p = l + k - 1$ we are exactly in the descent case of Proposition 4. It gives us $\frac{1}{B_l} > A > 0$ such that $\Pi^2_{l,l+k-2} \geq \frac{1}{B_l}$. Since $|X_l - X_{l-1}| \geq \frac{1}{A} \geq \frac{1}{B_l}$ we apply the descent case of Proposition 4 again, with $q = l$ and $p = l + k - 2$, in order to gain an additional notch on the $p$ index. We repeat the same argument for $p$ down to $p = l + 2$. We obtain finally a lower bound, say $\frac{1}{B^{l+1}}$, for $\Pi^2_{l,l+1}$. It gives us a lower bound for $|X_{l+1} - X_l|$: $(X_{l+1} - X_l)^2 \geq \Pi^2_{l,l+1} \geq \frac{1}{B^{l+1}}.$ This is a contradiction with $\liminf_{t \to T^-} |X_{l+1} - X_l| = 0$. It proves that $\mathcal{I}$ is a strong blow-up set.

5.2. Proof of Theorem 1.2. We first give a more precise version of Theorem 1.2. We exhibit below basins of attractions where $k$ particles only will be aggregated in a strong blow-up set. We define for $\chi_n^k < \chi < \chi_n^{k-1}$:

$$D_{N,\chi}^{\varphi^+} = \{ X \in \mathbb{R}_N \text{ such that } \exists \mathcal{I}, \ |\mathcal{I}| = k, \ \Pi^2_{\mathcal{I}} \leq \epsilon, \ \text{and } H_{2\varphi,2} < \frac{\epsilon}{\epsilon} \}, \quad (43)$$

where $\mathcal{I} = [l, l+k-1]$ and $\mathcal{O} = [1, N] \setminus \mathcal{I}$.

This set corresponds to $k$ particles being close to each other, and all the other one being far from $\mathcal{I}$, but with relative distances of the same order of magnitude $O(\sqrt{\epsilon})$. Furthermore let

$$C_N \leq \min \left( \frac{(k-1)\left(\frac{\chi}{\chi_n} - 1\right)}{2C_{4,2} (12 + 14\chi + 4N^{1/4})}, \frac{1}{8} \left(\frac{2\chi^{k-1}}{\chi_n - 1} \right)^2 \right). \quad (44)$$
We also set \( \alpha = - (k - 1) \left( 1 - \frac{\chi}{\chi_N} \right) > 0 \) and \( \beta = 4 C_{4,2} (12 + 14 \chi + 4 N^{1/4}) C_N^2 \).

**Theorem 5.1.** Let \( \chi_{N}^{k+1} < \chi < \chi_{N}^{k} \). Suppose there exists \( t_0 \in [0,T) \) such that \( X(t_0) \in D_{N,X}^{\epsilon,C_N} \). Then

\[
\forall s \in [0,T-t_0), \quad X(t_0 + s) \in D_{N,X}^{\epsilon-s\alpha,C_N + s\beta}.
\]

Moreover one the two following items holds:

(i) none of the particles in \( I \) contributes to the blow-up,
(ii) \( I \) is a strong blow-up set.

In particular if there exists \( i_0 \in I \) with \( \liminf_{t \to T-} |X_{i_0+1} - X_{i_0}| = 0 \) then \( I \) is a strong blow-up set aggregating exactly \( k \) particles.

**Remark 2.** We can see the sequence \( D_{N,X}^{\epsilon-s\alpha,C_N + s\beta} \) as a Lyapunov function over sets. The set \( D_{N,X}^{\epsilon,C_N} \) are basins of attraction.

The idea of the proof is to show that we control the interaction between the inner and the outer set over a sufficiently long period of time, to ensure that the blow-up effectively happens.

**Proof.** We show that \( \Pi^2 \) decreases at least linearly on \( [t_0,T) \) whereas \( H_{IO,2} \) remains bounded. Our starting point is the equation 18 of Lemma 3.2.

\[
\frac{1}{2} \frac{d}{dt} \Pi^2 \leq -\alpha + \left( 2 + \frac{2\chi}{\sqrt{N}} \right) \sqrt{\Pi^2} H_{IO,2}.
\]

Thus, as long as

\[
\sqrt{\Pi^2} H_{IO,2} \leq \frac{1}{2} \frac{\alpha}{\left( 2 + \frac{2\chi}{\sqrt{N}} \right)},
\]

we get

\[
\frac{1}{2} \frac{d}{dt} \Pi^2 \leq -\frac{\alpha}{2}.
\]

Integrating 47 from \( t_0 \) to \( t_0 + s \) we get

\[0 \leq \Pi^2 (t_0 + s) \leq \Pi^2 (t_0) - \alpha s \leq \epsilon - \alpha s.
\]

Therefore under the condition 46 we find an upper bound for the blow-up time \( T \).

\[T \leq t_0 + \frac{\epsilon}{\alpha}.
\]

Naturally, the next step is to prove that starting at time \( t_0 \) with \( X(t_0) \in D_{N,X}^{\epsilon,C_N} \) the estimate (46) remains true for any \( s \in [t_0,T) \). We already know that under the condition (46) the second moment decreases, so it suffices to prove that \( H_{IO,2} \) remains bounded as in (46) up to \( T \).

Since \( X(t_0) \in D_{N,X}^{\epsilon,C_N} \) we have

\[H_{IO,2}^2 (t_0) \leq \frac{C_N}{\epsilon} \leq \frac{2C_N}{\epsilon}.
\]

Moreover thanks to the equation 20 of Lemma 3.2 we control the growth of \( H_{IO,2} \).

\[
\frac{d}{dt} H_{IO,2} \leq C_{4,2}(N) \left( 12 + 14 \chi + 4 N^{1/4} \right) H_{IO,2}^2 = \gamma_N H_{IO,2}^2.
\]
Therefore for any $s \in [0, \min(T, \frac{\epsilon}{\gamma N})]$,

$$H_{I, 2}(t_0 + s) \leq \frac{1}{H_{I, 2}(t) - \gamma N s} \leq \frac{1}{\frac{\epsilon}{\gamma N} - \gamma N s}.$$  

Consequently for any $s \leq \frac{\epsilon}{2C_4N\gamma N} = \frac{\epsilon}{C_4N(12 + 14\chi + 4N^{1/4})}$,

$$H_{I, 2}(t_0 + s) \leq \frac{2C_N}{\epsilon}. \tag{49}$$

According to (46) and (48), to conclude the proof it is enough to ensure that

$$\sqrt{2C_N} \leq \frac{1}{2} \left(2 + \frac{2\alpha}{\sqrt{N}}\right).$$

and

$$\frac{\epsilon}{\alpha} \leq \frac{2C_4N(12 + 14\chi + 4N^{1/4})}{C_N}.$$

This is precisely the definition of $C_N$ (44).

At time $T$, two cases may appear: either the variance of the $I$ particles is equal to 0 or it is positive. In the latter case there should exist other weak blow-up sets by the very definition of $T$. Let $I_0$ be one of them. Since $H_{I, 2}$ remains bounded and $I_0$ is a set made of consecutive indices, then provided that $\Pi_{I, 2}(T) > 0$, the following intersection is empty: $I_0 \cap I = \emptyset$. In this case none of the particles of $I$ contributes to the blow-up. This is item (i) of Theorem 5.1.

On the other hand, if $\Pi_{I, 2}(T) = 0$, then the bound on $H_{I, 2}$ and Proposition 5 imply that $I$ is a strong blow-up set. This is item (ii) of Theorem 5.1.

Finally, if there exist $i_0 \in I$ with $\liminf_{t \to T^-} |X_{i_0+1} - X_{i_0}| = 0$, we are in the second case of the alternative: $I$ is a strong blow-up set. It concludes the proof of Theorem 5.1.

**Remark 3.** We do not consider the specific case where $\chi = \chi_N^k$ for some $k$. Although blow-up occurs in finite time (except for $k = N$), the variance of $k$ particles does not necessarily decrease.

**Remark 4.** It is straightforward to construct an open set of initial data for the system (7)–(8) such that the method of Theorem 5.1 leads to strong blow-up with exactly $k$ particles. For example we can alternate subsets of $k$ particles lying in $D^{\epsilon, \frac{C_N}{\epsilon}}$ and subsets of less than $k$ particles. The latter cannot contribute to the blow-up according to Proposition 1.

6. **Rigidity.** In this Section we demonstrate that the blow-up process including $k$ particles is rigid in the following sense: particles in the inner set $I$ blow-up all together with the same rate, whereas particles in the outer set $O$ stay away from the blow-up point.

6.1. **The rescaled system.** Recall the parabolic rescaling that is performed in order to capture the blow-up profile:

$$Y(\tau(t)) = \frac{X(t) - \overline{X}}{R(t)}, \tag{50}$$
Since above and below. We begin with the first estimate. Notice that Estimate 1- The squared distance to the blow-up point is estimated from the different items of Theorem 6.1.

Proof of Theorem 6.1. More details on this subject can be found in [13] p.151, Remark 7. Theorem 6.1. Let $X$ be a solution of (7)–(8) Assume there exists a strong blow-up set of $k$ particles (for data in the basin of stability (45) for instance). We denote by $T$ the blow-up time, $X$ the blow-up point and $Y$ the rescaled solution given by (50).

Then there exists $A > 0$ such that for any $\tau > 0$:

1. $\frac{1}{\tau} \leq \|Y(\tau)\|^{2}_{L^{2}(\mathcal{I})} \leq A^{2}$, $\frac{1}{\tau} \leq P_{T}^{2}(\tau) \leq A^{2}$,

2. $\forall i \in \mathcal{I}$ $|Y_{i}(\tau)| \leq A$,

3. $\forall (i, j) \in \mathcal{I} \times \mathcal{I}$ $\frac{1}{\tau} \leq |Y_{i}(\tau) - Y_{j}(\tau)| \leq A$,

4. $\forall j \in \mathcal{O}$ $|Y_{j}(\tau)| \geq \frac{1}{A\sqrt{2\alpha}e^{\alpha\tau}}$.

This theorem means that, when zooming around $X$ with the parabolic rate $\sqrt{2\alpha(T-t)}$, the inner particles remain bounded, whereas the outer particles are sent to $\infty$, see Figure 1 for a numerical illustration. The third estimate has an important consequence: the free energy of the inner set in the rescaled frame is bounded from below.

Remark 5. Statements of Theorem 6.1 are stronger than the maximum principle. More details on this subject can be found in [13] p.151, Remark 7.5.2.

Proof of Theorem 6.1. We split the proof into several estimates, corresponding to the different items of Theorem 6.1.

Estimate 1- The squared distance to the blow-up point is estimated from above and below. We begin with the first estimate. Notice that $\|Y(\tau)\|^{2}_{L^{2}(\mathcal{I})} = \frac{\Pi_{I}(t)}{2\alpha(T-t)}$ and $P_{T}^{2}(\tau) = \frac{\Pi_{I}(t)}{2\alpha(T-t)}$. By 19 of Lemma 3.2, with $p + 1 = k$ and $\alpha = -(k - 1) \left(1 - \frac{2\chi}{\sqrt{N}}\right)$, we have

$$\frac{1}{2} \frac{d}{dt} \Pi_{I}^{2} + \alpha \leq \left(2 + \frac{2\chi}{\sqrt{N}}\right) \sqrt{\Pi_{I}^{2} H_{I,O,2}}.$$

Since $H_{I,O,2}$ is bounded and $\Pi_{I}^{2} \to 0$ as $t \to T$, we have

$$\frac{d}{dt} \Pi_{I}^{2}(t) \to -2\alpha.$$
It gives \( \Pi_T^2(t) \sim 2\alpha (T - t) \) as \( t \to T \). We deduce the existence of \( A \) as claimed in \((1)\). The proof is exactly the same when \( \Pi_T^2 \) is replaced by \( \Pi_T^2 \).

**Estimate 2- In the blow-up set the rescaled solution is bounded from above.** It is a straightforward consequence of item \((1)\) of Theorem 6.1:

\[
\forall i \in \mathcal{I}, \quad |Y_i| \leq \|Y\|_{L^2(\mathcal{I})} \leq A. \tag{54}
\]

**Estimate 4- the rescaled particles in the outer set go to infinity.** We prove estimate 4 now as it is a prerequisite for the proof of the third estimate. The key tool is the upper bound on \( H_{\mathcal{I} \mathcal{O},2} \). By hypothesis \( \mathcal{I} \) is a strong blow-up set, thus there exists \( A \) such that

\[
\min (|Y_{l+k} - Y_{l+k-1}|, |Y_l - Y_{l-1}|) \geq \frac{1}{\sqrt{2\alpha (T - t)}}. \tag{55}
\]

In particular \((55)\) says that both \( |Y_{l+k} - Y_{l+k-1}| \) and \( |Y_l - Y_{l-1}| \) are bounded from below. This remark will be useful during the proof of the third estimate. The second estimate implies \( \max (|Y_{l+k-1}|, |Y_l|) \leq A \). So taking \( A \) larger if needed we find

\[
\forall j \in \mathcal{O} \quad |Y_j| \geq \min (|Y_{l+k}|, |Y_l|) \geq \frac{1}{\sqrt{2\alpha (T - t)}} A = \frac{1}{A \sqrt{2\alpha T}} e^{\alpha \tau}. \]

In particular all the rescaled particles in \( \mathcal{O} \) are sent to infinity. This fact is also true for a weak blow-up set.

**Estimate 3a- the rescaled relative distances in the inner set are bounded from above.** This estimate is an immediate consequence of \((54)\),

\[
\forall (i,j) \in \mathcal{I} \times \mathcal{I}, \quad |Y_i - Y_j| \leq |Y_i| + |Y_j| \leq 2A. \tag{56}
\]

**Estimate 3b- the relative distances in the inner set are bounded from below.** This is the core of our rigidity Theorem. Together with the estimate 3a it expresses that the particles blow-up with the same rate, homogeneously inside the inner set. Equipped with the induction Proposition 4 we are ready to prove the estimate 3b. The strategy is to isolate the left-most relative distance with the descent step of Proposition 4: this is the local induction. Then we exclude the left-most particle with the reinitialization step and repeat the local induction. Step by step we bound from below every relative distance. We recall that \( \mathcal{I} = [l, l+k - 1] \).

**Step 1- A lower bound for \( |Y_{l+1} - Y_{l}| \): The local induction.** By Theorem 6.1(1), we know that \( P_{2}^2 \) is bounded from below by \( \frac{1}{\mathcal{B}^2} \). On the other hand, we deduce from \((55)\) that \( |Y_l - Y_{l-1}| \geq \frac{1}{B} \) for \( t \) close enough to \( T \). These are exactly the conditions for applying the descent step in Proposition 4, with \( q = l \) and \( p = l+k-1 \). This yields \( \mathcal{B}_1 > A > 0 \) such that \( P_{l,l+k-2}^2 \geq \frac{1}{\mathcal{B}_1^2} \). Since \( |Y_l - Y_{l-1}| \geq \frac{1}{A} \geq \frac{1}{\mathcal{B}_1} \) we can repeatedly apply the same descent step down to \( p = l+2 \). As a consequence we obtain, in the last iteration, a lower bound, say \( \frac{1}{\mathcal{B}^2} \), for \( P_{l,l+1}^2 \). We deduce immediately a lower bound for \( |Y_{l+1} - Y_{l}| \):

\[
(Y_{l+1} - Y_l)^2 \geq P_{l,l+1}^2 \geq \frac{1}{\mathcal{B}^2}. \tag{57}
\]
Step 2- Not so fast: Reinitialization. After the first step, it would be natural to exclude the left-most particle: \( Y_l \), and start over the local induction. In fact, this is a delicate issue as we have no information about \( P_{l+1,l+k-1}^2 \). This is the reason why the reinitialization step is needed.

For this purpose we use the second information contained in the inequality (55), namely: \(|Y_{l+k} - Y_{l+k-1}|\) is bounded from below. On the other hand, \(|Y_{l+1} - Y_l|\) is bounded from below also (57). Therefore the conditions of the reinitialization step in Proposition 4 are fulfilled, with \( q = l + 1 \) and \( p = l + k - 1 \). The outcome of the reinitialization step is the required lower bound on \( P_{l+1,l+k-1}^2 \).

Step 3- Yes we can: The global induction. We explain here the global induction step. After the reinitialization step we can exclude the left-most particle: \( Y_l \).

By induction on the left-most particle, say \( Y_q \), we successively alternate between local induction and reinitialization to exclude \( Y_q \), from \( q = l \), up to \( q = l + k - 2 \). In doing so we obtain as a byproduct (57) that there exists \( B > 0 \) such that:

\[
\forall i \in \mathcal{I} \setminus \{l + k - 1\}, \quad |Y_{i+1} - Y_i| \geq \frac{1}{B}.
\]

This implies the estimate 3b and concludes the proof of Theorem 6.1.

6.3. Towards a Liouville theorem. It is an immediate consequence of Theorem 6.1 that the rescaled system (50) satisfies the following conditions:

1. \( Y \) is define for all nonnegative time.
2. \( \forall i \in \mathcal{I} \quad |Y_i| \leq A \).
3. \( \forall (i, i+1) \in \mathcal{I} \times \mathcal{I} \quad (Y_{i+1} - Y_i) \geq \frac{1}{4} \).
4. \( \forall j \in \mathcal{O} = [1, N] \setminus \mathcal{I} \quad |Y_j| \longrightarrow +\infty \).
5. \( \forall \tau \in \mathbb{R}^+ \quad \mathcal{H}_{\mathcal{I} \times \mathcal{O}, 2}(\tau) \leq A^2 e^{-2\alpha \tau} \).

Definition 6.2 (The local rescaled energy functional). As usual we fix an inner set of \( k \) particles: \( \mathcal{I} = [l, l + k - 1] \). We define \( \mathcal{E}_k^{\text{resc}} \) by:

\[
\mathcal{E}_k^{\text{resc}}(Y) = -\sum_{i \in \mathcal{I} \setminus \{l+k-1\}} \log (Y_{i+1} - Y_i) + \chi h_N \sum_{(i,j) \in \mathcal{I} \times \mathcal{I} \setminus \{i\}} \log |Y_i - Y_j| - \frac{\alpha}{2} \sum_{i \in \mathcal{I}} |Y_i|^2.
\]

This is the rescaled energy restricted to the inner set. Under the rescaled conditions (R1-R5) above, the local energy is bounded from above and below. We have to introduce a technical condition. We will restrict ourselves to the case where any blow-up set is a strong blow-up set made of \( k \) particles. In this case, according to Theorem 6.1, the rescaled solution \( Y \) given by (50) satisfies the following condition:

6. There exists \( A > 0 \) such that for any \( i \neq j \), \( |Y_i - Y_j| \geq \frac{1}{A} \).

We are now ready to give a precise version of Theorem 1.4 for the rigidity.

Theorem 6.3. Let \( Y \) be a solution of the differential equation (51) satisfying the conditions (R1-R6) then

- for any \( i \in \mathcal{I} \), \( \dot{Y}_i(\tau) \to 0 \) as \( \tau \to \infty \).
- \( \mathcal{E}_k^{\text{resc}}(Y(\tau)) \) converges to a limit noted \( e_\infty \) as \( \tau \to \infty \).
- \( (\nabla \mathcal{E}_k^{\text{resc}})(Y(\tau)) \) \( \to 0 \) as \( \tau \to \infty \).
Theorem 6.3 is quite unsatisfactory since it would be natural to expect that $Y(\tau)$ converges (without extracting subsequences) to a critical point of the rescaled energy $E_k^{rec}$. For this purpose it would be interesting to gain more information about the solutions of (53) which are defined up to $\tau = +\infty$, in the spirit of the Liouville Theorem in [14]. We aim to develop an argument based on the L"{o}yasiewicz inequality, from the theory of gradient flows of analytical energies. However we face technical difficulties and we leave it for future work. Another way to conclude would be to get a better description of the critical points of the functional $E_k^{rec}$. According to the case of three particles in appendix we believe that there is only a finite number of critical points. This would be enough to prove a Liouville Theorem.

Before proving Theorem 6.3 we remark that a rescaled solution behaves almost like a solution of the local gradient flow.

**Proposition 6.** Let $Y$ solution of the differential equation (51) satisfying the rescaled condition (R1-R5) then there exists $C > 0$ such that

$$\forall \tau > 0, \quad \|\nabla E_k^{rec}((Y_i)_{i \in \mathcal{I}}) - (\nabla Y_i^{rec}(Y))_{i \in \mathcal{I}}\|_{\mathcal{I}} \leq C e^{-\alpha \tau}.$$  

**Proof.** From condition (R5) there exists $A$ such that $\mathcal{H}_{\mathcal{T}, \alpha}(\tau) \leq A^2 e^{-2\alpha \tau}$. Then we compute for any $i \in \mathcal{I} = [l, l + k - 1]$:

$$|\nabla E_k^{rec} (Y) - \nabla Y^{rec}(Y)| = \left| -\frac{\delta_{i,l}}{Y_i - Y_{i-1}} + \frac{\delta_{i,l+k}}{Y_{l+k+1} - Y_{l+k}} - 2\chi h_n \sum_{k \in \mathcal{O}} \frac{1}{Y_{k} - Y_{i}} \right| \leq \left( 2 + \frac{2\chi}{\sqrt{N}} \right) Ae^{-\alpha \tau}.$$

\qed

**Proof of Theorem 6.3.** This proof is divided into two steps.

**Step 1.** Under the hypotheses of Theorem 6.3, there exists $C > 0$ such that,

$$\forall \tau > 0, \quad \|\dot{Y}_i\|_{l^\infty(\mathcal{I})} \leq C, \quad \|Y_i\|_{l^\infty(\mathcal{O})} \leq Ce^{\alpha \tau}, \quad \|\dot{Y}_j\|_{l^\infty(\mathcal{O})} \leq Ce^{\alpha \tau}, \quad \|\dot{Y}_i\|_{l^\infty(\mathcal{I})} \leq C.$$

First, for all $i \in \mathcal{I}$, we have,

$$|\dot{Y}_i| = \left| -\frac{1}{Y_{i+1} - Y_i} + \frac{1}{Y_i - Y_{i-1}} + 2\chi h_N \sum_{k \not= i} \frac{1}{Y_k - Y_i} + \alpha Y_i \right| \leq 2A + 2\chi h_N \sum_{k \in \mathcal{I}\setminus\{i\}} \frac{1}{Y_k - Y_i} + 2\chi h_N \sum_{k \in \mathcal{O}} \frac{1}{Y_k - Y_i} + \alpha A \leq (2 + \alpha + 2\chi h_N(k - 1)) A + Ae^{-\alpha \tau}.$$

Secondly, for all $j \in \mathcal{O}$, we have,

$$|\dot{Y}_j - \alpha Y_j| = \left| -\frac{1}{Y_{j+1} - Y_j} + \frac{1}{Y_j - Y_{j-1}} + 2\chi h_N \sum_{k \not= j} \frac{1}{Y_k - Y_j} \right| \leq 2A + 2\chi h_N \sum_{k \in \mathcal{O}\setminus\{j\}} \frac{1}{|Y_k - Y_j|} + 2\chi h_N \sum_{k \in \mathcal{I}} \frac{1}{|Y_k - Y_j|} \leq (2 + \alpha + 2\chi h_N(N - k + 1)) A + Ae^{-\alpha \tau}.$$
Taking \( C \) large enough, the Gronwall Lemma yields \( |Y_j| \leq Ce^{\alpha \tau} \). By triangular inequality \( |\dot{Y}_j| \leq C e^{\alpha \tau} \).

Finally, we compute \( \dot{Y}_i \) for \( i \in I \),

\[
|\dot{Y}_i| = \left| \frac{d}{d\tau} \left( -\frac{1}{Y_{i+1} - Y_i} + \frac{1}{Y_i - Y_{i-1}} + 2\chi h_N \sum_{k \neq i} \frac{1}{Y_k - Y_i} + \alpha Y_i \right) \right|
\]

\[
= \left| \frac{\dot{Y}_{i+1} - \dot{Y}_i}{(Y_{i+1} - Y_i)^2} - \frac{\dot{Y}_i - \dot{Y}_{i-1}}{(Y_i - Y_{i-1})^2} - 2\chi h_N \sum_{k \neq i} \frac{\dot{Y}_k - \dot{Y}_i}{(Y_k - Y_i)^2} + \alpha \dot{Y}_i \right|
\]

\[
\leq C_1 \left( (4 + \alpha + 2\chi h_N (k-1)) A^2 + A^2 e^{-2\alpha \tau} \right) + \\
\frac{\dot{Y}_{i+1}}{(Y_{i+1} - Y_i)^2} + \frac{\dot{Y}_{i+1} - \dot{Y}_{i-1}}{(Y_{i} - Y_{i-1})^2} + 2\chi h_N \sum_{k \neq i} \frac{\dot{Y}_k}{(Y_k - Y_i)^2}
\]

\[
\leq C + \left( 2 + \frac{2\chi}{\sqrt{N}} \right) C e^{\alpha \tau} A^2 e^{-2\alpha \tau}.
\]

**Step 2.** The time-derivative of \( E_k^{\text{resc}}(Y) \) is estimated, using discrete integration by parts, symmetry and Proposition 6.

\[
\frac{d}{d\tau} E_k^{\text{resc}}(Y(\tau)) = \left\langle \left( (\dot{Y}_i)_{i \in I} \right), \nabla E_k^{\text{resc}}((Y_i)_{i \in I}) \right\rangle
\]

\[
= \left\langle \left( (\dot{Y}_i)_{i \in I} \right), \nabla_k E_k^{\text{resc}}(Y) \right\rangle
\]

\[
+ \left\langle \left( (\dot{Y}_i)_{i \in I} \right), \nabla_k E_k^{\text{resc}}((Y_i)_{i \in I}) - (\nabla_k E_k^{\text{resc}}(Y))_{i \in I} \right\rangle
\]

\[
\leq - \|\dot{Y}\|_{l^2(I)}^2 + \|\dot{Y}\|_{l^2(I)} \|\dot{Y}\|_{l^2(I)} C e^{-\alpha \tau}
\]

\[
\leq - \|Y\|_{l^2(I)}^2 (1 - C e^{-\alpha \tau}) + C e^{-\alpha \tau},
\]

(58)

where we used the notation \( \|\dot{Y}\|_{l^2(I)}^2 = \sum_{i \in I} \dot{Y}_i^2 \). We deduce from (59) the integrability of \( \|\dot{Y}\|_{l^2(I)}^2 \). We choose \( \tau_0 \) such that \( (\forall \tau \geq \tau_0) \, 1 - C e^{-\alpha \tau} \geq \frac{1}{2} \). We get

\[
\int_{\tau_0}^{\infty} \|\dot{Y}\|_{l^2(I)}^2 \leq \lim_{\tau \rightarrow +\infty} \left( \int_{\tau_0}^{\tau} -2 \frac{d}{d\tau} E_k^{\text{resc}}(Y(\tau)) \right) + C e^{-\alpha \tau} d\tau
\]

\[
\leq 2(M - m) + \frac{C}{\alpha},
\]

(60)

where \( M \) and \( m \) are respectively the upper and lower bound of \( E_k^{\text{resc}}(Y) \), depending only on \( N, \chi, A \) by condition (R3). We deduce from the estimates \( \|\dot{Y}_i\|_{l^2(I)} \leq C \) that \( \|\dot{Y}\|_{l^2(I)} \rightarrow 0 \) as \( \tau \rightarrow \infty \).

We eventually prove the convergence of \( E_k^{\text{resc}}(Y) \). The inequality 58 implies:

\[
\left| \frac{d}{d\tau} E_k^{\text{resc}}(Y(\tau)) \right| \leq \frac{3}{2} \|\dot{Y}\|_{l^2(I)}^2 + \frac{C^2}{2} e^{-2\alpha \tau}.
\]

Therefore \( \frac{d}{d\tau} E_k^{\text{resc}}(Y) \) is integrable and there exist \( e_\infty \) such that \( E_k^{\text{resc}}(Y) \rightarrow e_\infty \) as \( \tau \rightarrow +\infty \). The last estimate is a straightforward consequence of \( \dot{Y} = (\nabla E_k^{\text{resc}}(Y)) \) and Proposition 6. It concludes the proof of Theorem 6.3. \( \square \)
7. Conclusion and perspectives. We prove a rigidity result for the blow-up of the particle scheme (7)–(8). More precisely, we are able to quantitatively separate the inner and the outer sets of particles. Interestingly, our rigidity result is obtained under the sole condition that the blow-up sets satisfy the weak condition (10) and contains the critical number of particles. Under these conditions, we can develop the induction method (Proposition 4), then we deduce Theorem 6.3. This is indeed the case when the solution belongs to the basins of stability defined in 5.1.

This work opens several perspectives. First, it would be interesting to investigate the continuation of system (1.3)-(1.4) after the blow-up time, following [10, 11]. Secondly, we could study more general systems, including a nonlinear diffusion, and a power-law interaction kernel.

A. The case of three particles as a toy problem. We study thoroughly the case of three particles. There are two possible cases concerning the blow-up occurrence: either three or two particles collapse. It is convenient to introduce the relative distances: \( u_1 = X_3 - X_1 \) and \( u_2 = X_3 - X_2 \). The center of mass, \( X_1 + X_2 + X_3 \), is invariant along the flow. We set it equal to zero. The system (7)–(8) becomes:

\[
\begin{align*}
\dot{u}_1 &= \frac{2}{u_1} - \frac{1}{u_2} - 2\chi h_3 \left( \frac{2}{u_1} - \frac{1}{u_2} + \frac{1}{u_1 + u_2} \right), \\
\dot{u}_2 &= \frac{2}{u_2} - \frac{1}{u_1} - 2\chi h_3 \left( \frac{2}{u_2} - \frac{1}{u_1} + \frac{1}{u_1 + u_2} \right). 
\end{align*}
\]

We assume without loss of generality that \( u_2 \geq u_1 \). By symmetry of the system, and uniqueness of the solutions, the diagonal \( \{u_2 = u_1\} \) is invariant by the flow.

We recall that the solution to the system (61) blows-up in finite time when \( \chi > \chi_3 = 1 \). There is a transition at \( \chi = \chi_3^2 = \frac{3}{2} \): for \( \chi_3 < \chi < \chi_3^2 \) two particles cannot collapse, whereas it is possible for \( \chi > \chi_3^2 \).

A.1. Three particles collapse. First, we consider the intermediate case \( \chi_3 < \chi < \chi_3^2 \). In this case, the blow-up set contains three particles.

Proposition 7. Let \( T \) be the blow-up time. We have \( u_1 (t), u_2 (t) \to 0 \) as \( t \to T \). Moreover the ratio \( \frac{u_2}{u_1} \) is bounded from above and below.

Proof. We show that there exists \( a > 0 \) such that, if \( \frac{u_2}{u_1} \geq a \) then \( \frac{u_2}{u_1} \) decreases. Indeed, from (61), we get:

\[
\frac{d}{dt} \left( \frac{u_2}{u_1} \right) = \frac{1}{u_1^2} \left[ 2 \left( \frac{u_1}{u_2} - \frac{u_2}{u_1} \right) \left( 1 - \frac{\chi}{\chi_3^2} \right) + \frac{\chi}{\chi_3^2} \left( \frac{u_2 - u_1}{u_2 + u_1} \right) \right].
\]

Using that \( 1 - \frac{\chi}{\chi_3^2} > 0 \), we see that \( \frac{d}{dt} \left( \frac{u_2}{u_1} \right) < 0 \) when \( \frac{u_2}{u_1} \) is large enough. Thus \( \frac{u_2}{u_1} \) is bounded from above, and from below by assumption.

A.1.1. Parabolic rescaling. In the case \( \chi_3 < \chi < \chi_3^2 \) the second moment is linearly decaying, and touches zero exactly at the blow-up time. We rescale the solution in order to fix the second moment to a constant value equal to one, i.e. we project \( X(t) \) on the sphere of radius one. We also rescale time in order to get a solution defined for all time \( \tau \geq 0 \):

\[
Y(\tau (t)) = \frac{X(t)}{R(t)},
\]

(62)
where \( R(t) = \|X(t)\| = \sqrt{|X(0)|^2 - 2\alpha t} = \sqrt{2\alpha (T - t)}, \) and \( \tau(t) = -\frac{1}{\alpha} \log \left( \frac{R(t)}{R(0)} \right). \) Here, \( \alpha = 2 \left( \frac{\chi}{\chi_3} - 1 \right). \) Notice that, in this case, the blow-up point \( \overline{X} \) must be the center of mass and therefore equal to 0. We define the relative rescaled distances as: \( v_1 = Y_2 - Y_1 \) and \( v_2 = Y_3 - Y_2. \) It satisfies the following system:

\[
\begin{align*}
\dot{v}_1 &= \frac{2}{v_1} - \frac{1}{v_2} - 2\chi h_3 \left( \frac{2}{v_1} - \frac{1}{v_2} + \frac{1}{v_1 + v_2} \right) + \alpha v_1 \\
\dot{v}_2 &= \frac{2}{v_2} - \frac{1}{v_1} - 2\chi h_3 \left( \frac{2}{v_2} - \frac{1}{v_1} + \frac{1}{v_1 + v_2} \right) + \alpha v_2
\end{align*}
\]

(63)

Theorem 6.1 rewrites as follows.

**Proposition 8.** In the case \( \chi_3 < \chi < \chi_3^2, \) the solution \( (v_1(\tau), v_2(\tau)) \) is uniformly bounded from above and below.

We shall see that Proposition 8 enables to determine completely the behaviour of the solutions.

A.1.2. *The blow-up profile.* We aim to describe the explosion behaviour. For this purpose we classify the solutions of (63) on the sphere \( \|Y\| = 1. \) A new transition occurs at \( \chi = \overline{\chi} = \frac{4}{3} \in (\chi_3, \chi_3^2). \)

**Proposition 9.** If \( \chi_3 < \chi \leq \overline{\chi}, \) then there is a unique attractive point for the system (63) restricted to the sphere \( \|Y\| = 1, \) namely: \((\overline{v}_1, \overline{v}_2) = \left( \frac{\sqrt{2}}{2}, \frac{\sqrt{2}}{2} \right). \)

If \( \overline{\chi} < \chi < \chi_3^2, \) there are two symmetric attractive points \((\overline{\chi}_1(\chi), \overline{\chi}_2(\chi))\) and \((\overline{\chi}_2(\chi), \overline{\chi}_1(\chi)).\) Moreover we have \((\overline{\chi}_1(\chi), \overline{\chi}_2(\chi)) \to (0, \frac{\sqrt{3}}{2})\) when \( \chi \to \chi_3^2. \)

**Proof of Proposition 9.** The condition \( \|Y\| = 1 \) rewrites

\[
v_1^2 + v_2^2 + v_1 v_2 = \frac{3}{2}
\]

(64)

We seek stationary points of (63) on this curve. Clearly \((\overline{v}_1, \overline{v}_2) = \left( \frac{\sqrt{2}}{2}, \frac{\sqrt{2}}{2} \right)\) is one of them. It is attractive if it is unique. More generally, the equation of the stationary points of (63) reads:

\[
0 = \left( \frac{3}{v_2} - \frac{3}{v_1} \right) (1 - 2\chi h_3) + \alpha (v_2 - v_1) .
\]

We assume \( v_2 > v_1 \) w.l.o.g. We find,

\[
v_1 v_2 = 3 \frac{1 - 2\chi h_3}{\alpha} > 0.
\]

In the case \( \chi \geq \overline{\chi}, \) this equations possesses an extra solution, given by

\[
\overline{\chi}_1(\chi) = \frac{1}{2} \left( \frac{3}{2} \left( 1 + 2 - \frac{2\chi h_3}{\alpha} \right) \right) - \sqrt{\frac{3}{2} \left( 1 - 6 - \frac{2\chi h_3}{\alpha} \right)} .
\]

\[
\overline{\chi}_2(\chi) = \frac{1}{2} \left( \frac{3}{2} \left( 1 + 2 - \frac{2\chi h_3}{\alpha} \right) \right) + \sqrt{\frac{3}{2} \left( 1 - 6 - \frac{2\chi h_3}{\alpha} \right)} .
\]

We are now in position to state a Liouville rigidity theorem for (61).
Theorem A.1 (Liouville Theorem). In the case $\chi_3 < \chi \leq \bar{\chi}$, the rescaled solution is the translation of a unique solution defined for $t \in \mathbb{R}$, except in the trivial symmetric case.

1. There exists $V$ solution of (63) satisfying $V_1^2 + V_2^2 + V_1 V_2 = \frac{3}{2}$, defined on $\mathbb{R}$, being such that $\lim_{\tau \to -\infty} (V_1(\tau), V_2(\tau)) = \left(0, \sqrt{\frac{3}{2}}\right)$ and $\lim_{\tau \to +\infty} (V_1(\tau), V_2(\tau)) = \left(\sqrt{\frac{3}{2}}, \sqrt{\frac{3}{2}}\right)$.

2. Let $(v_1, v_2)$ be a solution of (63), such that $v_2 > v_1$, and satisfying $v_1^2 + v_2^2 + v_1 v_2 = \frac{3}{2}$. Then there exists $s \in \mathbb{R}$ such that:

$$\forall \tau > 0 \quad v(\tau) = V(\tau + s).$$

A similar result holds in the case $\bar{\chi} < \chi < \chi_3^2$, but there are two possible branches of solutions.

1. There exist two solutions $V^I$ and $V^r$, satisfying $V_1^2 + V_2^2 + V_1 V_2 = \frac{3}{2}$, defined on $\mathbb{R}$, coming respectively from $\left(0, \sqrt{\frac{3}{2}}\right)$ and $\left(\sqrt{\frac{3}{2}}, \sqrt{\frac{3}{2}}\right)$ as $\tau \to -\infty$, and going both to the attractive point $(\bar{v}_1(\chi), \bar{v}_2(\chi))$ as $\tau \to +\infty$. 

Figure 4. Illustration of the dynamics of the three-particles system in the two possible cases: (Top) $\chi_3 < \chi < \bar{\chi}$, and (Bottom) $\bar{\chi} < \chi < \chi_3^2$. The Left picture shows the dynamics of the original system (61), and the Right picture shows the dynamics of the rescaled system (63). In the former, we clearly see that the three particles collapse simultaneously since the relative distances $v_1$ and $v_2$ both converge to zero. In the latter, the dynamics is restricted to the plain curve defined by (64). The stationary points are plotted in red circles.
2. Let \((v_1, v_2)\) be a solution of (63), such that \(v_2 > v_1\), and satisfying \(v_1^2 + v_2^2 + v_1 v_2 = \frac{3}{2}\). Then there exists \(s \in \mathbb{R}\) such that for any \(\tau > 0\): for any \(v = (v_1, v_2)\), \(v_2 \geq v_1\), solution of (63) satisfying \(v_1^2 + v_2^2 + v_1 v_2 = \frac{3}{2}\). Then there exists \(s \in \mathbb{R}\) such that:

\[
(\forall \tau > 0) \quad v(\tau) = V^t(\tau + s) \quad \text{or} \quad (\forall \tau > 0) \quad v(\tau) = V^r(\tau + s).
\]

Proof of Theorem A.1. Let \(V = (V_1, V_2)\) be a maximal solution of (63). It is defined on \(\mathbb{R}\) and satisfies \(\lim_{\tau \to -\infty} V(\tau) = \left(0, \sqrt{\frac{3}{2}}\right)\) and \(\lim_{\tau \to +\infty} V(\tau) = \left(\frac{\sqrt{3}}{\tau}, \frac{\sqrt{2}}{2}\right)\). Thus \(V\) parametrizes the curve (64) above the diagonal: \(\{v_2 > v_1\}\). Consequently for any \(v\) solution of (63), defined on \([0, +\infty)\) and satisfying (64), there exists \(s\) such that \(v(0) = V(s)\). By uniqueness of the solution, for all \(\tau > 0\), \(v(\tau) = V(\tau + s)\).

We can do exactly the same construction in the case \(\chi > \bar{\chi}\).

Remark 6. We can rewrite this theorem with respect to the degrees of freedom of the system. There are two degrees of freedom for the solution of (61). After rescaling, the two degrees of freedom are: the blow-up time \(T\) of the system. There are two degrees of freedom for the solution of (61). After rescaling, the two degrees of freedom are: the blow-up time \(T\) of the system.

A.1.3. Back to the initial problem. We make a last important comment: the transition \(\chi \leq \bar{\chi}\) is a first step towards the understanding from the transition from \(k + 1\) to \(k\) particles in the blow-up set as \(\chi_k^{k+1} < \chi < \chi_k^k\) increases (here, \(k = 2\)). Indeed, as \(\chi \approx \chi^k\) the blow-up profile is uniquely determined and symmetric. On the other hand, as \(\chi \approx \chi^k\), there are two asymmetric profiles, depending on which particle (here, \(X_1\) or \(X_3\)) contributes the least to the blow-up. As \(\chi \to \chi^k\), the ratio of the asymptotic relative distances diverges, meaning that one of the two extremal particles is progressively ejected from the blow-up set.

A.2. Two particles collapse. Secondly, we assume \(\chi > \chi_3^2\). Let \((u_1, u_2)\) be a solution of (61). In this case, we expect the following statement (see Figure 5):

1. If \(u_2(0) > u_1(0)\) the blow-up involves \(X_1\) and \(X_2\) only.
2. If \(u_1(0) > u_2(0)\) the blow-up involves \(X_2\) and \(X_3\) only.

Remark 7. The non generic case \(u_1(0) = u_2(0)\) shows that, even if \(\chi > \chi_3^2\), the blow-up can aggregate three particles, for symmetry reasons.

We suppose without lost of generality that \(u_2(0) > u_1(0)\).

A.2.1. Parabolic rescaling. We perform the same parabolic rescaling as in Section A.1, except that we substitute \(\alpha\) with \(\bar{\alpha} = -2 \left(1 - \frac{1}{\chi^2}\right) > 0\).

Theorem 6.1 rewrites as follows.

Proposition 10. There exists \(A > 0\) such that for any \(\tau > 0\):

1. \(\lim_{\tau \to +\infty} v_1(\tau) = 1\).
2. \(\frac{1}{4\sqrt{3}} \leq v_2 \leq \frac{3}{2} \sqrt{\frac{3}{2}} u_2 t^\alpha\).

Proof. We have \(\liminf_{t \to T^-} u_1 = 0\). We begin with the third estimate, namely: \(u_2\) is bounded from below. The equation (61) gives

\[
\dot{u}_2 - \dot{u}_1 = \left(\frac{3}{u_2} - \frac{3}{u_1}\right)(1 - 2\chi h_3) = \left(\frac{3}{u_2} - \frac{3}{u_1}\right)\left(1 - \frac{\chi}{\chi^2}\right).
\]
Figure 5. Illustration of the dynamics of the three-particles system in the case: $\chi^2_3 < \chi$. The Left picture shows the dynamics of the original system (61), and the Right picture shows the dynamics of the rescaled system (63). In the former, we clearly see that only two particles collapse simultaneously, except in the symmetric case $v_1 = v_2$. In the latter, we exhibit the two possible branches of infinite solutions that come from the diagonal as $\tau \to -\infty$.

Since $u_2(0) > u_1(0)$, and $\left(1 - \frac{\chi}{\chi^2_3}\right) \leq 0$, we deduce that $u_2 - u_1$ increases. In particular, for all $t \in [0, T)$:

$$u_2(t) \geq u_2(0) - u_1(0) + u_1(t) \geq u_2(0) - u_1(0).$$

(65)

Taking $A > \frac{u_2(0) - u_1(0)}{u_2}$ proves item (ii).

Concerning the first estimate, we start from the non-rescaled equation:

$$\dot{u}_1 = \frac{1}{u_1} 2 \left(1 - 2 \chi h_3\right) - \frac{1}{u_2} \left(1 - 2 \chi h_3\right) - \frac{2 \chi h_3}{u_1 + u_2},$$

Since $u_1 \leq u_2$ we get

$$2u_1 \dot{u}_1 = -2\alpha + \frac{u_1}{u_2} \alpha - \frac{2u_1 \chi h_3}{u_1 + u_2} \leq -\alpha.$$

(66)

Thus $u_1^2$ decreases, and $\lim_{t \to T} u_1(t) = 0$. Since $u_2$ is bounded from below we deduce that $\frac{d}{dt} u_1(t)^2 \sim -2\pi$. Therefore, $u_1(t)^2 \sim 2\pi (T - t)$. This concludes the proof of item (i).

We finally state a Liouville theorem for the case where two particles only collapse.

**Theorem A.2** (Liouville Theorem). There exists $V = (V_1, V_2)$, defined on $\mathbb{R}$, solution of (63) such that: if $v = (v_1, v_2)$ is a solution of (63) defined on $[0, +\infty)$, satisfying $v_2 > v_1$, and verifying the conditions of Proposition 10, then there exists $s \geq 0$ such that $v(\tau) = V(\tau + s)$.

**Proof.** We perform the change of variables $(\xi, \eta) = \left( v_1 - 1, \frac{1}{v_2} \right)$. Linearizing (63) near the critical point $(1, 0)$, we get, $(\dot{\xi}, \dot{\eta}) = L(\xi, \eta) + f(\xi, \eta)$ with $|f| \leq (\xi^2 + \eta^2)$ and

$$(\xi, \eta) = \begin{pmatrix} 2\alpha & -1 \\ 0 & -2\alpha \end{pmatrix} (\xi, \eta) + O \left( \|\xi\|^2 + \|\eta\|^2 \right).$$
We define $V$ as the stable manifold of the hyperbolic point $(1, +\infty)$. It is defined on $\mathbb{R}$ with the boundary condition $\lim_{\tau \to -\infty} V_1 = \lim_{\tau \to -\infty} V_2 = \sqrt{\frac{3\chi_0 - 1}{2}}$. Since $\lim_{\tau \to \infty} v_1(\tau) = 1$ and $\lim_{\tau \to \infty} v_2(\tau) = +\infty$, the solution $v$ lies on the stable manifold $V$. Hence, there exists $s > 0$ such that for any $\tau > 0$:

$$v(\tau) = V(\tau + s).$$

We refer to Figure 5 for an illustration of these statements.

A.3. The tipping case. We finally take a look at the threshold number: $\chi = \chi_3^2$. The equation 61 becomes

$$\dot{u}_1 = \dot{u}_2 = -\frac{1}{u_1 + u_2}.$$ 

(67)

Without lost of generality we assume that $u_2(0) - u_1(0) = 2c_0 \geq 0$. It yields that

$$\begin{cases} u_1(t) = -c_0 + \sqrt{(u_1(0) + c_0)^2 - t} \\ u_2(t) = c_0 + \sqrt{(u_2(0) - c_0)^2 - t} = c_0 + \sqrt{(u_1(0) + c_0)^2 - t}. \end{cases}$$ 

(68)

Therefore the blow-up time is $T = (u_1(0) + c_0)^2 - c_0^2$ and we know precisely the blow-up dynamics. If $c_0 > 0$, only the two leftmost particles aggregate. It is actually expected according to 4. In this case, the rescaling is abnormally linear: $u_1(t) = \frac{T - t}{2c_0} + o(T - t)$. If $c_0 = 0$, the three particles aggregate due to symmetry. We recover the usual parabolic rescaling. This peculiar symmetric behavior remains whatever the value of $\chi$ is.
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