A Review on Sentiment Analysis Techniques and Applications
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Abstract. Nowadays, what user think is the most difficult and complicated task handled by organizations. The way to identify the attitude of the speaker or a writer on some topics is to use sentiment analysis. The use of sentiment analysis is to identify user’s opinion towards some topics whether it is positive or negative. This paper presents the techniques used by previous researchers in sentiment analysis which are Machine Learning and Natural Language Processing (NLP) in solving the classification task. The comparison among these two main approaches reveals that Machine Learning techniques can solve classification task with reasonable success and with very high accuracy compared to NLP-based techniques but it is depending on the training and test data with respect to the domain. This paper also presents the use of ontology in sentiment analysis that can help in achieving more high accuracy for the classification task.

1. Introduction
Nowadays, sharing opinion, sharing marketing, online ticket bookings, and online shopping are rising in daily life of people. In the decision-making process, we are always concerned about what other people think. Other people’s opinions are the most important piece of information for most of us. Social networking sites such as Facebook allow users to post their comments or opinions about any issues and topics. Here, we will see the importance of reviews shared by the peoples.

Sentiment can be defined as a view or opinion that is held or expressed. Whereas, sentiment analysis (SA) is a process of computationally identifying and categorizing opinions expressed in a piece of textual content, particularly to decide the writer’s attitude towards a particular topic, product or issue [1]. SA also known as opinion mining is widely used in many domains such as products, services, issues and politics to analyze user’s behaviors or opinion regarding the related topics [2].

People’s opinions or experiences influence users in making a decision. Typically, the use of SA is to extract what people feel or think about different things from the text. In the business industries, the use of SA is to analyze customer’s opinions towards their product or services because user’s satisfaction is the main attention in their industries. SA technology helps in improving businesses by analyzing user’s opinion.

2. Techniques Used in Sentiment Analysis
SA aim is to identify the positive, negative or neutral sentiment in the set of text or documents. It is a very crucial task to build a system to analyze user’s opinion in the form of review, social media, and microblogs. A lot of researches on SA have been done [3-5]. There are two main approaches used in SA which are Natural Language Processing (NLP) based and Machine Learning based.
NLP is commonly used for text mining, machine interpretation and mechanized inquiry. According to [6], NLP is a research and application area that explores how computers can be used to understand and manipulate natural language text or language for useful purposes. Furthermore, NLP researchers focus on trying to gather knowledge about how people understand and use language so that relevant mechanisms and techniques can be developed in allow computer systems to know as well as could manipulate natural languages to accomplish desired tasks. NLP method is broke down into basic methods and methods of modelling. The basic method in the NLP technique is to extract text features such as Part-of-Speech (POS) Tagging, frequency of documents, dictionary and weighting. In the meantime, the topic modelling method is a generic model of probability using distribution of vocabulary in searching for topics with text elements [7]. Both of these methods aim to identify the topic from a collection of documents. Based on the previous study, NLP approach uses variety of techniques in a different type of domain and most of the result is above 80% which can be say it is a quite impressive compared to Machine Learning approach. NLP approach had proven successful in [6,8-11] to get an excellent result.

Typically, NLP methods utilize statistical algorithms, which will eventually base or combine the algorithms with a classical Deep Learning Approach. Research in NLP is essential for opinion mining as it can monitor positive or negative human feelings based on the sentence or feature extraction in a user’s comment.

Another method used in sentiment analysis is Machine Learning. Machine Learning is a set of statistical technique for analyze some form of text. The techniques can be indicate as a model that is then applied to other text (supervised), or could be a set of algorithms that work across large sets of data to extract meaning (unsupervised) [12]. Machine Learning approach has various of techniques, but there are a few techniques that most of the researchers frequently used.

Generally, among the popular Machine Learning methods, Support Vector Machine (SVM), Naïve Bayes and N-Gram are the most popular. SVM is a discriminative classifier formally defined by a separating hyperplane. In other words, having given labelled training data (supervised learning), the algorithm from SVM outputs an optimal hyperplane which categorizes new examples [13]. According to [14] The Naïve Bayesian classifier is based on Bayes' theorem with independence assumptions between predictors, and is easy to build, with no complicated iterative parameter estimation which makes it particularly useful for very large datasets. [14] also stated that despite its simplicity, the Naïve Bayes classifier often does surprisingly well and is widely used because it often outperforms more sophisticated classification methods. Additionally, N-gram is a simple model that assigns probabilities to sentences of words or of whole sequences. N-gram is widely used in text mining and NLP. It is one of the most important tools in speech and language processing. N-gram has been used for a variety of different tasks. These three techniques are the most used in SA because it is proven to achieve high accuracy in the previous researches such as in [15-24]. Machine learning method is able to eliminate overlapping and irrelevant features by using suitable feature selection method. However, according to [5], Machine Learning methods suffers a great deal when training on mixed data.

Machine Learning approach are the best technique among two approaches and able to achieve very excellent results. [25] is among the earlier research in SA that used machine learning approach in solving the classification task and is able to achieve very excellent results. Although this paper is in an early research, they managed to obtain the most satisfactory result up to 96% of accuracy compare to NLP approach where the highest accuracy is over 80% by [10]. Machine learning approach precedes NLP-based approach by 10% and based on these results, we can simply say that machine learning is the best method compared to NLP-based techniques according to the classification task.

3. Ontology in Sentiment Analysis

Ontologies are the key component in various fields such as information retrieval and extraction, knowledge management and organization. Ontologies has been used for modeling the terms in a domain of interest as well as the relations among these terms and are now applied in many fields [26]. The study by [25], is one of the early research in SA that use ontology in sentiment classification. In
this paper they presents a method of ontology-based sentiment classification to classify and analyze online product reviews of consumers. In this research, the author used SVM text classification approach based on a lexical variation ontology. The use of ontology in this paper helped the classifier capture and analyzed the sentiments that use different words which may share the same meaning. The performance measure using precision, recall and F-measure allowed the author to be able classify with good accuracy after testing by F-measure with 96% accuracy. Many works have been done in ontology deployment in SA. Other than [25], researches by [27-31] are among the current researches in SA that uses ontology and managed to get a very satisfying results. The results in every experiment proved that the used of ontology can perform better than all baseline.

4. Conclusions
SA present a important role in decision making. Organizations will make decision about their product or service based on the reviews. There are a lot of approaches that can be used in SA. The Machine Learning techniques can solve classification task with reasonable success and with a very high accuracy compared to NLP- based techniques. From these results, we can conclude that even though Machine Learning obtained the highest results, but it is depending on the training and test data with respect to domain. This paper also presented the use of ontology in sentiment analysis which can obtain a very high accuracy.
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