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Abstract

We consider the zero-average Gaussian free field on a certain class of finite $d$-regular graphs for fixed $d \geq 3$. This class includes $d$-regular expanders of large girth and typical realisations of random $d$-regular graphs. We show that the level set of the zero-average Gaussian free field above level $h$ has a giant component in the whole supercritical phase, that is for all $h < h_\ast$, with probability tending to one as the size of the graphs tends to infinity. In addition, we show that this component is unique. This significantly improves the result of [4], where it was shown that a linear fraction of vertices is in mesoscopic components if $h < h_\ast$, and together with the description of the subcritical phase from [4] establishes a fully-fledged percolation phase transition for the model.

1 | INTRODUCTION

Level-set percolation of the Gaussian free field is a significant representative of percolation models with long range correlations. It has attracted attention for a long time, dating back to [7, 21, 24]. In the last decade, it has been subject to intensive research after a non-trivial percolation phase transition has been identified for this model on $\mathbb{Z}^d$ in [27], see for instance [2, 9, 12, 29]. Only very recently, in the remarkable paper [15], it has been shown that this phase transition is sharp, and, rather amazingly, the critical exponents have been identified for a related model of the level-set percolation on the cable system of $\mathbb{Z}^d$ in [13].

In coherence with a long line of past percolation results, it is natural to consider the level-set percolation of the Gaussian free field on finite graphs as well. In this context, [1] introduced a suitable version of the Gaussian free field which can be defined on finite graphs, the zero-average Gaussian free field, and studied its properties on discrete tori of growing side length in dimension
In [4] (with preparatory steps conducted in [3]), A. Abächerli and the author initiated the investigations of the zero-average Gaussian free field on a certain class of finite locally tree-like $d$-regular graphs. The present paper continues these investigations.

In [4] it has been shown that the level-set percolation of the zero-average Gaussian field on this class of graphs exhibits a percolation phase transition at a critical level $h_*$ in the following sense: With probability tending to one as the size $N$ of the graphs tends to infinity, whenever $h > h_*$, the level set of the zero-average Gaussian free field above level $h$ does not contain any connected component of size larger than $C_h \log N$, and, on the contrary, whenever $h < h_*$, a linear fraction of the vertices is contained in ‘mesoscopic’ connected components of the level set above level $h$, that is in components having a size of at least a small fractional power of $N$. The critical level $h_*$ agrees with the percolation threshold of the level set percolation of the usual Gaussian free field on a $d$-regular tree which was identified in [28].

In the subcritical phase, $h > h_*$, this description of the behaviour of the level set is satisfactory. On the other hand, in the supercritical phase, $h < h_*$, it leaves open the question whether the mesoscopic components form a giant component, that is a component of size of order $N$, cf. [4, Remark 5.7].

This is a natural question since for other probabilistic models on essentially the same class of graphs the emergence of the unique giant component has been shown in the corresponding supercritical phases. The first example is the Bernoulli bond percolation on $d$-regular expanders of large girth considered in [5] (for more recent results, see [18]). A second example is the percolation of the vacant set left by the simple random walk on the same class of graphs as considered here and in [4], see [8]. In particular the latter result gives a strong indication that a giant component should emerge also in the supercritical phase of the level-set percolation, as the two models share many common features, like similar decay of correlations.

We answer this question affirmatively. To state our results we first recall the setting of [4]. We fix $d \geq 3$ and assume that $(G_n)_{n \geq 1}$ is a sequence of graphs satisfying the following conditions.

**Assumption 1.1.** There exist $\alpha \in (0,1)$, $\beta > 0$, and an increasing sequence of positive integers $(N_n)_{n \geq 1}$ with $\lim_{n \to \infty} N_n = \infty$ such that for all $n \geq 1$:

(a) $G_n = (V_n, E_n)$ is a simple connected graph with $N_n$ vertices which is $d$-regular (that is all its vertices have degree $d$).

(b) For all $x \in V_n$ there is at most one cycle in the ball of radius $[\alpha \log_{d-1}(N_n)]$ around $x$.

(c) The spectral gap of $G_n$, denoted by $\lambda_{G_n}$, satisfies $\lambda_{G_n} \geq \beta$.

We refer to [4] for a more detailed discussion of these assumptions, but recall that they are satisfied for two important classes of graphs: (a) random $d$-regular graphs, (b) $d$-regular expanders of large girth. We also remark that assumptions very similar to ours were used in recent studies of quantum ergodicity on graphs, and in related studies of percolation of the level sets of the adjacency eigenvectors (see for instance [6, 16]).

On $G_n$ we consider the zero-average Gaussian free field $\Psi_{G_n} = (\Psi_{G_n}(x) : x \in V_n)$ which is a centred Gaussian process on $V_n$ whose law is determined by its covariance function

$$E[\Psi_{G_n}(x)\Psi_{G_n}(y)] = G_{G_n}(x,y) \quad \text{for all } x, y \in V_n,$$  

(1.1)

where $G_{G_n}(\cdot, \cdot)$ is the zero-average Green function on $G_n$ (see (2.3), (2.5) for its definition).
The zero-average Gaussian free field is a natural version of the Gaussian free field for finite graphs. However, due to the zero-average property, namely
\[ \sum_{x \in V_n} \Psi_{\mathcal{G}_n}(x) = 0, \quad \text{a.s.,} \] (1.2)
it comes with some peculiarities like the lack of an FKG-inequality and of the domain Markov property which are instrumental when studying Gaussian free field on infinite graphs, cf. [4, Section 2.2].

We analyse the properties of the level sets of \( \Psi_{\mathcal{G}_n} \) above level \( h \in \mathbb{R} \), that is of
\[ E_{\geq h}(\Psi_{\mathcal{G}_n}) := \{ x \in V_n : \Psi_{\mathcal{G}_n}(x) \geq h \}. \] (1.3)

In particular, we are interested in the sizes of its largest and second largest connected components \( C_{\text{max}}^{\mathcal{G}_n,h} \) and \( C_{\text{sec}}^{\mathcal{G}_n,h} \).

For our investigations it is important that the field \( \Psi_{\mathcal{G}_n} \) is locally well approximated by the Gaussian free field \( \varphi_{\mathbb{T}_d} = (\varphi_{\mathbb{T}_d}(x) : x \in \mathbb{T}_d) \) on the infinite rooted \( d \)-regular tree \( \mathbb{T}_d \) (see the paragraph containing (2.6) for the definition). For now, we only define its percolation function
\[ \eta(h) := P(|C_{\text{G}}^0| = \infty), \] (1.4)
where \( C_{\text{G}}^0 \) is the connected component of the set \( E_{\geq h}(\varphi_{\mathbb{T}_d}) := \{ x \in \mathbb{T}_d : \varphi_{\mathbb{T}_d}(x) \geq h \} \) containing the root \( o \in \mathbb{T}_d \), and we set
\[ h_* := \inf\{ h \in \mathbb{R} : \eta(h) = 0 \}, \] (1.5)
to be its critical value. From [28] it is known that \( h_* \) is positive and finite.

We can now state our main result.

**Theorem 1.2.** If \( h < h_* \), then for every sequence of graphs \( (\mathcal{G}_n)_{n \geq 1} \) satisfying Assumption 1.1 and every \( \delta > 0 \)
\[ \lim_{n \to \infty} P\left( \frac{|C_{\text{max}}^{\mathcal{G}_n,h}|}{N_n} \in (\eta(h) - \delta, \eta(h) + \delta) \text{ and } |C_{\text{sec}}^{\mathcal{G}_n,h}| \leq \delta N_n \right) = 1. \] (1.6)

Theorem 1.2 confirms the emergence of the giant component in the supercritical phase of the model, gives its typical size, and provides its uniqueness. Together with the description of the subcritical behaviour from Theorem 4.1 of [4] (which states that \( \lim_{n \to \infty} P(|C_{\text{max}}^{\mathcal{G}_n,h}| \leq C_4 \log N_n) = 1 \) for \( h > h_* \) ) it establishes a fully-fledged percolation phase transition for the level-set percolation of the zero-average Gaussian free field on \( \mathcal{G}_n \).

Assumption 1.1 of Theorem 1.2 can be weakened slightly, as explained in Remark 9.1 at the end of the paper. However, for these weakened assumptions we do not have the corresponding subcritical description. We thus prefer to work in the same setting as in [4].

Similarly as in [5, 8, 18], we use a sprinkling technique to show that the mesoscopic components (that we know to exist due to [4, Theorem 5.1]) indeed form a giant component. Making the sprinkling work in the settings of dependent percolation is however rather challenging, as was already
observed in [8], in the context of the vacant set left by a random walk. In the context of Gaussian free field, sprinkling was previously used in [14], to show the existence of an infinite connected component of the supercritical level set on \(\mathbb{Z}^d\) when \(d \to \infty\). The diverging dimension is important for the arguments therein, since the correlations of the field decay with the dimension (as \(d^{-1}\) for the neighbouring vertices). Several sprinkling steps are also used in the recent paper [15], which proves the sharpness of the phase transition for the level set of the Gaussian free field on \(\mathbb{Z}^d, d \geq 3\). Note also that the results of [15] can be combined with [1] to show the existence of the giant component for the supercritical level set of the zero-average Gaussian free field on a large discrete torus (cf. [15, Section 1.2]).

Very recently, a result similar to Theorem 1.2 was proved by G. Conchon-Kerjan in [10]. Namely, assuming that \(G_n\) is a uniformly random \(d\)-regular graph with \(n\) vertices, he shows that under the annealed probability measure \(P_{\text{ann}}\) (that is taking into account the randomness of the graph and the field),

\[
\lim_{n \to \infty} P_{\text{ann}} \left( \frac{|C_{\text{max}}^{G_n, h}|}{n} \in (\eta(h) - \delta, \eta(h) + \delta) \text{ and } \frac{|C_{\text{sec}}^{G_n, h}|}{\log n} \in (c, c') \right) = 1, \tag{1.7}
\]

for every \(\delta > 0\) and some \(0 < c < c' < \infty\), and further gives a rather detailed description of the geometry of \(C_{\text{max}}^{G_n, h}\). The arguments of [10] are completely different from the ones used in this paper and rely strongly on the assumption that \(G_n\) is a random regular graph, and thus can be revealed progressively using the usual pairing construction. As discussed above, this assumption is stronger than our Assumption 1.1.

The estimate on \(|C_{\text{sec}}^{G_n, h}|\) in (1.7) is essentially optimal and better than our estimate on the same quantity in (1.6). Incidentally, this resembles the previously known results for the vacant set of random walk: On the same class of graphs as here [8, Theorem 1.3], only shows that the second largest connected component of the vacant set is \(o(N_n)\), while on random regular graphs it can be proved that it is \(O(\log N_n)\), by combining the techniques of [11, 25]. Note also that [18] shows that for any \(\omega < 1\) there are regular expanders with an arbitrarily large girth such that the second connected component of the Bernoulli bond percolation has size growing at least as \(N_n^{\omega}\), which indicates that the exact asymptotic behaviour of \(|C_{\text{sec}}^{G_n, h}|\) might be a delicate issue.

Let us now comment on the proof of Theorem 1.2. To explain its main ideas, it is useful to discuss the sprinkling construction for the Bernoulli percolation from [5] first. This construction relies on the fact that a percolation configuration \((\omega^p(x))_{x \in \mathbb{V}_n} \in \{0, 1\}^{\mathbb{V}_n}\) at level \(p\) can be obtained as the maximum of two independent Bernoulli configurations \(\omega^{p_1}\) and \(\omega^{p_2}\) with the levels \(p_1, p_2\) satisfying \(1 - p = (1 - p_1)(1 - p_2)\). For the techniques of [5] to work, it is very important that (a) \(\omega^{p_2}\) is independent of \(\omega^{p_1}\), (b) \(\omega^{p_2}\) is a Bernoulli percolation, that is the random variables \((\omega^{p_2}(x))_{x \in \mathbb{V}_n}\) are independent, and (c) that the maximum function is monotonous, in particular \(\{x : \omega^p(x) = 1\} \supset \{x : \omega^{p_1}(x) = 1\}\). While (c) is important for the sprinkling not to destroy the mesoscopic components of \(\omega^{p_1}\), (a) and (b) play a key role in estimating the probability of a certain bad event which needs to be much smaller than \(e^{-cN_n/m_n}\), with \(m_n\) denoting the minimal size of mesoscopic components (cf. proof of Proposition 3.1 in [5]). In [5], the proof of this estimate is just a simple large deviation argument for i.i.d. Bernoulli random variables. Unfortunately, a corresponding estimate is mostly simply not true in the setting of correlated Gaussian fields.

Before describing our approach, let us very quickly mention two natural ideas how to adapt the sprinkling construction of [5] to the zero-average Gaussian free field which, unfortunately, cannot easily be converted into a rigorous proof, mostly due to the lack of independence. The first one
is to use the existence of many mesoscopic components at a level $h' \in (h, h_*)$ and prove that by lowering the level from $h'$ to $h$ those components merge. This preserves the monotonicity, that is the point (c) from the last paragraph, but completely destroys the independence (a) and (b), making the above mentioned estimate on the bad event essentially impossible to prove. The second one is to write $\Psi_{G_n}^G$ as a linear combination $\sqrt{1-t^2}\Psi_{G_n}^G + t\Psi_{G_n}^{''G}$ (with a small $t$) of its independent copies $\Psi_{G_n}^G$, $\Psi_{G_n}^{''G}$. Here, the monotonicity (c) is lost (but probably could be salvaged by some technical work), (a) is preserved, but the correlations of $\Psi_{G_n}^{''G}$ make the estimate on the bad event fail again. Remark also that the zero average property (1.2) excludes writing $\Psi_{G_n}^G$ as a sum $X + Y$ of two non-trivial independent fields $X, Y$ such that $Y \geq 0$, or as max($X, Y$) for $X, Y$ independent; both of these decompositions would be desirable for the monotonicity (c).

In this paper we thus develop a new decomposition of the zero-average Gaussian free field which provides enough independence to be useful in a sprinkling argument and which is of independent interest, see Section 3. It is inspired by a similar decomposition of the (usual) Gaussian free field on $\mathbb{Z}^d$ from [15]. Using this decomposition we will write $\Psi_{G_n}^G$ as a sum of two independent components $\Psi_{G_n}^G = \Psi_{G_n}^1 + \Psi_{G_n}^2$, where

$$
\Psi_{G_n}^2(x) := t_n \left( Z_0(x) - N^{-1} \sum_{y \in V_n} Z_0(y) \right), \quad x \in V_n,
$$

for some family $(Z_0(x))_{x \in V_n}$ of i.i.d. Gaussian random variables. Since the field $\Psi_{G_n}^2$ is essentially an i.i.d. field, up to the zero-average property, this writing preserves (a) and (b) from the above discussion, but gives up on the monotonicity (c). We will deal with the non-monotonicity issue by taking $t_n$ small and by restricting the connected components of the level set to certain subgraphs of $G_n$ where $Z_0$ is not too small. These arguments are relatively straightforward and are given in Sections 8 and 9.

The decomposition, however, introduces a new problem: the field $\Psi_{G_n}^1$ is not longer a zero-average Gaussian free field and we thus do not know that it has many mesoscopic components in the whole supercritical phase $h < h_*$. To show this we will use a perturbative argument. More precisely, we use the fact that $\Psi_{G_n}^1 = \Psi_{G_n}^G - \Psi_{G_n}^2$ (with $\Psi_{G_n}^G$ and $\Psi_{G_n}^2$ dependent!) and that $\Psi_{G_n}^G$ has many mesoscopic components at any level $h' \in (h, h_*)$, by [4, Theorem 5.1]. We then show that, typically, these components are robust to certain perturbations and are thus not destroyed by subtracting $\Psi_{G_n}^2$. The proof of the existence of the robust components is based on multi-type branching process arguments developed in [4]. Its details are given in Sections 5–7. On the way, in Section 4, we use the decomposition of $\Psi_{G_n}^G$ from Section 3 to construct a new coupling of $\Psi_{G_n}^G$ and $\varphi_{\mathbb{T}^d}$.

2 | PRELIMINARIES

In this section we introduce the notation and recall few useful facts that we use throughout the paper. For an arbitrary locally-finite, simple, non-oriented graph $G$ we denote by $V(G)$ and $E(G)$ the sets of its vertices and edges. For $x, y \in V(G)$, we write $x \sim y$ when $(x, y) \in E(G)$, $d_G(\cdot, \cdot)$ denotes their graph distance, and $\deg_G(x)$ the degree of $x$ in $G$. For any $U \subset V(G)$, $|U|$ stands for its cardinality, and $\partial_G U := \{y \in V(G) \setminus U : \exists x \in U \text{ s.t. } x \sim y\}$ denotes its (outer vertex) boundary. For any $r \geq 0$ and $x \in V(G)$ we define the ball and sphere of radius $r$ around $x$ to be $B_G(x, r) := \{y \in V(G) : d_G(x, y) \leq r\}$ and $S_G(x, r) := \{y \in V(G) : d_G(x, y) = r\}$.
We write \( P^G_x \) for the canonical law on \( V(G)^\mathbb{N} \) of the lazy simple random walk \( X = (X_k)_{k \geq 0} \) on \( G \) starting at \( x \in V(G) \), and \( E^G_x \) for the corresponding expectation. Under \( P^G_x \), the transition probabilities of \( X \) are given by

\[
P^G_x(X_{k+1} = z \mid X_k = y) = \begin{cases} 
1/2, & \text{if } z = y, \\
1/2 \deg_G(x), & \text{if } (z, y) \in E(G). 
\end{cases}
\]  

(2.1)

If \( G \) is a finite connected graph, we denote the unique invariant distribution of \( X \) by

\[
\pi_G(x) := \frac{\deg_G(x)}{2|E(G)|}.
\]  

(2.2)

The zero-average Green function \( \tilde{G}_G \) of \( X \) and its density are given by

\[
\tilde{G}_G(x, y) := \sum_{k \geq 0} (P^G_x(X_k = y) - \pi_G(y)), \quad x, y \in V(G),
\]

\[
\tilde{g}_G(x, y) := (\deg_G(y))^{-1} \tilde{G}_G(x, y).
\]  

(2.3)

It is easy to check from the reversibility of the random walk that \( \tilde{g}_G(x, y) \) is a symmetric function.

Zero-average Gaussian free field on \( G \) is a centred Gaussian process \( (\Psi_G(x))_{x \in V(G)} \) whose law is determined by its covariance function

\[
E(\Psi_G(x)\Psi_G(y)) = C_0 \tilde{g}_G(x, y) \quad \text{for all } x, y \in V(G).
\]  

(2.4)

The constant \( C_0 \) only influences the scaling of the field and is introduced for convenience. If \( G \) is \( d \)-regular, as in Assumption 1.1(a), it customary to take \( C_0 = d/2 \). With this choice,

\[
\tilde{g}_G(x, y) = \frac{1}{2} \tilde{G}_G(x, y) = G_G(x, y),
\]  

(2.5)

where \( G_G(\cdot, \cdot) \) is the zero-average Green function of the usual continuous-time random walk on \( G \) (the factor \( \frac{1}{2} \) disappears due to the laziness), and thus the covariance from (2.4) agrees with the one used in [4], cf. (2.17) therein.

For any field \( f \) on \( G \) we denote by \( E^h(f) := \{ x \in V(G) : f(x) \geq h \} \) its level set above the level \( h \in \mathbb{R} \).

We use \( T_d \) to denote the \( d \)-regular infinite tree with root \( o \). For every \( x \in V(T_d) \) we denote by \( \text{desc}(x) \) the set of its direct descendants, and for \( x \in V(T_d) \setminus \{ o \} \) we use \( \text{anc}(x) \) to denote the direct ancestor of \( x \) in \( T_d \). The Gaussian free field on \( T_d \) is a centred Gaussian process \( (\varphi_{T_d}(x))_{x \in V(T_d)} \) whose distribution is determined by

\[
E(\varphi_{T_d}(x)\varphi_{T_d}(y)) = g_{T_d}(x, y) \quad \text{for all } x, y \in V(T_d),
\]  

(2.6)

where \( g_{T_d} \) is the Green function of the (usual discrete-time) simple random walk on \( T_d \).

As mentioned earlier, we consider for fixed \( d \geq 3 \) the \( d \)-regular graphs \( (G_n)_{n \geq 1} \) satisfying Assumption 1.1, and we abbreviate \( V_n = V(G_n), E_n = E(G_n) \). For \( r \geq 0 \), we say that a vertex \( x \in V_n \)
is \( r \)-treelike, if there is no cycle in \( B_{G_n}(x, r) \). If \( x \) is \( r \)-treelike, then we fix a graph isomorphism \( \rho_{x,r} : B_{G_n}(x, r) \to B_{\mathbb{T}_d}(0, r) \) such that \( \rho_{x,r}(x) = 0 \).

We recall from [4, Proposition 2.2] that there is \( \varepsilon \in (0, 1) \) such that for every \( n \geq 1 \) and \( x, y \in \mathcal{V}_n \),

\[
\bar{g}_{G_n}(x, y) \leq C(d - 1)^{-d_{G_n}(x, y)} + N^{-\varepsilon}.
\] (2.7)

Finally, Assumption 1.1(a,c) imply (by Cheeger’s inequality, for the argument see for example, [8, (2.11)]) the uniform isoperimetric inequality for the sequence \( G_n \):

There is \( \beta' > 0 \) such that \( \frac{|\partial G_n A|}{|A|} \geq \beta' \) for all \( n \geq 1 \) and \( A \subseteq \mathcal{V}_n \) with \( |A| \leq |\mathcal{V}_n|/2 \). (2.8)

We use \( c, c', C, \ldots \) to denote positive constants with values changing from place to place and which only depend on the degree \( d \) and the constants \( \alpha \) and \( \beta \) from Assumption 1.1.

### 3 DECOMPOSITION OF THE FIELD

The goal of this section is to construct a decomposition of the zero-average Gaussian free field into independent components. We believe that this decomposition is of independent interest. It is the main ingredient of our sprinkling construction, as described in the introduction, but also will be used in Section 4 to construct a new coupling of \( \Psi_{G_n} \) and \( \varphi_{\mathbb{T}_d} \). The construction of this decomposition is inspired by a similar decomposition for the usual Gaussian free field on \( \mathbb{Z}_d \) from [15], see Lemma 3.1 therein. However, the zero-average property introduces certain complications making the decomposition less straightforward.

For sake of generality, we consider an arbitrary finite, simple, non-oriented, connected graph \( G = (V(G), E(G)) \) in this section. That is we do not require that Assumption 1.1 holds.

Recall the definition of \( \Psi_G \) from (2.4). To introduce its decomposition we need more notation. We write \( \tilde{G} \) for the graph obtained from \( G \) by adding an additional vertex to the middle of every edge of \( G \), formally \( \tilde{G} = (V(\tilde{G}), E(\tilde{G})) \) with

\[
V(\tilde{G}) := V(G) \cup E(G),
\] (3.1)

\[
E(\tilde{G}) := \{(x, e) : x \in V(G), e \in E(G), e \ni x\}.
\] (3.2)

Observe that \( \tilde{G} \) is a bipartite graph. For \( \tilde{x} \in V(\tilde{G}) \), let

\[
\tilde{\pi}_G(\tilde{x}) := \deg_{\tilde{G}}(\tilde{x}) = \begin{cases} \deg_G(\tilde{x}), & \text{if } \tilde{x} \in V(G), \\ 2, & \text{if } \tilde{x} \in E(G). \end{cases}
\] (3.3)

Let

\[
\tilde{Q}_G(\tilde{x}, \tilde{y}) = \mathbf{1}_{(\tilde{x}, \tilde{y}) \in E(\tilde{G})}/\tilde{\pi}_G(\tilde{x}), \quad \tilde{x}, \tilde{y} \in V(\tilde{G}),
\] (3.4)

be the transition matrix of the usual simple random walk on \( \tilde{G} \). \( \tilde{Q}_G \) acts on the space \( \ell^2(\tilde{\pi}_G) \) by \( \tilde{Q}_Gf(\tilde{x}) = \sum_{\tilde{y} \in V(\tilde{G})} \tilde{Q}_G(\tilde{x}, \tilde{y})f(\tilde{y}) \). Due to the reversibility, \( \tilde{Q}_G \) is a self-adjoint operator on \( \ell^2(\tilde{\pi}_G) \).

Since \( \tilde{G} \) is connected and bipartite, \( \tilde{Q}_G \) has simple eigenvalues 1 and \(-1\) with respective eigenfunc-
tions $\mathbf{1}$ and $w$, where $w(\tilde{x}) = 1$ if $\tilde{x} \in V(G)$ and $w(\tilde{x}) = -1$ if $\tilde{x} \in E(G)$. Denoting by $\| \cdot \|_{\tilde{\pi}_G}$ the $\ell^2(\tilde{\pi}_G)$-norm and by $\langle \cdot, \cdot \rangle_{\tilde{\pi}_G}$ the corresponding scalar product, we have

$$
\| \mathbf{1} \|_{\tilde{\pi}_G}^2 = \| w \|_{\tilde{\pi}_G}^2 = \sum_{\tilde{x} \in V(\tilde{G})} \tilde{\pi}_G(\tilde{x}) = 4|E(G)|, \quad \langle \mathbf{1}, w \rangle_{\tilde{\pi}_G} = 0. \tag{3.5}
$$

Let $\Pi_G$ be the orthogonal projection (in $\ell^2(\pi_G)$) on span($\mathbf{1}, w$). Then $\Pi_G^2 = \Pi_G$ and $\Pi_G$ is self-adjoint in $\ell^2(\pi_G)$. Moreover, since $\mathbf{1}$ and $w$ are eigenvectors of $\tilde{Q}_G$, the operators $\Pi_G$ and $\tilde{Q}_G$ commute, and thus, for every $k \in \mathbb{N}$, the operators $\tilde{Q}_G^k \Pi_G = \Pi_G \tilde{Q}_G^k$ and $(\text{Id} - \Pi_G)\tilde{Q}_G^k$ are self-adjoint as well (here Id stands for the identity operator). For later use we observe that for $f \in \ell^2(\pi_G)$ and $y \in V(G)$ (so that $w(y) = 1$),

$$
(\Pi_G f)(y) = \| \mathbf{1} \|_{\tilde{\pi}_G}^{-2} \langle f, \mathbf{1} \rangle_{\tilde{\pi}_G} \mathbf{1}(y) + \| w \|_{\tilde{\pi}_G}^{-2} \langle f, w \rangle_{\tilde{\pi}_G} w(y) = \frac{1}{4|E(G)|} \sum_{\tilde{x} \in V(\tilde{G})} f(\tilde{x})(1 + w(\tilde{x}))\tilde{\pi}_G(\tilde{x})
$$

(3.6)

With $C_0$ as in (2.4), let $(Z_k(\tilde{x}))_{k \in \mathbb{N}, \tilde{x} \in V(\tilde{G})}$ be independent centred Gaussian random variables defined on a probability space $(\Omega, \mathcal{A}, P)$. Finally, for $x \in V(G)$, set

$$
\xi^k_G(x) := \sum_{\tilde{y} \in V(\tilde{G})} ((\text{Id} - \Pi_G)\tilde{Q}_G^k)(x, \tilde{y})Z_k(\tilde{y}),
$$

(3.7)

and

$$
\Psi_G(x) := \sum_{k \in \mathbb{N}} \xi^k_G(x).
$$

(3.8)

We now show that (3.9) provides the desired decomposition of $\Psi_G$.

**Proposition 3.1.** The series on the right-hand side of (3.9) converges in $L^2(P)$ and $P$-a.s., and the law of $\tilde{\Psi}_G$ agrees with the law of $\Psi_G$, that is $\tilde{\Psi}_G$ is a zero-average Gaussian free field on $G$.

**Proof.** We start by computing the covariances of the fields $\xi^k_G$. Using the independence of $Z_k(\tilde{x})$'s, the self-adjointness of $(\text{Id} - \Pi_G)\tilde{Q}_G^k$ and the fact that $\Pi_G$ and $\tilde{Q}_G$ commute, for every $x, y \in V(G)$,

$$
\text{Cov}(\xi^k_G(x), \xi^l_G(y)) = \sum_{\tilde{z} \in V(G)} ((\text{Id} - \Pi_G)\tilde{Q}_G^k)(x, \tilde{z})((\text{Id} - \Pi_G)\tilde{Q}_G^l)(y, \tilde{z}) \frac{C_0}{\tilde{\pi}_G(\tilde{z})}
$$

$$
= \frac{C_0}{\tilde{\pi}_G(y)} \sum_{\tilde{z} \in V(G)} ((\text{Id} - \Pi_G)\tilde{Q}_G^k)(x, \tilde{z})((\text{Id} - \Pi_G)\tilde{Q}_G^l)(\tilde{z}, y) \quad \text{Cov}(\xi^k_G(x), \xi^l_G(y)) = \frac{C_0}{\tilde{\pi}_G(y)} ((\text{Id} - \Pi_G)\tilde{Q}_G^{2k})(x, y). \tag{3.10}
$$
To compute the terms involving $\Pi_G$, let $(v_i)_{i=1,\ldots,|V(\tilde{G})|}$ be an orthonormal basis of $\ell^2(\tilde{\pi}_G)$ composed by the eigenvectors of $\tilde{Q}_G$ such that $v_1 = 1/\|1\|_{\tilde{\pi}_G}$ and $v_2 = w/\|w\|_{\tilde{\pi}_G}$, and let $(\lambda_i)_{i=1,\ldots,|V(\tilde{G})|}$ be the corresponding eigenvalues. Observe $\Pi_G v_i = 0$ for $i \geq 3$ and that $\tilde{Q}^{2k}_G(f) = \sum_{i=1}^{|V(\tilde{G})|} \langle v_i, f \rangle_{\tilde{\pi}_G} \lambda_i^{2k} v_i$. Hence, for $x, y \in V(G)$,

$$
(\Pi_G \tilde{Q}^{2k}_G(x, y) = \frac{1}{\tilde{\pi}_G(x)} \langle 1_x, (\Pi_G \tilde{Q}^{2k}_G) 1_y \rangle_{\tilde{\pi}_G} = \frac{1}{\tilde{\pi}_G(x)} \sum_{i=1}^{|V(\tilde{G})|} \langle 1_x, \langle v_i, 1_y \rangle_{\tilde{\pi}_G} \lambda_i^{2k} \Pi_G v_i \rangle_{\tilde{\pi}_G} = \langle 1_y, v_1 \rangle_{\tilde{\pi}_G} v_1(x) + \langle 1_y, v_2 \rangle_{\tilde{\pi}_G} v_2(x) = (\Pi_G 1_y)(x) \quad (3.6)
$$

Hence, by (3.10), (3.11) and (3.3),

$$
\text{Cov}(\tilde{\xi}^k_G(x), \tilde{\xi}^k_G(y)) = \frac{C_0}{\text{deg}_G(y)} (\tilde{Q}^{2k}_G(x, y) - \pi_G(y)), \quad x, y \in V(G), k \in \mathbb{N}. \quad (3.12)
$$

The matrix $Q^{2k}_G$ restricted to $V(G)$ agrees with the $k$-step transition matrix of the lazy random walk on $G$, that is $Q^{2k}_G(x,y) = P^G_x(X_k = y)$. In particular, due to standard convergence results for Markov chains, $|Q^{2k}_G(x,y) - \pi_G(y)| \leq Ce^{-ck}$ for all $x, y \in V(G)$, and thus also $|\text{Cov}(\tilde{\xi}^k_G(x), \tilde{\xi}^k_G(y))| \leq Ce^{-ck}$. This implies that the series in (3.9) converges in $L^2(P)$. The a.s. convergence is then standard, for example, using Kolmogorov’s maximal inequality. Finally, (3.12) implies that

$$
\text{Cov}(\Psi_G(x), \Psi_G(y)) = \sum_{k \in \mathbb{N}} \text{Cov}(\tilde{\xi}^k_G(x), \tilde{\xi}^k_G(y)) = \frac{C_0}{\text{deg}_G(y)} \sum_{k \in \mathbb{N}} (P^G_x(X_k = y) - \pi_G(y)), \quad (3.13)
$$

which agrees with the covariance of $\Psi_G$ from (2.4). Since $\tilde{\Psi}_G$ is obviously a centred Gaussian field, this completes the proof. □

## 4 COUPLING WITH A TREE

We now come back to our original setting of Assumption 1.1 and construct, in Proposition 4.1 below, a coupling between the zero-average Gaussian free field $\Psi_G$ and the Gaussian free field $\varphi_{\mathbb{T}_d}$. A similar coupling is provided by Theorem 3.1 of [4]. However, our Proposition 4.1 has several advantages: First, it has a much simpler proof which is based on the decomposition from Section 3. Second, in its proof we also couple the underlying $Z$-fields (cf. Remark 4.2 below) which will be important later. And third, in contrast to [4], we use two independent fields $\varphi_{\mathbb{T}_d}, \varphi'_{\mathbb{T}_d}$ in its statement; this will simplify the application of the coupling in the second moment computation in the proof of Proposition 7.1 below.
For the statement recall from Section 2 that \( \rho_{x,r} \) denotes a fixed isomorphism of \( B_{\mathbb{G}_n}(x,r) \) and \( B_{\mathbb{T}_d}(0,r) \), if \( x \in \mathcal{V}_n \) is \( r \)-treelike.

**Proposition 4.1.** There are \( c, C \in (0, \infty) \) such that for all \( n, r \in \mathbb{N} \), and for all \( x, x' \in \mathcal{V}_n \) which are \( 2r \)-treelike and satisfy \( B_{\mathbb{G}_n}(x,2r) \cap B_{\mathbb{G}_n}(x',2r) = \emptyset \) there exists a coupling \( \mathbb{Q}^{x,x'} \) of \( \Psi_{\mathbb{G}_n} \) and two independent Gaussian free fields \( \mathbb{G}_{xy}, \mathbb{G}_{xy} \) such that for all \( \varepsilon > 0 \)

\[
\mathbb{Q}^{x,x'}[\max\{D(x,r), D(x',r)\} > \varepsilon] \leq C d(d-1)^{\varepsilon} \left( \exp\left(-\frac{\varepsilon^2 e^c r}{18}\right) + \exp\left(-\frac{\varepsilon^2 N_n}{9(r+1)}\right)\right),
\]

where

\[
D(x,r) := \max_{y \in B_{\mathbb{G}_n}(x,r)} ||\Psi_{\mathbb{G}_n}(y) - \varphi_{\mathbb{T}_d}(\rho_{x,2r}(y))||.
\]

**Proof.** We use the decomposition of \( \Psi_{\mathbb{G}_n} \) from Section 3 and a corresponding decomposition of \( \mathbb{G}_{xy} \). Using the notation of Section 3, let \( \tilde{V}_n := V(\mathbb{G}_n) \), and let \( Z = (Z_k(\tilde{x}))_{k \in \mathbb{N}, \tilde{x} \in \tilde{V}_n} \) be a collection of independent Gaussian random variables on some probability space \((\Omega, \mathcal{A}, \mathbb{Q}^{x,x'})\) with variances (cf. (3.7), (3.3), we take \( C_0 = d/2 \) as explained below (2.4))

\[
\text{Var} \ Z_k(\tilde{x}) = \begin{cases} 
\frac{1}{2}, & \text{if } \tilde{x} \in \mathcal{V}_n, \\
\frac{d}{4}, & \text{if } \tilde{x} \in \mathcal{E}_n.
\end{cases}
\]

Set \( \xi_k^{x}(x) := ((\text{Id} - \Pi_{\mathbb{G}_n})\hat{Q}_k^x Z_k)(x) \) and

\[
\Psi_{\mathbb{G}_n}(x) := \sum_{k \geq 0} \xi_k^{x}(x) = \sum_{k \geq 0} (\text{Id} - \Pi_{\mathbb{G}_n})\hat{Q}_k^x Z_k)(x).
\]

By Proposition 3.1, \( \Psi_{\mathbb{G}_n} \) has the law of zero-average Gaussian free field. We now introduce an analogous decomposition for the field \( \mathbb{G}_{xy} \), similarly to [15, Lemma 3.1]. Let \( \mathbb{T}_d \) be a graph obtained from \( \mathbb{T}_d \) by adding a vertex to the middle of every edge, and let \( Z = (Z_k(\tilde{x}))_{k \in \mathbb{N}, \tilde{x} \in \mathbb{T}_d} \) be a collection of independent Gaussian random variables on the same probability space \((\Omega, \mathcal{A}, \mathbb{Q}^{x,x'})\) such that (cf. (4.3))

\[
\text{Var} \ Z_k(\tilde{x}) = \begin{cases} 
\frac{1}{2}, & \text{if } \tilde{x} \in V(\mathbb{T}_d), \\
\frac{d}{4}, & \text{if } \tilde{x} \in V(\mathbb{T}_d) \setminus V(\mathbb{T}_d).
\end{cases}
\]

Denoting \( \tilde{Q} \) the transition matrix of the usual simple random walk on \( \mathbb{T}_d \), we set \( \xi_k^{x}(x) := (\tilde{Q}^k Z_k)(x) \) and

\[
\varphi_{\mathbb{T}_d}(x) := \sum_{k \geq 0} \xi_k^{x}(x) = \sum_{k \geq 0} (\tilde{Q}^k Z_k)(x).
\]

Then \( \varphi_{\mathbb{T}_d} \) is a Gaussian free field on \( \mathbb{T}_d \). This can be shown by a straightforward adaptation of the proof for the Gaussian free field on \( \mathbb{Z}_d \) from [15] (or by adapting the proof of Proposi-
tion 3.1, leaving out all terms involving the projection \( \Pi_G \). By introducing an independent copy \( Z' = (Z'_k(x))_{k \in \mathbb{N}, x \in V(\mathbb{T}_d)} \) of \( Z \), we further define the field \( \varphi'_d \) by a formula analogous to (4.6), with \( Z' \) instead of \( Z \).

Let \( \tilde{\rho}_{x,2r} : B_{\tilde{G}_n}(x,4r) \to B_{\tilde{T}_d}(0,4r) \) be the natural extension of the isomorphism \( \rho_{x,2r} \) to the balls in graphs \( \tilde{G}_n \) and \( \tilde{T}_d \). (Note that the ball \( B_{\tilde{G}_n}(x,4r) \) is related to \( B_{\tilde{G}_n}(x,2r) \), since in \( \tilde{G}_n \) there are additional vertices in the middle of every edge of \( \tilde{G}_n \).) We now require that under \( Q_{x,x'}^r \) the underlying fields \( Z, Z', \) and \( Z'' \) satisfy the following equalities while otherwise being independent:

\[
Z_k(\tilde{\rho}_{x,2r}(\tilde{y})) = Z_k(\tilde{y}) \quad \text{for every } k \leq 2r, \tilde{y} \in B_{\tilde{G}_n}(x,4r),
\]

\[
Z'_k(\tilde{\rho}_{x',2r}(\tilde{y})) = Z_k(\tilde{y}) \quad \text{for every } k \leq 2r, \tilde{y} \in B_{\tilde{G}_n}(x',4r).
\] (4.7)

Observe that this can be done without changing the distribution of \( Z, Z' \), and \( Z'' \), in particular the assumption \( B_{\tilde{G}_n}(x,2r) \cap B_{\tilde{G}_n}(x',2r) = \emptyset \) is necessary for the independence of \( Z \) and \( Z' \). The assumption that \( x \) is \( 2r \)-treelike implies that the law of the image by \( \tilde{\rho}_{x,2r} \) of the random walk on \( \tilde{G}_n \) started in \( \tilde{y} \in B_{\tilde{G}_n}(x,2r) \) and stopped on exiting \( B_{\tilde{G}_n}(x,4r) \) agrees with the law of the random walk on \( \tilde{T}_d \) started in \( \tilde{\rho}_{x,2r}(\tilde{y}) \) and stopped on exiting \( B_{\tilde{T}_d}(0,4r) \), and that this random walk makes at least \( 2r \) steps before being stopped. As consequence the corresponding transition probabilities agree in the sense of

\[
Q^k_{\tilde{G}_n}(\tilde{y},\tilde{y}') = \tilde{Q}^k(\tilde{\rho}_{x,2r}(\tilde{y}),\tilde{\rho}_{x,2r}(\tilde{y}'))
\]

for \( \tilde{y} \in B_{\tilde{G}_n}(x,2r), \tilde{y}' \in B_{\tilde{G}_n}(x,4r), k \leq 2r.
\] (4.8)

From (4.4) and (4.6)–(4.8) it follows that for every \( y \in B_{\tilde{G}_n}(x,r) \)

\[
\Psi_{\tilde{G}_n}(y) = \varphi_{\tilde{T}_d}(\rho_{x,2r}(y))
\]

\[
= \sum_{k > 2r} \xi^k_{\tilde{G}_n}(y) - \sum_{0 \leq k \leq 2r} (\Pi_{\tilde{G}_n} \tilde{Q}^k_{\tilde{G}_n} Z_k)(y) - \sum_{k > 2r} \tilde{Z}^k(\rho_{x,2r}(y)),
\]

and a similar equality holds when \( x \) is replaced by \( x' \) and \( \xi^k \) by \( \xi'^k := \tilde{Q}^k z'. \)

We now estimate the three sums on the right-hand side of (4.9). For the last one, we claim that there is a constant \( c > 0 \) such that for every \( \varepsilon > 0, k_0 \geq 1, \) and \( y \in V(\mathbb{T}_d), \)

\[
Q^y_{x,x'} \left( \left| \sum_{k > k_0} \xi^k(y) \right| \geq \varepsilon \frac{3}{3} \right) \leq 2 \exp \left( -\frac{\varepsilon^2 c k_0}{18} \right).
\]

(4.10)

Indeed, observe that \( \xi^k(y), k \geq 0, \) are independent Gaussian random variables with \( \text{Var} \xi^k(y) = \tilde{Q}^2 y, y / 2 \) (which can be proved by a similar computation as in (3.10), recalling \( C_0 = d/2 \).) Therefore,

\[
\text{Var} \left( \sum_{k > k_0} \xi^k(y) \right) = \frac{1}{2} \sum_{k > k_0} \tilde{Q}^2 y, y \leq e^{-ck_0},
\]

(4.11)

where we used the fact that the lazy random walk \( (X_k)_{k \geq 0} \) on \( \mathbb{T}_d \) satisfies \( \tilde{Q}^2 y, y \leq e^{-ck} \), which can easily be proved by observing that \( d_{\mathbb{T}_d}(0, X_n) \) is a random walk on \( \mathbb{N} \) with a drift pointing away from 0. Claim (4.10) then follows by the usual Gaussian tail estimates.
We proceed similarly for the first sum in (4.9). Using (3.12) and the standard estimate on the convergence to stationarity for finite Markov chains (see e.g., [22, (12.11), p.155]),

$$\text{Var} \xi^{k}_{\gamma} (x) \leq \frac{1}{2} \left( \tilde{Q}^{2}_{\gamma} (x, x) - \frac{1}{N_{n}} \right) \leq e^{-\lambda_{\gamma} k},$$

(4.12)

where $\lambda_{\gamma} \geq \beta$ is the spectral gap appearing in Assumption 1.1(c) (due to the laziness, there is no $2$ in the exponent). Therefore, for every $\epsilon > 0$, $k_0 \geq 1$, and $y \in \mathcal{V}_{n}$,

$$Q_{n}^{x,x'} \left( \left| \sum_{k > k_0} \xi^{k}_{\gamma}(y) \right| \geq \frac{\epsilon}{3} \right) \leq 2 \exp \left( -\frac{\epsilon^2 e^{\beta k_0}}{18} \right).$$

(4.13)

Finally, for the second sum in (4.9), we claim that for every $\epsilon > 0$, $k_0 \geq 1$ and $y \in \mathcal{V}_{n}$,

$$Q_{n}^{x,x'} \left( \left| \sum_{0 \leq k \leq k_0} \sum_{\tilde{z} \in \tilde{V}_{n}} (\Pi_{\gamma} \tilde{Q}^{k}_{\gamma}(y, \tilde{z}) Z_{k}(\tilde{z}) \right| \geq \frac{\epsilon}{3} \right) \leq 2 \exp \left( -\frac{\epsilon^2 N_{n}}{9(k_0 + 1)} \right).$$

(4.14)

Indeed, by the same computation as in (3.10)–(3.11),

$$\text{Var} \left( \sum_{0 \leq k \leq k_0} \sum_{\tilde{z} \in \tilde{V}_{n}} (\Pi_{\gamma} \tilde{Q}^{k}_{\gamma}(y, \tilde{z}) Z_{k}(\tilde{z}) \right) = \frac{1}{2} (k_0 + 1) \pi_{\gamma}(y) = \frac{k_0 + 1}{2N_{n}},$$

(4.15)

this follows by the same reasoning as above.

Claim (4.1) then follows from (4.9), (4.10), (4.13), and (4.14) using the triangle inequality, a union bound, and the fact that $|B_{\mathcal{T}_d}(o, r)| = |B_{\gamma}(x, r)| = \frac{d(d-1)r^{-2}}{d-2} \leq d(d-1)^r$, if $x$ is $2r$-treelike. \(\square\)

**Remark 4.2.** Later, it will play the key role that the coupling $Q_{n}^{x,x'}$ also couples the underlying $Z$-fields. In particular, we will use that $Q_{n}^{x,x'}$-a.s.

$$Z_0(y) = Z_0(\rho_{x,2r}(y)), \quad y \in B_{\gamma}(x, 2r),$$

$$Z_0(y) = Z_{0}'(\rho_{x',2r}(y)), \quad y \in B_{\gamma}(x', 2r).$$

(4.16)

which follows directly from (4.7).

## 5 | ROBUST COMPONENTS OF THE FIELD ON THE TREE

In what follows, we assume that $\Psi_{\gamma}, \varphi_{\mathcal{T}_d}$, and the underlying fields $Z$, $\bar{Z}$ are constructed on some probability space $(\Omega, \mathcal{A}, P)$ and (4.4), (4.6) hold. As explained in the introduction (cf. (1.8)), in the sprinkling construction we will write $\Psi_{\gamma}$ as a sum of two independent fields $\Psi_{\gamma}^{1}$ and $\Psi_{\gamma}^{2}$. To this end, let $\tau \in (0,1)$ be a parameter which will later depend on $n$, and write $Z_0 = \sqrt{1 - \tau^2} Z_0^{1} + \tau Z_0^{2}$, where $Z_0^{i} = (Z_0^{i}(x) : x \in \tilde{V}_{n})$, $i \in \{1, 2\}$, are two independent copies of $Z_0$. Similarly as above (4.4), we define

$$\xi_{\gamma}^{0,i}(x) := (\text{Id} - \Pi_{\gamma}) Z_{0}^{i}(x) = Z_{0}^{i}(x) - \frac{1}{N_{n}} \sum_{y \in \tilde{V}_{n}} Z_{0}^{i}(y), \quad x \in \mathcal{V}_{n}, i \in \{1, 2\},$$

(5.1)
(where in the second equality we used (3.6) and $\pi_{G_n}(x) = 1/N_n$), and set

$$
\Psi^1_{G_n}(x) := \sqrt{1-t^2} \xi^{0,1}_{G_n}(x) + \sum_{k \geq 1} \xi^k_{G_n}(x) \quad \text{and} \quad \Psi^2_{G_n}(x) := t \xi^{0,2}_{G_n}(x). \tag{5.2}
$$

Then $\Psi_{G_n} = \Psi^1_{G_n} + \Psi^2_{G_n}$, and $\Psi^1_{G_n}, \Psi^2_{G_n}$ are independent.

Next, we introduce two independent copies $Z^1_0, Z^2_0$ of the field $Z_0$ so that $Z_0 = \sqrt{1-t^2}Z^1_0 + tZ^2_0$, and define (cf. (4.6))

$$
\varphi^1_{\mathbb{T}_d}(x) := \sqrt{1-t^2}Z^1_0(x) + \sum_{k \geq 1} \xi^k(x) \quad \text{and} \quad \varphi^2_{\mathbb{T}_d}(x) := tZ^2_0(x). \tag{5.3}
$$

Then $\varphi_{\mathbb{T}_d} = \varphi^1_{\mathbb{T}_d} + \varphi^2_{\mathbb{T}_d}$ and the summands are independent.

The goal of the next three sections is to show that the supercritical level sets of $\varphi^1_{\mathbb{T}_d}$, and as consequence also of $\Psi^1_{G_n}$, have large connected components. Unfortunately, we cannot apply the results of [3,4] directly, because $\Psi^1_{G_n}$ and $\varphi^1_{\mathbb{T}_d}$ are no longer Gaussian free fields. In this section, we thus show that for any $h < h^*$ the level set $E^h(\varphi_{\mathbb{T}_d})$ of the unmodified field $\varphi_{\mathbb{T}_d}$ has infinite components which are robust to certain perturbations. In the next section, we use this result to show that the level set $E^{\geq h}(\varphi^1_{\mathbb{T}_d})$ percolates if $h < h^*$ and $t$ is small enough. Finally, in Section 7, we transfer these results to the field $\Psi^1_{G_n}$, using the coupling from Section 4.

For the sprinkling construction of Section 9, we need to consider two types of perturbations of $E^{\geq h}(\varphi_{\mathbb{T}_d})$. The first one comes from the field $\varphi^2_{\mathbb{T}_d}$, as already explained, and the second one from an independent Bernoulli percolation. For the latter, let $\xi = \{\xi(x)\}_{x \in \mathbb{V}(\mathbb{T}_d)}$ be i.i.d. Bernoulli random variables with $P(\xi(x) = 1) = p$ which are independent of $Z$ and thus of $\varphi_{\mathbb{T}_d}$. The robustness against the perturbation by $\varphi^2_{\mathbb{T}_d}$ involves certain averaging property for $\varphi_{\mathbb{T}_d}$ and is driven by a parameter $\gamma \in [-\infty, 0]$. Formally, for $x \in \mathbb{V}(\mathbb{T}_d)$ (recalling that desc($x$) is the set of direct descendants of $x$ in $\mathbb{T}_d$), let $\mathcal{K}(h, p, \gamma)$ be the set of robust vertices in $E^{\geq h}(\varphi_{\mathbb{T}_d})$ defined by

$$
\mathcal{K}(h, p, \gamma) := \left\{ x \in \mathbb{V}_n : \varphi_{\mathbb{T}_d}(x) \geq h, \xi(x) = 1, \text{ and } \sum_{y \in \text{desc}(x)} \varphi_{\mathbb{T}_d}(y) \geq \gamma \right\}. \tag{5.4}
$$

and let $C^h_{O, p, \gamma}$ be the connected component of $\mathcal{K}(h, p, \gamma)$ containing the root $o$. Note that if $p = 1$ and $\gamma = -\infty$, then $C^h_{O, p, \gamma}$ agrees with the connected component $C^h_{O}$ of the level set $E^{\geq h}(\varphi_{\mathbb{T}_d})$ containing the root $o$. We set

$$
\eta(h, p, \gamma) := P\left( |C^h_{O, p, \gamma}| = \infty \right), \tag{5.5}
$$

$$
S := \{(h, p, \gamma) \in \mathbb{R} \times [0, 1] \times [-\infty, 0] : \eta(h, p, \gamma) > 0\}. \tag{5.6}
$$

The main result of this section is the following proposition which shows that, in the supercritical regime, $C^h_{O, p, \gamma}$ has similar properties as $C^h_{O}$, cf. [3, Theorems 5.1, 5.3] or [4, (2.14), (2.16)].

**Proposition 5.1.**

(a) If $(h, p, \gamma) \in S$ and $h' < h$, $p' > p$, $\gamma' < \gamma$, then also $(h', p', \gamma') \in S$. Moreover, for every $h < h^*$ there is $p < 1$ and $\gamma > -\infty$ such that $(h, p, \gamma) \in S$. 

(b) For every \((h, p, \gamma)\) in the interior \(S^0\) of \(S\) there is \(\lambda_h^{p, \gamma} > 1\) such that
\[
\lim_{k \to \infty} P \left( |C_{o}^{h, p, \gamma} \cap S_{T_d}(o, k)| \geq (\lambda_h^{p, \gamma}k^2) \right) = \eta(h, p, \gamma) > 0. \tag{5.7}
\]

(c) The functions \((h, p, \gamma) \mapsto \lambda_h^{p, \gamma}\) and \((h, p, \gamma) \mapsto \eta(h, p, \gamma)\) are continuous on \(S^0\) (this includes the continuity at points \((h, p, -\infty) \in S^0\)).

Remark 5.2. We expect that \(S^0\) is open, that is \(S^0 = S\). Proving this would require to study the critical behaviour of \(C_{o}^{h, p, \gamma}\) which goes beyond the scope of this paper.

Proof of Proposition 5.1. The proof uses multi-type branching process techniques and is a modification of the arguments given in Section 3 of [28] and in Sections 3–5 of [3]. Here, we only explain how these arguments should be adapted to our setting and leave out the parts that are relatively standard in the context of the multi-type branching processes.

We first recall the recursive construction of \(\varphi_{T_d}\) from [3, Section 2.1]. Define random variables
\[
Y_o := \varphi_{T_d}(o), \quad Y_x := \varphi_{T_d}(x) - \frac{1}{d-1} \varphi_{T_d}(\text{anc}(x)), \quad \text{for } x \in V(T_d) \setminus \{o\}. \tag{5.8}
\]

Then, by the domain Markov property of \(\varphi_{T_d}\), see [3, (2.6),(2.7)], \((Y_x)_{x \in V(T_d)}\) are independent random variables such that \(Y_o \sim \mathcal{N}(0, \frac{d-1}{d-2})\) and \(Y_x \sim \mathcal{N}(0, \frac{d}{d-1})\) for \(x \neq o\).

The definition (5.8) can be written as \(\varphi_{T_d}(o) = Y_o\) and
\[
\varphi_{T_d}(x) = \frac{1}{d-1} \varphi_{T_d}(\text{anc}(x)) + Y_x, \quad \text{for } x \in V(T_d) \setminus \{o\}. \tag{5.9}
\]

The field \(\varphi_{T_d}\) is thus determined by \(Y_x\)’s, by applying (5.9) recursively. This also implies that \(\varphi_{T_d}\) can be viewed as a multi-type branching process. Indeed, we can view every \(x \in S_{T_d}(o, k)\) as an individual in the \(k\)-th generation of the branching process with an attached type \(\varphi_{T_d}(x) \in \mathbb{R}\). (5.9) can be then rephrased as: every individual \(x\) has \(d-1\) children (\(d\) children if \(x = o\)) whose types, conditionally on \(\varphi_{T_d}(x)\), are chosen independently according to the normal distribution \(\mathcal{N}(\frac{1}{d-1} \varphi_{T_d}(x), \frac{d}{d-1})\). This point of view can easily be adapted to \(C_{o}^{h}\) namely by considering the same multi-type branching process but instantly killing all individuals whose type does not exceed \(h\). Relying on this point of view, [3] investigates the properties of \(\varphi_{T_d}\) using branching process techniques.

We now modify this construction to apply to \(C_{o}^{h, p, \gamma}\). In addition to instantly killing the individuals whose type does not exceed \(h\), we also kill individuals \(x\) for which \(\iota(x) = 0\), and we kill all direct descendants of \(x\) if \(\sum_{y \in \text{desc}(x)} \varphi_{T_d}(y) < \gamma\). Then the surviving individuals form a component \(\tilde{c}_{o}^{h, p, \gamma}\) which is slightly larger than \(C_{o}^{h, p, \gamma}\). More precisely, since we only kill the direct descendants of non-robust vertices, and not those vertices themselves,
\[
\tilde{c}_{o}^{h, p, \gamma} = C_{o}^{h, p, \gamma} \cup \left\{ x \in \partial_{T_d} \mathbb{C}_{o}^{h, p, \gamma} : \varphi_{T_d}(x) \geq h, \iota(x) = 1, \sum_{y \in \text{desc}(x)} \varphi_{T_d}(y)^{(1)} \right\}. \tag{5.10}
\]

As consequence, \(|\tilde{c}_{o}^{h, p, \gamma}| = \infty\) iff \(|C_{o}^{h, p, \gamma}| = \infty\), and \(|\tilde{c}_{o}^{h, p, \gamma} \cap S_{T_d}(o, k)| = \infty\) implies that \(|C_{o}^{h, p, \gamma} \cap S_{T_d}(o, k)| \geq a/(d-1)\). Hence, it is sufficient to show claims (b,c) for \(\tilde{c}_{o}^{h, p, \gamma}\).
instead of \( C^{h,p,\gamma}_o \) (with an additional constant \((d - 1)\)). The advantage of the former is that it can be interpreted as a multi-type branching process.

The key role in the investigations of [3] plays certain operator introduced in [28] in order to give a spectral characterisation of the critical value \( h^\star \). This operator is defined as follows, cf. [28, Section 2.2]: Let \( \nu \) be the centred Gaussian measure of variance \( \frac{d - 1}{d - 2} \). For \( h \in \mathbb{R} \), \( f \in L^2(\nu) \) and \( a \in \mathbb{R} \), set

\[
(L_h f)(a) := (d - 1)1_{[h,\infty)}(a) E^Y \left[ (f 1_{[h,\infty)}) \left( \frac{a}{d - 1} + Y \right) \right], \tag{5.11}
\]

where \( Y \sim \mathcal{N}(0, \frac{d}{d - 1}) \) and \( E^Y \) is the expectation with respect to \( Y \). The operator \( L_h \) is the ‘mean value’ operator corresponding to \( C^h_o \) when it is viewed as a multi-type branching process, more precisely, for any \( x \neq o \) and \( a \geq h \),

\[
(L_h f)(a) = E \left[ \sum_{\gamma \in C^h_o \cap \text{desc}(x)} f(\varphi_T(\gamma)) \right. \\
\left. \varphi_T(\gamma) = a, x \in C^h_o \right]. \tag{5.12}
\]

Denoting \( \lambda_h \) the largest eigenvalue of \( L_h \), the critical point \( h^\star \) is given as the unique solution of the equation \( \lambda_h = 1 \), see [28, Proposition 3.3].

For \( C^{h,p,\gamma}_o \), the corresponding operator has a similar, slightly more complicated, form: For \( f \in L^2(\nu) \) and \( a \in \mathbb{R} \) (and for \( x \neq o \), \( a \geq h \) in the formula on the right-hand side of the first line, which is only included to motivate the definition),

\[
(L^p,\gamma_h f)(a) = E \left[ \sum_{\gamma \in C^{h,p,\gamma}_o \cap \text{desc}(x)} f(\varphi_T(\gamma)) \right. \\
\left. \varphi_T(\gamma) = a, x \in C^{h,p,\gamma}_o \right]. \tag{5.13}
\]

where \( (Y_i)_{i=1,\ldots,d-1} \) are i.i.d. \( \mathcal{N}(0, \frac{d}{d - 1}) \) and \( E^Y \) is the corresponding expectation. Note that \( L_{h} = L_{h,-\infty}^1 \).

Contrary to \( L_h \), the operator \( L^p,\gamma_h \) is not self-adjoint in \( L^2(\nu) \). We thus need an additional argument to show that (cf. [28, Proposition 3.1]):

The value \( \lambda^p,\gamma_h := \| L^p,\gamma_h \|_{L^2(\nu)} = \sup \{ \langle g, L^p,\gamma_h g \rangle_{L^2(\nu)} : \| g \|_{L^2(\nu)} = 1 \} \) is a simple eigenvalue of \( L^p,\gamma_h \). Moreover, there is a unique, non-negative eigenfunction \( \chi^p,\gamma_h \in L^2(\nu) \) of \( L^p,\gamma_h \) corresponding to \( \lambda^p,\gamma_h \) with \( \| \chi^p,\gamma_h \|_{L^2(\nu)} = 1 \). \tag{5.14}

To show this, observe first that from (5.11), (5.13) it follows that there exist functions \( K_h, K^p,\gamma_h : [h, \infty)^2 \rightarrow (0, \infty) \) such that, for \( a \geq h \) (which is the relevant range since \( L_h f(a) = L^p,\gamma_h f(a) = 0 \)
for $a < h$,

\[
(L_h f)(a) = \int_{[h,\infty)} K_h(a, y) f(y) \nu(dy), \\
(L_h^{p, \gamma} f)(a) = \int_{[h,\infty)} K_h^{p, \gamma}(a, y) f(y) \nu(dy).
\]  

(5.15)

Moreover, $K_h^{p, \gamma} \leq K_h$ for all admissible values of $h$, $p$, and $\gamma$. Since $L_h$ is a Hilbert-Schmidt operator on $L^2(\nu)$ (see [28, (3.16)]), it follows that $L_h^{p, \gamma}$ is a Hilbert-Schmidt and thus compact operator on $L^2(\nu)$ as well. By Riesz-Schauder theorem (see e.g., [26, Theorem 6.15]), every $\lambda \neq 0$ in the spectrum $\sigma(L_h^{p, \gamma})$ of $L_h^{p, \gamma}$ is an eigenvalue of $L_h^{p, \gamma}$ and 0 is the only possible limit point of $\sigma(L_h^{p, \gamma})$. Since $L_h^{p, \gamma}$ is a Hilbert-Schmidt operator on $L^2(\nu)$ (see [28, (3.16)]), it follows that $L_h^{p, \gamma}$ is a Hilbert-Schmidt and thus compact operator on $L^2(\nu)$ as well. By Riesz-Schauder theorem (see e.g., [26, Theorem 6.15]), every $\lambda \neq 0$ in the spectrum $\sigma(L_h^{p, \gamma})$ of $L_h^{p, \gamma}$ is an eigenvalue of $L_h^{p, \gamma}$ and 0 is the only possible limit point of $\sigma(L_h^{p, \gamma})$. Since $\lambda_h^{p, \gamma} = \|L_h^{p, \gamma}\|_{L^2(\nu)} = \sup\{|\lambda| : \lambda \in \sigma(L_h^{p, \gamma})\}$, it follows that there is $\lambda \in \mathbb{C}$ with $|\lambda| = \lambda_h^{p, \gamma}$ such that $L_h^{p, \gamma} \chi = \lambda \chi$ for some (possibly complex-valued) $\chi \in L^2(\nu)$ with $\|\chi\|_{L^2(\nu)} = 1$.

Next, we verify that $\lambda > 0$ and $\chi \geq 0$. If $\chi$ is not of the form $\chi = \beta g$ for some $\beta \in \mathbb{C}$ and a real-valued non-negative function $g$, then $|||\chi|||_{L^2(\nu)} = 1$ and $\langle |\chi|, L_h^{p, \gamma} |\chi| \rangle_{L^2(\nu)} > \lambda_h^{p, \gamma}$ which leads to contradiction with the definition of $\lambda_h^{p, \gamma}$ in (5.14). Hence, $\chi = \beta g$. Since the multiplication by scalars preserves eigenfunctions, we can assume that $\beta = 1$, that is $\chi = g$ is non-negative as required. The equality $L_h^{p, \gamma} \chi = \lambda \chi$ then implies that $\lambda > 0$ as well, and thus $\lambda = \lambda_h^{p, \gamma}$.

To finish the proof of (5.14), it remains to show that $\lambda_h^{p, \gamma}$ is a simple eigenvalue. We proceed similarly to [28]: If $f \in L^2(\nu)$ is an eigenfunction of $L_h^{p, \gamma}$ attached to $\lambda_h^{p, \gamma}$, then we can assume that it is non-negative, as explained in the last paragraph. Thus $\langle f - \alpha \chi, 1 \rangle_{L^2(\nu)} = 0$ for some $\alpha \geq 0$. The function $f - \alpha \chi$ is also an eigenfunction attached to $\lambda_h^{p, \gamma}$, so it is a multiple of a non-negative function. It follows that $f - \alpha \chi = 0$ in $L^2(\nu)$. That is $\lambda_h^{p, \gamma}$ is a simple eigenvalue corresponding to $\chi = \chi_h^{p, \gamma}$, completing the proof of (5.14).

Using (5.15), one easily shows that $\chi_h^{p, \gamma}(a) > 0$ for $a \in [h, \infty)$. From (5.13), (5.14) it follows that $\lambda_h^{p, \gamma}$ is decreasing in $h$ and $\gamma$, and strictly increasing in $p$. Strict monotonicity in $h$ can be proved as in [28, (3.23)]. Since $\chi_h^{p, \gamma} > 0$ on $[h, \infty)$, for $\gamma > \gamma'$ we have

\[
\lambda_h^{p, \gamma} = \langle \chi_h^{p, \gamma}, L_h^{p, \gamma} \chi_h^{p, \gamma} \rangle_{L^2(\nu)} \leq \langle \chi_h^{p, \gamma}, L_h^{p, \gamma'} \chi_h^{p, \gamma'} \rangle_{L^2(\nu)} = \lambda_h^{p, \gamma'},
\]

yields the strict monotonicity in $\gamma$. The continuity of $\lambda_h^{p, \gamma}$ can be shown using the same arguments as in the proof of [28, (3.20)]. In particular, the continuity at $\gamma = -\infty$ follows from the lower-semicontinuity of $\lambda_h^{p, \gamma}$ (cf. (5.14)) and its monotonicity.

The rest of the proof of Proposition 5.1 follows the lines of [3, 28] with mostly obvious modifications, frequently relying on the fact that $L_h^{p, \gamma}$ is “smaller” than $L_h$ (in the sense explained under (5.15)): First, as in [28, Proposition 3.3], it can be shown that the value of $\lambda_h^{p, \gamma}$ dictates whether the process is sub- or supercritical,
where $S$ is as in (5.6), and the equality in (5.17) follows from the strict monotonicities of $\lambda_{h}^{p,\gamma}$ discussed in the last paragraph. Second, the same argument as in the proof of [3, Proposition 3.1(i)] provides a control on the growth of $\chi_{h}^{p,\gamma}$, which is necessary for the further steps. Third, Section 4 of [3] (studying an functional equation for the non-percolation probability) needs to be adapted: besides changing the definition of the non-linear operator $R_{h}$ from [3, (4.3),(4.4)] accordingly, only relatively straightforward changes are required there.

After these preparatory steps, the continuity of $\eta$ in claim (c) of the proposition can be proved in the same way as Theorem 5.1, and claim (b) in the same way as Theorem 5.3 in [3]. The first part of claim (a) follows by monotonicity. Finally, using the continuity of $\lambda_{h}^{p,\gamma}$ from (c)

$$
\lim_{\gamma \to -\infty} \lambda_{h}^{p,\gamma} = p \lim_{\gamma \to -\infty} \lambda_{h}^{1,\gamma} = p \lambda_{h}.
$$

(5.18)

Hence if $h < h_\star$ and thus $\lambda_h > 1$, then there exist $p \in (0,1)$ and $\gamma \in \mathbb{R}$ with $\lambda_{h}^{p,\gamma} > 1$, proving the second part of (a).

---

6 | PERCOLATION FOR THE PRUNED FIELD ON THE TREE

We now consider the pruned field $\varphi_{1}\Psi_{d}$ defined in (5.3) (recall that $\varphi_{1}\Psi_{d}$ implicitly depends on the sprinkling strength $t$) and show that for $h < h_\star$ and $t$ small enough its level set $E \geq h(\varphi_{1}\Psi_{d})$ percolates.

Let $C_{0}^{h,p}(t)$ be the connected component of the set $\{x \in V(\Psi_{d}) : \varphi_{1}\Psi_{d}(x) \geq h, \varphi_{1}\Psi_{d}(x) \geq h, t(x) = 1\}$ containing $o$, and abbreviate $\eta(h, p) := \eta(h, p, -\infty)$.

**Proposition 6.1.** For every $\delta \in (0,1)$, and every $h < h_\star$, $p \in [0,1]$ such that $(h, p, -\infty) \in S^{0}$,

$$
\lim_{k \to \infty} P\left(\left|C_{0}^{h,p}(t) \cap S_{d}(o, k)\right| \geq \left(p(1-\delta)\lambda_{h}\right)^{k}\right) = \eta(h, p). 
$$

(In the limit we allow $k \to \infty$ and then $t \to 0$, or $t \to 0, k \to \infty$ together.)

**Proof.** Since $C_{0}^{h,p}(t) \subset C_{0}^{h,p,-\infty}$, the left-hand side of (6.1) is bounded from above by

$$
\lim_{k \to \infty} P(|C_{0}^{h,p,-\infty} \cap S_{d}(o, k)| \geq 1) = P(|C_{0}^{h,p,-\infty}| = \infty) = \eta(h, p), \text{ by (5.5),}
$$

yielding the upper bound in (6.1).

To prove the lower bound, we will use Proposition 5.1(b) with $h' \in (h, h_\star)$ and $\gamma > -\infty$, and show that when $t > 0$ is small enough, then subtracting $\varphi_{2}\Psi_{d}$ “does not destroy $C_{0}^{h',p,\gamma}$ too much”.

To this end, recall from (5.3) that $\varphi_{2}\Psi_{d}$ is an i.i.d. field. However, it is not independent of $\varphi_{1}\Psi_{d}$, so we need to compute its conditional distribution given $\varphi_{1}\Psi_{d}$.

**Lemma 6.2.** Conditionally on $\varphi_{1}\Psi_{d}$, $\varphi_{2}\Psi_{d}$ is a Gaussian field determined by

$$
E(\varphi_{2}\Psi_{d}(x) \mid \sigma(\varphi_{1}\Psi_{d})) = \frac{t^2}{2} \left(\varphi_{1}\Psi_{d}(x) - \frac{1}{d} \sum_{z \sim x} \varphi_{1}\Psi_{d}(z)\right),
$$

$$
E(\varphi_{2}\Psi_{d}(x)\varphi_{2}\Psi_{d}(y) \mid \sigma(\varphi_{1}\Psi_{d})) = \frac{t^2}{2} \delta_{x,y} - \frac{t^4}{4} \left(\delta_{x,y} - \frac{1}{d} 1_{x \sim y}\right).
$$

(6.2)

(6.3)
Proof. By (2.6), (4.5), and (5.3), the fields $\varphi_{\mathbb{T}_d}^2$ and $\varphi_{\mathbb{T}_d}$ are centred jointly Gaussian fields satisfying

$$
E(\varphi_{\mathbb{T}_d}^2(x)\varphi_{\mathbb{T}_d}^2(y)) = E(\varphi_{\mathbb{T}_d}^2(x)\varphi_{\mathbb{T}_d}(y)) = t^2\delta_{x,y}/2,
$$

$$(6.4)$$

$$
E(\varphi_{\mathbb{T}_d}(x)\varphi_{\mathbb{T}_d}(y)) = g_{\mathbb{T}_d}(x,y)
$$

for every $x, y \in V(\mathbb{T}_d)$. Denoting $Q$ the transition matrix of the usual random walk on $\mathbb{T}_d$, we observe that that for every $x, y \in V(\mathbb{T}_d)$

$$
\text{Cov}\left(\varphi_{\mathbb{T}_d}^2(x) - \frac{t^2}{2}((I - Q)\varphi_{\mathbb{T}_d})(x), \varphi_{\mathbb{T}_d}(y)\right)
$$

$$
= \frac{t^2}{2}\left(\delta_{x,y} - \sum_{z \in V(\mathbb{T}_d)} (I - Q)(x, z) \text{Cov}\left(\varphi_{\mathbb{T}_d}(z), \varphi_{\mathbb{T}_d}(y)\right)\right)
$$

$$
(6.5)
$$

$$
\leq \frac{t^2}{2}\left(\delta_{x,y} - \sum_{z \in V(\mathbb{T}_d)} (I - Q)(x, z)g_{\mathbb{T}_d}(z, y)\right) = 0,
$$

where in the last equality we used the well-known identity $(I - Q)g_{\mathbb{T}_d} = I$ for the Green function. It follows that the field $\psi := \varphi_{\mathbb{T}_d}^2 - \frac{t^2}{2}(I - Q)\varphi_{\mathbb{T}_d}$ is independent of $\sigma(\varphi_{\mathbb{T}_d})$. Hence,

$$
E\left(\varphi_{\mathbb{T}_d}^2 | \sigma(\varphi_{\mathbb{T}_d})\right) = E\left(\psi + \frac{t^2}{2}(I - Q)\varphi_{\mathbb{T}_d} | \sigma(\varphi_{\mathbb{T}_d})\right) = \frac{t^2}{2}(I - Q)\varphi_{\mathbb{T}_d},
$$

(6.6)

from which (6.2) follows.

The conditional covariance of $\varphi_{\mathbb{T}_d}^2$ agrees with the covariance of $\psi$ (see e.g., [19, Corollary 1.10]), which is

$$
E(\varphi_{\mathbb{T}_d}(x)\varphi_{\mathbb{T}_d}(y)) = E(\varphi_{\mathbb{T}_d}^2(x)\varphi_{\mathbb{T}_d}^2(y))
$$

$$
- \frac{t^2}{2}\sum_{z \in V(\mathbb{T}_d)} (I - Q)(y, z)E(\varphi_{\mathbb{T}_d}^2(x)\varphi_{\mathbb{T}_d}(z))
$$

$$
- \frac{t^2}{2}\sum_{z \in V(\mathbb{T}_d)} (I - Q)(x, z)E(\varphi_{\mathbb{T}_d}^2(y)\varphi_{\mathbb{T}_d}(z))
$$

$$
+ \frac{t^4}{4}\sum_{z, z' \in V(\mathbb{T}_d)} (I - Q)(x, z)(I - Q)(y, z')E(\varphi_{\mathbb{T}_d}(z)\varphi_{\mathbb{T}_d}(z')).
$$

(6.7)

Statement (6.3) then follows by inserting the values of the expectations from (6.4), and by applying once more the above identity for the Green function.

We continue with the proof of Proposition 6.1. Consider an arbitrary $h' > h$. If $x \in C_{D,\rho,\gamma}^{h',\rho,\gamma} \setminus \{o\}$, then $\varphi_{\mathbb{T}_d}(x) \geq h'$ and $\varphi_{\mathbb{T}_d}(\text{anc}(x)) \geq h'$. Therefore, by the robustness condition (5.4), for $x \in$
\[ C_0^{h',p,\gamma} \setminus \{o\}, \]

\[ E \left( \varphi^1_{\mathbb{T}_d}(x) \mid \sigma(\varphi_{\mathbb{T}_d}) \right) = E \left( \varphi^2_{\mathbb{T}_d}(x) \mid \sigma(\varphi_{\mathbb{T}_d}) \right) \]

\[ = \varphi_{\mathbb{T}_d}(x) - \frac{t^2}{2} \left( \varphi_{\mathbb{T}_d}(x) - \frac{1}{d} \sum_{z \sim x} \varphi_{\mathbb{T}_d}(z) \right) \]

\[ = \left( 1 - \frac{t^2}{2} \right) \varphi_{\mathbb{T}_d}(x) + \frac{t^2}{2d} \varphi_{\mathbb{T}_d}(\text{anc}(x)) + \frac{t^2}{2d} \sum_{z \in \text{desc}(x)} \varphi_{\mathbb{T}_d}(z) \]

\[ \geq h' + t^2 \left( \frac{\gamma}{2d} - \frac{1}{2} + \frac{h'}{2d} \right). \quad (6.8) \]

By (6.3), \( \text{Var}(\varphi^1_{\mathbb{T}_d}(x) \mid \sigma(\varphi_{\mathbb{T}_d})) \leq c t^2. \) For \( t \) small, \( h' + t^2(\frac{\gamma}{2d} - \frac{1}{2} - \frac{h'}{2d}) > h \) and thus

\[ \lim_{t \downarrow 0} P \left( \varphi^1_{\mathbb{T}_d}(x) \geq h \mid \sigma(\varphi_{\mathbb{T}_d}) \right) = 1, \text{ uniformly for } x \in C_0^{h',p,\gamma} \setminus \{o\}. \quad (6.9) \]

A similar computation implies that (6.9) holds for \( x = o \) as well. In addition, by (6.3), conditionally on \( \varphi_{\mathbb{T}_d} \), the random variables \( \varphi^1_{\mathbb{T}_d}(x), \varphi^1_{\mathbb{T}_d}(y) \) are independent if \( d_{\mathbb{T}_d}(x, y) \geq 2. \) By the domination argument of [23], the family \( \{1_{[h,\infty)}(\varphi^1_{\mathbb{T}_d}(x)) : x \in C_0^{h',p,\gamma}\} \) dominates (conditionally on \( \varphi_{\mathbb{T}_d} \) ) an independent Bernoulli percolation on \( C_0^{h',p,\gamma} \) with parameter \( g(t) \) and \( g(t) \uparrow 1 \) as \( t \downarrow 0. \)

As consequence:

For every \( \varepsilon > 0, h' > h \) and \( \gamma \in \mathbb{R} \) there is \( t_0 = t_0(h, h', \gamma, \varepsilon) \) such that \( C_0^{h',p}(t) \)

dominates \( C_0^{h',p(1-\varepsilon),\gamma} \) for all \( t < t_0. \) \quad (6.10)

We now fix \( \delta > 0 \) and \( \varepsilon < \delta / 4. \) By the continuity of \( \lambda^{p,\gamma}_h \) proved in Proposition 5.1(c), there is a neighbourhood \( U_\delta \subset S^0 \) of \( (h, p, -\infty) \) such that,

\[ \lambda^{p(1-\varepsilon),\gamma}_{h'} = p(1-\varepsilon)\lambda^{1,\gamma}_{h'} \geq p \left( 1 - \frac{\delta}{2} \right) \lambda^1_h \quad \text{for every } (h', p, \gamma) \in U_\delta. \quad (6.11) \]

In particular, \((p(1-\delta)\lambda^1_h)^k \leq (\lambda^{p(1-\varepsilon),\gamma}_{h'})^k / k^2 \) for \( k \geq k_0(\delta) \). Hence, by (6.10), for such \( k, \) for every \( h' > h \) and \( \gamma \) such that \((h', p, \gamma) \in U_\delta, \) and for every \( t < t_0(h, h', \gamma, \varepsilon), \) the probability in (6.1) satisfies

\[ P \left( |C_0^{h',p}(t) \cap S_{\mathbb{T}_d}(o, k)| \geq (p(1-\delta)\lambda^1_h)^k \right) \]

\[ \geq P \left( |C_0^{h',p(1-\varepsilon),\gamma}(t) \cap S_{\mathbb{T}_d}(o, k)| \geq (\lambda^{p(1-\varepsilon),\gamma}_{h'})^k / k^2 \right). \quad (6.12) \]

Observe that the probability on the right-hand side is independent of \( t. \) Therefore, by Proposition 5.1(b), for every \( \varepsilon < \delta / 4, h' \in (h, h_+) \) and \( \gamma \) such that \((h', p, \gamma) \in U_\delta, \)

\[ \liminf_{k \to \infty} \liminf_{t \to 0} P \left( |C_0^{h',p}(t) \cap S_{\mathbb{T}_d}(o, k)| \geq (p(1-\delta)\lambda^1_h)^k \right) \geq \eta(h', p, 1-\varepsilon, \gamma). \quad (6.13) \]
where we can take \( k \to \infty \) and then \( t \to 0 \), or \( k \to \infty \), \( t \to 0 \) simultaneously. Since \( \varepsilon > 0 \) can be taken arbitrarily close to 0 and \((h', \gamma) \) close to \((h, -\infty)\), the lower bound for (6.1) follows using the continuity of \( \eta \) from Proposition 5.1(c).

\[ \square \]

7 MANY MESOSCOPIC COMPONENTS FOR THE PRUNED FIELD ON FINITE GRAPHS

As a corollary of Proposition 6.1 and the coupling stated in Proposition 4.1, we now prove the existence of many mesoscopic components for the level set of the field \( \Psi^1_{G_n} \).

To state this result precisely, we need to introduce an additional notation. Let \( \tilde{Z}^2_0 = (\tilde{Z}^2_0(x), x \in \mathcal{V}_n) \) be a copy of \( Z^2_0 \) which is independent of \( Z, Z^1_0 \) and \( Z^2_0 \), and set (cf. (5.2))

\[
\Psi^2_{G_n}(x) := t \left( Z^2_0(x) - \frac{1}{N_n} \sum_{y \in \mathcal{V}_n} Z^2_0(y) \right).
\]

The field \( \tilde{\Psi}^2_{G_n} \) has the same law as \( \Psi^2_{G_n} \), and thus \( \tilde{\Psi}^1_{G_n} := \Psi^1_{G_n} + \tilde{\Psi}^2_{G_n} \) has the same law as \( \Psi_{G_n} \), that is it is a zero-average Gaussian free field on \( G_n \). For \( p > 1/2 \) we define \( L = L(p) < 0 \) by

\[
P(Z^2_0(x) \geq L) = p.
\]

We set

\[
\tilde{\mathcal{V}}_n := \{ x \in \mathcal{V}_n : Z^2_0(x) \geq L \},
\]

and use \( \tilde{G}_n \) to denote the subgraph of \( G_n \) induced by \( \tilde{\mathcal{V}}_n \). Finally, for \( x \in \tilde{\mathcal{V}}_n \), let \( C^h(t) \) be the connected component component of the set \( E \geq h(\Psi^1_{G_n}) \cap E \geq h(\Psi_{G_n}) \) in \( \tilde{G}_n \).

To understand the reason for this notation, note that eventually, in Section 9, we will use \( \tilde{\Psi}_{G_n} \), and not \( \Psi_{G_n} \), to show that the supercritical level set has a giant component. In particular, we will use the field \( \tilde{\Psi}^2_{G_n} \) for the sprinkling. At the sites where this field is very small, it can potentially destroy the connected components of the level set. To avoid this, we will restrict to \( \tilde{G}_n \) in our sprinkling construction. It is also useful to compare the definition of \( C^h(t) \) with the definition of \( C^{n,p}_o(t) \) in Section 6, in particular note that the role of the percolation \( \iota \) is taken by the subgraph \( \tilde{G}_n \).

**Proposition 7.1.** Let \( h < h_* \) and let \( p \) be such that \((h, p, -\infty) \in S^0\). Then there exists \( c_h \in (0, 1) \) such that for any \( \delta > 0 \) and any sequence \( t_n \downarrow 0 \),

\[
\lim_{n \to \infty} P \left( \sum_{x \in \tilde{\mathcal{V}}_n} \mathbf{1}_{\{|C^h_{\tilde{G}_n}(t_n)| \geq N_n^{c_h} \}} \geq (1 - \delta) \eta(h, p) N_n \right) = 1.
\]

**Proof.** The proof follows the steps of Section 5 of [4] and is an application of the second moment method. Some simplifications, compared to [4], are due to the fact that our Proposition 4.1 uses two independent copies of \( \phi_{\mathbb{T}_d} \), so we do not need to use the decoupling inequalities for \( \phi_{\mathbb{T}_d} \) as in [4].
Let \( r_n = c_1 \log N_n \) with \( c_1 > 0 \), and set
\[
W_n := \{ x \in \mathcal{Y}_n : x \text{ is isometric}\},
\]
\[
\tilde{W}_n := \{ (x, x') \in W_n \times W_n : B_{G_n}(x, 2r_n) \cap B_{G_n}(x', 2r_n) = \emptyset \}.
\]
(7.5)
By \([4, (5.6), (5.7)]\), it is possible to fix \( c_1 \) small, such that, for some some \( c > 0 \) and for all \( n \) large enough,
\[
|W_n| \geq N_n(1 - N_n^{-c}) \quad \text{and} \quad |	ilde{W}_n| \geq N_n^2(1 - N_n^{-c}).
\]
(7.6)
We will prove (7.4) with
\[
c_h := c_1 \log \left( \frac{\kappa \lambda h(1 - 2\delta')}{\kappa \lambda h} \right),
\]
(7.7)
where \( \delta' > 0 \) is small enough so that \( p\lambda h(1 - 2\delta') > 1 \), which is possible since \( (h, p, -\infty) \in S_0 \) implies \( 1 < \lambda p, -\infty \).

Let \( C^h_x(t_n) \subset C^h_x(t_n) \) be the connected component of \( C^h_x(t_n) \cap B(x, 2r_n) \) containing \( x \), and define events
\[
A^G_{x, n, h} := \{|C^h_x(t_n) \cap S_{G_n}(x, r_n)| \geq N^c_n \}, \quad \text{for } x \in \mathcal{Y}_n,
\]
\[
A^\Psi_{O, d, h} := \{|C^h_x(t_n) \cap S_{\Psi_d}(o, r_n)| \geq N^c_n \}.
\]
(7.8)
We now show
\[
\lim_{n \to \infty} P \left( \sum_{x \in \tilde{W}_n} 1_{A^G_{x, n, h}} \geq (1 - \delta) \eta(h, p) N_n \right) = 1,
\]
(7.9)
from which (7.4) directly follows.

To show (7.9), for every pair \( x, x' \in \tilde{W}_n \), we use the coupling \( Q^x_{n, x'} \) from Proposition 4.1 (with \( r = r_n \)) to couple \( \Psi_{G_n} \) with two independent copies of \( \varphi_{\Psi_d}, \varphi'_{\Psi_d} \) of the Gaussian free field on \( \mathbb{T}_d \). By Remark 4.2, this coupling also couples the underlying fields \( Z_0, Z_0 \) and \( Z'_0 \) as in (4.16). In addition, we write \( Z_0 = \sqrt{1 - t_n^2} Z_0^1 + t_n Z_0^2 \) and assume that \( Z_0^2(y) = Z_0^2(\rho_x, 2r_n(y)) \) for every \( y \in B_{G_n}(x, 2r_n) \), where \( Z_0^1, Z_0^2 \) are independent copies of \( Z_0 \). We also use analogous statements for \( Z', Z_0^{2'} \) in the ball \( B_{G_n}(x', 2r_n) \). We also couple the site percolation \( \iota \) (introduced in the paragraph above (5.4)) and its independent copy \( \iota' \) with the field \( Z_0^2 \) so that
\[
\iota(\rho_x, 2r_n(y)) = 1_{[L, \infty)}(Z_0^2(y)), \quad y \in B_{G_n}(x, 2r_n),
\]
\[
\iota'(\rho_{x'}, 2r_n(y)) = 1_{[L, \infty)}(Z_0^2(y)), \quad y \in B_{G_n}(x', 2r_n),
\]
(7.10)
which is always possible due to the choice (7.2) of \( L \) and since \( B_{G_n}(x, 2r_n) \) and \( B_{G_n}(x', 2r_n) \) are disjoint. Note that (7.10) implies
\[
\rho_x, 2r_n(\tilde{V}_n \cap B(x, 2r_n)) = \{ y \in B_{\Psi_d}(o, 2r_n) : \iota(y) = 1 \}.
\]
(7.11)
We now fix \( \varepsilon > 0 \) arbitrary but small enough so that
\[
\lambda_{h+\varepsilon} > (1 - \delta') \lambda_h \quad \text{and} \quad (h + \varepsilon, p, -\infty) \in S_0,
\]
(7.12)
where \( \delta' \) was fixed in (7.7). When all coupling equalities from the last paragraph hold and when the coupling \( Q^x_{n, x'} \) succeeds, that is the complement of the event on the left-hand side of (4.1)
occurs, then it follows from the definitions of the components \( \mathcal{H}_x \) and \( \mathcal{H}_x \) that \( A_{\mathcal{H}, h-\varepsilon} \supset A_{\Gamma, h} \supset A_{\Gamma, h+\varepsilon} \), and similarly for \( x' \), replacing \( A_{\mathcal{H}, h} \) by their independent copies defined in terms of the field \( \mathcal{X} \). Hence, for \( x \in W_n \),

\[
P(A_{\Gamma, h}^{x}) \geq P(A_{\mathcal{H}, h}^{x}) - e(n, \varepsilon),
\]

(7.13)

where \( e(n, \varepsilon) \) is the probability that the coupling fails. By Proposition 4.1, \( e(n, \varepsilon) \) is bounded by right-hand side of (4.1) with \( r = r_n \), in particular \( 0 \leq e(n, \varepsilon) \leq c(\varepsilon)N_n^{-k} \) for any \( k \in \mathbb{N} \).

By Proposition 6.1 (applied with \( h + \varepsilon \) instead of \( h \), and \( \delta' \) instead of \( \delta \)), using also (7.12), we obtain that

\[
\liminf_{n \to \infty} P(A_{\mathcal{H}, h}^{x}) \geq \eta(h + \varepsilon, p).
\]

(7.14)

Hence, by (7.13), also \( \liminf_{n \to \infty} P(A_{\Gamma, h}^{x}) \geq \eta(h + \varepsilon, p) \) for every \( x \in W_n \). As consequence, since \( \varepsilon > 0 \) is arbitrary, using (7.6) and the continuity of \( \eta \) from Proposition 5.1(c),

\[
\liminf_{n \to \infty} \frac{1}{N_n^2} E \left( \sum_{x \in W_n} 1_{A_{\Gamma, h}^{x}} \right) \geq \eta(h, p).
\]

(7.15)

We now compute the variance of the sum in the last display. Expanding it, and then using the coupling \( \mathcal{Q}_{x,x'}^{x'} \) again,

\[
\text{Var} \left( \sum_{x \in W_n} 1_{A_{\Gamma, h}^{x}} \right) = \sum_{x,x' \in W_n} \left( P(A_{\Gamma, h}^{x} \cap A_{\Gamma, h}^{x'}) - P(A_{\Gamma, h}^{x}) P(A_{\Gamma, h}^{x'}) \right),
\]

(7.16)

\[
\leq |(W_n \times W_n) \setminus W_n| + \sum_{(x,x') \in \overline{W_n}} \left( P\left( A_{\mathcal{H}, h}^{x} \right)^2 - P\left( A_{\mathcal{H}, h}^{x} \right)^2 \right) + e(n, \varepsilon).
\]

By definition of \( A_{\mathcal{Q}_{x,x'}^{x'}} \), using also that \( C_{\mathcal{Q}_{x,x'}^{x'}}(t_n) \subset C_{\mathcal{Q}_{x,x'}^{x'}}(t_n, \infty) \),

\[
\limsup_{n \to \infty} P\left( A_{\mathcal{Q}_{x,x'}^{x'}}(t_n) \right) = \limsup_{n \to \infty} P\left( C_{\mathcal{Q}_{x,x'}^{x'}}(t_n) \cap S_{\mathcal{T}}(0, r_n) \geq N_n^h \right)
\]

\[
\leq \limsup_{n \to \infty} P\left( C_{\mathcal{Q}_{x,x'}^{x'}}(t_n, \infty) \cap S_{\mathcal{T}}(0, r_n) \geq 1 \right)
\]

\[
= P\left( |C_{\mathcal{Q}_{x,x'}^{x'}}| = \infty \right) = \eta(h - \varepsilon, p).
\]

(7.17)

Inequalities (7.6), (7.14), (7.16) and (7.17) together imply that

\[
\limsup_{n \to \infty} \frac{1}{N_n^2} \text{Var} \left( \sum_{x \in W_n} 1_{A_{\Gamma, h}^{x}} \right) \leq \eta(h - \varepsilon, p)^2 - \eta(h + \varepsilon, p)^2.
\]

(7.18)

The right-hand side of this inequality can be made arbitrary small by taking \( \varepsilon \downarrow 0 \), using the continuity of \( \eta \). Statement (7.9) then follows from (7.15) and (7.18) by applying Chebyshev inequality. □
We finish this section by a simple lemma which gives a lower bound on the number of vertices that are contained in small components of the (non-pruned) field $\Psi_{\mathcal{G}_n}$. This lower bound will be used to show the upper bound on $|e_{\max}^{\mathcal{G}_n h}|$ in the proof of Theorem 1.2. In its statement we use $C_{x}^{\mathcal{G}_n h}$ to denote connected component of $E^{\geq h}(\Psi_{\mathcal{G}_n})$ containing $x \in \mathcal{V}_n$.

**Lemma 7.2.** Let $\mathcal{H}_n := \{ x \in \mathcal{V}_n : C_{x}^{\mathcal{G}_n h} \subseteq B_{\mathcal{G}_n}(x, r_n/2) \}$ with $r_n = c_1 \log N_n$ as in the last proof. Then for every $h < h_\ast$ and $\delta > 0$

$$\lim_{n \to \infty} P(|\mathcal{H}_n| > (1 - \eta(h) - \delta)N_n) = 1.$$  

(7.19)

**Proof.** The proof is very similar to the previous one. Due to (7.6) it is sufficient to prove the claim for $|\mathcal{H}_n \cap W_n|$ instead of $|\mathcal{H}_n|$. For $x \in W_n$ define the events $A_{x}^{\mathcal{G}_n h} := \{ C_{x}^{\mathcal{G}_n h} \subseteq B_{\mathcal{G}_n}(x, r_n/2) \}$, $A_{O}^{\mathcal{T}_d, h - \varepsilon} := \{ C_x^{h} \subseteq B_{\mathcal{T}_d}(o, r_n/2) \}$. Using Proposition 4.1, we can couple those events so that $A_{O}^{\mathcal{T}_d, h + \varepsilon} \subseteq A_{x}^{\mathcal{G}_n h} \subseteq A_{O}^{\mathcal{T}_d, h - \varepsilon}$. By (1.4), $\lim_{n \to \infty} P(A_{O}^{\mathcal{T}_d, h}) = 1 - \eta(h)$. Using the same first and second moment method arguments as in the previous proof, the lemma easily follows. □

### 8 | EXPANSION PROPERTIES OF REDUCED GRAPHS

Before going to the final sprinkling step, we need a little lemma that show that particular subgraphs of $\mathcal{G}_n$ still have good expansion properties. To this end recall from (7.3) the definition of the subgraph $\mathcal{H}_n$. For $K \in \mathbb{R}$, let

$$\mathcal{V}_n := \{ x \in \mathcal{V}_n : Z_{0}^{2}(x) > L, \Psi_{\mathcal{G}_n}^{1}(x) > K \} \subseteq \mathcal{V}_n,$$

(8.1)

and let $\mathcal{G}_n$ be the subgraph of $\mathcal{G}_n$ induced by $\mathcal{V}_n$. The additional condition $\Psi_{\mathcal{G}_n}^{1}(x) > K$ will later ensure that, in the sprinkling step, the sites in $\mathcal{V}_n$ have a reasonable chance to be in the level set $E^{\geq h}(\Psi_{\mathcal{G}_n})$ of the field $\Psi_{\mathcal{G}_n}$ (defined under (7.1)). We will always assume that $K < h$, so that the mesoscopic connected components $C_{x}^{h}(t_n)$ (in $\mathcal{G}_n$ as considered in Proposition 7.1) are also connected components in $\mathcal{G}_n$.

We now show that $\mathcal{G}_n$ has good expansion properties, at least when we only consider its large subsets. Recall from (2.8) that $\beta'$ is the lower bound on the isoperimetric constants of $\mathcal{G}_n$.

**Lemma 8.1.** For every $\delta > 0$, there exist $K_0 = K_0(\delta)$ and $L_0 = L_0(\delta)$ such that for every $K < K_0$ and $L < L_0$

$$P\left( \inf_{A \subseteq V(\mathcal{G}_n) : |A| \leq N_n/2} \frac{|\partial_{\mathcal{G}_n} A|}{|A|} \geq \frac{\beta'}{2} \right) \geq 1 - N^{-\varepsilon}$$

(8.2)

with $\varepsilon > 0$ independent of $\delta$.

**Proof.** We show that for $K, L$ sufficiently negative, $B_1(n) = \{ x \in \mathcal{V}_n : Z_{0}^{2}(x) < L \}$ and $B_2(n) = \{ x \in \mathcal{V}_n : \Psi_{\mathcal{G}_n}^{1}(x) < K \}$ satisfy

$$P(|B_1(n)| + |B_2(n)| \leq \beta' \delta N_n/2) \geq 1 - N^{-\varepsilon}.$$  

(8.3)
The claim of the lemma then follows from (2.8). Indeed, on the event in (8.3), for $A$ as in (8.2),

$$|\partial_{\hat{G}_n}A| \geq |\partial_{G_n}A| - (|B_1(n)| + |B_2(n)|) \geq \beta'|A| - \beta'\delta N_n/2 \geq \beta'|A|/2. \quad (8.4)$$

To prove (8.3), observe first that $|B_1(n)|$ is a binomial random variable with parameters $N_n$ and $p = P(\mathcal{Z}_0^2(x) < L)$. Hence, by taking $L_0$ depending on $\delta$ sufficiently small, we obtain by the standard large deviation estimates that $P(|B_1(n)| \geq \beta'\delta N_n/4) \leq e^{-cN_n}$ for all $L < L_0$. For $B_2(n)$, we use the second moment method again. Observe first that by (5.2),

$$\text{Cov}(\Psi_{G_n}^1(x), \Psi_{G_n}^1(y)) = \text{Cov}(\Psi_{G_n}(x), \Psi_{G_n}(y)) - \text{Cov}(\Psi_{G_n}^2(x, y)) \quad (2.4)$$

$$= G_{G_n}(x, y) - t_n^2 \text{Cov}(\varphi^2_{G_n}(x), \varphi^2_{G_n}(y)) = G_{G_n}(x, y) - \frac{t_n^2}{2} (\delta_{x,y} + \frac{1}{N_n}). \quad (3.12)$$

In particular, using the estimate (2.7) on $G_{G_n}$, since $t_n \to 0$, $\sigma_x^2 := \text{Var}(\Psi_{G_n}^1(x)) = G_{G_n}(x, x) + O(t_n^2) \in (c, c')$ for some $0 < c < c' < \infty$, and if $x \neq y$, for some $\varepsilon \in (0, 1)$,

$$\text{Cov}(\Psi_{G_n}^1(x), \Psi_{G_n}^1(y)) \leq C(d-1)^{-d_{G_n}(x,y)} + N_n^{-\varepsilon}. \quad (8.6)$$

As consequence, we can fix $K_0$ small enough so that

$$E(|B_2(n)|) = \sum_{x \in \mathcal{V}_n} P(\Psi_{G_n}^1(x) < K) \leq \sum_{x \in \mathcal{V}_n} e^{-K^2/(2c)} \leq \beta'\delta N_n/8 \quad (8.7)$$

for every $K \leq K_0$. By the normal comparison lemma, see for example [20, Theorem 4.2.1], for $x \neq y \in \mathcal{V}_n$, we then obtain

$$P(\Psi_{G_n}^1(x) \leq K, \Psi_{G_n}^1(y) \leq K) - P(\Psi_{G_n}^1(x) \leq K)P(\Psi_{G_n}^1(y) \leq K) \leq C(Cov(\Psi_{G_n}^1(x, \Psi_{G_n}^1(y)) \lor 0) \leq C(Cov(\Psi_{G_n}^1(x), \Psi_{G_n}^1(y)) \lor 0). \quad (8.8)$$

As consequence, using also the fact that diameter of $G_n$ is smaller than $C \log N_n$ (see e.g., [17, Proposition 3.1.5]) and that $|S_{G_n}(x, r)| \leq d(d-1)^{r-1}$, we obtain

$$\text{Var}(|B_2(n)|) = \sum_{x, y \in \mathcal{V}_n} P(\Psi_{G_n}^1(x) \leq K, \Psi_{G_n}^1(y) \leq K) - P(\Psi_{G_n}^1(x) \leq K)P(\Psi_{G_n}^1(y) \leq K) \leq C \log N_n \sum_{y \in \mathcal{V}_n} \sum_{r=1}^{C \log N_n} \sum_{x \in \mathcal{V}_n : d_{G_n}(x, y) = r} (\text{Cov}(\Psi_{G_n}^1(x), \Psi_{G_n}^1(y)) \lor 0) \leq N_n + C \sum_{x \in \mathcal{V}_n} \sum_{r=1}^{C \log N_n} \sum_{y \in \mathcal{V}_n : d_{G_n}(x, y) = r} ((d-1)^{-r} + N_n^{-\varepsilon}) \leq N_n^2 - \varepsilon. \quad (8.6) \quad (8.9)$$

By Chebyshev inequality, using (8.7), (8.9), $P(|B_2(n)| \geq \beta'\delta N_n/4) \leq N_n^{-\varepsilon}$.

Combining the conclusions of the last two paragraphs then implies (8.3) and completes the proof. □
9 | SPRINKLING/PROOF OF THEOREM 1.2

With all preparations of the previous sections, the sprinkling construction is relatively straightforward and follows the steps of [5].

We start by showing that the field $\Psi_{G_n}$ defined under (7.1) contains a giant component of size at least $\eta(h)(1-\delta)N_n$, with probability tending to one as $n \to \infty$. Since $\Psi_{G_n}$ is a zero-average Gaussian free field on $G_n$, this will imply the lower bound on $|c_{\max}^{G_n,h}|$ for Theorem 1.2.

For $h < h_*$ and $\delta \in (0, 1/8)$ as in the statement of Theorem 1.2, we fix an arbitrary $h' \in (h, h_*)$ and set $\epsilon := h' - h$. We further fix $K, L$ small and $p$ close to 1 so that $L, p$ are linked by (7.2) and

$$K = h \land K_0(\delta \eta(h')/2), L < L_0(\delta \eta(h')/2),$$

$$\epsilon := h' - h,$$

where $K_0(\delta \eta(h')/2), L_0(\delta \eta(h')/2)$ are as in Lemma 8.1, and the last inequality in (9.1) can be satisfied by Proposition 5.1(c). We let $t_n \to 0$ slowly so that

$$P\left(Z_0^2(x) \geq t_n^{-1}(h + 1 - K)\right) \geq N_n^{-c h' \beta' \delta \eta(h', p)/8},$$

where $c_{h'}$ is as in Proposition 7.1, and $\beta'$ as in Lemma 8.1.

Due to Lemma 8.1, using also (9.1), we know that:

$$\text{For } A_{n}^1 := \left\{ \inf_{\mathcal{A} \subset \mathcal{V}(G_n)} \frac{|\partial_{\mathcal{A}} A|}{|A|} \geq \frac{\beta'}{2} \right\} \text{ we have } P(A_{n}^1) \geq 1 - N_n^{-c}. \quad (9.3)$$

By Gaussian tail estimates, the zero-averaging term in the definition (7.1) of $\Psi_{G_n}^2$ is negligible with high probability:

$$\text{For } A_{n}^2 := \left\{ N_n^{-1} \sum_{y \in \mathcal{V}_n} Z_0^2(y) \leq \epsilon \right\} \text{ we have } P(A_{n}^2) \geq 1 - e^{-c N_n}. \quad (9.4)$$

Introducing $m_n := N_n^{c h'}$ to denote the minimal size of mesoscopic components and writing $a_k = (1-k \delta)\eta(h', p)$ for $k \in \{1, 2\}$, Proposition 7.1 implies that:

$$\text{For } A_{n}^3 := \left\{ \sum_{x \in \mathcal{V}_n} 1_{[|C^0_{\mathcal{A}} (t_n)| \geq m_n]} \geq a_1 N_n \right\} \text{ we have } \lim_{n \to \infty} P(A_{n}^3) = 1, \quad (9.5)$$

that is $E^{\geq h'}(\Psi_{G_n}^1) \cap \hat{\mathcal{V}}_n$ has many mesoscopic components, with high probability. Finally, since $\Psi_{G_n}^1$ is independent of $Z_0^2$ and the graph $\hat{G}_n$ depends on $Z_0^2$ only via $1_{[L, \infty)}(Z_0^2(x))$, it follows that:

Conditionally on $\sigma(\Psi_{G_n}^1, \hat{\mathcal{V}}_n)$, the random variables $(Z_0^2(x))_{x \in \mathcal{V}_n}$ are i.i.d.
distributed as $\mathcal{N}(0, 1/2)$ random variable conditioned on being larger than $L$. \quad (9.6)
In particular, since \( L < 0 \),
\[
p_n := P\left( \hat{Z}_0^2(x) \geq t_n^{-1}(h + t_n \varepsilon - K) \mid \sigma(\Psi_{\hat{G}_n}^1, \hat{G}_n), \{x \in \hat{V}_n\} \right)
\]
\[
\geq N_n^{-c_0} \beta' \delta(h', p)/8.
\]  
(9.7)

Assume now that \( A_n := A_1^1 \cap A_2^2 \cap A_3^3 \) occurs. On \( A_3^3 \), we can fix a set of at most \( a_1 N_n/m_n \) mesoscopic components of \( E \geq h' (\Psi_{\hat{G}_n}^1) \cap \hat{V}_n \) that together contain at least \( a_1 N_n \) vertices. Any \( x \) in those components satisfies \( \hat{Z}_0^2(x) \geq L \) (by definition of \( \hat{G}_n \)) and thus (on \( A_3^3 \)),
\[
\Psi_{\hat{G}_n}(x) = \Psi_{\hat{G}_n}^1(x) + t_n \left( \hat{Z}_0^2(x) - N_n^{-1} \sum_{y \in V_n} \hat{Z}_0^2(y) \right) \geq h' + t_n(L - \varepsilon) \geq h
\]  
(9.8)

for all \( n \) large enough. It follows that these fixed mesoscopic components are contained in \( E \geq h(\Psi_{\hat{G}_n}) \). If \( E \geq h(\Psi_{\hat{G}_n}) \) has no component of size at least \( a_2 N_n \), then one can split these fixed components into two groups \( A, B \), each having at least \( \delta N_n \) vertices, which are not connected within \( E \geq h(\Psi_{\hat{G}_n}) \). There are at most \( 2^{a_1 N_n/m_n} \) ways to split the fixed mesoscopic components into two groups. By (9.1), \( \delta N_n > \delta N(h', p)/2 \). Therefore, on \( A_1^1 \), we can use Menger’s theorem to show that there are at least \( \beta' \delta N_n \eta(h', p)/2 \) pairwise vertex-disjoint paths from \( A \) to \( B \) in \( \hat{G}_n \). Since \( \hat{G}_n \) has at most \( N_n \) vertices, at last half of those paths are of length at most \( 4/\beta' \delta(h', p) \) each. For every \( x \in \hat{V}_n, \Psi_{\hat{G}_n}^1(x) \geq K \). Therefore, if \( \hat{Z}_0^2(x) \geq t_n^{-1}(h + t_n \varepsilon - K) \) and \( A_n \) occurs, then
\[
\Psi_{\hat{G}_n}(x) = \Psi_{\hat{G}_n}^1(x) + t_n \left( \hat{Z}_0^2(x) - N_n^{-1} \sum_{x \in V_n} \hat{Z}_0^2(x) \right) \geq h.
\]  
(9.9)

Hence for the groups \( A \) and \( B \) being disconnected in \( \hat{G}_n \cap E \geq h(\Psi_{\hat{G}_n}) \), there must be at least one vertex with \( \hat{Z}_0^2(x) < t_n^{-1}(h + t_n \varepsilon - K) \) on every of these paths. Due to (9.6) and (9.7), this has probability at most
\[
1 - p_n^{4/\beta' \delta(h', p)} \beta' \delta N_n \eta(h', p)/4 \leq \exp(-c(\delta, h', p) N_n^{1-c h'/2}).
\]  
(9.10)

It follows that the probability that \( A_n \) occurs and there is no connected component of \( E \geq h(\Psi_{\hat{G}_n}) \) of size at least \( a_2 N_n \) (that is there is some partition of the fixed mesoscopic components into groups \( A \) and \( B \) as above that are disconnected form each other in \( E \geq h(\Psi_{\hat{G}_n}) \) is at most
\[
2^{a_1 N_n/m_n} \exp(-c(\delta, h', p) N_n^{1-c h'/2}) \leq \exp(-c' N_n^{1-c h'/2}),
\]  
(9.11)

which converges to 0 as \( n \to \infty \).

Together with (9.3)–(9.5), this implies that with probability tending to one with \( n, E \geq h(\Psi_{\hat{G}_n}) \) has a connected component of size at least \( a_2 N_n = (1 - 2\delta) \eta(h', p) N_n \). Taking \( h' \) close to \( h \), \( p \) close to 1, using the continuity of \( \eta(h, p) \) from Proposition 5.1(c), and recalling that \( \Psi_{\hat{G}_n} \) has the same distribution as \( \Psi_{\hat{G}_n} \), then proves the lower bound on \( |C_{\max}^{G_{\hat{G}_n}, h}| \) for our main result (1.6) of Theorem 1.2.

The upper bounds on \( |C_{\max}^{h} \) and \( |C_{sec}^{G_{\hat{G}_n}, h}| \) in (1.6) then follow from Lemma 7.2 and the lower bound on \( |C_{\max}^{G_{\hat{G}_n}, h}| \). This completes the proof of Theorem 1.2.

Remark 9.1. We conclude this paper with a short discussion of the assumptions of Theorem 1.2. Assumption 1.1(a) is clearly necessary in all our considerations (besides Section 3).
Assumption 1.1(c), that is the assumption on the spectral gap, is only used to imply the uniform isoperimetric inequality (2.8), and also in (4.12). For our results to be true, we only need (2.8) to hold for macroscopic sets (cf. proof of Lemma 8.1). Also, the argument around (4.12) can be easily adapted if \( \lambda_{G_n} \to 0 \) sufficiently slowly. Assumption 1.1(b) is only used very implicitly in this paper, namely to ensure that a majority of vertices of \( G_n \) are \( r_n \)-treelike with \( r_n = c_1 \log N_n \), cf. (7.6) which is proved in [4, (5.6)] using [8, Lemma 6.1]. In Sections 7–9 of this paper, we even do not need that \( r_n \) grows so quickly. \( r_n = C \log \log N_n \) for \( C \) sufficiently large would be sufficient for our purposes. Hence Assumption 1.1(b) can be replaced by: For some \( C \) sufficiently large, 

\[
|\{x \in V_n : x \text{ is } (C \log \log N_n)\text{-treelike}\}| \geq N_n(1 - o(1)). \tag{9.12}
\]

For the existence of the giant component (not necessary of size \((1 - \delta)\eta(h)N_n\)), the factor \((1 - o(1))\) in the last inequality could even be replaced by a \( c \in (0, 1)\).
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