Depth-targeted energy delivery deep inside scattering media
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Diffusion makes it difficult to predict and control wave transport through a medium. Overcoming wave diffusion to deliver energy into a target region deep inside a diffusive system is an important challenge for applications, but also represents an interesting fundamental question. It is known that coherently controlling the incident wavefront allows diffraction-limited focusing inside a diffusive system, but in many applications, the targets are significantly larger than a focus and the maximum deliverable energy remains unknown. Here we introduce the ‘deposition matrix’, which maps an input wavefront to the internal field distribution, and we theoretically predict the ultimate limit on energy enhancement at any depth. Additionally, we find that the maximum obtainable energy enhancement occurs at three-fourths the thickness of the diffusive system, regardless of its scattering strength. We experimentally verify our predictions by measuring the deposition matrix in two-dimensional diffusive waveguides. The experiment gives direct access to the internal field distribution from the third dimension, and we can excite the eigenstates to enhance or suppress the energy within an extended target region. Our analysis reveals that such enhancement or suppression results from both selective transmission-eigenchannel excitation and constructive or destructive interference among these channels.

Depositing energy into a target region deep inside an opaque system—by controlling random wave scattering—is essential in a wide range of applications involving light, microwaves and acoustic waves: for example, deep-tissue imaging, optogenetically controlling neurons, non-invasive ultrasound surgery and optimization of photoelectrochemical processes in strongly scattering systems. The fundamental challenge to overcome in disordered systems is the multiple scattering of waves, which results in a diffusive spread of wave energy. Controlling the incident wavefront of a coherent beam enables the suppression of wave diffusion, which has been used to focus light to a diffraction-limited spot either inside or through a scattering medium. In many applications, however, targets such as neurons or early-stage tumours are much larger than a wavelength-scaled focal spot, and therefore, the maximum energy that can be delivered to an extended target by shaping the incident wavefront is not known. Experimental investigations have also been hindered by the technical difficulties of finding the optimal input wavefront of a laser beam for maximizing energy delivery. Time-reversal and phase conjugation techniques, which have been employed for focusing to a point, cannot provide the optimal input wavefront for an extended region because the final spatial field distribution (speckle pattern) inside the region is not known a priori. Although feedback-based iterative optimization of an input wavefront is efficient at reaching the global maximum for focusing light to a point, this is not the case for an extended target. Consequently, the physical mechanisms for controlling energy deposition inside diffusive systems as well as the upper bound of energy enhancement remain unclear.

Over the years, various operators and matrices related to physical quantities of interest in disordered systems have been introduced—and their eigenstates studied—in search for the global optima of quantities. Examples include the field transmission matrix, the energy density matrix, the photoacoustic transmission matrix, the time-gated reflection matrix, the acousto-optic transmission matrix, the dwell-time operator, the distortion matrix and the Fisher information operator. None of them, however, provide the solution for maximal energy deposition in an arbitrary-sized region at an arbitrary depth in a scattering medium. More importantly, a general framework for predicting and understanding the ultimate limit on targeted energy delivery into a diffusive system is missing. As such, the following questions are scientifically and technologically important: ‘what are the physical mechanisms contributing to energy deposition, across an extended target, inside a diffusive system?’ and ‘what is the fundamental limit of energy enhancement using a wavefront-control method?’

In this work, we answer these questions by performing a comprehensive experimental, numerical and theoretical study. First, we define the deposition matrix that relates input waves to the corresponding regional field distributions at an arbitrary depth within a diffusive system. The largest eigenvalue of gives the maximal energy that can be delivered into the designated region, and the associated eigenvector provides the input wavefront. Next, we build a theoretical model that can analytically predict the probability density function (PDF) of the eigenvalues of and demonstrate how energy enhancement depends on the depth of the region and system parameters such as the transport mean free path and sample thickness. Although the largest possible energy enhancement scales as , it always occurs at a depth of in a lossless diffusive medium, independent of the scattering strength. Using a unique on-chip disordered-waveguide platform with an interferometric wavefront-shaping setup, experimentally, we use measurements...
of the internal field distribution to construct the deposition matrix $\mathcal{Z}$ for regions at different depths inside a diffusive system. We then directly excite the individual eigenstates and observe their spatial structures across the entire system. Furthermore, we explore the relationship between deposition and transmission eigenchannels, revealing that regional energy enhancement results from both selective excitation of high-transmission eigenchannels and constructive interference between them.

Experimental platform and deposition matrix

A schematic of our experimental setup for investigating energy deposition in a diffusive system is presented in Fig. 1. We fabricate two-dimensional (2D) disordered structures so that we can probe the field anywhere inside the system from the third dimension, namely, the top. We shape, in one dimension (1D), the incident wavefront of a laser beam using a spatial light modulator (SLM), and extract the 2D field distribution inside the diffusive system with an interferometric measurement. Our planar samples are optical waveguides engraved into a silicon-on-insulator wafer. Light is confined inside the waveguides by reflective photonic-crystal sidewalls. Randomly distributed air holes are etched throughout a designated region in each waveguide to create optical scattering. Light undergoes multiple scattering and diffusive transport within this disordered region because it is much longer than the transport mean free path $\ell$ of the scatterers. A small amount of light is scattered out of plane from the holes and interferes with a reference beam. The interference patterns are recorded by a charge-coupled device (CCD) camera, from which the associated field distributions are extracted. Our experimental platform allows the direct mapping of the incident field to the internal fields at any depth.

Controlling energy delivery inside a disordered system requires introducing the deposition matrix $\mathcal{Z}$ for a target region that can have an arbitrary size, shape and depth. The matrix relates an orthonormal set of input wavefronts to the corresponding spatial field distributions within the target region. For instance, we use the lead (empty) waveguide-mode basis to describe the input wavefronts. When light is launched with unit flux into the $m$th waveguide mode, it impinges on the diffusive region and generates an internal field distribution $E_m(y, z)$. By sampling $E_m(y, z)$ within a target region, the deposition matrix elements are

$$\mathcal{Z}_{mn} \equiv \langle \epsilon(y_m, z_m)A/M \rangle^{1/2} E_n(y_m, z_m),$$

where $A$ is the area of the target region, which is uniformly sampled by $M$ points; the location of the $m$th sampling point is given by $(y_m, z_m)$; and $\epsilon$ is the dielectric constant. The eigenvalues $\zeta$ of $\mathcal{Z}$ give the total energy inside the target region when sending the corresponding eigenvectors into the system. Therefore, the eigenvector with the highest eigenvalue provides the input wavefront that deposits the most energy into the target region.

As an example case, consider a target region that is a thin slice across the inside of the disordered waveguide, located at depth $z_0$ (Fig. 2a, inset). The slice is so thin that the field variation along the waveguide axis ($z$ axis) is negligible, and only the field distribution along the waveguide cross section ($y$ axis) needs to be sampled. This is done with $M \geq 2N$ evenly spaced points across the waveguide width $W$, where $N$ is the number of waveguide modes. The sampled field is $E_n(y, z_0)$, where $m$ is the index of the sampling point. By representing the internal field $E_m$ in the waveguide-mode basis and ignoring the evanescent waves, we provide a second definition for the deposition matrix in terms of flux:

$$\mathcal{Z}_{mn}(z_0) = \sqrt{\nu_m} \int_0^W \chi_m^*(y) E_n(y, z_0) \, dy,$$

where $\chi_m(y)$ is the normalized transverse profile of the $m$th mode in a homogeneous waveguide with an effective dielectric constant equal to the spatial average of $\epsilon$ over the disordered region, and $\nu_m$ is the propagation speed of the $m$th mode. In this form, the deposition matrix naturally reduces to the transmission matrix at the end of the disordered region $z_0 = L$. For thin slices in our disordered waveguides, the deposition matrices, defined by equations (1) and (2), have nearly identical eigenvalues, and the depth profiles (cross-section-integrated intensity as a function of depth) of the eigenvectors are similar for most slice depths $z_0$, except when very close to the exit surface $z_0 = L$. More details are given in Supplementary Section 1.

Numerical simulation and analytical model

To reveal the full potential of the deposition matrix for energy deposition inside disordered systems, we first carry out numerical simulations of wave propagation in 2D disordered waveguides using the Kwant software package (Supplementary Section 1.1). For comparison with the transmission matrix, we adopt the deposition matrix defined by equation (2) and calculate its eigenvalues $\zeta$ for a thin slice at different depths $z_0$ inside a lossless disordered waveguide. The PDF $P(\zeta)$ (Fig. 2a) is very different from the celebrated bimodal PDF of transmission eigenvalues $P(\tau)$ (ref. 43). At depths $z_0 < L$, $P(\zeta)$ has a single peak at $\zeta = 0$, but it develops a second peak at $\zeta = 1$ near the exit surface, that is, $L - z_0 < \ell$ (shaded area). We normalize the eigenvalues $\zeta$ by their mean $\langle \zeta \rangle$, which represents the typical energy within the slice at depth $z_0$ under random illumination conditions. Despite the lack of a peak at the maximum eigenvalue $\zeta_{\text{max}}$ for most depths, $P(\zeta)/\langle \zeta \rangle$ has a long tail extending beyond the range of $P(\tau)/\langle \tau \rangle$. Consequently, the maximal enhancement of energy inside the diffusive system, given by $\zeta_{\text{max}}/\langle \zeta \rangle$, is larger than the maximum enhancement of transmission $\tau_{\text{max}}/\langle \tau \rangle$ for open channels ($\tau_{\text{max}} = 1$; $\langle \tau \rangle \approx \ell/L < 1$). The qualitative difference between $P(\zeta)$ and $P(\tau)$ can be intuitively understood as follows. Due to flux conservation, the transmission eigenvalues are confined to the range $[0, 1]$, and their repulsion makes $P(\tau)$ peak at two boundaries, namely, 0 and 1 (ref. 43). In contrast, there is no upper bound—only a lower bound—for deposition eigenvalues; their repulsion leads a single peak of $P(\zeta)$ at 0 and a tail at large $\zeta$.

To quantitatively interpret these results, we develop an analytical model for the PDF of the deposition eigenvalues $P(\zeta)$. The deposition matrix $\mathcal{Z}(z_0)$ cannot be treated as a random matrix with uncorrelated matrix elements, because the eigenvalue PDF (Fig. 2a) drastically differs from the Marchenko–Pastur law (ref. 42). In particular, the latter predicts that $\langle \zeta_{\text{max}} \rangle/\langle \zeta \rangle = 4$, whereas notably larger values
are obtained at almost all the depths, indicating that correlations between the elements of \( \mathcal{Z}(z_D) \) are beneficial for energy deposition. Since the deposition matrix and transmission matrix coincide at the exit, we build a model that captures the continuous evolution from \( P(\zeta) \) at \( z_D < L \) to the bimodal PDF at \( z_D = L \). This is realized by using a filtered random matrix (FRM) ensemble as initially introduced in ref. \(^{43}\). This theory amounts to assuming that \( \mathcal{Z}(z_D) \) has the same spectrum as a filtered matrix drawn from a larger virtual transmission matrix (Supplementary Section 2). The advantage of this approach is that the full PDF \( P(\zeta) \) can be inferred from the first two moments, namely, \( \langle \zeta \rangle \) and \( \langle \zeta^2 \rangle \). We use the numerical values of these two moments as input parameters of the model shown in Fig. 2a. The good agreement between the numerical PDF and the FRM prediction validates our ansatz.

Combining the FRM model with analytical predictions for the first two moments of \( P(\zeta) \) (Supplementary Section 2.2), we get theoretical expressions for the full PDF as well as the maximal enhancement. The first moment linearly decays with depth, that is, \( \langle \zeta(z_D) \rangle \approx 2(1 - \tau)(1 - z_D/L) + \tau \), as given by diffusion theory\(^{44}\). The second moment is given by the variance \( \text{Var}[(\zeta(z_D))] \), which is related to the fluctuation of the cross-section-integrated intensity at depth \( z_D \) generated by random wavefront illumination\(^{45}\): \( \text{Var}[\zeta(z_D)] \approx \langle \zeta^2 \rangle^2[1 + NC(\zeta(z_D))] \). In this expression, \( N \) is the number of waveguide modes in the disordered region and \( C(\zeta(z_D)) \) stands for long-range contributions to the spatial intensity correlation function, whose analytical expressions are given in refs. \(^{46,47}\) and Supplementary Section 2.2. Combining these with the FRM model, in the limit \( N \gg 1 \), we predict a finite support for \( P(\zeta) \) and thus a maximal energy enhancement given by the upper edge of \( \zeta(\max) \).

Theoretical prediction for the upper edge of \( \zeta(\max) \) only depends on \( C_2(z_D) \) for most values of \( z_D \) confirming the crucial role of mesoscopic correlations in enhancing energy deposition. The general expression for energy enhancement is derived and presented in Supplementary Section 2; below, we present a simplified form in the limit of \( L \gg \ell' \):

\[
\frac{\langle \zeta(\max)(z_D) \rangle}{\langle \zeta(z_D) \rangle} \approx \frac{3N C_2(z_D)}{2} \approx \frac{3(z_D/L - 2(z_D/L)^2)}{\tau^2}. \tag{3}
\]

Two conclusions can be drawn from this result. First, the maximal energy enhancement is inversely proportional to \( \tau \) and thus linearly grows with \( L/\ell' \). In particular, it is independent of the width \( W \) of the disordered waveguide as long as the dimensionless conductance \( g = N(\tau) \) is sufficiently large. Second, apart from \( \tau \), energy enhancement only depends on the reduced depth \( z_D/L \), reaching a maximal value of \( N(2/3) \approx (9/4n)(L/\ell') \), in the asymptotic limit of \( L/\ell' \gg 1 \), at \( z_D(\max)/L \approx 3/4 \). For moderate values of \( L/\ell' \), the maximum value is larger, but it is still reached at the same depth. This result holds for different transport mean free paths, as shown in Fig. 2b. Hence, the largest enhancement is obtained neither at the output surface \( (z_D = L) \) nor in the middle of the diffusive medium \( (z_D = L/2) \), but it is rather achieved at the depth of \( (3/4)L \). This result is generic and independent of \( \ell' \). This can be understood from the depth dependence of the long-range correlations created by the interference of scattered waves whose paths are crossed. As the probability of path crossing increases with depth, \( C_2 \) grows and reaches its maximum at the depth of \( (3/4)L \) (ref. \(^{48}\)). The slight decrease in \( C_2 \) near the output end is attributed to the increasing possibility of light escaping through the boundary, which reduces wave interference effects.

**Measurement of deposition eigenchannels**

We experimentally measure different deposition matrices in disordered waveguides like the one shown in Fig. 3a. The disordered region of each waveguide has dimensions of \( L = 50 \) μm and \( W = 15 \) μm. The transport mean free path at the optical wavelength \( \lambda = 1.55 \) μm is \( \ell' = 3.20 \) μm. The out-of-plane scattering loss is not negligible; however, as discussed in ref. \(^{47}\), it can be modelled through an effective diffusive dissipation length \( \xi = 28 \) μm. We construct the deposition matrices associated with four target regions inside the disordered waveguide: each is \( 10 \) μm × \( 10 \) μm. They are centred at depths \( z_D = 10, 20, 30 \) and \( 40 \) μm.

We use a SLM to modulate the monochromatic laser beam incident on the waveguide, and measure the field distribution within each target region (Supplementary Section 3). From the data, we extract the deposition matrix and perform a singular value decomposition to obtain the input vectors of the deposition eigenchannels.
These vectors are the eigenvectors of $Z^\dagger Z$; each is sorted by its corresponding eigenvalue, from high to low, and labelled by index $\alpha$. We sequentially shape the incident wavefront into each of the eigenvectors, thereby exciting one eigenchannel at a time, and we record the 2D intensity distribution over the entire disordered waveguide. The cross-section-integrated intensity $I^{(2)}_\alpha(z)$ depicts the depth profile of every eigenchannel. We repeat this measurement for 13 disorder realizations—generated at multiple wavelengths and with different hole configurations—and ensemble average the spatial profiles of the eigenchannels with the same index $\alpha$ (Supplementary Section 3.4). When the average energy density—within the target region—of a measured eigenchannel surpasses that of a random input (with
an equivalent input flux), we classify it as ‘enhancing’. When the opposite is true, we classify it as ‘suppressing’. For low-indexed (high-indexed) eigenchannels with large (small) eigenvalues, the average energy density inside the target region is enhanced (suppressed); meanwhile, the total reflection decreases (increases) and the total transmission increases (decreases).

In Fig. 3b,c, we show the depth profiles of example eigenchannels with enhanced or suppressed energy deposition for two different target regions. Both strong energy enhancement and suppression are experimentally observed in the target region—when compared with the average depth profile (I(z)) of random illumination patterns—and numerically reproduced. Simultaneously, the energy outside the target region is enhanced or suppressed, reflecting the non-local effects in the energy deposition. Quantitatively, we compute the energy enhancement factor in the target region as \( \eta = \int_{\alpha}^{\beta} I(z)dz / \int_{\alpha}^{\beta} \langle I(z) \rangle dz \) and in the surrounding area as \( \eta = \int_{\alpha}^{\beta} I(z)dz / \int_{\alpha}^{\beta} \langle I(z) \rangle dz \). Figure 3d shows that \( \eta \) increases with depth \( z_0 \), whereas \( \eta \) remains nearly constant. We account for the square targets in the diffuse waveguides, the out-of-plane scattering loss, as well as the incomplete channel control due to the phase-only SLM used for wavefront shaping, by generalizing the FRM model (Supplementary Sections 2.4 and 2.5). The depth variation of the maximum energy enhancement \( \eta(z_0) \) is still captured by the long-range contribution, which is integrated over the target area \( \mathcal{R} \) as \( \mathcal{C}_2(z_0) = \int_{z_0}^{z_0'} \mathcal{R} \mathcal{C}_2(z, z') dz dz' \), where \( z_0 \) is the centre depth of the square target and \( \mathcal{C}_2(z, z') \) is the correlation between the cross-section-integrated intensities at depths \( z \) and \( z' \) for random input wavefronts. Thus, \( \eta \propto L/\ell' \) in the limit of \( L/\ell' \gg 1 \) and vanishing loss, consistent with ref. 41. In addition, incomplete channel control reduces the size of the filtered matrix used in the model and therefore leads to a reduction in the achievable energy enhancement44,45. Due to the presence of loss in the diffuse waveguide and spatial integration of \( \mathcal{C}_2(z, z') \), the depth of the maximal energy enhancement—which coincides with the maximum of \( \mathcal{C}_2(z_0) \)—is slightly shifted from \( z_0 = (3/4)L \) towards the output end. Figure 3e shows that the suppression of energy within the target region gets stronger for larger depths, but the suppression in the surrounding area is independent of depth.

**Two mechanisms for energy deposition**

To gain a physical insight into the formation of deposition eigenchannels and how they enhance or suppress energy within local regions inside a diffusive system, we decompose them into the transmission eigenchannels, whose spatial profiles have been extensively studied20,25,27,36,48–52. At the entrance of the system (\( z = 0 \)), the transmission eigenvectors form a complete basis, and the input wavefront of a deposition eigenchannel can be expressed as a linear superposition of the transmission eigenchannels. The linear mapping from the incident field to the internal field carries the decomposition to the entire field distribution inside the disordered waveguide: \( E^{\text{in}}_\alpha(y, z) = \sum_{\beta=1}^{N} d_{\alpha\beta} E^{\text{in}}_\beta(y, z) \). In this expression, \( E^{\text{in}}_\alpha(y, z) \) (\( E^{\text{in}}_\beta(y, z) \) denotes the field distribution of the \( \alpha \)th deposition (\( \beta \)th transmission) eigenchannel; further, \( N \) is the number of transmission eigenchannels (equal to the number of
propagating modes in the input waveguide). The depth profile of a deposition channel, given by the cross-section-integrated intensity \( I_d^D(z) = \int_0^W |E_d^D(y, z)|^2 \, dy \), consists of two terms:

\[
I_d^D(z) = I_d^{(i)}(z) + I_d^{(c)}(z) = \sum_{\beta=1}^N |d_{\alpha \beta}|^2 I_d^{(T)}(z) + \sum_{\beta \neq \beta'} d_{\alpha \beta} d_{\alpha \beta'} I_d^{(T)}(z, y, z) dy. \tag{4}
\]

The first term \( (I_d^{(i)}(z)) \) is an incoherent sum of the constituent transmission-eigenchannel depth profiles, 

\[
I_d^{(T)}(z) = \int_0^W E_d^{(T)}(y, z) E_d^{(T)}(y, z) dy \neq 0
\]

for \( 0 < z < L \).

To find how much these two terms contribute to the energy enhancement, we numerically decompose the maximal-energy deposition eigenchannels \( (\alpha=1) \) for the four target regions inside our disordered waveguide. As shown in Fig. 4a, each is composed of multiple high-transmission eigenchannels (higher transmission corresponds to lower index \( \beta \)). With increasing depth \( z \), the number of constituent transmission eigenchannels decreases, and the maximal decomposition coefficient \( |d_{\alpha \beta}|^2 \) shifts to \( \beta = 1 \) (the highest-transmission eigenchannel). Figure 4b shows the incoherent \( (I_d^{(i)}(z)) \) and coherent \( (I_d^{(c)}(z)) \) contributions to energy deposition in the target region. When the target region is located at a shallower depth, more transmission eigenchannels participate in constructing the deposition eigenchannel, and their constructive interference plays an important role in enhancing energy deposition in the target region. As the number of participating transmission eigenchannels becomes progressively smaller with increasing depth, the interference effect is weakened and the incoherent contribution from selective excitation of transmission eigenchannels becomes dominant.

We also investigate the deposition eigenchannels that reduce energy within the target regions. As shown in Fig. 4c, the \( \alpha = 25 \) deposition eigenchannels consists of multiple transmission eigenchannels with indices \( \beta \) close to 25. The suppression of energy within the target region results from the selective excitation of lower-transmission eigenchannels and their destructive interference (Fig. 4d). The deeper the target region, the lower the number of constituent transmission eigenchannels and the weaker their destructive interference effect. Owing to the destructive interference, the total transmitted energy can be greater than the energy inside the target region. Thus, when sending light through a diffusive system, it is possible to avoid certain regions inside.

### Discussion and conclusions

In conclusion, we have delineated the fundamental limits on depositing energy into a finite region, located at any depth, inside a diffusive system. In contrast to the bimodal distribution of transmission eigenvalues, the PDF of deposition eigenvalues \( P(\zeta) \) has only one peak at \( \zeta = 0 \) and a long tail for most depths: \( \zeta^3 < \langle \zeta \rangle \). Our theoretical model, based on an FRM ensemble, can analytically predict \( P(\zeta) \) for regions anywhere inside a diffusive medium. The long-range correlations present in the intensity of the field, induced by the multiple scattering of light and characterized by \( C_s(z_0) \), facilitate optical energy deposition. In a diffusive waveguide of length \( L \) much larger than the transport mean free path \( \ell \), the largest possible energy enhancement \( \langle \zeta_{max} \rangle \) at depth \( z_0 \) only depends on two parameters, namely, \( L/\ell \) and \( z_0/L \). With increasing depth \( z_0 \), \( \langle \zeta_{max} \rangle \) rises and reaches a global maximum proportional to \( L/\ell \) at \( z_0/L \geq 3/4 \). Because \( \langle \zeta_{max} \rangle \) is dependent on \( L \) and independent of \( \ell \), when \( L \gg \ell \), the depth of the maximum enhancement is deep inside the sample rather than near the front or back surfaces. Although our experimental and numerical studies are conducted on 2D systems, the above scaling results follow from the filtered matrix theory, such as equation (3), which also applies in three dimensions.

Additionally, we discovered the relationship between deposition and transmission eigenchannels. We found that it is impossible to construct the intensity profile of a deposition eigenchannel from the intensity profiles of the transmission eigenchannels alone. Constructive or destructive interference between transmission eigenchannels inside the disordered system plays a prominent role in enhancing or suppressing energy within the target region. Therefore, our analysis reveals two distinct mechanisms for energy deposition: selective excitation of transmission eigenchannels and interference between them. Their contributions are characterized by the amplitudes and phases of the coefficients obtained when decomposing a deposition eigenchannel into a summation of transmission eigenchannels.

The universality of the FRM formalism and long-range intensity correlations indicates that our conclusions—drawn from the current studies on planar waveguides with narrow widths and transverse confinement—can be generalized to wide slabs with open boundaries as well as volumetric diffusive systems. They are also applicable to other types of wave such as microwaves and acoustic waves. Targeted energy delivery opens the door to numerous applications, for example, optogenetic control of cells, photothermal therapy, and probing and manipulating photoelectrochemical processes deep inside nominally opaque media. Since short pulses are often used for energy delivery, a future direction is to extend the concept of the deposition matrix to the time domain to utilize the temporal degrees of freedom provided by the diffusive medium. Although the current study is conducted on diffusive systems, our experimental platform and methodology can be employed to investigate deposition eigenchannels in 2D localized samples, where the transport is dominated by the highest-transmission eigenchannel. It may also be used to explore energy deposition inside disordered photonic crystals\(^5\) and coupled resonator optical waveguides, which are essential building blocks in on-chip photonic circuits.
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Methods
Optical setup. A detailed schematic of our experimental setup is presented in the Supplementary Information. A wavelength-tunable laser (Keysight 81960A) outputs a linearly polarized continuous-wave beam with a wavelength of around 1,554 nm. The collimated beam is split into two beams by using a 50/50 beam splitter. One is used as a reference beam, whereas the other illuminates the phase-modulating surface of a phase-only SLM (Hamamatsu LCOS-SLM X10468). A 1D phase-modulation pattern consisting of 128 macropixels is displayed on the SLM. Each micropixel has $4 \times 800$ pixels of SLM. We image the field reflected from the SLM plane onto the back focal plane of a long-working-distance objective Obj. 1 (Mitutoyo M Plan Apo NIR HR100x with a numerical aperture of 0.7) using two lenses with focal lengths of $f_1 = 400$ mm and $f_2 = 75$ mm. To prevent unmodulated light from entering the objective lens, we display a binary diffraction grating within each macropixel to shift the modulated light away from the unmodulated light in the focal plane of the first lens $f_1$. With a slit in the focal plane, we block all the light except the phase-modulated light in the first diffraction order. Right after the slit and before the second lens $f_2$, we insert a half-wave ($\lambda / 2$) plate to rotate the polarization of light so that it is transverse-electric polarized relative to our waveguide sample. The waveguide entrance at the edge of our silicon-on-insulator wafer is placed at the front focal plane of Obj. 1 so that it is illuminated with the Fourier transform of the phase-modulation pattern displayed on the SLM. From the top of the wafer, another long-working-distance objective (Obj. 2; Mitutoyo M Plan Apo NIR HR100x) collects light scattered out of plane from the waveguide. We use a third lens with a focal length of $f_3 = 100$ mm together with Obj. 2 to image the sample. In conjunction, the lens and objective magnify the sample image by 50 times. Using a second beam splitter, we combine the light collected from the sample with the reference beam. Their interference patterns are recorded with an infrared CCD camera (Allied Vision Goldeye G-032 Cool).
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