A Highly Reliable FPGA-based RO PUF with Enhanced Challenge Response Pairs Resilient to Modeling Attacks
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Abstract  Ring oscillators based physical unclonable functions (RO PUF) is a classical FPGA-friendly Weak PUF structure with better performance, but it can only produce limited challenge-response pairs (CRPs) with lack reliability. This paper proposes a new Strong RO PUF structure with highly reliability and enhanced challenge response pairs resilient to modeling attacks. It divides $2^N$ RO rings into two groups and compares their cumulative frequency under the control of the $N$-bit challenge to generate $2^N$ CRPs. The reliability of each bit PUF responses is tested and marked in real time, and a highly reliable anti-fuse PUF structure is introduced to fuzzify the CRPs. FPGA verification results show that this bit self-test RO PUF (BST-RPUF) has a uniformity of 46.78% and a uniqueness of 48.64%, and the bit error rate of the marked reliable responses can be less than $10^{-9}$.
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1. Introduction

Physical unclonable functions [1] (PUFs) is a promising hardware security primitive that can provide a low-cost, high-secure solution for key generation and authentication of IoT devices. PUF can be divided into Weak PUF and Strong PUF [2]. Weak PUFs generate a limited number of CRPs, whose responses must keep confidential, and are typically used for key generation and storage [3, 4]. Strong PUFs generate a large number of CRPs. Since they have better resistance to physical detection and side-channel attacks, a small amount of responses leakage will not affect the overall security of them, which also makes their application scope wider [5, 6]. However, Strong PUFs have also been proved to be vulnerable to modeling attacks [7, 8]. Due to the constraints of placement and routing when implemented on FPGA, the proposed Strong PUF is generally not suitable for execution on FPGA [9], such as Arbiter PUFs [10, 11], switched-capacitor PUFs [12], etc. In addition, the output of PUF circuit is inevitably affected by environmental factors (temperature, voltage, etc.). Postprocessing using helper data algorithms (HDAs) is required to extract the reliable keys from noise responses. However, most HDAs require complex error correction codes [13, 14, 15] (ECCs) such as BCH requires additional high hardware overhead and large entropy loss, and is vulnerable to helper data manipulation attacks [16].

Compared with Arbiter PUF, RO PUF [17, 18, 19] is a classical Weak PUF structure with better performance which does not require a symmetric structure and is easy to implement on FPGAs and ASICs. Therefore, this paper proposes a new Strong RO PUF structure based on the RO PUF, which divides the RO oscillation frequencies in two RO blocks into two groups for superposition and comparison using challenge signal control to achieve an exponential level of challenge response space. Based on this, a flexible reliability self-testing method is proposed to detect the reliability of each bit response in real time so as to avoid the use of complex ECC error correction mechanism. Effective protection against modeling attacks is achieved by introducing a highly reliable anti-fuse PUF to fuzzify the CRPs. FPGA verification results show that the uniformity of BST-RPUF is 46.78%, and the uniqueness is 48.64%, the bit error rate of the reliable responses after self-test can reach less than $10^{-9}$.

2. Strong RO PUF circuit design

2.1 Strong RO PUF circuit principle

Conventional RO PUF generates a digital response of 0/1 by comparing the frequencies of two identical ring oscillators, and the challenge signal $C_i$ is used to control the multiplexer. After selecting a pair of ROs, the RO frequencies are measured by two counters, and finally compare the frequency to generate a response $R$. The result can be expressed by Equation (1).

\[ R = \begin{cases} 1, & \text{if } f_1 > f_2 \\ 0, & \text{otherwise} \end{cases} \]  

In order to extend the challenge response space of RO PUF, a new RO PUF structure is proposed in this paper, which is shown in Fig. 1. This Strong PUF generates $2^N$ challenge response pairs by dividing the frequencies of $2^N$ RO rings into two groups and then compare the accumulated
count values. The circuit mainly consists of two RO blocks, two RO selectors, a selection controller, a path selector, two accumulators and a comparator. The two RO blocks A and B each contain N ROs, and the selection controller sequentially generates N selection signals to select two RO rings in turn from the two blocks A and B. Under the control of the N-bit challenge signal C, the two RO rings are sent to two accumulators in turn via the path selector. The accumulator measures and accumulates the frequency of the input RO oscillation signal by counting the number of high levels in t time of the oscillation signal. Finally, the cumulative count values are compared to obtain the response R.

Assume that the count value in accumulator 1 is \( F_A \), the count value in accumulator 2 is \( F_B \), and the challenge signal of N bits is \( C_{[0]} \) to \( C_{[N-1]} \) in order from low to high. If \( C_{[i]} \) is 0, the path selector sends the \( i \)-th RO ring \( RO_{Ai} \) in the A block to the accumulator 1 and \( RO_{Bi} \) to the accumulator 2 for counting, and vice versa. Suppose the count values of \( RO_{Ai} \) and \( RO_{Bi} \) are \( F_{Ai} \) and \( F_{Bi} \), respectively, after \( N \) rounds of operation, the total frequency difference \( T_{AB} \) of the two comparators can be expressed as follows.

\[
T_{AB} = (-1)^{C_{[0]}}(F_{A0} - F_{B0}) + (-1)^{C_{[1]}}(F_{A1} - F_{B1}) + \ldots + (-1)^{C_{[N-1]}}(F_{AN-1} - F_{BN-1})
= \sum_{i=0}^{N-1} (-1)^{C_{[i]}}(F_{Ai} - F_{Bi})
\] (2)

If \( T_{AB} > 0 \), then \( F_A > F_B \) and the output response is 1, otherwise the output response is 0. Since the N-bit challenge signal \( C \) has \( 2^N \) control input cases, in each case a different frequency difference \( T_{AB} \) will be generated, resulting in a response \( R \), thus this PUF can generate \( 2^N \) challenge-response pairs.

![Fig. 1. Strong RO PUF circuit structure](image)

Here we give a established case of 4-stage Strong RO PUF to further illustrate the working principle of the circuit. For a 4-stage Strong RO PUF, there are 4 ROs in each of the A and B blocks, and the \( K \) and \( C \) is 2 bits and 4 bits at length respectively. First the value of the control selection signal \( K \) is set to 00, the \( RO_{A1} \) in block A and \( RO_{B1} \) in block B are selected, the lowest bit \( C_{[0]} \) of the challenge signal \( C \) is used to control the path selector. When \( C_{[0]} \) is 0, \( RO_{A1} \) in block A is input to accumulator 1 and \( RO_{B1} \) in block B is selected, the lowest bit \( C_{[0]} \) of the challenge signal \( C \) is used to control the path selector. When \( C_{[0]} \) is 1, \( RO_{A1} \) is input to accumulator 2 and \( RO_{B1} \) is input to accumulator 1. And then the \( K \) is set to 01, \( RO_{A2} \) and \( RO_{B2} \) are selected. The next lowest challenge signal \( C_{[1]} \) is used as the control signal of the path selector to determine whether \( RO_{A2} \) and \( RO_{B2} \) are input to accumulator 1 or 2 respectively. Suppose that the input challenge \( C \) is 1001, after 4 rounds of cumulative counting, the accumulated count values in accumulators 1 and 2 are \( F_{B1} + F_{A2} + F_{A3} + F_{B4} \) and \( F_{A1} + F_{B2} + F_{B3} + F_{A4} \), respectively, and they are finally compared by the comparator to generate 1-bit response \( R \). Since the 4-bit path selection signal \( C \) has a total of \( 2^4 = 16 \) cases, each of which can produce a 1-bit response, thus a 4-stage BST-RPUF consisting of 8 ROs can produce 16-bit responses.

2.2 Reliability self-test
RO PUF generates a unique response mainly by detecting the difference in frequencies created by the two RO rings during the manufacturing process. When the difference is large, the PUF output is more stable and reliable, which can resist the change of outside condition [20, 21]. For our Strong RO PUF, the total difference \( |\Delta F| \) between the frequencies detected by accumulator 1 and accumulator 2 indicates the reliability of the response \( R \). Thus we added a self-test module to the Strong RO PUF circuit to automatically test the reliability of the responses generated by the PUF in real time and to generate a reliability flag \( F_i \) for each response, as shown in Fig. 2. That is, when a challenge is input, the BST-RPUF can generate 1-bit response and 1-bit reliability flag. The subsequent circuit constructs the key by detecting the reliability flag and selecting reliable PUF responses.

The generation of the reliability flag \( F_i \) is very simple: the frequencies in the two accumulators are input to the self-test module. The module determines whether the absolute value of the frequency difference is greater than a predefined threshold [22] \( V_F \), and outputs the reliability flag \( F_i = 1 \) when \( |\Delta F| \) is greater than \( V_F \), otherwise sets the flag \( F_i = 0 \). The subsequent circuit can select the reliable responses in the original PUF responses according to \( F_i \) to significantly reduce the error correction overhead. The robust responses extraction process is shown in Fig. 3.

![Fig. 2. Reliability self-test model](image)

![Fig. 3. Robust responses extraction process](image)
2.3 Anti-modeling attack strategy
Since Strong PUF has a linearized structure, if an attacker can collect a certain number of CRPs, it can model the PUF and accurately predict its responses. Existing anti-modeling attack strategies can be roughly classified into two types: structural non-linearization and CRPs fuzzification [23]. Combining Strong PUF with Weak PUF can increase the PUF structural complexity [24, 25] and fuzzify the CRPs correspondence to increase the difficulty of modeling attacks, but it requires a highly reliable Weak PUF. An unreliable Weak PUF will lead to poor reliability and uniqueness of the Strong PUF output. In this paper, an extremely reliable Weak PUF will lead to poor reliability and uniqueness of responses. But it requires a highly reliable Weak PUF. An unreliable Weak PUF will lead to poor reliability and uniqueness of the Strong PUF output. In this paper, an extremely reliable Weak PUF will lead to poor reliability and uniqueness of the Strong PUF output. In this paper, an extremely reliable Weak PUF will lead to poor reliability and uniqueness of the Strong PUF output. In this paper, an extremely reliable Weak PUF will lead to poor reliability and uniqueness of the Strong PUF output.

2.4 Overall circuit design
The overall circuit design of the Bit Self-Test Strong RO PUF with anti-modeling attack result is shown in Fig. 4. It mainly consists of the anti-modeling attack module, the challenge register module, the BST-RPUF module and the control module. The anti-modeling attack structure and BST-RPUF have been described in the earlier part of the article. The overall workflow of the circuit is as follows: when the original N-bit challenge signal $C_i$ is input, it is exclusive-or-ed with the Weak PUF to produce the challenge $C_i'$ and the challenge $C_i'$ input to the challenge register. The logic control module uses each bit of $C_i'$ to control the path selector of the BST-RPUF in turn. Then the selector sends 2N RO rings in A block and B block to accumulator 1 and 2 respectively for accumulation counting. This gives the final count values $F_A$ and $F_B$ after $N$ rounds of operations. Finally, the comparator and the self-test module generate a 1-bit response $R_i$ and a 1-bit reliability flag $F_i$, respectively.

3. Results
Since the anti-fuse PUF cannot be implemented on FPGA platforms, we have tested the performance and reliability enhancement of the newly proposed BST-RPUF. PUFs require a certain number of samples to accurately evaluate their true characteristics. We designed and implemented 100 16-stage BST-RPUF circuits on 10 Xilinx Artix-7s to obtain enough PUF responses to evaluate BST-RPUFs in terms of uniqueness, uniformity and reliability, and analyzed the resource overhead.

A 16-stage BST-RPUF circuit contains 32 internal ROs and can generating 65536-bit responses. It should be noted that the RO circuits will have different systematic mismatches when distributed in different areas of the FPGA. In order to avoid the influence of systematic errors, the ROs in the same BST-RPUF circuit are placed together by using scripts to fix the design path and location in Vivado. An RO unit is composed of an odd number of inverters. In this paper, we use 4 Not gates and 1 NAND gate design, where the NAND gate can control whether the RO oscillates or not. The design and implementation of a Not gate or NAND gate on the FPGA consumes 1 LUT, so a total of 5 LUTs are required to implement an RO unit. The selector selects an RO and delivers its oscillation signal to a 32-bit accumulator, which detects the number of high levels within 0.1ms with an accuracy of 0.01MHz. The test found that the overall frequency of ROs was in the range of 165.46~228.25MHz at room temperature (25°C), and the average oscillation frequency is 207.36MHz. The number of high levels detected in 0.1ms for 1 RO is between 16546~22825, and 20-bit accumulator can complete the 16 times of accumulation. We use 32-bit accumulator to meet the actual demand, which can prevent data overflow. The uniqueness and uniformity characteristics are tested at room temperature, while the reliability is tested at different temperatures (-20~80°C).

In the BST-RPUF, the threshold $V_T$ is the minimum frequency difference between the two ROs to produce a reliable response. In other words, if the frequency difference between the two ROs is less than $V_T$, the generated response is marked as unreliable because it may be flipped by the environment. Obviously, as the $V_T$ value increases, the number of responses marked as reliable decreases, but the reliability of the marked robust responses will become higher and higher, so a balance between PUF utilization and reliability needs to be achieved, and the setting of a reasonable threshold is very important.

In our experiments, we tested the frequency difference between accumulators 1 and 2 for all the 65536 cases, which approximately tends to the normal distribution of (0,
21.14 MHz), and the standard deviation δ is about 4.6 MHz. According to properties of normal distribution, the test threshold is best set within 2δ, so we choose the range of the test threshold between 0 and 6 MHz. According to the test results under different thresholds, the most appropriate threshold can be selected.

1. Reliability

Reliability can be measured by the Bit Error Rate (BER), the probability of error in the output responses of the same PUF circuit for different environments under the same challenge. The calculation method is as Formula (3) [27].

\[
BER = 1 - reliability = \frac{1}{k} \sum_{j=1}^{k} \frac{HD (R_i, R_{i,j})}{n} \times 100\% \quad (3)
\]

\( R_i \) is the \( n \)-bit response generated by the \( i \)-th PUF inputting a set of challenge \( C \) under normal working conditions (25°C); \( R_{i,j} \) represents the \( j \)-th time of the \( k \) tests performed by varying the temperature.

Fig. 5 shows the ratios of the robust responses and their bit error rates at room temperature with different test thresholds.

![Fig. 5. Robust responses percentage and its bit error rate under different test thresholds](image)

3. Uniqueness

Uniqueness indicates the ability of PUFs to distinguish between different devices and implies not only physical unclonability but also mathematical unclonability, and the ideal uniqueness is 50%. It can be estimated by calculating the average Hamming distance [27] with the formula as shown in (4), where \( m \) is the number of PUF instances, and \( R_j \) and \( R_k \) are the \( n \)-bit responses generated by two different PUF instances \( i \) and \( j \) to the same challenge, respectively.

\[
HD = \frac{2}{m \times (m - 1)} \sum_{j=1}^{m-1} \sum_{k=j+1}^{m} \frac{HD (R_j, R_k)}{n} \times 100\% \quad (4)
\]

The red line in Fig. 7 shows the average Hamming distance of the selected robust responses with different test thresholds. When the threshold is set to 0, the average inter-chip Hamming distance of the output responses are 47.21%. When the test threshold is gradually increased, the uniqueness of the selected robust responses improves to some ex-
tent. When the test threshold is 4, the total inter-chip Hamming distance distribution of the samples obtained by BST-RPUF is shown in Fig. 8, which is very close to the normal distribution. The average Hamming distance is 48.64%, showing that BST-RPUF has a good uniqueness.

4. Resource consumption and overall performance

In this experiment, the 16-stage BST-RPUF consumes a total of 362 LUTs and 217 Registers, which can generate 65536 bits of responses. Conventional RO PUF constructed by 32 RO rings consumes about 226 LUTs and 174 Registers, which can generate at most 465 bit responses. According to the reference of conventional RO PUF [28], although our bit self-test Strong RO PUF proposed in this paper increases the resource consumption by about 60%, the number of challenge response pairs is increased from the previous $(N-1)(N-2)/2$ to $2^N$, where $N$ is the number of steps of PUF, and the larger $N$ is, the more significant the challenge response space improvement is. Meanwhile, the BST-RPUF design reduces the bit error rate of the conventional RO PUF from 0.86% to less than $10^{-9}$, which is close to 100% reliable. Table 1 shows the results of comparing BST-RPUF with the latest proposed PUF. Compared with the mainstream PUF schemes, the reliability of the selected robust responses of the BST-RPUF designed in this paper reaches less than $10^{-9}$ at a reliable responses selection rate of 43.68%, which is much higher than other design schemes. The uniformity and uniqueness are 46.78% and 48.64%, respectively. It can be found that the uniformity of the BST-RPUF has slightly deteriorated compared with other PUFs, this is because the selection of the reliable responses will enlarge the bias of the original responses. However, this slight deterioration will not affect the application of PUF. In addition, a debiasing algorithm can be used to improve the uniformity if necessary.

4. Conclusion

For the problem of limited challenge response pairs and unreliable output responses of traditional RO PUF, this paper designs a Strong RO PUF circuit that is easy to implement in FPGA, which can use dynamic self-test technique to detect the reliability of the responses in real time, and introduces an anti-fuse PUF to construct anti-modeling attack structure. The FPGA test shows that the reliable output of BST-RPUF can reach a bit error rate of less than $10^{-9}$, a uniformity of 46.78%, and a uniqueness of 48.64% with good performance at a test threshold of 4MHz.
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