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Abstract

The efficient flow of messages in a communication network is crucial in today’s dynamic environment. These networks are designed to transmit messages in the shortest amount of time. The source sends the messages to the destination through single or multiple servers. Each server contains a buffer that queues the incoming messages when it is busy. This study analyzed the traffic behavior of uncongested and congested wired communication networks for limited and unlimited queue sizes in multiserver configurations with a sequential server model. The performance of the network was measured using three cases: varying the packet length, adding an extra link, and with a broken link connecting the two servers. The performance of the wired communication networks for these three cases was measured based on packet drop rate, throughput, and average end-to-end delay using the OMNeT++ network simulator. Limited and unlimited queue sizes for a sequential server in the network were implemented and simulated to measure the interarrival rate and packet length for optimum performance. For various interarrival rates, the optimum throughput was measured for different queue sizes. The performance with a broken link or the addition of an extra link was assessed and compared with the sequential server model.
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1. Introduction

The effective, efficient transfer of information requires a quite complex computer communication network with communication infrastructure. This communication infrastructure is invisible to the end user and must be designed and function properly based on user demand. Communication network infrastructure supports high-speed transport mechanisms, such as Ethernet, Wi-Fi®, routers, etc. It provides advanced technology for a conference meeting, live chats, online games, live television/data streaming, and much more. Due to the demand for more bandwidth and increasing customer needs, current research is concentrated on the design and management of high-performance networks, where design and management decisions are made to reduce congestion and to better manage network resources. Analytical techniques, empirical methodologies, computer simulation, projections based on experience, and experiments are used to evaluate network performance and compare it to other existing state-of-the-art techniques. Design, evolution, and management decisions are made using information on imminent user demand or on the basis of independent predictions in order to develop a system correctly in the shortest amount of time possible.

Congestion in a communication network degrades the quality of service (QoS), resulting in longer delays, loss of data, and prevention of new incoming data messages (Hemlata & V.K. Pandey, 2015). In a communication network, the transmission medium can be wired (such as Ethernet cable or optical fiber) or wireless. This medium allows messages or packets to be transmitted between source nodes (or servers) and destination nodes (or servers). The size of the messages varies from bytes to megabytes or gigabytes. To analyze the traffic behavior of these communication networks, different performance parameters are considered, such as packet drop rate, throughput, average end-to-end (E2E) delay, network utilization, and cost. A communication network is said to be in a congested state when the data rate of incoming messages or packets is beyond the capacity of the server. A network can be said to be in an uncongested state when the data rate is lower than the capacity of the servers (Sztrik, 2012). In order to predict the performance of present and future communication networks for resource management,
various probabilistic models are used. Among them, the network of queues is most important. A study by C. Sutton et al. (Sutton & Jordan, 2010) combined queueing network models and graphical models to evaluate the performance of communication servers. They used a Markov chain with a Monte Carlo simulation for the prediction of congestion. V. Bhaskar et al. (Bhaskar & Lallement, 2010) used a network of queues for developing and analyzing the behavior of a supply chain model. Their queueing models helped to decide the average number of products that can be delivered with a minimum response time. They determined the optimum capacity of the queuing network using the least response time. They determined different performance measures, such as average queue lengths, average wait time in the queue, response time, and steady-state probabilities for the network. However, they did not analyze the performance of the queuing network in terms of packet drop rate, throughput, or average end-to-end delay.

Z. Huang (Huang, 2010) developed a simulator that can be run on a parallel computer to find the network’s scale invariants and demonstrated that network congestion (dynamical property) depends on network connectivity (topological property). He found that there is an onset relationship between network congestion and network topology. However, Huang’s results need to be evaluated for general topologies with different traffic conditions. Mazraani et al. (Mazraani & Parulkar, 1992) analyzed the behavior of an Ethernet channel in terms of bursty traffic with peak bandwidth, average bandwidth, and burst factor. Their study, however, did not include a critical analysis of system capacity, packet capacity, or interarrival rates. Kadir (Kadir, 2015) modeled the different random entities in an M/M/1 queue model using the MATLAB® simulator to find the similarity with theoretical assumptions. He found that the M/M/1 model exactly predicted the distribution relations that are assumed in theoretical derivations. However, network performance metrics were not investigated in terms of various performance parameters, such as queue length, throughput, and interarrival rate. Atefi et al. (Atefi, Yahya, Rezaei, & Erfanian, 2016) evaluated the M/M/1 queue model in a local area network (LAN). They used Poisson and exponential distributions and compared the traffic behavior of these distributions in terms of some performance metrics, such as average E2E delay, throughput, utilization, and network load. Their results were consistent with the mathematical relations of the M/M/1 queue in a LAN. However, the throughput, as well as network utilization and cost, was not analyzed in terms of interarrival rate and queue size.

Mabayoje et al. (Mabayoje, Ameen, Abikoye, Muhammed, & Olabiyisi, 2011) established an effective, fair queue model which was capable of decreasing network congestion by allocating network resources among the users. Their proposed model allocated higher priority to real-time applications and achieved better performance parameters, such as throughput and delay. However, the other performance metrics, such as network utilization and packet drop rate, for example, were not examined.

The aforementioned studies did not focus on traffic analysis based on packet length and queue size and with burst traffic packet loss due to the collision, packet delay, and queue size increases (Frost & Melamed, 1994). Simulation of a small network can help the network analyst to understand the behavior of a large computer network, such as the whole Internet, and to distribute the network resources accordingly on the basis of user demand. The objective of this study was to observe the behavior and the performance characteristics of uncongested and congested data communication queueing models with respect to interarrival rate, queue size, and packet length for optimum throughput. In addition, the impact on network performance of adding or removing a link was investigated. Section 2 is a discussion of communication networks and networks of queues. In Section 3, the experimental setup is introduced, followed by simulation steps to implement, modify, and experiment with the queueing models. In Section 4, simulation results of the traffic behaviors of congested and uncongested sequential communication networks are presented, followed by conclusions in Section 5.

2. Communication Networks and Queueing Models

Computer networks consist of network servers and transmission medium to share data and resources among the nodes that originate, route, and terminate data packets or messages. Simulation of communication networks involves executing a set of tasks simultaneously. These tasks include generation and transmission of packets and queueing them with various queue theories with interarrival-rate and service-rate probabilities. A real-time simulator is required to investigate the real-time traffic scenarios in a communication network. For this purpose, different models were developed in OMNeT+ (Varga, OMNeT++, 2001).

Figure 1 demonstrates a service center with a single server model. When a message arrives at the service center, the server processes the message immediately if the server is free, provided that no messages are waiting in the server. If the server is busy, then the incoming messages are stored in a queue. Those messages wait in the queue until the server becomes available. When the server is available, the message is removed from the queue, processed by the server, and then sent out. The size of the queue depends on the capacity of the service center.
Once the queue is full, the incoming messages are lost; and the server cannot process them. The single-server model requires two parameters: the arrival rate of messages and the service rate of the server in the service center. For any specific values of queue size, arrival rate, and service rate, the performance evaluation of server utilization (the proportion of time when the server is busy) can be analyzed and the network behavior investigated.

Communication Networks

Data communication networks are a collection of processors and peripheral devices that exchange data among the user’s nodes. Data is transmitted from a source node to a destination node through a wired link(s), fiber optics, or wireless networks. The transmission medium between two end-to-end devices or nodes can have different structures, speeds, and nodes (routers), which can lead to a complicated transmission network. The links can be congested or uncongested to different degrees based on the number of data packet rates, server capacity, and number of end-to-end users, considering urban and metropolitan areas. Congestion may occur as a result of an increase in communication demand, a limited queue size, or a limit in transmission bandwidth (Frost & Melamed, 1994).

Queueing Models

In a single M/M/1 queuing model, if the server is busy, a packet is stored in a queue when it arrives. The various performance parameters of the queue, such as the long-run average number of messages in the system (L), the average time a packet spends in the queue ($w_q$), the long-run average time an arriving packet spends in the system (w), and the time an average number of packets spend in the queue ($L_Q$) can be calculated using the following relationships (Sztrik, 2012).

\[
L = \frac{\lambda}{\mu - \lambda} \quad (1)
\]

\[
w = \frac{L}{\lambda} \quad (2)
\]

\[
w_q = w - \frac{1}{\mu} \quad (3)
\]

\[
L_Q = \frac{\lambda^2}{\mu(\mu - \lambda)} \quad (4)
\]

where, $\mu$ is the service rate, $\lambda$ is the arrival rate, and $\rho$ is the server utilization.

The probability that the system is empty is

\[
P(S = 0) = 1 - \rho \quad (5)
\]

The probability that the queue is empty or there is a packet being processed by the server is
\[ P(Q = 0) = 1 - \rho + (1 - \rho)\rho = 1 - \rho^2 \]  

(6)

The probability that there are more than \( N \) packets in the system is

\[ P(S > N) = 1 - \sum_{i=0}^{N}(1 - \rho)^i = \rho^N \]  

(7)

The abovementioned relationship provides insight into network performance in terms of network utilization and the probabilistic nature of arrival and service rates. When sequential servers and the network topology are included, they are not able to provide the perception of a complex communication network. Therefore, the relationships are applicable only for single-server model cases and will not work with a sequential server or more complex cases, such as the ones in computer communication networks.

In order to determine the optimum packet size, two models were considered: (1) queue size was not limited (M/M/1), and (2) queue size was limited (M/M/1/K) (Trivedi, 2008). For both cases, the first-in-first-out (FIFO) queue model was employed. For the analysis, we assumed that the system had a drop-tail queue model, where the entering packets or messages fall from the tail end of the queue when it is full. Each packet was treated independently and identically; and when the queue was filled to its maximum capacity or size, the new incoming packets were dropped until the queue had adequate space to accept the new incoming packets or traffic (Santosh Kumar Mishra, 2015). The transmission delays corresponding to the Ethernet lines \( e_1 \) and \( e_2 \) in Figure 2 were 100 ns and 1 ns, respectively; and maximum data rates of 10 Mbps and 100 Mbps were assumed, respectively.

For this analysis, we used a sequential server with five routers, as shown in Figure 2. In this configuration, Router 1, Router 2, Router 3, and Router 4 are connected in a ring; and Router 5 is connected in series with...
Router3. Each LAN consists of two hosts connected with a parallel Ethernet switch, shown in Figure 2. Therefore, in this setup, the sequential server model has 24 hosts and 1 receiver that are connected in a star topology. Three different options for analyzing congested and uncongested sequential server topology were considered:

a. Varying packet length
b. Adding an extra link between two routers
c. Removing a link between two routers

For these items, it was assumed that the interarrival rate followed the exponential distribution or uniform distribution and that the service rate followed the Poisson distribution.

In addition, two different alternatives were considered (limited and unlimited queue sizes) for items (a-c) above. The FIFO queue discipline was used for both; and the server had a drop-tail queue model. Two different types of transmission lines were used in this study, including Ethernet 10Base-T, with a processing speed of 10 Mbps, and Ethernet 100Base-T, with a processing speed of 100 Mbps (Nikkel, 1997). The service rate, \( \mu \), was assumed to be 1220.703 packets per sec and 12207.03 packets per sec with a packet size of 1024 bytes. OMNeT++ (Varga, OMNeT++, 2001) was used in this simulation because it is a public source, flexible, model-based, open architecture simulation environment with powerful graphical user interface support with an embedded simulation kernel.

3. Results and Analysis

Case (a): Sequential server models with varying packet length

For the sequential server model in Figure 2, the packet drop rate, average E2E delay, and throughput were studied using exponential distribution for \( \lambda \). Both unlimited queue size and queue sizes with 5, 10, and 50 packets with a packet interarrival rate, \( \lambda \), of 500 packets per sec were used.

![Figure 3. Percentage of packet drop vs. packet length](image)

Figure 3 shows the percentage of packet drop rate versus the arrival rate for congested and uncongested networks for a sequential server queue model. As shown, the increase in packet length caused an increase in the packet drop rate for limited size queues. However, it remained zero for an unlimited size queue.

For packet lengths below 800 bytes, the packet drop rate was low, which agreed with the expectation that when the arrival rate, \( \lambda \), is small compared to the service rate, \( \mu \), not many packets will drop. With an increase in packet length, the server won’t be able to serve all of the received packets; therefore, the packet drop rate goes
up. The packet drop rates remained almost the same for limited queue sizes of 5, 10, and 50 packets when $\lambda > \mu$. Moreover, the network became congested when the packet length was greater than 256 bytes (from the numerical simulation results) with $\lambda = 500$ packets per sec. As shown in Figure 3, there was a sharp rise in the drop rate after a packet length of 1472 bytes. This is because the switch and Router 3 had lower service rates compared to the interarrival rate; and server utilization, $\rho$, was larger than 21, as shown in Tables 1 and 2 for the switch and Router 3, respectively.

Table I. Utilization of the switch

| Service Rate, $\mu$ (Mbps) | Packet Size (Bytes) | Arrival rate, $\lambda$ (Packets per Sec) | Number of Hosts, $n$ | Server Utilization, $\rho$ |
|----------------------------|---------------------|------------------------------------------|---------------------|-----------------------------|
| 10                         | 1472                | 500                                      | 2                   | 1.17760                     |
| 10                         | 1472                | 550                                      | 2                   | 1.29536                     |
| 10                         | 1536                | 500                                      | 2                   | 1.22880                     |
| 10                         | 1536                | 550                                      | 2                   | 1.35168                     |

Table II. Utilization of Router 3

| Service Rate, $\mu$ (Mbps) | Packet Size (Bytes) | Arrival Rate, $\lambda$ (Packets per Sec) | Number of hosts, $n$ | Utilization, $\rho$ |
|----------------------------|---------------------|------------------------------------------|---------------------|---------------------|
| 100                        | 1472                | 500                                      | 24                  | 1.4131             |
| 100                        | 1472                | 550                                      | 24                  | 1.5544             |
| 100                        | 1536                | 500                                      | 24                  | 1.4746             |
| 100                        | 1536                | 550                                      | 24                  | 1.6220             |

Figure 4. Average E2E delay vs. packet length

The probability that there would be more than one packet in the queue for Router 1 was 0.0312 (8). The long-run average number of packets in the system, $L$, was 0.2145 (1).
Figure 4 shows the average E2E delay versus the packet length with $\lambda = 500$ packets per sec. The delay increased as the packet length increased. The delay in an unlimited queue was higher compared to the average end-to-end delay in a limited queue size model case. In an unlimited queue size model, more packets waited in the queue for processing, which increased the queueing delay and led to an increase in the average E2E delay.

For a packet length of 1024 bytes, the average increase in E2E delay was 25.3% when the capacity of the queue changed from 5 to 10 packets and 115.4% when the queue size changed from 5 to 50. It was observed that there was a sharp drop in average E2E delays after the packet length = 1472 packets since the switch and router dropped most of the packets. As a result, the average wait time in the queue decreased.

For a packet length of 1024 bytes, the average increase in E2E delay was 25.3% when the capacity of the queue changed from 5 to 10 packets and 115.4% when the queue size changed from 5 to 50. It was observed that there was a sharp drop in average E2E delays after the packet length = 1472 packets since the switch and router dropped most of the packets. As a result, the average wait time in the queue decreased.

![Figure 5](image.jpg)

**Figure 5. Throughput vs. packet length**

Figure 5 depicts the throughput versus packet size for the unlimited queue size and queue sizes of 5, 10, and 50 packets again. For these cases, throughput saturated when the interarrival rate was larger than the service rate ($\lambda > \mu$). The critical values of packet length for a queue size of 5, 10, and 50 packets were higher than the critical value of a packet length for the unlimited queue size. The values for queue sizes of 5, 10, and 50 packets were 1088 bytes, 832 bytes, and 896 bytes, respectively (Figure 6). Again, there was a sharp drop in throughput after packet lengths of 1472 bytes for the limited size queues.

Due to a one-to-one relationship of network utilization and cost with throughput, these results have not been depicted here. The network cost depended on the network utilization; the more time the network was busy, the higher the cost for transmission of packets.

The impact of queue size on the packet drop rate is shown in Figure 6 for interarrival rates, $\lambda$, of 500 and 550 packets per second and packet lengths of 1472 and 1536 bytes. As can be seen in Figure 6, when the capacity of the queue increased, the packet drop rate went down because more packets could be queued for future processing.

For the arrival rate of 500 packets per sec with a packet length of 1472 bytes and a queue size of 50, the packet drop rate was 30.57%. However, it increased by 6.48% when $\lambda$ increased to 550 packets with the same size packet length. The packet losses increased by 41.7% and 49.54% for $\lambda = 500$ and 550 packets with packet lengths of 1472 bytes and 1536 bytes, respectively.
Figure 6. Percentage of packet drop vs. queue size

Figure 7. Average E2E delay vs. queue size
The average E2E delays for different values of $\lambda$ (500 and 550) and packet lengths of 1472 bytes and 1536 bytes are shown in Figure 7. For a queue size of 50 packets, the average increase in E2E delay was 2.36 ms when $\lambda$ increased from 500 to 550 packets per sec with the same packet size. However, when the packet size increased from 1472B to 1536B, the E2E delay decreased by 24.11 ms with the same values of $\lambda = 500$ packets per sec. When both $\lambda$ and packet size increased, a 21.04 ms decrease was observed in the average E2E delay.

Figure 8 presents the network throughput versus the queue size for four different values of $\lambda$ and packet sizes. The critical value of the queue size occurred when the throughput became saturated. This study found that the critical size of the queue when $\lambda$ was 500 and 550 packets per second with a packet size of 1472B was 5. However, for a packet size of 1536 bytes, the throughput increased with the capacity of the queue due to the decreased service rate for the switches and Router 3. Therefore, the critical value of the packet length for optimum throughput of 1472 bytes was obtained.

**Case b): Addition of an extra link**

In this case, the performance metrics of the sequential server model were studied when a link was added between Router 1 and Router 3 in Figure 2. The additional link connected between Router 1 and Router 3 had a data rate of 100 Mbps. For this model, the packet drop rate, average E2E delay, and throughput for both Poisson and uniform distributions for unlimited queue size and queue sizes of 5, 10, and 50 packets were studied. Here, a packet length of 1024 bytes was considered.

Figure 9 shows the packet drop rate vs. interarrival rate for an unlimited queue size as well as queue sizes of 5, 10, and 50. For this queue size, there was no packet drop from the queue when the arrival rate was less than the service rate ($\lambda < \mu$). This means that a large number of messages could be transmitted through the link in a short period; and as long as $\mu < \lambda$, those packets can wait in the unlimited queue for future processing. For limited queue size cases with $\lambda < \mu$, the system was uncongested. However, when $\lambda$ was increased above $\mu$, the packet drop rate increased; and the network became congested. For $\lambda = 500$ packets per second, when the queue size increased from 5 to 10 and 5 to 50, the packet drop rate decreased by 1.64% and 2.33%, respectively (Figure 9).
Figure 9. Percentage of packet drop vs. interarrival rate

Figure 10. Average E2E delay vs. interarrival rate

Figure 10 (a) depicts the average E2E delay versus the interarrival rate for unlimited queue size, and 12(b) shows the same delay for queue sizes of 5, 10, and 50 packets. As seen in Figure 12 (a), the average E2E delay increased with an increase in the interarrival rate, since more packets can wait in the queue for future processing. As a result, the average E2E delay was high. For the interarrival rate, \( \lambda \), of 500 packets per sec, the average E2E
delay increase was 26.23% and 116.5%, when the capacity of the queue changed from 5 to 10 and 5 to 50 packets, respectively.

![Figure 11. Throughput vs. interarrival rate](image1)

Figure 11 represents the throughput versus interarrival rate. For all four cases, the throughput increased linearly with \( \lambda \) when \( \lambda < 500 \); and it became saturated when \( \lambda > \mu \), which happened when the service rate, \( \mu \), went above 588 packets/sec. The network utilization and network cost for the sequential server system had similar results.

![Figure 12. Packet drop rate in % vs. queue size](image2)
Figure 12 shows the change in packet drop rates vs. the queue size for the sequential model for the packet arrival rates of 500 and 550 per second and packet size of 1024 bytes. In this case, the packet drop rate decreased as the queue size increased. For a queue size of 50, the packet drop rate decreased by 8.5% when λ increased from 500 to 550 packets/sec. The average E2E delays for two different values of λ are provided in Figure 13. Here, the average E2E delays increased with the increase in queue size. For a queue size of 50, the average E2E delay increased by 8.5 ms with an increase in λ from 500 to 550 packets per sec.

Figure 14 shows throughput vs. queue size for λ of 500 and 550 packets/sec. The throughput became saturated when queue capacities were above 10 and 40 for interarrival rates of 500 and 550, respectively. Saturation occurred since the drop rate depended only on the service rate. Since the overall service rate (588 packets/sec from Figure 13) of this sequential server was greater than 500, saturation occurred early when λ was 500, as compared to λ = 550.

In the second part of Case (b), this model, when λ followed the uniform distribution, was analyzed. Here, cases similar to Poisson distribution were considered (unlimited queue and queues sizes of 5, 10, and 50 packets). The results for unlimited queue size are shown in Table III. The packet drop rate for unlimited queue size for all of the interarrival rates was zero. However, the system had a high average delay. In Figure 15, the packet drop rate and average E2E delays vs. interarrival rate are depicted for queue sizes of 5,10, and 50 packets, respectively. It can be seen that the packet drop rate decreased as the interarrival rate decreased. They remained the same for all queue sizes. Nevertheless, the average E2E delay increased with increased queue sizes.

Table III. Sequential server model with unlimited queue size for uniform distribution

| Interarrival Rate, λ | Packet Drop Rate (%) | Average E2E Delay (ms) |
|----------------------|----------------------|------------------------|
| 200-1000             | 0.000                | 002.202                |
| 1000-2000            | 0.000                | 642.699                |
| 2000-10000           | 0.000                | 857.512                |
| 10000-20000          | 0.000                | 965.217                |
For this model, the packet drop rate again averaged E2E delay, and the throughput for both exponential and uniform distributions (for $\lambda$) were analyzed. It was found that the results were similar to the previous cases and packet size.

**Case (c): A broken link for sequential server model**

In this case, the sequential server model with a broken link between Router 1 and Router 2 was considered; and the performance metrics were observed and analyzed for unlimited and limited queue sizes of 5, 10, and 50...
packets. Two different distributions of the interarrival rate were also measured. For Poisson distribution of \( \lambda \), the resultant graphs of packet drop rate, average E2E delay, and throughput were similar to Case(b). Due to the broken link, the packet drop rates and the average E2E delays were slightly higher; the throughput was slightly lower, as compared to the Case(b) results shown in Figures 9-11.

The observation on the queue size also had the same results as shown in Figures 12-14 with a little bit of change due to the broken link. Here, the throughput increased linearly with queue size and saturated when the queue size became larger than the critical value.

The results of packet drop rate and E2E delay for various interarrival rates and unlimited queue size using uniform distribution were the same as those shown in Table III. Also, the changes in packet drop rate and average E2E delays vs. interarrival rate for uniform distribution for different queue sizes were similar to Figure 15. In other words, change in the distribution function (uniform distribution or Poisson distribution) did not make any difference in the results.

Table IV is a comparison of the E2E delay and packet drop rate for Case (b) when a link was added and Case (c) when a link was removed. Adding an extra link reduced the packet drop rate and service rate (Ahamed, Sun, Vakilzadian, & Möller, 2017); however, it increased the average E2E delays, requiring less queue size. The performance and behavior of the sequential server queueing models in this study were consistent with (Huang, 2010), (Kadir, 2015), and (Atefi, Yahya, Rezaei, & Erfanian, 2016).

### Table IV. Comparison of sequential server model with different scenarios for \( \lambda = 500 \) and a queue size of 10

| Methods                        | Packet Drop Rate (%) | Average E2E Delay (ms) | Empirical Values of Service Rate, \( \mu \) | Critical Value of Queue | Critical Value of Throughput |
|--------------------------------|----------------------|------------------------|---------------------------------------------|-------------------------|-----------------------------|
| Case (b)                       | 5.01001168           | 4.94673                | 588                                         | 70                      | 11722240                    |
| (Ahamed, Sun, Vakilzadian, & Möller, 2017) | 5.173706573         | 5.03049                | 544                                         | 60                      | 11722240                    |
| Case (c)                       | 4.321117             | 8.51035                | 513                                         | 40                      | 11722240                    |

### 4. Conclusions

This paper presents a study of the traffic behavior of uncongested and congested communication networks for sequential server queueing models using three different cases: varying packet length, adding an extra link, and dropping a link to account for a broken link. Poisson and uniform distributions were used to simulate the arrival rates of the message. Unlimited and limited queue sizes were considered when observing the behavior of these models, and critical values of the queue size were measured for better resource management. The packet drop rate, average E2E delay, network utilization, throughput, and cost for the sequential models in these three different scenarios were observed using a real-time simulator. It was found that the traffic behavior resembled the theoretical model of the queuing system as expected. The critical values were also obtained for the size of the queue and interarrival rate when the throughput was saturated for these sequential server models. The critical value for packet length was obtained from Case (c) where the throughput was optimum. The unlimited queue size model had a zero drop rate, higher E2E delay, higher throughput, higher utilization, and higher network cost than the queue model with a certain queue size in all of the cases. However, throughput became saturated when the queue size and interarrival rate were beyond the critical point for all cases. The performance of Case (b) and Case (c) were compared (Ahamed, Sun, Vakilzadian, & Möller, 2017), and Case (b) had better performance as compared to other scenarios in terms of packet drop rate and queue size. However, in Case (c), the average E2E delay was higher.
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