Abstract—We develop a recursive least squares (RLS) type algorithm with a minimax concave penalty (MCP) for adaptive identification of a sparse tap-weight vector that represents a communication channel. The proposed algorithm recursively yields its estimate of the tap-vector, from noisy streaming observations of a received signal, using expectation-maximization (EM) update. We prove the convergence to a local optimum of the static least squares version of our algorithm and provide bounds for the estimation error. We study the performance of the recursive version numerically. Using simulation studies of Rayleigh fading channel, Volterra system and multivariate time series model, we demonstrate that our recursive algorithm outperforms, in the mean-squared error (MSE) sense, the standard RLS and the $\ell_1$-regularized RLS.

Index Terms—Adaptive filtering, EM algorithm, minimax concave penalty (MCP), sparse system identification.

I. INTRODUCTION

System identification from streaming data arises in various applications, including echo cancellation [1, 2] and multipath channel communications [3–5]. In a wide range of problems the finite impulse response to be estimated is sparse, but the nonzero tap weights and their support vary with time. Estimating such time-varying sparse vectors requires the development of suitable adaptive filtering algorithms with sparse regularization.

Least mean squares (LMS) and recursive least squares (RLS) are two of the most widely used adaptive filtering algorithms. However, they do not enforce a sparse structure when their estimate of the system impulse response. To fill this gap, several variants of LMS and RLS type algorithms that use some form of sparse regularization have been proposed in the literature. Specifically, different regularization penalties, including $\ell_0$ [6, 7], $\ell_1$[8], and $\ell_p$ norms [4], along with reweighting of the zero attractor [8], were incorporated into the quadratic cost function of LMS algorithm. However, LMS type algorithms in general exhibit slow convergence and are prone to producing poor tracking performance in time-varying environment [9].

A sparse adaptive filtering algorithm based on RLS and $\ell_1$-norm regularization, called SPARLS, is proposed in [10]. This algorithm benefits from the competitive computational complexity of the expectation-maximization (EM) algorithm and has guaranteed convergence to a global optimum due to the convexity of $\ell_1$ norm. An online nonlinear version of SPARLS is developed in [11] and applied to estimating nonlinear multipath channels. Subsequently, [12] proposed a SPARLS algorithm with group LASSO regularization to model multivariate nonlinear time series data.

However, the LASSO estimator is biased and, with $\ell_1$ regularization, it tends to over-shrink variables that it retains. Minimax concave penalty (MCP), introduced by Zhang in [13], is an alternative nonconvex penalty that performs variable selection while maintaining unbiasedness to a good extent. In [14], Wang et al. employ MCP in a quadratic programming problem for sparse recovery and solve the problem using the alternating direction method of multipliers (ADMM) and iterative hard thresholding. Their MCP regularized sparse recovery exhibits better performance than various state-of-the-art sparse signal reconstruction methods. However, their framework does not apply to online adaptive system identification, with time-varying tap-weight vectors, from streaming data.

In this paper, we first introduce an MCP-regularized least squares algorithm for adaptive sparse system identification. The proposed algorithm, which we refer to as SPALSA-MCP, uses expectation-maximization (EM) update to produce an estimate of the tap-weight vector. We prove the almost sure convergence to a stationary point of the static least squares version of our algorithm and provide bounds for the estimation error. We then introduce a recursive version of the above algorithm, called SPARLS-MCP, and study its performance numerically. Using simulation of Rayleigh fading channel, Volterra system, and multivariate time series model, we demonstrate that our SPARLS-MCP algorithm outperforms, in the mean-squared error (MSE) sense, the standard RLS and the $\ell_1$-regularized RLS.

II. MATHEMATICAL PRELIMINARIES

A. Problem Formulation

At instant time $i$ $(i = 1, \ldots, n)$, $x(i) = [x_{i-M+1}, \ldots, x_i]^T$ is the input signal vector of recent $M$ signals and $w(i) = [w_{1,i}, \ldots, w_{M,i}]^T$ is the tap-weight vector of length $M$. The
desired response, denoted by \( d(i) \), is composed of the filter output \( y(i) \) and noise \( e(i) \). Specifically,
\[
d(i) = y(i) + e(i) = w^H(i)x(i) + e(i)
\]
where \((\cdot)^H\) represents the conjugate transpose and \( e(i) \) for \( i = 1, \cdots, n \) are i.i.d Gaussian noises with variance \( \sigma^2 \).

Define the instantaneous error at instant time \( i \) of the filter as \( e(i) := d(i) - \hat{y}(i) = d(i) - \tilde{w}^H(i)x(i) \), where \( \tilde{w}(i) \) is the estimated tap-weight vector at instant time \( i \). At instant time \( n \), the objective of adaptive algorithms is to minimize the weighted sum of square loss \( \sum_{i=1}^{n} \lambda^{n-i} |e(i)|^2 \), where \( \lambda \) is a hyperparameter that referred to as the forgetting factor.

We assume that the unknown tap-weight vector \( w(n) \) is \( k \)-sparse and that both its support and non-zero values can vary over time. We henceforth introduce a regularization term for sparsity promotion, giving rise to minimizing
\[
\frac{1}{2\sigma^2} \sum_{i=1}^{n} \lambda^{n-i}(d(i) - w^H(n)x(i))^2 + \rho(w(n), \gamma) \tag{1}
\]
In Eq. (1), the first term stands for the RLS cost, while the second term \( \rho(w(n), \gamma) = \sum_{j=1}^{M} \rho(|w_{j,n}|, \gamma) \) is a general penalty function dictated by a non-negative \( \gamma \) [15]. Many functions are available to characterize the penalty. For example, Eq. (1) represents \( \ell_0 \) regularized RLS when \( \rho(w(n), \gamma) = \gamma ||w(n)||_0 \). However, directly solving the \( \ell_0 \) norm regularized problem is computationally intractable due to the combinatorial nature of placing up to \( k < M \) non-zero elements in \( M \) dimension in \( w(n) \). To address this issue, the SPARLS algorithm with convex relaxation is proposed in [10] by setting \( \rho(w(n), \gamma) = \gamma ||w(n)||_1 \). It solves an alternative convex optimization problem that is computationally feasible and results in sparse solutions. In the rest of the paper, we denote \( \ell_1 \) regularized RLS as the SPARLS-\( \ell_1 \) algorithm.

For notational convenience, we rewrite Eq. (1) into a compact form as:
\[
\frac{1}{2\sigma^2} \| \Lambda^{1/2}(n)d(n) - \Lambda^{1/2}(n)X(n)\bar{w}(n) \|_2^2 + \rho(w(n), \gamma) \tag{2}
\]
where
\[
\Lambda(n) := \text{diag}(\lambda^{n-1}, \lambda^{n-2}, \cdots, 1)
\]
\[
d(n) := [d(1), d(2), \cdots, d(n)]^T
\]
\[
X(n) := [x(1), x(2), \cdots, x(n)]^T
\]
\[
\Lambda^{1/2}(n) \text{ is a diagonal matrix with diagonal elements being } \sqrt{\Lambda_{ii}(n)} \text{ (1 \leq i \leq n)}
\]
\( \bar{w}(n) \) is the conjugate of vector \( w(n) \).

### B. Minimax Concave Penalty (MCP)

In contrast to the convex relaxation of \( \ell_1 \) norm, the minimax concave penalty (MCP), first introduced for unbiased variable selection [13] and further generalized to a class of semiconvex sparsity promoting functions [15], is a type of nonconvex constraints. Specifically, we have the scaled MCP that is defined by
\[
\rho_\alpha(w) = |w| - \text{env}_\alpha |w| = \begin{cases} |w| - \frac{1}{2\alpha}w^2, & |w| \leq \alpha \\ \frac{1}{2}\alpha, & \text{otherwise} \end{cases} \tag{3}
\]
where
\[
\text{env}_\alpha |w| = \begin{cases} \frac{1}{2\alpha}w^2, & |w| \leq \alpha \\ |w| - \frac{1}{2}\alpha, & \text{otherwise} \end{cases}
\]
is the Moreau envelope function and \( \alpha \) is the parameter characterizing the envelope height [15].

Fig. 1 compares the shape of scaled MCP to \( \ell_1 \) penalty. It shows that MCP approximates \( \ell_1 \) penalty when \( \alpha \) is arbitrarily large. In particular, MCP maintains the shape of the \( \ell_1 \) norm around the origin while approximating the scaled \( \ell_0 \) norm away from the origin. This structure leads to thresholding behavior in the iterative updates of the EM algorithm, which is captured by the proximal operator.

The proximal operator of scaled MCP regularized least squares is:
\[
\text{prox}_{\beta, \rho_\alpha}(r) := \arg\min_{w \in \mathbb{C}} \frac{1}{2\beta}(r - w)^2 + \rho_\alpha(w)
\]
The explicit solution of \( \text{prox}_{\beta, \rho_\alpha}(r) \) depends on the relative values of \( \alpha \) and \( \beta \).

If \( \beta < \alpha \),
\[
\text{prox}_{\beta, \rho_\alpha}(r) = \begin{cases} 0, & |r| < \beta \\ \alpha - \beta, & \beta < |r| < \alpha \\ |r|, & |r| > \alpha \end{cases}
\]
which is the firm thresholding operator.

If \( \beta = \alpha \),
\[
\text{prox}_{\beta, \rho_\alpha}(r) = \begin{cases} 0, & |r| < \alpha \\ [0, \alpha], & |r| = \alpha \\ r, & |r| > \alpha \end{cases}
\]
where \([0, \alpha]\) represents a uniform selection from the values between 0 and \( \alpha \).

If \( \beta > \alpha \), then the hard thresholding operator is obtained,
\[
\text{prox}_{\beta, \rho_\alpha}(r) = \begin{cases} 0, & |r| < \sqrt{\alpha\beta} \\ [0, r], & |r| = \sqrt{\alpha\beta} \\ r, & |r| > \sqrt{\alpha\beta} \end{cases}
\]
where \([0, \beta]\) represents a uniform selection from one of 0 and \( \beta \).

Fig. 2 illustrates the proximal operators when \( \beta < \alpha \), \( \beta = \alpha \) and \( \beta > \alpha \), respectively. This proximal operator can naturally...
be extended to the case with vector $r \in \mathbb{C}^M$ in which we have:

$$\text{prox}_{\beta \rho_{\omega}}(r) := \min_w \frac{1}{2\beta} \| r - w \|^2 + \rho_{\omega}(w)$$

$$= \text{prox}_{\beta \rho_{\omega}}(r_1) \times \cdots \times \text{prox}_{\beta \rho_{\omega}}(r_M)$$

where $\times$ is the Cartesian product operator.

We then incorporate scaled MCP into the weighted least squares term to get the objective function for time $n$:

$$\min_{w(n)} \frac{1}{2} \| \Lambda^{1/2}(n) \hat{d}(n) - \Lambda^{1/2}(n) X(n) \bar{w}(n) \|^2 + \rho_{\omega}(w(n))$$

(4)

where $\beta = \sigma^2 \gamma$ is the corresponding penalty parameter that replaces $\gamma$ in Eq. (1) and let the regularization term $\rho_{\omega}(w, \gamma)$ become the scaled version $\rho_{\omega}(w)$. The time index of the objective function in (4) will have an increment of one after the new input and output signal arrive. The algorithm proposed in Sec. V is designed to adaptively estimate the tap-weight vector at time $n$ based on the estimate from time $n - 1$ and newly arrived signal.

III. SPARSE LEAST SQUARE WITH MCP

The objective function in Eq. (4) involves a nonconvex penalty $\rho_{\omega}(w(n))$, which implies that Eq. (4) cannot be solved by convex optimization tools. We henceforth adopt a probabilistic approach with noise decomposition and maximum a posteriori (MAP) estimate produced by EM algorithm. This technique was first proposed for wavelet-based image restoration [16], and then applied to SPARLS-$\ell_1$ algorithm and its several variants [10–12].

By setting up the normality assumption on desired signals $\hat{d}(n)$ and a proper prior on tap-weight vector $w(n)$, we have $d(n) = X(n)w(n) + \eta(n)$ where $\eta(n) \sim \mathcal{N}(0, \sigma^2 \Lambda^{-1}(n))$ and $p(w(n)) \propto \exp(-\gamma \rho_{\omega}(w(n)))$. Then the log of the posterior distribution of $w(n)$ will be:

$$\log\{p(w(n)|d(n))\} = \log\left\{ \frac{p(d(n)|w(n))p(w(n))}{p(d(n))} \right\}$$

$$= \log\{p(d(n)|w(n))\} + \log\{p(w(n))\} - \log\{p(d(n))\}$$

$$= -\frac{1}{2\sigma^2} \| \Lambda^{1/2}(n) \hat{d}(n) - \Lambda^{1/2}(n) X(n) \bar{w}(n) \|^2_2$$

$$- \frac{\gamma}{2} \rho_{\omega}(w(n)) + C,$$

(5)

where $C$ accounts for the constant terms (relative to $w(n)$). Hence, finding the maximum a posteriori (MAP) estimate of $w(n)$ under our assumptions is equivalent to solving Eq. (4).

To maximize the log likelihood minus the regularization term, i.e.,

$$\max_{w(n)} \log p(d(n)|w(n)) - \gamma \rho_{\omega}(w(n))$$

(6)

we first decompose the output signal into two parts, such that

$$z(n) = \bar{w}(n) + \xi_1(n)$$

$$d(n) = X(n)z(n) + \Lambda^{-1/2}(n) \eta_2(n)$$

where $\xi_1(n) \sim \mathcal{N}(0, I)$ and $\eta_2(n) \sim \mathcal{N}(0, \sigma^2 X(n)X^H(n)\Lambda^{1/2}(n))$ are independent with each other. Next, we treat $z(n)$ as the latent data and use EM algorithm to find the maximizer of penalized log-likelihood in Eq. (6). Notice that the covariance matrix $\sigma^2 I_n - \xi^2 \Lambda^{1/2}(n) X(n)X^H(n)\Lambda^{1/2}(n)$ needs to be semi-positive definite. Hence, we should have $\xi^2 \leq \sigma^2 / \lambda_1$ where $\lambda_1$ is the largest eigenvalue of $\Lambda^{1/2}(n) X(n)X^H(n)\Lambda^{1/2}(n)$.

The $k$th iteration of EM algorithm at instant time $n$ is:

E-step: Calculate the expected log-likelihood given the previous estimate $\hat{w}^{(k-1)}(n)$,

$$Q(w(n)|\hat{w}^{(k-1)}(n)) = \mathbb{E}_{\eta(d(n), \hat{w}^{(k-1)}(n))} \{ \log p(d(n), z(n)|w(n)) \}$$

$$= -\frac{1}{2\sigma^2} \| r(n) - \hat{w}(n) \|^2_2$$

(7)

M-step: Find the next $w^{(k)}(n)$ that maximizes $Q(w(n)|\hat{w}^{(k-1)}(n))$ with penalty

$$w^{(k)}(n) = \arg \max_{w(n)} Q(w(n)|\hat{w}^{(k-1)}(n)) - \gamma \rho_{\omega}(w(n))$$

(8)

The tap-weight vector $w(n)$ may have ungrouped or grouped structure depending on the specific applications. The detailed algorithms to solve Eq. (4) at instant time $n$ for ungrouped and grouped version are as follows:

A. Ungrouped Version

Algorithm 1 presents the detailed steps for ungrouped version. $\xi^2$ is a predetermined hyper-parameter specified above. $w^{(0)}(n)$ is an initialization of $w(n)$. The proximal operator $\text{prox}_{\xi^2 \gamma \rho_{\omega}}(r)$ follows what we have shown in Sec. II-B.

B. Grouped Version

When the tap-weight vector exhibits group structure, we need to use group MCP for the regularization term. It is assumed that we have prior knowledge of group information. The group MCP penalty is obtained by setting

$$\rho(w, \gamma) = \gamma \sum_{l=1}^{L} \rho_{\omega}(\| w_l \|_2)$$

where $L$ is the number of groups and $w_l$ is the $l$th group in tap-weight vector $w$, i.e., $w = (w_1^T, \cdots, w_L^T)$ and $r^T = (r_1^T, \cdots, r_L^T)$.
Algorithm 1: Sparse Least Squares with MCP (SPALS-MCP)

Input: \( X(n), d(n), \Lambda(n), \xi^2, \hat{w}(0)(n) \).

Calculate intermediate quantities:
\[
B(n) = I - \left( \xi^2 / \sigma^2 \right) X^H(n) \Lambda(n) X(n)
\]
\[
\mu(n) = \left( \xi^2 / \sigma^2 \right) X^H(n) \Lambda(n) d(n)
\]

Perform EM update:
For \( k \in 1 : K \):

E-step:
\[
Q(w|\hat{w}^{(k-1)}(n)) = \left( -1 / 2 \xi^2 \right) \| r(n) - w \|^2_2
\]
where \( r(n) = B(n) \hat{w}^{(k-1)}(n) + \mu(n) \)

M-step:
\[
\hat{w}^{(k)}(n) = \arg \max_w Q(w|\hat{w}^{(k-1)}(n)) - \gamma_{\rho_o}(w)
\]
\[
= \text{prox}_{\gamma,\rho_o}(r)
\]

\( \hat{w}(n) = \hat{w}^{(K)}(n) \)

Output: Return \( \hat{w}(n) \)

For the algorithm part, the only difference from Algorithm 1 is to replace the operation in M-step with group version proximal operator:
\[
\hat{w}_l = \begin{cases} 
\frac{\alpha}{\alpha - \sigma^2} \left( 1 - \frac{\xi^2}{\| r_l \|^2} \right) + r_l, & \| r_l \|_2 \leq \alpha \\
\frac{\alpha}{\| r_l \|^2}, & \| r_l \|_2 > \alpha 
\end{cases} \quad (1 \leq l \leq L)
\]

The derivation of this group version proximal operator is shown in Appendix A.

IV. ANALYSIS OF ALGORITHM

A. Convergence

Theorem 4.1. For a given time index \( i \), the SPALS-MCP algorithm converges to a stationary point of the cost function in Eq. (4) if the firm thresholding is used.

Proof. In the EM update of SPALS-MCP algorithm, both \( Q(w|\hat{w}^{(k)}(i)) \) and \( \rho_o(w) \) are continuous with respect to \( w \) and \( \hat{w}^{(k)}(i) \). The firm thresholding operator employed in M-step is also continuous with respect to \( w \). Theorem 2 in [17] shows that the EM algorithm converges to a stationary point of the cost function in Eq. (4) or (5) based on the above continuities.

Remark 1: The proximal operator in the EM update will be discontinuous at particular points if hard thresholding is used. However, we only have finitely many single point discontinuities if a finite number of EM iterations are implemented at each time instant. Hence, SPALS-MCP algorithm converges almost surely to a stationary point of the cost function in Eq. (4) when hard thresholding is used.

Remark 2: We note that convergence of a class of iterative shrinkage/thresholding algorithms (ISTA), involving proximal operators of semi-convex regularizers, has been studied in [18]. Specifically, [18] shows that ISTA converges to a stationary point of a loss function, with a semi-convex regularizer, if the unregularized loss is \( L \)-Lipschitz differentiable. Accelerated algorithms for a broader class of problems that include non-convex and nonsmooth penalties have been proposed in [19]. Although MCP is in the class of regularizers considered in the above papers, our iterative algorithm and convergence analysis are different from those in [18, 19]. We use the EM algorithm (instead of ISTA), and our convergence analysis follows that of the EM algorithm, which relies on the continuity of the expected log-likelihood instead of Lipschitz differentiability.

B. Estimation Error

Define the estimation error of our tracking algorithm at instant time \( n \) as:
\[
\delta(n) := \| \hat{w}(n) - w(n) \|_2
\]
We can decompose the expected instantaneous error into two parts by triangle inequality:
\[
\delta(n) \leq \| \hat{w}(n) - \hat{w}(n) \|_2 + \| \hat{w}(n) - w(n) \|_2
\]
where \( \hat{w}(n) \) is one of the stationary point of the objective in Eq. (4). Hence, \( \| \hat{w}(n) - \hat{w}(n) \|_2 \) is the error produced by EM step in our tracking algorithm, i.e., \( EM \) error. \( \| \hat{w}(n) - \hat{w}(n) \|_2 \) is the error produced by the convex or nonconvex relaxation, i.e., \( relaxation \) error.

EM Error: The EM update in SPALS-MCP can be considered as a composite of \( \mathcal{E} : \mathbb{C}^M \rightarrow \mathbb{C}^M \) and \( \mathcal{T} : \mathbb{C}^M \rightarrow \mathbb{C}^M \) as follows:
\[
\mathcal{E}(w) := (I - (\xi^2 / \sigma^2) X^H \Lambda X) w + (\xi^2 / \sigma^2) X^H \Lambda d
\]
\[
\mathcal{T}(w) := [t_1, \ldots, t_M]^T
\]
with \( t_i := \text{prox}_{\sigma^2 \gamma, \rho_o}(w_i) \) defined in section II-B. Then, \( \mathcal{M} : \mathbb{C}^M \rightarrow \mathbb{C}^M \) as a composite mapping of applying EM algorithm is written as:
\[
\mathcal{M}(w) = \mathcal{T}(\mathcal{E}(w))
\]
The mapping \( \mathcal{E} \) is differentiable while \( \mathcal{T} \) is non-differentiable. We can define the subdifferential (also superdifferential) for mapping \( \mathcal{T} \) as:
\[
\partial \mathcal{T}(w) := \text{diag}(s_1, \ldots, s_M),
\]
where for firm thresholding, i.e., \( \sigma^2 \gamma < \alpha \),
\[
s_i := \begin{cases} 
1 & |w_i| > \alpha \\
\frac{\alpha}{\alpha - \sigma^2 \gamma} & |w_i| = \alpha \\
\sigma^2 \gamma & |w_i| < \alpha
\end{cases}
\]
and for hard thresholding, i.e., \( \sigma^2 \gamma = \alpha \) and \( \sigma^2 \gamma > \alpha \),
\[
s_i := \begin{cases} 
1 & |w_i| > \sqrt{\alpha \sigma^2 \gamma} \\
0 \leq s_i \leq 1 & |w_i| = \sqrt{\alpha \sigma^2 \gamma} \\
0 & |w_i| < \sqrt{\alpha \sigma^2 \gamma}
\end{cases}
\]
From the chain rule of subdifferential [20], we obtain:
\[ \partial M(w) = \partial (T \circ E(w)) = \partial T(E(w))H(I - (\xi^2/\sigma^2)XHX) \]

Denote \( \rho_{\min}(n) \) as the smallest eigenvalue of \( X^H(n)\Lambda(n)X(n) \). If firm thresholding is used in \( T \), the composite mapping \( M \) will be Lipschitz continuous, i.e.,
\[ \| M(\tilde{w}(k)) - M(\tilde{w}(n)) \|_2 \leq C\| \tilde{w}(k) - \tilde{w}(n) \|_2, \quad (9) \]
where
\[ C = \| \partial M(\tilde{w}) \|_2 = [\alpha/(\alpha - \sigma^2 \gamma)] \left[ 1 - (\xi^2/\sigma^2)\rho_{\min}(n) \right]. \]

At the beginning of stage \( k+1 \) of the EM algorithm, we have \( M(\tilde{w}(k)) = \tilde{w}(k+1) \). Since \( \tilde{w}(n) \) is a stationary point of the objective function in Eq. (4), we have \( M(\tilde{w}(n)) = \tilde{w}(n) \). Hence, the inequality in (9) becomes:
\[ \| \tilde{w}(k+1) - \tilde{w}(n) \|_2 \leq C\| \tilde{w}(k) - \tilde{w}(n) \|_2. \quad (10) \]

After \( K \) EM iterations, we have:
\[ \| \tilde{w}(K)(n) - \tilde{w}(n) \|_2 \leq C^K\| \tilde{w}(0)(n) - \tilde{w}(n) \|_2. \quad (11) \]

If \( C < 1 \), the EM error will be sufficiently small for large \( K \). The value of \( C \) can be controlled by proper selection of values \( \alpha \) and \( \gamma \).

Remark 3: If hard thresholding is used in \( T \), the composite mapping \( M \) will not be Lipschitz continuous and the above derivation does not apply. The simulation examples in Section VI suggest that firm thresholding gives better performance than hard thresholding.

Relaxation Error: In the SPALS-MCP algorithm, the limit points of EM update end up with stationary points due to the continuity and non-convexity of the penalized log-likelihood function in Eq. (6). We would like to obtain an upper bound of the distance between the stationary points and the global optimal, i.e., \( \| \tilde{w}(n) - w(n) \|_2 \).

A class of coordinate-separable regularizers, called amenable regularizers, was proposed by Loh and Wainwright in [21]. The MCP regularizer is a member of this class. By imposing the restricted strong convexity (RSC) condition and additional parameter constraints, a upper bound of the relaxation error \( \| \tilde{w}(n) - w(n) \|_2 \) can be obtained [22].

The optimization problem in Eq. (4) and (5) is equivalent to:
\[ \min_{w(n)} \frac{1}{2n}\| \Lambda^{1/2}(n)d(n) - \Lambda^{1/2}(n)X(n)w(n) \|_2^2 + \frac{\sigma^2 \gamma}{n}\rho_{\min}(w(n)) \]

Define the squared loss from above as:
\[ \mathcal{L}_n(w(n)) := \frac{1}{2n}\| \Lambda^{1/2}(n)d(n) - \Lambda^{1/2}(n)X(n)w(n) \|_2^2 \]
\[ \mathcal{L}_n(w(n)) \] satisfies the RSC condition if
\[ \langle \nabla \mathcal{L}_n(w + \Delta) - \nabla \mathcal{L}_n(w), \Delta \rangle = \frac{1}{n}\| \Lambda^{1/2}(n)X(n)\Delta \|_2^2 \]
\[ \geq \begin{cases} \alpha_1\| \Delta \|_2^2 - \tau_1 \frac{\log p}{n}\| \Delta \|_2^2, & \forall\| \Delta \|_2 \leq 1 \\ \alpha_2\| \Delta \|_2^2 - \tau_2 \frac{\log p}{n}\| \Delta \|_1, & \forall\| \Delta \|_2 \geq 1 \end{cases} \]
where \( \alpha_1, \alpha_2 > 0 \) and \( \tau_1, \tau_2 \geq 0 \) are constants.

In our case,
\[ \nabla^2 \mathcal{L}_n(w) = \frac{1}{n}X^H(n)\Lambda(n)X(n) \]
which is positive definite with probability 1 if each row of \( X(n) \) is i.i.d Gaussian sequence. This implies that \( \mathcal{L}_n(n) \) is strongly convex with probability 1 and further leads to the conclusion that \( \tau_1 = \tau_2 = 0 \) and \( \alpha_1 = \alpha_2 > 0 \) [22].

From Theorem 1 in [22], if \( n \) is large enough and \( \mathcal{L}_n \) satisfies RSC with \( 3\alpha < 4\alpha_1 \) and \( \sigma^2 \gamma \geq 4n\| \nabla \mathcal{L}_n(w) \|_\infty = 4\| X^H(n)\Lambda^{1/2}(n)e(n) \|_\infty \), we then obtain the bound as follows:
\[ \| \tilde{w}(n) - w(n) \|_2 \leq \frac{6\sigma^2 \gamma\sqrt{s}}{n(4\alpha_1 - 3\alpha)} \]
\[ = \frac{6\sqrt{s}}{n(4\alpha_1 - 3\alpha)} 4\| X^H(n)\Lambda^{1/2}(n)e(n) \|_\infty \]
with \( s = \| w(n) \|_0 \).

Bound for Estimation Error for SPALS-MCP: Combining the results from EM and relaxation error, we can obtain the upper bound of estimation error. The following theorem states the bounding results for large enough number of measurements \( n \) and appropriate choices of \( \gamma \) and \( \alpha \).

Theorem 4.2. Denote the estimation error of SPALS-MCP algorithm at instant time \( n \) as \( \hat{\varepsilon}_{MCP}(n) \), the largest and smallest eigenvalue of \( X^H(n)\Lambda(n)X(n) \) as \( \rho_{\max}(n) \) and \( \rho_{\min}(n) \), respectively.

Assume the quadratic loss function \( \mathcal{L}_n(w(n)) \) satisfies the RSC condition with parameter \( \alpha_1 \). Then at a particular time index \( n_0 \) that is large enough, with \( \gamma \) and \( \alpha \) being
\[ \frac{4\| X^H(n_0)\Lambda^{1/2}(n_0)e(n_0) \|_\infty}{\sigma^2} \leq \frac{\alpha}{\sigma^2} * \frac{\rho_{\min}(n_0)}{\rho_{\max}(n_0)} \leq \frac{4}{3\alpha_1}, \]
we have
\[ \hat{\varepsilon}_{MCP}(n_0) \leq \frac{6\sqrt{\| w(n_0) \|_0}}{n_0(4\alpha_1 - 3\alpha)} 4\| X^H(n_0)\Lambda^{1/2}(n_0)e(n_0) \|_\infty \]
if we perform sufficient number of EM iterations at each instant time.

Proof. At a particular time index \( n_0 \) that is large enough, the estimation error will only consist of EM and relaxation error.

From the above analysis, we require \( \sigma^2 \gamma \geq 4\| X^H(n_0)\Lambda^{1/2}(n_0)e(n_0) \|_\infty \) and \( 3\alpha < 4\alpha_1 \) to bound the relaxation error. As for controlling the EM error along EM iterations, we also require \( C < 1 \) so that the upper bound of EM error can become sufficiently small if a large enough number of EM iterations can be performed at each instant time. Hence,
\[ [\alpha/(\alpha - \sigma^2 \gamma)] \left[ 1 - (\xi^2/\sigma^2)\rho_{\min}(n_0) \right] < 1 \]
\[ \sigma^2 \gamma < \alpha \rho_{\min}(n_0) \frac{\xi^2}{\sigma^2} \]
The requirement of $\xi^2 \leq \sigma^2 / \rho_{\max}(n_0)$ further implies
\[ \sigma^2 \gamma < \frac{\rho_{\min}(n_0)}{\rho_{\max}(n_0)} \]
Combining the above parameter constraints with the conclusion of Theorem 1 in [22] completes the proof.

Under proper choices of hyperparameters and large enough EM iterations at each time index, Theorem 4.2 shows that we can get sufficiently close to a stationary point whose distance to the true tap-weight vector can be upper bounded. Besides, the above analysis regarding estimation error only consists of EM and relaxation error without involving the variation of the tap-weight vector between two consecutive time indices.

V. SPARSE RLS WITH MCP

The previous two sections proposed and analyzed SPALS-MCP algorithm, which solves Eq. (4) at a particular time index. In real applications, we mostly deal with streaming data and time-varying tap-weight vectors. This requires us to develop online algorithms for adaptive estimation. The following Algorithm 2, based on SPALS-MCP, is designed in a recursive manner to estimate the tap-weight vector at every time index.

Algorithm 2: Sparse Recursive Least Squares with MCP (SPARLS-MCP)

1. Initialization:
   \[
   B(1) = I - (\xi^2 / \sigma^2) x(1) x^H(1)
   \]
   \[
   \mu(1) = (\xi^2 / \sigma^2) x(1) d(1) \quad \text{and} \quad \bar{w}(1) = 0
   \]

2. Update:
   For input $x(i)$ and $d(i)$ at time index $i$ ($2 \leq i \leq n$):
   \[
   B(i) = \lambda B(i - 1) - (\xi^2 / \sigma^2) x(i) x^H(i) + (1 - \lambda) I;
   \]
   \[
   \mu(i) = \lambda \mu(i - 1) + (\xi^2 / \sigma^2) x(i) d(i);
   \]
   \[
   r(i) = B(i) \bar{w}(i - 1) + \mu(i);
   \]
   \[
   \bar{w}(i)(i) = \bar{w}(i - 1);
   \]
   Perform the EM step in Algorithm 1 to obtain $\hat{w}(i)$

3. End: Return $\bar{w}(n)$

Within the loop for time index $i$ in step 2, it estimates $\bar{w}(i)$ based on $\bar{w}(i - 1)$, $x(i)$ and $d(i)$. Notice that we recursively update the intermediate terms $B(.)$ and $\mu(.)$ when new signal arrives. This avoids the tedious matrix computation for $r(.)$ in Eq. (7).

To study the convergence and steady-state error of SPARLS-MCP, we need to involve the variation of tap-weight vectors between two consecutive time indices. If the true value of tap-weight vectors do not change too rapidly in consecutive time indices, we expect that the estimate from time index $i - 1$ to be a good initialization for the EM algorithm at time index $i$ for faster convergence. Numerical studies presented in Sec. VI show that our SPARLS-MCP does in fact converge relatively fast. However, mathematical proof of the convergence is beyond the scope of this paper. We anticipate that such a proof requires leveraging the proof techniques in [23].

Based on the above practical consideration, all the following experiments generate tap-weight vectors under some given mechanisms, some of which follows a particular random process. These experiments are also originated from real-life scenarios.

VI. SIMULATION STUDIES

In this section, we study simulations on three application scenarios based on which we deal with sparse system identification problem. Consider the channel $d(i) = w^H(i)x(i) + \epsilon(i)$ ($1 \leq i \leq n$) with the aggregate power of each input signal $x(i)$ being 1 and Gaussian noise variance being $\sigma^2$.

Then the signal-noise-ratio (SNR) can be calculated as:
\[
\frac{\mathbb{E}(\|w\|^2)}{\sigma^2}.
\]
The tracking performance is measured in terms of the normalized mean squared error (NMSE): $\mathbb{E}(\|\hat{w} - w\|^2) / \mathbb{E}(\|w\|^2)$. We compare the performance of SPARLS-MCP with $\ell_1$-norm regularized RLS (SPARLS-$\ell_1$) and conventional RLS.

A. Jake’s Model

In Jake’s model, the nonzero elements in the tap-weight vector is a sample path of a Rayleigh random process with the autocorrelation between any two time indices being characterized by Bessel function. This model is widely used in wireless communication when the transmitted signal is reflected, diffracted or attenuated by the surrounding buildings in a city center [24, 25]. The detailed generation process of any nonzero tap-weight components is as follows:

\[
u_i = \sqrt{g_c(i)^2 + g_s(i)^2}
\]

where $g_c(i) = \sqrt{\frac{n}{n}} \sum_{k=1}^{n} \cos(A_k)$ and $g_s(i) = \sqrt{\frac{n}{n}} \sum_{i=1}^{n} \sin(A_k)$.

$A_k = 2\pi f_d \cos(\alpha_k + \phi_k)$ with i.i.d. samples $\alpha_k$ and $\phi_k$ from uniform distribution $\text{Uni}(-\pi, \pi)$. In terms of the physical meaning, $\alpha_k$ is the angle of the $k^{th}$ incoming wave and $\phi_k$ represents the random initial phase of the $k^{th}$ propagation path. The generation mechanism results in the autocorrelation function between instant time $n$ and $n + \tau$ of both $g_c(.)$ and $g_s(.)$ being $J_0(2\pi f_d \tau)$, where $J_0$ is the zeroth order Bessel function and $f_d$ is the Doppler frequency shift [26].

In terms of the output signal, it is generated through the linear channel: $d(i) = w^H(i)x(i) + \epsilon(i)$ ($1 \leq i \leq 1000$). And in our experiments, we set the length of tap-weight vector to be 100 with 5 components being nonzero. At instant time 501, one of the nonzero weights will be muted and one of the zero weights will be activated.

The tracking performances of different algorithms under 20dB and 30dB SNR are displayed in Fig. 3. Both the sparse version RLS algorithms outperform the conventional RLS significantly. And the SPARLS-MCP has additional 2dB gain over the SPARLS-$\ell_1$. 
products of the input signal are incorporated and the nonlinear channel with memory, which can be modeled by Volterra series \cite{27}. These characteristics create a nonlinear channel with memory, which can be modeled by Volterra series \cite{27}.

The discrete version of Volterra series is as follows:

\[
d(i) = \sum_{p=1}^{P} \sum_{\tau_1=0}^{m_p} \cdots \sum_{\tau_p=0}^{m_p} h_p(\tau_1, \cdots, \tau_p) \prod_{j=1}^{p} x(i - \tau_j) + \epsilon(i)
\]

where \( P \) is the order of nonlinear terms, \( m_p \) is the order of memory and \( h_p(\tau_1, \cdots, \tau_p) \) is the Volterra kernel that needs to be estimated. In band-limited communications, only odd order products of the input signal are incorporated and the nonlinear system can be represented as \cite{11}:

\[
d(i) = \sum_{p=0}^{[\frac{P-1}{2}]} \sum_{\tau_1=0}^{m_{2p+1}} \sum_{\tau_{2p+1}=0}^{m_{2p+1}} h_{2p+1}(\tau_1, \cdots, \tau_{2p+1}) \prod_{j=1}^{p+1} x(i - \tau_j) \prod_{j=p+2}^{2p+1} \pi(i - \tau_j) + \epsilon(i)
\]

In our experiment, we consider the following sparse third order Volterra system with memory 7 and only odd order terms incorporate \( x(i-k) \) (0 \( \leq k \leq 7 \)) and only odd order terms incorporate \( x(i-k) \) (0 \( \leq k \leq 7 \)). And we confine the third order part to be the composition of a square and first order terms, i.e., \( x^2(i-m)\pi(i-n) \) (0 \( \leq m \leq 7 \), 0 \( \leq n \leq 7 \)). Hence, in our sparse Volterra system, 4 out of 72 tap-weight components are active at every instant time.

\[
d(i) = a_3'x(i - 3) + a_7'x(i - 7) + b_{1,4}'x^2(i - 1)\pi(i - 4) + b_{6,1}'x^2(i - 6)\pi(i - 1) + \epsilon(i) \quad (501 \leq i \leq 1000)
\]

where the i.i.d input signal \( x(i-k) \) follows a complex normal distribution \( \mathcal{CN}(0,1) \). The coefficients we like to estimate, \( a(\cdot), a'(\cdot), b(\cdot) \) and \( b'(\cdot) \), and the i.i.d noises \( \epsilon(i) \) are all generated from complex normal \( \mathcal{CN}(0,1) \).

At instant time 501, both the coefficients and the locations of nonzero tap-weights change.

Since the memory of the Volterra system is 7, the first order terms incorporate \( x(i-k) \) (0 \( \leq k \leq 7 \)). And we confine the third order part to be the composition of a square and first order terms, i.e., \( x^2(i-m)\pi(i-n) \) (0 \( \leq m \leq 7 \), 0 \( \leq n \leq 7 \)). Hence, in our sparse Volterra system, 4 out of 72 tap-weight components are active at every instant time.

The tracking performances of different algorithms under 20dB and 30dB SNR are displayed in Fig. 4. Both the sparse version RLS algorithms outperform the conventional RLS significantly. And the SPARLS-MCP has 2dB to 5dB gain over the SPARLS-l1. The performance gain is more obvious if the signal quality is better.

C. Multivariate Time Series

In many real-life applications, the quantity of some index at each instant time is determined by several other factors. This is when we need multivariate time series to model the interdependency among different variables. In multivariate time series, we have more than one time-dependent variable where each variable may depend on the past values from both itself and other variables. Multivariate time series is widely used in stock market analysis, inventory study, quality control, etc \cite{28}.
In our experiments, we consider the following two dimensional multivariate time series with lag 8. The goal is to forecast series \( X_{2,t} \) at each instant time.

\[
\begin{align*}
X_{1,t} &= \epsilon_{1,t} \\
X_{2,t} &= 0.4X_{1,t-2}^2 - 0.8X_{1,t-7} + 0.2c_{2,t} \quad (t = 1, \ldots, 1000)
\end{align*}
\]

where \( \epsilon_{1,t}, \epsilon_{2,t} \) are i.i.d standard Gaussian.

Different from the Volterra system in which we know the detailed nonlinearity information, we do not have prior knowledge about the exact forms of nonlinear terms in multivariate time series. Hence, we need to employ spline technique from statistics literature to approximate the unknown nonlinear terms.

Assume an additive model on the series we need to forecast:

\[
X_{2,t} = f(X_{1,t-1}, X_{2,t-1}, \cdots, X_{1,t-8}, X_{2,t-8}) + \epsilon(t)
\]

where \( \epsilon(t) \) is i.i.d Gaussian noise. \( f(\cdot) \) is an unknown nonlinear function.

For each \( f_{i}(\cdot) \), we assume there are \( v \) quadratic spline basis, i.e.,

\[
\begin{align*}
f_{i}(k)(x) &= \sum_{j=1}^{v} c_{i,j} b_{i,j}(k)(x) \\
b_{i,j}(k)(x) &= B(x|s_{1}, s_{2}, \cdots, s_{v-1})
\end{align*}
\]

where \( s_{1}, s_{2}, \cdots, s_{v-1} \) are equally spaced knots and \( c_{i,j} \) are spline coefficients associated with basis function. Hence, the weighted mean squared error from instant time 1 to \( n \) will be:

\[
\sum_{t=1}^{n} \lambda^{n-t} (X_{2,t} - \sum_{k=1}^{2} \sum_{j=1}^{v} \sum_{i=1}^{8} c_{i,j} b_{i,j}(k)(X_{k,t-i}))^2
\]

Considering the fact that \( X_{2,t} \) only depends on \( X_{1,t-2} \) and \( X_{1,t-7} \), \( f(\cdot) \) will display sparsity with only a few \( f_{i}(\cdot) \) being active. Besides, the spline coefficients associated with \( X_{1,t-2} \) and \( X_{1,t-7} \) should be nonzero, which further implies a group sparsity pattern among all the spline coefficients. Therefore, we need to incorporate a group sparsity promoting term \( \rho \) in our objective function and the problem of interest boils down to minimizing:

\[
\begin{align*}
\frac{1}{2} \| \Lambda^{1/2}(n) d(n) - \Lambda^{1/2}(n) X(n) w(n) \|_2^2 + \sum_{l=1}^{L} \rho (\| w_l(n) \|_2; \gamma) \\
\end{align*}
\]

where the \( l \)-th row of \( X(n) \) is

\[
\begin{align*}
x(t) &= [b_{1,1}(1), \cdots, b_{1,v}(1), b_{2,1}(2), \cdots, b_{2,v}(2), \cdots, b_{8,1}(8), \cdots, b_{8,v}(8)].
\end{align*}
\]

\( d(n) = [X_{2,1}, X_{2,2}, \cdots, X_{2,n}]^T \),

\( w(n) = [c_{1,1}(1), \cdots, c_{1,v}(1), c_{2,1}(2), \cdots, c_{2,v}(2), \cdots, c_{8,1}(8), \cdots, c_{8,v}(8)]^T \),

and \( L = 2 \times 8 = 16 \).

As for the \( w_l(n) \) in \( \rho \), it stands for \( l \)-th sub-vector of \( w(n) \) corresponding to the spline coefficients of \( f^l_{[1/2]}(\cdot) \), where \([ \cdot ] \) is the ceiling function and \( l = (\lfloor l \rfloor \mod 2) \) and \( \mod \) is the modulo operation. Specifically,

\[
w_l(n) = [c^l_{[1/2],1}(1), \cdots, c^l_{[1/2],v}(1)]^T
\]

We compare the performance of using group Lasso and group MCP for sparsity promoting function \( \rho \) with number of quadratic spline basis \( v = 10 \). Fig. 5 shows the estimation of spline coefficients by group lasso and group MCP, respectively. It also shows the convergence of those coefficients with the nonzero lines reaching a plateau at the end of iterations. Besides, two groups of nonzero spline coefficients are plotted in blue and orange.

Note that the spline technique is only used for approximation purpose and there is no ground truth tap-weight vector that can be compared with. In terms of the performance comparison, we can only compare the mean prediction error, as shown in Table I. Since the algorithm is still in the beginning stage of fitting and may not produce nearly convergent estimates during the first few hundreds iterations, only the prediction errors after instant time 400 are averaged. We can observe that both the mean and standard deviation of the prediction errors are smaller if we use group MCP regularizer.

|                   | Mean | Std  | Quantiles (2.5%, 97.5%) |
|-------------------|------|------|------------------------|
| Group Lasso       | 0.121| 0.767| (-0.986, 2.082)        |
| Group MCP         | 0.040| 0.656| (-0.693, 2.153)        |

**TABLE I**: Comparison of prediction error - summary statistics (from time index 400 to 1000)

### D. Parameter Tuning

Among all the algorithms we implement, there are three parameters that play important roles in determining our tracking performance, which are forgetting factor \( \lambda \), penalization level \( \gamma \) and Moreau envelope height \( \alpha \).

For RLS, both theoretical analysis and simulation studies suggest that \( \lambda = 1 \) yields the best performance in time-invariant systems. However, in our experimental settings from Section V-A and V-B, the locations of nonzero tap-weights change at some instant time and we do not need to memorize the previous nonzero locations after the change. Hence, we set \( \lambda = 0.99 \) to dampen the influence of signals from long

\[
\Lambda^{1/2}(n) = \text{diag}(\sqrt{n-1}, \sqrt{n-2}, \ldots, 1),
\]

where \( n \) is the length of the series.
time ago while preserving the best performance to the greatest extent.

For the sake of a fair comparison, we set \( \lambda = 0.99 \) in both SPARLS-\( \ell_1 \) and SPARLS-MCP algorithm. In SPARLS-\( \ell_1 \), we perform a grid search on \( \gamma \) under different SNR. And in SPARLS-MCP, we use the same \( \gamma \) as its \( \ell_1 \) counterpart and perform grid search on \( \alpha \). These grid searches were performed on a training dataset with known \( w(n) \) but the performance curves shown in this section have been obtained on a different dataset from the same statistical model. In spite of the fact that we are likely to end up with partially optimal choices of these parameters, there is little need for extra efforts as long as the superiority of newly proposed algorithm is demonstrated. In terms of the detailed information, the parameter choices are shown in Table II.

| SNR = 20dB | SNR = 30dB |
|-----------|-----------|
| Jake’s Model | \( \lambda = 0.99, \gamma = 10 \) \( \lambda = 0.99, \gamma = 30 \) \( \alpha = 0.5 \) \( \alpha = 0.5 \) |
| Volterra System | \( \lambda = 0.99, \gamma = 1 \) \( \lambda = 0.99, \gamma = 5 \) \( \alpha = 0.5 \) \( \alpha = 0.5 \) |

TABLE II: Parameter choices of forgetting factor \( \lambda \), penalization level \( \gamma \) and Moreau envelope height \( \alpha \) in Section V-A and V-B

VII. CONCLUSION

We developed a SPARLS-MCP algorithm for estimation of sparse tap-weight vectors in an online adaptive system. This algorithm uses EM update to recursively estimate the tap-weight vector based on streaming data and noisy observations. We presented theoretical results regarding the convergence and estimation error of the static least squares version of our algorithm. We studied the performance of the recursive version numerically. Simulation studies under various application scenarios show better performance for SPARLS-MCP compared to SPARLS-\( \ell_1 \) and conventional RLS in terms of MSE. Potential directions for future work include developing recursive extensions to other MCP-regularized sparse recovery methods, such as the ADMM-MCP of [14], and comparing the performance of such algorithms for tracking time-varying sparse models. Another possibility for future work is to develop a convergence proof for Algorithm 2, possibly using ideas from [23].

APPENDIX A

DERIVATION OF PROXIMAL OPERATOR OF GROUP MCP

Consider the minimization of:

\[
\mathcal{L}(w) := \frac{1}{2\xi^2} \|r - w\|_2^2 + \gamma \sum_{l=1}^{L} \rho_\alpha(\|w_l\|_2)
\]

where

\[
\rho_\alpha(\|w_l\|_2) = \begin{cases} 
\|w_l\|_2 - \frac{1}{2\alpha} \|w_l\|_2^2, & \|w_l\|_2 \leq \alpha \\
\frac{1}{2\alpha}, & \text{o.w.} 
\end{cases}
\]

and \( w^T = (w_1^T, w_2^T, \ldots, w_L^T) \) with \( w_l \in \mathbb{R}^{p_l} (1 \leq l \leq L) \).

Denote \( I_l \) as the \( l \)th column block of identity matrix \( I \) corresponding to the \( l \)th sub-vector in \( w \). Then, the objective can be rewritten as:

\[
\mathcal{L}(w) := \frac{1}{2\xi^2} \sum_{l=1}^{L} \| I_l (r_l - w_l) \|_2^2 + \gamma \sum_{l=1}^{L} \rho_\alpha(\|w_l\|_2)
\]

Similar to \( w_l \), \( r_l \) represents the \( l \)th sub-vector in \( r \).

(a) When \( \|w_l\|_2 > \alpha \), setting \( \partial \mathcal{L}/\partial w_l = 0 \) yields:

\[
\frac{1}{\xi^2} I_l^T (r - w) = 0
\]

\[
w_l = r_l
\]

Hence, \( \|r_l\|_2 = \|w_l\|_2 > \alpha \).

(b) When \( 0 < \|w_l\|_2 \leq \alpha \), setting \( \partial \mathcal{L}/\partial w_l = 0 \) yields:

\[
\frac{1}{\xi^2} (r_l - w_l) - \gamma \frac{w_l}{\|w_l\|_2} + \frac{\gamma}{\alpha} \frac{w_l}{\|w_l\|_2} \|w_l\|_2 = 0
\]

\[
\frac{1}{\xi^2} + \frac{\gamma}{\|w_l\|_2} - \frac{\gamma}{\alpha} \|w_l\|_2 = \frac{1}{\alpha^2} r_l^{(*)}
\]

Taking norm on both sides of Eq.\((*)\) helps us obtain \( \|w_l\|_2 \):

\[
\left( \frac{1}{\xi^2} + \frac{\gamma}{\|w_l\|_2} - \frac{2}{\alpha} \right) \|w_l\|_2 = \frac{1}{\xi^2} \|r_l\|_2
\]

\[
\|w_l\|_2 = \left( \frac{1}{\xi^2} \|r_l\|_2 - \gamma \right) \left( \frac{1}{\xi^2} - \frac{\gamma}{\alpha} \right)^{-1} = \alpha(\|r_l\|_2 - \gamma \xi^2) / (\alpha - \gamma \xi^2)
\]

Notice that by requiring \( 0 < \|w_l\|_2 \leq \alpha \), we have:

\[
\gamma \xi^2 < \|r_l\|_2 \leq \alpha
\]

Finally, substituting \( \|w_l\|_2 \) back into Eq.\((*)\) yields:

\[
w_l = \frac{\alpha}{\alpha - \gamma \xi^2} (1 - \frac{\gamma \xi^2}{\|r_l\|_2}) r_l
\]
(c) When $w_l = 0$, we need to have $0 \in \partial L(w_l)|_{w_l=0}$, where $\partial L(w_l)|_{w_l=0}$ is a subgradient of $L(w)$ with respect to $w_l$ evaluated at $w_l = 0$.

$$\partial L(w)|_{w_l=0} = -\frac{1}{\xi^2} I_T r + \gamma v,$$
where $\{v \in R^m | \|v\|_2 \leq 1\}$

Hence, by letting $0 = -\frac{1}{\xi^2} I_T r + \gamma v$, we obtain

$$r_l = \gamma \xi^2 v$$

Since $\|v\|_2 \leq 1$, we have

$$\|r_l\|_2 \leq \gamma \xi^2$$

Aggregating the results in (a), (b) and (c) leads to:

$$\tilde{w}_l = \begin{cases}
\frac{0}{\alpha - \gamma \xi^2} (1 - \frac{\gamma \xi^2}{\|v\|_2^2}) r_l, & \|r_l\|_2 \leq \gamma \xi^2 \\
\frac{\gamma \xi^2}{\|r_l\|_2} & \|r_l\|_2 > \gamma \xi^2
\end{cases} \quad (1 \leq l \leq L)$$
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