SAM: Semantic Attribute Modulation for Language Modeling and Style Variation
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Abstract

This paper presents a Semantic Attribute Modulation (SAM) for language modeling and style variation. The semantic attribute modulation includes various document attributes, such as titles, authors, and document categories. We consider two types of attributes, (title attributes and category attributes), and a flexible attribute selection scheme by automatically scoring them via an attribute attention mechanism. The semantic attributes are embedded into the hidden semantic space as the generation inputs. With the attributes properly harnessed, our proposed SAM can generate interpretable texts with regard to the input attributes. Qualitative analysis, including word semantic analysis and attention values, shows the interpretability of SAM. On several typical text datasets, we empirically demonstrate the superiority of the Semantic Attribute Modulated language model with different combinations of document attributes. Moreover, we present a style variation for the lyric generation using SAM, which shows a strong connection between the style variation and the semantic attributes.

1 Introduction

Language generation is considered as a key task in the artificial intelligence field [RD00]. The language modeling task aims to present the word distributions of text sequences and is considered as a degenerated text generation task, which generates only one word at each step. Traditional language generation approaches use phrase templates and related generation rules. For the language modeling task, the counting-based n-gram method is broadly used. These methods are conceptually simple but hard to generalize like humans.

Later on, Bengio et al. [BDVJ03] developed a feed-forward neural network language model and Mikolov et al. [MKB+10] used the recurrent neural network (RNN) to train a language model. With the benefits of the large-scale corpora and the modified gating functions, such as the long-short term memory (LSTM) [HS97] or the gated recurrent unit (GRU) [CGCB14], the recurrent neural network (RNN) has been demonstrated a good capability in modeling word probabilities and now is the most widely used method for language modeling and language generation [MKB+10; Gra13]. Nevertheless, RNN is often criticized for incapable of capturing the long-term dependency, resulting in losing the important contextual information. It has been shown that the RNN language models (RNNLMs) can be enhanced with some specific long-term contextual information, including document topics [MZ12; GVS+16; DWGP17], bag-of-words contexts [WC16], a neural cache [GU17], etc. Several specific text structure was considered in the RNNLMs, such as the hierarchical sentence sequences [LLY+15], tree-structured texts [TZH16] and dialog contexts [LL17; MBW17].

In the aforementioned models, only main text sequences were modeled but the vastly-accessible attributes of documents were ignored. Interestingly, the document attributes implicitly convey global contextual information of the word distributions and are vastly-accessible before reading the main texts in daily reading or speaking. Document titles are compact abstracts carefully chosen by authors and keynote speakers. Labels and tags are specific categories assigned by experienced editors. Authorships reflect writing styles. With these vastly-accessible attributes, one can predict word distributions better (see a concrete example in Figure. 1).

Moreover, from the generation perspective, several previous works generate the designed outputs from scratch or from a single semantic attribute [LVM15; SHB16; PT16; LGA16; KZC16; RJS17; HYL+17]. However, only a few semantic attributes were incorporated at the same time and were incapable to meet the huge complexity of the text generation task. In this paper, we consider a diversity of semantic attributes and use the attention mechanism to conjoin the semantic attribute as a joint embedding. Hence, the semantic attribute modulation brings
Google’s Computer Program Beats Lee Se-dol in Go Tournament

By CHOE SANG-HUN  MARCH 15, 2016

SEOUL, South Korea — Ending what was billed as the match of the century, a Google computer program defeated a South Korean master of Go, an ancient board game renowned for its complexity, in their last face-off on Tuesday.

a flexible way to generate texts because we can choose different combinations of these attributes. Due to the strong semantic information conveyed by the attributes, the text generations are interpretable with regard to the different combinations of the input attributes. With this flexibility, we can get a text style variation with replacements of semantic attributes. An interesting example is Please let Jason Mraz rewrite the lyric ‘Last Kiss’.

1.1 Our Proposal

In this paper, we present SAM, the Semantic Attribute Modulation for language modeling and style variation. We consider the vastly-accessible semantic language attributes and extract the attribute embedding. Specifically, we adopt two types of semantic attributes: the title attribute and the category attribute. For the title attribute, we use an RNN encoder to get the title embedding. For the category embedding, our model learns a shared embedding from the documents in the specific category. Then, we generate the outputs with an attention mechanism over a diversity of attribute embeddings.

The semantic attribute modulated (SAM) language model obtains better per-word prediction results than the vanilla RNNLM without SAM. The improved word predictions are highly related to the semantic attributes and therefore interpretable to humans. Moreover, we present the lyric generation task with lyric variation derived from semantic attributes. The text generation conditioned on the semantic attribute has a flexible attribute selection. With a learned attribute as a replaced input, we can get the output with the style variation. Interesting lyric style variations examples further demonstrate the flexibility of SAM.

In summary, our contributions are as follows:

• We present SAM, a Semantic Attribute Modulation, which incorporates a diversity of semantic document attributes, as a flexible language generation modulation input.

• By incorporating the Semantic Attribute Modulation, our language model gets better word prediction results on several text datasets. The better word predictions are highly related to the semantic attribute and hence is interpretable to humans.

• Based on our model, we present the stylistic variations of the lyric generation with a fake author attribute, which further demonstrates the flexibility of SAM.

2 Preliminaries

In this section, we first give a concrete example of semantic attributes and then list the related language generation models.

2.1 A concrete example of semantic attributes

We take an AlphaGo news article from the New York Times as a concrete example (Figure. 1). Given the title ‘Google’s Computer Program Beats Lee Se-dol in Go Tournament’, the main text words ‘Google’, ‘program’ and ‘Go’ could be predicted more easily. Given the author attribute ‘CHOE SANG-HUN’ who is a Pulitzer Prize-winning South Korean journalist, we can better predict the words ‘South-Korean’ and ‘Go’. That is to say, the

1A famous song by Taylor Swift.
semantic attributes are indicative of different aspects of the text generation, which motivate us to modularize the semantic attributes in the text generation models.

2.2 RNN-LM

Given a sequence of words $x = (x_1, x_2, \cdots, x_n)$, language modeling aims at computing its probability $P(x)$ by

$$P(x) = P(x_1, x_2, \cdots, x_n) = \prod_{i=1}^{n} P(x_i | x_{<i}),$$  

(1)

where $x_{<i}$ are the words ahead of $x_i$. We can use the recurrent neural network to build the word probabilities [MKB10]. At each time step $i$, the transition gating function $\phi$ reads one word $x_i$ and updates the hidden state $h_i$ as $h_i = \phi(w_i, h_{i-1})$, where $w_i = E^\top x_i$ is the continuous vector representation of the one hot input vector $x_i$ and $E$ is the embedding matrix. The probability of the next possible word $x^+$ in the vocabulary $V$ is computed by

$$p(\hat{x}_{i+1} = x^+) \propto \exp((W_h h_i + b)_x^+),$$  

(2)

where $W_h \in \mathbb{R}^{|V| \times d}$, $b \in \mathbb{R}^{|V|}$ are the affine weights and biases respectively and $d$ is the dimension of the hidden state $h_i$. Here the subscription $(*)_x$ specifies the specific column.

The RNN models were always criticized for their lacking capacity of the long-term sequential dependence, resulting in an unsatisfactory performance on modeling contextual information. Several previous works tried to capture the contextual information using the previous contexts. Let $f(x_{<i})$ be the contextual representation extracted from the contexts and the generation process of the RNNLM with $f(x_{<i})$ is

$$P(x) = P(x_1, x_2, \cdots, x_n) = \prod_{i=1}^{n} P(x_i | x_{<i}, f(x_{<i})).$$  

(3)

The previous context representation $f(x_{<i})$ can be extracted as the bag-of-words contexts [WC16], the latent topics [MZ12] and the neural network embedding [ICK15].

3 Semantic Attribute Modulation

Other than main texts, documents have semantic attributes, such as titles, authorships, tags, and sentiments, which convey important semantic information. In this section, we present SAM, the Semantic Attribute Modulation originated from an attention mechanism over a diversity of attributes. Then, we use SAM to do language modeling and style variation for language generation. Given the semantic attribute modulated representation $C$, the generative process of our model is $P(x_i | x_{0:i-1}, C)$, $i = 1, 2, \cdots, n$, where $x_i$ are the words in the same document.

3.1 Semantic Attributes

Due to the discrepant forms among the semantic attributes, we use two methods to extract the representations from semantic attributes.
3.1.1 Title Attributes

The title is often carefully chosen by the author and is a compact abstract of a document. Given an \( m \)-length title sequence \( y = (y_1, y_2, \ldots, y_t, \ldots, y_m) \), we use a recurrent neural network to extract the hidden state \( \vartheta_t \) of every title word \( y_t \) as

\[
\vartheta_t = \phi(E^\top y_t, \vartheta_{t-1}),
\]

where the dimension of the title word hidden state is \( \bar{d} \). Since the title words do not have equal contribution to the whole context embedding, we use an attention mechanism for the title attribute, and obtain the different title representation \( e_i \) for different main text words \( x_i \) as a weighted sum:

\[
C_i = \sum_{t=1}^{m} \alpha_{t,i} \vartheta_t,
\]

where \( \alpha_{t,i} \) is the attention value of the title word \( y_t \) for the main text word \( x_i \),

\[
\alpha_{t,i} = \frac{\exp(a(\vartheta_t, h_{i-1}))}{\sum_{t=1}^{m} \exp(a(\vartheta_t, h_{i-1}))},
\]

\( h_{i-1} \) is the hidden state of the previous time step in the main text and \( a \) is an attention function which scores how the title word \( y_t \) affects the main text word \( x_i \):

\[
a(\vartheta_t, h_{i-1}) = \vartheta_t M_f h_{i-1}.
\]

With this title attention, we automatically learn different importance weights of the title words for each main text word.

3.1.2 Category Attributes

Category attributes are commonly used in daily writing and speaking. Useful category attributes include document categories, authorships, sentiments, etc. We formulate the category attribute as a one hot vector \( o_k \) and the embedding of the category attribute is counted via an encoder of the one hot vector

\[
C_k = o_k \cdot e_k,
\]

where \( e_k \) is a weight matrix which maps the one hot vector to a continuous category embedding. We use the same embedding dimension for category attributes with the dimension of the title embedding as \( \bar{d} \).

3.2 Language Generation and Style Variation with SAM

With the above semantic embedding extractions, we obtain a set of semantic attribute embeddings \( \{C_k\} \). To leverage the importance of each attribute for a main content word \( x_i \), we adopt another semantic attribute attention mechanism to learn the semantic attribute embedding \( C_i \) for different main text words \( x_i \) as

\[
C_i = \sum_k \beta_{k,i} C_k,
\]

\[
\beta_{k,i} = \frac{\exp(b(C_k, h_{i-1}))}{\sum_k \exp(b(C_k, h_{i-1}))},
\]

where \( b(C_k, h_{i-1}) = C_k M \tilde{h}_{i-1} \) is an attention function which scores how the attribute \( k \) affects the main text word \( x_i \).

We incorporate the obtained semantic attributes into the RNN framework. By using an attribute attention mechanism, the transition of RNN hidden state \( h_t \) reads not only the current word but also the semantic attribute embedding \( C_i \). Specifically, we concatenate the semantic attribute embedding \( C_i \) and the input word embedding vector \( E^\top x \). Thus, the hidden states update as:

\[
h_i = \phi(w_i, h_{i-1}), w_i = [E^\top x_i, C_i].
\]

For the recurrent neural network function \( \phi \), we use the gated recurrent unit (GRU) [CGCB14]. The GRU cell has two gates and a single memory cell. They are updated as:

- update gate: \( z_i = \sigma(W_z w_i + U_z h_{i-1}) \)
- reset gate: \( r_i = \sigma(W_r w_i + U_r h_{i-1}) \)
- cell value: \( \tilde{h}_i = \tanh(W_h w_i + U_h h_{i-1} \odot r_i) \)
- hidden value: \( h_i = (1 - z_i)\tilde{h}_i + z_i h_{i-1} \)
where $\sigma$ is the sigmoid function and $\odot$ is the Hadamard product. Our model is trained by maximizing the log-likelihood of the corpus, using the back-propagation through time (BPTT) method [Bod02].

As can be seen in Figure 2, we build a Semantic attribute Modulated language generation model. Semantic attributes can be considered as the inputs for the designed generation outputs. By comparing the semantic attributes, the corresponding outputs are interpretable to users. Moreover, considering that some attributes reflect the text styles, we realize the text style variation by replacing with some other related attributes. We will give some generated variations of the typical lyrics in the experiment part.

| #training docs | PTB   | BBCNews | IMDB  | TTNews | XLYrics |
|----------------|-------|---------|-------|--------|---------|
| #training tokens | 1,780 | 75k     | 70k   | 3.6k   |         |
| #vocabulary    | 923k  | 890k    | 21m   | 30m    | 118k    |
| attribute(s)   | Category Title+Category Title Author+title Author+title |
| hidden size    | 200   | 1,000   | 1,000 | 1,000  | 1000    |

### 4 Discussions and Related Work

**Neural Machine Translation** Neural machine translation (NMT) uses the encoder-decoder network to generate specific response [CVMG$^{+}$14]. In NMT, the encoder network reads some source texts of one language and encodes them into continuous embeddings. Then the decoder network translates them into another language. NMT is also used to generate some poems after encoding some keywords [WHW$^{+}$16]. This is similar to our work as generating some texts given some useful attributes. The difference from them is that our work uses a semantic attribute attention modulation to extract the semantic embedding instead of an encoder-decoder framework.

**Contextual RNN** Our work is related to several contextual language modeling works. In [HCH16], the titles and the keywords were represented as bag-of-words and used it to build a conditional RNNLM model. But this work only involved text attributes but could not model the discrete attributes. Discrete attributes, such as review rates and document categories, were also used to control the content generation [TYC$^{+}$16]. The variational auto-encoder based model with a generator-discriminator scheme was also used for generating controllable texts [HYL$^{+}$17] but the input attributes are limited to be only discrete categories.

There are several major advantages of our paper over the above methods. First, we adopt a more diverse attribute set, including the widely used category attributes. The semantic information brings the interpretability of SAM. Second, we use better attribute representation method, including a semantic attention mechanism and we can get flexibility with the attention mechanism. Third, by replacing the semantic attributes, our model realize the style variation for the lyric generation.

| Words in the documents of the politics category |
|-----------------------------------------------|
| Improved                                      |
| to, be, ireland, bush, one, chairman, fiscal, week, in, or, plan |
| Alike                                         |
| both, general, many, both, but, is, N, in, been, the, said |
| Worse                                         |
| of, gm, stock, orders, law, jerry             |

| Words in the documents of the finance category |
|-----------------------------------------------|
| Improved                                      |
| exchange, share, group, third-quarter, soared, from, is, profit |
| Alike                                         |
| N,of, days, had, than, month, share, were, yield |
| Worse                                         |
| reported, analysis, all, yield, vehicles, economics, gm, currently |

### 5 Experiments

In this section, we first show that the Semantic Attribute Modulated language model gets better word predictions. The extensive qualitative analyses demonstrate the interpretability of the word predictions with regard to the input
attributes. We then give several examples of the lyric style variation with SAM, which shows the flexibility of SAM.

5.1 Datasets

We evaluate the proposed language model with semantic attribute attention on five different datasets with the different attribute combinations. Among these datasets, TTNews, XLyrics and the titles of IMDB are collected by ourselves. We have the future plans to release the collected corpora after resolving the copyright issues. For detailed statistics, see Table. 1.

**Penn TreeBank (PTB)** Penn TreeBank (PTB) is a commonly-used dataset for evaluating language models and its texts are derived from the Wall Street Journal (WSJ). We use the preprocessed corpus by MKB+11 and it has 929k training tokens with a vocabulary of size 10k. We use the LDA topic model to analyze the PTB corpus with the topic number as 5. We assign the label of one document as the topic assignment with the largest weight. The analysis of this category attribute and more discussions can be seen in Appendix A.

**BBCNews** BBCNews is a formal English news dataset and contains 2,225 BBC news articles collected by GSBT04. The BBCNews documents have 5 class labels: business, entertainment, politics, sport and technology.

**IMDB Movie Reviews (IMDB)** IMDB Movie Reviews (IMDB) is a movie review corpus [MDP+11] and has 75k training reviews and 25k testing reviews. Note that MDP+11 did not provide review titles and we collected the titles according to the provided web links.

**TTNews** TTNews is a Chinese news dataset crawled from the several major Chinese media. TTNews has 70,000 news articles with 30 million tokens and a vocabulary of size 40k. Each document contains the title and author annotations.

**XLyrics** XLyrics is a Chinese pop music lyric dataset crawled from the web. XLyrics has 4k lyrics, about 118k tokens and a vocabulary of size 3k.

5.2 Experimental Settings

We consider several variants of the proposed methods with different combinations of semantic attributes. In detail, we consider the language modeling with a) a category attribute, b) a title attribute and c) a title attribute plus a category attribute. In order to realize the style variation of the generations, we consider generating lyrics with an original title attribute and a fake author attribute.

We train a recurrent language model without any side information as a baseline method. We also report the results of a count-based n-gram model with the Kneser-Ney smooth method [CG96; Hea11].

For training, we use the ADAM method with the initial learning rate of 0.001 [KB14] to maximize the log-likelihood and use early-stop method based on the validation log-likelihood. The dimension of word embedding is

---

2 http://www.fit.vutbr.cz/~imikolov/rnnlm/simple-examples.tgz
3 http://mlg.ucd.ie/datasets/bbc.html
4 http://ai.stanford.edu/~psmi/intropreamble1/PrerenderUnicode[Em]ntopreamble]amaas/data/sentiment/
5 http://www.ynews.cn/, http://www.toutiao.com, http://www.huanqiu.com/, etc
6 http://www.xiami.com/song/1771862045?spm=alm1s.6639577.471966477.105.3HI96A
5.3 Language Modeling Word predictions

We first show that the Semantic Attribute Modulated language model gets better word predictions. Then we give some qualitative analysis to show the interpretability of SAM.

5.3.1 Language Modeling with Category-Attribute

Document categories are indicative of the discoursed topics and therefore of the distribution over words. We first consider applying language modeling with category attribute on two corpora, PTB and BBCNews. For the PTB dataset, we use the LDA topic model to analyze the semantic information and we set the category as the topic which has the largest weight in LDA for every document. The details of the PTB dataset pre-processing can be seen in Appendix A. For the BBCNews dataset, we use the news category labels provided as a discrete category attribute.

In Table 3, 5-Gram represents the count-based 5-gram model [CG96], RNN represents the conventional RNN model without any semantic attribute and SAM-Cat is our SAM model with a category attribute. As can be seen in the results, by adding a semantic category attribute, SAM-Cat outperforms the baseline models by achieving lower perplexities.

5.3.2 Language Modeling with Title-Attribute

Document titles are carefully chosen by the authors to summarize the document contents and attract the attention of readers. In this part, we incorporate the title attribute to take advantage of the implicit word distribution represented by the title. We use four corpora for this task. BBCNews and TTNews are two formal published corpora, IMDB is a movie review corpus and XLyrics is a lyric corpus.

We implement the 5-gram model and the conventional RNN model on the corpus without titles. RNN-State is the conventional RNNLM model with the title’s last hidden state as initialization. This means the title is considered as the first sentence but is not included in the prediction of per-word perplexities. RNN-BOW is the conventional RNNLM model incorporated with a bag-of-words representation of the title at each time step, which is a re-implementation of [HCH16]. The SAM-Title-Att method is the SAM model with the title attribute and the attention mechanism. By adding the title’s last hidden state to SAM-Title-Att as initialization, we get the SAM-Title-State-Att method.

We show the word prediction perplexity results in Table 4. The RNN-based models, with the title embedding, has better perplexity results. Moreover, SAM-Title is better than RNN-state because the added title information...
**Original Lyric**

Title: Last kiss  
Author: Taylor Swift

I still remember the look on your face/  
Lit through the darkness at 1:58/
The words that you whispered/  
For just us to know/  
You told me you loved me/  
So why did you go away?/  
Away/

I do recall now the smell of the rain/  
Fresh on the pavement/  
I ran off the plane/  
That July 9th/  
The beat of your heart

**Generated Lyrics with a fake authorship**

Title: Last kiss  
Fake Author: Jason Mraz

Oh my love is the only that is your head are your eyes are your beautiful beautiful/  
Beautiful beautiful beautiful beautiful/  
Before it go to get you feel my life right/  
Yeah yeah the day I feel bad/  
Are the words that you get from <UNK> to pretend you won't see me the/  
Turn to see how I need you/  
Always be here to me/  
I know you are not right now/  
But I am here to be your side/

Figure 4: Generated lyrics with the same title but a fake authorship. The original lyric is of the country style (left) and the generated lyric with a fake author is of the pop rock style (right).

**Original Lyric**

Title: Your Face  
Author: Xiaotian Wang

I heard some voices/  
Like the creek's sobbing/  
I saw she was leaving /  
Cannot conceal my sadness/  
I don't understand why you would get old as time goes by/  
Like this forgetful world ever had your name/

**Generated Lyrics with a fake authorship**

Title: Your Face  
Fake Author: Lovely Sisters

From today, I will see your soft eyes/  
Hear from you, in my heart/  
You say, I miss you, my love/  
You wanna know, whether I love you/  
I wish you know /  
Your first sight on me/  
is the love I give you/

Figure 5: Generated lyrics with the same title but a fake authorship. The original lyric is sentimental (left) and the generated lyric with a fake author is cheerful (right).

would disappear after several nonlinear gating functions. The attention-based title attribute performs better than the one without attention. This is because the attention mechanism provides the different importance weights for the title words.

Generally, our SAM model with title attribute performs better on BBCNews, compared with IMDB. We believe the result is caused by the different genres of these datasets. In order to make our title attribute useful, titles should be able to convey refined summaries of documents. BBCNews, as a formal news corpus written by professional journalists, usually has titles with higher quality than IMDB corpus.

**5.3.3 Language Modeling with Title-Author-Attribute**

In this part, we incorporate two different attributes, title, and author. We will demonstrate that these two attributes are complementary.

We use the semantic attribute attention to conjoin the two attributes and the suffix ‘Au’ means that this method incorporates the author categorical attribute and maintains the method notations used in the previous part. We show the word prediction perplexity results of several attribute combinations in Table. 4. For the TTNews and XLyrics datasets, we can see that incorporating both title and author attributes are better than the single one.
5.3.4 Qualitative Analysis on Interpretability of SAM

In order to discover why SAM-Cat outperforms traditional methods for the PTB dataset in Table. 3, we demonstrate the words in each category with the largest and the least perplexity changes in Table. 2. We mark the words which have a strong semantic information of the each specific category in bold. For example for the politics category, after adding the category attribute, the words which have the largest prediction improvement, are generally related to the politics, such as ‘Ireland’, ‘bush’ and ‘chairman’. The words, which have the largest prediction degeneration, generally have a semantic meaning but not related to the politics, such as ‘gm’, ‘stock’ and ‘orders’. The words, which have the least word prediction change, are generally function words, such as ‘both’, ‘many’ and ‘but’. The word prediction changes in other categories are similar with the politics category. We put the results of the finance category in Table. 2 and show the results of other categories in Appendix. B due to the space limit.

To further investigate how attention values control the importance weights of the attributes, we visualize some of the attention values in Figure. 3. The color depth shows the attention weights. The red rectangles show the title word ‘Microsoft’ has a large effect on the content words ‘software’ and ‘unauthorized’. The title word ‘move’ has a large effect on the content word ‘prove’. This example shows that the attention mechanism works as a flexible selection of the attributes.

5.4 Flexible Style Variation with SAM

Many downstream applications of the language modeling can be enhanced with the proposed semantic attributes. For machine translation, the semantic attributes could also be titles, authors, and categories. For the speech recognition task, the semantic attributes include the age and the dialect of the speaker. For language generation tasks, such as the question-answering and the poem/lyric generation, the possible attributes are titles, authors, and even styles.

We use the SAM model to perform lyric generation based and use both the title and author attributes. Given an original lyric, we generate a new one with the same title but a fake author. We get several amazing generation results and the differences between two are highly related to the title attribute. Here we give two concrete examples (one in Chinese and the other in English) and left more examples in Appendix. C.

For the English example in Fig. 4: The original lyric last kiss is a popular song by Taylor Swift which is of the pop country style. After changing the authorship to Jason Mraz, we generate a new love song which looks like a rock lyric. The styles of the two lyrics tally the styles of the two singers.

For the Chinese example in Fig. 5: The original lyric Your Face is a sentimental love song written by Xiaotian Wang which is recalling the past love. After changing the authorship to Lovely Sisters, a trending Chinese band, we generate a joyful love song about the happiness of falling in love.

6 Conclusion

In this paper, we propose SAM, the semantic attribute modulation for language modeling and style variation. The main idea is to take advantage of vastly-accessible and meaningful attributes to generate interpretable texts. Our model adopts a diversity of semantic attributes including titles, authors, and categories. With the attention mechanism, our model automatically scores the attributes in a flexible way and embeds the attribute representations into the hidden feature spaces as the generation model inputs. The diversity of the input attributes make the model more powerful and interpretable and the semantic attribute attention mechanism brings flexibility for the whole model. Extensive experimental demonstrates the effectiveness and the interpretability of our flexible Semantic Attribute Modulated language generation model.

In the future, we are interested in exploring more attributes which have semantic meaning for the language model task. In addition to the lyric generation task, other language generation tasks can also use our SAM model to utilize more semantic attributes. One possible example is to incorporate the geographic position attribute into the speech recognition task to model the dialects.
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Appendix A: Data Preparation of PTB

PTB is a commonly-used corpus benchmark for the language modeling task. We use the LDA topic model to extract semantic category attributes. Actually, adding a pseudo-category seems to be subtle for the language modeling task to see the words in advance and then predict them. We argue that the pseudo-category makes sense in the language modeling task evaluation for the following two reasons. First, we only add one discrete assignment for each document and there’s no straightforward word distribution information propagated. Second, in fact, the category assignments have strong semantic information and we can find real category assignments for other datasets. The semantic analysis is as follows.

For the PTB dataset, we set the topic number as 5 and set the largest topic weight assignment as each document’s category assignment. As can be seen in Table 5, the topic #0 focuses on the corporate finance, the topic #2 focuses on the politics, the topic #2 focuses on the managers, the topic #3 focuses on the stocking market and the topic #4 focuses on the daily news.

Table 5: Top words of 5 topics extracted from the PTB dataset

| Topic | Top words |
|-------|-----------|
| 0     | million billion share year company cents stock sales income revenue bonds profit corp. |
| 1     | its mr. federal company u.s. new government state court plan officials bill house |
| 2     | market stock trading prices stocks investors new price big index friday rates markets traders |
| 3     | its company mr. inc. new co. corp. president chief executive says group chairman business vice |
| 4     | mr. says when people years new time president work first few think good want city know back |

Appendix B: More word predictions of the SAM-Cat on PTB dataset

In this part, we show some more word generations of our SAM-Cat model on the PTB dataset. We show that after adding the category attribute, we get more semantic word prediction improvements. In Appendix B, we show the results on the categories ‘stock’ and ‘managements’ in Table 6. We mark the words which have a strong semantic information of the each specific category in bold. After adding the category attribute, the words, which have the largest prediction improvement, are generally related to the category information. The words, which have the largest prediction degeneration, are generally have a semantic meaning but not related to the category information. The words, which have the least word prediction change, are generally function words.

Table 6: Word predictions that is improved, alike and worse after adding category attribute in categories ‘corporate finance’, ‘managers’ and ‘stock market’

| Words in the documents of the stocking category |
|-----------------------------------------------|
| Improved                                      |
| co, operating, an, markets, considered, commercial, stake |
| Alike                                         |
| N, usa, the is, these, discussion, at, the, chicken |
| Worse                                         |
| offering, million, money, read, communications, lines, issues, city |

| Words in the documents of the management category |
|--------------------------------------------------|
| Improved                                        |
| market,about,results,orders, trading, dow, portfolio, price, market |
| Alike                                           |
| N, likely, of, prepared, southeast, futures, see, group, the |
| Worse                                           |
| bear, totaled, optimistic, executive, chief, manufacturers, about |
We were both young when I first saw you
I close my eyes and the flashback starts
I'm standing there on a balcony in summer air
See the lights, see the party, the ball gowns
See you make your way through the crowd
And say hello
Little did I know
That you were Romeo, you were throwing pebbles
And my daddy said, "Stay away from Juliet"
And I was crying on the staircase
Begging you, please, don't go

love story as long as i love you when love
and you wont words for me i feel if he can
i dont mind things and i can make
i loves you cause that i can make it
my lights are above in a <unk> of war
and i was <UNK> in the blood love of me
so i hurt me like a <UNK>
i feel like <UNK> on a <UNK> again
chorus i know you know it on over
through of the

When a girl can't be herself no more
I just wanna cry, I just wanna cry for the world
When a girl can't be herself no more
I just wanna cry, I just wanna cry for the world
In the morning from the minute that I wake up
What if I don't want to put on all that make up?
Who says I must conceal what I'm made of?
Maybe all this Maybelline is covering my self-esteem
Whose job is it to straighten out my curves?

In the morning from the minute that I wake up
What if I don't want to put on all that make up?
Who says I must conceal what I'm made of?
Maybe all this Maybelline is covering my self-esteem
Whose job is it to straighten out my curves?

In the morning from the minute that I wake up
What if I don't want to put on all that make up?
Who says I must conceal what I'm made of?
Maybe all this Maybelline is covering my self-esteem
Whose job is it to straighten out my curves?

In the morning from the minute that I wake up
What if I don't want to put on all that make up?
Who says I must conceal what I'm made of?
Maybe all this Maybelline is covering my self-esteem
Whose job is it to straighten out my curves?

In the morning from the minute that I wake up
What if I don't want to put on all that make up?
Who says I must conceal what I'm made of?
Maybe all this Maybelline is covering my self-esteem
Whose job is it to straighten out my curves?

In the morning from the minute that I wake up
What if I don't want to put on all that make up?
Who says I must conceal what I'm made of?
Maybe all this Maybelline is covering my self-esteem
Whose job is it to straighten out my curves?
Original Lyric

Title: 忘情水
Author: 张学友

前尘往事成云烟
消散在彼此眼前
就连说过了再见
也看不见你有些哀怨
给我的一切你不过是在敷衍
你笑的越无邪
我就会爱你爱得更狂野
总在刹那间
有一些了解
说过的话不可能会实现
就在一转眼 发现你的脸

Generated Lyrics with a fake authorship

Title: 忘情水
Fake Author: 周杰伦

微笑看这杯人
再见一片往
那剩得就看得寂的
甜蜜的星
成真的温柔
可惜 也曾经快乐
说一次眼睛到跑 那无言 给你的脸
当我到学的去