Ferromagnetic Quantum Critical Point Avoided by the Appearance of Another Magnetic Phase in LaCrGe$_3$ under Pressure
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The temperature-pressure phase diagram of the ferromagnet LaCrGe$_3$ is determined for the first time from a combination of magnetization, muon-spin-rotation and electrical resistivity measurements. The ferromagnetic phase is suppressed near 2.1 GPa, but quantum criticality is avoided by the appearance of a magnetic phase, likely modulated, AFM$_Q$. Our density functional theory total energy calculations suggest a near degeneracy of antiferromagnetic states with small magnetic wave vectors $Q$ allowing for the potential of an ordering wave vector evolving from $Q = 0$ to finite $Q$, as expected from the most recent theories on ferromagnetic quantum criticality. Our findings show that LaCrGe$_3$ is a very simple example to study this scenario of avoided ferromagnetic quantum criticality and will inspire further study on this material and other itinerant ferromagnets.

Systems with a quantum phase transition (QPT), a phase transition that occurs at 0 K, have revealed a wide variety of enigmatic phenomena. The case of the paramagnetic to ferromagnetic (PM-FM) QPT itself can lead to various phase diagrams with the occurrence of tricritical wings [1–3], a quantum Griffiths region [4, 5], superconductivity [2, 6–9], or non-Fermi liquid behavior [10]. Several theories have been proposed to explain these intriguing effects [11–14]. Current theoretical proposals suggest that a continuous PM-FM QPT is not possible in clean, fully ordered, systems. Instead, the transition can be of the first order, or a modulated magnetic phase can appear [15–21]. In this Letter, we identify a new system, the compound LaCrGe$_3$, where a continuous PM-FM QPT under pressure is avoided by the appearance of a magnetic phase, most likely a modulated phase characterized by a small wave vector $Q$. LaCrGe$_3$ provides a clean example of a simple 3$d$-shell transition metal system in which such a phase appears.

Long-wavelength correlation effects are essential to the appearance of the modulated magnetic phase (AFM$_Q$) which is, therefore, characterized by a small wave vector $Q$ [15]. In order to study such phases experimentally, it is necessary to identify a system with a FM state that can be tuned to a QPT using a clean tuning parameter. When chemical substitutions are used to drive the PM-FM transition to 0 K, defects (and sometimes even changes in band filling) are inevitably introduced. Such quenched disorder is expected to smear the QPTs [13]. Pressure is considered as one of the cleanest parameters to tune a system towards a QPT but usually limits the number of experimental techniques that can be used to probe an eventual new phase. In this study, resistivity measurements are used for a precise mapping of the temperature-pressure phase diagram of LaCrGe$_3$. We combine these with magnetization and muon-spin-rotation ($\mu$SR) measurements that probe the new phase AFM$_Q$ and show that AFM$_Q$ has a similar magnetic moment as the FM phase but without net macroscopic magnetization. Finally, using thermodynamic considerations as well as total energy calculations, we show that there is a near degeneracy of AFM ordered states near 2 GPa that can allow for the evolution of an ordering wave vector from $Q = 0$ to $Q > 0$. Taken together, these data firmly establish LaCrGe$_3$ as a clear example of avoided ferromagnetic quantum criticality by the appearance of modulated magnetic phase.

LaCrGe$_3$ crystallizes in the hexagonal BaNiO$_3$-type structure [space group $P6_3/mmc$ (194)] [22, 23]. At ambient pressure, LaCrGe$_3$ is ferromagnetic below the Curie temperature $T_C = 85$ K [24] with an ordered magnetic moment at low temperature of $1.25 \mu_B$/Cr aligned along the $c$ axis [23, 24]. This rather small value of the magnetic moment compared with the effective moment above $T_C$ ($\mu_{eff} = 2.4 \mu_B$/Cr) suggests some degree of delocalization of the magnetism [24, 25] in agreement with band-structure calculations [22].

Figure 1(a) shows the temperature-pressure phase diagram of LaCrGe$_3$ obtained from resistivity, magnetization, and $\mu$SR measurements which will be described below. The ferromagnetic phase is suppressed at $p = 2.1$ GPa and a modulated magnetic phase labeled AFM$_Q$ is observed for $1.5 < p < 5.3$ GPa. The very steep pressure dependence of $T_C$ near 2.1 GPa and the abrupt doubling of the residual ($T = 2$ K) resistivity shown in Fig. 1(b) suggest that the FM-AFM$_Q$ transition is of the first order. Indeed, the Clausius-Clapeyron relation imposes that $dT_C/dp$ tends to infinity for a first-order tran-
position at \( T = 0 \) K, and a peak in the resistivity rather than a discontinuous step is expected for a second-order quantum phase transition [26–28]. The discontinuous step disappears near 40 K [29] above which the resistivity isotherms are a continuous function of pressure. Therefore, there exists a tricritical point near 40 K below which the FM-AFM\( Q \) transition is of the first order. The merging of the three transition lines (FM-AFM\( Q \), FM-PM, and AFM\( Q \)-PM) is called the Lifshitz point [52].

The suppression of the FM phase with applying pressure can be seen directly from the magnetization measurements (Fig. 2). The FM phase is revealed by a sharp increase of the magnetization upon cooling below \( T_c \). The pressure evolution of the transition can be followed up to 1.95 GPa. At 2.2 GPa, no FM transition can be observed.

A similar decrease of \( T_c \) is observed in the \( \mu \)SR experiments. The \( \mu \)SR spectra obtained in zero field at 5 K are shown in Fig. 3(a) from which we obtain the internal field at the muon site \( B_{\text{int}} \) [Fig. 3(b)]. Another set of spectra shown in Fig. 3(c) is measured with a weak transverse field \( \mu_0 H = 10 \) mT from which the relaxation from the pressure cell contribution \( \lambda_{\text{PC}} \) was obtained [Fig. 3(d)]. For \( p < 1.4 \) GPa, a simultaneous increase of \( B_{\text{int}} \) and \( \lambda_{\text{PC}} \) can be observed upon cooling through \( T_c \), indicating that the sample is ferromagnetic and induces a field in the pressure cell body. At 1.78(1) GPa, the increase is no longer simultaneous, which corresponds to the pressure range where the AFM\( Q \) phase has a higher transition temperature than \( T_c \). Above 2.1 GPa, the ferromagnetic phase is completely suppressed: no field is induced around the sample so that no additional depolarization of the muon spin polarization from the cell body is measured [Figs. 3(c) and 3(d)]. However, the AFM\( Q \) phase transition is still observed as an increase of \( B_{\text{int}} \) upon cooling [Fig. 3(b)], demonstrating that the AFM\( Q \) phase is magnetic in nature. It is important to note that the internal field at the muon site at low temperatures does not change significantly with pressure. In particular, it is nearly unchanged between the FM and the AFM\( Q \) phase. This is consistent with the AFM\( Q \) phase having similar ferromagnetic planes as the FM phase but with a modulation (wave vector \( Q \)) so that there is no macroscopic magnetization.

We show the temperature dependence of the resistivity of LaCrGe\( _3 \) at representative pressures in Fig. 4(a) and the corresponding temperature derivatives in Fig. 4(b). The PM-FM transition, which later becomes the AFM\( Q \)-FM transition, is revealed as a sharp increase in \( dp/dT \) upon cooling (e.g., at 0 GPa), which progressively evolves into a sharp peak (e.g., at 1.23 GPa). Below the PM-FM transition at 0 GPa, a broad maximum is observed in \( dp/dT \) [gray triangle in Fig. 4(b)], whereas no corresponding anomaly can be observed in magnetization (Fig. 2), internal field (Fig. 3), or specific heat [24]. This may correspond to a crossover within the ferromagnetic
FIG. 3. (a) Zero field μSR spectra at 5 K and various pressures. The solid lines are fits using Eqs. (1)-(3) in Ref. [29]. (b) Temperature dependence of the internal field at various pressures. (c) μSR spectra at 5 K in a weak transverse field \( \mu_0 H = 10 \text{ mT} \) at various pressures. The solid lines are fits by using Eq. (4) in Ref. [29]. (d) Temperature dependence of the pressure cell relaxation \( \lambda_{PC} \) at various pressures.

state as observed in the superconducting ferromagnet UGe_2 [3, 53]. The PM-AFM_Q transition is revealed as a small bump in \( \rho(T) \) upon cooling, which is better seen as a kink in \( dp/dT \) (e.g., at 1.92 GPa and at 2.27 GPa in Fig. SI.3 [29]). This is often characteristic of a modulated magnetic order (spin-density wave) as a small gap in the density of states opens around a nesting vector of the Fermi surface. With the disappearance of the AFM_Q-FM transition above 2.1 GPa, a sharp decrease in \( \rho(T) \) upon cooling is observed (another peak in \( dp/dT \)) that probably indicates a transition to a state with another \( Q \) vector in the AFM_Q phase (e.g., at 2.65 GPa). Above 3.7 GPa, this sharp decrease seems to become broader (e.g., at 4.57 GPa). These other anomalies within the AFM_Q phase are compatible with a temperature and pressure dependence of the wave vector \( Q \). The PM-AFM_Q transition can still be seen at 4.57 GPa but not at 6 GPa [Fig. 4(b)], and we estimate that the AFM_Q phase is suppressed around 5.3 GPa where a minimum is also observed in the low-temperature resistivity [Fig. 1(b)].

We now discuss the implication of the very peculiar phase diagram of LaCrGe_3. When the FM-AFM_Q transition is of the second-order near the Lifshitz point, the order parameter must change continuously between these two phases; i.e., the magnetization \( M_Q \) vanishes, whereas the staggered magnetization \( M_Q \) increases continuously. A possibility is to have the magnetic \( Q \) vector varying continuously at the transition from \( Q = 0 \) to \( Q > 0 \). In essence, the internal field would not change on a few Å level, but, as soon as \( Q \) becomes finite, the average of the magnetization over the magnetic unit cell becomes zero. In this case, the \( Q \) vector would take very small values near the FM-AFM_Q transition and grow to larger values deeper in the AFM_Q phase. Within the AFM_Q region of the phase diagram, the \( Q \) vector can change with pressure and temperature, but at a given temperature and pressure value, the sample has a given \( Q \) vector. As the system evolves away from the Lifshitz point, it is likely that the \( Q \) vector will “lock” at some specific values at low temperature which is consistent with a transition to other phases with different wave vectors. Within the AFM_Q region of the phase diagram, the \( Q \) vector can change with pressure and temperature, but at a given temperature and pressure value, the sample has a given \( Q \) vector. As the system evolves away from the Lifshitz point, it is likely that the \( Q \) vector will “lock” at some specific values at low temperature which is consistent with a transition to other phases with different wave vectors. Within the AFM_Q region of the phase diagram, the \( Q \) vector can change with pressure and temperature, but at a given temperature and pressure value, the sample has a given \( Q \) vector. As the system evolves away from the Lifshitz point, it is likely that the \( Q \) vector will “lock” at some specific values at low temperature which is consistent with a transition to other phases with different wave vectors.

Figure 5 shows the calculated enthalpy difference \( \Delta H = H_Q - H_{\text{nonmagnetic}} \) as a function of the magnetic wave vector \( Q \) along the \( c \) axis for different pressures.
Because of the rapid increase of computational resources and time with the system size (number of atoms), we limited our calculations to $Q = 1/12$ reciprocal lattice units (r.l.u.), which contains 120 atoms in the unit cell. We can see clearly from Fig. 5 that at 0 GPa, the ferromagnetic ($Q = 0$) state is stable. With increasing pressure, the FM state becomes less stable compared with states with small but finite $Q$ values. At 2 GPa, the various states with $Q < 1/4$ r.l.u. are nearly degenerate. First-principles density functional theory results are at 0 K so that a small thermal smearing out of the enthalpy levels at finite temperature would make these states degenerate. These results are in agreement with a continuous evolution from $Q = 0$ to $Q > 0$ at finite temperature (near the Lifshitz point), whereas, at 0 K, the wave vector may jump discontinuously to a finite value. At 2 GPa, we found that $Q$ is at most $1/4$ r.l.u. whereas it could become $1/2$ r.l.u. at 12 GPa, although a nonmagnetic ground state is within the error of the calculations (experimentally, we did not detect any anomaly above 5.3 GPa).

The calculations support very well the basic ideas that (i) the AFM states have long wavelength, (ii) the value of $Q > 0$ can change with pressure and temperature, and (iii) the Cr moment does not change significantly at the FM-AFM transition (inset of Fig. 5).

The observed phase diagram of LaCrGe$_3$, where the ferromagnetic ordering is driven to a QPT with a clean tuning parameter such as pressure, agrees with many of the recent predictions from the theories of quantum criticality. This phase diagram is consistent with the interesting prediction that modulated magnetic phases with small finite wave vectors should appear. This scenario is based on soft particle-hole excitations, which are always present in metals [12]. The soft modes couple to the magnetization and their correlation functions diverge in the limit of vanishing wave vector $Q$. One possible outcome is that the PM-FM transition becomes of the first order near $T = 0$ K as observed in several compounds [1–3]. Another possibility, which seems revealed in LaCrGe$_3$, is that the ground state of the system is a modulated magnetic phase with a small-$Q$ wave vector that can vary with the tuning parameter such as spin-density wave and spiral phases [15–21].

Phases with small ordering vectors can also arise from competing exchange interactions between local moments [54] as used to explain the complex magnetic structures of some rare-earth metals [54, 55]. However, the applicability of such model to LaCrGe$_3$ is unclear because of the itinerant nature of the magnetism [22, 24]. In itinerant systems, spin density waves with a long period can form due to Fermi surface nesting at a small propagation vector near a ferromagnetic instability [56]. In this scenario, the nature of the QPT relies on detailed band-structure effects and seems less generic than the scenario based on soft particle-hole excitations [12]. In fact, determining whether the modulated magnetic phase is driven by quantum fluctuations or by electronic band dispersions is difficult [17]. So far, most materials studied with a clean tuning parameter such as pressure have a complex magnetism. In the helimagnet MnSi, partial long-range order was observed under pressure [57]. In another helimagnet MnP, another magnetic phase also appears under pressure with superconductivity near the antiferromagnetic quantum critical point [9]. Kondo systems such as CeRuPO [58, 59] or the induced moment magnet PrPtAl [21] have shown evidence for a modulated phase. For those systems, a detailed comparison with band-structure calculations will be difficult since magnetism originates from rare-earth elements. LaCrGe$_3$, a simple 3$d$ electrons system, with a simple ferromagnetic structure at ambient pressure, provides a unique opportunity for a quantitative comparison with band-structure calculations. Our results indicate that band-structure effects provide a trend toward the formation of small-$Q$
AFM phases in LaCrGe$_3$. The near degeneracy of different Q phases provides a relatively flat energy landscape allowing quantum fluctuations to play an important role in the selection of modulated phases.

To conclude, the discovery of a new magnetic phase in place of a ferromagnetic quantum critical point in LaCrGe$_3$ provides a clear example of avoided quantum criticality when a ferromagnetic transition is suppressed by a clean tuning parameter such as pressure. Our transport, thermodynamic and microscopic measurements under pressure strongly establish this phase diagram which is compatible with band-structure calculations as well as general predictions based on soft excitations. The results presented here pose a formidable challenge for both models as to provide enough quantitative predictions allowing us to distinguish band-structure or quantum fluctuation effects. Experimentally, the exact nature of the Q vector in the new magnetic phase at high pressure as well as its temperature and pressure evolution remain to be determined. Theoretically, it needs to be clarified when the ferromagnetic-paramagnetic transition becomes of the first order and when a new modulated phase will appear.
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