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Abstract: The large-scale adoption of fuel cells system for sustainable power generation will require the combined use of both multidimensional models and of dedicated testing techniques, in order to evolve the current technology beyond its present status. This requires an unprecedented understanding of concurrent and interacting fluid dynamics, material and electrochemical processes. In this review article, Polymer Electrolyte Membrane Fuel Cells (PEMFC) are analysed. In the first part, the most common approaches for multi-phase/multi-physics modelling are presented in their governing equations, inherent limitations and accurate materials characterisation for diffusion layers, membrane and catalyst layers. This provides a thorough overview of key aspects to be included in multidimensional CFD models. In the second part, advanced diagnostic techniques are surveyed, indicating testing practices to accurately characterise the cell operation. These can be used to validate models, complementing the conventional observation of the current–voltage curve with key operating parameters, thus defining a joint modelling/testing environment. The two sections complement each other in portraying a unified framework of interrelated physical/chemical processes, laying the foundation of a robust and complete understanding of PEMFC. This is needed to advance the current technology and to consciously use the ever-growing availability of computational resources in the next future.
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1. Introduction

Nowadays, greenhouse gas emission reduction to keep global warming under control is the most urgent political target. According to the European climate policy, this means complete decarbonisation of the mobility sector by 2050, with several intermediate steps and emission targets [1,2]. While there is a strong trend to electrify passenger cars to fulfil future emission legislation, technical solutions for other mobility sectors, like long-haul transport, off-road applications, and air- and ship-traffic, are not straightforward [3]. The requirement of a high amount of stored onboard energy in conjunction with the weight and volume of current battery solutions necessitates research on alternatives.

Many European Union countries mention sustainable hydrogen production as an important solution to store and distribute the volatile excess energies from sun and wind power plants. Besides reformer processes based on the water–gas shift reaction, electrolysis of water is considered the most sustainable production path of “green” hydrogen as long as the energy supply is covered by CO₂-free sources. The hydrogen can be used, on the one hand, for reconversion to electricity to overcome the “dark doldrums”, which designates...
phases of insufficient wind and sun exposure to stabilise the electric grid and, on the other hand, to act as an energy source for mobile applications.

The conversion of hydrogen’s chemical energy to mechanical energy can be realised with internal combustion engines or fuel cell/electric motor compounds. While the debate about which technology will prevail is still ongoing, the fuel cell solution has indisputable advantages in terms of conversion efficiency and local pollutant emissions. It is therefore considered a promising concept for mobile applications with high energy demands. The polymer electrolyte membrane fuel cells (PEMFCs) are particularly suitable due to their high power density, high efficiency and low operating temperatures. They consume hydrogen at the anode and oxygen from the air at the cathode and convert the chemical energy to electric power output. The product, and only exhaust, is pure water. The gases are distributed over the cell’s active area according to the flow field that is induced by the imprinted channel topology of the bipolar plates (BPP). The gases flow through the porous gas diffusion layer structures (GDLs) to the catalyst layers (CLs), where the electrochemical reactions occur. The electrolyte separates the anode and cathode compartments but enables the conduction of hydronium ions from the anode to the cathode. The polymer membrane needs to be hydrated to ensure proper conduction properties. Therefore, the water management of a low-temperature PEMFC is crucial for high performance. Sketches of a typical PEMFC assembly with its components and of the electrochemical reactions developing at CLs is reported in Figure 1a,b, respectively.

![Figure 1. Left (a): component of a PEMFC, elaborated from [4]. Right (b): sketch of electrochemical reactions and species transport, elaborated from [5].](image)

For the research and understanding of the processes happening inside of fuel cells, mathematical models were developed. Springer et al. [6] and Bernardi [7] developed the first 0D/1D mathematical models. In the following, more sophisticated 3D models were proposed to investigate the influence of liquid water [8]. Due to the continually increasing computational power, 3D-CFD simulations were successfully applied to fuel cell research during the last years. The CFD-simulation offers the possibility to analyse effects occurring inside a fuel cell with high spatial resolution, i.e., liquid water distribution, local species concentrations and the cell’s current distribution. However, the outcome of a typical CFD-model strongly relies on a huge number of material data and properties, which are usually unknown. The porosity and tortuosity of the GDL or the exchange current density of the cathode catalyst layer are just arbitrary examples to clarify the challenge. Therefore, assumptions must be made or sensitivity investigations must be carried out to gain the confidence of the model’s physical adherence.
The current work focuses on the modelling approaches for CFD simulation of PEM fuel cells and their validation. A short overview of electrochemistry is given in Section 2. In Section 3, the modelling methods of gas channels, GDLs, CLs and membrane can be found. Section 4 focuses on measurement techniques that are suitable to validate CFD models. First, the measurement methods to investigate the whole fuel cell stack are mentioned. In the second part of this section, the measurement techniques to obtain the most crucial material parameters with a significant impact on the overall solution are specified.

2. Electrochemistry

Fuel cells are energy conversion systems that convert the chemical energy of fuel into electrical energy via electrochemical reactions. This is obtained by the simultaneous development of two separate electrochemical reactions.

On the anode side, the hydrogen molecule reacts at the active sites of the anodic catalyst layer and separates into two electrons ($e^-\)$ and two protons ($H^+$), completing the Hydrogen Oxidation Reaction (HOR; Equation (1)). The electrons are driven by the potential gradient to the external circuit, originating the electric current useful to produce external work, while the protons migrate into the membrane (electrolyte) towards the cathode side. Here, the two $H^+$ ions (from the membrane) and the two $e^-$ from the external circuit react with the supplied oxygen molecule to form water and waste heat. This is the Oxygen Reduction Reaction (ORR; Equation (2)).

$$H_2 \rightarrow 2 H^+ + 2 e^- \tag{1}$$

$$\frac{1}{2} O_2 + 2 H^+ + 2 e^- \rightarrow H_2O \tag{2}$$

Therefore, the overall reaction of the cell is the hydrogen oxidation (Equation (3)), for which the two half-reactions develop on the internal surface of the catalyst layers, separated by the electrolyte membrane.

$$H_2 + \frac{1}{2} O_2 \rightarrow H_2O \tag{3}$$

This is equivalent to the hydrogen combustion reaction where the heat released (enthalpy variation) is the heating value. However, a portion of this energy is not convertible into work due to the entropy production, leaving the variation of Gibbs free energy for useful work. The expression of the theoretical reversible cell potential $E_{\text{rev}}$ (Equation (4)) can be obtained from Gibbs free energy, entropy and temperature at reference conditions, and from the partial pressures of reactants/products. In an ideal case, this would be the cell potential regardless of the amount of produced current. However, in the real cases it represents the open circuit voltage (OCV) value, i.e., when no load is connected. When current is flowing, irreversible voltage losses are present (also known as overpotentials, related to activation, Ohmic and mass transfer losses) and their sum is known as the cell overpotential $\eta_{\text{cell}}$. The relationship between the cell voltage, the reversible voltage and the cell overpotential is given by Equation (5).

$$E_{\text{rev}} = \frac{G_{\text{ref}}}{2F} + \frac{S_{\text{ref}}}{2F} (T - T_{\text{ref}}) + \frac{RT}{2F} \ln \left( \frac{P_{H_2} P_{O_2}^{0.5}}{P_{H_2O}} \right) \tag{4}$$

$$E_{\text{cell}} = E_{\text{rev}} - \eta_{\text{cell}} \tag{5}$$

3. Modelling Methods for CFD Simulation of PEM Fuel Cells

3.1. Governing Equations

The governing equations for multidimensional PEMFC models express the general conservation principles common to any CFD simulation, i.e., conservation of mass, mo-
momentum, energy, species and charge. However, special modelling treatments dedicated to fuel cells are common to the most widespread models. These can be resumed in the following:

- **Laminar**: A common assumption in the numerical modelling of PEMFC is the consideration of laminar flows. This hypothesis is well justified by the typical velocity ranges in the gas channels (GC), with Reynolds number $Re \sim 1 \times 10^2$, further reduced in porous materials due to flow resistance.

- **Steady State**: The typical time-scales for PEMFC testing are in the order of minutes, thus justifying the assumption. For this reason, the governing equations presented in this paper are in the steady-state form. However, PEMFC testing cycles [9] and related transient simulations [10] are seeing a growing interest, as well as physical phenomena developing on relatively long time-scales $\delta_t$ (e.g., finite sorption rates with $\delta_t \sim 100–1000$ s [11,12]).

- **Multi-physics**: All the models aiming at simulating processes in a PEMFC (or in a portion of it) include more than one component. Therefore, solid parts with different physics and macroscopic properties (e.g., GDL, CL and/or BPP) will be present alongside fluid continua, requiring dedicated modifications (source terms, material properties) to each equation.

- **Multi-phase**: Despite the fact that, in the following part of this section, a so-called single-phase approach will be presented, this is to be intended for fluid modelling in GC, GDL and CL. The dissolved water in the membrane (i.e., its presence in isolated clusters of molecules) is always accounted for, therefore introducing more than a single water phase in the simulation.

- **Macro-homogeneous**: All cell-scale models express the morphological/structural characteristics of solid parts via averaged (or effective) quantities, e.g., porosity, tortuosity, thermal/electrical conductivity, etc. With particular regard to porous parts (GDL and CL), the real fibrous structure is not directly modelled, and its effect is replaced by the use of calibrated integral properties. This allows great computational efficiency when simulating cell/stack domains.

In this context, a major role is played by the modelling of water and of its phase state, whose transport is a key trait for high-quality PEMFC 3D-CFD simulations. The interconnection between electrochemical kinetics, water content and liquid/vapour presence frames this sub-topic as a core problem. It involves all PEMFC parts (excluding solid BPP): CL are the production sites for $H_2O$, porous GDL have the twofold task to remove waste $H_2O$ and delivering vapour $H_2O$ in humidified streams for adequate membrane hydration, the membrane hosts multiple water transport mechanisms (e.g., back-diffusion and electro-osmotic drag) and presents fundamental properties largely influenced by water content (e.g., $\sigma_{eff}$). In [5], the water states and the transport mechanisms for each component are exhaustively reviewed, presenting the different nature and their interconnection. In flow channels and porous materials (GDL and CL), water is transported via convection/diffusion mechanisms, with the additional complexity of its adherence to walls in porous materials. This is synthesised by the contact angle $\theta$, and hydrophobic materials ($\theta > 90^\circ$) are preferred for lower transport losses. The effect is the presence of a capillary force, which can be seen as an additional momentum loss term, for which Leverett equations [13] are commonly used, although efforts for alternative formulations are proposed in [14,15].

The importance of water management is demonstrated by common PEMFC designs, e.g., the counterflowing anode/cathode streams are based on the desire to utilise the high water concentration at the cathode outlet to hydrate the membrane in the anode inlet proximity via water back-diffusion. Another example is the choice between straight-parallel and serpentine gas distributors [16], with the former excelling in reduced pressure losses for reactants delivery while the latter optimising water removal. Such designs are motivated by water handling issues; therefore, they testify the relevance of an accurate
modelling of water management if 3D-CFD simulations are to be used alongside testing for design guidance of future PEMFC power systems [17–19].

In low-temperature PEMFC (conventionally operating between 60–80 °C at ambient or minimally pressurised levels), water condensation is always possible. From a numerical point of view, the presence of a multi-phase fluid implies the need for an adequate modelling approach. Conversely, the ease of water management is one of the main favourable aspects of the High-Temperature PEMFC (HT-PEMFC; operating \( T > 100 \, ^\circ \text{C} \)), for which water is only present in single-phase gaseous form [20–23].

In the next paragraphs, the most common techniques are grouped and described (MMP, EMP and VOF). Another possible grouping for water management models is presented in [24], identifying (I) models aiming at simulating the water transport within the membrane [6,25], (II) cell-scale CFD models assuming a uniform membrane water content (e.g., fully hydrated) and (III) comprehensive models combining the previous two categories to provide a cell-scale representation of water transport including membrane/CL phenomena.

Alongside these approaches, mainly dealing with fluid treatment and water phase management, ionomer specific transport mechanisms are present at CL and membrane, i.e., electro-osmotic drag (from anode to cathode), back-diffusion and hydraulic permeation (from cathode to anode). Their relevance cannot be underemphasised as water concentration is a promoter of \( \text{H}^+ \) transport (hence increasing the charge conductivity) via vehicular/hopping mechanisms. Wu et al. [26] compared several approaches for water transport and formation in a non-isothermal single straight-channel \( \text{H}_2/\text{air} \) 3D-CFD model. They pointed out that water is formed in a dissolved phase at the CCL and that its evolution into a liquid water phase depends closely on the degree of saturation of the surrounding cathode gas stream.

3.1.1. Mixture Multi-Phase (MMP)

The Mixture Multi-Phase model (MMP) method assumes that the two fluid phases are miscible and at equilibrium, and their motion can be simulated as that of a unique continuum. This corresponds to an eulerian representation of low-saturated streams where isolated liquid droplets are transported by the bulk flow. This simplification implies that a single continuity, momentum and energy equation is solved for the eulerian mixture, and the phases subdivision (sharing the same mixture velocity \( \vec{u}_{\text{mix}} \)) is handled by a dedicated transport equation for the volume fraction and the phase relative velocity, or postprocessed via thermodynamic values (e.g., saturation tables).

The governing equations for the single-phase/MMP model are reported in Table 1 in steady-state form, and the related source terms are listed in Table 2.

The single-phase/MMP method represents the simplest comprehensive equation set to model the conservation and transport principles present in PEMFC, and it has largely contributed to the development of CFD in PEMFC [24,27]. In addition to the mentioned mixture fluid assumption, a further convenience of the single-phase/MMP equations is their application to all the domains present in PEMFC, with only part-specific modifications (e.g., source terms), thus rendering it a simple, unified and consistent model in terms of intra-component fluxes.

The main hypothesis of the presented framework is the allowance of a single fluid phase at equilibrium, i.e., liquid water is bundled in an averaged mixture fluid and not separately transported. This implies allowing saturation values higher than unity (super-saturation) to represent a vapour–liquid mist mixture of equal velocity (\( \vec{u}_{\text{mix}} \)), with evident ease of implementation. The single-phase/MMP method is largely used in 3D-CFD simulations of PEMFC [28–30], although it preserves adherence to physics only for low saturation levels. For high saturated conditions, not only the physical soundness is questioned, but also numerical issues arise due to the mass-averaging of phases of largely different densities (gaseous/liquid) in the momentum equation.
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Table 1. Steady-state form of the mixture multi-phase (MMP) governing equations from [5,24].

| Equation                        |
|--------------------------------|
| Mass                           | \( \nabla (\rho_{\text{mix}} \vec{u}_{\text{mix}}) = S_m \) |
| Momentum                       | \( \nabla \left( \frac{\rho_{\text{mix}} \vec{u}_{\text{mix}}}{\epsilon} \right) = -\nabla p + \rho \nabla \left( \frac{\vec{u}_{\text{mix}}}{\epsilon} \right) + \nabla \left( \frac{\vec{u}_{\text{mix}}}{\epsilon} \right) - \frac{2}{3} \rho \nabla \left( \frac{\vec{u}_{\text{mix}}}{\epsilon} \right) + S_u \) |
| Species                        | \( \nabla (\rho_{\text{mix}} Y_i \vec{u}_{\text{mix}}) = \nabla (\rho D_i^{eff} \nabla Y_i) + S_i \) |
| Energy                         | \( \nabla \left( \rho_{\text{mix}} \sigma^{eff} \vec{u}_{\text{mix}} \right) = \nabla \left( k^{eff} \nabla T \right) + S_T \) |
| Charge                         | \( \nabla \left( \rho_{\text{mix}} \epsilon^{eff} \vec{u}_{\text{mix}} \right) + S_{\Phi_e} = 0 \)  

\( \nabla \left( \rho_{\text{mix}} \sigma^{eff} \vec{u}_{\text{mix}} \right) + S_{\Phi_e} = 0 \)

Table 2. Source terms for the mixture multi-phase (MMP) governing equations from in [5,24].

| GC   | GDL | CL             | Solid Parts |
|------|-----|----------------|-------------|
| Mass | \( S_m = 0 \) | \( S_m = 0 \) | \( S_m = \sum S_i \) | \( \vec{u}_{\text{mix}} = 0 \) |
| Momentum | \( \epsilon = 0 \) | \( S_u = \left( -\frac{\mu}{\kappa_{\text{GDL}}} \right) \vec{u}_{\text{mix}} \) | \( S_u = \left( -\frac{\mu}{\kappa_{\text{CL}}} \right) \vec{u}_{\text{mix}} \) | \( \vec{u}_{\text{mix}} = 0 \) |
| Species | \( S_i = 0 \) | \( S_i = 0 \) | Anode H2: \( S_{H_2,a} = -\frac{b}{\kappa_{\text{H}}} M_{H_2} \) | Anode H2O: \( S_{H_2O,a} = -\nabla \left[ \frac{\mu_s}{\kappa_{\text{ef}} \text{f}} \nabla \Phi_e \right] M_{H_2O} \) |
|        |      |                | Cathode O2: \( S_{O_2,c} = -\frac{b}{\kappa_{\text{O}} M_{O_2}} \) | Cathode H2O: \( S_{H_2O,c} = \frac{k}{\kappa_{\text{H}}} M_{H_2O} + \nabla \left[ \frac{\mu_s}{\kappa_{\text{ef}} \text{f}} \nabla \Phi_e \right] M_{H_2O} \) |
| Energy | \( S_T = 0 \) | \( S_T = \frac{\rho}{k^{eff}} \) | Anode CL: \( S_T = j_a |\eta_{\text{act}}| + \frac{\rho}{\sigma^{eff}} + \frac{\rho}{\sigma^{eff}} \) | BPP: \( S_T = \frac{\rho}{\sigma^{eff}} \) |
|        |      |                | Cathode CL: \( S_T = j_c |\eta_{\text{act}}| + \frac{\rho}{k^{eff}} + \frac{\rho}{\sigma^{eff}} + \frac{\rho}{\sigma^{eff}} \) | Membrane: \( S_T = \frac{\rho}{\sigma^{eff}} \) |
| Charge | \( \Phi_s = 0 \) | \( \Phi_s = 0 \) | Anode CL: \( S_{\Phi_s} = -j_a \) | \( S_{\Phi_s} = j_a \) |
|        | \( \Phi_e = 0 \) | \( \Phi_e = 0 \) | Cathode CL: \( S_{\Phi_s} = j_c \) | \( S_{\Phi_s} = j_c \) |

The mass conservation (or continuity) equation in Table 1 can be ubiquitously solved if (I) in solid parts \( \vec{u}_{\text{mix}} = 0 \) is imposed and (II) in CL the source term \( (S_m, \text{Table 2}) \) accounts for the local creation/destruction of all species operated by electrochemical reactions and by the net water transport across the polymeric membrane. The momentum conservation equation inherits the \( \epsilon = 0 \) (in GC) and \( \vec{u}_{\text{mix}} = 0 \) (for solid parts) specification, while showing dedicated \( S_u \) in porous GDL and CL. In this context, they are commonly used to replicate the viscous and inertial contributions to flow resistance expressed by the Darcy–Forchheimer law [13]. Capillary effects can be added as additional momentum sources. The steady-state species conservation equation for the mass fraction \( Y_i \) of the \( i \)-th substance is expressed by a conventional advection–diffusion equation. It is applied without modifications in GC, GDL and solid parts, where no source terms are considered (\( S_i = 0 \)). However, \( S_i \) is proportional to the local volumetric current density \( j_a/j_i \) in CL for reactants/products (\( H_2 \) at anode, \( O_2 \) and \( H_2O \) at cathode), and the contribution of electro-osmotic driven diffusion in included \( S_{H_2O,a/c} \). An important addendum to the MMP method is that water is created/consumed from the single-phase fluid mixture, i.e., there is
no specification of the actual water phase in electrochemical reactions (dissolved), as it will be specified in Section 3.5.

The species diffusion term $D_i^{\text{eff}}$ is the conventional gaseous diffusion coefficient $D_i$ in gas channels, which is usually experimentally measured at reference conditions ($D_{i,0}$) and extrapolated to operating pressure and temperature as in Equation (6):

$$D_i(T, p) = D_{i,0} \left( \frac{T}{T_0} \right)^{1.5} \left( \frac{p_0}{p} \right)$$

The reference values for diffusion coefficients in [m$^2$/s] at reference conditions ($T_0 = 353$ K, $p_0 = 1$ atm) are $D_{H_2,0} = 1.1 \times 10^{-4}$, $D_{O_2,0} = 3.2 \times 10^{-5}$ and $D_{H_2O,0} = 7.35 \times 10^{-5}$. The effect of the material porosity on the species diffusion is accounted for by the Bruggeman correction [31], changing $D_{i,0}$ into $D_{i,0}^*$ as in Equation (7):

$$D_{i,0}^* = D_{i,0} \cdot \epsilon^{1.5}$$

However, in porous regions the Knudsen diffusion has to be considered alongside the molecular one, as the pore size for the fluid becomes comparable to the molecular mean free path. This is especially verified in the ultra-small pores of CL. The gas kinetic theory expresses the Knudsen diffusion coefficient $D_{i,K}$ as a function of the pore radius $r_p$ as in Equation (8):

$$D_{i,K} = \frac{2}{3} \left( \frac{8RT}{\pi M_i} \right)^{0.5} r_p$$

Therefore, the generic form of the effective diffusion coefficient $D_i^{\text{eff}}$ in Equation (9) includes both mechanisms:

$$D_i^{\text{eff}} = \left( \frac{1}{D_i} + \frac{1}{D_{i,K}} \right)^{-1}$$

The steady-state form of the energy equation considers the heat capacitance $\rho c_p$ of the material, which is modified into an effective heat capacitance $(\rho c_p)^{\text{eff}}$ for porous media including the solid phase heat capacitance $(\rho c_p)_s$ as in Equation (10). Heat generation via the Joule effect is localised in all the electric conductive components (GDL, CL and membrane), with an additional electrochemical reaction heating contribution for CL.

$$(\rho c_p)^{\text{eff}} = \epsilon (\rho c_p) + (1 - \epsilon) (\rho c_p)_s$$

The charge transport equation is divided into electrodes ($\epsilon$) and electrolyte ($\rho$) forms, considering the effective electrical and ionic (protonic) conductivity ($\kappa^{\text{eff}}$ and $\sigma^{\text{eff}}$, respectively), and a potential source term $S_{\Phi_s/e}$ modified only in the CL where electrochemical reactions develop. The volumetric electric current density $j$ [A/m$^3$] is typically calculated using Butler–Volmer kinetics equations, as it will be discussed in Section 3.5. Charge transport is prevented in fluid regions, acting as insulators ($\Phi_s/e = 0$), while materials for GDL and electrodes are excellent conductors. The use of the $^{\text{eff}}$ superscript refers to the macrohomogeneous approach for solid parts modelling, e.g., the porous and fibrous nature of GDL leads to an effective conductivity ($\kappa^{\text{eff}}$) different in value and in direction dependence than the solid material one ($\kappa_s$). A number of pioneering multidimensional CFD models for PEMFC rely in one form or another on this set of single-phase equations, such as in [32,33].

3.1.2. Eulerian Multi-Phase (EMP)

In the Eulerian Multi-Phase (EMP) model the two phases are independently transported via specific continuity, momentum and energy equations, and inter-phase closure is provided. For this reason, it is also named a two-fluid model. The number of equations makes the EMP method numerically expensive, although it preserves the highest adherence to
Table 3. Steady-state form of the eulerian multi-phase (EMP) governing equations from the works in [5,24].

| Equation          | Mass (gas) | Momentum (gas) | Species (gas) | Water (liquid) | Energy (gas) | Energy (liquid) |
|-------------------|------------|----------------|--------------|---------------|-------------|----------------|
| \( \nabla (\rho_\text{g} \bar{u}_\text{g}) = S_\text{m} \) | \( \nabla \left( \frac{\rho_\text{g} \bar{u}_\text{g} \bar{u}_\text{g}}{\epsilon (1-\alpha_\text{l})} \right) = -\nabla p_\text{g} + \mu_\text{g} \nabla \left( \frac{\bar{u}_\text{g}}{\epsilon (1-\alpha_\text{l})} \right) + \nabla \left( \frac{\bar{u}_\text{g}^2}{\epsilon (1-\alpha_\text{l})} \right) - \frac{3}{2} \mu_\text{g} \nabla \left[ \left( \frac{\bar{u}_\text{g}}{\epsilon (1-\alpha_\text{l})} \right) \right] + S_u \) | \( \nabla (\rho_\text{g} \bar{u}_\text{g}) = \nabla (\rho_\text{g} D_i^{\text{eff}} \nabla Y_i) + S_i \) | \( \nabla \left( \frac{\rho_\text{g} c_\text{p,gl}}{\text{eff}} \bar{u}_\text{g} T_\text{g} \right) = \nabla \left( k_i^{\text{eff}} \nabla T_\text{g} \right) + S_{T,g} \) | \( \nabla \left( \frac{\rho_\text{g} c_\text{p,gl}}{\text{eff}} \bar{u}_\text{g} T_\text{l} \right) = \nabla \left( k_i^{\text{eff}} \nabla T_\text{l} \right) + S_{T,l} \) | |

Table 4. Source terms for the eulerian multi-phase (EMP) governing equations from the works in [5,24].

| GC | GDL | CL |
|----|-----|----|
| Mass (gas)  | \( S_\text{m} = -S_{gl} \) | \( S_\text{m} = -S_{gl} \) | \( S_\text{m} = -S_{gl} + \sum_i S_i \) |
| Momentum (gas) | \( e = 0 \) \( S_u = 0 \) | \( S_u = \left( -\frac{\mu_\text{g}}{\kappa \text{mix}} \right) \bar{u}_\text{g} \) | \( S_u = \left( -\frac{\mu_\text{g}}{\kappa \text{mix}} \right) \bar{u}_\text{mix} \) |
| Species (gas) | \( S_i = 0 \) | \( S_i = 0 \) | Anode H₂: \( S_{H₂,a} = -\frac{\mu_\text{H}_2}{\kappa \text{mix}} M_{H_2} \) Anode H₂O: \( S_{H₂O,a} = -S_{gl} - S_{gd} \) Cathode O₂: \( S_{O₂,c} = -\frac{\mu_\text{O}_2}{\kappa \text{mix}} M_{O_2} \) Cathode H₂O: \( S_{H₂O,c} = \frac{\mu_\text{H}_2}{\kappa \text{mix}} M_{H_2O} - S_{gl} - S_{gd} \) |
| Water (liquid) | \( S_l = S_{gl} \) | \( S_l = S_{gl} \) | Anode H₂O: \( S_{H₂O,c} = S_{gl} - S_{ld} \) Cathode H₂O: \( S_{H₂O,c} = S_{gl} - S_{ld} \) |
| Energy (gas) | \( S_T = 0 \) | \( S_T = \frac{\bar{\tilde{p}}}{\kappa \text{eff}} + S_{gl} h_w \) | \( j_{a/fc} \left[ \eta_{a/fc} + T \frac{\Delta S_{a/fc}}{\epsilon f} \right] + \frac{\bar{\tilde{p}}}{\kappa \text{eff}} + \frac{\bar{\tilde{p}}}{\kappa \text{eff}} + S_{gl} h_w + S_{gd} h_{w,m} \) |
| Energy (liquid) | \( S_T = 0 \) | \( S_T = \frac{\bar{\tilde{p}}}{\kappa \text{eff}} + S_{gl} h_w \) | \( j_{a/fc} \left[ \eta_{a/fc} + T \frac{\Delta S_{a/fc}}{\epsilon f} \right] + \frac{\bar{\tilde{p}}}{\kappa \text{eff}} + \frac{\bar{\tilde{p}}}{\kappa \text{eff}} + S_{gl} h_w + S_{ld} (h_{w,m} - h_w) \) |

The source term \( S_\text{m} \) in the continuity equation for the EMP model accounts not only for gas-phase destruction/creation by electrochemical reactions in CL (as in the MMP), but also due to phase change (\( S_{gl} \) and \( S_{ld} \) representing the gas-to-liquid and liquid-to-dissolved transitions, respectively) in all fluid domains (GC, GDL, and CL). The momentum equation for the gas phase considers the gaseous superficial velocity (\( \bar{u}_\text{g} \)), and only gaseous-specific properties (e.g., \( \mu_\text{g} \)) are present, with the occupation of the liquid phase accounted for by its volume fraction \( \alpha_\text{l} \). A dedicated equation is present in the EMP model for the transport of liquid water, and the source term \( S_l \) accounts for the gas-to-liquid phase transition (\( S_{gl} \)). Differently than the MMP method, in the EMP approach the formation rate of each species (vapour/liquid) is explicitly accounted for, as well as the effect of phase transition (e.g., latent heat of evaporation). Both in the gas and liquid energy equations the CL source term includes the heat released by irreversible
electrochemical reactions \((T\Delta S_{a/c}/nF)\). However, note that a more precise notation should consider a unique heat source subdivided between the gas and liquid phase. The equations for the charge transport are the same as those used in the MMP model, as they are not affected by the multi-phase fluid treatment in use.

3.1.3. Volume of Fluid (VOF)

The **Volume of Fluid** (VOF) method is based on the numerical reconstruction of the interface between the immiscible phases and aims at simulating the superficial motion. Despite being mostly adopted in free surface studies, examples of its use in PEMFC [34] show its potential application in this field. It is believed that this method will play a more relevant role in future cell-scale studies thanks to the availability of computational resources, although it is currently limited to component characterisation (e.g., GDL). Given the specificity of the approach and the more limited application of MMP/EMP methods, it is not deepened in the next sections.

3.2. Boundary Conditions

Boundary conditions used for numerical models reflect the measured input quantities and controlled variables, when simulations aim at reproducing a full-scale cell experiment. However, artificial boundary conditions (e.g., symmetry or periodic planes) are often used in the context of fuel cells, given the repeatability of common serpentine-type PEMFC distributors. This last case is the most useful and applied boundary condition, permitting a simulated domain limitation and reducing the computational cost. This is made possible by the symmetrical domain often used for straight channels layouts, as in [33], allowing an efficient study of local processes (e.g., concentration losses due to reactants deficiency towards the outlet section). Periodic boundary conditions are used for serpentine distributor configurations, for which a single channel pattern can be studied [35], and the geometric repeatability is used to extend the outcomes to the full-scale cell. Regarding gas composition, multicomponent gas streams at the anode/cathode are specified in terms of mass/mole fractions, often accompanied by the relative humidity level, whereas the flow rate is commonly specified in terms of volumetric flow rate [36] or velocity.

Current collectors are specified as equipotential surfaces, with the cell voltage applied at the cathode current collector.

3.3. Gas Diffusion Layers: Key Modelling Aspects

Gas diffusion layers (GDL) are a crucial component in PEMFC, largely affecting the global cell performance [37]. Not only do they have the structural role of mechanically supporting the Membrane Electrode Assembly (MEA), but they also have contact with the electrochemically active CL, which makes them the main transfer route for both heat and electrons to BPP. Exhaustive surveys of GDL characteristics (e.g., porosity, permeability, structure and transport properties) are presented in [38,39], providing a clear picture of the concurring design needs. The review of transport approaches by Weber et al. [40] gives a rigorous framework of the present modelling methods, as well as of their limitations and needs. Macro-homogeneous approaches based on a presumed microstructure of equally-sized/-spaced carbon papers represent a common modelling technique and cover all the reviewed papers regarding the entire cell assembly/stack. The is done to preserve the lower limit of the minimum modelled scale to \(1 \times 10^2 \mu m\). However, detailed studies considering the fibrous nature of GDL are common when the focus moves to the material characterisation [41,42], where samples of the fibre array are modelled to derive semi-empirical or analytical formulations to be compared with experiments, as well as statistical-based microstructure models [43].

3.3.1. Porosity

Several manufacturing techniques exist for GDL, i.e., paper-supported carbon fibre, woven and non-woven cloth, that all share a complex local morphology of the solid phase
and a markedly direction-dominant structure (e.g., like composite materials). Despite the existence of advanced simulations to directly model the flows through the fibrous matrix of GDL, these are limited to component-specific studies. However, when the focus is on comprehensive cell (or even full stack) simulation, such approaches are unaffordable, and the characterisation of porous materials is substituted with statistically-averaged properties (also called macro-homogeneous approach). Among the multiple key properties of GDL, the porosity ($\epsilon$) is probably the most important, as many other characteristics are expressed as functional forms of porosity. As porosity $\epsilon$ is defined as the ratio of the void over the total volume, it weights the fluid prominent (e.g., flow permeability and tortuosity) over the solid typical (e.g., electron transport and solid phase heat transfer) transport phenomena in GDL. Rashapov et al. [44] used the buoyancy technique to measure the porosity of the most common type of GDL (with and without PTFE loading) together with an estimated error, which can be considered in CFD simulations.

3.3.2. Tortuosity

Another relevant property of porous materials is the tortuosity $\tau$, defined as the ratio between the effective fluid path between two points and the theoretical straight-line distance. Therefore, $\tau > 1$ in porous materials, and it is clearly related to porosity $\epsilon$ (or to its complement to unity, i.e., the solid volume fraction $\phi = 1 - \epsilon$). This is used to scale the diffusivity coefficients of species in porous media to mimic the effect of the un-modelled solid phase occupation and structure, thus effectively reducing the diffusion transport rate. Several correlations from literature for $\tau = f(\epsilon)$ are reported in Table 5 for implementation in 3D-CFD codes and illustrated in Figure 2.

Table 5. Correlations for gas diffusion layer (GDL) tortuosity $\tau$.

| Reference | Correlation | Notes |
|-----------|-------------|-------|
| [31] | $\tau = \left(\frac{1}{\epsilon}\right)^{0.5}$ | |
| [45] | $\tau = 1 + 0.72 \left(\frac{1-\epsilon}{\epsilon-0.11}\right)^{0.54}$ | |
| [46] | $\tau = \left(\frac{1-\epsilon_p}{\epsilon-\epsilon_p}\right)^{\alpha}$ | $\epsilon_p = 0.11$ $\alpha = 0.521$ (2D parallel flow) $\alpha = 0.758$ (2D normal flow) |

3.3.3. Permeability

The porous material permeability represents the momentum conductance through a porous medium. Under the hypotheses of constant density, single-phase fluid, steady-state and low Reynolds number flow, the Darcy equation is commonly used to define the GDL permeability $K_i$ [m$^2$] in the $i$-direction (Equation (11)):

$$\frac{dp}{dx_i} = \frac{\mu}{K_i} u_i$$  

(11)

In Equation (11), $\frac{dp}{dx_i}$ is the pressure gradient in the flow direction, $u_i$ is the volume-average flow velocity through the porous material (also named superficial velocity) and $\mu$ is the fluid dynamic (molecular) viscosity. This simple semi-empirical equation (although it can be rigorously derived from the generic momentum equation) finds a great use in PEMFC modelling as it permits the use of macro-homogeneous material characterisation, ensuring high computational efficiency and adherence to the global permeability of the used material (if precise relationships are used). These must necessarily derive from vast campaigns over multiple GDL samples of the same type to provide meaningful confidence intervals, and this often constitutes a deciding factor for the resulting model accuracy.

Carbon paper GDLs are composed of randomly oriented fibrous layers. A periodic geometry-based model was idealised in [41], allowing one to relate the porosity to the
distance of the equally sized fibres and their diameter. The model is composed of evenly distributed layers of fibres normal and parallel to the flow direction and blending techniques were proposed to derive global normal and parallel permeabilities ($K_{\perp}$ and $K_{\parallel}$, respectively). As for $K_{\perp}$, a closed analytical solution in the form of a function of the idealised fibre diameter $d$ was derived in [47] and validated against normal flow experiments. An analogous approach was followed for $K_{\parallel}$ [48], proposing a correlation for parallel permeability. The derived $K_{\perp}$ and $K_{\parallel}$ are both proportional to $d^2$, and they represent the extreme asymptotic permeabilities for uniformly oriented porous materials (normal and parallel to the incoming flow, respectively), with $K_{\perp}$ systematically lower than $K_{\parallel}$ and with all weighting techniques lying in-between. This difference is expected to further increase when micro-porous layers (MPL) are introduced to facilitate the water removal from CL, leading to an even lower $K_{\perp}$ (for which the MPL acts as a series of resistances), whereas leaving $K_{\parallel}$ almost unaltered. The comparison with experimentally measured permeabilities confirms $K_{\perp}$ and $K_{\parallel}$ are the lower and upper bounds of global permeability, respectively, and indicate that the volume-weighting permeability method grants the best accuracy on a porosity range $\epsilon = 0.5 – 0.9$ for planar-type porous media. The model was extended in [42] to account for the porosity reduction due to both GDL compression and PTFE addition, leading to a permeability decrease. Tomadakis and Robertson [46] used an analogy between electrical and fluid flow and derived a permeability model function of $d^2$. A further confirmation of the functional relationship with $d^2$ is present in the Van Doormaal and Pharoah [49] model. The $d^2$ influence on global permeability is reinforced in [41] by the extension of the equally spaced structure to three-dimensional materials. The proposed correlation for $K$ is in good agreement with experimental data for in-plane permeability of non-planar porous materials. The permeability anisotropy in GDL is one of the key aspects of interdigitated flow design [28], where all the flow is forced into the porous material via channel obstruction. This emphasises an exact characterisation of through- and in-plane permeabilities, which becomes fundamental for accurate pressure drop modelling. Gostick et al. [50] measured several GDL samples in both normal and parallel configurations, fitting the measured permeability with the Carman–Kozeny equation and highlighting the ever-present deviation between samples. This is useful to outline a so-called permeability sensitivity (average deviation 4.7% for normal permeability) which can be used in macro-homogeneous models. A similar testing campaign was proposed by Gurau et al. [51], where through-plane and in-plane permeabilities of various GDL samples were measured using least-square regression methods to determine Darcy–Forchheimer viscous and inertial contributions. Their results confirmed the higher in-plane permeability by a factor higher than 2. Moreover, they highlighted the impact of MPL to possibly increase the global GDL permeability by ensuring a higher structural resistance under compressive load, thus better preserving the non-compressed porosity value. Feser et al. [52] measured in-plane permeability for several MPL-free GDL (woven, non-woven and carbon type) using a radial flow technique: the results confirmed that $K_{\parallel} \sim 1 \times 10^{-11}$ m$^2$ for all GDL, although sensible type-to-type variation must be considered and the idealized Carman–Kozeny behaviour for $K - \epsilon$ link generally holds. Taira and Liu [53] measured the operational permeability in a test cell where the flow could be varied from serpentine to interdigitated via a controllable valve. They found that the effective permeability always decreased for humidified GDL with respect to dry conditions, stressing the difference between ex situ and in situ measurements. However, they did not distinguish between $K_{\perp}$ and $K_{\parallel}$, which could explain the observed dependence on the land width. In [35], a representative serpentine channel sample was modelled, with the aim of investigating the effect of permeability anisotropy of porous GDL under the effect of pressure gradients between parallel gas channels. Convective transport is reported to be non-negligible for $K > 1 \times 10^{-13}$ m$^2$, which is a relatively low value especially for $K_{\parallel}$. Based on the numerical results, the commonplace hypothesis of viscous-only resistance on which the Darcy equation is used is questioned, suggesting its adoption with the inclusion of the quadratic term in the Darcy–Forchheimer equation (12):
\[
\frac{dp}{dx_i} = \frac{\mu}{K_i} u_i + \beta \rho |u_i| u_i
\] (12)

Furthermore, it reveals that the main flow mechanism in porous GDL shifts from a dominating through-plane diffusive transport, mediated by \( K_\perp \), to a growing role of the intra-channel flow, driven by adjacent pressure gradients and loosely obstructed by moderate \( K_\parallel \). An important outcome for the FC designer is the indication that the cell design for optimal species delivery to CL must consider porous GDL and flow channels are a unique interconnected system. An interesting guideline to quantify the relevance of inertial resistance is the non-dimensional Forchheimer number introduced by Zeng and Grigg [54], relating the inertial to the viscous pressure loss contributions in porous media. Feser et al. [55] proposed an analytical model for serpentine configurations to weight the relative importance of channel bypass convection through GDL over diffusion transport, using nondimensional geometrical groups and a Peclet number analysis, and speculating that a bypass-oriented GDL/gas channel design could be created to use enhanced convection as an efficient way to transport reactants to the CL, reducing concentration overpotential. In Table 6, useful correlations for the macro-homogeneous permeability characterisations of GDL are reported, and illustrated in Figure 2, although the distinction between \( K_\perp \) and \( K_\parallel \) is often omitted.

### Table 6. Correlations for GDL permeability \( K [m^2] \).

| Reference | Correlation | Notes |
|-----------|-------------|-------|
| [41] | \( K = \exp\left[\frac{-12.95 + 13.9 \epsilon}{1 + 1.37 \epsilon - 2.2 \epsilon^2}\right] d^2 \) |  |
| [42] | \( K = 0.012(1 - \phi)\left[\left(\frac{\pi}{4}\right)^2 - 2 \frac{\pi}{4} + 1\right] \left[1 + 0.72 \frac{\phi}{(0.89 - \phi)^5}\right] \) |  |
| [46] | \( K = \frac{\epsilon}{8(1 - \epsilon)\pi^2} \left[\left(\epsilon - \epsilon_p\right)^{\alpha^2 - 1} \right] \left[\left(1 - \epsilon\right)^2 \left[\alpha + 1\right] \epsilon - \epsilon_p\right] \right] d^2 \) | \( \epsilon_p = 0.11 \) \( \alpha = 0.521 \) (2D parallel flow) \( \alpha = 0.758 \) (2D normal flow) |
| [49] | \( K = 0.0065 \cdot \frac{\epsilon^{3.6}}{1 - \epsilon} d^2 \) |  |
| [50] | \( K = \frac{\epsilon^3}{67.2(1 - \epsilon)^2} d^2 \) |  |
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**Figure 2.** Correlations for GDL tortuosity from Table 5 (left, (a)) and correlations for GDL permeability from Table 6 (right, (b)) as a function of the GDL porosity \( \epsilon \).
3.3.4. Thermal Conductivity and Thermal Contact Resistance

The solid phase constituting the porous material and the fibrous arrangement plays a fundamental role in the heat dissipation rate of GDL, mostly originating from heat generation of irreversible electrochemical reactions and current transport. This is resumed by the effective thermal conductivity $k_{\text{eff}}$ in Tables 1 and 3. Interestingly, an analogy can be made between heat transport in fibrous porous media and the previously discussed momentum transport, with largely non-isotropic behaviours and favoured in-plane transport. This constitutes a major heat removal mechanism that must be included in simulations [24]. However, for heat transfer the solid phase plays a more active role than a simple volume occupation, providing preferential pathways and obstacles in the form of contact resistances. In [56,57], a basic cell unit was proposed to analytically determine the through-plane effective thermal conductivity $k_{\text{eff}}$ of GDL, including multiple heat transfer mechanisms: fibre-to-fibre contact (using Hertzian theory for the contact area under compressive loads), bulk solid phase conductivity and gas phase heat conduction. Under the hypotheses of steady-state flow and negligible natural convection and radiation, an analytical model for $k_{\text{eff}}$ was derived and validated against measurements. The thermal resistance network in the model was used to explore the sensitivities to geometrical and construction parameters: it revealed (I) the dominant role of the inter-fibres contact resistance on the other heat transfer pathways, (II) the dependence on both porosity and aspect ratio of fibres arrangement, (III) the higher thermal conductivity for increasing compressive loads and (IV) the globally negligible effect of fibres diameter. The model was extended in [58], including experimentally measured probability distribution functions of aspect ratio and contact angle distribution for two GDL, confirming that the random fibres orientation can be approximated in a sample unit cell model by an orthogonal arrangement. A practical expression for $k_{\text{eff}}$ is the Dağan equation [59] reported in Equation (13), which is based on solid/fluid thermal conductivities ($k_s/k$) and material porosity $\epsilon$:

$$k_{\text{eff}} = -2k_s + \left(\frac{\epsilon}{2k_s + k} + \frac{1 - \epsilon}{3k_s}\right)^{-1}$$

Moreover, the effect of the thermal contact resistance (TCR) between the GDL and the adjacent components (e.g., BPP) was analytically modelled and measured by Sadeghi et al. [60,61] under various compressive loads. They pointed out the superficial/interfacial nature of TCR, being conceptually different than the global thermal conductivity of the bulk porous medium. Test acquisition and model prediction, based on the parallel network of contact spots, agreed in indicating the inter-component contact resistance contributing by 65–90% to the overall thermal resistance, mainly due to the limited effective contact area which is estimated to the approximately 1% of the nominal cross-sectional area, and the maximum relevance of thermal contact resistance for thin materials. Experimental measurements were reported by Khandelwal and Mench [62] using a similar apparatus aiming at a dominating 1D heat conduction mechanism, where they extended the characterisation of thermal conductivity and thermal contact resistance to CL and dry/humidified Nafion membranes.

3.3.5. Electrical Conductivity and Electrical Contact Resistance

The fibre-oriented structure of GDL affects electron transport in a similar way as discussed for heat transfer, with the exception that here the solid phase is the only transport route available for $e^-$ as the fluid is an insulator. Therefore, it is logical that a relationship between the solid material conductivity ($\kappa_{\text{eff}}$) and the medium porosity ($\epsilon$) must hold. However, electrons travel much easier along the carbon fibre than through the pressed contacts, ultimately resulting in higher $k_{\text{eff}}$ values for the in-plane direction than for the through-plane one. Whereas the former is associated to the lateral current transport towards the current collectors (e.g., BPP ribs), the latter is related to electrons travel from/to the CL active sites. Several correlations for $\kappa_{\text{eff}}$ of carbon paper GDL are available.
in literature, obtained from experimental data fitting and useful for 3D-CFD models as a function of the GDL \( \epsilon \). However, many of them do not distinguish between through-plane and in-plane electrical conductivity: the consequence is that an apparent inconsistency originates, hindering the development of physically solid numerical models. Examples are the correlations from Das et al. [63], Looyenga [64] and the common Bruggeman approximation [31]. A significant exception is the correlation from Zamel et al. [65], which was derived from a 3D-reconstructed anisotropic porous material and provided different coefficients for the through-/in-plane direction. All the mentioned correlations are reported in Table 7 and included in Figure 3.

### Table 7. Correlations for GDL electrical conductivity \( \kappa_{eff} \) [S/m].

| Ref. | Correlation | Notes |
|------|-------------|-------|
| [63] | \( \kappa_{eff} = \kappa_s \cdot \frac{4 - 2 \xi}{1 + \xi} \) | Bulk conductivity: though-/in-plane directions not distinguished. |
| [64] | \( \kappa_{eff} = \kappa_s \cdot (1 - \epsilon)^3 \) | Bulk conductivity: though-/in-plane directions not distinguished. |
| [31] | \( \kappa_{eff} = \kappa_s \cdot (1 - \epsilon)^{1.5} \) | Bulk conductivity: though-/in-plane directions not distinguished. |
| [65] | \( \kappa_{eff} = \kappa_s \{1 - \left( \frac{3 \epsilon}{3 + \epsilon} \right) \cdot A \cdot \exp\{B \cdot (1 - \epsilon) \cdot (1 - \epsilon)^C\}\} \) | Through-plane: \( A = 0.962 \pm 0.01, B = 0.889 \pm 0.015, C = -0.00715 \pm 0.005 \)  
In-plane: \( A = 0.962 \pm 0.004, B = 0.367 \pm 0.005, C = -0.016 \pm 0.002 \) |

The analogy between heat and electron transport holds also for contact resistance, e.g., between GDL and BP plates. The contribution of it to Ohmic resistance is never negligible, yet poorly considered in simulations. The nature of this potential loss lies in the superficial asperity of the materials in contact (for both metallic treated BP and for the fibrous carbon cloth of GDL), for which Hertzian contact theory is used to develop analytical model and a parallel resistance network is associated to the contact spots. This is coupled with the clamping force to provide nonlinear decreasing trends of electrical contact resistance (ECR) with pressure. These are compared to test cells in which the overall resistivity is measured, assuming an exact characterisation for the bulk electrical conductivity of BP and GDL. Zhou et al. [66] developed the Greenwood and Williams model to numerically simulate the ECR of BP and GDL, obtaining results in line with tests for a wide variety of clamping pressures \( p_{seal} \) and indicating \( ECR \approx 3 \, \text{m} \Omega \cdot \text{cm}^2 \) for typical \( p_{seal} \approx 1 \, \text{MPa} \) and an asymptotic value of \( ECR = 1 \, \text{m} \Omega \cdot \text{cm}^2 \) for \( 2 \, \text{MPa} \leq p_{seal} \leq 3 \, \text{MPa} \). Similar values were reported in [67]. The interest towards low-cost stainless steel to replace carbon BPP might affect ECR. Laedre et al. [68] measured ECR in the order of 5–25 m\( \Omega \cdot \text{cm}^2 \), with all cases showing an increase in ECR after the first operating hours due to non-conductive oxide coating and a singular exception for a gold-coated steel BPP having the lowest and stabllest ECR (\( \approx 5 \, \text{m} \Omega \cdot \text{cm}^2 \)). Zhang et al. [69] proposed a correlation from experiments and FEM simulations reported in Table 8 and illustrated in Figure 3, although overestimating ECR in the \( p_{seal} \approx 1 \, \text{MPa} \). Despite the usefulness of such type of models for CFD simulations, they are usually derived under strict assumptions for material selection, and their extension to other cases requires user care.

### Table 8. Correlations for electrical contact resistance \( ECR \) in [m\( \Omega \cdot \text{cm}^2 \)] between GDL and BPP.

| Reference | Correlation | Notes |
|-----------|-------------|-------|
| [69]      | \( ECR = 2.2163 + \frac{3.5306}{p_{seal}} \) | Overestimated ECR in the \( p_{seal} \leq 2 \, \text{MPa} \) range. |
### 3.3.6. Compression Effect

The sealing pressure on the PEMFC components and its spatial distribution can potentially alter all the surveyed transport phenomena. Differently than the previously treated material properties, the compression effect is peculiar in being (I) rather a cross-property correction approach to material characterisation than a standalone aspect, (II) difficult to quantify as it is closely related to the in situ assembled cell but (III) highly desirable for 3D CAE simulation of PEMFC due to ease of implementation (via spatial maps, etc.) and in view of the potentially incomparable insight possibilities. Fibrous GDLs are the weakest component in the assembly from a structural point of view, and despite the nominal porosity provided by GDL manufacturers ($\epsilon_0$), the compressed (effective) value can be altered by the cell sealing force. This can be estimated by a linear extrapolation based on $\epsilon_0$ and on the nominal/compressed thickness ratio (Equation (14), with $h_0/h > 1$), showing the linear increase in effective (compressed) porosity $\epsilon$ for compressed GDL [70].

$$\epsilon = 1 - (1 - \epsilon_0) \frac{h_0}{h}$$ (14)

An attempt to infer the clamping effect on GDL thickness (and indirectly to flow permeability) was carried out by Radhakrishnan and Haridoss [71], where a flow analysis at a component level revealed the reduced pressure loss associated to the presence of GDL (with respect to non-GDL test cells) and their importance in serpentine-type gas channels over parallel-type gas distributors. Nitta et al. [72] measured the bulk and the contact thermal resistances of compressed GDL and concluded that whereas the former is almost independent of the compressive load, the latter shows a nonlinear decrease with compression. Despite reporting an impact of the contact resistance of the same order as the bulk thermal resistance, the concept of its inclusion in CAE models is reinforced. They also investigated the effect of the inhomogeneous compression of GDL [73,74], confirming the alteration of spatial fields (e.g., reaction rate and current distribution) for locally compressed GDL. The clamping pressure contributes to lowering the electrical contact resistance, as shown in [66,75]: the mechanism here is the increase in the number of contact sites, leading to a reduction of $R_{el,c}$ from 5 m$\Omega$ · cm$^2$ to 1 m$\Omega$ · cm$^2$. Ge et al. [76] tested a PEM cell with a variable displacement fixture, able to precisely change the GDL compression without disassembling operation. Despite conducting only global analyses, they showed that for more compressed GDL (I) a moderate increase in the electric power is measured at low current density, motivated by the higher number of contact spots reducing the activation overpotential, while (II) a relevant decrease in electric power is observed at high current density conditions, due to the more severe flow obstruction of compressed GDL, empha-
sising mass transfer loss. Interestingly, they postulated that (III) an optimal compression trade-off should always exist to optimise gas sealing requirements, reduced contact resistance and flow permeability. However, gas sealing probably overrides the other factors and dictates an over-compression practice. The mentioned studies highlight the importance of including compression effects in multidimensional CAE models of PEMFC.

3.4. Polymeric Membrane: Key Modelling Aspects

The polymeric membrane has the fundamental functions of transporting the positive H⁺ charges from anode to cathode and of separating the two gas streams and half-reactions at CL. Note that the membrane hosts the transport of water and charged species, although their creation/destruction is pertinent to CL component, and for this reason their source term discussion is moved to the next section. From a modelling point of view, the assumption of fluid impermeability reduces to \( \vec{u} = 0 \) in the continuity and momentum equations in Tables 2–4. In the following, the diffusive model and membrane hydration state will be introduced, based on which models for the proton and water transport will be presented.

3.4.1. Diffusive Model

Two species are transported in membrane, i.e., dissolved water and protons, and specific transport models not listed in Tables 1–3 are developed to describe the transport in a solid material. Among the several model proposed for this, the diffusive model is the one most widely implemented in multidimensional CFD codes. It is based on the solution theory, where the (fixed) ionomer is the solvent and water/protons are the independently transported solutes [5,77]. The flux of the \( i \)-th solute species \((J_i)\) is represented by the Nernst–Planck equation as in Equation (15), where \( \theta_i \) is the \( i \)-th species mobility, related to a diffusion coefficient by the Nernst–Einstein equation (Equation (16)). For both water and protons, the last term in Equation (15) is null, as the ionomer is fixed in space. As it will be discussed, Equation (15) could be seen in this context as a superclass containing both Ohmic (for H⁺) and Fickian (for H₂O) diffusive mechanisms.

\[
J_i = -z_i \theta_i F \nabla \Phi - D_i \nabla c_i + c_i \vec{u}_{\text{solvent}} + S_i \tag{15}
\]

\[
D_i = RT \theta_i \tag{16}
\]

The pivotal point of membrane modelling described in the next subsections is that water and H⁺ transport are closely coupled, and no accurate prediction of one is possible without a careful modeling of the other. The physical concepts that CFD simulations have to capture are as follows:

- H⁺ transport influences H₂O transport via a mechanism called electro-osmotic drag. The entity of it depends on the membrane hydration itself. It is included in simulations via a dedicated coefficient, although a large uncertainty on it is a potential source of inaccuracy.
- H₂O influences H⁺ transport via increasing the protonic conductivity \( \sigma_{\text{eff}} \) with its presence, thus facilitating the H⁺ migration through the polymer chain charged sites (SO₃⁻) via multiple mechanisms (direct/vehicular/hopping mechanisms).

3.4.2. Membrane Water Content

The membrane hydration state is represented by the number of H₂O molecules per SO₃⁻ group, named water content \( \lambda \), and equal to approximately 20 for fully-hydrated Nafion membranes. This is related to the water concentration in the membrane ionomer \((c_{\text{H₂O}}, \text{[kmol/m}^3\text{]}\)) and the membrane density \((\rho_{\text{m, dry}}, \text{[kg/m}^3\text{]}\)) and the equivalent weight \((\text{EW}, \text{[kg/kmol]}\)) as in Equation (17). The membrane water content at equilibrium is usually related to the local water activity via algebraic expression, for which examples are reported in Table 9 and illustrated in Figure 4, showing that a good agreement is found for undersaturated states \((\alpha < 1)\), whereas different values are reported for over-saturated conditions.
The membrane water content is experimentally determined as a function of the local relative humidity and of water activity \(a\) as in Equation (18), where \(p_{H_2O}\) represents the partial pressure of the water vapour. The relationship between the water concentration and water content \(\lambda\) is given by Equation (17), with \(\rho_{m, dry}\) the dry membrane density and \(EW_m\) the membrane equivalent weight (represented by the dry mass of the membrane (ionomer) over the number of moles of \(SO_3^-\)) which takes a value of 1100 kg/kmol (for Nafion 112, 115 and 117) or 2100 kg/kmol (for Nafion 211 and 212) [5].

\[
\lambda = \frac{EW}{\rho_{m, dry}} c_{H_2O} \quad (17)
\]

\[
a = \frac{p_{H_2O}}{p_{sat,H_2O}} = \frac{x_{H_2O} \cdot p_{abs}}{p_{sat,H_2O}} \quad (18)
\]

As it will be shown in the following, the membrane water content \(\lambda\) is a key property on which both the dissolved water flux and the protonic conductivity will be dependent, thus determining the rate of both species transport of interest.

**Table 9. Correlations for membrane equilibrium water content \(\lambda\).**

| Ref. | Correlation | Notes |
|------|-------------|-------|
| [6]  | \[\lambda = \begin{cases} 0.043 + 17.81a - 39.85a^2 + 36.0a^3, & \text{for } 0 < a < 1 \\ 14 + 1.4(a - 1), & \text{for } 1 \leq a \leq 3 \end{cases}\] | \(\lambda_{s=1} = 16.8\) is the water content at saturation and \(\lambda_{d=1}\) is the value obtained when \(s = 1\) and \(a = 1\). |
| [78] | \[\lambda = \begin{cases} 0.3 + 6a[1 - \tanh(a - 0.5)] + 3.9\sqrt{a} [1 + \tanh\left(\frac{a - 0.89}{0.23}\right)] + s(\lambda_{s=1} - \lambda_{d=1}), & \text{for } s \leq 0 \\ 16.8s + \lambda_{d=1}(1 - s), & \text{for } s > 0 \end{cases}\] | |
| [36] | \[\lambda = \begin{cases} 0.03 + 18.43a - 46.67a^2 + 44.36a^3, & \text{for } 0 < a < 1 \\ 16.15 + 5.85(a - 1), & \text{for } 1 \leq a \leq 3 \end{cases}\] | |

### 3.4.3. Proton Transport in Membrane

For proton transport, a uniform \(H^+\) concentration in the membrane is assumed, thus also the second term in Equation (15) is null. Therefore, the \(H^+\) flux (i.e., the volumetric current density, \(j_e\)) reduces to a potential-gradient Ohm’s law (Equation (19)). Note that (Equation (19)) only describes the \(H^+\) flux in the membrane, while the source term for the charged species are included in Table 2.

\[
j_e = -\sigma^{eff} \nabla \Phi_e \quad (19)
\]

The membrane polymeric structure differs from the fibre-oriented one seen for GDL, and an isotropic approach for the charged species conductivity \(\sigma^{eff}\) is more justified in this context. The effective \(\sigma^{eff}\) depends on the membrane hydration state, thus it is a function of the water content \(\lambda\). This is motivated by the different mechanisms of \(H^+\) migration in the membrane for increasing water content [5], moving from (I) direct-only \(H^+\) transfer between charged sites (for \(\lambda < 2\)) to (II) water induced transport of \(H^+\) via \(H_3O^+\) ions (vehicular diffusion, similar to the the \(H^+\)-induced electro-osmotic drag and relevant for \(2 < \lambda < 13\)) and (III) \(H^+\) migration between adjacent water molecules, as the polymer side chains are occupied by water molecules (hopping mechanism, dominating for \(\lambda > 13\))

Even if the mentioned mechanisms are not directly modelled in macro-homogeneous 3D-CFD models, their effect is synthesised by the Nafion protonic conductivity \(\sigma^{eff}\) related to the water content \(\lambda\). Correlations for \(\sigma^{eff}\) for CFD models are reported in Table 10 and
illustrated in Figure 4, where an order of magnitude difference in the predicted $\sigma_{\text{eff}}$ is observed, indicating it as another relevant cause for modelling uncertainty.

Table 10. Correlations for membrane protonic conductivity $\sigma_{\text{eff}}$ in [S/m].

| Ref. | Correlation                                      | Notes                              |
|------|--------------------------------------------------|------------------------------------|
| [6]  | $\sigma_{\text{eff}} = (0.5139\lambda - 0.326)e^{1268(1 - \lambda^{-1})}$ |                                    |
| [36] | $\sigma_{\text{eff}} = (1.72\lambda - 2.26)e^{2000(1 - \lambda^{-1})}$ |                                    |
| [79] | $\sigma_{\text{eff}} = 0.5738\lambda - 0.7192$ |                                    |

Figure 4. Left (a): Correlations for the membrane water content $\lambda$ as a function of the water activity $a$. Right (b): Membrane protonic conductivity $\sigma_{\text{eff}}$ from Table 11.

3.4.4. Water Transport in Membrane

For water transport, also the first term in Equation (15) is null as water has no electron transfer in this context ($z_i = 0$). Therefore, Equation (15) reduces to a Fickian-type transport flux towards negative gradient concentration (i.e., typically from cathode to anode). However, a secondary effect not included in the solute-independence hypothesis of the solution theory must be considered: the H$^+$ migration to the cathode drags a number of H$_2$O molecules, opposing to the gradient-oriented transport. This effect is named electro-osmotic drag, and it is quantified by the electro-osmotic drag coefficient $n_d$ representing the number of transported moles of H$_2$O for each mole of H$^+$. Several formulations from literature for $n_d$ are reported in Table 11 and illustrated in Figure 5. Note that all correlations generally predict an increase in $n_d$ for increased water content $\lambda$ (correlated with the water concentration), although their disagreement frames a still relevant uncertainty on this effect.

Table 11. Correlations for the electro-osmotic drag coefficient $n_d$.

| Reference | Correlation                                      |
|-----------|--------------------------------------------------|
| [6]       | $n_d = \frac{2.5\lambda}{22}$                   |
| [80]      | $n_d = \left[\frac{1}{0.35\lambda} + \frac{1}{1.47}\right]$ |
| [81]      | $n_d = 0.0028\lambda + 0.05\lambda - 3.5 \cdot 10^{-19}$ |
| [82]      | $n_d = \begin{cases} 1.0, & \text{if } \lambda \leq 14 \\ \frac{1.5}{8}(\lambda - 14) + 1.0, & \text{if } \lambda > 14 \end{cases}$ |
Another relevant influence of the membrane hydration state on its concurring transport mechanisms is the variation of the diffusion coefficient for the dissolved water, $D_{w,m}$. Several correlations from the literature are reported in Table 12 for the implementation of $D_{w,m}$ in multidimensional CFD codes.

**Table 12.** Correlations for dissolved water diffusion coefficient $D_w$ in [m$^2$/s].

| Ref. | Correlation | Notes |
|------|-------------|-------|
| [6]  | $D_{w,m} = 10^{-10}e^{2416(\frac{1}{303} - \frac{1}{1})}(2.563 - 0.33\lambda + 0.0264\lambda^2 - 0.000671\lambda^3)$ |     |
| [83] | $D_{w,m} = \begin{cases} 3.1 \times 10^{-3}\lambda(e^{0.28\lambda} - 1) \cdot e^{-\frac{2416}{\lambda}}, & \text{for } 0 < \lambda < 3 \\ 4.17 \times 10^{-4}\lambda(161 \cdot e^{-1} + 1) \cdot e^{-\frac{2416}{\lambda}}, & \text{for } 3 \leq \lambda < 17 \end{cases}$ |     |
| [84] | $D_{w,m} = \begin{cases} 0.0049 + 2.02a - 4.53a^2 + 4.09a^3) \cdot D_0 \cdot e^{2416(\frac{1}{303} - \frac{1}{1})}, & \text{for } a \leq 1 \\ (1.59 + 0.159(a - 1))D_0 \cdot e^{2416(\frac{1}{303} - \frac{1}{1})}, & \text{for } a > 1 \end{cases}$ with $D_0 = 5.5 \times 10^{-7}$ cm$^2$/s |     |
| [81] | $D_{w,m} = \begin{cases} 10^{-10}e^{2416(\frac{1}{303} - \frac{1}{1})}, & \text{for } \lambda < 2 \\ 10^{-10}(1 + 2(\lambda - 2))e^{2416(\frac{1}{303} - \frac{1}{1})}, & \text{for } 2 \leq \lambda < 3 \\ 10^{-10}(3 - 1.67(\lambda - 3))e^{2416(\frac{1}{303} - \frac{1}{1})}, & \text{for } 3 \leq \lambda < 4.5 \\ 1.25 \cdot 10^{-10}e^{2416(\frac{1}{303} - \frac{1}{1})}, & \text{for } \lambda \geq 4.5 \end{cases}$ |     |
| [26,85] | $D_{w,m} = 4.1 \cdot 10^{-10}(\lambda^{0.15}[1 + \tanh(\frac{\lambda - 2.5}{14})]$ |     |

Finally, waster transport in the membrane is represented by an “extended Fickian” transport equation (Equation (20)), including both counteracting mechanisms. As for Equation (19), only the water flux in the membrane is included here, and source terms in Tables 2–4 are treated in Section 3.5.

$$J_{w,m} = -D_{w,m} \nabla c_{w,m} + \frac{n_d}{F}$$

(20)

A final note is needed to underline that other water diffusion mechanisms are potentially present. One is the hydraulic permeation of membrane, related to possibly different pressure levels in the anode/cathode channels and superimposing to the ever-present water diffusion and electro-osmotic drag effects. Examples of its inclusion are models...
such as the Berning et al. [33] model, where a Schlögl equation (Equation (21)) is used for the liquid velocity $\vec{u}_l$, assuming a constant charge number ($z_f$) and concentration ($c_f$), and explicitly stating in the last term the hydraulic permeation effect.

$$\vec{u}_l = \frac{k_m z_f c_f F}{\mu_l} \cdot \nabla \Phi - \frac{k_p}{\mu_l} \cdot \nabla p$$ (21)

However, the pressure imbalance is in the order of $\sim 1\text{–}3$ bar, and the very low permeability of Nafion allows to safely neglect this effect. For the same reason, the cross-diffusion of reactants from anode/cathode through the membrane is usually neglected.

3.5. Catalyst Layers: Key Modelling Aspects

Electrochemical reactions in a PEMFC develop within the Catalyst Layers (CL) or, more in detail, on the surface of the catalyst particles dispersed within this component. Two catalyst layers are present in a cell unit, an anodic (ACL) and a cathodic (CCL) one, and they are interposed between the membrane and the respective GDL. They constitute the electrochemical heart of the cell as it is where the half-reactions develop (see Equations (1) and (2)), representing the starting/ending site of charge species transport. The reaction kinetics and transport rates are strongly affected by the structure and composition of this component, for which modelling methods and accompanying assumptions might largely affect results. From a modelling standpoint, most of the effort is focused on CCL, where $O_2$, $e^-$ and $H^+$ ions combine to produce $H_2O$.

3.5.1. Modelling Approaches for CL

Several approaches to CL modelling can be found in the literature:

- **Ultra-thin layer model**: It is the simplest approach, consisting of neglecting the CL thickness and representing it with an infinitely thin surface where reactions take place as interfacial processes at the contact between membrane and GDL. Clearly, this approach is computationally very efficient and consequently attractive for the simulation of an entire cell. On the other hand, it prevents the analysis of the phenomena occurring within the catalyst layer and the role of the microstructure on cell performance. Berning and Djilali [86] used this model to analyse the effects of different parameters (e.g., GDL porosity and thickness) on the cell performance. However, note that this way to model the CL lead to an overestimation of the current density.

- **Macro-homogeneous model** (also called pseudo-homogeneous model): Similar to the GDL macro-homogeneous approach previously presented, it is a more accurate approach for CL modelling as it considers the finite CL thickness, with averaged transport coefficients describing the effect of variations in compositional parameters describing platinum catalyst, carbon support, solid GDL matrix and electrolyte materials [87]. However, it cannot assess the complex multi-material structure of the CL.

- **Agglomerate model**: It is the most complex and sophisticated approach, including both the composition and the structural distribution of CL materials. Generally, in this type of approach the CL is composed by agglomerates, each of them presenting ionomer and Pt/C particles. Agglomerate models results agree with experimental observations showing that a CL is composed by the agglomeration of catalyst particles (Pt and C) and an ionomer [88]. There are two types of pores, primary and secondary: the former are the internal pores within the agglomerates, while the latter are between the different agglomerates. The primary pores inside the agglomerate could be filled by an ionomer phase, as in the model presented in [88]. In this case, within these pores the diffusion of the reactants is permitted only in the dissolved phase, whereas the secondary pores may be partially or fully filled with liquid water. Each agglomerate has a radius and may be covered with an ionomer film of uniform thickness. Another agglomerate model is the one presented by Xing [89], where the generated liquid water occupies the void spaces of both the primary and secondary pores, reducing the void space. The generated liquid water is initially formed inside the primary pores,
partially occupying the space until it fills them completely. When the primary pores are fully filled, the liquid water fills the secondary pores as a thin film surrounding the carbon agglomerate. This means that the presence of liquid water in the secondary pores depends on the filling of the primary pores. The effective species diffusivity in the primary pores will therefore be composed of the diffusivity through (I) the ionomer phase, (II) the liquid phase and (III) the void space, whereas the effective species diffusivity in the secondary pores will depend on the volume fraction of liquid.

3.5.2. Electrochemistry Modelling in CL

Catalyst layers require a dedicated treatment as they host the electrochemical reactions. From the point of view of species creation/destruction, this is handled by the species transport equation (see Tables 1–3) via the source term \( S_i \) (Tables 2–4). This is normally expressed for a \( \text{H}_2/\text{air} \) PEMFC as in Equation (22), where the terms \( S_{\text{H}_2,a} \), \( S_{\text{O}_2,e} \) and \( S_{\text{H}_2\text{O},e} \) consider the consumption/production of \( \text{H}_2 \), \( \text{O}_2 \) and \( \text{H}_2\text{O} \), respectively.

\[
S_{\text{H}_2,a} = -\left( \frac{M_{\text{H}_2}}{2F} \right) j_a; \quad S_{\text{H}_2\text{O},a} = -M_{\text{H}_2\text{O}} \left( \frac{n_j a}{F} \right), \quad \text{in ACL} \tag{22}
\]

\[
S_{\text{O}_2,e} = -\left( \frac{M_{\text{O}_2}}{4F} \right) j_e; \quad S_{\text{H}_2\text{O},e} = M_{\text{H}_2\text{O}} \left( \frac{n_j e}{F} \right) + \left( \frac{M_{\text{H}_2\text{O}}}{F} \right), \quad \text{in CCL}
\]

This bundled expression for \( S_i \) is particularly suited for the single-phase/MMP method, while it is not formally appropriate to the EMP approach as the water phase is not made explicit in Equation (22). The \( S_{\text{H}_2\text{O}} \) terms also include the water flux from anode to cathode accompanying proton migration, i.e., the electro-osmotic drag effect discussed in Section 3.4.

As discussed in Section 3.1, the diffusion coefficients for the \( i \)-th species (\( D_{i,\text{eff}} \)) are related to the porosity of the media using the Bruggeman correlation as in Equations (6)–(9). Considering the blockage of liquid water and the reduced size of CL pores, it can be assumed that liquid water has the similar effect as the solid materials. Therefore, Equation (7) can be modified in Equation (23) including the liquid water volume fraction \( s \) [5]:

\[
D_{i,\text{eff}} = D_{i,0} \cdot e^{1.5} \cdot (1 - s)^{1.5} \tag{23}
\]

The charge conservation equations for solid and electrolyte phases are obtained by applying the Ohmic’s Law as in Tables 1 and 2, where \( \sigma^{\text{eff}} \) and \( \kappa^{\text{eff}} \) are the effective ionic and electrical conductivity in ionomer and solid phase, respectively, and \( \Phi_e \) and \( \Phi_a \) are the ionomer and electrical phase potentials, respectively. In the charge equations in Table 1, the source terms \( (S_{\Phi_a}, S_{\Phi_e}) \) are only present in the CL, and they express the volumetric transfer current (charge flux). The \( j_a \) and \( j_e \) terms are given by the Butler–Volmer Equation (24):

\[
\begin{align*}
  j_a &= \zeta_a \cdot j_{0,a}^\text{ref} \cdot \left( \frac{c_{\text{H}_2}}{c_{\text{H}_2}^\text{ref}} \right)^{\gamma_a} \cdot \left[ e^{\left( \frac{n_j a \Phi_a}{RT} \right)} - e^{\left( \frac{n_j a \Phi_a}{RT} \right)} \right], \quad \text{in ACL} \\
  j_e &= \zeta_e \cdot j_{0,e}^\text{ref} \cdot \left( \frac{c_{\text{O}_2}}{c_{\text{O}_2}^\text{ref}} \right)^{\gamma_e} \cdot \left[ -e^{\left( \frac{n_j e \Phi_e}{RT} \right)} + e^{\left( \frac{n_j e \Phi_e}{RT} \right)} \right], \quad \text{in CCL}
\end{align*} \tag{24}
\]

Normally, \( \gamma_a \) and \( \gamma_e \) are pressure scaling coefficients equal to 0.5 and 1, respectively, and \( c_{\text{H}_2} \), \( c_{\text{H}_2}^\text{ref} \), \( c_{\text{O}_2} \) and \( c_{\text{O}_2}^\text{ref} \) are the hydrogen and oxygen local and reference concentrations. The specific active surface area of the catalyst \( (\zeta_a \text{ and } \zeta_e, \text{[1/m]}) \) is related to the catalyst surface area per unit mass of the catalyst \( (\delta_{CL}, \text{[m]} \text{[g}_{\text{Pt}}]) \), the Pt loading \( (m_{\text{Pt}}, \text{[g}_{\text{Pt}}/\text{m}^2]) \) and the thickness of the catalyst layer \( (\delta_{CL}, \text{[m]} \text{[g}_{\text{Pt}}]) \) as in Equation (25):
\[ \zeta_a = \frac{A_s^a m_{Pt}^a}{\delta_{CL}}, \text{ in ACL.} \]  
\[ \zeta_c = \frac{A_s^c m_{Pt}^c}{\delta_{CL}}, \text{ in CCL.} \]  
(25)

Typical Pt loading is between 2–4 g Pt/m², although different values between ACL and CCL are often applied albeit they are rarely indicated. In such cases, CCL is preferred for Pt loading with the aim to reduce its activation overpotential.

The catalyst-specific surface area \( A_s \) strongly depends on different types of supported catalysts and platinum black. Nevertheless, it may be approximated in terms of the platinum mass fraction \( f \) (in this case \( A_s [m^2/g_{Pt}] \)) as in Equation (26):

\[ A_s = (227.79 f^3 - 158.57 f^2 - 201.53 f + 159.5) \times 10^3 \]  
(26)

In Table 13, several values from the literature for the reference exchange current densities \( j_{0,a} \) and \( j_{0,c} \) are reported. Moreover, in some cases it is indicated directly that \( j_{0,a} \cdot \zeta_a \) and \( j_{0,c} \cdot \zeta_c \), whereas \( \alpha_a \) and \( \alpha_c \) are the transfer coefficients.

Table 13. Exchange current density and transfer coefficients from literature. The table continues in the bottom part for additional references and variables.

| Ref. | \( j_{0,a}^{ref} [A/m^2] \) | \( j_{0,c}^{ref} [A/m^2] \) | \( \alpha_a \) | \( \alpha_c \) |
|------|-----------------|-----------------|--------|--------|
| [77] | \( 1.0 \times 10^4 \) | 1 | 0.5 | 0.8 |
| [90] | \( 3.0 \times 10^3 \) | 0.3 | 1.0 | 0.8 |
| [91] | 3.5 | \( 3.5 \times 10^{-4} \cdot \exp\left[-\frac{7900 \cdot (353.15 - T)}{353.15 - T}\right] \) | 0.5 | 0.5 |
| [87] | - | \( 10^{0.037 T - 16.96} \) | 0.5 | 1.0 |
| [92] | 3.5 \cdot \exp\left[-\frac{1400(353.15 - T)}{353.15 - T}\right] | \( 3.5 \times 10^{-4} \cdot \exp\left[-\frac{1400(353.15 - T)}{353.15 - T}\right] \) | 0.5 | 0.5 |
| [93] | \( 1.0 \times 10^4 \) | \( 10^{(3.507 - \frac{4001}{T})} \times 10^4 \) | 1 | \( 0.495 + 2.3 \times 10^{-3}(T - 300) \) |
| Ref. | \( j_{0,a}^{ref} \cdot \zeta_a [A/m^2] \) | \( j_{0,c}^{ref} \cdot \zeta_c [A/m^2] \) | \( \alpha_a \) | \( \alpha_c \) |
| [28] | \( 1.0 \times 10^{-9} \) | \( 3.0 \times 10^5 \cdot \exp[0.014189(T - 353)] \) | 1.0 | 1.0 |

A widely adopted correlation relating \( j_{0,c}^{ref} \) (here in A/cm²) and \( T \) is obtained from a curve fit of experimental data presented in [94] (Equation (27)):

\[ \log_{10} \left( j_{0,c}^{ref} \right) = 3.507 - \frac{4001}{T} \]  
(27)

In the majority of the numerical studies, the resulting polarisation curve from simulations is compared to the experimental one. Unfortunately, the phase interaction area and reference exchange currents density are commonly adjusted to fit the numerically predicted curve to its corresponding experimental values, introducing an undesired model tuning which could easily hide modelling inaccuracies. Regarding the anodic transfer coefficient \( \alpha_a \), the Pt electrode seems to be independent of temperature for HOR and \( \alpha_a = 0.5 \) is widely reported. The situation is different at cathode, where usually two Tafel slopes are obtained for ORR: a low (\( \simeq 60 \text{ mV/dec} \)) and a high slope (\( \simeq 120 \text{ mV/dec} \)), depending on the potential range and electrode materials used [95]. The high slope regime is typically that one when the cell potential is below 0.8 V. Note that the cathodic transfer coefficient \( \alpha_c \) is unity for the low slope regime, while in the high slope regime it varies with tem-
temperature according to Equation (28) [96]. Another expression for the dependence of $\alpha_c$ on temperature is Equation (29) [97]:

$$
\alpha_c = 0.495 + 2.3 \cdot 10^{-3} \cdot (T - 300)
$$

(28)

$$
\alpha_c = (0.001678)T
$$

(29)

A recent study showed that in high-temperature PEMFCs (120 °C), the relative humidity of the cathodic stream ($RH_c$) dependence of $\alpha_c$ follows Equation (30):

$$
\alpha_c = (0.001552 \cdot RH_c + 0.000139)T
$$

(30)

3.5.3. Dissolved Water Treatment in CL

The simplified treatment of the water source terms $S_{H_2O}$ in the previous section suffers from the inability to distinguish between the three phases of water existence, i.e., vapour, liquid and dissolved. An improved description of $S_{H_2O}$ is advisable because (I) all three phases coexist in CL, (II) water is formed in dissolved phase [26] and (III) it is formally required if the EMP method is used for multi-phase fluid treatment. The dissolved water steady-state transport in membrane/CL is described by Equation (31), where the dissolved water flux $J_{w,m}$ is from Equation (20) and $S_d$ is the dissolved water source term. This last is expressed as in Equation (32):

$$
\nabla J_{w,m} + S_d = 0
$$

(31)

$$
S_d = \begin{cases}
S_{gd} + S_{ld}, & \text{in ACL} \\
S_{gd} + S_{ld} + S_\lambda, & \text{in CCL}
\end{cases}
$$

(32)

The terms composing $S_d$ describe the separate water transition from gas to dissolved ($S_{gd}$) and from liquid to dissolved ($S_{ld}$) due to sorption reactions, and in dissolved phase ($S_\lambda$, only present at CCL) due to electrochemical reactions. A detailed description of these terms is given in [26], and their relevance cannot be neglected for non-equilibrium conditions.

3.5.4. Heat Generation in CL

Alongside the heat generation due to the Joule effect present in all the conductive parts (BPP, GDL and membrane), CL hosts an additional heat generation contribution associated to the irreversible reactions developing herein. The energy transport equation in steady-state conditions is presented in Tables 1 and 3. The source term $S_T$ in the single-phase/MMP approach can be expressed as in Equation (33), whereas in the EMP method it can be more precisely described as in Equation (34), including the thermal contributions of water phase transition and absorption using the latent heat of condensation ($h_w$) and of absorption/desorption ($h_{w,m}$) [77]:

$$
S_T = j \left[ \eta + T \frac{\Delta S}{nF} \right] + \frac{i_s^2}{\sigma_{eff}} + \frac{i_e^2}{k_{eff}}
$$

(33)

$$
S_T = \begin{cases}
ja \left[ \eta_a + T \frac{\Delta S}{nF} \right] + \frac{i_s^2}{\sigma_{eff}} + \frac{i_e^2}{k_{eff}} + S_{gl}h_w + S_{gd}h_{w,m}, & \text{in ACL} \\
ja \left[ \eta_c + T \frac{\Delta S}{nF} \right] + \frac{i_s^2}{\sigma_{eff}} + \frac{i_e^2}{k_{eff}} + S_{gl}h_w + S_{ld}(h_{w,m} - h_w), & \text{in CCL}
\end{cases}
$$

(34)

4. Validation Techniques for CFD Simulation of PEM Fuel Cells

As mentioned in Section 3, the modelling of PEM fuel cells involves a considerable number of (material) parameters. Many of these parameters are unknown and must be obtained by measurements or by literature research. In addition, the developed models for PEM fuel cells need to be validated. Therefore, the first part of the next section, Section 4.1, focuses on the whole stack’s measurement techniques to receive input and output values, i.e., species mass flows and fractions, electrical current/voltage and temperature distri-
butions. The second part, Section 4.2, focuses on the measurement techniques of material parameters of the cell parts, i.e., electrical/protonic conductivities, water diffusion/electro-osmotic drag coefficients and permeability/porosity.

4.1. Measurement Techniques For Fuel Cell Stacks

Besides the standard measurement values (electric current, voltage, humidity, mass flow, pressure and temperature) at predefined locations, the more advanced methods, which provide a more detailed analysis, will be outlined in the next section.

For the in-depth analysis of fuel cells, numerous advanced measurement methods exist. The methods include the determination of operating parameters on fuel cell performance (in situ characterisation, i.e., during operation) and material properties (ex situ characterisation of the individual components composing the fuel cell). Furthermore, electrochemical techniques (electrochemical impedance spectroscopy, cyclic voltammetry, etc.) represent a powerful diagnostic tool set, but these techniques solely measure the average property of the whole electrode. For the validation of numerical models, the local effects and properties are of interest. In the following sections, the applicable in situ measurement methods to validate the CFD results of an operating fuel cell are presented: gas composition of the anode and cathode, liquid water content, current density distribution and temperature distribution [98–103].

4.1.1. Gas Composition Anode/Cathode

For the determination of the gas composition of the cathode/anode and the contained particles therein, the following methods are presented in the literature.

**Infrared Spectroscopy**

Infrared spectroscopy determines the absorption of light in the infrared region of the electromagnetic spectrum for different gaseous components. It was used by Miyaoka et al. [104] for the measurement of the NH$_3$ content in hydrogen (NH$_3$ was used as a hydrogen carrier to store energy). Furthermore, Maass et al. [105] utilised this method to measure the concentrations of CO$_2$ and CO in the range of ppm at the cathode outlet (in nitrogen and oxygen atmosphere) during fuel cell operation. Infrared spectroscopy is also often applied in conjunction with the mathematical process of a Fourier-transform (Fourier-transform infrared spectroscopy (FTIR)), which allows for investigations with wider spectral ranges.

**Mass Spectrometer**

When atoms and molecules are ionised (electrically charged), they can be deflected by magnetic fields. This phenomenon is used by mass spectrometry. Depending on the mass of the ionised particle, the deviation differs and the mass of the particle can be determined. As a result, Lim et al. [106] applied this method to measure the content of O$_2$ and CO$_2$ in the anode exhaust gas. Furthermore, Shao et al. [107] utilised online mass spectroscopy to detect particles in the gas flow under fuel starvation (which is associated with aging effects).

**Gas Chromatography**

A gas chromatograph uses a carrier gas (usually nitrogen or helium) in which the gas sample is injected. A detector determines the molecules in the gas. There are different types of detectors depending on the application, e.g., detectors that respond to specific types of molecules or carbon–hydrogen bonds. Liu et al. [108] analysed gas samples of the anode to determine the nitrogen concentration under different load conditions. As a result, the nitrogen crossover coefficient was obtained. David et al. [109] mentioned that gas chromatography was used by various other authors to determine the water vapour inside the cell.
Colorimetric Tubes

A fast and easy-to-use method to detect specific gas concentrations in a sample are colorimetric tubes. The sample is injected into a tube which contains a reagent. The resulting colour change is proportional to the concentration of the substance being investigated. The concept is similar to pH paper, which is used to determine acids and bases. Miyaoka et al. [104] roughly estimated the NH$_3$ concentration with a measuring range of 0.2–20 ppm.

4.1.2. Liquid Water Content

The water content inside a fuel cell is a crucial factor for the proper operation. If liquid water blocks the gas feed to the catalyst, no reaction can take place and the power of the cell is reduced. Likewise, if the water vapour content is too low and the humidification of the membrane is insufficient, proper proton conduction is not guaranteed and increased ohmic losses are the consequence. Therefore, the proper water and humidity management inside the cell is of utmost importance. Various in situ methods have been developed to investigate liquid water inside the cell, such as the transparent cell, which offers a comparably easy and fast way to optically visualise water after some initial design changes of the cell (optical access of the flow field). Other methods, such as neutron imaging, X-ray imaging and magnetic resonance imaging, show increased complexity and limitations to spatial and temporal resolution, but allow for investigation with less deviation from the original cell design [110,111].

Transparent Cell

For the optical assessment of the flow channels (by means of a optical camera), the opaque bipolar plates (usually metal or carbon is used) have to be redesigned. A certain part of the bipolar plate (usually around 1 mm thickness) is replaced by polycarbonate, which offers the advantage of high light transmittance. Replacing the original bipolar plate material may affect the in situ investigation, but the comparably easy optical access represents a clear advantage [112]. By utilising this method, the liquid water inside the flow channels (anode and cathode side) can be optically visualised [113].

Neutron Imaging

The method of neutron imaging is based on the attenuation of neutrons, which shows certain similarities to X-ray imaging. However, the neutron attenuation is not related to the density of the material (as it is for X-rays), but only the neutron attenuation property of the material itself, so that images through metal plates are possible. Depending of the direction of the neutron beam through the cell, different aspects can be investigated: if the beam is parallel to the membrane plane, the water content of the anode or cathode can be visualised. If the neutron beam is perpendicular to the membrane plane, it enables the investigation across the lateral extend of the cell [114]. Neutron imaging offers the advantage of high contrast in situ water distribution investigations with excellent penetration through typical bipolar materials, such as aluminium, graphite or steel. This method has been applied for almost two decades to asses the effects of different flow channels geometries and operating conditions [115,116]. The measured water thickness accuracy is stated to be in the range of 5–10 µm [117].

X-ray Imaging

X-ray imaging is based on the additional attenuation of photons (depending on the density of material) when liquid water is present in fuel cells. It offers high spatial resolution (below 10 µm) and high temporal resolution (less than 10 s), which is sufficient to analyse the dynamic liquid transport behaviour of fuel cells [118]. The sample is placed between the X-ray source and a detector, which is used to visualise the attenuation of the beam. Utilising this technique, the opaque materials of a cell do not prevent the in situ liquid water formation and transport investigation in the channels and gas diffusion
Moreover, it offers the possibility to analyse the cell from the side (in contrast to optical investigations of transparent cells perpendicular to the membrane), which is critical to capture droplet formation and droplet height. Banerjee et al. reported X-ray images of 6.5 µm/pixel and 0.33 frames per second, which were deemed sufficient to capture changes in membrane hydration.

Magnetic Resonance Imaging

For this method, a strong magnetic field and radio waves (which resonate with specific atoms) are used. The radio waves interact with the magnetic properties of the sample. Receiver coils around the sample receive the signal. Magnetic resonance imaging is used to examine water motion within the membrane and flow fields. For the investigation, the materials of the cell must be compatible with strong magnetic fields, thus ferromagnetic materials (iron, nickel and cobalt) must be avoided. A disadvantage of this method is the limited spatial (25 µm) and temporal resolution. Tsushima et al. stated that the strong magnetic field has no significant effect on the cell performance, so that the investigation is not disturbed by the specific method.

Raman Spectroscopy

This method uses a laser as a source to analyse the backscattered light spectra at different depths along the membrane thickness. The laser source and the recorder are typically attached to the bipolar plate through a cylindrical access. Depending on the recorded spectra, the sorbed water/state of hydration of the membrane during operation can be determined at a specific point of the membrane.

4.1.3. Current Density Distribution

For the assessment of the current density, typically special probe preparation is required (preparation or modification of cell components). The methods are printed circuit boards and segmented cells. Besides, magnetic resonance can be applied, which is a noninvasive method.

Printed Circuit Board (PCB)

For this method, an array of shunt resistors on a printed circuit board (PCB) is used to measure the current. Depending on the segmentation of the cell and the number of shunt resistors, the spatial resolution of the distribution can be adjusted. Rasha et al. applied an 14 × 14 array of shunt resistors across a 100 cm² cell. Furthermore, Peng et al. utilised 144 current collecting segments and shunt resistors for a 250 cm² and 3 kW level fuel cell stack.

Segmented Cells

The segmented cells method is similar to the printed circuit boards method. The current of each segment of a cell is measured. Reshetenko and Kulikovsky used 10 segments with an area of 7.6 cm² each; every segment has its own current collector and GDL. The segmentation was applied to the cathode, and the gas flow was directed consecutively through the 10 segments. Chevalier et al. used 11 segments for a 12 cm² cell. Shunt resistors or Hall-effect sensors can be used for the current measurement.

Magnetic Resonance

Magnetic resonance is based on a static external magnetic field in combination with rf (radiofrequency) coils that are applied to the fuel cell. When the fuel cell generates electric current, both the static magnetic field and the magnetic field generated by fuel cell current are detected by the coils. As a result, the electric current of the cell can be measured. This method allows noninvasive investigations on the current density of the cell. Typically, this method is used to detect the water content of the fuel cell. Yet, Ogawa et al. utilised this method to determine the current distribution by an inverse analysis that reproduces
the spatial distribution of the resonance frequency of the signals. Rf coils arranged in 7 rows and 7 columns were placed into the MEA. The frequency of the nuclear magnetic resonance signal, which is proportional to the magnetic field strength (and therefore the electric current), is received by the coils. The two-dimensional spatial distribution of the coil signals is used to determine the current density across the cell.

Magnetotomography

This method allows noninvasive investigations on the current density of the cell. It is based on the measurement of the magnetic flux surrounding a single fuel cell or a stack caused by the electric current. Hauer et al. [135] developed a four-axis positioning system with a 3-D magnetic flux sensor to visualise and investigate the current density distribution. Plait et al. [136] designed a new magnetic field analyser device with a ferromagnetic circuit for the magnetic flux sensors, which is essentially different to other devices using this principle. The authors state to have achieved a more accurate analysis of the current distribution utilising this type of sensors.

4.1.4. Temperature Distribution

For the proper humidity management, the temperature of the cell is crucial. Depending on the size of the cell, the temperature distribution can cause varied performance across the cell.

Infrared Thermography

This comparably easy method does not require any preparation of the fuel cell. An infrared camera can be used to measure the surface temperature of the cell under different operating conditions [137].

Micro-Thermocouples

This technique uses several thermocouples which are integrated into the bipolar plates. Wilkinson et al. [138] used this technique to measure the temperature at the interface of the gas diffusion layer and the graphite bipolar plate.

In-Fibre Bragg Grating (FBG) Sensors

This method is similar to micro-thermocouples, but in contrast to conventional thermocouples, optical fibres are used. The measurement principle is based on the reflection and transmission of particular wavelength in the fibre. The advantage is that fibres are comparably small, immune to moisture, provide minimal impact on cell performance and are unaffected by the electrochemically active environment [139].

4.2. Measurement Techniques for Material Parameters

The setup of a CFD simulation model requires a significant amount of material properties for the different parts, e.g., sulfonic acid group concentration, water diffusion and electro-osmotic drag coefficient for the membrane, the porosities and permeabilities for GDL and CL or electrochemical parameters of the CLs. Identifying the most critical material parameters with the biggest influence on the solution is based on the research of Karpenko-Jereb et al. [140]. Their findings agreed well with the authors’ own experience. In [140], a computational mesh with hexahedral cells of a straight, single-channel PEM-fuel cell was created. This mesh was further used to perform CFD simulations with varying material properties. The reference solution $x_0$ was followed by two simulations: one with 50% lower value ($x_0 \cdot 0.5$) and the other with 50% higher value ($x_0 \cdot 1.5$) of the corresponding material parameter. For the present paper, the material parameters were categorised by the deviation of the resulting current density according to

- high impact: current density deviates by more than 10% (absolute) or
- medium impact: current density deviates between 5% to 10% (absolute)
The bar graph in Figure 6 shows the influence of the material parameters on the simulated current density:

Figure 6. Influence of material parameter on current density. Raw values are from the work in [140].

With the capital letters representing the following material parameters:

(A) Membrane thickness
(B) Membrane ionic conductivity
(C) Cathode CL thickness
(D) Cathode CL exchange current density
(E) GDL thickness
(F) GDL porosity
(G) GDL electrical conductivity
(H) Membrane sulfonic acid group concentration
(I) Membrane water diffusion coefficient
(J) Cathode CL transfer coefficient
(K) GDL contact angle

Therefore, the classification in high and medium is as follows: (A–G) high impact and (H–K) medium impact. Al-Baghdadi and Al-Janabi [141] performed a parametric study on material properties, such as GDL thickness and porosity as well as membrane thickness. They came to a similar conclusion as [140]: that the membrane and GDL thickness significantly impact overall fuel cell performance.

According to this classification, the correct determination of the material parameters from the high-impact pool is crucial in order to achieve accurate simulation results of the fuel cell’s current density and voltage. Therefore, the focus of the present chapter will be on the determination of these parameters. However, the measurement methods for the material parameters from the medium-impact pool will be mentioned as well.

4.2.1. Thickness Measurement

Other authors confirmed the influence of the membrane thickness on the overall fuel cell performance [141,142]. The thickness of the membrane without electrodes can be measured using simple tools like a thickness gauge [143]. In contrast, the determination of catalyst layer thickness is a more challenging task. The catalyst layer is located between the membrane and the gas diffusion layer (GDL) and has a typical thickness of 5–20 µm [144,145]. Membranes with two electrodes (anode and cathode) are called MEAs or Catalyst-Coated Membranes (CCMs) [146]. Catalyst layers consist of carbon particles with embedded platinum (Pt/C particles), and these particles are mixed with ionomer powder [147,148].
The mixture is hand-painted, air-brushed, sputtered or screen-printed onto the membrane. This approach ensures good bonding of the catalyst layer with the membrane and a high number of triple-phase boundaries (TPB) to achieve good overall performance of the fuel cell [149,150]. Keeping the manufacturing process in mind, the individual measurement of anode/cathode catalyst layer and the membrane is challenging. Destructive methods like scanning electron microscopy or scanning transmission X-ray microscopy [151–156] and non-destructive methods like 3D imaging with X-ray Computed Tomography (XCT) were developed to measure the thicknesses.

For scanning electron microscopy (SEM) or scanning transmission X-ray microscopy (STM), a proper preparation of the probe like cutting, handling and viewing under vacuum conditions has to be ensured. CCM probes for STM measurements need to be embedded into epoxy or polymers like polystyrene (PS) [155–157] to stabilise the probe. After embedding, fragile probes of about 100 nm are cut from the samples and analysed. The whole process has to take place under vacuum and can cause unwanted dehydration of the ionomer. Furthermore, the sample could be damaged by charged particles (e.g., electrons) used by SEM or TEM. For investigations on the degradation of the MEA, the different layers cannot be distinguished any more due to the chemical and structural altering of the probe [147].

The XCT method helps to overcome the mentioned limitations and is a completely non-destructive method. White et al. [158] and Pokhrel et al. [147] investigated the carbon corrosion of the cathode catalyst layer (CCL) and the accompanying thickness reduction. The XCT method was further used to analyse parameters of different length scales. On the micron length scale, the thickness, uniformity and morphology of fuel cell electrodes during different manufacturing processes were visualised [149]. On the nano length scale, the pore structures of the catalyst layer were investigated [159]. Usually, a sample was mounted on a rotating table and hundreds of 2D slices were produced. These pictures were used to compute a 3D volume with the help of specialised software and computer clusters. The process can be repeated several times without damaging the probe itself. The active area of the samples ranging from approximately 9–36 mm² [158,160,161]. With the XCT method, it is possible to perform 4D (the fourth dimension is time) in situ measurements to visualise the fuel cell’s degradation. Figure 7 shows XCT based cross-sectional views of the MEA at different degradation stages. The thickness can be determined with elaborated computer programs. More information on this topic can be found in [158,161].

![Figure 7. XCT-based cross-sectional views at different degradation stages. The thickness of CLs and membrane can be determined. Reprinted from the work in [158].](image)

**4.2.2. Ionic Conductivity**

The ionic conductivity of the polymer membrane (ionomer, electrolyte) greatly influences the overall fuel cell performance and voltage per current density [162]. The ionic conductivity strongly depends on the water content of the membrane [162,163]. Thus, a fuel cell system’s water management is crucial for high performance [164,165]. The water transport mechanisms within a polymer membrane are further discussed in Section 4.2.3. Despite other important (material) parameters, Karpenko-Jereb et al. [140], Lee et al. [162] and Figure 6 depicted the importance of conductivity investigations of membrane and GDLs for detailed numerical approaches like CFD-simulation.
The main methods to determine the ionic conductivity of membranes are alternating (AC) or direct current (DC) impedance measurements. These methods are based on the measurement of the probe’s resistivity during the application of electrical or ionic current. Electrochemical impedance spectroscopy (EIS) is not only used for ex situ measurements of material characterisation or single parts of the fuel cell, but can also be applied for in situ measurements of the fuel cell or whole stack [166–168]. Rezaei Niya and Hoorfar [167] reviewed the application of EIS for in situ measurements for PEM fuel cell systems.

The basic principles of EIS can be found in [98,162,165–167,169–177], but a short overview is given in the following. For EIS measurements, harmonic perturbations are applied to the probes, and the impedance response is recorded over a wide frequency range. The impedance $Z$ is the ratio of the oscillating voltage $\tilde{U}$ and current density $\tilde{j}$ and is defined as a complex number. A negative sign is required to be consistent with the definition of a positive current [168].

$$Z = -\frac{\tilde{U}}{\tilde{j}}$$

The measurement of the impedance response for different frequencies requires a frequency response analyser (FRA). The FRA applies a sinusoidal current to the fuel cell or membrane through a load bank. The response of the system is captured and analysed by the FRA. After capturing the system response, an impedance spectrum is calculated [166,167]. For probes with low resistance, a four-electrode configuration, see Figure 8a, reduces the interfacial resistance and polarisation during measurement. Two electrodes are mainly used for samples with high resistance (>10 kΩ) because the resistivity of the lead itself is low enough to be neglected [162]. A Nyquist plot (rectangular form $Z'$ + $jZ''$) or a Bode plot with the logarithm of the magnitude log($|Z|$) vs. the logarithm of the frequency log($\omega$) can be used to present the complex impedance [162]. A typical complex impedance spectrum (Nyquist plot) of a Nafion membrane is shown in Figure 9.
The equivalent circuit consists of ohmic resistances and capacitors, as the membrane also has a capacitive part. Therefore, the impedance is calculated via \( Z = Z' + jZ'' = \sqrt{R^2 + (X_L + X_C)^2} \) with \( R \) ohmic resistance, \( X_L \) inductive and \( X_C \) capacitive reactance. With \( \sigma = d / (R \cdot A) \), where \( d \) is the distance between the electrodes, \( A \) is the sample area and \( R \) the ohmic resistance from the Nyquist plot where the half-circle of the impedance crosses the real axis, the ionic conductivity of the membrane can be determined [162,167,178].

Beattie et al. [170] and Gardner and Anantaraman [172] conducted AC impedance measurement using the coaxial probe method, see Figure 8b. The open end of the coaxial probe element is pressed to one open end of the investigated membrane. This method’s main advantage is that the accessibility to the membrane needs to be ensured only from one side. In addition, environmental influences such as temperature and humidity can be controlled easily. For membranes thicknesses that are small compared to the probe’s gap size \((b - a, \text{ Figure 8b})\), the current distribution is nearly uniform. Then, the ionic conductivity of the membrane can be obtained by a simple relationship [172]:

\[
\sigma = \frac{1}{2\pi R_T h \ln \left( \frac{b}{a} \right)} \quad \text{with} \quad R_T = \frac{R_S}{2\pi \ln \left( \frac{b}{a} \right)}
\]  

(36)

with membrane thickness \( h \), measured resistance \( R_T \) and surface resistivity \( R_S = 1/\sigma h \). If the thickness of the membrane is large compared to the gap size, a more complicated calculation is necessary. For more details, see Gardner and Anantaraman [172].

Karpenko et al. [173] investigated the difference, differential-difference and mercury-contact method for measuring the ionic conductivity.

Büchi and Scherer [179] researched the resistivity of the membrane as a function of current density with in situ measurements. They used current pulses to determine the resistivity of the membrane and concluded that there is a remarkable increase in resistivity for current densities \( >0.5 \text{ A/cm}^2 \).

Lee et al. [162] and others [163,180,181] investigated the dependence of the ionic conductivity on the temperature and water content as well. They showed that the temperature dependence can be modelled with an Arrhenius type formula [182,183].

4.2.3. Water Diffusion Coefficient/Electro-Osmotic Drag Coefficient

The water management of a PEM fuel cell is very important for high performance as the ionic conductivity strongly depends on the water content [164]. Water diffusion and electro-osmotic drag are two crucial water transport mechanisms within perfluorosulfonate acid (PFSA) membranes. Convection generated by pressure gradient is the third water transport mechanism [184]. Recent works also reported a fourth mechanism, thermo-osmosis, arising from temperature gradients [185]. However, the latter two are not discussed in this context.

The main methods to measure the diffusion coefficient of water in polymer membranes are the pulse field gradient spin echo nuclear magnetic resonance (PGSE-NMR) method [165,186–189], radioactivated-tracer techniques [190–194] and by the change of weight of the membrane on sorption/desorption of water from the vapour phase [195].

Superconducting magnets and spectrometers were used for PGSE-NMR measurements. The samples were stored at a constant temperature before the measurements to get equilibrium conditions. Short pulses of 10–20 µm and a maximum amplitude of the pulse field gradients of approximately 13 T/m were applied. With the signal reduction of the pulse field gradient against its magnitude, the diffusion coefficient can be calculated [165].

Sawada et al. [193] used the radioactivated-tracer method with tritium-labelled water to measure the water diffusion coefficient of fluoropolymer-based electrolytes with dependency on water content. The measurement device consists of two compartments connected with a tube. The membrane separates the two compartments, one filled with tracer liquid the other with distilled water. The concentration change of trace liquid in the compartment filled with distilled water is measured at different times and the radioactivity
concentration was determined. The self-diffusion coefficient of water was determined with Fick’s diffusion theory.

Similar to the diffusion coefficient of water in polymer membranes, the electro-osmotic drag coefficient depends on the membrane’s water content [184]. Pivovar [196] reviewed the measurement methods of the electro-osmotic drag coefficient in more detail than would be possible in the scope of this work.

The electro-osmotic drag cell was used in [164,197] to determine electro-osmotic drag coefficients. The drag cell consists of two chambers filled with solution that are connected with an electrode-coated membrane. The electrodes induce a current in the membrane. The flux of ions through the membrane causes a flux of solvent due to electro-osmotic effects. Therefore, a volume change of the reservoirs is detected and recorded as a function of the current. As the volume changes appear to be very small, the accuracy limits of this method must be carefully considered. Side reactions can influence the measured values significantly. In addition, the temperature of the measurement device should be kept constant to avoid density changes of the fluids [196].

Fuller and Newman [198] and Zawodzinski et al. [82] determined the water transport number in Nafion 117 and other membranes by measuring the electrostatic potential of water with very similar measurement devices. The design of the device and how to obtain the electro-osmotic drag coefficient is explained in [82,198].

Weng et al. [199] used a measurement device that consists of two chambers, one smaller than the other (2200 cm$^3$ and 175 cm$^3$) that are separated by the investigated membrane. This method is also called the hydrogen pump method [196], see Figure 10 for schematics. On the membrane, two E-TEK gas diffusion electrodes were hot-pressed. Both chambers were evacuated and then filled with hydrogen. Liquid water was injected into the big reservoir to get the desired partial water vapour pressure to set the membrane water content. The partial pressure of water was significantly higher than in the small chamber [199]. The pressure change in the small chamber due to water diffusion through the membrane was recorded. After equalisation of the pressure, a stable DC current through the membrane was applied through the electrodes. Hydrogen is consumed from the big reservoir, whereas hydrogen is produced at the small reservoir side. The resulting proton current through the membrane drags water molecules from anode to cathode (big chamber to small chamber). Therefore, the pressure in the small reservoir due to the hydrogen and dragged water molecules is increasing. With the pressure vs. time data and mathematical relationships found in [199], the osmotic-drag coefficient can be determined.

Figure 10. Principle of hydrogen pump cell (based on the work in [196]).

Ise et al. [200] used electrophoretic NMR (ENMR) to measure the electro-osmotic drag coefficient in polymer electrolyte membranes. NMR spin echo pulse sequences are applied, and a proton current is drawn through the sample located inside a NMR radiofrequency
coil. This proton current causes an electro-osmotic current of water in the same direction. While the protons are moving through the magnetic field gradient, their spin’s Larmor precession frequency is changed \[200\]. The result is a phase shift of the NMR signal directly proportional to the magnitude of the electro-osmotic drag coefficient. This method allows the investigation of the water and dependence of the electro-osmotic drag coefficient without special pretreatments of the sample. Further details of the ENMR method can be found in \[200\].

A recent work investigated the electro-osmotic drag coefficient in perfluoronated sulfonic acid membranes without any diffusion assumption \[185\]. The experimental setup was very similar to \[199\]. For more measurement techniques and more detailed information, see in \[196\].

Typical values of diffusion coefficient of water in Nafion membranes ranges from \(1 \times 10^{-10} – 14 \times 10^{-10} \text{m}^2/\text{s} \) \[83,165\] with varying membrane hydration and temperature for Nafion membranes. Electro-osmotic drag coefficients ranges from 0.2 to 3 for different levels of hydration and solutions \[196\].

4.2.4. Ion-Exchange Capacity

An essential parameter for the characterisation of polymer electrolyte membranes, despite the thickness, is the ion-exchange capacity (IEC) in meq/g (milliequivalent of ions per gram dry membrane) \[201,202\]. It represents the active or functional groups available for ion exchange \[203\]. Karas et al. \[204\] mentioned several methods to determine the IEC of polymer membranes. Acid-based titration \[201,205–207\] and the glass pH method are well established \[208\]. The IEC can also be determined with ion chromatography \[209\] and methods on the basis of spectroscopy techniques \[204\], e.g., Fourier transform infrared (FTIR) spectroscopy \[210\] and NMR \[202\]. They provide information on the content of functional groups that are able to dissociate in the membrane structure. The primary method to determine the ionic exchange capacity is titration so far \[204\].

The titration method is based on the exchange of \(H^+\)-ions with \(Na^+\) \[201,207\]. To achieve the ion exchange, the samples are soaked in NaCl for several hours. Afterward, a defined amount of the solution was titrated with NaOH. The IEC can be determined with the following formula \[201\]:

\[
\text{IEC}[\text{meq/g}] = \frac{V_{\text{NaOH}} \cdot S_{\text{NaOH}}}{W_{\text{dry}}} \quad (37)
\]

with \(V_{\text{NaOH}}\) being the amount of NaOH needed for neutralization, \(S_{\text{NaOH}}\) being the strength of NaOH used for titration and \(W_{\text{dry}}\) being the dry weight of the sample. Other standard parameters to characterise a polymer membrane are equivalent weight (EW) and sulfonic acid group concentration. The connection between \(\text{IEC}\) and \(\text{EW}\), and between \(\text{EW}\) and sulfonic acid group concentration \(a\), is given with \[202\]

\[
\text{EW}[\text{g/mol}] = \frac{1000 \text{ g}}{\text{IEC[meq]}}, \quad a[\text{mol/m}^3] = \frac{\text{EW}}{\rho_{\text{dry}}} \quad (38)
\]

where \(\rho_{\text{dry}}\) is the dry density in kg/m\(^3\) of the membrane. The sulfonic acid group concentration is used, e.g., to normalise the membrane water content (\(\lambda, C_W\)). Typical EW values for long-side-chain (LSC) PFSA polymers like Nafion are \(\approx 1000 \text{ g/mol}\), whereas short-side-chain (SSC) PFSA has EW values of approximately \(800 \text{ g/mol}\) \[202\].

4.2.5. Porous Media Characterisation

As already mentioned in Section 3.3, the GDL as a connection between the MEA and the bipolar plate has a significant influence on the overall fuel cell performance. High electrical conductivity for low ohmic resistance and high thermal conductivity to remove electrochemical reaction heat from the catalyst layers must be ensured. For sufficient mass transfer, high porosity and permeability are required to provide sufficient and uniform distribution of reactants across the catalyst layer and remove water from the reaction
Williams et al. [213] investigated three different GDLs with different permeabilities to study the influence of the permeability on limiting current density. They determined that the highest limiting current density occurs at the GDL with the highest permeability. This study highlights the importance of well-chosen GDLs for high performance of fuel cells.

Mainly carbon fabrics with special treatment and hydrophobic properties like PTFE coatings are used for proper water removal. Substrates made from stainless steel, aluminium, copper or titanium were used in studies as well [211]. Figure 11a,b shows two different carbon fabric types used for GDLs, carbon paper (non-woven carbon fibers) and woven carbon [214–216]. It also highlights different material properties, which are, in general, anisotropic for both types.

Figure 11. Two different GDL fabrication types: (a) carbon paper (Toray 090) and (b) woven carbon cloth (E-Tek Cloth “A”) (reprinted from the work in [50]). (c) Reconstructed 3D view of GDL structure of uncompressed carbon paper using phase contrast tomographic microscopy. Reprinted from the work in [217].

Early CFD models did not take anisotropy into account due to the lack of available experimental data [218]. Therefore, many studies were conducted regarding the anisotropic material properties of GDLs [50,52,217–223] and showed that the in-plane properties affect the gas and current distribution inside the GDL under the land of the bipolar plate. Recent studies suggested that the value of the in-plane (IP, x- and y-direction) permeability and electrical conductivity can be at least one order of magnitude higher than the through-plane (TP, z-direction) value [50,217,218]. GDL and CL structure are usually not locally resolved in present numerical simulations, but volume averaging methods (macro-homogeneous models) are used. The material is assumed to be porous media and is characterised by using volume averaging parameters like porosity, permeability and tortuosity [140,224–227]. Therefore, it is crucial to determine the volume-averaged material parameters to get the most accurate simulation results. Although Banerjee and Kandlikar [223] showed the influence of temperature on permeability, it is considered constant in numerical simulations.

Permeability/Porosity

Porosity $\epsilon$ and permeability $K$ measurements are mainly conducted on a laboratory scale using core-flooding experimental systems [228]. Volumetric measurements of core samples like petrographic image analysis (PIA), mercury injection methods and fluid re-saturation methods are used to assess porosity [229]. Other more sophisticated and expensive methods to determine the surface area and pore distribution of the sample are X-ray tomography and scanning electron microscopy (SEM) [217,228,230–234]. A reconstructed 3D view of a carbon paper GDL is shown in Figure 11c. The first mentioned methods are mainly used in the gas and oil industry to assess rock properties, while XCT and SEM are used to study fuel cell GDLs.

According to the literature, the estimation models for permeability are mostly based on three correlations [228]:
(1) Darcy’s Law \([235-237]\). The pressure drop of flow with low Reynolds number through a porous medium is determined as follows (3D case):

\[ \nabla P = -\frac{\mu}{K} \cdot v \]  

(39)

with pressure \(P\), permeability \(K\), dynamic viscosity \(\mu\) and velocity \(v\).

(2) Nonlinear Darcy models, e.g., Darcy–Forchheimer equation \([227,238,239]\). The Darcy–Forchheimer equation accounts for the inertial losses in high-Reynolds flows.

(3) Klinkenberg effect/Knudsen slip-models, e.g., modified binary frictionmodel \([240,241]\)

The Reynolds number of the gas flow through the pores of GDL and CL is usually low. Therefore, the assumption of Stokes flow is valid and the inertial effects taken into account by the Forchheimer extension are negligible compared to the viscous effects \([211,224]\).

However, Gostick et al. \([50]\) suggested to estimate the error when using the Darcy equation with the Forchheimer number \(F_0\) \([54]\) on a case-by-case basis.

The determination of the permeability with Darcy’s law (Equation (39)) is based on the pressure drop and velocity measurement of the flow through the porous media. Figure 12 shows a typical measurement device for permeability measurement \([50]\). The sample is clamped and air flows through it at a certain velocity. The pressure drop between the air inlet and the air outlet is recorded and the permeability can be determined with Equation (39).

![Figure 12. Measurement device for permeability measurements on GDLs. Reprinted from the work in [50].](image)

As reported in \([218]\), the sensitivity of fuel cell performance to the GDL permeability is very low, which was also shown in \([140]\).

Electrical Conductivity

In contrast to the permeability, the electrical conductivity is very sensitive to the fuel cell performance, as shown with CFD-simulations in \([140,218]\). The electron transport in porous media can be described with ohm’s law and effective media theory \(i = -\sigma_{\text{eff}} \nabla \phi\) \([217]\), where \(\sigma_{\text{eff}} = \sigma_{\text{solid}} (1 - \epsilon)\) with \(\sigma_{\text{solid}}\) as electrical conductivity of the solid and \(\epsilon\) the porosity of the porous media \([242]\). Recently, many studies have been conducted on investigations of electrical conductivity/resistivity and contact resistance of GDLs, CCMs and bipolar plates \([214,218,242-247]\). Figure 13 shows the four-point probe (4PP) arrangements of TP and IP conductivity measurements \([247]\).
Figure 13. Four-point-probe electrode arrangements for TP (a) and IP in square (b) and linear (c) configurations. Reprinted from the work in [247].

The reason for anisotropic electrical (and thermal) conductivity is due to the fibre structure of the GDLs. IP conduction mainly occurs through the fibre material, whereas in TP direction the current conduction is dominated over inconsistent fibre-to-fibre contacts [247]. It is also reported that the IP conductivity does not need to be isotropic (e.g., same value of electrical conductivity in x-y direction). Especially for non-random aligned fibres it can differ by a factor of two [245] or even by one order of magnitude [247] between x- and y-direction. This is due to the preferential orientation of the carbon fibres in one IP direction.

Sadeghifar [243] investigated the electrical conductivity of industrial CCM, GDL and bipolar plates and the influence of humidity and compressive load. In addition, the electrical contact resistance of GDLs and bipolar plates was investigated. The results showed that the electrical conductivity of wet and dry GDLs is the same, whereas wet CCMs have significantly lower electrical conductivity (three times lower) compared to dry ones. Ismail et al. [245] conducted research on the PTFE treatment of GDLs and its influence on the TP and IP electrical conductivity. They showed that the IP conductivity is insensitive to the PTFE content, whereas the conductivity in the TP direction and the contact resistance are very sensitive to PTFE content.

4.2.6. (Reference) Exchange Current Density

The exchange current density is a measure of the “readiness” of an electrode. It is used in the Butler–Volmer equation to determine an electrode’s current density at a specific interface potential [248,249].

\[
 j = j_0 \left( e^{\alpha F \eta} - e^{-\frac{(1-\alpha)F}{n} \eta} \right) \tag{40}
\]

with the exchange current density being \( j_0 \), the transfer coefficient being \( \alpha \), the (activation) overpotential being \( \eta \) and temperature being \( T \). \( F \) and \( R \) are Faraday’s and the universal gas constant, respectively. The exchange current density depends on temperature, species concentration and reference exchange current density at reference conditions. For high overpotentials, the second term of the Butler–Volmer equation can be neglected, and it simplifies to the Tafel equation [248]:

\[
 j = j_0 e^{\alpha F \eta} \Rightarrow \ln(j) = \ln(j_0) + \frac{\alpha F}{RT} \eta \tag{41}
\]

The logarithmised and linearised form of the Tafel equation (41) can be used to determine the exchange current and the transfer coefficient from measured polarisation curve data. In fuel cells, the curve is mainly depending on three mechanisms: activation overpotential, ohmic overpotential and concentration overpotential.
For this purpose, rotating-disk electrode (RDE) voltammetry is used to determine the electrochemical parameters of an electrode [250,251]. With the mass-corrected current density, the kinetic current density is plotted against the potential. The value of the intersection of the obtained linear plot with the current density axis is the exchange current density. The transfer coefficient can be derived from the linear plot’s slope [251].

Frequently, the (reference) exchange current density is used as a tuning or calibration parameter in CFD simulations as it is rarely available from measurements [225,226,252,253].

5. Conclusions

The engineering and technological advancement of PEMFC for sustainable power generation will necessarily rely on combined virtual models for multidimensional numerical simulations and advanced testing. Despite being an actor of electric power generation for decades, it is believed that the PEMFC system will emerge in the short-term future as an indispensable technology in all power generation sectors, complementary to the use of battery-based devices. However, the advancement of fuel cell systems beyond the current status requires an unprecedented understanding of all the key steps of their operation, covering fluid-dynamics, electrochemistry and material sciences. The growth of such multisectorial knowledge is seen as the most important milestone for fuel cells further progress.

In this review article, two main section are discussed, presenting both the modelling methods and the diagnostic validation techniques:

- **In the first block,** the most common modelling approaches for the simulation of fluid/heat/charge transport in PEMFC are presented, namely, the Mixture Multi-Phase (MMP), the Eulerian Multi-Phase (EMP) and the Volume of Fluid (VOF). The multi-part and multi-physics feature of PEMFC and the ubiquitous effect of water transport and phase-change on all the concurring phenomena are the pillars of all the mentioned methods, and their inclusion in model equations is elucidated. Then, a component-based analysis of key properties for multidimensional modelling of GDL, membrane and CL are provided, and the most common correlations from the literature are presented and discussed.

- **In the second part,** the most advanced measuring methods to measure fluid properties (e.g., gas composition and liquid water content), electrical variables (e.g., current distribution) and material characterisation (e.g., permeability and conductivity) are presented. The variety of the surveyed techniques renders the complexity of the problem and testifies how insufficient is PEMFC testing only based on cell polarisation curves.

The two parts are intended to complement each other, contributing to render a unified framework of the physical/electrochemical processes developing in modern PEMFC, of the mathematical methods to model their interrelationships and of the testing methods which can be used for model validation. It is the authors’ intention to provide with this review with an accompanying cross-disciplinary knowledge base to guide researchers and designers into the understanding of fuel cell processes, as well as of the still unclear (and often approximated) aspects. The easily foreseeable availability of low-cost computational power in the next years will need to be accompanied by a robust comprehension of fuel cells phenomena, ultimately leading to the establishment of a well-validated virtual-based development approach.
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**Abbreviations**

The following abbreviations are used in this manuscript:

- **ACL** Anode Catalyst Layer
- **BPP** Bipolar Plate
- **CL** Catalyst Layer
- **CCL** Cathode Catalyst Layer
- **CCM** Catalyst-Coated Membrane
- **CFD** Computational Fluid Dynamics
- **CCM** Catalyst-Coated Membrane
- **ECR** Electrical Contact Resistance
- **EIS** Electrochemical Impedance Spectroscopy
- **EMP** Eulerian Multi-Phase
- **EW** Equivalent Weight
- **FC** Fuel Cell
- **FRA** Frequency Response Analyzer
- **FTIR** Fourier Transform Infrared Spectroscopy
- **GC** Gas Channels
- **GDL** Gas Diffusion Layer
- **HOR** Hydrogen Oxidation Reaction
- **HT-PEMFC** High-Temperature PEMFC
- **IEC** Ion Exchange Capacity
- **IP** In-Plane
- **LSC** Long Side Chain
- **MEA** Membrane Electrode Assembly
- **MMP** Mixture Multi-Phase
- **MPL** Micro-Porous Layer
- **NMR** Nuclear Magnetic Resonance
- **OCV** Open Circuit Voltage
- **ORR** Oxygen Reduction Reaction
- **PCB** Printed Circuit Board
- **PEM** Polymer Electrolyte Membrane
- **PFSA** Perfluoronated Sulfonic Acid
- **RH** Relative Humidity
- **SEM** Scanning Electron Microscopy
- **SSC** Short Side Chain
- **STM** Scanning Transmission X-ray Microscopy
- **TCR** Thermal Contact Resistance
- **TP** Through-Plane
- **TPB** Triple-Phase Boundary
- **VOF** Volume Of Fluid
- **XCT** X-ray Computed Tomography
- $a$ Activity [-]
- $\alpha$ Volume Fraction [-]
- $\alpha_{a/c}$ Anodic/Cathodic Transfer Coefficient [-]
- $c$ Species Concentration [kmol/m$^3$]
- $D$ Diffusion Coefficient [m$^2$/s]
- $d$ Fiber Diameter [m]
- $\epsilon$ Porosity [-]
- $F$ Faraday Constant
- $h$ Latent Heat of Evaporation [J/kg]
- $j$ Volumetric Current Density [A/m$^3$]
- $k$ Thermal Conductivity [W/m/K]
κ Electric Conductivity [S/m]
K Absolute Permeability [m²]
λ Water Content [-]
M Molecular Weight [kg/mol]
µ Molecular Viscosity [Pa s]
\( n_d \) Electro-Osmotic Drag Coefficient [-]
Φ Electrical Potential [V]
ϕ Solid Volume Fraction [-]
ρ Density [kg/m³]
S Source Term
s Liquid Water Volume Fraction [-]
σ Ionic Conductivity [S/m]
τ Tortuosity [-]
θ Mobility [m² mol/s/J]
\( \vec{u} \) Velocity Vector [m/s]
x Mole Fraction [-]
Y Mass Fraction [-]
ζ Specific Active Surface Area [1/m]

The following apices/suffices are used in this manuscript:

a Anode
c Cathode
e Electrolyte
eff Effective
g Gas
l Liquid
m Membrane
mix Mixture
rev Reversible
s Solid
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