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Abstract—Symbolic Regression (SR) is a type of regression analysis to automatically find the mathematical expression that best fits the data. Currently, SR still basically relies on various searching strategies so that a sample-specific model is required to be optimized for every expression, which significantly limits the model’s generalization and efficiency. Inspired by the fact that human beings can infer a mathematical expression based on the curve of it, we propose Symbolic Expression Transformer (SET), a sample-agnostic model from the perspective of computer vision for SR. Specifically, the collected data is represented as images and an image caption model is employed for translating images to symbolic expressions. A large-scale dataset without overlap between training and testing sets in the image domain is released. Our results demonstrate the effectiveness of SET and suggest the promising direction of image-based model for solving the challenging SR problem.

I. INTRODUCTION

Discovering the mathematical expressions between variables from collected data is a common concern in the history of various scientific areas. Symbolic Regression (SR) searches for a suitable structure and corresponding parameters to construct an explicit mathematical model that can best fit the observed data [1]. Given a dataset \((\text{In}_i, \text{Out}_i)\), where \(\text{In}_i \in \mathbb{R}^n\) and \(\text{Out}_i \in \mathbb{R}\), SR looks for the function \(f(\cdot) : \mathbb{R}^n \rightarrow \mathbb{R}\) to minimize the loss over all data points i.e.,

\[
\min f \sum_i (f(\text{In}_i) - \text{Out}_i)^2.
\]

Previous SR approaches are mainly based on searching strategies. Evolutionary algorithms, especially genetic programming (GP) methods, are widely utilized in traditional approaches [2,4]. Recent advances in machine learning prompted neural networks to be applied to SR. AI Feynman [8] decomposes a complex SR problem to a series of simpler ones before applying brute-force symbolic search, by employing neural networks to identify the simplifying properties such like multiplicative separability and translational symmetry. GrammarVAE [9] was proposed to train a variational autoencoder for obtaining the latent space representation of discrete data. Sahoo et al. [10] proposed a special kind of neural networks where the activation functions are symbolic operators for addressing SR. Deep symbolic regression (DSR) [11] applied deep reinforcement learning to generate symbolic expressions and proposed a risk-seeking strategy for better exploring the search space. Additionally, Bayesian symbolic regression (BSR) [12] was proposed to fit SR under a Bayesian framework, and Neat-GP [13] optimized the standard GP approaches based on Neuro Evolution of Augmenting Topologies (NEAT). From the perspective of computer vision (CV), DeStrOI [14] was proposed for symbolic operator identification, which aims at predicting the significance of each mathematical operator to reduce the searching space for downstream SR tasks. [15] and [16] employed transformer-based models in SR by training them with synthetic datasets.

Several issues limit further applications of current approaches: (1) The absence of large-scale benchmark datasets for comprehensive evaluation. Most existing methods are only benchmark on no more than hundreds of expressions (Table I). A large-scale dataset will help enrich the expression diversities and speed up the methodology development. (2) The relatively low efficiency of searching over the extremely large expression space, especially considering that a sample-specific model needs to be optimized for each expression.

| Data set          | # samples |
|-------------------|-----------|
| Nguyen [7]        | 12        |
| BSR [12]          | 6         |
| AI Feynman [8]    | 100       |
| SRBench [17]      | 252       |
| SET-testing       | 53889     |

To address these issues, inspired by the fact that human beings can infer a function based on its curve, we proposed the Symbolic Expression Transformer (SET) from the CV view by representing sampled data as images. SET is the first model to predict symbolic expression from the perspective of CV, to the best of our knowledge. We provide a large-scale dataset generation and separation strategy for training and assessing SR
approaches. There is no overlap between training and testing sets in both image domain and equation domains. SET is a sample-agnostic model for SR, so that a trained SET model can be directly applied on testing set. Experimental results demonstrate the promising direction of image-based model for solving the challenging SR problem.

II. METHODOLOGY

SR aims to find a mapping function from sampled data to symbolic expression. In SET model, the input data are represented as images and the output are symbolic sequences. As a result, we arrive at an image caption problem to translate images to sequences. In this study, we provide the generation strategy of large-scale datasets as well as those details about the proposed SET model.

A. Dataset generation

To generate a large-scale dataset in SR, we need to randomly sample mathematical expressions, draw corresponding images and separate them into training and testing sets without overlap.

Dictionary preparation. In this study, we focus on expressions with no more than two arguments (x and y), which can be written as \( f(x, y) \). We firstly define a dictionary including 12 operators, 2 variables, and 6 constants. The details of dictionary are shown in Table II. Operators may accept one (unary) or two (binary) arguments.

| Variable | \( x, y \) |
|----------|------------|
| Opr (unary) | \( \sin, \cos, \log, \sqrt{\text{neg}}, \text{inv}, \text{exp} \) |
| Opr (binary) | \(+, -, *, /, \text{power}\) |
| Constant | 0.5, 1, 2, 3, 4, 5 |

Expression generation. Mathematical expressions are generated in tree structures, where the nodes can be operators, variables, and constants [18]. The number of operators \( k \) is specified and an initial operator is sampled at the beginning. Then an expression can be generated by repeating the following procedures iteratively.

1. Create the required number of blank children for the sampled operator.
2. Sample the required number of elements to fill the sampled operator. If the number of operators in current expression reaches \( k \), fill the blanks with variables or constants, then finish this generation. Otherwise utilize at least one operator when filling blanks.
3. For each sampled operator, go to step (1). After that, the generated expression is transferred from a tree into a sequence by the pre-order traversal (Figure 2).
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Image construction. To represent comprehensive information within an image, data is collected from different combinations of ranges so that a multi-channel image is constructed for each expression. Each channel is represented by a matrix whose elements are obtained over a specific range following the steps: (1) Data sampling from the given range \( z_{i,j} = f(x_i, y_j) \); (2) Adding relative noise: \( z_{i,j} \leftarrow (1 + 0.01 \times \epsilon) z_{i,j} \), where \( \epsilon \) is a random value sampled from a Gaussian distribution. (3) Digitizing to \([0, 255]\) by linear mapping: Four-channel images are constructed in this study, where the data are collected from \( \{ x \in [L, M], y \in [L, M] \} \), \( \{ x \in [L, M], y \in [M, H] \} \), \( \{ x \in [M, H], y \in [L, M] \} \) and \( \{ x \in [M, H], y \in [M, H] \} \) respectively, and \( L = 0.1, M = 1, H = 7 \).

Training and testing sets separation. There are two principles for expression selection and separation. (1) Expressions associated with the same image should not appear in both training and testing data. (2) Equivalent expressions are desired to be represented in the shorter form. As a result, the dataset is generated in the ascending order respect to the number of
operators (from 0 to 6). Each newly sampled expression will be dropped directly if it has the same clean image with a previous sampled one with fewer operators. Additionally, if multiple samples with the same number of operators have the same image, all of them will be saved for improving the diversity of dataset, and then assigned to training or testing data together to avoid overlapping. Considering that the shorter expressions are relatively less and simpler, expressions with fewer than 4 operators will only be assigned to the training set, after being up-sampled to reduce the unbalance within expressions in different lengths. While those expressions with at least 4 operators will be assigned to training set with probability 0.8 and testing set with probability 0.2. Details of the dataset are shown in Table III.

### B. Model Structure

SET models the SR as an image caption task by representing data as images, and applies one-hot embedding to ground truth symbolic sequences. The input to SET is a sequence of cropped image patches while the output is the pre-order traversal of corresponding symbolic expression. Given the marvelous success obtained by transformers [19] in natural language processing and computer vision, SET further extended the application of transformer models to SR tasks (Figure 3).

#### TABLE III

**Dataset Details with Augmentation.** To balance the number of samples in different lengths in the training set, expressions with two and three operators are up-sampling to 10 and 2 times respectively.

| # Operator | Up-sample | # Up-sampled train | # Test |
|------------|-----------|--------------------|-------|
| 2          | 10        | 34820              | 0     |
| 3          | 2         | 35258              | 0     |
| 4          | 1         | 42163              | 10338 |
| 5          | 1         | 71065              | 17919 |
| 6          | 1         | 102905             | 25632 |
| **Sum**    | **-**     | **286211**         | **53889** |

**Encoder.** In the data loader, Gaussian noise is firstly applied to input images for improving the robustness of trained model. The input image $x \in \mathbb{R}^{H \times W \times C}$ is transferred to the patch space $x_p \in \mathbb{R}^{N \times (P^2 \times C)}$, where $(H, W)$ is the shape of the original image, $C$ is the number of channels, $N = (H/P) \times (W/P)$ is the number of patches and the patch size is $(P, P)$ [20]. Each patch is flattened and reshaped to a one-dimensional vector. As a result, the image is represented by a sequence in length of $N$ when being inputted to the encoder of a transformer. The transformer encoder consists of
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Fig. 3. The structure of SET model. $N_{att}$ is the number of attention blocks. The expression image is cropped into patches and flattened before being fed to the encoder, while the output sequence refers to the pre-order traversal of an expression.
a linear layer for patch embedding, a positional embedding module, multi-headed self-attention layers and MLP blocks. In each attention head, three weight matrices are learned, which are the query weights $W_Q$, the key weights $W_K$ and the value weights $W_V$. Given the input embedding $E$, a query vector $Q$, a key vector $K$ and a value vector $V$ can be obtained based on those three weights metrics respectively. Specifically, for each token $i$, $q_i = e_i W_Q$, $k_i = e_i W_K$, $v_i = e_i W_V$. Then the attention weights can be calculated by\

$$\text{Attention}(Q, K, V) = \text{softmax} \left( \frac{Q K^T}{\sqrt{d_k}} \right) V,$$\n
(1)

where $d_k$ is the dimension of the key vector $K$. Layernorm and residual connections are applied before and after every block, respectively.

**Decoder.** The decoder basically follows the structure in the standard transformer, which consists of positional encoding, attention blocks, residual connections and layer normalization. The last layer in decoder is a linear transformation with Softmax to output the probability of each character, which refers to the pre-order traversal of an expression. When evaluating a trained model, SET employs the beam search [21] strategy in the decoder which can provide a set of candidate expressions and avoid getting stuck at local optima. Given an image $I$, the model is supposed to find the sequence $S$ that maximizes a score function $\text{score}(S, I)$. A length penalty item $lp(S)$ is added to the score function in testing stage for comparing predicted expressions in different lengths.

$$\text{score}(S, I) = \frac{\log(P(S|I))}{lp(S)}$$\n
(2)

$$lp(S) = \frac{(5 + |S|)^\alpha}{(5 + 1)^\alpha}.$$\n
(3)

Among those expressions associated to the same image, SET is supposed to generate the one that being represented in the simplest form. As a result, the $\alpha$ is set to negative values in SET, i.e., $\alpha \in (-1, 0)$. In out experiment, the beam size is set to 10, which is the number of predicted expressions that will be generated, and the length penalty item $\alpha = -0.9$.

### III. Results

#### A. Evaluation in image domain

In SR tasks, a minor error in the generated sequence can lead to an equation that has definitely different values, or even a symbolic sequence that cannot form an equation. For instance, the pre-order traversals between $-x \ast (\sin(x) + \cos(y))$ and $\exp(x \ast (\sin(x) + \cos(y)))$ only differ in one item while being the same in seven items, but their value distributions are totally different. On the contrary, sequences which significantly differ from each other may describe functionally the same expression. It is more reasonable to evaluate the predictions in the value space. To maintain the consistency in this study, the performance is assessed by representing values as images again. The image construction strategy is the same with that in dataset generation, while the Gaussian noise is not applied here.

**Distance in image space.** For the $i^{th}$ sample, we can evaluate the image similarity between $I_{hyp}^j$ and $I_{ref}^i$ by measuring the root-mean-square-error (RMSE) and the structure similarity (SSIM) [22], where $I_{hyp}^j$ is the clean image of the
The error in image domain is defined as
\[ \text{RMSE} = \text{Mean}_i(\text{Min}_{j \in \text{beam}} ||I_{\text{hyp}}^{i,j} - I_{\text{ref}}^{i}||_2). \] (4)

Similarly, the SSIM score is defined as:
\[ S_{\text{SSIM}} = \text{Mean}_i(\text{Max}_{j \in \text{beam}}(\text{SSIM}(I_{\text{hyp}}^{i,j}, I_{\text{ref}}^{i}))). \] (5)

**Success ratio.** SET is supposed to generate expressions who have exactly the same value distribution with the corresponding input. If at least one of the predictions within beam search has the same image with the reference, the sample is regarded as being correctly regressed. To be noticed, although a pair of expressions with the same image may not be exactly the same (e.g. \( \cos(y \times x) \) and \( \cos(-y \times x) \)), the underlying scientific laws are equivalently between them. Success ratio is defined as:
\[ R_{\text{succ}} = \frac{\#\text{correctly regressed samples}}{\#\text{total samples}} \times 100\%. \] (6)

To demonstrate the effectiveness of SET model, we make comparison with Nearest Neighbor (NN) algorithm under the same training and testing data. Given the image of a testing sample, NN looks for the expression whose image is most close to the input from the training set. For a fair comparison, the top-10 candidates given by NN are analyzed in the same way as that for the top-10 predictions in beam search of SET. NN needs to calculate the distance between a testing sample to all training samples, which makes it expensive in runtime and memory usage. So the comparison in image space is based on 100 randomly chosen samples (Table IV). Other approaches are not included in the comparison for two reasons. (1) The assumptions made in these approaches may not hold in SET dataset. For instance, \( \sin(x + \cos(x)) \) is not allowed in DSR but can exist in SET dataset. (2) The much longer runtime of those searching-based methods limits their feasibility when dealing with a complex expression. For instance, DSR takes up to \( \sim 10^5 \) seconds on an individual sample in our SET dataset.

| TABLE IV |
| --- |
| **Comparison between SET and NN based on top-10 predictions considering there is no repetitive image between training and testing sets, the \( R_{\text{succ}} \) of NN will always be 0.** |
| NN | SET |
| --- | --- |
| RMSE (The lower the better) | 5.66 | 3.55 |
| SSIM (The higher the better) | 0.808 | 0.857 |
| \( R_{\text{succ}} \) (The higher the better) | 0% | 33% |
| Average runtime on each test sample | 11.65s | 1.28s |

**B. Visualization**

Results can be visualized by drawing the first three channels of each image. As shown in Figure 4 on the first three samples, SET can find the expression that exactly matches the input image and results in the 0 RMSE. Additionally, referring to the same image, the generated expression can even be simpler than the input one. This is because the negative length penalty item encourages the model to look for expressions with fewer operators. While on the last sample in Figure 4, images of the reference and the prediction are similar but not the same, which is caused by the missing component /0.5 in the prediction. Generally speaking, expressions generated by SET always have the similar or even the same value distribution with their corresponding input, which means that SET can find the fundamental relationship across variables and an approximate representation of the desired expression.

**IV. DISCUSSIONS**

Inspired by the fact that human beings can infer a mathematical expression based on its function image, we propose SET and a large-scale dataset to address SR from the perspective of computer vision. Experimental results suggest that SET can find predictions whose distribution of values is the same or very close to the desired one, which indicates that the underlying mathematical law between variables are detected from the data.

Currently, SET model mainly suffers from the weakness in distinguishing expressions with quite similar images. Considering the large scale of SET dataset and the information loss during constructing digital images from the raw data, SET may generate many predictions in the case of the corresponding images differ from each other slightly. In addition, modeling SR as image captioning tasks can only works for functions of no more than two variables, and the training data and testing data need to have the same distribution. Generalization of the model needs to be further explored in the future.
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Algorithm 1 Data generation and assignment algorithm

1: Specify the minimum and maximum number of operators $n_{\text{min}}$ and $n_{\text{max}}$.
2: Initialize expression set $\text{Seq}_{\text{all}}$, clean image set $I_{\text{all}}$, training image set $\text{Img}_{\text{train}}$, training expression set $\text{Seq}_{\text{train}}$, testing image set $\text{Img}_{\text{test}}$ and testing expression set $\text{Seq}_{\text{test}}$.
3: for $n$ in $[n_{\text{min}}, n_{\text{max}}]$ do
4: Under current number of operators $n$, initialize training image set $\text{Img}^n_{\text{train}}$, training expression set $\text{Seq}^n_{\text{train}}$, testing image set $\text{Img}^n_{\text{test}}$, testing expression set $\text{Seq}^n_{\text{test}}$, clean training image set $I^n_{\text{train}}$ and clean testing image set $I^n_{\text{test}}$.
5: for $i$ in range($t_n$), where $t_n$ is the generation times under current number of operators $n$ do
6: Sample an expression $s_i$ with $n$ operators.
7: if $S_i \in \text{Seq}_{\text{all}}$, then
8: Continue. // The expression has already been sampled.
9: else
10: Add $S_i$ to $\text{Seq}_{\text{all}}$.
11: end if
12: Collect data for function $S_i$ over ranges.
13: if Value error arises during calculation then
14: Continue.
15: end if
16: Draw the image $I_i$ of expression $S_i$.
17: if $I_i \in I_{\text{all}}$ then
18: Continue. // A shorter expression with the same image has already been sampled.
19: end if
20: // Training and testing set separation.
21: if $I_i \in I^n_{\text{train}}$ then
22: Flag = 1.
23: else if $I_i \in I^n_{\text{test}}$ then
24: Flag = 0.
25: else
26: With probability $p$: Flag = 1. Add $I_i$ to $I^n_{\text{train}}$.
27: With probability $1 - p$: Flag = 0. Add $I_i$ to $I^n_{\text{test}}$.
28: end if
29: Add Gaussian noise to $I_i$: $\text{Img}_i = I_i + \epsilon$.
30: if Flag = 1 then
31: Assign $(\text{Img}_i, S_i)$ to $(\text{Img}^n_{\text{train}}, \text{Seq}^n_{\text{train}})$.
32: else
33: Assign $(\text{Img}_i, S_i)$ to $(\text{Img}^n_{\text{test}}, \text{Seq}^n_{\text{test}})$.
34: end if
35: end for
36: Add $I^n_{\text{train}}$ and $I^n_{\text{test}}$ to $I_{\text{all}}$.
37: Add $(\text{Img}^n_{\text{train}}, \text{Seq}^n_{\text{train}})$ to $(\text{Img}_{\text{train}}, \text{Seq}_{\text{train}})$.
38: Add $(\text{Img}^n_{\text{test}}, \text{Seq}^n_{\text{test}})$ to $(\text{Img}_{\text{test}}, \text{Seq}_{\text{test}})$.
39: end for