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Abstract

Recently, there is a vast interest in developing image feature learning methods that are independent of the training data, such as deep image prior [35], InGAN [28, 29], SinGAN [27], and DCIL [8]. These methods perform various tasks, such as image restoration, image editing, and image synthesis. In this work, we proposed a new training data-independent framework, called Deep Contextual Features Learning (DeepCFL), to perform image synthesis and image restoration based on the semantics of the input image. The contextual features are simply high dimensional vectors representing the semantics of the given image. DeepCFL is a single image GAN framework that learns the distribution of the context vectors from the input image. We show the performance of contextual learning in various challenging scenarios: outpainting, inpainting, and restoration of randomly removed pixels. DeepCFL is applicable when the input source image and the generated target image are not aligned. We illustrate image synthesis using DeepCFL for the task of image resizing.

1. Introduction

Recently, there has been a remarkable success for image restoration and image synthesis methods that do not use training data [7, 27, 25, 30, 31, 35]. One of the major challenges for the deep feature learning methods above is the limited contextual understanding in the absence of feature learning from training samples [7]. Contextual learning is mostly studied for image inpainting [25] and image transformation tasks [23], where many pairs of source and target images are used to learn the image context.

Restoration of missing pixels in an image is a classical inverse problem [4-6, 10, 18, 32, 33, 44, 46]. It addresses various applications such as image editing, restoration of damaged paintings, image completion, and image outpainting. The image transformation model allows formulation for a variety of tasks such as style transfer, single image animation, and domain transfer [23].

Traditionally, image restoration is formulated as optimization problems, where the objective function includes a loss term and an image prior term, e.g., sparse [1, 9] and low-rank [13] priors. The desired image is reconstructed by finding the solution for the optimization problem. Deep learning models have shown an ability to capture image priors implicitly by minimizing the loss over the training samples [3, 17, 19, 25, 36-38, 40-43]. However, training data-based methods have their limitations, such as generalizability to new images [7, 35].

Recently, there is a growing interest in developing methods that are independent of training data to perform image restoration and image synthesis tasks [7, 8, 27, 28, 30, 31, 35]. Ulyanov et al. proposed deep image prior (DIP) [35], which shows that the handcrafted structure of the convolution neural network (CNN) provides an implicit image prior [35]. However, image prior learning using pixel-to-pixel loss in [35] is limited to the tasks which have a spatial correspondence between the pixels of the source image and the target image [23]. One approach would be to learn the internal
The single image GAN frameworks show applications where the spatial mapping between the source and the target images is not well-defined [27,30]. Shocher et al. proposed an internal learning (IL) framework to synthesize realistic image patches using image-conditional GAN, called InGAN [28,29]. Shaham et al. showed an unconditional generative model for image synthesis, named SinGAN [27]. Mastan et al. have shown the single image GAN framework for denoising-super resolution and image resizing [8].

The pixel-to-pixel loss framework in [35] and the internal patch distribution learning frameworks in [27,29] do not perform image reconstruction by considering the context of the objects. An image could be considered as a collection of high dimensional context vectors [23]. These high dimensional vectors are the image statistics captured at the intermediate layers of the features extractor such as VGG19 network [22,23]. An interesting question would be that, given an incomplete image summary, can we synthesize new context vectors and use them to reconstruct the image. The context of an image is critical to perform image restoration and image synthesis tasks (Fig. 1 and Fig. 8) [7,28,30,35]. We present a single image GAN framework (DeepCFL) which studies the contextual features in the image. The problem is novel as it aims to learn the distribution of the contextual features (contextual learning) in the image instead of internal patch distribution, as in the case of InGAN [28,29] and SinGAN [27].

We have shown a pictorial representation of DeepCFL in Fig. 2. The aim is to utilize the image features of the original image \( I \), which are present in the corrupted image \( x \). We generate a restored image \( y \) which utilizes image features from \( x \). We use an encoder-decoder network \( G \) to generate \( y \). Then, we iteratively minimize the total loss (TL) between the corrupted image and the restored image. TL is a combination of contextual features loss (CFL) and reconstruction loss (RL). Fig. 2 shows that CFL allows feature learning using two different tools: contextual adversarial loss (CAL) and context vectors loss (CVL). The detailed description of each component of the framework and the formal definitions of the loss functions are described Sec. 3.

CAL performs distribution matching in the adversarial framework to synthesize new context vectors for the corrupted image \( x \). CVL computes the direct difference between the context vectors extracted from the corrupted image \( x \) and the restored image \( y \). Therefore, in CFL, CAL generates new context vectors and CVL improvises them. RL is a pixel-to-pixel loss (i.e., mean squared error), which ensures the preservation of image features in the restored images. Intuitively, the main idea is to generate new context vectors using CFL and map them to the image features implicitly through pixel-based comparison using RL.

We have studied the performance of DeepCFL for the following tasks: image outpainting, inpainting of arbitrary holes, and restoration of \( r\% \) pixels missing in the corrupted image. We also show the applications in the presence of non-aligned image data using image resizing. The key contributions of this work are summarized below.

- We propose a single image GAN framework for contextual features learning (DeepCFL). The framework performs well on image outpainting tasks (Fig. 4) and Ta-
We also illustrate that DeepCFL synthesizes new objects when resizing the image (Fig. 9).

- DeepCFL investigates image reconstruction considering the contextual features. The contextual features learning is useful for the applications that use only a single image as input. We show the generalizability of DeepCFL by performing multiple applications (Sec. 3).
- We provide a detailed analysis of contextual features learning by illustrating reconstruction in various challenging setups such as arbitrary hole inpainting, restoration of a high degree of corruption, restoration of images with a word cloud, ablation studies, and limitations (Sec. 3 and Sec. 4).

2. Related work

Deep feature learning captures good image features by using the strong internal data repetitions (self-similarity prior) [11,15,30,42,45], hand-crafted structure [7,35], and explicit regularizer [21]. DeepCFL is a single image GAN setup, which is different from features learning frameworks proposed earlier [19,23,24,26,34,37,39,41]. Single image GAN frameworks perform a variety of tasks such as image editing [27], retargeting [29], denoising super-resolution [8], and video inpainting [16,42]. Our contextual learning framework is somewhat related to [7,8,28,35]. InGAN [28,29] and SinGAN [27] are single image GAN frameworks for learning the internal patch distribution. DCIL leverage internal learning with the contextual loss [8]. DeepCFL is related to [7,8,28,35], and it does not employ a masked patch discriminator for CAL [37]. It does not use a features expansion network and relies on the features reconstruction capabilities of the encoder-decoder network [37].

3. Our Framework

DeepCFL is a single image GAN framework to synthesize new context vectors that are consistent with the semantics of the input source image. The task is to extract features from the source image and synthesize a new target image. The source image could be a clean or a corrupted image. The target image could be of the same size as the source image or a different size. For example, in the case of image restoration, we use a corrupted source image with missing pixel values. The contextual features are used to fill the missing regions of the corrupted image. For image synthesis, a clean image is used to synthesize new images of different sizes. Below, we discuss image restoration and context vectors before we describe the DeepCFL framework.

Let $\mathcal{I}$ denote the set of original images, $X$ denote the set of corrupted images, and $Y$ denote the set of restored images. Let $x$ denote a corrupted image, $i.e., x \in X$. $x$ is computed by removing pixels from an original image $I$ using a binary mask $m$ as follows: $x = I \odot m$, where $\odot$ is the Hadamard product and $I \in \mathcal{I}$. The mask $m$ defines the underlying image restoration application. For example, in image inpainting of 20% pixels, the mask removes the 10% pixels each along the right side and the left side of the image. For the restoration of $r\%$ pixels, the mask contains $r\%$ zeros at random locations. For image inpainting, the mask contains arbitrary shapes. The objective is to restore the image details in $x$, which were removed by $m$.

**Image restoration procedure.** The task is to generate a new image $G(x) = y$, which contains the restored pixels. Here, $G$ is the generator network which maps the corrupted image to a restored image $y$, $i.e., y \in Y$. The corrupted image $x$ could be considered as a source image as it contains the features from the original image $I$. The main intuition is to estimate the context for masked regions of $y$ based on the image features present at the unmasked regions of $x$ (Fig. 3). The image restoration process iteratively minimizes the loss computed between $x$ and $y$.

**What are context vectors?** The context vectors of an image $I$ are the image statistics present at intermediate layers of a feature extractor $\phi(I)$. VGG19 has been widely used to extract image statistics. Formally, given an image $I$, let $\phi(I) = \{\phi_l(I)\}_{l=1}^N$ denote the set of context vectors extracted from $I$. Here, $\phi : \mathcal{I} \rightarrow CV$ is the pre-trained VGG19 network [12] which maps image $I \in \mathcal{I}$ to its context vectors $\phi(I) \in CV$. $\phi_l(\cdot)$ denotes the feature extracted from the layer $l$ of $\phi(\cdot)$ and $N$ is the number of layers in $\phi$.

**Why context vectors are important?** Fig. 1 and Fig. 8 show that the contextual learning framework would allow image restoration and image synthesis based on the semantics of the input (refer Fig. 4 and Fig. 5 for more examples). For example, in the case of restoration of missing pixels, the key observation is to improve the masked regions in the restored image $y$ using the unmasked regions in the corrupted image $x$. It is done by matching the distribution of the contextual features of the corrupted image $\phi(x)$ and the contextual features of the restored image $\phi(y)$ (Sec. 3.2).

**DeepCFL.** We now discuss the DeepCFL framework shown in Fig. 2. It consists of a generator $G$, a discriminator $D$, and a features extractor $\phi$. The corrupted image $x$ is fed into $G$. The generator outputs an image $y = G(x)$. Next, we feed $x$ and $y$ into $\phi(\cdot)$ to compute $\phi(x)$ and $\phi(y)$. Then we minimize the total loss (TL) computed between $x$ and $y$ (Eq. 1). The two primary components of TL are the contextual features loss (CFL) and the reconstruction loss (RL). CFL synthesizes new context vectors for the masked regions in $\phi(y)$, where the features learning procedure is assisted by contextual features in $\phi(x)$. $D$ is used for computing CFL. RL is computed between the unmasked regions of $x$ and $y$ to provide image feature consistency in $y$. 
3.1. Network Design

**Generator.** The generator $\mathcal{G} : X \rightarrow Y$ maps the source image $x \in X$ to the target image $y \in Y$. $\mathcal{G}$ is a depth-5 encoder-decoder network without skip connections (ED). The ED architecture works as the implicit regularizer to stabilize the image feature learning [7][35]. It exploits the inherent self-similarity present in the source image. We use context normalization [37] to maximize features learning. Intuitively, DeepCFL is unsupervised in the sense that no training data are used to train the generator network for any of the tasks. It is a single image GAN framework which uses pre-trained VGG19 as the features extractor. VGG19 is widely used in style transfer works for defining loss at VGG features space. The feature extractor distills strong prior in the framework [8].

**Discriminator.** The discriminator $\mathcal{D} : CV \rightarrow M$ maps the context vectors to a discriminator map $\mu \in M$, where each entry in $\mu$ denotes the probability of the context vector coming from the distribution of the contextual feature of the original image. Fig. [4] illustrates the discriminative task to distinguish context vectors $\phi(x)$ and $\phi(y)$. The generator $\mathcal{G}$ learns the context vectors through its interaction with $\mathcal{D}$. We use a multi-scale discriminator (MSD), where each output is a weighted average of the output from several discriminators (we have illustrated $\mathcal{D}$ using a single CNN for simplicity in Fig. [2] and Fig. [3]). Note that the discriminators in MSD would re-size the context vectors.

3.2. Loss Function

The goal of the loss function is to maximize the feature learning from source image $x$ by comparing it with generated image $\mathcal{G}(x) = y$. The total loss (TL) is defined in Eq. [1]

$$L_{tl}(x, y, \mathcal{G}, \mathcal{D}, \phi) = \lambda_\phi L_{clf}(x, y, \mathcal{G}, \mathcal{D}, \phi) + \lambda_R L_{rl}(x, y, \mathcal{G})$$

Here, $L_{clf}$ denotes CFL and $L_{rl}$ denotes RL. The terms $\lambda_\phi$ and $\lambda_R$ are the coefficients of CFL and RL. We have pictorially shown CFL and RL in Fig. [2]. The total loss described in Eq. [1] compares the image features in two ways: CFL and RL. CFL provides new image features to $y$, which are consistent with the object context of $x$. RL maximizes the likelihood of randomly initialized network weights.

3.2.1 Contextual Features Loss (CFL)

The purpose of CFL is to learn the distribution of context vectors to synthesize image features in $y$ based on the semantics of the input $x$. We extract context vectors $\phi(x)$ and $\phi(y)$ and then minimize the loss described in Eq. [2]

$$L_{clf}(x, y, \mathcal{G}, \mathcal{D}, \phi) = \lambda_{cal} L_{cal}(\mathcal{G}, \mathcal{D}; \phi) + \lambda_{cvl} L_{cvl}(\phi(x), \phi(y))$$

Here, $L_{clf}$ denotes CFL, $L_{cal}$ denotes CAL, and $L_{cvl}$ denotes CVL. $\lambda_{cal}$ and $\lambda_{cvl}$ are the coefficients of CAL and CVL. Eq. [2] shows that CFL compares the context vectors in two ways. (1) Context vector comparison in the adversarial framework using CAL. (2) Contextual features comparison by computing cosine distance in CVL. CAL is an adversarial loss computed using the generator $\mathcal{G}$ and the discriminator $\mathcal{D}$. It is intended to synthesize new contextual features that are indistinguishable from the features of the source image. The CVL computes the difference between contextually similar vectors to make the synthesized features of $y$ similar to the features of $x$.

**Context Adversarial Loss (CAL).** We have used the LS-GAN [20] variant of the adversarial learning framework.

$$\mathcal{G}^* = \min_{\mathcal{G}} \max_{\mathcal{D}, \phi} L_{cal}(\mathcal{G}, \mathcal{D}; \phi)$$

Here, $\mathcal{G}^*$ is the generator with optimal parameters. The loss $L_{cal}$ is defined in Eq. [4]

$$L_{cal}(\mathcal{G}, \mathcal{D}; \phi) = \mathbb{E}_{x \sim p_{data}(x)}[(D(\phi(x)) - 1)^2] + \mathbb{E}_{x \sim p_{data}(x)}[D(\phi(G(x)))^2]$$

Eq. [4] shows the distribution matching of context vectors of the restored image $\phi(y) = \phi(G(x))$ and context vectors of the corrupted image $\phi(x)$. The discriminator $\mathcal{D}$ tries to determine whether the context vectors are from $x$ or $y$ (see Fig. [2] and Fig. [3]). Intuitively, this would help us to fill in the context of the masked regions of $y = \mathcal{G}(x)$ by learning the context of the objects in unmasked areas in $x$. We have described $\mathcal{G}$, $\mathcal{D}$, and $\phi$ in Sec. [3.1].

**Context Vector Loss (CVL).** The main purpose of CVL is to improve the quality of contextual features in $\phi(y)$ learned by CAL. $L_{cvl}(\phi_i(x), \phi_j(y))$ is the sum of the contextual loss [23] computed at each layer $l$ in $\phi$. We have defined CVL for layer $l$ in Eq. [5]

$$L_{cvl}(\phi_i(x), \phi_j(y), l) = -\log(CX(\phi_i(x), \phi_j(y)))$$

Here, $CX$ is the contextual similarity defined using the cosine distance between the features contained in $\phi_i(x)$ and $\phi_j(y)$. Note that $CX$ is computed by finding for each feature $\phi_i(y)_j$, a feature $\phi_i(x)_i$ that is most similar to it and then summed for all $\phi_i(y)_j$. Fig. [2] illustrate the matched context vectors of $\phi_i(x)_i$ and $\phi_i(y)_j$ by an arrow. Intuitively, the feature matching performed between the context vectors of masked regions of $y$ and the context vectors of unmasked regions of $x$ enables feature refinements for the new context vectors created by CAL. We used convl4.2 layer of $\phi$ to compute context vectors as the higher layers capture the high-level content in terms of objects structure [12]. It is interesting to note that CVL is different from perceptual loss $\|\phi_i(x) - \phi_j(y)\|$, which computes features difference without using contextual similarity criterion.
3.2.2 Reconstruction Loss (RL).

RL is aimed to preserve image features and it is computed between corrupted image $x$ and restored image $G(x) = y$ (Fig. 2). Let $\mathcal{L}_{rl}$ denotes RL. We define $\mathcal{L}_{rl}$ in Eq. 6

$$\mathcal{L}_{rl}(G, x, y) = \|G(x) \odot m - x\|$$  \hspace{1cm} (6)

Eq. 6 shows the comparison between unmasked regions of $x$ with the unmasked regions of $y$. The unmasked regions in $x$ contains image features from $I$ and masked regions in $x$ are corrupted due to mask, i.e., $x = I \odot m$. RL is a pixel-wise loss and it imposes a strong self-similarity prior \cite{35}.

4. Applications

Here, we discuss the following applications of DeepCFL. (1) Image outpainting: extension of an image along the sides. (2) Image inpainting of irregular holes in the image. (3) Content-aware image resizing: synthesis of new objects when we resize an image. (4) Restoration in the presence of high degree of corruption: 50% pixel\textsuperscript{1}.

\textsuperscript{1}We have used original implementations of DIP \cite{35}, MEDS \cite{7}, and DCIL \cite{8}. We implemented image restoration using the internal learning of InGAN \cite{28}. We have provided the implementation details in the supplementary material.

4.1. Image Outpainting.

Image outpainting relates to image extension, which creates new features while maintaining the semantics of the scene. Image extension uses training data to learn image context and then generates the complete scene given partial information \cite{25,34,37,39}. Our outpainting task does not use any training samples and synthesize features using only the corrupted image. We address outpainting as an image extension for convenience.

A good image outpainting approach would fill the image features based on the semantics of the object present at the boundaries. The ability of the generator to synthesize new contextual features over a large spatial extent along the sides depends upon the contextual learning. Unlike pixel-to-pixel loss, the context vectors based loss functions CFL (Eq. 2) aims to fill new features in the masked regions of the restored image, which are semantically similar to the unmasked regions of the corrupted image (refer Sec. 3).

In Fig. 4, we show outpainting of 20% missing pixels, where the corrupted image is generated by removing 10% pixels along the right side and the left side. DIP \cite{35}, MEDS \cite{7}, and InGAN \cite{28} are contextual features learning independent methods. Image outpainting is better achieved...
using the semantics of the objects in the contextual learning-based DeepCFL framework. Table 1 shows the quantitative comparison on the standard datasets from [14], Set5 and Set14 datasets [7]. It could be observed that DeepCFL outperforms the other methods for inpainting. We have provided more details in the supplementary material.

### Table 1: Quantitative comparison using SSIM values (top) and PSNR values (bottom) for image outpainting of 20% pixels on standard dataset (SD), Set5 and Set14 datasets.

|        | DIP [35] | MEDS [7] | InGAN [28] | DeepCFL |
|--------|----------|----------|-------------|---------|
| SD     | 0.91     | 0.91     | 0.92        | 0.92    |
|        | 23.73    | 21.70    | 22.89       | 24.13   |
| Set14  | 0.89     | 0.89     | 0.90        | 0.90    |
|        | 22.12    | 20.24    | 21.19       | 22.52   |
| Set5   | 0.88     | 0.88     | 0.89        | 0.90    |
|        | 19.03    | 19.35    | 19.29       | 21.50   |

4.2. Image Inpainting.

The input image has non-uniform corrupted regions spread across the entire image in the inpainting task. It is a natural way by which an image could get corrupted [19, 26]. The critical property to perform inpainting without using training data is to utilize the internal self-similarity property of the natural images [35, 42]. The computation of the MSE between the generator output and the corrupted image tends to capture strong self-similarity prior [35]. DeepCFL leverages this learning by incorporating the context vectors comparison. The features learning procedure for inpainting is similar to outpainting described in Sec 4.1.

Fig. 5 shows the visual results for arbitrary hole inpainting. It could be observed that the contextual learning of DeepCFL minimizes the features spillover between different objects and fill the arbitrary holes considering the semantics of the image. The quantitative comparison (SSIM) for inpainting is as follows: DIP [35]: 0.90, MEDS [7]: 0.88, InGAN [29]: 0.90, and DeepCFL (ours): 0.91. We have provided more comparisons of generated images in the supplementary material. DeepCFL performs comparably to other frameworks. The estimation of the parameters from a single image is highly sensitive to the hyper-parameters (e.g., learning rate) [7, 35]. We believe that the restoration quality of our method and other methods could be improved further using the hyper-parameter search.

### 4.3. Image Resize

We have discussed image outpainting, which is different from content-aware image resize, where the task is to resize the image while preserving the salient objects of the image [29]. DeepCFL is able to synthesize new objects when resizing the input image (Fig. 6). The source image is scaled 2 × along the height and the width. Therefore, the pixel correspondence between the source and the generated target images is not well defined. The image resize is done by using the generator to scale the input and then computing the adversarial loss in a cycle consistent way.

Fig. 8 shows the challenging scenario of object synthesis for various single image GAN frameworks. Inspired by InGAN [29], our framework DeepCFL studies deep contextual features. DeepCFL is different from DCIL [8] as it uses the adversarial framework on VGG features space for image outpainting. In contrast, DCIL uses the adversarial framework on the image space for Denoising-super resolution. We believe that the results of various single image GAN framework in Fig. 8 could be improvised further.

### 4.4. Restoration of 50% pixels.

To investigate contextual features leaning in the presence of a high degree of corruption, we perform restoration of 50% missing pixels spread across the entire image uniformly at random. It is a different setup than outpainting and inpainting, where one has to fill a missing region (i.e., a contiguous array of pixels). We further increase the task difficulty by using the corrupted image containing a word cloud. We denote the above setup as RestoreWC 50% (WC denotes word-cloud). It is a challenging setup because the small font present in the corrupted image would require to fill fine image features details.

We show image restoration in RestoreWC 50% setup in Fig. 7. The quantitative comparison (SSIM) for RestoreWC 50% is as follows. DIP [35]: 0.92, MEDS [7]: 0.93, InGAN [29]: 0.92, and DeepCFL (ours): 0.92. It could be observed that DeepCFL performs comparably to other frameworks. It might be because the image features computed from the highly corrupted image might not be sufficient for
Figure 6: Image Resize. The figure shows the synthesis of small objects (fruits) and large objects (building). Seam Carving (SC) [2] does not preserve the structure well when resizing. For example, the shape of the fruits in small object synthesis is deformed in SC output. InGAN [28] preserve the structure for small objects but does not preserve for large object (building). DCIL [8] synthesizes new objects when resizing. For example, object structure is preserved well when scaling 2x along the width of the building. DeepCFL also preserves object structure when synthesizing new objects. It could be observed that DeepCFL does not duplicate the objects along the expended dimension. For example, DeepCFL synthesizes the fruits when resizing (the images are best viewed after zooming).

Figure 7: RestoreWC 50%. The figure shows restoration in the presence of a word cloud. DeepCFL restore image features details comparable to DIP [35], MEDS [7], and InGAN [28].

Figure 8: The challenge is to synthesize a new object [8, 29]. DeepCFL observed that object synthesis is achievable at a different scale, similar to DCIL [8]. DeepCFL output image with better features near the elbow, but the background is not clear.

Figure 9: Ablation study (1). The figure shows the outpainting of 20% pixels. DIP is a pixel-loss based setup. We integrated contextual loss (CL) with DIP [35] in “DIP [35] + CL” to show image restoration using CL and without GAN framework. DeepCFL is a GAN framework and it is observed to restore image features well.

5. Ablation Studies and Limitations

We show the usefulness of contextual learning in the adversarial framework in Fig. 9. The restored image features are highlighted in the cropped images. It could be observed that the single image GAN framework (DeepCFL) synthesizes image features for image restoration.

In Fig. 10, we show an ablation study to disentangle the reconstruction using context vector loss (CVL), context adversarial loss (CAL), and contextual features loss (CFL) as defined in Sec. 3.2. The CFL setup performs better as it uses adversarial learning and context vector learning together.

Fig. 11 shows the restoration in the presence of two discriminator architectures setup: single scale discriminator (SSD) and multiscale discriminator (MSD). InGAN [29] shows that MSD improves the performance significantly for image synthesis. We observed that higher model capacity did not significantly improve image restoration, similar to [7] as the masked SSIM for SSD setup is (0.971) is close to MSD setup (0.976). The visual performance enhancement would be because MSD setup enforces image statistics consistency at multiple levels, which is harder than solving at a single scale SSD setup. Our intuition is that solving a hard problem would help to learn better image features [7]. Moreover, quantitative enhancement is close. Our interpretation of it is as follows. MSD in DeepCFL is operating on
the context vectors. The scaling of the context vectors in MSD of DeepCFL and scaling the image in [8, 27, 29] are completely different operations. The performance enhancement for image restoration using the scaling of context vector might not be very effective.

Fig. 12 shows the reconstruction when the information in the corrupted image is not sufficient to fill the missing regions. The limitation is due to the lack of feature learning from the training samples in the single image GAN framework. A similar limitation has also been reported for image manipulation tasks [27]. Restoration of an object which is partially present in the image would also be exciting. However, it is not within the scope of this work.

Fig. 13 shows the restoration of 90% pixels (r = 90) using image features learning from 10% pixels. It could be observed that it is difficult to understand the semantics of the scene from 10% pixels. The experiment confirms our observation that the adversarial learning of image context is less effective for the high degree of corruption. We show more results in the supplementary material.

Fig. 10: Ablation study (2). The input is the masked image, which contains 50% corrupted pixels. Here, the contextual feature loss CFL = CAL + CVL. It could be observed that CAL and CVL together enhance the restoration quality in CFL.

Fig. 11: Ablation study (3). The figure shows text removal in the presence of single-scale discriminator (SSD) and multi-scale discriminators (MSD) setups. SSD setup makes thin marks in the restored output, which are a bit less detectable in the MSD setup.

6. Discussion

DeepCFL is a single image GAN framework. The data-driven supervised feature learning setups use paired examples of ground truth (GT) and corrupted images. The corrupted images are fed into the network and generated outputs are matched with the GT image. DeepCFL is not trained by showing training samples of GT and corrupted images. DeepCFL can be fairly compared only with training data-independent methods as they also do not use training samples. Training based methods could synthesize image feature details that are not present in the input image, which is not possible in the training data-independent setups (Fig. 12 and Fig. 13). The feature extractor VGG-19 contains layers at different scales, where each layer contains varying levels of abstractions. We believe that combining features from various VGG-19 layers would be helpful. Moreover, it would increase the model complexity. The scope of DeepCFL is limited to the contextual features present in conv4_2 layer. We propose as future work to perform studies on how to increase VGG19 layers for feature comparison while minimizing the computational overhead.

7. Conclusion

We investigate deep contextual features learning (CFL) in the single image GAN framework for image restoration and image synthesis. The main challenge to accomplish the above tasks is when the information contained in the input image is not sufficient for synthesizing the necessary image features. DeepCFL synthesizes image features based on the semantics to perform outpainting, inpainting, restoration of r% pixels, and image resizing. It would be interesting to study the performance of the single image GAN framework in the setting of videos similar to [16, 42].
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