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Abstract

Despite global connectivity, societies seem to be increasingly polarized and fragmented. This phenomenon is rooted in the underlying complex structure and dynamics of social systems. Far from homogeneously mixing or adopting conforming views, individuals self-organize into groups at multiple scales, ranging from friends and families up to cities and cultures. In this paper, we study the fragmented structure of the American society using mobility and communication networks obtained from social media data. We find self-organized patches with clear geographical borders that are consistent between physical and virtual spaces. The patches have multiscale internal structure from parts of a city to the entire nation. Our observations are consistent with the emergence of social groups whose separated association and communication reinforce distinct identities. Multiscale identities indicate progressively stronger association at smaller scales, but allow for self-association with larger groups at larger scales. Those who are “foreigners” at finer scales, may be part of the same group at larger scales. Understanding the emergence of fragmentation in hyper-connected social systems is imperative in the age of the Internet and globalization.

The increasing polarization of societies is becoming apparent around the world. Despite access to global communication [1], people seem to be splitting into groups that mostly listen to their own members [2, 3, 4]. It is crucial to understand the properties and underlying mechanisms of social fragmentation, given that it affects the way information flows among individuals [5] and consequently their emergent behaviors [6, 7, 8] including political or physical conflict [9, 10, 11, 12].

Individual choices of association play a major role in the emergence of social fragmentation [13, 8]. These choices can be influenced by ideologies [6, 14, 15, 16], occupations [17, 8] or consumer habits [18]. However, the structural properties of collective association and its relationship to the social space remains unclear.

The social space is a place where people frequently meet, interact with each other, create communities, and share values and behaviors [19]. While group cohesion is strongly influenced by internal communication, weaker external ties are responsible for integration at larger scales, providing individuals with information and resources beyond the borders of their own community [20, 21]. Previous studies have shown that the structure of strong and weak ties affects the behavior of social systems, including the spread of innovation [22], business and culture [23], as well as the development of regional and national events [21].
The recent availability of large-scale data sets obtained from mobile phones and social media has considerably improved our ability to study social systems [24, 25, 26, 27, 28, 29, 30, 31, 32, 33]. They enable direct observation of social interactions and collective behaviors with unprecedented detail. In this work we analyze human mobility and communication networks in order to describe and understand the multi-scale structure of social fragmentation in the US. We also propose a model to explain and frame the patterns we observe in the data based on natural human dynamics and network growth.

We use geo-located Twitter data to generate geographical networks based on where people travel or communicate. Nodes represent a lattice of $0.1^\circ$ latitude $\times 0.1^\circ$ longitude cells overlaid on a map of the U.S. Each cell is approximately 10 km wide. Network edges reflect two types of data: mobility and communication. In the mobility network, edges are created when a user $u$ tweets consecutively from two locations $i$ and $j$. In the communication network, edges are created when a user $u$ at location $i$ mentions another user $v$ that has most recently tweeted at location $j$. The weight of an edge represents the number of people who either travel or communicate between $i$ and $j$. This network aggregates the heterogeneities of human activities in a large-scale representation of social collective behaviors [34].

In Figure 1, we show the spatial properties of the mobility network in terms of degree centrality (Fig. 1-a) and two levels of modular structure (Fig. 1-b and Fig. 1-c). The degree centrality shows the density of user movements at each geographical point. The activity is concentrated in large cities (red in Fig. 1-a) and decreases toward suburban and rural areas (green, blue and gray). In areas of the country with high population density, cities merge into large regions of high activity (e.g., the East Coast corridor). In other areas, roads are also visible, as people tweet when they travel between cities. Highways in rural areas with higher traffic appear in green and less traveled roads are blue.

The spatial fragmentation of social systems arises when people travel and choose which boundaries not to cross either directly or incidentally. We study fragmentation by means of the modular structure of the network (Figure 1-b), obtained from modularity optimization [35]. Our results suggest that the US is fragmented into 20 large regions whose boundaries often follow state boundaries but may in particular cases be parts of one state, a single state or the combination of multiple states. For example, New England is mostly a single area, Georgia and Alabama are combined, as are Arizona and New Mexico, and North and South Carolina. Oregon and Washington as well as most of Idaho and Montana are combined in a large Northwest area. Another combined area is formed from North and South Dakota, Nebraska, Minnesota, Iowa and Northwest Wisconsin. These two combined state areas are larger than the area of Texas which itself is a single region, though it loses parts of West Texas to the Arizona and New Mexico region. New York City is combined with much of New Jersey and eastern Pennsylvania, while most of northern New York state is a separate region connected to parts of northern Pennsylvania. Oklahoma is combined with Kansas and Missouri. Louisiana, Mississippi, Arkansas and parts of south west Tennessee are a single area. Southern California is separate from Northern California.

At a finer scale of subdivision, these large regions are subdivided into patches that typically include individual cities and their surrounding areas (see Figure 1-c). There are 206 such communities that we obtain by applying the same modularity optimization algorithm to each larger
Figure 1: Structure and fragmentation patterns of the network associated with human mobility. (a) Spatial degree centrality of the mobility network. Colors indicate the amount of people traveling at each location, measured by the logarithm of the degree centrality of each node (scale inset). The mobility network was used to generate communities using modularity optimization, with distinct colors indicating (b) 20 patches that can be visually associated to states or regions and (c) 206 smaller sub-communities within the communities of panel (b) that can be visually associated to urban centers.
Figure 2: Structure and fragmentation patterns of the network associated with human communication. (a) Spatial degree centrality of the communication network. Colors indicate the amount of communication at each location, measured by the logarithm of the degree centrality of each node (scale inset). The communication network was used to generate communities using modularity optimization, with distinct colors indicating (b) 15 patches that can be visually associated to states or regions and (c) 168 smaller sub-communities within the communities of panel (b).
Figure 3: Similarity of communities in the communication and mobility networks. Matrix of the regional communities for the communication network (y-axis, n = 15) and mobility network (x-axis, n = 20), ordered by decreasing overlap between communities. Cell colors represent the number of nodes overlapping between the two networks in each community, normalized by the size of the communities per row (scale inset), with no overlap indicated in white.

The communications network obtained from Twitter mentions is shown in Fig 2. Our modularity analysis on this network shows that it also has a spatial fragmented structure which is consistent with the mobility network. Thus, while the Internet and social media have drastically affected the dynamics of communications, the geographic structure of online communication remains fragmented and presents a similar structure to the one obtained from offline interactions. There are some differences. In contrast to the 20 modules in the mobility network, there are 15 modules that arise in the communication network. The borders of some communities in this figure are almost the same as those in the mobility network (Figure 1-b), such as the communities of Washington and its neighboring states, or the communities of Michigan and Florida. Ohio, western Pennsylvania and West Virginia are also still in the same patch. Some communities merge into a larger community in the communication network. For example, the New England area down to Washington, DC is now one single community. North and South Carolina and the patch including Virginia and Maryland are also combined together. This demonstrates that certain areas have a broader radius of online communication than physical travel. Finally, Figure 2-c represents the smaller communities within each community in Figure 2-b. These patches show areas connected to urban centers and are very similar to Figure 1-c. Some less populous states are now single communities such as Montana, Nebraska, Kansas, Oklahoma, Arkansas and New Mexico, while more densely populated areas are subdivided around urban centers.

In Figure 3, we quantitatively compare the modular structure of the mobility and communication networks by creating a matrix where we count the number of overlapping nodes of the community.
Figure 4: Multi-scale decomposition of the mobility network. Colors indicate geographical patches detected in the mobility network for values of the resolution parameter $\gamma$ varied from 0.05 to 20 (upper left to bottom right). $M$ stands for modularity.
Figure 5: Multi-scale decomposition of the communication network. Colors indicate geographical patches detected in the communication network for values of the resolution parameter $\gamma$ varied from $0.05 - 20$ (upper left to bottom right). $M$ stands for modularity.
communities. Rows have been normalized by the size of each community in the communication network. According to the figure, some communities from the communication network are almost identical in the mobility network and therefore show a high overlap (red). Others are similar but not identical. A few communities from the mobility network are merged into communities in the communication network (green and light blue). Despite the observed differences in the networks representing two fundamentally different types of interaction, the modular structure is remarkably consistent, revealing that there is a strong coupling between the way people travel in physical space and communicate with each other online.

In order to further understand similarities between the mobility and communication networks, we perform a multi-scale analysis of their community structure using a generalized modularity optimization algorithm that introduces a resolution parameter, $\gamma$ [36]. Smaller values of $\gamma$ identify progressively larger communities, and vice-versa. The multiscale analysis of the mobility and communication networks are shown in Figures 4 and 5 respectively. Partitions range from a single large module of the entire US (top panels in Figure 4), down to urban scale partitions (bottom panels). Some states like Pennsylvania are split into multiple communities early in the process ($\gamma \approx 0.3$), while other states like Texas first emerge as single communities ($\gamma \approx 0.6$) and internally fragment later in the process ($\gamma \approx 0.1$). These differences are directly associated with the internal structure of social ties and their geographical breakpoints.

We compare the partitions in both networks for different values of $\gamma$ by using three measures of cluster similarity: Purity [37], Adjusted Rand Index [38] and Fowlkes–Mallows Index [39]. These measures evaluate the overlap of partitions, with values ranging between 0 (no intersection)
Figure 7: Spatial degree distribution and modular structure for model simulations with different parameter values $\alpha$ and $\beta$ and a fixed value of $\nu = 0.1$ (see text for parameter definitions). Top panels show the spatial degree distribution (from weakly connected in blue to highly connected in red). Bottom panels show the modules of each graph—each color identifies a single community.
Figure 8: Kolmogorov-Smirnov score and modularity for simulations with varying model parameter, $\alpha$ and $\beta$, and fixed resolution parameter $\nu = 0.1$. (a) Colors indicate the Kolmogorov-Smirnov (K-S) score, with lower scores (red) indicating similarity between the degree distributions of the model and the mobility network. (b) Colors indicate network modularity. Modularity is highest at around 0.8 (dark red), similar to the actual modularity for the mobility network (0.83).

and 1 (perfect match). Figure 6 shows a matrix whose rows and columns represent the partitions of the mobility and communication networks at different values of resolution ($\gamma$-communication and $\gamma$-mobility) and whose elements show the average of the three measures of similarity. The highest similarity between the two networks occurs at similar values of resolution (red diagonal), showing that the relative structure of these networks is consistent across scales (see Figure S3 for further analysis).

The consistency between the mobility and communication networks reveals that social spaces are not limited to the physical space. Instead offline interactions seem to condition the structure of online communications. Moreover, the hierarchical multiscale structure of these networks reveals that smaller regions of cohesive social ties, interactions and association belong to progressively larger ones. It may be expected for small communities from the same large community show progressively more similar behaviors and identity than communities of similar size from separate larger regions.

We constructed a network growth model that combines aspects of network dynamics and human mobility in order to show the emergence of spatial fragmentation. Our model combines preferential attachment [40], geographical distance gravity [41] and spatial growth. We begin with a lattice representing geographical locations, and grow connections among them simulating the way people travel. The probability of creating an edge between locations $i$ and $j$ in each time step is:

$$P_{ij} \sim <k_{nn}>_i ^{\nu} \frac{k_j}{d_{ij}^\beta}$$

where $i$ represents the origin of the interaction, $j$ indicates the destination, $<k_{nn}>_i$ indicates $i$’s nearest neighbors’ average degree, $k_j$ represents $j$’s degree and $d_{ij}$ represents the distance between $i$ and $j$. The exponents $\alpha$, $\beta$ and $\nu$ respectively control the effects of the preferential attachment mechanism, geographical distance gravity and spatial growth. The model reproduces the growth of cities ($\nu$), their degree of attractiveness ($\alpha$) and the linkage between urban center
Figure 7 shows the results of model simulations in terms of the spatial degree distribution (top panels) as well as modular structure (bottom panels) for different values of $\alpha$ (rows) and $\beta$ (columns) and a fixed value of $\nu = 0.1$. If we do not include the effects of either preferential attachment ($\alpha = 0$) or gravity ($\beta = 0$), the destination of edges are independently distributed among all nodes and the resulting communities have no spatial pattern. If $\alpha > \beta$, then a few hubs and one or two communities arise without significant geographic effects. Spatial fragmentation arises when the gravity mechanism is stronger than the preferential attachment ($\beta > \alpha$), either without hubs ($\alpha = 0$) or with hubs ($\alpha > 0$). Increasing $\nu$ leads to more localized high-activity areas (cities), but this also destroys localized patches, leading to lower values of modularity (see the Supplement for results exploring variation of the spatial growth mechanism in Figure S4).

We validated the model results against Twitter data by first testing whether the degree distributions from both sources are drawn from the same distribution and second comparing the modularity values. For each set of parameters, we created 20 model realizations and analyzed their statistical behavior. We applied the Kolmogorov-Smirnov statistical test (K-S) to compare the average degree distribution from the model realizations to the mobility network, and similarly to the communication network. Figure 8-a shows the values of the test results for different values of $\alpha$ and $\beta$ (rows and columns of the matrix) and $\nu = 0.1$. Lower K-S values (red) indicate more similarity and higher K-S values (blue) indicate less similarity. The average modularity values for the simulations in Fig. 8-a are shown in Fig. 8-b, ranging from 0 (no modular structure) to 1 (high modular structure). We find that $\alpha = 0.9$ and $\beta = 1.5$ and $\nu = 0.1$ give a good fit between simulations and observed data (see Figures S5 and S6).

Understanding the structure and dynamics of groups is an essential aspect of understanding social interactions generally. The functioning of human societies arises not only from the activities of individuals but also from their interaction and integration by means of social ties. We analyzed the structure of social ties in the US using Twitter data and found multiscale, self-organized fragments that span from urban up to national scales for two types of interactions, mobility and communication. Our results show that the structures emerging from both types of interaction are highly consistent, revealing that social ties couple the integration and separation of groups in both physical and virtual spaces.

We constructed a model of network growth that is consistent with the emergence of the observed patterns. The model shows that spatial fragmentation may result from just short-distance travel, but this mechanism alone does not explain the emergence of highly connected places such as cities. Cities emerge from preferential attachment and spatial growth mechanisms, which increase heterogeneity in the degree distribution but may destroy spatial patches. Therefore, a combination of the three mechanisms replicate both heterogeneous degree distributions and spatial fragmentation.

The formation of groups and their interactions are intimately related to the formation of individual identity through self-identification and adoption of group norms and narratives. Thus, while individual identities are highly complex and unique, there are shared patterns among members of self-associating groups. These common patterns define the group identity, which may involve linguistic, cultural, economic, opinion or interest differences from other groups. The geographical
group structure can expose ethnic separation, class structure, and other reasons for social fragmentation.
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Supplementary Material

S1 Generalized modularity optimization method

We analyze social fragmentation by means of applying modularity optimization [35] to the mobility and communication networks obtained from Twitter data. Modularity is a scalar value $0 < M < 1$ that quantifies how distant the amount of edges inside a community is from that of a random distribution. The method iteratively finds a network partition that maximizes $M$.

To study communities at multiple scales, we use a generalized version of modularity [36] that includes a resolution parameter $\gamma$. In the conventional modularity equation, $\gamma = 1$, and the same weight is given to observed links and expected ones from a randomized network. In the generalized form, $\gamma < 1$ gives more weight to the observed links, which generates larger communities, while $\gamma > 1$ puts more weight on the randomized term and generates smaller communities. Because it is a method with multiple maxima, we chose partitions that are robust to multiple runs of the algorithm.

S2 Contribution of states to communities in the mobility and communication networks

To further quantify how state borders contribute to communities, we counted the number of nodes for each community in each state, and normalized to the size of the largest community. Figure S1 shows the contribution of states to communities for both the communication and mobility networks with resolution $\gamma = 1$. For many of the states, the borders of states match their communities, while other states have administrative borders that deviate from the ways people travel and communicate.
Figure S1: Contribution of states to communities. Graphs depict the number of communities detected (y-axis) in each state (x-axis) for (a) mobility and (b) communication networks generated with $\gamma = 1$. Colors in red indicate more overlap between state and community boundaries.
S3 Structural similarities of the mobility and communication networks

We compare structural properties of the mobility and communication networks by means of centrality measures, edge weights and multiscale structure. The structural properties of both networks are consistent with each other, showing an interplay between how people explore the physical space and communicate on Twitter.

In Figure S2-a we show a scatter plot of degree centrality for each location in both networks colored by their eigenvector centrality in logarithmic scale. While most locations are poorly connected, a few of them have an extremely high degree, corresponding to densely populated areas in large cities. Locations with a higher degree centrality in both communication and mobility networks also have high eigenvector centrality, which means that these locations are central relative to where information flows.

Next, we compare edges weight and length for both networks in Figure S2-b. The edge length is estimated as the geographical distance between the locations’ centroids. Edges that have high weights also have small lengths, reflecting daily, short distance travels seen in cities and localized communication.

Finally, we compare the multiscale structure of the networks fragmentation. Fragmentation can be seen at multiple scales using the generalized modularity optimization method. This method seeks partitions at various scales by considering the resolution parameter ($\gamma$).

We compare the two networks at roughly similar partition sizes (mobility and communication respectively at $\gamma=0.1$ and 0.3, $\gamma=0.2$ and 0.6, $\gamma=0.6$ and 0.9, or $\gamma=0.7$ and 1.0). These pairs of $\gamma$
Figure S3: Comparison of the mobility and communication networks at $\gamma$ values with highest similarity. At each panel, an alluvial diagram maps similarities of detected communities in the mobility (left axis) to the communication (right axis) networks. Values of $\gamma$ are chosen from the four darkest red cells in Fig. 6, which yield the highest similarity between the two networks.

Values represent partitions in both networks with the highest similarities (see Figure 6 in the main text). In Figure S3, we show the partitions comparison using an alluvial diagram for each set of $\gamma$ values (panels). The alluvial diagrams map the corresponding number of nodes at each module of the mobility network (left axis) onto each module of the communication network (right axis).
S4  Additional results from varying the model parameters

In Figure S4, we show the effect of changing the spatial growth term $\nu$ in the network model. This term gives preference to locations in which the average degree of nearest neighbors is higher. We set the $\alpha$ and $\beta$ exponents at 0.5 and 1.5, respectively, which generates geographical fragmentation patterns even with $\nu = 0$ (left panels). As shown in figure S4-(a), increasing the $\nu$ exponent (from left to right panels) concentrates the connections around hotspots, recreating the growth of cities. However, Figure S4-(b) and (c) show that while small values of $\nu$ increase the number of communities and their modularity, large values of $\nu$ lead to less cohesive borders between communities and a decrease in modularity.

Next, we investigated how changing all three parameters in the model causes deviations between the model and the real data. We used the Kolmogorov-Smirnov (K-S) test, a measure of similarity between two distributions, to determine the similarity of the network degree distributions, which are a measure of network connectivity. Degree distributions for the model were calculated by averaging over 20 realizations for each set of parameters. Figure S5 represents the similarity of degree distributions of locations for the model versus the empirical mobility network. Moving from the top left panel to the bottom right panel, we see that the degree distributions for the model and the mobility network data deviate from each other as the $\nu$ exponent increases.

We also determined how changing the model parameters affects the modularity of the network. Figure S6 shows the average modularity from 20 realizations for different values of the three exponents. Overall, increasing the strength of the preferential attachment process (controlled by $\alpha$) and the spatial growth process (controlled by $\nu$) destroys geographical patches and reduces modularity. Conversely, the human mobility gravity process (controlled by $\beta$) is the only exponent that increases these fragmented geographical patches. Note that modularity is 0.83 for the mobility network from the Twitter data.
Figure S4: Degree centrality, fragmentation, and modularity for simulations with varied values of $\nu$ (see section S4). The resolution parameter $\nu$ is varied from 0, 0.05, 0.1, 0.5, 1 (left to right), while $\alpha = 0.5$, $\beta = 1.5$, and the size of the lattice is 576 locations. (a) Spatial degree centrality. Nodes are colored by their degree centrality (from blue to red) and edges are plotted in black. (b) Spatial patches, shown in varying colors. (c) Modularity as a function of $\nu$, indicated by color (scale below figure).
**Figure S5:** Similarity of degree distributions between simulated and real mobility networks. Matrices show different values of the parameters $\alpha$ (y-axis), $\beta$ (x-axis) and $\nu$ (panels, upper left to lower right). Kolmogorov-Smirnov (K-S) scores are depicted with colors (scale on right), with the lowest K-S values in red, indicating that the degree distributions are similar between simulated and real mobility networks.

**Figure S6:** Modularity of detected communities in simulations with varying model parameters. Matrices show different values of the parameters $\alpha$ (y-axis), $\beta$ (x-axis) and $\nu$ (panels, upper left to lower right). Modularity values are depicted with colors (scale on right), with the highest values in red at $\sim 0.9$. Note that modularity for the mobility network is 0.83.