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Abstract

This paper studies an online optimization problem with a finite prediction window of cost functions and additional switching costs on decisions. We propose two gradient-based online algorithms: Receding Horizon Gradient Descent (RHGD), and Receding Horizon Accelerated Gradient (RHAG). Both algorithms only require a finite number of projected gradient evaluations at each stage. We provide upper bounds on the dynamic regrets of the proposed algorithms and show that the regret upper bounds decay exponentially with the length of the prediction window. Moreover, we study the fundamental lower bound on the dynamic regret for a broad class of deterministic online algorithms. The lower bound is close to RHAG’s regret upper bound, indicating that our gradient-based RHAG is a near-optimal online algorithm. Finally, we conduct numerical experiments to complement our theoretical analysis.

I. INTRODUCTION

In many applications of sequential decision-making problems, e.g. data center scheduling [1], smart grids [2], multi-task machine learning [3], autonomous driving [4], etc., the system is subject to a time-varying environment and only the near future can be predicted with high accuracy; meanwhile, abrupt and large changes in the decisions are undesirable. Inspired by this, in this paper, we consider an online convex optimization problem with a short-term prediction of the cost functions and additional switching costs on the decisions. In particular, at each stage $t$, an agent receives the cost functions for the next $W$ stages, i.e. $f_t, \ldots, f_{t+W-1}$, and then makes a decision $x_t$. The agent suffers the stage cost $f_t(x_t)$ and also a switching cost $\frac{\beta}{2} \| x_t - x_{t-1} \|^2$ that penalizes the change in the decision at stage $t$, where $\beta \geq 0$ is a weight parameter.

This problem is a variant of the classical online convex optimization (OCO) that does not consider predictions or switching costs [5]. This variant has attracted a lot of attention from the OCO community in recent years. Many algorithms have been proposed and their optimality/regret guarantees have been analyzed, e.g. AFHC [1], CHC [6]. In addition, though not specially designed for this problem, a classical control algorithm, model predictive
control (MPC) [7], can be naturally applied here because MPC considers the receding horizon optimization for the next $W$ stages and the information of the next $W$ stages is available in our setting. However, most algorithms in literature, e.g. AFHC, CHC, MPC, require to solve $W$-stage optimization at each stage, which can be time-consuming for large-scale problems. Moreover, despite the attempts on relieving the computational burden of MPC, e.g. explicit MPC [8], inexact MPC [9], suboptimal MPC [10], [11], prediction-correction methods [12], real-time iteration schemes [13], etc., most existing methods either require special structures of the cost functions or lack optimality/regret guarantees for the online problems with time-varying costs.

Further, questions regarding the fundamental limit of this problem are relatively under-explored in the literature. In this paper, we are mostly interested in the following question.

$Q$: what is achievable and what is not by online algorithms that have a finite window of the cost predictions?

**Contributions:** This paper considers strongly convex and smooth cost functions and studies the performance by dynamic regret, which is the online algorithm’s cost minus the optimal cost in hindsight [14]. Our results are summarized below.

Firstly, we design gradient-based online algorithms, RHGD and RHAG. Our algorithms adopt classical OCO algorithms (without predictions), e.g. online gradient descent (OGD) [5], as an initialization oracle, and then performs gradient updates on the initialization based on the cost predictions. With OGD initialization, our algorithms only require the calculation of $W+1$ gradients. Moreover, we show theoretically that our algorithms reduce the regret of the initialization oracle, which can be any classical OCO algorithm, exponentially with the prediction window’s length $W$. We also provide some stability guarantees of our algorithms under certain conditions.

In addition, we analyze the fundamental lower bounds on the dynamic regrets of any online algorithms, which is based on the worst-case analysis and imposes no computational constraints on the admissible algorithms. Surprisingly, the regret upper bound of RHAG is close to the fundamental lower bound, indicating that, at least in the worst cases, our gradient-based RHAG algorithm is near-optimal even when compared with more computationally intensive algorithms.

Finally, we conduct numerical experiments to complement our theoretical analysis by comparing our algorithms with MPC and discuss the implications of the numerical results.

**Related work:** We provide a brief literature review below.

*(Economic) model predictive control.* The problem considered in this paper is related with the (economic) model predictive control ((E)MPC) with time-varying costs [15]–[21], where EMPC is a variant of MPC that focuses on minimizing the economic costs (see e.g. [17]). In addition, our dynamic regret analysis is related with the optimality performance analysis of (E)MPC that studies how MPC’s cost deviates from the optimal one [16]–[19]. However, the optimality performance of the fast (E)MPC schemes (see e.g. [8]–[13]) is relatively under-explored, especially for the time-varying cases.

It is worth mentioning that MPC can be applied to much more general problems, e.g. dynamical control problems, systems with constraints, distributed systems, etc. (see [7] for more details), while this paper only considers OCO with switching costs. Nevertheless, this paper may lay foundation for more general problems, e.g. the online optimal control with a linear time-invariant system as in [22].
Online convex optimization. For classical OCO, we refer the reader to [5]. The OCO with switching costs has been studied in [1], [6], [23]. The OCO with predictions has been studied for the case without switching costs where one-stage inaccurate predictions are considered (see e.g. [24]), and for the case with switching costs and multi-stage predictions which are either accurate [1] or inaccurate [6]. This paper is mostly related with the work on the $W$-stage accurate prediction [1].

Various performance metrics are considered in OCO, e.g. static regret [5], dynamic regret [14], [25], competitive ratio [26], etc. The static regret refers to the difference between the online algorithm’s cost and the cost generated by an optimal static decision in hindsight. There are algorithms with sublinear $o(T)$ static regret bounds [5]. However, with large fluctuations in the environment, it is also reasonable to compare with the cost of the possibly time-varying optimal decisions in hindsight, as considered in the dynamic regret and the competitive ratio. This paper will focus on the dynamic regret and leave the competitive ratio analysis as the future work. Notice that it is usually impossible to achieve a sublinear $o(T)$ dynamic regret bound for all time-varying environments and most dynamic regret bounds in literature depend on the variation of the environment [14], [25].

Time-varying optimization (TVO). It considers \( \min_x f(x; t) \) for each \( t \). For theoretical purposes, most papers on TVO assume that the cost function \( f(x; t) \) does not change dramatically with time \( t \), e.g. \( f(x; t) \) has certain smoothness properties with respect to \( t \) [20], [27], [28], which are not assumed in this paper. It is also worth mentioning the prediction-correction method [27], which computes the predictions of the future costs based on the smoothness of \( f(x; t) \) with \( t \); while the predictions in this paper are not computed by our algorithms but are given by some outside sources. It is our future work to consider designing algorithms to generate predictions.

Notations: \( \| \cdot \| \) denotes the \( l_2 \) norm. \( \Pi_X(x) \) denotes the projection of \( x \) onto set \( X \). For function \( f(x, y) \) on \( (x, y) \in \mathbb{R}^{m+n} \), let \( \nabla f(x, y) \in \mathbb{R}^{m+n} \) be the gradient and \( \frac{\partial f}{\partial x}(x, y) \in \mathbb{R}^m \) be the partial gradient with respect to \( x \). For integers \( a, b, c \), we write \( a \equiv b \pmod{c} \) if \( a = b + kc \) for some integer \( k \). \( |\mathcal{J}| \) denotes the cardinality of the set \( \mathcal{J} \). \( A^\top \) denotes the matrix \( A \)’s transpose. For \( x > 0 \) in \( \mathbb{R} \), we write \( f(x) = O(g(x)) \) (\( f(x) = \Omega(g(x)) \)) if there exists a constant \( M \) such that \( |f(x)| \leq Mg(x) \) (\( |f(x)| \geq Mg(x) \)) for \( x \geq M \); and we write \( f(x) = o(g(x)) \) if \( \lim_{x \to +\infty} f(x)/g(x) = 0 \). \( 1_n \in \mathbb{R}^n \) is an all-one vector. \( I_n \) is an identity matrix in \( \mathbb{R}^{n \times n} \).

II. Problem Formulation

This paper considers an online convex optimization (OCO) problem in \( T \) stages with stage cost function \( f_t(\cdot) \) and quadratic switching cost \( \frac{\beta}{2} \| x_t - x_{t-1} \|^2 \) to penalize the changes in the decisions. Formally, we aim to solve

\[
\min_{x_1, \ldots, x_T \in \mathbb{X}} C_T(x) = \sum_{t=1}^T \left( f_t(x_t) + \frac{\beta}{2} \| x_t - x_{t-1} \|^2 \right),
\]

(1)

where \( \mathbb{X} \subseteq \mathbb{R}^n \) is a convex feasible set, \( x = (x_1, \ldots, x_T), x_0 \in \mathbb{X} \) is given, \( \beta \geq 0 \) is a penalty parameter.

To solve (1), all cost functions \( f_1, \ldots, f_T \) have to be known a priori, which is not practical in many applications [1]. Nevertheless, there are usually some predictions available, especially for the near future. This paper adopts a simple model to characterize the predictions: at each stage \( t \), the decision maker receives the cost functions
for the next $W$ stages $f_t, \ldots, f_{t+W-1}$, but do not know the cost functions beyond the next $W$ stages, that is, $f_{t+W}, f_{t+W+1}, \ldots$ may be arbitrary or even adversarial. Though our prediction model is too optimistic in the near future but too pessimistic in the far future, our model captures a commonly observed property in applications, i.e. the short-range predictions are usually much more accurate than the long-range predictions. In addition, our model simplifies the theoretical analysis and helps generate insightful results that may lay foundation for future work on more realistic settings, e.g. noisy and/or partial predictions.

In summary, the online problem considered in this paper is outlined below. At each stage $t = 1, 2, \ldots, T$, an agent

- receives the predicted cost functions $f_t(\cdot), \ldots, f_{t+W-1}(\cdot)$
- computes a stage decision $x_t$ by history and predictions
- suffers the cost $f_t(x_t) + \frac{\beta}{2} \|x_t - x_{t-1}\|^2$.

The online information available at each stage $t$ contains the predicted cost functions as well as the history cost functions, i.e. $\{f_1, \ldots, f_{t+W-1}\}$. Our goal is to design an online algorithm $A$ that computes the stage decision $x_A$ by only using the online information at stage $t$ to minimize the total cost $C_T(x_A)$. We measure the algorithm’s performance by dynamic regret [14], which compares the online algorithm’s cost with the optimal cost in hindsight:

$$\text{Reg}(A) = C_T(x_A) - C_T(x^*)$$

where $x^*$ denotes the optimal solution to (1) in hindsight.

To ease the theoretical analysis, we list a few assumptions on the cost functions $\{f_t\}$ and the feasible set $X$.

**Assumption 1.** Cost function $f_t(\cdot)$ is $\alpha_t$-strongly convex and $l_t$-smooth in $\mathbb{R}^n$, i.e. for any $x, y \in \mathbb{R}^n$, we have $f_t(x) + \langle \nabla f_t(x), y - x \rangle + \frac{\alpha_t}{2} \|y - x\|^2 \leq f_t(y) \leq f_t(x) + \langle \nabla f_t(x), y - x \rangle + \frac{l_t}{2} \|y - x\|^2$.

In addition, there exist constants $\alpha, l > 0$ that do not depend on $T$ such that $\alpha_t \geq \alpha$ and $l_t \leq l$ for all $1 \leq t \leq T$.

**Assumption 2.** There exists $G > 0$ such that $\|\nabla f_t(x)\| \leq G$ for any $x \in X$ and any $1 \leq t \leq T$.

**Assumption 3.** $X$ is compact with $D := \max_{x,y \in X} \|x - y\|$.

We assume Assumption 1 holds throughout the paper. We will explicitly state it when Assumption 2 and 3 are needed.

Finally, we provide two examples for our problem above.

**Example 1 (Trajectory Tracking).** Consider a dynamical system $x_{t+1} = x_t + u_t$, where $x_t$ is the robot’s location, $u_t$ is the robot’s velocity. Let $y_t$ be the target’s location. The optimal control problem with tracking error $f_t(x_t) =$

$^1$Predicting the complete function can be challenging, but it simplifies the analysis and it is often practical when the cost functions are parametric [1].

$^2$Here we consider $\mathbb{R}^n$ because we will use Nesterov’s accelerated gradient that requires strong convexity and smoothness outside the feasible set $X$ [29].
\[ \frac{1}{2} \| x_t - y_t \|^2 \text{ and control cost } \frac{\beta}{2} \| u_t \|^2 = \frac{\beta}{2} \| x_{t+1} - x_t \|^2 \] can be formulated as
\[
\min_{x_t \in \mathbb{X}} \sum_{t=0}^{T-1} \left( f_t(x_t) + \frac{\beta}{2} \| x_{t+1} - x_t \|^2 \right) + f_T(x_T),
\]
where \( \mathbb{X} \) denotes a feasible set. In reality, a short lookahead window is sometimes available for the target trajectory [30].

**Example 2 (Smoothed regression).** Consider a learner who aims to solve a sequence of regression tasks without changing the regressors too much between stages (see e.g. [3], [23]). The problem can be modeled as
\[
\text{(1)}
\]
where \( f_t(\cdot) \) represents the regression loss function, \( x_t \) is the regressor at stage \( t \), and \( \beta \) is the parameter for the smoothing regularization. In some cases, a short lookahead window of future tasks are available, for example, when multiple tasks arrive at the same time but are solved sequentially (see e.g. [31]).

### III. Online Algorithm Design

This section presents our online algorithms RHGD and RHAG, which are inspired by the offline optimization and offline gradient methods, i.e. gradient descent and Nesterov’s accelerated gradient [29] respectively.

#### A. Offline Optimization and Offline Gradient Descent

Given all cost functions \( f_1, \ldots, f_T \), the problem (1) becomes a classical optimization problem and can be solved by, e.g., projected gradient descent (GD). The updating rule of GD is the following. For iteration \( k = 1, 2, \ldots, \)
\[
x(k) = \Pi_{\mathbb{X}}(x(k-1) - \eta \nabla C_T(x(k-1))),
\]
where \( \mathbb{X} \times \cdots \times \mathbb{X} \) denotes the joint feasible set of \( x \), \( \eta \) is the stepsize, the initial value \( x(0) \) is given. The gradient \( \nabla C_T \) can be evaluated by the partial gradient on each variable \( x_t \):
\[
\frac{\partial C_T}{\partial x_t}(x) = \nabla f_t(x_t) + \beta(x_t - x_{t-1}) + \beta(x_t - x_{t+1})
\]
when \( 1 \leq t \leq T-1 \), and \( \frac{\partial C_T}{\partial x_T}(x) = \nabla f_T(x_T) + \beta(x_T - x_{T-1}) \) at stage \( T \). Notice that the partial gradient \( \frac{\partial C_T}{\partial x_t}(x) \) only depends on the cost function \( f_t \) and the stage variables \( x_{t-1}, x_t, x_{t+1} \). To emphasize this fact, we slightly abuse the notation and write the partial gradient as \( \frac{\partial C_T}{\partial x_t}(x_{t-1:t+1}) \). With this notation, the projected gradient descent (3) can be written equivalently as follows. For iteration \( k = 1, 2, \ldots \), the updating rule of GD on the stage variable \( x_t \) for \( 1 \leq t \leq T \) is
\[
x_t(k) = \Pi_{\mathbb{X}} \left[ x_t(k-1) - \eta \frac{\partial C_T}{\partial x_t}(x_{t-1:t+1}(k-1)) \right]
\]
Rule (4) shows that, to compute \( x_t(k) \) by the offline gradient descent, we only need \( f_t \) and \( x_{t-1}(k-1), x_t(k-1), x_{t+1}(k-1) \), instead of all the cost functions and all the stage variables. This suggests that it is still possible to implement (4) for a few iterations using only the finite lookahead window of cost functions. This is the key insight that motivates our online algorithm design below.
B. Receding Horizon Gradient Descent (RHGD)

Inspired by the offline gradient descent, we design our online RHGD (see Algorithm 1). For ease of notation, we define \( f_t(\cdot) := 0 \) for \( t \leq 0 \) or \( t > T \) and let \( x_t(k) := x_0 \) for \( t \leq 0 \) and \( k \geq 0 \) when necessary. At stage \( t = 1 - W \), RHGD sets \( x_1(0) = x_0 \). At stage \( 2 - W \leq t \leq T \), RHGD receives \( f_t, \ldots, f_{t+W-1} \) and runs the following two steps.

**In Step 1**, RHGD initializes the variable \( x_{t+W}(0) \) with an initialization method \( \phi \). Notice that \( \phi \) can be any method that only uses the available information at \( t \), i.e. \( f_1, \ldots, f_{t+W-1} \) and the stage variables computed before \( t \). For instance, \( \phi \) can be online gradient descent (OGD), which is a well-known OCO algorithm in literature [5] and is provided below.

\[
x_{t+W}(0) = \Pi_X [x_{t+W-1}(0) - \gamma \nabla f_{t+W-1}(x_{t+W-1}(0))],
\]

where \( \gamma > 0 \) is the stepsize and \( x_{t+W-1}(0) \) is available from the Step 1 at the previous stage \( t - 1 \).

**Algorithm 1** Receding Horizon Gradient Descent (RHGD)

```
Inputs: \( x_0, X, \beta, W \), stepsizes \( \gamma, \eta \)

Let \( x_1(0) = x_0 \).

for \( t = 2 - W \) to \( T \) do

  Step 1: initialize \( x_{t+W} \) by OGD.
  \( x_{t+W}(0) = \Pi_X [x_{t+W-1}(0) - \gamma \nabla f_{t+W-1}(x_{t+W-1}(0))] \)

  Step 2: update \( x_{t+W-1}, x_{t+W-2}, \ldots, x_t \).

  for \( s = t + W - 1 \) downto \( t \) do

    compute \( x_s(k) \) by projected gradient descent (4),
    \[
    x_s(k) = \Pi_X \left[ x_s(k-1) - \eta \frac{\partial C_t}{\partial x_s}(x_{s-1:s+1}(k-1)) \right]
    \]
    where \( k = t + W - s \).

  end for

Output: \( x_t(W) \).
```

In **Step 2**, RHGD updates the values of \( x_{t+W-1}, x_{t+W-2}, \ldots, x_t \) one by one by (4). In the following, we show that Step 2 computes the exact values of \( x_{t+W-1}(1), \ldots, x_t(W) \) defined in the offline gradient descent (4) for the offline optimization (1) by only using the available online information at \( t \).

- At first, RHGD computes \( x_{t+W-1}(1) \) exactly by (4) since \( f_{t+W-1} \) is received, \( x_{t+W}(0) \) is computed in Step 1, \( x_{t+W-1}(0) \) and \( x_{t+W-2}(0) \) have been computed in Step 1 of the stages \( t - 1 \) and \( t - 2 \) respectively.
- Next, RHGD computes \( x_{t+W-2}(2) \) exactly by (4) since \( f_{t+W-2} \) is received, \( x_{t+W-1}(1) \) is computed above, \( x_{t+W-2}(1) \) and \( x_{t+W-3}(1) \) have been computed in Step 2 of the stages \( t - 1 \) and \( t - 2 \) respectively.
- Similarly, RHGD computes \( x_{t+W-3}(3), \ldots, x_t(W) \) one by one based on the received costs and the values that have been computed at stages \( t, t-1, t-2 \).
The final output at stage $t$ is $x_t(W)$, which is the same as that in the $W$th iteration of the offline gradient descent (4) for $C_T$.

Notice that RHGD (with OGD initialization) only requires $W + 1$ projected gradient evaluations at each stage. Therefore, our RHGD is computationally efficient when the projection onto $X$ can be evaluated efficiently, e.g. when $X$ is a positive orthant, an n-dimensional box, a probability simplex, a Euclidean ball, etc.

Fig. 1: An example when $W = 2$. The new cost function received and the new variables computed by RHGD at stage $t = −1, 0, 1, 2, 3$ are marked in different colors.

Example 3 (Illustrative example). Figure 1 provides an illustrative example for RHGD when $W = 2$. Define $x_t(k) = x_0$ for $t \leq 0, k \geq 0$; $f_t = 0$ for $t \leq 0$. At $t = −1$, set $x_1(0) = x_0$.

- At $t = 0$, RHGD receives $f_0$ and $f_1$. Step 1 initializes $x_2(0)$ by OGD (5) with $f_1$ and $x_1(0)$. Step 2 computes $x_1(1)$ by GD (4) with $f_1$ and $x_0(0), x_1(0), x_2(0)$; and then computes $x_0(2)$ for ease of notation, which is omitted in Fig. 1.
- At $t = 1$, RHGD receives $f_1, f_2$. Step 1 initializes $x_3(0)$ by (5) with $f_2$ and $x_2(0)$. Step 2 first computes $x_2(1)$ by (4) with $f_2$ and $x_1(0), x_2(0), x_3(0)$ and then computes $x_1(2)$ by (4) with $f_1$ and $x_0(1), x_1(1), x_2(1)$. RHGD outputs $x_1(2)$.
- Similarly, at $t = 2$, RHGD receives $f_2, f_3$, initializes $x_4(0)$, computes $x_3(1)$ and then $x_2(2)$ by (4), and outputs $x_2(2)$.
- Similarly, at $t = 3$, RHGD initializes $x_5(0)$, computes $x_4(1)$ and then $x_3(2)$, and outputs $x_3(2)$. So on and so forth.

C. Receding Horizon Accelerated Gradient (RHAG)

The design idea of RHGD can be extended to other gradient methods, e.g. Nesterov’s accelerated gradient (NAG), triple momentum, etc. Due to space limits, we only introduce RHAG (Algorithm 2) based on NAG. NAG updates $x_t(k)$ and auxiliary variable $y_t(k)$ for $1 \leq t \leq T$ at iteration $k$ by

$$x_t(k) = \Pi_X \left( y_t(k - 1) - \eta \frac{\partial C_T}{\partial x_t} (y_{t-1:t+1}(k - 1)) \right),$$

$$y_t(k) = (1 + \lambda)x_t(k) - \lambda x_t(k - 1).$$

(6)

Similar to RHGD, RHAG also conducts two steps at each $t$. The differences are: in Step 1, RHAG initializes not only $x_{t+W}(0)$ but also $y_{t+W}(0)$; and in Step 2, RHAG updates $x_{t+W-1}(1), \ldots, x_t(W)$ by NAG (6) instead
of the gradient descent. Nevertheless, RHAG still outputs \( x_t(W) \), which is the value of \( x_t \) after \( W \)th iterations of NAG. In total, RHAG also only requires \( W + 1 \) projected gradient evaluations.

**Algorithm 2 Receding Horizon Accelerated Gradient (RHAG)**

**Inputs:** \( x_0, X, \beta, W, \) stepsizes \( \gamma, \eta, \lambda \).

Let \( x_1(0) = y_1(0) = x_0 \).

**for** \( t = 2 - W \) \( \text{to} \) \( T \) **do**

**Step 1:** initialize \( x_{t+W}, y_{t+W} \) by OGD.

\[
\begin{align*}
x_{t+W}(0) &= \Pi_X [x_{t+W-1}(0) - \gamma \nabla f_{t+W-1}(x_{t+W-1}(0))] \\
y_{t+W}(0) &= x_{t+W}(0).
\end{align*}
\]

**Step 2:** update \( (x_{t+W-1}, y_{t+W-1}), \ldots, (x_t, y_t) \).

**for** \( s = t + W - 1 \) **downto** \( t \) **do**

compute \( (x_s(t + W - s), y_s(t + W - s)) \) by NAG

\[
\begin{align*}
x_s(k) &= \Pi_X \left[ y_s(k - 1) - \eta \frac{\partial C_T}{\partial x_s}(y_s-1:s+1(k)) \right] \\
y_s(k) &= (1 + \lambda)x_s(k) - \lambda x_s(k - 1)
\end{align*}
\]

where \( k = t + W - s \).

**end for**

**Output:** \( x_t(W) \).

**end for**

**Remark 1.** We note that RHGD and RHAG do not use the latest information. To see this, consider Example 3. RHGD updates \( x_3(1) \) by using \( x_2(0) \) though \( x_2(1) \) is available (the same applies to RHAG). This allows RHGD (RHAG) to exactly implement offline GD (NAG) for \( C_T(x) \), which greatly simplifies the analysis and maintains the convergence rates of GD (NAG). Numerical results in our online report [32] show that RHGD and its variant that uses the latest information perform similarly, while RHAG outperforms its variant, which is likely due to the sensitivity of NAG to disturbances [33].

**IV. THEORETICAL ANALYSIS OF OUR ALGORITHMS**

This section provides the regret upper bounds of RHGD and RHAG, as well as our initialization method OGD. In addition, we provide the stability guarantees of RHGD and RHAG.

We first prove a supportive lemma on the properties of \( C_T \).

**Lemma 1.** Given Assumption 1, \( C_T(x) \) defined in (1) is \( \alpha \)-strongly convex and \( L \)-smooth on \( \mathbb{R}^n \) for \( L = l + 4\beta \).

**Proof.** The Hessian of \( \sum_{t=1}^{T} \frac{\beta}{T} \| x_t - x_{t-1} \|^2 \) has eigenvalues in \( [0, 4\beta] \) by the Gershgorin circle theorem. Thus, by Assumption 1, \( C_T(x) \) is \( \alpha \) strongly convex and \( L = l + 4\beta \) smooth. \( \square \)

Next, we provide the regret upper bounds.
**Theorem 1** (General regret upper bounds). Under Assumption 1, for $W \geq 0$, given step sizes $\eta = 1/L$ and $\lambda = \frac{1 - \sqrt{\alpha/L}}{1 + \sqrt{\alpha/L}}$, for any initialization $\phi$ in Step 1, we have

\[
\text{Reg}(RHGD) \leq Q_f \left( 1 - \frac{1}{Q_f} \right)^W \text{Reg}(\phi) \tag{7}
\]

\[
\text{Reg}(RHAG) \leq 2 \left( 1 - \frac{1}{\sqrt{Q_f}} \right)^W \text{Reg}(\phi) \tag{8}
\]

where $Q_f = \frac{L}{\alpha}$ and $\text{Reg}(\phi)$ is the regret of implementing the initial values $\{x_t(0)\}_{t=1}^T$ computed by the initialization $\phi$.

**Proof.** Notice that $x_t(W)$ is the $W$th iterate of GD for $C_T(x)$. By GD’s convergence rate (see Appendix B in [32]), we have

\[
\text{Reg}(RHGD) = C_T(x(W)) - C_T(x^*)
\leq Q_f (1 - 1/Q_f)^W [C_T(x(0)) - C_T(x^*)]
= Q_f (1 - 1/Q_f)^W \text{Reg}(\phi)
\]

$\text{Reg}(RHAG)$ can be bounded similarly by NAG’s convergence rate (see e.g. [29]).

**Theorem 2** (Regret upper bounds with OGD initialization). When Assumption 1-3 hold, the regret of the initialization method OGD (5) with stepsize $\gamma = 1/l$ is bounded by,

\[
\text{Reg}(OGD) \leq \delta \sum_{t=1}^T \|\theta_t - \theta_{t-1}\|, \tag{9}
\]

where $\delta = (\beta/l + 1) \frac{G}{(1-\kappa)}$, $\kappa = \sqrt{(1 - \frac{2}{T})}$, $\theta_t = \arg\min_{x \in \mathcal{X}} f_t(x)$ for $1 \leq t \leq T$, and $\theta_0 = x_0$.

Consequently, the regrets of RHGD and RHAG with OGD initialization are upper bounded by

\[
\text{Reg}(RHGD) \leq \delta Q_f \left( 1 - \frac{1}{Q_f} \right)^W \sum_{t=1}^T \|\theta_t - \theta_{t-1}\|, \tag{10}
\]

\[
\text{Reg}(RHAG) \leq 2\delta \left( 1 - \frac{1}{\sqrt{Q_f}} \right)^W \sum_{t=1}^T \|\theta_t - \theta_{t-1}\|. \tag{11}
\]

The proof of Theorem 2 is deferred to Appendix 1.

**Effect of $W$.** When $W = 0$, RHGD and RHAG reduce to OGD. When $W \geq 0$, RHGD and RHAG’s regret bounds exponentially decay with $W$. RHAG’s bound decays faster than RHGD’s since NAG converges faster than GD.

**Path length.** The regret bounds in Theorem 2 all linearly depend on $\sum_{t=1}^T \|\theta_t - \theta_{t-1}\|$. OGD’s bound is similar to the bound for OCO without switching costs [14]. The term $\sum_{t=1}^T \|\theta_t - \theta_{t-1}\|$, called the *path length* in literature [14], consists of (i) $\sum_{t=2}^T \|\theta_t - \theta_{t-1}\|$ that captures the variation of the cost functions $\{f_t\}_{t=1}^T$, (ii) $\|\theta_1 - \theta_0\|$ that represents the quality of the initial point $x_0$ since $\theta_0 = x_0$. When (i) is close to zero, the path length is dominated by (ii). Otherwise, the path length is dominated by the variation of the cost functions.
Finally, we provide some stability results of our algorithms.

**Corollary 1** (Asymptotic stability). Consider an optimal control problem that is equivalent to problem (1) when \( T = \infty \):

\[
\min_{x_t \in \mathbb{X}} \sum_{t=1}^{\infty} \left[ f_t(x_t) + \frac{\beta}{2} \|u_t\|^2 \right], \text{s.t. } x_t = x_{t-1} + u_t, \forall t.
\]

Notice that \( \theta_t := \arg\min_{x} f_t(x) \) is the optimal steady state for the stage cost at \( t \). If \( \theta_t \to \theta_\infty \) as \( t \to +\infty \) and \( \sum_{t=1}^{\infty} \|\theta_t - \theta_{t-1}\| < +\infty \), then \( x_t(W) \to \theta_\infty \) as \( t \to +\infty \), where \( x_t(W) \) denotes the output of RHGD (or RHAG) and \( W \geq 0 \).

V. **Fundamental Limits**

This section provides fundamental lower bounds on the dynamic regrets for both \( W = 0 \) and \( W > 0 \). For simplicity, we only consider deterministic online algorithms in this paper.

**Theorem 3** (No prediction). Consider \( W = 0 \). Given any \( T \geq 0, \alpha > 0, \beta \geq 0 \), a convex compact set \( \mathbb{X} \) with diameter \( D > 0 \), and \( 0 \leq L_T \leq DT \), for any deterministic online algorithm \( \mathcal{A} \), there exist a sequence of quadratic functions \( \{f_t(\cdot)\}_{t=1}^{T} \) with \( \alpha \) strong convexity and \( \alpha \) smoothness on \( \mathbb{R}^n \), gradient bound \( (3\alpha + \beta)D \) on \( \mathbb{X} \), path length \( \sum_{t=1}^{T} \|\theta_t - \theta_{t-1}\| \leq L_T \), where \( \theta_t = \arg\min_{x} f_t(x) \), such that the regret is lower bounded by

\[
\text{Reg}(\mathcal{A}) \geq \zeta D L_T \geq \zeta D \sum_{t=1}^{T} \|\theta_t - \theta_{t-1}\|
\]

where \( \zeta = \frac{\alpha^3(1-\rho)^2}{32(\alpha+\beta)^2} \), \( \rho = \frac{\sqrt{Q_f} - 1}{\sqrt{Q_f} + 1} \), and \( Q_f = \frac{\alpha + 4\beta}{\alpha} \).

The proof is provided in [32]. Next, we provide some discussion. Notice that \( L_T \) is an upper bound on the path length \( \sum_{t=1}^{T} \|\theta_t - \theta_{t-1}\| \). Theorem 3 shows that the regret lower bound is linear with the path length when \( W = 0 \), which matches OGD’s upper bound (9). Besides, Theorem 3 shows that when \( L_T = \Omega(T) \), no online algorithm can achieve \( o(T) \) dynamic regret, which is similar to the claims in [25].

**Theorem 4** (W-stage predictions). Given any \( T > 1, 1 \leq W \leq T/2, \alpha > 0, \beta \geq 0, \) a convex compact set \( \mathbb{X} \) with diameter \( D > 0 \), and \( 0 \leq L_T \leq DT \), for any deterministic online algorithm \( \mathcal{A} \), there exist a sequence of quadratic functions \( \{f_t(\cdot)\}_{t=1}^{T} \) with \( \alpha \) strong convexity and \( \alpha \) smoothness on \( \mathbb{R}^n \), gradient bound \( \alpha D \) on \( \mathbb{X} \), path length \( \sum_{t=1}^{T} \|\theta_t - \theta_{t-1}\| \leq L_T \), where \( \theta_t = \arg\min_{x} f_t(x) \), such that the regret satisfies

\[
\text{Reg}(\mathcal{A}) \geq \begin{cases} 
\frac{\zeta D}{3} \rho^{2W} L_T, & \text{if } L_T \geq D, \\
\frac{\zeta}{3} \rho^{2W} L_T^2, & \text{if } L_T < D
\end{cases}
\]

where \( \rho = \frac{\sqrt{Q_f} - 1}{\sqrt{Q_f} + 1} \), \( Q_f = \frac{\alpha + 4\beta}{\alpha} \), and \( \zeta = \frac{\alpha^3(1-\rho)^2}{32(\alpha+\beta)^2} \).

The main proof ideas are provided in Appendix 3.

**Special-case analysis.** Notice that Theorem 3 and 4 only prove the fundamental lower bounds for the *special/worst* cases. It is possible to achieve smaller regrets in non-worst cases.
\begin{table}[h]
\centering
\begin{tabular}{|l|c|c|}
\hline
Algorithm & $W = 5$ & $W = 10$ \\
\hline
RHGD & $3.48 \times 10^{-4}$ & $6.91 \times 10^{-4}$ \\
RHAG & $5.44 \times 10^{-4}$ & $8.92 \times 10^{-4}$ \\
MPC & $1.67 \times 10^{-1}$ & $3.31 \times 10^{-1}$ \\
\hline
\end{tabular}
\caption{Algorithms’ running time per stage in seconds.}
\label{tab:runtime}
\end{table}

**Comparison with RHAG.** Theorem 4 shows that, given limited predictions ($W \leq T/2$), the decay rate of the fundamental lower bound with respect to $W$ is similar to that of RHAG in Theorem 2 for large $Q_f$, because to reach the same regret value $R$, the lower bound requires at least $W \geq \Omega((\sqrt{Q_f}-1) \log(L_T/R))$ (by $\rho^W \geq \exp(-\frac{4W}{\sqrt{Q_f}-1})$), while RHAG requires at most $W \leq O(\sqrt{Q_f} \log(L_T/R))$ (by $(1 - 1/\sqrt{Q_f})^W \leq \exp(-W/\sqrt{Q_f})$). In addition, given a reasonably large path length ($L_T \geq D$), the lower bound is linear with the path length, which matches the upper bound of RHAG (11). The comparison above indicates the near-optimality of RHAG at least in the special/worst cases, which may be surprising since RHAG only requires $W + 1$ gradient evaluations while online algorithms in Theorem 4 have no computation constraints.

**More discussion on $L_T$.** Interestingly, when $L_T < D$, the lower bound in Theorem 4 is quadratic on $L_T$ which is smaller than the linear dependence as $L_T \to 0$. This is probably because with a small $L_T$, the online problem is “easy” and admits algorithms with better regrets. When $W = 0$, the bound is the same for $L_T < D$, which is probably because the online algorithms have too limited future information when $W = 0$ to benefit from a small $L_T$. More discussion is in [32].

**VI. Numerical Experiments**

This section provides numerical results to complement our theoretical analysis by comparing our algorithms with MPC.
1) Model predictive control: We consider the following MPC algorithm. At each stage $t$, MPC solves the following open-loop $W$-stage receding horizon optimization

$$\min_{x_t, \ldots, x_{t+W-1} \in \mathcal{X}} \sum_{\tau=t}^{t+W-1} \left( f_\tau(x_\tau) + \frac{\beta}{2} \|x_\tau - x_{\tau-1}\|^2 \right),$$  

(15)

obtains the optimizer $\{x_t^\dagger, \ldots, x_{t+W-1}^\dagger\}$, and implements $x_t^\dagger$. Though there are many variants of MPC and several methods to exploit the structures of MPC to speed up its computation, we limit ourselves to solving (15) by the iterative algorithm NAG. Note that at each iteration, NAG requires $W$ gradient evaluations since (15) is a $W$-stage optimization problem. We terminate NAG when the gradient’s norm is less than $10^{-14}$.

2) Smoothed regression: Consider Example 2 with a loss function for logistic regression in [34] with an $l_2$ regularizer: $f_t(x_t) = \frac{1}{M} \sum_{m=1}^M \left[ \log(1 + e^{w_{t,m}^T x_t}) - v_{t,m}w_{t,m}^T x_t \right] + \frac{r}{2} \|x_t\|^2$, where $M$ is the number of samples, $w_{t,m} \in \mathbb{R}^n$ are the features, $v_{t,m} \in \{0, 1\}$ are the labels, $r$ is the $l_2$ regularization parameter. In particular, we consider $M = 60, n = 3, T = 60, \beta = 5$, and $r = 0.5$. We generate $\{w_{t,m}\}_{m=1}^M$ as i.i.d. random Gaussian vectors with mean $\mu_1 \mathbf{1}_n$ and covariance $\sigma^2 I_n$ for each $t$. $\{\mu_1\}_{t=1}^T$ are i.i.d. from $\text{Unif}[-1, 1]$, and $\{\sigma^2\}_{t=1}^T$ are i.i.d. from $\text{Unif}[0, 1]$. We generate $\{v_{t,m}\}_{m=1}^M$ as i.i.d. from $\text{Bern}(p_t)$, where $\{p_t\}_{t=1}^T$ are i.i.d. from $\text{Unif}[0, 1]$. Let $x_0 = 0, \mathcal{X} = [-1, 1]^3$ and choose step sizes by Theorem 1 and 2.

Figure 2(a) plots the regrets of RHGD and RHAG with OGD initialization and MPC against $W$. Firstly, the regrets of these algorithms decay linearly on a log scale, indicating the exponential decay with $W$. Further, RHAG decays faster than RHGD, which is consistent with Theorem 2. Besides, there are some fluctuations in RHAG’s regret caused by the fluctuations of NAG [35], but RHAG still yields smaller regrets than RHGD. In addition, Figure 2(a) shows that MPC enjoys a better decay rate with $W$. More analysis on MPC’s regret is left as future work. Table I compares the running time per stage of RHGD, RHAG, and MPC for $W = 5, 10$. Notice that RHGD and RHAG are much faster than the MPC described in Section VI.1. This is because our algorithms only evaluate $W + 1$ gradients per stage, while we exploit multiple NAG iterations for solving MPC per stage and each iteration requires $W$ gradient evaluations. Nevertheless, we admit that there are other methods and variants of MPC that may further reduce the computation time, which is beyond the scope of this paper.

3) A special example: As indicated in Section V, RHAG is near-optimal among all the deterministic online algorithms at least in the sense of the worst cases. We construct a special case to partially validate this indication by showing that RHAG slightly outperforms MPC in this case. In particular, consider $f_t(x_t) = 0.5(x_t - \theta_t)^2, \mathcal{X} = [0, 6], T = 20$. Let $\{\theta_t\}_{t=1}^T$ be $[6, 0, 6, 0, 6, 6, 6, 0, 6, 6, 0, 6, 6, 6, 6, 6, 6, 0, 6, 6, 6, 6, 6, 6]$. Let $\beta = 20$ and $\gamma = 0.4$ and choose $\eta$ and $\lambda$ by Theorem 2. Figure 2(b) shows that our gradient-based RHAG achieves slightly better performance than the optimization-based MPC in this case.

VII. Conclusion

This paper attempts to understand the fundamental value of the predictions and to study how to use predictions effectively in the online decision making problems by considering an online convex optimization problem with a $W$-lookahead window on the cost functions and switching costs on the decisions. In this paper, we propose gradient-based online algorithms RHGD and RHAG and provide the dynamic regret upper bounds as well as some
stability guarantees. We also characterize the fundamental limits of the dynamic regrets of any online algorithms for $W \geq 0$. The fundamental lower bound when $W > 0$ is close to RHAG’s regret upper bound under certain conditions. There are many interesting future directions, e.g. i) the algorithm design and analysis when there are errors and noises in the implementation, observations, and/or the predictions of the future, in which cases RHGD may be better than RHAG since NAG is sensitive to disturbances; ii) online algorithms when there are coupling constraints across stages and for more general dynamical systems; iii) more analysis on the regrets of MPC and its variants; iv) relaxing the assumptions; v) customizing the lower bounds for different function classes; vi) beyond the worst-case analysis; vii) competitive ratio analysis; viii) algorithm design that involves generating predictions; ix) more discussion on stability.

**APPENDIX**

In the following, we provide more discussion for Theorem 3 and Theorem 4 in Appendix A, then provide a convergence rate analysis for projected gradient descent for ease of reference which is used in the proof of Theorem 1. Moreover, we provide a proof for OGD’s regret upper bound (9) (see Theorem 2) in Appendix C. In addition, we prove Corollary 1 in Appendix D. Next, we provide a proof of Theorem 4 in Appendix E, where a supportive lemma is proved in Appendix F. Besides, we provide a proof of Theorem 3 in Appendix G. Finally, we provide numerical results as promised in Remark 1 in Appendix H.

**A. More discussion on Section V**

We provide more discussion on the case with a small $L_T$ in Theorem 3 and Theorem 4. When $L_T$ is small, i.e. $L_T \leq D$, the lower bound is $\Omega(L_T^2)$ as $L_T \to 0$, which is smaller than $\Omega(L_T)$ because $L_T^2 \leq DL_T$. An $O(L_T^2)$ upper bound can be achieved by a simple online algorithm: $x^d \equiv \theta_t$. This is verified by the following arguments. Since $\theta_t$ minimizes each $f_t(\cdot)$, the dynamic regret of $x^d \equiv \theta_t$ is upper bounded by the switching costs, i.e. $\sum_{t=1}^{T} \frac{1}{2} \|\theta_t - \theta_{t-1}\|^2$, and we have $\sum_{t=1}^{T} \|\theta_t - \theta_{t-1}\|^2 \leq L_T^2$. However, when there is no prediction, i.e., $W = 0$, this simple online algorithm can not be implemented because $f_t(\cdot)$ is not available at stage $t$. In fact, the fundamental limit in Theorem 3 indicates that no online algorithm can achieve $O(L_T^2)$ regret as $L_T \to 0$.

**B. Convergence rate of projected gradient descent**

The convergence rate analysis for projected gradient descent is standard in literature, but the common guarantee is on the distance between the decision variable and the optimal variable instead of on the gap between the algorithm’s cost and the optimal cost (see e.g. [29]). Since the proof of Theorem 1 requires the convergence rate in terms of the function value, for ease of the reader and for the completeness of the paper, we provide a short proof for the convergence rate in terms of the function value below.

**Proposition 1** (Convergence rate of projected gradient descent in terms of the function value). Consider constrained optimization $\min_Q f(x)$ where $f(x)$ is $\alpha$ strongly convex and $L$ smooth and $Q$ is convex. Then, the projected gradient descent on $f(x)$, i.e. $x(k+1) = \Pi_Q[x(k) - \frac{1}{L} \nabla f(x(k))]$, enjoys the following bound:

$$f(x(k)) - f(x^*) \leq Q_f (1 - 1/Q_f)^k [f(x(0)) - f(x^*)]$$

(16)
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where $Q_f = 1/L$ and $x^* = \arg \min_Q f(x)$.

**Proof.** Firstly, it can be verified that the projected gradient descent update is equivalent to

$$x(k) = \arg \min_{x \in Q} [f(x(k-1) + \nabla f(x(k-1))^\top (x - x(k-1)) + \frac{L}{2} \|x - x(k-1)\|^2]$$

Therefore, we have

$$f(x(k)) \leq f(x(k-1)) + \nabla f(x(k-1))^\top (x(k) - x(k-1)) + \frac{L}{2} \|x(k) - x(k-1)\|^2$$

$$= \min_{x \in Q} [f(x(k-1) + \nabla f(x(k-1))^\top (x - x(k-1)) + \frac{L}{2} \|x - x(k-1)\|^2]$$

$$\leq f(x(k-1) + \nabla f(x(k-1))^\top (x^* - x(k-1)) + \frac{L}{2} \|x^* - x(k-1)\|^2$$

$$\leq f(x^*) + \frac{L - \mu}{2} \|x^* - x(k-1)\|^2$$

$$= f(x^*) + \frac{L}{2} (1 - 1/Q_f) \|x^* - x(k-1)\|^2$$

where the first inequality is by $L$ smoothness and the last inequality is by $\alpha$ strong convexity.

Consequently, we have

$$f(x(k)) - f(x^*) \leq \frac{L}{2} (1 - 1/Q_f) \|x^* - x(k-1)\|^2$$

$$\leq \frac{L}{2} (1 - 1/Q_f)^k \|x^* - x(0)\|^2$$

$$\leq Q_f (1 - 1/Q_f)^k (f(x(0)) - f(x^*))$$

where the second inequality uses the established convergence rate in Theorem 2.3.4 in [29], i.e.

$$\|x(k) - x^*\|^2 \leq (1 - 1/Q_f)^k \|x(0) - x^*\|^2,$$

and the last inequality uses the strong convexity.

**C. Proof of the inequality (9) in Theorem 2**

For simplicity, we slightly abuse the notation and denote OGD’s output $x(0)$ as $x$ below. We first prove a lemma and then prove (9).

**Lemma 2.** Given stepsize $\gamma = 1/l$, the outputs of OGD satisfy $\sum_{t=1}^{T} \|x_t - \theta_t\| \leq \frac{\sqrt{2G}}{l(1-\kappa)} \sum_{t=1}^{T} \|\theta_t - \theta_{t-1}\|$ and $\sum_{t=1}^{T} \|x_t - x_{t-1}\|^2 \leq \frac{2G}{l(1-\kappa)} \sum_{t=1}^{T} \|\theta_t - \theta_{t-1}\|$, where $x_1 = \theta_0 = x_0$, $\kappa = \sqrt{1 - \frac{\mu}{L}}$, and $\theta_t = \arg \min_{\theta} f_\theta(x)$.

**Proof.** Firstly, we bound $\sum_{t=1}^{T} \|x_t - \theta_t\|$ by the following.

$$\sum_{t=1}^{T} \|x_t - \theta_t\| \leq \sum_{t=1}^{T} \|x_t - \theta_{t-1}\| + \sum_{t=1}^{T} \|\theta_{t-1} - \theta_t\|$$

$$= \sum_{t=2}^{T} \|x_t - \theta_{t-1}\| + \sum_{t=1}^{T} \|\theta_{t-1} - \theta_t\|$$

$$\leq \sum_{t=2}^{T} \kappa \|x_{t-1} - \theta_{t-1}\| + \sum_{t=1}^{T} \|\theta_{t-1} - \theta_t\|$$

(17)
where the equality is by \( x_1 = \theta_0 \), the last inequality is by OGD’s updating rule and Theorem 2.2.8 in [29].\(^5\) Then, the bound is proved by subtracting \( \sum_{t=1}^{T} \kappa \| x_t - \theta_t \| \) from the first term and (17), then dividing both sides by \( 1 - \kappa \).

Next, we bound \( \sum_{t=1}^{T} \| x_t - x_{t-1} \|^2 \) by the following.

\[
\frac{1}{2} \sum_{t=1}^{T} \| x_t - x_{t-1} \|^2 = \frac{1}{2} \sum_{t=2}^{T} \| x_t - x_{t-1} \|^2 = \frac{1}{2} \sum_{t=1}^{T-1} \| x_t - x_{t+1} \|^2
\]

\[
= \sum_{t=1}^{T-1} [f_t(x_t) - f_t(x_{t+1})] \leq \sum_{t=1}^{T-1} [f_t(x_t) - f_t(\theta_t)]
\]

\[
\leq \sum_{t=1}^{T-1} G \| x_t - \theta_t \| \leq \frac{G}{1 - \kappa} \sum_{t=1}^{T} \| \theta_t - \theta_{t-1} \|
\]

where the first line uses \( x_1 = x_0 \), the first inequality uses Corollary 2.2.1 (2.2.16) in [29],\(^6\) the second inequality is by \( \theta_t = \arg \min_x f_t(x) \), the third inequality is by \( f_t(x_t) - f_t(\theta_t) \leq \langle \nabla f_t(x_t), x_t - \theta_t \rangle \leq G \| x_t - \theta_t \| \), the last one uses the first bound in Lemma 2.

Now, we can prove (9) in Theorem 2 as follows.

\[
\text{Reg} (\text{OGD}) \leq \sum_{t=1}^{T} \left( f_t(x_t) - f_t(x_t^*) + \frac{\beta}{2} \| x_t - x_{t-1} \|^2 \right)
\]

\[
\leq \sum_{t=1}^{T} \left( f_t(x_t) - f_t(\theta_t) + \frac{\beta}{2} \| x_t - x_{t-1} \|^2 \right)
\]

\[
\leq \sum_{t=1}^{T} \left[ G \| x_t - \theta_t \| + \frac{\beta}{2} \| x_t - x_{t-1} \|^2 \right]
\]

\[
\leq \delta \sum_{t=1}^{T} \| \theta_t - \theta_{t-1} \|
\]

where the first line uses \( \| x_t^* - x_{t-1}^* \|^2 \geq 0 \), the second line is by \( \theta_t = \arg \min_x f_t(x) \) and thus \( f_t(x_t^*) \geq f_t(\theta_t) \), the third inequality is by \( f_t(x_t) - f_t(\theta_t) \leq \nabla f_t(x_t)^\top (x_t - \theta_t) \leq G \| x_t - \theta_t \| \), and the last inequality is by Lemma 2.

\[\] D. Proof of Corollary 1

The equivalence between (12) and (1) is straightforward. \( \theta_t \) is the optimal steady state at \( t \) since

\[
\theta_t = \arg \min_{x=x+u \in X} [f_t(x) + \beta/2 \| u \|^2].
\]

We denote \( \Theta := \sum_{t=1}^{+\infty} \| \theta_t - \theta_{t-1} \| \) and consider RHGD below. For any \( T < \infty \),

\[
\sum_{t=1}^{T-W} \frac{\alpha}{2} \| x_t(W) - \theta_t \|^2 \leq \sum_{t=1}^{T} [f_t(x_t(W)) - f_t(\theta_t)]
\]

\[
\leq C_T(x(W)) - C_T(\Theta) + \frac{\beta}{2} \sum_{t=1}^{T} \| \theta_t - \theta_{t-1} \|^2
\]

\[
\leq \text{Reg} (\text{RHGD}) + \frac{\beta}{2} \sum_{t=1}^{T} \| \theta_t - \theta_{t-1} \|^2
\]

\[\]

\(^5\)Notice that \( gQ(\cdot, \cdot) \) in [29] satisfies \( gQ(x_{t-1} \cdot l) = l(x_{t-1} - x_t) \).

\(^6\)This is by \( x = x_t, f = f_t, xQ(x_t, l) = x_{t+1}, gQ(x_t, l) = l(x_t - x_{t+1}) \).
\[ \leq \delta Q_f \left[ 1 - \frac{1}{Q_f} \right]^W \Theta + \frac{\beta}{2} \Theta^2 \]

where the first term only considers the summation to \( T - W \) because the outputs \( x_t(W) \) for \( t > T - W \) depend on whether RHGD terminates at \( T \) or not; the first inequality is by the \( \alpha \)-strong convexity of \( f_t(\cdot) \) and the optimality of \( \theta_t \); the second one is by (1) and \( \|x_t(W) - x_{t-1}(W)\|^2 \geq 0 \), and we denote \( \theta = (\theta_1, \ldots, \theta_T) \); the third inequality is by \( C_T(\theta) \geq C_T(x^*) \) and (2); the last line uses Theorem 2, \( \sum_{t=1}^T \|\theta_t - \theta_{t-1}\| \leq \Theta \), and \( \sum_{t=1}^T \|\theta_t - \theta_{t-1}\|^2 \leq (\sum_{t=1}^T \|\theta_t - \theta_{t-1}\|)^2 \leq \Theta^2 \).

By letting \( T \rightarrow +\infty \), we have \( \sum_{t=1}^\infty \frac{a}{2} \|x_t(W) - \theta_t\|^2 \leq \delta Q_f (1 - 1/Q_f)^W \Theta + \frac{\beta}{2} \Theta^2 < +\infty \), thus \( \|x_t(W) - \theta_t\| \rightarrow 0 \) as \( t \rightarrow +\infty \). Since \( \theta_t \rightarrow \theta_{\infty} \), we have \( \|x_t(W) - \theta_{\infty}\| \rightarrow 0 \). The proof for RHAG is the same.

### E. Proof of Theorem 4

The main proof idea is to construct random cost functions and show that the lower bound (14) holds in expectation, and thus must exist some case with positive probability such that the lower bound holds.

Without loss of generality, we consider an one dimension case \( \mathbb{X} = [0, D] \) and let \( x_0 = 0 \).

For technical reasons, we consider three cases: (i) when \( L_T \geq 2D \), (ii) when \( D < L_T < 2D \), (iii) when \( 0 \leq L_T \leq D \), and construct slightly different cost function sequences for each case.

**Proof for (i) when \( L_T \geq 2D \):**

**Part 1: construct random \( \{f_t(\cdot)\}_{t=1}^T \):** For any \( \alpha > 0 \), \( \beta > 0 \) \((\beta = 0 \) is trivial\)), we construct quadratic function \( f_t(x_t) = \frac{a}{2} (x_t - \theta_t)^2 \) with parameter \( \theta_t \in \mathbb{X} \). Thus, \( \theta_t = \text{arg min}_x f_t(x_t) \). We construct random \( \{\theta_t\}_{t=1}^T \) as follows.

Let \( \Delta = \lfloor T/(L_T/D) \rfloor \) and divide \( T \) stages into \( K = \lfloor T/\Delta \rfloor \) parts, where each part has \( \Delta \) stages, except possibly the last part. Notice that \( 1 \leq K \leq T \) since \( 1 \leq \Delta \leq T \) when \( D \leq L_T \leq DT \). For \( 0 \leq k \leq K - 1 \), generate \( \theta_{k\Delta+1} \) independently by distribution \( \mathbb{P}(\theta = \frac{D}{2}) = \mathbb{P}(\theta = -\frac{D}{2}) = \frac{1}{2} \), and let \( \theta_t = \theta_{k\Delta+1} \) for \( k\Delta + 2 \leq t \leq (k + 1)\Delta \).

The next lemma shows that our constructed cost functions satisfy the path length upper bound.

**Lemma 3.** For \( f_t(x_t) \) constructed above, the path length of \( \{f_t\}_{t=1}^T \) satisfies \( \sum_{t=1}^T \|\theta_t - \theta_{t-1}\| \leq L_T \), where \( \theta_0 = x_0 = 0 \).

**Proof.** By the definition of \( \Delta \), we have

\[ \Delta = \lfloor T/(L_T/D) \rfloor \geq T/(L_T/D) \]

Equivalently, we have \( |L_T/D| \geq T/\Delta \) and thus \( |L_T/D| \geq |T/\Delta| = K \).

Then, according to the definition of \( \theta_t \) above, we have

\[ \sum_{t=1}^T \|\theta_t - \theta_{t-1}\| = \sum_{k=0}^{K-1} \|\theta_{k\Delta+1} - \theta_{k\Delta}\| \leq DK \leq D|L_T/D| = L_T \]

which completes the proof.

---

\(^7\)Our proof can be extended to any \( \mathbb{X} \subseteq \mathbb{R}^n \) by letting \( f_s(x_t) = \alpha/2 \|x_t - \theta_t - \frac{v_1 + v_2}{2}\|^2 \), where \( v_1, v_2 \in \mathbb{X} \) and \( \|v_1 - v_2\| = D \), and by generating \( \theta_t \) randomly with probability \( \mathbb{P}(\theta = v_1) = \mathbb{P}(\theta = v_2) = 1/2 \).
Part 2: characterize $x^*$. The problem (1) constructed in Part 1 enjoys a closed-form optimal solution: $x^* = \theta A^\top$, where $x^* = (x^*_1, \ldots, x^*_T)$ denotes the optimal solution as a row vector in $\mathbb{R}^T$, $\theta = (\theta_1, \ldots, \theta_T)$, $A = (a_{i,j})_{i,j=1}^T$. Equivalently, we have $x^*_t = \sum_{t=1}^{T-t} a_{t,t+\tau} \theta_{t+\tau}$ so $a_{t,t+\tau}$ represents the influence of $\theta_{t+\tau}$ on $x^*_t$. Lemma 4 will show that the influence $a_{t,t+\tau}$ decays exponentially for $\tau \geq 0$.

**Lemma 4.** Consider the cost in Part 1. The optimal solution to (1) is $x^* = \theta A^\top$, where $a_{t,t+\tau} \geq \frac{\alpha}{\alpha + \beta}(1 - \rho)^{\tau}$ for $\tau \geq 0$.

The proof is provided in Appendix F.

Part 3: characterize $x^d\alpha$. The key observation here is that the output $x^d\alpha_t$ of any online algorithm $\mathcal{A}$ is a random variable determined by $\{\theta_s\}_{s=1}^{t+W-1}$. This is because $x^d\alpha_t$ is decided by $\mathcal{A}$ based on $\{f_s(\cdot)\}_{s=1}^{t+W-1}$, which is determined by $\{\theta_s\}_{s=1}^{t+W-1}$ according to the construction in Step 1.\(^8\)

Part 4: lower bound $\mathbb{E}[\text{Reg}(\mathcal{A})]$. To prove the lower bound, we define a set of stages $\mathbb{J} := \{1 \leq t \leq T - W \mid t + W \equiv 1 \pmod{\Delta}\}$.

Before the proof of the lower bound, we first prove two helping lemmas.

**Lemma 5.** Consider the cost in Part 1, for any online algorithm $\mathcal{A}$, we have $\mathbb{E}|x^d\alpha_t - x^*_t|^2 \geq \frac{a^2_{t,t+W}D^2}{4}$ for any $t \in \mathbb{J}$, where $a_{t,t+W}$ is an entry of matrix $A$ defined in Lemma 4.

**Proof.** We denote the $\sigma$-algebra generated by $\theta_1, \ldots, \theta_t$ as $\mathcal{F}_t$. By our discussion in Part 2, $x^*_t$ is $\mathcal{F}_t$-measurable. In addition, by Part 3, for any online algorithm $\mathcal{A}$, the output $x^d\alpha_t$ is $\mathcal{F}_{t+W-1}$-measurable. It is a classic result that for any $\sigma$-algebra $\mathcal{F}$ of the probability space, the conditional expectation $\mathbb{E}[X \mid \mathcal{F}]$ minimizes the mean square error $E(Y - X)^2$ among any random variable $Y$ that is $\mathcal{F}$-measurable (see Theorem 4.1.15 in [36] for example). Therefore, we have

$$\mathbb{E}(x^d\alpha_t - x^*_t)^2 \geq \mathbb{E}(\mathbb{E}[x^*_t | \mathcal{F}_{t+W-1}] - x^*_t)^2$$

Consequently, we do not have to discuss each online algorithm $\mathcal{A}$ but only need to bound $\mathbb{E}(\mathbb{E}[x^*_t | \mathcal{F}_{t+W-1}] - x^*_t)^2$, which is provided below.

$$\mathbb{E}(\mathbb{E}[x^*_t | \mathcal{F}_{t+W-1}] - x^*_t)^2 = \mathbb{E}\left(\sum_{t=1}^{T} a_{t,t+\tau} \theta_{t+\tau} - \sum_{t=1}^{T} a_{t,t+\tau} \theta_{t+\tau}\right)^2 = \mathbb{E}\left(\sum_{t=t+W}^{T} a_{t,t+\tau} \theta_{t+\tau}\right)^2$$

$$= \mathbb{E}[(a_{t,t+W} + \ldots + a_{t,t+W+\Delta-1}) \theta_{t+\tau}]^2 + \mathbb{E}\left(\sum_{t=t+W+\Delta}^{T} \theta_{t+\tau}\right)^2$$

$$\geq \mathbb{E}[a^2_{t,t+W} \theta^2_{t+\tau}] \geq \frac{a^2_{t,t+W}D^2}{4}$$

where the first line is because $x^*_t = \sum_{t=1}^{T} a_{t,t+\tau}$ as discussed in Part 2 and $\mathbb{E}[\theta_{t+\tau} | \mathcal{F}_{t+W-1}] = 0$ for $\tau \geq t + W$ when $t \in \mathbb{J}$ according to our definition of $\{\theta_t\}_{t=1}^T$ in Part 1; the second line is because when $t \in \mathbb{J}$, we have

\(^8\)Rigorously speaking, to ensure the random variable to be well-defined, some measurability assumption on $\mathcal{A}$ should be imposed, which is satisfied by most algorithms in practice and is thus omitted here for simplicity.
\( \theta_{t+W} = \cdots = \theta_{t+W+\Delta-1} \) with mean 0 and \( \theta_{t+W} \) is independent of \( \theta_{\tau} \) for \( \tau \geq t + W + \Delta \) by Part 1; the third line is because \( a_{t,\tau} > 0 \) by Lemma 4, and \( \mathbb{E}[\theta_{t+W}^2] = \frac{D^2}{4} \) by Part 1.

\[ \square \]

**Lemma 6.** When \( T \geq 2W \) and \( L_T \geq 2D \), we have \( |J| \geq \frac{LT}{12D} \).

**Proof.** By using the definition of \( J \) and the properties of the floor and ceiling operators, we have

\[
|J| = \left[ \frac{T}{\Delta} \right] - \left[ \frac{W}{\Delta} \right] = \left[ \frac{T-W}{\Delta} \right] \geq \frac{T-W}{2\Delta} \\
\geq \frac{1}{2} \frac{T-W}{T/\lfloor L_T/D \rfloor + 1} = \frac{1}{2} \frac{|L_T/D|}{T + |L_T/D|} \\
\geq \frac{1}{2} \frac{|L_T/D|}{T/2 + T} = \frac{1}{8} |L_T/D| \geq \frac{1}{12} L_T/D
\]

where the first equality can be proved by noticing that

\[
|J| = |\{W + 1 \leq \tau \leq T \mid \tau \equiv 1(\text{mod} \Delta)\}| \\
= |\{1 \leq \tau \leq T \mid \tau \equiv 1(\text{mod} \Delta)\}| - |\{1 \leq \tau \leq T \mid \tau \equiv 1(\text{mod} \Delta)\}| \\
= \left[ \frac{T}{\Delta} \right] - \left[ \frac{W}{\Delta} \right];
\]

the first inequality is a property of floor and ceiling functions; the second inequality uses the fact that \( \lfloor x \rfloor \geq x/2 \) when \( x \geq 1 \), and that \( T - W \geq \Delta \) when \( L_T \geq 2D \) and \( T \geq 2W \) because we have \( \frac{T-W}{T/2} \leq 2 \leq \lfloor L_T/D \rfloor \) and thus \( T - W = \left[ T - W \right] \geq \left[ T/\lfloor L_T/D \rfloor \right] = \Delta \); the third inequality is by \( \Delta = \left[ T/\lfloor L_T/D \rfloor \right] \leq T/\lfloor L_T/D \rfloor + 1 \), the fourth inequality is by \( T \geq 2W \) and \( L_T \leq DT \), and the last inequality is because \( L_T/D \geq 2 \), and \( |x| \geq \frac{2}{3} x \) when \( x \geq 2 \).

Based on the helping lemma above, we can lower bound the regret in expectation.

\[
\mathbb{E}[\text{Reg}(\mathcal{A})] = \mathbb{E}[C_T(x^{\mathcal{A}}) - C_T(x^*)] \geq \frac{\alpha}{2} \mathbb{E} \left| x^{\mathcal{A}} - x^* \right|^2 \\
= \frac{\alpha}{2} \sum_{t=1}^{T} \mathbb{E} \left| x_t^{\mathcal{A}} - x_t^* \right|^2 \geq \frac{\alpha}{2} \sum_{t=1}^{T} \mathbb{E} \left| x_t^{\mathcal{A}} - x_t^* \right|^2 \\
\geq |J| \frac{\sigma_{t+1+W}^2 D^2 \alpha}{8} \geq \frac{\alpha D}{96} (1 - \rho)^2 \left( \frac{\alpha}{\alpha + \beta} \right)^2 L_T \rho^{2W}
\]

where the first inequality uses Lemma 1, the third one uses Lemma 5, the last one uses Lemma 6 and 4. Thus, there exists some realization of \( \theta \) yielding the lower bound on the regret, which completes the proof when \( L_T \geq 2D \).

**Proof for (ii) when \( D < L_T < 2D \):** The proof is very similar to the proof above. We also consider cost function \( f_t(x_t) = \frac{\alpha}{8} (x_t - \theta_t)^2 \), but we define \( \{\theta_t\}_{t=1}^T \) in a slightly different way, i.e. we let \( \theta_1 = \cdots = \theta_W = 0 \), and \( \theta_{W+1} = \cdots = \theta_T \) be a random variable following distribution \( \mathbb{P}(\theta_t = \frac{D}{2}) = \mathbb{P}(\theta_t = -\frac{D}{2}) = \frac{1}{2} \). It is easy to verify that the upper bound \( L_T \) on the path length is satisfied: \( \sum_{t=1}^{T} \|\theta_t - \theta_{t-1}\| = \|\theta_{W+1}\| = \frac{D}{2} \leq \frac{L_T}{2} \leq L_T \). Since the matrix \( A \) does not depend on our choices of \( \{\theta_t\}_{t=1}^T \), Lemma 4 still holds. In addition, similar to Lemma 5, we have \( \mathbb{E} \left| x_t^{\mathcal{A}} - x_t^* \right|^2 \geq \frac{\sigma_{t+1+W}^2 D^2 \alpha}{8} \).

Consequently, we have the lower bound for the regret in expectation by

\[
\mathbb{E}[\text{Reg}(\mathcal{A})] = \mathbb{E}[C_T(x^{\mathcal{A}}) - C_T(x^*)] \geq \frac{\alpha}{2} \mathbb{E} \left| x^{\mathcal{A}} - x^* \right|^2 \geq \frac{\alpha}{2} \mathbb{E} \left| x_t^{\mathcal{A}} - x_t^* \right|^2
\]
The proof is very similar to the proof above. We also consider cost function $C$ below:

$$C$$

Since (I) Unconstrained optimization

By (1) and Part 1 in Appendix E, we have that $E$ A and $x$ are row vectors, the matrix $A$ does not depend on our choices of $\{\theta_t\}_{t=1}^T$, Lemma 4 still holds. In addition, similar to Lemma 5, we have $E|x_t^* - x_1|^2 \geq \frac{\alpha^2}{4} + W L_T^2$.

Consequently, we have the lower bound for the regret in expectation by

$$E[\text{Reg}(\omega)] = E[C_T(x^\omega) - C_T(x^*)] \geq \frac{\alpha}{2} E|x^\omega - x^*|^2 \geq \frac{\alpha}{2} E|x_1^\omega - x_1|^2$$

$$\geq \frac{\alpha \alpha^2}{4} + W L_T^2 \geq \frac{\alpha D^2}{8} \rho 2W (1 - \rho)^2 \left( \frac{\alpha}{\alpha + \beta} \right)^2 \geq \frac{\alpha D L_T}{96} \rho 2W \left( \frac{\alpha (1 - \rho)}{\alpha + \beta} \right)^2$$

$$\geq \frac{\alpha D^2}{8} \rho 2W (1 - \rho)^2 \left( \frac{\alpha}{\alpha + \beta} \right)^2 \geq \frac{\alpha D L_T}{96} \rho 2W \left( \frac{\alpha (1 - \rho)}{\alpha + \beta} \right)^2$$

F. Proof of Lemma 4

The proof takes four steps:

(I) study unconstrained optimization and show that $\tilde{x}^* = \arg\min_{x_T} C_T(x) = \theta A^T$.

(II) show that the constrained optimization admits the same optimal solution: $x^* = \tilde{x}^*$

(III) give closed-form expression for matrix $A$

(IV) lower bound the entries $a_{t,t+\tau}$ for $\tau \geq 0$ of matrix $A$

(I) Unconstrained optimization $\arg\min_{x_T} C_T(x) = A\theta$.

By (1) and Part 1 in Appendix E, we have that

$$C_T(x) = \sum_{t=1}^T \left[ f_t(x_t) + \frac{\beta}{2} \|x_t - x_{t-1}\|^2 \right] = \sum_{t=1}^T \left[ \frac{\alpha}{2} \|x_t - \theta_t\|^2 + \frac{\beta}{2} \|x_t - x_{t-1}\|^2 \right].$$

Since $C_T(x)$ is strongly convex, the optimal solution to $\min_{x_T} C_T(x)$ can be defined by the first-order condition below:

$$\alpha(\tilde{x}_t - \theta_t) + \beta(2\tilde{x}_t - \tilde{x}_{t-1} - \tilde{x}_{t+1}) = 0, \quad t = 1, \ldots, T - 1$$

$$\alpha(\tilde{x}_T - \theta_T) + \beta(\tilde{x}_T - \tilde{x}_{T-1}) = 0$$

By $x_0 = \theta_0 = 0$ and canceling $\alpha$ on both sides, we can write the linear equation systems in the matrix form:

$$\tilde{x}^* H^T = \theta,$$  where $x, \theta$ are row vectors, $H$ is given as below:

$$H = \begin{pmatrix}
1 + \frac{\beta}{\alpha} & -\frac{\beta}{\alpha} & 0 & \cdots & 0 \\
-\frac{\beta}{\alpha} & 1 + \frac{2\beta}{\alpha} & -\frac{\beta}{\alpha} & \cdots & 0 \\
0 & -\frac{\beta}{\alpha} & 1 + \frac{2\beta}{\alpha} & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & 1 + \frac{\beta}{\alpha}
\end{pmatrix}$$

(18)
Notice that $H$ is strictly diagonally dominant, so $H$ is invertible. Therefore, the optimal solution to the unconstrained optimization, $\tilde{x}^* = \arg \min_{x \in \mathbb{X}} C_T(x)$, is given by

$$\tilde{x}^* = \theta A^T$$ where $A := H^{-1}$

(II) The constrained optimization has the same solution. Since $H$ is strictly diagonally dominant, then by Theorem 1 in [37], we have

$$\|A\|_\infty = \|H^{-1}\|_\infty \leq \max_{1 \leq t \leq T} \frac{1}{|h_{tt}|} \left[ 1 - \sum_{s \neq t} |h_{ts}| \right] = 1$$

Besides, since $H$ has negative off-diagonal entries and positive diagonal entries, and is strictly diagonally dominant, the inverse of $H$, denoted by $A$ now, is nonnegative. Therefore, for each $t$, $\tilde{x}^*_t$ can be written as a convex combination of elements in $\mathbb{X}$:

$$\tilde{x}^*_t = \sum_{s=1}^T \alpha_{t,s} \theta_s + \left( 1 - \sum_{s=1}^T \alpha_{t,s} \right) 0$$

because $\theta_t \in \mathbb{X}$ and $0 \in \mathbb{X}$. By the convexity of $\mathbb{X}$, we have $\tilde{x}^*_t \in \mathbb{X}$, then naturally, $\tilde{x}^* \in \mathbb{X} \times \cdots \times \mathbb{X}$. As a result, $x^* = \arg \min_{x \in \mathbb{X} \times \cdots \times \mathbb{X}} C_T(x) = \arg \min_{x \in \mathbb{X}} C_T(x) = \tilde{x}^* = \theta A^T$.

(III) Closed form expression of $A$.

Since matrix $H$ has many good properties, such as strictly diagonal dominance, positive diagonal entries and negative off-diagonal entries, tridiagonality, symmetry, we can find a closed-form expression for its inverse, denoted by $A$ now, according to Theorem 2 in [38]. In particular, the entries of $A$ are given by $a_{t,t+\tau} = \frac{\alpha}{\beta}; w_t v_{t+\tau}$ for $\tau \geq 0$ where

$$w_t = \frac{\rho}{1 - \rho^2} \left( \frac{1}{\rho^t} - \rho^t \right) \quad v_T = \frac{1}{-w_{T-1} + (\xi - 1)w_t}$$

$$v_t = c_3 \frac{1}{\rho^{T-t}} + c_4 \rho^{T-t} \quad \xi = \frac{1}{1 - \rho^2} \left( (\xi - 1)\rho - \rho^2 \right) \quad c_4 = v_T \frac{1 - (\xi - 1)\rho}{1 - \rho^2}$$

and $\rho = \sqrt[Q_T]{1 - \xi - 1}$, $\xi = \alpha / \beta + 2$. Since $A$ is nonnegative and $w_t$ is apparently positive, we have $v_t \geq 0$ for all $t$.

(IV) Lower bound $\alpha_{t,t+\tau}$ for $\tau \geq 0$.

We will bound $w_t$, $v_T$ and $v_{t+\tau}/v_T$ separately and then combine them together for a lower bound of $a_{t,t+\tau}$ for $\tau \geq 0$.

First, we bound $w_t$ by

$$\rho^t w_t = \frac{\rho}{1 - \rho^2} (1 - \rho^{2t}) \geq \rho$$

since $t \geq 1$ and $\rho < 1$.

Next, we bound $v_T$ in the following way:

$$\rho^{-T}v_T = \frac{1}{(\xi - 1)(1 - \rho^{2T}) - (\rho - \rho^{2T-1})} \frac{1 - \rho^2}{\rho} \geq \frac{1}{(\xi - 1)(1 - \rho^{2T})} \frac{1 - \rho^2}{\rho} \geq \frac{1}{\xi - 1} \frac{1 - \rho^2}{\rho}$$

where $\xi = \frac{\alpha}{\beta} + 2 = \frac{2Q_T}{Q_T + 2}$, $\rho = \sqrt[Q_T]{1 - \xi - 1}$; the first inequality is by $T \geq 1$, $(\rho - \rho^{2T-1}) \geq 0$; the second inequality is by $0 < \rho < 1$. 
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Then, we bound \( v_{t+\tau}/v_T \).

\[
\rho^{T-t-\tau} \frac{v_{t+\tau}}{v_T} = \left( \frac{(\xi - 1)\rho - \rho^2}{1 - \rho^2} \right) + \frac{1 - (\xi - 1)\rho}{1 - \rho^2} \rho^{2(T-t-\tau)} \\
\geq \left( \frac{(\xi - 1)\rho - \rho^2}{1 - \rho^2} \right) + \frac{(\rho^2 + 1 - \rho - \rho^2)}{1 - \rho^2} = 1 - \rho
\]

where the inequality is by \( 1 - (\xi - 1)\rho \geq 0 \), \( v_T \geq 0 \), and the second equality is by \( \rho^2 - \xi\rho + 1 = 0 \).

Finally, combining three parts together,

\[
\alpha_{t,t+\tau} = \frac{\alpha}{\beta} \left[ \rho^T w_t \right] \left[ \rho^{-T} v_T \right] \left[ \rho^{T-t-\tau} \frac{v_{t+\tau}}{v_T} \right] \rho^\tau \\
\geq \frac{\alpha}{\beta} \rho - \frac{1 - \rho^2}{\xi - 1} \left( \frac{1 - \rho}{1 - \rho^2} \right) \rho^\tau = \frac{\alpha}{\alpha + \beta} (1 - \rho) \rho^\tau
\]

**G. Proof of Theorem 3**

The proof is similar to the proof of Theorem 4. We will also construct random cost functions and prove the lower bound of the regret in expectation. We will discuss two scenarios: \( 0 < L_T < D \), and \( D \leq L_T \leq DT \) (\( L_T = 0 \) is trivially true), and construct different function sequences to prove the lower bound. Without loss of generality, we let \( x_0 = 0 \).

**Scenario 1:** \( 0 < L_T < D \).

**Construction of random costs.** For each \( 0 < L_T < D \), we consider the following construction of \( X \subseteq \mathbb{R}^2 \):

\[
X = \left[ -\frac{L_T}{2}, \frac{L_T}{2} \right] \times \left[ -\sqrt{\frac{D^2 - L_T^2}{2}}, \sqrt{\frac{D^2 - L_T^2}{2}} \right]
\]

It is easy to verify that the diameter of \( X \) is \( D \).

For any \( \alpha > 0 \), consider the parametrized cost function:

\[
f_t(x_t, y_t; \tilde{x}_t, \tilde{y}_t) = \frac{\alpha}{2} (x_t - \tilde{x}_t)^2 + \frac{\alpha}{2} (y_t - \tilde{y}_t)^2
\]

where \( \tilde{x}_t \in [-M, M] \) for \( M = D + (1 + \beta/\alpha) \frac{L_T}{2} \) and \( \tilde{y}_t \in [-\frac{D}{2}, \frac{D}{2}] \). It is easy to verify that the gradient bound is \( G = \alpha \sqrt{(M + D^2/2)^2 + D^2} \leq (3\alpha + \beta)D \).

Next, we consider two possible function sequences, and each sequence happens with probability 1/2.

**Sequence 1:** \( \tilde{x}_t = x_t \), \( \tilde{y}_t = \frac{L_T}{D} \) for \( t \geq 2 \), \( \tilde{y}_t = 0 \), \( t \in [T] \).

**Sequence 2:** \( \tilde{x}_t = -x_t \), \( \tilde{y}_t = -\frac{L_T}{D} \) for \( t \geq 2 \), \( \tilde{y}_t = 0 \), \( t \in [T] \).

Let \((\theta_t, \varphi_t) = \arg\min_{X} f_t(x_t, y_t; \tilde{x}_t, \tilde{y}_t)\), and \((x^*, y^*) := (x_1, y_1, \ldots, x_T, y_T) = \arg\min_{X \times \ldots \times X} C_T(x, y)\). Then, for each sequence of the cost functions, the optimal solutions \((x^*, y^*)\) are

**Sequence 1:** \( \theta_t = x_t^* \), \( \varphi_t = y_t^* = 0 \) for \( 1 \leq t \leq T \).

**Sequence 2:** \( \theta_t = x_t^* = -\frac{L_T}{D} \), \( \varphi_t = y_t^* = 0 \) for \( 1 \leq t \leq T \).

**Bound** \( \mathbb{E}[C_T(x^{ad}, y^{ad}) - C_T(x^*, y^*)] \).

By strong convexity, we have

\[
\mathbb{E}[C_T(x^{ad}, y^{ad}) - C_T(x^*, y^*)] \geq \mathbb{E} \sum_{t=1}^{T} \left[ \frac{\partial C_T(x^*, y^*)}{\partial x_t}(x_t^{ad} - x_t^*) + \frac{\partial C_T(x^*, y^*)}{\partial y_t}(y_t^{ad} - y_t^*) \right]
\]
\[
\begin{align*}
\geq & \mathbb{E} \left[ \frac{\partial C_T}{\partial x_1}(x^*, y^*)(x_1^d - x_1^*) \right] \\
= & \frac{1}{2}(-h)(x_1^d - \frac{L_T}{2}) + \frac{1}{2}h(x_1^d + \frac{L_T}{2}) = \frac{1}{2}hL_T \\
\geq & \frac{\alpha D}{2} L_T \geq \frac{\alpha DL_T}{32} (1 - \rho)^2 \left( \frac{\alpha}{\alpha + \beta} \right)^2
\end{align*}
\]

where the second inequality is by \( \frac{\partial C_T}{\partial y_1}(x^*, y^*) = 0 \) when \( t \geq 1 \), and \( \frac{\partial C_T}{\partial x_1}(x^*, y^*)(x_1^d - x_1^*) = 0 \) when \( t \geq 2 \); in the first equality, \( h = \frac{\partial C_T}{\partial y_1}(x^*, y^*) \) when the costs follow Sequence 2, so \( \frac{\partial C_T}{\partial x_1}(x^*, y^*) = -h \) when the costs follow Sequence 1; the third inequality is by \( h \geq \alpha D \); the last inequality is to be consistent with the bound in Scenario 2.

**Scenario 2:** \( D \leq L_T \leq DT \). The proof is the same as the proof of Theorem 4 except for one difference: when \( W = 0 \), we are able to give a better bound for \( |J| \) even without the condition \( L_T \geq 2D \).

The bound for \( |J| \) is given below.

**Lemma 7.** When \( T \geq 1 \), and \( D \leq L_T \leq DT \), we have \( |J| \geq \frac{L_T}{4D} \).

**Proof.** By definition of \( J \) and \( \Delta = \lfloor T/\lfloor L_T/D \rfloor \rfloor \leq T/\lfloor L_T/D \rfloor + 1 \), when \( L_T \geq D \) and \( T \geq 1 \), we have

\[
|J| = \left\lfloor \frac{T}{\Delta} \right\rfloor \geq \frac{T}{\Delta} \geq \frac{T}{T/\lfloor L_T/D \rfloor + 1} = \frac{L_T}{2D}\frac{T}{T + \lfloor L_T/D \rfloor} \geq \frac{L_T}{4D}
\]

by \( \lfloor x \rfloor \geq x/2 \) when \( x \geq 1 \), and \( L_T \leq DT \).

Then, the lower bound on the expected regret can be proved in the same way as in the proof of Theorem 4.

\[
E[C_T(x^d) - C_T(x^*)] \geq \frac{\alpha}{2} \|x^d - x^*\|^2 \geq \frac{\alpha}{2} \sum_{t \in J} \frac{a_t^2}{4} \geq \frac{\alpha DL_T}{32} (1 - \rho)^2 \left( \frac{\alpha}{\alpha + \beta} \right)^2
\]

**H. Additional numerical results for the last paragraph of Section III**

In the last paragraph of Section III, we mention that our RHGD and RHAG do not use the latest information, i.e. RHGD computes \( x_s(k) \) with \( x_{s-1}(k-1) \) in Step 2 even though \( x_{s-1}(k) \) is available (RHAG is similar). In this section, we provide numerical results that compare RHGD and RHAG with their variants that use the latest information, i.e. computing \( x_s(k) \) with \( x_{s-1}(k) \) in Step 2 of RHGD (RHAG is similar). The setup of our numerical experiment is the same as Section VI.2.

In Figure 3, we compare RHGD, RHAG with their variants that use the most recent information, i.e. RHGD-recent and RHAG-recent. It can be observed that by utilizing the most recent information, the performance of RHGD-recent and RHGD are similar. However, RHAG-recent performs much worse than RHAG. Some intuitive explanation is provided below. Since RHAG implements the offline Nesterov’s accelerated gradient (NAG) exactly, RHAG-recent can be viewed as the offline NAG with some errors/disturbances in the inputs at each iteration. It is well-known that NAG is sensitive to disturbances and small disturbances can worsen the performance a lot [33]. This might explain why RHAG-recent performs much worse than RHAG.
Fig. 3: Comparison between RHGD, RHAG and their variants that use the most recent information.
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