Acceptability of collecting speech samples from the elderly via the telephone
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Abstract

Objective: There is a critical need to develop rapid, inexpensive and easily accessible screening tools for mild cognitive impairment (MCI) and Alzheimer’s disease (AD). We report on the efficacy of collecting speech via the telephone to subsequently develop sensitive metrics that may be used as potential biomarkers by leveraging natural language processing methods.

Methods: Ninety-one older individuals who were cognitively unimpaired or diagnosed with MCI or AD participated from home in an audio-recorded telephone interview, which included a standard cognitive screening tool, and the collection of speech samples. In this paper we address six questions of interest: (1) Will elderly people agree to participate in a recorded telephone interview? (2) Will they complete it? (3) Will they judge it an acceptable approach? (4) Will the speech that is collected over the telephone be of a good quality? (5) Will the speech be intelligible to human raters? (6) Will transcriptions produced by automated speech recognition accurately reflect the speech produced?

Results: Participants readily agreed to participate in the telephone interview, completed it in its entirety, and rated the approach as acceptable. Good quality speech was produced for further analyses to be applied, and almost all recorded words were intelligible for human transcription. Not surprisingly, human transcription outperformed off the shelf automated speech recognition software, but further investigation into automated speech recognition shows promise for its usability in future work.

Conclusion: Our findings demonstrate that collecting speech samples from elderly individuals via the telephone is well tolerated, practical, and inexpensive, and produces good quality data for uses such as natural language processing.
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Introduction

With an aging population, the number of elderly people diagnosed with dementias such as Alzheimer’s disease (henceforth AD) is projected to escalate rapidly.1 The diagnosis of probable AD requires a comprehensive clinical examination, which can be both expensive and time consuming. This examination typically necessitates a visit to a clinic or medical center, which raises issues of accessibility and can result in unequal access to services.2–4 In fact, estimates suggest that only 5% of community-dwelling elderly in the...
United States with memory concerns (without frank dementia) receive a clinical examination,\(^4\) and only 16% of seniors receive regular cognitive screening assessments as part of their primary care.\(^1\)

Hence, there is a pressing need to develop reliable and accessible screeners at the preclinical stage, to maximize treatment success, and increase quality of life for affected individuals and their caregivers by reducing uncertainty. While numerous cognitive screening tools exist, telephone-based screeners provide an attractive option to address barriers to in-person attendance. These tests have the advantage of being easily accessible, inexpensive, well tolerated and sensitive to the diagnosis of frank dementia.\(^5,\,7\) Furthermore, they appear largely accepted by clinicians in the field. For example: our group conducted a pilot study examining the feasibility of telephone-based screening of cognitive decline in elderly Norwegians, and reported that users (both general practitioners and the elderly) were generally positive towards such a service (7). Indeed, an evaluation of 14 studies published between 1988 and 2005 by Martin-Khan et al.\(^6\) concluded that currently-available telephone-based cognitive assessments can be used as screening tools, or for monitoring over time, and more recently, these assessments have been shown to correlate strongly with face-to-face assessment.\(^8\)

The gold standard in telephone screeners, the Telephone Interview for Cognitive Status (TICS),\(^9\) surveys multiple domains of cognition and is modeled on the widely-used Mini Mental State Examination (MMSE).\(^10\) While multi-domain screeners such as the TICS are a useful tool to diagnose dementia, they tend to fall short in the identification of the earliest stages of cognitive decline, with considerably lower sensitivity and specificity for the diagnosis of mild cognitive impairment (MCI) relative to frank dementia.\(^11,\,12\)

One aspect of cognition with demonstrated promise in the detection of early decline is language function. Deficits in speech and language, particularly semantic knowledge, are a characteristic of AD \(^13\) and have been retrospectively detected in language samples years prior to the emergence of overt symptomatology,\(^14\,\,\,17\) signaling their potential as a screener for early cognitive decline. For example, analyses of speech transcripts from president Ronald Reagan revealed evidence of decline in language function that predated his diagnosis of AD, demonstrated by a decrease in the number of unique words produced over time and an increase in conversational fillers and non-specific nouns.\(^16\) Thus, it follows logically that a telephone-based screening tool that targets speech specifically has the potential to increase both accessibility to screening, and sensitivity to the earliest stages of cognitive decline. A further critical consideration is user satisfaction with such an approach, as up to 35% of older people report an unwillingness to be screened for memory problems.\(^11\)

The current study reports on the feasibility of speech-based cognitive screening over the telephone in elderly people, including those both with and without evidence of cognitive decline.

A growing body of research reports on the utility of natural language processing methods to discriminate early cognitive decline from healthy individuals and AD patients using speech data.\(^18\,\,\,23\) For example, König and colleagues\(^24\) recorded the speech of cognitively impaired elderly people using a mobile app, and reported that their automated scoring methods performed as well as humans in discriminating AD from controls Area under the ROC curve (AUC = .94) and mild cognitive impairment from controls (AUC = .76). However, in almost all published reports, these speech data have been audio recorded in clinical or laboratory settings, rather than in the home or other uncontrolled natural environments. Clinical and laboratory settings permit direct control over the quality of the speech data obtained by minimizing noise and distraction, but at the cost of ecological validity.\(^25\) If the aim is to assess the speech of older people in the community, many of whom are unable or unwilling to present to a clinician or medical center, then findings from highly controlled settings may not adequately represent this group. Hence, it is unknown the extent to which everyday distractions and ambient background noise might affect the quality of speech recorded over the telephone.

With these important considerations in mind, the current study aims to address the question of whether real-world speech data, recorded over various types of telephones from users in their home environments, can provide the necessary level of accuracy for natural language processing methods to be applied. Specifically, the current study addresses six key questions regarding the practical viability of recording the speech of elderly telephone users, a proportion of whom are cognitively impaired:

1. Will elderly people agree to participate in a recorded telephone interview?
2. Will they complete the interview?
3. Will they find it an acceptable approach?
4. Will the speech that is collected over the telephone be of a good quality?
5. Will the speech data be intelligible to human raters?
6. Will transcriptions produced by automated speech recognition accurately reflect the speech produced?

**Method**

**Participants**

Participants (N = 91) were interviewed as part of a study examining the utility of automated language
analysis techniques to diagnose cognitive impairment (AD and MCI versus healthy aging) from speech samples recorded over the telephone (NIA grant number R03AG052416). Participants were community dwelling, native English speakers, aged over 55 years, who were recruited via the Memory Disorders Program at Georgetown University. They were contacted by Memory Disorders Program nurse practitioners from a database of research volunteers who had either completed previous studies through the program or were interested in participating in research. Roughly one third of the sample carried a diagnosis of mild AD, one third carried a diagnosis of amnestic MCI, and one third were cognitively healthy. The current study reports on the acceptability of the approach for older people in general and the quality of the speech data produced, so examination of performance as a function diagnostic group is not discussed.

All participants had adequate hearing, and no self-reported history of neurological disease (e.g., Parkinson’s disease, or epilepsy), drug or alcohol abuse, psychiatric hospitalization, current cancer treatment, or stroke or heart attack within the last year, as determined by Memory Disorders Program clinicians. Individuals with minor physical ailments (e.g., diabetes with no serious complications, essential hypertension) were included. Reasons for exclusion from the study were moderate dementia (MMSE $< 20$), poor hearing, significant speech impediment, less than a high-school education, or that they did not speak English, as these would make administration and/or interpretation of the screening tests difficult. Demographic characteristics of the sample are presented in Table 1. Participants received a $25$ gift card as compensation for their time. All participants voluntarily provided written informed consent, and all human subject involvement was approved by the institutional review boards of Marymount University and Georgetown University (MU IRB#260).

### Materials

**Telephone screener.** A standardized cognitive screener, a modified version of the Telephone Interview for Cognitive Status (TICS$^9$), was used in the study. In brief, the modified TICS is a short, 13-item test of cognitive functioning administered over the telephone, with scores ranging from 0 to 50. Questions of orientation, repetition, naming, and calculations are some of the items included in the measure. Additionally, a 10-item non-semantic related word list is recalled both immediately and after a delay of about 5 minutes filled with distractor questions, to assess verbal memory.

### Table 1. Demographic characteristics of the sample ($N = 91$).

| Variables          | Mean ± SD       | Min–Max |
|--------------------|-----------------|---------|
| Age (years)        | 73.67 ± 6.94    | 57–93   |
| Gender (%)         | Male 44         | Female 56 |
| Education (years)  | 17.35 ± 2.01    | 12–20   |
| Ethnicity (%)      | Caucasian 90    | African American 9 |
|                    | Asian 1         |         |
| TICS score         | 35.26 ± 6.36    | 18–49   |
| MMSE score         | 27.26 ± 3.04    | 19–30   |

MMSE: Mini Mental State Examination; TICS: Telephone Interview for Cognitive Status.

**Speech samples.** Participants provided two different speech samples (a short response, based on a verbal fluency prompt, and a longer “free speech” narrative) from which natural language processing metrics will be calculated in ongoing research. The brief samples of speech included standardized verbal fluency tasks assessing semantic (animals and supermarket items) and phonemic (“F, A, S”) word fluency, which were designed to assess recall from semantic memory and from the mental lexicon. These tasks will not be discussed further here. A longer narrative of free speech (describing a favorite memory from childhood) was also included. Finally, participants were asked to rate their satisfaction with the telephone interview procedure, using a 10-point Likert scale in response to
questions concerning ease of use, interest level, and anxiety produced.

**Procedures**

Participants were called at home on the telephone (mobile phone, landline and/or on speaker) at an agreed upon time by a trained research assistant, who conducted the interview. The telephone interview consisted of two parts (in counterbalanced order), and lasted in total approximately 20-30 minutes. In one part, the modified TICS was administered, and in the second part, participants provided two different speech samples (short responses, based on verbal fluency prompts, and a longer free speech narrative, described above). The speech samples derived from this portion of the interview were digitally recorded for subsequent analysis.

After completion of the above, participants were asked to rate their satisfaction with the telephone interview procedure. Specifically, participants were asked to rate on a scale of 1-10, how enjoyable it was to complete various sections of the interview, with 1 being not at all enjoyable and 10 being very enjoyable. Similarly, they were asked to rate the difficulty of the questions, with 1 being very difficult and 10 being very easy, and to rate how anxious those questions made them feel, with 1 very anxious and 10 not at all anxious. They completed these three ratings at three different points throughout the interview: following the TICS; the verbal fluency prompts; and the free speech portion.

To improve the validity of the telephone testing, the research assistant confirmed adequate hearing of the participants over the telephone before initiating the telephone interview, and participants’ spouses/companions were asked to remove any visual memory aids (calendars, newspapers, paper and pens) and to turn off highly audible distractors (e.g., radio, television). However, ambient background noise was present.

Participants were called at home via the Cisco Jabber interface on a laptop computer, and the verbal fluency and free speech portions of the interview were recorded. The system of calling and recording through a laptop computer was adopted to promote equity and inclusivity as a low-cost solution to the typically expensive recording systems used in controlled, laboratory studies. All interviews were transcribed by the first author or a trained research assistant (intraclass correlation coefficient (ICC) = 0.988). This allowed for screening of any potentially personally identifying information to ensure participant privacy prior to the speech samples being subjected to automated speech recognition.

Automated speech recognition of the audio files was undertaken to compare with the accuracy of the human transcriptions. Of note, the study was not originally designed with the intention of using automated speech recognition to transcribe the speech samples. However, given the proliferation of such systems and their low cost, we decided to examine how well a widely used automated speech recognition system would perform with speech data recorded in non-ideal conditions. The metric commonly used to compute automated speech recognition accuracy is the word error rate. In this study, the word error rate was defined as the minimum edit distance between the human transcript and the automated speech recognition transcript. Specifically, it is the summation of the number of new words added, the number of words changed, and the number of words deleted from the human transcript divided by the total number of words in the human transcript. We used the Google Speech API, which is based on a deep learning model trained on general English language.

**Results**

1. Will elderly people agree to participate in a recorded telephone interview?

Ninety-six individuals were referred for the study, and 93 agreed to participate (97%). Three withdrew consent prior to the telephone interview being scheduled.

2. Will they complete the interview?

Two participants were excluded from the study subsequent to the interview, for failing to meet all inclusion criteria. Ninety-one out of the 93 participants completed the entire interview (98% completion rate). One individual did not provide satisfaction ratings (apparently due to confusion about the rating scales), although attempted all other sections of the interview. The other participant provided only a very brief narrative speech sample (despite numerous prompts) and then was unwilling to provide satisfaction ratings for that portion of the interview because they “didn’t have any memories.”

3. Will they find it an acceptable approach?

Participants rated separate portions of the interview, on a 1–10 scale, in terms of enjoyment, ease and lack of anxiety produced. Descriptive statistics are presented in Table 2. As shown in Figure 1, participants rated the free speech portion of the interview as more enjoyable, easier, and less anxiety provoking, than the other sections (which included a standard cognitive screening test and timed measures of verbal fluency).
4. Will the speech that is collected over the telephone be of a good quality?

Table 3 presents the mean number of words produced for the semantic and phonemic verbal fluency tasks and the free speech task. Our operational definition of “good quality” speech data well-suited for the subsequent application of natural language processing methods is somewhat task specific. In our previous work, we have found that on the semantic verbal fluency task where participants are asked to generate as many words as they can that belong to a certain category, that simply one minute of utterances to the category ‘animals’ is ‘sufficient’ in terms of being informative regarding, for example, thought disorder\textsuperscript{27} (experiment 2), genetic differences\textsuperscript{28} and in terms of elucidating how depression affects the speed and flow of thought.\textsuperscript{29} However, in the case of story recall, as well as tasks that are more open-ended, the amount of speech data required in order to use speech technologies to make incisive comments about underlying neurocognitive processes is naturally different. Indeed, with such tasks we have found that utterances with fewer than 5 words have lacked informational value (e.g., “I don’t know”) and as such, were eliminated in
our analyses, so as to allow for the creation of models that could learn based on language produced rather than language that is missing. In fact, our previous work showed that the predictive performance of NLP models based on word error rates in the range of 20% lost very few percentage points, presumably because the overall gist, or meaning, of the utterance was retained.

In a series of studies where we have modelled verbal memory recall from speech where participants are read a story (as in the Wechsler Memory Scale – logical memory subtest, or variants of this) and then asked to verbally recall immediately and also after some delay, participants produce on average 57 words (when recalling stories that are between 61 and 82 words). This has been ‘sufficient’ to model memory recall, as well as to model differences in patients with serious mental illness. As shown in Table 2, the average number of words varied considerably by task, but averages all exceeded the minimum number of words found to be useful in our previous work. Of note, in our current study the free speech prompt elicited a wide range of response lengths, from 44-1110 words (mean = 326.76 words; standard deviation = 166.27 words), which is a sufficient number of words to be considered for subsequent natural language processing applications.

5. Will the speech data be intelligible to human raters?

All free speech portions of the audio interview were transcribed by the first author or a trained research assistant. (Inter-rater reliability was assessed using a two-way mixed, intraclass correlation coefficient model to assess the degree of agreement between raters in the transcriptions for the first five cases. The resulting ICC was in the excellent range (ICC = 0.988)). The mean percent of unclear or unintelligible words as a function of total word count was 0.7%, sd = 1.2%, range = 0-6%.

6. Will transcriptions produced by automated speech recognition accurately reflect the speech produced?

Using Google’s acoustic model, the average word error rate of the participant’s speech as compared to the trained human transcriptions was 54%. In contrast, the average word error rate of the interviewer’s speech as compared to the human transcriptions was notably lower, at 24% (see Table 4). While Google’s model is

Table 3. Mean number of words produced, as a function of interview section (N = 91).

| Task           | Mean | Standard deviation | Minimum | Maximum |
|----------------|------|--------------------|---------|---------|
| Fluency\(^a\) – Animals | 16.33 | 7.44               | 0\(^c\)  | 36      |
| Fluency\(^a\) – Supermarket | 20.38 | 8.73               | 0\(^c\)  | 43      |
| Fluency\(^a\) – F | 13.05 | 5.77               | 2        | 27      |
| Fluency\(^a\) – A | 11.89 | 5.78               | 1        | 30      |
| Fluency\(^a\) – S | 13.90 | 6.24               | 2        | 30      |
| Free speech\(^b\) | 326.76 | 166.27             | 44       | 1110    |

\(^a\)Does not include repetitions or intrusions.  
\(^b\)Does not include fillers.  
\(^c\)One participant spoke, but did not produce any exemplars.

Table 4. Mean word error rate (WER) from automatic speech recognition, as a function of task (N = 91).

| Task                          | Mean WER | Standard deviation WER | Minimum WER | Maximum WER |
|-------------------------------|----------|------------------------|-------------|-------------|
| Participant free speech       | 0.56     | 0.23                   | 0.12        | 1.00        |
| Participant free speech, fillers removed | 0.54     | 0.23                   | 0.12        | 1.00        |
| Interviewer free speech       | 0.26     | 0.17                   | 0.00        | 0.86        |
| Interviewer free speech, fillers removed | 0.24     | 0.23                   | 0.00        | 0.86        |
considered an industry leader, we discuss below alternative models with lower word error rates to use in future research on clinical populations.

**Discussion**

Results of the current study provide evidence that real-world, unconstrained speech data, recorded over various types of telephones from users in their home environments, can provide the necessary level of quality for natural language processing methods to be applied subsequently. Elderly volunteers, both with and without cognitive impairment, readily agreed to participate in the telephone interview, completed it in its entirety, and rated the overall approach as acceptable. These results can be compared with those of Van Mierlo and colleagues who reported an 80% completion rate for their telephone screener, compared with 98% in the current study. Of note, the current study employed an interview style with many opportunities for participants to interact with the interviewer, whereas the Van Mierlo study used a fully automated self-test with all responses coming from touch-tone keys on the telephone. In the current study, participants reported enjoying recalling a favorite memory from childhood, more so than completing formal tests such as the standardized cognitive screening measure (TICS) and timed fluency tasks. This is perhaps unsurprising, given reports from previous telephone-based studies that many older people express an unwillingness to be screened for memory problems, presumably due to their perceived performance on conventional memory tests.

In terms of the speech data collected, the prompts used for both short response and longer free speech narratives elicited an acceptable quality and quantity of speech for ongoing analyses to be applied. Despite varying qualities of recordings (including background noise from pets and environmental sources), almost all recorded words were sufficiently intelligible to be transcribed by humans (less than 1% unintelligible), indicating almost no loss in data due to the recording conditions. In contrast, results from the automated speech recognition analysis revealed that, on average, almost half of the words spoken by the elderly participants were incorrectly transcribed. Considering the human transcript as the base of comparison, the average word error rate of Google’s automated speech recognition technology was 54%, compared with a more reasonable 24% word error rate of the interviewer’s speech. A number of possible explanations arise when considering this discrepancy. First, the quality of the recordings may be to blame. The interviewer was directly recorded through the laptop interface, whereas the elderly participants’ voices were recorded through the interface after going through a telephone first. This extra step may have degraded the audio signal to the extent that automated speech recognition had difficulty distinguishing the individual words used.

A second possible explanation lies in the quality of the speech itself. Characteristics of elderly speech, such as variable speech rate, hesitations, repetitions, poorer articulation and pronunciation, are all known to inflate the word error rate of automated speech recognition systems. A final potential contributor to the discrepancy in word error rate between the participants and the interviewer concerns the content of the speech recorded. The interviewer was either reading a script or asking direct questions, whereas the participant was being asked to recall memories without preparation, potentially leading to hesitation and uncertainty.

We are not the first to report high word error rate in the elderly with automated speech recognition technology. Using a generic automated speech recognition system, Aman and colleagues reported an average increase in word error rate between elderly and non-elderly of over 34%. By training on elderly voices specifically, they were able to adapt the automated speech recognition system and reduce the elderly word error rate down to the previous non-elderly word error rate (from 43.5% to 14.5%). Within the elderly group, though, the word error rate performance did not correlate with age, but rather with dependence due to physical degradation. This suggests that generic automated speech recognition systems may not perform well with elderly voices, yet with training on elderly speech, can improve markedly.

Google’s automated speech recognition was initially chosen as it is an industry leader in such services, especially in research applications. However, we now realize that our data are not well-suited to their acoustic and language models, so for future research we will explore other automated speech recognition services. On one sample of speech, for example, Google’s system generated a transcript with an 83% word error rate. This was a particularly poor audio sample with human transcriptions even noting a couple of “inaudible” words. In an exploration of better-suited automated speech recognition systems, we found word error rates on this particular sample to be still quite high on another industry leader, IBM Watson (WER = 68%), but much improved for two other services, Sonix (WER = 47%) and Otter.ai (WER = 37%). Thus in future work, these improved models will be utilized for automated transcription.

We note that, although high, the word error rate of the elderly participants in the current study is consistent with other studies using automated speech recognition on elderly speech, even in controlled laboratory settings. There are reports that pre-
processing of elderly speech can decrease the word error rate by up to 12%, although evidence suggests that natural language processing models are relatively impervious to high word error rate. The robust performance of natural language processing models can be attributed to different normalizations of words between a human transcript and an automated speech recognition transcript, trivial word errors that would not change the meaning of a sentence (e.g., “one” vs. “1”), and that natural language processing models are generally trained with a diverse set of language features and are thus able to retain different facets of the language even in the context of a large word error rate. This implies that speech recorded over the telephone can be automatically transcribed with sufficient accuracy for classification purposes.

While errors in transcribing the words themselves may lead to small reductions in performance when applying natural language processing techniques in the future, the speech data holds additional value in automation. Speech samples have been analyzed with acoustic feature extraction software (e.g., openSMILE) and studies have shown that these features can have high predictive potential in patients with serious mental illness. Furthermore, word timing features can be automatically extracted to analyze speed and rhythm in speech. In sum, while fairly high word error rates may exist in automated transcriptions, other modalities of features which are not affected by these errors can still be accurately extracted and used in automated systems.

Results of the current study address the acceptability of using speech recorded over the telephone, in real-world situations, as the basis to develop sensitive metrics that may be used as potential biomarkers by leveraging natural language processing methods. The telephone is ubiquitous and non-threatening to older people, and can likely address a great number of barriers to in-person clinical evaluation. While recent technological breakthroughs show great promise as screeners for cognitive decline and dementia (e.g., eye scanning, plasma tau), they nonetheless still require costly equipment and/or face-to-face attendance. A semi-automated approach to screening for dementia using speech recorded over the telephone holds the promise of not only allowing more frequent and less costly evaluations, but also for advanced natural language processing models to be applied to the speech in order to find subtle patterns that are not as detectable to a human. For example, in recent work, Orimaye and colleagues used a combination of deep neural network and deep language models to predict MCI and AD-type dementia from speech data, with impressive accuracy (MCI AUC = 0.80; AD AUC = 0.83). Models such as these are able to efficiently learn patterns from large, labeled datasets and can be applied to new speech samples to determine relevant classifications or scores on cognitive tasks. While this study made use of state of the art machine learning techniques and had impressive results, it must be noted that the data used to train and test their system is highly controlled and unlikely to match data taken from real-world settings. This means that it would fail to generalize to new data retrieved in a different and less controlled manner or setting, a factor that must be taken into account for all systems that strive to have translational value.

Modern machine learning techniques and analytics of such measures hold the potential to make great advancements in the assessment, diagnosis, and monitoring of mental illness and cognitive decline. With the availability and prevalence of mobile phone applications and wearable devices, data collection and storage is easier and more widespread than it has ever been. Large datasets can easily be retrieved from both target groups and healthy individuals to build powerful models that can assist clinicians in a variety of ways. These powerful machine learning models have the potential to catch subtle deviations in behavior, and when combined with remote data collection, can catch far more critical events from patients than ever before. While the limitations of applying these techniques to the elderly population still apply (e.g., poor speech annunciation and limited data availability on the population), there is great potential in these methodologies to advance our understanding of aging and cognitive decline.
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