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Abstract

A capsule is a group of neurons whose activity vector models different properties of the same entity. This paper extends the capsule to a generative version, named variational capsules (VCs). Each VC produces a latent variable for a specific entity, making it possible to integrate image analysis and image synthesis into a unified framework. Variational capsules model an image as a composition of entities in a probabilistic model. Different capsules’ divergence with a specific prior distribution represents the presence of different entities, which can be applied in image analysis tasks such as classification. In addition, variational capsules encode multiple entities in a semantically-disentangling way. Diverse instantiations of capsules are related to various properties of the same entity, making it easy to generate diverse samples with fine-grained semantic attributes. Extensive experiments demonstrate that deep networks designed with variational capsules can not only achieve promising performance on image analysis tasks (including image classification and attribute prediction) but can also improve the diversity and controllability of image synthesis.

1 Introduction

With recent advances in deep learning, tremendous success has been achieved in variety of application domains, including image analysis and synthesis. Image analysis usually refers to extracting information from an image using discriminative models, while image synthesis aims to produce image samples following an assigned distribution via generative models. These two tasks are highly interconnected and are expected to complement and promote each other. Numerous methods attempt to utilize both analysis blocks (e.g., classifiers) and synthesis blocks (e.g., autoregressive models [24, 23], VAEs [10, 19] and GANs [5]). In these approaches, analysis blocks are employed to produce controllable conditions for synthesis blocks [18, 25], or serve as constraints to regularize the target properties of generated samples [14]. Nevertheless, in most circumstances the analysis and synthesis blocks are trained in a disjointed way, which may be not an optimal solution for tackling these two tasks simultaneously. It is still a challenge to build a unified framework for image analysis and synthesis, in which these two tasks can collaborate and assist each other.

To alleviate this challenge, we present a new method, called variational capsules (VCs), to model images in a unified discriminative and generative framework. Capsules, which were originally introduced by Hinton et al. [7, 21], are groups of neurons whose activity vector represents various properties of a particular entity. The proposed variational capsules are a new version of capsules, which use the divergence of each capsule with a prior distribution rather than the length of the activity vector.
vector to represent the probability that an entity exists. Variational capsules model an image as a composition of entities in a probabilistic model, which maps the existing entities into the posterior that matches the prior approximately. Compared with the capsules in [21], variational capsules can be drawn from the prior distribution, which extends them from a purely discriminative model to a joint discriminative-generative model.

As illustrated in Figure[1] our framework takes a VAE-like architecture, and it comprises two parts: an encoder mapping the input images into variational capsules and a generator (or decoder) generating images from masked variational capsules. In the training phase, the encoder aims to detect or classify the existing entity and make the active capsules match the prior distribution, while the decoder tries to reconstruct the input image from the active vectors. In the testing phase, the encoder can be used to analyze the input images via the predicted capsules, and the decoder can synthesize new samples by drawing samples from the prior distribution. In addition, when dealing with multiple entities, taking attributes as an example, the model can map attribute-aware information into disentangling semantic representations, which makes it possible to synthesize or edit images in a more controllable way with larger diversity. As shown in Figure[3] the presented model can generate various styles of glasses while preserving other attributes in face synthesis or editing, while most of the other models [26,18,11] can only generate one style of glasses in this case.

Our contribution is four-fold. i) We present a new version of capsules, variational capsules, that model images as a composition of entities in a probabilistic model. ii) We present a unified framework of image analysis and synthesis, in which image synthesis is helpful for improving the prediction accuracy of image analysis, meanwhile image analysis provides semantic representations for image synthesis. iii) The proposed method provides a new technique for conditional image generation by mapping an image to disentangling semantic representations, which improves the interpretability and diversity of image synthesis. iv) The experiments demonstrate that the proposed method achieves promising or even state-of-the-art performance in some typical image analysis tasks, such as classification and attribute prediction, and outperforms state-of-the-art methods in the diversity and controllability of image synthesis.

2 Background

As our work is mostly related to capsules, variational autoencoders (VAEs) and conditional image generation, we start with a brief review of them.

Capsules Hinton et al. [7] introduce capsules to represent properties of an image and propose transforming auto-encoder to learn and manipulate an image with capsules. Sabour et al. [21] use the length of a capsule’s activity vector to represent the probability of an entity and design an iterative routing-by-agreement mechanism to improve the performance of capsule networks. Hinton et al. [8] propose a matrix version of capsules with EM routing. Our work can be seen as a new version of capsules that uses a different metric to represent the presence of an entity. It extends capsules to generative models that are capable of producing new samples.

Variational Autoencoder (VAE) [10,19] is one of the most promising generative models for its theory elegance, stable training and nice manifold representations. VAE consists of two models: a generative model \( p_{\theta}(x|z) \) to synthesize the visible data \( x \) from the latent code \( z \) and an inference model \( q_{\phi}(z|x) \) to map the visible data \( x \) to the latent \( z \) which matches to a prior \( p(z) \). The object of VAE is to maximize the variational lower bound (or evidence lower bound, ELBO) of \( p_{\theta}(x) \):

\[
\log p_{\theta}(x) \geq E_{q_{\phi}(z|x)} \log p_{\theta}(x|z) - D_{KL}(q_{\phi}(z|x)||p(z)).
\]

The first term in the ELBO aims to reconstruct the input data \( x \) from the posterior \( q_{\phi}(z|x) \) and the second term aims to make the posterior \( q_{\phi}(z|x) \) match the prior \( p(z) \). Following the original VAEs [10], let the prior \( p(z) \) be the centred isotropic multivariate Gaussian \( N(0, I) \) and the posterior \( q_{\phi}(z|x) = N(z; \mu, \sigma^2) \), then the KL-divergence term, given \( N \) data samples, can be computed as:

\[
D_{KL}(q_{\phi}(z|x)||p(z)) = \frac{1}{2} \sum_{i=1}^{N} (1 + \log(\sigma_i^2) - \mu_i^2 - \sigma_i^2).
\]

Conditional image synthesis There are mainly two forms of conditional image synthesis according to the provided condition. One is to generate new images \( p_{\theta}(x|z, c) \) from a prior \( p(z) \) and given
Figure 1: Illustration of the VCNs. The network consists of two parts: an inference model (encoder) to map an input image $x$ into the posterior $N(\mu, \text{diag}(\sigma^2))$ and a generator model to produce the output image $x_r$ from the masked capsules. The posterior is trained to match the prior $p(z)$ for the active capsules, and to deviate from the prior $p(z)$ for the nonactive capsules. The input capsules of the generator are sampled from the posterior (or from the prior when sampling new images) using the reparameterization trick with a mask to indicate the present entities.

In conditional image synthesis, the conditions are mostly given or learned as binary codes [17, 26, 1] (to indicate category, attribute, caption, etc) or embedding features [22, 2]. Lample et al. [11] learn attribute-invariant features through adversarial learning and modify an image by sliding the values of the binary attributes. Bao et al. [2] disentangle the identity and attribute features from a face image and map the attribute information into the prior $N(0, I)$. Compared with the existing methods, our method can learn semantically-disentangling embeddings at a fine-grained level. Taking attribute-guided image synthesis as an example, our method can map the input image into disentangling attribute-aware embeddings, i.e., each attribute is embedded into different capsules, which makes it possible to generate various styles for each attribute while preserving other characteristics of the image.

3 Approach

To analyze and synthesize images in a unified framework, the proposed VCs are expected to have two properties: one is that the active vector of a capsule is able to indicate the existing probability of an entity in an image; the other is that the capsule follows a known prior distribution to allow sampling of new capsules from the prior distribution to generate new images. In this section, we first describe how to design such variational capsules, followed by the training details of the VC networks (VCNs) and their applications in image synthesis.

3.1 Variational Capsules

The capsules proposed in [21] use the length of the instantiation vector to represent the probability of the existing entity. To facilitate the sampling of new capsules, we design variational capsules in a probabilistic manner that the active capsules follow a known prior distribution while the nonactive ones do the opposite. Following VAEs [10], we select the KL-divergence as the metric to indicate the degree how two distributions match to each other. Hence, the KL-divergence of each capsule with the prior distribution represents the probability that a capsule’s entity exists, i.e., the capsule corresponding to the existing entity has a small KL-divergence with the prior while those corresponding to the non-existing entities have large KL-divergences with the prior distribution.

Following the original VAEs [10], the prior $p(z)$ is assumed to follow isotropic multivariate Gaussian distribution, i.e., $p(z) \sim N(0, I)$, while the proposed capsule $q_\phi(c|x)$ follows multivariate Gaussian distribution whose mean and covariance are parameterized by $N(\mu(x), \text{diag}(\sigma^2(x)))$. The KL-
We can modify the mask to change the expected entities in the output image and can use different 
where $x$ is the reconstruction of the $i$-th data $x_i$. It is noted that the exact choice of the auto-
encoding loss is not fundamental for the proposed methods. For example, cross entropy loss may be 
more suitable for binary images such as digits in MNIST [13]. 

In addition, when dealing with high-resolution images such as faces in CelebA [15], additional losses 
could be adopted to boost synthesis performance [14, 1, 12], such as the adversarial loss in GANs [5] 
to promote generating sharp images, and the perceptual loss [3, 9] to regularize high-level semantic 
property. When the adversarial loss is employed, an extra discrimination model (Discriminator) 
is introduced to compete with the above mentioned encoder and generator as in traditional GANs. 
Concretely, we take the form of the adversarial loss $L_{adversarial}$ as in LSGAN [16] to get better 
convergence and higher image quality.

$$\min_G \max_D L_{adversarial} = E_{p(x)}[D(x)]^2 + E_{p(z)}[1 - D(G(z))]^2.$$  \hspace{1cm} (5)

The final objective takes the following form:

$$L_{total} = L_c + \alpha L_{mse} + \beta L_{adversarial}$$ \hspace{1cm} (6)

where $\alpha$, $\beta$ are weighting coefficients to balance the importance of the losses.

### 3.3 Image Synthesis with VCs

There are three steps to generate a new sample with variational capsules: (1) determine the mask $M$ 
according to the expected entity, such as the object category or attribute of the generated image; 
(2) sample the variational capsules $C$ from the prior distribution $p(z)$, or from the posterior $q_A(z|x)$ 
given an input image $x$; (3) produce the output image from the masked capsules $M \odot C$ using the 
generator. Through these steps, it is possible to control the synthesized images in a fine-grained way. 
We can modify the mask to change the expected entities in the output image and can use different 
instanciations of an activity capsule to generate large variations of a specific entity.

The advantages of the proposed method is mostly remarkable when dealing with the images that 
contain multiple entities. Variational capsules encode a single image into disentangling semantic
representations in which each capsule corresponds with a specific entity. With the semantically-disentangling representation, it is easy to control the properties of the synthesised image. Taking attribute-guided image generation as an example, an input image is modeled as a composition of multiple attribute-related capsules. We can synthesize a completely new image with the latent representation sampled from the prior distribution. We can also modify a given image or a synthesized image in an attribute-level approach so that it is easy to generate various styles of a single attribute while preserving the properties of other attributes. For example, the proposed VCNs can synthesize images with various styles of bangs or glasses (see in Figure 3). In contrast, most other works can only change the existence of an attribute [26, 18] or the intensity of the attribute [11, 1, 3], but can hardly provide different styles of the attribute.

4 Experiments

We implement experiments on two datasets: attribute prediction and synthesis on CelebA [15], digit classification and generation on MNIST [13], to evaluate the performance of the presented method on image analysis and synthesis.

4.1 Experiments on CelebA

The CelebA database [15] consists of 202,599 celebrity images with large variations in facial attributes. These images are obtained from unconstrained environments and annotated with 40 attributes. The standard split for CelebA is employed in our experiments, where 162,770 images for training, 19,867 for validation and 19,962 for testing. Following the image pre-processing method in [11], we use the aligned version of CelebA in our experiments. Images are firstly center cropped to $178 \times 178$ and then resized to $256 \times 256$ before fed in our networks.

We treat the attribute prediction as a multi-task binary classification problem. For each attribute, we train a classifier with two outputs that model the active/nonactive status of this attribute. Following the original VAEs, each output is formed by a pair of variational capsules that represent the mean and covariance of the posterior distribution, respectively. In our attribute prediction experiment, the dimension of variational capsule is set to 32. Therefore, in total the encoder has $40 \times 2 \times 2$ variational capsule outputs, and each capsule is a 32-D vector. The decoder receives $40 \times 2$ capsules as input, which are sampled from the posteriors, i.e., the outputs of the encoder.

Let $C_{5s1-k}$ denote a $5 \times 5$ Convolution-BatchNorm-ReLU layer with $k$ filters and stride 1. $d$ denotes an average pooling layer with $2 \times 2$ kernel size and stride 2. $u$ denotes an upsampling layer with sale factor 2. $R_k$ denotes a residual block that contains two $3 \times 3$ Convolution-BatchNorm-ReLU layers with $k$ filters, and an extra $1 \times 1$ convolution layer with $k$ filters in the identity path when the input channel does not equal $k$. $F_k$ denotes a fully-connected layer with output dimension $k$. If one convolutional layer is followed by denotation $g_k$, the convolutional filters in this layer are separated into $k$ groups. The encoder architecture is: $C_{5s1-16d}, R_{32d}, R_{64d}, R_{128d}, R_{256d}, R_{512d}, C_{1s1-10240}, C_{4s1g40-5120}$. The decoder architecture is: $F_{8192}, R_{512u}, R_{256u}, R_{128u}, R_{64u}, R_{32u}, R_{16u}, R_{16}, c_{5s1-3}$.

An extra multi-scale discriminator is employed to differentiate between natural and synthesized samples, with which adversarial training is conducted. All these sub-networks are trained jointly with a batch size of 64 and a learning rate of $2 \times 10^{-4}$. In our experiment, we empirically set the trade-off parameters for reconstruction loss and adversarial loss to 0.025 and 10, respectively.

4.1.1 Attribute Prediction

To demonstrate the capacity of our method in image analysis, we conduct attribute prediction in CelebA. The classification accuracies are reported in Table 1. Our method obtains an average accuracy of 91.36%, outperforming the baseline method L Nets+ANet [15] by over 4%. Besides, VCNs perform better than PaW [4] which uses multiple networks, and MCNN+AUX [6] which elaborately categorizes the attributes into different groups. Adding the reconstruction boosts the prediction accuracy, suggesting that image synthesis is helpful for learning discriminative representation. Particularly, we observe that the reconstruction loss contributes a lot in predicting attributes which explicitly affect the visual appearance of face images, such as ‘Heavy Makeup’, ‘Rocy Cheeks’ and ‘Straight Hair’.
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Table 1: Attribute prediction accuracies on CelebA. Attributes are numbered from 1 to 40 in alphabetical order.

| Approach              | 1   | 2   | 3   | 4   | 5   | 6   | 7   | 8   | 9   | 10  | 11  | 12  | 13  | 14  | 15  | 16  | 17  | 18  | 19  | 20  | Avg |
|-----------------------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| MCNNAUX               | 95.00 | 79.00 | 81.00 | 79.00 | 98.00 | 95.00 | 68.00 | 78.00 | 88.00 | 95.00 | 84.00 | 80.00 | 90.00 | 91.00 | 92.00 | 99.00 | 97.00 | 97.00 | 90.00 | 87.00 | 98.00 |
| UMCNNAUX              | 94.03 | 82.66 | 81.67 | 84.92 | 98.77 | 95.80 | 71.48 | 84.01 | 89.40 | 95.86 | 96.57 | 89.38 | 92.62 | 95.44 | 96.32 | 99.47 | 97.04 | 98.10 | 90.99 | 87.01 | 98.10 |
| PaW [13]              | 94.51 | 83.42 | 83.86 | 94.92 | 99.80 | 96.90 | 71.47 | 84.53 | 89.78 | 96.63 | 96.17 | 89.15 | 92.84 | 95.67 | 96.52 | 99.53 | 97.24 | 98.20 | 91.55 | 87.58 | 98.17 |
| Ours (w/o recon.)     | 94.64 | 83.01 | 82.86 | 84.58 | 89.93 | 95.93 | 71.46 | 83.66 | 89.45 | 95.84 | 95.61 | 88.50 | 92.62 | 94.51 | 95.26 | 95.99 | 97.38 | 98.21 | 91.53 | 87.44 | 98.39 |

Figure 2: Attribute-conditioned image generation. Blocks corresponding to the changed attributes are marked with red color.

4.1.2 Face Synthesis

In this part, we provide experiments for generating face images from latent representations. Attribute-conditioned image generation, facial attribute swapping and attribute interpolating are conducted to demonstrate our models’ ability in synthesizing face images with great diversity and fine-grain controllability.

Attribute-conditioned image generation. Figure 2 shows examples of generating face images from specified attributes. The left side of Figure 2 shows results of directly synthesizing new faces from latent codes. The latent codes are randomly sampled from prior \( N(0, I) \) and then masked accordingly to targetted attributes. In the first column of each example, a binary block image exhibits the exact activation status of the 40 attributes in CelebA, corresponding to the first 40 blocks in a 7 × 6 matrices. For each example in the right side, a reference image is involved to generate images sharing the same attributes with it. Concretely, attributes are firstly predicted via the proposed inference model (encoder), then latent codes are sampled according to the prediction results. We change the latent code for one attribute in each example by adjusting specific capsules while keeping the rest fixed. Two positive and two negative samples are provided for the changed attribute. As shown in Figure 2, all the generated faces are visually plausible and accord with targeted attributes. Attributes of the reference images are well transferred to new generated images, which demonstrates that VCNs perform well in both image analysis and synthesis. Specifically, when we change specific attributes, the rest attributes are well preserved, suggesting our model’s ability in learn semantically-disentangling representations.

Facial attribute swapping. Some visual examples of facial attribute swapping are shown in Figure 3. For each identity, the first and second images are the original and reconstruction faces from the CelebA testing set, respectively. Due to the injection of random noise in the training phase of VCNs, the reconstruction images cannot keep accurate pixel-wise similarity with the original images. But the attributes of reconstruction remain unchanged. The rest four faces are synthesis results by swapping an attribute of the input face while keeping other attributes preserved. These generated images confirm that the proposed VCNs are able to learn semantically disentangling features. In addition, various embodiments of the same attribute can be accessed by resampling the proposed variational capsules. For example, different styles of glasses and bangs are presented in these generated faces.
Facial attribute interpolation. In this part, we conduct attribute interpolation experiments to show our method’s ability in continuously changing facial attributes. Figure 4 shows results for single attribute interpolation. Specifically, we change the attribute intensity by linearly interpolating between an activate capsule and a nonactive capsule. Subtle changes exist in contiguous images, while images in both ends differ from each other in greater degree. These results demonstrate the operation-friendliness of our method, as we can easily synthesize facial images with desired attributes and intensities. Apart from single attribute interpolation, results for multi attributes interpolation are also provided (Figure 5). As mentioned above, diverse samples can be synthesized from the same active capsules with different instantiations. Thus, we interpolate two different instantiations of the same attributes in the first row of Figure 5 in which faces change gradually meanwhile the attributes are kept unchanged. The rest rows are interpolation results between faces with different attributes. The interpolation results are visual-pleasing, and continuous attributes change can be found in these generated images, confirming our method’s capacity in representing facial attributes again.

4.2 Experiments on MNIST

The MNIST database [13] is a digit dataset with 60,000 training and 10,000 testing images. All images in MNIST dataset are binary images of size $28 \times 28$, and each image contains a single handwritten digit with the class label from 0 to 9.

The encoder used in this experiment consists of 3 convolutional layers, followed by a fully-connected layer which produces variational capsules for means and covariances of 10 digit class. The dimension
of variational capsules is set to 16 such that the output of encoder is of 320-D. The encoder architecture is: C5s1-256, C5s2-256, C5s2-256, F320. The decoder is formed of 3 fully-connected layers, and the detailed network architecture is: F512, F1024, F784.

![Figure 6: Results on the MNIST dataset. From left to right are the original images from the MNIST test set, the reconstruction images and the synthesized new digit samples.](image)

![Figure 7: Interpolation between digit images.](image)

**Digit recognition.** We obtain an error rate of 0.36% using the encoder only, and 0.30% when introducing the reconstruction loss. The introducing of auto-encoding architecture helps in improving the classification accuracy. Sabour et al. [21] implement a 3-layer capsule network, and achieve error rates of 0.35% without reconstruction loss and 0.25% with reconstruction loss respectively. Hinton et al. [8] get 0.44% error rate with matrix capsules. Dynamic routing mechanism is employed in these capsule networks [21, 8] and plays important roles. However, because of the different way of representing the probability that an entity exists, these routing algorithms in [21, 8] cannot be directly applied in the proposed variational capsules. It will be a potential research direction for our method to explore the design of routing algorithm.

**Digit synthesis.** As illustrated in Figure 6, the reconstructions of variational capsules are robust while keeping only important details. Apart from reconstructing digit images from the inputs, we also generating new digits from randomly sampled latent representations. The synthesized images follow the given class label successfully, showing almost no ambiguity judging with human eyes. Besides, great diversity can be found within the same class. To show our model is able to learn the digit representation, examples of interpolation between two different digit images are also provided in Figure 7. Specifically, we interpolate between the respective latent encodes of the two digits, and the generated digit images show continuous changes. Digit synthesis on the MNIST dataset verifies that our method can be used in conditional image generation, and reflects the superiority of the proposed unified discriminative-generative framework again.

## 5 Conclusion

In this paper, we have presented a new type of capsule that models images in a unified discriminative and generative framework. The proposed variational capsules are designed in a probabilistic way, in which the values of active capsules are expected to be drawn from a known prior distribution. Thus, the divergence of each capsule with the prior distribution can be used to represent the presence of an entity, deriving a new metric for image classification. By sampling values for active capsules from the prior distribution, the proposed VCs can be further extended into a generative model and employed to synthesize new images. Benefitting from the semantically-disentangling representations learned via VCs, it is easy to synthesize image samples with fine-grained semantic attributes and large diversity. The experimental results of the digit recognition and synthesis as well as the facial attribute prediction and manipulation demonstrate our method’s superiority in integrating image analysis and synthesis into a unified framework.
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