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A multi-fidelity framework is established and demonstrated for prediction of combustion instabilities in rocket engines. The major idea is to adapt appropriate fidelity modeling approaches for different components in a rocket engine to ensure accurate and efficient predictions. Specifically, the proposed framework integrates projection-based Reduced Order Models (ROMs) that are developed using bases generated on truncated domain simulations. The ROM training is performed on truncated domains, and thus does not require full order model solutions on the full rocket geometry, thus demonstrating the potential to greatly reduce training cost. Geometry-specific training is replaced by the response generated by perturbing the characteristics at the boundary of the truncated domain. This training method is shown to enhance predictive capabilities and robustness of the resulting ROMs, including at conditions outside the training range. Numerical tests are conducted on a quasi-1D model of a single-element rocket combustor and the present framework is compared to traditional ROM development approaches.

Nomenclature

\( \alpha \) = amplification factor
\( A \) = cross sectional area
\( C_{f/o} \) = stoichiometric fuel-to-oxidizer ratio
\( \eta \) = cumulative energy in singular values
\( gr \) = pressure oscillation growth rate
\( J \) = characteristic invariant for incoming acoustic wave
\( k \) = number of modes in proper orthogonal decomposition (POD) basis
\( L_c \) = chamber length
\( l_s \) = starting location of fuel injection
\( l_f \) = ending location of fuel injection
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\[ \dot{m}_f = \text{fuel mass flow rate} \]
\[ \dot{\omega}_f = \text{fuel consumption rate} \]
\[ \dot{\omega}_{ox} = \text{oxidizer consumption rate} \]
\[ q' = \text{unsteady heat release rate} \]
\[ \sigma = \text{singular value} \]
\[ \tau = \text{time lag} \]
\[ \mathbf{V} = \text{POD basis} \]
\[ \mathbf{V}_\perp = \text{complementary basis of } \mathbf{V} \]
\[ \xi = \text{variable for fuel injection shape description} \]
\[ Y_{ox} = \text{oxidizer mass fraction} \]

I. Introduction

Combustion instabilities have long been a hurdle in the development of modern rocket engines. These instabilities are characterized by the coupling between acoustics, hydrodynamics and heat release. In propulsion systems, the triggering of combustion instabilities can lead to catastrophic engine failures, and the underlying physical mechanisms are sensitive to many parameters including the geometry and fuel-to-oxidizer ratio. Therefore, a significant number of geometric configurations and operating conditions have to be evaluated and analyzed in rocket engine design. Though the advancement of modern computational technology has enabled routine modeling of laboratory-scale rockets \cite{1} and other experimental configurations such as atmospheric combustors \cite{2}, direct numerical simulations (DNS) \cite{3} and large eddy simulations (LES) \cite{1, 4, 8} continue to be prohibitively expensive for the simulation of full-scale engines \cite{9, 11}. This motivates research on alternative approaches such as reduced-fidelity modeling \cite{12, 16} and reduced order modeling \cite{17, 18}.

Reduced-fidelity modeling approaches usually adapt certain levels of simplifications in physical and numerical models to achieve higher computational efficiency. Sirignano and Popov \cite{14} developed a two-dimensional model for transverse-mode combustion instability in a cylindrical rocket motor and further extended it to rectangular configurations \cite{15}. Though reduced-fidelity modeling approaches can be efficiently used for engine design with satisfying accuracy for critical quantities of interest, many challenges are encountered in accurately predicting crucial combustion dynamics that can trigger instability.

In addition to approaches that model combustion dynamics by solving transport equations, empirical approaches have been pursued. These approaches formulate the combustion response as a function of well-characterized flow variables such as pressure and velocity. This class of techniques include the so-called flame transfer (FTF) \cite{19} and flame describing functions (FDF) \cite{20}. In Ref. \cite{16}, more factors such as variations in geometry are taken into account.
and the response function is successfully applied to a swirl-stabilized combustor. Though FTF/FDF approaches impose a simple model form for the flame dynamics that can be easily derived from both experimental and computational data, their applications are usually restricted to combustion system with low-amplitude perturbations with regards to the mean flow due to the fact that the derivation of the flame model is based on linear assumptions in frequency domain. Therefore, to model highly nonlinear flame dynamics which is typical in rocket engines, the validity of the FTF/FDF approach remains to be evaluated.

In contrast, reduced order modeling (ROM) approaches pursue mathematically formal reductions, offering the promise of generalization. Projection-based ROMs [21, 22] have recently been applied to combustion instability problems [23–27]. In projection-based ROMs, the full order model is projected onto a set of informative basis functions using proper orthogonal decomposition (POD)-Galerkin method [28], resulting in a low dimensional set of equations that can retain most of the modeling fidelity. Thus, the need for commonly used empirical modeling strategies such as combustion response functions can be eliminated. Preliminary explorations of projection-based ROMs on representative combustion model problems can be found in Refs. [23,25,27]. It should be pointed out that POD-based ROMs have been more widely used in non-reacting flow problems such as aerodynamics [28,29], aeroelasticity [30,31] and flow control [32,33].

However, applications of ROMs to rocket engines involve the following challenges:

• A single high fidelity simulation or Full Order Model (FOM) of a full engine may be prohibitively expensive.
• Even if full engine FOM simulations are affordable, conventional ROM construction is based on FOM simulations for different injector configurations. If there is any change to the geometry, the ROM has to be re-generated or re-parameterized, which restricts the scope of ROM applications.
• POD-ROMs may be incapable of providing predictions beyond the training interval and parameters.
• Since POD basis construction involves global minimization, the resulting basis will be dominated by high-energy regions. The dynamics in low-magnitude regions can be under-resolved and consequently affect stability and robustness.

The present work extends the multi-fidelity framework methodology developed by Huang et al. [26,27,34] and assesses ROM performance on the major aspects listed above based on a quasi-1D model combustor problem, which was originally developed by Smith et al. [35] to model the experimental work by Yu et al. on the single-element combustor [36,37]. It should be mentioned that additional challenges exist in ROMs of more realistic problems, where complex physics such as three dimensional turbulent combustion, vortex shedding, and flame-vortex interactions are present. While progress is being made in addressing these issues [25,38,39], the present work focuses on the issue of ROM development in problems where the full order solution is not available for the entire domain. The approach itself is generic for problems of different levels of complexity. The framework pursues a multi-domain approach where the computational domain is divided into two components: the upstream one covering the critical physics in the
heat addition/acoustic-flame interaction region and the downstream part dominated by flow and acoustics dynamics. Reduced order models are used to model the critical dynamics in the upstream component. The ROM is developed and trained based on FOM solutions of the truncated domain corresponding to the upstream component with a perturbed characteristic downstream boundary condition. This training strategy is designed to incorporate rich information in the resulting ROM and proves to be effective in enhancing predictive capabilities. The truncated domain ROM is then integrated within a multi-fidelity solver. The multi-fidelity model is then compared to ROMs based on the FOM solutions of the entire computational domain, which will be referred as conventional ROMs in the current paper.

The rest of this paper is organized as follows: The quasi-1D combustor setup and formulations for the FOM and ROM are described in Sec. II. In Sec. III the present framework and ROM training with characteristic boundary are introduced. Numerical experiments are presented in Sec. IV. Concluding remarks are given in Sec. V

II. Formulation

A. Full order model

In this work, a quasi-1D version of the single element Continuously Variable Resonance Combustor (CVRC) is used as the full order model. The geometry of the CVRC is sketched in Fig. 1. Numerical studies are performed with multiple chamber lengths, which exhibit various instability behaviors. The geometric parameters for other sections are given in Table I. To avoid invalidating the quasi-1D assumption, the back-step and the converging part of the nozzle are sinusoidally contoured in this study, in contrast to a discontinuous change in the cross-sectional area in the experimental setup. The same gas properties and operating conditions as in Ref. [23] are adopted and listed in Table 2.

![Table 1: Geometry parameters](image)

| Section         | Injector Length (m) | Back-step Radius (m) | Nozzle converging part | Nozzle diverging part |
|-----------------|----------------------|----------------------|------------------------|-----------------------|
| Length (m)      | 0.1397               | 0.0064               | 0.0127                 | 0.034                 |
| Radius (m)      | 0.0102               | 0.0102 to 0.0225     | 0.0225 to 0.0104       | 0.0104 to 0.0195      |

The governing equations in this problem are the quasi-1D unsteady Euler equations with species transport, represented as

\[
\frac{\partial \mathbf{q}}{\partial t} + \frac{\partial \mathbf{f}}{\partial x} = \mathbf{s}_A + \mathbf{s}_f + \mathbf{s}_q, \tag{1}
\]

*For the current demonstration, we replace the reduced-fidelity part with the full order model for consistency of evaluations.
Table 2  CVRC operating conditions

| Parameter                        | Value                          |
|----------------------------------|--------------------------------|
| Fuel mass flow rate, kg/s        | 0.027                          |
| Fuel temperature, K              | 300                            |
| Oxidizer mass composition        | 57.6% H₂O + 42.4% O₂           |
| Oxidizer mass flow rate, kg/s    | 0.32                           |
| Oxidizer temperature, K          | 1030                           |
| Fuel composition                 | 100% CH₄                       |
| Equivalence ratio                | 0.8                            |

where

\[
q = \begin{pmatrix} \rho A \\ \rho u A \\ \rho E A \\ \rho Y_{ox} A \end{pmatrix}, \quad f = \begin{pmatrix} \rho u A \\ \left(\rho u^2 + p\right) A \\ \rho E A + \left(\rho E + p\right) u A \\ \rho Y_{ox} A \end{pmatrix}, \quad s_A = \begin{pmatrix} 0 \\ p \frac{\partial A}{\partial x} \\ 0 \\ 0 \end{pmatrix}, \quad s_f = \begin{pmatrix} \dot{\omega}_f \\ \dot{\omega}_f u \\ \dot{\omega}_f \Delta h_0 \\ -\dot{\omega}_{ox} \end{pmatrix}, \quad s_q = \begin{pmatrix} 0 \\ q' \end{pmatrix}. \tag{2}
\]

In the conservative variable vector \( q \), \( \rho \) is the density, \( u \) is the velocity, \( E \) is the total internal energy, \( Y_{ox} \) is the oxidizer mass fraction, and \( A \) is the cross sectional area. The corresponding convective fluxes are represented by the vector \( f \), where \( p \) is the static pressure.

In the three source terms, \( s_A \) is due to area variations and the latter two terms represent combustion. In the experiment [37], the fuel is injected through an annular ring located at the back-step and reacts at a finite rate with the oxidizer injected. In this work, we follow the choice of Frezzotti et al. [40, 41] and assume an infinitely-fast one-step combustion model. An important assumption behind the model is that when fuel is injected, it will react with the oxidizer instantaneously to form products and no intermediate species are produced, thus only one species transport equation is needed. This process is accounted for in \( s_f \). As suggested by Frezzotti et al. [40, 41], to reproduce the combustion region of a finite width and avoid discontinuities, the fuel injection process is modeled in a sinusoidal shape at the rate of \( \dot{\omega}_f \), yielding

\[
\dot{\omega}_f = \frac{\dot{m}_f}{\int \left(1 + \sin \xi\right) dx} \left(1 + \sin \xi\right),
\]

\[
\xi = -\frac{\pi}{2} + 2\pi \frac{x - l_s}{l_f - l_s}, \quad \text{with} \quad l_s < x < l_f,
\]

where \( \dot{m}_f \) is the total mass flow rate of fuel injection, and \( l_s \) and \( l_f \) are the starting and ending location of the flame, respectively. Due to the infinitely-fast model, the consumption rate of the oxidizer is

\[
\dot{\omega}_{ox} = \frac{\dot{\omega}_f}{C_f/o}, \tag{4}
\]
where \( C_{f/o} \) is the stoichiometric fuel-to-oxidizer ratio. The shape of the fuel injection and resulting flame given by Eq. (3) is also shown in Fig. 1 along with the CVRC geometry.

The final source term \( s_q \) models the unsteady heat release and represents the response function introduced by Crocco et al. [42], given in Eq. (5). The function takes into account the coupling between acoustics and combustion by expressing the unsteady part of the heat release as a function of pressure with an amplification parameter \( \alpha \) and a time lag \( \tau \).

\[
q' = \dot{\omega}_f \Delta h_0 \alpha \frac{p(x, t - \tau) - \bar{p}(x)}{\bar{p}(x)}.
\]  

(5)

In the simulation, a steady state is first achieved with the unsteady source term \( s_q \) turned off. From the steady state, a low-amplitude perturbation is applied to the inlet boundary to trigger the instability at the beginning of predictive unsteady simulations (either FOM or ROM). After the perturbation, the unstable response will become self-excited and start to grow under certain parameters. The instability behavior is described in Sec. IV.

Numerical solutions of Eq. (1) will be used as a surrogate for the high-fidelity solution in the current work, and the corresponding simulation is referred as FOM.

B. Projection-based ROM

To derive the projection-based ROM equations, we first rewrite the full order model given by Eq. (1) for each variable as

\[
\frac{\partial q^i}{\partial t} = r^i(q(x,t)),
\]  

(6)

where the variable index \( i \) corresponds to the four conserved variables respectively. The residual vector for variable \( i \) consists of the corresponding flux and source terms

\[
r^i = - \frac{\partial f^i(q(x,t))}{\partial x} + s^i.
\]  

(7)

For each variable, defining an individual POD projection basis \( V^i \in \mathbb{R}^{n_{grid} \times k} \) spanning a subspace \( \mathcal{V} \subset \mathbb{R}^{n_{grid}} \),
and a complementary basis $V_i^\perp$ spanning $V_i^\perp$, such that $V \oplus V_i^\perp = \mathbb{R}^n_{\text{grid}}$, the following decomposition can be derived:

$$q_i^i = V_i q_i^r + V_i^\perp q_i^\perp = \tilde{q}_i^i + \hat{q}_i^i. \quad (8)$$

The two bases $V_i$ and $V_i^\perp$ are obtained by performing singular value decomposition (SVD) on the snapshots of the $i$-th conserved variable. Defining $k$ to be the designed size of the reduced order system for variable $i$, $V_i$ is constructed column-wise from the first $k$ left-singular vectors from the SVD\footnote{The remaining left-singular vectors are $V_i^\perp$.}. The conserved variables are then approximated as

$$q_i(x, t) \approx \tilde{q}_i^i = V_i q_i^r = \sum_{n=1}^{k} q_i^{(n)}(t) v^{(n)}(x), \quad (9)$$

where $q_i^{(n)}$ is the $n$-th element in the reduced order variable vector $q_i^r \in \mathbb{R}^k$, and $v^{(n)}$ is the $n$-th column in the POD basis $V_i$. Since each left-singular vector represents a spatial mode of the FOM solution, the approximation can be viewed as a superimposition of the first $k$ leading modes, with $q_i^r$ being the temporal coefficient in the evolution of the $i$-th mode.

The Galerkin-projected ROM for $k$ coefficients is then

$$\frac{dq_i^r}{dt} = (V_i)^T r^i (V q_r). \quad (10)$$

For clarity of presentation, $V q_r$ is used to denote the approximated conserved variables, including $V_1 q_1^r, \ldots, V_4 q_4^r$.

In practice, to achieve further reduction in computational cost and to improve robustness, additional constructs such as sparse sampling techniques and stabilization will be required. While we are developing such techniques \cite{23, 25, 43}, they will not be considered in the present work, as the focus is on multi-domain modeling.

### III. Framework Overview

In this section, we explore characteristic-based ROM training on a truncated domain and contrast it with conventional ROM development. A schematic is given in Fig. 2. The major steps include

1) Truncate the domain into two sub-domains, the first containing the physics-complex area that covers the fuel injection and the flame, and the second containing the variable-length chamber dominated by acoustics. The ROM will be trained for the first sub-domain.

2) Perform a FOM training simulation on the first sub-domain with a broadband perturbation added on the truncation interface, which is treated as a characteristic boundary.

3) Generate the POD bases for different variables using SVD of the solution from the training simulation.
4) Use the POD bases in a ROM solver for the first sub-domain and couple it with a FOM solver for the variable-length, acoustics-dominated chamber for predictions.

It can be noted that in the framework ROM is only developed for the first sub-domain, whereas the second sub-domain is solved in FOM. There are two reasons for this choice:

1) The complex, computation-intensive area is fully covered in the first sub-domain. The accurate modeling of this domain requires high-resolution simulations. The FOM computation in the second sub-domain is expected to be much less challenging than the first domain and affordable with coarser resolution modeling approaches (e.g. coarse-mesh LES and URANS), which makes a ROM replacement unnecessary.

2) In design evaluations, the chamber length in the second sub-domain is variable, thus a new ROM training is required for each chamber length, which violates the goal of reducing the computing cost using ROM.

A. Characteristic ROM training on reduced-domain

In traditional ROM formulations, POD bases are generated using FOM solutions of the target full domain. In the proposed approach, the domain is split into two sub-domains with the interface at $x = 0.096$ m. The first sub-domain includes the injector, back-step and the leading part of the chamber where the flame is located, and the second includes the rest of the geometry, which is variable in design evaluations.

To obtain a basis that is representative of the physics in the first sub-domain, a FOM simulation is performed in
a reduced domain, treating the truncation interface as a characteristic outlet boundary, which helps to eliminate the undesirable resonant acoustic modes corresponding to the reduced-domain geometry. As demonstrated by Huang et al. [27], the presence of such resonant acoustic modes can significantly affect the predictive capabilities of the ROMs. A similar training procedure as in Refs. [26,27] is used. The training FOM simulation is also started from the steady state as in the self-excited simulations on the full domain (Sec. II). The difference is that instead of a single frequency inlet perturbation, a broadband perturbation is imposed on the incoming characteristic wave at the truncation boundary to cover the range of responses created by the resonant frequencies corresponding to different chamber lengths. This perturbation is imposed over the entire duration of the FOM simulation.

To maintain consistency, the rest of the specified properties at the boundary are as follows:

\[ \Omega_{bc} = \{ J, u, T, Y_{ox} \}^T, \]  

where \( c \) is the speed of sound, \( J = -\frac{\rho}{\rho c} + u \) is one-dimensional approximation of the characteristic invariant for the incoming acoustic wave, \( \overline{\rho c} \) is obtained from the steady state solution, and the other three primitive variables are extrapolated from the values of the interior cells.

B. Multi-domain coupling

Following the aforementioned simulations, the bases \( V \) for the conserved variables are obtained from the reduced domain solution snapshots, and used in POD-Galerkin projection (Eq. (10)) to derive the ROM for the first sub-domain. The second sub-domain is computed using the full order equations (1). Due to the hybrid integration, chamber lengths can be changed without any further modifications to the ROM. The two sub-domains communicate at every time-step by exchanging interface conditions to be the value at the neighboring cell of the adjacent domain. Similar to the interior of the computing domain, Roe’s upwind flux [44] is used at the interface. Using subscript I and II for the first and second sub-domain, and superscript (1) and (end) for the first and last cell in the corresponding sub-domain respectively, the flux at the interface is given by

\[ \hat{f} = \frac{1}{2} \left[ f_{\text{I}}^{\text{end}} + f_{\text{II}}^{(1)} \right] - \frac{1}{2} \left[ \frac{\partial f}{\partial q} \right] \left( q^* \right) \left( q_{\text{II}}^{(1)} - q_{\text{I}}^{\text{end}} \right), \]  

where \( q^* \) is the Roe-averaged state calculated from \( q_{\text{I}}^{\text{end}} \) and \( q_{\text{II}}^{(1)} \). \( q_{\text{I}}^{\text{end}} \) is computed from the last row of the basis and the reduced variable, \( q_{\text{I}}^{\text{end}} = V^{\text{end}} q_r \).

C. Control groups for comparison

The methodology detailed above is compared to the following control groups using the conventional ROM approach:

Control group A also uses a hybrid multi-domain solver, i.e. the first sub-domain is solved using the ROM and
the second solved using the FOM. The difference from the proposed framework is in the training data generation and collection stage. In control group A, for each combination of chamber length and $\alpha$, a full-domain FOM simulation is performed instead of the proposed characteristic training on the truncated-domain. Then the solution is restricted to the first sub-domain and collected to generate the POD bases for the ROM of the sub-domain.

Control group B uses a traditional full-domain ROM. The same FOM training simulations as in control group A are used and the POD bases are directly generated on the full-domain solution.

To summarize, let $n_{L_c}$ and $n_{\alpha}$ be the number of chamber lengths and amplification factors studied, respectively. In the proposed framework, $n_{\alpha}$ FOMs simulated on the reduced domain are used in total using characteristic perturbations. Then the first sub-domain is simulated using the ROM, second sub-domain using the FOM. In control groups A&B, $n_{L_c} \times n_{\alpha}$ self-excited FOM simulations are conducted. In group A, the first sub-domain is solved using a ROM, and the second is solved using the FOM. In group B, the whole domain is solved using a ROM.

For conciseness, the proposed framework will be referred to as “reduced-domain training and multi-domain solver (RD-MD)”, control group A as “full-domain training and multi-domain solver (FD-MD)”, and control group B as “full-domain training and full-domain solver (FD-FD)”. A schematic of the different methods is given in Fig. 3.

Fig. 3  Schematic of training (outlined in black) and prediction (outlined in blue) stages, curves indicating perturbation added at the boundary
IV. Results

Numerical tests are conducted for chamber lengths $L_c$ ranging from 0.254 m to 0.762 m with an interval of $\Delta L_c = 0.0635$ m and at $\alpha = 3.1, 3.25$ and $3.4$. In the proposed training method, a FOM simulation is performed in reduced domain for each $\alpha$. From a priori analysis, the longitudinal frequency of the chamber spans approximately between 700 and 2000 Hz, and thus the broadband perturbation signal is set to

$$J'(t) = 0.01J_0 \sum_{i_f=1}^{n_f} \sin(2\pi(f_0 + (k-1)\Delta f)t),$$

which is a superimposition of $n_f = 14$ frequencies, starting from $f_0 = 700$ Hz with an incremental interval $\Delta f = 100$ Hz.

To train the control groups, full-domain self-excited FOM simulations are conducted for each combination of $L_c$ and $\alpha$. In all three methods, snapshots of the training solution are collected every 100 time-steps over a period $t = 0 - 0.05$ s, with the initial steady state set at $t = 0$. Once the basis $V$ is obtained using the SVD of the corresponding snapshot, ROM simulations are conducted over $t = 0 - 0.1$ s.

A. FOM results

Results from the full-domain FOM simulations are presented to characterize the instability behavior. The predicted response is visualized using pressure signals obtained 0.0127 meters upstream of the converging part of the nozzle, which is a typical location selected to probe combustion instabilities in the work conducted in Ref. [40].

With different combinations of parameters, two general categories of responses are identifiable: one with positive growth rate, in which the pressure oscillation grows and settles into a limit cycle oscillation (LCO), and one with negative growth rate in which the instability starts to decay after the perturbation ends and the flow converges to a steady state. The definition of the growth rate, $g_r$, is based on the peak-to-peak amplitude of the unsteady part of the pressure signal, whose growth is fitted to an exponential function plotted in Fig. 4, given by

$$p(t) = p(0)e^{t \cdot g_r}.$$  

To better distinguish the categories, two representative examples (at $\alpha = 3.4, L_c = 0.5715$ m for the growing category and $\alpha = 3.1, L_c = 0.254$ m for the decaying category, respectively) are presented in Fig. 5 and 6, where the difference in growth rate can be clearly observed via the monitored pressure signals and the spatio-temporal diagrams of the pressure evolution. Similar responses can be found in previous studies [23, 46]. To provide more insight into the dynamics and the coupling of pressure and heat release described by Eq. (5), the pressure distribution and the unsteady heat release term are also plotted in the same figures. Each figure includes two snapshots at the beginning of the simulation, and two snapshots towards the end. It can be seen that in the case showing pressure amplitude growth
(typically referred to as unstable case), the unsteady heat release has grown significantly with the pressure oscillation at the end of the simulation compared with the beginning due to the fact that the oscillations of pressure and heat release rate are in-phase, which is considered favorable to drive combustion instability. While for the other case with pressure amplitude decay (usually referred to as stable case), for some time instances, the pressure and heat release rate oscillations are out-of-phase, which is recognized as a combustion instability damping mechanism.

B. Modal decomposition

1. Singular values

The singular values from a POD of snapshots of density, $\rho$ from different training methods are compared at $a = 3.25, L_c = 0.254, 0.508, 0.762$ m. There are 472 cells in the first sub-domain, 897 in the full domain at $L_c = 0.254$ m, 1405 at 0.508 m and 1913 at 0.762 m. Since the number of snapshots is larger than the mesh size, the maximum number of modes and singular values from SVD is limited to the mesh size.

The result is visualized by the complementary part of the cumulative energy in Fig. 7. For $k$ modes, the cumulative energy is defined as

$$\eta_k = \frac{\sum_{i=1}^{k} \sigma_i}{\sum_{i=1}^{n} \sigma_i}.$$  \hspace{1cm} (15)

It should be noted that there is only one curve for RD-MD as it uses the same training simulation and POD bases for all chamber lengths. It can be observed that for both FD-MD and FD-FD, the decay in the complementary part increases as the chamber length decreases. This is due to the fact that the dynamics have a higher frequency when the chamber length is shorter, which is easier to be captured by fewer modes in SVD. In all cases, the decay in FD-FD is slower than FD-MD, because it covers a larger domain with more spatial variations in geometry and physics, and more modes are therefore needed to contain the same portion of information stored in the training data. For medium-to-high $L_c$, the proposed framework gives the best decay since its training data contains more high-frequency contents. At small $L_c$, the
Pressure signal at the monitored location

Spatio-temporal diagram of the pressure evolution

Pressure and unsteady heat release profiles.
Dotted line: steady state pressure, dashed line: pressure signal monitor location

Fig. 5  Example response with positive growth rate, \( \alpha = 3.4, L_c = 0.5715 \text{ m}. \)
Fig. 6  Example response with negative growth rate, $\alpha = 3.1$, $L_c = 0.254$ m.
decay in the leading modes for the two full-domain training methods become slightly better than RD-MD as the response frequency in their training data is comparable to the highest one included in the reduced-domain training, whereas there are also lower frequencies contained in the latter. Results for other variables and $\alpha$ follow a similar pattern.

2. Mode shapes

Comparison of just the singular values does not provide enough information on the compatibility of the basis and physical features, since each training method is different. To provide further insight, the first five most energetic modes for $\rho$ at $L_c = 0.508$ m, $\alpha = 3.25$ are shown in Fig. 8. It should be noted that the basis for FD-FD is on the full domain and only truncated in the plot to the first sub-domain for comparison purposes. The first mode for all methods appears to be identical. For lower energy modes, the basis for the RD-MD is quite different from the other two methods. The basis for the FD-MD and FD-FD are also different for $k > 4$, which suggests that performing POD on different domains can result in different mode shapes, even when the training data is collected from the same simulation. This is because that the SVD process for POD bases generation solves a global minimization problem that will yield a basis with minimal least square projection error for the input snapshots. Thus, the scope of the minimization problem is changed with the size of the domain. There is hence no guarantee that the same local mode shapes will be obtained, though the input snapshots are the same locally. Consistent observation has been made in Ref. [47], where the mode shape in full domain and different sub-domains of a 3D simulation of the CVRC is compared (equivalent to the FD-MD and FD-FD comparison).

To better demonstrate the evolution of the modes, the FOM solution at $\alpha = 3.25, L_c = 0.508$ m is projected onto the POD bases. Due to orthogonality, the projection can be performed independently and the resulting reduced variables are given by

\[
q_i(t) = (v^{(i)})^T q,
\]  
(16)
where $\psi^{(i)}$ is the $i$-th POD mode.

The coefficients for the five leading modes present in Fig. 8 are shown in Fig. 9. For better visualization, only a period of $t = 0.3 - 0.4$ s is used. It can be seen that the first mode evolves at a single frequency corresponding to the large-scale instability characterized by the pressure oscillation described in the previous section. This frequency is exhibited by the latter modes, while there are also additional frequencies corresponding to the high-frequency dynamics contained in the modes.

It can be noticed from Fig. 8 that the spatial modes that exhibit high-frequency temporal oscillations also have a higher spatial frequency. To make this trend clearer, the dominant spatial frequencies of the 50 leading modes of $\rho$ are plotted in Fig. 10. While showing a similar trend, the growth rates are different between the methods. The reasons are two-fold: 1) using the same single-frequency training, FD-MD shows a faster decay in the singular values, which indicates that the low-frequency high-energy dynamics is better captured in the leading modes, and thus the high-frequency modes are realized at smaller mode numbers than in FD-FD. 2) There are multiple frequencies in the reduced-domain training. These frequencies are still significantly higher than those of the corresponding POD mode numbers in FD-FD and FD-MD. The corresponding modes representing these frequencies cause the RD-MD to have the slowest increase in the dominant spatial frequencies. Also presented in Fig. 10 are the dominant temporal frequencies exhibited in the evolution of the POD modes. For RD-MD, the frequency increases with mode number steadily before the 35-th mode. This demonstrates a good correlation between the temporal and spatial frequency captured in the modes. In contrast, many high-spatial-frequency modes from the two full-domain training methods actually evolve at a low temporal frequency. This inconsistency indicates a less efficient basis compared to RD-MD.

3. Projection error

For a given set of $k$ POD modes, the projection error is defined as

$$
\epsilon = \frac{\|Q - V_{1:k}V_{1:k}^T Q\|_2}{\|Q\|_2},
$$

(17)
Fig. 9  Evolution of coefficients $q_\rho$ at $\alpha = 3.25$, $L_c = 0.508$ m

Fig. 10  Dominant spatial/temporal frequency of POD modes for $\rho$ at $\alpha = 3.25$, $L_c = 0.508$ m. Solid line: first mode, shaded: band for the first five frequencies
where \( Q \) is the FOM solution snapshot matrix, \( V_{1:k} \) is the first \( k \) columns of the left singular vector from the SVD of training data. Again, at \( \alpha = 3.25 \), \( L_c = 0.254, 0.508, 0.762 \) m, the projection error of \( \rho \) up to \( k = 100 \) is shown in Fig. 11. It can be observed that both RD-MD and FD-MD provide a monotonic decrease in the projection error. However for FD-FD, the error increases with \( k \) at a few cases, which is not desirable for ROM development as it makes the choice of basis size more uncertain. The increase can be again attributed to the fact that the POD method solves a global minimization problem and the optimal bases for the full domain is not necessarily optimal for the reduced domain. The improved projection error property with the multi-domain method implies a higher accuracy and stability of ROM, which is confirmed in the following sections.

The above analysis are focused on \( \rho \) and results for other variables follow the same trend.

C. ROM evaluations

Before integrating the ROM into the Multi-fidelity Framework, the predictive capability of the ROM obtained from the reduced-domain simulation is evaluated. In this test, the ROM trained with broadband characteristic perturbation is tested by feeding single frequency perturbations on the characteristic boundary. This is to ensure that the ROM is able to predict the essential dynamics when the downstream section is dominated by single frequency acoustics. Aside from the perturbation frequency, there is no difference between the conditions used in the test and the truncated domain training (Sec. III).

The tests are conducted over \( t = 0 - 0.05 \) s at five frequencies between 700 and 2000 Hz. It should be noted that some of the frequencies are not included in the broadband training. The number of ROM modes and amplification factor are \( k = 100, \alpha = 3.25 \), respectively. The results are compared with the reference FOMs using the same conditions, and the L2 error over the simulated period as well as at the last time step is plotted in Fig. 12. It can be seen that at all perturbation frequencies, the ROM is able to accurately predict the FOM behavior with an L2 error below \( 1.1e^{-11} \). These evaluations confirm the fact that the ROM trained with broadband perturbation is capable of predicting dynamics over a wide range of frequencies.

\[ L_c = 0.254 \text{ m} \]
\[ L_c = 0.508 \text{ m} \]
\[ L_c = 0.762 \text{ m} \]
D. Multi-fidelity framework evaluations

The solution from the three different techniques are compared against the FOM over the same parameters and time period. From Fig. [11] it can be seen that the projection error for RD-MD at $k = 20$ is comparable to that for FD-FD at $k = 100$. The three methods are compared at the two basis sizes, $k = 20, 100$ in this section. Comparisons of the relative L2 error of the ROM solution are shown in Fig. [13]. It should be mentioned that in several cases, the ROMs in the control groups are numerically unstable. The error is set to 1 under these circumstances, which is higher than the error in all stable cases.

When the basis size is sufficiently large, i.e. at $k = 100$, RD-MD performs similarly to FD-MD, except for one case at $\alpha = 3.25, L_c = 0.5715$ m, where the latter is unstable. At high $\alpha$, where the instability is stronger, the advantage of RD-MD becomes more significant. This can be observed from the medium $L_c$ cases at $\alpha = 3.4$, where the gap between RD-MD and FD-MD is apparent. Also, FD-FD performs worse as $\alpha$ increases, resulting in higher errors and more unstable cases. It should be noted that FD-FD sometimes outperforms the other two methods at low $L_c$, which is consistent with an improved decay in the singular values. However at $L_c = 0.254$ m, it becomes unstable.

When the basis size is reduced to $k = 20$, all the predictions deteriorate considerably. The two full-domain training methods become unstable in most conditions. In contrast, RD-MD remains stable at all combinations of parameters, although the ROM solution error is approximately one order higher than that of the $k = 100$ cases. The advantage in stability confirms the conclusion that the reduced-domain training results in a better set of basis functions. By virtue of using a smaller basis set, the computational cost, e.g. the projection computation in Eq. (10), decreases linearly when an explicit time-marching scheme is used. In contrast to the traditional full-domain training methods, for which the stability is less predictable, the proposed framework provides a broader stability envelope, and consequentially a more flexible balance between ROM accuracy and efficiency.

Major quantities of interest in rocket combustor design include the dominant acoustic frequencies, the growth rates and LCO peak-to-peak amplitudes of the pressure oscillations. It should be noted that the dominant acoustic frequencies

---

**Fig. 12** Sanity test for L2 error

![Graph showing perturbation frequency vs. error](image)
Fig. 13 Relative L2 error of ROM solutions, numerically unstable cases set to 1

Fig. 14 Growth rate of pressure oscillation 0.0127 m upstream of nozzle

have been well-predicted by all three methods. Therefore only the comparisons of the other two quantities, growth rates and LCO amplitudes, are shown in the current study, as can be seen in Figs. [14 and 15] respectively for all the methods. The relative performance between different methods follows a similar relation as in the L2 error analysis. It can be seen that the proposed RD-MD framework is able to predict the relation between the growth rate and $L_c$ accurately with an error below 0.5% at $k = 100$ and below 5% at $k = 20$ in most cases, which illustrates its effectiveness.

Finally, to provide a more direct comparison between the ROM solution from the framework and the FOM solution, spatial pressure profiles for $L_c = 0.508$ m, $\alpha = 3.25$, $k = 100$ are provided at several time instances in Fig. [16]. These plots are focused on the back-step area for better visualization, and are selected by the end of the simulation, when the error is maximum. It is observed that the RD-MD solution correlates well with the FOM, and connects smoothly across the interface.

E. Off-design condition performance

To further assess the RD-MD framework, the ROM trained using $\alpha = 3.25$, $k = 100$ is evaluated at several off-design conditions. The evaluations include two cases at chamber lengths $L_c = 0.1905$ m and 1.016 m. These cases are characterized by dominant acoustic frequencies 2550 and 500 Hz, respectively, which are outside the range of the
Fig. 15  LCO peak-to-peak amplitude of pressure oscillation 0.0127 m upstream of nozzle

Fig. 16  Spatial profiles of pressure
Table 3  Off-design condition results  
\[(f, gr, amp) \text{ are listed in a “FOM/ROM” style, all errors are relative)}\]

| Case     | \(L_c\) (m) | \(\alpha\) | \(\epsilon_2\) | \(f\) (Hz) | \(\epsilon_f\) | gr (\(s^{-1}\)) | \(\epsilon_{gr}\) | \(amp\) (Mpa) | \(\epsilon_{amp}\) |
|----------|--------------|-------------|-----------------|-------------|----------------|-----------------|-----------------|----------------|-----------------|
| Training | N/A          | 3.25        | N/A             | 700 to 2100 | N/A            | N/A             | N/A             | N/A            | N/A             |
| OD \(L_{c1}\) | 0.1905       | 3.25        | 9.6e−5          | 2516/2516   | 0              | -139.98/-139.79 | 1.4e−3          | 0/0             | 0/0             |
| OD \(L_{c2}\) | 1.016        | 3.25        | 2.7e−4          | 490/490     | 0              | 12.91/12.84     | 5.0e−3          | 0.4576/0.4688   | 2.5e−2          |
| OD \(\alpha_1\) | 0.508        | 2.85        | 1.2e−4          | 1000/1000   | 0              | 28.87/28.87     | 2.3e−5          | 0.0522/0.0521   | 1.4e−3          |
| OD \(\alpha_2\) | 0.508        | 3.05        | 3.3e−4          | 1000/1000   | 0              | 61.99/62.00     | 9.1e−5          | 0.1545/0.1543   | 1.2e−3          |
| OD \(\alpha_3\) | 0.508        | 3.45        | 1.2e−3          | 980/980     | 0              | 122.38/122.41   | 2.5e−4          | 0.6366/0.6366   | 8.5e−5          |
| OD \(\alpha_4\) | 0.508        | 3.65        | 1.6e−3          | 980/980     | 0              | 130.19/130.27   | 6.3e−4          | 0.8368/0.8368   | 4.4e−5          |

Fig. 17  Results at off-design \(L_c\)

training frequencies given by Eq. (13). The other conditions have amplification factors that deviate significantly from the training simulation, including \(\alpha = 2.85, 3.05, 3.45, 3.65\). The results for the L2 error \((\epsilon_2)\), frequency \((f)\), growth rate \((gr)\), LCO peak-to-peak amplitude \((amp)\) and their relative errors are summarized in Table 3. It should be noted that due to the characteristic training method, the training case does not have a growing response as in the predictions, thus no growth rate or LCO amplitude is reported for the training set. Moreover, the results are plotted along with the designed conditions in Fig. 17 and 18 for a better illustration of their relation.

It is observed that, at all the off-design conditions, the relative L2 errors are below 1.2e−3. For the case with shorter \(L_c\) and higher instability frequency (OD \(L_{c1}\)), and the four cases with deviated \(\alpha\) (OD \(\alpha_1\) to OD \(\alpha_4\)), the ROM performance is comparable to that in the designed conditions. However for the case with longer \(L_c\) and lower instability frequency (OD \(L_{c2}\)), the error in LCO amplitude is 2.5%, which is more than 5 times higher than the other cases. The result indicates that for this problem, when operating within the frequency range of the training perturbation, the RD-MD method is not only independent of the chamber lengths, but also insensitive to changes in the unsteady heat release term. When beyond the training range, the instability frequency influences the predictive capabilities of the framework, and demonstrates the importance of the multi-frequency perturbation in the characteristic training.
V. Conclusions

In this work, a multi-fidelity ROM development framework is investigated on a quasi-1D version of the CVRC model rocket combustor. An $\alpha - \tau$ model that couples the pressure oscillation and heat release is used to represent the unstable behavior of the combustor. In the proposed framework, the domain is split into two sub-domains with the first sub-domain containing the main reaction dynamics and the second covering the adjustable chamber of the CVRC. Characteristic training is conducted in the first sub-domain, resulting in a ROM that can be directly integrated with a FOM solver of the second sub-domain with any length.

Numerical tests are conducted at different chamber lengths $L_c$ and amplification factors $\alpha$. The framework is compared against the FOM solution, and other ROM approaches where traditional training approaches are taken. A major advantage of the current framework is that it significantly reduces the number of FOM simulations required to train ROMs while the traditional method requires a separate FOM simulation for each individual target chamber lengths, which does not fit in the needs for more efficient rocket engine design. Moreover, the proposed method shows faster decay of the singular value spectrum at medium-to-high chamber lengths, which implies better basis quality and ROM reliability at a low number of modes. The advantage is especially distinct in the tests with $k = 20$, where the proposed method shows significantly improved stability.

In predictive tests at conditions outside the training set, the framework showed significant improvement in both stability and accuracy over the traditional methods, especially when the instability is more pronounced at high $\alpha$, and when number of modes is low. Comparison of L2 error, growth rate and LCO peak-to-peak amplitude shows that the framework is able to predict the these quantities accurately at all combinations of $\alpha$ and $L_c$ at $k = 100$.

In summary, the multi-fidelity framework proves to be promising approach for modeling rocket combustion instability. The modularity of the framework will be useful in efficient training and integration of components such as injector elements. The flexibility of the multi-domain approach also enables potential developments such as the application of different time-marching schemes, basis sizes and acceleration methods in different parts of the computational domain to
achieve a better balance between efficiency and reliability in the future ROM development.

While the results are encouraging, it should be recognized that the flow and combustion models used in this study are highly simplified and further studies are required on more complex flow problems to evaluate the capabilities of the multi-fidelity framework.
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