Nuclear Energy Density Optimization

M. Kortelainen, T. Lesinski, J. Moré, W. Nazarewicz, J. Sarich, N. Schunck, M. V. Stoitsov, and S. Wild

1Department of Physics and Astronomy, University of Tennessee, Knoxville, TN 37996, USA
2Physics Division, Oak Ridge National Laboratory, P.O. Box 2008, Oak Ridge, TN 37831, USA
3Mathematics and Computer Science Division, Argonne National Laboratory, Argonne, IL 60439, USA
4Institute of Theoretical Physics, Warsaw University, ul. Hoża 69, PL-00681, Warsaw, Poland
5Institute of Nuclear Research and Nuclear Energy, Bulgarian Academy of Sciences, Sofia, Bulgaria

(Dated: May 28, 2010)

We carry out state-of-the-art optimization of a nuclear energy density of Skyrme type in the framework of the Hartree-Fock-Bogoliubov (HFB) theory. The particle-hole and particle-particle channels are optimized simultaneously, and the experimental data set includes both spherical and deformed nuclei. The new model-based, derivative-free optimization algorithm used in this work has been found to be significantly better than standard optimization methods in terms of reliability, speed, accuracy, and precision. The resulting parameter set UNEDFpre results in good agreement with experimental masses, radii, and deformations and seems to be free of finite-size instabilities. An estimate of the reliability of the obtained parameterization is given, based on standard statistical methods. We discuss new physics insights offered by the advanced covariance analysis.

PACS numbers: 21.60.Jz, 21.10.-k, 21.30.Fe, 21.65.Mn

I. INTRODUCTION

The goal of low-energy nuclear physics is to understand nuclei and how they react. This fascinating science problem is relevant to other fields and to a gamut of societal applications. New vistas have been opened by experimental advances in the production of rare isotopes and new theoretical approaches backed by unprecedented computing power. The rapid experimental developments have resulted in a wealth of unique data from previously unexplored regions of the nuclear landscape. This situation poses a serious challenge to models of nuclear structure and calls for their improved reliability and better-controlled extrapolability.

Theorists seek to formulate a coherent framework for nuclear structure and reactions based on a well-founded microscopic theory that would deliver maximum predictive power with well-quantified uncertainties. To this end, the steady increase in computing power, currently crossing the petaflop barrier, has been beneficial. A paradigm for the new mode of nuclear theory is the SACI Universal Nuclear Energy Density Functional (UNEDF) project, an example of the close alignment of the physics research with the necessary applied mathematics and computer science research.

This study is the fruit of such a partnership, under UNEDF, in which physicists collaborate with mathematicians and computer scientists on a specific science challenge. Our long-term goal in UNEDF is to develop a spectroscopic-quality theoretical framework rooted in the nuclear density functional theory (DFT). In the first phase of the project, we have developed efficient DFT solvers for the self-consistent Hartree-Fock-Bogoliubov (HFB) problem. Various improvements that we have implemented to carry out large-scale DFT calculations have been recently presented. These improvements enable comprehensive mass-table calculations, including all even-even nuclei and many different configurations in odd-even and odd-odd nuclei, in less than a day.

The second phase of the project concerns the development and optimization of the nuclear energy density functional (EDF). Since standard functionals are clearly too restrictive when one is aiming at a quantitative description, the form of EDF needs to be improved. Novel functionals can be constructed from two- and three-nucleon interactions by using effective field theory and the density matrix expansion technique and by using constraints from ab initio calculations for very light nuclei and nuclear matter. They can also be obtained by enriching density dependence and adding higher gradient terms in a systematic way.

Having determined the form of the EDF, one must still optimize the coupling constants of the underlying energy density (ED). Indeed, all energy functionals, irrespective of their theoretical foundations, rely on parameters that must be directly fitted to experimental data. It has been realized recently that high-performance computing can positively impact the optimization strategy. Historically, most nuclear ED parameterizations, such as Skyrme or Gogny, were obtained by a direct fit to selected experimental data from finite nuclei and various nuclear matter properties (NMPs). Observables commonly included in the fit are binding energies, proton radii, surface thickness, and/or single-particle (s.p.) energies of doubly closed-shell nuclei as well as NMPs (pseudo-observables) such as energy per particle of infinite and semi-infinite nuclear matter, saturation density, or incompressibility. This is the case, for example, for the SLy4 parameterization of the Skyrme functional of, which we take (somewhat arbitrarily) as a reference point in our study. The D1 and D1S parameterizations of the Gogny interaction have also been obtained in such a framework.
The choice to restrict the data set of observables to those pertaining to nuclear matter and spherical nuclei has almost always been dictated by practical considerations: the cost of performing huge numbers of deformed HFB calculations was deemed too high. It was also rightly argued that the driving terms of the EDF could be pinned down by considering spherical nuclei only. With the need for more precision, however, the limitation to spherical nuclei and NMP is clearly not sufficient. The advent of supercomputers makes it possible to free ourselves from this restriction.

Specifically, the availability of supercomputers has two consequences. First, one can now include in the set of fit observables data corresponding to deformed nuclei, odd-mass systems, excited states, and so forth. More comprehensive data sets should better constrain the various channels of the energy functionals, for example, its deformation or spin-polarization properties. It might soon become possible to directly optimize symmetry-restored EDFs, either in a single-reference or a multi-reference framework.

In addition, in our quest for improved EDFs, a key step is to understand various constraints imposed by experimental data on ED parameters and the resulting uncertainty margins. Early attempts to use statistical methods of linear-regression and error analysis have revived recently and applied to determine the correlations between ED parameters, parameter uncertainties, and the errors of calculated observables. This approach is essential for providing predictive capability and extrapolability and for estimating the theoretical uncertainties.

The purpose of this work is to revisit the problem of Skyrme ED optimization by (i) removing some of the previous limitations with the help of modern computational resources, and (ii) applying regression diagnostics methods on the resulting parameterization. To these ends, we perform functional optimization with a model-based method that is particularly adapted to costly function evaluations, such as when the objective function contains the result of hundreds of symmetry-unrestricted HFB calculations. In our model study, we focus on nuclear masses and radii, with a bias toward heavy nuclei. The final ED parameterization is subjected to a fully fledged correlation and sensitivity analysis. While we do not claim to have found an end-all parameterization of the Skyrme EDF, we believe that the set of techniques we have applied in this study can pave the way to a universal nuclear EDF of spectroscopic quality.

The paper is organized as follows. In Sec. II we briefly present the DFT framework used, in particular various parameterizations of the Skyrme EDF and their relations to nuclear matter properties. We also discuss the choice of experimental observables. Section III presents the specific model-based algorithm used in this work and contains all the technical information related to large-scale HFB calculations. Results are discussed in Sec. IV. Section V contains the conclusions of this work.

II. THEORETICAL FRAMEWORK

This section recalls the features of the Skyrme-DFT theory that are relevant to the optimization problem. A detailed presentation of the theory itself can be found in, for example, and references therein. The main focus of the following discussion is on various parameterizations of the Skyrme EDF and the selection of experimental observables chosen to constrain ED parameters.

A. Time-Even Skyrme Energy Density Functional

In nuclear DFT, the total energy of the nucleus is given by

$$E = \int \mathcal{H}(r)d^3r$$

where $\mathcal{H}$ is the local energy density that is supposed to be a real, scalar, time-even, and isoscalar function of local densities and their derivatives. The Skyrme ED can be decomposed into the kinetic term, interaction ED $\chi$, pairing ED, Coulomb term, and additional corrections, such as the center-of-mass term. For the kinetic energy term, we set $\hbar^2/2m=20.73553\text{MeV fm}^2$. The Coulomb Hartree term is calculated exactly, while the exchange term is computed by the Slater approximation. The contribution from the center-of-mass correction has the same structure as the kinetic term and leads to a renormalization of the nucleon mass $1/m \to (1/m)(1 - 1/A)$. All these prescriptions follow the SLy4 parameterization.
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The coupling constants $C_{pp}$ contain an additional dependence
on the isoscalar density of the form

$$C_{t} = C_{tt} + C_{pp} \frac{d}{d\rho} \Delta \rho.$$  \tag{3}

The standard Skyrme interaction ED therefore contains
13 independent parameters:

$$\{C_{t}, C_{tt}, C_{pp}, C_{t}\rho, C_{t}^2, C_{t}^\rho \}.$$ \tag{4}

When dealing with the Skyrme interaction EDF (i.e., the
functional that originates from the Skyrme interaction),
the coupling constants are uniquely related to the
well-known $(t, x)$-parameterization of the Skyrme inter-
action

$$\{t_0, t_1, t_2, t_3, x_0, x_1, x_2, t_0, t_1, t_2, t_3\}.$$ \tag{5}

The equations connecting the $C$- and $(t, x)$-parameterization can be found, for example, in

In this study, nucleonic superconductivity is described by the pairing ED:

$$\chi(r) = \sum_{q=n, p} \frac{V_{qq}}{2} \left[ 1 - \frac{1}{2} \rho(r) \right] \rho^2(r),$$ \tag{6}

where $\rho$ is the local pairing density and $\rho_0=0.16\text{fm}^{-3}$
(mixed-pairing prescription).

B. Nuclear Matter Properties and Skyrme Energy
Density Parameterizations

The $(t, x)$ and $C$-representations are natural param-
eterizations of the Skyrme EDF, the former in terms of an
effective, density-dependent two-body interaction and
the latter as a general functional of the density. How-
ever, these representations do not provide a straightforward
connection to physical observables; hence, it is not
immediately obvious what the search range for these pa-
rameters should be. It is therefore advantageous to relate
to them to fundamental properties of symmetric and asym-
metric homogeneous nuclear matter, which have a clear
physical interpretation and the range of which is known

The starting point in the discussion of NMPs is the equation of state (EOS) of the infinite homogeneous nu-
clear matter: $E/A = W(\rho_n, \rho_p)$. The Coulomb energy is
disregarded, all gradient terms vanish, and the kinetic en-
ergy density is replaced by its Thomas-Fermi expression.
Assuming an unpolarized system, one can also ignore terms involving time-odd spin densities and currents.

The expansion of $W(\rho_n, \rho_p)$ around the equilibrium
density $\rho_c$ and $I=0$ can be written as

$$W(\rho_n, \rho_p) = W(\rho_0, I) = W(\rho_0) + S_2(\rho_0) I^2 + O(I^4),$$ \tag{7}

where $I = \rho_1/\rho_0 = (\rho_n - \rho_p)/\rho_0$ is the relative neutron
excess, $\rho_0 = \rho_n + \rho_p, \rho_1 = \rho_n - \rho_p$.

$$W(\rho_0) = \frac{E_{NN}}{A} + \frac{P_{NN}^{\text{sym}}}{\rho_0^2} (\rho_0 - \rho_c) + \frac{K_{NN}^{\text{sym}}}{18\rho_0^2} (\rho_0 - \rho_c)^2,$$ \tag{8}

and

$$S_2(\rho_0) = a_{\text{sym}}^{\text{nn}} + \frac{P_{NN}^{\text{sym}}}{3\rho_0} (\rho_0 - \rho_c)$$
$$+ \frac{\Delta K_{NN}^{\text{sym}}}{18\rho_0^2} (\rho_0 - \rho_c)^2 .$$ \tag{9}

In these equations, $E_{NN}^\text{sym}$ stands for the total energy
per nucleon at equilibrium, $P_{NN}^{\text{sym}}$ represents the nucleonic
pressure, $K_{NN}^{\text{sym}}$ is the nuclear matter incompressibil-
ity, $a_{\text{sym}}^{\text{nn}}$ is the symmetry energy coefficient, $L_{\text{sym}}^{\text{NN}}$ rep-
resents the density dependence of the symmetry energy,
and $\Delta K_{NN}^{\text{sym}}$ is a correction to the incompressibility.

1. Symmetric nuclear matter

In the regime of symmetric nuclear matter (SNM),
$\rho_n = \rho_p = \rho_0/2$ and $I=0$, which eliminates all isovec-
tor terms. The isoscalar kinetic energy density is

$$\tau_0 = C_k \rho_0^{5/3}, \quad C_k = \frac{3}{5} \left( \frac{3\pi^2}{2} \right)^{2/3}.$$ \tag{10}

The nuclear matter saturation curve $W(\rho_0)$ is expected
to have the following properties:

$$\rho_c \approx 0.16 \text{ fm}^{-3},$$ \tag{11}

$$P_{NN}^{\text{sym}} \frac{dW(\rho_0)}{d\rho_0} \bigg|_{\rho_0 = \rho_c} = 0,$$ \tag{12}

$$\frac{E_{NN}^{\text{sym}}}{A} = W(\rho_c) \approx -16 \text{ MeV}.$$ \tag{13}

The value of the incompressibility modulus is related to the
centroid energies of giant isoscalar monopole reso-
nances in isospin-symmetric nuclei and is expected to be

$$K_{NN}^{\text{sym}} = 19\rho_0^2 \frac{dW(\rho_0)}{d\rho_0} \bigg|_{\rho_0 = \rho_c} \approx 220 \pm 10 \text{ MeV},$$ \tag{14}

with a strong preference for 230 MeV. Another im-
portant NMP, entering the SNM EOS indirectly, is the
isoscalar effective mass

$$M_s^{-1} = \frac{2}{h^2} \frac{dE}{d\rho_0} \bigg|_{\rho_0 = \rho_c},$$ \tag{15}
which quantifies the momentum-dependence of the mean field and drives the density of the s.p. spectrum. An appropriate value for a fit to experimental s.p. energies is \( M_s^* = 1 \) \[^{44}\]. while ab initio calculations performed at the Brueckner-Hartree-Fock level in INM suggest a slightly lower value for the Landau (Fermi-level) effective mass extracted from the on-shell s.p. spectrum \[^{47, 50}\]. Mass fits also seem to favor a value close to unity, although significant freedom exists \[^{51}\].

The SNM EOS expressed in terms of the coupling constants of the Skyrme EDF is

\[
W(\rho_0) = \left( \frac{\hbar^2}{2m} + C_0^{\sigma\tau} \rho_0 \right) C_k \rho_0^{2/3} + (C_0^{\rho \sigma} + C_0^{\rho \tau} \rho_0^2) \rho_0. \tag{16}
\]

Computing the quantities \[^{18, 15}\] using \[^{10}\] allows us to express the coupling constants \( C_{00}^{\rho \sigma}, C_{00}^{\rho \tau}, C_0^{\sigma\tau} \) and the power \( \gamma \) in terms of \( E_{\text{NM}}^N / A, F_{\text{NM}}^N = 0, K_{\text{NM}} \) and \( M_s^{*-1} \). The resulting expressions are \[^{10}\] as follows:

\[
C_{00}^{\rho \sigma} = \frac{1}{3 \gamma \rho_c} \left\{ \frac{\hbar^2}{2m} \left[ (2 - 3 \gamma) M_s^{*-1} - 3 \right] \tau_c + 3 (1 + \gamma) \frac{E_{\text{NM}}^N}{A} \right\}, \tag{17}
\]

\[
C_{00}^{\rho \tau} = \frac{1}{3 \gamma \rho_c^{1+\gamma}} \left[ \frac{\hbar^2}{2m} (3 - 2 M_s^{*-1}) \tau_c - 3 \frac{E_{\text{NM}}^N}{A} \right], \tag{18}
\]

\[
C_0^{\sigma\tau} = \frac{\hbar^2}{2m} (M_s^{*-1} - 1) \rho_c, \tag{19}
\]

\[
\gamma = \frac{\hbar^2}{2m} \left[ (4 M_s^{*-1} - 3) \tau_c - K_{\text{NM}} - 9 \frac{E_{\text{NM}}^N}{A} \right], \tag{20}
\]

where \( \tau_c = C_k \rho_c^{5/3} \).

2. Asymmetric nuclear matter

In asymmetric nuclear matter (ANM), neutron and proton densities are different, and isovector terms are nonzero. The local and kinetic energy densities are

\[
\rho_1 = I \rho_0, \tag{21}
\]

\[
\tau_0 = C_k \rho_0^{2/3} F_+(I), \tag{22}
\]

\[
\tau_1 = C_k \rho_0^{2/3} F_-(I), \tag{23}
\]

\[
F_{\pm}(I) = \frac{1}{2} \left[ (1 + I)^{5/3} \pm (1 - I)^{5/3} \right]. \tag{24}
\]

The nuclear matter EOS \( W(I, \rho) \) now depends on the relative neutron excess \( I \). The most important parameter characterizing the isospin dependence of the ANM EOS is the symmetry energy at saturation density,

\[
S_2(\rho_c) = E_{\text{sym}}^{\text{NM}} = \left. \frac{1}{2} \frac{d^2 W(\rho_0, I)}{dI^2} \right|_{I = 0} = 3 \rho_c. \tag{25}
\]

The value of \( S_2(\rho_c) \) varies from 28 to 36 MeV among EDFs extrapolated to nuclear matter \[^{41, 52}\]. It is understood \[^{53, 54}\] that nuclear masses constrain a combination of the symmetry- and surface-symmetry energy parameters in a given EDF, and this fact explains the large spread of values.

The variation of the density-dependent symmetry energy \( S_2 \) with \( \rho_0 \) is usually parameterized through

\[
I_{\text{sym}}^{\text{NM}} = 3 \rho_c \left. \frac{dS_2(\rho_0)}{d\rho_0} \right|_{\rho_0 = \rho_c}, \tag{26}
\]

the value of which appears correlated with the thickness of neutron skins in asymmetric nuclei (see \[^{35}\] and references therein). An empirical determination of this parameter yields \( I_{\text{sym}}^{\text{NM}} = 80 \pm 30 \) MeV \[^{52, 56}\]. One now introduces

\[
\Delta K_{\text{NM}} = 9 \rho_c^2 \left. \frac{d^2 S_2(\rho_0)}{d\rho_0^2} \right|_{\rho_0 = \rho_c}, \tag{27}
\]

which affects the incompressibility of the ANM and thus the isoscalar monopole resonance energies in neutron-rich nuclei \[^{42}\]. For the SLy4 EDF, the values of the last two parameters were determined by the fit to the neutron matter EOS. We let these quantities be constrained by our experimental data set. We will see whether these data leave enough freedom to apply additional constraints in the regression analysis.

The momentum dependence of the mean field is also affected by isospin: neutron and proton effective masses are different in asymmetric matter \[^{57}\], an effect quantified by the isovector effective mass

\[
M_v^{*-1} = M_s^{*-1} - \frac{2m}{\hbar^2} \left. \frac{dE}{d\tau} \right|_{I = 0} = \rho_0 = \rho_c. \tag{28}
\]

The EOS of homogeneous asymmetric nuclear matter can be written as

\[
W(I, \rho) = \left( \frac{\hbar^2}{2m} + C_0^{\sigma\tau} \rho \right) C_k \rho_0^{2/3} F_+(I) + C_0^{\rho \sigma} C_k \rho_0^{5/3} F_-(I) + \left[ C_{00}^{\rho \sigma} + C_{00}^{\rho \tau} \rho_0^2 + I^2 \left( C_{10}^{\rho \sigma} + C_{10}^{\rho \tau} \rho_0 \right) \right] \rho_0. \tag{29}
\]

Just as for SNM, we compute the quantities \[^{25, 28}\] from \[^{29}\] and obtain an expression for \( C_1^{\rho \sigma} \), \( C_1^{\rho \tau} \), and \( C_1^{\sigma\tau} \): \[^{40}\]

\[
C_1^{\sigma\tau} = C_0^{\sigma} - \frac{\hbar^2}{2m} \left( M_v^{*-1} - 1 \right) \frac{1}{\rho_c}, \tag{30}
\]

\[
C_1^{\rho \sigma} = \frac{1}{27 \gamma \rho_c} \left[ 27 (1 + \gamma) a_{\text{sym}}^{\text{NM}} - 9 I_{\text{sym}}^{\text{NM}} \right], \tag{31}
\]

\[
C_1^{\rho \tau} = \frac{1}{27 \gamma \rho_c} \left[ -27 a_{\text{sym}}^{\text{NM}} + 9 I_{\text{sym}}^{\text{NM}} \right], \tag{32}
\]

\[
+ 5 \left( \frac{\hbar^2}{2m} - 2 \rho_c (C_0^{\sigma} + 3 C_1^{\tau}) \right) \tau. \tag{33}
\]
Using relations \(20\), \(32\), we express 7 of the original 13 parameters \(1\) of the Skyrme EDF as functions of nuclear matter properties. The remaining 6 are not known exactly and should therefore not be used as rigid constraints \(22\). However, the expected values of all these NMPs are sufficient to provide well-defined intervals of variation during the optimization process. The 6 remaining coupling constants are the isoscalar and isovector \(C_1^\rho\), \(C_1^\rho\), spin-orbit \(C_1^\rho\), \(C_1^\rho\), and tensor \(C_1^\rho\), \(C_1^\rho\) terms. Consequently, the Skyrme EDF depends on the following 13 parameters:

\[
\{ \rho_C, E^{\text{NM}}_m/A, M^*_v, K^\text{NM}, a^\text{NM}_{\text{sym}}, \tilde{r}^\text{NM}_{\text{sym}}, \\
M^*_v, C_0^\rho\Delta \rho, C_1^\rho\Delta \rho, C_0^\rho\nabla J, C_1^\rho\nabla J, C_0^\beta, C_1^\beta \}.
\] (33)

C. Fit Observables

To calibrate the EDF, we selected a pool of fit observables that constitute the UNEDF experimental database \(58\). The purpose of the database is to provide a standard and comprehensive set of experimental data that can be used to systematically optimize EDFs. Since we wish to provide, together with the optimized set of parameters, a measure of its intrinsic quality via the error and sensitivity analysis, for every observable an error bar should also be defined. We organized our database into three major categories – spherical, deformed, and symmetry-unrestricted – which reflect the level of symmetry-breaking of the underlying EDF and thereby the complexity of its numerical implementation. More details can be found in \(58\).

The focus of this work is on a well-controlled optimization methodology, and the emphasis is on global nuclear properties such as masses and proton radii. Our functional is therefore restricted to time-even densities, and only spherical or axially deformed nuclei are considered. The chosen observables embrace data for 72 nuclei, which are proven to allow a reasonable DFT description. The selected experimental data set is presented in Fig. 1. As can be seen, the emphasis is on the heavy nuclei. Indeed, there are only 11 nuclei with \(A<66\) in our data set. Below, we give a detailed description of the set of fit observables used in this work.

1. Deformed nuclei

In our optimization, we considered binding energies of 44 well-deformed even-even nuclei shown in Table I. Candidates were selected from an HFB mass-table calculation with the SLy4 parameterization requiring that their ground-state equilibrium deformation be greater than \(|\beta|=0.25\). Since the majority of atomic nuclei are deformed in their ground states, by including binding energies of deformed systems in the database, one hopes to better probe the surface properties of the EDF.

2. Spherical nuclei

Table II lists the nuclear masses of a selected set of 28 spherical nuclei considered in the fit. In these nuclei, correlations beyond mean-field are expected to be relatively constant \(22\). Since the list includes doubly magic nuclei, it should provide strong constraints, as these nuclei tend to deviate from global mass trends \(10\). Moreover, the masses of \(^{40}\)Ca, \(^{48}\)Ca, and \(^{56}\)Ni help constrain the spin-
orbit term [57, 60, 61]. All the masses of spherical and deformed nuclei given in Tables II-IV have been corrected for the electronic binding energy. The nuclear binding energy \( E_{\text{nuc}}(Z, N) \) is given by

\[
E_{\text{nuc}}(Z, N) = E_{\text{ato}}(Z, N) - E_{\text{el}},
\]

(34)

where \( E_{\text{ato}}(Z, N) \) is the atomic binding energy and \( E_{\text{el}} = -1.433 \times 10^{-5} Z^2 \) MeV.

**TABLE II:** Nuclear binding energies (in MeV; the electronic energy correction has been subtracted) [62] for 28 spherical nuclei selected in this work. The column marked “#” is the data point number.

| #  | Z  | N  | E   | #  | Z  | N  | E   |
|----|----|----|-----|----|----|----|-----|
| 45 | 82 | 132| -1662.762| 59 | 50 | 64 | -971.406|
| 46 | 82 | 130| -1653.988| 60 | 50 | 62 | -953.335|
| 47 | 82 | 128| -1645.030| 61 | 50 | 58 | -914.424|
| 48 | 82 | 126| -1635.909| 62 | 28 | 32 | -526.801|
| 49 | 82 | 124| -1621.803| 63 | 28 | 34 | -547.473|
| 50 | 82 | 122| -1606.984| 64 | 28 | 36 | -561.714|
| 51 | 82 | 120| -1591.666| 65 | 28 | 38 | -574.473|
| 52 | 82 | 118| -1575.833| 66 | 28 | 40 | -587.473|
| 53 | 82 | 116| -1559.483| 67 | 28 | 42 | -598.473|
| 54 | 82 | 114| -1542.533| 68 | 28 | 44 | -609.473|
| 55 | 82 | 112| -1524.858| 69 | 28 | 46 | -620.473|
| 56 | 82 | 110| -1506.506| 70 | 28 | 48 | -631.473|
| 57 | 82 | 108| -1487.506| 71 | 28 | 50 | -642.473|
| 58 | 82 | 106| -1467.762| 72 | 28 | 52 | -653.473|

For the same 28 spherical nuclei, we also consider the proton rms point radius \( \langle R_p^2 \rangle \), which we extract from the charge radius \( \langle R_{\text{ch}}^2 \rangle \) of \( Z, N \) using the standard relation:

\[
\langle R_{\text{ch}}^2 \rangle = \langle R_p^2 \rangle + \langle R_n^2 \rangle + \frac{N}{Z} \langle r_p^2 \rangle,
\]

(35)

where the proton charge radius, \( \sqrt{\langle r_p^2 \rangle} = 0.877 \text{ fm} \), and the neutron charge radius, \( \langle r_n^2 \rangle = -0.1161 \text{ fm}^2 \), were taken from [63]. The values of proton radii used in this work are listed in Table III.

**TABLE III:** Proton rms radii (in fm) [62] for the 28 spherical nuclei selected in this work. The column marked “#” is the data point number.

| #  | Z  | N  | \( r_p \) | #  | Z  | N  | \( r_p \) |
|----|----|----|----|----|----|----|----|
| 73 | 82 | 132| 5.906| 87 | 50 | 64 | 4.642|
| 74 | 82 | 130| 5.488| 88 | 50 | 62 | 4.527|
| 75 | 82 | 128| 5.469| 89 | 50 | 58 | 4.492|
| 76 | 82 | 126| 5.450| 90 | 28 | 36 | 3.787|
| 77 | 82 | 124| 5.439| 91 | 28 | 34 | 3.765|
| 78 | 82 | 122| 5.428| 92 | 28 | 32 | 3.733|
| 79 | 82 | 120| 5.418| 93 | 28 | 30 | 3.689|
| 80 | 82 | 118| 5.403| 94 | 28 | 28 | 3.661|
| 81 | 82 | 116| 5.394| 95 | 20 | 20 | 3.437|
| 82 | 50 | 74 | 4.609| 96 | 20 | 28 | 3.390|
| 83 | 50 | 72 | 4.598| 97 | 20 | 26 | 3.412|
| 84 | 50 | 70 | 4.586| 98 | 20 | 24 | 3.432|
| 85 | 50 | 68 | 4.573| 99 | 20 | 22 | 3.420|
| 86 | 50 | 66 | 4.558| 100| 20 | 20 | 3.382|

**TABLE IV:** Values of the neutron and proton average odd-even mass staggering (in MeV) considered in this work. The column marked “#” is the data point number.

| Z  | N  | \( \Delta^{(3)} \) | Z  | N  | \( \Delta^{(3)} \) |
|----|----|--------|----|----|--------|
| 101| 100| 0.515  | 105| 96 | 1.148  |
| 102| 92 | 0.569  | 106| 92 | 1.142  |
| 103| 72 | 0.675  | 107| 68 | 1.020  |
| 104| 66 | 0.679  | 108| 66 | 0.728  |

**3. Pairing**

Since the particle-hole and particle-particle channels cannot easily be disentangled, we must also include observables that will help us pin down the magnitude of pairing correlations. Usually, the pairing part of the EDF is constrained by considering the odd-even staggering (OES) of binding energy (see [65] for a recent survey). Additional constraints on the pairing ED may be imposed by taking calculated pairing gaps in symmetric nuclear matter and neutron matter [66]. This strategy has been adopted by the Brussels-Montreal group in their most recent model HFB-17 [67].

In this work, we constrain pairing EDF by means of the OES defined by a 3-point formula \( \Delta^{(3)} \) [65, 66]. As customary, the theoretical result for even particle number \( N \) is compared with the experimental \( \Delta^{(3)} \) for \( N + 1 \) [65]. We took four values of \( \Delta^{(3)} \) for neutrons and four for protons; see Table IV. All these nuclei belong to the deformed set of Table III. Our choice has been motivated by the observation that fitting pairing properties in spherical systems, where the level density is much greater, may lead to an underestimation of the overall pairing strength [65].

With the fairly simple pairing ED [6] that we use, it is not essential to require very high precision for the OES. For that reason, in order to be free from local fluctuations, we chose in each even-even nucleus the average over the two even-odd or odd-even isotopes: \( \Delta^{(3)}_{\text{av}}(N) = [\Delta^{(3)}(N-1) + \Delta^{(3)}(N+1)]/2 \). Including average values of \( \Delta^{(3)} \) in our data set ensures that the magnitude of pairing correlations is correct and remains such throughout the fitting procedure. Theoretical OES values have been computed from the average HFB pairing gap [70, 71].

**III. OPTIMIZATION ALGORITHM**

This section briefly presents the new algorithm used in our optimization. We refer to it by the acronym
POUNDERS, standing for Practical Optimization Using No Derivatives (for Squares). We also provide the numerical parameters used in the HFB calculations, and we give the characteristics of the objective function used in the optimization.

A. Derivative-Free Optimization Method

To outline our algorithm, we adopt the following notation. We denote the set of parameters/coupling constants of the Skyrme EDF to be fitted by \( x \in \mathbb{R}^{n_x} \), where \( n_x \) is the number of coupling constants of components \( x_k \) to fit. We define a composite fit function made of \( D_T \) different types of data: nuclear masses, proton radii, and so on. The number \( n_t \) of data points for a given type \( i \) may vary; for example, we have more masses than rms radii. The output of the calculation for type \( i \) is denoted \( s_{i,j}(x) \) for nucleus \( j \) and obviously depends on the parameterization of the functional, that is, the vector \( x \in \mathbb{R}^{n_x} \). For type \( i \) and nucleus \( j \), the experimental value of a given observable is denoted \( d_{i,j} \).

While many objectives are possible, we minimize the weighted sum of squared errors

\[
\chi^2(x) = \frac{1}{n_d - n_x} \sum_{i=1}^{D_T} \sum_{j=1}^{n_t} \left( \frac{s_{i,j}(x) - d_{i,j}}{w_i} \right)^2 \tag{36},
\]

where \( n_d = \sum_{i=1}^{D_T} n_i \) denotes the total number of data points being fit. The weights \( w_i > 0 \) render the type \( i \) difference dimensionless and are chosen to balance the goals of fitting different observable types simultaneously.

The objective (36) is a special case of the nonlinear least squares function

\[
f(x) = \frac{1}{2} \sum_{i=1}^{n_d} F_i(x)^2 = \frac{1}{2} \| F(x) \|^2, \tag{37}
\]

where the function \( F : \mathbb{R}^{n_x} \rightarrow \mathbb{R}^{n_d} \) yields the vector of reduced errors. Most optimization approaches to minimizing (37) are based on Newton’s method, whereby \( f \) is replaced by its second-order expansion

\[
f(x + \delta) \approx f(x) + \delta^T J(x)^T F(x) + \frac{1}{2} \delta^T \left( J(x)^T J(x) + \sum_{i=1}^{n_d} F_i(x) \nabla^2 F_i(x) \right) \delta, \tag{38}
\]

where \( \delta \in \mathbb{R}^{n_x} \) and \( J(x) \) is the Jacobian matrix \( J(x) = [\nabla F_1(x), \cdots, \nabla F_{n_d}(x)]^T \).

In the problem at hand (and many others), the derivatives of \( F_i(x) \) with respect to \( x \), \( \nabla F_i(x) \) and \( \nabla^2 F_i(x) \), exist for virtually all \( x \), but their calculation for use in the optimization is impractical. Indeed, although derivatives of binding energies can be obtained through the Feynman-Hellman theorem, other observables such as radii would require the use of perturbation theory or a cumbersome and potentially imprecise calculation of numerical differences. In such a case, the optimization algorithm must be derivative-free, relying only on the function value outputs \( F(x) \). Popular algorithms in this setting include the Nelder-Mead (N-M) method and other direct search algorithms [72] and genetic algorithms and other heuristics [74]. However, a recent benchmarking study [74] found that methods that form a smooth approximation model of the objective in order to exploit the smoothness and structure of the objective may be able to obtain better solutions in fewer evaluations.

In the case of nonlinear least squares, we follow the approach of forming a quadratic model for each component,

\[
q_i(x + \delta) = F_i(x) + \delta^T g_i + \frac{1}{2} \delta^T H_i \delta, \tag{39}
\]

with \( g_i \) and \( H_i = H_i^T \) playing the role of the unknown derivatives \( \nabla F_i(x) \) and \( \nabla^2 F_i(x) \), respectively. We obtain the model parameters \( g_i \) and \( H_i \) by requiring that the model \( q_i \) agree with the true function \( F_i \) on a set \( X \) of \( x \) values at which \( F_i \) is known. Mathematically, these parameters are solutions to the convex quadratic program

\[
\min_{g_i, H_i} \{ \| H_i \|_F : q_i(x_k) = F_i(x_k), \forall x_k \in X \}, \tag{40}
\]

where \( \| \cdot \|_F \) is the Frobenius norm and the interpolation set \( X \) contains between \( n_x + 1 \) and \( (n_x + 1)(n_x + 2)/2 \) points satisfying geometric conditions detailed in [72] [74].

The quadratic model \( q_i \) cannot be expected to approximate \( F_i \) at \( x \) values far from the points in \( X \). Hence, we use a trust region framework, whereby the model \( q_i \) is trusted only close to a base-point \( \hat{x} \). Given a radius \( \Delta > 0 \), we let \( B = \{ x : \| x - \hat{x} \| \leq \Delta \} \) denote the spherical neighborhood within which we trust \( q_i \). Correspondingly, the interpolation points in \( X \) should not be too far away from \( B \).

Provided that we know the entire vector of observables \( F(x_k) \) at each \( x_k \in X \), we can obtain a set of model parameters \( \{ (g_i, H_i) \}_{i=1}^{n_d} \), which we trust inside a common region \( B \) centered about \( \hat{x} \). We can thus form a derivative-free model of the quadratic function

\[
m(\hat{x} + \delta) = f(\hat{x}) + \delta^T \sum_{i=1}^{n_d} F_i(\hat{x}) g_i + \frac{1}{2} \delta^T \sum_{i=1}^{n_d} (g_i g_i^T + F_i(\hat{x}) H_i) \delta. \tag{41}
\]

Since we trust this model within \( B \), we expect that a better \( x \) can be obtained by solving the trust region subproblem \( \min m(\hat{x} + \delta) : \hat{x} + \delta \in B \). This problem minimizes a quadratic with known derivatives over a compact, convex region and is hence decidedly easier than the original problem. The observables are then evaluated at the solution to this subproblem so that we obtain \( F(\hat{x} + \delta) \).

An iterative Newton-like procedure is thus obtained. We note that the trust region radius \( \Delta \) grows and shrinks.
from one iteration to the next depending on the ratio of the actual decrease obtained at the new point versus the decrease predicted by the model in \( \| \mathbf{x} \| \). Similarly, our current estimate of the solution, \( \hat{\mathbf{x}} \), is changed only if an adequate decrease of the function was obtained or if we achieved a simple decrease in the function value and the geometry of the interpolation set \( \mathbf{X} \) gives us confidence. If we did not adequately decrease \( f \), we must evaluate at an additional \( x \) value in order to improve the geometry of the set \( \mathbf{X} \) in subsequent iterations.

### B. Numerical Parameters

The evaluation of the function \( f(\mathbf{x}) \) at point \( \mathbf{x} \) requires 72 HFB calculations to generate the \( s_{i,j}(\mathbf{x}) \) points for the 72 nuclei \( j \) taken in the data set. All HFB calculations were performed with the code \texttt{HFBTHO} [77]. This code solves the Skyrme-HFB equations in the harmonic oscillator (HO) basis assuming axial and reflection symmetry. In our optimization, we used a spherical basis of \( N_{\text{shell}}=20 \). The oscillator frequency was determined for a given nucleus of mass number \( A \) according to the formula \( \hbar \omega_{\text{oscil}} = 1.2 \times \frac{41}{A^{1/3}} \text{ MeV} \) [78]. These two choices guarantee good convergence of the HFB energy with respect to the basis size, within about 150 keV of the exact value [79].

Pairing correlations were described by the pairing ED [80] with different pairing strengths for protons and neutrons, \( V_0^p \neq V_0^n \). As customary for zero-range pairing forces, a cut-off of \( E_{\text{cut}}=60 \text{ MeV} \) is used to truncate the quasi-particle space [70]. In order to avoid pairing collapse, the Lipkin-Nogami prescription was systematically applied according to [80].

Taking into account the 13 parameters of the Skyrme EDF and the 2 additional parameters in the pairing channel requires a 15-parameter search. We have made two additional simplifications. First, the tensor coupling constants \( C_0^{\Delta \rho} \) and \( C_1^{\Delta \rho} \) were set to 0. This choice was motivated by our requirement to take as a reference point the original SLy4 parameterization of [18], where these terms were not included. Second, preliminary tests indicated that the isovector effective mass was poorly constrained by our data set. As a result, the obtained values of \( M_{\nu}^* \) were clearly nonphysical with regard to the discussion in [81]. In the final run we therefore discarded \( M_{\nu}^* \) from the list of free parameters and kept the original SLy4 value.

The final optimization was therefore carried on a set of 12 parameters (10 for the Skyrme ED plus 2 pairing strengths):
\[
\{ \rho_c, E^{\text{NM}}_N/A, K^{\text{NM}}, o^{\text{sym}}, r^{\text{sym}}, M_{s}^{*–1}, C_0^{\Delta \rho}, C_1^{\Delta \rho}, V_0^n, V_0^p, C_0^{\nabla J}, C_1^{\nabla J} \}, \quad (42)
\]
with \( C_0^{\Delta \rho} = C_1^{\Delta \rho} = 0 \) and \( M_{s}^{*–1} = 1.249 \).

For scaling purposes, the optimization algorithms tested here require the domain of variation of the various parameters \( \mathbf{x} \) to be specified. Since, in practice, a large subset of \( \mathbf{x} \) represents symmetric and asymmetric nuclear matter properties, the range of variation can be easily set up, even if the exact values are not known. Table \( \mathbf{V} \) in Sec. [4] lists the scaling intervals adopted in our optimization.

Following the discussion in Sec. [11], our objective function \( f(\mathbf{x}) \) contains \( D_T = 3 \) data types: nuclear masses \( (i=1) \), proton rms radii \( (i=2) \), and OES differences \( (i=3) \). The total number of data points is \( n_d=108 \) and breaks down into \( n_1=72 \) nuclear masses (28 spherical and 44 deformed), \( n_2=28 \) rms proton radii, and \( n_3=8 \) OES differences (4 for neutrons and 4 for protons). The values \( d_{i,j} \) of the experimental data points are given in Sec. [4].

The weights \( w_i \) in the objective function are used to render all quantities dimensionless and to allow for a composite \( \chi^2 \) function. The weights must be chosen so that all reduced errors are of the same order of magnitude; they reflect the expected theoretical uncertainty that one can assign to a given observable, which is generally larger than the corresponding experimental uncertainty for our data set. In the optimization described here, we chose \( w_{\text{mass}}=2.0 \text{ MeV}, \ w_{\text{radii}}=0.02 \text{ fm} \) and \( w_{\text{OES}}=50 \text{ keV} \).

### IV. RESULTS

This section contains the optimization results. In Sec. [4] various properties of the resulting ED parameterizations are explored. Section [4] illustrates the versatility of our approach by providing a detailed correlation and sensitivity analysis.

#### A. Optimized Functionals unedf\(n\)b and unedf\(p\): Properties and Stability

We give in this section the final parameterization of the Skyrme functionals \texttt{UNEDFnb} and \texttt{UNEDFp} that minimizes the \( \chi^2 \) objective function \( f(\mathbf{x}) \), and we perform a number of checks to probe the quality of the resulting functionals. In particular, we test their stability with the RPA response function, check that both the spherical and deformed shell structure are on par with other parameterizations, and discuss various global performance indicators.

1. **Solution to the optimization problem**

The optimization of a nuclear energy functional is a complex problem. The objective function is the compound result of many different full HFB calculations, each the result of a self-consistent iterative procedure. In principle, such a function lends itself naturally to parallelization, although the different times of calculation of spherical and deformed configurations requires fine load balancing. Overall, the cost of one function evaluation...
can typically amount to 10 minutes on a standard computer cluster. With such costly evaluations, the number of evaluations required to minimize Eq. (36) can rapidly become an issue.

In addition, we have no prior knowledge of the multidimensional surface of the objective function in the parameter space. There is no guarantee that the parameters are all independent, and, as we show later, there are correlations between them, which make the topography of the surface complex.

These observations suggest that two important features of a good optimization algorithm should be the speed of convergence and the ability to converge to a true minimum, if only a local one, without being misled by narrow valleys and saddle points. Figure 2 shows the performance of the standard Nelder-Mead (N-M) algorithm, as implemented in the TAO code [62], on our objective function, compared with the new model-based algorithm presented in Sec. III A. We note that the POUNDers method attains a value of $\chi^2$ close to the final one after only 25-30 iterations, whereas after more than 300 iterations the N-M algorithm yields a solution that is still a factor of 2 away. Moreover, there seems to be a stagnation of the N-M method at around 15-65 iterations, which may prematurely suggest that the minimum has been found. Yet, in this plateau the $\chi^2$ is still about 5 times larger than at the final solution.

Table V shows the values of the optimization parameters $x$ of Eq. (12) at the solution with no bounds imposed (Skyrme functional $\text{UNEDF}_{\text{nb}}$). $\rho_c$ is in fm$^{-3}$; $E^{\text{NM}/A}$, $K^{\text{NM}}$, $a_{\text{sym}}^{\text{NM}}$, and $L_{\text{sym}}^{\text{NM}}$ are in MeV; $1/M_s$ is dimensionless; $C_i$ and $C_i^{\text{sym}}$ are in MeV fm$^3$; and $V_0^s$ and $V_0^p$ in MeV fm$^3$. The range of variation provided to the optimization is shown in the column “Scaling Interval,” the initial values in column $\hat{x}^{(\text{init.})}$, and the final values in $\hat{x}^{(\text{fin.})}$.

![FIG. 2: (color online) Convergence of the minimization of Eq. (36) with the standard Nelder-Mead algorithm (dashed) and the model-based POUNDers (solid line).](image)

TABLE V: Values $\hat{x}$ of the optimization parameters $x$ of Eq. (12) at the solution with no bounds imposed (Skyrme functional $\text{UNEDF}_{\text{nb}}$).

| $k$ | $x$ | Scaling Interval | $\hat{x}^{(\text{init.})}$ | $\hat{x}^{(\text{fin.})}$ |
|-----|-----|------------------|-------------------------|-------------------------|
| 1   | $\rho_c$ | $[+0.14, +0.18]$ | $+0.160$ | $0.151046$ |
| 2   | $E^{\text{NM}/A}$ | $[-17.00, -15.00]$ | $-15.972$ | $-16.0632$ |
| 3   | $K^{\text{NM}}$ | $[+170.00, +270.00]$ | $+229.901$ | $337.878$ |
| 4   | $a_{\text{sym}}^{\text{NM}}$ | $[+27.00, +37.00]$ | $+32.004$ | $32.455$ |
| 5   | $L_{\text{sym}}^{\text{NM}}$ | $[+30.00, +70.00]$ | $+45.962$ | $70.2185$ |
| 6   | $1/M_s$ | $[+0.80, +2.00]$ | $+1.439$ | $0.95728$ |
| 7   | $C_0^{\text{sym}}$ | $[-100.00, -40.00]$ | $-76.996$ | $-49.5135$ |
| 8   | $C_0^{\text{sym}}$ | $[-100.00, +100.00]$ | $+15.657$ | $33.5289$ |
| 9   | $V_0^s$ | $[-350.00, -150.00]$ | $-258.200$ | $-176.796$ |
| 10  | $V_0^p$ | $[-350.00, -150.00]$ | $-258.200$ | $-203.255$ |
| 11  | $C_i^{\text{sym}}$ | $[-120.00, -50.00]$ | $-92.250$ | $-78.4564$ |
| 12  | $C_i$ | $[-100.00, +50.00]$ | $-30.750$ | $63.9931$ |

A standard measure of the quality of the optimization is the rms deviation (RMSD) of data type $i$ at the solution $\hat{x}$:

$$\text{RMSD}(i) = \left[ \frac{1}{n_i} \sum_{j=1}^{n_i} (s_{i,j}(\hat{x}) - d_{i,j})^2 \right]^{1/2}. \tag{43}$$

For our set of fit observables, the RMSDs for various types of data are RMSD(mass)=0.966 MeV, RMSD(radii)=0.014 fm, and RMSD(OES)=57 keV. For comparison, the value of RMSD(mass) for SLy4 on the same data set is 9.95 MeV.

A close examination of Table VI shows that, while most of the parameters of $\text{UNEDF}_{\text{nb}}$ have values in the normally accepted range, the incompressibility $K^{\text{NM}}=338$ MeV is far too large. This would seriously limit the usability of $\text{UNEDF}_{\text{nb}}$ in nuclear structure calculations, in particular in studies of collective modes such as monopole vibrations.

We therefore performed another minimization, using the same scaling intervals, but imposing hard bounds on the NMPs. A similar strategy was adopted in [85], where the normally accepted range, the incompressibility $K^{\text{NM}}$ was limited by narrow valleys and saddle points. Figure 2 shows the performance of the standard Nelder-Mead (N-M) algorithm presented in Sec. III A. We note that the POUNDers method attains a value of $\chi^2$ close to the final one after only 25-30 iterations, whereas after more than 300 iterations the N-M algorithm yields a solution that is still a factor of 2 away. Moreover, there seems to be a stagnation of the N-M method at around 15-65 iterations, which may prematurely suggest that the minimum has been found. Yet, in this plateau the $\chi^2$ is still about 5 times larger than at the final solution.

Table VII shows the values of the optimization parameters $x$ of Eq. (12) at the solution with no bounds imposed (Skyrme functional $\text{UNEDF}_{\text{nb}}$). $\rho_c$ is in fm$^{-3}$; $E^{\text{NM}/A}$, $K^{\text{NM}}$, $a_{\text{sym}}^{\text{NM}}$, and $L_{\text{sym}}^{\text{NM}}$ are in MeV; $1/M_s$ is dimensionless; $C_i$ and $C_i^{\text{sym}}$ are in MeV fm$^3$; and $V_0^s$ and $V_0^p$ in MeV fm$^3$. The range of variation provided to the optimization is shown in the column “Scaling Interval,” the initial values in column $\hat{x}^{(\text{init.})}$, and the final values in $\hat{x}^{(\text{fin.})}$.

TABLE VII: Values $\hat{x}$ of the optimization parameters $x$ of Eq. (12) at the solution with no bounds imposed (Skyrme functional $\text{UNEDF}_{\text{nb}}$).

| $k$ | $x$ | Scaling Interval | $\hat{x}^{(\text{init.})}$ | $\hat{x}^{(\text{fin.})}$ |
|-----|-----|------------------|-------------------------|-------------------------|
| 1   | $\rho_c$ | $[+0.14, +0.18]$ | $+0.160$ | $0.151046$ |
| 2   | $E^{\text{NM}/A}$ | $[-17.00, -15.00]$ | $-15.972$ | $-16.0632$ |
| 3   | $K^{\text{NM}}$ | $[+170.00, +270.00]$ | $+229.901$ | $337.878$ |
| 4   | $a_{\text{sym}}^{\text{NM}}$ | $[+27.00, +37.00]$ | $+32.004$ | $32.455$ |
| 5   | $L_{\text{sym}}^{\text{NM}}$ | $[+30.00, +70.00]$ | $+45.962$ | $70.2185$ |
| 6   | $1/M_s$ | $[+0.80, +2.00]$ | $+1.439$ | $0.95728$ |
| 7   | $C_0^{\text{sym}}$ | $[-100.00, -40.00]$ | $-76.996$ | $-49.5135$ |
| 8   | $C_0^{\text{sym}}$ | $[-100.00, +100.00]$ | $+15.657$ | $33.5289$ |
| 9   | $V_0^s$ | $[-350.00, -150.00]$ | $-258.200$ | $-176.796$ |
| 10  | $V_0^p$ | $[-350.00, -150.00]$ | $-258.200$ | $-203.255$ |
| 11  | $C_i^{\text{sym}}$ | $[-120.00, -50.00]$ | $-92.250$ | $-78.4564$ |
| 12  | $C_i$ | $[-100.00, +50.00]$ | $-30.750$ | $63.9931$ |

The best values obtained in the optimization...
and 1.11 \((1/M^*_c = 0.9)\); that is, these NMPs are actively constrained. The rms deviations obtained for UNEDFpre on our set of fit observables are still respectable: RMSD(mass) = 1.455 MeV, RMSD(radii) = 0.016 fm, and RMSD(OES) = 59 keV.

### 2. Stability check of UNEDFnb and UNEDFpre

It is known that some Skyrme ED parameterizations are prone to finite-size instabilities \[81, 86–88\]. For instance, in the time-even channel, the term \(C^\Delta p_1\Delta p_1\) can lead to divergences of the HFB iterative procedure. When searching for new functionals, it is therefore crucial to test comprehensively the stability of the functional parameterization. Here, the RPA linear response theory \[89\] is the tool of choice. The full RPA response in infinite matter has been derived for Skyrme EDFs \[90–92\], and applications pertaining to the stability of Skyrme functionals have been reported in \[9, 10\].

Without entering into details, a general expression for the RPA response function \(\Pi(\omega, q)\) in SNM can be written as \[83\]

\[
\Pi(\omega, q) = \frac{4 \Pi_0(\omega, q)}{D(\omega, q)},
\]

where \(\omega\) is the excitation energy; \(q\) is the transferred momentum (or wave number of the density fluctuation); \(\Pi_0(\omega, q)\) is the noninteracting response (or Lindhard function); and \(D(\omega, q)\) is the dielectric function, equal to unity in noninteracting SNM.

The value \(\Pi(\omega = 0, q)\) corresponds to the static susceptibility of the system to finite-size perturbations. With the above sign convention, \(\Pi(\omega = 0, q)\) should be positive for all values of \(q\) and the density \(\rho_0\). A change of sign with either variable corresponds to \(D(\omega, q) = 0\); hence, the occurrence of a pole indicating the existence of a zero-energy collective mode. In the isospin channel, the short-wavelength (high-\(q\)) behavior is driven essentially by the combination of coefficients \(C^{\rho \rho}_0 - C^{\Delta p_1 \Delta p_1}_0\) \[57, 90\]. The magnitude of the latter correlates well with the occurrence of instabilities in calculations of finite nuclei.

Figure 3 shows the dielectric function \(D(\omega = 0, q)\) as a function of \(q\), in the scalar-isovector perturbation channel, at saturation density in SNM. When \(D(\omega = 0, q) = 0\), finite-size instabilities could potentially develop and hinder the usability of the functional. This situation does not occur for UNEDFnb and UNEDFpre, which yield a dielectric function even more “stable” than SLy4. Varying the density, we found that the poles of the response function at \(\omega = 0\) occur only for \(\rho_0 \geq 0.22\) fm\(^{-3}\). This result does not guarantee that other types of instabilities could not develop \[88\]; however, we can rule out the most common ones.

### 3. Spherical shell structure

The essence of the nuclear DFT is to be a global theory, whereby one unique functional (or family thereof) should be used to compute with reasonable accuracy various properties of atomic nuclei from the lightest to the heaviest. Many of these properties depend on the single-particle shell structure. Figures 2 and 5 show, respectively, the neutron s.p. energies in \(^{48}\)Ca and proton s.p. energies in \(^{208}\)Pb obtained with UNEDFpre. They are compared with levels extracted from experiment \[92\] and those calculated with SLy4. In \(^{208}\)Pb, the overall agreement of the proton spectrum is very good. Furthermore, the neutron s.p. levels in \(^{208}\)Pb and proton and neutron levels in \(^{132}\)Sn (not shown) agree well with experiment. As seen in Table \[11\] the optimization produces a functional with an effective mass close to 1, which is probably the reason the level density in \(^{208}\)Pb and \(^{132}\)Sn is well reproduced. Although the overall agreement for s.p. energies is good, the systematic effect of high-\(j\) states being

---

**TABLE VI:** Same as Table \[11\] but for the case with bounds (Skyrme functional UNEDFpre).

| \(k\) | \(x\) | \(\text{Bounds}\) | \(\chi^{\text{init.}}\) | \(\chi^{\text{fin.}}\) |
|---|---|---|---|---|
| 1 | \(\rho_c\) | \([+0.15, +0.17]\) | +0.160 | 0.160020 |
| 2 | \(K_{\text{NM}}/A\) | \([-16.2, -15.8]\) | -15.972 | -16.0559 |
| 3 | \(\alpha_{\text{sym}}\) | \([+190, +230]\) | +229.901 | 230 |
| 4 | \(a_{\text{sym}}^{\text{NM}}\) | \([+28, +36]\) | +32.004 | 30.5429 |
| 5 | \(F_{\text{sym}}\) | \([+40, +100]\) | +45.962 | 45.0804 |
| 6 | \(1/M^*_c\) | \([+0.9, +1.5]\) | +1.439 | 0.9 |
| 7 | \(C^{\Delta p_1 \Delta p_1}_0\) | \([-\infty, +\infty]\) | -76.996 | -55.2606 |
| 8 | \(C^\Delta p_1\) | \([-\infty, +\infty]\) | +15.657 | -55.6226 |
| 9 | \(V^{\Delta p_1}_{1}\) | \([-\infty, +\infty]\) | -258.200 | -170.374 |
| 10 | \(V^{\Delta p_1}_{0}\) | \([-\infty, +\infty]\) | -258.200 | -199.202 |
| 11 | \(C^{\rho \rho}_0\) | \([-\infty, +\infty]\) | -92.250 | -79.5308 |
| 12 | \(C^{\rho \rho}_1\) | \([-\infty, +\infty]\) | -30.750 | 45.6302 |
slightly too high in energy is seen \cite{57}.

The neutron single-particle spectrum in $^{48}$Ca is, however, poorly reproduced. One of the most alarming features is the absence of the magic gap at $N=28$ resulting from a large s.p. level density and a reduced spin-orbit splitting. The s.p. proton spectrum of $^{48}$Ca is only marginally better with the magic gap at $Z=20$ being too low, and the situation is similar in $^{208}$Pb.

The lack of observables directly probing s.p. properties (such as spin-orbit splittings or shell-gap sizes) in our objective function and the bias on heavy nuclei in the set of fit observables are undoubtedly the main reasons for the poor performance of UNEDFpre regarding the shell structure of light nuclei. Nevertheless, one must bear in mind that even when the optimization is exclusively focused on s.p. properties, standard Skyrme functionals perform poorly \cite{11}.

4. Deformation properties

The spherical shell structure determines many features of deformed nuclei. Indeed, the appearance of deformed states and shape coexistence effects can be related to s.p. levels and their couplings through symmetry-violating moments \cite{94, 95}. Since the shell structure of light nuclei with UNEDFpre shows large deviations from experiment, it is interesting to test whether the new parameterization can nonetheless produce sensible deformation properties for medium-mass nuclei. To this end, we performed a series of constrained HFB calculations for the sequence of Zr isotopes known to exhibit dramatic shape variations as a function of $N$. While nuclei near magic $^{90}$Zr are known to be spherical, neutron-rich Zr isotopes with $A \geq 100$ possess large prolate ground-state deformations, and $^{90-98}$Zr exhibit a complex coexistence pattern \cite{95, 96}. On the proton-rich side, there is strong experimental evidence for large prolate deformation in $N=Z=40$ system $^{80}$Zr \cite{95}.

Figure 6 shows the evolution of HFB+LN deformation energy in the selected even-even Zr isotopes as a function of the quadrupole deformation $\beta_2$. Overall, the energy balance between spherical and deformed configurations is consistent with experiment. In particular, Zr isotopes with $N > 58$ are correctly predicted to have prolate ground states coexisting with a secondary oblate minimum. Also, it is encouraging to see that the ground state of $^{90}$Zr is predicted to be prolate, a feature that is not present in many Skyrme parameterizations \cite{95}.

5. Global mass table

A good test of any EDF parameterization is its ability to reproduce masses across the nuclear chart. Since our objective function contains the binding energies of a
FIG. 6: (color online) Deformation energy curves as functions of the quadrupole deformation \( \beta_2 \) for selected even-even Zr isotopes calculated in the HFB+LN approach with unEDFpre Skyrme functional.

large set of nuclei, we expect good agreement with experimental data, especially for heavy deformed systems. All even-even nuclei with \( N, Z > 8 \) have been calculated with our two parameterizations according to the method presented in [9]. Results have been posted for visualization and comparison with other EDF parameterizations at http://massexplorer.org. The difference between experimental and theoretical binding energies for the 520 even-even nuclei is shown in Fig. 7. An arclike trend [97] is seen for the SLy4 EDF; it has been attributed to an overemphasis on doubly magic nuclei during optimization. By contrast, both unEDFpre and unEDFnfb show a much flatter behavior, while simultaneously reducing the mass residuals: RMSD(mass)=4.80 MeV for SLy4, and 1.45 MeV and 1.61 MeV for unEDFpre and unEDFnfb, respectively.

To put things in perspective, we note that the best overall agreement with experimental masses obtained with the Skyrme EDF (on a larger data set that includes light and odd nuclei) is currently 0.582 MeV [67]. However, this excellent result was obtained at a price of several corrections on top of the EDF itself. In fact, a linear least-squares refit of the standard Skyrme EDF (also using SLy4 as a starting point) to all even-even nuclear masses achieves a RMSD of around 1.7 MeV [10]. Note also, that the RMSD for the masses of the unEDFnfb is higher by a 0.16 MeV than for the unEDFpre despite the larger domain available for parameter variation, which is due to the restricted set of masses used in this work. These figures suggest that unEDFpre is probably within a few hundreds of keV of a globally optimal mass fit within the parameter space employed here.

Close examination of Fig. 7 reveals that, while the global trend of binding energy errors has been improved, significant variations around that global trend still remain. To quantify this, we plot in Fig. 8 two-neutron separation energy residuals as a function of neutron number \( N \) for the 520 nuclei of the previous set. The values of RMSD(\( S_{2n} \)) for SLy4 and unEDFpre are, respectively, 0.99 and 0.76 MeV, which indicate a significant improvement. If the set of 520 nuclei considered is divided into light (\( A < 80 \)) and heavy (\( A \geq 80 \)) subsets, the respective RMSD(\( S_{2n} \)) values for SLy4 and unEDFpre are 1.41 and 1.45 MeV for light nuclei, and 0.85 and 0.45 MeV for heavy nuclei. This result stems from the bias toward heavy nuclei in our data set.

6. Constraints on pairing strength from optimization

Adjusting pairing interaction strengths represents a situation in which, by sequentially releasing a constraint on the EDF, one can dramatically improve the agreement with a subset of fit observables. The case in point
is the interplay between pairing and shell structure. Since the shell correction to the binding energy favors low s.p. level density around the Fermi level, and the opposite is true for pairing contributions, an anticorrelation between these two effects exists that results in a cancellation between shell and pairing energies [98]. If only total binding energies are subject to optimization, a reasonable fit can be obtained by, for example, an unphysical increase in pairing and a simultaneous unphysical variation of s.p. shell structure. Indeed, since no data in our experimental data set directly probe s.p. energies, the lack of constraints on shell structure can dramatically impact pairing properties.

Figure 9 displays the OES residuals for three variants of calculations. In the first variant, the proton and neutron pairing strengths were kept equal and fixed at the standard value for SLy4 that yields an average neutron pairing gap in $^{120}$Sn equal to the experimental value of 1.245 MeV [70, 71]. In this case, the optimization procedure yields shell structure that resulted in overestimated pairing correlations, and the calculated RMSD for the OEM is 172 keV.

In the second step, we assumed proton and neutron pairing strengths to be identical $V_n^0 = V_p^0 = V_0$, and the constant $V_0$ was included in the optimization set. The improvement on pairing energy was immediate, with the rms error on OES dropping down to 67 keV. However, Fig. 9 clearly shows that OES for protons is almost systematically underestimated. This observation calls for using different pairing strengths for neutrons and protons, as was suggested by a recent large-scale survey [65]. Our final optimization run was therefore carried out by considering independent strengths $V_n^0$ and $V_p^0$ in the fit. The rms error on OES has been further reduced to 57 keV in UNEDFnb and 59 keV in UNEDFpre, and the two pairing strengths turn out to be significantly different; see Tables V and VI. Apart from possible global physics arguments, this result indicates that this optimization problem benefits from proton and neutron pairing strength being independent parameters.

We conclude this discussion with a word of warning: strictly speaking, the calculation of the OES requires computation of differences of binding energies. In odd nuclei, time-reversal symmetry is broken, time-odd fields are nonzero, and the ground-state should be computed as the lowest quasi-particle excitation of a fully paired vac-
uum (blocking). Since the correct blocked state is not known beforehand, such calculations are much more involved than in even-even nuclei [12]. For this work, where the focus is on the optimization of the Skyrme functional itself and the pairing functional is limited, the extra cost of the proper treatment of odd nuclei was not deemed worth pursuing.

B. Statistical Analysis of Optimization Results

From a statistical viewpoint, our optimization problem is also a nonlinear regression problem. For the true (but unknown) parameter value \( x \), we define the errors between the theoretical value for the observable of type \( i \) in the nucleus \( j \) and its experimental counterpart as

\[
\varepsilon_{i,j} = \frac{s_{i,j}(x) - d_{i,j}}{u_i} \tag{45}
\]

We assume every error \( \varepsilon_{i,j} \) is a random variable with expectation 0 and that all \( \varepsilon_{i,j} \) are independent and follow the same distribution. The optimization presented in Sec. IIIA estimates \( x \), by the least-squares estimator

\[
\hat{x} = \arg \min_x \left\{ f(x) = \frac{1}{2} \| F(x) \|^2 \right\}. \tag{46}
\]

In the statistical setting, however, the random errors \( \varepsilon = \{ \varepsilon_{i,j} \} \) prevent the random variable \( \hat{x} \) from always equaling \( x \).

1. Confidence intervals

To characterize how the parameters change in a neighborhood of \( x \) and \( \hat{x} \), we consider approximate confidence intervals. A 1 − \( \alpha \) confidence interval \( \Omega_k \subset \mathbb{R} \) is one in which we expect the true value \( x_k \), to lie 100(1−\( \alpha \))% of the time, that is, with probability \( P(x_k \in \Omega_k) = 1 - \alpha \).

We note that the assumption of normally distributed residuals, \( \varepsilon \sim N(0, \sigma^2_{\varepsilon}I_{n_d}) \), made below, is the strongest one of this regression analysis. As pointed out in [21], theoretical (systematic) errors coming from an imperfect model are neither random nor generally independent, and their distribution is not rigorously normal. We carry out a standard analysis nonetheless in order to investigate constraints applied on our model. Therefore, the confidence intervals given here are to be understood as ranges of acceptable values for building parameterizations of this particular model.

Given normally distributed residuals and appropriate regularity conditions (as in [99], pages 23–25), a 1 − \( \alpha \) confidence interval (CI) centered about \( \hat{x}_k \) is

\[
\left\{ x_k \in \mathbb{R} : |x_k - \hat{x}_k| \leq \sqrt{\text{Cov}(\hat{x})_{k,k} t_{n_d-n_x,1-\frac{\alpha}{2}}} \right\}, \tag{47}
\]

where \( t_{n_d-n_x,1-\frac{\alpha}{2}} \) is the 1 − \( \frac{\alpha}{2} \) quantile of the t-distribution [100] with \( n_d-n_x \) degrees of freedom, and the covariance matrix \( \text{Cov}(\hat{x}) = E[(\hat{x} - \bar{x})(\hat{x} - \bar{x})^T] \).

Using the same notation as in [41], we use a first-order approximation of the covariance matrix

\[
\tilde{\mathbf{V}} \equiv \chi^2(\hat{x}) \left( \sum_{i=1}^{n_d} g_i \mathbf{g}_i^T \right)^{-1} \approx \text{Cov}(\hat{x}), \tag{48}
\]

where parameters \( \{ g_i \}_{i=1}^{n_d} \) are found by calculating central differences on the 2\( n_x \) points \( \{ \hat{x} \pm \epsilon_k \}_{k=1}^{n_x} \), where \( \epsilon_k > 0 \) is chosen to be small. Although other approximations to the covariance matrix are possible, the authors of [101] state that \( \tilde{\mathbf{V}} \) is their preferred approximation because it is “simpler, less expensive, and more numerically stable” than alternative choices.

| TABLE VII: Optimal parameter values of unedf\text{ub} (no bounds), 95% confidence intervals, percentage of the initial guess for the scaling interval and standard deviation \( \sigma \). |
|---|---|---|---|
| \( k \) | \( \hat{x} \) | 95% CI % of Int. | \( \sigma \) |
| 1. | \( \rho_c \) | 0.151046 | [0.149,0.153] | 10 | 0.001 |
| 2. | \( E^{\text{NM}}/A \) | -16.0632 | [-16.114,-16.013] | 5 | 0.039 |
| 3. | \( K^{\text{NM}} \) | 337.878 | [302.692,373.064] | 70 | 26.842 |
| 4. | \( \sigma_{\text{sym}}^{\text{NM}} \) | 32.455 | [28.839,36.071] | 72 | 2.759 |
| 5. | \( P^{\text{sym}} \) | 70.2185 | [11.108,129.329] | 296 | 45.093 |
| 6. | 1/\( M^*_c \) | 0.05728 | [0.832,1.083] | 21 | 0.096 |
| 7. | \( C^{\text{sym}} \) | -49.5135 | [-55.786,-43.241] | 21 | 4.785 |
| 8. | \( C^{\text{sym}} \) | 33.5289 | [-2.246,69.304] | 36 | 27.292 |
| 9. | \( V^{\text{sym}} \) | -176.796 | [-194.686,-158.906] | 18 | 13.648 |
| 10. | \( V^p \) | -203.255 | [-217.477,-189.033] | 14 | 10.850 |
| 11. | \( C^{\text{sym}} \) | -78.4564 | [-85.137,-71.775] | 19 | 5.097 |
| 12. | \( C^{\text{sym}} \) | 63.9931 | [23.460,104.526] | 54 | 30.921 |

| TABLE VIII: The same as Table VII except for the unedf\text{pre}. |
|---|---|---|---|
| \( k \) | \( \hat{x} \) | 95% CI % of Int. | \( \sigma \) |
| 1. | \( \rho_c \) | 0.160536 | [0.160,0.161] | 10 | 0.001 |
| 2. | \( E^{\text{NM}}/A \) | -16.0559 | [-16.146,-15.965] | 45 | 0.055 |
| 3. | \( K^{\text{NM}} \) | 230 | – | – |
| 4. | \( \sigma_{\text{sym}}^{\text{NM}} \) | 30.5429 | [25.513,35.573] | 126 | 3.058 |
| 5. | \( P^{\text{sym}} \) | 45.0804 | [-20.766,110.927] | 219 | 40.037 |
| 6. | 1/\( M^*_c \) | 0.9 | – | – |
| 7. | \( C^{\text{sym}} \) | -55.2606 | [-58.051,-52.470] | 9 | 1.697 |
| 8. | \( C^{\text{sym}} \) | -55.6226 | [-149.309,38.064] | 94 | 56.965 |
| 9. | \( V^{\text{sym}} \) | -170.374 | [-173.836,-166.913] | 3 | 2.105 |
| 10. | \( V^p \) | -199.202 | [-204.713,-193.692] | 6 | 3.351 |
| 11. | \( C^{\text{sym}} \) | -79.5308 | [-85.160,-73.901] | 16 | 3.423 |
| 12. | \( C^{\text{sym}} \) | 45.6302 | [-2.821,94.081] | 65 | 29.460 |

Table VII shows the 95% confidence intervals, and standard deviations obtained when \( \epsilon_k \) is chosen to be \( 10^{-5} \) times the size of the scaling interval of parameter \( x_k \). Standard deviations \( \sigma \) are square roots of the diagonal components of the covariance matrix \( \text{Cov}(\hat{x}) \) and are often also referred to as errors of parameters.
Confidence intervals can therefore be valuable for testing the completeness of a given data set. In our case no data on giant resonances were included, which may explain why \( r_{\text{sym}}^{\text{NM}} \) and \( L_{\text{sym}}^{\text{NM}} \) remain imprecise. Similarly, our data set does not contain sufficiently many neutron-rich nuclei and/or entire isotopic sequences to pin down the isovector coupling constants. We also remark that the analysis based on confidence intervals is straightforward to perform once the (computationally-intensive) covariance matrix is known.

2. Sensitivity Analysis

The covariance matrix depends on the scaling of the parameters; hence, we will work with the standard correlation coefficient,

\[
R_{k,l} = \frac{\text{Cov}(x_k, x_l)}{\sqrt{\text{Var}(x_k) \text{Var}(x_l)}},
\]

which captures the (positive or negative) correlation between parameters \( x_k \) and \( x_l \). Tables IX-X provide the approximate \( n_x \times n_x \) correlation matrix \( R \) calculated when \( \eta_k \) is chosen to be \( 10^{-5} \) the size of the interval of interest of parameter \( x_k \), for the solutions UNEDFpre and UNEDFnb, respectively.

Overall, Tables IX-X show that most parameters are interdependent, although the number of significant correlations with \( |R_{k,l}| \geq 0.8 \) is small. For UNEDFnb, where all parameters are free, we note that two pairs of NM parameters are well correlated: \( K^{\text{NM}} \) is 87\% correlated with \( r_\rho \) \([52, 102]\), while \( a_{\text{sym}}^{\text{NM}} \) is 97\% correlated with \( L_{\text{sym}}^{\text{NM}} \) \([53, 54, 103]\). The value of the (inverse of the) effective mass appears well correlated with both pairing strengths. We also notice strong correlation between the pairing strengths and the isoscalar spin-orbit coupling constants. Both observations reflect the interplay between single-particle level density and pairing discussed in Sec. IV A 6. We also notice that the proton pairing strength is significantly correlated with the neutron pairing strength.

In the case of the UNEDFpre parameterization, \( K^{\text{NM}} \) and \( 1/M_1^* \) are removed from the sensitivity analysis. Nevertheless, we note that the various correlations between parameters overall remain, even if they are attenuated compared to the no-bound case.

Next, we illustrate how sensitive the parameters \( x_k \) are to the different data types entering \( \chi^2 \): masses, proton radii, and OES. Here we focus only on the UNEDFpre parameterization, as it is more realistic. We define the \( n_x \times n_d \) Jacobian matrix \( J(x) \) of the residuals as \( J = (g_1, \ldots, g_{n_d}) \), that is, the matrix formed as the juxtaposition of the \( n_d \) column-vectors \( g_i \) (\( n_d \) being the number of data, \( n_x \) the number of parameters). The \( n_x \times n_d \) sensitivity matrix \( S \) is

\[
S(x) = [J(x)J^T(x)]^{-1}J(x).
\]

For each line in the sensitivity matrix (each parameter), we can compute the partial sums over each of the three types of data. This computation gives us a measure of the change of the parameter under a global change of all the data of a given type. Figure 10 shows the relative change of parameter \( x_k \) when such an average datum of an observable is changed. For example, for \( i = 1 \) (masses), it shows the change in \( x_k \) under a variation of all experimental masses.

All of the bars in Fig. 10 have been renormalized to unity, and only relative strengths between mass, radii, and OES data are shown. A large percentage contribution from data type \( i \) means that \( x_k \) is very sensitive to changes in \( i \), and other data types have little impact on it at the convergence point. As expected, pairing strengths (parameters 9 and 10) are primarily affected by OES data. It is worth noting the very similar sensitivity of the spin-orbit coupling constants (parameters 11 and 12) on all 3 types of data. Also, nuclear matter parameters appear to be significantly more dependent on the proton radius than other coupling constants. This is not surprising, considering the relation between the saturation density and the Wigner-Seitz radius.

The integrated information contained in Fig. 10 cannot assess the impact of a particular data piece on model parameters; hence, a more detailed analysis is needed. To this end, for each experimental observable \( d_{i,j} \) (masses, radii, OES), we compute the global change in \( \bar{x} \) as individual data \( d_{i,j} \) change (one-by-one) by 0.1\( 
\right)\), namely, 200 keV for masses, 0.002 fm for proton radii, and 50 keV for OES. In this way we can, for instance, evaluate the possible importance of some new experimental observable on a given model \[35\]. Figure 11 shows the

![FIG. 10: (color online) Sensitivity of the parameters of UNEDFpre to different data types entering \( \chi^2 \). The EDF parameters are labeled as in Table VII.](image)
TABLE IX: Correlation matrix (49) for the unedfnb parameter set (no bounds).

| quantity | ρc | E^NM/A | K^NM | a^NM_sym | L^NM_sym | 1/M_0^* | C_0^ρ∆ρ | C_1^ρ∆ρ | V_0^ρ | V_1^ρ | C_0^ρ∇J | C_1^ρ∇J |
|----------|----|--------|------|----------|----------|---------|----------|----------|-------|-------|----------|----------|
| ρc       | 1.00
| E^NM/A   | -0.04 1.00 |
| K^NM     | -0.87 0.16 1.00 |
| a^NM_sym | -0.05 -0.72 -0.29 1.00 |
| L^NM_sym | -0.09 -0.62 -0.23 0.97 1.00 |
| 1/M_0^*  | -0.05 0.05 0.09 -0.10 -0.10 1.00 |
| C_0^ρ∆ρ  | -0.23 0.24 0.34 -0.25 -0.20 -0.86 1.00 |
| C_1^ρ∆ρ  | -0.22 0.29 0.34 -0.65 -0.76 -0.08 1.00 |
| V_0^ρ    | 0.02 -0.02 -0.06 0.06 0.06 -0.99 0.87 0.12 1.00 |
| V_1^ρ    | 0.01 -0.14 -0.10 0.26 0.27 -0.95 0.78 -0.07 0.93 1.00 |
| C_0^ρ∇J  | 0.07 -0.03 0.04 -0.14 -0.17 -0.72 0.78 0.32 0.73 0.65 1.00 |
| C_1^ρ∇J  | -0.07 -0.35 -0.12 0.58 0.66 0.06 -0.26 -0.64 -0.08 0.05 -0.38 1.00 |

TABLE X: Correlation matrix (49) for the unedfpre parameter set.

| quantity | ρc | E^NM/A | K^NM | a^NM_sym | L^NM_sym | 1/M_0^* | C_0^ρ∆ρ | C_1^ρ∆ρ | V_0^ρ | V_1^ρ | C_0^ρ∇J | C_1^ρ∇J |
|----------|----|--------|------|----------|----------|---------|----------|----------|-------|-------|----------|----------|
| ρc       | 1.00
| E^NM/A   | -0.28 1.00 |
| K^NM     | – – – – – – |
| a^NM_sym | -0.10 -0.88 – 1.00 |
| L^NM_sym | -0.17 -0.80 – 0.97 1.00 |
| 1/M_0^*  | – – – – – – |
| C_0^ρ∆ρ  | 0.09 0.80 – -0.81 -0.74 – 1.00 |
| C_1^ρ∆ρ  | 0.20 0.35 – -0.47 -0.66 – 0.23 1.00 |
| V_0^ρ    | 0.02 0.21 – -0.23 -0.25 – 0.23 0.23 1.00 |
| V_1^ρ    | -0.13 -0.42 – 0.52 0.56 – -0.29 -0.45 -0.14 1.00 |
| C_0^ρ∇J  | 0.37 -0.14 – 0.02 -0.00 – 0.44 -0.02 0.09 0.16 1.00 |
| C_1^ρ∇J  | -0.06 -0.18 – 0.27 0.33 – -0.38 -0.20 -0.01 0.00 -0.37 1.00 |

The quantity

\[ \| \delta x / \sigma \| = \sqrt{\sum_{k=1}^{n_d} (\delta x_k / \sigma_k)^2}, \]

with \( \delta x_k \) being the change in the value of the parameter \( x_k \) under a change of the data \( d_{i,j} \), for all \( n_d=108 \) data points. This is nothing but the norm of the total change in units of the standard deviation \( \sigma_k \), defined as before by \( \sigma_k = \sqrt{\text{Cov}(x_k, x_k)} \). Large changes in \( \hat{x} \) mean that the parameter values are highly sensitive to the particular value of \( d_{i,j} \).

In principle, the sensitivity analysis can be performed at any point \( \mathbf{x} \) of the \( n_x \)-dimensional parameter space: for a given scalar function \( f(\mathbf{x}) \) of the type (36), the sensitivity at point \( \mathbf{x} \) is only based on the local gradient. In particular, it is totally independent of the procedure that leads to the specific selection of \( \mathbf{x} \). It only depends on the degrees of freedom, i.e., free parameters, retained in \( f(\mathbf{x}) \).

The question of degrees of freedom is highly relevant in the context of the unedfpre parameter set, where

![FIG. 11: (color online) Overall change in \( \mathbf{x} \) (51) for the unedfnb and unedfpre parameter sets when data \( d_{i,j} \) change by 0.1\( \nu_i \) one-by-one. The labeling of data points is consistent with Tables I-IV.](image_url)
two parameters are actively constrained at the solution. These constraints have been directly implemented by restricting the domain where the $\chi^2$ function is evaluated, and not by modifying the function by adding a penalty.

The net result of imposing the bound constraints is that only 10 parameters out of twelve are allowed to change near the end of the optimization process. One has, therefore, two options as far as the sensitivity analysis is concerned: (i) Remove these two parameters from the set of active parameters and calculate the Jacobian $J(x)$ and the sensitivity matrix $S(x)$ with only $n_x-2=10$ parameters; (ii) Keep all $n_x=12$ parameters in the calculation of the Jacobian and doing a tangent plan approximation to obtain the relevant covariance and sensitivity matrices. In this way, the uncertainties of the other 10 parameters are affected by the local fluctuations of the surface induced by these two actively constrained parameters.

The alternative (i) boils down to computing the gradient at point $\hat{x}$ in a 10-parameter subspace of the original 12-parameter space. In this subspace, $\hat{x}$ is the stable point of the $\chi^2$ function. The curve labeled $\text{unedf}^{\text{pre}}_{10}$ in Fig. 11 corresponds to this approach. This sensitivity response is compared with that performed at the free minimum $\hat{x}^{(\text{nb})}$ of $\chi^2$ in the full 12-parameter space of $\text{unedf}^{\text{fb}}$. Since both sets correspond to (unconstrained) minima in their respective spaces, the overall changes in $\hat{x}$ are of the same order of magnitude and they are very small, $\|\delta x/\sigma\| \approx 0.01$. This indicates that the set of fit observables has been chosen very consistently. Indeed the mass of deformed $^{254}\text{Fm}$ is the single observable that yields the noticeable parameter variations around the $\text{unedf}^{\text{fb}}$ minimum while in the case of $\text{unedf}^{\text{pre}}_{10}$ no sensitivity to a single piece of data can be noticed.

By contrast, within the alternative (ii), $\hat{x}$ is not an unconstrained minimizer in the full 12-parameter space. In such an approach, we find the overall sensitivity to be about 2 orders of magnitude larger than what is depicted in Fig. 11. This reflects the fact that $x_3$ and $x_6$ are far away from the unconstrained minimum in that space, at the same time being strongly correlated with other parameters. In this case, the sensitivities depend strongly on the actual value of $\hat{x}$ and the way the domain is constrained. For this reason, the option (ii) is of no practical interest in the comparison with the no-bounds results.

V. CONCLUSIONS

One of the major challenges for the low-energy nuclear theory is to construct the global nuclear energy density functional of spectroscopic quality, rooted in microscopic theory. An important element of this program is to optimize the parameters of the functional on a set of experimental observables and selected theoretical pseudo-data. This work shows how such an optimization can be done by using modern optimization algorithms and nonlinear regression analysis.

The purpose of this study was to optimize the standard Skyrme functional based on a set of experimental data (masses, charge radii, and odd-even mass differences) pertaining to 72 spherical and deformed nuclei amenable to a mean-field description. The new model-based optimization algorithm POUNDERS was compared with other standard derivative-free optimization methods such as Nelder-Mead and was found to be significantly better in terms of speed, accuracy, and precision.

The optimization was carried out at the fully self-consistent, deformed Hartree-Fock-Bogoliubov level. Here, we took advantage of the efficient DFT solver HF-BTHO optimized in the first phase of the project. We have implemented various improvements that enable us to quickly compute global self-consistent mass tables. This capability is essential for optimization.

As a result of the twelve-parameter optimization of Skyrme EDF, we arrived at two solutions. The first one corresponds to a minimum (stable point) in the considered parameter space. The corresponding functional $\text{unedf}^{\text{fb}}$ describes well the assumed set of fit observables, but its incompressibility parameter is too large, as this property has not been well constrained by our data set. The second optimization was carried out assuming hard bounds on the nuclear matter parameters. For the bound-constrained solution, the nuclear incompressibility and scalar effective mass appear at their respective bounds. The resulting parameter set $\text{unedf}^{\text{fp}}$ gives good agreement with experimental masses, radii, and deformations and seems to be free of finite-size instabilities. In particular, for two-neutron separation energies and masses of even-even heavy nuclei with $A > 80$, $\text{unedf}^{\text{fp}}$ yields the rms deviation of 0.45 MeV and 1.2 MeV, respectively, which is a satisfying result. We emphasize that the original Skyrme EDFs seem to be inherently limited in this respect, as demonstrated in [10], unless specific corrections are introduced. Our result is therefore in line with the best expectations one could have for such EDFs. Nevertheless, the lack of specific constraints on the shell structure in our data set implies that single-particle levels of light nuclei are not well reproduced. For that reason, $\text{unedf}^{\text{fp}}$ may not yet be recommended for truly global applications across the chart of the nuclides. However, this functional is expected to work well for heavy nuclei and should be considered as a reference against which more advanced EDFs will be benchmarked.

We have also applied full-fledged regression diagnostics on $\text{unedf}^{\text{fb}}$ and $\text{unedf}^{\text{fp}}$, focusing on statistical correlations between ED parameters and the sensitivity of parameters to variations in fit observables. To this end, we computed and analyzed the correlation and sensitivity matrices at the optimal parameter set. This kind of nonlinear regression analysis is expected to be helpful when designing next generation EDFs. Moreover, the statistical tools presented in this study can be used to pinpoint specific nuclear observables that are expected to strongly affect the developments of the nuclear universal density.
functional.
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