ASYMPTOTIC EXPANSION IN GEVREY SPACES FOR SOLUTIONS OF NAVIER-STOKES EQUATIONS
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Abstract. In this paper, we study the asymptotic behavior of solutions to the three-dimensional incompressible Navier-Stokes equations (NSE) with periodic boundary conditions and potential body forces. In particular, we prove that the Foias-Saut asymptotic expansion for the regular solutions of the NSE in fact holds in all Gevrey classes. This strengthens the previous result obtained in Sobolev spaces by Foias-Saut. By using the Gevrey-norm technique of Foias-Temam, the proof of our improved result simplifies the original argument of Foias-Saut, thereby, increasing its adaptability to other dissipative systems. Moreover, the expansion is extended to all Leray-Hopf weak solutions.

1. Introduction and Main result

The Navier-Stokes equations (NSE) play an essential role in understanding fluid mechanics. Their long-time dynamics still pose great challenges in both mathematics and physics. This paper is focused on the asymptotic analysis of solutions to the NSE with periodic boundary conditions in the particular case where the body force is potential. In this situation, it is elementary to show that the solution decays exponentially when time is large. However, to quantify the decay rate precisely is a more difficult problem. Dyer and Edmunds [6] were the first to obtain an exponential lower bound for non-trivial solutions. Later, Foias and Saut proved that in bounded or periodic domains the regular, non-trivial solutions of the NSE decay exponentially at an exact rate which is an eigenvalue of the Stokes operator (see [13]). Remarkably, they go on to show that the solution in fact admits an asymptotic expansion [14] which details its long-time behavior. This inspired a number of subsequent studies on this expansion, as well as the associated normal form of the NSE, its normalization map, and invariant nonlinear manifolds (cf. [9–11, 15] and references therein). Applications of the expansion to statistical solutions of the NSE, decaying turbulence, and analysis of helicity are obtained in [17, 18]. The result is also extended to Minea’s system [21], and to NSE in the whole space $\mathbb{R}^3$ [18]. All of the aforementioned results are established in Sobolev spaces leaving the question open whether these results hold in spaces of stronger regularity. Indeed, it is well-known that solutions of the NSE regularize instantaneously to the real-analytic class (cf. [16]). Thus, the analytic Gevrey class presents itself as a natural class to pose the problem of whether or not this asymptotic expansion holds in these spaces as well. On the other hand, the original proof in [14], makes use of rather sophisticated estimates which do not appear to be easily reproducible for other dissipative systems.

In this paper, we prove that the Foias-Saut expansion indeed holds true in all Gevrey spaces (see Theorem 1.1). The Gevrey spaces are much stronger than the Sobolev spaces since they impose exponential decay on the high wave-numbers of the solution. Moreover, Gevrey norms provide extra information on the solution, particularly, on its radius of analyticity.
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in the spatial variable which is of particular importance in the context of turbulence, see e.g. [2,5,12,17]. We remark that the technique of using Gevrey norms goes back to [16] and is essentially an energy method analogous to that developed for Sobolev norms. It has since become a standard method for establishing higher-order regularity for a large class of equations (cf. [1–3,20,22–24]). We therefore not only strengthen the asymptotic expansion of Foias-Saut, but, at least for periodic domains, provide a streamlined and transparent proof of its existence, rendering it adaptable to other dissipative systems.

In order to state our main result precisely, let us prepare some notations and background.

We consider a viscous, incompressible fluid in $\mathbb{R}^3$ with (kinematic) viscosity $\nu > 0$, velocity vector field $u(x,t)$, scalar pressure $p(x,t)$, and potential body force $(-\nabla \phi(x,t))$, where $\phi(x,t)$ is a given potential. Here $x \in \mathbb{R}^3$ is the location vector and $t \in \mathbb{R}$ is time. The corresponding fluid’s dynamics are then described by the Navier-Stokes equations, which is given as follows:

$$\frac{\partial u}{\partial t} + (u \cdot \nabla)u - \nu \Delta u = -\nabla p - \nabla \phi,$$

$$\text{div } u = 0.$$  \hspace{1cm} (1.1)

For the initial value problem, it is specified that

$$u(x,0) = u^0(x),$$ \hspace{1cm} (1.2)

where $u^0(x)$ is the given initial velocity field.

We focus on $L$-periodic solutions $(u,p)$, where $u$ has zero average over the domain $\Omega = (-L/2,L/2)^3$, $L > 0$, corresponding to $u^0$, which is also assumed to be $L$-periodic with zero average. Indeed, we may see from (1.1) that the zero-average condition is preserved by the evolution. Here, a function $f(x)$ is $L$-periodic if

$$f(x + Le_j) = f(x) \quad \text{for all } x \in \mathbb{R}^3, \quad j = 1,2,3,$$

where $\{e_1,e_2,e_3\}$ is the standard basis of $\mathbb{R}^3$, and has zero average over $\Omega$ if

$$\int_{\Omega} f(x)dx = 0.$$ \hspace{1cm} (1.3)

For our purposes, we assume that the potential $\phi(x,t)$ is also $L$-periodic for all $t \geq 0$.

We recall that (1.1) satisfies the following scaling law:

$$(u_\lambda, p_\lambda)(x,t) = (\lambda u(\lambda x, \lambda^2 t), \lambda^2 p(\lambda x, t))$$

is a solution of (1.1), for all $\lambda > 0$, if $(u,p)$ is a solution of (1.1). Thus, by rescaling the spatial and time variables, we may assume throughout, without loss of generality, that $L = 2\pi$ and $\nu = 1$.

Let $\langle \cdot, \cdot \rangle$ and $| \cdot |$ denote the inner product and norm in $L^2(\Omega)^3$, that is,

$$\langle u,v \rangle = \int_{\Omega} u(x) \cdot v(x)dx \quad \text{and} \quad |u| = \langle u,u \rangle^{1/2} \quad \text{for functions } u = u(\cdot), \ v = v(\cdot).$$

We note that the notation $| \cdot |$ is also used to denote the Euclidean length of vectors in $\mathbb{R}^3$, but any apparent ambiguity will be clarified by the context.

Recall that $H^m(\Omega)$ with $m = 0,1,2,\ldots$ are the Sobolev spaces of functions on $\Omega$ that have distributional derivatives up to order $m$ belonging to $L^2(\Omega)$. 
Let \( \mathcal{V} \) be the set of all \( L \)-periodic trigonometric polynomial vector fields which are divergence-free and has zero average over \( \Omega \). Define

\[
H, \text{ resp. } V = \text{ closure of } \mathcal{V} \text{ in } L^2(\Omega)^3, \text{ resp. } H^1(\Omega)^3.
\]

We will let \( \mathcal{P} \) denote the orthogonal projection in \( L^2(\Omega)^3 \) onto \( H \).

The Stokes operator \( A \) with domain \( \mathcal{D}(A) = V \cap H^2(\Omega)^3 \) is defined by

\[
A u = -\mathcal{P} \Delta u \quad \text{for all } u \in \mathcal{D}(A).
\]

Note that since we are working with periodic boundary conditions, we simply have \( A = -\Delta \) on \( \mathcal{D}(A) \).

Thanks to the zero-average condition (1.3), the norm \( \| u \| \defeq |\nabla u| \) for \( u \in V \) is equivalent to the standard \( H^1 \)-norm, and the norm \( |A u| \) for \( u \in \mathcal{D}(A) \) is equivalent to the standard \( H^2 \)-norm.

It is known that in the setting above, the spectrum of the Stokes operator, \( A \), is

\[
\sigma(A) = \{ \lambda_j : j \in \mathbb{N} \},
\]

where \( \lambda_j \) is strictly increasing in \( j \), and each is an eigenvalue of \( A \) with \( \lambda_j = |k|^2 \) for some \( k \in \mathbb{Z}^3 \setminus \{0\} \). Observe that the additive semigroup generated by \( \sigma(A) \) is simply the set \( \mathbb{N} \) of natural numbers.

If \( n \in \sigma(A) \), we define \( R_n \) to be the orthogonal projection in \( H \) onto the eigenspace of \( A \) corresponding to \( n \). In case \( n \notin \sigma(A) \), set \( R_n = 0 \). For \( n \in \mathbb{N} \), define \( P_n = R_1 + R_2 + \cdots + R_n \).

For \( \alpha, \sigma \in \mathbb{R} \) and \( u = \sum_{k \neq 0} \hat{u}(k)e^{ik \cdot x} \), define

\[
A^\alpha u = \sum_{k \neq 0} |k|^{2\alpha} \hat{u}(k)e^{ik \cdot x},
\]

\[
A^\alpha e^{\sigma A^{1/2}} u = \sum_{k \neq 0} |k|^{2\alpha} e^{\sigma |k|} \hat{u}(k)e^{ik \cdot x},
\]

where \( \hat{u}(k) \) denotes the Fourier coefficient of \( u \) at wavenumber \( k \). We then define the Gevrey classes by

\[
G_{\alpha, \sigma} = \mathcal{D}(A^\alpha e^{\sigma A^{1/2}}) \defeq \{ u \in H : |u|_{\alpha, \sigma} \defeq |A^\alpha e^{\sigma A^{1/2}} u| < \infty \}.
\]

Then the domain of \( A^\alpha \) is \( \mathcal{D}(A^\alpha) = G_{\alpha, 0} \). Note that \( \mathcal{D}(A^0) = H, \mathcal{D}(A^{1/2}) = V \), and \( \| u \| = |A^{1/2} u| \) for \( u \in V \).

We define the bilinear mapping associated with the nonlinear term in the Navier-Stokes equations by

\[
B(u, v) = \mathcal{P}(u \cdot \nabla v) \quad \text{for all } u, v \in \mathcal{D}(A).
\]

For convenience, we will denote \( u(t) = u(\cdot, t) \) from now on. Thus, by applying the Leray projection, \( \mathcal{P} \), to (1.1) and (1.2), the initial value problem for NSE may be re-written in the functional form as

\[
\frac{du(t)}{dt} + Au(t) + B(u(t), u(t)) = 0 \quad \forall t > 0,
\]

with the initial data

\[
u(0) = u^0 \in H.
\]

(See e.g. [4] or [25] for more details.)

We recall the following local existence theorem [4, 19, 25]: For any \( u^0 \in V \) there exists \( T \in (0, \infty] \) and a (unique) solution \( u(t) \) of (1.4) on \( (0, T) \) such that \( u(t) \) is continuous from
[0, T) to V and satisfies \( (1.5) \). We call such \( u(t) \) a regular solution on \([0, T)\). Moreover, if \( T_{\text{max}} \) is the maximal time of existence for regular solution \( u(t) \) and \( T_{\text{max}} < \infty \), then
\[
\lim_{t \to T_{\text{max}}} \| u(t) \| = \infty.
\]

We denote by \( \mathcal{R} \) the set of all \( u^0 \in V \) such that the regular solution \( u(t) \) of (1.4) and (1.5) exists on \([0, \infty)\).

For any \( u^0 \in \mathcal{R} \), it is proved in [14] that the regular solution \( u(t) \) of (1.4) and (1.5) has an asymptotic expansion
\[
\begin{align*}
\lim_{t \to T_{\text{max}}} \| u(t) \| = \infty.
\end{align*}
\]

where \( q_j(t) \)'s are unique polynomials in \( t \) with values in \( V \). This means that for any \( N \in \mathbb{N} \) the remainder \( v_N(t) = u(t) - \sum_{j=1}^{N} q_j(t) e^{-jt} \) satisfies
\[
\| v_N(t) \|_{H^m(\Omega)} = O(e^{-(N+\varepsilon)t}) \quad \text{as} \ t \to \infty \quad \text{for some} \ \varepsilon > 0 \quad \text{and all} \ m = 0, 1, 2, 3, \ldots, \quad (1.7)
\]

The notation, \( O(f(t)) \), above is defined as
\[
\Phi(t) = O(f(t)) \quad \text{as} \ t \to \infty \quad \text{if and only if} \ \exists T, C > 0, \ \Phi(t) \leq Cf(t), \ \forall t > T,
\]
where \( \Phi \) and \( f \) are non-negative scalar quantities. We will also make use of the following notation: for \( v(t) \) which belongs to \( G_{\alpha, \sigma} \) eventually,
\[
v(t) = O_{\alpha, \sigma}(f(t)) \quad \text{as} \ t \to \infty \quad \text{if and only if} \ \exists T, C > 0, \ |v(t)|_{\alpha, \sigma} \leq Cf(t), \ \forall t > T.
\]

We note that the times, \( T \), and absolute constants, \( C \), may depend on the parameters appearing in \( f \). The dependence on such parameters in the estimates performed below will be indicated as needed.

Our main result is the following improvement.

**Theorem 1.1** (Main theorem). The expansion (1.6) holds on any Gevrey space \( G_{\alpha, \sigma} \) with \( \alpha, \sigma > 0 \). More precisely, for any Leray-Hopf weak solution \( u(t) \) of (1.4), there are polynomials \( q_n(t) \)'s in \( t \) valued in \( V \) for all \( n \in \mathbb{N} \) such that if \( \alpha, \sigma > 0 \) and \( N \geq 1 \) then
\[
\left| u(t) - \sum_{n=1}^{N} q_n(t) e^{-nt} \right|_{\alpha, \sigma} = O(e^{-(N+\varepsilon)t}) \quad \text{as} \ t \to \infty, \quad \text{for any} \ \varepsilon \in (0, 1). \quad (1.8)
\]

Regarding the Leray-Hopf weak solutions, see e.g. [12]. Some remarks are in order for Theorem (1.1)

(a) It suffices to state (1.8) with all \( \sigma > 0 \) and a fixed \( \alpha \), say, \( \alpha = 0 \). However, we keep the stated form (1.8) for the generality of the Gevrey norms.

(b) In case \( u(0) = u^0 \in \mathcal{R} \), the polynomials \( q_n \)'s are uniquely determined by \( u^0 \). In general, they depend on the solution \( u(t) \). Indeed, for a fixed weak solution, \( u(t) \), the corresponding polynomials, \( q_n \)'s, are then uniquely determined due to the asymptotic properties of the expansion.

(c) The extension of the Foias-Saut result from regular solutions to Leray-Hopf weak solutions can be useful in the study of turbulence. (See a similar extension for the normalization map of Leray-Hopf weak solutions in [8].)

Theorem (1.1) will be proved in Section 3. Although the proof follows the original scheme in [14], by working directly in Gevrey classes, the need for complicated, recursive estimates
in Sobolev spaces for the solution’s time derivatives and its higher orders is eliminated completely, thereby simplifying the proof considerably in addition to improving significantly the regularity of the expansion. In particular, since one no longer needs to appeal to particular higher regularity results for the Stokes operator, this approach indicates an avenue for establishing such an expansion to other dissipative systems. Let us also point out that the setting of periodic boundary conditions that we consider here is an example of the more difficult case dealt with in [14] when there are resonances in the eigenvalues of the Stokes operator. Our choice of this setting is for the availability of explicit eigenfunctions which are difficult case dealt with in [14] when there are resonances in the eigenvalues of the Stokes operator. Our choice of this setting is for the availability of explicit eigenfunctions which are convenient to work with when estimating the Gevrey norms of the bilinear operator $B(u, v)$, see Lemma 2.1.

The main observation in proving Theorem 1.1 is that for each $\sigma > 0$ and $N \geq 1$, the remainder estimate (1.8) is conjectured and then proved, by induction in $N$, to hold true for all $\alpha > 0$. This is crucial due to the estimate of the nonlinear mapping $B(u, v)$ which always requires the regularity of one more derivative for $u$ or $v$, see Lemma 2.1. However, since the Gevrey norm in $|u|_{\alpha, \sigma}$ for any $\sigma > 0$ is stronger than all Sobolev norms $|A^\alpha u|$, this obstacle becomes a non-issue. What remains then in dealing with the weak solutions is that the time of eventual regularity in the class $G_{\alpha, \sigma}$ must be uniform in $\alpha$, albeit its dependence on $\sigma$. By appealing to the Leray energy inequality to enter a small-data regime, we establish this together with asymptotic bounds in these Gevrey norms (Lemma 2.2 and Theorem 2.3). Note that these bounds are obtained with an exact exponential decay rate, hence, allowing us to deduce the exponential decay rates for the remainders in a straightforward manner.

2. Basic estimates

In this section, we derive estimates for the Gevrey norms of the solutions, particularly, when time is large. First, we state some basic inequalities. For all $\alpha, \sigma \geq 0$,

$$|u| \leq |A^\alpha u| \quad \text{(Poincaré’s inequality)},$$

(2.1)

$$|u| \leq e^{-\sigma}|e^{\sigma A^{1/2}}u|.$$                                        

(2.2)

When $\sigma, \alpha > 0$, one has

$$\max_{x \geq 0} (x^{2\alpha}e^{-x}) = \left(\frac{2\alpha}{e}\right)^{2\alpha},$$

hence

$$|A^\alpha e^{-A^{1/2}}u| \leq \left(\frac{2\alpha}{e}\right)^{2\alpha}|u|.$$                                              

(2.3)

Regarding the bilinear mapping $B(u, v)$, we will use the following inequalities which are proved in Appendix A.

**Lemma 2.1.** For $\sigma, \alpha \geq 0$ one has

$$|B(u, v)|_{\alpha, \sigma} \leq 4\alpha c_* \left(|u|^{1/2}_{1/2, \sigma} |v|^{1/2}_{1/2, \sigma} + |u|_{\alpha + 1/2, \sigma} |v|_{\sigma} + |u|_{\alpha + 1/4, \sigma} |v|_{1, \sigma}\right),$$

(2.4)

$$|B(u, v)|_{\alpha, \sigma} \leq 4\alpha c_* \left(|u|^{1/2}_{1/2, \sigma} |v|^{1/2}_{1/2, \sigma} + |u|_{\alpha + 1/2, \sigma} |v|_{1/2, \sigma} + |u|_{\alpha + 1/2, \sigma} |v|_{3/4, \sigma}\right),$$

(2.5)

where $c_* > 0$ is independent of $\alpha, \sigma$. In particular, if $\alpha \geq 1/2$ then

$$|B(u, v)|_{\alpha, \sigma} \leq K^\alpha |u|_{\alpha + 1/2, \sigma} |v|_{\alpha + 1/2, \sigma} \quad \forall u, v \in G_{\alpha + 1/2, \sigma},$$

(2.6)

where $K = 4(\max\{2c_*, 1\})^2$. 

Here afterward, we denote $C_\alpha = K^\alpha$ with $K \geq 1$ is the constant in (2.6).

We start by establishing uniform-in-time estimates when initial data is small.

**Lemma 2.2.** Let $\alpha \geq 1/2$ and $\delta \in (0, 1)$. If $u^0 \in D(A^\alpha)$ satisfies

$$|A^\alpha u^0| < \frac{\delta}{2C_\alpha},$$

then the regular solution $u(t)$ of (1.4) and (1.5) exists on $[0, \infty)$ and satisfies $u(t) \in D(A^\beta)$ for all $\beta > 0$ and $t > 0$. Moreover, for any $\sigma > 0$

$$|u(t)|_{\alpha, \sigma} \leq e^{-(1-\delta)t}|A^\alpha u^0| \quad \forall \ t \geq 4\sigma/\delta. \quad (2.7)$$

**Proof.** The following calculations are formal but can be made rigorous by using solutions of the Galerkin approximations of (1.4), and the standard passage to the limit, see e.g. [25].

Let $\varepsilon > 0$, and $\varphi \in C^\infty(\mathbb{R})$ such that $\varphi(t) = 0$ for $t \leq 0$, $\varphi(t) > 0$ for $t > 0$, $\varphi(t) = \sigma$ for $t \geq 2\sigma/\varepsilon$, and $0 < \varphi'(t) \leq \varepsilon$ for $t \in (0, 2\sigma/\varepsilon)$. Then

$$ \frac{d}{dt}(A^\alpha e^{\varphi A^1/2}u) + A^\alpha e^{\varphi A^1/2}u = -A^\alpha e^{\varphi A^1/2}B(u, u) + \varphi'(t)A^{\alpha+1/2}e^{\varphi A^1/2}u. $$

Taking the inner product of the equation with $A^\alpha e^{\varphi A^1/2}u$, we have

$$ \frac{1}{2} \frac{d}{dt}|A^\alpha e^{\varphi A^1/2}u|^2 + |A^{\alpha+1/2}e^{\varphi A^1/2}u|^2 $$

$$ = -\langle A^\alpha e^{\varphi A^1/2}B(u, u), A^\alpha e^{\varphi A^1/2}u \rangle + \varphi'(t)\langle A^{\alpha+1/2}e^{\varphi A^1/2}u, A^\alpha e^{\varphi A^1/2}u \rangle. $$

Applying Cauchy-Schwarz inequality and (2.6) to the terms on then right-hand side yields

$$ \frac{1}{2} \frac{d}{dt}|u|_{\alpha, \varphi}^2 + |A^{1/2}u|_{\alpha, \varphi}^2 \leq C_\alpha|A^{1/2}u|_{\alpha, \varphi}^2|u|_{\alpha, \varphi} + \varphi'(t)|A^{1/2}u|_{\alpha, \varphi}|u|_{\alpha, \varphi}. \quad (2.9) $$

Note that $C_\alpha \geq 4$. Then

$$ \frac{1}{2} \frac{d}{dt}|u|_{\alpha, \varphi}^2 + |A^{1/2}u|_{\alpha, \varphi}^2 \leq (C_\alpha|u|_{\alpha, \varphi} + \varepsilon)|A^{1/2}u|_{\alpha, \varphi}^2. \quad (2.10) $$

Letting $\varepsilon = \delta/2$, we obtain

$$ \frac{1}{2} \frac{d}{dt}|u|_{\alpha, \varphi}^2 + (1 - \frac{\delta}{2}) - C_\alpha|u|_{\alpha, \varphi}|A^{1/2}u|_{\alpha, \varphi}^2 \leq 0. \quad (2.11) $$

We claim that

$$ C_\alpha|u(t)|_{\alpha, \varphi(t)} \leq \delta/2 \quad \forall t \geq 0. \quad (2.12) $$

Suppose (2.12) is not true, then by (2.7), there is $T \in (0, \infty)$ such that

$$ C_\alpha|u(t)|_{\alpha, \varphi(t)} < \delta/2 \quad \forall t \in [0, T), \quad (2.13) $$

$$ C_\alpha|u(T)|_{\alpha, \varphi(T)} = \delta/2. \quad (2.14) $$

By (2.11) and (2.13), we have for $t \in (0, T)$ that

$$ \frac{1}{2} \frac{d}{dt}|u|_{\alpha, \varphi}^2 + (1 - \delta)|A^{1/2}u|_{\alpha, \varphi}^2 \leq 0 \quad \forall t \in (0, T). $$

Hence

$$ |u(t)|_{\alpha, \varphi(t)} \leq |u^0|_{\alpha, \varphi(0)} = |A^\alpha u^0| \quad \forall t \in (0, T). $$

Passing $t \nearrow T$ gives

$$ |u(T)|_{\alpha, \varphi(T)} \leq |A^\alpha u^0| < \frac{\delta}{2C_\alpha}. $$
which contradicts (2.14). Therefore, (2.12) holds true. Consequently, \( u(t) \) is a regular solution on \([0, \infty)\).

For \( t > 0 \), we have \( \varphi(t) > 0 \), then for any \( \beta > 0 \), applying inequality (2.3) with \( \alpha = \beta \) and \( \sigma = \varphi(t) \), we have \( u(t) \in \mathcal{D}(A^\beta) \).

As a consequence of (2.12), differential inequality (2.15) now holds for all \( t > 0 \). By Poincaré’s inequality,

\[
\frac{1}{2} \frac{d}{dt} |u|^2_{\alpha,\varphi} + (1 - \delta) |u|^2_{\alpha,\varphi} \leq 0 \quad \forall t > 0.
\]

Then by Gronwall’s inequality,

\[
|u(t)|^2_{\alpha,\varphi(t)} \leq e^{-2(1-\delta)t} |u(0)|^2_{\alpha,\varphi(0)} = e^{-2(1-\delta)t} |A^\alpha u(0)|^2 \quad \forall t > 0.
\] (2.16)

When \( t \geq 4\sigma/\delta \), \( \varphi(t) = \sigma \), then we obtain (2.8) from (2.16). \( \square \)

Next, we improve the exponential decay rate in (2.8) from \( e^{-(1-\delta)t} \) to \( e^{-t} \).

**Theorem 2.3.** Assume \( \alpha \geq 1/2 \) and \( u^0 \in \mathcal{D}(A^{\alpha+1/2}) \) satisfy

\[
|A^{\alpha+1/2} u^0| < \frac{1}{12C_{\alpha+1/2}}.
\] (2.17)

Let \( u(t) \) be the regular solution of (1.4) and (1.5) on \([0, \infty)\). Then one has for any \( \sigma > 0 \) and all \( t \geq 24\sigma \) that

\[
|u(t)|_{\alpha,\sigma} \leq \sqrt{2}e^{4\sigma} |A^{\alpha+1/2} u^0| e^{-t}
\] (2.18)

and, consequently,

\[
|u(t)|_{\alpha,\sigma} \leq \frac{e^{4\sigma}}{6\sqrt{2}C_{\alpha+1/2}} e^{-t}.
\] (2.19)

**Proof.** Take \( \delta = 1/6 \), then by (2.17), \( C_{\alpha+1/2}|A^{\alpha+1/2} u^0| < \delta/2 \), thus condition (2.7) is met for \( \alpha \to \alpha + 1/2 \). We apply in Lemma 2.2 for \( \alpha \to \alpha + 1/2 \). Then the regular solution \( u(t) \) exists on \([0, \infty)\). For \( t \geq t_0 \) def \( 4\sigma/\delta = 24\sigma \), estimate (2.8) for \( \alpha \to \alpha + 1/2 \) gives

\[
|A^{1/2} u(t)|_{\alpha,\sigma} = |u(t)|_{\alpha+1/2,\sigma} \leq e^{-5t/6} \|A^\alpha u^0\|.
\] (2.20)

For \( t \geq t_0 \), we have \( \varphi'(t) = 0 \), and, by combining (2.9) with (2.20), obtain

\[
\frac{1}{2} \frac{d}{dt} |u|^2_{\alpha,\sigma} + |A^{1/2} u|^2_{\alpha,\sigma} \leq C_\alpha |A^{1/2} u|^2_{\alpha,\sigma} |u|_{\alpha,\sigma} \leq C_\alpha |A^{1/2} u|^3_{\alpha,\sigma} \leq C_\alpha e^{-5t/2} \|A^\alpha u^0\|^3.
\]

By Poincaré’s and Gronwall’s inequalities, we have for \( t \geq t_0 \) that

\[
|u(t)|^2_{\alpha,\sigma} \leq e^{-2(t-t_0)} |u(t_0)|^2_{\alpha,\sigma} + 4C_\alpha e^{-2t} \|A^\alpha u^0\|^3.
\]

Estimating the first norm on the right-hand side by (2.20) with \( t = t_0 \) yields

\[
|u(t)|^2_{\alpha,\sigma} \leq e^{-2(t-t_0)} e^{-5t_0/3} \|A^\alpha u^0\|^2 + 4C_\alpha e^{-2t} \|A^\alpha u^0\|^3
\leq e^{-2t} (e^{8\sigma} + 4C_\alpha \|A^\alpha u^0\|) \|A^\alpha u^0\|^2.
\]

Using (2.17) to estimate \( \|A^\alpha u^0\| \) between the parentheses, we obtain

\[
|u(t)|^2_{\alpha,\sigma} \leq e^{-2t} (e^{8\sigma} + 1/3) \|A^\alpha u^0\|^2 \leq e^{-2t} 2e^{8\sigma} \|A^\alpha u^0\|^2,
\]

and inequality (2.18) follows. Using (2.17) again in (2.18) yields (2.19). \( \square \)

The following gives estimates for the Gevrey norms of Leray-Hopf weak solutions with the optimal exponential decay for large time.
**Theorem 2.4.** Let \( u^0 \in H \) and \( u(t) \) be a Leray-Hopf weak solution of (1.4) and (1.5) on \([0, \infty)\). For any \( \sigma > 0 \), there exist \( T = T(\sigma, |u^0|) > 0 \) and \( \mathcal{D}_\sigma = \mathcal{D}_\sigma(|u^0|) \) such that

\[
|u(t)|_{1/2, \sigma+1} \leq e^{\sigma_0} e^{-t} \quad \forall t \geq T.
\]  

Consequently, for any \( \alpha \geq 0 \) there is \( \mathcal{D}_{\alpha, \sigma} = \mathcal{D}_{\alpha, \sigma}(|u^0|) > 0 \) such that

\[
|u(t)|_{\alpha+1, \sigma} \leq e^{\sigma_0} e^{-t} \quad \forall t \geq T.
\]  

The values of \( T, \mathcal{D}_\sigma \) and \( \mathcal{D}_{\alpha, \sigma} \) can be explicitly specified as in (2.32), (2.33) and (2.31).

**Proof.** Taking inner product of (1.4) with \( u \) and using the orthogonality property

\[
\langle B(u, u), u \rangle = 0
\]

we have

\[
\frac{1}{2} \frac{d}{dt} |u|^2 + \|u\|^2 = 0. \tag{2.23}
\]

Then for \( t \geq 0 \)

\[
|u(t)|^2 \leq e^{-2t} |u^0|^2,
\]

and for any \( T_0 \geq 0 \), by integrating (2.23) from \( T_0 \) to \( T_0 + 1 \), we have

\[
\int_{T_0}^{T_0+1} \|u(\tau)\|^2 d\tau \leq \frac{1}{2} |u(T_0)|^2 \leq \frac{e^{-2T_0}}{2} |u^0|^2. \tag{2.24}
\]

The above calculations are valid for regular solutions. For Leray-Hopf weak solutions, the energy inequality (2.24) holds for \( T_0 = 0 \) and also almost all \( T_0 \in (0, \infty) \).

Take \( T_0 \geq 0 \) such that (2.24) holds and

\[
\ln(4C_{1/2} |u^0|) + T_0 < (\ln(4C_{1/2} |u^0|))^+ + 1, \tag{2.25}
\]

which implies

\[
e^{-T_0} |u^0| < 1/(4C_{1/2}). \tag{2.26}
\]

By (2.24), there exists \( t_* \in (T_0, T_0 + 1) \) such that

\[
|A^{1/2} u(t_*)| < e^{-T_0} |u^0| < 1/(4C_{1/2}). \tag{2.27}
\]

Applying Lemma 2.2 to \( \sigma = 1, \alpha = \delta = 1/2 \) with initial time \( t_* \), then (2.28) implies for all \( t \geq T_1 = t_* + 8 \) that

\[
|u(t)|_{1/2, 1} \leq |A^{1/2} u(t_*)| e^{-\delta (t-t_*)} \leq e^{-T_0} |u^0| e^{-\delta (t+T_0+1)} = |u^0| e^{-\delta (t+T_0+1)}.
\]

Then for all \( t \geq T_1, \)

\[
|Au(t)| = |A^{1/2} e^{-A^{1/2} (A^{1/2} e^{A^{1/2} u(t)})}|
\]

by (2.3) \( \leq e^{-1} |u(t)|_{1/2, 1} \leq e^{-1} |u^0| e^{-(t+T_0+1)/2} = |u^0| e^{-(t+T_0+1)/2}. \tag{2.28}
\]

Let \( T_2 > T_1 \) such that

\[
|u^0| e^{-(T_2+T_0+1)/2} < 1/(12C_1). \tag{2.29}
\]

Then (2.28) gives

\[
|Au(T_2)| < 1/(12C_1).
\]

Applying Theorem 2.3 to initial time \( T_2, \alpha = 1/2 \) and \( \sigma = \sigma + 1 \), we have from (2.19) that if \( t \geq T \equiv T_2 + 24(\sigma + 1) \) then

\[
|u(t)|_{1/2, \sigma + 1} \leq e^{-(t-T_2)} \frac{6^{4(\sigma+1)}}{6\sqrt{2C_1}} = \frac{e^{T_2+4(\sigma+1)}}{6\sqrt{2C_1}} e^{-t}.
\]
Thus, we obtain (2.21) with
\[ D_\sigma = \frac{e^{T_2 + 4\sigma + 4}}{6\sqrt{2C_1}}. \] (2.30)

Using (2.3) again, we have for all \( t \geq T \) that
\[ |u(t)|_{\alpha + 1/2, \sigma} = |A^\alpha e^{-A^{1/2} (A^{1/2} e^{(\sigma + 1)A^{1/2}} u(t))}| \leq (2\alpha/e)^{2\alpha} |u(t)|_{1/2, \sigma + 1} \leq (2\alpha/e)^{2\alpha} D_\sigma e^{-t}, \]
which proves (2.22) with
\[ D_{\alpha, \sigma} = (2\alpha/e)^{2\alpha} D_\sigma. \] (2.31)

For dependence of \( T \) and \( D_\sigma \) on \( \alpha, \sigma \) and \( |u_0| \), we note from (2.25) that
\[ t_* < T_0 + 1 < (\ln(4C_{1/2}|u_0|))^+ + 2. \]
Then \( T_1 \) satisfies
\[ T_1 = t_* + 8 < 10 + (\ln(4C_{1/2}|u_0|))^+ \leq 10 + (\ln(12C_1|u_0|))^+. \]
For \( T_2 \), we need \( T_2 \geq T_1 \) and, from (2.29),
\[ T_2 > 2(\ln(12C_1|u_0|))^+ - T_0 - 1. \]
Note that the last lower bound satisfies
\[ 2(\ln(12C_1|u_0|))^+ - T_0 - 1 < 2(\ln(12C_1|u_0|))^+ - (\ln(4C_{1/2}|u_0|))^+ - 1 \]
\[ < 2(\ln(12C_1|u_0|))^+ - (\ln(12C_1|u_0|))^+ = (\ln(12C_1|u_0|))^+. \]
We select \( T_2 = 10 + (\ln(12C_1|u_0|))^+ \). Consequently,
\[ T = T_2 + 24(\sigma + 1) = 24\sigma + 34 + (\ln(12C_1|u_0|))^+, \] (2.32)
and, from (2.30),
\[ D_\sigma = \frac{e^{4\sigma + 14} \max\{12C_1|u_0|, 1\}}{6\sqrt{2C_1}} = \sqrt{2} e^{4\sigma + 14} \max\{|u_0|, 1/(12C_1)\}. \] (2.33)
The dependence of \( D_{\alpha, \sigma} \) on \( \alpha, \sigma, |u_0| \) is clear from (2.31) and (2.33). The proof is complete. □

3. PROOF OF THE MAIN THEOREM

We prove Theorem 1.1 in this section. Let \( u(t) \) be a Leray-Hopf weak solution of (1.4).

Let \( \sigma > 0 \) be fixed. Since the asymptotic expansion (1.6) only involves the asymptotic behavior of \( u(t) \) as \( t \to \infty \), then by Theorem 2.3 and shifting the initial time to \( T = T(\sigma, |u_0|) \), which is independent of \( \alpha \), we assume, at the moment, that \( u(t) \in G_{1/2, \sigma + 1} \) for all \( t \in [0, \infty) \) and satisfies NSE on \( [0, \infty) \) in \( G_{\alpha, \sigma} \) for all \( \alpha > 0 \). By (2.22), for any \( \alpha > 0 \) and \( t \geq 0 \),
\[ |u(t)|_{\alpha + 1/2, \sigma} \leq M_\alpha e^{-t} \] (3.1)
and, consequently by (2.6),
\[ |B(u(t), u(t))|_{\alpha, \sigma} \leq B_\alpha e^{-2t}, \] (3.2)
where \( M_\alpha \) and \( B_\alpha \) are positive constants depending on \( \alpha, \sigma \) and \( |u_0| \).

**Lemma 3.1.** For all \( N \in \mathbb{N} \), the following statement \( (T_N) \) holds true.

**Statement** \( (T_N) \). There are polynomials \( q_n(t) \) in \( t \), for \( 1 \leq n \leq N \), with values in \( \mathcal{V} \) such that the functions \( u_n(t) \overset{\text{def}}{=} e^{-nt}q_n(t) \) for \( 1 \leq n \leq N \) have the following properties.
Then by Gronwall’s inequality

\[ |v_N(t)|_{\alpha,\sigma} = O(e^{-(N+\varepsilon_*)t}) \quad \text{as } t \to \infty \text{ with } \varepsilon_* = 1/2. \]  

(3.3)

(ii) There is \( \xi_1 \in R_1H \) such that \( q_1(t) = \xi_1 \) for all \( t \in \mathbb{R} \).

(iii) For \( 2 \leq n \leq N \),

\[
\frac{d}{dt} u_n + Au_n + \sum_{1 \leq m, j \leq n-1 \atop m+j=n} B(u_m, u_j) = 0 \quad \forall t \in \mathbb{R}.
\]  

(3.4)

Proof. First, we make the following remarks on Statement \((\mathcal{T}_N)\):

(a) Obviously, \( u_1'(t) + u_1(t) = 0 \), and since \( u_1(t) \in R_1H \), we have \( u_1 = Au_1 \) and hence

\[
\frac{d}{dt} u_1 + Au_1 = 0 \quad \forall t \in \mathbb{R}.
\]  

(3.5)

(b) Equation \((3.4)\) is posed on a finite-dimensional space. Hence, it is a system of ordinary differential equations and no norm needs to be indicated.

Now we prove \((\mathcal{T}_N)\) by induction in \( N \).

I. Base case \((N = 1)\). We construct a constant \( \xi_1 \in R_1H \) such that \( v_1 \overset{\text{def}}{=} u - u_1 \) with \( u_1 \overset{\text{def}}{=} \xi_1 e^{-t} \) satisfies \((3.3)\). As we remarked above, clearly, \((3.5)\) is satisfied in this situation.

To construct \( \xi_1 \), we apply the projection \( R_1 \) to equation \((1.4)\) to get

\[
\frac{d}{dt} R_1 u(t) + R_1 u(t) + R_1 B(u(t), u(t)) = 0.
\]

Then by Gronwall’s inequality

\[
e^t R_1 u(t) = R_1 u^0 - \int_0^t e^\tau R_1 B(u(\tau), u(\tau)) \, d\tau.
\]  

(3.6)

Thanks to \((3.2)\), the improper integral \( \int_0^\infty e^\tau R_1 B(u(\tau), u(\tau)) \, d\tau \) exists and belongs to \( R_1H \).

\[
\xi_1 \overset{\text{def}}{=} \lim_{t \to \infty} e^t R_1 u(t) = R_1 u^0 - \int_0^\infty e^\tau R_1 B(u(\tau), u(\tau)) \, d\tau \quad \text{belongs in } R_1H.
\]  

(3.7)

Solving for \( R_1 u^0 \), we may then rewrite \((3.6)\) as

\[
e^t R_1 u(t) = \xi_1 + \int_t^\infty e^\tau R_1 B(u(\tau), u(\tau)) \, d\tau.
\]  

(3.8)

Define the constant polynomial \( q_1(t) \overset{\text{def}}{=} \xi_1 \). Then from \((3.2)\) and \((3.8)\), we have for \( t > 0 \) that

\[
|e^t R_1 u(t) - q_1(t)|_{\alpha,\sigma} \leq \int_t^\infty e^\tau |R_1 B(u(\tau), u(\tau))|_{\alpha,\sigma} \, d\tau
\]

\[ = \int_t^\infty e^\tau e^\sigma |B(u(\tau), u(\tau))| \, d\tau \leq C \int_t^\infty e^{\sigma-2\tau} \, d\tau \leq Ce^{-t}
\]

for some \( C > 0 \). Multiplying the preceding inequality by \( e^{-t} \) gives

\[
|R_1 u(t) - u_1(t)|_{\alpha,\sigma} = O(e^{-2t}), \quad \text{where } u_1(t) \overset{\text{def}}{=} e^{-t} q_1(t).
\]  

(3.9)

Observe that

\[
v_1 = u - u_1 = (I - R_1) u + (R_1 u - u_1).
\]
Then, in light of (3.9), to show (3.3), it suffices to consider \((I - R_1)u\).

Applying the complementary projection \((I - R_1)\) to (1.4) gives

\[
\frac{d}{dt}(I - R_1)u + A(I - R_1)u + (I - R_1)B(u, u) = 0.
\]

Taking the scalar product of this equation with \(A^{2\alpha_1}e^{2\sigma_1 A^{1/2}}u\), applying inequalities (3.1) and (3.2), we obtain for all \(t > (3.2)\), we obtain

\[
\frac{1}{2} \frac{d}{dt} \|A^{\alpha_1}e^{\sigma_1 A^{1/2}}(I - R_1)u\|^2 + \|A^{\alpha_1}e^{\sigma_1 A^{1/2}}(I - R_1)u\|^2 \leq \|A^{\alpha_1}e^{\sigma_1 A^{1/2}}B(u, u), A^{\alpha_1}e^{\sigma_1 A^{1/2}}(I - R_1)u\| \\
\leq |A^{\alpha_1}e^{\sigma_1 A^{1/2}}B(u, u)| \cdot |A^{\alpha_1}e^{\sigma_1 A^{1/2}}u| \leq D_\alpha e^{-3t}
\]

for \(D_\alpha = B_\alpha M_\alpha > 0\). Since \(\|A^{\alpha_1}e^{\sigma_1 A^{1/2}}(I - R_1)u\|^2 \geq 2\|A^{\alpha_1}e^{\sigma_1 A^{1/2}}(I - R_1)u\|^2\), it follows that

\[
\frac{1}{2} \frac{d}{dt} \|(I - R_1)u\|^2_{\alpha,\sigma} + 2\|(I - R_1)u\|^2_{\alpha,\sigma} \leq D_\alpha e^{-3t} \quad \forall t > 0.
\]

By Gronwall’s inequality

\[
\|(I - R_1)u\|^2_{\alpha,\sigma} \leq e^{-4t}\|(I - R_1)u\|^2_{\alpha,\sigma} + 2D_\alpha e^{-3t} \quad \forall t > 0.
\]

Therefore,

\[
\|(I - R_1)u(t)\|_{\alpha,\sigma} = \mathcal{O}(e^{-3t/2}) \quad \text{as } t \to \infty. \tag{3.10}
\]

We conclude from (3.9) and (3.10) that \(|v_1(t)|_{\alpha,\sigma} = \mathcal{O}(e^{-3t/2})\), thus proving statement (T1).

**II. Induction step.** Let \(N \geq 1\) be any natural number. Suppose that the statement (T_N) is true.

Let \(q_n(t), u_n(t), v_N(t)\) and \(\varepsilon_n\) be as in (T_N). Denote \(\bar{u}_N(t) = \sum_{n=1}^N u_n(t)\).

Then \(v_N(t) = u(t) - \bar{u}_N(t)\), and for any \(\beta > 0\)

\[
|v_N(t)|_{\beta,\sigma} = \mathcal{O}(e^{-(N+\varepsilon_n)^t}) \quad \text{as } t \to \infty. \tag{3.11}
\]

Also, since \(q_j \in \mathcal{V}\), there are \(s_j \in \mathbb{N}\) such that \(q_j \in P_{s_j}, H\) for \(j = 1, \ldots, N\). Thus, there exists \(s_{N+1} > \max\{s_n : 1 \leq n \leq N\}\) such that \(B(q_m(t), q_j(t))\) are polynomials of \(t\) valued in \(P_{s_{N+1}}, H\) for all \(1 \leq m, j \leq N\). Lastly, let us fix \(\alpha \geq 1/2\). We organize the induction step into several parts.

**II.1. Evolution of \(v_N\).** From equation (1.4) for \(u(t)\), and equations (3.3) and (3.4) for \(u_n(t)\)'s with \(1 \leq n \leq N\), we have

\[
\frac{d}{dt}v_N + Av_N = -B(u, u) + \sum_{m+j \leq N} B(u_k, u_j) \\
= -B(u, u) + B(\bar{u}_N, \bar{u}_N) - \sum_{1 \leq m+j \leq N} B(u_m, u_j) \\
= -B(v_N, u) - B(\bar{u}_N, v_N) - \sum_{m+j = N+1} B(u_m, u_j) - \sum_{1 \leq m+j \leq N+2} B(u_m, u_j).
\]

Therefore,

\[
\frac{d}{dt}v_N + Av_N + \sum_{m+j = N+1} B(u_m, u_j) = h_N. \tag{3.12}
\]
where
\[ h_N(t) = -B(v_N, u) - B(\bar{u}_N, v_N) - \sum_{1 \leq m, j \leq N \atop m + j \geq N + 2} B(u_m, u_j). \]  

(3.13)

II.2. Bounds for \( h_N \). We claim that
\[ h_N(t) = \mathcal{O}_{\alpha, \sigma}(e^{-(N+1+\varepsilon_t)t}). \]  

(3.14)

Hence, there exist \( T_{\alpha} > 0 \) and \( H_{N, \alpha} > 0 \) such that
\[ |h_N(t)|_{\alpha, \sigma} \leq H_{N, \alpha} e^{-(N+1+\varepsilon_t)t}, \quad \forall t \geq T_{\alpha}. \]  

(3.15)

First, observe that by the induction hypothesis, \( (3.11) \) is satisfied with \( \beta = \alpha + 1/2 \), so that
\[ v_N(t) = \mathcal{O}_{\alpha+1/2, \sigma}(e^{-(N+\varepsilon_t)t}). \]  

(3.16)

Then, by inequality \( (2.6) \) and the facts \( (3.1), (3.16) \), we may assert that
\[ B(v_N(t), u(t)) = \mathcal{O}_{\alpha, \sigma}(e^{-(N+1+\varepsilon_t)t}). \]  

(3.17)

On the other hand, for \( 1 \leq n \leq N \), by \( (2.3) \) we have
\[ u_n(t) = q_n(t)e^{-nt} = \mathcal{O}_{\alpha+1/2, \sigma}(e^{-(n-\delta_*)t}) \quad \text{with} \quad \delta_* = 1/4. \]  

(3.18)

In particular, \( u_n(t) = \mathcal{O}_{\alpha+1/2, \sigma}(e^{-t}) \) for \( 2 \leq n \leq N \). Since, \( u_1(t) \) is already \( \mathcal{O}_{\alpha+1/2, \sigma}(e^{-t}) \), then
\[ \bar{u}_N(t) = \mathcal{O}_{\alpha+1/2, \sigma}(e^{-t}). \]  

(3.19)

Applying \( (2.6) \) again and using \( (3.16), (3.19) \) yield
\[ B(\bar{u}_N(t), v_N(t)) = \mathcal{O}_{\alpha, \sigma}(e^{-(N+1+\varepsilon_t)t}). \]  

(3.20)

Lastly, observe that by \( (3.18) \) and inequality \( (2.6) \) we have \( B(u_m, u_j) = \mathcal{O}_{\alpha, \sigma}(e^{-(m+j-2\delta_*)t}) \). Thus, for \( m + j \geq N + 2 \) we have
\[ B(u_m, u_j) = \mathcal{O}_{\alpha, \sigma}(e^{-(N+2-1/2)t}) = \mathcal{O}_{\alpha, \sigma}(e^{-(N+1+\varepsilon_t)t}). \]  

(3.21)

Combining definition \( (3.13) \) of \( h_N \) with \( (3.17), (3.20) \) and \( (3.21) \) gives the desired \( (3.14) \).

II.3. Construction of \( q_{N+1} \). Observe that
\[ v_N = \sum_{k \leq N} R_k v_N + R_{N+1} v_N + \sum_{k \geq N+2} R_k v_N. \]

By \( (3.12) \), we have
\[ \frac{d}{dt} R_k v_N + k R_k v_N + \sum_{m+j = N+1} R_k B(u_m, u_j) = R_k h_N, \]

or equivalently, by definition of \( u_j \) we have
\[ \frac{d}{dt} R_k v_N + k R_k v_N + \sum_{m+j = N+1} e^{-(N+1)t} R_k B(q_m, q_j) = R_k h_N. \]  

(3.22)

We will extract polynomials associated with the correct exponential decay from each regime: \( k \leq N, k = N + 1, \) and \( k \geq N + 2 \). In each case, we show that their error from \( v_N \) are of the desired order, i.e., \( (3.3) \).
Case $k = N + 1$. By (3.22), we have
\[
\frac{d}{dt} R_{N+1}v_N + (N + 1) R_{N+1}v_N + \sum_{m+j=N+1} e^{-(N+1)t} R_{N+1}B(q_m, q_j) = R_{N+1}h_N(t).
\]

With the integrating factor $e^{(N+1)t}$, we obtain
\[
e^{(N+1)t} R_{N+1}v_N(t)
= R_{N+1}v_N(0) - \sum_{m+j=N+1} \int_0^t R_{N+1}B(q_m(\tau), q_j(\tau)) \, d\tau + \int_0^t e^{(N+1)\tau} h_N(\tau) \, d\tau. \tag{3.23}
\]

By (3.14),
\[
e^{(N+1)t} R_{N+1}h_N(t) = O_{\alpha,\sigma}(e^{-\epsilon t}). \tag{3.24}
\]

This and the fact $R_{N+1}h_N(t)$ is continuous on $[0, \infty)$ imply
\[
\xi_{N+1} \overset{\text{def}}{=} R_{N+1}v_N(0) + \int_0^\infty e^{(N+1)t} R_{N+1}h_N(\tau) \, d\tau \quad \text{exists and belongs to } R_{N+1}H. \tag{3.25}
\]

Thus, let us define the polynomial
\[
p_{N+1,N+1}(t) \overset{\text{def}}{=} \xi_{N+1} - \sum_{m+j=N+1} \int_0^t R_{N+1}B(q_m(\tau), q_j(\tau)) \, d\tau. \tag{3.26}
\]

Then by (3.24) we have
\[
e^{(N+1)t} R_{N+1}v_N(t) = p_{N+1,N+1}(t) = - \int_t^\infty e^{(N+1)\tau} R_{N+1}h_N(\tau) \, d\tau = O_{\alpha,\sigma}(e^{-\epsilon t}),
\]

and hence, that
\[
R_{N+1}v_N(t) = e^{-(N+1)t} p_{N+1,N+1}(t) = O_{\alpha,\sigma}(e^{-(N+1+\epsilon)*t}). \tag{3.27}
\]

Case $k \leq N$. Firstly, with the integrating factor $e^{kt}$ and the fact, by (3.16),
\[
\lim_{t \to \infty} e^{kt} R_k v_N(t) = 0,
\]

we obtain from (3.22) that
\[
e^{kt} R_k v_N(t) = \int_t^\infty e^{(k-N-1)t} \left( \sum_{m+j=N+1} R_k B(q_m, q_j) \right) \, d\tau - \int_t^\infty e^{k\tau} R_k h_N(\tau) \, d\tau. \tag{3.28}
\]

Observe that by property (3.15), we estimate for large $t$ that
\[
\left| \int_t^\infty e^{k\tau} R_k h_N(\tau) \, d\tau \right|_{\alpha,\sigma} \leq H_{N,\alpha} \int_t^\infty e^{-(N+1+\epsilon_\ast-k)\tau} \, d\tau = \frac{H_{N,\alpha} e^{-(N+1+\epsilon_\ast-k)t}}{N + 1 + \epsilon_\ast - k} \leq 2H_{N,\alpha} e^{-(N+1+\epsilon_\ast-k)t}. \tag{3.29}
\]

An elementary calculation shows that for any $\beta > 0$ and integer $d \geq 0$ one has
\[
\int_t^\infty \tau^d e^{-\beta \tau} \, d\tau = e^{-\beta t} \sum_{n=0}^d \frac{d!}{n! \beta^{d+1-n} t^n}.
\]

Thus
\[
p_{N+1,k}(t) \overset{\text{def}}{=} e^{(N+1-k)t} \sum_{m+j=N+1} \int_t^\infty e^{-(N+1-k)\tau} R_k B(q_m(\tau), q_j(\tau)) \, d\tau. \tag{3.30}
\]
defines a polynomial in $t$, valued in $R_k H$.

Returning then to (3.28), we apply (3.29) and (3.30) to derive for large $t$ that
\[
|e^{kt} R_k v_N(t) - e^{(k-N-1)t} p_{N+1, k}(t)|_{\alpha, \sigma} \leq 2H_{N, \alpha} e^{-(N+1+\varepsilon_\star-k)t}.
\]

Multiplying this inequality by $e^{-kt}$ gives
\[
R_k v_N(t) - e^{-(N+1)t} p_{N+1, k}(t) = O_{\alpha, \sigma}(e^{-(N+1+\varepsilon_\star)t}).
\]

Summing this identity over $1 \leq k \leq N$ we obtain
\[
\sum_{k=1}^{N} R_k v_N(t) - \sum_{k=1}^{N} e^{-(N+1)t} p_{N+1, k}(t) = O_{\alpha, \sigma}(e^{-(N+1+\varepsilon_\star)t}). \tag{3.31}
\]

**Case $k \geq N + 2$.** Let $T_\alpha$ be as in (3.15). For $t > T_\alpha$, we have from (3.22) that
\[
R_k v_N(t) = e^{-k(t-T_\alpha)} R_k v_N(T_\alpha)
- \sum_{m+j=N+1} e^{-kt} \int_{T_\alpha}^{t} e^{(k-(N+1))\tau} R_k B(q_m(\tau), q_j(\tau)) d\tau + \int_{T_\alpha}^{t} e^{-k(t-\tau)} R_k h_N(\tau) d\tau. \tag{3.32}
\]

Consider the first integral on the right-hand side of (3.32). An elementary calculation shows that for any integer $d \geq 0$ and $\beta \in \mathbb{R}$ nonzero we have
\[
\int t^d e^{\beta t} dt = e^{\beta t} \sum_{n=0}^{d} \frac{(-1)^{d-n} d!}{n! \beta^{d+1-n}} t^n + \text{const}.
\]

This identity and the fact that each $B(q_m(\tau), q_j(\tau))$ is a polynomial of $\tau$ imply that there is a polynomial, $p_{N+1, k}(t)$, in $t$, valued in $R_k H$ such that
\[
- \int_{T_\alpha}^{t} e^{(k-(N+1))\tau} \left( \sum_{m+j=N+1} R_k B(q_m, q_j) \right) d\tau
= e^{(k-(N+1)t)} p_{N+1, k}(t) - e^{(k-(N+1)T_\alpha)} p_{N+1, k}(T_\alpha). \tag{3.33}
\]

Then (3.32) gives
\[
R_k v_N(t) = e^{-k(t-T_\alpha)} R_k v_N(T_\alpha)
+ \left( e^{-(N+1)t} p_{N+1, k}(t) - e^{-k(t-T_\alpha)-(N+1)T_\alpha} p_{N+1, k}(T_\alpha) \right) + \int_{T_\alpha}^{t} e^{-k(t-\tau)} R_k h_N(\tau) d\tau. \tag{3.34}
\]

It follows from (3.34) and (3.15) that
\[
|R_k v_N(t) - e^{-(N+1)t} p_{N+1, k}(t)|_{\alpha, \sigma}
\leq e^{-k(t-T_\alpha)} \left( |R_k v_N(T_\alpha)|_{\alpha, \sigma} + e^{-(N+1)T_\alpha} |p_{N+1, k}(T_\alpha)|_{\alpha, \sigma} \right) + \int_{T_\alpha}^{t} e^{-k(t-\tau)} |h_N(\tau)|_{\alpha, \sigma} d\tau
\leq e^{-(N+2)(t-T_\alpha)} \left( |R_k v_N(T_\alpha)|_{\alpha, \sigma} + |p_{N+1, k}(T_\alpha)|_{\alpha, \sigma} \right) + \int_{T_\alpha}^{t} e^{-k(t-\tau)} H_{N, \alpha} e^{-(N+1+\varepsilon_\star)\tau} d\tau.
\]
Elementary calculations give
\[
|R_k v_N(t) - e^{-(N+1)t} p_{N+1,k}(t)|_{\alpha,\sigma} \leq e^{-(N+2)(t-T_0)} \left( |R_k v_N(T_0)|_{\alpha,\sigma} + |p_{N+1,k}(T_0)|_{\alpha,\sigma} \right) + \frac{H_{N,\alpha} e^{-(N+1+\varepsilon) t}}{k - (N + 1 + \varepsilon)}.
\]

Squaring the preceding inequality, using the 3-term Cauchy-Schwarz inequality for the right-hand side, and then summing up in \( k \) yield
\[
\sum_{k \geq N+2} |R_k v_N(t) - e^{-(N+1)t} p_{N+1,k}(t)|_{\alpha,\sigma}^2 \leq 3e^{-2(N+2)(t-T_0)}
\]
\[
\cdot \left( \sum_{k \geq N+2} |R_k v_N(T_0)|_{\alpha,\sigma}^2 + \sum_{N+2 \leq k \leq s_{N+1}} |p_{N+1,k}(T_0)|_{\alpha,\sigma}^2 \right) + \sum_{k \geq N+2} \frac{3H_{N,\alpha}^2 e^{-2(N+1+\varepsilon) t}}{(k - (N + 1 + \varepsilon))^2}
\]
\[
\leq e^{-2(N+2)t} E_1^2 + e^{-2(N+1+\varepsilon)t} E_2^2,
\]
where
\[
E_1^2 = 3e^{2(N+2)T_0} \left( |v_N(T_0)|_{\alpha,\sigma}^2 + \sum_{N+2 \leq k \leq s_{N+1}} |p_{N+1,k}(T_0)|_{\alpha,\sigma}^2 \right),
\]
\[
E_2^2 = \sum_{k \geq N+2} \frac{3H_{N,\alpha}^2}{(k - (N + 1 + \varepsilon))^2} = 3H_{N,\alpha}^2 \sum_{k \geq 1} \frac{1}{(k - 1/2)^2}.
\]

**Definition of \( q_{N+1} \).** Finally, we define the polynomial
\[
q_{N+1}(t) \overset{\text{def}}{=} \sum_{1 \leq k \leq s_{N+1}} p_{N+1,k}(t), \quad \text{that is,} \quad R_k q_{N+1}(t) = p_{N+1,k}(t) \quad \text{for} \quad k = 1, \ldots, s_{N+1},
\]
where \( p_{N+1,k}(t) \) are polynomials defined in (3.26), (3.30) and (3.33).

Therefore, with \( q_{N+1}(t) \) defined as in (3.36), properties (3.27) and (3.31) can be summarized as
\[
|P_{N+1}(v_N(t) - e^{-(N+1)t} q_{N+1}(t))|_{\alpha,\sigma} = \mathcal{O}(e^{-(N+1+\varepsilon) t}),
\]
while (3.35) can be equivalently expressed as
\[
|(I - P_{N+1})(v_N(t) - e^{-(N+1)t} q_{N+1}(t))|_{\alpha,\sigma}^2 = \mathcal{O}(e^{-2(N+1+\varepsilon) t}).
\]

Let \( u_{N+1}(t) \overset{\text{def}}{=} e^{-(N+1)t} q_{N+1}(t) \in P_{s_{N+1}} H \) and \( v_{N+1} \overset{\text{def}}{=} v_N - u_{N+1} \). Then (3.38) and (3.37) imply
\[
|v_{N+1}(t)|_{\alpha,\sigma} = \mathcal{O}(e^{-(N+1+\varepsilon) t}).
\]
Since \( v_{N+1} = u - \sum_{n=1}^{N+1} u_n \), inequality (3.39) proves (3.3) for \( N + 1 \).

**II.4. Evolution of \( u_{N+1} \).** To complete the induction step, it remains to show that \( u_{N+1} \) satisfies the ODE (3.4). Observe that we need only to show that the equation holds in the finite dimensional space \( P_{s_{N+1}} H \), or equivalently, in \( R_k H \) for \( 1 \leq k \leq s_{N+1} \).
For $1 \leq k \leq N$ and $N + 2 \leq k \leq s_{N+1}$ we have from (3.30) and (3.33), respectively, that
\[
\frac{d}{dt} R_k u_{N+1}(t) + AR_k u_{N+1}(t) = \frac{d}{dt} R_k u_{N+1}(t) + kR_k u_{N+1}(t)
\]
\[
= e^{-kt} \frac{d}{dt} (e^{kt} R_k u_{N+1}(t)) = e^{-kt} \frac{d}{dt} (e^{(k-N-1)t} p_{N+1,k}(t))
\]
\[
= e^{-kt} \left[ -e^{(k-N-1)t} \sum_{m+j=N+1} R_k B(q_m(t), q_j(t)) \right] = - \sum_{m+j=N+1} R_k B(u_m(t), u_j(t)).
\]

For $k = N + 1$, we have from (3.26) that
\[
\frac{d}{dt} R_{N+1} u_{N+1}(t) = \frac{d}{dt} (e^{-(N+1)t} p_{N+1,N+1}(t))
\]
\[
= -(N+1)e^{-(N+1)t} p_{N+1,N+1}(t) - e^{-(N+1)t} \sum_{m+j=N+1} R_{N+1} B(q_m(t), q_j(t))
\]
\[
= -AR_{N+1} u_{N+1}(t) - \sum_{m+j=N+1} R_{N+1} B(u_m(t), u_j(t)).
\]

Hence
\[
\frac{d}{dt} R_k u_{N+1} + AR_k u_{N+1} + \sum_{m+j=N+1} R_k B(u_m, u_j) = 0
\]
holds for each $1 \leq k \leq s_{N+1}$ and therefore, that (3.4) holds for $u_{N+1}$ in $P_{s_{N+1}, H}$.

Since (3.3) and (3.4) hold for $n = N + 1$, this completes the induction step. Thus, $(T_N)$ is true for all $N \in \mathbb{N}$. In concluding this proof, let us remark that in the induction step, the polynomials, $q_n(t)$, $n = 1, \ldots, N$ appearing in $(T_{N+1})$ are precisely those from $(T_N)$. Hence, the polynomials $q_n(t)$'s exist for all $n \in \mathbb{N}$.

We are ready to prove the main result.

**Proof of Theorem** Let $u(t)$ be a Leray-Hopf weak solution. For any $\sigma > 0$, Theorem 2.4 and Lemma 3.1 imply that there is $T_{\sigma} > 0$ such that $u(T_{\sigma}) \in \mathcal{R}$, solution $u(t)$ is regular on $[T_{\sigma}, \infty)$ and there are polynomials $Q_n^\sigma(t)$ for all $n \in \mathbb{N}$ such that $u^\sigma(t) \overset{\text{def}}{=} u(T_{\sigma} + t)$ satisfies for each $N \geq 1$ and all $\alpha > 0$ that the expansion
\[
u^\sigma(t) \sim \sum_{n=1}^{\infty} Q_n^\sigma(t)e^{-nt} \text{ as } t \to \infty \text{ holds in } G_{\alpha, \sigma}
\]
with
\[
\left| u^\sigma(t) - \sum_{n=1}^{N} Q_n^\sigma(t)e^{-nt} \right|_{\alpha, \sigma} = O(e^{-(N+1/2)t}) \text{ as } t \to \infty.
\]

By defining
\[
q_n^\sigma(t) = Q_n^\sigma(t - T_{\sigma})e^{nt},
\]
we have for any $N \geq 1$ and $\alpha > 0$ that
\[
\left| u(t) - \sum_{n=1}^{N} q_n^\sigma(t)e^{-nt} \right|_{\alpha, \sigma} = \left| u^\sigma(t - T_{\sigma}) - \sum_{n=1}^{N} Q_n^\sigma(t - T_{\sigma})e^{-n(t-T_{\sigma})} \right|_{\alpha, \sigma}
\]
\[
= O(e^{-(N+1/2)(t-T_{\sigma})}) = O(e^{-(N+1/2)t}) \text{ as } t \to \infty.
\]
It remains to prove that $q_n^\sigma(t)$ is independent of $\sigma$. Suppose $\sigma' \neq \sigma$ and $T_{\sigma'} \geq T_{\sigma}$. Then applying (3.40) to $\sigma'$ in place of $\sigma$ gives

$$u(T_{\sigma'} + t) \sim \sum_{n=1}^{\infty} Q_n^{\sigma'}(t)e^{-nt}$$

(3.43)

and, at the same time, from (3.40)

$$u(T_{\sigma'} + t) = u^{\sigma}(t + T_{\sigma'} - T_{\sigma}) \sim \sum_{n=1}^{\infty} Q_n^{\sigma}(t + T_{\sigma'} - T_{\sigma})e^{-n(t+T_{\sigma'}-T_{\sigma})}$$

$$= \sum_{n=1}^{\infty} Q_n^{\sigma}(t + T_{\sigma'} - T_{\sigma})e^{-n(T_{\sigma'} - T_{\sigma})}e^{-nt}.$$  

(3.44)

Since both (3.43) and (3.44) can be seen as asymptotic expansions in $H$ for the regular solution $u(T_{\sigma'} + t)$ with $t \geq 0$, by the expansion’s uniqueness, we have

$$Q_n^{\sigma'}(t) = Q_n^{\sigma}(t + T_{\sigma'} - T_{\sigma})e^{-n(T_{\sigma'} - T_{\sigma})}.$$  

(3.45)

Then it follows definition (3.41) and relation (3.44) that

$$q_n^{\sigma'}(t) = Q_n^{\sigma'}(t - T_{\sigma})e^{nt_{\sigma'}} = Q_n^{\sigma}(t - T_{\sigma})e^{-n(T_{\sigma'} - T_{\sigma})}e^{nt_{\sigma'}} = Q_n^{\sigma}(t - T_{\sigma})e^{nt_{\sigma'}} = q_n^{\sigma}(t).$$

For $n \geq 1$, let $q_n(t) = q_n^1(t)$ which is defined by (3.41) with $\sigma = 1$. Then $q_n^{\sigma} = q_n$ for all $n \geq 1$ and $\sigma > 0$. Therefore (3.42) holds for all $N \geq 1$ and $\alpha, \sigma > 0$. Note for all $N \geq 1$ and $\alpha, \sigma > 0$ that, with the same notation used in Lemma 3.1, as $t \to \infty$

$$v_N(t) = q_{N+1}(t)e^{-(N+1)t} + v_{N+1}(t) = O_{\alpha,\sigma}(e^{-(N+\varepsilon)t}) + O_{\alpha,\sigma}(e^{-(N+3/2)t}) = O_{\alpha,\sigma}(e^{-(N+\varepsilon)t}),$$

for any $\varepsilon \in (0,1)$, which yields (1.8). The proof of Theorem 1.1 is complete. \qed

**Remark 3.2.** By combining this paper’s method with those in [9–11], we can study the associated normal form to the expansion (1.6), and its solutions in the Gevrey spaces. This study will be pursued in a subsequent work.

**APPENDIX A.**

**Proof of Lemma 2.1.** The proof follows Foias-Temam [16] and the Sobolev-norm version in [11 Lemma 2.3]. Let $u, v, w$ be $H$ with

$$u = \sum_{k \neq 0} \hat{u}(k)e^{-ik\cdot x}, \quad v = \sum_{k \neq 0} \hat{v}(k)e^{-ik\cdot x}, \quad w = \sum_{k \neq 0} \hat{w}(k)e^{-ik\cdot x}.$$  

Define the scalar functions

$$u_* = \sum_{k \neq 0} |\hat{u}(k)|e^{-ik\cdot x}, \quad v_* = \sum_{k \neq 0} |\hat{v}(k)|e^{-ik\cdot x}, \quad w_* = \sum_{k \neq 0} |\hat{w}(k)|e^{-ik\cdot x}.$$  

(A.1)

Then

$$|A^\alpha u| = |(-\Delta)^\alpha u_*| \text{ for all } \alpha \geq 0.$$  

(A.2)

We have

$$\langle A^\alpha e^{\sigma A^{1/2}}B(u, v), w \rangle = 8\pi^3 \sum_{k+l+m=0} |m|^{2\alpha}e^{\sigma|m|}(\hat{u}(k) \cdot l)(\hat{v}(l) \cdot \hat{w}(m)).$$

Since

$$|m|^{2\alpha} = |k + l|^{2\alpha} \leq 2^{2\alpha}(|k|^{2\alpha} + |l|^{2\alpha}) \quad \text{and} \quad e^{\sigma|m|} \leq e^{\sigma|k|}e^{\sigma|l|},$$
it follows that
\[
|\langle A^\alpha e^{\sigma A^{1/2}} B(u, v), w \rangle| \leq 8\pi^3 4^\alpha \left( \sum_{k+l+m=0} |k|^{2\alpha} e^{\sigma |k|} |\hat{u}(k)||e^{\sigma |l|}||\hat{v}(l)||\hat{w}(m)| + 8\pi^3 4^\alpha \sum_{k+l+m=0} e^{\sigma |k|} |\hat{u}(k)||l|^{2\alpha+1} e^{\sigma |l|}||\hat{v}(l)||\hat{w}(m)| \right).
\]

Rewriting the last inequality’s right-hand side in terms of \(u_1, v_1, w_1\) gives
\[
|\langle A^\alpha e^{\sigma A^{1/2}} B(u, v), w \rangle| \leq 8\pi^3 4^\alpha \left( \int_\Omega \left( -\Delta \right)^{1/2} e^{\sigma A^{1/2}} u_1 \cdot \left( -\Delta \right)^{1/2} e^{\sigma A^{1/2}} v_1 \cdot w_1 \, dx \right)
+ 8\pi^3 4^\alpha \left( \int_\Omega \left( e^{\sigma A^{1/2}} u_1 \cdot \left( -\Delta \right)^{1/2} e^{\sigma A^{1/2}} v_1 \cdot w_1 \right) \, dx \right) \overset{\text{def}}{=} 8\pi^3 4^\alpha I_1 + 8\pi^3 4^\alpha I_2. \tag{A.3}
\]

We recall the Sobolev, interpolation, and Agmon inequalities for functions \(u_1, v_1, w_1\) of the form in (A.1). There are positive constants \(c_1\) and \(c_2\) such that
\[
\|u_1\|_{L^p(\Omega)} \leq c_1 \left| (\Delta)^{1/2} u_1 \right|, \\
\|u_1\|_{L^q(\Omega)} \leq c_1^{1/2} \left| (\Delta)^{1/4} u_1 \right|, \\
\|u_1\|_{L^\infty(\Omega)} \leq c_2 \left| (\Delta)^{1/2} u_1 \right|^{1/2} \left| (\Delta)^{1/2} u_1 \right|^{1/2}. 
\]

For \(I_1\) in (A.3), we apply Hölder’s inequality with powers 3, 6, and 2. Then by the above interpolation and Sobolev inequalities, and relation (A.2), we obtain
\[
I_1 \leq \left\| (\Delta)^{1/2} e^{\sigma A^{1/2}} u_1 \right\|_{L^3(\Omega)} \left\| (\Delta)^{1/2} e^{\sigma A^{1/2}} v_1 \right\|_{L^6(\Omega)} \left\| (\Delta)^{1/2} e^{\sigma A^{1/2}} w_1 \right\|_{L^2(\Omega)}
\leq c_1^{3/2} \left| (\Delta)^{1/2} e^{\sigma A^{1/2}} u_1 \right| \left| (\Delta)^{3/2} e^{\sigma A^{1/2}} v_1 \right| \left| (\Delta)^{1/2} e^{\sigma A^{1/2}} w_1 \right| \left| (\Delta)^{1/2} e^{\sigma A^{1/2}} w_1 \right|
\leq c_1^{3/2} \left| A^{\alpha+1/2} e^{\sigma A^{1/2}} u_1 \right| \left| A^{3/4} e^{\sigma A^{1/2}} v_1 \right| \left| A^{3/4} e^{\sigma A^{1/2}} w_1 \right|. \tag{A.4}
\]

Similarly, estimating \(I_1\) by Hölder’s inequality with powers 6, 3, 2, and then using interpolation inequalities and the relation (A.2), we obtain
\[
I_1 \leq \left\| (\Delta)^{1/2} e^{\sigma A^{1/2}} u_1 \right\|_{L^6(\Omega)} \left\| (\Delta)^{1/2} e^{\sigma A^{1/2}} v_1 \right\|_{L^3(\Omega)} \left\| (\Delta)^{1/2} e^{\sigma A^{1/2}} w_1 \right\|_{L^2(\Omega)}
\leq c_1^{3/2} \left| (\Delta)^{1/2} e^{\sigma A^{1/2}} u_1 \right| \left| (\Delta)^{3/4} e^{\sigma A^{1/2}} v_1 \right| \left| (\Delta)^{1/2} e^{\sigma A^{1/2}} w_1 \right| \left| (\Delta)^{1/2} e^{\sigma A^{1/2}} w_1 \right|
\leq c_1^{3/2} \left| A^{\alpha+1/2} e^{\sigma A^{1/2}} u_1 \right| \left| A^{3/4} e^{\sigma A^{1/2}} v_1 \right| \left| A^{3/4} e^{\sigma A^{1/2}} w_1 \right|. \tag{A.5}
\]

For \(I_2\) in (A.3), applying the Hölder inequality and then using the Agmon inequality for the embedding of \(D(A)\) into \(L^\infty(\Omega)^3\), we obtain
\[
I_2 \leq \left\| e^{\sigma A^{1/2}} u_1 \right\|_{L^\infty(\Omega)} \left\| (\Delta)^{\alpha+1/2} e^{\sigma A^{1/2}} v_1 \right\|_{L^2(\Omega)}
\leq c_2 \left| (\Delta)^{1/2} e^{\sigma A^{1/2}} u_1 \right|^{1/2} \left| (\Delta)^{\alpha+1/2} e^{\sigma A^{1/2}} v_1 \right|^{1/2} \left| (\Delta)^{\alpha+1/2} e^{\sigma A^{1/2}} w_1 \right| \left| (\Delta)^{1/2} e^{\sigma A^{1/2}} w_1 \right|
\leq c_2 \left| A^{\alpha+1/2} e^{\sigma A^{1/2}} u_1 \right|^{1/2} \left| A^{\alpha+1/2} e^{\sigma A^{1/2}} u_1 \right|^{1/2} \left| A^{\alpha+1/2} e^{\sigma A^{1/2}} v_1 \right| \left| A^{\alpha+1/2} e^{\sigma A^{1/2}} v_1 \right|. \tag{A.6}
\]

Combining (A.3) with (A.6) and (A.4), resp. (A.5), yields (2.4), resp. (2.5) with
\[
c_* = 8\pi^3 \max\{c_1^{3/2}, c_2\}.
\]

For \(\alpha \geq 1/2\), it follows either (2.4) or (2.5) that
\[
|A^\alpha e^{\sigma A^{1/2}} B(u, v)| \leq 2c_*^\alpha |A^{\alpha+1/2} e^{\sigma A^{1/2}} u| |A^{\alpha+1/2} e^{\sigma A^{1/2}} v|,
\]
and, hence, we obtain (2.6).
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