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Abstract

Smart contract is one of the core features of Ethereum and has inspired many blockchain descendants. Since its advent, the verification paradigm of smart contract has been improving toward high scalability. It shifts from the expensive on-chain verification to the orchestration of off-chain VM (virtual machine) execution and on-chain arbitration with the pinpoint protocol. The representative projects are TrueBit, Arbitrum, YODA, ACE, and Optimism. Consequently, verification of more and more complicated computations for smart contract is achieved, such as the aggregated execution of DeFi transactions. Inspired by visionaries in academia and industry, we consider the DNN (deep neural network) computation to be promising but on the next level of complexity for the verification paradigm of smart contract. Unfortunately, even for the state-of-the-art verification paradigm, off-chain VM execution of DNN computation has an orders-of-magnitude slowdown compared to the native off-chain execution.

To enable the native off-chain execution of verifiable DNN computation, we present Agatha system, which solves the significant challenges of misalignment and inconsistency: (1) Native DNN computation has a graph-based computation paradigm misaligned with previous VM-based execution and arbitration; (2) Native DNN computation may be inconsistent cross platforms which invalidates the verification paradigm. In response, we propose the graph-based pinpoint protocol (GPP) which enables the pinpoint protocol on computational graphs, and bridges the native off-chain execution and the contract arbitration. We also develop a technique named Cross-evaluator Consistent Execution (XCE), which guarantees cross-platform consistency and forms the correctness foundation of GPP. We showcase Agatha for the DNN computation of popular models (MobileNet, ResNet50 and VGG16) on Ethereum. Agatha achieves a negligible on-chain overhead, and an off-chain execution overhead of 3.0%, which represents an off-chain latency reduction of at least 602× compared to the state-of-the-art verification paradigm.

1 Introduction

The Turing completeness of smart contract enables arbitrary computations to be executed and verified on blockchain nodes. It underpins the expressiveness of the decentralized computing paradigm. As a result, more and more complicated applications are emerging on the Ethereum platform [27], such as ERC-20 tokens [80], Cryptokitties [41], Zero-knowledge Proof verification [24] and Decentralized Finance (DeFi) [49].

However, current smart contracts are limited by low efficiency for complex applications, since a contract’s computation is re-executed and verified on all Ethereum nodes (e.g., miners, full nodes). For example, a simple task of naïve matrix multiplication of $1000 \times 1000$ integers would cost over 3 billion gas (the unit of cost in Ethereum), which far exceeds the current Ethereum’s block gaslimit (i.e., 15 million). Even if the task could span over 200 blocks to meet the gaslimit, it would result in an extremely low throughput of $4.2 \times 10^{-4}$ tasks per second, given Ethereum’s block interval of ~12 seconds. In comparison, even a low-end dual-core laptop can do this type of simple tasks with a latency of 0.39 seconds and a throughput of 2.5 tasks per second.

To improve contracts’ efficiency for complex applications, one of the most promising solutions is to offload a task off-chain to a quorum of nodes and leave only a contract for arbitrating “fraud proofs” on-chain. A fraud proof, which is generated via an interactive pinpoint protocol, proves that the claimed result of a computation is fraudulent/incorrect. The arbitration process is designed to validate a fraud proof by executing only a few minor computation steps, making the on-chain cost extremely low. Existing technologies, such as Plasma [64], TrueBit [76], Arbitrum [44], YODA [19], ACE [82], Optimism [62], share this key idea. This opens up exciting opportunities for smart contracts to fulfill new scenarios in the next complexity level, such as the escrow contract, iterated hashing, aggregated execution of DeFi transactions, etc.

If the complexity moves up one more level, AI computations naturally become a fascinating paradigm that people want smart
contracts to support. Indeed, researchers in both the academia (e.g., YODA [19], TrueBit [76], ACE [82]) and the industry (e.g., Microsoft [36] and startups [18], [32], [46], [39]) have put forth the vision to fulfill AI computations with decentralized consensus. However, this is an uncharted territory, because contemporary AI computations, specifically DNN (deep neural network) computations, impose serious challenges for all existing technologies:

- **Overhead of on-chain execution.** Some proposed technologies [32, 36, 39, 46, 56, 70] either target small AI computations or only target the consensus among a small number of nodes. They do AI computations by the on-chain execution, thus cannot scale. If these approaches are used on Ethereum to run a DNN computation, the cost would be prohibitively high. For example, a single VGG16 [69] inference is estimated to consume ~ 90 billion gas, equivalent to running $4.3 \times 10^9$ ETH-transfer transactions\(^1\) on the Ethereum platform. It is obviously impractical.

- **Overhead of off-chain execution.** Other technologies [19, 44, 64, 76, 82] orchestrate off-chain execution and contract arbitration, and thus significantly reduce the on-chain cost. However, to guarantee an alignment and the consistency between the off-chain execution and the contract arbitration, they all rely on restricted custom virtual machines (VMs) for the off-chain computations. For example, floating-point arithmetic and the multi-threaded execution, which commonly exist in DNN computations, are prohibited in these VMs. This may result in orders of magnitude slowdown compared to the native execution. It also significantly increases the burden for the verifiers and the pinpoint protocol.

**Problem statement.** The problem we consider in this paper is: how to enable smart contract verification of DNN computations with low cost, both on-chain and off-chain. Regarding the scale of the computations, we consider the popular DNN models, such as ResNet50 [38], VGG16 [69] and MobileNet [66].\(^2\) Once the smart contract obtains this scale of DNN competence, one can imagine many types of real “smart” applications, such as:

- **Intelligent Automated Market Maker (AMM).** AMM such as Uniswap [49] has revolutionized the economic ecosystem of Ethereum. DNN can improve the liquidity and profit of the market maker [71, 72], which is also envisioned in the DeFi community [65].

- **Decentralized AI marketplace.** Decentralized exchanging of digital goods has been proposed recently for stronger fairness, compared to those centralized solutions [16, 22, 25]. There is a clear need to exchange AI models in the marketplace. Verification of DNN computations is essential to enable this scenario [46].

- **Blockchain-based Uber (BUber).** BUber has been extensively discussed to mitigate the fairness issues due to the opacity of the centralized intermediary [5, 75]. Scheduling algorithm with a DNN capability can further enhance BUber’s efficiency [50].

- **Decentralized paper ballot counting.** Handwritten-signature recognition is used for paper ballot counting in national elections [60]. Allowing a decentralized smart contract to run the process may help increase the transparency and make the public more confident about the results [55, 67].

\(^1\)The ETH-transfer transaction (ETH, or ether, is the unit of Ethereum’s currency) is used as a baseline for on-chain cost in this work, which always consumes 21,000 gas.

\(^2\)We focus on evaluation of DNN models (i.e. inference), and leave DNN training as future work.

**Agatha system.** In response to this community vision, we develop a system named Agatha, which demonstrates the first practical contract verification for DNN computation on the public Ethereum. Agatha follows the existing off-chain execution approaches with contract arbitration [19, 64, 76, 82], so the on-chain overhead is greatly reduced. The main difference between Agatha and the previous approaches is about the off-chain computation, where Agatha enables the native execution of DNN computation, whereas others only support restricted VM-based execution. Therefore, Agatha significantly reduces the overhead of the off-chain execution, making the complex computation practical.

**Technologies.** Enabling the off-chain native execution of DNN computation for smart contract is our main contribution. It faces two significant challenges:

- **Misalignment of native execution and contract arbitration.** Although previous work, such as TrueBit [76], claims to achieve native off-chain execution for general-purpose computation, DNN computation is much different from their showcased applications. DNN computation is implicitly expressed as a computation graph of operations with rich toolchain support [7, 11, 58, 61]. In contrast, existing contract arbitration requires the computation to be expressed by serialized VM instructions. Therefore, considering hardware features used by conventional DNN computations, such as multi-threading, SIMD or even GPU instructions, it is an enormously complicated (and unnecessary) detour to transcode between DNN computations and serialized VM instructions and ensure their consistency.

- **Cross-platform inconsistency.** Native execution of DNN computation, especially on different hardware platforms, may lead to different execution results (floating-point vectors). This can be ascribed to various factors, such as imprecise approximations, different accumulation orders of floating-point numbers, etc. Different execution results or temporary variables during the execution can discredit the fraud proof of the quorum since every honest node can be a “fraud” due to execution on different platforms.

To solve the challenges, the key technologies of Agatha system are twofold:

- **Graph-based Pinpoint Protocol (GPP),** which is a protocol that can generate the “fraud proof” interactively and efficiently. Instead of representing DNN computation as executing VM instructions, GPP represents DNN computation as evaluating a graph of operations (e.g., Conv, Gemm) and further a graph of basic operations (e.g., fadd, fmul), where the evaluation results of basic operations can be efficiently arbitrated by our smart contract equipped with the floating-point arithmetic emulation. Moreover, the graph-based representation is highly compatible with conventional toolchains of DNN computation. By guaranteeing that evaluating the graph is consistent with the native execution, Agatha’s pinpoint protocol is purely based on the graph evaluation, which circumvents the misalignment challenge. In addition, we introduce the Two-phase Pinpoint design, which optimizes the protocol to equip an orchestrated execution of both coarse-grained evaluator (native execution in the granularity of operation) and fine-grained evaluator (simulation in the granularity of basic operation).

- **Cross-evaluator consistent execution (XCE),** which guarantees the three consistencies between: (1) native execution and operation...
evaluation, (2) operation evaluation and the evaluation of basic operation, and (3) basic-operation evaluation and the smart contract arbitration. To achieve every consistency, we have two steps in general: the first is to make the execution either compliant with the IEEE-754 standard of floating-point arithmetic or in integers; the second is to ensure a fixed order of floating-point sum/product. Following the workflow, we conduct a comprehensive investigation and solid tests to ensure consistency, which spans over hardware heterogeneity, compiler options, arithmetic libraries and so on. We formally prove that with XCE, the cross-platform consistency and the correctness of Agatha system are achieved.

In summary, GPP establishes the infrastructure that bridges the gap between the native DNN computation and the contract arbitration. And XCE forms the correctness foundation of GPP by ensuring the cross-evaluator consistency, which naturally leads to the cross-platform consistency.

**Results.** We showcase Agatha system for DNN inference using MobileNet [66], ResNet50 [38] and VGG16 [69], which are models widely used in the industry. The evaluations confirm the correctness of XCE, using unit tests and end-to-end tests, which include ~7500 floating-point corner cases. We also measure the performance and the gas consumption of Agatha. Our off-chain native execution is observed to have an insignificant latency overhead (3.0% on average) compared to the original DNN computation. By contrast, previous VM-based off-chain execution has an average slowdown of 620X, which is 602X greater than ours. Regarding the on-chain cost: When there is no dispute, i.e., the normal case, the cost of Agatha is equivalent to ~3 ETH-transfer transactions; When the two disputing parties fight all the way to the arbitration, i.e., the worst case, the cost is equivalent to ~86 ETH-transfer transactions. These performance and cost numbers demonstrate Agatha’s practicality for DNN computation, given both on-chain and off-chain overhead.

## 2 Smart Contract for Complex Computations

In this section, we give the background about smart contract for complex computation, which is the approach Agatha follows.

As mentioned in the introduction, our research is inspired by off-chain execution approaches with contract arbitration, such as Truebit [76], Arbitrum [44], YODA [19] and ACE [82]. Figure 1 shows the essence of the approach. The base is the smart contract, which runs on a peer-to-peer network of a huge number of nodes. Because the on-chain execution needs to always maintain a worldwide consensus, it cannot afford to run expensive computations. The basic idea of previous approaches is to have a small number of off-chain nodes (e.g., 10 independent parties or a dynamic quorum). The off-chain nodes can be elected either by network reputation or registration via deposit on the smart contract.

Figure 1 shows the steps in these approaches. For the initialization step ⁰, the requestor sends the computation task \( \phi \) and input data \( D \) to the off-chain nodes while optionally making corresponding commitment³. In step ¹, the first node that finishes computation, which is called the submitter in this paper, claims \( R = \phi(D) \). This means that \( R \) is the result of computation \( \phi \) on input \( D \). \( \phi \) is too expensive for the smart contract to re-execute, so it is only submitted to the verifiers, which are the rest of the off-chain nodes. In step ², every verifier independently validates the claim. Suppose the lower-left verifier declares that the claim is wrong, it starts a pinpoint protocol, involving the verifier itself, the submitter and the smart contract. This is shown in step ³. The verifier tries to disprove the claim by pinpointing one concrete erroneous step in it, with the contract arbitrating in step ⁴. Obviously, arbitrating about a single step is easy for the smart contract. In the end, if the submitter survives all challenges from verifiers for a pre-defined period \( T^0 \), \( “R = \phi(D)” \) is accepted by the smart contract.

**Figure 1:** The essence of the previous approaches

There are various assumptions about the verifiers to guarantee security and liveness, such as AnyTrust [44], Financially Rational Players [76] and the hybrid Byzantine assumption [19, 82]. For simplicity, we use the AnyTrust assumption from Arbitrum [44].

The **AnyTrust assumption.** AnyTrust, rather than “majority trust”, assumes that, for every claim, there is at least one honest node. Namely, either the submitter is honest, or at least one verifier is honest and will challenge within the pre-defined period. Suppose there are \( m \) verifiers, \( m - 1 \) of whom collude to stay silent about a submitter’s wrong claim. Under AnyTrust, the only honest verifier will still succeed in disproving the wrong claim in front of the smart contract, and the wrong claim is thus rejected (formal definitions in Section 6). Like the previous work [44, 76], we also assume data availability (i.e., \( D \) and \( \phi \) should be accessible to all verifiers) and anti-censorship (i.e., every verifier can always interact with the contract). They are solved by orthogonal countermeasures [48, 54].

The **pinpoint protocol.** The pinpoint protocol⁴ also needs more explanations. The goal of the protocol is shown in Figure 2. The computation \( \phi \) consists of a sequence of VM instructions (denoted as \( \text{VM}1, \text{VM}2, \ldots, \text{VM}n \)) and the initial VM state is \( S_0 \). However, the verifier and the submitter get different states \( S_n \neq S'_n \). The goal of the protocol is to pinpoint \( \text{VM}k \), such that \( S_{k-1} = S'_{k-1} \) but \( S_k \neq S'_k \) and to send (\( \text{VM}k, S_k, S'_k \)) to contract for arbitration. The submitter and the verifier are forced to get the same \( k \) with a challenge-response mechanism with a timeout penalty [22, 44, 76].

---

³The requestor implicitly exists as the transaction senders while the commitment is omitted in the aggregated execution of transactions [62].

⁴Equivalent terminologies include Bisection protocol [44] and Verification Game [26, 76].
workload and throughput of off-chain nodes. For example, submitter Agatha enables the native DNN computation which reduces the on-chain overhead. However, the key difference is that submitter’s result is accepted. If any client finds the result incorrect, and then wins the challenge-response dispute following the Agatha pinpoint protocol, the contract will reject the submitter’s result. Otherwise, the submitter’s result is accepted.

The overhead of off-chain computation. Besides the overhead of contract execution (i.e., on-chain part), the overhead of off-chain execution is also critical since the off-chain overhead determines the workload and throughput of off-chain nodes. For example, submitter or verifiers in TrueBit [76] earn bounties proportional to the length of VM instructions, which is the cost to post the computation task for the requestor; Arbitrum VM leverages the Intel SHA extension [35] to achieve a high off-chain throughput. Furthermore, in DeFi applications, the off-chain latency directly determines the efficiency of the market because of the off-chain racing counterparities (e.g., liquidity providers [37] and traders [83]).

3 Agatha Overview

Agatha is a DNN computation-based system that enables native execution in scalable contracts. The Agatha system consists of a smart contract deployed on Ethereum and several independent Agatha clients. For a DNN computation task, the Agatha system focuses on the verification process after one Agatha client submits a result of the task (specifically, the hash value of the result). If any client finds the result incorrect, and then wins the challenge-response dispute following the Agatha pinpoint protocol, the contract will reject the submitter’s result. Otherwise, the submitter’s result is accepted.

Similar to the previous technologies, Agatha has a workflow to reduce the on-chain overhead. However, the key difference is that Agatha enables the native DNN computation which reduces the off-chain overhead significantly. The design of the Agatha system is shown in Figure 3 and explained in this section.

3.1 Native execution

The core innovation of Agatha is enabling native execution in scalable contracts for DNN computation (see Table 1). There is a native evaluator $E_N$ in each client. In Agatha, both submitter and verifier execute DNN computation with multi-threaded, highly optimized and hardware-accelerated $E_N$, instead of a restricted single-threaded VM. Using $E_N$ significantly reduces both the submitter’s execution latency and the verifier’s validation latency. For example, a multi-threaded $E_N$ only takes 0.076 seconds to run a VGG16 inference (see Section 7.3); an ideal VM (simulated by a single-threaded, highly optimized native evaluator) takes 0.439 seconds, 5.78 times more than the $E_N$; restricted VMs such as Arbitrum VM are typically 800 times slower than the ideal VM. If $E_N$ is further accelerated by GPUs, its performance improvement over restricted VMs can be three orders of magnitude.

Although some previous VM-based schemes have imagined combining native execution, VM-based pinpoint protocol and arbitration [76], they provide no detail. We consider this highly difficult, because of the paradigm misalignment. To enable pinpoint protocol and contract arbitration, the VM paradigm takes a sequence of VM instructions and an initial state as inputs, and outputs a final state. However, a multi-threaded $E_N$ takes a function and some data as inputs, and outputs the result. If we want to bridge them, there are two potential routes. First, if we define $\phi$ as VM instructions, we need to transcode the serialized VM instructions to a native multi-threaded program and ensure their consistency. Second, if we define $\phi$ as a function, the verifier and the submitter must have consensus on how $\phi$ is represented by a specific sequence of VM instructions. However, both routes are hugely unnecessary detours. As we will explain next, the graph-based paradigm is a far more direct representation of DNN computation.

3.2 Unified graph-based paradigm

Agatha forgoes the VM-based paradigm, which is a wrong abstraction for DNN computation. A DNN, as a function, says nothing about instructions, registers, memory, etc. Alternatively, following the mainstream paradigms [7, 11, 61], we express a DNN computation as a computation graph consisting of operations. A computation graph is a directed acyclic graph with operations as its nodes and tensors as its edges. For example, Figure 4 shows the computation

| Steps                  | Previous | Hypothetical | Agatha |
|------------------------|----------|--------------|--------|
| Submitter’s execution  | VM       | Native       | Native |
| Verifiers’ validation  | VM       | Native       | Native |
| Pinpoint protocol      | VM       | VM           | Semi-native |
| Contract arbitration   | VM       | VM           | BOP    |

Table 1: Comparison of the previous work, a hypothetical method and Agatha
of ResNet50 [38], and the internal computations of Conv, Relu and Gemm are shown in the figure. An operation is defined mathematically using basic operations, such as summation, max and multiplication. In the rest of the paper, we use the terminology “basic operation”, or BOP, to refer to an individual computation of numbers. The terminology “operation” or OP, without a preceding “basic”, means the computation of tensors.

![Figure 4: The computation graph of ResNet50](image)

Using the graph representation provides a unified paradigm from native execution to contract arbitration. It also has two main advantages. First, we can leverage existing high-performance graph evaluators, such as ONNX Runtime [58], TensorFlow [11] and PyTorch [61], as our \( E_N \). Second, as we will show next, we can design a simple and efficient pinpoint protocol for DNN computation.

Each Agatha client leverages a phase-1 evaluator \( E_{OP} \) and a phase-2 evaluator \( E_{BOP} \), used for our two-phase pinpoint protocol. In phase 1, the DNN computation in dispute invokes \( E_{OP} \) to compute the results of the operations, and then the Agatha contract can locate an operation in dispute. In phase 2, the operation in dispute further invokes \( E_{BOP} \) to generate the results of the basic operations, and thus the contract can locate a basic operation in dispute. After pinpointing, the contract performs the arbitration by calculating the basic operation on Ethereum with its on-chain evaluator \( E_C \).

The simplicity comes from the graph representation. For this protocol, the arbitration contract only needs to understand integer and floating-point arithmetic, but not other complicated machinery; the client only needs to understand computational graphs, but not sophisticated VM instructions and states.

The efficiency benefits from both native execution and the nature of DNN computation. \( E_{OP} \) can invoke the high-performance \( E_N \), and \( E_{BOP} \) can make arbitration simple. Imagine two alternative pinpoint protocols. The first one, without phase 1, uses \( E_{BOP} \) to generate internal intermediate results of the whole graph, and lets the contract locate a basic operation in dispute. This is too inefficient for a DNN computation, which usually has billions of basic operations. The second one, without phase 2, demands the contract to directly locate an operation in dispute, and then arbitrate the operation by re-executing it on-chain. This is not practical for DNN computations, whose operations are too complex to implement and execute in smart contracts.

### 3.3 Consistency

Forgoing the VM-based paradigm brings a new issue about verification – inconsistency. Using the graph-based paradigm, we notice that operations in DNN computation are only defined as mathematical formulas, but the details of the implementations still have flexibility, such as the precision and the order of internal basic operations. Consequently, with the same input, the output of DNN computation, usually a floating-point vector representing confidence values, is not strictly consistent. For example, we test one Gemm operation with the same inputs on different software/hardware platforms. The results are shown in Table 2. The tests in Table 2(a) ran the Gemm operation with different \( E_N \) on an i7-8700 processor with 12 logical cores. "Serialization" refers to the straightforward for-loop implementation of matrix multiplication, similar to our \( E_{BOP} \). Others are popular software for DNN computation. We can see that their outputs are different from each other (i.e., with different hash values). More interestingly, we test PyTorch and find that even the same software on different hardware yields different results, as shown in Table 2(b).

| (a) Different software | (b) Different hardware |
|------------------------|------------------------|
| Software | Result Hash | Hardware | Result Hash |
| NumPy | 608754... | 4 CPU (i7-8700) | f8685b... |
| ONNX Runtime | c2baad... | 8 vCPU (i7-8700) | c53a15... |
| TensorFlow | 630fa0... | 12 vCPU (i7-8700) | 630fa0... |
| Serialization | 50bd3a... | 16 vCPU (Skylake) | 608754... |
| Gemm operation | 415b6... | 16 vCPU (Broadwell) | f71df1... |

**Table 2: The inconsistency among the results of the same Gemm operation on different platforms**

With this issue in mind, we can revisit the pinpointing and arbitration mechanism and understand two major challenges about verification – cross-platform consistency and cross-evaluator consistency. Without cross-platform consistency, the verifiers are unable to tell if a submitted claim is correct by re-executing it. On smart contracts, the equality of two large data objects is checked by comparing their secure-hash values or Merkle tree roots. Equality means an exact match – even one-bit difference will fail the equality test. Even if someone would invent an equality test that could tolerate a degree of imprecision, it would not satisfy the requirement, as we observe that the imprecision of some intermediate operations cannot be bounded. For example, the reciprocal of a small value is very sensitive to its imprecision. Therefore, we must tackle the challenge directly, so that every \( E_N \) can make results consistent down to every bit.

Cross-evaluator consistency guarantees the correctness of honest clients in our pinpoint protocol and naturally leads to the cross-platform consistency (details in Section 6). Specifically, for a computational graph, \( E_N \) and \( E_{OP} \) should output a consistent result; for an operation, \( E_{OP} \) and \( E_{BOP} \) should output a consistent result; for a basic operation, \( E_{BOP} \) and \( E_C \) should output a consistent result. Like cross-platform consistency, our goal is to identify and eliminate all sources of inconsistency among the four evaluators.
4 Graph-Based Pinpoint Protocol

As mentioned earlier, pinpoint protocol is the bridge between native evaluator $E_N$ and contract arbitrator $E_C$. To align $E_N$ and $E_C$, Agatha does not design the pinpoint protocol based on VM, which is not aligned with the intrinsic nature of DNN computation. Instead, we design a graph-based pinpoint protocol (GPP). GPP includes the following three components and defines how to use them for the pinpoint protocol: (1) Phase-1 evaluator $E_{OP}$ which aligns with $E_N$ and executes in the granularity of operation; (2) Phase-2 evaluator $E_{BOP}$ which aligns with both $E_C$ and $E_{OP}$, and executes in the granularity of basic operation (BOP), along with the setup tools for $E_{BOP}$; (3) an enhanced evaluator $E_C$ which can arbitrate the floating-point arithmetic in BOPs.

Next, we begin with explaining the components for $E_{BOP}$, because $E_{BOP}$ plays a central role in GPP. It not only determines the BOPs that $E_C$ needs to support, but also is the basis of $E_{OP}$.

4.1 Enabling graph-based pinpoint with $E_{BOP}$

Circuit generation. Representing a DNN computation as a computation graph can be considered in two levels: the operation (i.e., OP) layer and the basic operation (i.e., BOP) layer, as discussed earlier. The first-level computation graph is already generated explicitly [7], similar to the one in Figure 4. However, we need the ability to generate the second-level computation graph (i.e., circuit). Table 3 shows the BOPs we support. They are in four categories: floating-point arithmetic, integer arithmetic, assignment and type-casting. We have confirmed that every operation in our runtime can be expressed as a circuit with these BOPs.

| Categories         | Basic Operations                                      |
|--------------------|--------------------------------------------------------|
| Floating-point     | f32_add, f32_sub, f32_mul, f32_div, f32_min,           |
| Arithmetic         | f32_max, f32_sgte, f32_round, f32_floor               |
| Integer Arithmetic | i32_add, i32_sub, i32_mul                              |
| Assignment         | = (the operand type can be f32, i32 or u8)            |
| Type Casting       | f32_to_u8, u8_to_f32, i32_to_u8, i32_to_i32           |

Table 3: Eighteen basic operations (BOPs) in this work

We implement a rule-based circuit generator for conventional OPs in DNN computation. The generator handles the operations with different shapes and other parameters. We have confirmed that the generated circuits and the operations are logically identical, but Section 5 will discuss the inconsistency situations when concretely evaluating them. Figure 5 shows a tiny example of the generated circuit for an integer matrix multiplication (i.e., MatMulInteger). Figure 5(a) shows the multiplication, and Figure 5(b) shows the circuit. The circuit is a directed acyclic graph (DAG). The vertices of the graph are BOPs (e.g., i32_add and i32_mul, shown as “+” and “×”). Two special vertices, shown as “in” and “out”, are the source and the sink of the graph. The directional wires represent the variables of the computations, including the input variables (i.e., in1 ~ in6), intermediate variables (i.e., v1 ~ v4), and the output variables (i.e., out1, out2). We also use v5 and v6 as the aliases of out1, out2, respectively.

Since DNN computation is already expressed as a graph of operations, with the circuit generator, we can represent the whole DNN computation as a giant circuit, which involves billions of BOPs.

Circuit serialization. Because the computation graph $G = (V, E)$ is a DAG, a topological sorting (TS) [43] can be used to serialize it, which has a complexity of $O(|V| + |E|)$. Figure 5(c) shows the serialization result of the graph in Figure 5(b). Every item in the sequence, except the first and the last, is denoted by its BOP and the variables on its incoming edges. We call each of these items a “vertex with inputs”, or VI.

A VI has two forms: the symbolic form and the concrete form. In the symbolic form, referred to as $VI^C$, every variable is assigned a unique name by the circuit generator, such as $i_{13}$ and $i_4$. For example, (“×”, $i_{13}$, $i_1$) can be a $VI^C$. In the concrete form, referred to as $VI^C$, every variable is replaced by its actual value. For example, (“×”, 1, 5) can be a $VI^C$.

Therefore, the pinpoint problem can be defined using $VI^C$ and $VI^C$ as follows. Prerequisite: the submitter and the verifiers agree on the same $VI^C$-sequence and all input values. Problem: the submitter and a verifier get different $VI^C$-sequences, so the smart contract needs to determine who is incorrect (note that it does not imply that the other is correct).

Circuit evaluator $E_{BOP}$. $E_{BOP}$ produces the $VI^C$-sequence based on the $VI^C$-sequence and the concrete values of the inputs. It sequentially outputs every $VI^C$ and the corresponding $VI^F$. Let’s assume (in1, ..., in6) = (1, ..., 6) in Figure 5(a). First, $VI^F_C$ is initiated as (“in”, 1, ..., 6). Then, the evaluations for $VI^F_1$, ..., $VI^F_6$ are performed, based on $VI^C_1$, ..., $VI^C_6$. The results of these $VI^F$s are stored. For example, $VI^F_5$ refers to $v_1$ and $v_2$, so the evaluator loads the output of $VI^F_5$ (i.e., $v_1 = 5$) and $VI^C_5$ (i.e., $v_2 = 12$), respectively. The process continues until the last $VI^C$, i.e., $VI^C_6$ (“out”, 17, 39) is produced.

Commitment scheme. With the setup work of circuit generation, serialization and the evaluator, when a verifier disagrees about the computation result of the submitter, the pinpoint protocol begins. In this subsection, we assume the whole DNN computation is expressed as a circuit. Then, our pinpoint protocol can be based on a commitment scheme [14] leveraging Merkle trees (MTs) and a smart contract. The protocol allows the submitter and the verifier to locate their leftmost divergent $VI^C$. The complexity is $O(\log n)$, where $n$ is the length of the VI sequence. The commitment scheme guarantees the non-repudiation of the disputing parties during the process. The protocol includes one preparation step and three interaction steps, as intuitively shown in Figure 6 (formal settings in Section 6):

- Prepare. Before the pinpoint, with the $VI^C$-sequence as leaves, both the submitter and the verifier generate and reach a consensus on
MT^S. They also agree on the input values (i.e., VI_{1}^{C}). For example, the consensus can be denoted as a unanimous signature to the contract on the root of MT^S and VI_{1}^{C}. Then, the submitter submits the output of the circuit (e.g., VI_{5}^{C}) to the contract.

- **Locate the leftmost divergent VI^C.** The verifier challenges the submitter by invoking the contract API if the verifier disagrees with the output. The submitter is first required to generate MT^C from the VI^C-sequence. Then, according to the on-chain challenges of the verifier, the submitter responds to the contract with a complete Merkle path traversing from the treetop to the leaf. The verifier selects the path based on the local MT^C in order to find the leftmost VI^C divergent from the submitter’s. During the process, the contract validates if the Merkle path of the submitter is correct and follows verifier’s challenges. Thus, the submitter cannot cheat to regenerate an MT^C while the verifier cannot deny the challenge requests sent to the contract. Suppose that the VI_{5}^{C} is located, which means that VI^C’s before the VI_{5}^{C} are consistent. By referring to the definition of VI_{5}^{C}, the submitter and the verifier dispute either about the concrete input (i.e., the value of v_1 or v_2) or about the BOP (i.e., “_”).

- **Upload the MT^S path.** If the disagreement is about the BOP, the submitter is required to upload a Merkle path of VI_{5}^{C} to the contract. The contract verifies the path and checks if the BOP in VI_{5}^{C} matches the submitter’s. If both pass, the verifier is marked “incorrect” by the contract.

- **Upload the MT^C path.** If the disagreement is about the input (e.g., v_2), the submitter is required to upload: (1) an MT^S path of VI_{5}^{C} to prove that the output of VI_{5}^{C} provides the disputed input; (2) an MT^C path of VI_{2}^{C} to prove that submitter’s value for v_2 is correct. If the contract validates the submitter’s uploaded paths and that the output of VI_{2}^{C} is submitter’s v_2, the verifier is marked as “incorrect” by the contract. Otherwise, the submitter is marked “incorrect”.

Up to this point, we have explained how to pinpoint a disputed BOP in a DNN computation, assuming the protocol can process the entire computation graph. However, this is difficult in reality. We will show in Section 7 that the number of basic operations can be as large as 30 billion, the memory size to include these BOPs is over 600 GB. If we assume the number of OPs in the first-layer is n_1 and each OP has n_2 BOPs, the space complexity would be O(n_1 \cdot n_2) either for generating or for evaluating the graph. To reduce the significant overhead, we propose two-phase pinpoint protocol, which introduces the Phase-1 evaluator.

### 4.2 Introducing EOP for two-phase pinpoint

To make pinpoint protocol practical, the pinpointing process needs to be done in two phases. Phase-1 identifies the disputed OP with another highly efficient evaluator EOP. As shown in Figure 7(a), the leaves of the Merkle tree for Phase-1 are OPs, so the size of the tree (i.e., P1_MT^C) is much smaller. The procedure in Phase-1 is as what we described above, with two important details to note: (1) the VI represents an OP (e.g., (MatMulInteger, in)) not a BOP (e.g., “×”, “+”, “_”). Variables in can be tensors with arbitrary shape and data type. The “BOP” field of VI in the previous section is replaced as one of operations (e.g., Conv) that takes input variables with certain dimensions. In our protocol, this OP is represented by the Merkle root of MT^S of the operation’s symbolic circuit (i.e., P2_MT^S), rather than the string “MatMulInteger”, so it is a well-defined concrete computation. (2) Different from evaluating a circuit, EOP leverages EN to evaluate every operation with native performance and computes based on those operation results, which is a feature of current DNN tool-chain [58].

![Figure 7: Two-phase pinpointing: (a) Phase-1 (b) Phase-2](image-url)

Once the disputed operation is pinpointed in Phase-1, the submitter and the verifier start Phase-2, which is within the Merkle tree P2_MT^C in Figure 7(b). Generating P2_MT^C and P2_MT^S is on-demand, so the space complexity of the protocol is reduced to O(n_1 + n_2). In the end, a disputed BOP is submitted to the contract for arbitration.

### 4.3 Contract arbitrator E_C

We implement the contract arbitrator E_C for all the BOPs in Table 3 via the integer-based emulation, which is fully compliant with the current Ethereum contract standard. In other words, E_C is aligned with E_BOP with the granularity of BOP. The implementation carefully complies with IEEE-754 and demonstrates a negligible on-chain overhead for arbitration (see Section 7).
5 Ensuring Consistency

Implementing the Agatha system requires several kinds of consistency as introduced in Section 3.3. In this section, we systematically explain the methods to eliminate all sources of inconsistency, from basic operations to DNN computation, so that we can ensure both cross-evaluator consistency and cross-platform consistency from bottom up.

5.1 Basic operations (\(E_C - E_{BOP}\) consistency)

Both \(E_{BOP}\) and \(E_C\) evaluate basic operations. Among basic operations, integer operations are unambiguous; the main pitfall is due to floating-point operations.

Although the IEEE-754 standard strictly defines floating-point operations, it requires a thorough study to make \(E_{BOP}\) and \(E_C\) compliant to IEEE-754. For example, we must avoid implementing the minimum and maximum operations of two floating-point numbers by comparison (e.g., using C++ \texttt{std::max} in \(E_{BOP}\)), which violates the IEEE-754 standard to tackle corner cases such as signed zeros and NaNs. Non-standard mathematical functions, such as x86’s RCP and RSQRT, should never be used.

5.2 Operations (\(E_{BOP} - E_{OP}\) consistency)

Both \(E_{OP}\) and \(E_C\) evaluate operations. \(E_{BOP}\) is based on serialization of basic operations and requires the result consistent with \(E_{OP}\). \(E_{OP}\) evaluates an operation by invoking \(E_N\), so it also requires cross-platform consistency. We have conducted a comprehensive study to make Agatha correct and efficient for evaluating operations.

5.2.1 Inconsistent operations

To identify cross-platform and cross-evaluator inconsistent operations, we have systematically reviewed the implementations of operations on the software/hardware platforms listed in Table 2 (covering different software, different processor micro-architectures, and various numbers of logical cores in the same processor), and investigated all the operations defined in ONNX [7] operator set version 7 – a total number of 100. We identify the inconsistent operations by analyzing their two essential sources:

1. Non-associativity of floating-point operations
2. Standard-incompliant floating-point optimizations

Non-associativity. Floating-point operations, as defined in the IEEE-754 standard [1], are not associative [33, 59, 81]. Thus, any computation that consists of multiple floating-point operations must specify the order of the operations, which is expressed as a computation graph, a.k.a. a circuit. Otherwise, with different circuit representations, a computation that is consistent in real numbers becomes inconsistent in floating-point numbers.

Unfortunately, an operation only has a mathematical definition, which implies an ambiguous circuit representation. We observe that an operation may be interpreted into different circuit representations on different software/hardware platforms, for performance reasons. For example, Figure 8 illustrates three possible circuits for a ReduceSum operation that aggregates eight \texttt{float} \(\textit{f16}\)s: Circuit (a) shows the straightforward for-loop implementation; (b) shows the implementation using 128-bit SIMD instructions (e.g., SSE); (c) shows the implementation using 256-bit SIMD instructions (e.g., AVX). Besides the SIMD width, we notice that the circuit may also depend on the number of threads, the cache size, and the summation algorithm.

![Figure 8: The circuits with different summation orders: (a) sequential, (b) an order observed in an implantation in SSE (128-bit SIMD), (c) an order observed in AVX (256-bit SIMD). Elements of the same sub-figure with the same grey-scale are packed into one register.](image)

Standard-incompliant optimizations. An operation may be inconsistent even if it has an unambiguous circuit representation. We show that the inconsistency comes from three categories of standard-incompliant optimizations.

First, using imprecise implementations. Although the value of a mathematical function on floating-point numbers is well-defined according to the IEEE-754 standard, some software enables approximate algorithms or specific hardware instructions to accelerate the mathematical computation at the cost of precision. For example, the Eigen library, which is used by TensorFlow and ONNX Runtime, is configured with "\texttt{EIGEN\_FAST\_MATH=1}" by default, so it uses imprecise implementations rather than its standard-compliant implementations.

Second, value-changing transformations. Some software applies distributive laws and substitutes division with reciprocal multiplication in order to accelerate operations (such as BatchNormalization). However, this transforms the operation’s existing circuit representation and may change the result [1].

Third, improper compilation. The computation can be non-standard due to improper compilation options. For example, "\texttt{--f\_ast\_math}" option in GCC [9] enables unsafe compilation optimizations and violate the IEEE standard even if the software avoids imprecise implementations or value-changing transformations.

Based on our broad investigation about the operations and the platforms, we summarize all the inconsistent operations in Table 4. Remarkably, inconsistent operations due to non-associativity exist in almost every DNN computation. Gemm and Conv, shown in Figure 4, are two such pervasively used operations. Thus, it is important to handle the inconsistency issue caused by floating-point non-associativity.

5.2.2 Addressing non-associativity for consistent operations

Disabling optimizations incompliant with standard makes many operations consistent. The other inconsistent operations are due to the non-associativity of floating-point operations. These operations are usually the most computationally intensive part in a DNN, so we
We adopt both sequencing and fixed-point arithmetic for Agatha. For example, we can leverage the benefit of parallelism. For example, we can consider this a difficult task for many reasons, such as the size of the circuit, participant’s consensus and software implementation. Specifically, in the context of DNN computation, using fixed-point arithmetic (or integer arithmetic\(^7\)) is called “quantization”, which has only an insignificant loss on the DNN model’s accuracy [42, 73]. In practice, if someone wants the insignificant accuracy loss even smaller (e.g., from 1% to 0.1%), one can use partial quantization. For example, most matrix multiplication-based operations (such as Gemm, Conv, RNN, LSTM) are quantized, but others still take floating-point numbers [58]. Considering this accuracy-performance tradeoff, Agatha adopts fixed-point arithmetic for quantization operation and sequences others, faithfully following the DNN model description.

### 5.3 Graphs (\(E_{OP} – E_N\) consistency)

Both \(E_N\) and \(E_{OP}\) evaluate the whole computational graph of a DNN. We have ensured that the operations are consistent, so it is easy to ensure the whole graph’s consistency. The main pitfall here is the graph optimization in \(E_N\). Some software’s default graph optimization level (such as ONNX Runtime’s) makes graph optimization so deep that the graph transformation changes the floating-point values. Setting a safer level resolves this issue.

### 6 Security Analysis

In this section, we provide the security analysis of our Agatha system with formal definitions and proofs.

#### 6.1 Definitions

The security definitions in this paper are very similar to those of Arbitrum [44]. The main difference is that we introduce the native DNN computation in the AnyTrust assumption and use GPP instead of VM-based pinpoint protocol. Besides, we also introduce the definitions for the evaluators used in Agatha system:

**AnyTrust assumption.** There are a quorum of off-chain nodes \(\{N_1, \ldots, N_m\}\) with their corresponding platforms \(\{P_1, \ldots, P_m\}\) for DNN computation, smart contract \(C\) as the arbitrator, a native DNN computation \(\phi^N\), native evaluator \(E_N\), input data \(D\), and a graph-based pinpoint protocol II. We use \(N_i \in \{N_1, \ldots, N_m\}\) to denote the submitter. AnyTrust assumption holds if for every claim of \(N_i\) that \(R_i = E_N(P_i, D, \phi^N)\) sent to other nodes in \(\{N_1, \ldots, N_m\}\) with corresponding commitment to contract \(C\), either \(N_i\) honestly participates in II or there exists a verifier \(N_s \in \{N_1, \ldots, N_m\}\) (\(s \neq i\)) to correctly compute \(R_s = E_N(P_s, D, \phi^N)\) and to honestly participate in II if \(R_s \neq R_i\).

**Evaluators in Agatha system.** There are four evaluators \((E_N, E_{OP}, E_{BOP}, E_C)\):

- For native execution, \(E_N\) is the evaluator for native DNN computation \(\phi^N\) as the mapping: \(P_i \times D \times \phi^N \mapsto R_i\), where \(P_i\) denotes the platform to run \(E_N\).
- For Phase-1 pinpoint protocol, \(\phi^N\) is conventionally expressed as a sequence of operations \((O_P)\): \(\phi^N_1, \phi^N_2, \ldots, \phi^N_k\), \(\phi^N_i\) is executed by \(E_{OP}\) as the mapping: \(P_i \times D_i^{OP} \times \phi^N_i \mapsto R_i^{OP}\), where \(D_i^{OP}\) and \(R_i^{OP}\) denote the input and output of \(\phi^N_i\), respectively. \(D_i^{OP}\) comes from either input \(D\) or previous output \(R_j^{OP}\) (\(j < i\)). \(E_{OP}\) can also calculate the intermediate result for \(O_P\): \(P_i \times D \times \{\phi^N_1, \phi^N_2, \ldots, \phi^N_k\} \mapsto R_i^{OP}\).

\(^{7}\)Fixed-point arithmetic is essentially based on integer arithmetic.
For Phase-2 pinpoint protocol, φ^{op}_j can be further serialized as a sequence of basic operations (BOPs): \{φ^{bop}_1, φ^{bop}_{1,2}, \ldots, φ^{bop}_{1,k}\} (e.g., by topological sorting). E_BOP is the mapping: P_s × D^{bop}_{i,j} × φ^{bop}_{i,j} \rightarrow R^{bop}_{i,j}, where D^{bop}_{i,j} and R^{bop}_{i,j} denote the input and output of φ^{bop}_{i,j}, respectively. Similar to E_OP, E_BOP can also evaluate the intermediate result: P_s × D^{bop}_{i,j} × \{φ^{bop}_{1,1}, φ^{bop}_{1,2}, \ldots, φ^{bop}_{1,k}\} \rightarrow R^{bop}_{i,j}.

For contract arbitration, EC evaluates contract arbitration φ^c as the mapping: P^E_s × D^{bop}_{i,j} × φ^c \rightarrow R^{bop}_{i,j}, where P^E_s denotes the platform to run Ethereum client while D^{bop}_{i,j} and R^{bop}_{i,j} denote the input and output for φ^c, respectively. Obviously, EC is cross-platform consistent, namely E_G=P^E_s, D^{bop}_{i,j} × φ^c = E_C(P^E_s, D^{bop}_{i,j}, φ^c) for arbitrary platforms P^E_s and P^E_o with Ethereum clients.

Graph-based pinpoint protocol (GPP) II. It is encoded in contract C and triggered by the claim of submitter N_s. It provides two exclusive APIs \{π^X, π^Y\} for the challenge of verifier N_v (π^X ≠ s) and the response of submitter N_s, respectively. Besides the Merkle tree verification logic, four parameters are pre-determined: (1) a timeout period T^π = O(|φ^op|) which is proportional to the latency of E_G(P_e, D, φ^o); (2) specifies the maximum interval for the first verifier to invoke π^Y; (2) a timeout period T^π = O(|φ^op|) which is proportional to the latency of E_G(P_e, D, φ^o); (3) the termination conditions (either for the aborting case or the non-aborting case) for the pinpoint protocol, which includes the contract arbitrator EC for φ^c (i.e., BOP).

N_s and N_v are considered honestly participating in II if N_s and N_v always correctly interact with C within the time-out periods (i.e., T^π, T^π and T^{bop}) according to contract states and their evaluation results of φ^o, φ^{op}_i, φ^{bop}_i with E_G, E_OP, E_BOP, respectively. Once π^Y is invoked, we assume that the count down of T^π is suspended until termination. Verifier N_v fails in the pinpoint protocol if either the time-out is reached or contract arbitration indicates N_s is right. Failed verifier can no longer invoke π^Y for this claim. If all verifiers fail or there is no challenge within T^π, the contract accepts N_s’s claim otherwise rejects the claim.

Following ACE [82], the core security properties of Agatha system is the correctness and the liveness:

Correctness of Agatha. Agatha’s correctness is twofold: (1) The contract will not accept N_s’s wrong claim given the AnyTrust assumption and our design of GPP and XCE; (2) N_s’s correct claim will not be challenged by honest verifiers and will be accepted by the contract given malicious verifiers.

Liveness of Agatha. N_s’s claim will be either accepted or rejected by the contract within a maximum period T_{max} even if N_s and m-1 verifiers maliciously invoke π^X and π^Y, respectively.

XCE plays the key role to guarantee the correctness of GPP and the whole Agatha system. In particular, XCE guarantees the cross-evaluator consistency between E_N × E_OP, E_OP × E_BOP and E_BOP × E_C, which can further ensure the cross-platform consistency:

Cross-evaluator consistency of XCE. The consistency between three pairs of evaluators (i.e., E_N × E_OP, E_OP × E_BOP and E_BOP × E_C) are defined as follows:

- E_N × E_OP, which means ∀ D and ∀ P_e ∈ {P_1, ..., P_m}, the output of E_OP for the OP sequence is the same with E_N’s output R_s: E_OP(P_e, D, φ^o) = E_N(P_e, D, φ^o).
- E_OP × E_BOP, which means ∀ D and ∀ P_e ∈ {P_1, ..., P_m}, the output of E_BOP for the BOP sequence and E_OP’s output are: E_BOP(P_e, D^bop_{i,j}, φ^{bop}_{i,j}) = E_BOP(P_e, D^bop_{i,j}, φ^{bop}_{i,j}).
- E_BOP × E_C, which means ∀ D and ∀ P_e ∈ {P_1, ..., P_m} and ∀ P^E_s running Ethereum, the output of E_BOP for D^{bop}_{i,j} is the same with E_C’s output: E_BOP(P_e, D^{bop}_{i,j}) = E_C(P^E_s, D^{bop}_{i,j}).

Cross-platform consistency. ∀ D and ∀ P_e, P_j ∈ {P_1, ..., P_m}, their outputs of E_N, E_OP, E_BOP are equal: (1) EN(P_i, D, φ^o) = E_N(P_i, D, φ^o); (2) E_OP(P_i, D, φ^{op}_i) = E_OP(P_i, D, φ^{op}_i); (3) E_BOP(P_i, D^{bop}_{i,j}, φ^{bop}_{i,j}) = E_BOP(P_i, D^{bop}_{i,j}, φ^{bop}_{i,j}); (4) E_C(P^E_s, D^{bop}_{i,j}) = E_C(P^E_s, D^{bop}_{i,j}).

6.2 Security proof

Lemma 6.1. XCE guarantees the cross-platform consistency.

Proof. ∀ D and ∀ P_e, P_j ∈ {P_1, ..., P_m}, with the cross-platform consistency of EC and the cross-evaluator consistency of EC-E_BOP, we can get E_BOP(P_i, D^{bop}_{i,j}, φ^{bop}_{i,j}) = E_BOP(P_i, D^{bop}_{i,j}, φ^{bop}_{i,j}), namely E_BOP is cross-platform consistent. With the E_OP × E_BOP and E_OP × E_N consistency, we can further conclude E_BOP(P_i, D^{bop}_{i,j}, φ^{bop}_i) = E_BOP(P_j, D^{bop}_{j,l}, φ^{bop}_j) and E_N(P_i, D, φ^o) = E_N(P_j, D, φ^o). □

Theorem 6.2 (The Correctness of Agatha). The claim of N_s is accepted by contract C without challenges from honest verifiers if and only if R_s = E_N(P_s, D, φ^o).

Proof. If R_s ≠ E_N(P_s, D, φ^o), according to Lemma 6.1 and AnyTrust assumption, the honest verifiers will not challenge the claim since R_e = R_s.

If R_s ≠ E_N(P_s, D, φ^o), we can prove that GPP will pinpoint to a φ^{bop} (unless N_s aborts midway), where R^{bop}_{i,j} ≠ E_BOP(P_s, D^{bop}_{i,j}, φ^{bop}_{i,j}). This inequality will be arbitrated by EC and lead to the rejection of N_s’s claim. If we assume that there is no such φ^{bop}, according to the E_OP × E_BOP and E_OP × E_N consistency, we can have E_N(P_s, D, φ^o) = E_BOP(P_s, D^{bop}_{i,j}, φ^{bop}_{i,j}), where φ^{bop}_{i,j} denotes the BOP sequence for \{φ^{op}_1, φ^{op}_{1,2}, \ldots, φ^{op}_{1,k}\}. Because R^{bop}_{i,j} = E_BOP(P_s, D^{bop}_{i,j}, φ^{bop}_{i,j}) for every φ^{bop}_{i,j}, we have E_N(P_s, D, φ^o) ≠ R_s = E_N(P_s, D, φ^o), contradicting to R_s ≠ E_N(P_s, D, φ^o).

Similarly, we can also get that if R_s = E_N(P_s, D, φ^o), GPP will find R^{bop}_{i,j} ≠ E_BOP(P_s, D^{bop}_{i,j}, φ^{bop}_{i,j}) for the malicious verifiers’ challenge. Therefore, all malicious verifiers will fail. □

Theorem 6.3 (The Liveness of Agatha). Within maximum period T_{max} = T^π + m×d(|φ^op|) × T^π + d(\{φ^{bop}_{i,j}\}) × T^{bop}, where
d(φ∗) is the depth of the k-ary Merkle tree representing φ∗, the claim of Ns will be either accepted or rejected.

Proof. If Ns’s claim is true and verifiers are all honest, the claim will be accepted within Tπ. The worst case is that m-1 verifiers maliciously invoke πV at Tπ. For every challenge from malicious verifiers, the process takes at most d(φop) × Tπop + d(φbop) × Tπbop, which corresponds to Tmax = Tπ + (m-1)×(d(φop) × Tπop + d(φbop) × Tπbop).

If Ns’s claim is false, normally it will be rejected with honest verifier’s challenge in d(φop) × Tπop + d(φbop) × Tπbop. There exists a worst case that the honest verifier and other malicious verifiers invoke πV at Tπ, which corresponds to the rejection of Ns’s claim in Tmax=Tπ + m×(d(φop) × Tπop + d(φbop) × Tπbop).

7 Evaluations

In this section, we provide the details of our implementation and experiment setup. Then, we show the evaluations of Agatha’s correctness and performance.

7.1 Implementation and experiment setup

Implementation. As shown in Figure 3, we implement the Agatha system with five steps: (1) With methods in Section 5, we implement XCE based on the ONNX Runtime [58], targeting three models (i.e., MobileNet, ResNet50, VGG16) and use XCE-enabled native verifier ENS. (2) We integrate the rule-based generating and the topological serialization into our circuit generator with ~1700 lines of C++ code. We speed up the generator by reusing duplicate circuits, given the recurrence of operations. (3) We implement the logic of Merkle tree, the interface to the contract, Phase-1 and Phase-2 evaluators EOP and EBOp, and a command-line interface in the Agatha client, which can connect to Ethereum and run the pinpoint protocol automatically for the submitter and the verifier. We implement the Agatha client with ~4000 lines of Python code (testing logic included), which leverages the ONNX library [7] and Brownie framework [2]. The module for Merkle tree generating is highly optimized in C++ leveraging the XKCP library [3], which provides the Keccak-256 hashing algorithm. The leaves of the Merkle tree are fixed-length to enable packing before hashing. To balance the Merkle tree, we move the VI∗ and VI of out/in to be under the Merkle root. We further compress the field of inputs in each VI with a Merkle tree structure. (4) We implement the Agatha contract in Solidity 0.7.1 [10] with ~500 lines of code, which specifies the logic for submitter-verifier interactions, Merkle path verification and the arbitration of BOP. The gas consumption is optimized in several ways, such as leveraging gas refunds [74] and using inline assembly in Solidity. (5) We implement the BOP contract library with ~1400 lines of Solidity code, in which the 32-bit floating-point arithmetic is adapted from the ABDK library [12].

Setup. For the off-chain nodes, we use Azure machines with 24 vCPUs (E5-2690 v3), which is the configuration for Section 7.3. We also use various machines of Table 2b to test cross-verifier consistency defined in Section 6. For the nodes of Ethereum, we use Ganache [40] to simulate the public Ethereum (Istanbul version [28]), which reports the same gas consumption. And for benchmarks, we use the standard test images from ImageNet [21] and ONNX-format files of three quantized models (i.e., MobileNet, ResNet50, VGG16) following [77]. For the Merkle tree configuration, we set the branch size as 32 by default since it is optimal for the gas consumption (detailed in Figure 11).

7.2 Validation about consistency

As shown in Section 6, the correctness of Agatha system relies on the cross-evaluator consistency which are introduced in Section 5 and defined in Section 6. Besides our careful design and investigation, we also have conducted comprehensive tests to evaluate the cross-evaluator consistency. All cases are tested on the different hardware of Table 2(b): (1) For EBOp-EOP consistency, we use random inputs and ~7500 floating-point corner cases as the unit tests for the EOP-EBOp consistency. The subnormal numbers, infinities, signed zeros and NaNs are all included to show consistency; (2) For EOP-EBOp consistency, we test more than 20 selected corner cases and more than 1000 random cases. All tests demonstrate consistency; (3) For EN-EOP consistency, the EOP and EN demonstrate consistent output hashes with all test images from ImageNet [21].

7.3 Performance evaluation

We first profile the three models used in this work. As shown in Table 6, we provide the storage size, the number of OPs and the number of BOPs in each model, respectively. We see that the model can be as large as 133 MB with 30 billion BOPs. In addition, the recurrence of OPs is common, so our deduplication (i.e., circuit reuse) can reduce the latency of the circuit generation substantially. Due to the page limit, we provide details of OPs (e.g., OP size distribution, circuit generation) in Appendix A.

| Model   | Storage | Before dedup | After dedup |
|---------|---------|--------------|-------------|
| MobileNet | 3.8 MB | 371 | 9.9 × 10^5 | 131 | 5.3 × 10^5 |
| ResNet50 | 25 MB | 387 | 8.1 × 10^5 | 97 | 3.9 × 10^5 |
| VGG16   | 153 MB | 186 | 3.0 × 10^5 | 75 | 2.2 × 10^5 |

Table 6: The number of OPs and BOPs in each model

The performance of Agatha evaluators. Figure 9 shows the latency of the native evaluator EN for running each of the three models end-to-end, which is the average result of 10,000 tests. The latency of ours includes the inference time and the time to generate the output hash. Compared with the original evaluator (i.e., ONNX runtime), EN introduces latency overheads as 6.6%, 1.4% and 1.3% for MobileNet, ResNet50 and VGG16 (the geometric mean is 3.0%), respectively. The overhead indicates the power of our design and the limited impact of turning off “-ffast-math” option.

We also test and estimate the latency for ideal VM and restricted VM, which denote the single-threaded native execution (the upper-bound performance of VM-based approaches) and the restricted VM of previous work, respectively. And for simplicity, we use Arbitrum VM as an example of the restricted VM which is based on EVM and actively being developed. Since EVM does not support floating-point arithmetic and has a gas limit, we use integer arithmetic for approximation and measure the speed of different instructions [63] to estimate EVM’s lower-bound latency. We can see that EN demonstrates an average speedup of 2.59× and 602× compared to ideal VM and restricted VM, respectively.
When the branch size varies from 2 to 64, we see a decrease in the latency, with a larger branch size, which reduces the total gas of Challenge one round, because the depth of Merkle tree decreases. Interestingly, the gas consumption of BOPs is negligible compared to those of other functions. We can find that the two-phase pinpoint greatly reduces the latency of the pinpoint protocol.

Gas consumptions. In Figure 11(a), we show the gas consumptions of the main functions in our contract. Since we have applied the inline mechanism, the gas consumptions are calculated by differential analysis. For the setup, the Agatha contract and the BOP library are deployed to Ethereum with ~4.8 × 10^6 gas, which is one-time. For the normal case, the Submit (i.e., submitter’s on-chain commitment) costs ~63,000 gas which corresponds to three ETH transfer transactions. For the pinpointing cost, we see that the gas consumed by BOPs is negligible compared to those of other functions. The maximal gas consumption for the whole pinpointing (i.e., Max total of VGG16) is about ~86 ETH transfer transactions.

Merkle tree branches. We also study the impact of the number of the Merkle tree branches on the performance, as shown in Figure 11(b). Due to the space constraint, we only show the case of the MobileNet, which is similar to those of ResNet50 and VGG16. When the branch size varies from 2 to 64, we see a decrease in the number of interaction rounds and the Merkle tree generating time, because the depth of Merkle tree decreases. Interestingly, the gas consumption for pinpointing is minimal when the branch size is 32, which is caused by two effects: (1) The number of rounds decreases with a larger branch size, which reduces the total gas of Challenge and Response in Figure 11(a). (2) The increase of branch size leads to more hashing workloads, which introduces the high overhead of Verify-Path in Figure 11(a).

8 Related Work

AI computation on blockchain. The vision of AI computation on blockchain is a subject mentioned by researchers and companies. In academia, Das et al. mention machine learning as a potential area for “Computationally Intensive Smart Contracts” [19]. And Teutsch et al. regard “Autonomous machine learning” as a promising application for TrueBit [76] while Wüst et al. figure out that machine learning is infeasible for current smart contracts [82]. Other researchers discuss the potential of enabling machine learning on a blockchain for smart home [70] and cooperative data-driven applications [56]. In industry, Microsoft proposes “Decentralized & Collaborative AI” on blockchains [36]. Several startups, including Cortex [18], SingularityNET [32], Algorithmia [46] and Oraclize [39], share this vision. However, the existing proposals either demonstrate tiny AI computations that achieve the consensus on a handful of nodes [18, 32, 36, 39, 46, 56, 70] or provide no details [19, 76, 82]. They are not scalable either for both on-chain or off-chain execution. It is impractical for Ethereum smart contract to use these approaches to run a real-world DNN computation.

Scalable smart contract. Due to the low scalability of blockchain [23, 53], there are currently two mainstream approaches to offload the computation from smart contract to off-chain nodes: either via the validity proof or via the fraud proof. The first approach relies on verifiable computation (VC) or Zero-knowledge Proof (ZKP) with representative projects as zkSync [47] and Aztec [51], which proves the integrity of computations with the proof about validity. And the contract only needs to verify the proof. However, current VC and ZKP use expensive cryptographic primitives [13, 15, 30, 68], which are currently impractical to support the complicated computations like DNN computations. For example, SafetyNets [31] demonstrates to interactively prove the AI computation of only a four-layer CNN. The state-of-the-art work, Slalom [77], has to additionally introduce
a trusted execution environment (TEE) for the DNN computation of MobileNet, ResNet50 and VGG16.

Therefore, the community also develops the second approach, i.e., the proof about fraud, for its potential to support large-scale applications. Representative technologies are Plasma [64], TrueBit[76], Arbitrum [44], YODA [19], ACE [82] and Optimism [62]. These technologies introduce a quorum of off-chain nodes with weak assumptions (e.g., AnyTrust), and benefit from the power of pinpoint protocol and the potential reuse of contract checkers [45, 52, 78]. This approach is a promising candidate solution to be a part of Ethereum 2.0 (i.e., the Optimistic Rollup [8]) and will be applied in Uniswap v3 [4]. It also inspires other applications such as the efficient 2PC protocol [84].

Referred delegation. Some early work investigates the situation where the arbitrator is not a smart contract [17, 26, 79]. In these work, two or more parties (with at least one honest party) are assumed to execute the same program. Then, the parties can challenge each other with a pinpoint style to locate the disputable step. The step is sent to a judge with weak computation power for arbitration. These technologies do not belong to scalable smart contract, but do share the pinpoint aspect, so are related to our work.

9 Conclusions

We introduce the Agatha system to make decentralized smart contracts capable of DNN computation, which is a goal envisioned by the decentralized computing community. Agatha follows the state-of-the-art verification paradigm that is based on pinpointing and arbitration. The existing technologies rely on VM execution, not supporting native execution, which would make DNN computation too slow to be practical. To enable native execution, we develop Graph-based Pinpoint Protocol (GPP) and Cross-evaluator Consistent Execution (XCE). Agatha is evaluated using popular DNN models, e.g., MobileNet, ResNet50 and VGG16. Compared to the baseline, Agatha’s average overhead of off-chain execution is only 3.0%. By contrast, the slowdown would be at least 620x for the current VM-based technologies, assuming that these technologies could be built to handle industry-scale DNN models.
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A Understanding the Operations
For each model, we look into its operations. As shown in Figure 12, we present the size (i.e., the number of BOPs) of every operation in a small-to-large order, with the size axis in the logarithmic scale. We can see that the operation sizes are not uniformly distributed. Some operations (e.g., ConvInteger) can be several magnitudes larger than the smaller ones (e.g., Add).

| Model          | Size          | Sorted index | Sorted index | Sorted index |
|----------------|---------------|--------------|--------------|--------------|
| MobileNet      | 4.10×10⁷      | 371          | 387          | 186          |
| ResNet90       | 2.33×10⁹      |              |              |              |
| VGG16          | 3.68×10⁹      |              |              |              |

Figure 12: The distribution of operation sizes
In Figure 13, we illustrate the relation between the operation sizes and the latency of generating operation’s MT$^S$. The points in the figure correspond to all the operations in the three models. We can see that, for a large operation, the latency is proportional to its size. For a small operation, the latency is about a small constant, mainly due to the setup time.

Interestingly, we discover that the latency is not only related to the operation sizes, but also the operation types, attributes, and input/output shapes. For example, we highlight the branch which is caused by the longer generation latency of shape broadcasting. Generating all the P2_MT$^S$ and P1_MT$^S$ trees for MobileNet, ResNet50, VGG16 take 58s, 444s and 1642s, respectively. Note that this latency is in the protocol’s setup period.

**Figure 13: The latency to generate the circuit of operations**