INCREASING THE WIRELESS SYSTEMS INFORMATION EFFICIENCY USING LDPC CODING
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Background. LDPC codes research is performed in the paper. The influence of LDPC codes on channel information efficiency is studied in scope of MCS and the benefit of using LDPC codes is specified in digits as a result of research.

Objective. The purpose of the paper is LDPC correcting abilities research in modern telecom systems and their comparison to other known error-correcting codes, and research of their influence on information efficiency of telecommunication system.

Methods. Simulation modeling algorithm is implemented in Matlab using Java language, what helps generating corrective matrices and allows us to find out the corrective abilities of LDPC codes with different set of parameters. Many experiments make a statistic that shows a maximum and the best corrective abilities of LDPC codes, what is the aim of applying the simulation modeling approach.

Results. The programmable simulation models to generate LDPC codes and errors number determining corrected LDPC codes with different parameters are developed. It’s the first time the method is proposed of determining the ultra-long block LDPC codes to ensure the reliability characteristics specified in the channel with known parameters, characterized in that the analysis parameters LDPC code is implemented using the original statistical model and to evaluate corrective ability to code at a significant increase in the length of the block LDPC code. Also, the LDPC codes influence on channel information efficiency is researched, and shown 9...52% improvement.

Conclusions. The important scientific problem is solved in the paper, – construction and use of advanced wireless transmission systems with increasing information efficiency using LDPC coding. Stages of channel resources redistribution include LDPC, OFDM, modulation, described and presented in the information efficiency coordinates and transmission system performance.
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Introduction

Wireless transmission systems occupy a significant part of the global telecommunications space. Voice, data, video streaming and other services is an integral part of services provided by the wireless communication systems. Any wireless transmission system uses the limited resources link: power, frequency, time. Number of users of wireless transmission systems is growing, while wireless channel resources are limited.

The most significant features of the advanced and emerging wireless communication systems is the use of ultra-long redundant block noise immune LDPC codes (low density parity check) to provide a necessary reliability, – that distinguishes them from the means of previous generations wireless transmission systems [1-2]. Modulation and coding types are combined into modulation-coding schemes (MCS), allowing a high data rate transmission for each user, with needed information transmission reliability, and the maximum wireless transmission systems information efficiency.

Many papers are already devoted to LDPC codes research [3-9]. The task of current study is to develop a method of ultra-long block codes parameters control to ensure the needed performance reliability. The research object is the information efficiency of wireless transmission systems. The research subject is the performance improvement of wireless communication systems based on the use of noise immune block LDPC codes.

Scientific novelty of the results is the following: the parameters determination method of ultra-long block LDPC codes to provide the specified reliability characteristics in channel with known parameters. This method is characterized by the original statistical model to evaluate a corrective ability of LDPC codes when increasing the length of LDPC block codes significantly.

Information efficiency of communication channel

The assumption thesis of the research is that a certain set of frequency and power resources are needed to send information over a wireless communication channel on the same frequency with a given speed and reliability. The study conditions for reallocation of frequency and
energy resources remain unchanged while maintaining the requirements for reliability and transmission speed.

To restore the needed information reliability, the ultra-long block LDPC codes are proposed to use, as one of the most effective means of improving the information transmission reliability. Codes are called as ultra-long if the length of block exceeds several thousand bits as opposed to common codes (e.g., BCH) with thousands of bits per block.

Thus, the strategy comes from the study of the latest trends in wireless communications, entrusted with the task of maximizing the amount of information transmitted with high reliability to a large users number. To implement this strategy, the use of ultra-long LDPC codes is discovered, typical for technical solutions to wireless communication systems the fourth and fifth generations.

The resources efficiency usage measure is transmitted information amount that relates to channel resource unit. Accordingly, channel resources efficiency usage assessment are following; frequency efficiency, energy efficiency and information efficiency.

Frequency efficiency \( \gamma \) (1) shows the information amount transmitted per frequency resource unit \( \Delta F \):

\[
\gamma = \frac{R_d}{\Delta F}
\]

Energy efficiency \( \beta \) (2) shows the information amount \( R_d \) transmitted per energy source unit \( \alpha \) :

\[
\beta = \frac{R_d}{\alpha} = \frac{R_d N_0}{P_{RX}},
\]

where \( \alpha = P_{RX}/N_0 \) – the ratio of signal power to the spectral density noise power at the admission point; \( P_{RX} \) – the transmitter signal level, \( 0 < x < 1 \).

Information efficiency \( \eta \) (3) shows the ratio extent of channel information channel capacity bandwidth \( R_d \) to information throughput capacity \( C_C \), and frequency parameters expressed in terms of performance \( \gamma \) (1) and energy efficiency \( \beta \) (2):

\[
\eta = \frac{R_d}{C_C} = \frac{\gamma}{\log_2(1+\frac{\alpha}{\beta})}.
\]

The amount of transmitted information is estimated via the performance indicator channel \( R_d \) (4), which according to Shannon’s formula for a discrete communication channel depends on the source speed \( V_S \) and bit error probability \( p_b \) in the recipient’s information:

\[
R_d = V_S \cdot (1 + p_b \log_2(1 + \frac{1}{p_b}) + (1 - p_b) \log_2(1 - p_b)).
\]

Information channel capacity is determined by the bandwidth of the communication channel \( C_C \) (5) according to Shannon’s formula for continuous communication channel with bandwidth \( \Delta F \):

\[
C_C = \Delta F \cdot \log_2(1 + h^2_{\text{nr}}),
\]

where energy parameter channel \( h^2_{\text{nr}} \) (6) is defined as the ratio of signal power \( E_C \) to the noise power spectral density \( N_0 \) at the receiver point:

\[
h^2_{\text{nr}} = \frac{E_C}{N_0} = \frac{P_{RX} T_C}{N_0} = \frac{P_{RX}}{N_0 V_C},
\]

where \( P_{RX} \) – the signal power at the receiving point, \( T_C \) – symbol length, \( V_C = \Delta F \) – symbol rate of communication channel.

**Development of analytical equations to describe the corrective abilities of LDPC codes**

The study foundation is to restore credibility benchmarks proposed to use ultra-long block LDPC codes class, as one of the most effective means of improving the information transmission reliability. LDPC codes length exceeds several thousand bits as opposed to common codes (e.g., BCH) with thousands of bits length blocks.

The first stage of equations development for ultra-long LDPC codes is associated with the synthesis of optimal structures for a given LDPC code block length \( n \), usually more than a million possible combinations (19) - (22).

\[
r_k = 1 - \frac{W_c - 1}{W_r},
\]

\[
H = \left[ \frac{r_k}{\pi W_c V_C(I_{H_1})} \right],
\]

\[
G = [I_{r_k} - A^T],
\]

where \( r_k \) – encoding rate, \( H \) – verifying matrix of LDPC code, \( G \) – generating matrix of LDPC code, \( W_c \) – the number of ones in columns of matrix \( H \), \( W_r \) – number of ones in a row of matrix \( H \), \( \pi_{r_k}(H_1) \) – submatrices formed permutations column base submatrices, \( I_{n-k} \) – single diagonal matrix.

Based on the established simulation model, the tens of thousands LDPC codes verifying matrices are generated. The best correcting ability value of LDPC code, \( G \) – generating matrix of LDPC code, \( W_c \) – the number of ones in columns of matrix \( H \), \( W_r \) – number of ones in a row of matrix \( H \), \( \pi_{r_k}(H_1) \) – submatrices formed permutations column base submatrices, \( I_{n-k} \) – single diagonal matrix.
Fig. 1. The provisions of LDPC codes in the noise immunity codes boundaries existence

Fig. 1 shows that LDPC codes have better correction ability than other known noise immune codes, for example, BCH codes that exist on the Varshamov-Hilbert line.

The first phase result of equations development for ultra-long LDPC codes is the analytical dependence and equations that link LDPC corrective ability $t$ with code length $n$ at a given coding rate $r_k$ (23), (25):

$$t = \frac{n}{0.0004n-0.2657} \ln \frac{r_k}{1.5354-0.085 \ln n} - 1,$$

$$\Delta t_{\text{err}} = |t_{\text{exp}} - t_{\text{anal}}| = 0...3 \text{ bits},$$

$$t = \frac{-(2k_1+nk_2)-\sqrt{(2k_1+nk_2)^2-4k_1(k_1+nk_2+n^2k_3-n^2r_k)}}{2k_1},$$

$$k_1 = 11.887e^{0.0011n},$$

$$k_2 = -0.719 \ln n - 3.4317,$$

$$k_3 = -0.022 \ln n + 1.1336,$$

$$\Delta t_{\text{err}} = |t_{\text{exp}} - t_{\text{anal}}| = 3...6 \text{ bits},$$

where $k_1, k_2, k_3$ - coefficients that are the functions of the code length $n$. The results of analytical approximation and experimental results differ by no more than 0.3%.

Thus, first time it became possible to determine the ability of correcting LDPC codes analytically for a given length of code length and encoding speed.

The second stage of research the correction abilities of LDPC codes is devoted to study LDPC codes with known parameters. These ultra-long LDPC codes are investigated with the length of the block more than 60,000 characters. Such ultra-long LDPC codes bring information encoding efficiency to the theoretical limit defined by Shannon's theorem for coding in channel with noise. The study used the original input receiving artificial false bits in the code word, and comparing the decoded codeword with the correct source code word.

Fig. 2 presents the research results of 64800 bits LDPC code block length correction abilities used in a standard DVB-T2/S2. The first time the analytical expression (28) is proposed for assessment the ultra-long LDPC codes corrected errors number $t$ on codeword length $n$ as a function of coding rate $r_k$ for a fixed length block: $n = 64800$:

$$t = -39780r_k^2 + 89947r_k^2 - 76457r_k + 25431.$$

Fig. 2. LDPC code errors correction ability in fixed-length coding at different speeds

Thus, when LDPC code parameters are known, namely, the length of the block $n$ and the coding rate $r_k$, it becomes possible to determine the corrective capacity LDPC code $t$, bits.

The general result of the method development for ultra-long block LDPC codes control parameters are the defined code characteristics to ensure regular LDPC codes reliability using the found analytical equations and obtaining new scientific results related to the fact that the synthesized ultra-long LDPC codes parameters provide greater encoding rate (better information efficiency) to 12-20%, even than some of the best known codes – BCH with length of the block of code to 1000 characters.

The research of LDPC codes influence on information receiving reliability

At the same time, to assess the efficiency of wireless information transmission systems, it’s necessary to investigate the modulation-coding schemes (MCS), which combine the properties of multiposition modulation and noise immunity LDPC codes.

The modulation-coding scheme includes modulation (QAM-64, QAM-16 or QPSK) as a signal component, and noise immunity LDPC coding with specific parameters – as a code component. MCS is used in the study as a tool to increase rate and achieve the required reliability of information transmission.

Fig. 3 reflects the way of the MCS parameters research based on channel resources redistribution...
mechanisms: OFDM mode, modulation and LDPC coding. The method is supposed to use these tools for channel resources redistribution under certain power and frequency resources in communication channel. The method assumes the definition of the following parameters set:

- the best gain mode of the OFDM signal with $N_{\text{OFDM}}$ subcarriers;
- appropriate MCS type;
- noise immunity encoding parameters: code words length $n$, encoding rate $r_k$, code correcting capability $t$, which will ensure the reliability of reception.

Fig. 3 shows the reliability dynamics of the channel resources redistribution. Fig. 3 shows that for a certain modulation type in the single-carrier transmission (Fig. 3 point #1*), focus mode OFDM (Fig. 3 point #2*) accompanied by a significant deterioration in signal and power characteristics deteriorating reliability of receiving information. Optimum gain improves energy and increases channel reliability (Fig. 3 point #3*). Noise immunity LDPC code with the right parameters compensates a transmission reliability (Fig. 3 point #3).

The task is formalized as noise immunity code search (29):

$$r(n, h^2_{\text{tx}}, p_{\text{bit}})_{k,\text{max}}.$$  \hspace{1cm} (29)

Fig. 4 presents the algorithm of MCS parameters research to satisfy the required reliability.

The LDPC influence on the communication channel effectiveness

Fig. 5 presents an evaluation of information resources efficiency in the allocation of channel resources using OFDM, modulation and LDPC. Fig. 5 shows that the point $p_b=10^{-7}$ defines the starting point for a single-carrier mode, and the point $n=2000$ reflects the efficiency of resources reallocation when use LDPC coding. As shown in Fig. 5, information efficiency improved from 0.67 (point $10^{-7}$) to 0.73 (point $n=2000$), i.e. by 9%. You can also see a gain in energy efficiency and a slight loss of frequency efficiency.

Fig. 4. The algorithm of MCS parameters research to satisfy the required reliability

So, it’s the first time the method is proposed for forming MCS with known parameters when using channel resources redistribution tools such as OFDM and LDPC for a given type of modulation, what increases information efficiency rate $\eta$ of wireless transmission systems by 9...52%, as shown in Fig. 6.
Thus, by the totality of the proposed methods of reallocation of wireless channel resources, it becomes possible to increase the efficiency of wireless information transmission systems by 9...52% through the use of modulation and noise immunity LDPC coding within the same channel dedicated resources compared with single-mode transmission.

Conclusions

The important scientific problem is solved in this work, – the construction and use of advanced wireless transmission systems with increasing information efficiency using LDPC coding. Stages of channel resources redistribution include LDPC, OFDM, modulation, described and presented in the information efficiency coordinates and transmission system performance.

The following main results obtained:

- The programmable simulation models to generate LDPC codes and errors number determining corrected LDPC codes with different parameters are developed. It’s the first time the method is proposed of determining the ultra-long block LDPC codes to ensure the reliability characteristics specified in the channel with known parameters, characterized in that the analysis parameters LDPC code is implemented using the original statistical model and to evaluate corrective ability to code at a significant increase in the length of the block LDPC code,

- The LDPC codes influence on channel information efficiency is researched, and shown 9...52% improvement.
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Уривський Л.О., Мошинська А.В., Осичук С.А.
Підвищення інформаційної ефективності бездротових систем з використанням кодування LDPC

Проблематика. В статті проводиться дослідження впливу на параметри кодів LDPC на інформаційну ефективність каналу зв'язку, яке вивчається в контексті формування сигнално-кодових конструкцій (СКК), при цьому переваги використання кодів LDPC в результаті досліджень оцінюються кількісно.

Мета досліджень. Метою даної роботи є дослідження коригувальних здібностей кодів LDPC в сучасних телекомунікаційних системах та їх порівняння з іншими відомими кодами, що виправляють помилки, а також дослідження їх впливу на інформаційну ефективність каналів телекомунікаційної системи.

Методика розгляду. Алгоритм імітаційного моделювання реалізований як в Matlab, так і на мові Java, що допомагає генерувати коригувальні матриці і дозволяє з'єднувати коригувальні можливості LDPC-кодів з різними наборами параметрів. Значна кількість експериментів дозволяє отримати статистику, яка виявляє максимальні і кращі коригувальні здатності кодів LDPC, що є метою застосування підходу до дослідження у вигляді імітаційного моделювання.

Результати досліджень. Розроблено програмоване імітаційні моделі для генерації кодів LDPC при різних кількостях помилок, що визначають випадаючі можливості кодів LDPC з різними параметрами. Вперше запропоновано метод визначення коригувальних здібностей наддвох бlokових кодів LDPC для забезпечення характеристик надійності, заданих для каналу з відомими параметрами. Метод відрізняється тим, що аналіз параметрів коду LDPC реалізований з використанням вихідної статистичної моделі для оцінки коригувальних здібностей коду при значному збільшенні довжини блочного коду LDPC. Також досліджено вплив кодів LDPC на інформаційну ефективність каналу. При цьому обґрунтовано збільшення показника інформаційної ефективності на 9...52%.

Висновки. У цій роботі вирішується важлива наукова проблема – створення і використання сучасних систем безпроводової передачі з підвищеною інформаційною ефективністю на основі використання кодів класу LDPC. Етапи перерозподілу ресурсів каналу зв'язку включають в себе кодування LDPC, розподіл потоку по піднесучих OFDM, вибір виду модуляції, які представлені в координатах інформаційної ефективності та продуктивності системи передачі.

Ключові слова: інформаційна ефективність; ресурси каналу; коди з низькою щільністю і перевіркою на парність (LDPC); сигнално-кодові конструкції (СКК).