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Abstract. Pulmonary embolism (PE) represents a thrombus (“blood clot”), usually originating from a lower extremity vein, that travels to the blood vessels in the lung, causing vascular obstruction. PE causes more deaths than lung cancer, breast cancer, and colon cancer combined \cite{1}. The current test of choice for PE diagnosis is CT pulmonary angiogram (CTPA) \cite{2}, but studies have shown 14\% under-diagnosis.
and 10% over-diagnosis with CTPA [3]. Computer-aided diagnosis (CAD) has shown great potential for improving the imaging diagnosis of PE [4–13]. However, recent research in deep learning across academia and industry produced numerous architectures, various model initialization, and distinct learning paradigms, resulting in many competing approaches to CAD implementation in medical imaging producing great confusion in the CAD community. To address this confusion and develop an optimal approach, we wish to answer a critical question: What deep learning architectures, model initialization, and learning paradigms should be used for CAD applications in medical imaging? To answer the question, we have conducted extensive experiments with various deep learning methods applicable for PE diagnosis at both image and exam levels using a publicly available PE dataset [14].

Convolutional neural networks (CNNs) have been the default architectural choice for classification and segmentation in medical imaging [15,16]. Nevertheless, transformers have proven to be powerful in Natural Language Processing (NLP) [17, 18], and have been quickly adopted for image analysis [19–21], leading to vision transformer (ViT) [19,22]. Therefore, to assess architecture performance, we compared ViT with 10 CNNs variants for classifying PE. Regardless of the architecture, training deep models generally requires massive carefully labeled training datasets [23]. However, it is often prohibitive to create such large annotated datasets in medical imaging; therefore, fine-tuning models from ImageNet has become the de facto standard [24, 25]. As a result, we benchmarked various models pre-trained on ImageNet against training from scratch.

Supervised learning is currently the dominant approach for classification and segmentation in medical imaging, which offers expert-level and sometimes even super-expert-level performance. Self-supervised learning (SSL) has recently garnered attention for its capacity to learn generalizable representations without requiring expert annotation [26, 27]. The idea is to pre-train models on pretext tasks and then fine-tune the pre-trained models to the target tasks. We evaluated 14 different SSL methods for PE diagnosis. In contrast to conventional classification (CC), which predicts a label for each instance, multiple instance learning (MIL) makes a single prediction for a bag of instances; that is, multiple instances belonging to the same “bag” are assigned a single label [28]. MIL is label efficient because only a single label is required for each exam (an exam is therefore a “bag” of instances). Therefore, it is important to ascertain the effectiveness of MIL for PE diagnosis at the exam level.

In summary, our work offers three contributions: (1) a comprehensive analysis of competitive deep learning methods for PE diagnosis; (2) extensive experiments that compare architectures, model initialization, and learning paradigms; and (3) an optimal approach for detecting PE, achieving an AUC gain of 0.2% and 1.05% at the image and exam levels, respectively, compared with the state-of-the-art performance.

2 Materials
The Radiological Society of North America (RSNA) Pulmonary Embolism Detection Challenge (RSPED) aims to advance computer-aided diagnosis for pul-
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Fig. 1: The pre-processing steps for image-level classification. (a,d) original CT images, (b,e) after windowing, and (c,f) after lung localization. For windowing, pixels above 450 HU and below -250 HU were clipped to 450 HU and -250 HU, respectively.

Parenchymal embolism detection [29]. The dataset consists of 7,279 CTPA exams, with a varying number of images in each exam, using an image size of 512 × 512 pixels. The test set is created by randomly sampling 1000 exams, and the remaining 6279 exams form the training set. Correspondingly, there are 1,542,144 and 248,480 images in the training and test sets, respectively. This dataset is annotated at both image and exam level; that is, each image has been annotated as either PE presence or PE absence. Each exam has been annotated for an additional nine labels (see Table 2).

Similar to the first place solution for this challenge, lung localization and windowing have been used as pre-processing steps [30]. Lung localization removes the irrelevant tissues and keeps the region of interest in the images, whereas windowing highlights the pixel intensities within the range of [100, 700]. Also, the images are resized to 576 × 576 pixels. Fig. 1 illustrates these pre-processing steps in detail. We considered three adjacent images from an exam as the 3-channel input of the model.

3 Methods

3.1 Image-level Classification

Image-level classification refers to determining the presence or absence of PE for each image. In this section, we describe the configurations of supervised and self-supervised transfer learning in our work.

**Supervised Learning:** The idea is to pre-train models on ImageNet with ground truth and then fine-tune the pre-trained models for PE diagnosis, in which we examine ten different CNN architectures (Fig. 2). Inspired by SeResNext50 and SeResNet50, we introduced squeeze and excitation (SE) block to the Xception architecture (SeXception). These CNN architectures were pre-trained on ImageNet3. We also explored the usefulness of vision transformer (ViT), where the images are reshaped into a sequence of patches. We experimented with ViT-B_32 and ViT-B_16 utilizing 32 × 32 and 16 × 16 patches, respectively [31]. Again, ViT architectures were pre-trained on ImageNet21k. Upscaling the image for a given patch size will effectively increase the number of patches, thereby enlarging the size of the training dataset; models are also trained on different

---

3 We pre-trained SeXception on ImageNet and the others are taken from PyTorch
sized images. Similarly, the number of patches increases with a decrease in the patch size.

Self-Supervised Learning (SSL): In self-supervised transfer learning, the model is pre-trained on ImageNet without ground truth and then fine-tuned for PE diagnosis. Self-supervised learning has gained recent attention [32–34]. With the assistance of strong augmentation and comparing different contrastive losses, a model can learn meaningful information [35] without annotations. These architectures are first trained for a pretext task; for example, reconstructing the original image from its distorted version. Then the models are fine-tuned for a different task, in our case, PE detection. We pre-train models through 14 different SSL approaches, all of which used ResNet50 as the backbone.

3.2 Exam-level Classification
Apart from the image-level classification, the RSPED dataset also provides exam-level labels, in which only one label is assigned for each exam. For this task, we used the features extracted from the models trained for image-level PE classification, and explored two learning paradigms as follows:

Conventional Classification (CC): We stacked all the extracted features together resulting in an $N \times M$ feature for each exam, where $N$ and $M$ denote the number of images per exam and the dimension of the image feature, respectively. However, as $N$ varies from exam to exam, the feature was reshaped to $K \times M$. Following [30], we set the $K$ equal to 192 in the experiment. The features were then fed into a bidirectional Gated Recurrent Unit (GRU) followed by pooling and fully connected layers to predict exam-level labels.

Multiple Instance Learning (MIL): MIL is annotation efficient as it does not require annotation for each instance [36]. An essential requirement for MIL is permutation invariant MIL pooling [28]. Both max operators and attention-based operator are used as MIL pooling [28], and we experimented with a combination of these approaches. The MIL approach is innate for handling varying images ($N$) in the exams and does not require any reshaping operation as does Conventional Classification (CC). For MIL, we exploited the same architecture as in CC by replacing pooling with MIL pooling [28].

4 Results and Discussion
1. Transfer learning significantly improves the performance of image-level classification despite the modality difference between the source and target datasets. Fig. 2 shows a significant performance gain for every pre-trained model compared with random initialization. There is also a positive correlation of 0.5914 between ImageNet performance and PE classification performance across different architectures (Fig. 3), indicating that useful weights learned from ImageNet can be successfully transferred to the PE classification task, despite the modality difference between the two datasets. With the help of GradCam++ [37], we also visualized the attention map of SeXception, the best performing architecture. As shown in Fig 4, the attention map can successfully highlight the potential PE location in the image.
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Fig. 2: (a) For all 10 architectures, transfer learning outperformed random initialization in image-level PE classification, in spite of the pronounced difference between ImageNet and RSPED. Mean AUC and standard deviation over ten runs are reported for each architecture. Compared with the previous state of the art (SeResNext50), the SeXception architecture achieved a significant improvement ($p = 1.68\times10^{-4}$). (b) We observed a performance gain with the help of SE block. Note that, all the architectures under comparison were pre-trained from ImageNet.

Fig. 3: There was a positive correlation between the results on ImageNet and RSPED ($R = 0.5914$), suggesting that the transfer learning performance could be inferred by ImageNet pre-training performance.

2. Squeeze and excitation (SE) block enhances CNN performance. Despite fewer parameters compared with many other architectures, SeXception provides an optimal average AUC of 0.9634. SE block enables an architecture to extract informative features by fusing spatial and channel-wise information [38]. Thus, the SE block has led to performance improvements from ResNet50 to SeResNet50, ResNext50 to SeResNext50 and from Xception to SeXception (Fig. 2b).
Fig. 4: The SeXception attention map highlighted the potential PE location in the image using GradCam++.

Fig. 5: Self-supervised pre-training extracted more transferable features compared with supervised pre-training. The blue and red dashed lines represent supervised pre-training and learning from scratch with standard deviation (shaded), respectively. 6 out of 14 SSL methods (in green) outperformed the supervised pre-training. All the reported methods had ResNet50 as the backbone.

3. Transfer learning with a self-supervised paradigm produces better results than its supervised counterparts. As summarized in Fig. 5, SeLa-v2 [32] and DeepCluster-v2 [33] achieved the best AUC of 0.9568, followed by Barlow Twins [34]. Six out of fourteen SSL models performed better than supervised pre-trained ResNet50 (Fig. 5). Further experiments can be conducted with other backbones (Fig. 2) to explore if SSL models outperform other supervised counterparts as well, a subject of future work.

4. CNNs have better performance than ViTs. As shown in Table 1, random initialization provides a significantly lower performance than ImageNet pre-training. The best AUC of 0.9179 is obtained by ViT-B_16 with image size $576 \times 576$ and ImageNet21k initialization. However, this performance is inferior to the optimal CNN architecture (SeXception) by a significant margin of ap-
Table 1: ViT performs inferiorly compared with CNN for image-level PE classification. For both architectures (ViT-B\_32 and ViT-B\_16), random initialization provides the worst performance. Both increasing the image size and reducing the patch size can enlarge the training set and therefore lead to an improved performance. Finally, similar to CNNs, initializing ViTs on ImageNet21k provided significant performance gain, indicating the usefulness of transfer learning.

| Model     | Image Size | Patch Size | Initialization | Val AUC |
|-----------|------------|------------|----------------|---------|
| SeXception| 512        | 32         | Random         | 0.9634  |
| ViT-B\_32 | 512        | 32         | Random         | 0.8212  |
| ViT-B\_32 | 224        | 32         | ImageNet21k    | 0.8456  |
| ViT-B\_16 | 512        | 32         | ImageNet21k    | 0.8847  |
| ViT-B\_16 | 224        | 16         | ImageNet21k    | 0.8826  |
| ViT-B\_16 | 512        | 16         | ImageNet21k    | 0.9065  |
| ViT-B\_16 | 576        | 16         | ImageNet21k    | 0.9179  |

Table 2: The features extracted by the models trained for image-level classification were helpful for exam-level classification. However, no model performed consistently best for all labels. We report the mean AUC over 10 runs and bold the optimal results for each label. The Xception architecture achieved a significant improvement ($p = 5.34 \times 10^{-12}$) against the previous state of the art.

| Labels                | SeResNext50† | SeXception | SoXception | DenseNet121 | ResNet18 | ResNet50 |
|-----------------------|--------------|------------|------------|-------------|----------|----------|
| NegExam PE            | 0.9137       | 0.9212     | **0.9261** | 0.9168      | 0.9141   | 0.9061   |
| Indeterminate         | 0.8802       | 0.9168     | 0.8857     | 0.9233      | 0.9014   | **0.9278**|
| Left PE               | 0.9030       | 0.9119     | 0.9100     | **0.9120**  | 0.9000   | 0.8965   |
| Right PE              | 0.9308       | 0.9419     | **0.9455** | 0.9380      | 0.9303   | 0.9254   |
| Central PE            | 0.9543       | 0.9500     | 0.9487     | **0.9549**  | 0.9445   | 0.9274   |
| RV LV Ratio $\geq$ 1 | 0.8902       | **0.8924** | 0.8901     | 0.8804      | 0.8682   | 0.8471   |
| RV LV Ratio $< 1$     | 0.8630       | 0.8722     | **0.8771** | 0.8708      | 0.8688   | 0.8719   |
| Chronic PE            | 0.7254       | **0.7763** | 0.7361     | 0.7460      | 0.6995   | 0.6810   |
| Acute&Chronic PE      | **0.8598**   | 0.8352     | 0.8473     | 0.8492      | 0.8287   | 0.8398   |
| Mean AUC              | 0.8807       | **0.8912** | 0.8862     | 0.8879      | 0.8728   | 0.8692   |

proximately 4%. We attribute this result to the absence of convolutional filters in ViTs.

5. Conventional classification (CC) marginally outperforms MIL. The results of CC for exam-level predictions are summarized in Table 2. Although SeXception performed optimally for image-level classification (see Fig. 2), the same is not true for exam-level classification. There is no architecture that performs optimally across all labels, but overall, Xception shows the best AUC across nine labels. The results of MIL for exam-level predictions are summarized in Table 3. Xception achieved the best AUC with a combination of attention and max pooling. Similar to CC approach, no single MIL method performs optimally for all labels. However, Xception shows the best mean AUC of 0.8859 with Attention and Max Pooling across all labels. Furthermore, the AUC for MIL is marginally lower than CC (0.8859 vs. 0.8912) but the later requires additional preprocessing steps (3.2). More importantly, MIL provides a more flexible approach and can easily handle varying number of images per exam. Based on
Table 3: The performance varies with pooling strategies for MIL. Attention and Max Pooling (AMP) combines the output of Max Pooling (MP) and Attention Pooling (AP). MIL utilized the feature extracted by the model trained for image-level PE classification. For all three architectures, the best mean AUC is obtained by AMP, highlighting the importance of combining AP and MP.

| Labels/Pooling    | AMP  | MP  | AP  | AMP  | MP  | AP  | AMP  | MP  | AP  |
|-------------------|------|-----|-----|------|-----|-----|------|-----|-----|
| NegExam PE        | 0.9138 | 0.9137 | 0.9188 | 0.9202 | 0.9202 | 0.9172 | 0.9183 | 0.9137 | 0.9201 |
| Indeterminate     | 0.9144 | 0.9064 | 0.8986 | 0.8793 | 0.8580 | 0.8933 | 0.8616 | 0.8564 | 0.8499 |
| Right PE          | 0.9122 | 0.9059 | 0.9086 | 0.9106 | 0.9100 | 0.9032 | 0.9042 | 0.9004 | 0.9024 |
| Central PE        | 0.9561 | 0.9537 | 0.9529 | 0.9487 | 0.9465 | 0.9507 | 0.9472 | 0.9424 | 0.9453 |
| RV LV Ratio>1     | 0.8813 | 0.8774 | 0.8822 | 0.8920 | 0.8871 | 0.8819 | 0.8827 | 0.8779 | 0.8813 |
| RV LV Ratio<1     | 0.8597 | 0.8606 | 0.862 | 0.8644 | 0.8619 | 0.8567 | 0.8676 | 0.8642 | 0.8644 |
| Chronic PE        | 0.7304 | 0.7256 | 0.7233 | 0.7788 | 0.7664 | 0.7599 | 0.7334 | 0.7468 | 0.7542 |
| Acute&Chronic PE  | 0.8453 | 0.8470 | 0.8228 | 0.8392 | 0.8396 | 0.8350 | 0.8405 | 0.8341 | 0.8367 |
| Mean AUC          | 0.8830 | 0.8805 | 0.8785 | 0.8859 | 0.8807 | 0.8831 | 0.8773 | 0.8716 | 0.8751 |

result #3, the performance of exam-level classification may be improved by incorporating the features from SSL methods.

6. The optimal approach: The existing first place solution [30] utilizes SeResNeXt50 for image-level and CC for exam-level classification. Compared with their solution, our optimal approach achieved an AUC gain of 0.2% and 1.05% for image-level and exam-level PE classification, respectively. Based on our rigorous analysis, the optimal architectures for the tasks of image-level and exam-level classification are SeXception and Xception.

5 Conclusion

We analyzed different deep learning architectures, model initialization, and learning paradigms for image-level and exam-level PE classification on CTPA scans. We benchmarked CNNs, ViTs, transfer learning, supervised learning, SSL, CC, and MIL, and concluded that transfer learning and CNNs are superior to random initialization and ViTs. Furthermore, SeXception is the optimal architecture for image-level classification, whereas Xception performs best for exam-level classification. A detailed study of SSL methods will be undertaken in future work.
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Appendix

A Tabular Results

Table 4: The tabular results of Figure 2.

| Backbone       | Parameters | Random Mean AUC | ImageNet Mean AUC |
|----------------|------------|-----------------|-------------------|
| ResNet50       | 23,510,081 | 0.9037 ± 0.0132 | 0.9473 ± 0.0012   |
| DRN-A-50       | 23,510,081 | 0.9122 ± 0.0096 | 0.9496 ± 0.0011   |
| ResNet18       | 11,177,025 | 0.8874 ± 0.0166 | 0.9520 ± 0.0007   |
| DenseNet121    | 6,954,881  | 0.9317 ± 0.0060 | 0.9543 ± 0.0011   |
| SecResNet50    | 28,090,073 | 0.8654 ± 0.0293 | 0.9573 ± 0.0013   |
| SecNet154      | 27,561,945 | 0.8784 ± 0.0292 | 0.9607 ± 0.0012   |
| Xception       | 20,809,001 | 0.9484 ± 0.0013 | 0.9607 ± 0.0007   |
| SecResNext50   | 27,561,945 | 0.8746 ± 0.0486 | 0.9614 ± 0.0011   |
| SecXception    | 21,548,446 | **0.9498 ± 0.0025** | **0.9634 ± 0.0009** |

Table 5: The tabular results of Figure 5.

| Pre-training | Mean AUC        |
|--------------|-----------------|
| Random       | 0.9037 ± 0.0132 |
| ImageNet     | 0.9473 ± 0.0012 |
| pirl          | 0.8917 ± 0.0261 |
| moco-v2      | 0.8920 ± 0.0292 |
| moco-v1      | 0.9029 ± 0.0192 |
| infomin      | 0.9036 ± 0.0184 |
| insdis       | 0.9116 ± 0.0111 |
| simclr-v2    | 0.9366 ± 0.0029 |
| pcl-v2       | 0.9378 ± 0.0031 |
| pcl-v1       | 0.9434 ± 0.0020 |
| simclr-v1    | 0.9545 ± 0.0011 |
| byol         | 0.9563 ± 0.0005 |
| swav         | 0.9563 ± 0.0010 |
| barlow-twins | 0.9566 ± 0.0007 |
| sela-v2      | **0.9568 ± 0.0029** |
| deepcluster-v2 | **0.9568 ± 0.0006** |
B Backbone Architectures

**ResNet18 and ResNet50** [1]: One way to improve an architecture is to add more layers and make it deeper. Unfortunately, increasing the depth of a network does not work simply by stacking layers together. As a result, it can introduce the problem called vanishing gradient. Moreover, the performance might get saturated or decreased over time. The main idea behind ResNet is to have identity shortcut connection which skips one or more layer. According to the authors, stacking layers should not decrease the performance of the network. The residual block allows the network to have identity mapping connections which prevents from vanishing gradient. The authors presented several versions of ResNet models including ResNet18, ResNet34, ResNet50 and ResNet101. The numbers indicate how many layers exist within the architecture. The more layers represent deeper network and the trainable parameters increase accordingly.

**ResNext50** [2]: In ResNext50, the authors introduced a new dimension C which is called Cardinality. The cardinality controls the size of the set of transformations addition to the dimensions of depth and width. The authors argue that increasing cardinality is more effective than going deeper or wider in terms of layers. They used this architecture in ILSVRC 2016 classification competition and secured the 2nd place. Comparing to ResNet50, ResNext50 has similar numbers of parameters for training and can boost the performance. In another word, ResNext50 could achieve almost equivalent performance to ResNet101 although ResNet101 has deeper layers.

**DenseNet121** [3]: Increasing the depth of a network results in performance improvement. However, the problem arise when the network is too deep. As a result, the path between input and output becomes too long which introduces the popular issue called vanishing gradient. DenseNets simply redesign the connectivity pattern of the network so that the maximum information is flown. The main idea is to connect every layer directly with each other in a feed-forward fashion. For each layer, the feature-maps of all preceding layers are used as inputs, and its own feature-maps are used as inputs into all subsequent layers. According to the paper, the advantages of using DenseNet is that they alleviate the vanishing-gradient problem, strengthen feature propagation, encourage feature reuse, and substantially reduce the number of parameters.

**Xception** [4]: Xception network architecture was built on top of Inception-v3. It is also known as extreme version of Inception module. With a modified depthwise separable convolution, it is even better than Inception-v3. The original depthwise separable convolution is to do depthwise convolution first and then a pointwise convolution. Here, Depthwise convolution is the channel-wise partial convolution and pointwise convolution is the 1x1 convolution to change the dimension. This strategy is modified for Xception architecture. In Xception, the depthwise separable convolution performs 1x1 pointwise convolution first and then channel-wise spatial convolution. Moreover, Xception and Inception-v3 has the same number of parameters. The Xception architecture slightly outperforms Inception-v3 on the ImageNet dataset and significantly outperforms Inception-
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v3 on a larger image classification dataset comprising 350 millions images and 17,000 classes.

**DRN-A-50 [5]:** Usually in image classification task the Convolutional Neural Network progressively reduces resolution until the image is represented by tiny feature-maps in which the spatial structure of the scene is not quite visible. This kind of spatial structure loss can hamper image classification accuracy as well as complicate the transfer of the model to a downstream task. This architecture introduces dilation which increases the resolutions of the feature-maps without reducing the receptive field of individual neurons. Dilated residual networks (DRNs) can outperform their non-dilated counterparts in image classification task. This strategy does not increase the model’s depth or the complexity. As a result the number of parameters stays the same comparing to the counterparts.

**SeNet154 [6]:** The convolution operator enables networks to construct informative features by fusing both spatial and channel-wise information within local receptive fields at each layer. This work focused on a channel-wise relationship and proposed a novel architectural unit called Squeeze-and-Excitation (SE) block. This SE block adaptively re-calibrates channel-wise feature responses by explicitly modelling inter-dependencies between channels. These blocks can also be stacked together to form a network architecture (SeNet154) and generalise extremely effectively across different datasets. SeNet154 is one of the superior models used in ILSVRC 2017 Image Classification Challenge and won the first place.

**SeResNet50, SeResNext50 and SeXception [6]:** The structure of the Squeeze-and-Excitation (SE) block is very simple and can be added to any state-of-the-art architectures by replacing components with their SE counterparts. SE blocks are also computationally lightweight and impose only a slight increase in model complexity and computational burden. SE blocks were added to ResNet50 and ResNext50 model to design the new version. The pre-trained weights for SeResNet50 and SeResNext50 already exists where SeXception is not present. By adding SE blocks, we created the SeXception architecture and trained on ImageNet dataset to achieve the pre-trained weights. Later on we used the pre-trained weights for our transfer learning schemes.

### C Self Supervised Methods

**InsDis [7]:** InsDis trains a non-parametric classifier to distinguish between individual instance classes based on NCE (noise-constrastive estimation) [19]. Moreover, each instance of an image works as a distinct class of its own for the classifier. InsDis also introduces a feature memory bank to maintain a large number of noise samples (referring to negative samples). This helps to avoid exhaustive feature computing. **MoCo-v1 [8] and MoCo-v2 [9]:** MoCo-v1 uses data augmentation to create two views of a same image $X$ referring as positive samples. Similar to InsDis, images other than $X$ are defined as negative samples and they are stored in a memory bank. Moreover, to ensure the consistency of negative samples, a momentum encoder is introduced as the samples evolve during the
training process. Basically, the proposed method aims to increase the similarity between positive samples while decreasing the similarity between negative samples. On the other hand, MoCo-v2 works similarly adding non-linear projection head, few more augmentations, cosine decay schedule, and a longer training time.

**SimCLR-v1** [10] and **SimCLR-v2** [11]: The key idea of SimCLR-v1 is similar to MoCo yet proposing independently. Here, SimCLR-v1 is trained in an end-to-end fashion with larger batch sizes instead of using special network architectures (a momentum encoder) or a memory bank. Within each batch, the negative samples are generated on the fly. However, SimCLR-v2 optimizes the previous version by increasing the capacity of the projection head and incorporating the memory mechanism from MoCo to provide more meaningful negative samples.

**BYOL** [12]: MoCo and SimCLR methods mainly rely on a large number of negative samples and they require either a large memory bank or a large batch size. On the other hand, BYOL replaces the use of negative pairs by adding online encoder, target encoder and a predictor after the projector in the online encoder. Both the target encoder and online encoder computes features. The key idea is to maximize the agreement between target encoder’s features and prediction from online encoder. To prevent the collapsing problem, the target encoder is updated by the momentum mechanism.

**PIRL** [13]: Both InsDis and MoCo takes the advantage of using instance discrimination. However, PIRL adapts the Jigsaw and Rotation as proxy tasks. Here, the positive samples are generated by applying Jigsaw shuffling or rotating by \{0°, 90°, 180°, 270°\}. Following InsDis, PIRL uses Noise-Contrastive estimation (NCE) as loss function and a memory bank.

**DeepCluster-v2** [14]: DeepCluster [33] uses two phases to learn features. First, it uses self-labeling, where pseudo labels are generated by clustering data points using prior representation yielding cluster indexes for each sample. Secondly, it uses feature-learning, where each sample’s cluster index is used as a classification target to train a model. Until the model is converged, the two phases mentioned above is performed repeatedly. The DeepCluster-v2 minimizes the distance between each sample and the corresponding cluster centroid. DeepCluster-v2 also uses stronger data augmentation, MLP projection head, cosine decay schedule, and multi-cropping to improve the representation learning.

**SeLa-v2** [16]: SeLa also requires two-phase training (i.e., self-labeling and feature-learning). SeLa focuses on self-labeling as an optimal transport problem and solves it using Sinkhorn-Knopp algorithm. SeLa-v2 also uses stronger data augmentation, MLP projection head, cosine decay schedule, and multi-cropping to improve the representation learning.

**PCL-v1 and PCL-v2** [16]: PCL-v1 aims to bridge contrastive learning with clustering. PCL-v1 adopts the same architecture as MoCo, including an online encoder and a momentum encoder. Following clustering-based feature learning, PLC-v1 also uses two phases (self-labeling and feature-learning). The features obtained from the momentum encoder are clustered in self-labeling phase. On the other hand, PCL-v1 generalizes the NCE loss to ProtoNCE loss instead of
classifying the cluster index with regular cross-entropy. This was done in PCL-v2 as an improvement step.

**SwAV [14]**: SwAV uses both contrastive learning as well as clustering techniques. For each data sample, SwAV calculates cluster assignments (codes) with the help of Sinkhorn-Knopp algorithm. Moreover, SwAV works online performing assignments at the batch level instead of epoch level.

**InfoMin [17]**: InfoMin suggested that for contrastive learning, the optimal views depend upon the downstream task. For optimal selection, the mutual information between the views should be minimized while preserving the task-specific information.

**Barlow Twins [18]**: The Barlow Twins consists of two identical networks fed with the two distorted versions of the input sample. The network is trained such that the cross-correlation matrix between the two resultant embedding vectors is close to the identity. A regularization term is also included in the objective function to minimize redundancy between embedding vectors’ components.
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