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ABSTRACT

Action-angle coordinates are a tool commonly used in celestial mechanics to systematically parametrize and store general solutions of the equations of motion of astrophysical bodies. I perturbatively construct action-angle coordinates for bound test particle motion in static, spherically symmetric space-times using a post-circular expansion. Then I specialize the expressions to the motion in the gravitational fields of Schwarzschild black holes and give explicit formulas for the Hamiltonian to the 10th power in the radial action (20th power in eccentricity), and the transformation to angle coordinates up to the 8th harmonic with respect to a relativistic orbital anomaly. The results provide a closed-form perturbative solution for the orbital motion parametrized by coordinate time that will find applications in the modelling of compact binary inspirals and other fields of astrophysics.
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1 INTRODUCTION

In 1609 Johannes Kepler published the famous treatise Astronomia Nova presenting for the first time his celebrated model of planetary motion. Already in that very treatise Kepler also introduced the notion of a “mean anomaly”, an abstract phase variable which marched steadily forward through time while parametrizing the cycles of the closed orbits of the planets (Stephenson 1994). Such phases since then became one of the cornerstones of various averaging and perturbation methods used in celestial mechanics and dynamical astronomy (see, e.g., Morbidelli 2002; Contopoulos 2002).

In modern Hamiltonian mechanics we know such phases as the “angles” in the canonical action-angle (AA) coordinates in phase space. In short, when we have an integrable autonomous Hamiltonian system of $N$ degrees of freedom fulfilling certain non-degeneracy and smoothness requirements, we can always cover its phase space with $N$ pairs of canonical coordinates $\psi^a, J_a, a = 1, ..., N$ such that the Hamiltonian is only a function of the “angles” $J_a, H = H(J_a)$. The corresponding equations of motion then read

$$\dot{J}_a = \frac{\partial H}{\partial \psi^a} = 0, \quad \psi^a = \frac{\partial H}{\partial J_a} = \text{constant}. \tag{1}$$

Since the angles $\psi^a$ march homogeneously forward in time, we see how they are a natural generalization of the mean anomaly of Kepler. As a result, by obtaining the transformation between AA coordinates and the original phase-space coordinates, one essentially obtains the general solution to the evolution equations. Additionally, when the system is perturbed, the AA coordinates form an elegant and efficient basis for the analytical computation of corrections to the system’s evolution (Arnol’d 2013; Morbidelli 2002; Kevorkian & Cole 2012).

Even though the analytical methods of perturbation theory have brought about a number of advances in our understanding of the solar system and beyond, they are now often replaced by much simpler numerical integration in computers, at least when precision beyond back-of-the-envelope estimates is needed. The argument for this approach is that, even though more computational power is typically needed in the numerical approach, one saves time on deriving and implementing the complicated analytical formulas in return. So the question stands: Is it still worth to develop advanced analytical approximations in this day and age?

Amongst other examples, analytical perturbation methods brought to light, through the meticulous computations of Le Verrier (1859), the discrepancy between Newtonian gravity and observation in the motion of Mercury and, coincidentally, gave one of the first confirmations of Einstein’s general relativity (Einstein 1915). Since then, Einstein’s gravity has matured into a theory used routinely in observations, with gravitational-wave astronomy being only one of the most recent examples. After the spectacular successes of the first three runs of LIGO and Virgo (Abbott et al. 2019, 2021a,b), we are now also preparing for the launch of the gravitational-wave observatory Laser Interferometer Space Antenna (LISA) in the 2030s (Amaro-Seoane et al. 2017). One of the key sources for LISA will be inspirals of stellar-mass compact objects into massive black holes known as extreme mass ratio inspirals (Babak et al. 2017). These systems are most efficiently described by iterative perturbations away from geodesic motion in the massive black-hole background (see Barack & Pound 2019; Pound & Wardell 2021, for recent reviews).

Should we return to analytical perturbation methods in this case?

It turns out that the matched-filtering methods of LISA data analysis will require the fast evaluation of an extremely large number of waveforms for various parameter choices of the gravitational-wave sources. Naively, for $P$ parameters of any source one will require an order of $10^P$ evaluations of the model, where $P$ is 7 to 14 for extreme mass ratio inspirals, dependent on the parameter counting (Gair et al. 2017).
2 AA COORDINATES IN STATIC, SPHERICALLY SYMMETRIC SPACE-TIMES

Static, spherically symmetric space-times represent an important idealized class of space-times that contains, amongst other examples, the gravitational fields of spherically symmetric black holes in various relativistic theories of gravity. Here I present a general treatment of the perturbative construction of action-angle coordinates in these space-times in a post-circular expansion, keeping in mind particularly the application to Schwarzschild space-time to be discussed in Section 3.

2.1 Geodesics in spherically symmetric space-times

Static, spherically symmetric space-times are space-times with 4 isometries expressed by the existence of 4 Killing vectors \( \xi^\mu \), \( \eta^\mu \), \( \epsilon^\mu \), \( \delta^\mu \) corresponding to infinitesimal time translations and 3 spatial rotations respectively. In general, one can then pick spherical-polar coordinates \( t, R, \theta, \varphi \) such that the metric attains the form

\[
d s^2 = -a(R) dt^2 + b(R) dR^2 + c(R) (\sin^2 \theta d\varphi^2 + d\theta^2),
\]

where \( a, b, c \) are some set of metric functions. Note that this form is sufficiently flexible to capture most commonly used sets of coordinates covering black-hole space-times outside of horizons, such as isotropic, harmonic, tortoise, or Schwarzschild-type coordinates.

Now the motion of massive test particles in these space-times is generated by the Hamiltonian (compare, e.g., eq. (9) in Witzany & Lämmerzahl (2017))

\[
H_I = \sqrt{-g_{RR} p_R^2 + g_{\theta\theta} p_\theta^2 + g_{\varphi\varphi} p_\varphi^2 + 1} = \frac{a}{b} p_R^2 + \frac{a}{c} \left( p_\theta^2 + \frac{p_\varphi^2}{\sin^2 \theta} \right) + a,
\]

where \( p_R, p_\theta, p_\varphi \) are canonically conjugate to \( R, \theta, \varphi \). This Hamiltonian is conserved with a constant value \( E \equiv H_I \) with the meaning of orbital energy per unit mass of the particle. Additional constants of motion form an angular-momentum vector per unit mass defined as \( \ell \equiv (p_\theta \xi^\mu, p_\varphi \xi^\mu, p_\mu \xi^\mu) \). Only two integrals in involution can be constructed from the angular-momentum vector, these can be chosen as:

\[
\ell_{(z)} \equiv p_\mu \xi^\mu_{(z)} = p_\varphi,
\]

\[
\ell = \sqrt{p_\theta^2 + \frac{p_\varphi^2}{\sin^2 \theta}}.
\]

Here \( \ell_{(z)} \) is the azimuthal angular momentum per particle mass (the axis around which the \( \varphi \) rotates is conventionally the \( z \)-axis), and \( \ell \) is the total magnitude of angular momentum per unit mass.

2.2 Hamilton-Jacobi equation and separation of variables

The generating function for the canonical transformation to action-angle variables is the Hamilton-Jacobi action \( S(x^\mu, C_I) \), where \( C_I \) is a set of separation constants (see, e.g., Arnold (2013)). The action fulfills the Hamilton-Jacobi equation

\[
\frac{\partial S}{\partial t} = \left( \frac{a}{b} \frac{\partial S}{\partial R} \right)^2 + \frac{a}{c} \left( \frac{\partial S}{\partial \theta} \right)^2 + \frac{1}{\sin^2 \theta} \left( \frac{\partial S}{\partial \varphi} \right)^2 + a.
\]

A solution can be easily obtained in separable form by substituting

\[
S = E t + \ell_{(z)} \varphi + S_R(R) + S_\theta(\theta) + S_\theta(\theta).
\]
Then we obtain
\[ c(E^2 - a^2) \cdot \frac{c}{b} \left( S'(R) \right)^2 = \left( S'(\theta) \right)^2 + \frac{\ell^2(z)}{\sin^2 \theta}. \] (8)

We see that the left-hand side is only a function of \( R \), and the right-hand side is only a function of \( \theta \), so they both must be proportional to a separation constant. By comparing with equation (5), we see that the separation constant has to be equal to \( \ell^2 \), so we have two equations for the functions in the separable Ansatz for \( S \)
\[ S(R) = \pm \int \sqrt{A(R) \left[ E^2 - B(R; \ell) \right]} dR, \] (9)
\[ S(\theta) = \pm \int \frac{\ell^2 \sin^2 \theta - \ell^2(z)}{\sin^2 \theta} d\theta, \] (10)
\[ A(R) = \frac{b}{a} - B(R; \ell) = \frac{\ell^2(z)}{c + 1}. \] (11)

Note that there is a sign ambiguity in the solution, since we only obtain equations for the squares of the derivatives of \( S(R), S(\theta) \).

The indefinite integral for \( S(R) \) cannot be found in closed form for more complicated metrics. On the other hand, the \( S(\theta) \) integral can be expressed up to an integration constant as
\[ \pm S(\theta) = \ell(z) \arctan \left( \frac{\ell(z) \cos \theta}{\sqrt{\ell^2 \sin^2 \theta - \ell^2(z)}} \right) \] (12)
\[ + \ell \arctan \left( \frac{\ell^2 \sin^2 \theta - \ell^2(z)}{\ell \sin \theta} \right). \]

It is desirable to choose different branches of \( \arctan(x) \) for each of the terms so that the action is smooth around \( \theta = \pi/2 \). Specifically, the branch in the first term should be such that \( \arctan(0^+) = \arctan(0^-) \), and the second term should have \( \arctan(+\infty) = \arctan(-\infty) \) (see also Polcar & Semerák (2019) for an alternative expression).

### 2.3 Definition of actions

Given the solution of the Hamilton-Jacobi equation, I can now easily generate actions as functions of separation constants (integrals of motion) by defining them as integrals of momenta over independent loops in phase space (Arnold 2013). In this case I define the actions by phase-space integrals over independent librations in \( R, \theta \), and a \( \varphi \)-rotation to obtain
\[ J_R = \frac{1}{2\pi} \int p_R dR = \frac{1}{\pi} \int_{R_1}^{R_2} \sqrt{A(R) \left[ E^2 - B(R; \ell) \right]} dR, \] (13)
\[ J_\theta = \frac{1}{2\pi} \int p_\theta d\theta = \frac{1}{\pi} \int_{\theta_{\text{max}}}^{\pi/2} \sqrt{\ell^2 \sin^2 \theta - \ell^2(z)} d\theta, \] (14)
\[ J_\varphi = \frac{1}{2\pi} \int p_\varphi d\varphi = \ell(z), \] (15)
where \( R_1, R_2 \) denote the radial turning points of the motion, and \( \theta_{\text{max}} = \arcsin(\ell(z)/\ell) \) the turning point in \( \theta \)-coordinate space. While \( J_R \) typically has no closed form, the \( J_\theta \) variable can be shown to be equal to
\[ J_\theta = \ell - |\ell(z)|. \] (16)

Note that the definitions of \( J_R, J_\theta, J_\varphi \) are topological, so they will not change by switching to different sets of coordinates (as long as homotopically equivalent loops are chosen for them in every coordinate system). In particular, the value of \( J_R \) for a given orbit is not sensitive to the choice of the radial coordinate.

### 2.4 Obtaining angles

The expression of the angle coordinates canonically conjugate to the actions can be obtained by re-expressing the action \( S \) in terms of \( J_\ell, J_\theta, J_\varphi \). In fact, the Hamiltonian will always depend only on \( \ell = J_\theta \) due to the spherical symmetry, so we can write
\[ \frac{\partial J_R}{\partial E} = \frac{\partial J_\theta}{\partial \ell} = \frac{\partial J_\varphi}{\partial \ell}. \] (22)

where \( \varOmega^2 := \partial^2 \ell / (\partial J_R \partial E), \) \( i = R, \theta, \varphi \) are the fundamental frequencies of motion with respect to coordinate time \( t \). It should be kept in mind that different time parametrizations lead to the same actions, but generally to different angle coordinates; this set is tied to the \( t \)-parametrization. The cases of parametrization by other parameters such as proper time or Carter-Mino time are discussed in Appendix A.

### 2.5 Delaunay-type variables

Variables analogous to Delaunay variables can be obtained by choosing coordinates (cf. Morbidelli (2002))
\[ J_1 \equiv J_\ell + J_\theta + |J_\varphi|, \quad \psi^1 = \psi^\ell, \] (21)
\[ J_2 \equiv \ell = J_\theta + |J_\varphi|, \quad \psi^2 = \psi^\theta - \psi^\ell, \] (22)
\[ J_3 \equiv (z) = J_\varphi, \quad \psi^3 = \psi^\varphi - \text{sign}(J_\varphi)\psi^\ell. \] (23)
In the Newtonian problem of two point masses the Hamiltonian ends up being dependent only on \( J_1 \). However, note that for strong-field Schwarzschild geodesics the Hamiltonian is a non-trivial function of both \( J_1, J_2 \). As in the Kepler problem, the variable \( \psi^1 \) can be assigned the loose meaning of the mean anomaly, \( \psi^2 \) the argument of periapsis, and \( \psi^3 \) can be understood as the longitude of ascending node. The angle \( \phi^2 \) is not constant in relativity (which corresponds to pericenter precession), but the longitude of ascending node \( \phi^3 \) is constant in spherically symmetric space-times (which corresponds to a fixed orbital plane).

### 2.6 Post-circular expansion of AA coordinates

At this point I assume that there is at least one family of stable circular orbits in the space-time in question. Mathematically, the conditions for this to be true boil down to the requirement that there exists a one-parameter family of solutions to the equations

\[
E^2 - B(R; \ell) = 0, \quad (25)
\]

\[
\frac{d}{d\ell} \left( E^2 - B(R; \ell) \right) = 0, \quad (26)
\]

\[
\frac{d^2}{d\ell^2} \left( E^2 - B(R; \ell) \right) > 0, \quad (27)
\]

where \( \ell, E, R \) are the variables to be solved for. I also assume that we can parametrize the circular orbits by \( \ell \). That is, I assume that for \( \ell \) in some range, the equations (25)-(27) are solved by \( \ell, E_c(\ell), R_c(\ell) \).

The idea of the post-circular expansion is to expand both the integrands and the integral bounds \( R_1, R_2 \) in equations (9) and (13) in terms of \( \Delta E = E - E_c(\ell) \). Since at \( E = E_c(\ell) \) we have \( J_R = 0 \), one can also view this as an expansion in \( J_R \).

Finally, since this causes the orbit to be non-circular, it can also be seen as an expansion in a parameter proportional to some notion of eccentricity \( e \), since \( e \approx e^2 \approx \sqrt{\Delta E} \approx \sqrt{J_R} \). Do note, however, that definitions of \( e \) are non-unique (coordinate-dependent) in relativity, and that one should expect a different convergence behaviour of the expansion compared to a true eccentricity expansion, since \( J_R \to \infty \) as eccentricity goes to 1. Specifically, the \( J_R \) power expansions allow to automatically include divergences that scale as \( 1/1 - e^\alpha \) by naturally including terms that scale as \( J_R^{\alpha/2} \).

The real focus of this paper is Schwarzschild space-time, so I relegate the technical details of the expansion in general spherically symmetric space-times to Appendix B. At this point it suffices to say that in full generality the Hamiltonian is expanded as

\[
E = E_c(\ell) + \sum_{i=1}^{[n/2]} J_R^{\ell} e_1(\ell), \quad (28)
\]

\[
e_1 = \sqrt{\frac{B}{2E^2A}}, \quad e_2 = \frac{E^2_2 - 12A^2B^3}{4E^2A3B^2}, \quad (29)
\]

\[
\Delta E = 3A^2B^2 + 6A \left( B^2 - 3A^2B^2 \right) + A^2 \left( 3B^2B^4 - 5B(3B)^2 \right)
\]

\[
e_3 = \ldots, \quad (30)
\]

where expressions up to \( e_3 \) in any static spherically symmetric space-times can be found in the supplemental Mathematica data files. Note that the expressions are purposefully parametrized by \( R_c, E_c \) while assuming that the expression for \( R_c(\ell), E_c(\ell) \) will be substituted into the final result. Now one can see that upon the substitution \( \ell = J_\theta + J_\varphi \) into (28) we obtain a perturbative expression for the Hamiltonian \( H_I \) in terms of AA coordinates, \( H_I = E(J_R, J_\theta, J_\varphi) \). It is also possible to obtain the full transformation to angle variables and to express fundamental frequencies of motion, as also described in Appendix B and one of the supplemental notebooks.

### 3 AA COORDINATES IN SCHWARZSCHILD SPACE-TIME

The Schwarzschild metric in Schwarzschild coordinates \( t, r, \theta, \varphi \) reads

\[
d\ell^2 = \left( 1 - \frac{2M}{r} \right) dt^2 + \frac{1}{1 - 2M/r} dr^2 + r^2 \left( \sin^2 \theta d\varphi^2 + d\theta^2 \right). \quad (31)
\]

Obviously, this metric is in the form (2) with \( R \to r \) and \( c = r^2 \), \( a = 1/b = 1 - 2M/r \). In this section I compute the transformation to AA coordinates from the Schwarzschild-coordinate basis. Note that using a different radial coordinate than \( r \) only changes the transformation to the angle variables and leaves the actions intact.

The expansions can be obtained by substituting the following auxiliary functions and relations for stable circular orbits into the coefficients from Section 2 and Appendix B:

\[
A(r) = \left( 1 - \frac{2M}{r} \right)^{-2}, \quad (32)
\]

\[
B(r; \ell) = \left( 1 + \frac{\ell^2}{r^2} \right) \left( 1 - \frac{2M}{r} \right), \quad (33)
\]

\[
C(r) = \frac{1}{r^2}, \quad (34)
\]

\[
r_c(\ell) = \frac{\ell}{2M} \left( \ell + \sqrt{\ell^2 - 12M^2} \right), \quad (35)
\]

\[
E_c(\ell) = \frac{r_c - 2M}{\sqrt{r_c(r_c - 3M)}}, \quad (36)
\]

Stable circular orbits exist only for \( \ell > \sqrt{12M} \left( r_c(\ell) > 6M \right) \) and the formalism is generally expected to become ill-convergent already for \( \ell \sim \sqrt{12M} \). Another important transitional point is \( \ell = 4M \). Above this angular momentum, the transition from bound to scattering motion (motion escaping to infinity) occurs at \( E = 1 \). However, for \( \ell < 4M \) the orbits stop oscillating around the stable circular orbit already at the energy of the so-called homoclinic orbit (infinite zoom-whirl orbit)

\[
E_h = \sqrt{\frac{2}{3} + \frac{2\sqrt{\ell^2 - 12M^2}}{9\ell} + \frac{\ell(\ell - \sqrt{\ell^2 - 12M^2})}{54M^2}}, \quad (37)
\]

and the transition is to orbits plunging into the black hole horizon, \( r \to 0 \). The values \( E = 1, E = E_h \) for \( \ell > 4M \) and \( \sqrt{12M} < \ell < 4M \) respectively represent critical energies near which one should expect the post-circular expansion to diverge at given \( \ell \), unless treated by Padé resummation or a similar technique (see Section 4 and Appendix C for more).

It turns out that in Schwarzschild space-time one can push the expansions to much higher order by parametrizing by Darwin’s semilatus rectum \( p, r \), and by keeping the position of the minimum of the effective potential \( r_c(\ell) \) implicit until evaluation. I now describe this expansion as tailored specifically to the Schwarzschild metric in Schwarzschild coordinates.
3.1 Darwin’s eccentricity and semilatus rectum

Instead of the integrals of motion \( E, \ell \) one can choose to parametrize the orbits by their turning points \( r_1 < r_2 \). Specifically, Darwin (1961) introduced the analogue of the Newtonian eccentricity \( e \) and semilatus rectum \( p \) in Schwarzschild coordinates as follows

\[
\begin{align*}
  r_1 &= \frac{p}{1+e}, \quad r_2 = \frac{p}{1-e}, \\
  e &\equiv \frac{r_2 - r_1}{r_1 + r_2}, \quad p \equiv \frac{2r_1 r_2}{r_1 - r_2}.
\end{align*}
\] (38)

Energy and angular momentum can then be given in terms of these as

\[
E^2 = \left(\frac{p - 2M}{p - M(3 + e^2)} \right)^2, \quad \ell^2 = \frac{Mp^2}{p - M(3 + e^2)}.
\] (40)

A useful property of the \( p, e \) parametrization is also that the separatrices between stable bound motion and plunge into the black hole is given by the simple formula \( p = (6 + 2e)M \) (Cutler et al. 1994; Stein & Warburton 2020).

The \( p - e \) formalism can also be used in the parametrization the “anomaly” of the radial motion. By a method of trial and error I found that the \( \xi \)-parametrization of the radial motion introduced in Appendix B leads to unmanageable expressions at higher expansion order in Schwarzschild space-time. It turns out that high order in \( J_r \) can instead be reached by using the relativistic analogue of the Keplerian true anomaly, known as the relativistic anomaly \( \nu \) (Darwin 1961; Schmidt 2002):

\[
r = \frac{p}{1+e \cos \nu}.
\] (41)

The action integrals (9) and (13) are then expressed as

\[
S_{(r)} = \int_0^{\nu(r)} \sqrt{p - 6M - 2eM \cos \nu'} \frac{(p - 2M)^2 - 4M^2 e^2}{p - M(3 + e^2)} \times \left( p - 2M + 2eM \cos \nu' \right)(1 + e \cos \nu')^2 \, d\nu',
\] (42)

\[
J_r = \frac{1}{\pi} \left. S_{(r)} \right|_{\nu(r) = \pi}.
\] (43)

The \( S_{(r)} \) integral is expressible as a complicated expression involving elliptic functions, but here I will express it using the post-circular expansion, since this would be either way necessary for the full set of transformations.

To expand these expressions in terms of eccentricity, I first re-express \( p \) as \( p = p(r_\nu, e) \)

\[
p = \frac{r_c + \sqrt{r_c^2 - 4(r_c - 3M)(3 + e^2)}}{2(r_c - 3M)}. \] (44)

This can also be inverted to obtain

\[
r_c = \frac{p^2 + \sqrt{p^2 - 6M + 12Me^2}}{2(p - 3M - Me^2)}. \] (45)

The reason for using \( r_c(\ell) \) is that the expansions generally stay more compact than when using \( \ell \) as a variable directly. However, the relation between \( J_r, r_c(\ell) \) and \( p, e \) cannot be expressed entirely in closed form. One can expand the integral (43) in powers of \( e \) as

\[
J_r = \sum_{i=1}^{[n/2]} j_{r}(p) n^{2i} e^{2i}.
\] (46)

\[
j_{r}(p) = \frac{p^{3/2}}{2(p - 2M)} \left( 1 + e \right) \sum_{i=1}^{[n/2]} j_{r} = \ldots,
\] (47)

Then one can substitute equation (44) for \( p(r_\nu, e) \), reexpand in \( e \) and invert the perturbative relation to obtain

\[
e^2 = \sum_{i=1}^{[n/2]} \kappa^{2i} \mathcal{E}_i(r_c) J_r^i,
\] (48)

\[
\mathcal{E}_1 = \frac{2(r_c - 2M)}{r_c^{3/2}} \sqrt{r_c - 6M}, \quad \mathcal{E}_2 = \ldots \]. (49)

Using these formulas, it is possible to perturbatively compute \( J_r, r_c \) given \( e, p \) and vice versa. It is possible to easily reach order \( n = 20 \) and higher in these expressions.

Plugging in the identity (44) and subsequently expansion (48) into the exact relation for \( E(e, p) \) given in equation (40) I also obtained the Hamiltonian (energy) coefficients \( e_i \) to \( n = 20 \). The formulas up to \( e_{10} (n = 10, O(J_r^2)) \) are given in Table 1. Expansion coefficients up to \( e_{10} \) \( \mathcal{E}_{10}, J_{r10} \) are given in one of the supplemental Mathematica files.

3.2 Orbital solutions

The transformation to angle coordinates can in principle be obtained by expressing \( S_{(r)} = S_{(r)}(J_r, \nu(r; J_r, r_c(\ell))) \) in a trigonometric expansion and applying the partial derivatives according to eq. (17) (including integral-bound terms due to non-zero \( \partial \nu / \partial J_r, \partial \nu / \partial \ell \)). However, I take the indirect route given in equations (19) to (21) since one then avoids the integral-bound terms. The derivatives of the radial part of the action are given as

\[
\frac{\partial S_{(r)}}{\partial \nu} |_{\ell} = \int_0^{\nu(r)} \left( \frac{p^2}{(1 + e \cos \nu')^2 \left[p - 2M(1 + e \cos \nu')\right]} + \frac{(p - 2M)^2 - 4M^2 e^2}{(p - M(3 + e^2))^2} \right) \, d\nu',
\] (50)

\[
\frac{\partial S_{(r)}}{\partial \ell} |_{\nu} = -\int_0^{\nu(r)} \frac{p}{p - 2M(3 + e \cos \nu')} \, d\nu'.
\] (51)

The angle coordinates are then obtained by taking derivatives of the action according to equations (19) to (21) (compare also section B2 in the Appendix). I start by taking a harmonic expansion of terms appearing in equations (20) and (21)

\[
\frac{\partial S_{(r)}}{\partial \nu} \bigg|_{\ell} = \frac{\partial J_r}{\partial \ell} \bigg|_{\nu} \psi' = \frac{\partial S_{(r)}}{\partial \ell} \bigg|_{\nu} \psi' + \frac{\partial E}{\partial \ell} \bigg|_{\nu} J_r + \frac{\partial S_{(r)}}{\partial \nu} \bigg|_{\ell} \psi' \bigg|_{\ell}
\] (52)

\[
= \sum_{j=1}^{n-1} \theta_{jk}(r_c) J_r^{m+j/2} \sin(\nu'),
\] (53)

where the quantities behind vertical lines denote variables that are kept fixed in the partial derivatives. Note that the \( \propto \psi' \) term in the equation above exactly cancels the secularly growing term in \( \partial S_{(r)}/\partial \ell \). As such, the resulting expression can be understood as the part of \( \partial S_{(r)}/\partial \ell \) purely fluctuating with respect \( \psi' \). Also, no \( \cos(\nu') \) harmonics appear because of the reversibility of the motion.
and the choice of \( v = 0 \) at the radial turning point. Then we have

\[
\psi' = v + \sum_{j=1}^{n-1} \sigma_{jk}(r_c)J_{j/2}(k \sqrt{v}) ,
\]

(54)

\[
\psi^\theta = \arctan \left( \frac{\ell^2 \sin^2 \theta - r_c^2 (z)}{\ell \cos \theta} \right) + \sum_{j=1}^{n-1} \theta_{jk}(r_c)J_{j/2}(k \sqrt{v}) ,
\]

(55)

\[
\psi^\phi = \psi + \arctan \left( \frac{\ell (z) \cos \theta}{\sqrt{\ell^2 \sin^2 \theta - r_c^2 (z)}} \right) + \text{sign}(\ell (z)) \psi^\phi .
\]

(56)

The harmonic coefficients \( \sigma_{jk}, \theta_{jk} \) fulfill

\[
\sigma_{jk} \neq 0, \theta_{ij} \neq 0 \iff k \geq j, j + k \text{ even},
\]

(57)

\[
\sigma_{11} = \sqrt{2(r_c^2 - 8Mr_c + 12M^2) / (r_c - 6M)^2} G ,
\]

(58)

\[
G = \sqrt{\frac{r_c^2 (z) - 9Mr_c + 18M^2}{Mr_c (r_c - 2M)}}^{1/4} .
\]

(59)

\[
\theta_{11} = -\frac{2 \sqrt{2(r_c - 3M)^2}}{\sqrt{r_c (r_c - 6M)^2 - 2M}} ,
\]

(60)

\[
\sigma_{22} = \ldots, \sigma_{22} = \ldots .
\]

(61)

Again, in equations (55) and (56) different branches of arctan have to be used so that the expressions are regular at \( \theta = \pi/2 \). The harmonic expansion of \( \psi' \) can be perturbatively inverted to yield

\[
\nu(\psi') = \psi' + \sum_{j=1}^{n-1} \Sigma_{jk}(r_c)J_{j/2}(k \sqrt{v}) .
\]



3.3 Fundamental frequencies of motion

Since \( \psi', \psi^\theta, \psi^\phi \) evolve with uniform frequencies in coordinate time, equations (62), (64) and (65) can be understood as an analytical perturbative solution for the geodesic motion once the coefficients \( \Sigma_{jk}, \Theta_{jk} \) are specified. The fundamental frequencies for the evolution...
tion of $\psi^r, \psi^\theta, \psi^\varphi$ are then obtained as

$$
\psi^r = \frac{\partial H}{\partial J_r} = \frac{1}{2} \sum_{i=1}^{[n/2]} i j_R^{-1} e_i(r_c),
$$

(66)

$$
\psi^\theta = \frac{\partial H}{\partial J_\theta} = \frac{\partial \mathcal{E}_c}{\partial \theta} + \sum_{i=1}^{[n/2]} \kappa^i j_R \frac{\partial e_i}{\partial \ell} e_i,
$$

(67)

$$
\psi^\varphi = \frac{\partial H}{\partial J_\varphi} = \text{sign}(l_c) \Omega^\varphi,
$$

(68)

where one can use that since the energy only depends on $\ell = J_\theta + \frac{1}{2} |J_\varphi|$ and thus one can also replace $\partial / \partial J_\theta \rightarrow \partial / \partial \ell$ and $\partial / \partial J_\varphi \rightarrow \text{sign}(l_c) \partial / \partial \ell$.

How are the frequencies $\Omega^r, \Omega^\theta, \Omega^\varphi$ related to real observable frequencies in $r, \theta, \varphi$? We see from equation (54) that the geodesic finishes a full cycle in the radial motion during one cycle in the angle variable $\psi^R \in (0, 2\pi]$. The frequency of radial motion is thus

$$
f^r = \frac{\Omega^r}{2\pi}.
$$

(69)

Now, as obvious from equations (20) and (64), the $\theta$ motion will not have a sharp period since it involves the fluctuating term $\theta_{jk} \sim \Theta_{jk}$. However, its time-averaged frequency will be again identical to that of $\psi^\theta$, or

$$
\langle f^\theta \rangle = \frac{\Omega^\theta}{2\pi}.
$$

(70)

Finally, there is the average rate of advance of the azimuthal angle $\varphi$. The second and third terms on the right-hand side of eq. (65) are purely fluctuating. The long-time average of $\varphi$ is then actually given by $\psi^\varphi$ and we obtain

$$
\langle f^\varphi \rangle = \frac{1}{2\pi} \langle \varphi \rangle = \frac{\Omega^\varphi}{2\pi}.
$$

(71)

### 4 ACCURACY OF SCHWARZSCHILD AA COORDINATES

The expressions obtained in Section 3 can be understood as a Taylor series for the action-angle coordinates and for the related transformations expanded around $J_r = 0$ with respect to powers of $\sqrt{J_r}$. However, to which order is it sufficient to expand in practice? Amongst other things, this depends on the position in orbital space. Figure 1 illustrates that the higher-order expansions are able to provide satisfactory behaviour even for orbits quite close to the separatrix $p = (6 + 2e)M$. More precise statements can be given when a more concrete application of the therein presented formalism is considered.

#### 4.1 Accuracy of Hamiltonian and resummation

If one cares about observations over many periods, then one should require mainly the accuracy of the turning points and of the Hamiltonian (the derivatives of which determine, for instance, the average rates of pericentre precession and so on). This is investigated in Figures 2 and 3. Figure 2 presents the “essential map” of the $e - p$ space with respect to $\mathcal{E}, \ell, J_r$ obtained either from exact relations or high-precision numerical integration. Figure 3 then presents a comparison of the expanded formulas for the Hamiltonian with the exact picture.

#### 4.2 Accuracy of quadrupole flux

It is not entirely easy to measure the convergence of the orbital-shape harmonics in a meaningful way, since the orbital shapes are coordinate-dependent expressions with little direct physical meaning. However, I devised the following mock example that aims to demonstrate the usefulness of the formulas for gravitational-wave astrophysics. I assume that our coordinate system is aligned with the orbital plane of the motion and compute the Newtonian quadrupole

Figure 1. Analytical orbit with $e = 0.6, p = 10M$ in action angle coordinates (blue line: $n = 4$, red line $n = 8$) compared to a high-accuracy numerically integrated orbit (black dot-dashed). The $n = 4$ expansion becomes very quickly inadequate for such a highly eccentric orbit near the limit of stability $p = (6 + 2e)M$, while the $n = 8$ expansion still fares reasonably well. The axes correspond to $x = r \sin \varphi, y = r \cos \varphi$ plotted in units of $M$.

To do so, I define the relative error of the “non-circular part” of the Hamiltonian as

$$
\eta_E = \left| \frac{\mathcal{E}_{\text{exact}}(e, p) - \mathcal{E}_{\text{exact}}(e = 0, p)}{\mathcal{E}_{\text{exact}}(e, p)} \right|.
$$

(72)

As is apparent from Figure 3, the expanded form of the Hamiltonian becomes divergent around $e \sim 0.8$. To improve the convergence, I devised a Padé approximant as follows. I took the six terms that appear in the Hamiltonian by taking the expansion up to $n = 10$ or $O(J_r^2)$. Then I required that this expansion agrees with the Taylor expansion of the function

$$
\mathcal{E}_{\text{Pad}} = \frac{\mathcal{E}_c + P_1 J_r + P_2 J_r^2 + P_3 J_r^3}{1 + P_4 J_r + P_5 J_r^2 + P_6 J_r^3},
$$

(73)

where the highest-order terms $P_3 J_r^3$ in the nominator and denominator are the same because I require that $\mathcal{E} \rightarrow 1$ as $J_r \rightarrow \infty$. This can be easily seen to be true by considering that $J_r \rightarrow \infty$ as $e \rightarrow 1$ (see also Appendix C). The coefficients $P_1, P_2, P_3, P_4, P_5$ are then uniquely determined by matching their $O(J_r^2)$ expansion to the analytical expansion of $\mathcal{E}$. The resulting approximant provides a Hamiltonian that has sub-percent level errors globally and can be understood simply as “the” action-angle Hamiltonian for bound orbits in most practical applications.

Other asymptotics at the separatrix and at $e \rightarrow 1, p > 8$ that could be used to refine this approximant are discussed in Appendix C.
The expressions for the quadrupole components can be fully reconstructed from angle coordinates by using the expansions in eq. (62) and (65), and the property \( \psi^\alpha = \Omega^\alpha, \alpha = r, \varphi, \theta \). The time-average can then be obtained for non-resonant orbits by the property

\[
\lim_{T \to \infty} \frac{1}{T} \int_0^T f(\psi^r(t), \psi^\varphi(t), \psi^\theta(t))dt = \frac{1}{(2\pi)^2} \int_{[0,2\pi]^3} f(\psi^r, \psi^\varphi, \psi^\theta) d^3\psi .
\]  

Finally, the “exact” referential \( P_Q \) can in principle be obtained by numerically integrating the geodesic and the corresponding average over the orbit. However, a naive numerical implementation of this strategy actually provides a worse result than the analytical expansions in much of the phase space because of the oscillatory character of the integrals involved. It is instead beneficial to use the following trick. I first eliminate all the time derivatives in the formula for \( P_Q \) by applying the equations of motion and express the result only in terms of \( v, \varphi \) and orbital elements. Then I use the fact that one can change integration variables in equation (78) to obtain (see, e.g. Drasco & Hughes 2004; Witzany 2019)

\[
\lim_{T \to \infty} \frac{1}{T} \int_0^T f(v(t), \varphi(t))dt = \frac{1}{2\pi T_r} \int_{[0,2\pi]^2} f(v, \varphi) dv d\varphi ,
\]

\[
T_r = \int_0^{2\pi} \frac{dv}{v(v)} ,
\]

where when \( f = P_Q \) the final expression can be evaluated numerically.

Finally, the \( P_{Q\exp} \) quadrupole flux predicted by the \( n = 8 \) expanded action-angle solution can be compared with the exact (numerical) flux \( P_{Q\text{num}} \) as plotted in Fig. 4. The story is quite similar to the expansion of the Hamiltonian; the expansion fares very well for small eccentricities but seems to have a limit of convergence at \( e \approx 0.8 \). In principle, the convergence could be again improved by observing that \( P_Q \to 0 \) as \( e \to 1 \), \( J_r \to \infty \) and by using an appropriate Padé approximant. However, this is out of the scope of the current paper.
5 DISCUSSION AND OUTLOOKS

The herein presented formalism constructs AA coordinates and thus also general solutions to the equations of motion for moderately eccentric bound geodesics even very close to the limit of stability near a non-rotating Schwarzschild black hole. However, there are questions of efficiency, usefulness, context, and extensions of this work that need to be discussed before I conclude the paper.

Do we need actions? AA coordinates play an important role in Hamiltonian perturbation theory and related near-identity transforms of the phase space variables. However, in gravitational-wave inspirals the perturbation is not Hamiltonian. More precisely, the infinite number of degrees of freedom of the disturbed gravitational field are not practical to include into a Hamiltonian description of the inspiral; this then makes the resulting dynamics “dissipative”. In that case, one does not need to parametrize the phase-space by the actions, the only thing that is needed for closed-form near-identity transforms are the time-homogeneous phases, the “angles” of the AA variables.

This approach was fleshed out for the case of extreme mass ratio inspirals by Van de Meent & Warburton (2018), where the authors in fact used Darwin’s eccentricity and semi-latus rectum $e$, $p$ instead of actions (see also the formalism by McCart et al. (2021); Lynch et al. (2021)). When implementing such an inspiral formalism in a concrete coordinate system, the formulas will be typically much simpler when different orbital elements than actions are used and when formulas such as equations (19)-(21) are instead employed to derive the angle variables. In fact, the harmonics $\sigma_{ij}$, $\theta_{ij}$ needed for the transformation from angle coordinates and thus also for the near-identity transforms can be obtained by a (non-expanded) discrete Fourier transform of the integrands and by trivial integration, similar to the methods employed by Hopper et al. (2015). From the properties of the coefficients, it is obvious that by a discrete Fourier transform from $L$ samples of the integrands, one is obtaining results that are valid at least to order $e^L$, $J_{\ell}^{1/2}$ while retaining much better convergence properties. This is a direction that I hope to explore in the future.

Actions are gauge-invariant. Nevertheless, it should be stressed that actions can be very useful for other purposes. The definition of actions is coordinate-invariant and time-parametrization invariant, subject only to lattice transformations such as the one to Delaunay-type variables given in Section 2.5. As a result, one can easily combine the results of various formalisms in action-angle coordinates without any need of further coordinate transforms. For example, I was able to directly check my results for consistency against the post-Newtonian expansions of the geodesic Hamiltonian as given by Bini et al. (2020). Furthermore, one can also add the mass-ratio-proportional terms from Table IX from Bini et al. (2020) to the herein presented geodesic Hamiltonian to obtain an approximate description of conservative binary dynamics at finite mass ratio. Finally, the $J_{\ell}(t)$ curves corresponding to inspirals are gauge-invariant and amount to an extremely useful tool for comparison between different approaches to the relativistic two-body problem.

Is the expansion worth it? It is good to note that while the herein derived expansions are in principle analytical, the terms quickly become very large and summing them may become less efficient than a direct numerical integration and/or numerical inversion. The coefficients in the coordinate-independent $E - J_{\ell} - \ell$ relations swell slower with growing $n$ than the ones appearing in coordinate-dependent relations such as $v(\psi^* \theta)$ or $\theta(\psi^*, \psi^*)$. For example, the $n = 8$ post-circular $(PQ)$ formula can be slower to evaluate than $(PQ)$ obtained by numerical integration unless an extensive “offline” step is taken to express the $\psi^{10}$ averages analytically. However, as already noted in the Introduction, the matched-filtering method to be used by LISA data analysis will require the evaluation of an extremely large number of inspiral waveforms. As a result, even a modest speedup is worth extensive implementation and analytical work in this case.

Correspondence with Polcar et al. (2022). This paper was written while I also contributed to the paper of Polcar et al. (2022). In that paper we also construct AA coordinates for geodesics in Schwarzschild space-time in a post-circular expansion, but under a different parametrization and using a different formalism, the so-called Lie series. The geodesics are then perturbed by a faraway axisymmetric gravitating source, and this perturbation is then absorbed by a near-identity transform so that we can compute inspirals of the test particles into the central black hole. The parametrization employed can be understood as the Schwarzschild limit of the so-called Carter-Mino time (Carter 1968; Mino 2003, see also Appendix A). As such, the angle coordinates in Polcar et al. (2022) are different from those derived in this paper. Also, compared to the direct expansion of the solution of the Hamilton-Jacobi equation here, the Lie-series method becomes slightly more complex at higher order. On the other hand, the Lie series method can be used even if the solution of the Hamilton-Jacobi equation is unknown. As such, the papers provide a complementary view on AA coordinates and their properties in Schwarzschild space-time.

What about Kerr? The Schwarzschild case can be understood as a “warmup” for the truly generic astrophysical case: the motion in the field of a rotating isolated black hole also known as the Kerr space-time. Kerr geodesics and their AA coordinates will be the concern of a second paper paper in this series (currently in preparation). Unlike

\[ P_{QQ} \text{computed numerically (left) and by the AA expansion (center). The relative difference between the two is } P_{QQ} \text{ is then given on the right. Similarly to the other examples, the expansion seems to diverge near } e \sim 0.8. \]
in the case of Schwarzschild space-time, the Kerr space-time is only axially symmetric and the AA Hamiltonian is a function of $\ell, J, r$ instead of just $J, r$. There is an additional orbital parametrization to the Darwin elements $p, e$, with an additional parameter being the orbital inclination with respect to the spin axis $i$ (Schmidt 2002). The post-circular expansion can then be carried out with respect to circular equatorial orbits with respect to powers of $e, i$. However, the relation between energy and the orbital elements is less straightforward than in the Schwarzschild case, lower order of expansion can be reached, and the formalism is generally more complicated. It was thus highly important to first explore the expansion and its intricacies in the Schwarzschild case as presented in this paper.

ACKNOWLEDGEMENTS

I would like to thank Maarten van de Meent, Lukáš Polcar, and Philip Lynch for providing feedback on drafts of this paper. This work was supported by European Union’s Horizon 2020 research and innovation programme under grant agreement No 894881.

DATA AVAILABILITY

All the computations needed in this paper are implemented in two Mathematica notebooks, which generate several output files. All of these are available at github.com/VojtechH/Action-Angle-Schwarzschild and as Supplemental files to this paper.

REFERENCES

Abbott B. P., et al., 2019, Phys. Rev. X, 9, 031040
Abbott R., et al., 2021a, Phys. Rev. X, 11, 021053
Abbott R., et al., 2021b
Amaro-Seoane P., Audley H., Babak S., Baker J., Barausse E., Bender P., Berti E., Binetruy P., Born M., Bortoluzzi D., et al., 2017, arXiv preprint arXiv:1702.00786
Arnoûlt V. I., 2013, Mathematical methods of classical mechanics. Springer Science and Business Media
Babak S., Gair J., Sesana A., Barausse E., Sopuerta C. F., Berry C. P. L., Berti E., Amaro-Seoane P., Petitau A., Klein A., 2017, Phys. Rev. D, 95, 103012
Barack L., Pound A., 2019, Rept. Prog. Phys., 82, 016904
Bini D., Damour T., Geraldo A., 2020, Phys. Rev. D, 102, 024062
Binney J., Tremaine S., 2011, Galactic dynamics. Princeton university press Carter B., 1968, Phys. Rev., 174, 1559
Contopoulos G., 2002, Order and chaos in dynamical astronomy. Vol. 351, Springer
Cutler C., Kennefick D., Poisson E., 1994, Phys. Rev. D, 50, 3816
Darwin C. G., 1961, Proceedings of the Royal Society of London. Series A. Mathematical and Physical Sciences, 263, 39
Drasco S., Hughes S. A., 2004, Phys. Rev. D, 69, 044015
Einstein A., 1915, Sitzungsber. preuss. Akad. Wiss, 47, 831
Fujita R., Ikeda K., 2008, Class. Quant. Grav., 25, 135002
Fujita R., Isogai S., Le Tiec A., Nakano H., Sago N., Tanaka T., 2017, Class. Quant. Grav., 34, 134001
Gair J. R., Barack L., Creighton T., Cutler C., Larson S. L., Phinney E. S., Vallisneri M., 2004, Class. Quant. Grav., 21, S1595
Hinderer T., Flanagan E. E., 2008, Phys. Rev. D, 78, 064028
Hopper S., Forseth E., Osburn T., Evans C. R., 2015, Phys. Rev. D, 92, 044048
Kevorkian J. K., Cole J. D., 2012, Multiple scale and singular perturbation methods. Vol. 114, Springer Science and Business Media
Le Tiec A., 2015, Phys. Rev. D, 92, 084021
Le Tiec A., Blanchet L., Whiting B. F., 2012, Phys. Rev. D, 85, 064039
Le Verrier U. J., 1859, Annales de l’Observatoire de Paris, 5, 1
Lynch P., van de Meent M., Warburton N., 2021, arXiv preprint arXiv:2112.05651
McCart J., Osburn T., Burton J. Y. J., 2021, Phys. Rev. D, 104, 084050
Miller J., Pound A., 2021, Phys. Rev. D, 103, 064048
Mino Y., 2003, Phys. Rev. D, 67, 084027
Morbidelli A., 2002, Modern celestial mechanics: Aspects of solar system dynamics. Taylor & Francis, London
Peters P. C., Mathews J., 1963, Phys. Rev., 131, 435
Polcar L., Lukes-Gerakopoulos G., Witzany V., 2022, Manuscript in preparation.
Polcar L., Semerák O., 2020, Phys. Rev. D, 103, 044048
Schmidt W., 2002, Class. Quant. Grav., 19, 2743
Stein L. C., Warburton N., 2020, Phys. Rev. D, 101, 064007
Stephenson B., 1994, Kepler’s physical astronomy. Princeton University Press
van de Meent M., Warburton N., 2018, Class. Quant. Grav., 35, 144003
Witzany V., 2019, Phys. Rev. D, 100, 104030
Witzany V., Lämmerzahl C., 2017, Astrophys. J., 841, 105

APPENDIX A: OTHER TIME PARAMETERS

A1 Proper time

The Hamiltonian generating proper time evolution of geodesics in static, spherically symmetric space-times reads

\[
H_\tau = \frac{1}{2} \delta^{\mu\nu} p_\mu p_\nu = \frac{1}{2} \left( \frac{p_1^2}{a} + \frac{p_2^2}{b} + \frac{p_3^2}{c} + \frac{p_4^2}{c \sin^2 \theta} \right),
\]

where compared to the $t$-parametrization, the $\tau$-coordinate is now just a phase-space coordinate with the canonically conjugate momentum $p_\tau = -\dot{E}$. I denote the constant value of the Hamiltonian as $H_\tau = h$, with the physical on-shell value being $h = -1/2$ (however, $h$ now plays the role of a separation constant that cannot be set to $-1/2$ identically). The Hamilton-Jacobi equation corresponding to this Hamiltonian now has an almost identical solution with $S = h(\tau - \tau_0) - \dot{E}(t - t_0) + \ell(x - \varphi(x)) + S(R) + S(\theta)$. Now $S(\theta)$ is the identical one as given in equation (10) and

\[
\dot{S}_R = \int \frac{\dot{b}}{\dot{a}} \left[ E^2 - b \left( \frac{\ell^2}{c} - 2h \right) \right] dR,
\]

that is $\dot{S}_R|_{\theta=\pi/2} = S(R)$. The definition of $J_\theta, J_\varphi$ is independent of the parametrization and we can add the action $J_\tau = p_\tau = -\dot{E}$ (note that the definition is different for $J_\tau$ since the motion is unbound in $t$).

The definition of $J_R$ is then modified only by using the $h$-dependent $\dot{S}_R(R)$ instead of $S(R)$. The angle variables $\dot{\theta}$ corresponding to proper-time parametrization are then obtained as

\[
\dot{\theta} = \frac{1}{\dot{J}_R} \frac{\partial \dot{S}_R}{\partial \theta},
\]

\[
\dot{\varphi} = \varphi + \arctan \left( \frac{\ell(z) \cos \theta - \ell_2}{\ell(z) \sin \theta} \right) + \text{sign}(\ell(z)) \dot{\theta},
\]

\[
\dot{\tau} = -\frac{\partial \dot{S}_R}{\partial E} + \frac{\partial J_R}{\partial E} \dot{R}.
\]
A2 Carter-Mino time

Notice that one can take the proper-time Hamiltonian and change the parametrization into a parameter $\lambda$ by

$$H_\lambda = f \left( H_\tau + \frac{1}{2} \right),$$

(A7)

where $f$ is any non-zero phase-space function and the parameter $\lambda$ then fulfills $d\lambda/d\tau = 1/f$. In the case of spherically symmetric spacetimes it is beneficial to choose $f = c(R)$, since then the Hamiltonian becomes fully separable in $R$ and $\theta$. The value of the Hamiltonian is a constant of motion denoted as $H_\lambda = \Lambda$, and its on-shell value is 0 (again, this is kept as a separation constant that is not zero identically).

This leads to the solution of the Hamilton-Jacobi equation of the form $S = h(\tau - \tau_0) - E(\tau - \tau_0) + \ell \phi + S(I_1) + S(\theta)$ with

$$S(I_1) = \int \frac{b}{a} \left[ E^2 - b \left( \frac{c - \Lambda}{c} + 1 \right) \right] dR,$$

(A8)

The other steps are then analogous as in the proper-time parametrization and the dependence on $\hbar$. The formulas for the angle coordinates $\psi$ corresponding to the $\lambda$ parametrization then also have the analogous form to the formulas for $\phi$ above

$$\psi^\tau = \frac{1}{\partial J_\lambda/\partial \lambda} \frac{\partial S(R)}{\partial \lambda},$$

$$\psi^\theta = \arctan \left( \frac{c \sin^2 \theta - t_{(z)}}{\ell \cos \theta} \right) - \frac{\partial J_\lambda/\partial \lambda}{\partial S(R)} \frac{\partial S(R)}{\partial \lambda},$$

(A9)

$$\psi^\varphi = \phi + \arctan \left( \frac{t_{(z)} \cos \theta}{\sqrt{c^2 \sin^2 \theta - t_{(z)}^2}} \right) + \text{sign}(t_{(z)}) \psi^\theta,$$

(A10)

$$\psi^\lambda = \frac{\partial S(R)}{\partial E} + \frac{\partial J_\lambda}{\partial E} \psi^R.$$  

(A11)

The name “Carter-Mino” parametrization can be clarified by comparing with the angle variables in an analogous parametrization in Kerr space-time (Schmidt 2002; Fujita & Hikida 2009; Van de Meent 2020).

APPENDIX B: POST-CIRCULAR EXPANSION IN SPHERICALLY SYMMETRIC SPACE-TIMES

B1 Hamiltonian in terms of actions

I start by determining the turning points of motion (roots in the integrand in $S(I_1)$) by expanding

$$E = E_c(\ell) + \sum_{i=1}^{[n/2]-1} \kappa^i \delta_i E, \quad R_{1,2} = R_c(\ell) + \sum_{k=1}^{n} \kappa^k \delta_k R_{1,2},$$

(B1)

where $\delta_i E, \delta_k R_{1,2}$ are unknown corrections, $\kappa$ is a bookkeeping parameter $\sim \sqrt{R_1} \sim \epsilon$, and $n$ is a chosen expansion order (in the main text $\kappa$ is set to one for simplicity of expressions). The meaning of $\delta_i E$ is the energy change caused by some power of the radial action, later I will set $\delta_i E = \varepsilon_i(\ell) J^\ell_{(i)}$, but I keep the $\delta E$ notation for now.

Now the turning points are determined by solving

$$E^2 - B(R_{1,2}; \ell) = 0,$$

(B2)

with the expansions (B1), plugged in. The radial fluctuations $\delta_k R_{1,2}$ can then be solved for in terms of $\delta_i E$ order by order (I choose a convention such that $R_1 < R_2$) to obtain

$$\delta_1 R_{1,2} = \mp \frac{2 \sqrt{E_c \delta_1 E}}{B^2}, \quad \delta_2 R_{1,2} = \mp \frac{2 E_c \delta_1 E B^{(3)}}{3 B^2},$$

(B3)

where primes denote $R$ derivatives and $F^{(n)} \equiv d^n F/dR^n$. Additionally, all functions and derivatives are evaluated at $R = R_c(\ell)$. The explicit expansions of $\delta_k R_{1,2}$ to order $k = 10$ are given in a Mathematica notebook in the supplemental material. It generally holds that the odd contributions have signs alternating for the individual $R_1, R_2$ turning points and, on the other hand, the even expansions terms add the same “shift” contribution to $R_1, R_2$.

Now I take the expression for $J_\lambda$ in eq. (13) and perform a substitution to an integration variable $\rho$ such that $R = (R_2 - R_1) \rho + R_1$ to obtain the expansion

$$k^2 J_\lambda = \frac{(R_2 - R_1)}{\pi} \int_0^1 \sum_{i=1}^n \sqrt{\rho(\rho - 1)} \kappa^i \delta_i I(\rho) d\rho,$$

(B4)

$$\delta_1 I = 2 \sqrt{E_c} \delta_1 E A,$$

(B5)

$$\delta_2 I = \frac{2 \sqrt{E_c} \delta_1 E (2 \rho - 1) \left( 3A'B'' + AB^{(3)} \right)}{3 \sqrt{AB'^3}},$$

(B6)

$$\delta_3 I = \ldots,$$

where again all functions are evaluated at $R = R_c(\ell)$. The $k^2$ factor on the left-hand side of equation (B4) appears necessarily due to the following behaviour of the right-hand side. Each of the terms of the expansion of the integral on the right-hand side can be computed exactly, and only odd terms $i = 1, 3, 5, \ldots$ terms end up as non-zero. Similarly, the expansion of the prefactor $R_3 - R_2$ only has odd powers of $\kappa$ appearing in it, so the total product on the right-hand side only has even powers of $\kappa$ starting from $k^2$. One is then left with an expansion for the action of the form

$$J_\lambda = \sum_{i=0}^{[n/2]-1} k_i (E_c, R_c),$$

(B7)

$$k_1 = \frac{E_c \delta_1 E A}{8}, \quad k_2 = \frac{1}{C} \left[ 36 E_c A^2 B'^3 \delta_2 E_c + D \delta_1 E^2 \right],$$

(B8)

$$C = 144 B'^3 \sqrt{2 E_c} \delta_1 E A^3,$$

$$D = 18 A^2 B'^3 + E_c^2 \left[ 18 A'^2 B'' - 9 A^2 B'^2 \right] - 18 AA' B^2 (3) - 5 A^2 (B^{(3)})^2 + 3 A^2 B''(B^{(4)}),$$

(B9)

with $k_3 = \ldots$.

Now this relation can be inverted perturbatively by setting $\delta_i E = \varepsilon_i(\ell) J^\ell_{(i)}$ and solving for the coefficients $\varepsilon_i(\ell) = \varepsilon_i(R_c(\ell))$ order by order.
When the dust settles, one has the expression for the energy as

$$\mathcal{E} = \mathcal{E}_c(\ell) + \sum_{i=1}^{[n/2]} \kappa^{2i} j_R^{i} \eta_i^2(\ell), \quad (B11)$$

$$e_1 = \sqrt{\frac{E_1}{2}} = \frac{E_2^2}{2} - 12A^2B^{-3} = \frac{4\varepsilon_3^2 A^3 B^{-2}}{2B}, \quad (B12)$$

$$\mathcal{F} \equiv 3A^2 B^{-2} + 6A \left( A^{-2} B^{-3} - A^2 B^{-2} \right) + A^2 \left( B^{-4} - 5 \left( B^3 \right)^2 \right), \quad (B13)$$

$$e_3 = \ldots$$

where expressions up to $e_5$ (corresponding to $\sim k^{10}$) can be again found in the supplemental material. Note that the expressions are purposefully parametrized by $R_c$, $\mathcal{E}_c$ while assuming that the expression for $R_c(\ell), \mathcal{E}_c(\ell)$ will be substituted into the final result. Now one can see that upon the substitution $\ell = J_\ell + \sqrt{J}$ into (B11) we obtain a perturbative expression for the Hamiltonian $H_1$ in terms of AA coordinates, $H_1 = \mathcal{E}(J_\ell, J_\ell, \mathcal{E});$

For completeness, we can also perturbatively invert (B11) to obtain $J_R(\mathcal{E})$ as

$$J_R = \sum_{i=1}^{[n/2]} \kappa^{2i} \left[ \mathcal{E} - \mathcal{E}_c(\ell) \right] j^i R_1(\ell), \quad (B14)$$

$$j_{R1} = \frac{1}{e_1} \mathcal{E}_c \sqrt{\frac{2A}{B}}, \quad j_{R2} = -\frac{e_2}{e_1} = \frac{12A^2 B^{-3} - \mathcal{F}}{2B}, \quad (B15)$$

$$j_{R3} = \ldots$$

### B2 Angle variables

I now construct the angle part of the variables using the indirect method (18) in the post-circular expansion. The only reason to use the indirect formula here is that for various technical reasons it is simpler to make a derivative of the integral $S_1(\ell)$ with respect to $\mathcal{E}$ rather than $J_R$. I start by expanding the integrals

$$I_1(\mathcal{E}) \equiv \frac{\partial \mathcal{S}_1(\ell)}{\partial \mathcal{E}} = \int \mathcal{E} N \sqrt{\frac{A}{E_c^2 - B}} dR, \quad (B16)$$

$$I_1(\ell) \equiv \frac{\partial \mathcal{S}_1(\ell)}{\partial \ell} = -\int \frac{\ell \mathcal{C}}{\sqrt{E_c^2 - B}} dR, \quad (B17)$$

$$C(R) = \frac{b}{c \sqrt{A}} \frac{\sqrt{ab}}{c}.$$ I set $\psi_R$ to zero when at the smallest value of the radial coordinate (the pericenter), that is, at $R = R_1$. This corresponds to the integrals (B16) and (B17) computed from a lower bound at $R_1$. Additionally, I transform to an auxiliary phase variable $\xi$ with the properties

$$R = \frac{1}{2} (R_2 - R_1) \cos \xi + \frac{1}{2} (R_2 + R_1), \quad (B19)$$

$$\xi = \arcsin \frac{2R - (R_2 + R_1)}{R_2 - R_1} = 2 \arcsin \sqrt{\frac{R - R_1}{R_2 - R_1}}. \quad (B20)$$

Or, in terms of the integrable variable used for the action, $\rho = \sin^2(\xi/2)$. The use of $\xi$ makes the expanded integrands only trigonometric polynomials with no square roots and fractions, which accelerates symbolic processing. Specifically, it is advantageous to store the expansion in terms of coefficients of a trigonometric Fourier transform over $\xi \in (0, 2\pi)$ and use parallelization to carry out (exact) integration and algebraic simplifications coefficient by coefficient.

Using the expansions of turning points and energy as in equations (B1) and (B11) one then obtains

$$I_1(\mathcal{E}) = \left[ \sum_{i=0}^{[n/2]-1} \kappa^{2i} v^2 \eta_i^2 J_{R1}(\mathcal{E}) \xi + \sum_{k=1}^{n-1} \sum_{j=1}^{n-1} \kappa^{k/2} j_{Rj}^k (\xi \kappa_j \sin(j \xi)) \right], \quad (B21)$$

$$I_1(\ell) = \left[ \sum_{i=0}^{[n/2]-1} \kappa^{2i} v^2 \eta_i^2 J_R(\ell) \xi + \sum_{k=1}^{n-1} \sum_{j=1}^{n-1} \kappa^{k/2} j_{Rj}^k (\xi \kappa_j \sin(j \xi)) \right]. \quad (B22)$$

$v(0) = \mathcal{E}_c \sqrt{2A/B}$, $v(0) = \ell \mathcal{C} \sqrt{2B}$,

$$\xi = (B12)$$

Another way to obtain $\sum k^{2i} v^2 \eta_i^2$ (and an important consistency check) is to take a derivative of eq. (B14) with respect to $\mathcal{E}$ and substituting eq. (B11).

Now, using eq. (19) it is easy to find

$$\psi^R = \xi + \sum_{i=0}^{n-1} \sum_{j=1}^{n-1} \kappa^i j_{Rj}^{i/2} \Xi_{ij} (\sin(j \xi)), \quad (B23)$$

$$\Xi_{ij} \neq 0 \text{ iff } j \leq i \& i + j \text{ even}, \quad (B24)$$

$$\Xi_{11} = \frac{(AB^3 - 3AB^2)}{2 \sqrt{3} (AB^2 + 5)^{3/2}}, \quad \Xi_{22} = \ldots$$

The fact that only $\sin(k \xi)$ terms only appear in the expansion follows from reversibility and choosing $\xi = \psi^R = 0$ at the turning point. The inversion of this equation to $\xi(\psi^R)$ can then be computed perturbatively as

$$\xi = \psi^R + \sum_{i=0}^{n-1} \sum_{j=1}^{n-1} \kappa^i j_{Rj}^{i/2} \Psi_{ij} \sin(j \psi^R), \quad (B25)$$

$$\Psi_{ij} \neq 0 \text{ iff } j \leq i \& i + j \text{ even}, \quad (B26)$$

$$\Psi_{11} = \frac{(AB^3 - 3AB^2)}{2 \sqrt{3} (AB^2 + 5)^{3/2}}, \quad \Psi_{22} = \ldots$$

The vanishing/non-vanishing properties of $\Xi_{ij}, \Psi_{ij}$ is integral to being able to keep the expansion manageable to high order in $J_R$.

Let us now turn our attention to the angle variables $\psi^\theta, \psi^\varphi$. This is largely analogous to the case in Newtonian gravity as given, e.g., in Binney & Tremaine (2011). Using eqs (20) and (21) we have

$$\psi^\theta = \arctan \left( \frac{\sqrt{\ell^2 \sin^2 \theta - \ell_1^2(z)}}{\ell \cos \theta} \right) + \chi, \quad (B30)$$

$$\psi^\varphi = \varphi + \arctan \left( \frac{\ell_1(z) \cos \theta}{\ell^2 \sin^2 \theta - \ell_1^2(z)} \right) + \text{sign}(\ell_1(z)) \chi, \quad (B31)$$

where, again, different branches of arctan have to be used in each of the two expression to obtain functions smooth around $\theta = \pi/2$. Specifically, the expression for $\psi^\varphi$ requires $\arctan(0^+) = \arctan(0^-),$
and the expression for $\psi^\theta$ should have $\arctan(+\infty) = \arctan(-\infty)$. The auxiliary function $\chi$ is then given as

$$
\chi(R, J, \ell) = I(\ell) \Big|_{\xi = \xi(\psi^R)} - \frac{\partial J_R}{\partial \ell} \psi^R
$$

$$
= \sum_{n=0}^{n-1} \sum_{j=1}^{n} \kappa^j R^{j/2} X_{k_j} \sin(j \psi^R),
$$

$$
X_{ij} \neq 0 \text{ iff } i \leq j \text{ and } i + j \text{ even},
$$

$$
X_{11} = \frac{2^{1/4} \ell}{A^{3/2} B^{11/2}} \left[ C(A B^{11}) - 4 A^{5/4} C B^{11/4} \right],
$$

$$
X_{22} = \ldots,
$$

where $\partial J_R/\partial \ell$ cancels all the non-oscillating terms in $I(\ell)$. Consequently, $\chi$ expresses the purely oscillatory influence of $\psi^R$ on the $\theta, \varphi$ coordinates. Note that the integration constants were chosen so that

$$
\theta = \pi/2, \varphi = 0, \xi = 0 (R = R_1) \leftrightarrow \psi^R = \psi^\theta = \psi^\varphi = 0.
$$

It is now easy to invert for $\theta$ as

$$
\cos \theta = \sqrt{1 - \frac{\ell^2(\xi)}{\ell^2} \cos(\psi^\theta - \chi)},
$$

where a sign ambiguity during the inversion is fixed by the sign choice already made in eq. (14).

The last thing to express is the dependence of the azimuthal angle $\varphi$ on the action-angle variables. Equations (56) and (B35) yield

$$
\varphi = \psi^\varphi - \text{sign}(\ell(\xi)) \chi - \arctan \left[ \frac{\ell^2(\xi)}{\ell^2} \cot(\psi^\theta - \chi) \right].
$$

That is, the only difficult part of evaluating the relation between $\theta, \varphi$ and the action-angle variables is the function $\chi$. In addition to these, one then needs to also evaluate the fundamental frequencies as detailed in Section 3.3.

This finishes this section of the Appendix, since all that one needs is to specify the metric functions $a, b, c$ (or $A, B, C$) and $R_1(\ell), E_0(\ell)$ to explicitly obtain the expanded action-angle coordinates in any spherically symmetric space-time.

\section*{APPENDIX C: ASYMPTOTICS OF RADIAL ACTION AND ENERGY}

\subsection*{C1 High $J_r, e \to 1$}

The coefficients of the $J_r$-expansion become increasingly complex with higher orders with possibly decreasing yields in convergence. Hence, it is advantageous to also interpolate the Hamiltonian with the $J_r \to \infty$ limit in order to obtain a good qualitative approximation everywhere in parameter space. Bini et al. (2020) obtained the $J_r(E; \ell), E(J_r; \ell)$ relation in a $\ell \to \infty$ expansion to order $1/\ell^{12}$. I take the additional limit $J_r \to \infty$ of their $E(J_r; \ell)$ relation to obtain the expansion (cf. Table XI in Bini et al. (2020))

$$
E = 1 - \frac{M^2}{2J_r^2} + \frac{\ell^3}{J_r^3} \left[ \frac{M^2}{\ell^2} - \frac{3M^4}{4\ell^6} - \frac{35M^4}{4\ell^6} + \frac{32175M^{10}}{64 \ell^{10}} + \ldots \right] + \ldots
$$

where each $1/J_r^2$ apart from $i = 2$ has a nontrivial ongoing expansion in $1/\ell$ to at least $1/\ell^{12}$. I thus conjecture that the $1/J_r^2$ term is exact in $\ell$ everywhere where the $1/\ell$ expansion converges (which is likely only true up to some $\ell \geq 4M$). Obviously, the large $J_r$ limit coincides with the $E \to 1$ limit for the $J_r(E)$ relation, for which I obtain (cf. equations (13.20) and (13.22) in Bini et al. (2020))

$$
J_r = \frac{M}{\sqrt{2(1-E)}} + \ell \left[ -1 + \frac{3M^2}{\ell^2} + \frac{35M^4}{4\ell^6} + \ldots \right] + O(\sqrt{1-E}).
$$

Once again, I conjecture that the leading-order term is exact to all orders in the $1/\ell$ expansion everywhere where the expansion is convergent.

Let us also examine the asymptotic of energy given by equation (40) in the $e \to 1$ limit. This yields

$$
E \to 1 + \frac{2M^2(e-1)}{\ell(\ell + \sqrt{\ell^2 - 16M^2})} + O\left((e-1)^2\right).
$$

Considering equation (C1) this means that, assuming $\ell > 4M$, the $J_r \to \infty$ and $e \to 1$ limits coincide in orbital space with

$$
(1-e) \to \frac{\ell(\ell + \sqrt{\ell^2 - 16M^2})}{4J_r^2 M} + O\left((e-1)^2\right).
$$

Once again, these can be used to interpolate the post-circular formulas to the large-eccentricity asymptotics.

\subsection*{C2 Near-separatrix}

Another point to consider are the asymptotics around the separatrix. For this one notices that the integral (42) can be evaluated in closed form at $p = (6 + 2e)M$ to yield

$$
J_{rs} \equiv J_r \big|_{p = (6 + 2e)M} = \frac{M}{\pi \sqrt{e^4 - 10e^2 + 9}} \times
$$

$$
2 \left( e^2 + 7 \right) \frac{\text{arctan}}{\text{arctanh}} \left( \frac{\sqrt{2e}}{1-e} \right) - 2 \sqrt{2(1-e^2)(e+3)} \left( e - \frac{1}{e+1} \right)
$$

along the separatrix we can then express

$$
e_{\text{sep.}}(\ell) = \frac{\ell(\ell + 2\sqrt{\ell^2 - 12M^2}) - 12M^2}{\ell^2 + 4M^2}.
$$
and thus we have the separatrix action parametrized by $\ell$

$$J_{rs}(\ell) = \frac{1}{\pi \sqrt{\lambda^2 (384 - \lambda (13\lambda^2 + 14\lambda + 188) + 160\lambda)) + 9216} \times$$

$$\left[(\lambda^2 (3\lambda + l) + 68) + 448 \arctan \left(\frac{3\lambda}{l - 2\lambda}\right)\right]$$

$$- 2(\lambda^2 + 16) \sqrt{128 - 2\lambda^2 (\lambda + l)} \arccoth \left(\frac{2(\lambda + l)}{3\lambda}\right)$$

$$- \left(\lambda^{3/2} (l + 2\lambda + 24) \sqrt{16l - \lambda (2\lambda + l) + 16}\right),$$

(C7)

$$l \equiv \frac{\ell}{M}, \lambda \equiv \sqrt{l^2 - 12}.$$  \hspace{1cm} (C8)

Now it is also easy to obtain the energy along the separatrix

$$E_{\text{sep}}(\ell) = \sqrt{\frac{l(36 + l(l + \lambda)) - 12\lambda}{54\lambda}}.$$  \hspace{1cm} (C9)

Note that the orbits on the separatrix are simply the homoclinic infinite-zoom-while orbits as discussed at the beginning of Section 3 and this expression is then identical to $E_h$ given in equation (37).

Finally, since the separatrix is defined by $\partial E / \partial J_r = \Omega_r = 0$, we obtain the near-separatrix form of the AA Hamiltonian

$$E(J_r, \ell) = E_{\text{sep}}(\ell) + O \left( (J_r - J_{rs}(\ell))^2 \right).$$  \hspace{1cm} (C10)

Naive attempts at incorporating this information into an approximat is non-trivial since one has to smoothly switch between the separatrix asymptotics for $\ell \in [\sqrt{12M}, 4M]$ and then to $J_r \to \infty$ asymptotics for $\ell > 4M$. None of my attempts to do so have managed to produce a more satisfying result than the simple Padé approximant in eq. (73).