NMR Hamiltonian as an effective Hamiltonian to generate Schrödinger’s cat states
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Abstract
This report experimentally demonstrates that the theoretical background of the atom–field scenario points out that the NMR quadrupolar Hamiltonian works as an effective Hamiltonian to generate Schrödinger’s cat states in a $2I + 1$ low-dimensional Hilbert space. The versatility of this nuclear spin setup is verified by monitoring the $^{23}$Na nucleus of a lyotropic liquid crystal sample at the nematic phase. The quantum state tomography and the Wigner quasiprobability distribution function are performed to characterize the accuracy of the experimental implementation.
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1 Introduction
The Schrödinger’s cat state is one of the most intriguing theoretical concepts that allows establishing the frontiers between the classical and the quantum world [1]. This kind of quantum state has played an essential role in quantum computation. Theoretically, it is used as a resource for elucidating the foundations of quantum mechanics, and experimentally, it is a challenging task to implement. Accordingly, promising quantum experimental techniques started as a workbench with few particles such as one trapped ion [2] and one pair of photons [3] were used to highlight their quantum capabilities on the implementation of Bell states. Hence, from the point of view of quantum control,
increasing the size and number of qubits to implement the Schrödinger’s cat state was a critical issue for experimentalists. It took almost ten years for the first implementation with six [4] trapped ions in a cavity at ultracold temperatures. Eight years later, reports came from implementations with dozens of photons [5, 6] superconducting devices with five qubits [7]. The advantages of these quantum states open new possibilities for applications on quantum information procedures such as quantum simulation [8] and development on quantum technologies [9].

The theoretical background on the implementation of Schrödinger’s cat state explores the atom–field interaction primarily [5, 6], but it is not the only possible strategy. In atomic physics, there is a theoretical proposal, which explores the atom–atom interaction [10–15]. This strategy was developed using the angular momentum description \( \hat{J} = (\hat{J}_x, \hat{J}_y, \hat{J}_z) \), from the SU(2) algebra and the appropriate coupling strength between pairs of atoms of a two-mode Bose–Einstein Condensate. From an algebraic structure’s point of view, the nuclear spin angular momentum description, \( \hat{I} = (\hat{I}_x, \hat{I}_y, \hat{I}_z) \), belongs and obeys the SU(2) algebra, and this particular characteristic allows transferring the knowledge developed for a many-body system into a spin system [16]. In this work, we will show how a nuclear spin system, \( I = 3/2 \), of a molecule in a liquid crystal, achieves an analogous behavior of a few ultra-cold atoms particles, \( N = 3 \), in a trap, for the generation of Schrödinger’s cat states.

In this sense, the introduction of atom–field definitions and their description in terms of nuclear spin notation are organized as follows: First, in Sect. 2, the main theoretical background of the atom–field description to generate the Schrödinger’s cat states is discussed and the corresponding definitions of a nuclear spin system, the Wigner quasiprobability distribution functions, and the quantum state tomography procedure are presented. Next, in Sect. 3, the soft matter experimental setup for the nuclear spin system and the initialization of the quantum state are briefly commented. Then, in Sect. 4, the experimental results generated by implementation of the Schrödinger’s cat state are detailed. Finally, the main results are discussed in Sect. 5, and the conclusions are summarized in Sect. 6.

### 2 Theory

#### 2.1 Atom description

This theoretical background section starts describing the quantum system used in this study: consider an ensemble of \( N \) identical two-level atoms interacting collectively with a single-mode electromagnetic field [10, 13], such that the electromagnetic field, when appropriately described, induces an atom system dynamics to prepare them into a quantum superposition of coherent states of the type \( |\zeta\rangle + |\zeta^*\rangle \) (avoiding the normalization constant), which is different from the GHZ type [17–19]. The key methodology for generating the quantum superposition can be achieved by engineering the atom–field Hamiltonian into an effective Hamiltonian. For this quantum engineering task, two common mathematical atom–field assumptions must be considered: (i) the rotating wave approximation and (ii) mathematically rewriting any atom–field Hamiltonian.
in terms of angular momentum operators representing the atoms or particles of the system. Under these assumptions, an effective Hamiltonian is established by \[10, 12\]:

\[
\hat{H}_{\text{eff}} \equiv \hbar \kappa \left( (2 \bar{n} + 1) \hat{J}_z - \hat{J}_1^2 + \hat{J}_2^2 \right),
\] (1)

where \(\hbar\) is the reduced Planck’s constant, \(\kappa\) is the effective coupling constant, \(\bar{n}\) is the average number of thermal photons in a cavity, \(\hat{J}_{x,y,z}\) are the angular momentum operators and \(\hat{J}_1^2 = \hat{J}_{x}^2 + \hat{J}_{y}^2 + \hat{J}_z^2\) is the Casimir operator.

We studied three theoretical quantum mechanical methods to achieve the effective Hamiltonian, and we detailed their main assumptions in the following paragraphs.

**System-Reservoir quantum system:** The first method considers an open quantum system approach in which a quantum field is described as a thermal bath inducing accurate dynamics of the atoms system to achieve the target quantum state \[10, 11\]. In this sense, the master equation as denoted by Eqs. (1–4) of Ref. \[10\] is represented explicitly by:

\[
\frac{d\hat{\rho}}{dt} = -i g \left\{ \left[ \hat{J}_+ \hat{a} + \hat{J}_- \hat{a}^\dagger , \hat{\rho} \right] - i \left( \omega_c - \omega \right) \left[ \hat{a}^\dagger \hat{a} , \hat{\rho} \right] 
+ \kappa \left( \bar{n} + 1 \right) \left( 2 \hat{a} \hat{\rho} \hat{a}^\dagger - \hat{a}^\dagger \hat{a} \hat{\rho} - \hat{\rho} \hat{a}^\dagger \hat{a} \right) 
+ \kappa \left( \bar{n} \right) \left( 2 \hat{a}^\dagger \hat{\rho} \hat{a} - \hat{a} \hat{a}^\dagger \hat{\rho} + \hat{\rho} \hat{a} \hat{a}^\dagger \right) \right\},
\] (2)

where \(g\) is the atom–field coupling constant, \(\omega_c\) is the atom characteristic frequency, \(\omega_0\) is the electromagnetic field characteristic frequency, \(\kappa\) is the rate of the loss of photons and \(\bar{n}\) is the average number of thermal photons in the cavity. The density operator \(\hat{\rho} \equiv \hat{\rho}_a \otimes \hat{\rho}_f\) is the tensor product of the density operator of the atom \(\hat{\rho}_a\) and field \(\hat{\rho}_f\) system. Considering the field quantum state of the thermal equilibrium as denoted by Eq. (6) of Ref. \[10\], computing the definition of partial trace on the field degrees of freedom and assuming the dynamics of the atom system evolves slowly when compared to the field system then the master equation will be rewritten as in Eq. (10) of Ref. \[10\]

\[
\frac{d\hat{\rho}_a}{dt} = -i \frac{g^2 \delta_c}{\kappa^2 + \delta_c^2} \left[ \hat{J}_+ \hat{J}_- + 2\bar{n} \hat{J}_z , \hat{\rho}_a \right],
\] (3)

where the effective Hamiltonian is the first component of the commutator operator, such that using the properties of angular momentum operators (see Eq. (C-15-b) on Pag. 649 of Ref. \[20\]) the effective Hamiltonian obeys the quadratic dependence on the \(\hat{J}_z\) as denoted in Eq. (1) of this manuscript.

**Unitary transformation and the Dicke model:** The second method discusses the application of a unitary transformation approach such that the overall operators are denoted in an equivalent representation that favors the generation of the target quantum state \[12, 13\]. For example, see the general unitary transformation of Eq. (2.5) of Ref. \[13\] valid for two coupled quantum systems, field–field or atom–field quantum system. In particular, we are interested on the atom–field quantum system as discussed in Sect. 5 of Ref. \[13\] where the Hamiltonian of Eq. (5.2) using the operators denoted...
in Eq. (5.3) of Ref. [13] such that the Hamiltonian of Eq. (5.6) is generated:

\[
\hat{\mathcal{H}}_{\text{eff}}^{u.t.} \simeq \hbar \Delta \hat{J}_z + \hbar \frac{g^2}{\Delta} \left( \left( 2\hat{a}^\dagger \hat{a} + \hat{1} \right) \hat{J}_z - \hat{J}_z^2 + \hat{J}_z^2 \right),
\]

where \(\Delta\) is the detuning parameter between the characteristic frequency of the atoms and the field. Considering an additional rotating frame with \(\omega_{r.f.} = \Delta\) and computing the partial trace on the field degree of freedom and considering the field quantum state of the thermal equilibrium as denoted by Eq. (6) of Ref. [10], then the effective Hamiltonian of Eq. (1) is achieved.

**Highly detuned interactions:** The third method applies the highly oscillating energetic contribution approach to generate the quantum state [14, 15]. In this case, the method introduced by James et al. at Eq. (21) of Ref. [14] is applied on a two-mode field system interacting with an ensemble of \(N\) identical neutral atom system as denoted by the Hamiltonian of Eq. (6) in Ref. [15] and explicitly represented as:

\[
\hat{\mathcal{H}}_{\text{eff}}^{h.d.i.} = \epsilon \hat{J}_+ \hat{J}_- + \frac{|\lambda|^2}{\Theta \hbar} \left( \hat{J}_+^2 + \hat{J}_-^2 \right) \left( \hat{a}^\dagger \hat{a} + \hat{b}^\dagger \hat{b} + \hat{b}^\dagger \hat{a} + \hat{a}^\dagger \hat{b} \right) 2 \hat{J}_z + \Omega \hat{J}_+ + \Omega^* \hat{J}_-.
\]

and using the properties of raising and lowering operators from the fundamentals of Quantum Mechanics (see Eq. (C-15-b) on page 649 of Ref. [20]), applying the partial trace definition on the field degrees of freedom at the thermal equilibrium state where the mean number of photons at each mode satisfies \(\bar{n}_a = \bar{n}_b = \bar{n}\), neglecting the classical driving field on the two-level atoms (\(\Omega = 0\)), and executing the method as denoted by Eq. (21) of Ref. [14], the effective Hamiltonian can be generated by:

\[
\hat{\mathcal{H}}_{\text{eff}}^{h.d.i.} = \frac{|\lambda|^2}{\Theta \hbar} \left( \Theta \hbar + 4 + 8\bar{n} \right) \hat{J}_z - \left( \epsilon + \frac{2|\lambda|^2}{\Theta \hbar} \right) \hat{J}_z^2 + \left( \epsilon + \frac{2|\lambda|^2}{\Theta \hbar} \right) \hat{J}_z^2,
\]

so that assigning the parameter \(\epsilon = 0\) and isolating the common factor \(\frac{2|\lambda|^2}{\Theta \hbar}\) of these three terms, then the effective Hamiltonian of Eq. (1) is achieved.

Similarly to the theoretical and experimental arguments developed for the case of the atom–field approach and from a functional mathematical point of view, the Hamiltonian of Eq. (1) fits the definition of a nuclear quadrupolar Hamiltonian [21, 22]. From their similar qualities, the nuclear spin counterpart has been explored in many quantum information applications, such as the quantum simulation of a Bose–Einstein condensate of one mode [23], the definition of coherent states in the context of nuclear spin [24], and others [16, 25–27].

### 2.2 Nuclear spin description

Any quadrupolar nucleus has a spin value \(I > 1/2\). Thus, any system composed of these nuclei is associated with a Hilbert space of dimension \(d = 2I + 1\) generated by the...
Dicke basis of quantum states, denoted by \(|I, m\rangle\) with \(m = I, I - 1, \ldots, -I + 1, -I\). The set \(|I, m\rangle\) is an appropriate basis of eigenstates of the angular momentum operators \(\hat{I}_z\) and \(\hat{I}^2\) for the system, which satisfies \(\hat{I}_z |I, m\rangle = m |I, m\rangle\) and \(\hat{I}^2 |I, m\rangle = I (I + 1) |I, m\rangle\). In order to quantify the energy of the system, the Hamiltonian at the laboratory frame is defined with three main energy contributions. The first one, the highest energetic contribution, is the Zeeman term, which is the interaction between the magnetic moment of the nucleus and a strong static magnetic field along the z-axis, \(\hbar \gamma B_0 \hat{I}_z\), where \(\gamma\) is the gyromagnetic ratio of the nucleus and \(B_0\) is the intensity of the static magnetic field. The second one, the quadrupolar term, is the interaction between the quadrupole moment of the nucleus and an electric field gradient around the nucleus with an anisotropy along the z-axis, \(\hbar \omega_Q (3\hat{I}_z^2 - \hat{I}^2)\), where \(\omega_Q\) is the quadrupolar angular frequency of the system (the nonlinear angular momentum operator dependence of this term generates the quantum superposition of coherent states; there is an extended explanation of this term at Appendix 1). The third one, the radio frequency term, is the interaction between the magnetic moment of the nucleus and a time-dependent weak magnetic field parallel to the xy-plane oscillating at the angular frequency \(\omega_{RF}\), denoted by \(\hbar \gamma B_1 \left(\hat{I}_x \cos (\omega_{RF} t + \psi') + \hat{I}_y \sin (\omega_{RF} t + \psi')\right)\), where \(\psi'\) is the phase of the weak magnetic field \(B_1\). Those three terms constitute the time-independent Hamiltonian in Eq. (7) when represented in a rotating frame that rotates with frequency \(\omega_L\) around the z-axis:

\[
\hat{H}_{NMR} = -\hbar (\omega_L - \omega_{RF}) \hat{I}_z + \hbar \frac{\omega_Q}{6} \left(3\hat{I}_z^2 - \hat{I}^2\right) + \hbar \omega_1 \left(\hat{I}_x \cos \psi + \hat{I}_y \sin \psi\right),
\]

where \(\omega_L = \gamma B_0\) is the Larmor angular frequency and \(\omega_1 = \gamma B_1\).

One of the main points of this development is to rewrite the NMR Hamiltonian of Eq. (7) into the effective Hamiltonian of Eq. (1). To do that, let us assume the radio frequency is tuned at \(\omega_{RF} = \omega_L - p\omega_Q/2\) with \(p \in \mathbb{Z}\), and its intensity is null, \(\omega_1 = 0\). In this case, the NMR Hamiltonian can be written as:

\[
\hat{H} = -\frac{\hbar \omega_Q}{2} \left(p\hat{I}_z - \frac{1}{3}\hat{I}^2\right).
\]

This nuclear spin Hamiltonian matches the effective Hamiltonian of Eq. (1) with the following physical parameters: the quadrupolar coupling \(\frac{\omega_Q}{2}\) and the coefficient \(p\), which are equivalent to the effective coupling constant \(\kappa\) and coefficient \(2\pi n + 1\), respectively. The Casimir operator represents an offset of energy generating a global phase on any quantum state. In this appropriate representation, the nuclear spin Hamiltonian of Eq. (8) can generate Schrödinger’s cat states or, in other words, a superposition of coherent states.

Let us consider the definition of coherent state for a nuclear spin system \(I\) as \([24, 28]\)

\[
|\xi(\vartheta, \phi)\rangle = \sum_{m=-I}^{I} \frac{\xi^{I+m}}{(1 + \xi \ast \xi)^{I}} \sqrt{\binom{2I}{I + m + 1}} |I, m\rangle,
\]

where \(\sqrt{\binom{2I}{I + m + 1}}\) is a normalization factor.
where \( \zeta = \tan \frac{\vartheta}{2} \exp \left[-i\varphi \right] \) represents the excitation parameter with angular values \( 0 \leq \vartheta \leq \pi \) and \( 0 \leq \varphi \leq 2\pi \), and \( \binom{2I}{I+m} \) is the binomial coefficient. The coherent state must be transformed by the nonlinear unitary propagator, and it is denoted by \( |\Psi (t)\rangle = \exp \left[-i\hat{H}t/\hbar \right]|\zeta (\vartheta, \varphi)\rangle \), where the nonlinear unitary propagator transforms each element of the Dicke basis established by \( |\Psi_m (t)\rangle = \exp \left[-i\hat{H}t/\hbar \right]|I, m\rangle \). Therefore, as the Hamiltonian of Eq. (8) describes the dynamics of the spin system, each element of the quantum basis is transformed as follows:

\[
|\Psi_m (t)\rangle = \exp \left[i\frac{\omega Q t}{2} \left(pm - m^2 + I(I + 1) \frac{3}{4} \right)\right]|I, m\rangle. \tag{10}
\]

Next, using the condition \( \frac{\omega Q t}{2} = \frac{\pi}{2} \) and isolating the \( t \) parameter, we define \( t_S = \frac{\pi}{\omega Q} \) as the time at which the Schrödinger’s cat state must be prepared and detected. Moreover, considering periodical boundary conditions and, simultaneously, the nonlinear unitary transformation to expand in a Fourier series, as detailed in Eqs. (18) and (19) of Ref. \([10]\) for the even case, the initial coherent state defined in Eq. (9) is transformed into:

\[
|\Psi (t_S)\rangle = \psi_I \left( \exp \left[i\frac{\pi}{2} (p - 1) I \right] |\zeta (\vartheta, \varphi + \frac{\pi}{2} (p - 1))\rangle \right. \\
+ \left. \exp \left[i\frac{\pi}{2} (p + 1) I \right] |\zeta (\vartheta, \varphi + \frac{\pi}{2} (p + 1))\rangle \right), \tag{11}
\]

where \( \psi_I = \frac{1}{\sqrt{2}} \exp \left[-i\frac{\pi}{2} \frac{2I(2I+2) - 3}{12} \right] \) is a global phase.

The quantum state of Eq. (11) satisfies the theoretical predictions of Ref. \([10, 12]\) at which the coefficient \( 2\pi + 1 = p \) must be positive, even reaching its limit value for the mean number of photons on the cavity \( \bar{n} = 0 \), such that \( p = 1 \), and the quantum superposition is:

\[
|\Psi (t_S)\rangle = \psi_I \left( |\zeta (\vartheta, \varphi)\rangle + \exp \left[i\pi I \right] |\zeta (\vartheta, \varphi + \pi)\rangle \right). \tag{12}
\]

On the other hand, in the quadrupolar spin system, the parameter \( p \) could be positive, negative, and null. The boundary case is when \( p \) is null, it means that the quadrupolar system evolves freely at the resonant frequency, and the quantum superposition is:

\[
|\Psi (t_S)\rangle = \psi'_I \left( |\zeta (\vartheta, \varphi)\rangle + \exp \left[-i\pi I \right] |\zeta (\vartheta, \varphi + \pi)\rangle \right), \tag{13}
\]

where \( \psi'_I = \psi_I \exp \left[i\frac{\pi}{2} I \right] \) and \( \varphi = \varphi \pm \frac{\pi}{2} \). This kind of quantum superposition mimics a counterintuitive physical interpretation at the atom–field scenario with \( \bar{n} = \frac{p-1}{2} \) at \( p \leq 0 \) representing negative mean values of photons in the cavity. In NMR spin systems, the off- and on-resonance conditions of the spectrometer are degrees of freedom achieved from the experimental setup, which is different from the atom–field scenario established by the initial quantum state of the reservoir.

One of the main characteristics of this nuclear spin scenario is the quantum control on the choice of the type of superposition to be implemented. For even values of \( p \),
the quantum state denoted by Eq. (13) represents the superposition of two coherent states, which are orthogonal to the initial one. On the other hand, for odd values of \( p \), the quantum state denoted by Eq. (12) represents the superposition of two coherent states parallel to the initial one.

Also, in this study is performed an interesting theoretical and mathematical procedure to identify graphically on a phase space the degree of quantum correlations of the coherent state superpositions; it is the application of the Wigner quasiprobability distribution function definition [29–31], which was applied in optics [32, 33], atoms [2, 34], nuclear spins [16, 24, 35], and described theoretically for spin systems [36–38]. Accordingly with these references, and for any density matrix denoted by \( \hat{\rho} \), the definition obeys the mathematical expression:

\[
W (\theta, \phi) = \sqrt{\frac{2I + 1}{4\pi}} \sum_{K=0}^{2I} \sum_{Q=-K}^{K} T_{KQ} Y_{KQ} (\theta, \phi),
\]

(14)

where angular parameter values \( \theta \in [0, \pi] \) and \( \phi \in [0, 2\pi] \), \( T_{KQ} = \text{Tr} \left\{ \hat{\rho} \hat{T}_{KQ}^\dagger \right\} \) denote the operator \( \hat{T}_{KQ} \) mean value, \( \hat{T}_{KQ} \) and \( Y_{KQ} (\theta, \phi) \) denote the spherical tensor operator and the spherical harmonic function of rank \( K \) and order \( Q \), respectively.

The computation of Eq. (14) depends directly on the density matrix \( \hat{\rho} \), which must be reconstructed by the quantum state tomography procedure. For the experimental implementation, the technique of global rotations was used [39]. In this technique, the representation of Euler angles is used to map the effect of a unitary rotation (commonly named tomography pulse [39]) and an appropriate phase cycling. From the representation of Euler angles, an optimal rotation is identified that maximizes the best signal strength related to the angular parameter \( \theta_{qst} \) of the reduced Wigner function \( d_{m',m}^L \left( \theta_{qst} \right) \) with \( L = 0, 1, \ldots, 2I \) and \( m', m = -L, \ldots, +L \) (see Eq. (2) of Ref. [40]). Furthermore, the proper choice of the subscripts \( L \) and \( m \) allows writing any density matrix as a linear combination of irreducible tensors as follows:

\[
\hat{\rho} = \sum_{L=0}^{2I} \sum_{m=-L}^{+L} a_{L,m} \hat{T}_{L,m}.
\]

(15)

From the phase cycling, one pre-established coherence order of the density matrix is selected, eliminating the contribution of the unwanted ones. For example, in the case of a spin \( I = 3/2 \), to detect the zero-order coherences, the angular parameter related to the nutation angle is set to \( \theta_{qst} = \frac{\pi}{2} \), and the angular parameters \( \phi_{qst} = \{ \frac{\pi}{2}, \pi, \frac{3\pi}{2}, 0 \} \) and \( \alpha_{qst} = \{ 0, \frac{3\pi}{2}, \pi, \frac{\pi}{2} \} \), which configure the phases of the tomography pulse (transmitter) and the phase of the receiver, respectively. These values are listed in Tables I and II of Ref. [39], along with other angular parameter values needed to detect other coherence orders.
3 Description of experimental procedures

The experimental setup around implementing the Schrödinger’s cat state was achieved using a Tecmag Discovery Console, a Jastec 9.4 T superconductor magnet and a Jakobsen 5-mm solid-state NMR probe. A lyotropic liquid crystal sample was placed into a 4-mm o.d. zirconia (ZrO$_2$) rotor and sealed with a Kel-F cap (see Fig. 1a). One of the most interesting properties of these lyotropic liquid crystals is the collective orientation capability to achieve appropriate arrangements. From those arrangements, the nematic phase is highlighted by its typical quality of a long-range orientational order of elongated molecules pointing on average in the same direction established by the director $\mathbf{n}$ (see Fig. 1b). In this sense, the samples used in this experimental development are classified at the nematic phase by their stoichiometric composition and physical properties, as detailed in Ref. [41, 42] for the sodium dodecyl sulfate (SDS) sample. A pictorial scheme about the atomic composition for the SDS sample is depicted in Fig. 1c with molecular formula Na-C$_{12}$H$_{25}$SO$_4$.

*Sodium nuclei.*—The $^{23}$Na nucleus (100 % abundant in nature) has spin value $I = 3/2$, which allows establishing the dimension of the Hilbert space $d = 2I + 1 = 4$. The spectrometer operates at the Larmor frequency of $\omega_L/2\pi = 105.571$ MHz. The quadrupolar coupling measured from the satellite lines is $15220 \pm 70$ Hz. The experiment was performed using spectral widths of 41666 Hz. The sample temperature was fixed at 28 $^\circ$C. The $\pi/2$-pulse was calibrated at 10 $\mu$s. Acquisition time was 49.152 ms, the number of points was 4096, and the dwell time was 12 $\mu$s. The recycle delay was 250 ms. The longitudinal and transverse relaxation times were measured as $T_1 \approx 20$ ms.

![Fig. 1](Color online) Pictorial representation of some characteristics of the experiment and sample. a The NMR probe consists of a spinning system composed of a stator and a rotor, where the sample is inserted, and a rf coil, which surrounds the rotor. The sample is oriented along the characteristic magic-angle value of 54.74 degrees; however, despite using a magic-angle spinning probe, the sample is kept static. This probe was used only due to the hard rf pulses it can provide. b The nematic phase features a long-range orientational order of elongated molecules that can freely rotate about all their axes, but point on average in the same direction characterized by the director $\mathbf{n}$, which depicts the local preferable direction of molecules within a certain volume. c Sodium dodecyl sulfate (SDS) with molecular formula Na-C$_{12}$H$_{25}$SO$_4$, the plus and minus signs establish the polar bonds due to its electronegativity between the bonded atoms. d The green ellipsoid depicts the electric field gradient around the nucleus generated by charged particles of the molecule and the black central region depicts the quadrupole moment of the nucleus [21].
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and $T_2 \approx 1.46$ ms, respectively. The lyotropic liquid crystal at the nematic phase related to the SDS sample was prepared at stoichiometry values denoted by 21.28% of SDS, 3.56% of decanol and 75.16% of deuterium oxide.

**Initialization of the quantum states.**—Standard high-temperature NMR description of the quantum state is expressed as a first-order expansion of the density matrix definition: [43]

$$\hat{\rho} = \frac{1}{Z} \exp \left[ -\beta \hat{H}_0 \right] \simeq \frac{1}{Z} \hat{1}_{d \times d} - \frac{\beta}{Z} \hat{H}_0,$$

(16)

where $Z$ is the partition function, $\beta = (k_B T)^{-1}$, $k_B$ is the Boltzmann constant, $T$ is the room temperature, $\hat{H}_0 = -\hbar \omega_L \hat{I}_z$ is the Zeeman Hamiltonian at the laboratory frame so that the density matrix is expressed as:

$$\hat{\rho} \simeq \frac{1}{Z} \hat{1}_{d \times d} + \frac{\beta \hbar \omega_L}{Z} \hat{I}_z.$$

(17)

The main purpose of the initialization procedure is to transform the second term of the expanded density matrix into a contribution with equivalent properties of an effective pure state. In order to do that, we use the temporal average procedure [39, 44]. Then, the average density matrix is represented as:

$$\hat{\rho} \simeq \left( \frac{1}{Z} - \epsilon \right) \hat{1}_{d \times d} + \epsilon \Delta \hat{\rho},$$

(18)

where $\epsilon = \frac{\beta \hbar \omega_L}{Z}$ is approximately $0.426 \times 10^{-5}$ for $^{23}$Na nuclei and $\Delta \hat{\rho} = \langle \zeta(\vartheta, \varphi) \rangle \langle \zeta(\vartheta, \varphi) \rangle^*$ is the deviation density operator [24]. An appropriate angular parameter choice, $\vartheta = \pi/2$ and $\varphi = 0$, implies in the generation of the initial coherent state $|\zeta(\pi/2,0)\rangle$.

**Strongly Modulating Pulses (SMP).**—The technique of SMP was adapted in order to smooth the modulation of the radio frequency pulse [44]. The technique is an optimization procedure where the time $t_p$ of the modulated pulse is divided into $n$ temporal slices, and each interval time is fixed at $\delta t$, such that $t_p = n \delta t$. At each interval, labelled with the subscript $k = 1, \ldots, n$, the strength and phase of the pulse, $\omega_k$ and $\phi_k$, must be defined, which allows determining a set of physical parameters that depict one modulation. If more than one modulation is considered, then it configures the temporal average procedure [16, 24, 25, 39, 44]. In this experimental implementation, four strongly modulating pulses were used, as pictorially sketched in Fig. 2, where four sets of $\omega_k$ are displayed. At the end of this stage, the initial quantum state $|\psi_0\rangle \equiv |\zeta(\pi/2,0)\rangle$ must be prepared.

The experimental implementation is graphically sketched in Fig. 2, and we summarize it in the following stages: (1°) executing the modulation of the radio-frequency pulse to initialize the quantum state $|\psi_0\rangle \equiv |\zeta(\pi/2,0)\rangle$, (2°) performing the tomography procedure using the angular parameter values for $\theta_{qst}$, $\phi_{qst}$ and $\alpha_{qst}$, (3°) acquiring the NMR signal and analyzing its respective spectrum.

Information about the elements of the density matrix is obtained through the intensity of the spectral lines. The theoretical procedure to relate the intensities of the
The NMR pulse sequence starts with a recycle time $d_1$; then, the strongly modulated pulse is applied during the time $t_p$, allowing the preparation of the initial quantum state $|\psi_0\rangle \equiv |\zeta(\pi/2, 0)\rangle$. The generation of the cat state is performed by allowing the free evolution of the spin system during the delay time $\tau = 1/(2\nu_Q)$. Then, the tomography procedure is implemented using one hard pulse, a delay time of preacquisition $\tau_{\text{pre}} = 1/\nu_Q$ to protect the receiver, and turning on the detector during $t_{\text{acq}}$ to read out the free induction decay (FID)

Spectral lines to the elements of the density matrix follows a linear system of equations that can be represented by the standard algebraic equation:

$$AX = B,$$  \hspace{1cm} \text{(19)}

where $A$ is any matrix with numerical values computed using the mathematical procedures of quantum mechanics to describe the unitary rotation and the detection of the free induction decay, $X$ is the vector column with elements related to the coefficients $a_{L,m}$ of the linear combination of irreducible tensor operators to represent the density matrix of Eq. (15), and $B$ is the vector column with element values representing the line intensities of each spectrum. For example, solving this linear system of equations makes it possible to find each element of the density matrix of the quantum state $|\zeta(\pi/2, 0)\rangle$, which is displayed as a bar chart at the left side of Fig. 3. The quality of the implemented quantum state is quantified using the fidelity definition ($F$) of Eq. (3) in Ref. [44], and denoted explicitly by

$$F = \frac{\text{Tr}\left\{\hat{\rho}_{\text{exp}} \cdot \hat{\rho}_{\text{theo}}^{\dagger}\right\}}{\sqrt{\text{Tr}\left\{\hat{\rho}_{\text{exp}} \cdot \hat{\rho}_{\text{exp}}^{\dagger}\right\} \text{Tr}\left\{\hat{\rho}_{\text{theo}} \cdot \hat{\rho}_{\text{theo}}^{\dagger}\right\}}},$$  \hspace{1cm} \text{(20)}

where $\hat{\rho}_{\text{exp}}$ is the tomographed density matrix and $\hat{\rho}_{\text{theo}}$ is the theoretical density matrix generated by the quantum state of Eq. (11). Therefore, for the experimental initial quantum state, the fidelity value is 0.986 or 98.6% of similarity when compared with the theoretical density matrix.

On the other hand, a parallel procedure to test the efficiency of the initial coherent quantum state is the application of the Wigner quasiprobability distribution function for the tomographed quantum state. The result is shown at the right side of Fig. 3.
Fig. 3 (Color online) On the left side, the experimental density matrix real elements of the initial coherent state $|\zeta (\pi/2, 0)\rangle$ are represented by a 2D bar chart, with fidelity value of 0.986. On the right side, the Wigner quasi-probability distribution function is shown as a surface in a three-dimensional angular momentum frame denoted by $k = x, y, z$. The surface is generated using the experimental density matrix of the initial coherent state $|\zeta (\pi/2, 0)\rangle$. As expected, the highest distribution probability points along the positive $x$-axis of the frame. The colour bar encodes the quasiprobability distribution function values.

of the main characteristics of the surface representation is the spatial orientation of the highest probability values, which is along the positive $x$-axis, as expected, and by this preferred orientation it is known as an $x$-coherent quantum state \cite{16, 45}.

The previous paragraphs show the existence of imperfections about this experimental implementation, and in that manner, three primary sources of error can be pointed out. The first one is due to the room-temperature fluctuations despite the electronic sample temperature control. One of the well-known properties of the quadrupole moment is the dependence on the temperature. The temperature fluctuation induces a fluctuation on the quadrupolar coupling of the nucleus, which is identified on the broadening of the spectral lines. This broadening effect introduces an error of $\pm 70 \text{ Hz}$ on the quadrupolar coupling as detailed on the experimental parameters of the topic “Sodium nuclei” of this section. Another source of error is due to hidden delays before and after the application of any radio-frequency pulse. The turn on-off of any electronic device is not instantaneous, and the time needed to achieve its designated power level is denominated as a transient time, which for standard NMR spectrometers can be identified at $\sim 2–3 \mu s$. These time delays will generate undesired evolutions of the quantum system. Another source of error is due to imperfections on the modulation of the shaped pulse. The response of the electronic device into the generation of the accurate amplitude and phase modulation and their application along the sample can suffer slight modifications. Therefore, the collective action of these three source of errors will be encoded on the tomographed quantum state, and their primary consequence is diminishing the fidelity value.

4 Experimental results

The generation of the Schrödinger’s cat state is achieved performing a free evolution dynamics of a quadrupolar spin system characterized theoretically by the effective Hamiltonian of Eq. (8), at the time $t_S = 32.85 \mu s$ and under two values
of the $p$ parameter: $p = 1$ and $p = 0$. In the first case, $p = 1$, monitoring the spin system, the superposition of coherent states of Eq. (12) can be detected at time $t_S = \frac{1}{2\nu_Q} = 32.85 \mu s$, and the experimental density matrix real elements, $Re\{\Delta \hat{\rho} (t_S)\}$, are depicted as bar charts in Fig. 4a. Going twice this characteristic time and continuing monitoring the spin system, it evolves to the coherent state with an opposite initial $\phi$-phase denoted by $|\zeta (\pi/2, \pi)\rangle$ at time $t = 2t_S = \frac{1}{\nu_Q} = 65.7 \mu s$ and the experimental density matrix real elements, $Re\{\Delta \hat{\rho} (2t_S)\} = Re\{|\zeta (\pi/2, \pi)\rangle \langle \zeta (\pi/2, \pi)|\}$, are shown in Fig. 4b. If the evolution time assumes $3t_S$ and $4t_S$, then the superposition of Eq. (12) and the initial coherent state are recovered, respectively, completing a cycle of the dynamics. In the second case, $p = 0$, monitoring the spin system, the superposition of coherent states of Eq. (13) can be detected at time $t_S = \frac{1}{2\nu_Q} = 32.85 \mu s$, and the experimental density matrix real elements, $Re\{\Delta \hat{\rho} (t_S)\}$, are depicted as bar charts in Fig. 4c. Going twice this characteristic time, the spin system evolves at the coherent state with the same initial $\phi$-phase denoted by $|\zeta (\pi/2, 0)\rangle$ at time $t = 2t_S = \frac{1}{\nu_Q} = 65.7 \mu s$ and the experimental density matrix real elements, $Re\{\Delta \hat{\rho} (2t_S)\} = Re\{|\zeta (\pi/2, 0)\rangle \langle \zeta (\pi/2, 0)|\}$, are shown in Fig. 4d. Therefore, the system come back to the initial coherent state, completing a cycle of the dynamics.

Additionally, the application of the Wigner quasiprobability distribution function definition for the tomographed deviation density matrices on the top of Fig. 4 allows generating surfaces at the phase space as shown at the bottom of Fig. 4. The color bar encodes the intensity value of the distribution function. We found that this repre-

![Fig. 4](Color online) On the top are shown the experimental deviation density matrix real elements as bar charts (imaginary elements were computed but not shown) generated by the quantum state tomography procedure [39]. The Wigner quasiprobability distribution function is shown on the bottom as a surface plot in a three-dimensional angular momentum frame labeled by $x$, $y$, $z$ [16, 29–31].

- a The Schrödinger’s cat state at $p = 1$ representing Eq. (12) at the time $t_S = 1/(2\nu_Q) = 32.85 \mu s$ with a fidelity value of 0.980.
- b The coherent state $|\zeta (\pi/2, \pi)\rangle$ at $p = 1$ at the time $2t_S = 1/\nu_Q = 65.70 \mu s$ with a fidelity value of $F = 0.969$.
- c The Schrödinger’s cat state at $p = 0$ representing Eq. (13) at the time $t_S = 1/(2\nu_Q) = 32.85 \mu s$ with a fidelity value of 0.970.
- d The coherent state $|\zeta (\pi/2, 0)\rangle$ at $p = 0$ generated under the free evolution at time $2t_S = 1/\nu_Q = 65.70 \mu s$ with the fidelity of $F = 0.960$. The color bar under the boxes encodes the quasiprobability distribution function values.
sentation has the advantage of the interference pattern, which is the characteristic of quantum states with nonclassical correlations as it is observed as a kind of wave closed surface between positive and negative values of the distribution function intensities. Basically, there are $2I$ green deep regions interleaved by other $2I$ blue raised regions, which characterizes the interference pattern.

5 Discussion

Since the fundamentals of Quantum Mechanics were proposed, the dynamics of particles at microscopic scales had just emerged from a new point of view. The understanding processes of the quantum theory had some emblematic phenomena that challenged the standard interpretation at that time, such as Schrödinger’s cat states. In that sense, the main purpose of the generation of the Schrödinger’s cat state using quadrupolar spin systems is the production of nonclassical correlations taking advantage of the internal degrees of freedom about the spin description of a nucleus. These correlations are generated by an appropriate superposition of the Dicke basis elements $|I, m\rangle$, which are transformed under the action of the propagator $\exp\left[-i\hat{H}_S t / \hbar\right]$, such that each of them gains a phase as analogously happens in the collective behavior of many atoms to produce a type of superposition of coherent states [6, 33, 46]. From it, quantum states of quadrupolar spin systems achieve optimal metrological properties used to reach Heisenberg-limited sensitivity [47].

The dimensionality of the Hilbert space is an important point to be highlighted. In this sense, it is known that a quantum tomography procedure is a hard task to be implemented in quantum systems with a large number of particles [47], which are described in Hilbert spaces of higher dimensions. On the other hand, quantum systems with low-dimensional Hilbert spaces as in quadrupolar spin system favor the implementation of the quantum state tomography procedure to characterize and to monitor its quantum state, as happens routinely for few particles (spins [39], photons [34]), which could be used as a test workbench of the principles of quantum theory.

The source of the generation of cat states using quadrupolar nuclei spin systems is the quadrupolar coupling. The quadrupolar coupling represents the average effects of the interaction between any electric field gradient around the nucleus and the quadrupole moment of the nucleus [21]. From a theoretical point of view, every nucleus with $I > 1/2$ and $\omega_0 \neq 0$ can be used as a quantum computer to implement quantum simulations, any quantum information task, or even to generate Schrödinger’s cat states. However, from an experimental point of view, there are other requirements to do that, such as the ability to access information about the system’s quantum state. This is achieved on arrangements of spin systems with a spatial order, as happens in solid crystals [26, 27, 35, 48], at different semiconductor platforms [49–52], nitrogen vacancies reported by many groups [53–56], and liquid crystals [57].

The Schrödinger’s cat states implemented in this report are a little different from the GHZ-type Schrödinger’s cat states. The main difference is established in the kind of superposition of Dicke basis elements, such as denoted by the quantum state of Eq. (10) and Eq. (11). From these equations and for each Dicke basis elements, each
probability amplitude has no-null value (see bar charts on the top of Fig. 4) and depends on appropriate linear combinations of the binomial coefficient as defined in Eq. (9). For the GHZ type and considering angular momentum notation, there are two elements of the Dicke basis, which corresponds with no-null probability amplitude (see bar charts on Fig. 3 of Ref. [18]) and generally the elements $|J, +J\rangle$ and $|J, −J\rangle$ in the angular momentum notation or $|0, N\rangle \equiv |0\rangle_1 |0\rangle_2 \cdots |0\rangle_N$ and $|1, N\rangle \equiv |1\rangle_1 |1\rangle_2 \cdots |1\rangle_N$ in the qubit notation, where they were explored entangling atom–field Schrödinger’s cat states [58], Rydberg atom arrays [59].

The versatility of the analysis we are introducing can be extended to other crystal system, for example in Ref. [26] the quantum state of the spin system was initialized in the quantum state $|+\rangle_3$ (or in the papers notation $|3, 0\rangle$), and it will be transformed using a propagator with the Hamiltonian of Eq. (11) assuming $E_c = 0$ of Ref. [60] the generation of the Schrödinger’s cat state will be implemented with the interference pattern around the $x−y$ or $x−z$ plane.

6 Conclusions

In summary, we were successful in carrying out $^{23}$Na NMR experiments dedicated to the generation of Schrödinger’s cat states, using a lyotropic liquid crystal in its nematic phase. The versatility of the NMR setup depends on the control parameter $p$, which allows achieving the atom–field approach for $p \geq 1$ and NMR approach for any null or negative value of $p$. The efficiency and accuracy of this study are verified performing the quantum state tomography procedure, the Wigner quasiprobability distribution function definition, and fidelity values higher than 96%.

The development implemented using this soft matter quantum approach highlights the strong and straight bond between solid-state quantum devices and an atomic quantum computer prototype. In addition, this approach is a kind of proof of principle showing that both quantum techniques will work well together in the pursuit of a common purpose.
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Appendix A theoretical procedures

A.1 The quadrupolar Hamiltonian

The quadrupolar Hamiltonian is the generator of the cat state. In this appendix, more details and explanations about the origin of this important quantum state are presented.
The nature of the quadrupolar coupling has an electrical source [21, 22], because it arises from the interaction of any distribution of positive charges on the atomic nuclei (the black nonregular geometric volume in Fig. 1d) with an effective electric field gradient generated by the charges of the molecule itself or its neighbors (the green ellipsoid in Fig. 1d). The best formalism to explain this type of interaction is detailed in Chapter 10 of Ref. [21] and here is presented the main aspects of this theory.

From the fundamentals of the electromagnetism, the electric potential energy of any charge distribution \( \varrho (\mathbf{r}) \) submitted to an electric potential \( V (\mathbf{r}) \) is denoted by:

\[
E = \int \varrho (\mathbf{r}) \, V (\mathbf{r}) \, d^3 \mathbf{r}.
\] (21)

As a matter of fact, the phenomenon is reduced to a small spatial arrangement of particles (the nucleus); it enables applying the Taylor’s series definition and rewriting the electric potential around the origin of any coordinate system up to second-order expansion and neglecting the higher ones. From this, expansion emerges the physical interpretation of each term, such that the zero-order term represents an energy offset; the first-order term represents the energy of the electrical dipole moment of the nucleus such that at the stationary equilibrium the average electric field around the nucleus is null; the second-order term defines the quadrupolar energy contribution as denoted by:

\[
E_Q = \sum_{x_j, x_k} \frac{\partial^2 (V (\mathbf{r}))}{\partial x_j \partial x_k} \bigg|_{\mathbf{r} = \mathbf{0}} \int x_j x_k \varrho (\mathbf{r}) \, d^3 \mathbf{r}.
\] (22)

This energy contribution is described in its operator representation applying the quantum mechanical notation of operators, the irreducible tensor operators, the Clebsch–Gordan coefficients and the Wigner–Eckart theorem such that the quadrupolar energy contribution of Eq. (22) is represented by:

\[
\hat{H}_Q = \sum_{x_j, x_k} \frac{e Q V_{x_j, x_k}}{6 I (2I - 1)} \left( \frac{3}{2} \left( \hat{I}_{x_j} \hat{I}_{x_k} + \hat{I}_{x_k} \hat{I}_{x_j} \right) - \delta_{x_j, x_k} \hat{I}_z^2 \right),
\]

where \( e \) is the elemental charge, \( Q \) is the quadrupole moment of the nucleus, \( V_{x_j, x_k} = \frac{\partial^2 (V (\mathbf{r}))}{\partial x_j \partial x_k} \bigg|_{\mathbf{r} = \mathbf{0}} \) with \( x_j, x_k = x, y, z \) and \( \hat{I}^2 = \hat{I}_x^2 + \hat{I}_y^2 + \hat{I}_z^2 \). This Hamiltonian related at any set of principal axes system of coordinates satisfies the property of \( V_{x_j, x_k} = 0 \) for \( x_j \neq x_k \), and using the Laplace’s equation \( V_{x} + V_{y} + V_{z} = 0 \), the Hamiltonian is rewritten as:

\[
\hat{H}_Q = \frac{\hbar \omega_Q}{6} \left( \left( 3 \hat{I}_z^2 - \hat{I}^2 \right) + \eta \left( \hat{I}_x^2 - \hat{I}_y^2 \right) \right),
\] (23)

where \( \omega_Q = \frac{e Q V_{z, z}}{I (2I - 1) \hbar} \) defines the quadrupolar angular frequency and \( \eta = \frac{V_{x, x} - V_{y, y}}{V_{z, z}} \) defines an asymmetry parameter.

The lyotropic liquid crystal used in this experimental implementation (see Fig. 1b) follows a spatial arrangement with the molecules axis oriented along the strong static magnetic field. For this setup, the value of the asymmetry parameter is null, and the
Hamiltonian of the quadrupolar contribution is:

$$\hat{H}_Q = \frac{\hbar \omega_Q}{6} \left( 3\hat{I}_z^2 - \hat{I}^2 \right).$$ (24)

This Hamiltonian characterizes the quadrupolar energy contribution at the NMR Hamiltonian of Eq. (7) of the main text.
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