SHIMURA VARIETIES IN THE TORELLI LOCUS VIA GALOIS COVERINGS

PAOLA FREDIANI, ALESSANDRO GHIGI AND MATTEO PENEGINI

Abstract. Given a family of Galois coverings of the projective line, we give a simple sufficient condition ensuring that the closure of the image of the family via the period mapping is a special (or Shimura) subvariety of \( A_g \). By a computer program we get the list of all families in genus \( g \leq 9 \) satisfying our condition. There are no families with \( g = 8, 9 \), all of them are in genus \( g \leq 7 \). These examples are related to a conjecture of Oort. Among them we get the cyclic examples constructed by various authors (Shimura, Mostow, De Jong-Noot, Rohde, Moonen and others) and the abelian non-cyclic examples found by Moonen-Oort. We get 7 new non-abelian examples.
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1. INTRODUCTION

1.1. Denote by \( A_g \) the moduli space of principally polarized abelian varieties of dimension \( g \) over \( \mathbb{C} \), by \( M_g \) the moduli space of smooth complex algebraic curves of genus \( g \) and by \( j: M_g \to A_g \) the period mapping or Torelli mapping. We set \( T^0_g := j(M_g) \) and call it the open Torelli locus. The closure of \( T^0_g \) in \( A_g \) is called the Torelli locus (see e.g. [32]) and is denoted by \( T_g \). From the complex analytic point of view, \( A_g = \operatorname{Sp}(2g, \mathbb{Z}) \setminus \mathcal{H}_g \), where \( \mathcal{H}_g \) is the Siegel upper half-space. Therefore \( A_g \) has a natural structure of complex analytic orbifold and the symmetric metric on \( \mathcal{H}_g \) descends to a locally symmetric orbifold metric on \( A_g \). We will always consider this metric on \( A_g \). It is an
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interesting problem to study the metric properties of the inclusion $T^0_g \subset A_g$. The moduli space of curves also admits a natural structure of complex orbifold and the period mapping is an orbifold map. Moreover outside the hyperelliptic locus the period mapping is an orbifold immersion [36]. This allows to study $T^0_g$ (outside the hyperelliptic locus) using Riemannian geometry, i.e. via the second fundamental form. This is the direction taken in [10], [8], [7], [9]. One expects that $T^0_g$ be very curved inside $A_g$. For example the second fundamental form should be in some sense non-degenerate and in particular $T^0_g$ should contain very few totally geodesic submanifolds of $A_g$. Among the results in this direction we mention the following ones. Let $Z$ be a totally geodesic subvariety of $A_g$ such that $Z \subset T_g$ and $Z \cap T^0_g \neq \emptyset$. Toledo [43] considered the case when $Z$ is a compact curve and obtained an upper bound for the area and some curvature restrictions for $Z$. Hain [18] and later de Jong and Zhang [12] proved under some conditions, that if $Z$ is a locally symmetric variety uniformized by an irreducible symmetric domain, this must be the complex ball. (Recall that a submanifold of $A_g$ is totally geodesic if and only if it is a locally symmetric submanifold.) Very recently Liu, Sun, Yang and Yau [25] got the same result by differential geometric techniques, under the assumption that $Z$ is contained in $T^0_g$. In [10] Colombo and the first two authors used the second fundamental form to get an upper bound for the dimension of $Z$ depending only on the genus. Other related papers include [26], [17].

1.2. The stack $A_g$ (or equivalently its associated complex analytic orbifold) parametrizes Hodge structures of weight 1 on a lattice of rank $2g$. On $A_g$ there is a natural variation of Hodge structure over $\mathbb{Q}$ (in the orbifold sense), whose fibre over $A$ is $H^1(A, \mathbb{Q})$. The Hodge loci for this variation of Hodge structure are called special subvarieties or Shimura subvarieties, see [32, §3.3]. The special varieties are totally geodesic and an important theorem of Moonen [30] says that an algebraic totally geodesic subvariety of $A_g$ is special if and only if it contains a CM point. Arithmetical consideration led Oort [34] to the following expectation: for large $g$ there should be no positive-dimensional special subvariety $Z$ of $A_g$, such that $Z \subset T_g$ and $Z \cap T^0_g \neq \emptyset$. See [32, §4] for more details. On the other hand, for low genus there are examples of such $Z$ (see [11], [33], [11], [39], [31]), and also the survey [32, §5].) All the examples known so far are in genus $\leq 7$ and are constructed using abelian Galois covers of the line.

1.3. The purpose of this paper is, first of all, to give a simple sufficient condition for a family of Galois covers of the line to yield a Shimura variety (see Theorem 1.4 below). This criterion simplifies and extends the previous arguments. Next, we apply it to construct new examples of such families for non-abelian Galois group, giving the complete list of all the distinct Shimura families in genus $g \leq 9$ obtained using this criterion.

A Galois covering of $C \rightarrow \mathbb{P}^1$ is determined by the ramification data $m := (m_1, \ldots, m_r)$, the Galois group $G$, an epimorphism $\theta : \Gamma_r \rightarrow G$ and
the branching points $t_1, \ldots, t_r \in \mathbb{P}^1$, (see §2 for the notation). Fixing the datum $(m, G, \theta)$ and letting the points $t_j$ vary, one gets a family of curves and a corresponding family of Jacobians. Denote by $\mathcal{Z}(m, G, \theta)$ the closure of this set of Jacobians in $A_g$. It is an $(r - 3)$–dimensional subvariety of $A_g$. If $C \to \mathbb{P}^1$ is one of the coverings, consider the representation $\rho$ of $G$ on $H^0(C, K_C)$ and on its symmetric power $S^2H^0(C, K_C)$. We set $N := \dim(S^2H^0(C, K_C))^G$.

Both the isomorphism class of $\rho$ and the number $N$ depend only on the datum $(m, G, \theta)$, not on the particular element $C$ of the family.

**Theorem 1.4** (see Theorem 3.9). Let $(m, G, \theta)$ be a datum as above. Assume that

$N = r - 3$. 

Then $Z(m, G, \theta)$ is a special subvariety of PEL type of $A_g$, such that $Z(m, G, \theta) \subset T_g$ and $Z(m, G, \theta) \cap T_g^0 \neq \emptyset$.

Observe that when $r = 3$ and $N = 0$ this yields a criterion for a Jacobian to have complex multiplication, see Corollaries 3.10 and 3.11.

1.5. The condition in Theorem 1.4 already appears in [9, Prop. 5.4]. There it is shown that under this condition $Z(m, G, \theta)$ is totally geodesic. The proof uses the second fundamental form of the family of Jacobians. Since special subvarieties are totally geodesic, the theorem above strengthens the result in [9] with a different proof.

We have used the criterion in Theorem 3.9 for a systematic search of special subvarieties of the form $Z(m, G, \theta)$. At the beginning, especially in genus 4, we used a classification of the groups acting on algebraic curves from the point of view of the representation on holomorphic 1-forms. This classification is available in genus $g \leq 5$, thanks to the efforts of Akikazu Kuribayashi, Izumi Kuribayashi and Hideyuki Kimura [21, 23, 24, 22]. See also [27]. Breuer [4] has made a systematic computation of the possible automorphism groups for all the curves of genus $g \leq 48$. For the calculations done in this paper we used the computer algebra program MAGMA [28]. Our script is available at:

users.mat.unimi.it/users/penegini/
publications/PossGruppigFix_v2Hwr.m

Using this script we determine all the families $Z(m, G, \theta)$ with genus $g \leq 9$ and we compute the number $N$, checking which families satisfy the condition of Theorem 3.9. Our results are summarized in the following.

**Theorem 1.6.** For genus $g \leq 9$ there are exactly 40 data $(m, G, \theta)$ such that $N = r - 3 > 0$. For these 40 data the image $Z(m, G, \theta)$ is a special subvariety of $A_g$ of positive dimension, which is contained in $T_g$ and intersects $T_g^0$. Among these data there are 20 cyclic ones and 7 abelian non-cyclic ones. The remaining 13 have non-abelian Galois group. All these data occur in genus $g \leq 7$.

The 20 cyclic data have been found in [41, 33, 11, 39, 31] and the 7 abelian non-cyclic data have been found in [32, §5]. The 13 non-abelian data are
new. Professor Xin Lu informed us that one of the non-abelian families has already been studied very recently and from a different point of view in [26, Ex. 7.2]. See Table 2 for the list of all the 40 data.

1.7. It should be remarked that as far as we know the condition (\(\ast\)) is only sufficient, but not necessary for \(Z(m, G, \theta)\) to be special. So one cannot exclude that some datum \((m, G, \theta)\) with \(N > r - 3\) gives a special \(Z(m, G, \theta)\). For the case of cyclic coverings this has been ruled out by Moonen [31] using deep results in arithmetic geometry. Thus in the case of cyclic groups the condition that \(N = r - 3\) is both sufficient and necessary.

1.8. It can happen that two different data \((m, G, \theta)\) and \((m', G', \theta')\) give rise to the same subvariety in \(A_g\), i.e. \(Z(m, G, \theta) = Z(m', G', \theta')\). In fact the 40 data we found do not give rise to 40 different subvarieties. In §5 we describe systematically this phenomenon and we get the complete list of the distinct subvarieties, which is summarized in the following theorem.

**Theorem 1.9.** The 40 data satisfying (\(\ast\)) yield exactly 30 distinct Shimura subvarieties, which are listed in Table 1. The numbers refer to the data listed in Table 2.

**Table 1. Distinct Shimura subvarieties**

| \(g\) | \(\dim\) | families                        | \(g\) | \(\dim\) | families                        |
|-------|------|--------------------------------|-------|------|--------------------------------|
| 1     | 1    | (1) = (21)                    | 4     | 1    | (11)                           |
| 2     | 1    | (3) = (5) = (28) = (30)       |       |      |                                |
|       |      | (4) = (29)                    |       |      |                                |
| 2     | 2    | (26)                          | 4     | 2    | (14)                           |
| 2     | 3    | (2)                           | 4     | 3    | (10)                           |
| 3     | 1    | (7) = (23) = (34)             | 5     | 1    | (15)                           |
|       |      | (9)                           |       |      | (39)                           |
|       |      | (22)                          |       |      |                                |
|       |      | (33) = (35)                   |       |      |                                |
| 3     | 2    | (6)                           | 6     | 2    | (16)                           |
|       |      | (8)                           |       | 1    | (17)                           |
|       |      | (31)                          |       | 1    | (18)                           |
|       |      | (32)                          |       |      |                                |
| 3     | 3    | (27)                          | 7     | 1    | (19)                           |
|       |      |                                |       |      | (20)                           |
|       |      |                                |       |      | (40)                           |

In particular in genus 2 all families are abelian. There are three non-abelian Shimura families in genus 3, two in genus 4, one in genus 5 and one in genus 7.

One of the two non–abelian families in genus 4 (family (36)) and the non–abelian family in genus 5 (family (39)) are contained in the hyperelliptic locus, see §4. One of the non–abelian families are not contained in the hyperelliptic locus, see §4.3, §4.3 and the proof of Theorem 5.3.
1.10. The plan of the paper is the following.

In §2 we fix the notation and we recall some preliminary results on families of Galois coverings of the projective line.

In §3 we give a brief summary of definitions and results on special sub-varieties of $A_g$, especially those of PEL type. Next we prove Theorem 1.3.

Section §4 is devoted to the new examples. In two sample cases we do the computation of $N$ by hand. We also make some additional remarks on the hyperellipticity of the families and on inclusions between them.

Section §5 is devoted to the proof of Theorem 1.3.

In the Appendix we explain the computations performed by the script. Table 2 contains the list of all data satisfying (i).
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2. Galois coverings of the line

2.1. For any integer $r \geq 3$ let $\Gamma_r$ denote the group with presentation $\Gamma_r = \langle \gamma_1, \ldots, \gamma_r | \gamma_1 \cdots \gamma_r = 1 \rangle$.

Definition 2.2. A datum is a triple $(m, G, \theta)$, where $m := (m_1, \ldots, m_r)$ is an $r$-tuple of integers $m_i \geq 2$, $G$ is a finite group and $\theta : \Gamma_r \rightarrow G$ is an epimorphism such that $\theta(\gamma_i)$ has order $m_i$ for each $i$.

Let $t := (t_1, \ldots, t_r)$ be an $r$-tuple of distinct points in $\mathbb{P}^1$. Set $U_t := \mathbb{P}^1 - \{t_1, \ldots, t_r\}$ and choose a base point $t_0 \in U_t$. By elementary topology there exists an isomorphism $\pi_1(U_t, t_0) \cong \Gamma_r$ such that the element $\gamma_i$ corresponds to a simple closed loop winding around the point $t_i$ counterclockwise. If $f : C \rightarrow \mathbb{P}^1$ is a Galois cover with branch locus $t$, set $V := f^{-1}(U_t)$. Then $f|_V : V \rightarrow U_t$ is an unramified Galois covering. Let $G$ denote the group of deck transformations of $f|_V$. Then there is a surjective homomorphism $\pi_1(U_t, t_0) \rightarrow G$, which is well-defined up to composition by an inner automorphism of $G$. Since $\Gamma_r \cong \pi_1(U_t, t_0)$ we get an epimorphism $\theta : \Gamma_r \rightarrow G$. If $m_i$ is the local monodromy around $t_i$ and $m := (m_1, \ldots, m_r)$, then $(m, G, \theta)$ is a datum. Thus a Galois cover of $\mathbb{P}^1$ branched over $t$ gives rise – up to some choices – to a datum. The Riemann’s existence theorem ensures that the process can be reversed: a branch locus $t$ and a datum determine a covering of $\mathbb{P}^1$ up to isomorphism (see e.g. [29 Sec. III, Corollary 4.10]). We wish to show that the process can be reversed also in families, namely that to any datum is associated a family of Galois covers of $\mathbb{P}^1$.

2.3. In fact let $(m, G, \theta)$ be a datum. Set $Y_r := \{ t = (t_1, \ldots, t_r) \in (\mathbb{P}^1)^r : t_i \neq t_j \text{ for } i \neq j \}$. Fix a point $t \in Y_r$, a base point $t_0 \in U_t$ and an isomorphism $\Gamma_r \cong \pi_1(U_t, t_0)$ (this is equivalent to choosing a point in the Teichmüller space $T_{0,r}$). By the above we get a $G$-cover $C_t \rightarrow \mathbb{P}^1$ branched
at the points $t_i$ with local monodromies $m_1, \ldots, m_r$. This yields a monomorphism of $G$ into the mapping class group $\text{Map}_g := \pi_0(\text{Diff}^+(C_t))$. Denote by $T^G_g$ the fixed point locus of $G$ on the Teichmüller space $T_g$. It is a complex submanifold of dimension $r - 3$, isomorphic to the Teichmüller space $T_{0,r}$ (see e.g. [3,16]). This isomorphism can be described as follows: if $(C, \varphi)$ is a curve with a marking such that $[(C, \varphi)] \in T^G_g$, the corresponding point in $T_{0,r}$ is $[(C/G, \psi, b_1, \ldots, b_r)]$, where $\psi$ is the induced marking (see [16]) and $b_1, \ldots, b_r$ are the critical values of the projection $C \to C/G$.

We remark that on $T^G_g$ we have a universal family $C \to T^G_g$ of curves with a $G$-action. It is simply the restriction of the universal family on $T_g$.

The diagonal action of $\text{PSL}(2, \mathbb{C})$ on $(\mathbb{P}^1)^r$ preserves $Y_r$. Thus $\text{PSL}(2, \mathbb{C})$ acts on $Y_r$. The map $Y_r \to M_g$, $t \mapsto [C_t]$ is $\text{PSL}(2, \mathbb{C})$-invariant, so we get a map $Y_r/\text{PSL}(2, \mathbb{C}) \to M_g$. Since $Y_r/\text{PSL}(2, \mathbb{C})$ is isomorphic to $M_{0,r}$, there is a surjective map $T_{0,r} \to Y_r/\text{PSL}(2, \mathbb{C})$. Since $T^G_g \subset T_g$ there is also a map $T^G_g \to M_g$ which has discrete fibres. Recalling the description of the isomorphism $T^G_g \cong T_{0,r}$ one can easily check that the following diagram commutes:

$$
\begin{array}{ccc}
T_{0,r} & \longrightarrow & M_{0,r} \cong Y_r/\text{PSL}(2, \mathbb{C}) \longrightarrow M_g, \\
\downarrow \quad \quad \quad \downarrow T^G_g \cong & & \quad \downarrow T^G_g \cong
\end{array}
$$

We denote by $M(m, G, \theta)$ the image of $Y_r$ in $M_g$, which is equal to the image of $T^G_g$. It is an irreducible algebraic subvariety of the same dimension as $T^G_g \cong T_{0,r}$, i.e. $r - 3$ (see e.g. [3,16]). Applying the Torelli map to $M(m, G, \theta)$ one gets a subset of $A_g$. We let $Z(m, G, \theta)$ denote the closure of this subset in $A_g$. By the above it is an algebraic subvariety of dimension $r - 3$.

Different data $(m, G, \theta)$ and $(m, G, \theta')$ may give rise to the same subvariety of $M_g$. This is related to the choice of the isomorphism $\Gamma_r \cong \pi_1(U_t, t_0)$. The change from one choice to another can be described using an action of the braid group $B_r := \langle \sigma_1, \ldots, \sigma_r | \sigma_i \sigma_j = \sigma_j \sigma_i \text{ for } |i - j| \geq 2, \sigma_i \sigma_{i+1} = \sigma_i \sigma_{i+1} \sigma_i \rangle$. There is a morphism $\varphi : B_r \to \text{Aut}(\Gamma_r)$ defined as follows:

$$
\varphi(\sigma_i)(\gamma_i) = \gamma_{i+1}, \quad \varphi(\sigma_i)(\gamma_{i+1}) = \gamma_{i+1}^{-1} \gamma_i \gamma_{i+1}, \\
\varphi(\sigma_j)(\gamma_j) = \gamma_j \text{ for } j \neq i, i + 1.
$$

Thus we get an action of $B_r$ on the set of data: $\sigma \cdot (m, G, \theta) := (\sigma(m), G, \theta \circ \varphi(\sigma^{-1}))$, where $\sigma(m)$ is the permutation of $m$ induced by $\sigma$. Also the group $\text{Aut}(G)$ acts on the set of data by $\alpha \cdot (m, G, \theta) := (m, \alpha \circ \theta)$. The orbits of the $B_r \times \text{Aut}(G)$-action are called $\text{Hurwitz equivalence classes}$. Data in the same class give rise to the same subvariety $M(m, G, \theta)$ and hence to the same subvariety $Z(m, G, \theta) \subset A_g$. For more details see [38,5,2].

2.4. Given a positive integer $m$ set $\zeta_m = e^{2\pi i/m}$ and

$$
I(m) := \{ \nu \in \mathbb{Z} : 1 \leq \nu < m, \gcd(\nu, m) = 1 \}.$$
If \((m, G, \theta)\) is a datum, set \(x_i := \theta(\gamma_i)\). The \(r\)-tuple \((x_1, \ldots, x_r)\) is called a **spherical system of generators**. If \(C\) is a curve with a \(G\)-action with datum \((m, G, \theta)\), then the cyclic subgroups \(\langle x_i \rangle\) and their conjugates are the non-trivial stabilizers of the action of \(G\) on \(C\). The action of the stabilizers near the fixed points can be completely described in terms of the epimorphism \(\theta\), see [19, Theorem 7]. In particular we need the following results. Suppose that an element \(g \in G\) fixes a point \(P \in C\). Let \(m\) be the order of \(g\). The differential \(d\gamma P\) acts on \(T_P C\) by multiplication by an \(m\)-th root of unity \(\zeta_P^m\). The action can be linearized in a neighbourhood of \(P\), i.e. there is a local coordinate \(z\) centered in \(P\), such that \(g\) acts as \(z \mapsto \zeta_P^m z\). Thus \(\zeta_P^m\) is a primitive \(m\)-th root of unity. (See also [29, Cor. III.3.5 p. 79].)

Denote by \(\text{Fix}_g\) the set of fixed points of \(g\). For \(\nu \in I(m)\) set

\[
\text{Fix}_\nu(g) := \{P \in C : gP = P, \zeta_P^m = \zeta_P^\nu\}.
\]

**Lemma 2.5.** If \(G \subseteq \text{Aut}(C)\) and \(g \in G\) has order \(m\), then

\[
|\text{Fix}_\nu(g)| = |C_G(g)| \cdot \sum_{1 \leq i \leq r, \ m|m_i, \ g \sim_G x_i \nu/m} \frac{1}{m_i} \cdot \sum_{1 \leq i \leq r, \ m|m_i, \ g \sim_G x_i \nu/m} \frac{1}{m_i} \cdot \frac{\zeta_P^\nu}{1 - \zeta_P^m}.
\]

(Here \(C_G(g)\) denotes the centralizer of \(g\) in \(G\) and \(\sim_G\) denotes the equivalence relation given by conjugation in \(G\).) This lemma follows from [19, Theorem 7], see also [4, Lemma 11.5].

2.6. Given a \(G\)-Galois cover \(C \rightarrow \mathbb{P}^1\) let \(\rho : G \rightarrow \text{GL}(H^0(C, K_C))\) denote the representation on holomorphic 1-forms and let \(\chi_\rho\) be the character of \(\rho\). Notice that up to equivalence the representation \(\rho\) only depends on the data \((m, G, \theta)\), not on the parameter \(t \in Y_r\).

**Theorem 2.7** (Eichler Trace Formula). Let \(g\) be an automorphism of order \(m > 1\) of a Riemann surface \(C\) of genus \(g > 1\). Then

\[
\chi_\rho(g) = \text{Tr}(\rho(g)) = 1 + \sum_{P \in \text{Fix}(g)} \frac{\zeta_P^m}{1 - \zeta_P^m}.
\]

(See e.g. [14, Thm. V.2.9, p. 264].) Collecting the terms with equal exponent and using the previous lemma one gets the following.

**Corollary 2.8.**

\[
\chi_\rho(g) = 1 + |C_G(g)| \sum_{\nu \in I(m)} \left\{ \sum_{1 \leq i \leq r, \ m|m_i, \ g \sim_G x_i \nu/m} \frac{1}{m_i} \cdot \frac{\zeta_P^\nu}{1 - \zeta_P^m} \right\}.
\]

2.9. Another corollary of the Eichler Trace Formula is the well known Chevalley–Weil formula which gives the multiplicity of a given irreducible representation of \(G\) in \(H^0(X, K_C)\). More precisely, denote by \(\text{Irr}(G)\) the set of irreducible characters of \(G\). For \(\chi \in \text{Irr}(G)\) let \(\sigma_\chi\) be the corresponding irreducible representation and let \(d_\chi\) be the degree of \(\sigma_\chi\). Next, denote by \(\mu_\chi\) the multiplicity of \(\sigma_\chi\) inside \(\rho\). Moreover, let \(x_i\) be an element of order
quotient $\Lambda$ we will work with upper half-space can be defined as follows [20, Thm. 7.4]:

$$\mu_\chi = -d_\chi + \sum_{i=1}^{r} \sum_{\alpha=0}^{m_i-1} E_{i,\alpha} \left\langle \frac{-\alpha}{m_i} \right\rangle + \varepsilon,$$

where $\varepsilon = 1$ if $\chi$ is the trivial character and $\varepsilon = 0$ otherwise. Here we denote by $\langle q \rangle$ the fractional part of $q \in \mathbb{Q}$.

2.11. Let $\sigma : G \to \text{GL}(V)$ be any linear representation of $G$ with character $\chi_\sigma$. Denote by $S^2\sigma$ the induced representation on $S^2V$ and by $\chi_{S^2\sigma}$ its character. Then for $x \in G$

$$\chi_{S^2\sigma}(x) = \frac{1}{2} \left( \chi_\sigma(x^2) + \chi_\sigma(x) \right).$$

(See e.g. [40, Proposition 3]).

2.12. We are only interested in the multiplicity $N$ of the trivial representation inside $S^2\rho$. We remark that since the representation $\rho$ only depends on the datum $(m, G, \theta)$, the same happens for $N$. Using the orthogonality relations and (2.4), $N$ can be computed as follows:

$$N = \langle \chi_{S^2\rho} , 1 \rangle = \frac{1}{|G|} \sum_{x \in G} \chi_{S^2\rho}(x) = \frac{1}{2|G|} \sum_{x \in G} \left( \chi_\rho(x^2) + \chi_\rho(x) \right).$$

Since $\chi_\rho = \sum_{\chi \in \text{Irr}(G)} \mu_\chi \chi$ we obtain

$$N = \frac{1}{2|G|} \sum_{x \in G} \left( \left( \sum_{\chi \in \text{Irr}(G)} \mu_\chi \chi(x) \right)^2 + \sum_{\chi \in \text{Irr}(G)} \mu_\chi \chi(x^2) \right)$$

where $\text{Irr}(G)$ denotes the set of irreducible characters of $G$. Formula (2.6) is the one used in our MAGMA script. To computed directly the examples by hand, one can use (2.5) together with (2.2). This is the method used in the computation at the end of [41]

3. Special subvarieties

3.1. Fix a rank 2g lattice $\Lambda$ and an alternating form $E : \Lambda \times \Lambda \to \mathbb{Z}$ of type $(1, \ldots, 1)$. For $F$ a field with $\mathbb{Q} \subseteq F \subseteq \mathbb{C}$, set $\Lambda_F := \Lambda \otimes \mathbb{Z} F$. The Siegel upper half-space can be defined as follows [20 Thm. 7.4]:

$$\mathfrak{H}_g := \{ J \in \text{GL}(\Lambda_{\mathbb{R}}) : J^2 = -I, J^* E = E, E(x, Jx) > 0, \forall x \neq 0 \}.$$

The group $\text{Sp}(\Lambda, E)$ acts on $\mathfrak{H}_g$ by conjugation and $A_g = \text{Sp}(\Lambda, E) \backslash \mathfrak{H}_g$. This space has the structure of a smooth algebraic stack and also of a complex analytic orbifold. The orbifold structure is the one naturally associated with the properly discontinuous action of $\text{Sp}(\Lambda, E)$ on $\mathfrak{H}_g$. Throughout the paper we will work with $A_g$ with this orbifold structure. Denote by $A_J$ the quotient $\Lambda_{\mathbb{R}}/\Lambda$ provided with the complex structure $J$ and the polarization
E. On $\mathcal{S}_g$ there is a natural variation of rational Hodge structure, with local system $\mathcal{S}_g \times \Lambda_{\mathbb{Q}}$ and corresponding to the Hodge decomposition of $\Lambda_C$ in $\pm i$ eigenspaces for $J$. This descends to a variation of Hodge structure on $A_g$ in the orbifold or stack sense.

3.2. We refer to §2.3 in [32] for the definition of Hodge loci for a variation of Hodge structure. A special subvariety $Z \subseteq A_g$ is by definition a Hodge locus of the natural variation of Hodge structure on $A_g$ described above. Special subvarieties contain a dense set of CM points and they are totally geodesic [32 §3.4(b)]. Conversely an algebraic totally geodesic subvariety that contains a CM point is a special subvariety [30 Thm. 4.3]. The simplest special subvarieties are the special subvarieties of PEL type, whose definition is as follows (see [32 §3.9] for more details). Given $J \in \mathcal{S}_g$, set

\[
\text{End}_{\mathbb{Q}}(A_J) := \{ f \in \text{End}_{\mathbb{Q}}(\Lambda_{\mathbb{Q}}) : Jf = fJ \}.
\]

Fix a point $J_0 \in \mathcal{S}_g$ and set $D := \text{End}_{\mathbb{Q}}(A_{J_0})$. The PEL type special subvariety $Z(D)$ is defined as the image in $A_g$ of the connected component of the set $\{ J \in \mathcal{S}_g : D \subseteq \text{End}_{\mathbb{Q}}(A_J) \}$ that contains $J_0$.

**Lemma 3.3.** Let $(M, g)$ be a Riemannian symmetric space of the noncompact type. Let $G$ be a group acting isometrically on $(M, g)$. If $M^G$ is nonempty, then it is a smooth connected submanifold of $M$.

**Proof.** Fix $x \in M^G$. Then $G$ acts on $T_x M$ via the differential (isotropy action). The exponential map $\exp_x : T_x M \to M$ is a global diffeomorphism and it is $G$-equivariant with respect to the isotropy action on $T_x M$ and the natural action on $M$. Thus $M^G = \exp_x((T_x M)^G)$. Since $(T_x M)^G$ is a linear subspace of $T_x M$, $M^G$ is a smooth connected submanifold. □

**Remark 3.4.** If $G$ is finite, then $M^G$ is always nonempty (Cartan fixed point theorem), see [13 p. 21].

**Corollary 3.5.** Let $G \subseteq \text{Sp}(\Lambda, E)$ be a finite subgroup. Denote by $\mathcal{S}_g^G$ the set of points of $\mathcal{S}_g$ that are fixed by $G$. Then $\mathcal{S}_g^G$ is a connected complex submanifold of $\mathcal{S}_g$.

**Proof.** This follows from the Lemma since $\mathcal{S}_g$ is a symmetric space of the noncompact type and $\text{Sp}(\Lambda, E)$ acts isometrically and holomorphically on $\mathcal{S}_g$. □

Another proof of the Corollary follows from [13 Lemma 5.2]. Set

\[
D_G := \{ f \in \text{End}_{\mathbb{Q}}(\Lambda_{\mathbb{Q}}) : Jf = fJ, \forall J \in \mathcal{S}_g^G \}.
\]

**Lemma 3.6.** If $J \in \mathcal{S}_g^G$, then $D_G \subseteq \text{End}_{\mathbb{Q}}(A_J)$ and the equality holds for $J$ in a dense subset of $\mathcal{S}_g^G$.

**Proof.** Consider the variation of Hodge structure on $\mathcal{S}_g$ defined in [32] and restrict it to $\mathcal{S}_g^G$. There is an algebraic subgroup $M \subseteq \text{CSp}(2g, \mathbb{Q})$ such that the Mumford-Tate group $\text{MT}(A_J)$ is contained in $M$ for any $J \in \mathcal{S}_g^G$ and $\text{MT}(A_J) = M$ for $J$ in a dense subset $\Omega \subseteq \mathcal{S}_g^G$. The complement of $\Omega$ is a countable union of analytic subsets. Recall that

\[
\text{End}_{\mathbb{Q}}(A_J) = \text{End}_{\mathbb{Q}}(\Lambda_{\mathbb{Q}})^{\text{MT}(A_J)}.
\]
So \( \text{End}_Q(\Lambda) \subseteq \text{End}_Q(A_J) \) for any \( J \in \mathcal{H}_g^G \), with equality for \( J \in \Omega \). It follows immediately from (3.1) and (3.2) that
\[
D_G = \bigcap_{J \in \mathcal{H}_g^G} \text{End}_Q(A_J) = \text{End}_Q(\Lambda) \subseteq \text{End}_Q(A_J) = \text{End}_Q(\Lambda) \subseteq \text{End}_Q(A_J)
\]
and that \( D_G = \text{End}_Q(A_J) \) for any \( J \in \Omega \).

\[\Box\]

**Proposition 3.7.** The image of \( \mathcal{H}_g^G \) in \( A_g \) coincides with the PEL subvariety \( Z(D_G) \).

**Proof.**

\[
Y := \{ J \in \mathcal{H}_g : D_G \subseteq \text{End}_Q(A_J) \} = \{ J \in \mathcal{H}_g : fJ = Jf, \forall f \in D_G \}.
\]
Since \( G \subseteq D_G \), we get immediately that \( Y \subseteq \mathcal{H}_g^G \). Conversely, if \( J \in \mathcal{H}_g^G \), then by definition \( D_G \subseteq \text{End}_Q(A_J) \), i.e. \( J \in Y \). Thus \( Y = \mathcal{H}_g^G \). By the previous lemma there is \( J_0 \in Y \) such that \( D_G = \text{End}_Q(A_{J_0}) \). Thus the image of \( Y \) in \( A_g \) is indeed the special subvariety \( Z(D_G) \). \[\Box\]

Recall that \( N = \text{dim} \left( S^2 H^0(C, K_C) \right)^G \) and that \( Z(m, G, \theta) \) is defined in (2.3)

**Lemma 3.8.** If \( J \in \mathcal{H}_g^G \), then \( \text{dim} \mathcal{H}_g^G = \text{dim} Z(D_G) = \text{dim} \left( S^2 \Lambda_\mathbb{R} \right)^G \) where \( \Lambda_\mathbb{R} \) is endowed with the complex structure \( J \).

**Proof.** By Lemma 3.3 it is enough to compute the dimension of \( (T_J \mathcal{H}_g^G)^G \).
But \( T_J \mathcal{H}_g^G = S^2 \Lambda_\mathbb{R} \), where \( \Lambda_\mathbb{R} \) is endowed with the complex structure \( J \). \[\Box\]

**Theorem 3.9.** Fix a datum \( (m, G, \theta) \) and assume that
\[
(*) \quad N = r - 3.
\]
Then \( Z(m, G, \theta) \) is a special subvariety of PEL type of \( A_g \) that is contained in \( T_g \) and such that \( Z(m, G, \theta) \cap T_0^\perp \neq \emptyset \).

**Proof.** Let \( C \to T_g^G \) be the universal family as in (2.3). For any \( t \in T_g^G \), \( G \) acts holomorphically on \( C_t \), so it maps injectively into \( \text{Sp}(\Lambda, E) \), where \( \Lambda = H_1(C_t, \mathbb{Z}) \) and \( E \) is the intersection form. Denote by \( G^t \) the image of \( G \) in \( \text{Sp}(\Lambda, E) \). It does not depend on \( t \) since it is purely topological.

The Siegel upper half-space \( \mathcal{H}_g \) parametrizes complex structures on the real torus \( \Lambda_\mathbb{R} / \Lambda = H_1(C_t, \mathbb{R}) / H_1(C_t, \mathbb{Z}) \) compatible with the polarization \( E \).

The period map associates to the curve \( C_t \) the complex structure \( J_t \) on \( \Lambda_\mathbb{R} \) obtained from the splitting \( H^1(C_t, \mathbb{C}) = H^{1,0}(C_t) \oplus H^{0,1}(C_t) \) and the isomorphism \( H_1(C_t, \mathbb{R})^* = H^1(C_t, \mathbb{C}) \). Since \( G \) acts holomorphically on \( C_t \), the complex structure \( J_t \) is invariant by \( G^t \). This shows that \( J_t \in \mathcal{H}_g^G \), so the Jacobian \( j(C_t) \) lies in \( Z(D_{G^t}) \). This shows that \( Z(m, G, \theta) \subseteq Z(D_{G^t}) \). Since \( Z(D_{G^t}) \) is irreducible (e.g. by Corollary 3.5), to conclude it is enough to check that they have the same dimension. The dimension of \( Z(m, G, \theta) \) is \( r - 3 \), see (2.3). By Lemma 3.8 if \( J \in \mathcal{H}_g^G \), then \( \text{dim} Z(D_{G^t}) = \text{dim} \mathcal{H}_g^G = \text{dim} \left( S^2 \Lambda_\mathbb{R} \right) \) isomorphic to the dual of \( \left( S^2 H^0(C, K_C) \right)^G \). Thus \( \text{dim} Z(D_{G^t}) = N \) and (2) yields the result. \[\Box\]
Although we are mainly interested in positive dimensional families, we note the following corollaries, which might be of independent interest.

**Corollary 3.10.** Let $A$ be a principally polarized abelian variety. Let $G$ be a finite group of automorphisms of $A$ that preserve the polarization. If

$$\left(S^2H^0(A, \Omega^1_A)\right)^G = \{0\},$$

then $A$ has complex multiplication.

**Proof.** Set $\Lambda := H_1(A, \mathbb{Z})$. Assume that $A$ equals $\Lambda_{\mathbb{R}}/\Lambda$ provided with some $J_0 \in \delta_G^0$ and that $G \subset \text{Sp}(\Lambda, E)$. As in the previous proof, (3.4) implies that $\delta^G_0 = \{J_0\}$. The result follows immediately from Proposition 3.7, since special varieties contain CM points. Nevertheless a more direct argument can be given as follows. The elements of $\delta^G_0$ correspond to morphisms $h : \mathbb{S} \to \text{CSp}(\Lambda, E)$. If $J$ corresponds to $h$, the Mumford-Tate group of $A_J$ is the smallest algebraic subgroup of $GL(\Lambda_{\mathbb{C}})$ that is defined over $\mathbb{Q}$ and contains $h(\mathbb{S})$. Denote by $h_0$ the morphism corresponding to $J_0$ and by $M_0$ the Mumford-Tate group of $A_J$. We claim that the set of morphisms $h$ with $h(\mathbb{S}) \subseteq M_0$ reduces to $h_0$. Indeed if $h$ corresponds to $J$ and $h(\mathbb{S}) \subseteq M_0$, then $MT(A_J) \subseteq M_0$. So using (3.3)

$$\text{End}_\mathbb{Q}(A_{J_0}) = \text{End}_\mathbb{Q}(\Lambda_{\mathbb{Q}})^M_0 \subseteq \text{End}_\mathbb{Q}(\Lambda_{\mathbb{Q}})_{MT(A_J)} = \text{End}_\mathbb{Q}(A_J).$$

Thus $G \subseteq \text{End}_\mathbb{Q}(A_J)$, so $J \in \delta^G_0$, $J = J_0$ and $h = h_0$ as claimed. If $g \in M_0(\mathbb{R})$, the morphism $gh_0g^{-1}$ clearly maps $\mathbb{S}$ to $M_0$. By the above $gh_0g^{-1} = h_0$. So $h_0(\mathbb{S})$ is contained in the center of $M_0(\mathbb{R})$. Since $M_0(\mathbb{Q})$ is dense in $M_0(\mathbb{R})$, this center coincides with the set of real points of the algebraic group $Z(M_0)$, which is defined over $\mathbb{Q}$. Thus $M_0 = Z(M_0)$, $M_0$ is a torus and $A$ is CM.

**Corollary 3.11.** Let $C$ be a curve and $G$ a subgroup of $\text{Aut}(C)$. If $(S^2H^0(C, K_C))^G = \{0\}$, then $J(C)$ is an abelian variety of CM type.

3.12. Using this criterion and the MAGMA script, we found some examples of CM Jacobians: 10 for $g = 2$, 19 for $g = 3$, 18 for $g = 4$, 17 for $g = 5$, 17 for $g = 6$, 23 for $g = 7$. If $C$ and $G$ satisfy the hypothesis of Corollary [5.11] then clearly the corresponding family is a point, so $C$ is a curve with many automorphisms, using the terminology of [35] Def. 5.17. As remarked there it is expected that not every curve with many automorphisms be CM. The above criterion identifies a subclass of curves with many automorphisms where this is true. It would be interesting to check if the 0–dimensional examples with $N > 0$ (they do exist) are CM or not.

4. New examples

4.1. In this section we give the list of all new families of Galois covers and we explain some of them with more details. As explained in the Appendix the MAGMA script computes the list of all Hurwitz equivalence classes of data. Next it decomposes the representation on $H^0(C, K_C)$ using the Chevalley-Weil formula [223] and computes the number $N$. The complete list of all the families corresponding to the data $(m, G, \theta)$ with genus $g \leq 9$ such that $N = r - 3 > 0$ is given in Table 2 in the Appendix.
The new examples are the ones in Table 2 with numbers (28)–(40). For them we now give a presentation of the Galois group and an explicit description of a representative of an epimorphism $\theta$ (we use the same notation as in [2.1] and [2.4]).

Genus 2

(28) $S_3 = \langle x, y : y^2 = x^3 = 1, y^{-1}xy = x^2 \rangle$.

(29) $D_4 = \langle x, y : y^2 = x^4 = 1, y^{-1}xy = x^3 \rangle$.

(30) $D_6 = \langle x, y : y^2 = x^6 = 1, y^{-1}xy = x^5 \rangle$.

Genus 3

(31) $S_3 = \langle x, y : y^2 = x^3 = 1, y^{-1}xy = x^2 \rangle$.

(32) $D_4 = \langle x, y : y^2 = x^4 = 1, y^{-1}xy = x^3 \rangle$.

(33) $G = A_4$. Set $y_1 := (123)$, $y_2 := (12)(34)$, $y_3 := (13)(24)$.

(34) $((\mathbb{Z}/4) \times (\mathbb{Z}/2)) \rtimes \mathbb{Z}/2 = \langle y_1, y_2, y_3 : y_1^2 = y_2^2 = y_3^2 = 1, y_2y_3 = y_3y_2, y_1^{-1}y_2y_1 = y_2y_3^2, y_1^{-1}y_3y_1 = y_3y_1 \rangle$.

(35) $G = S_4$. Set $y_1 := (12)$, $y_2 := (123)$, $y_3 := (13)(24)$, $y_4 := (14)(23)$.

Genus 4

(36) $Q_8 = \langle y_1, y_2, y_3 \mid y_1^2 = y_2^2 = y_3, y_2y_3 = 1, y_1^{-1}y_2y_1 = y_2y_3 \rangle$.

(37) $G = A_4$. Set $y_1 := (123)$, $y_2 := (12)(34)$, $y_3 := (13)(24)$.

(38) $\mathbb{Z}/3 \times S_3 = \langle y_1, y_2, y_3 \mid y_1^2 = y_2^3 = y_3^3 = 1, y_1y_2y_1^{-1} = y_2, y_2y_3y_2^{-1} = y_3, y_1y_3y_1^{-1} = y_3 \rangle$.

Genus 5

(39) $\mathbb{Z}/3 \times \mathbb{Z}/4 = \langle y_1, y_3 \mid y_1^2 = y_3^3 = 1, y_1^{-1}y_3y_1 = y_3 \rangle$.

Genus 7

(40) $y_1 = \begin{pmatrix} 2 & 1 \\ 2 & 0 \end{pmatrix}$, $y_2 = \begin{pmatrix} 0 & 2 \\ 1 & 0 \end{pmatrix}$, $y_3 = \begin{pmatrix} 1 & 2 \\ 2 & 2 \end{pmatrix}$, $y_4 = \begin{pmatrix} 2 & 0 \\ 0 & 2 \end{pmatrix}$.

$\text{SL}(2, \mathbb{F}_3) = \langle y_1, y_2, y_3 : y_1^2 = y_2^3 = y_3^3 = 1, y_1^{-1}y_2y_1 = y_3, y_1^{-1}y_3y_1 = y_2y_3, y_1^{-1}y_3y_2 = y_3y_4 \rangle$. 
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\[ x_1 = y_4, \quad x_2 = y_1^2 y_2 y_3 y_4 = \begin{pmatrix} 1 & 0 & 2 \\ 0 & 1 & 1 \end{pmatrix}, \quad x_3 = y_1^2 y_2 y_4 = \begin{pmatrix} 1 & 0 \\ 1 & 1 \end{pmatrix}. \]

\[ x_4 = y_1^2 y_3 y_4 = \begin{pmatrix} 2 & 2 \\ 1 & 0 \end{pmatrix}. \]

Now we wish to make some remarks on the geometry of the various examples. First of all, we show how to check by hand that the examples give indeed special varieties. We do this by explaining in detail the computation in two sample examples, namely families (37) and (40), see 4.2 and 4.7. We also show that the families (37), (40) and (25) are not contained in the hyperelliptic locus (see 4.3, 4.5, 4.8), while (8), (22), (36) and (39) are hyperelliptic (see 4.6). We show that (25) and (38) have the same image in \( \mathcal{M}_4 \) and in \( \mathbb{A}_4 \), see 4.7. We also note that in the case of family (25) every Jacobian is reducible and it is possible to identify explicitly a CM point, see 4.9.

The following observation simplifies the computation of \( N \). Denote by \( G_0 \) the set of elements of order 2 in \( G \). The set of elements of order greater than 2 can be written as \( G_1 \sqcup G_1^{-1} \) for some choice of \( G_1 \subseteq G \). Then (2.5) becomes

\[
(4.1) \quad N = \frac{\chi_\rho(1)}{2|G|} + \frac{1}{2|G|} \sum_{x \in G_0} (\chi_\rho(x^2) + \chi_\rho(x^2)) + \frac{1}{2|G|} \sum_{x \in G_1} (\chi_\rho(x^{-2}) + \chi_\rho(x^{-1})^2) = \]

\[
= \frac{g + g^2}{2|G|} + \frac{1}{2|G|} \sum_{x \in G_0} \chi_\rho(x^2) + \frac{1}{|G|} \sum_{x \in G_1} \text{Re}(\chi_\rho(x^2) + \chi_\rho(x^2)) \]

4.2. Example (37). One easily checks that \( \theta \) is an epimorphism. The conjugacy classes of \( \mathbb{A}_4 \) are \( \{1\} \), \( A := \{y_1 = (123), (134), (142), (243)\} \), \( B := \{1, (132), (143), (124), (234)\} \), \( C = \{y_2 = (12)(34), (13)(24), (14)(23)\} \). We have \( G_0 = C \) and we can set \( G_1 := A \) so that \( G_1^{-1} = B \). It suffices to compute \( \chi_\rho(y_1) \) and \( \chi_\rho(y_2) \). We have \( |C_G(y_1)| = 3, |C_G(y_2)| = 4 \). Moreover \( y_1 \sim_G x_j^{m_j \nu/3} \) if \( \nu = 1 \) and \( j \in \{2,3,4\} \) and \( y_2 \sim_G x_j^{m_j \nu/2} \) if \( \nu = 1 \) and \( j = 1 \). Using (2.2) one gets \( \chi_\rho(y_1) = \zeta_3, \chi_\rho(y_2) = 0 \). Hence by (4.1)

\[
24 N = 4 + 16 + 3(\chi_\rho(y_2^2)^2 + \chi_\rho(y_2^2)) + 8 \text{Re}(\chi_\rho(y_1^2) + \chi_\rho(y_1^2)) = 
\]

\[
= 32 + 8 \text{Re}(\zeta_3 + \zeta_3^2) = 24. \]

So \( N = 1 \) and by Theorem 3.9 we get a special curve in \( T_4 \).

4.3. We claim that the above family (37) does not contain any hyperelliptic curve. In fact the hyperelliptic involution is central in \( \text{Aut}(C) \). Hence there is no hyperelliptic involution contained in \( G \) since its center is trivial. If there is a hyperelliptic involution \( \tau \) outside \( G \), then \( \text{Fix}(\tau) \) consists of 10 points and it is \( G \)-invariant, so it is a union of \( G \)-orbits. The only possibility is that it consists of 2 orbits, the one over \( t_1 \), of cardinality 6, and another one of cardinality 4 over one of the critical values \( t_2, t_3, t_4 \). If \( p \in \pi^{-1}(t_1) \), then
the stabilizer Aut(C)_p contains G_p \times \langle \tau \rangle \cong \mathbb{Z}/2 \times \mathbb{Z}/2. This is impossible since Aut(C)_p is cyclic.

4.4. Example (40). One easily checks that \theta is an epimorphism. In SL(2, \mathbb{F}_3) there are 7 conjugacy classes: \{1\}, G_0 = \{y_4\},

\begin{align*}
A &= \{y_1 = \begin{pmatrix} 2 & 1 \\ 0 & 2 \end{pmatrix}, \alpha_1 := \begin{pmatrix} 0 & 1 \\ 2 & 2 \end{pmatrix}, \alpha_2 := \begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix}, \alpha_3 := \begin{pmatrix} 1 & 0 \\ 2 & 1 \end{pmatrix} \}, \\
B &= \{y_1^{-1}, \alpha_1^{-1}, \alpha_2^{-1}, \alpha_3^{-1} \}, \\
C &= \{y_2, y_3, y_2y_3, y_2^{-1}, y_3^{-1}, (y_2y_3)^{-1} \}, \\
D &= \{a_1 := \begin{pmatrix} 2 & 1 \\ 0 & 2 \end{pmatrix}, a_2 := \begin{pmatrix} 0 & 1 \\ 2 & 2 \end{pmatrix}, a_3 := \begin{pmatrix} 1 & 1 \\ 2 & 0 \end{pmatrix}, a_4 := \begin{pmatrix} 2 & 0 \\ 2 & 2 \end{pmatrix} \}, \\
F &= \{a_1^{-1}, a_2^{-1}, a_3^{-1}, a_4^{-1} \}.
\end{align*}

The elements of A and B have order 3. The elements in C have order 4. The elements in D and F have order 6. Using (2.2) one computes

\begin{align*}
\chi_\rho(y_4) &= -5, \\
\chi_\rho(y_1) &= 2\zeta_3^2 - 1, \\
\chi_\rho(y_2) &= 1, \\
\chi_\rho(a_1) &= 1.
\end{align*}

Using (4.11) one gets \( N = 1 \), hence this family yields a special curve in \( T_7 \).

4.5. We claim that the above family (40) is not contained in the hyperelliptic locus. In fact the center of \( G \) is generated by \( y_4 \), which has order 2, but its trace is \(-5\). So it does not act as \(-1\). Assume that \( \tau \) is a hyperelliptic involution not contained in \( G \). The set of fixed points of \( \tau \) has order 16 and it is \( G \)-invariant. The orbits of \( G \) have cardinality 24, 12 (only one orbit) or 8 (three orbits). Thus the only possibility is that \( \tau \) fixes pointwise the fibres over say \( t_2 \) and \( t_3 \). We can assume that \( t_1 = 1 \), \( t_2 = 0 \) and \( t_3 = \infty \). Then \( \tau \) descends to an involution \( \tilde{\tau} \) of \( \mathbb{P}^1 \) fixing both 0 and \( \infty \) and interchanging \( t_1 \) and \( t_4 \). But then necessarily \( \tilde{\tau}(z) = -z \) and \( q_4 = -1 \). Therefore there is at most one hyperelliptic curve in this family.

4.6. We now observe that some of the families in Table 2 are contained in the hyperelliptic locus. In fact, in example (36) one can check that \( \chi_\rho(y_3) = -4 \). This is enough to conclude that \( y_3 \) is the hyperelliptic involution. Indeed, fix on \( H^0(C, K_C) \) a \( G \)-invariant Hermitian product and consider the Hermitian product \( (A, B) = \text{Tr} AB^* \text{ on } \text{End} H^0(C, K_C) \). Since \( \text{Tr} \rho(y_3) = (\rho(y_3), \text{id}) = -4 \), and \( \rho(y_3) \) is unitary, the Cauchy-Schwarz inequality yields \( \rho(y_3) = -\text{id} \). This shows that \( y_3 \) is the hyperelliptic involution and all the family is contained in the hyperelliptic locus.

The same applies to example (39) since \( \chi_\rho(y_2) = -5 \). In the same way one can check that families (8) and (22) of Table 1 and Table 2 in \( \mathbb{A}_4 \) are contained in the hyperelliptic locus.

4.7. We claim that families (38) and (25) have the same image in \( M_4 \) and in \( \mathbb{A}_4 \). In other words we claim that each curve in (25) admits another \( \mathbb{Z}/2 \)-action. To do this we first show that (25) is contained in family (10) of Table 1 in \( \mathbb{A}_4 \). This is the family of cyclic covers of \( \mathbb{P}^1 \) with group \( G = \mathbb{Z}/3 \) and

\( \text{Aut}(C)_p \). This is the family of cyclic covers of \( \mathbb{P}^1 \) with group \( G = \mathbb{Z}/3 \) and...
ramification data \((3, 3, 3, 3, 3, 3)\). An affine equation for this cyclic family is the following:

\[
y^3 = \prod_{i=1}^{6}(x - t_i)
\]

where the group action is \((x, y) \mapsto (x, \zeta_3 y)\). Choose the critical values as follows: \(t_1 = 1, t_2 = \zeta_3, t_3 = \zeta_3^2, t_4 = t, t_5 = \zeta_3 t, t_6 = \zeta_3^2 t\). We obtain the one dimensional family

\[
y^3 = (x^3 - 1)(x^3 - t^3)
\]
as \(t\) varies in \(\mathbb{C} - \{0, 1\}\). This is in fact family \((25)\) with group \(\mathbb{Z}/3 \times \mathbb{Z}/3\) and ramification data \((3, 3, 3, 3, 3, 3)\), where the action of the second generator is \((x, y) \mapsto (\zeta_3 x, \zeta_3 y)\). Now consider the maps \(h_i : C_t \rightarrow C_t\)

\[
h_1(x, y) := (t/x, ty/x^2) \quad h_2(x, y) = (x, \zeta_3 y) \quad h_3(x, y) = (\zeta_3 x, \zeta_3 y).
\]

\(h_2\) and \(h_3\) give the above action of \(\mathbb{Z}/3 \times \mathbb{Z}/3\). Together with \(h_1\) they yield an action of the group \(\mathbb{Z}/3 \times S_3\) defined by \(h_1, h_2, h_3 \mid h_1^2 = h_2^3 = h_3^2 = 1, h_1h_2h_1^{-1} = h_2, h_2h_3h_2^{-1} = h_3, h_1h_3h_1^{-1} = h_3^2\). This action has ramification data \((2, 2, 3, 3)\). This proves that \((25) = (38)\).

4.8. We note in passing that family \((25)\) does not intersect the hyperelliptic locus. Assume that an element of the family admits a hyperelliptic involution \(\tau\). Since \(G = \mathbb{Z}/3 \times \mathbb{Z}/3\) does not contain elements of order 2, \(\tau \not\in G\). Since \(\tau\) commutes with \(G\), the fixed points of \(\tau\) form a \(G\)-invariant set of cardinality 10. Since all the orbits of \(G\) have cardinality either 9 or 3, this is impossible.

4.9. Note that using the method of \([39\), pp. 68-69\] it is easy to identify a CM point in family \((25)\). Setting \(t = -1\) in \([43\), we get \(C_{-1} := \{y^3 = (x^6 - 1) = \prod_{i=0}^{5}(x - \xi_i)\}\). Let \(V\) be the Fermat curve with affine equation \(x^{18} - y^{18} - 1 = 0\). Then \(f(x, y) = (x^3, y^3)\) is a well-defined non-constant map \(f : V \rightarrow C_{-1}\). By Lemma 2.4.3 in \([39\) \(C_{-1}\) has complex multiplication. One can also check that the subgroup of order 3 generated by \(h_3\) acts freely on \(C_t\), with quotient a curve of genus 2. Hence the Jacobian of \(C_t\) is isogenous to a product for every \(t\).

5. Proof of Theorem 1.9

We already saw in \([47\) that distinct data can give rise to the same locus in \(M_g\) and in \(A_g\). In this section we explore this fact systematically and we prove Theorem 1.9.

**Lemma 5.1.** Assume that two data \((m, G, \theta)\) and \((m', G', \theta')\) satisfying condition \((1)\) give rise to the same Shimura variety \(Z(m, G, \theta) = Z(m', G', \theta')\). Then there is a third datum \((m'', G'', \theta'')\), also satisfying \((1)\), such that \(Z(m, G, \theta) = Z(m', G', \theta') = Z(m'', G'', \theta'')\) and such that there are monomorphisms \(f : G \rightarrow G''\) and \(f' : G' \rightarrow G''\). Moreover if \(|f(G) \cap f'(G')| \leq k\), then

\[|G'\| \geq \frac{|G| \cdot |G'|}{k}.
\]
Proof. Let \( C \) be a generic curve in the family defined by \((\mathbf{m}, G, \theta)\) or \((\mathbf{m}', G', \theta')\). Let \( G'' \) denote the automorphism group of \( C \). The quotient \( C/G'' \) has genus zero and the action of \( G'' \) on \( C \) defines a datum \((\mathbf{m}'', G'', \theta'')\). By construction there are monomorphisms \( f \) and \( f' \) as required corresponding to the actions of \( G \) and \( G' \) on \( C \). So we can consider \( G \) and \( G' \) as subgroups of \( G'' \). The family defined by \((\mathbf{m}'', G'', \theta'')\) contains the one defined by \((\mathbf{m}, G, \theta)\), which coincides with the one defined by \((\mathbf{m}', G', \theta')\). Therefore \( r - 3 = r' - 3 \leq r'' - 3 \). Since \( N'' := \dim(S^2 H^0(C, K_C))^{G''} \) and \( G \subseteq G'' \), we have
\[
r'' - 3 \leq N'' \leq N = r - 3 \leq r'' - 3.
\]
Hence \( N = N' = N'' = r - 3 = r' - 3 = r'' - 3 \). This shows that \( Z(\mathbf{m}, G, \theta) = Z(\mathbf{m}', G', \theta') = Z(\mathbf{m}'', G'', \theta'') \). The last statement follows by considering the inclusions of sets \( G/G \cap G' \mapsto G''/G' \).

\[\square\]

**Theorem 5.2.** In genus 2 the data satisfying \([\mathfrak{4}]\) yield the following four Shimura subvarieties:
\[
N = 1 \quad (3) = (5) = (28) = (30), \quad (4) = (29).
\]
\[
N = 2 \quad (26).
\]
\[
N = 3 \quad (2).
\]

In particular in genus 2 all families are abelian.

Proof. Family (2) coincides with \( M_2 \). It is different from all other families just by dimension reasons. Similarly (26) is different from all other families.

It remains to deal with the 1-dimensional families. First we show that \((3) = (30)\). The Galois group of \((30)\) is \( D_6 \). Using the notation of \([\mathfrak{4.1}]\) set \( H := \langle x^2 \rangle = \{1, x^2, x^4\} \). Since the only elements of order 3 in \( D_6 \) are \( x^2 \) and \( x^4 \), \( H \) is a normal subgroup of \( D_6 \). For a given element \( C \) of the family \((30)\), set \( B := C/H \). We claim that \( B = \mathbb{P}^1 \). Denote by \( \pi : C \rightarrow \mathbb{P}^1 = C/D_6 \) the original covering that defines family \((30)\). The fixed points of \( H \) are exactly the points of the fibre \( \pi^{-1}(t_4) \). So there are exactly 4 points of \( C \) that are fixed by \( H \). By the Riemann-Hurwitz formula \( g(B) = 0 \). Therefore the family \((30)\) is contained in a family of cyclic coverings of the line with Galois group \( \mathbb{Z}/3 \). This family does not necessarily satisfy \([\mathfrak{4}]\). Nevertheless the MAGMA script gives the list of all families, not only the ones satisfying \([\mathfrak{4}]\), see \([\mathfrak{A.2}]\). Looking at this list we conclude that this family must be \((3)\), so \((3) = (30)\).

Since every genus 2 curve is hyperelliptic, the family \((3)\) must be contained in some family satisfying \([\mathfrak{4}]\) with Galois group \( \mathbb{Z}/3 \times \mathbb{Z}/2 = \mathbb{Z}/6 \). There is only one such family, namely \((5)\). Therefore \((3) = (5)\). The same reasoning shows that \((28)\) must be contained in a family with group \( S_3 \times \mathbb{Z}/2 = D_6 \). Again there is only one family with this Galois group, so \((28) = (30)\). We have proven \((3) = (5) = (28) = (30)\).

The group \( D_6 \) is maximal in the list of possible groups. If we had \((4) = (30)\), then by Lemma \([\mathfrak{5.1}]\) there should exist a monomorphism \( \mathbb{Z}/4 \hookrightarrow D_6 \). Since this is not possible, \((4) \neq (30)\).

Finally we check that \((4) = (29)\). Inside \( D_4 \) consider the subgroup \( H := \langle x \rangle \cong \mathbb{Z}/4 \). Let \( C \) be an element of the family \((29)\) with covering map \( \pi : C \rightarrow \mathbb{P}^1 = C/D_4 \). Set \( B := C/H \). The ramification of the projection \( C \rightarrow B \) is given by \( \pi^{-1}(t_2) \cup \pi^{-1}(t_4) \). The first fiber consist of 4 points.
with stabilizer $\langle x^2 \rangle$. The second fiber consists of 2 points with stabilizer $H$. By Riemann-Hurwitz we get that $g(B) = 0$. Thus (29) is contained in a family with structure group $\mathbb{Z}/4$. This family does not necessarily satisfy (11), nevertheless using the list of all families obtained using the MAGMA script (see A.2), we conclude that there is only one such family, namely (4). Thus we get (29) = (4). □

**Theorem 5.3.** In genus 3 the data satisfying (11) yield the following 9 distinct Shimura subvarieties:

- $N = 1$ : (7) = (23) = (34), (9), (22), (33) = (35).
- $N = 2$ : (6), (8), (31), (32).
- $N = 3$ : (27).

In particular there are 3 new non-abelian Shimura families.

**Proof.** Since (27) is the only family of dimension 3, it is clearly distinct from all the others.

There are 4 families of dimension 2: (6), (8), (31) and (32). We want to prove that they are all different from each other. Since $S_3$ and $D_4$ are maximal within groups in these families, Lemma 5.1 implies that (31) $\neq$ (32). Similarly (6) $\neq$ (8) since there is no group $G''$ appearing in these 4 families with $|G''| \geq 12$. Moreover $D_4$ does not contain a subgroup isomorphic to $\mathbb{Z}/3$, so (6) $\neq$ (32). And similarly (8) $\neq$ (31).

We now check that (31) $\neq$ (6). If $G$ acts on a curve $C$ and $H \subseteq G$ is a subgroup, then the representation of $G$ on $H^0(C, K_C)$ obviously restricts to the representation of $H$ on $H^0(C, K_C)$, so $\text{tr}(\rho(H)) \subseteq \text{tr}(\rho(G))$. The computation using the MAGMA script gives the full character of $\rho$ for both families (see A.2) and one can check that this does not happen. Another way of seeing this would be to check that the unique subgroup $H \subset S_3$ of order 3, which is $H = \langle x \rangle$, acts on an element $C$ in the family (31), in such a way that $C/H$ has genus 1.

Finally we check that (32) $\neq$ (8). One can just observe that (8) is hyperelliptic, while from the character of $\rho(D_4)$ it follows that $D_4$ does not contain any hyperelliptic involution. Since there is no family with group containing $D_4 \times \mathbb{Z}/2$, it follows that (32) is not hyperelliptic, hence (8) $\neq$ (32). By the same argument one shows that also family (31) is not hyperelliptic. This completes the analysis of 2-dimensional families.

There are 7 data yielding families of dimension 1 and we want to prove that they yield exactly four distinct families as follows:

- (7) = (23) = (34) = (33) = (35) = (9) = (22).

First observe that (34) is not hyperelliptic. By looking at the character of $\rho$ one can see that there is no hyperelliptic involution contained in $G = ((\mathbb{Z}/4) \times (\mathbb{Z}/2)) \times \mathbb{Z}/2$. Since $G$ is maximal among the groups of the genus 3 families, there is no family with group $G \times \mathbb{Z}/2$. Thus (34) is not hyperelliptic.

Next we show that (7) = (34). Set $H := \langle y_3 \rangle = Z(G)$. For $C$ an element of the family (34), one can check as above that $g(C/H) = 0$. So (34) is included in a family with Galois group $\mathbb{Z}/4$. This family does not necessarily satisfy $N = r - 3$. From the complete list of data in genus 3, one sees that there
are 3 such families. One can check that two of them are hyperelliptic. The third one is (7). Since (34) is not hyperelliptic it follows that (34) = (7).

The same argument shows that (23) = (34). In fact take $H := \langle y_2, y_3 \rangle \subseteq G$. One can check that $C/H = \mathbb{P}^1$. So (34) is also contained in a family with group $\mathbb{Z}/4 \times \mathbb{Z}/2$. There are 3 such families and 2 of them are hyperelliptic. So (34) must coincide with the third, which is (23).

The same argument as above shows that (33) = (35). Indeed, if $C$ is an element of (35), then $C/A_4 = \mathbb{P}^1$, so (35) is contained in another family (not necessarily with $N = r - 3$) with group $A_4$. Since (33) is the unique such family, we conclude (35) = (33).

(34) $\neq$ (35) since both groups are maximal.

(35) $\neq$ (9) since $S_4$ is maximal and contains no elements of order 6.

(7) $\neq$ (9) since the only groups with order a multiple of 12 are $A_4$ and $S_4$, but (33) = (35) $\neq$ (9).

(34) $\neq$ (22) since (22) is hyperelliptic and (34) is not.

(35) is not hyperelliptic, since $S_4$ is centerless and maximal. So (35) $\neq$ (22).

Finally (9) $\neq$ (22). Otherwise by Lemma 5.1 they would be equal to a family with a Galois group $G''$ of order at least 24. The only possibility would be (9) = (22) = (35), which is false.

**Theorem 5.4.** In genus 4 the data satisfying □ yield the following 8 distinct Shimura subvarieties:

- $N = 1$ : (11), (12), (13) = (24), (25) = (38), (36), (37).
- $N = 2$ : (14).
- $N = 3$ : (10).

In particular there are 2 non-abelian Shimura families.

**Proof.** (14) is the only 2–dimensional family and (10) is the only 3–dimensional one.

We analyze the 1–dimensional data. (11) is the only one with Galois group of order divisible by 5. So by Lemma 5.1 it is different from all the other families.

We already know that (38)= (25) from 4.7

The group $Q_8$ is maximal among the ones appearing as Galois groups in the genus 4 families. (36) is hyperelliptic by 4.0. So it is different from (37) and (25) by 4.3, 4.8. By Lemma 6.1 it is also different from all the abelian ones: these have either an element of order 5 or an element of order 3. Thus (36) is different from all other families.

By 5.1 (37) and (38) are different, since both groups are maximal. We claim that (37) is different from all the abelian ones. If (37) is equal to some abelian family, the abelian group must be contained in $A_4$. This never happens. Thus also (37) is different from all other families.

Now consider (24). The group $G = \mathbb{Z}/2 \times \mathbb{Z}/6$ is maximal. An epimorphism for this family is given by

$$x_1 = (1, 0) \quad x_2 = (0, 3) \quad x_3 = (0, 2) \quad x_4 = (1, 1).$$

(Compare with Table 2 in [32].) The subgroups of $G$ isomorphic to $\mathbb{Z}/6$ are

$$H_1 = \langle (0,1) \rangle, \quad H_2 = \langle (1,1) \rangle \quad H_3 = \langle (1,2) \rangle.$$
One can check that for any element $C$ of the family (24) and for any $i = 1, 2, 3$ we have $C/H_i = \mathbb{P}^1$. Moreover the map $C \to C/H_2$ has ramification data $m = (3, 3, 6, 6)$ and has monodromy $a = (1, 1, 2, 2)$ (notation as in [32]). Hence we conclude that (24) $\cong$ (13). We note in passing that the other maps $C \to C/H_i$ for $i = 1, 3$ show that (24) $\subset$ (14). One needs to use the fact that in genus 4 there is a unique family – not necessarily satisfying (14) – with group $\mathbb{Z}/6$ and ramification $(2, 2, 3, 3, 3)$; this is family (14).

Since the group $G$ is maximal, and none of the 3 subgroups $H_i$ yields a family with ramification $(2, 6, 6, 6)$ we conclude that (12) $\neq$ (24).

By maximality (24) $\neq$ (38).

Finally we show that (12) $\neq$ (38). There are three subgroups $H_i \subseteq \mathbb{Z}/3 \times S_3$, $i = 1, 2, 3$ isomorphic to $\mathbb{Z}/6$. One can check that $C/H_i = \mathbb{P}^1$ for any $i$ and for any $C$ in the family (38). But for all $i$ the ramification of the map $C \to C/H_i$ is of type $(2, 2, 3, 3, 3)$. Since (38) is maximal, this shows that (12) $\neq$ (38) and also that (38) $\subset$ (14).

\[\square\]

**Theorem 5.5.** In genus 5 there are exactly two distinct 1-dimensional Shimura subvarieties, (15) and (39). The second one is non-abelian. In genus 6 there are exactly two distinct 1-dimensional Shimura subvarieties, (17) and (18) and a 2-dimensional one (16). They are all cyclic. In genus 7 there are exactly 3 distinct 1-dimensional Shimura subvarieties, (19), (20) and (40). The last one is non-abelian.

**Proof.** In genus 5 there are only two data satisfying (14): (15) with group $\mathbb{Z}/8$ and (39) with group $\mathbb{Z}/3 \times \mathbb{Z}/4$. By Lemma 5.1 they are distinct. In genus 6 there are three data satisfying (14): (16) with group $\mathbb{Z}/5$, (17) with group $\mathbb{Z}/7$ and (18) with group $\mathbb{Z}/10$. The first one is 2-dimensional the others are 1-dimensional. By Lemma 5.1 the subvariety corresponding to (17) is different from the one of (18), while (16) is distinct from the others by dimension. In genus 7 there are three data satisfying (14): (19) with group $\mathbb{Z}/9$, (20) with group $\mathbb{Z}/12$ and (40) with group $\text{SL}(2, \mathbb{F}_3)$. Again by Lemma 5.1 they are all distinct. \[\square\]

Finally we notice that the results in this section give the proof of Theorem 1.9.

**Appendix A.**

A.1. This appendix gives the relevant information on the script and contains a table of all the data $(m, G, \theta)$ with genus $g \leq 9$ and $N = r - 3 > 0$ up to Hurwitz equivalence.

A.2. To perform our calculations we wrote a MAGMA [28] script, which is available at:

users.mat.unimi.it/users/penegini/
publications/possgruppigfix_v2hwr.m.

The program performs the following calculations. The first two steps correspond to the algorithm already described in [1].
(1) For a given group order and genus $g \geq 2$ the first routine of the program returns all the local monodromies $\mathbf{m} := (m_1, \ldots, m_r)$ compatible with the Riemann–Hurwitz formula

$$2g(C) - 2 = |G| \left( -2 + \sum_{i=1}^{r} \left( 1 - \frac{1}{m_i} \right) \right).$$

These are finite. In fact the value of $\sum_{i=1}^{r} (1 - 1/m_i)$ is fixed and $m_i \geq 2$. Therefore $r$ is bounded. Since $m_i \leq |G|$, there is a finite number of possibilities. The function in the script that performs this calculation is Signature.

(2) After that, the program calculates all groups $G$ of a fixed order and all spherical systems of generators (SSG) for $G$ of a fixed type $\mathbf{m}$ up to Hurwitz equivalence. For more details on this see e.g. [38]. Here we borrow some parts of the script given in [1] (function FindAllComponents). One can find the tables of all inequivalent pairs $(G, \text{SSG})$ at the web page

http://users.mat.unimi.it/users/penegini/publications.html

(3) For each pair $(G, \text{SSG})$ it calculates the multiplicity of each irreducible representation of $G$ inside $\rho: G \to \text{GL}(H^0(C, K_C))$ using the Chevalley-Weil formula (2.3). Here we borrowed parts of the script given in [42]. The function that performs this calculation is CW.

(4) It calculates the number $N$ using (2.6) (function S2rreFormula).

(5) The final outcome, obtained by the main routines SSGT and AllCases, is the list of all data $(\mathbf{m}, G, \theta)$ with genus $g \leq 9$ up to Hurwitz equivalence, together with the number $N$, plus some additional information, e.g., if the group is cyclic or not, the decomposition of the representation on $H^0(C, K_C)$, etc. The program points out those examples for which $N = r - 3$. One can find this information for the families with $r \geq 4$ at the web page

http://users.mat.unimi.it/users/penegini/publications.html

A similar script for GAP4 was used in [37].

A.3. We got 40 data $(\mathbf{m}, G, \theta)$ with genus $g \leq 9$ and $N = r - 3 > 0$. In Table 2 we list them in order of increasing genus. The numbers in the last column are given to label the families following the numeration already assigned in Table 1 and 2 in [32]. For $\mathbf{m}$ we use a compact notation, for example $(2^2, 3^2) = (2, 2, 3, 3)$. The column dim lists the dimension of $\mathbb{Z}(\mathbf{m}, G, \theta)$. The column Id lists the IdSmallGroup name of the group in the MAGMA database.

Examples (1) and (21) are classical. Examples (2) – (20) have cyclic Galois group and are already listed in [39] p. 136–137], [31] and [32]. Examples (22) – (27) have already been found in [32]. Professor Xin Lu informed us that (36) has already been studied from a different point of view in [26, Ex. 7.2]. Notice that we get new data only for genus $g = 2, 3, 4, 5, 7$.

A.4. For the description of the monodromy (or equivalently of an epimorphism) in the non-abelian cases see [41]. For the abelian cases we refer to Tables 1 and 2 in [32].
### Table 2. All data

| $\phi(C)$ | $|G|$ | $G$ | $\mathfrak{id}$ | $\mathfrak{m}$ | $\dim$ |
|-----------|------|-----|----------------|--------------|--------|
| 1         | 2    | $\mathbb{Z}/2$ | G(2, 1) | $2^1$ | 1 | (1) |
| 1         | 4    | $(\mathbb{Z}/2) \times (\mathbb{Z}/2)$ | G(4, 2) | $2^2$ | 1 | (21) |
| 2         | 2    | $\mathbb{Z}/2$ | G(2, 1) | $2^0$ | 3 | (2) |
| 2         | 3    | $\mathbb{Z}/3$ | G(3, 1) | $3^1$ | 1 | (3) |
| 2         | 4    | $\mathbb{Z}/4$ | G(4, 1) | $2^2, 4^2$ | 1 | (4) |
| 2         | 6    | $\mathbb{Z}/6$ | G(6, 2) | $2^2, 3^2$ | 1 | (5) |
| 2         | 4    | $(\mathbb{Z}/2) \times (\mathbb{Z}/2)$ | G(4, 2) | $2^0$ | 2 | (26) |
| 2         | 6    | $S_3$ | G(6, 1) | $2^1, 3^2$ | 1 | (28) |
| 2         | 8    | $D_4$ | G(8, 3) | $2^2, 4$ | 1 | (29) |
| 2         | 12   | $D_6$ | G(12, 4) | $2^2, 3$ | 1 | (30) |
| 3         | 3    | $\mathbb{Z}/3$ | G(3, 1) | $3^0$ | 2 | (6) |
| 3         | 4    | $\mathbb{Z}/4$ | G(4, 1) | $4^1$ | 1 | (7) |
| 3         | 4    | $\mathbb{Z}/4$ | G(4, 1) | $2^1, 4^2$ | 2 | (8) |
| 3         | 6    | $\mathbb{Z}/6$ | G(6, 2) | $2^3, 3, 6$ | 1 | (9) |
| 3         | 4    | $(\mathbb{Z}/2) \times (\mathbb{Z}/2)$ | G(4, 2) | $2^0$ | 3 | (27) |
| 3         | 6    | $S_3$ | G(6, 1) | $2^1, 3$ | 2 | (31) |
| 3         | 8    | $(\mathbb{Z}/2) \times (\mathbb{Z}/4)$ | G(8, 2) | $2^2, 4^2$ | 1 | (22) |
| 3         | 8    | $(\mathbb{Z}/2) \times (\mathbb{Z}/4)$ | G(8, 2) | $2^2, 4^2$ | 1 | (23) |
| 3         | 8    | $D_4$ | G(8, 3) | $2^0$ | 2 | (32) |
| 3         | 12   | $A_4$ | G(12, 3) | $2^2, 3^2$ | 1 | (33) |
| 3         | 16   | $(\mathbb{Z}/4 \times \mathbb{Z}/2) \times (\mathbb{Z}/2)$ | G(16, 13) | $2^2, 4$ | 1 | (34) |
| 3         | 24   | $S_4$ | G(24, 12) | $2^3, 3$ | 1 | (35) |
| 4         | 3    | $\mathbb{Z}/3$ | G(3, 1) | $3^0$ | 3 | (10) |
| 4         | 5    | $\mathbb{Z}/5$ | G(5, 1) | $5^1$ | 1 | (11) |
| 4         | 6    | $\mathbb{Z}/6$ | G(6, 2) | $2, 6^2$ | 1 | (12) |
| 4         | 6    | $\mathbb{Z}/6$ | G(6, 2) | $3^2, 6^2$ | 1 | (13) |
| 4         | 6    | $\mathbb{Z}/6$ | G(6, 2) | $2^2, 3^2$ | 2 | (14) |
| 4         | 8    | $Q_8$ | G(8, 4) | $2, 4^2$ | 1 | (36) |
| 4         | 9    | $(\mathbb{Z}/3) \times (\mathbb{Z}/3)$ | G(9, 2) | $3^1$ | 1 | (25) |
| 4         | 12   | $(\mathbb{Z}/6) \times (\mathbb{Z}/2)$ | G(12, 5) | $2^2, 3, 6$ | 1 | (24) |
| 4         | 12   | $A_4$ | G(12, 3) | $2, 3^2$ | 1 | (37) |
| 4         | 18   | $(\mathbb{Z}/3) \times S_3$ | G(18, 3) | $2, 3^2$ | 1 | (38) |
| 5         | 8    | $\mathbb{Z}/8$ | G(8, 1) | $2, 4, 8^2$ | 1 | (15) |
| 5         | 12   | $(\mathbb{Z}/3) \times (\mathbb{Z}/4)$ | G(12, 1) | $2, 3, 4^2$ | 1 | (39) |
| 6         | 5    | $\mathbb{Z}/5$ | G(5, 1) | $5^1$ | 2 | (16) |
| 6         | 7    | $\mathbb{Z}/7$ | G(7, 1) | $7^1$ | 1 | (17) |
| 6         | 10   | $\mathbb{Z}/10$ | G(10, 2) | $2, 5^2, 10$ | 1 | (18) |
| 7         | 9    | $\mathbb{Z}/9$ | G(9, 1) | $3, 9^2$ | 1 | (19) |
| 7         | 12   | $\mathbb{Z}/12$ | G(12, 2) | $2, 3, 12^2$ | 1 | (20) |
| 7         | 24   | $SL(2, F_4)$ | G(24, 3) | $2, 3^2$ | 1 | (40) |
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