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Abstract. Microreversibility constrains the fluctuations of the nonequilibrium currents that cross an open system. This can be seen from the so-called fluctuation relations, which are a direct consequence of microreversibility. Indeed, the latter are known to impose time-reversal symmetry relations on the statistical cumulants of the currents and their responses at arbitrary orders in the deviations from equilibrium. Remarkably, such relations have been recently analyzed by means of Euler’s polynomials. Here we show that fluctuation relations can actually be explicitly written in terms of the constant terms of these particular polynomials. We hence demonstrate that Euler’s polynomials are indeed fundamentally rooted in fluctuation relations, both in the absence and the presence of an external magnetic field.
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1. Introduction

Microreversibility expresses the symmetry of the microscopic Hamiltonian dynamics of a system under the time-reversal transformation [1]. Such a symmetry holds both for classical and quantum systems in the absence or the presence of an external magnetic field $B$. In the latter case, the time-reversal symmetry applies to the total system that includes the charged particles in the external circuits whose electric currents generate the magnetic field $B$. This symmetry lies at the heart of the study of nonequilibrium systems, as a large number of important results of nonequilibrium statistical physics appear to be fundamentally rooted in microreversibility.

Nonequilibrium systems are characterized by the occurrence of net currents, e.g., of energy or particles. The latter describe the response of the system to the nonequilibrium constraints to which it is subjected. Such constraints can be mechanical or thermodynamic forces, commonly referred to as affinities [1, 2, 3] and rising, in particular, from differences of temperatures or chemical potentials. Close to equilibrium, the currents are proportional to the affinities. This is for instance the case in Fick’s
law of diffusion [1] or Ohm’s law [4]. In this linear response regime, microreversibility manifests itself into the well-known Onsager-Casimir reciprocity relations satisfied by the linear response coefficients [5, 6, 7], the Green-Kubo formulae [8, 9, 10], or the fluctuation-dissipation theorem [11, 12].

However, many nonequilibrium systems operate in regimes where the currents have nonlinear dependences on the nonequilibrium constraints. This is for instance the case in mesoscopic electronic circuits where large voltage differences can be implemented, hence inducing deviations from Ohm’s law [13, 14]. Remarkably, microreversibility greatly influences the nonlinear transport properties of a nonequilibrium system as well, as was first noted for Hamiltonian systems or stochastic processes [15, 16, 17]. The more recent fluctuation relations (or fluctuation theorems) are also deeply rooted in microreversibility [18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32]. The latter stand as exact results that remain valid arbitrarily far from equilibrium, and typically express a particular symmetry relation satisfied by the probability distribution of the nonequilibrium currents.

We recently studied the fluctuation relation for open systems, connected to reservoirs of energy and particles, in nonequilibrium steady states both in the absence [33] and the presence [34] of an external magnetic field $\mathbf{B}$. We showed that the fluctuation relation reduces by about half the total number of statistical cumulants, and of their responses to the affinities, that need to be known in order to fully describe the statistical properties of the nonequilibrium currents. Interestingly, the analysis performed in [33, 34] made extensive use of Euler’s polynomials (see e.g. [35, 36]). In particular, we showed in [34] that the cumulants that are constrained by the fluctuation relation can be expressed as linear combinations of the unconstrained ones, the coefficients of which being precisely the coefficients of Euler’s polynomials. Surprisingly however, the latter have not been previously of much use in nonequilibrium statistical physics. To further investigate the connection between Euler’s polynomials and fluctuation relations, one of the most important quantitative tool of nonequilibrium statistical physics, is thus an important question of theoretical interest.

In this paper, we demonstrate that Euler’s polynomials are fundamentally rooted in the fluctuation relation, and this for systems both in the absence and the presence of external magnetic fields. In our case, the fluctuation relation consists in a symmetry property satisfied by the generating function of the statistical cumulants of the nonequilibrium currents. We show that it can be adequately rewritten in a form that explicitly involves the coefficients of Euler’s polynomials. This alternative expression of the fluctuation relation allows us to readily express some of the cumulants and their responses as linear combinations of the remaining ones, and thus to unambiguously recover results that we previously obtained in [34]. By introducing Euler’s polynomials at the level of the fluctuation relation itself, the present work hence clarifies the fundamental connection, touched upon in [33, 34], between these particular polynomials and microreversibility.

We first state in section 2 the fluctuation relation that we consider throughout this
work, before we discuss in section 3 some of the properties of Euler’s polynomials. We then reformulate in section 4 the fluctuation relation by means of Euler’s polynomials, and introduce the statistical cumulants in section 5. Here we show that the alternative form of the fluctuation relation obtained in section 4 readily yields results previously obtained in [34]. Concluding remarks are drawn in section 6.

2. Fluctuation relation

We consider an open system connected to reservoirs of energy and particles in the presence of an external magnetic field $B$. The system is assumed to reach a nonequilibrium steady state after a long enough time. The statistical properties of the nonequilibrium currents that cross the system can then be described by the generating function $Q(\lambda, A; B)$ of the statistical cumulants. It is a function of the counting parameters $\lambda$ associated with the currents, the affinities $A$ that drive them away from equilibrium, and the magnetic field (the latter being treated as a parameter in the sequel). It is worth specifying that the dimension of the vectors $\lambda$ and $A$ is equal to the total number of currents. The function $Q$ is known [27, 31, 32, 37] to satisfy the multivariate fluctuation relation

$$Q(\lambda, A; B) = Q(A - \lambda, A; -B)$$

as a consequence of microreversibility.

After the substitution $\lambda \rightarrow -\lambda$, and assuming the generating function $Q$ to be analytic so that the action of the derivatives $\partial_{\lambda} \equiv \partial / \partial \lambda$ is well defined, the fluctuation relation (1) can be written as

$$Q(-\lambda, A; B) = e^{A \cdot \partial_{\lambda}} Q(\lambda, A; -B)$$

in terms of the translation operator $e^{A \cdot \partial_{\lambda}}$, acting as $e^{A \cdot \partial_{\lambda}} g(\lambda) = g(\lambda + A)$ on any function $g(\lambda)$.

3. Euler’s polynomials

The generating function of Euler’s polynomials $E_n(x)$ has the form

$$\frac{2 e^{xt}}{e^t + 1} = \sum_{n=0}^{\infty} \frac{1}{n!} E_n(x) t^n$$

for $x$ a real number [35, 36], where the $n^{th}$ order polynomial $E_n(x)$ can be written in the form

$$E_n(x) = \sum_{i=0}^{n} e_i^{(n)} x^i.$$  

Taking $x = 0$ in (3) gives

$$\frac{2}{e^t + 1} = \sum_{n=0}^{\infty} \frac{1}{n!} e_0^{(n)} t^n,$$
hence generating the coefficients
\[ e^{(n)}_0 = E_n(0). \]  
(6)

Setting \( x = 1 \) in (3), we instead get that
\[ \frac{2e^t}{e^t + 1} = \sum_{n=0}^{\infty} \frac{1}{n!} E_n(1) t^n. \]  
(7)

Since
\[ \frac{2e^t}{e^t + 1} = \frac{2}{e^{-t} + 1} = \sum_{n=0}^{\infty} \frac{(-1)^n}{n!} e^{(n)}_0 t^n, \]  
(8)

we find that
\[ e^{(n)}_0 = E_n(0) = (-1)^n E_n(1). \]  
(9)

Adding together (5) and (7) leads to
\[ \sum_{n=0}^{\infty} \frac{1}{n!} [E_n(0) + E_n(1)] t^n = 2, \]  
(10)

so that
\[ E_0(0) + E_0(1) = 2, \quad \text{and} \quad E_n(0) + E_n(1) = 0 \quad \text{for} \quad n \geq 1. \]  
(11)

As a consequence of (9) and (11), we recover the properties that
\[ e^{(0)}_0 = E_0(0) = E_0(1) = 1, \]  
(12)

and
\[ e^{(2j-1)}_0 = E_{2j-1}(0) = -E_{2j-1}(1), \]  
\[ e^{(2j)}_0 = E_{2j}(0) = E_{2j}(1) = 0, \]  
(13)  
(14)

for \( j \geq 1 \) \([35, 36]\).

Now, since the hyperbolic tangent can be expressed as
\[ \tanh \frac{t}{2} = \frac{e^{t/2} - e^{-t/2}}{e^{t/2} + e^{-t/2}} = \frac{e^t - 1}{e^t + 1} = \frac{1}{e^{-t} + 1} - \frac{1}{e^t + 1}, \]  
(15)

we find the following relation between the hyperbolic tangent and the constant terms of Euler’s polynomials:
\[ \tanh \frac{t}{2} = -\sum_{j=1}^{\infty} \frac{e^{(2j-1)}_0}{(2j-1)!} t^{2j-1}. \]  
(16)

It is also worth noting that the constant terms \( e^{(n)}_0 \) of Euler’s polynomials are related to Bernoulli’s numbers \( B_n \) according to
\[ e^{(n)}_0 = E_n(0) = -\frac{2}{n+1} (2^{n+1} - 1) B_{n+1}, \]  
(17)

for any \( n > 0 \), so that we recover the known power series expansion
\[ \tanh \frac{t}{2} = \sum_{j=1}^{\infty} c_{2j-1} t^{2j-1} \quad \text{with} \quad c_{2j-1} = \frac{2}{(2j)!} (2^{2j} - 1) B_{2j} \]  
(18)

(see e.g. equation 4.5.64 of reference \([35]\)).
4. Alternative forms of the fluctuation relation

We introduce the functions
\[ Q_\pm(\lambda, A; B) \equiv \frac{1}{2} [Q(\lambda, A; B) \pm Q(-\lambda, A; B)] , \]  \hfill (19)

giving the parts of the cumulant generating function that are even \((Q_+)\) or odd \((Q_-)\) in the counting parameters \(\lambda\) and such that
\[ Q(\pm \lambda, A; B) = Q_+(\lambda, A; B) \pm Q_-(\lambda, A; B) . \]  \hfill (20)

Besides, the symmetric and antisymmetric parts of an arbitrary function \(f\) of \(B\) are defined as
\[ f^{S,A}(B) \equiv \frac{1}{2} [f(B) \pm f(-B)] , \]  \hfill (21)

so that
\[ f(\pm B) = f^S(B) \pm f^A(B) . \]  \hfill (22)

Now, substituting the fluctuation relation (2) into the definition (19) of \(Q_\pm\) yields
\[ Q_\pm(\lambda, A; B) = \frac{1}{2} [Q(\lambda, A; B) \pm e^{A \cdot \partial_\lambda} Q(\lambda, A; -B)] . \]  \hfill (23)

Moreover, taking the symmetric and antisymmetric parts of equations (23) in the magnetic field \(B\) gives the four following relations:
\[ Q_+^S(\lambda, A; B) = \frac{1}{2} (1 + e^{A \cdot \partial_\lambda}) Q^S(\lambda, A; B) , \]  \hfill (24)
\[ Q_-^S(\lambda, A; B) = \frac{1}{2} (1 - e^{A \cdot \partial_\lambda}) Q^S(\lambda, A; B) , \]  \hfill (25)
\[ Q_+^A(\lambda, A; B) = \frac{1}{2} (1 - e^{A \cdot \partial_\lambda}) Q^A(\lambda, A; B) , \]  \hfill (26)
\[ Q_-^A(\lambda, A; B) = \frac{1}{2} (1 + e^{A \cdot \partial_\lambda}) Q^A(\lambda, A; B) . \]  \hfill (27)

Multiplying (24) and (27) by \((1 - e^{A \cdot \partial_\lambda})\), and (25) as well as (26) by \((1 + e^{A \cdot \partial_\lambda})\), shows that we have the identities
\[ (1 - e^{A \cdot \partial_\lambda}) Q_+^S(\lambda, A; B) = (1 + e^{A \cdot \partial_\lambda}) Q_-^S(\lambda, A; B) , \]  \hfill (28)
\[ (1 + e^{A \cdot \partial_\lambda}) Q_+^A(\lambda, A; B) = (1 - e^{A \cdot \partial_\lambda}) Q_-^A(\lambda, A; B) . \]  \hfill (29)

Inverting \((1 + e^{A \cdot \partial_\lambda})\) and using (15), these two relations equivalently read
\[ Q_-^S(\lambda, A; B) = -\tanh \left( \frac{1}{2} A \cdot \partial_\lambda \right) Q_+^S(\lambda, A; B) , \]  \hfill (30)
\[ Q_-^A(\lambda, A; B) = -\tanh \left( \frac{1}{2} A \cdot \partial_\lambda \right) Q_+^A(\lambda, A; B) . \]  \hfill (31)

Finally, combining (30)-(31) with the expansion (16) of the hyperbolic tangent in terms of the constant terms (6) of Euler’s polynomials, we thus obtain
\[ Q_-^S(\lambda, A; B) = \sum_{j=1}^{\infty} \frac{e_0^{(2j-1)}}{(2j-1)!} (A \cdot \partial_\lambda)^{2j-1} Q_+^S(\lambda, A; B) , \]  \hfill (32)
\[ Q_-^A(\lambda, A; B) = \sum_{j=1}^{\infty} \frac{e_0^{(2j-1)}}{(2j-1)!} (A \cdot \partial_\lambda)^{2j-1} Q_+^A(\lambda, A; B) . \]  \hfill (33)
which are equivalent to the original fluctuation relation (1).

5. Cumulants and their responses

The cumulants and their nonequilibrium responses around equilibrium are defined by

$$Q_{\alpha_1\cdots\alpha_m,\beta_1\cdots\beta_n}(B) \equiv \frac{\partial^{m+n} Q}{\partial \lambda_{\alpha_1}\cdots\partial \lambda_{\alpha_m}\partial A_{\beta_1}\cdots\partial A_{\beta_n}}(0,0;B),$$

and they can be obtained by expanding the cumulant generating function Q in powers of the counting parameters \(\lambda\) and the affinities \(A\) according to

$$Q(\pm\lambda, A; B) = \sum_{m,n=0}^{\infty} \frac{(\pm1)^m}{m! n!} Q_{\alpha_1\cdots\alpha_m,\beta_1\cdots\beta_n}(B) \lambda_{\alpha_1}\cdots\lambda_{\alpha_m} A_{\beta_1}\cdots A_{\beta_n}$$

(35)

with Einstein’s convention of summation over repeated indices. The expansion (35) readily allows us to obtain the corresponding power series of the functions \(Q^{S,A}_{\pm}\) by means of their definitions (19) and (21).

Now, we have that

$$(A \cdot \partial_\lambda)^k Q(\pm\lambda, A; B) = \sum_{m=0}^{\infty} \sum_{n=0}^{m+k} \frac{(\pm1)^{m+k}}{m! n!} Q_{\alpha_1\cdots\alpha_m,\beta_1\cdots\beta_n}(B) \lambda_{\alpha_1}\cdots\lambda_{\alpha_m} A_{\beta_1}\cdots A_{\beta_n}$$

(36)

for any \(k \geq 0\). In (36), the quantities \(Q^{(k)}\) are defined by

$$Q_{\alpha_1\cdots\alpha_m,\beta_1\cdots\beta_n}(B) \equiv \sum_{j=1}^{n} Q_{\alpha_1\cdots\alpha_{m-1}\beta_{j},\beta_{1}\cdots\beta_{j-1}\beta_{j+1}\cdots\beta_{n}}(B)$$

(37)

for \(k \geq 1\), with \(Q^{(0)} \equiv Q\), and where (\(\cdot\)) denotes the set of all subscripts \(\beta\) that are different from the subscripts \(\beta\) present on the left of the comma, i.e., \(\beta_{j_1},\ldots,\beta_{j_k}\). The results (36)-(37) can be shown by induction on the integer \(k\) [34], and by noting that the differential operator \(A \cdot \partial_\lambda = A_\gamma \partial_\lambda_\gamma\) acts as

$$(A \cdot \partial_\lambda) Q_{\alpha_1\cdots\alpha_m,\beta_1\cdots\beta_n}(B) \lambda_{\alpha_1}\cdots\lambda_{\alpha_m} = m Q_{\alpha_1\cdots\alpha_{m-1}\gamma,\beta_1\cdots\beta_n}(B) \lambda_{\alpha_1}\cdots\lambda_{\gamma} A_\gamma,$$

(38)

where we used the invariance of the cumulants (34) under any permutation of the subscripts either on the left or the right of the comma and again Einstein’s convention for repeated indices. One can thus see that the summation over the mute indices \(\gamma,\beta_1,\ldots,\beta_n\) implied by Einstein’s convention can be adequately rewritten (by means of a mere change of indices) so as to obtain

$$(A \cdot \partial_\lambda) Q_{\alpha_1\cdots\alpha_m,\beta_1\cdots\beta_n}(B) \lambda_{\alpha_1}\cdots\lambda_{\alpha_m} A_{\beta_1}\cdots A_{\beta_n}$$

(39)

The fact that the results (36)-(37) remain true for the integer \(k + 1\) then readily follows from (39).
In addition, it has been shown in reference [34] that
\[
Q_{\alpha_1, \ldots, \alpha_m, \beta_1, \ldots, \beta_n}^{(k)} (B) = k! Q_{\alpha_1, \ldots, \alpha_m, \beta_1, \ldots, \beta_n}^{(k)} (B)
\]  
(40)
in terms of the quantities
\[
Q_{\alpha_1, \ldots, \alpha_m, \beta_1, \ldots, \beta_n}^{(k)} (B) \equiv \sum_{j_1=1}^{n} \sum_{j_2>j_1}^{n} \cdots \sum_{j_k=1}^{n} Q_{\alpha_1, \ldots, \alpha_{j_1}, \beta_1, \ldots, \beta_{j_k}} (B)
\]  
(41)
for \( k \geq 1 \), with again \( Q^{(0)} \equiv Q \).

Substituting the power series (35)-(36) into (32) and using (40) generates the identity
\[
\frac{1}{2} \sum_{m,n=0}^{\infty} \frac{1 - (-1)^m}{m! n!} Q_{\alpha_1, \ldots, \alpha_m, \beta_1, \ldots, \beta_n}^{S} (B) \lambda_{\alpha_1} \cdots \lambda_{\alpha_m} A_{\beta_1} \cdots A_{\beta_n} = \sum_{m=0}^{\infty} \sum_{j=1}^{\infty} \sum_{n=2j-1}^{\infty} e_0^{(2j-1)} \frac{1 + (-1)^{m+2j-1}}{m! n!} Q_{\alpha_1, \ldots, \alpha_m, \beta_1, \ldots, \beta_n}^{(2j-1)S} (B) \lambda_{\alpha_1} \cdots \lambda_{\alpha_m} A_{\beta_1} \cdots A_{\beta_n}.
\]  
(42)

Identifying the terms with the same powers of \( \lambda_\alpha \) and \( A_\beta \) on both sides of (42), and noting that we have
\[
\sum_{j=1}^{\infty} \sum_{n=2j-1}^{\infty} (\cdot) = \sum_{n=1}^{\infty} \sum_{j=1}^{\infty} (\cdot) \quad \text{for } \in\mathbb{N},
\]  
(43)
where \( \bar{E}(x) \) denotes the integer part of the positive real number \( x \) (i.e., the natural number \( k > 0 \) such that \( k \leq x < k+1 \)), we find for \( m \) odd that
\[
Q_{\alpha_1, \ldots, \alpha_m, \beta_1, \ldots, \beta_n}^{S} (B) = \sum_{j=1}^{\infty} e_0^{(2j-1)} Q_{\alpha_1, \ldots, \alpha_m, \beta_1, \ldots, \beta_n}^{(2j-1)S} (B).
\]  
(44)

This result holds for any odd integer \( m \geq 1 \) and any \( n \geq 1 \). In the case where the index \( n \) is even, i.e., \( n = 2l \) with \( l \geq 1 \), hence making the total number \( N \equiv m + n \) odd, the result (44) is equivalent to equation (58) of reference [34]. On the other hand, for \( n \) odd, i.e., \( n = 2l - 1 \) with \( l \geq 1 \), now making the total number \( N \equiv m + n \) even, the result (44) is equivalent to equation (59) of reference [34].

Moreover, replacing (35)-(36) into (33) and using (40) generates the identity
\[
\frac{1}{2} \sum_{m,n=0}^{\infty} \frac{1 + (-1)^m}{m! n!} Q_{\alpha_1, \ldots, \alpha_m, \beta_1, \ldots, \beta_n}^{A} (B) \lambda_{\alpha_1} \cdots \lambda_{\alpha_m} A_{\beta_1} \cdots A_{\beta_n} = \sum_{m=0}^{\infty} \sum_{j=1}^{\infty} \sum_{n=2j-1}^{\infty} e_0^{(2j-1)} \frac{1 - (-1)^{m+2j-1}}{m! n!} Q_{\alpha_1, \ldots, \alpha_m, \beta_1, \ldots, \beta_n}^{(2j-1)A} (B) \lambda_{\alpha_1} \cdots \lambda_{\alpha_m} A_{\beta_1} \cdots A_{\beta_n}.
\]  
(45)

Again, identifying the terms with the same powers of \( \lambda_\alpha \) and \( A_\beta \) on both sides of (45) and using (43), we obtain for \( m \) even that
\[
Q_{\alpha_1, \ldots, \alpha_m, \beta_1, \ldots, \beta_n}^{A} (B) = \sum_{j=1}^{\infty} e_0^{(2j-1)} Q_{\alpha_1, \ldots, \alpha_m, \beta_1, \ldots, \beta_n}^{(2j-1)A} (B),
\]  
(46)
which is valid for any even integer $m \geq 0$ and any $n \geq 1$. Now, in the case of an even integer $n = 2l$ (with $l \geq 1$), hence making the total number $\mathcal{N} \equiv m + n$ even, the result (46) is equivalent to equation (101) of reference [34], while for an odd integer $n = 2l - 1$ (with $l \geq 1$), hence yielding an odd $\mathcal{N} \equiv m + n$, the result (46) is equivalent to equation (102) of reference [34].

The results (44) and (46) generalize, to systems with a nonzero magnetic field, relations previously obtained in [16, 38, 39] in the absence of a magnetic field. Indeed, when $B = 0$ only equation (44) holds, because equation (46) then gives $0 = 0$. In this case, expressions that can be found in [16, 38, 39] are recovered from (44) in view of equations (17) and (18).

6. Conclusion

In this paper, we investigated the connection between fluctuation relations and Euler’s polynomials. We considered a general open system, subjected to an external magnetic field $B$, that reaches a nonequilibrium steady state in the long-time limit. The statistical properties of the nonequilibrium currents that take place within the system are then constrained by a fluctuation relation of the form (1).

The latter is a symmetry property satisfied by the generating function $Q(\lambda, A; B)$ of the statistical cumulants, which is a function of the counting parameters $\lambda$ and the affinities $A$, the magnetic field $B$ being treated as a parameter. We reformulated this fluctuation relation in terms of the constant terms $e_0^{(n)}$ of Euler’s polynomials $E_n(x)$, with $n \geq 1$ an integer that denotes the degree of $E_n(x)$. This could be done by separating the generating function $Q$ into components $Q_{\pm}$ that are even and odd with respect to $\lambda$, as well as into symmetric and antisymmetric parts $Q^{S,A}$ with respect to $B$. Indeed, the fluctuation relation (1) is then mathematically equivalent to the two identities (32) and (33) satisfied by symmetric and antisymmetric parts, respectively. Finally, we showed that these identities yield the sets of relations (44) and (46) for symmetric and antisymmetric quantities, respectively.

A surprising aspect of our recent works [33, 34] has been the use of Euler’s polynomials within our mathematical analysis of a fluctuation relation of the form (1), both in the absence [33] and the presence [34] of a magnetic field. In particular, we showed in [34] that the fluctuation relation constrains about half of the (symmetric and antisymmetric parts of the) cumulants and their responses to the affinities. We then expressed these constrained quantities as linear combinations of the unconstrained ones, the coefficients of which turning to be the constant terms $e_0^{(n)}$ of Euler’s polynomials. These linear combinations precisely correspond to the relations (44) and (46) inferred in this paper from the alternative expressions (32)-(33) of the fluctuation relation (1). Accordingly, the present work demonstrates that the occurrence of the coefficients of Euler’s polynomials happens to be a direct consequence of the symmetry property expressed by fluctuation relations, i.e., microreversibility.
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