A Decentralized Solution for Transmission Expansion Planning: Getting Inspiration from Nature
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Abstract: Transmission expansion planning is a problem of considerable complexity where classical optimization techniques are unable to handle large case studies. Decomposition and divide-and-conquer strategies have been applied to this problem. We propose an alternative approach based on agent-based modeling (ABM) and inspired by the behavior of the Plasmodium mold, which builds efficient transportation networks as result of its search for food sources. Algorithms inspired by this mold have already been applied to road-network design. We modify an existing ABM for road-network design to include the idiosyncratic features of power systems and their related physics, and test it over an array of case studies. Our results show that the ABM can provide near-optimal designs in all the instances studied, possibly with some further interesting properties with respect to the robustness of the developed design. In addition, the model works in a decentralized manner, using mostly local information. This means that computational time will scale with size in a more benign way than global optimization approaches. Our work shows promise in applying ABMs to solve similarly complex global optimization problems in the energy landscape.
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1. Introduction

Transmission expansion planning (TEP) decides the optimal reinforcements for the transmission grid. Solving this problem presents considerable computational complexity, given the very high number of discrete variables that result from taking into account all the possible reinforcements. This issue has been exacerbated by the increase in renewable penetration. The variability of renewables could be balanced by using long-range transmission across geographical regions. This means that larger areas need to be planned in a coordinated manner. This is highly problematic, as computing time scales badly with size for these optimization problems. Decomposition, simplifications and other divide-and-conquer strategies have been proposed to tackle this issue, as explained below. A good overview of these issues is given in reference [1]. In this paper, we propose an alternative approach: agent-based modeling (ABM).

ABM is a consolidated methodology for creating computational models from a bottom-up perspective that is routinely applied in many disciplines, including ecology, the social sciences, economics, and biology [2]. The entities that comprise the system are explicitly represented in the model as agents that interact with each other and with the environment. These interactions are local, because they refer to agents and those they encounter in their proximity [3]. However, their
interactions might lead to globally optimal design, such as in the cases of ant-colony behavior and slime mold growth, which have been shown to develop optimal networks [2]. In these biological systems, network development involves two phases: exploration and consolidation. The exploratory phase is characterized by the over-production of links between the core organism and the possible food sources. The consolidation phase, in turn, leads to the selection and positive reinforcement of the links that are used the most, while destroying or recycling the rest. The final network structure is likely to represent a context-specific balance between the need for efficient transport, low cost, and robustness.

The inspiration for our algorithm comes from reference [2]. In their article, which is based on biological experiments, the authors argue that the slime mold *Physarum polycephalum* creates a network that is efficient enough to compete with the real design of the railway system around Tokyo. The molds *Plasmodium* and *Physarum* have been shown to be able to solve many computational problems, such as finding the shortest path between two points [4], constructing hierarchies of planar proximity graphs [5], or executing basic logical computing schemes [5,6]. The molds are also capable of sketching a mathematical model of an adaptive network that solves a convoluted maze [2]. The key underlying mechanism supporting its success, in all these instances, is always this cycle of over-production of links and consolidation. This is precisely what we will imitate in our algorithm: the transmission lines that are used the most will be reinforced, while those that are not used will be discarded. Some studies tried to replicate the behavior of this specific slime mold by extrapolating its behavioral rules and simulating them in computer-based ABMs [7].

A succinct description of the basic ABM from reference [2] would be:

1. Initialize a lattice of food pipes over the area under optimization.
2. Calculate food flows.
3. Update pipe capacities, increasing the capacities of the pipes that are used in full and decreasing the capacity of the pipes that are not used in full.

It should be noted that this algorithm is not directly applicable to TEP, given that:

- A lattice cannot capture the discreteness of transmission lines (a transmission line should be considered as one investment, with a single capacity, from the start to the end node).
- The physics of power flows is not considered.

These issues will be discussed in more detail below. In this paper, we present an ABM inspired by the behavior of the slime mold to solve TEP. Because ABMs rely on local information, they present a promising avenue to tackle TEP in large-scale systems.

The contributions of this paper are the following:

- We design an ABM to solve TEP. This ABM is inspired by the behavior of the slime mold and incorporating the physics of power flows and the idiosyncracies of the power system.
- We demonstrate its performance in a case study that shows that the resulting networks are consistently good across all case studies and might present some interesting properties with respect to robustness.

The rest of this paper is organized as follows. First, the remainder of this section describes TEP in more detail, as well as the existing works that have applied ABM to other problems in the energy landscape (to the extent of our knowledge, ours is the first application to TEP). Section 2 describes the mold-inspired ABM. Then, Section 3 details the case study that was developed to test the model. Section 4 presents the results and discusses them. Finally, Section 5 extracts conclusions.

1.1. Power Transmission Planning

TEP is one of the key decisions in power-systems design, with deep and long-lasting consequences on system performance. Transmission network planners must consider potential feedback from strategic market players [8] and decide whether to adopt a proactive or a reactive planning approach, which could lead to complicated hierarchical optimization and equilibrium
problems (for an overview of TEP models under a liberalized market environment please refer to [9]).

In general, transmission network planners must select which new lines to add to the network. The lines should be selected based on a cost criterion: the plan should minimize the sum of investment costs and operation costs. Investment costs refer to the cost of building the lines. Operation cost, in this context, refers to the costs of supplying demand with power. The network imposes constraints to the operation of the system, so that in general it is not possible to meet demand using the generator with the lowest cost. This is the case because all power flows are not possible—the maximum capacity of lines must be respected, and the laws of physics—which impose additional constraints known as Kirchhoff’s laws—should be abided too. New lines can enable the use of more efficient generators and make operation costs lower.

We use a mixed-integer programming formulation based on [10] that describes the impact of the network on physical power flows and system operation. We incorporate the possibility of taking into account different situations (regarding for instance fuel prices, hydro inflows or renewable generation) by means of the index $\omega$. We reproduce a simplified version of the formulation below.

The objective function minimizes total annual cost, composed of investment and operation costs:

$$\min \text{InvC} + \sum P^\omega \text{Dur}^\omega \text{OpC}^\omega$$  \hspace{1cm} (1)

where $\text{InvC}$ is the investment cost, $P^\omega$ is the probability of the scenarios $\omega$ [pu], $\text{Dur}^\omega$ is the duration of the scenarios [h] and $\text{OpC}^\omega$ is the operation cost associated to the scenarios [€/h].

Investment [€] cost is calculated as the weighted sum of the cost of the planned investments. These are defined by decision variables $x_{ijc}$, which describe the capacity of the transmission lines installed between nodes $i$ and $j$ using cable type $c$ [MW]. The associated annualized investment cost of each unit of capacity between nodes $i$ and $j$ using cable type $c$ is $I_{ijc}$ [€/MW], so investment cost takes the form:

$$\text{InvC} = \sum_{ijc} x_{ijc} I_{ijc}$$ \hspace{1cm} (2)

It should be noted that this formulation allows installing fractions of a line at a proportion of their cost.

Operation cost is the sum of generation cost and not served power penalties:

$$\text{OpC}^\omega = \sum g_{i}^\omega G_{c}^\omega + \text{pns}_{i}^\omega \text{C}_{\text{pns}}$$ \hspace{1cm} (3)

where $\text{OpC}^\omega$ is the operation cost of an scenario, $g_{i}^\omega$ is the power generated at a node and scenario [MW], $G_{c}^\omega$ is the generation cost at a node and scenario [M€/MWh], $\text{pns}_{i}^\omega$ is PNS (power not served at a node, which represents demand that could not be met) [MW] and $\text{C}_{\text{pns}}$ is the penalty parameter associated to this unmet demand [M€/MWh].

A direct current (DC) power flow (DCPF) is a model that describes the physical power flows through the network by modeling a linear version of Kirchhoff’s laws. The first Kirchhoff’s law establishes that power must be balanced at every node (inputs equal outputs).

$$\sum f_{ij}^\omega - \sum f_{ij}^\omega + g_{i}^\omega = D_{i}^\omega - \text{pns}_{i}^\omega \cdot \sigma_{i}^\omega \forall i, \omega$$ \hspace{1cm} (4)

where $f_{ij}^\omega$ is the flow between two nodes $i$ and $j$ through a cable $c$ in a given scenario [MW] and $D_{i}^\omega$ is the demand at a node [MW].

$\sigma_{i}^\omega$ is a particularly interesting dual variable: it corresponds to nodal price, the cost of providing one extra MW of energy at a given location $i$. Given network constraints, nodal prices are different at different nodes in the network.

The second Kirchhoff’s law or voltage law imposes that voltage differences added along a closed loop must be equal to zero. The DCPF formulation approximates this condition by applying it to a variable known as voltage angles only, and imposing that power flows must be proportional to the angle differences of the extremes of a line:
\[ f_{ij}^\omega = \frac{\theta_i^\omega - \theta_j^\omega}{X_{ij}} \quad \forall i, j, \omega \] (5)

where \( \theta_i^\omega \) are the voltage angles at nodes [rad] and \( X_{ij} \) represents the reactance of a circuit [pu], a parameter that describes the relative difficulty of sending power through a given cable. In general, reactance increases with distance (it is more difficult to send power) and decreases with capacity (it is easier to send power through lines with a higher capacity).

Generators must respect their constraints:

\[ \text{Min}G_i \leq g_i^\omega \leq \text{Max}G_i \quad \forall i, \omega \] (6)

where \( \text{Min}G_i \) and \( \text{Max}G_i \) represent the minimum and maximum generation levels for a given generator.

Last, transmission lines must also respect their capacity limit:

\[ -\text{Max}P_{ij} \leq f_{ij}^\omega \leq \text{Max}P_{ij} \quad \forall i, \omega \] (7)

where \( \text{Max}P_{ij} = \sum_c x_{ijc} \cdot C_c \) represents the maximum capacity that can be transferred between each pair of nodes [MW], and is calculated as the sum of the capacity installed taking into consideration the capacity of each cable type \( c \). \( C_c \) [MW].

This simplified formulation presents the main features of the problem in order to give the reader an easily understandable overview of transmission expansion. We refer the reader to other publications (such as [11]) for a more detailed account.

TEP is a highly complex problem for numerous reasons: due to the high number of nodes in a network; and, due to the high amounts and different types of uncertainty decision makers have to face, which could be due to renewables [12], different investment options [13] or others. Taking into account other considerations such as integrating storage technologies [14] or Flexible Alternating Current Transmission Systems (FACTS) [15] into the TEP realm, further complicates the problem. Once we take into account the high number of nodes that appear in realistic power networks—of the order of hundreds or thousands. The number of connections between nodes that can be considered is therefore very large (several millions, considering that several cable types can be used). This leads to computational issues when applying classical optimization even in relatively small problem instances. This has historically led planners to resort to manual processes to plan their networks, which means the adoption of suboptimal solutions. The reference [11,16] presents strategies to cope with large problem sizes using optimization. The main idea in that work is to solve simpler versions of the problem instead of the full size. However, this paper takes a different approach: instead of simplifying the problem, we propose to keep the full complexity but modify the solution method. Instead of resorting to classical optimization, we use a biologically inspired algorithm to propose near-optimal designs: an algorithm based on a creature that is known to build near-optimal transportation networks.

The main advantage of our method is scalability: the algorithm uses local information only, as the slime mold can only sense its immediate surroundings regardless of the total size of the system. It should be noted, however, that power flows mostly should be calculated globally in order to abide the laws of physics, which apply to the system as a whole. We solve this issue by solving a suboptimization problem at each iteration step. This suboptimization problem is computationally light (all variables are linear) and can easily be integrated into the slime-mold algorithm. This is detailed in Section 2.

1.2. Agent-Based Modeling in Power Systems and Power Network Design

ABMs have already been adapted for use by the power systems research community. In particular, the IEEE Power Engineering Society (PES) formed a working group to investigate the drivers and benefits of ABMs in 2007 [17]. The conclusions of the working group were that ABMs could, if used appropriately, be used as a modeling approach and for building flexible software systems in the power systems domain. The working group highlighted that ABM is a very natural
way of modeling actors in some systems such as power markets. In a market, actors have attributes (such as prices) and possible actions (such as bidding or production in a generation market) which they take independently considering the characteristics of the environment. ABMs can help understand the mechanics of such markets and the impact of changes in the actor attributes or behavior in the final outcome. The literature includes some examples of this type of study [18,19]. Among these recent applications, some of them study specific aspects such as the dispatching of wind energy [20], the modeling of demand elasticity through individual consumers [21,22], distributed generation [23], smart grids [24–27] or micro grids [28–30].

In addition to market studies, ABMs have been applied to monitoring and diagnostics, given that power systems have a complex structure that needs to be managed using a very large set of distributed data [31,32]. For these reasons, ABMs have been used in the context of reliability analyses, post-fault diagnosis (investigating the causes of a failure), or power system restoration [31,33,34]. Other applications deal with control and automation [23,25,26,28,30,35–37]. In addition, ABMs have been used as an optimization tool to calculate power flows [27] or the economic dispatch of generation units [38].

The application of ABMs to the distribution network has already produced some interesting applications that focus on a much smaller scale than the transmission network and consider urban networks [39–41]. In some cases, complex network considerations are introduced [41]. This emerging research has also introduced considerations on autonomous energy production systems [40] or microgrids [42]. However, the focus of this paper is the expansion of the transmission network at a country or regional level and not the distribution grid.

Although there has been a range of applications of ABMs to power systems, these have been focused on market simulation, control and automation. Applying ABMs to power systems planning has been far more limited, and exclusively focused on generation expansion, the generation companies’ decision to install new power plants. The use of ABMs for generation expansion is a result of the deregulation of the market, meaning that power expansion decisions are not made by a centralized system planner, but are decided by each company independently. In this context, it is intuitive to define generation companies as agents and use ABMs to study the impact of different expansion strategies. This has been done in works such as reference [43].

However, the authors could not find any literature that deals with the planning of the transmission network using ABMs. This is probably explained by the fact that, although the generation market was liberalized, the transmission grid is still planned in a central way in most countries given the related economies of scale [44]. We develop our model in the context of a liberalized generation market but with centralized transmission planning [45]. Therefore, the agent planning the grid is usually unique (the TSO or transmission system operator) and decides which new transmission assets to install based on considerations about the net social benefit derived for the system as a whole.

There are two references that deal with TEP and ABMs [46] and [47]. Reference [46] performs transmission expansion planning using an ABM to consider the generation companies’ behavior, but does not use ABM to plan the transmission expansion itself. Reference [47] uses an ABM to identify coalitions in the system—that is, groups of two or more agents that would benefit from acting together. In this paper, coalitions are more likely to build transmission lines if all coalition members receive increased benefits, which are assessed by means of the bilateral Shapley value.

Our work differs from these previous articles in two main ways. First, they consider a context where transmission is deregulated, while we assume that transmission planning is performed in a centralized way in accordance with the structure of the system in most countries. Second, they define agents that coincide with real agents in the system—generator companies, retailers or merchant line operators—that maximize their individual profits. Our agents do not coincide with real companies and do not maximize their individual profits. Our agents are an interpretation of the cells of *P. plasmodium*, which build a network to benefit the entire organism, which we assimilate to the whole power system. It is important to note that our aim is not to simulate the behavior of the entities that use the power transmission network but to create efficient power grid designs drawing inspiration
from slime mold growth strategies. To do this, we use agents that, like the cells in the *Plasmodium*, use local information to build the links in the network to build designs in a decentralized manner. This aspect is key, as building designs based on local information leads to much smaller computational and memory resource needs. This local information is complemented with data about the global dynamics of the system that is introduced at each simulation step. Therefore, we conceive this algorithm as a support tool for a central planner: the final network result should be treated in the same way as the result from a classical optimization algorithm.

2. Materials and Methods

This section describes the mold-inspired ABM power-network model, which is one of the main contributions of this paper. The first part of this section explains the fundamental differences between the power network and other typical network problems, and the modeling challenges this entails. Then, we present our novel modeling framework, which, by combining ABM and classical optimization, allows us to tackle the TEP problem successfully.

2.1. How Power Networks Differ from Other Network Problems

The power grid presents additional features that make it fundamentally different, and more complicated than a plain transportation network design problem, which can be addressed by slime mold ABM in a straightforward way. These two features are as follows:

First, in a power network, load centers are usually geographically separated from power-generation locations due to geological and meteorological constraints. Therefore, we need to consider two different types of nodes: nodes where we have power generation, and nodes where we have power consumption (load centers). Hence, the first challenge for ABM to address transmission expansion planning is to be able to differentiate among these two types of nodes. Moreover, not all generation nodes are equivalent: cheap generation must be used preferentially. The algorithm should be able to integrate also price information into its mechanics.

Second, within a power network, energy flows are governed by physical laws: Kirchhoff’s laws. This makes power transmission fundamentally different from plain transportation problems. Replicating Kirchhoff’s laws and incorporating them into an ABM decision-making process is one of the main challenges addressed in this article. Each node has a state defined by a voltage (a voltage angle in the case of a linear power-flow model), and each line has a power flow that traverses it. Kirchhoff’s laws, as expressed in Section 3, link these voltages and currents. These laws mean that it is not possible to serve demand by sending power through the network in a cost-optimal way (that is, always from the cheapest source of energy). The OPF (optimal power flow) problem is the problem of finding the most efficient way of satisfying demand using existing generators considering their production costs and generation capacities, as well as the capacities of the existing transmission lines and the physical laws that govern the power flows. The formulation described in the section above corresponds to an OPF.

We tackle these challenges by combining standard optimization methods and ABM. The next section details our approach.

2.2. Transmission Expansion Planning Translated into Framework of Slime Mold-Inspired Agent-Based Model (ABM)

In this section, first, we point out how we addressed the difficulties of power grid expansion planning within an ABM framework. Then, we explain the applied methodology in detail. The two features, mentioned in Section 1.1, have been tackled as follows.

The two different types of nodes (generation and consumption) have been translated into the ABM as sources (generators) and sinks (loads), each with their different attributes corresponding to different variable generation costs and capacities. A standard slime-mold ABM is not capable of replicating the physical laws that govern power flows. While the most efficient way of taking food to the core of the slime mold is to follow minimum-distance paths, the most efficient use of power
transmission lines is more difficult to assess and represent. This is due to the fact that the classic approach of ABM in the transport network takes only into account Kirchhoff’s First Law (inputs equal outputs at each node), but not the Second Law (voltage differences). One of our contributions is to incorporate power-flow considerations into the ABM framework. The OPF problem can be solved efficiently (after having approximated it by a standard linear optimization problem referred to as DC-OPF) as a standard optimization problem. We have modeled and solved the OPF using linear programming (LP) implemented in the General Algebraic Modeling System (GAMS) as optimization software. Detailed descriptions of the properties of the DC-OPF problem can be found for instance in [48]. The main results of this optimization are nodal prices \(\sigma_i\) in our formulation, corresponding to dual variables which can be defined as the cost of serving one additional megawatt (MW) of load at a given location), voltages and power flows. We follow the ODD documentation protocol [49] to develop the ABM. The model creates an efficient power network and is able to account operation and investment costs. It is coded in Netlogo 5.2 and we uploaded it to the website www.openabm.org. At each iteration, the ABM solves an OPF using linear programming using GAMS in order to make sure that the power flows respect Kirchhoff’s Laws and to get information such as line flows and nodal prices.

The model contemplates three kinds of agents: sinks (demand), sources (generators), and links (transmission lines). Sources generate a certain amount of electrical power (variable \(\text{gen}\)), according to a maximum generation capacity. Sources have an attribute type. This type affects their maximum capacity and production cost. It models different production technologies such as gas-fired, coal, nuclear or renewable generation. Sinks represent nodes where demand is located (urban or industrial centers). Trans-shipment nodes that neither have generation nor load could be represented as a source with zero generation capacity; or a sink with zero demand. However, without loss of generality but for the sake of simplicity, in the remainder of this paper we assume that there are no such trans-shipment nodes. Links represent transmission lines.

The ABM carries out an iterative process depicted in Figure 1 and described below. The process is based on demand centers having a growing area of influence where they can source for energy. New links are created within these areas of influence and are later reinforced or eliminated based on their efficiency. After an initialization, in which the number, location and type of the sinks and sources is determined, for each time step, the following processes are executed:

1. **Update**

   Update the influence area of sources and sinks (we refer to this as halo), which defines the maximum area in which agents will contemplate the creation of links.

2. **Create**

   Create new links.

3. **Calculate power flows**

   This step is carried out by means of solving a DC-OPF problem, which incorporates Kirchhoff’s Laws. The optimal power flows respecting these laws, as well as nodal prices are calculated by GAMS and fed back into Netlogo.

4. **Calibrate cables**

   Update cable capacity taking into account how efficient each transmission line currently is for the system. For this, we calculate the benefit brought by the transmission line and compare it to its investment cost. The potential benefit brought by the transmission line is approximated as its flow relative to its capacity times the difference in the nodal prices at its extremes. We can imagine this benefit as the profit that an investor would derive from using the line: if prices are different at the extremes, she could buy at the cheaper side and sell at the more expensive one. Hence, the potential benefit would be equivalent to the flow through the line times the difference in prices. This means that if power is sent from a cheaper to a more expensive area, the potential benefit is larger. Therefore, a network that is not well-connected (due to the lack of transmission lines) is more congested, which
in turn leads to a higher nodal price difference. Hence, in highly congested networks it is indeed very beneficial to build new transmission lines. The ABM will build lines accumulating this benefit, and stop adding new lines if they are no longer beneficial to the network. The benefit is also larger if the capacity of the cable is used in full (that is, if the DC-OPF problem determines that the flow through the line equals its capacity). It should be noted that, in general, Kirchhoff’s Laws mean that the cable capacity is not used in full.

\[
\text{abs}(\text{Potential Benefit} \cdot c_{\text{flow}}) \geq \text{Single Investment Cost} \quad (8)
\]

\[
\text{Potential Benefit} = \text{Price}_1 - \text{Price}_1 \quad (9)
\]

It should be noted that this potential benefit will be affected by the synergy among transmission lines installed and further eroded by the effect of transmission losses, so in general it is not a final benefit obtained from the line.

The single investment cost is defined as the link length [m] times the capacity of the line [MW] and times the cost of building a cable [K€/Km]:

\[
\text{Link Length} \cdot \text{Capacity} \cdot \text{Cable Cost} \quad (10)
\]

If the difference between nodal prices (potential benefit) [€/MW] times the flow passing through the link [MW] is above the single investment cost of the cable, capacity is increased, reinforcing the transmission line. If not, then capacity is decreased. The nodal price is calculated in the optimization phase and is provided to the multi-agent programmable modeling environment Net Logo by GAMS.

In general, links that are used are reinforced (their capacity is increased); links that are not used weaken (their capacity is decreased). The speed for increasing or decreasing cables is determined via a parameter. If a cable weakens below a minimum capacity, it is deemed no longer economically viable and are eliminated.

5. Check convergence

The simulation ends if a stationary state is reached (transmission lines are not modified by two consecutive iterations).

**Figure 1.** Flowchart of the iterative process.
3. Case-Study Description

In order to test the behavior of the slime-mold inspired model, we performed several experiments to analyze the results and test the optimality of the solution. The ABM is applied to a set of random problem instances following the statistical characteristics of the European power system [50]. The model assumes standard costs and cable characteristics [44]. In each of the experiments, we consider 20 nodes in total (10 sink and 10 source buses) which are located randomly across a square with a side equivalent to 3000 km. This means that we have 10 buses, i.e., 10 sinks, at which we have demand that is exponentially distributed with an average value of 66 MW for each node. There are 10 generation buses, i.e., sources. The model considers different types of generation: wind, solar, hydro, nuclear, coal, gas (in particular, combined cycle gas turbine (CCGT), and open cycle gas turbine (OCGT)) and fuel-oil. The available maximum generation capacity at each generation bus, as well as its technology, is also sampled but according to the 2015 Spanish Energy Mix [51], which can be seen in Table 1 and are set.

| Technology | Relative Penetration (%) | Capacity Lower Bound (MW) | Capacity Upper Bound (MW) | Marginal Cost (€/MWh) |
|------------|--------------------------|---------------------------|---------------------------|----------------------|
| Wind       | 19.1%                    | 10                        | 500                       | 1.0                  |
| Solar      | 5.2%                     | 10                        | 500                       | 3.0                  |
| Hydro      | 11.1%                    | 10                        | 500                       | 3.0                  |
| Nuclear    | 21.7%                    | 1000                      | 1500                      | 18.0                 |
| Coal       | 20.3%                    | 500                       | 100                       | 58.6                 |
| CCGT       | 10.6%                    | 100                       | 500                       | 56.9                 |
| OCGT       | 12.0%                    | 100                       | 500                       | 100.0                |

The penalty for non-supplied energy (PNS, which represents unmet demand) is 1000 €/MWh. The agents can install transmission lines in full (at 100% of capacity), at a fraction of their capacity (less than 100%) or assuming several transmission lines can be installed in parallel (more than 100%).

The mold-inspired ABM, considers all potential combinations of new lines. This number of combinations corresponds to the binomial coefficient (I over 2), where I corresponds to the total number of buses in the network. For our experiments with 20 nodes, this amounts to 190 different possible lines among nodes. For an increasing size of the network, this number of combinations becomes exceedingly large. However, during the iterative process, the mold-inspired ABM tries out many of these options but then eliminates them because they are not considered satisfactory alternatives. Only very few of these lines are consolidated. In particular, in the cases that we have run, around 11 or 12 different lines (out of the 190 possible ones) are actually built. The size of these lines (in terms of MW) and the length (in term of km) vary due to the location of the buses in each case. The cable characteristics considered can be seen in Table 2 below:

| Basic Cable Characteristics |  |
|----------------------------|  |
| Cable investment cost (€/km)| 50,000 |
| Initial cable capacity (MW)   | 1000   |
| Reactance (ohm pu/km)           | 0.008  |

4. Results and Discussion

In this section we present the results of our method and analyze them in detail. We start out by comparing the newly developed mold-inspired ABM to classical optimization methods applied to the transmission expansion planning problem. Finally, we carry out a sensitivity analysis that
explores the most relevant features of the model and how they are linked to the realistic conditions of the problem.

4.1. Comparing the Performance of Mold-Inspired ABM to Classical Optimization Methods

In this section we analyze the results of four separate simulations of Net Logo, which correspond to four samples of the random input data (node location and demand or capacity). The four simulations were obtained using our base case of the Spanish energy mix and the data described in the previous section.

We assess the quality of the results obtained with the mold-inspired ABM by comparing it to an objective benchmark calculated by standard optimization techniques. It should be noted that standard optimization can only be applied in relatively small case studies. As explained above, the main advantage of our ABM is that calculations are lighter and can be applied to problems of much larger sizes.

Table 3 contains the main cost results expressed in € of the four simulations, and compares those obtained: operating costs, investment costs, and total costs. When calculating total costs, we take into account the depreciation of the power system’s infrastructure and an annual discount rate. We use a 10% discount rate (i) for a 40-year depreciation (n), which translates into a factor of 0.10226 that is multiplied to the investment cost. This factor results from the application of a French (constant) amortization schedule:

\[
\text{TotC} = (f \cdot \text{InvC}) + \text{OpC} \\
\text{f} = \frac{i(i + 1)^n}{(i + 1)^n - 1} = 0.10226
\]

First of all, we observe that operating costs are orders of magnitude lower than investment costs, which is a fact generally known in power systems. Second, we focus on the comparison of our ABM coded in Net Logo, and the TEP optimization model coded in GAMS. Since an optimization model assumes perfect information of all data, the obtained results correspond to the cost-minimal transmission expansion plan for a power grid. Table 3 shows that the total costs obtained by optimization are always below the total costs obtained by the ABM: the solution found by the ABM is suboptimal, as expected, the network it builds is not the perfect one. However, the ABM keeps a relatively close distance with respect to the optimal network: consistently between 16% and 19%.

| Table 3. Comparison of operating (Op) costs, investment (Inv) costs, and total costs between ABM approach in Net Logo, and transmission expansion planning (TEP) optimization approach in GAMS. |
|---|---|---|---|---|---|---|---|
|   | ABM |   |   | MIP |   |   |   |
|   | Op Cost (€) | Inv Cost (€) | Total Cost (€) | Op Cost (€) | Inv Cost (€) | Total Cost (€) | Total Cost (€) |
| 1 | 5912 | 2,851,647 | 297,522 | 2757 | 2,149,000 | 247,323 | 16.9% |
| 2 | 3556 | 5,156,841 | 530,894 | 3298 | 4,385,500 | 435,025 | 18.1% |
| 3 | 2027 | 5,609,869 | 575,693 | 1157 | 4,574,100 | 477,062 | 17.1% |
| 4 | 2755 | 3,602,599 | 311,157 | 3492 | 2,443,300 | 251,760 | 19.0% |

Our ABM does not provide the globally optimal expansion solution; however, the behavior of the simulated mold approximates the optimal solution of a power grid reasonably well. The difference in costs is due to the fact that the mold’s behavior is based on increasing areas of interconnection between sources and sinks, while the GAMS solution treats the overall environment at once assuming perfect information. In particular, solving a TEP problem using optimization corresponds to a global planner with perfect information (about the location of demands and generators, as well as their technology, and distances between nodes), whereas our mold-inspired ABM mimics the behavior of a natural organism that only receives local information.
We could argue that, even though our results differ from the globally optimal results between 16% and 19%, the mold-inspired network might be more robust to possible changes in the system. For example, starting from both network solutions (the ABM solution and the globally optimal plan) and randomly adding a new node, it is very likely that the mold-inspired network is more robust to integrate this additional node in a cost-optimal way. This hypothesis seems reasonable given that this has been shown to be the case in other biological networks. However, it should be analyzed carefully to prove its validity in the context of power networks.

The ABM yields a network with more lines than the optimization model, which is the main factor that makes total cost rise. However, operating cost is cheaper in the ABM constructed network than in the cost-optimal network. The over-construction of power lines seems to have the advantage of leading to cheaper operating costs as well as increasing the robustness of the solution.

Our results show how the mold-inspired ABM is capable of creating, if not the globally optimal network, a reasonably good one, and one that might potentially be even more robust to possible changes and lead to lower operating costs. The fact that the mold-inspired ABM can achieve quasi-optimal designs using local information only is especially relevant for the TEP problem given that solving TEP using optimization is known to be a computationally heavy problem where solving large case studies is often unmanageable. In particular, in reference [11], Lumbreras et al. have developed an efficient large-scale optimization model for TEP. With this optimization approach, the authors have established a limit of several thousands of nodes as the maximum size that optimization can currently undertake with a satisfactory level of detail. One of the difficulties of TEP is the potentially very high amount of combinations of candidate lines. Such combinations in MIP lead to time and memory-intensive algorithms. The mold-inspired ABM approach presented in this paper could exceed the performance of such optimization models for large problems. In classical optimization, resources scale exponentially (or, rather, approximately exponentially) with the number of nodes, while in the case of ABM, resources increase approximately proportionately to the number of nodes. This advantage would arise from working with the local characteristics of the system for the investment decisions (and updating them with the global information coming from power flows at each iteration). This means that this algorithm could make it possible to solve potentially much larger instances than currently possible.

4.2. Sensitivity Analysis

A sensitivity analysis was performed to understand how changes in the environment affect the total cost of networks designed by the mold. We run each simulation 20 times for each parameter combination in order to obtain statistically sound results. The parameter space of the model is potentially very wide, hence, we decided to restrict our sensitivity simulations to a narrow parameter subset. The number of sinks and sources was fixed at 10, and we established an initial value for the transmission capacity of 10% of the total capacity of the transmission line. Each simulation run returns the investment cost, operating cost, and total cost of building and operating the network. The simulation also returns cable capacities and the sum of PNS during each simulation.

In this sensitivity analysis we explored the following parameter spaces: the relative penetration of cheap versus expensive generation technologies (that is, modifying the dominating generation technology), cable investment cost and the value of non-served power penalty.

4.3. Impact of the Technology Mix

In this sensitivity analysis we assess how the technology mix of a power system impacts the obtained transmission expansion plan as well as investment and operating costs. To that end, we consider 10 scenarios of different technology mixes. The relative capacity penetration per scenario and for each technology is given by Table 4. Variable production costs of the technologies are as follows: 18 €/MWh for nuclear energy, 58.6 €/MWh for coal energy, 56.91 €/MWh for closed-cycle gas turbine, 100 €/MWh for open-cycle gas turbine, 1 €/MWh for wind energy, 3 €/MWh for solar energy and 3 €/MWh for hydroelectric energy.
It should be noted that we start with a system in which we predominantly have thermal peaking generation (scenarios 1–4). Then, thermal base-load technologies such as nuclear and coal are introduced in the technology mix up until a 50% penetration (scenarios 2–6). Afterwards, we introduce renewable energy sources such as hydro, solar and wind into the system up to 100% renewable penetration (scenarios 7–10). These scenarios can also be interpreted as going from expensive to cheaper operating costs.

| Scenario | % Wind | % Solar | % Hydro | % Nuclear | % Coal | % OCGT | % CCGT |
|----------|--------|---------|---------|-----------|--------|--------|--------|
| 1        | -      | -       | -       | -         | -      | -      | 100    |
| 2        | -      | -       | -       | -         | 10     | 10     | 80     |
| 3        | -      | -       | -       | -         | 20     | 20     | 60     |
| 4        | -      | -       | -       | -         | 10     | 30     | 30     |
| 5        | -      | -       | -       | -         | 25     | 25     | 25     |
| 6        | 5      | 5       | 5       | 25        | 20     | 20     | 20     |
| 7        | 10     | 10      | 10      | 40        | 10     | 10     | 10     |
| 8        | 25     | 25      | 25      | 25        | -      | -      | -      |
| 9        | 30     | 30      | 30      | 10        | -      | -      | -      |
| 10       | 33.4   | 33.3    | 33.3    | -         | -      | -      | -      |

Figure 2 shows the distribution of the operating costs obtained for the 10 different power systems established in Table 4. As production costs decrease—going towards a cheaper renewable-only system—operating cost follows in an almost exponential decrease. However, investment costs decrease more slowly, as depicted in Figure 3. This is due to the fact that, even though the type of generation technology changes, the total amount of required MW demand does not; the same amount of power needs to be distributed within the network. The same applies to PNS, which remains stable through the different scenarios as observed in Figure 4.
Impact of Cable Investment Cost and Power Not Served (PNS) Penalty

Following our base case with the Spanish energy mix of 2015 and a PNS penalty of 1000 €/MW, we explore the impact of varying the cable investment costs from 50,000 €/km to 950,000 €/km in steps of 100,000 €/km (10 scenarios in total). In our results we observe that increasing cable investment costs naturally leads to an increase (among the 10 different scenarios) of investment costs obtained by the ABM. However, it is interesting to observe that the linear increase in cost parameters leads to an exponential increase in system operating costs, as depicted by Figure 5. This is due to the fact that, with higher cable investment costs, the total number of cables installed decreases, which leads to a higher amount of PNS within the system, which in turn leads to higher operating costs.

We carry out a similar simulation varying the PNS penalty. Starting from the base case of the 2015 Spanish energy mix, maintaining the cable cost constant at 50,000 €/km, we vary the penalty from 1000 €/MW to 10,000 €/MW in steps of 1000 €/MW. Our simulations indicate that as PNS increases, more transmission lines are built by the ABM. This is due to the fact that, since having PNS is growing increasingly expensive and less desirable within the system, more cables are built to avoid this penalty. A higher PNS penalty leads to more robust transmission grids. As a result, investment costs increase as well, since they are directly related to the cost of building each cable.

5. Conclusions

TEP presents considerable computational complexity, given the very high number of discrete variables that result from taking into account all the possible reinforcements. This issue has been exacerbated by the increase in renewable penetration and market integration, which call for planning large-scale regions in a coordinated manner. This is highly problematic, as computing time scales badly with size for these optimization problems. Decomposition, simplifications and other divide-
and-conquer strategies have been proposed to tackle this issue. We propose an alternative approach by applying ABMs.

ABMs offer a very interesting property: they are based on local information, so their computation time scales relatively well with problem size although they approximate centralized solutions acceptably well. This advantage leads us to resort to ABMs as an optimization tool to tackle power network planning. For this, we adapt an existing ABM inspired on the behavior of slime mold, known to generate efficient transportation networks, to incorporate the specificities of the power system. This means introducing an optimization problem at each simulation step, although this optimization—which calculates the power flows through the network—is a benign problem compared to the transmission planning one.

The results using our mold-inspired model are all reasonable networks—albeit more expensive than those found by classical, MIP optimization. This difference in cost is not negligible but it is not unreasonable either, always below 20% in all cases analyzed. Biologically-inspired computation produced via ABM is capable of creating a reasonably good transmission network, and one that might potentially be even more robust to possible changes and lead to lower operating costs. The fact that the mold-inspired ABM can achieve quasi-optimal designs using local information only is especially relevant for the TEP problem given its complexity. This could be relevant for other problems where centralized planning is not possible, feasible or manageable. In this context, modified ABMs might provide an interesting alternative with a benign behavior for large problem sizes.
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