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ABSTRACT. We consider a family of evolution equations that generalize the Peierls-Nabarro model for crystal dislocations. They can be seen as semilinear parabolic reaction-diffusion equations in which the diffusion is regulated by a fractional Laplace operator of order $2s \in (0, 2)$ acting in one space dimension and the reaction is determined by a 1-periodic multi-well potential. We construct solutions of these equations that represent the typical propagation of $N \geq 2$ equally oriented dislocations of size 1. For large times, the dislocations occur around points that evolve according to a repulsive dynamical system. When $s \in (1/2, 1)$, these solutions are shown to be asymptotically stable with respect to odd perturbations.

1. Introduction and main results

In the ’40s, Peierls and Nabarro developed a microscopic theory to describe plastic deformations in crystalline materials. Starting from discrete considerations, they devised a continuum theory for the presence of edge dislocations in atomic structures. The resulting model characterizes equilibrium crystalline materials. Starting from discrete considerations, they devised a continuum theory for crystal dislocations. They can be seen as semilinear parabolic reaction-diffusion equations in which the reaction is determined by a multi-well potential. We construct solutions of these equations that represent the typical propagation of $N \geq 2$ equally oriented dislocations of size 1. For large times, the dislocations occur around points that evolve according to a repulsive dynamical system. When $s \in (1/2, 1)$, these solutions are shown to be asymptotically stable with respect to odd perturbations.

\begin{equation}
\partial_t u + (-\Delta)^s u + W'(u) = 0 \quad \text{in } \mathbb{R} \times (0, +\infty).
\end{equation}

Here, $u = u(x, t) \in \mathbb{R}$ can be thought of as the dislocation (i.e., the displacement from its rest position) of an atom located at the point $x \in \mathbb{R}$ at time $t > 0$. Its time derivative is assumed to be equal to the sum of two forces. The term $W'(u)$ represents a restorative force, responsible for the tendency of the atoms to occupy their original rest position or one located at an integer distance from it—we are assuming the interatomic distance to be equal to 1. It is given as the derivative of an even, 1-periodic, non-degenerate, multi-well potential $W$. More precisely, $W$ is assumed to be of class $C^{4,1}(\mathbb{R})$ and to satisfy

\begin{equation}
W(r + k) = W(r) \quad \text{for all } r \in \mathbb{R}, \ k \in \mathbb{Z},
\end{equation}

\begin{equation}
W(r) = W(1 - r) \quad \text{for all } r \in (0, 1),
\end{equation}

\begin{equation}
W(r) > 0 \quad \text{for all } r \in (0, 1),
\end{equation}

\begin{equation}
W(0) = W'(0) = 0, \quad \text{and } W''(0) > 0.
\end{equation}

The quantity $(-\Delta)^s u$, for $s \in (0, 1)$, encodes the presence of elastic interactions within the crystal. It is given by the 1-dimensional fractional Laplacian of order $2s$ in the variable $x$, defined on a sufficiently smooth and bounded function $v = v(x)$ as

\begin{equation}
(-\Delta)^s v(x) := \frac{1}{2} \int_{\mathbb{R}} \frac{2v(x) - v(x + z) - v(x - z)}{|z|^{1+2s}} \ dz \quad \text{for } x \in \mathbb{R}.
\end{equation}

Note that a positive factor should be included in front of this integral in order for $(-\Delta)^s$ to really correspond to the $s$-th power of the (negative) Laplacian—or, better, of (minus) the second derivative—see, e.g., [32, 13]. Such a factor does not play any role in our analysis and we therefore assume the above normalization for simplicity of exposition.
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Notice that, when $s = 1/2$, equation \((1.1)\) boils down to the evolutionary Peierls-Nabarro model proposed by Movchan, Bullough & Willis [23] (in the absence of external stress).

It is known that \((1.1)\) admits a bounded, non-constant, monotone, stationary solution $w = w(x)$, which, at least when $W$ does not have local minima in $(0,1)$, is unique up to translations in the independent variable $x$ and integer translations and reflections in the dependent variable $u$. In the model case of $s = 1/2$ and $W(r) = 1 - \cos(2\pi r)$, this solution is explicit and was already found in [29]—see the work [33] of Toland for considerations on its uniqueness. In the more general setting considered here, similar results were obtained by Cabré & Solà-Morales [6] (for $s = 1/2$) and by Cabré & Sire [4, 5] and Palatucci, Savin & Valdinoci [25] (for any $s \in (0,1)$). In these papers, the authors showed in particular that there exists a unique monotone increasing function $w \in C^2(\mathbb{R})$ that solves \begin{equation}
(-\Delta)^s w + W'(w) = 0 \quad \text{in } \mathbb{R}
\end{equation}
and satisfies \begin{equation}
\lim_{x \to -\infty} w(x) = 0, \quad \lim_{x \to +\infty} w(x) = 1, \quad \text{and } w(0) = \frac{1}{2}.
\end{equation}
This solution, often referred to as the (increasing) layer solution of \((1.4)\), represents a dislocation of size 1 in the crystal. See also [10] and [8] for related results.

In this paper, we are interested in studying dislocations of the size of any integer $N \geq 2$ and oriented in the same direction, i.e., monotone solutions of \((1.1)\) which connect, say, the values 0 (as $x \to -\infty$) and $N$ (as $x \to +\infty$). These kinds of solutions cannot be stationary (see Appendix C) and represent therefore dislocations that evolve in time. In recent years, they have been investigated by several authors, for instance in [20, 15, 14, 28]—see also [26, 27] for studies on the case when the dislocations are not all equally oriented. In [28], Patrizi & Valdinoci showed that solutions of \((1.1)\) which at time 0 are equal to
\begin{equation}
\sum_{i=1}^{N} w(x - x_i^0),
\end{equation}
with $x_1^0 < x_2^0 < \ldots < x_N^0$ sufficiently spread apart and $N$ even, converge as $t \to +\infty$ to the constant $N/2$—for $N$ odd, their result suggests that the convergence should be instead to (a translation of) the layer solution $w$. This statement can be deduced from a particular case of [28, Theorem 1.6].

We take this result as the starting point of our analysis, in which we address the fine asymptotic behavior of solutions of \((1.1)\) as $t \to +\infty$. More precisely, we will construct solutions $u$ of the evolutionary Peierls-Nabarro equation that, at large times, look like the superposition of $N \geq 2$ dislocations of size 1 centered around $N$ points $\xi_i^0(t) < \xi_j^0(t) < \ldots < \xi_N^0(t)$ evolving according to the repulsive dynamical system \begin{equation}
\dot{\xi}_i^0(t) = \frac{\gamma}{2s} \sum_{j \neq i} \frac{\xi_i^0(t) - \xi_j^0(t)}{|\xi_i^0(t) - \xi_j^0(t)|^{1+2s}} \quad \text{for all } t > 0 \text{ and } i = 1, \ldots, N,
\end{equation}
where we set \begin{equation}
\gamma := \|u'\|_{L^2(\mathbb{R})}^{-2} > 0.
\end{equation}
Around each $\xi_i(t)$ the dislocation resembles a translation of the layer solution $w$. That is, our solution $u$ will be written as \begin{equation}
u(x,t) = z(x,t) + \psi(x,t),
\end{equation}
with \begin{equation}
z(x,t) := \sum_{i=1}^{N} w(x - \xi_i(t))
\end{equation}
and \begin{equation}\xi_i(t) = \xi_i^0(t) + h_i(t) \quad \text{for } i = 1, \ldots, N,
\end{equation}
for some suitable perturbations $\psi$ and $h = \{h_i\}_{i=1}^{N}$.

The connection between the dynamical system \((1.7)\) and the Peierls-Nabarro equation has been already highlighted by González & Monneau [20] (for $s = 1/2$), Dipierro, Palatucci & Valdinoci [15] (for $s > 1/2$), and Dipierro, Figalli & Valdinoci [14] (for $s < 1/2$)—see the forthcoming Remark 1.3 for more precise information. It turns out that system \((1.7)\) has a solution $\xi^0 : (0, +\infty) \to \mathbb{R}^N$ of the form \begin{equation}
\xi_i^0(t) := \beta_i t^{\frac{1}{1+2s}} \quad \text{for } t > 0 \text{ and } i = 1, \ldots, N,
\end{equation}
for a vector $\beta = (\beta_1, \ldots, \beta_N) \in \mathbb{R}^N$ whose components satisfy $\beta_1 < \beta_2 < \cdots < \beta_N$. Solutions of this kind are unique and they characterize the long-time dynamics of all solutions of (1.7)—see Propositions 4.1 and 4.3 in Section 4. For this reason, when dealing with the long-time asymptotics of equation (1.1), it is not restrictive to assume the solution $\xi_0$ of (1.7) to be precisely the one in (1.12).

In the remainder of the paper, we will always make this assumption.

Our main result is as follows.

**Theorem 1.1.** Let $s \in (0, 1)$, $W \in C^{4,1}(\mathbb{R})$ be a potential satisfying (1.2), and $N \geq 2$ be an integer. Then, for every $T \geq 1$ sufficiently large, there exists a solution $u$ of

$$\partial_t u + (-\Delta)^s u + W'(u) = 0 \quad \text{in } \mathbb{R} \times (T, +\infty),$$

in the form (1.9)-(1.11), with $\psi : \mathbb{R} \times [T, +\infty) \to \mathbb{R}$ satisfying $\psi(\cdot, T) = 0$ in $\mathbb{R}$ and

$$|\psi(x, t)| \leq C \min\left\{t^{-\frac{2}{1+2s}}, |x|^{-2s}\right\} \quad \text{for all } x \in \mathbb{R}, \ t > T,$$

for some constant $C > 0$, and $h : [T, +\infty) \to \mathbb{R}^N$ such that $h(T) = 0$ and $\lim_{t \to +\infty} t^{-\frac{1}{1+2s}} |h(t)| = 0$.

When $s \in (1/2, 1)$, it actually holds $\lim_{t \to +\infty} |h(t)| = 0$.

Unless otherwise specified, by a solution of (1.13) or of other related evolution equations, we always mean a mild solution, obtained, by Duhamel’s principle, via convolution with the heat kernel associated to $(-\Delta)^s$—see Definition 6.1 in Section 6. In the case of (1.13), mild solutions are sufficiently regular for the equation to make sense pointwise. However, at several other points in the paper we will consider equations with weaker regularization properties and for which it is important to stipulate a notion of solution.

According to the final part of the statement of Theorem 1.1, when $s \in (1/2, 1)$ the error term $h(t)$ goes to zero as $t \to +\infty$, ensuring that the points $\{\xi_i(t)\}$ at which the dislocations are centered converge to the exact solution (1.12) of (1.7). For $s \in (0, 1/2]$, our result is less precise, but still shows that the $\xi_i$’s are asymptotical to the $\xi_0$’s. See Theorem 3.1 in Section 3 for a more general and detailed reformulation of Theorem 1.1, containing, in particular, quantitative information on the growth/decay rate of $h$.

To explain the difference between the two cases $s \in (0, 1/2]$ and $s \in (1/2, 1)$, we proceed to outline the general strategy of the proof of Theorem 1.1. We point out that our approach is inspired by similar ones of perturbative nature used for instance in [11] and [12] to construct ancient solutions to the Yamabe flow and Allen-Cahn equation, respectively.

In order for $u$, given by (1.9)-(1.11), to be a solution of equation (1.13), it is immediate to see that we need to find $\psi$ and $h$ satisfying

$$\partial_t \psi + (-\Delta)^s \psi + W''(z)\psi + \mathcal{N}[\psi] + \mathcal{E} = 0 \quad \text{in } \mathbb{R} \times (T, +\infty),$$

for a nonlinear term $\mathcal{N}[\psi]$, quadratic in $\psi$, and an error term $\mathcal{E}$, independent of $\psi$—see the forthcoming (2.14) and (2.15) for their definitions. Both these functions (and $z$) depend on $\xi$, and thus on $h$. To find a solution $\psi$ of (1.15) with the decay prescribed in (1.14), we implement the following Lyapunov-Schmidt type reduction.

First, we let $h$ be fixed and infinitesimal at $+\infty$ with respect to $\xi_0$. To solve (1.15), it is convenient to consider a projected version of it, in which we require $\psi$ to be $L^2$-orthogonal in space to the functions $Z_i(x, t) := w'(x - \xi_i(t))$. As a result, we need to modify (1.15) in order for some compatibility conditions to be fulfilled. The result is that we look for a function $\psi$ satisfying

$$\int_{\mathbb{R}} \psi(x, t) Z_i(x, t) \, dx = 0 \quad \text{for all } t > T \text{ and } i = 1, \ldots, N$$

and

$$\partial_t \psi + (-\Delta)^s \psi + W''(z)\psi + \mathcal{N}[\psi] + \mathcal{E} = \sum_{i=1}^N c_i Z_i \quad \text{in } \mathbb{R} \times (T, +\infty),$$

for a uniquely determined vector of coefficients $c : (T, +\infty) \to \mathbb{R}^N$. Through a fixed point argument, one shows that (1.16)-(1.17) has a solution $\psi$ satisfying the decay estimate (1.14). The reason for considering (1.16)-(1.17) instead of (1.15) is the following. Equation (1.15) can be understood, for $x$ close to each $\xi_i(t)$ and for a fixed large $t$, as a perturbation of the linearization at $w(\cdot - \xi_i(t))$ of the stationary Peierls-Nabarro equation (1.4), which, after a translation of vector $\xi_i(t)$ in the space...
variable, is determined by the operator \( L_w := (-\Delta)^s + W'(w) \). It turns out that \( L_w \) has a 1-dimensional kernel, spanned by \( w' \)—this fact, called non-degeneracy of the layer solution \( w \), follows, e.g., from \([15, \text{Lemma 5.3}]\). In view of this, to guarantee that a solution \( v \) of \( L_w v = f \) is small if the right-hand side \( f \) is small, we need \( v \) to be orthogonal to \( w' \). Going back to the old variables, it is natural to impose \((1.16)\) in order for \( \psi \) to fulfill \((1.14)\). The prescription of \((1.16)\) comes at the price of exchanging equation \((1.15)\) for its projected version \((1.17)\).

Up to now, we have shown that, for any \( h \), there exists a solution \( \psi \) of \((1.17)\) satisfying \((1.14)\). The problem of solving our initial equation \((1.15)\) has then been reduced to that of finding \( h \) for which the coefficients \( \{ c_i \} \) in \((1.17)\) vanish identically. It can be seen that this is equivalent to having \( h \) solve a nonlinear system of the form

\[
\dot{h}(t) + \frac{1}{t} \mathcal{M} h(t) = F[h](t) \quad \text{for all } t > T,
\]

for some constant positive semi-definite matrix \( \mathcal{M} \) and a right-hand side \( F = F[h] \) depending on \( h \) and \( t \)—see \((3.20)-(3.22)\) for the definition of \( F \), while \( t^{-1} \mathcal{M} \) is the matrix \( D_{\xi} \mathcal{A}(\xi^0(t)) \) appearing in \((3.18)\). Notice now that the reason we chose the quantity on the right-hand side of \((1.14)\) to control \( \psi \) is that the error term \( \epsilon \) appearing in \((1.17)\) can be bound in terms of it. In consequence of this and other facts, \( F \) satisfies the decay estimate

\[
|F(t)| \leq C t^{-\frac{4s}{s+2}} \quad \text{for all } t > T.
\]

From this, it can be seen that the solutions \( h \) of \((1.18)\)—or, at least, those that are orthogonal, at each time, to the 1-dimensional kernel of \( \mathcal{M} \)—are bounded by \( C_{\epsilon} t^{1-4s/(1+2s) + \varepsilon} = C_{\epsilon} t^{(1-2s)/(1+2s) + \varepsilon} \), for any arbitrarily small \( \varepsilon > 0 \) and some positive constant \( C_{\epsilon} \). Thus, for \( s \in (1/2, 1) \) they decay, while for \( s \in (0, 1/2) \) they might be unbounded—but still lower order with respect to \( \xi^0 \).

A second ingredient needed to get \((1.19)\) is a good understanding of the asymptotic behavior of the layer solution. In \([20, 15, 14]\), it is shown that \( w \) has asymptotic expansion at infinity determined by the estimate

\[
|w(x) - \chi_{(0, +\infty)}(x) + \frac{1}{2s} W''(0) \frac{x}{|x|^{1+2s}}| \leq C |x|^{-\vartheta} \quad \text{for all } x \in \mathbb{R},
\]

for some \( \vartheta > 2s \). When \( s \in (1/2, 1) \), the exponent \( \vartheta \) is equal to \( 1 + 2s \)—see \([15, \text{Proposition 7.2}]\). If we used this bound to estimate the decay of \( F \), we would have only gotten that \( |F(t)| \lesssim t^{-1} \), which is not enough to ensure that the solutions of \((1.18)\) decay. In order to obtain the stronger bound \((1.19)\), one therefore needs to improve \((1.20)\). We do this in Proposition \(5.1\), where we show that \((1.20)\) holds with \( \vartheta = 4s \). This result, which actually holds for all \( s \in (0, 1) \), strongly uses the parity of the potential \( W \)—an hypothesis that is not made in \([20, 15, 14]\).

A consequence of the fact that the error term \( h(t) \) is infinitesimal when \( s \in (1/2, 1) \) is the asymptotic stability of the solution \( u \) built in Theorem \(1.1\), with respect to small odd perturbations of its initial datum.

**Theorem 1.2.** Let \( s \in (1/2, 1) \), \( W \in C^{4,1}(\mathbb{R}) \) be a potential satisfying \((1.2)\), and \( N \geq 2 \) be an integer. There exists \( \delta_0 > 0 \) such that, for every \( T \geq 1 \) sufficiently large, if \( u \) is the solution of \((1.13)\) given by Theorem \(1.1\) and \( \bar{u} \) is another solution of \((1.13)\) satisfying \( \bar{u}(. , T) = u( . , T) + \eta \) in \( \mathbb{R} \), for some odd function \( \eta: \mathbb{R} \to \mathbb{R} \) such that

\[
|\eta(x)| \leq \delta_0 \min \left\{ T^{-\frac{2s}{1+2s}}, |x|^{-2s} \right\} \quad \text{for all } x \in \mathbb{R},
\]

then,

\[
\lim_{t \to +\infty} \| \bar{u}(., t) - u(., t) \|_{L^\infty(\mathbb{R})} = 0.
\]

Theorem 1.2 gives the asymptotic stability of \( u \) with respect to odd perturbations. The requirement on the oddness of the perturbation \( \eta \) is related to a technical limitation of the construction leading to Theorem 1.1, where we require the \( N \) components of the error \( h \) to satisfy a symmetry condition—identities \((2.3)\) in Section 2. It might be the case that such a restriction on \( \eta \) could be relaxed—this would probably entail carrying through the construction of Theorem 1.1 under a weaker hypothesis than \((2.3)\), such as the requirement that \( h \) has null barycenter \( N^{-1} \sum_{i=1}^N h_i(t) \) for all \( t > T \). However, it cannot be completely removed, as one can easily see by considering as \( \bar{u}(x, t) \) the translation \( u(x+\delta, t) \), for a small \( \delta \).
Note that, although the case $N = 1$ is not formally included in our framework, it is possible to adapt the arguments of the proof of Theorem 1.2 to this case and establish the asymptotic dynamical stability of the layer solution $w$ with respect to odd perturbations.

**Remark 1.3.** The works [20, 15, 14] were mostly focused on the large-scale limit of the solutions of (1.1) and of more general Peierls-Nabarro type equations that include the presence of an external stress. In the simplest case of a vanishing stress, they proved that a solution $u_\varepsilon = u_\varepsilon(x,t)$ of

$$
\partial_t u_\varepsilon + \frac{1}{\varepsilon} \left( (-\Delta)^s u_\varepsilon + \frac{1}{\varepsilon^{2s}} W'(u_\varepsilon) \right) = 0 \quad \text{in } \mathbb{R} \times (0, +\infty),
$$

with initial datum given by (1.6), for some $x_1^0 < x_2^0 < \ldots < x_N^0$, converges, as $\varepsilon \to 0^+$, to the function

$$
\sum_{i=1}^N \chi_{(0, +\infty)}(x - \xi_i^0(t)),
$$

a.e. in $\mathbb{R} \times (0, +\infty)$, for some solution $\xi^0$ of (1.7) such that $\xi^0(0) = x^0$.

The connection between equations (1.22) and (1.1) is realized by the fact that $u$ is a solution of (1.1) if and only if

$$
u_\varepsilon(x,t) := u \left( \frac{x}{\varepsilon} - \frac{t}{\varepsilon^{1+2s}} \right)
$$

solves (1.22). Hence, (1.22) represents a blown-down version of (1.1), and the results of [20, 15, 14] show that solutions of (1.1) having initial data like (1.6), when viewed at large scales, look like $N$ equally oriented rough dislocations centered around points that evolve according to (1.7).

We point out that, via the rescaling (1.24), it is possible to recover this result using Theorem 1.1, at least for a restricted class of “well-prepared” initial data $x^0$—this limitation could be partially overcome by shaping $u$ around an appropriate solution $\xi^0$ of (1.7) which may differ from (1.12). In addition to this, through estimate (3.7) one can deduce quantitative information on the rate of convergence of $u^\varepsilon$ to (1.23), away from the trajectories of $\xi^0$.

In the series of papers [26, 27, 28], Patrizi & Valdinoci studied the evolution of dislocations which may not be all equally oriented—i.e., having initial data given by the superpositions of both increasing and decreasing layer solutions, centered at the points $x_i^0$’s. In [26], they proved that a large-scale limit result analogous to the one described before also holds true in this case. However, the system that regulates the evolution of the dislocation points $\xi^0$ need not be repulsive anymore—unlike (1.7)—and, therefore, collisions in finite time may occur. Articles [27, 28] were then mainly devoted to the analysis of the behavior of the solution $u_\varepsilon$ past the first collision time $T_c$.

We believe that a construction similar to the one performed in Theorem 1.1 could lead to quantitative information on the profile of $u_\varepsilon$ right before $T_c$, at least under some assumptions on the initial orientations of the dislocations. For example, by modifying our techniques in agreement with the arguments of, say, [12], it should be possible to construct ancient solutions of $\partial_t u + (-\Delta)^s u + W'(u) = 0$ modeling, at large negative times, the propagation of $N = 2$ dislocations oriented in opposite directions. Such solutions would have the form

$$u(x,t) \approx w(x - \xi_1(t)) - w(x - \xi_2(t)) \quad \text{for } x \in \mathbb{R}, t < -T,$$

with $\xi_1 < \xi_2$ approximately satisfying the attractive dynamical system

$$\dot{\xi}_i(t) \approx -\frac{\gamma}{2s} \sum_{j \neq i} \frac{\xi_i(t) - \xi_j(t)}{|\xi_i(t) - \xi_j(t)|^{1+2s}} \quad \text{for all } t < -T \text{ and } i = 1, 2,$$

for some large $T \geq 1$. When rescaled according to (1.24), these solutions would describe the blow-down profile right before the collision time $T_c$.

The remainder of the paper is organized as follows.

In Section 2, we define some relevant quantities for our analysis, including the norms used to measure the error terms $\psi$ and $h$, as well as the corresponding function spaces.

Section 3 contains a detailed account of the strategy that we follow to establish Theorem 1.1—actually, in the more general and precise form of Theorem 3.1, also stated there.

In Section 4, we carry out the analysis of the dynamical system (1.7), showing in particular the existence and uniqueness of a solution in the form (1.12).
The brief Section 5 is devoted to the asymptotic properties of \( w \). There, we state in particular our result on the improvement of expansion (1.20) for odd layer transitions. The proof of this and other related estimates is postponed to Appendix A.

Section 6 is mostly a review of fractional parabolic equations. It contains the definition of the notion of mild solutions that we adopt throughout the paper, as well as some well-known properties which immediately follow from it—such as the existence and uniqueness of solutions, maximum principles, and basic regularity estimates (the proof of these estimates is deferred to Appendix B). At the end of the section, we also include the construction of a couple of barriers and a decay estimate for a particular class of solutions of the linearization of equation (1.13) at \( w \).

Sections 7 and 8 represent the core part of the paper. There, we finalize the proof of Theorem 1.1 by establishing the main results stated in Section 3.

Section 9 is devoted to the proof of the stability properties of the solution \( u \), as stated in Theorem 1.2.

The paper is closed by three appendices. As anticipated before, the first two contain proofs of results stated in previous sections. Conversely, Appendix C is self-contained and concerned with the classification of bounded solutions to the stationary Peierls-Nabarro equation (1.4).

2. Notation

In this section, we present some non-standard definitions that will be used in the sequel. We begin by introducing the functional setting for the perturbations \( h \) and \( \psi \). The last subsection contains the definitions of the functions \( N \) and \( \xi \) which already appeared in (1.15).

2.1. Norms for \( h \). Let \( \mu \) be any number satisfying

\[
\mu > \frac{2s}{1+2s}
\]  

(2.1)

and define, given \( T \geq 1 \) and \( h \in C^1([T, +\infty); \mathbb{R}^N) \), the norm

\[
\|h\|_{H_{T,\mu}} := \sup_{t > T} \left( t^{\mu-1} |h(t)| + \sup_{t > T} \left| t^{\mu} \dot{h}(t) \right| \right).
\]  

(2.2)

We will always work with perturbations \( h \) that are evenly distributed, meaning that

\[
h_i(t) = -h_{N-i+1}(t) \quad \text{for all } t > T \text{ and } i = 1, \ldots, N.
\]  

(2.3)

As a result, we consider the spaces

\[
H_{T,\mu} := \left\{ h \in C^1([T, +\infty); \mathbb{R}^N) : h \text{ satisfies (2.3) and } \|h\|_{H_{T,\mu}} < +\infty \right\}
\]  

(2.4)

along with their closed unit balls

\[
B_1(H_{T,\mu}) := \left\{ h \in H_{T,\mu} : \|h\|_{H_{T,\mu}} \leq 1 \right\}.
\]

Notice that assumption (2.1) on \( \mu \) guarantees that the \( h_i \)'s have strictly lower growth rates at \(+\infty\) than the \( \xi_i^0 \)'s given by (1.12). In particular, up to taking \( T \) sufficiently large, any \( h \in B_1(H_{T,\mu}) \) gives rise to a family of trajectories \( \xi = \xi^0 + h \) satisfying

\[
\xi_1(t) < \xi_2(t) < \ldots < \xi_N(t) \quad \text{for all } t > T.
\]

(2.5)

In what follows, we will always assume this to hold.

As we shall see later on, the perturbation \( h \) leading to the desired solution \( u \) of (1.13) is obtained as the solution of a nonlinear system of equations. Its right-hand side will belong to the following spaces. Given, \( T \geq 1, \mu > 0, \) and \( \alpha \in (0, 1) \), we define the spaces

\[
\mathcal{F}_{T,\mu} := \left\{ f \in L^\infty((T, +\infty); \mathbb{R}^N) : f \text{ satisfies (2.6) and } \|f\|_{\mathcal{F}_{T,\mu}} < +\infty \right\},
\]  

(2.5)

\[
\mathcal{F}^\alpha_{T,\mu} := \left\{ f \in L^\infty((T, +\infty); \mathbb{R}^N) : f \text{ satisfies (2.6) and } \|f\|_{\mathcal{F}^\alpha_{T,\mu}} < +\infty \right\},
\]

characterized by the property

\[
f_i(t) = -f_{N-i+1}(t) \quad \text{for all } t > T \text{ and } i = 1, \ldots, N
\]  

(2.6)
and by the norms
\[ \|f\|_{F_{T,\mu}} := \sup_{t > T} \left( t^\mu |f(t)| \right), \]
\[ \|f\|_{\tilde{F}_{T,\mu}} := \|f\|_{F_{T,\mu}} + \sup_{t > T} \left( t^\mu |f|_{C^0((t,t+1);\mathbb{R}^n)} \right). \]

### 2.2. Norms for \( \psi \)

We measure the decay of the corrector \( \psi \) through the weight
\[ \Phi(x,t) := \min \left\{ |x|^{-2s}, t^{-\frac{2s\alpha}{\alpha + 2}} \right\} \quad \text{for } x \in \mathbb{R}, t \geq 1. \] (2.7)

Given any open interval \( I \subseteq [1, +\infty) \), we define the Banach space
\[ A_I := \left\{ \psi \in L^\infty(\mathbb{R} \times I) : \|\psi\|_{A_I} < +\infty \right\}, \]
with norm
\[ \|\psi\|_{A_I} := \|\psi\|_{L^\infty(\mathbb{R} \times I)}. \]

The reason for considering this particular norm has been already anticipated in the introduction and is related to the fact that the error term \( \varepsilon \) (defined below in (2.15)) satisfies \( \|\varepsilon\|_{A_I} < +\infty \)—see Lemma 7.1 in Section 7.

A subset of \( A_I \) that will be of key importance in our analysis is composed by the elements of \( A_I \) which are \( L^2 \)-orthogonal in space to the \( N \) functions
\[ Z_i(x,t) := w'(x - \xi_i(t)) \quad \text{for } i = 1, \ldots, N, \] (2.8)
for a.e. time \( t \in I \). That is, those functions \( \psi \in A_I \) for which
\[ \int_{\mathbb{R}} \psi(x,t)Z_i(x,t) \, dx = 0 \quad \text{for a.e. } t \in I \text{ and every } i = 1, \ldots, N. \] (2.9)

We call this subset \( \hat{A}_I \), i.e., we define
\[ \hat{A}_I := \left\{ \psi \in A_I : \psi \text{ satisfies (2.9)} \right\}. \]

Observe that the integral in (2.9) is well-defined and finite for every bounded \( \psi \), as \( Z_i(\cdot,t) \in L^1(\mathbb{R}) \) for every \( t \)—see estimate (5.3) in Section 5. Also notice that \( \hat{A}_I \) is closed in \( A_I \).

The case we are mostly interested in is that of a time interval \( I \) of the form \( (T, +\infty) \), with \( T \geq 1 \). In this situation, we simply write
\[ A_T := A_{(T, +\infty)} \quad \text{and} \quad \hat{A}_T := \hat{A}_{(T, +\infty)}, \]
and similarly for their norm \( \| \cdot \|_{A_T} \). Sometimes, we will need to measure the continuity of the corrector function \( \psi \). Given \( T \geq 1 \) and \( \alpha \in (0,1) \), we consider the weighted Hölder space
\[ A^\alpha_T := \left\{ \psi \in L^\infty(\mathbb{R} \times (T, +\infty)) : \|\psi\|_{A^\alpha_T} < +\infty \right\}, \] (2.10)
determined by the norm
\[ \|\psi\|_{A^\alpha_T} := \|\psi\|_{A_T} + \sup_{t > T} \left( t^{\frac{\alpha}{\alpha + 2}} |\psi|_{C^0((t,t+1))} \right). \] (2.11)

We also define an appropriate space for the initial datum \( \psi_0 \) for \( \psi \) that will be considered in Theorem 3.1. Taking into account the orthogonality conditions
\[ \int_{\mathbb{R}} \psi_0(x)Z_i(x,T) \, dx = 0 \quad \text{for all } i = 1, \ldots, N \] (2.12)
and the norm
\[ \|\psi_0\|_{A(T)} := \left\| \frac{\psi_0}{\Phi(\cdot,T)} \right\|_{L^\infty(\mathbb{R})}, \]
we introduce the spaces
\[ A_{(T)} := \left\{ \psi_0 \in L^\infty(\mathbb{R}) : \|\psi_0\|_{A(T)} < +\infty \right\} \quad \text{and} \quad \hat{A}_{(T)} := \left\{ \psi_0 \in A_{(T)} : \psi_0 \text{ satisfies (2.12)} \right\}, \]
As we will sometimes need \( \psi_0 \) to be regular, we also consider the weighted \( C^1 \) norm
\[ \|\psi_0\|_{\hat{A}^1_{(T)}} := \|\psi_0\|_{A_{(T)}} + T^{\frac{2s\alpha}{\alpha + 2}} \|\psi_0'\|_{L^\infty(\mathbb{R})} \] (2.13)
as well as the corresponding spaces
\[ \mathcal{A}_1^1(T) := \left\{ \psi \in C^1(\mathbb{R}) : \|\psi\|_{\mathcal{A}_1^1(T)} < +\infty \right\} \quad \text{and} \quad \hat{\mathcal{A}}_1^1(T) := \mathcal{A}_1^1(T) \cap \mathcal{A}_1^1(T). \]

2.3. **Additional terminology.** Recalling definition (1.10) of \( z = z(x, t) \), we introduce the following two functions, that will play an important role in the continuation of the paper. Given \( \psi : \mathbb{R} \times (T, +\infty) \), we define
\[ N[\psi](x, t) := W'(z(x, t) + \psi(x, t)) - W'(z(x, t)) - W''(z(x, t))\psi(x, t) \quad \text{for } x \in \mathbb{R}, t > T \quad (2.14) \]
and
\[ E(x, t) := W'(z(x, t)) - \sum_{j=1}^{N} W'(w(x - \xi_j(t))) - \sum_{j=1}^{N} w'(x - \xi_j(t))\dot{\xi}_j(t) \quad \text{for } x \in \mathbb{R}, t > T. \quad (2.15) \]

Sometimes, it will be convenient to decompose \( E \) as
\[ E = E_1 + E_2, \quad (2.16) \]
with
\[ E_1(x, t) := W'(z(x, t)) - \sum_{j=1}^{N} W'(w(x - \xi_j(t))), \quad (2.17) \]
\[ E_2(x, t) := -\sum_{j=1}^{N} Z_j(x, t)\dot{\xi}_j(t). \quad (2.18) \]

Recall definition (2.8). We also define the functions
\[ E_{0,j}(x, t) := W''(z(x, t)) - W''(w(x - \xi_j(t))) \quad \text{for } j = 1, \ldots, N. \quad (2.19) \]

Finally, throughout the paper we denote with \( C \) any generic positive constant. The value of \( C \) is usually large (greater than 1) and may change from line to line. Generic here means that \( C \) only depends on the structural parameters of the model under analysis, which are \( s, W, N, \) and \( \mu \). When some constant depends on further, non-structural quantities, we will typically stress it by means of subscripts—e.g., the notation \( C_{\varepsilon,T} \) indicates dependence on \( \varepsilon \) and \( T \).

3. **OUTLINE OF THE PROOF OF THEOREM 1.1**

We present here in detail the strategy of the proof of Theorem 1.1. Thanks to the definitions introduced in the previous section, we can give a more precise statement of it, providing in particular information on the decay/growth rate of the perturbation \( h \). This rate is encoded in the norm \( \| \cdot \|_{\mathcal{H}_{T,\mu}} \) defined in (2.2) and corresponding to a number \( \mu \) satisfying
\[ \mu < \min \left\{ \frac{4s}{1 + 2s}, 1 + \delta \right\} \quad \text{and} \quad \mu > \begin{cases} \frac{3s}{1 + 2s} & \text{if } s \in (0, 1/2], \\ 1 & \text{if } s \in (1/2, 1), \end{cases} \quad (3.1) \]
where \( \delta > 0 \) is given by
\[ \delta := \frac{N\gamma}{16\beta N^{2s}}, \quad (3.2) \]
with \( \gamma \) as in (1.8). Notice that such a \( \mu \) satisfies in particular assumption (2.1).

We have the following statement.

**Theorem 3.1.** Let \( \mu \) be a real number fulfilling conditions (3.1)-(3.2). Then, there exist three generic constants \( T_0, C \geq 1 \) and \( \varepsilon_0 \in (0, 1) \) such that, given any \( T \geq T_0 \), any odd function \( \psi_0 \in \mathcal{A}_1^1(T) \), and any vector \( h^{(0)} \in \mathbb{R}^N \) satisfying
\[ h_i^{(0)} = -h_{N-i+1}^{(0)} \quad \text{for all } i = 1, \ldots, N \quad (3.3) \]
and
\[ \|\psi_0\|_{\mathcal{A}_1^1(T)} + T^{\mu-1}\|h^{(0)}\| \leq \varepsilon_0, \quad (3.4) \]
there exist \( h \in \mathcal{B}_1(\mathcal{H}_{T,\mu}) \) with \( h(T) = h^{(0)} \) and \( \psi \in \mathcal{A}_T \) with \( \psi(\cdot, T) = \psi_0 \) and \( \|\psi\|_{\mathcal{A}_T} \leq C \) for which the function \( u \) given by (1.9)-(1.11) with \( \xi = \xi_0 + h \) is a solution of equation (1.13).
Observe that Theorem 1.1 is a particular case of Theorem 3.1, obtained by taking \( \psi_0 \) and \( h^{(0)} \) equal to zero. Nevertheless, Theorem 3.1 allows for more general initial data \( \psi_0 \) and \( h^{(0)} \) satisfying the smallness assumption (3.4). Note that the requirement on \( \psi_0 \) to be of class \( C^1 \) is merely technical and could in fact be relaxed by assuming only Hölder continuity. We also remark that the possibility of having non-zero initial data will be crucial to prove the stability result of Theorem 1.2, later in Section 9.

The remainder of the section is occupied by the scheme of the proof of Theorem 3.1. As we will shortly see, the argument rests on a few key results, the proofs of which are postponed to Sections 7 and 8.

Let \( \xi \) be as in (1.11), with \( \xi^0 \) being the explicit solution (1.12) of system (1.7)—whose existence and main properties will be discussed in Section 4—and for some \( h \in \bar{B}_1(\mathcal{H}_{T,\mu}) \) to be later determined. It is immediate to see that \( u \) given by (1.9)-(1.10) is a solution of (1.13) if and only if \( \psi \) solves
\[
\partial_t \psi + (-\Delta)^s \psi + W''(z)\psi + \mathcal{N}[\psi] + \xi = 0 \quad \text{in } \mathbb{R} \times (T, +\infty),
\]
with \( \mathcal{N}[\psi] \) and \( \xi \) respectively given by (2.14) and (2.15). To find a solution \( \psi \) of (3.5) belonging to \( \mathcal{A}_T \), we consider, at a first stage, the projected Dirichlet problem
\[
\begin{align*}
\partial_t \psi + (-\Delta)^s \psi + W''(z)\psi + \mathcal{N}[\psi] + \xi &= \sum_{j=1}^N c_j Z_j & \text{in } \mathbb{R} \times (T, +\infty) \\
\psi &= \psi_0 & \text{on } \mathbb{R} \times \{T\},
\end{align*}
\]
where \( \psi_0 \) lies in \( \mathcal{A}_T \) and \( c = (c_j)_{j=1}^N : (T, +\infty) \to \mathbb{R}^N \) is a suitable vector of (time-dependent) coefficients—the reasons for considering (3.6) instead of (3.5) have been explained in the introduction, after the statement of Theorem 1.1.

It turns out that, if \( T \) is sufficiently large, problem (3.6) is uniquely solvable in \( \mathcal{A}_T \), as shown by the following result.

**Theorem 3.2.** Assume that \( \mu \) satisfies (2.1). Then, there exist three generic constants \( T_0, C \geq 1 \), and \( \varepsilon_0 \in (0, 1) \) such that, given any \( T \geq T_0 \), \( h \in \bar{B}_1(\mathcal{H}_{T,\mu}) \), and \( \psi_0 \in \mathcal{A}_T \) with \( \|\psi_0\|_{\mathcal{A}_T} \leq \varepsilon_0 \), there exists a unique solution \( \psi \in \mathcal{A}_T \) of problem (3.6) satisfying
\[
\|\psi\|_{\mathcal{A}_T} \leq C.
\]

The vector of coefficients \( c \) is uniquely determined as the solution of the linear system
\[
A(t)c(t) = b(t) \quad \text{for all } t > T,
\]
where the matrix \( A(t) = (A_{ij}(t))_{i,j=1}^N \) is given by
\[
A_{ij}(t) := \int_{\mathbb{R}} Z_i(x,t)Z_j(x,t) \, dx
\]
and the vector \( b(t) = (b_i(t))_{i=1}^N \) by
\[
b_i(t) := \int_{\mathbb{R}} \left\{ \frac{W'(z)}{W(z)} \psi(x,t) + [W'(z) + \mathcal{N}[\psi](x,t)] \right\} Z_i(x,t) \, dx + \xi_i(t) \int_{\mathbb{R}} \psi(x,t)w''(x-\xi_i(t)) \, dx.
\]
In addition, if \( \psi_0 \) is odd, then \( \psi \) is odd as well in the variable \( x \), meaning that
\[
\psi(-x,t) = -\psi(x,t) \quad \text{for all } x \in \mathbb{R}, \ t > T.
\]

Note that, for \( t \) sufficiently large, the matrix \( A(t) \) is invertible and thus (3.8) admits a unique solution \( c(t) = A(t)^{-1}b(t) \)—see Lemma 7.6.

We will obtain Theorem 3.2 via a fixed point argument based on the linearization of problem (3.6), namely
\[
\begin{align*}
\partial_t \psi + (-\Delta)^s \psi + W''(z)\psi &= f + \sum_{j=1}^N c_j Z_j & \text{in } \mathbb{R} \times (T, +\infty) \\
\psi &= \psi_0 & \text{on } \mathbb{R} \times \{T\},
\end{align*}
\]
with \( f \in \mathcal{A}_T \). The solvability of (3.12) is addressed by the following result.

**Proposition 3.3.** Assume that \( \mu \) satisfies (2.1). Then, there exists a generic constant \( T_0 \geq 1 \) such that, given any \( T \geq T_0 \), \( h \in \bar{B}_1(\mathcal{H}_{T,\mu}) \), \( f \in \mathcal{A}_T \), and \( \psi_0 \in \bar{A}_{(T)} \), there exist a solution \( \psi \in \mathcal{A}_T \) of (3.12). The vector of coefficients \( c \) is the solution of the system (3.8), with \( A = (A_{ij})_{i,j=1}^N \) given by (3.9) and \( b = (b_i)_{i=1}^N \) by

\[
 b_i(t) := \int_{\mathbb{R}} \left\{ \varepsilon_{0,i}(x,t)\psi(x,t) - f(x,t) \right\} Z_i(x,t) \, dx + \xi_i(t) \int_{\mathbb{R}} \psi(x,t)w''(x - \xi_i(t)) \, dx. \tag{3.13}
\]

Finally, the estimate

\[
 \|\psi\|_{\mathcal{A}_T} \leq C \left( \|f\|_{\mathcal{A}_T} + \|\psi_0\|_{\mathcal{A}_{(T)}} \right), \tag{3.14}
\]

holds true for some generic constant \( C > 0 \).

That \( c \) is characterized by system (3.8) (with \( b \) as in (3.13) or (3.10), in either the linear or nonlinear case) can be checked, at least formally, by multiplying the equations solved by \( \psi \) against each \( Z_i \), integrating in space, and taking into account the orthogonality conditions (2.9) satisfied by \( \psi \) (recall that \( \psi \in \mathcal{A}_T \)). See Lemma 7.5 for a rigorous derivation of this fact in the context of mild solutions.

Theorem 3.2 ensures that, given any \( h \in \bar{B}_1(\mathcal{H}_{T,\mu}) \), there exist a solution \( \psi \in \mathcal{A}_T \) of (3.6), for some array of coefficients \( c \). Of course, both \( \psi \) and \( c \) depend on the choice of \( h \). In order to solve equation (3.5), our goal is then to find a suitable \( h \) for which \( c = c[h] \) satisfies

\[
 c(t) = 0 \quad \text{for all } t > T. \tag{3.15}
\]

In view of how \( c \) is defined by (3.8)-(3.10) and recalling definitions (2.16)-(2.18), it is immediate to verify that (3.15) is equivalent to selecting \( h \in \bar{B}_1(\mathcal{H}_{T,\mu}) \) in a way that \( \xi = \xi^0 + h \) solves

\[
 M(t) \dot{\xi}(t) = d(t) \quad \text{for all } t > T,
\]

where \( M(t) = (M_{ij}(t))_{i,j=1}^N \) is defined by

\[
 M_{ij}(t) := A_{ij}(t) - \delta_{ij} \int_{\mathbb{R}} \psi(x,t)w''(x - \xi_i(t)) \, dx, \tag{3.16}
\]

with \( A_{ij} \) as in (3.9), and \( d(t) = (d_i(t))_{i=1}^N \) by

\[
 d_i(t) := \int_{\mathbb{R}} \left\{ \varepsilon_{0,i}(x,t)\psi(x,t) + \varepsilon_{1}(x,t) + N[\psi](x,t) \right\} Z_i(x,t) \, dx. \tag{3.17}
\]

Once again, we stress that both \( M \) and \( d \) depend (nonlinearly) in \( h \).

It is not hard to see that the matrix \( M(t) \) is invertible, provided \( t \) is sufficiently large—see Lemma 8.1. By this and the fact that \( \xi^0 \) solves (1.7), we may equivalently rewrite (3.16) as

\[
 \dot{h} + D\mathcal{R}(\xi^0)h = F[h] \quad \text{in } (T, +\infty), \tag{3.18}
\]

where \( \mathcal{R} \) is the vector-valued function defined by

\[
 \mathcal{R}_i(\xi) := -\frac{\gamma}{2s} \sum_{j \neq i} \frac{\xi_i - \xi_j}{|\xi_i - \xi_j|^{1+2s}} \quad \text{for } \xi \in \mathbb{R}^N \text{ and } i, j = 1, \ldots, N, \tag{3.19}
\]

while \( F = F[h] : (T, +\infty) \to \mathbb{R}^N \) is given by

\[
 F(t) := F^{(1)}(t) + F^{(2)}(t), \tag{3.20}
\]

with

\[
 F^{(1)}(t) := -\left\{ \mathcal{R}(\xi^0(t) + h(t)) - \mathcal{R}(\xi^0(t)) - D_{\xi^0} \mathcal{R}(\xi^0(t))h(t) \right\}, \tag{3.21}
\]

\[
 F^{(2)}(t) := M^{-1}(t) d(t) + \mathcal{R}(\xi(t)). \tag{3.22}
\]

Note that system (3.18) is nonlinear in \( h \). Its solvability within \( \bar{B}_1(\mathcal{H}_{T,\mu}) \)—for any small initial datum \( h^{(0)} \) satisfying (3.3)—is established in the next result, which holds true under the assumptions that \( \psi_0 \) is an odd \( C^1 \) function and that \( \mu \) fulfills (3.1)-(3.2).
Theorem 3.4. Assume that \( \mu \) satisfies (3.1)-(3.2). Then, there exists a generic constant \( T_0 \geq 1 \) such that, given any \( T \geq T_0 \), any odd \( C^1 \) function \( \psi_0 \in \hat{A}_T \), and any vector \( h^{(0)} \in \mathbb{R}^N \) satisfying (3.3) and (3.4), there exists a solution \( h \in B_1(\mathcal{H}_{T,\mu}) \) of

\[
\begin{cases}
\dot{h} + D_\xi \Re(\xi^0)h = F[h] & \text{in } (T, +\infty) \\
 h(T) = h^{(0)}.
\end{cases}
\] (3.23)

The proof of Theorem 3.4 is based on the study of the decay properties of \( F \), on the resolution of the linear problem associated to (3.23), and on a suitable application of a fixed point theorem. Note that, in the literature, the existence of a solution to nonlinear reduced problems such as (3.23) is often proved using the contraction lemma. Here, this strategy does not seem feasible (at least when \( s \leq 1/2 \)), due to the lack of regularity of the map \( \Psi \) that associates to each \( h \in B_1(\mathcal{H}_{T,\mu}) \) the corresponding solution \( \psi = \Psi[h] \) of problem (3.6) given by Theorem 3.2—see Remark 7.10 at the end of Section 7. To circumvent this issue, we use instead the Schauder fixed point theorem, whose application is justified after a careful inspection of the compactness properties of the map \( h \mapsto F[h] \) with respect to an appropriate target space—chosen within the scale (2.5).

The analysis needed for the proof of Theorem 3.4 is conducted in Section 8, while the arguments leading to Theorem 3.2 and Proposition 3.3 are contained in Section 7. Pending the verification of these results, the proof of Theorem 3.1—and, thus, of Theorem 1.1—is concluded.

4. Analysis of the dynamical system (1.7).

In this section, we provide some results concerning system (1.7). Specifically, we prove that there exists a unique solution \( \xi^0 \) in the form (1.12) and we show that any other solution of (1.7) with vanishing barycenter behaves as \( \xi^0 \) as \( t \to +\infty \). The results stated here do not require the constant \( \gamma \) to assume the specific value prescribed by (1.8) and hold in fact for any \( \gamma > 0 \).

We begin with the following result. To state it, we introduce the notation

\[ \mathfrak{B} := \left\{ b \in \mathbb{R}^N : b_1 < b_2 < \ldots < b_N \right\}. \]

Proposition 4.1. There exists a unique \( \beta \in \mathfrak{B} \) for which \( \xi^0 \) defined by (1.12) solves system (1.7). The vector \( \beta \) is the unique solution of

\[ \beta_i = \frac{(1 + 2s)\gamma}{2s} \sum_{j \neq i} \frac{\beta_i - \beta_j}{|\beta_i - \beta_j|^{1 + 2s}} \quad \text{for every } i = 1, \ldots, N \] (4.1)

that belongs to \( \mathfrak{B} \). In particular, it satisfies

\[ \beta_i = -\beta_{N-i+1} \quad \text{for all } i = 1, \ldots, N. \] (4.2)

Proof. Let \( \xi^0 \) be given by (1.12), for some \( \beta \) to be chosen. A straightforward computation reveals that \( \xi^0 \) solves (1.7) if and only if \( \beta \) is a solution of (4.1), that is, if and only if \( \beta \) is a stationary point of the functional \( \mathcal{V} \in C^2(\mathfrak{B}) \) defined by

\[ \mathcal{V}(b) := \frac{|b|^2}{2} + \mathcal{V}_0(b) \quad \text{for } b \in \mathfrak{B}, \]

with

\[ \mathcal{V}_0(b) := \begin{cases} 
\frac{(1 + 2s)\gamma}{2s(2s-1)} \sum_{1 \leq i < j \leq N} |b_i - b_j|^{1-2s} & \text{if } s \neq \frac{1}{2}, \\
-2\gamma \sum_{1 \leq i < j \leq N} \log |b_i - b_j| & \text{if } s = \frac{1}{2}.
\end{cases} \]

The proof will be complete if we show that \( \mathcal{V} \) has a unique stationary point in \( \mathfrak{B} \).

In order to check this, we first observe that \( \mathfrak{B} \) is a convex open set. Secondly, it holds

\[ \langle D^2\mathcal{V}(b)\eta, \eta \rangle = |\eta|^2 + (1 + 2s)\gamma \sum_{1 \leq i < j \leq N} \frac{|\eta_i - \eta_j|^2}{|b_i - b_j|^{1+2s}} \geq |\eta|^2 \quad \text{for all } b \in \mathfrak{B} \text{ and } \eta \in \mathbb{R}^N. \]
Accordingly, \( V \) is strictly convex in \( \mathcal{B} \), and its only possible stationary point is its unique global minimum in \( \mathcal{B} \), provided it exists. To see that such a minimum indeed exists, we begin by noticing that

\[
V(b) \geq \frac{|b|^2}{4} \quad \text{for all } b \in \mathcal{B} \text{ such that } |b| \geq R,
\]

for some constant \( R > 0 \).

Now, when \( s \in [1/2, 1) \), it holds

\[
\lim_{\mathcal{B} \ni b \to \bar{b}} V(b) = +\infty \quad \text{for all } \bar{b} \in \partial \mathcal{B}.
\]

From this and (4.3) we then immediately infer that \( V \) has a global minimum in \( \mathcal{B} \).

The case \( s \in (0, 1/2) \) is a bit more delicate. Under this assumption, we have that \( V \in C^0(\overline{\mathcal{B}}) \). By this and (4.3), it follows that \( V \) has a global minimum in \( \overline{\mathcal{B}} \). We claim that, given any \( \bar{b} \in \partial \mathcal{B} \), we can find \( b \in \mathcal{B} \) such that

\[
V(b) < V(\bar{b}).
\]

Of course, this would lead us to conclude that the global minimum of \( V \) lies in \( \mathcal{B} \). To verify this claim, let

\[
b := \bar{b} + \varepsilon(1, 2, \ldots, N),
\]

for some small \( \varepsilon > 0 \) to be decided later. Clearly, \( b \in \mathcal{B} \). Using that \( \mathcal{B}_1 \leq \mathcal{B}_2 \leq \ldots \leq \mathcal{B}_N \), it is easy to see that

\[
|b_i - b_j| > |\bar{b}_i - \bar{b}_j| \quad \text{for every } i \neq j.
\]

Moreover, as \( \bar{b} \in \partial \mathcal{B} \), there exists \( I \in \{1, \ldots, N - 1\} \) such that \( \mathcal{B}_I = \mathcal{B}_{I+1} \). By this and (4.5), we get

\[
V(b) - V(\bar{b}) = \varepsilon \sum_{I=1}^{N} |\mathcal{B}_I| + \varepsilon^2 \sum_{I=1}^{N} |\mathcal{B}_I| - (1 + 2s)\gamma \frac{\gamma}{2s(1 - 2s)} \sum_{1 \leq i < j \leq N} \left( |b_i - b_j|^{1 - 2s} - |\bar{b}_i - \bar{b}_j|^{1 - 2s} \right)
\]

\[
\leq \varepsilon N^2 \mathcal{B}_N + \varepsilon^2 N^3 - \frac{\gamma}{1 - 2s} \left( |b_I - b_{I+1}|^{1 - 2s} - |\bar{b}_I - \bar{b}_{I+1}|^{1 - 2s} \right)
\]

\[
= -\varepsilon^{1 - 2s} \left( \frac{\gamma}{1 - 2s} - \varepsilon^{2s} N^2 \mathcal{B}_N - \varepsilon^{1 + 2s} N^3 \right).
\]

From this, inequality (4.4) immediately follows, provided we take \( \varepsilon \) small enough.

This concludes the proof of the existence and uniqueness of \( \beta \). The fact that \( \beta \) is the unique solution of (4.1) within \( \mathcal{B} \) also ensures that (4.2) holds true, as, otherwise, the vector \( \tilde{\beta} \in \mathcal{B} \) defined by \( \tilde{\beta}_k := -\beta_{N-k+1} \) will provide a different solution of (4.2). The proof of Proposition 4.1 is thus complete. \( \Box \)

For a general \( N \) the solution of (4.1) is not explicit. However, a straightforward computation gives that, for \( N = 2 \), it holds

\[
\beta_2 = -\beta_1 = \frac{1}{2} \left( \frac{(1 + 2s)\gamma}{s} \right)^{\frac{1}{1 + 2s}},
\]

while, for \( N = 3 \),

\[
\beta_3 = -\beta_1 = \left( \frac{(1 + 2s)(1 + 4^{-s})\gamma}{2s} \right)^{\frac{1}{1 + 2s}} \quad \text{and} \quad \beta_2 = 0.
\]

The remainder of the section is devoted to show that \( \xi^0 \) characterizes the long-time asymptotics of all solutions of (1.7). To this aim, we first establish the next lemma, which provides a rough estimate on the diverging rate of two consecutive components of any solution of (1.7).

**Lemma 4.2.** Let \( \eta \in C^1([1, +\infty); \mathbb{R}^N) \) be a solution of

\[
\dot{\eta}(t) = \frac{\gamma}{2s} \sum_{j \neq i} \frac{\eta_i(t) - \eta_j(t)}{|\eta_i(t) - \eta_j(t)|^{1 + 2s}} \quad \text{for all } t > 1 \text{ and } i = 1, \ldots, N,
\]

satisfying

\[
\eta_1(1) < \eta_2(1) < \ldots < \eta_N(1).
\]

Then, there exists a constant \( C \geq 1 \), depending only on \( s, N, \gamma \), and the initial datum \( \eta(1) \), such that

\[
\frac{1}{C} t^{1+2s} \leq \eta_{i+1}(t) - \eta_i(t) \leq C t^{1+2s} \quad \text{for all } t \geq 1 \text{ and } i = 1, \ldots, N - 1.
\]
Proof. First of all, we point out that condition (4.7) is preserved along the dynamics, meaning that
\[ \eta_1(t) < \eta_2(t) < \ldots < \eta_N(t) \quad \text{for all } t \geq 1. \]  
(4.9)
Indeed, this is an immediate consequence of the fact that \( \eta \) is \( C^1 \) and solves (1.7).

We begin by establishing the right-hand inequality in (4.8). Set \( d_i := \eta_{i+1} - \eta_i \). By (4.6), we have
\[
\dot{d}_i = \frac{\gamma}{2s} \left\{ \sum_{j \neq i+1} \frac{\eta_{i+1} - \eta_j}{|\eta_{i+1} - \eta_j|^{1+2s}} - \sum_{j \neq i} \frac{\eta_i - \eta_j}{|\eta_i - \eta_j|^{1+2s}} \right\} 
\]
\[
= \frac{\gamma}{2s} \left\{ \sum_{j=1}^{i-1} \left( \frac{1}{|\eta_{i+1} - \eta_j|^{2s}} - \frac{1}{|\eta_i - \eta_j|^{2s}} \right) - \sum_{j=i+2}^N \left( \frac{1}{|\eta_j - \eta_{i+1}|^{2s}} - \frac{1}{|\eta_j - \eta_i|^{2s}} \right) \right\} 
\]
\[
+ \frac{\gamma}{s} \frac{1}{(\eta_{i+1} - \eta_i)^{2s}}. 
\]
(4.10)

Condition (4.9) yields that
\[
\frac{1}{|\eta_{i+1} - \eta_j|^{2s}} - \frac{1}{|\eta_i - \eta_j|^{2s}} \leq 0 \quad \text{for every } j \leq i - 1, 
\]
\[
\frac{1}{|\eta_j - \eta_{i+1}|^{2s}} - \frac{1}{|\eta_j - \eta_i|^{2s}} \geq 0 \quad \text{for every } j \geq i + 2. 
\]

Using this, we deduce from (4.10) that
\[
d_i \leq \frac{\gamma}{s} \frac{1}{(\eta_{i+1} - \eta_i)^{2s}} = \frac{\gamma}{s} \frac{1}{d_i^{2s}}, 
\]
that is, \( d_i^{2s} \dot{d}_i \leq \gamma/s \). By integrating this inequality between 1 and \( t \), we easily get that
\[
d_i(t) \leq C t^{\frac{1}{1+2s}} \quad \text{for all } t \geq 1 \text{ and } i = 1, \ldots, N, 
\]
(4.11)
for some constant \( C \geq 1 \) depending only on \( s, \gamma \), and on the initial distance \( \eta_{i+1}(1) - \eta_i(1) \).

The deduction of the lower bound in (4.8) is slightly more involved. The computation is inspired to the one performed in [19, Lemma 8.2]. Set \( d := \min \{ d_i : i = 1, \ldots, N - 1 \} \). For all but a countable number of \( t > 1 \), the function \( d \) is differentiable at \( t \) and it holds \( \dot{d}(t) = \dot{d}_i(t) \) for some \( i = 1, \ldots, N \). Using (1.7), we compute
\[
d = d_i = \frac{\gamma}{2s} \left\{ \sum_{j=1}^i \frac{1}{|\eta_{i+1} - \eta_j|^{2s}} - \sum_{j=i+1}^N \frac{1}{(\eta_j - \eta_{i+1})^{2s}} - \sum_{j=1}^{i-1} \frac{1}{|\eta_i - \eta_j|^{2s}} + \sum_{j=i+1}^N \frac{1}{(\eta_j - \eta_i)^{2s}} \right\}. 
\]

Shifting indices in the second and third sum and rearranging, this becomes
\[
d = \frac{\gamma}{2s} \left\{ \sum_{j=2}^i \left( \frac{1}{|\eta_{i+1} - \eta_j|^{2s}} - \frac{1}{|\eta_i - \eta_j|^{2s}} \right) + \sum_{j=i+1}^{N-1} \left( \frac{1}{(\eta_j - \eta_i)^{2s}} - \frac{1}{(\eta_j - \eta_{i+1})^{2s}} \right) \right\} 
\]
\[
+ \frac{\gamma}{2s} \left\{ \frac{1}{|\eta_{i+1} - \eta_i|^{2s}} + \frac{1}{(\eta_N - \eta_i)^{2s}} \right\}. 
\]
(4.12)
By the minimality of \( d_i \), we have that \( d_i \leq d_{\ell} \), i.e., \( \eta_{i+1} - \eta_{i+1} \leq \eta_i - \eta_i \) for all \( \ell = 1, \ldots, N - 1 \). This gives
\[
\frac{1}{|\eta_{i+1} - \eta_j|^{2s}} - \frac{1}{|\eta_i - \eta_j|^{2s}} \geq 0 \quad \text{for every } j \leq i, 
\]
\[
\frac{1}{(\eta_j - \eta_i)^{2s}} - \frac{1}{(\eta_j - \eta_{i+1})^{2s}} \geq 0 \quad \text{for every } j \geq i + 1. 
\]

Thus, both sums on the first line of (4.12) are non-negative and we deduce that
\[
d \geq \frac{\gamma}{2s} \left\{ \frac{1}{|\eta_{i+1} - \eta_i|^{2s}} + \frac{1}{(\eta_N - \eta_i)^{2s}} \right\} \geq \frac{\gamma}{(\eta_N - \eta_i)^{2s}}. 
\]
By integrating this over the interval \((1, t)\) and recalling (4.11), we get
\[
d(t) \geq d(1) + \frac{1}{C} \int_1^t \tau^{-\frac{1}{1+2s}} d\tau \geq d(1) + \frac{1}{C} t^{-\frac{2}{1+2s}} (t - 1),
\]
which easily leads us to the left-hand inequality in (4.8). Thus, the lemma is proved.

With the aid of Lemma 4.2, we can now prove the following result.

**Proposition 4.3.** Let \(\eta \in C^1([1, +\infty); \mathbb{R}^N)\) be a solution of (4.6) satisfying (4.7) and
\[
\sum_{i=1}^N \eta_i(1) = 0. \tag{4.13}
\]
Let \(\xi^0\) be the solution given by Proposition 4.1. Then, it holds
\[
\lim_{t \to +\infty} |\eta(t) - \xi^0(t)| = 0. \tag{4.14}
\]

**Proof.** Let \(b_\eta(t)\) be the barycenter of \(\eta\) at time \(t\), namely
\[
b_\eta(t) := \frac{1}{N} \sum_{i=1}^N \eta_i(t).
\]
Using that \(\eta\) solves (1.7) and anti-symmetrizing we deduce that
\[
b_\eta(t) = 0 \quad \text{for all } t \geq 1. \tag{4.15}
\]
We now proceed to establish (4.14). For \(i = 1, \ldots, N\), let \(d_i(t) := \eta_i(t) - \xi_i^0(t)\). Since both \(\eta\) and \(\xi^0\) are solutions of (4.6), using the mean value theorem we write, for all \(t > 1\) and \(i = 1, \ldots, N\),
\[
\dot{d}_i(t) = \frac{\gamma}{2Ns} \sum_{j \neq i}^{N} \left\{ \eta_i(t) - \eta_j(t) \left| \frac{\eta(t) - \eta_j(t)}{|\eta(t) - \eta_j(t)|^{1+2s}} - \frac{\xi^0_i(t) - \xi^0_j(t)}{|\xi^0_i(t) - \xi^0_j(t)|^{1+2s}} \right. \right\} = -\gamma \sum_{j \neq i} P_{ij}(t) |\dot{P}_{ij}(t)|^{1+2s}, \tag{4.16}
\]
where
\[
P_{ij}(t) := \theta_{ij}(t) (\eta_i(t) - \eta_j(t)) + (1 - \theta_{ij}(t)) (\xi^0_i(t) - \xi^0_j(t)),
\]
for some functions \(\theta_{ij} : (1, +\infty) \to [0, 1]\). Observe that, by Lemma 4.2, there exists a constant \(C > 0\) for which
\[
|P_{ij}(t)| \leq C t^{\frac{1}{1+2s}} \quad \text{for all } t > 1. \tag{4.17}
\]
Given \(t > 1\), let now \(m, M \in \{1, \ldots, N\}\) be such that \(d_m(t) \leq d_j(t) \leq d_M(t)\) for all \(j = 1, \ldots, N\). By (4.16) and (4.17), we have
\[
\dot{d}_M(t) - \dot{d}_m(t) = -\gamma \sum_{j=1}^N \left( \frac{d_M(t) - d_j(t)}{|P_{Mj}(t)|^{1+2s}} + \frac{d_j(t) - d_m(t)}{|P_{mj}(t)|^{1+2s}} \right) \leq -\varepsilon \left( d_M(t) - d_m(t) \right),
\]
for some constant \(\varepsilon > 0\). Set \(d(t) := d_M(t) - d_m(t)\) and observe that \(\dot{d}(t) = \dot{d}_M(t) - \dot{d}_m(t)\) for a.e. \(t > 1\). Therefore, we may rewrite the above inequality as
\[
\dot{d}(t) \leq -\frac{\varepsilon}{t} d(t) \quad \text{for a.e. } t > 1,
\]
which leads to
\[
d(t) \leq d(1) t^{-\varepsilon} \quad \text{for all } t > 1.
\]
Furthermore, taking advantage of (4.15) and of the fact that the same holds for \(\xi^0\), thanks to (4.2), we deduce that \(\sum_{i=1}^N d_i(t) = 0\) and thus that \(d_m(t) \leq 0 \leq d_M(t)\) for a.e. \(t > 1\). Consequently, we get that
\[
|\eta_i(t) - \xi_i^0(t)| = |d_i(t)| \leq d(t) \leq (1) t^{-\varepsilon} \quad \text{for all } t > 1 \text{ and } i = 1, \ldots, N,
\]
which yields (4.14). \qed
5. ON THE ASYMPTOTIC BEHAVIOR OF ODD LAYER SOLUTIONS

The purpose of this section is to present some improvements on the known asymptotics of the layer solution \( w \), in the case of an even potential function \( W \).

Let \( W \in C^3(\mathbb{R}) \) be a non-degenerate double-well potential with zeroes at 0 and 1, i.e., a function satisfying
\[
W(r) > 0 \quad \text{for all } r \in (0, 1), \\
W(0) = W(1) = W'(0) = W'(1) = 0, \\
W''(0) = W''(1) > 0.
\] (5.1)

Notice that a potential fulfilling the set of assumptions (1.2) satisfies in particular (5.1). However, the periodicity of \( W \) implied by (1.2) does not play any role in the results presented in this section and it is therefore not assumed here.

Under assumption (5.1), in [6, 25, 5] it is showed that there exists a unique non-decreasing solution \( w \) of (1.4) satisfying (1.5). In the same papers, the authors proved that \( w \in C^2(\mathbb{R}; (0, 1)) \) and that it satisfies
\[
|w(x) - \chi_{(0, +\infty)}(x)| \leq \frac{C}{(1 + |x|)^{2s}} \quad \text{for all } x \in \mathbb{R},
\] (5.2)
\[
0 < w'(x) \leq \frac{C}{(1 + |x|)^{1+2s}} \quad \text{for all } x \in \mathbb{R}.
\] (5.3)

The works [20, 15, 14] furthered the knowledge on the behavior of \( w \) at infinity by establishing the asymptotic expansion (1.20), with \( \vartheta \) given by
\[
\vartheta := \begin{cases} 
4s & \text{if } s \in (0, \frac{1}{4}), \\
\frac{1}{2} + s & \text{if } s \in \left[\frac{1}{4}, \frac{3}{4}\right), \\
1 + 2s & \text{if } s \in \left[\frac{3}{4}, 1\right].
\end{cases}
\] (5.4)

The primary aim of this section is to provide a refinement of estimate (1.20) under the hypothesis that the potential \( W \) is even w.r.t. 1/2, that is,
\[
W(r) = W(1 - r) \quad \text{for all } r \in (0, 1).
\] (5.5)

Note that, from (5.5) and the fact that \( w \) is the only non-decreasing solution of (1.4) satisfying (1.5), we get that
\[
w(x) = 1 - w(-x) \quad \text{for all } x \in \mathbb{R}.
\] (5.6)

Our main result is the following.

**Proposition 5.1.** Assume that \( W \in C^3(\mathbb{R}) \) satisfies (5.1) and (5.5). Then,
\[
|w(x) - \chi_{(0, +\infty)}(x) + \frac{1}{2sW''(0)} \frac{x}{|x|^{1+2s}}| \leq \frac{C}{|x|^{1s}} \quad \text{for all } x \in \mathbb{R},
\] (5.7)
for some constant \( C > 0 \) depending only on \( s \) and \( W \).

Observe that estimate (5.7) improves (1.20) for all \( s \in (0, 1) \), as can be seen by recalling definition (5.4) of \( \vartheta \)—for \( s \in (0, 1/6] \) the two results are equivalent. Of course, (5.7) holds under the parity assumption (5.5) on \( W \), which is not needed for (1.20).

The exponent \( 4s \) appearing on the right-hand side of (5.7) is in general not optimal. For \( s = 1/2 \), this can be seen by looking at the explicit solution \( w(x) = \frac{1}{2} + \frac{1}{2} \arctan(4\pi x) \) corresponding to the potential \( W(r) = 1 - \cos(2\pi r) \). When \( s = 1/2 \), our techniques can actually be modified in order to obtain the sharp exponent 3 in place of 4 in (5.7), for all \( C^4 \) potentials \( W \) satisfying (5.1) and (5.5). However, we do not know whether this is the case for a general \( s \neq 1/2 \). See the forthcoming Remark A.11 for more information on this.

In addition to (5.7), we have the following estimates for the decay of the second and third derivatives of \( w \).

**Proposition 5.2.** Assume that \( W \in C^{3,1}(\mathbb{R}) \) satisfies (5.1) and (5.5). Then,
\[
|w''(x)| \leq \frac{C}{(1 + |x|)^{2+2s}} \quad \text{for all } x \in \mathbb{R},
\] (5.8)
for some constant $C > 0$ depending only on $s$ and $W$. Moreover, if $W \in C^{4,1}(\mathbb{R})$, then,
\[ |w''(x)| \leq \frac{C}{(1 + |x|)^{1+2s}} \quad \text{for all } x \in \mathbb{R}. \] (5.9)

We believe (5.8) to be optimal, while (5.9) is certainly not—again, consider the explicit solution for $s = 1/2$. The ultimate reason for the different behaviors of (5.8) versus (5.9) is that $w''$ is odd, whereas $w'''$ is even. The function $w'''$ can be thus estimated at infinity via the use of odd barriers, whose fractional Laplacians of order $2s$ decay faster than $|x|^{-1-2s}$—which is the typical decay rate of $(-\Delta)^s \eta$, for a general smooth and compactly supported function $\eta$ in one dimension, that is, the generic decay rate of the $s$-Laplacian. Conversely, for non-symmetric or even functions, it is unclear how to go beyond this rate and thus we only get estimate (5.9) for $w'''$.

The proofs of Propositions 5.1 and 5.2 follow the general strategy developed in [20, 15]—apart from the modifications needed for our improved estimates, made possible by the parity of $W$. In order not to break the flow of the paper, we postpone the arguments to Appendix A.

### 6. A Few General Facts About Fractional Parabolic Equations

Here, we mostly collect some known results about bounded solutions to semilinear parabolic equations driven by the fractional Laplacian. These results will be then frequently used throughout the remainder of the paper. We largely follow [3, Section 2] although our treatment is essentially self-contained.

Denote with $\tilde{\mathcal{p}}$ the inverse Fourier transform in $\mathbb{R}$ and set
\[ \tilde{\mathcal{p}}(x, t) := \left(e^{-t|x|^2}\right)(x) = \frac{1}{2\pi} \int_{\mathbb{R}} e^{ix\xi - t|\xi|^2} d\xi. \]

Up to a rescaling in the time variable $t$, the function $\tilde{\mathcal{p}}$ is the heat kernel corresponding to the operator $(-\Delta)^s$ defined in (1.3). Indeed, it is well-known that there exists a unique $\lambda_s > 0$, depending only on $s$, such that the function $p$ defined by $p(x, t) := \tilde{\mathcal{p}}(x, \lambda_s t)$ satisfies the following properties:

(P1) $p \in C^\infty(\mathbb{R} \times (0, +\infty))$.

(P2) $\partial_t p + (-\Delta)^sp = 0$ in $\mathbb{R} \times (0, +\infty)$.

(P3) $\int_{\mathbb{R}} p(x, t) \, dx = 1$ for all $t > 0$.

(P4) $p(\cdot, t) * p(\cdot, \tau) = p(\cdot, t + \tau)$ for all $t, \tau > 0$.

(P5) $p(x, t) = t^{-1/2s} p(t^{-1/2s} x, 1)$ for all $x \in \mathbb{R}$, $t > 0$.

(P6) There exists a constant $\Lambda_s > 1$, depending only on $s$, for which
\[ \frac{\Lambda_s^{-1} t}{(x^2 + t^{1/s})^{1+2s}} \leq p(x, t) \leq \frac{\Lambda_s t}{(x^2 + t^{1/s})^{1+2s}} \quad \text{for all } x \in \mathbb{R}, t > 0. \]

Properties (P1)-(P5) can all be easily deduced from the definition of $p$, while (P6) follows from [31]—see also [1, Theorem 2.1].

Given $t > 0$ and $u \in L^\infty(\mathbb{R})$, we define
\[ \mathcal{T}_t[u](x) := (p(\cdot, t) * u)(x) = \int_{\mathbb{R}} p(x-y, t) u(y) \, dy \quad \text{for all } x \in \mathbb{R}. \]

By property (P3), $\mathcal{T}_t$ maps $L^\infty(\mathbb{R})$ to $L^\infty(\mathbb{R})$. Also, (P4) gives that $\mathcal{T}_t$ is a semigroup in $L^\infty(\mathbb{R})$.

Let $t_0 \in \mathbb{R}$ and $G = G(x, t, u) : \mathbb{R} \times (t_0, +\infty) \times \mathbb{R} \to \mathbb{R}$ be a measurable function satisfying
\[ |G(x, t, u)| \leq C_{T,M} > 0 \quad \text{for all } x \in \mathbb{R}, t \in (t_0, T], u \in [-M, M] \]

and
\[ |G(x, t, u) - G(x, t, v)| \leq L|u - v| \quad \text{for all } x \in \mathbb{R}, t > t_0, u, v \in \mathbb{R}. \] (6.2)

Sometimes, we will adopt the notation $G[u](x, t) := G(x, t, u(x(t)))$. In the following, we will be particularly interested in $G$’s of the form
\[ G(x, t, u) = f(x, t) + b(x, t) u, \]
for some $f, b \in L^\infty(\mathbb{R} \times (t_0, +\infty))$. 

Given \( t_1 \in (t_0, +\infty) \) and \( u_0 \in L^\infty(\mathbb{R}) \), we consider the initial value problem
\[
\begin{aligned}
\partial_t u + (-\Delta)^s u &= G[u] & \text{in } \mathbb{R} \times (t_0, t_1), \\
u &= u_0 & \text{on } \mathbb{R} \times \{ t_0 \}.
\end{aligned}
\tag{6.3}
\]

The notion of solution of (6.3) that we will mostly consider is presented in the following definition.

**Definition 6.1.** Assume \( t_1 < +\infty \). We say that \( u \in L^\infty(\mathbb{R} \times (t_0, t_1)) \) is a mild solution of (6.3) if
\[
u(x, t) = T_{t-t_0}[u_0](x) + \int_{t_0}^t T_{t-\tau}[G[u](\cdot, \tau)](x) \, d\tau \quad \text{for a.e. } x \in \mathbb{R}, t \in (t_0, t_1).
\tag{6.4}
\]
When \( t_1 = +\infty \), we only require that \( u \in L^\infty_{\text{loc}}([t_0, +\infty); L^\infty(\mathbb{R})) \) in addition to identity (6.4).

It is not hard to verify that, when \( G \) and \( u \) are sufficiently smooth, \( u \) is a mild solution of (6.3) if and only if it solves it in the pointwise sense. Without assuming regularity a priori (apart from the boundedness of \( u \)), Definition 6.1 still provides a well-defined notion of solution of (6.3).

The next proposition provides some basic local- and global-in-time regularity estimates for mild solutions. Here, it does not harm the generality to assume the right-hand side to be a function \( f \) of \( x \) and \( t \) only. We also adopt the notation \( a \wedge b := \min\{a, b\} \).

**Proposition 6.2.** Let \( f : \mathbb{R} \times (t_0, t_1) \to \mathbb{R} \) be a bounded function and \( u \) be a mild solution of
\[
\begin{aligned}
\partial_t u + (-\Delta)^s u &= f & \text{in } \mathbb{R} \times (t_0, t_1), \\
u &= u_0 & \text{on } \mathbb{R} \times \{ t_0 \}.
\end{aligned}
\]
Assume that \( t_1 < +\infty \) and let \( T \geq t_1 - t_0 \). The following estimates are valid:
(a) If \( u_0 \in L^\infty(\mathbb{R}) \), then, for every \( t_* \in (t_0, t_1) \), \( \sigma \in (0, s) \), and \( \theta \in (0, 1) \), it holds
\[
\sup_{t \in (t_*, t_1)} \| u(\cdot, t) \|_{C^{2\sigma}_x(\mathbb{R})} + \sup_{x \in \mathbb{R}} \| u(x, \cdot) \|_{C^{\sigma}(t_0, t_1)} \leq C_{T, t_*} \left( \| f \|_{L^\infty(\mathbb{R} \times (t_0, t_1))} + \| u_0 \|_{L^\infty(\mathbb{R})} \right),
\]
for some constant \( C_{t_*} > 0 \) depending only on \( s \), \( \sigma \), \( T \), and \( t_* \). For \( s \neq 1/2 \), we can take \( \sigma = s \).
(b) If \( u_0 \in C^\alpha(\mathbb{R}) \) for some \( \alpha \in (0, 2s \wedge 1) \), then it holds
\[
\sup_{t \in (t_0, t_1)} \| u(\cdot, t) \|_{C^\alpha(\mathbb{R})} + \sup_{x \in \mathbb{R}} \| u(x, \cdot) \|_{C^{2\alpha}(t_0, t_1)} \leq C_T \left( \| f \|_{L^\infty(\mathbb{R} \times (t_0, t_1))} + \| u_0 \|_{C^\alpha(\mathbb{R})} \right),
\]
for some constant \( C > 0 \) depending only on \( s \), \( \alpha \), and \( T \).

Proposition 6.2 is surely well-known to the experts and can be proved via rather straightforward, albeit lengthy, computations. We postpone the argument to Appendix B.

We now address the solvability of problem (6.3). To this end, it is convenient to consider the map \( N_{G, u_0} : L^\infty(\mathbb{R} \times (t_0, t_1)) \to L^\infty(\mathbb{R} \times (t_0, t_1)) \) defined, for \( u_0 \in L^\infty(\mathbb{R}) \) and \( u \in L^\infty(\mathbb{R} \times (t_0, t_1)) \), by
\[
N_{G, u_0}[u](x, t) := T_{t-t_0}[u_0](x) + \int_{t_0}^t T_{t-\tau}[G[u](\cdot, \tau)](x) \, d\tau \quad \text{for a.e. } x \in \mathbb{R}, t \in (t_0, t_1).
\tag{6.5}
\]
We remark that the boundedness of \( N_{G, u_0}[u] \) is a consequence, in particular, of hypothesis (6.1) on \( G \). The following result holds true.

**Proposition 6.3.** Let \( G : \mathbb{R} \times (t_0, +\infty) \times \mathbb{R} \to \mathbb{R} \) be a function satisfying (6.1) and (6.2). Then, given any \( u_0 \in L^\infty(\mathbb{R}) \), there exists a unique mild solution \( u \) to problem (6.3), with \( t_1 = +\infty \).

**Proof.** Of course, the claim is equivalent to the existence and uniqueness of a mild solution \( u \) to problem (6.3) for every \( t_1 \in (t_0, +\infty) \).

Given such a \( t_1 \), for \( u \in L^\infty(\mathbb{R} \times (t_0, t_1)) \) being a mild solution of (6.3) is equivalent to being a fixed point for the map \( \mathcal{N} := N_{G, u_0} \). The existence and uniqueness of such a fixed point follows, when \( T := t_1 - t_0 \) is small, from the fact that \( \mathcal{N} \) is a contraction. Indeed, by (6.2) and property (P3),
\[
|\mathcal{N}[v](x, t) - \mathcal{N}[w](x, t)| \leq \int_{t_0}^t \left( \int_{\mathbb{R}} p(x-y, t-\tau) |G(y, \tau, v(y, \tau)) - G(y, \tau, w(y, \tau))| \, dy \right) \, d\tau
\leq LT\| v - w \|_{L^\infty(\mathbb{R} \times (t_0, t_1))},
\]
for a.e. $x \in \mathbb{R}$, $t \in (t_0, t_1)$, and all $v, w \in L^\infty(\mathbb{R} \times (t_0, t_1))$. Hence,
\[
\| \mathcal{N}[v] - \mathcal{N}[w] \|_{L^\infty(\mathbb{R} \times (t_0, t_1))} \leq \frac{3}{4} \|v - w\|_{L^\infty(\mathbb{R} \times (t_0, t_1))}
\]
provided $T \leq 3/(4L)$.

The case of a general $T$ follows by applying the previous argument iteratively in the time intervals $(t_0, t_0 + (2L)^{-1})$, $(t_0 + (2L)^{-1}, t_0 + L^{-1})$, ..., $(t_0 + (2L)^{-1}(\lceil 2LT \rceil - 1), t_1)$, by restricting the mild solution found in an interval to the right endpoint of said interval and using this function as the initial datum for the next interval. Note that this can be done thanks to the semigroup properties of $\mathcal{T}_t$. In addition, we took advantage of the fact that the temporal slices of mild solutions are well-defined bounded continuous functions of $(x, t)$, since the solutions are bounded continuous functions of $(x, t)$, thanks to Proposition 6.2(a).

In the sequel, we will need to consider products of mild solutions with positive factors $A(t)$ depending solely on the time variable. The next result establishes that these new functions are themselves mild solutions of a different initial value problem.

**Lemma 6.4.** Let $G : \mathbb{R} \times (t_0, +\infty) \times \mathbb{R} \to \mathbb{R}$ be a function satisfying (6.1) and $u$ be a mild solution of (6.3). Then, given a positive $A \in C^1([t_0, t_1])$, the function $\tilde{u}(x, t) := A(t)u(x, t)$ is a mild solution of
\[
\begin{aligned}
\partial_t \tilde{u} + (-\Delta)^s \tilde{u} &= \tilde{G}(\tilde{u}) \quad \text{in } \mathbb{R} \times (t_0, t_1), \\
\tilde{u} &= \tilde{u}_0 \quad \text{on } \mathbb{R} \times \{t_0\},
\end{aligned}
\]
with $\tilde{u}_0 := A(t_0)u_0$ and
\[
\tilde{G}(x, t, \tilde{u}) := A(t)G(x, t, A(\cdot)^{-1}\tilde{u}) + A'(t)A(t)^{-1}\tilde{u}.
\]

**Proof.** We follow the argument of [3, Subsection 2.3], where the result is established for the case of $A(t)$ being an exponential factor.

As $u$ is a mild solution of (6.3), we have that $u(\cdot, \tau) = \mathcal{T}_{t-t_0}[u_0] + \int_{t_0}^{\tau} \mathcal{T}_{t-\sigma}[G[u(\cdot, \sigma)]] d\sigma$ in $\mathbb{R}$ for a.e. $\tau \in (t_0, t_1)$. By applying the operator $\mathcal{T}_{t-\tau}$ to both sides of the previous identity and taking advantage of its semigroup properties, we find that $\mathcal{T}_{t-t_0}[u(\cdot, \tau)] = \mathcal{T}_{t-t_0}[u_0] + \int_{t_0}^{\tau} \mathcal{T}_{t-\sigma}[G[u(\cdot, \sigma)]] d\sigma$. Hence, after an integration by parts and another application of (6.4), we get
\[
\int_{t_0}^{t} \mathcal{T}_{t-\tau}[A'(\tau)u(\cdot, \tau)] d\tau = \mathcal{T}_{t-t_0}[u_0] + \int_{t_0}^{t} A'(\tau) \left( \int_{t_0}^{\tau} \mathcal{T}_{t-\sigma}[G[u(\cdot, \sigma)]] d\sigma \right) d\tau
\]
\[
= \mathcal{T}_{t-t_0}[u_0] (A(t) - A(t_0))
\]
\[
+ A(t) \int_{t_0}^{t} \mathcal{T}_{t-\sigma}[G[u(\cdot, \sigma)]] d\sigma - \int_{t_0}^{t} A(\tau) \mathcal{T}_{t-\tau}[G[u(\cdot, \tau)] d\tau
\]
\[
= A(t)u(\cdot, t) - \mathcal{T}_{t-t_0}[A(t_0)u_0] - \int_{t_0}^{t} \mathcal{T}_{t-\tau}[A(\cdot)G[u(\cdot, \tau)] d\tau,
\]
in $\mathbb{R}$, for a.e. $t \in (t_0, t_1)$. That is, $\tilde{u}$ is a mild solution of (6.6).\hfill $\Box$

As a first application of the previous result, we have the following comparison principle.

**Proposition 6.5.** Let $G_1, G_2 : \mathbb{R} \times (t_0, +\infty) \times \mathbb{R} \to \mathbb{R}$ be two functions satisfying (6.1), (6.2), and
\[
G_1(x, t, u) \leq G_2(x, t, u) \quad \text{for all } x \in \mathbb{R}, t > t_0, u \in \mathbb{R}.
\]

For $i = 1, 2$, let $u_{i,0} \in L^\infty(\mathbb{R})$ be such that $u_{1,0} \leq u_{2,0}$ in $\mathbb{R}$. Let $u_i$ be the mild solution of
\[
\begin{aligned}
\partial_t u_i + (-\Delta)^s u_i &= G_i(\cdot, \cdot, u_i) \quad \text{in } \mathbb{R} \times (t_0, t_1), \\
u_i &= u_{i,0} \quad \text{on } \mathbb{R} \times \{t_0\},
\end{aligned}
\]
for any $t_1 > t_0$. Then, $u_1 \leq u_2$ in $\mathbb{R} \times (t_0, t_1)$.

**Proof.** First of all, we remark that it suffices to prove the result when $T := t_1 - t_0$ is a small number. Indeed, if this is not the case, we divide $(t_0, t_1)$ into a finite number of adjacent subintervals of sufficiently small length and apply the result iteratively in each subinterval.

Let now $L_i$ be the Lipschitz constant of $G_i$ (as given by property (6.2)) and set $a := \max\{L_1, L_2\}$. Consider the functions $\tilde{G}_i$ defined as in (6.7), corresponding to $G_i$ and to the function $A(t) = e^{a(t-t_0)}$.\hfill $\Box$
Observe that \( \tilde{G}_i \) satisfies properties (6.1) and (6.2), possibly for different constants \( C_{T,M,i} \) and \( L_i \). Moreover, it is immediate to see that \( \tilde{G}_i \) is monotone non-decreasing in the last component.

Consider the functions \( \tilde{u}_i := e^{m(t-t_0)}u_i \). As per Lemma 6.4, \( \tilde{u}_i \) is the mild solution of problem (6.3) with initial datum \( u_{i,0} \) and right-hand side \( \tilde{G}_i \). Recalling how the existence of mild solution has been established in Proposition 6.3 and the proof of the contraction lemma, assuming \( T \leq 3/(8a) \) we have that \( \tilde{u}_i \) may be obtained as the limit

\[
\tilde{u}_i = \lim_{k \to +\infty} \left( N_i \right)^k[u_{i,0}] \in L^\infty(\mathbb{R} \times (t_0, t_1)),
\]

where we wrote \( N_i := N_i \tilde{G}_i, u_{i,0} \) and identified \( u_{i,0} \) with its constant extension \( u_{i,0}(t) := u_{i,0} \) for \( t > 0 \).

From definition (6.5), the positivity of \( p \), the monotonicity of, say, \( \tilde{G}_1 \), and hypothesis (6.8), it follows that \( N_1[w] \leq N_2[w] \) in \( \mathbb{R} \times (t_0, t_1) \) if \( v \leq w \) in \( \mathbb{R} \times (t_0, t_1) \). By applying this relation iteratively and recalling (6.9), we conclude that \( \tilde{u}_1 \leq \tilde{u}_2 \) and, consequently, \( u_1 \leq u_2 \) in \( \mathbb{R} \times (t_0, t_1) \).

The next two lemmas provide us with a couple of barriers that will be used later on in conjunction with the comparison principle of Proposition 6.5. Recall definition (2.7) of the weight function \( \Phi \).

**Lemma 6.6.** For \( m > 0 \) and \( T \geq 1 \), let \( \eta^{(1)}_T = \eta^{(1)} \) be the mild solution of the problem

\[
\begin{align*}
\partial_t \eta^{(1)} + (-\Delta)^s \eta^{(1)} + m \eta^{(1)} &= 0 \\
\eta^{(1)} &= \Phi \\
\end{align*}
\]

Then,

\[
0 < \eta^{(1)} \leq C \Phi \quad \text{in} \quad \mathbb{R} \times [T, +\infty),
\]

for some constant \( C > 0 \) depending only on \( s \) and \( m \).

**Proof.** By Lemma 6.4—applied here with \( A(t) = e^{m(t-t_0)} \)—and Definition 6.1, we have that

\[
\eta^{(1)}(x,t) = e^{-m(t-T)} \int_{\mathbb{R}} p(y,t-T) \Phi(x-y,T) dy.
\]

From this, property (P3), and (2.7), it immediately follows that

\[
0 < \eta^{(1)} \leq T^{-\frac{1+2s}{1+2s}}e^{-m(t-T)} \leq C \ t^{-\frac{s}{1+2s}} \quad \text{for all} \quad x \in \mathbb{R}, \ t \geq T.
\]

Note that the last inequality can be obtained for instance by considering separately the two cases of \( t \in [T, 2T] \) and \( t \geq 2T \).

To finish the proof we only need to show that \( \eta^{(1)} \) is controlled by \( |x|^{-2s} \). By (P6) and again (P3),

\[
\eta^{(1)} \leq e^{-m(t-T)} \left\{ \int_{|y-x|^{1/2}} p(y,t-T) \frac{dy}{|x-y|^{2s}} + C \frac{t-T}{T^{1+2s}} \int_{|y-x|^{1/2}} \frac{dy}{|y|^{1+2s}} \right\}
\]

\[
\leq C e^{-m(t-T)} \left\{ |x|^{-2s} + \frac{t-T}{T^{1+2s}} |x|^{-2s} \right\} \leq C e^{-m(t-T)} \frac{1 + (t-T)}{|x|^{2s}} \leq \frac{C}{|x|^{2s}},
\]

where the last inequality is a consequence of the boundedness of the function \( \sigma \mapsto e^{-m\sigma} \{1 + \sigma\} \) in \( [0, +\infty) \). The proof is thus concluded.

**Lemma 6.7.** For \( m > 0 \), let \( \eta^{(2)}_T = \eta^{(2)} \) be the mild solution of the problem

\[
\begin{align*}
\partial_t \eta^{(2)} + (-\Delta)^s \eta^{(2)} + m \eta^{(2)} &= \Phi \\
\eta^{(2)} &= 0 \\
\end{align*}
\]

Then,

\[
0 < \eta^{(2)} \leq C \Phi \quad \text{in} \quad \mathbb{R} \times [1, +\infty),
\]

for some constant \( C > 0 \) depending only on \( s \) and \( m \).

**Proof.** Taking advantage of Lemma 6.4, with \( A(t) = e^{mt} \), we represent the solution \( \eta^{(2)} \) as

\[
\eta^{(2)}(x,t) = \int_0^{t-1} \int_{\mathbb{R}} e^{-m\sigma} p(y,\tau) \Phi(x-y, t-\tau) dy d\tau.
\]

Note that from this identity we immediately infer the positivity of \( \eta^{(2)} \).
We claim that
\begin{align}
\eta^2(x,t) &\leq C t^{-\frac{2s}{1+2s}} \quad \text{for all } x \in \mathbb{R}, t \geq 1, \quad (6.14) \\
\eta^2(x,t) &\leq C|x|^{-2s} \quad \text{for all } |x| \geq t^{\frac{1}{1+2s}}, t \geq 1, \quad (6.15)
\end{align}
for some constant $C \geq 1$ depending only on $s$ and $m$. Observe that, in view of (2.7), estimate (6.12) would then be proved.

We begin by establishing the time decay estimate (6.14). In view of (2.7), (6.13), and (P3), we have
\[ \eta^2(x,t) \leq \int_0^{t-1} \frac{e^{-m\tau}}{(t-\tau)^{\frac{2s}{1+2s}}} d\tau. \]
We split the last integral between the two domains $(0, (t-1)/2)$ and $((t-1)/2, t-1)$. We get
\[ \int_0^{t-1} \frac{e^{-m\tau}}{(t-\tau)^{\frac{2s}{1+2s}}} d\tau \leq \left( \frac{t+1}{2} \right)^{-\frac{2s}{1+2s}} \int_0^{\frac{t-1}{2}} e^{-m\tau} d\tau + \int_{\frac{t-1}{2}}^{t-1} e^{-m\tau} d\tau \leq C \left( t^{-\frac{2s}{1+2s}} + e^{-\frac{m}{2}t} \right), \]
and thus (6.14) follows.

Now we deal with (6.15). Recalling (2.7), it is easy to see that
\[ \Phi(x,t) \leq \frac{4^s}{(1+|x|)^{2s}} \quad \text{for all } x \in \mathbb{R}, t > 1. \]
By using this in combination with (6.13) and (P6), we obtain
\[ \eta^2(x,t) \leq C \int_0^{t-1} \left\{ \tau^{-\frac{1}{2s}} \int_{|y| \leq \frac{1}{\tau}} \frac{dy}{(1+|x-y|)^{2s}} + \tau \int_{|y| > \frac{1}{\tau}} \frac{dy}{(1+|x-y|)^{2s}\tau^\frac{1}{2s}(|y|^{1+2s} + |y|^{2s})} \right\} d\tau. \]
To estimate these two integrals, we distinguish between the two cases $|y-x| \leq |x|/2$ and $|y-x| > |x|/2$. In the first situation, we simply use that $1 + |x-y| \geq 1$ and $|y| \geq |x|/2$, while in the second we take advantage of the inequality $1 + |x-y| \geq |x|/2$. We get
\[ \int_{|y| \leq \frac{1}{\tau}} \frac{dy}{(1+|x-y|)^{2s}} \leq \int_{|y| \leq \frac{1}{\tau}} \frac{dy}{|y-x|^{\frac{1}{2s}}} + \frac{4^s}{|x|^{2s}} \int_{|y| \leq \frac{1}{\tau}} \frac{dy}{|y-x|^{\frac{1}{2s}}} \leq 2 \left( \frac{t}{2} - \frac{|x|}{2} \right) + C \left( \frac{1}{2} \right)^{\frac{1}{2s}} \frac{4^s}{|x|^{2s}} \]
and
\[ \int_{|y| > \frac{1}{\tau}} \frac{dy}{(1+|x-y|)^{2s}|y|^{2s}} \leq \int_{|y| > \frac{1}{\tau}} \frac{dy}{|y-x|^{\frac{1}{2s}}} + \frac{4^s}{|x|^{2s}} \int_{|y| > \frac{1}{\tau}} \frac{dy}{|y-x|^{\frac{1}{2s}}} \leq C \left( \min \left\{ \frac{4^s}{|x|^{2s}}, \frac{1}{\tau} \right\} + \frac{1}{|x|^{2s}\tau} \right). \]
By plugging these last two estimates into (6.16), we obtain
\[ \eta^2(x,t) \leq C \left( \frac{1}{|x|^{2s}} \int_0^{\frac{|x|^{2s}}{4^s}} e^{-m\tau} d\tau + \int_{\frac{|x|^{2s}}{4^s}}^{+\infty} e^{-m\tau} d\tau + \frac{1}{|x|^{2s}} \int_0^{t-1} e^{-m\tau} d\tau \right) \leq C \left( |x|^{-2s} + e^{-\frac{m}{2}|x|^{2s}} + |x|^{-2s} \right). \]
Claim (6.15) is then also true.

We conclude the section with a result that deals with the linearization of equation (1.1) at the layer solution $w$. It provides a decay estimate (in an $L^2$ sense) for all mild solutions whose time slices are $L^2$-orthogonal to the derivative of $w$. Its proof heavily relies on the non-degeneracy of the stationary Peierls-Nabarro equation (1.4), established (in a quantitative form) in [15, Section 5].

**Lemma 6.8.** Let $u$ be a mild solution of
\[ \begin{cases} 
\partial_t u + (-\Delta)^s u + W''(w)u = 0 & \text{in } \mathbb{R} \times (t_0, t_1), \\
u = u_0 & \text{on } \mathbb{R} \times \{t_0\},
\end{cases} \]
such that
\[ u \in C^0((t_0, t_1); L^2(\mathbb{R})) \] (6.17)
and
\[ \int_{\mathbb{R}} u(x,t)w'(x) \, dx = 0 \quad \text{for all } t \in (t_0,t_1). \tag{6.18} \]

Then, there exists a constant \( \lambda > 0 \), depending only on \( s \) and \( W \), such that the function
\[ t \mapsto e^{\lambda t} \int_{\mathbb{R}} u(x,t)^2 \, dx \]
is non-increasing in \((t_0,t_1)\).

**Proof.** First of all, in view of [15, Lemma 5.3], there exists a constant \( \lambda > 0 \), depending only on \( s \) and \( W \), for which
\[ [v]_{H^s(\mathbb{R})}^2 + 2 \int_{\mathbb{R}} W''(w(x))v(x)^2 \, dx \geq \lambda \|v\|_{L^2(\mathbb{R})}^2 \]
for all \( v \in L^2(\mathbb{R}) \) s.t. \( \int_{\mathbb{R}} v(x)w'(x) \, dx = 0. \tag{6.19} \]

Given an open interval \( I \subseteq \mathbb{R} \), we denote here with \( [\cdot]_{H^s(I)} \) the Gagliardo seminorm of the fractional Sobolev space \( H^s(I) \), that is, we write
\[ [v]_{H^s(I)} := \left( \int_{I} \frac{|v(x) - v(y)|^2}{|x-y|^{1+2s}} \, dx \right)^{\frac{1}{2}} \]
for all \( v \in L^2(I) \).

To be rigorous, (6.19) is proved in [15] only for the case \( s \in (1/2,1) \). However, the result is actually true for any \( s \in (0,1) \), as noted, for instance, at the beginning of the proof of [14, Theorem 9.1].

With \( \lambda \) given by (6.19), we consider the function \( \tilde{u}(x,t) := e^{\frac{\lambda}{2} (t-t_0)} u(x,t) \). By Lemma 6.4, we know that \( \tilde{u} \) is a mild solution of
\[ \begin{cases}
\partial_t \tilde{u} + (-\Delta)^s \tilde{u} + \left( W''(\tilde{w}) - \frac{\lambda}{2} \right) \tilde{u} = 0 & \text{in } \mathbb{R} \times (t_0,t_1), \\
\tilde{u} = u_0 & \text{on } \mathbb{R} \times \{t_0\}. \tag{6.20} \end{cases} \]

In addition, \( \tilde{u}, \partial_t \tilde{u}, \) and \( (-\Delta)^s \tilde{u} \) are all continuous functions on \( \mathbb{R} \times (t_0,t_1) \) and therefore \( \tilde{u} \) is a pointwise solution of (6.20)—see, e.g., [34, Corollary 3.1].

Let \( \eta \in C_c^\infty(\mathbb{R}) \) be a cutoff function satisfying \( 0 \leq \eta \leq 1 \) in \( \mathbb{R} \), \( \text{supp}(\eta) \subset (-2,2) \), \( \eta = 1 \) in \((-1,1)\), and \( |\eta'| \leq 4 \). For \( R \geq 1 \), set \( \eta_R(x) := \eta(x/R) \). For \( t_0 < \tau < t < t_1 \) fixed, we multiply the equation in (6.20) against \( \eta_R^2 \tilde{u} \) and integrate the resulting identity in \( (\tau, t) \times \mathbb{R} \). We get
\[ \int_{\tau}^{t} \int_{\mathbb{R}^2} \eta_R(x)^2 \tilde{u}(x,\sigma) \left( \partial_{\tau} \tilde{u}(x,\sigma) + (-\Delta)^s \tilde{u}(x,\sigma) + \left( W''(\tilde{w}(x)) - \frac{\lambda}{2} \right) \tilde{u}(x,\sigma) \right) \, dx \, d\sigma = 0. \tag{6.21} \]

On the one hand,
\[ 2 \int_{\tau}^{t} \int_{\mathbb{R}^2} \eta_R(x)^2 \tilde{u}(x,\sigma) \partial_{\tau} \tilde{u}(x,\sigma) \, dx \, d\sigma = \int_{\tau}^{t} \frac{d}{d\sigma} \left( \int_{\mathbb{R}^2} \eta_R(x)^2 \tilde{u}(x,\sigma)^2 \, dx \right) \, d\sigma \]
\[ = \int_{\mathbb{R}^2} \eta_R(x)^2 \tilde{u}(x,t)^2 \, dx - \int_{\mathbb{R}^2} \eta_R(x)^2 \tilde{u}(x,\tau)^2 \, dx. \tag{6.22} \]

Secondly, after a symmetrization, for any fixed \( \sigma \in (\tau,t) \) we write
\[ 2 \int_{\mathbb{R}^2} \eta_R(x)^2 \tilde{u}(x,\sigma)(-\Delta)^s \tilde{u}(x,\sigma) \, dx = \iota(x,y) \int_{\mathbb{R}^2} \frac{\iota(x,y)}{|x-y|^{1+2s}} \, dx \, dy, \tag{6.23} \]
where
\[ \iota(x,y) := (\tilde{u}(x,\sigma) - \tilde{u}(y,\sigma)) \left( \eta_R(x)^2 \tilde{u}(x,\sigma) - \eta_R(y)^2 \tilde{u}(y,\sigma) \right). \]

We claim that, for every \( x,y \in \mathbb{R} \), it holds
\[ \iota(x,y) \geq (1 - R^{-s}) \max \{ \eta_R(x), \eta_R(y) \}^2 |\tilde{u}(x,\sigma) - \tilde{u}(y,\sigma)|^2 \]
\[ - R^s \max \{ |\tilde{u}(x,\sigma)|^2, |\tilde{u}(y,\sigma)|^2 \} |\eta_R(x) - \eta_R(y)|^2. \tag{6.24} \]

---

1 We also point out a misprint occurring in [15] (and [25]). There, it is stated that the layer solution \( w \) of (1.4) is (formally) a local minimizer of the functional
\[ v \mapsto \frac{1}{2} [v]_{H^s(\mathbb{R})}^2 + \int_{\mathbb{R}} W(v(x)) \, dx, \]
with respect to compactly supported perturbations. A direct inspection shows that the factor in front of \([v]_{H^s(\mathbb{R})}^2 \) should be \( 1/4 \) instead of \( 1/2 \). As a result, formulas (5.5)-(5.7) in [15] should be replaced by (6.19) here.
When both \(x\) and \(y\) lie outside of the support of \(\eta_R\), inequality (6.24) is clearly valid, since both sides of it vanish. Suppose then that \(\max\{\eta_R(x), \eta_R(y)\} > 0\). As (6.24) is symmetric in \(x\) and \(y\), we can assume without loss of generality that \(\eta_R(x) \geq \eta_R(y)\). Using the weighted Young’s inequality, we compute
\[
\iota(x, y) = \eta_R(x)^2 [\tilde{u}(x, \sigma) - \tilde{u}(y, \sigma)]^2 + (\tilde{u}(x, \sigma) - \tilde{u}(y, \sigma)) \tilde{u}(y, \sigma)(\eta_R(x) + \eta_R(y))(\eta_R(x) - \eta_R(y)) \\
\geq \left( \eta_R(x)^2 - \varepsilon^2(\eta_R(x) + \eta_R(y))^2 \right) \tilde{u}(x, \sigma) - \tilde{u}(y, \sigma)]^2 - \tilde{u}(y, \sigma)^2 [\eta_R(x) - \eta_R(y)]^2 / 2\varepsilon^2,
\]
for any \(\varepsilon > 0\). The choice \(\varepsilon := \sqrt{2} R^{-s/2}\eta_R(x) / (\eta_R(x) + \eta_R(y)) \geq R^{-s/2} / \sqrt{2}\) leads to (6.24).

As \(\eta_R = 1\) in \((-R, R)\), inequality (6.24) gives in particular that
\[
\int R^2 \frac{\iota(x, y)}{|x - y|^{1+2s}} |x - y|^{1+2s} dy \\
\geq \left( 1 - R^{-s} \right) [\tilde{u}(\cdot, \sigma)]^2_{H^s(-R, R)} - 2R^s \int \tilde{u}(x, \sigma)^2 \left( \int_R \frac{[\eta_R(x) - \eta_R(y)]^2}{|x - y|^{1+2s}} dy \right) dx.
\]

By the properties of \(\eta_R\), we have
\[
\int \frac{[\eta_R(x) - \eta_R(y)]^2}{|x - y|^{1+2s}} dy \leq C \left( R^{-2} \int_0^R r^{1-2s} dr + \int_0^{+\infty} \frac{dr}{r^{1+2s}} \right) \leq CR^{-2s},
\]
for all \(x \in \mathbb{R}\) and for some constant \(C\) depending only on \(s\). Consequently, by combining the above two estimates with (6.23), we conclude that
\[
\int_\tau^t \int \eta_R(x)^2 \tilde{u}(x, \sigma)(-\Delta)^s \tilde{u}(x, \sigma) dx d\sigma \geq \frac{1 - R^{-s}}{2} \int_\tau^t [\tilde{u}(\cdot, \sigma)]^2_{H^s(-R, R)} d\sigma - CR^{-s}[\tilde{u}]^2_{L^2(\mathbb{R} \times (\tau, t))}.
\]

Putting together the last inequality, (6.21), (6.22), and letting \(R \to +\infty\), we get
\[
\int \tilde{u}(x, t)^2 dx - \int \tilde{u}(x, \tau)^2 dx + \int \left\{ [\tilde{u}(\cdot, \sigma)]^2_{H^s(\mathbb{R})} + \left( 2W''(w(x)) - \lambda \right) \tilde{u}(x, \sigma)^2 dx \right\} \leq 0.
\]

Observe that the limit can be taken in a rigorous way thanks to hypothesis (6.17) and the boundedness of \(W''\). Note now that, in view of assumption (6.18), we have that \(\tilde{u}(\cdot, \sigma)\) is orthogonal in \(L^2(\mathbb{R})\) to \(w'\) for all \(\sigma \in (\tau, t)\). Hence, the non-degeneracy inequality (6.19) gives that the quantity within curly brackets in the last formula is non-negative for all \(\sigma \in (\tau, t)\). Consequently,
\[
\int \tilde{u}(x, t)^2 dx \leq \int \tilde{u}(x, \tau)^2 dx \quad \text{for all } t_0 \leq \tau \leq t < t_1.
\]

Recalling the definition of \(\tilde{u}\), we are led to the conclusion of the lemma. \(\square\)

7. Solving for \(\psi\). Proofs of Proposition 3.3 and Theorem 3.2.

In the present section and the next one, we complete the proof of Theorem 3.1 initiated in Section 3. Here, we address the solvability in \(\dot{A}_T\) of problems (3.12) and (3.6), showing in particular the validity of Proposition 3.3 and Theorem 3.2. Prior to this, we present a couple of lemmas containing estimates for the functions \(\mathcal{E}\) and \(\mathcal{N}\).

Throughout the section, we assume \(h\) to be in \(B_1(\mathcal{H}_{T, \mu})\), for some \(\mu\) satisfying (2.1).

7.1. Some preliminary estimates. We include in this subsection a couple of technical results that will be often used both in this section and the next.

We begin with the following lemma, which contains some estimates for the error terms \(\mathcal{E}_1\), \(\mathcal{E}_2\), and \(\mathcal{E}_{0,j}\). See in particular (7.5), which motivates our choice for the weight function \(\Phi\) and, as a result, for the norm \(\| \cdot \|_{\dot{A}_T}\).

Lemma 7.1. There exist two generic constants \(T_0, C \geq 1\) such that
\[
|\mathcal{E}_k(x, t)| \leq C\Phi(x, t) \quad \text{for } k = 1, 2, \quad (7.1)
\]
\[
\int \mathcal{E}_{0,j}(x, t)|Z_j(x, t)| dx \leq C t^{-2\alpha_j} \quad \text{for } j = 1, \ldots, N, \quad (7.2)
\]
\[
|\partial_t \mathcal{E}_1(x, t)| \leq C t^{-2\alpha_1} \Phi(x, t), \quad \hspace{1cm} (7.3)
\]
\[
|\partial_t \mathcal{E}_{0,j}(x, t)| \leq C t^{-2\alpha_j} \quad \text{for } j = 1, \ldots, N. \quad (7.4)
\]
for all $x \in \mathbb{R}$ and $t \geq T_0$. In particular,
\begin{equation}
|\mathcal{E}(x,t)| \leq C \Phi(x,t),
\end{equation}
for all $x \in \mathbb{R}$ and $t \geq T_0$.

**Proof.** We first prove that $\mathcal{E}_1$ satisfies (7.1). To do this, we set
\begin{equation}
I(t) := \left(-2\beta_N t^{1+2s}, 2\beta_N t^{1+2s}\right),
\end{equation}
and distinguish between the cases $x \in \mathbb{R} \setminus I(t)$ and $x \in I(t)$.

First, we let $t \geq T_0$ and suppose that $x \in \mathbb{R} \setminus I(t)$. Without loss of generality, we also assume that $x > 0$, so that $x \geq 2\beta_N t^{1+2s}$. As $h \in \mathcal{B}_1(\mathcal{H}_{T,\mu})$ with $\mu > 2s/(1+2s)$, taking $T_0$ sufficiently large we have
\[ |h_i(t)| \leq t^{1-\mu} \leq \frac{\beta_N}{2} t^{\frac{1}{1+2s}} \]
and, therefore, recalling (7.6),
\[ x - \xi_i(t) \geq x - |\xi_i^0(t)| - |h_i(t)| \geq x - |\beta_i| t^{\frac{1}{1+2s}} - \frac{\beta_N}{2} t^{\frac{1}{1+2s}} \geq x - \frac{3\beta_N}{2} t^{\frac{1}{1+2s}} \geq \frac{x}{4}, \]
for every index $i = 1, \ldots, N$. By this, the Lipschitz continuity and periodicity of $W'$, the fact that $W'(0) = 0$, and estimate (5.2) for the asymptotic behavior of $w$, recalling definitions (2.17) and (1.10) we get
\[ |\mathcal{E}_1(x,t)| \leq \left| W' \left( \sum_{i=1}^{N} (w(x - \xi_i(t)) - 1) \right) - W'(0) \right| + \sum_{j=1}^{N} \left| W'(w(x - \xi_j(t)) - 1) - W'(0) \right| \leq 2\|W''\|_{L^\infty(\mathbb{R})} \sum_{i=1}^{N} (1 - w(x - \xi_i(t))) \leq C(x - \xi_i(t))^{-2s} \leq C|x|^{-2s}, \]
for some generic constant $C \geq 1$. This gives estimate (7.1) for $\mathcal{E}_1$ and $x \in \mathbb{R} \setminus I(t)$—recall (2.7).

To check that such a bound also holds when $x \in I(t)$, let $j \in \{1, \ldots, N\}$ be the unique integer for which
\[ \frac{\xi_{j-1}^0(t) + \xi_j^0(t)}{2} = \beta_{j-1} + \beta_j t^{\frac{1}{1+2s}} \leq x < \frac{\beta_j + \beta_{j+1}}{2} t^{\frac{1}{1+2s}} = \frac{\xi_j^0(t) + \xi_{j+1}^0(t)}{2}, \]
where we adopt the convention that $\beta_0 := 3\beta_1 = -3\beta_N$ and $\beta_{N+1} := 3\beta_N$. Assuming (7.7), we have
\[ |x - \xi_i(t)| \geq \frac{1}{2} \min \{|\beta_j - \beta_{j-1}|, |\beta_{j+1} - \beta_j|\} t^{\frac{1}{1+2s}} - |h_i(t)| \geq \frac{1}{C} t^{\frac{1}{1+2s}} \text{ for all } i \neq j, \]
provided $T_0$ is large enough. Using this, (5.2), and the periodicity and regularity of $W'$, we compute
\[ |\mathcal{E}_1(x,t)| \leq \left| W' \left( w(x - \xi_j(t)) + \sum_{i \neq j} w(x - \xi_i(t)) \right) - W'(w(x - \xi_j(t))) \right| + \sum_{i \neq j} |W'(w(x - \xi_i(t)))| \leq 2\|W''\|_{L^\infty(\mathbb{R})} \left( \sum_{i < j} (1 - w(x - \xi_i(t))) + \sum_{i > j} w(x - \xi_i(t)) \right) \leq C t^{-\frac{2s}{1+2s}}, \]
and (7.1) is true for $\mathcal{E}_1$ also when $x \in I(t)$.

We now verify that (7.1) is fulfilled by $\mathcal{E}_2$ as well—recall (2.18) and (2.8) for the definition of $\mathcal{E}_2$. This is an immediate consequence of the stronger estimate
\[ |\mathcal{E}_2(x,t)| \leq \sum_{i=1}^{N} |\xi_i^0(t)| w'(x - \xi_i(t)) \leq C t^{-\frac{2s}{1+2s}} \left( \chi_{I(t)}(x) + \frac{\chi_{\mathbb{R} \setminus I(t)}(x)}{|x|^{1+2s}} \right), \]
which holds for all $x \in \mathbb{R}$ and $t \geq T_0$, provided $T_0$ is sufficiently large.

Observe that (7.5) is an immediate consequence of (7.1), thanks to the decomposition (2.16).

We proceed to check (7.2). For $x$ satisfying (7.7), estimate (7.8) holds true and therefore, recalling definition (2.19), we have
\[ |\mathcal{E}_{0,j}(x,t)| \leq \|W''\|_{L^\infty(\mathbb{R})} \left( \sum_{i < j} (1 - w(x - \xi_i(t))) + \sum_{i > j} w(x - \xi_i(t)) \right) \leq C t^{-\frac{2s}{1+2s}}. \]
Hence, applying the change of variables \( y := x - \xi_j(t) \), we estimate
\[
\int_{\mathbb{R}} \frac{\varepsilon^0_0(t) + \varepsilon^0_1(t)}{2} |\varepsilon_0, j(x, t)| Z_j(x, t) \, dx \leq C t^{-\frac{2s}{1+2s}} \int_{\mathbb{R}} w'(y) \, dy = C t^{-\frac{2s}{1+2s}}.
\]

Conversely, by the same change of variables,
\[
\int_{\mathbb{R}} \left( \frac{\varepsilon^0_1(t) + \varepsilon^0_0(t)}{2} - h_j(t) \right) \left( \frac{\varepsilon^0_1(t) - \varepsilon^0_0(t)}{2} - h_j(t) \right) w'(y) \, dy \leq C \int_{\frac{t}{2}}^{\infty} \frac{dy}{y^{1+2s}} \leq C t^{-\frac{2s}{1+2s}},
\]
provided \( T_0 \) is large enough. The combination of the last two inequalities gives (7.2).

We now address the validity of (7.3). First, we compute the derivative of \( \varepsilon_1 \) with respect to \( t \):
\[
\partial_t \varepsilon_1(x, t) = -\sum_{i=1}^N \left\{ W''(w(x, t)) - W''(w(x - \xi_i(t))) \right\} w'(x - \xi_i(t)) \hat{\xi}_i(t)
\]
When \( x \in \mathbb{R} \setminus I(t) \) (and assuming also, without loss of generality, that \( x < 0 \)), we simply estimate
\[
|\partial_t \varepsilon_1(x, t)| \leq 2 \|W''\|_{L^\infty(\mathbb{R})} \sum_{i=1}^N w'(x - \xi_i(t)) |\hat{\xi}_i(t)| \leq C x^{-1-2s} t^{-\frac{2s}{1+2s}} \leq C t^{-1} \Phi(x, t).
\]
On the other hand, for \( x \in I(t) \) we let \( j \) be defined by (7.7) and compute
\[
|\partial_t \varepsilon_1(x, t)| \leq \left| W'' \left( w(x - \xi_j(t)) + \sum_{i \neq j} w(x - \xi_i(t)) \right) - W''(w(x - \xi_j(t))) \right| w'(x - \xi_j(t)) |\hat{\xi}_j(t)|
\]
\[
+ \sum_{i \neq j} \left| W''(w(x, t)) - W''(w(x - \xi_i(t))) \right| w'(x - \xi_i(t)) |\hat{\xi}_i(t)|
\]
\[
\leq \frac{C}{t^{1+2s}} \left\{ \|W''\|_{L^\infty(\mathbb{R})} \left( \sum_{i < j} (w(x - \xi_i(t)) - 1) + \sum_{i > j} w(x - \xi_i(t)) \right) + \frac{\|W''\|_{L^\infty(\mathbb{R})}}{t} \right\}
\]
\[
\leq C t^{-\frac{2s}{1+2s}} \Phi(x, t).
\]
The last two inequalities lead to (7.3).

Finally, for \( j = 1, \ldots, N \) we simply have
\[
|\partial_t \varepsilon_{0,j}(x, t)| = \left| W''(z(x, t)) \sum_{i=1}^N w'(x - \xi_i(t)) \hat{\xi}_i(t) - W''(w(x - \xi_j(t))) w'(x - \xi_j(t)) \hat{\xi}_j(t) \right| \leq C t^{-\frac{2s}{1+2s}},
\]
which is (7.4). This concludes the proof of Lemma 7.1.

We proceed with a second lemma, containing some computations for the nonlinear term \( \mathcal{N} \). Recall the definition (2.10) of the space of Hölder continuous functions \( \mathcal{A}^\alpha_T \).

**Lemma 7.2.** There exists a generic constant \( C \geq 1 \) such that
\[
\|\mathcal{N}[\psi_1] - \mathcal{N}[\psi_2]\|_{\mathcal{A}^\alpha_T} \leq C T^{-\frac{2s}{1+2s}} \max \{ \|\psi_1\|_{\mathcal{A}^\alpha_T}, \|\psi_2\|_{\mathcal{A}^\alpha_T} \} \|\psi_1 - \psi_2\|_{\mathcal{A}^\alpha_T},
\]
for every \( \psi_1, \psi_2 \in \mathcal{A}^\alpha_T \) and \( T \geq 1 \). In particular,
\[
\|\mathcal{N}[\psi]\|_{\mathcal{A}^\alpha_T} \leq C T^{-\frac{2s}{1+2s}} \|\psi\|_{\mathcal{A}^\alpha_T}^2,
\]
for every \( \psi \in \mathcal{A}^\alpha_T \) and \( T \geq 1 \). In addition, given any \( \alpha \in (0, 1) \),
\[
|\mathcal{N}[\psi](x, t_1) - \mathcal{N}[\psi](x, t_2)| \leq C \|\psi\|_{\mathcal{A}^\alpha_T} \|\psi\|_{\mathcal{A}^\alpha_T} t^{-\frac{1+2s}{1+2s}} |t_1 - t_2|^\alpha,
\]
for every \( \psi \in \mathcal{A}^\alpha_T \), \( x \in \mathbb{R} \), \( t \geq T \geq 1 \), and \( t_1, t_2 \in [t, t + 1] \).
Proof. We begin to deal with (7.9) and (7.10). Notice that it suffices to establish (7.9), as (7.10) follows by taking \( \psi_1 = \psi \) and \( \psi_2 = 0 \) in (7.9), since \( N[0] = 0 \). Recalling the definition (2.14) of \( N \), we have
\[
N[\psi_1] - N[\psi_2] = W'(z + \psi_1) - W'(z + \psi_2) - W''(z) (\psi_1 - \psi_2).
\]
Thanks to the Lipschitz continuity of \( W'' \), we may then estimate
\[
|N[\psi_1] - N[\psi_2]| \leq \left| \int_{\psi_2}^{\psi_1} \left| W'(z + \tau) - W'(z) \right| d\tau \right| \leq \|W''\|_{L^\infty(R)} \left| \int_{\psi_2}^{\psi_1} |\tau| d\tau \right| \leq C \max\{|\psi_1|, |\psi_2|\} |\psi_1 - \psi_2|.
\]
Estimate (7.9) plainly follows from this, recalling definition (2.7) of \( \Phi \).

To establish (7.11), we let \( t_1, t_2 \in [t, t + 1] \) and compute, using that \( W'' \in C^1(\mathbb{R}) \),
\[
|N[\psi](x, t_1) - N[\psi](x, t_2)|
= \left| \int_0^{\psi(x, t_1)} \left( \int_0^\tau W''(z(x, t_1) + \sigma) d\sigma \right) d\tau - \int_0^{\psi(x, t_2)} \left( \int_0^\tau W''(z(x, t_2) + \sigma) d\sigma \right) d\tau \right|
\leq \left| \int_0^{\psi(x, t_1)} \left( \int_0^{\psi(x, t_2)} |W''(z(x, t_1) + \sigma) - W''(z(x, t_2) + \sigma)| d\sigma \right) d\tau \right|
+ \left| \int_0^{\psi(x, t_2)} \left( \int_0^{\psi(x, t_1)} W''(z(x, t_2) + \sigma) d\sigma \right) d\tau \right|
\leq C \left\{ |\psi(x, t_1)|^2 |z(x, t_1) - z(x, t_2)| + \max\{|\psi(x, t_1)|, |\psi(x, t_2)|\} |\psi(x, t_1) - \psi(x, t_2)| \right\}.
\]
Since \( w' \in L^\infty(\mathbb{R}) \) and \( h \in \bar{B}_1(\mathcal{H}_{T, \mu}) \), one easily checks that \( |z(x, t_1) - z(x, t_2)| \leq C' \frac{2^2}{\bar{\tau}} |t_1 - t_2| \). Recalling definition (2.11), we are immediately led to (7.11). The proof is now complete. \( \square \)

7.2. Linear theory for \( \psi \). In order to address the nonlinear initial value problem (3.6), we develop in this subsection a solvability theory for the corresponding linear problem (3.12)—namely, we establish Proposition 3.3.

As a first step towards its proof, we have the following existence and uniqueness result in a bounded time interval \((T, T + \tau)\). Notice that the right-hand side \( g \) is a general function in \( \mathcal{A}(T, T + \tau) \). Thus, the found solution \( \psi \) belongs only to \( \mathcal{A}(T, T + \tau) \) and not necessarily to \( \mathcal{A}(T, T + \tau) \). As a result, the corresponding estimate is governed by a constant that depends on (an upper bound \( \bar{\tau} \)) on \( \tau \).

Lemma 7.3. Let \( T \geq 1 \), \( \tau \geq \tau > 0 \), \( h \in \bar{B}_1(\mathcal{H}_{T, \mu}) \), \( g \in \mathcal{A}(T, T + \tau) \), and \( \psi_0 \in \mathcal{A}(T) \). Then, there exists a unique solution \( \psi \in \mathcal{A}(T, T + \tau) \) of
\[
\begin{cases}
\partial_t \psi + (-\Delta)^s \psi + W''(z) \psi = g & \text{in } \mathbb{R} \times (T, T + \tau) \\
\psi = \psi_0 & \text{on } \mathbb{R} \times \{T\}.
\end{cases}
\]
In addition, \( \psi \) satisfies
\[
\|\psi\|_{\mathcal{A}(T, T + \tau)} \leq C_{\bar{\tau}} \left( \|g\|_{\mathcal{A}(T, T + \tau)} + \|\psi_0\|_{\mathcal{A}(T)} \right),
\]
for some constant \( C_{\bar{\tau}} \) depending only on structural quantities and \( \bar{\tau} \).

Proof. The existence and uniqueness of a solution \( \psi \in L^\infty(\mathbb{R} \times (T, T + \tau)) \) to (7.12) is a consequence of Proposition 6.3. We thus only need to establish that \( \psi \in \mathcal{A}(T, T + \tau) \) and (7.13) is true.

Consider the positive functions \( \eta_T^{(1)} \) and \( \eta_T^{(2)} \) introduced, respectively, in Lemmas 6.6 and 6.7, for \( m = 1 \). Define
\[
\bar{\psi}(x, t) := e^{-M(t-T)} \left( C_1 \eta_T^{(1)}(x, t) + C_2 \eta_T^{(2)}(x, t) \right) \quad \text{for } x \in \mathbb{R}, t \geq T,
\]
with \( M := \|W''\|_{L^\infty(\mathbb{R})} + 1 \), \( C_1 := \|\psi_0\|_{\mathcal{A}(T)} \), and \( C_2 := \|g\|_{\mathcal{A}(T, T + \tau)} \). Thanks to Lemma 6.4, we have that \( \bar{\psi} \) is a mild solution of
\[
\begin{cases}
\partial_t \bar{\psi} + (-\Delta)^s \bar{\psi} = \mathcal{G}[\bar{\psi}] & \text{in } \mathbb{R} \times (T, +\infty) \\
\bar{\psi} = \bar{\psi}_0 & \text{on } \mathbb{R} \times \{T\},
\end{cases}
\]
for some $\overline{\psi}_0 \geq C_1 \psi(\cdot, T)$ in $\mathbb{R}$ and with
\[
\mathcal{G}(x, t, u) := C_2 e^{M(t-T)} \Phi(x, t) + \|W''\|_{L^\infty(\mathbb{R})} u_+ + W''(z(x, t)) u_-.
\]

Notice that here we took advantage of the positivity of $\overline{\psi}$ in $\mathbb{R} \times (T, T + \tau)$. As $\psi_0(x) \leq \overline{\psi}_0(x)$ for all $x \in \mathbb{R}$ and $g(x, t) - W''(z(x, t)) u \leq \mathcal{G}(x, t, u)$ for all $x \in \mathbb{R}$, $t \in (T, T + \tau)$, and $u \in \mathbb{R}$, we conclude, using the comparison principle of Proposition 6.5, that $\psi \leq \overline{\psi}$ in $\mathbb{R} \times (T, T + \tau)$. Since an analogous bound from below can be obtained by comparing $\psi$ to $-\overline{\psi}$, applying Lemmas 6.6-6.7 we infer that $\psi \in \mathcal{A}_{(T, T + \tau)}$ and that (7.13) holds true.

The key tool that we need to prove Proposition 3.3 is an a priori estimate like (7.13) but with a constant independent of $\overline{\tau}$. We do this in the next proposition, at the price of assuming that $\psi$ belongs to $\mathcal{A}_{(T, T + \tau)}$, i.e., that it satisfies the orthogonality conditions (2.9).

**Proposition 7.4.** Let $T, \tau \geq 1$, $h \in \mathcal{B}_1(\mathcal{H}_{a, \mu})$, $g \in \mathcal{A}_{(T, T + \tau)}$, and $\psi_0 \in \mathcal{A}_T$. Let $\psi$ be the mild solution of (7.12) and suppose that $\psi \in \mathcal{A}_{(T, T + \tau)}$. Then, there exist two generic constants $T_0, C_\sharp \geq 1$ such that
\[
\|\psi\|_{\mathcal{A}_{(T, T + \tau)}} \leq C_\sharp \left( \|g\|_{\mathcal{A}_{(T, T + \tau)}} + \|\psi_0\|_{\mathcal{A}_T} \right),
\]
provided $T \geq T_0$.

**Proof.** We argue by contradiction and suppose that, for every $j \in \mathbb{N}$, there exist two positive real numbers
\[
b_j - 1 > a_j \geq j,
\]
an array of trajectories $\xi^{(j)} = \xi_0 + h^{(j)}$, with $h^{(j)} \in \mathcal{B}_1(\mathcal{H}_{a_j, \mu})$, and three functions $\psi^{(j)}, g^{(j)} \in \mathcal{A}_{(a_j, b_j)}$, and $\psi_0^{(j)} \in L^\infty(\mathbb{R})$, with $\|\psi_0^{(j)} / \Phi(\cdot, a_j)\|_{L^\infty(\mathbb{R})} < +\infty$, satisfying
\[
\begin{cases}
\partial_t \psi^{(j)} + (-\Delta)^s \psi^{(j)} + b^{(j)}(x, t) = g^{(j)}(x, t) & \text{in } \mathbb{R} \times (a_j, b_j), \\
\psi^{(j)} = \psi_0^{(j)}(x) & \text{on } \mathbb{R} \times \{a_j\},
\end{cases}
\]
with $b^{(j)}(x, t) := W''(z^{(j)}(x, t))$ and $z^{(j)}(x, t) := \sum_{i=1}^N w(x - \xi_i^{(j)}(t))$, as well as the orthogonality condition
\[
\int_{\mathbb{R}} \psi^{(j)}(x, t) w'(x - \xi_i^{(j)}(t)) \, dx = 0 \quad \text{for a.e. } t \in (a_j, b_j) \text{ and every } i = 1, \ldots, N,
\]
but for which
\[
\left\| \frac{\psi^{(j)}}{\Phi} \right\|_{L^\infty(\mathbb{R} \times (a_j, b_j))} > j \left\{ \left\| \frac{g^{(j)}}{\Phi} \right\|_{L^\infty(\mathbb{R} \times (a_j, b_j))} + \left\| \frac{\psi_0^{(j)}}{\Phi(\cdot, a_j)} \right\|_{L^\infty(\mathbb{R})} \right\}.
\]
The equation being linear, after a renormalization we may also suppose that
\[
\left\| \frac{\psi^{(j)}}{\Phi} \right\|_{L^\infty(\mathbb{R} \times (a_j, b_j))} = 1
\]
and consequently that
\[
\left\| \frac{g^{(j)}}{\Phi} \right\|_{L^\infty(\mathbb{R} \times (a_j, b_j))} + \left\| \frac{\psi_0^{(j)}}{\Phi(\cdot, a_j)} \right\|_{L^\infty(\mathbb{R})} < \frac{1}{j}.
\]

For $R \geq 1$, consider the sets
\[
\mathcal{B}_j(R) := \left\{ (x, t) \in \mathbb{R} \times (a_j, b_j) : |x - \xi_i^{(j)}(t)| < R \text{ for some } i = 1, \ldots, N \right\}
\]
We claim that
\[
\lim_{j \to +\infty} \left\| \frac{\psi^{(j)}}{\Phi} \right\|_{L^\infty(\mathcal{B}_j(R))} = 0.
\]
For the moment, we assume (7.19) to hold true and show that, under its validity, we reach a contradiction.
Let
\[ m := \frac{W''(0)}{2} > 0 \quad \text{and} \quad d^{(j)}(x, t) := b^{(j)}(x, t)\chi_{(R \times (a_j, b_j))} \setminus \mathcal{B}_j(R) + m\chi_{\mathcal{B}_j(R)}. \tag{7.20} \]
If \( R \) is chosen sufficiently large, but independently of \( j \), then
\[ b^{(j)} \geq m \quad \text{in} \quad (R \times (a_j, b_j)) \setminus \mathcal{B}_j(R). \]
Accordingly,
\[ d^{(j)} \geq m \quad \text{in} \quad R \times (a_j, b_j). \tag{7.21} \]
We rewrite (7.15) as
\[
\begin{cases}
\partial_t \psi^{(j)} + (-\Delta)^{\ast} \psi^{(j)} = G^{(j)}[\psi^{(j)}] & \text{in} \; R \times (a_j, b_j) \\
\psi^{(j)} = \psi^{(j)}_0 & \text{on} \; R \times \{a_j\},
\end{cases}
\]
with \( G^{(j)}(x, t, u) := f^{(j)}(x, t) - d^{(j)}(x, t)u \) and \( f^{(j)} := g^{(j)} + (m - b^{(j)})\chi_{\mathcal{B}_j(R)}\psi^{(j)} \).

Consider now the positive mild solutions \( \eta^{(1)} \) and \( \eta^{(2)} \) of problems (6.10) (with \( T = a_j \)) and (6.11), respectively, with \( m \) as in (7.20). Let
\[
C^{(1)}_j := \left\| \psi^{(j)}_0 / \Phi(\cdot, a) \right\|_{L^{\infty}(R)}
\]
\[
C^{(2)}_j := \left\| \frac{g^{(j)}}{\Phi} \right\|_{L^{\infty}(R \times (a_j, b_j))} + 2\left\| W'' \right\|_{L^{\infty}(R)} \left\| \frac{\psi^{(j)}}{\Phi} \right\|_{L^{\infty}(\mathcal{B}_j(R))},
\tag{7.22}
\]
and define \( \overline{\psi}^{(j)} := C^{(1)}_j \eta^{(1)} + C^{(2)}_j \eta^{(2)} \). Thanks to its positivity, this function solves
\[
\begin{cases}
\partial_t \overline{\psi}^{(j)} + (-\Delta)^{\ast} \overline{\psi}^{(j)} = G^{(j)}[\overline{\psi}^{(j)}] & \text{in} \; R \times (a_j, +\infty) \\
\overline{\psi}^{(j)} = \psi^{(j)}_0 & \text{on} \; R \times \{a_j\},
\end{cases}
\]
for some \( \overline{\psi}^{(j)} \in L^{\infty}(R) \) satisfying \( \overline{\psi}^{(j)} \geq C^{(1)}_j \Phi(\cdot, a_j) \) in \( R \) and with
\[
G^{(j)}(x, t, u) := C^{(2)}_j \Phi(x, t) - mu_+ + d^{(j)}(x, t)u_-.
\]
Observe that
\[
|\psi^{(j)}(x)| \leq C^{(1)}_j \Phi(x, a_j) \quad \text{and} \quad |f^{(j)}(x, t)| \leq C^{(2)}_j \Phi(x, t) \quad \text{for a.e.} \; x \in R, \; t \in (a_j, b_j).
\]
From these inequalities and (7.21) we infer that \( \psi^{(j)}_0 \leq \overline{\psi}^{(j)}_0 \) in \( R \) and \( G^{(j)} \leq \overline{G}^{(j)} \) in \( R \times (a_j, b_j) \times R \). Hence, we can apply the comparison principle of Proposition 6.5 and get that
\[
\psi^{(j)} \leq \overline{\psi}^{(j)} \quad \text{in} \; R \times (a_j, b_j),
\]
By considering \( -\overline{\psi}^{(j)} \) instead of \( \overline{\psi}^{(j)} \), we get the analogous lower bound. By this and Lemmas 6.6-6.7, we conclude that
\[
|\psi^{(j)}| \leq C \left\{ C^{(1)}_j + C^{(2)}_j \right\} \Phi \quad \text{in} \; R \times (a_j, b_j),
\]
for some constant \( C > 0 \) independent of \( j \). Recalling (7.22), (7.18), and (7.19), we then find that
\[
\left\| \frac{\psi^{(j)}}{\Phi} \right\|_{L^{\infty}(R \times (a_j, b_j))} \leq C \left\{ \left\| \frac{\psi^{(j)}}{\Phi(\cdot, a_j)} \right\|_{L^{\infty}(R)} + \left\| \frac{g^{(j)}}{\Phi} \right\|_{L^{\infty}(R \times (a_j, b_j))} + \left\| \frac{\psi^{(j)}}{\Phi} \right\|_{L^{\infty}(\mathcal{B}_j(R))} \right\} \to 0,
\]
as \( j \to +\infty \). But this is in contradiction with (7.17) and, accordingly, the conclusion of Proposition 7.4 follows, under the validity of claim (7.19).

To finish the proof of Proposition 7.4, we therefore only need to prove that (7.19) holds true. Again, we argue by contradiction and suppose that there exist a constant \( \delta_* > 0 \) and a sequence of points \((x_j, t_j) \in \mathcal{B}_j(R)\), such that
\[
\left| \frac{\psi^{(j)}(x_j, t_j)}{\Phi(x_j, t_j)} \right| \geq \delta_* \quad \text{for all} \; j.
\tag{7.23}
Note that, by Lemma 7.1 and (7.18), we necessarily have that \( t_j \geq a_j + 1/2 \). Up to a subsequence, we may assume that there exists a unique \( \ell \in \{1, \ldots, N\} \) for which
\[
|g_j - \xi_\ell^j(t_j)| < R \quad \text{for all } j.
\]
(7.24)

In particular, there exists a point \( \bar{x} \in B_R \) such that
\[
\lim_{j \to +\infty} \left( g_j - \xi_\ell^j(t_j) \right) = \bar{x},
\]
(7.25)

up to extracting a further subsequence.

Define
\[
\tilde{\psi}^j(x,t) := (t + t_j)\frac{2s}{1 + 2s}(t + t_j)^{-1},
\]
Recalling (7.15), Lemma 6.4 guarantees that \( \tilde{\psi}^j \) is a mild solution of
\[
\begin{cases}
\partial_t \tilde{\psi}^j + (-\Delta)^s \tilde{\psi}^j + b^j \tilde{\psi}^j = \tilde{g}^j \quad \text{in } \mathbb{R} \times (a_j - t_j, b_j - t_j), \\
\tilde{\psi}^j = \psi_0^j \quad \text{on } \mathbb{R} \times \{a_j - t_j\},
\end{cases}
\]
with
\[
\tilde{g}^j(x,t) = (t + t_j)^{2s} (t + t_j)^{-1},
\]
\[
\tilde{\psi}^j_0(x) = a_j^{\frac{2s}{1 + 2s}} \psi_0^j(x).
\]
Furthermore, by (7.17), (7.18), the definition (2.7) of \( \Phi \), and (7.14), we have that
\[
\|\tilde{\psi}^j\|_{L^\infty(\mathbb{R} \times (a_j - t_j, b_j - t_j))} \leq 1, \quad \|\tilde{\psi}^j_0\|_{L^\infty(\mathbb{R})} + \|\tilde{g}^j\|_{L^\infty(\mathbb{R} \times (a_j - t_j, b_j - t_j))} \leq \frac{1}{j},
\]
and
\[
\sup_{x \in \mathbb{R}, t \in (a_j - t_j, b_j - t_j)} |\tilde{g}^j(x,t) - b^j(x,t + t_j)| \leq \frac{1}{j}.
\]
(7.27)

From this, the fact that
\[
\|b^j\|_{L^\infty(\mathbb{R} \times (a_j, b_j))} \leq \|W''\|_{L^\infty(\mathbb{R})},
\]
(7.28)

and Proposition 6.2, we infer that, for every \( \varepsilon \in (0, 1/2] \),
\[
\|\tilde{\psi}^j\|_{C^\alpha(\mathbb{R} \times (a_j - t_j + \varepsilon, b_j - t_j))} \leq C_\varepsilon,
\]
(7.29)

for some exponent \( \alpha \in (0, 1) \), depending only on \( s \), and some constant \( C_\varepsilon > 0 \), depending only on \( s, W, \) and \( \varepsilon \). In addition, condition (7.16) translates into
\[
\int_{\mathbb{R}} \tilde{\psi}^j(x,t)u'(x - \xi_\ell^j(t + t_j)) \, dx = 0 \quad \text{for a.e. } t \in (a_j - t_j, b_j - t_j) \text{ and every } i = 1, \ldots, N,
\]
while (7.23), (7.24), (2.7), (1.12), and the fact that \( h^j \in B_1(\mathcal{H}_{a_j, \mu}) \) imply that
\[
|\tilde{\psi}^j(x_j, 0)| \geq \delta_\star,
\]
(7.31)

up to possibly taking a smaller \( \delta_\star > 0 \), still uniform in \( j \). Using that \( \tilde{\psi}^j \) is a mild solution of (7.26) as well as estimates (7.27), (7.28), and property (P3) in Section 6, we immediately deduce that
\[
\|\tilde{\psi}^j\|_{L^\infty(\mathbb{R})} \leq \frac{1}{j} + \left( \frac{2}{j} + \|W''\|_{L^\infty(\mathbb{R})} \right) (t - a_j + t_j) \quad \text{for all } t \in (a_j - t_j, b_j - t_j).
\]
(7.32)

Set now
\[
\tilde{\psi}^j(x,t) := \tilde{\psi}^j(x + x_j - \bar{x} + \xi_\ell^j(t + t_j) - \xi_\ell^j(t_j), x).
\]
By (7.27), (7.29), (1.12), and the fact that \( h^j \in B_1(\mathcal{H}_{a_j, \mu}) \), we infer that
\[
\|\tilde{\psi}^j\|_{L^\infty(\mathbb{R} \times (a_j - t_j, b_j - t_j))} \leq 1 \quad \text{and} \quad \|\tilde{\psi}^j\|_{C^\alpha(\mathbb{R} \times (a_j - t_j + \varepsilon, b_j - t_j))} \leq C_\varepsilon.
\]
(7.33)
Furthermore, as \( \hat{\psi}^{(j)} \) is a mild solution of (7.26), applying Definition 6.1 it is not hard to check that \( \hat{\psi}^{(j)} \) satisfies\footnote{Formally, \( \hat{\psi}^{(j)} \) solves the equation \[ \partial_t \hat{\psi}^{(j)} + (-\Delta)^s \hat{\psi}^{(j)} + \alpha^{(j)} \partial_x \hat{\psi}^{(j)} + \hat{\psi}^{(j)} \hat{\psi}^{(j)} = \tilde{g}^{(j)} \] in \( \mathbb{R} \times (a_j - t, b_j - t_j) \), with drift coefficient \( \tilde{a}^{(j)}(t) := -\xi^{(j)}(t + t_j) \). Identity (7.34) essentially corresponds to a mild formulation of (7.1). Below, we will let \( j \to +\infty \) and find that \( \hat{\psi}^{(j)} \) converges to a solution \( \check{\psi} \) of \[ \partial_t \hat{\psi} + (-\Delta)^s \hat{\psi} + W''(w)\hat{\psi} = 0. \] It does not seem possible to get compactness and take such a limit directly through (7.1), as we do not control the spatial derivative \( \partial_x \hat{\psi}^{(j)} \) at least when \( s \leq 1/2 \). To circumvent this issue, we recover the needed compactness by transferring the uniform \( C^s \) bound (7.29) on \( \hat{\psi}^{(j)} \) to \( \tilde{\psi}^{(j)} \) (which is done in (7.33), thanks to the boundedness of \( \xi^{(j)} \)) and pass (7.34) to the limit to obtain the mild formulation (7.39) of equation (7.1) (an operation that only requires the pointwise convergence of \( \tilde{\psi}^{(j)} \) to \( \hat{\psi}^{(j)} \)).}

\[
\hat{\psi}^{(j)}(x, t) = \int_{\mathbb{R}} p(x + \xi^{(j)}(t + t_j) - \xi^{(j)}(\sigma + t_j) - y, t - \sigma) \hat{\psi}^{(j)}(y, \sigma) \, dy + \int_{\mathbb{R}} \int_{\mathbb{R}} p(x + \xi^{(j)}(t + t_j) - \xi^{(j)}(\tau + t_j) - y, t - \tau) \left( \tilde{g}^{(j)}(y, \tau) - \hat{b}^{(j)}(y, \tau) \hat{\psi}^{(j)}(y, \tau) \right) \, dy \, d\tau,
\]

for all \( x \in \mathbb{R}, a_j - t_j \leq \sigma < t < b_j - t_j \), and with

\[
\hat{\psi}^{(j)}(x, t) = \tilde{b}^{(j)}(x + x_j - \bar{x} + \xi^{(j)}(t + t_j) - \xi^{(j)}(t_j), t),
\]

\[
\tilde{g}^{(j)}(x, t) := \tilde{g}^{(j)}(x + x_j - \bar{x} + \xi^{(j)}(t + t_j) - \xi^{(j)}(t_j), t).
\]

Also, (7.30) (with \( i = \ell \)), (7.31), and (7.32) respectively yield

\[
\int_{\mathbb{R}} \hat{\psi}^{(j)}(x, t) w'(x + x_j - \bar{x} - \xi^{(j)}(t_j)) \, dx = 0 \quad \text{for every } t \in (a_j - t_j, b_j - t_j),
\]

\[
|\hat{\psi}^{(j)}(\bar{x}, 0)| \geq \delta_*,
\]

and

\[
||\hat{\psi}^{(j)}(\cdot, t)||_{L^\infty(\mathbb{R})} \leq \frac{1}{j} + \left( \frac{2}{j} + ||W''||_{L^\infty(\mathbb{R})} \right) (t - a_j + t_j) \quad \text{for all } t \in (a_j - t_j, b_j - t_j).
\]

Let now \( \bar{a} \in [-\infty, 0) \) and \( \bar{b} \in [0, +\infty) \) be such that

\[
\lim_{j \to +\infty} (a_j - t_j) = \bar{a} \quad \text{and} \quad \lim_{j \to +\infty} (b_j - t_j) = \bar{b},
\]

up to a subsequence. Note that (7.14) gives that \( \bar{b} - \bar{a} \geq 1 \). By (7.33) and Ascoli-Arzelà theorem, up to extracting a further subsequence, \( \{ \hat{\psi}^{(j)} \} \) converges locally uniformly in \( \mathbb{R} \times (\bar{a}, \bar{b}) \) to a continuous function \( \check{\psi} \). From (7.33) we get that

\[
||\hat{\psi}||_{L^\infty(\mathbb{R} \times (\bar{a}, \bar{b}))} \leq 1.
\]
We now claim that
\[ \hat{\psi}(x,t) = 0 \quad \text{for all } x \in \mathbb{R}, \, t \in (\bar{a}, \bar{b}). \] (7.43)
As \(0 \in (\bar{a}, \bar{b})\), it is clear that (7.43) would contradict (7.41). Thus, to finish the proof we only need to prove (7.43). To do this, we distinguish between the two cases \( \bar{a} > -\infty \) and \( \bar{a} = -\infty \).

If \( \bar{a} > -\infty \), we deduce from (7.39) and (7.42) that \( \hat{\psi} \) is a mild solution of
\[
\begin{cases}
\partial_t \hat{\psi} + (\Delta)^s \hat{\psi} + W''(w) \hat{\psi} = 0 & \text{in } \mathbb{R} \times (\bar{a}, \bar{b}), \\
\hat{\psi} = 0 & \text{on } \mathbb{R} \times \{\bar{a}\}.
\end{cases}
\]
Claim (7.43) then follows from the uniqueness of mild solutions, established in Proposition 6.3.

Assume now that \( \bar{a} = -\infty \). Then, (7.39) says that \( \hat{\psi} \) is a mild solution of equation
\[ \partial_t \hat{\psi} + (\Delta)^s \hat{\psi} + W''(w) \hat{\psi} = 0 \quad \text{in } \mathbb{R} \times (\sigma, \bar{b}), \] (7.44)
for every \( \sigma < 0 \) (with initial datum at \( t = \sigma \) given by \( \hat{\psi}(\cdot, \sigma) \) itself). Let
\[ m := \frac{W''(0)}{2} \quad \text{and} \quad d(x) := \max \{m, W''(w(x))\}. \]
We rewrite (7.44) as
\[ \partial_t \hat{\psi} + (\Delta)^s \hat{\psi} = G[\hat{\psi}] \quad \text{in } \mathbb{R} \times (\sigma, \bar{b}), \]
with \( G(x,t,u) := (d(x) - W''(w(x))) \hat{\psi}(x,t) - d(x)u \). Let then \( M > 0 \) be sufficiently large to have \( W''(w(x)) > m \) for all \( x \in \mathbb{R} \setminus [-M,M] \).

Also let \( \overline{C} > 0 \) be such that \( w'(x) \geq \overline{C}^{-1} \) for all \( x \in [-M,M] \). Consider the function
\[ \overline{\psi}(x,t) := \overline{C}w'(x) + e^{-m(t-\sigma)}. \]
It is easy to see that \( \overline{\psi} \) solves
\[
\begin{cases}
\partial_t \overline{\psi} + (\Delta)^s \overline{\psi} = G[\overline{\psi}] & \text{in } \mathbb{R} \times (\sigma, +\infty), \\
\overline{\psi} = \overline{C}w' + 1 & \text{on } \mathbb{R} \times \{\sigma\},
\end{cases}
\]
with \( \overline{G}(x,t,u) := \overline{f}(x,t) - d(x)u \) and \( \overline{f}(x,t) = \overline{C} (d(x) - W''(w(x))) w'(x) + (d(x) - m)e^{-m(t-\sigma)}. \)

Observe that, due to (7.38) and our choices of \( d, M, \) and \( \overline{C} \), it holds
\[ \overline{f}(x,t) \geq (d(x) - W''(w(x))) \hat{\psi}(x,t) \quad \text{for all } x \in \mathbb{R}, t \in (\sigma, \bar{b}). \]
Hence, \( G \leq \overline{G} \) in \( \mathbb{R} \times (\sigma, \bar{b}) \times \mathbb{R} \). Since we also have that \( \hat{\psi}(\cdot, \sigma) \leq 1 \leq \overline{\psi}(\cdot, \sigma) \) in \( \mathbb{R} \), we may apply the comparison principle of Proposition 6.5 and deduce, recalling the decay estimate (5.3) for \( w' \), that
\[ \hat{\psi}(x,t) \leq \overline{\psi}(x,t) \leq \frac{C}{(1 + |x|)^{1+2s}} + e^{-m(t-\sigma)} \quad \text{for all } x \in \mathbb{R}, t \in [\sigma, \bar{b}], \]
for some constant \( C > 0 \) depending only on \( s \) and \( W \). By the arbitrariness of \( \sigma < 0 \) and since we can also obtain an analogous lower bound for \( \hat{\psi} \), we conclude that
\[ |\hat{\psi}(x,t)| \leq \frac{C}{(1 + |x|)^{1+2s}} \quad \text{for all } x \in \mathbb{R}, t \in (-\infty, \bar{b}). \] (7.45)
This gives in particular that \( \hat{\psi} \in C^0((-\infty, \bar{b}); L^2(\mathbb{R})) \), which, along with equation (7.44) and the orthogonality condition (7.40), enables us to apply Lemma 6.8 and deduce that
\[ e^{\lambda t} \int_{\mathbb{R}} \hat{\psi}(x,t)^2 \, dx \leq e^{\lambda \sigma} \int_{\mathbb{R}} \hat{\psi}(x,\sigma)^2 \, dx \quad \text{for all } -\infty < \sigma < t < \bar{b}, \]
for some constant \( \lambda > 0 \) depending only on \( s \) and \( W \). Thanks to (7.45), the integral on the right-hand side of the above inequality is bounded uniformly in \( \sigma \). Hence, letting \( \sigma \to -\infty \) we are led to (7.43). The proof of Proposition 7.4 is thus complete. \( \square \)

Proposition 7.4 provides an important a priori estimate for solutions \( \psi \) of (3.12) fulfilling the orthogonality conditions (2.9). The next lemma, when applied with an initial datum \( \psi_0 \in A(T) \), shows that such orthogonality conditions are satisfied if and only if the coefficients \((c_j)\) on the right-hand side of the equation in (3.12) are determined by the system (3.8), with \((b_i)\) as in (3.13).
Lemma 7.5. Let $T \geq 1$, $\tau \in (0, +\infty]$, $h \in B_{1}(H_{T,\mu})$, $f \in L^{\infty}(\mathbb{R} \times (T, T + \tau))$, and $\psi$ be the mild solution of
\[
\begin{aligned}
\partial_{t} \psi + (-\Delta)^{s} \psi + W''(z)\psi &= f + \sum_{j=1}^{N} c_{j}Z_{j} &\text{in } \mathbb{R} \times (T, T + \tau) \\
\psi &= \psi_{0} &\text{in } \mathbb{R} \times \{T\},
\end{aligned}
\tag{7.46}
\]
for some initial datum $\psi_{0} \in L^{\infty}(\mathbb{R})$ and some coefficients $c \in L^{\infty}((T, T + \tau); \mathbb{R}^{N})$. Let $i \in \{1, \ldots, N\}$. Then, the map
\[
(T, T + \tau) \ni t \mapsto \int_{\mathbb{R}} \psi(x, t)Z_{i}(x, t) \, dx \in \mathbb{R}
\]
is constant if and only if $c$ satisfies
\[
\sum_{j=1}^{N} A_{ij}(t) c_{j}(t) = b_{i}(t) \quad \text{for all } t \in (T, T + \tau),
\]
with $A_{ij}$ and $b_{i}$ respectively given by (3.9) and (3.13).

Proof. Set
\[
I_{i}(\sigma) := \int_{\mathbb{R}} \psi(x, \sigma)Z_{i}(x, \sigma) \, dx \quad \text{for } \sigma \in (T, T + \tau).
\]
From the fact that $\psi$ is a mild solution of (7.46) it follows that
\[
\psi(x, m) = T_{m-\rho}[\psi(\cdot, \rho)](x) + \int_{\rho}^{m} T_{m-\sigma}[G(\cdot, \sigma)](x) \, d\sigma \quad \text{for all } x \in \mathbb{R} \text{ and } m \in (\rho, T + \tau), \tag{7.47}
\]
with
\[
G(x, \sigma) := f(x, \sigma) + \sum_{j=1}^{N} c_{j}(\sigma)Z_{j}(x, \sigma) - W''(z(x, \sigma))\psi(x, \sigma).
\]
Let now $\rho, \tau \in (T, T + \tau)$ be fixed, with $\rho < \tau$. We multiply identity (7.47) (with $m = t$) by $Z_{i}(x, t)$ and integrate as $x$ ranges in $\mathbb{R}$. We get
\[
I_{i}(t) = \int_{\mathbb{R}} T_{t-\rho}[\psi(\cdot, \rho)](x)Z_{i}(x, t) \, dx + \int_{\rho}^{t} \int_{\mathbb{R}} T_{t-\sigma}[G(\cdot, \sigma)](x)Z_{i}(x, t) \, dx \, d\sigma. \tag{7.48}
\]
From the parity of $p(\cdot, m)$ we deduce that, for any two functions $U \in L^{\infty}(\mathbb{R})$, $V \in L^{1}(\mathbb{R})$ and any $m > 0$,
\[
\int_{\mathbb{R}} T_{m}[U](x)V(x) \, dx = \int_{\mathbb{R}} \int_{\mathbb{R}} p(x - y, m)U(y)V(x) \, dy \, dx = \int_{\mathbb{R}} T_{m}[V](y)U(y) \, dy. \tag{7.49}
\]
Using (7.49) twice (with $U = \psi(\cdot, \rho)$, $V = Z_{i}(\cdot, t)$, $m = t - \rho$ and $U = G(\cdot, \sigma)$, $V = Z_{i}(\cdot, t)$, $m = t - \sigma$), identity (7.48) becomes
\[
I_{i}(t) = \int_{\mathbb{R}} T_{t-\rho}[Z_{i}(\cdot, t)](y)\psi(y, \rho) \, dy + \int_{\rho}^{t} \int_{\mathbb{R}} T_{t-\sigma}[Z_{i}(\cdot, t)](y)G(y, \sigma) \, dy \, d\sigma. \tag{7.50}
\]
Next, observe that
\[
\partial_{t}Z_{i}(x, \sigma) - (-\Delta)^{s}Z_{i}(x, \sigma) = H_{i}(x, \sigma) \quad \text{for all } x \in \mathbb{R} \text{ and } \sigma > T,
\]
with
\[
H_{i}(x, \sigma) := -w''(x - \xi_{i}(\sigma))\xi_{i}(\sigma) + W''(w(x - \xi_{i}(\sigma)))Z_{i}(x, \sigma).
\]
From this it is not hard to see that $Z_{i}$ can be represented as
\[
Z_{i}(y, m) = T_{m-\rho}[Z_{i}(\cdot, t)](y) - \int_{m}^{t} T_{\ell-\rho}[H_{i}(\cdot, \ell)](y) \, d\ell \quad \text{for all } y \in \mathbb{R} \text{ and } m \in (T, t).
We use this identity twice (with \(m = \rho \) and \(m = \sigma \)) to rewrite (7.50) as

\[
I_i(t) = I_i(\rho) + \int_0^t \int_\mathbb{R} T_{\ell - \rho} [H_i(\cdot, \ell)](y) \psi(y, \rho) \, dyd\ell \\
+ \int_0^t \int_\mathbb{R} \left\{ Z_i(y, \sigma) + \int_\sigma^t T_{\ell - \sigma} [H_i(\cdot, \ell)](y) \, d\ell \right\} G(y, \sigma) \, dyd\sigma.
\]

Applying again (7.49) (this time with \(U = \psi(\cdot, \rho), V = H_i(\cdot, \ell), m = \ell - \rho \)) and (7.47) (with \(m = \ell \)), after a computation we obtain

\[
I_i(t) - I_i(\rho) = \int_0^t \int_\mathbb{R} \left\{ \psi(x, \sigma) H_i(x, \sigma) + Z_i(x, \sigma) G(x, \sigma) \right\} \, dx d\sigma \\
- \int_\mathbb{R} \left\{ \int_0^t T_{\ell - \sigma} [G(\cdot, \sigma)](x) \, d\sigma \right\} H_i(x, \ell) \, dx d\ell \\
+ \int_\mathbb{R} \left\{ \int_\sigma^t T_{\ell - \sigma} [H_i(\cdot, \ell)](y) \, d\ell \right\} G(y, \sigma) \, dyd\sigma.
\]

After a swap in the time variables of integration (\(\sigma \) and \(\ell \)) and another application of (7.49), we see that the last two integrals are equal and therefore cancel each other out. Hence, we conclude that \(I_i \) is constant in \((T, T + \tau)\) if and only if

\[
\int_\mathbb{R} \left\{ \psi(x, t) H_i(x, t) + Z_i(x, t) G(x, t) \right\} \, dx = 0 \quad \text{for all } t \in (T, T + \tau).
\]

The claim of Lemma 7.5 then follows after an inspection of the quantity on the left-hand side. \( \square \)

We are now almost in position to prove Proposition 3.3. We will do it via a fixed point argument based on the a priori estimate of Proposition 7.4, applied with \(g \) given by the right-hand side of the equation in (3.12). To this aim, we need to estimate the \(\| \cdot \|_{\mathcal{A}_T} \) norm of the sum \(\sum_{j=1}^N c_j Z_j \). The next lemma is a first step in this direction.

**Lemma 7.6.** Let \( T \geq 1 \), \( \tau \in (0, +\infty] \), \( \psi, f \in L^{\infty}(\mathbb{R} \times (T, T + \tau)) \). Let \( A = (A_{ij}) \) and \( b = (b_i) \) be given by (3.9) and (3.13), respectively. Then, there exists a generic constant \( T_0 \geq 1 \) such that, if \( T \geq T_0 \), there exists a unique solution \( c = (c_j) \) of

\[
A(t) c(t) = b(t) \quad \text{for all } t \in (T, T + \tau). \tag{7.51}
\]

If, moreover, \( \psi, f \in \mathcal{A}_{(T, T + \tau)} \), then it holds

\[
c_j(t) = -\gamma \int_\mathbb{R} f(x, t) u'(x - \xi_j(t)) \, dx + \varepsilon_j(t) \quad \text{for all } t \in (T, T + \tau), \tag{7.52}
\]

where \( \gamma \) is as in (1.8) and \( \varepsilon_j : (T, T + \tau) \to \mathbb{R} \) satisfies

\[
|\varepsilon_j(t)| \leq C \left( \| \psi \|_{\mathcal{A}_{(T, T + \tau)}} + \| f \|_{\mathcal{A}_{(T, T + \tau)}} \right) t^{-\frac{4s_2}{4s_2 + m}} \quad \text{for all } t \in (T, T + \tau), \quad j = 1, \ldots, N, \tag{7.53}
\]

for some generic constant \( C \).

**Proof.** We claim that, if \( T_0 \) is large enough, the matrix \((A_{ij}(t))\) is invertible for every \( t > T \geq T_0 \) and therefore (7.51) is uniquely solvable. To verify this, first notice that, changing variables appropriately, we have

\[
A_{ii}(t) = \int_\mathbb{R} u'(x - \xi_i(t))^2 \, dx = \int_\mathbb{R} (y')^2 \, dy = \gamma^{-1}, \tag{7.54}
\]

for every \( i = 1, \ldots, N \). On the other hand, when \( i \neq j \), we change coordinates as before and write

\[
A_{ij}(t) = \int_\mathbb{R} u'(x - \xi_i(t)) u'(x - \xi_j(t)) \, dx = \int_\mathbb{R} u'(y) u'(y + \xi_i(t) - \xi_j(t)) \, dy.
\]

Let then \( \beta_* := \inf_{i \neq j} |\beta_i - \beta_j|/4 \). Recalling (1.12) and the fact that \( h \in \mathcal{B}_1(\mathcal{H}_{T, \mu}) \), for \( |y| \leq \beta_* t^{-\frac{4s_2}{4s_2 + m}} \) and \( t > T \geq T_0 \) we have

\[
|y + \xi_i(t) - \xi_j(y)| \geq |\xi_i^0(t) - \xi_j^0(t)| - |h_i(t) - h_j(t)| - |y| \geq 2\beta_* t^{-\frac{4s_2}{4s_2 + m}} - |y| \geq \beta_* t^{-\frac{4s_2}{4s_2 + m}},
\]

for all \( t \geq T \).
provided $T_0$ is sufficiently large and generic. Using this and estimate (5.3) on $w'$, we obtain

$$|A_{ij}(t)| \leq C \int_{\mathbb{R}} \frac{dy}{(1 + |y|)^{1+2s}(1 + |y + \xi(t) - \xi_j(t)|)^{1+2s}}$$

$$\leq C \left\{ \int_{-\beta_{\ast}^{\ast}}^{\beta_{\ast}^{\ast}} \frac{dy}{|y + \xi(t) - \xi_j(t)|^{1+2s}} + 2 \int_{\beta_{\ast}^{\ast}}^{+\infty} \frac{dy}{y^{1+2s}} \right\} \leq C t^{-\frac{2s}{1+2s}}, \quad (7.55)$$

for all $t > T \geq T_0$. In particular, by choosing $T_0$ large enough, the matrix $(A_{ij}(t))$ has positive determinant and is therefore invertible, for every $t > T \geq T_0$. Consequently, there exists a unique solution $c(t)$ to (7.51).

We now show that, if $\psi, f \in \mathcal{A}(T,T+\tau)$, then $c_j$ satisfies (7.52)-(7.53). First, we estimate the decay of the $b_i$’s. By definition (2.7) of $\Phi$ and a change of variables, we have

$$\int_{\mathbb{R}} |f(x,t)| w'(x - \xi_i(t)) \, dx \leq \|f\|_{\mathcal{A}(T,T+\tau)} \int_{\mathbb{R}} \Phi(x,t) w'(x - \xi_i(t)) \, dx$$

$$\leq \|f\|_{\mathcal{A}(T,T+\tau)} t^{-\frac{2s}{1+2s}} \int_{\mathbb{R}} w'(y) \, dy = \|f\|_{\mathcal{A}(T,T+\tau)} t^{-\frac{2s}{1+2s}}, \quad (7.56)$$

as $w'$ is positive and has integral 1. On the other hand, by estimate (7.2) in Lemma 7.1, we have

$$\int_{\mathbb{R}} \left| \mathcal{E}_{\phi,i}(x,t) \right| \left| \psi(x,t) \right| Z_i(x,t) \, dx \leq C \|\psi\|_{\mathcal{A}(T,T+\tau)} t^{-\frac{2s}{1+2s}}. \quad (7.57)$$

Finally, using definitions (1.12) and (2.7), that $h \in \bar{B}_1(\mathcal{H}_{T,\mu})$, and that $w'' \in L^1(\mathbb{R})$, by estimate (5.8) of Proposition 5.2, we easily obtain

$$|\xi_i(t)| \int_{\mathbb{R}} |\psi(x,t)| \left| w''(x - \xi_i(t)) \right| \, dx \leq C \|\psi\|_{\mathcal{A}(T,T+\tau)} t^{-\frac{4s}{1+2s}}. \quad (7.58)$$

Putting together this, (7.57), and recalling the definition (3.13) of $b_i$, we conclude that

$$b_i(t) = -\int_{\mathbb{R}} f(x,t) Z_i(x,t) \, dx + \|\psi\|_{\mathcal{A}(T,T+\tau)} O\left(t^{-\frac{4s}{1+2s}}\right), \quad (7.59)$$

for every $i = 1, \ldots, N$.

To deduce from this the decay of $c_j$, we recall (7.54) and (7.55) to obtain the following estimate on the inverse of the matrix $A$:

$$A^{-1}(t) = \left(\gamma^{-1} I + O\left(t^{-\frac{2s}{1+2s}}\right)\right)^{-1} = \gamma I + O\left(t^{-\frac{2s}{1+2s}}\right).$$

Therefore, by (7.58) and (7.56), we immediately get

$$c_j(t) = -\gamma \int_{\mathbb{R}} f(x,t) Z_j(x,t) \, dx + \left\{ \|\psi\|_{\mathcal{A}(T,T+\tau)} + \|f\|_{\mathcal{A}(T,T+\tau)} \right\} O\left(t^{-\frac{4s}{1+2s}}\right),$$

which gives (7.52)-(7.53).

Given $f, \psi \in \mathcal{A}(T,T+\tau)$, let $c$ be the unique solution to system (7.51), as given by Lemma 7.6. Note that $c$ depends on both $\psi$ and $f$. We consider the function *$\mathcal{E}_f[\psi]$* defined by

$$\mathcal{E}_f[\psi](x,t) := \sum_{j=1}^{N} c_j(t) Z_j(x,t) \quad \text{for } x \in \mathbb{R} \text{ and } t \in (T, T + \tau). \quad (7.59)$$

In particular, we denote with *$\mathcal{E}_0[\psi]$* the function corresponding to the choice $f = 0$.

**Lemma 7.7.** Let $T \geq 1$, $\tau \in (0, +\infty)$, $h \in \bar{B}_1(\mathcal{H}_{T,\mu})$, and $\psi, f \in \mathcal{A}(T,T+\tau)$. Then, there exist two generic constants $T_0, C_\ast \geq 1$ such that

$$\|\mathcal{E}_f[\psi]\|_{\mathcal{A}(T,T+\tau)} \leq C_\ast \left(T^{-\frac{2s}{1+2s}} \|\psi\|_{\mathcal{A}(T,T+\tau)} + \|f\|_{\mathcal{A}(T,T+\tau)}\right), \quad (7.60)$$

provided $T \geq T_0$. In particular,

$$\|\mathcal{E}_0[\psi]\|_{\mathcal{A}(T,T+\tau)} \leq C_\ast T^{-\frac{2s}{1+2s}} \|\psi\|_{\mathcal{A}(T,T+\tau)}. $$
Proof. We first claim that

$$|Z_j(x)| \leq C t^{\frac{4}{15}} \Phi(x,t)$$

for all $x \in \mathbb{R}$, $t > T$, and $j = 1, \ldots, N$. \hfill (7.61)

To check this, take $|x| \geq 4\epsilon_j^0(t) = 4\beta_N t^{\frac{4}{15}}$. For such a choice, using that $h \in \bar{B}_1(\mathcal{H}_{T,\mu})$ we have

$$|x - \xi_j(t)| \geq |x| - |\xi_j^0(t)| - |h_j(t)| \geq |x| - 2\beta_N t^{\frac{4}{15}} \geq \frac{|x|}{2},$$

provided $T_0$ is sufficiently large, and hence

$$|Z_j(x,t)| = |w'(x - \xi_j(t))| \leq \frac{C}{(1 + |x - \xi_j(t)|)^{1+2\epsilon}} \leq \frac{C}{|x|^{1+2\epsilon}} \leq C\Phi(x,t),$$

recalling (2.7). On the other hand, for $|x| < 4\beta_N t^{\frac{4}{15}}$, we simply estimate

$$|Z_j(x,t)| \leq C \leq C t^{\frac{4}{15}} \Phi(x,t).$$

In both cases, (7.61) follows.

By putting together (7.61), (7.53), and (7.56), inequality (7.60) is readily established. \hfill \Box

Thanks to all these results, we are now ready to establish the main result of the subsection.

Proof of Proposition 3.3. Let $T'$ be larger than the positive constants $T_0$ found in Proposition 7.4 and Lemmas 7.6-7.7. Given any $\psi_0 \in \mathcal{A}(T')$ and $g \in \mathcal{A}(T',T'+2)$, denote with $\mathbf{R}_{\psi_0}(g) = \mathbf{R}_{T',\psi_0}(g)$ the mild solution of problem (7.12) (with $T = T'$ and $\tau = 2$). In view of Lemma 7.3, we have that $\mathbf{R}_{\psi_0}$ maps $\mathcal{A}(T',T'+2)$ into itself.

For $f, \psi \in \mathcal{A}(T',T'+2)$, set $\mathbf{B}_{f,\psi_0}(\psi) := \mathbf{R}_{\psi_0}(f + \mathcal{C}_f[\psi]),$ with $\mathcal{C}_f$ defined by (7.59). By Lemma 7.7, we know that $\mathbf{B}_{f,\psi_0}$ also maps $\mathcal{A}(T',T'+2)$ into itself. We claim that $\mathbf{B}_{f,\psi_0}$ has a unique fixed point in $\mathcal{A}(T',T'+2)$, provided $T_0$ is large enough. To see this, it suffices to notice that, for $T_0$ large, $\mathbf{B}_{f,\psi_0}$ is a contraction. Indeed, given $\psi^{(1)}, \psi^{(2)} \in \mathcal{A}(T,T+2)$, from Lemmas 7.3 and 7.7 we get

$$||\mathbf{B}_{f,\psi_0}(\psi^{(1)}) - \mathbf{B}_{f,\psi_0}(\psi^{(2)})||_{\mathcal{A}(T,T+2)} \leq 2C_2||\psi^{(1)} - \psi^{(2)}||_{\mathcal{A}(T,T+2)}$$

provided $T_0$ is sufficiently large. Hence, $\mathbf{B}_{f,\psi_0}$ is a contraction and, by the Banach fixed point theorem, it admits a unique fixed point $\psi = \psi[f,\psi_0,T']$ in $\mathcal{A}(T,T'+2)$ for all $T' \geq T_0$.

Let now $T \geq T_0$, $\psi_0 \in \bar{A}(T)$, and $f \in \mathcal{A}_T$. The function $\psi : \mathbb{R} \times (T, +\infty) \to \mathbb{R}$ defined iteratively by

$$\psi := \begin{cases} \psi[f,\psi_0,T] & \text{in } \mathbb{R} \times (T, T+1), \\ \psi[f,\psi(\cdot, T+k), T+k] & \text{in } \mathbb{R} \times (T+k, T+k+1), \end{cases} \quad \text{for } k \in \mathbb{N},$$

is a mild solution of problem (3.12), with $(c_j)$ given by Lemma 7.6. From Lemma 7.5 and the fact that $\psi_0$ fulfills the orthogonality conditions (2.12), we get that the function $\psi$ satisfies (2.9) with $I = (T, +\infty)$. Accordingly, $\psi \in \bar{A}(T,T+\tau)$ for all $\tau > 0$, and thus Proposition 7.4 and Lemma 7.7 yield that

$$||\psi||_{\mathcal{A}_T} \leq C_2 \left( ||f||_{\mathcal{A}_T} + ||\mathcal{C}_f[\psi]||_{\mathcal{A}_T} + ||\psi_0||_{\mathcal{A}(T)} \right)$$

$$\leq C_2 \left( (C_4 + 1) ||f||_{\mathcal{A}_T} + C_1 T_0^{\frac{4}{15}} ||\psi||_{\mathcal{A}_T} + ||\psi_0||_{\mathcal{A}(T)} \right).$$

By taking $T_0$ sufficiently large, we can reabsorb the $\mathcal{A}_T$ norm of $\psi$ to the left-hand side and conclude that the bound (3.14) holds true. In particular, $\psi \in \bar{A}_T$.

Let now $\tilde{\psi} \in \bar{A}_T$ be another mild solution of (3.12), for some $\tilde{c} : (T, +\infty) \to \mathbb{R}^N$. Lemma 7.5 yields that $\tilde{c}$ solves system (3.8), with $A$ given by (3.9) and with $b$ replaced by the vector-valued function $\tilde{b}$ defined by the right-hand side of (3.13). By $\tilde{c}$ instead of $c$. In view of this, $\psi - \tilde{\psi}$ is the mild solution of (3.12) with $f = 0$, $\psi_0 = 0$, and with $\tilde{c}_j - c_j$ in place of $c_j$. From, say, estimate (3.14) it follows that $\tilde{\psi} - \psi$. Consequently, the proof of Proposition 3.3 is complete. \hfill \Box
7.3. **Nonlinear theory for $\psi$.** We can now take advantage of the linear theory that we just developed and of the estimates derived in Subsection 7.1 to establish Theorem 3.2.

**Proof of Theorem 3.2.** Let $T$ be larger than the constant $T_0 \geq 1$ found in Proposition 3.3. For $f \in A_T$ and $\psi_0 \in \hat{A}_T$, denote with $S_{\psi_0}[f]$ the unique solution to problem (3.12) lying in $\hat{A}_T$, as given by Proposition 3.3. Write

$$C_{\psi_0}[\psi] := S_{\psi_0}[-\mathcal{N}[\psi] - \delta] \quad \text{for} \ \psi \in \mathcal{A}_T,$$

Thanks to estimates (7.5) of Lemma 7.1 and (7.10) of Lemma 7.2, we know that $-\mathcal{N}[\psi] - \delta$ belongs to $\mathcal{A}_T$ if $\psi$ does. Consequently, $C_{\psi_0}$ maps $\mathcal{A}_T$ into itself. Moreover, it is clear that a function $\psi \in \mathcal{A}_T$ is a mild solution of (3.6) if and only if it is a fixed point of $C_{\psi_0}$.

To prove that $C_{\psi_0}$ has indeed a fixed point, we consider the closed ball

$$\mathcal{X} := \left\{ \psi \in \hat{A}_T : \|\psi\|_{\mathcal{A}_T} \leq 2C_\delta C_5 \right\},$$

of the Banach space $\hat{A}_T$, for a fixed $T \geq T_0$, and where we denote with $C_\delta$ and $C_5$, respectively, the constants $C$ appearing in estimates (7.5) of Lemma 7.1 and (3.14) of Proposition 3.3. We claim that

$$C_{\psi_0} \text{ maps } \mathcal{X} \text{ into } \mathcal{X},$$

and

$$C_{\psi_0} \text{ is a contraction in } \mathcal{X},$$

provided $T_0$ is sufficiently large.

First, we check (7.62). In view of Proposition 3.3, we know that, given $\psi \in \mathcal{X}$,

$$\|C_{\psi_0}[\psi]\|_{\mathcal{A}_T} = \|S_{\psi_0}[-\mathcal{N}[\psi] - \delta]\|_{\mathcal{A}_T} \leq C_5 \left( \|\mathcal{N}[\psi]\|_{\mathcal{A}_T} + \|\delta\|_{\mathcal{A}_T} + \|\psi_0\|_{\mathcal{A}(T)} \right).$$

Taking advantage of inequalities (7.10) in Lemma 7.2 and (7.5) in Lemma 7.1, we further estimate

$$\|C_{\psi_0}[\psi]\|_{\mathcal{A}_T} \leq C_0 \left( T_0^{-\frac{2}{1+2\gamma}} \|\psi\|^2_{\mathcal{A}_T} + \|\psi_0\|_{\mathcal{A}(T)} \right) + C_5 C_\delta,$$

for some generic constant $C_0 > 0$. Using that $\psi \in \mathcal{X}$, we immediately see from the last inequality that $\|C_{\psi_0}[\psi]\|_{\mathcal{A}_T} \leq 2C_\delta C_5$, provided $T_0$ is sufficiently large and $\|\psi_0\|_{\mathcal{A}(T)}$ sufficiently small. Claim (7.62) then follows.

We now establish (7.63). Let $\psi^{(1)}, \psi^{(2)} \in \mathcal{X}$. Using the linearity properties of $S[\cdot]$, Proposition 3.3, inequality (7.9) of Lemma 7.2, and the definition of $\mathcal{X}$, we compute

$$\|C_{\psi_0}[\psi^{(1)}] - C_{\psi_0}[\psi^{(2)}]\|_{\mathcal{A}_T} = \|S_{\psi_0}[-\mathcal{N}[\psi^{(1)}] - \delta] - S_{\psi_0}[-\mathcal{N}[\psi^{(2)}] - \delta]\|_{\mathcal{A}_T}$$

$$\leq \|S_{\psi_0}[\mathcal{N}[\psi^{(2)}] - \mathcal{N}[\psi^{(1)}]]\|_{\mathcal{A}_T} \leq C_5 \|\mathcal{N}[\psi^{(2)}] - \mathcal{N}[\psi^{(1)}]\|_{\mathcal{A}_T}$$

$$\leq C T_0^{-\frac{2\gamma}{1+2\gamma}} \|\psi^{(1)} - \psi^{(2)}\|_{\mathcal{A}_T},$$

for some generic constant $C > 0$. By taking $T_0 \geq (2C)^{(1+2\gamma)/(2\gamma)}$, we infer that

$$\|C_{\psi_0}[\psi^{(1)}] - C_{\psi_0}[\psi^{(2)}]\|_{\mathcal{A}_T} \leq \frac{1}{2} \|\psi^{(1)} - \psi^{(2)}\|_{\mathcal{A}_T},$$

and (7.63) follows.

In view of (7.62) and (7.63), by the Banach fixed point theorem, we conclude that there exists a unique fixed point $\tilde{\psi}$ for $C_{\psi_0}$ in $\mathcal{X}$. Accordingly, $\psi$ is the unique mild solution of (3.6) which lies in $\hat{A}_T$ and satisfies (3.7) with $C = 2C_\delta C_5$.

To conclude the proof of Theorem 3.2, we are left with showing that, if $\psi_0$ is odd, then $\tilde{\psi}$ satisfies property (3.11). To verify this, let $\tilde{\psi}(x,t) := -\psi(-x,t)$. We claim that

$$\tilde{\psi} \text{ is a mild solution of problem } (3.6),$$

for some coefficients $\tilde{c} = (\tilde{c}_j) : (T, +\infty) \to \mathbb{R}^N$. Observe that, in view of the unique solvability of (3.6), this would immediately give that $\tilde{\psi} = \psi$ in $\mathbb{R} \times [T, +\infty)$, which is (3.11). To check (7.64), we first notice that, by (2.3) and (4.2), we have that

$$\xi_i(t) = -\xi_{N-i+1}(t) \quad \text{for all } t > T \text{ and } i = 1, \ldots, N.$$
Using this, (5.6), and the periodicity and symmetry of \( W \), it is not hard to verify that the identities
\[
\begin{align*}
(z(-x,t)) &= N - z(x,t), \\
W''(z(-x,t)) &= W''(z(x,t)), \\
Z_j(-x,t) &= Z_{N-j+1}(x,t) \quad \text{for } j = 1, \ldots, N, \\
\varepsilon_k(-x,t) &= -\varepsilon_k(x,t) \quad \text{for } k = 1, 2, \\
\varepsilon_0,j(-x,t) &= \varepsilon_{0,N-j+1}(x,t) \quad \text{for } j = 1, \ldots, N, \\
\mathcal{N}[\psi](x,t) &= -\mathcal{N}[\psi](x,t),
\end{align*}
\]
hold true for every \( x \in \mathbb{R} \) and \( t > T \). Claim (7.64) then easily follows from them and the oddness of \( \psi_0 \). The proof of the theorem is thus complete. \( \square \)

Applying the regularity theory developed in Section 6, we easily obtain a global \( C^\alpha \) estimate for \( \psi \), when the initial datum \( \psi_0 \) is regular. Recall definitions (2.11) and (2.13).

**Lemma 7.8.** Let \( \psi \in \tilde{A}_T \) be the solution of problem (3.6), as per Theorem 3.2. Suppose that the initial datum \( \psi_0 \) belongs to \( A_{T}^{1} \). Then,
\[
\|\psi\|_{A_{T}^{2}} \leq C \left( 1 + \|\psi_0\|_{A_{T}^{1}} \right),
\]
for two generic constants \( \alpha \in (0,1) \) and \( C > 0 \).

**Proof.** Let \( \alpha \in (0, \min\{2s, 1, 1/(2s)\}) \) and \( t \geq T \). If \( t \in [T, T + 2] \), then we apply Proposition 6.2(b), along with (3.7), Lemmas 7.1, 7.2, 7.7, and Theorem 3.2, obtaining
\[
\|\psi\|_{C^\alpha(\mathbb{R} \times [t,t+1])} \leq C \left\{ -W''(z)\psi - \mathcal{N}[\psi] - \varepsilon + \sum_{j=1}^{N} c_j Z_j \right\}_{L^\infty(\mathbb{R} \times [T,T+1])} + \|\psi_0\|_{C^\alpha(\mathbb{R})} \leq CT^{-\frac{2}{1+2s}} \left( \|\psi\|_{A_{T}} + T^{-\frac{2}{1+2s}} \|\psi\|_{A_{T}^{2}} + 1 + \|\psi_0\|_{A_{T}^{1}} \right) \leq C \left( 1 + \|\psi_0\|_{A_{T}^{1}} \right) t^{-\frac{2}{1+2s}},
\]
for some generic constant \( C > 0 \). If, on the other hand, \( t > T + 2 \), then we use instead Proposition 6.2(a) and deduce that
\[
\|\psi\|_{C^\alpha(\mathbb{R} \times [t,t+1])} \leq C \left\{ -W''(z)\psi - \mathcal{N}[\psi] - \varepsilon + \sum_{j=1}^{N} c_j Z_j \right\}_{L^\infty(\mathbb{R} \times [t-1,t+1])} + \|\psi(\cdot, t - 1)\|_{L^\infty(\mathbb{R})} \leq C t^{-\frac{2}{1+2s}} \left( 1 + \|\psi\|_{A_{T}} \right) \leq C t^{-\frac{2}{1+2s}}.
\]
In either case, we are led to (7.67). \( \square \)

In the light of Theorem 3.2, corresponding to each \( h \in B(\mathcal{H}_{T,\mu}) \) there exists a unique \( \psi = \Psi[h] \in \tilde{A}_T \) that solves the nonlinear initial value problem (3.6) with initial datum \( \psi_0 \) and satisfies estimate (3.7). The next result addresses the continuity properties of such map \( \Psi \), when \( \psi_0 \in A_{T}^{1} \).

**Lemma 7.9.** Let \( \psi_0 \in A_{T}^{1} \) and \( \{h^{(k)}\}_{k \in \mathbb{N}} \subset B(\mathcal{H}_{T,\mu}) \) be a sequence converging to \( h \) in \( B(\mathcal{H}_{T,\mu}) \). Then, \( \Psi[h^{(k)}] \to \Psi[h] \) locally uniformly in \( \mathbb{R} \times [T, \infty) \).

**Proof.** Write \( \psi^{(k)} := \Psi[h^{(k)}] \). In view of Lemma 7.8, there exist two constants \( \alpha \in (0,1) \), depending only on structural quantities, and \( C' > 0 \), which also depends on the \( A_{T}^{1} \) norm of \( \psi_0 \), such that \( \|\psi^{(k)}\|_{A_{T}^{2}} \leq C' \) for all \( k \in \mathbb{N} \). By Ascoli-Arzelà theorem and a standard diagonal procedure, there exists a subsequence \( \{\psi^{(k')}\} \subseteq \{\psi^{(k)}\} \) converging to some \( \psi \in A_{T}^\alpha \) locally uniformly in \( \mathbb{R} \times [T, \infty) \). Using that \( h^{(k)} \to h \) and Lebesgue’s dominated convergence theorem, we may let \( \ell \to +\infty \) in the mild formulations of the initial value problems satisfied by the \( \psi^{(k')} \)’s and obtain that \( \psi \) is a mild solution of (3.6) (with coefficients corresponding to \( h \)). In addition, \( \psi \in \tilde{A}_T \) and it satisfies (3.7). Consequently, by the uniqueness statement of Theorem 3.2, we conclude that \( \psi = \Psi[h] \) and thus that the full sequence \( \Psi[h^{(k)}] \) converges to it. \( \square \)
Remark 7.10. The previous lemma shows that $\Psi$ is a continuous map from $\bar{B}_1(\mathcal{H}_{T,\mu})$ to $\mathcal{A}_T$, endowed with the $L^\infty_{loc}(\mathbb{R} \times [T, +\infty))$ topology. A more refined argument—similar to the one employed in part (b) of the proof of [12, Proposition 4.1]—actually leads to quantitative information on the modulus of continuity of $\Psi$, with respect to a slightly weaker norm than $\| \cdot \|_{\mathcal{A}_T}$. It is worth pointing out that $\Psi$ is Lipschitz when $s \in (1/2, 1)$, while for $s \in (0, 1/2]$ it only seems to be Hölder continuous. This loss of regularity is caused by the fact that the norm $\| \cdot \|_{\mathcal{H}_{T,\mu}}$ allows the elements of $B_1(\mathcal{H}_{T,\mu})$ to be unbounded when $s \in (0, 1/2]$.

8. Solving for $h$. Proof of Theorem 3.4.

In this section, we show the existence of a solution $h \in \bar{B}_1(\mathcal{H}_{T,\mu})$ of the nonlinear problem (3.23), provided its initial datum $h^{(0)}$ is suitably small. That is, we prove Theorem 3.4.

Recall that the right-hand side $F$ of the equation in (3.23) is a nonlinear vector-valued function of $h$. In order to solve (3.23), we thus proceed to investigate some properties of $F$.

Throughout the section, we always assume $\psi$ to be the solution of problem (3.6) given by Theorem 3.2, for an initial datum $\psi_0$ lying in $\mathcal{A}_T^1$—and, hence, in particular of class $C^1(\mathbb{R})$.

8.1. Properties of the nonlinear term $F$. We begin the subsection by studying the decay rate of $F(t)$ as $t \to +\infty$. Notice that the function $F^{(2)}$ appearing in the definition (3.20) of $F$ involves the inverse of the matrix $M$ given by (3.16). We have the following preliminary result which addresses the invertibility of $M$ and provides some bounds for its inverse.

Lemma 8.1. There exists a generic constant $T_0 \geq 1$ such that, for every $T \geq T_0$, the matrix $M(t)$ defined by (3.16) is invertible for all $t > T$. In addition, it holds

$$M^{-1}(t) = \gamma I + O\left(t^{-\frac{2s}{1+2s}}\right) \quad \text{for all } t > T. \quad (8.1)$$

Proof. First, recalling (7.54) and (7.55), we have that

$$A(t) = \gamma^{-1}I + O\left(t^{-\frac{2s}{1+2s}}\right).$$

On the other hand, by definition (2.7), the fact that $w'' \in L^1(\mathbb{R})$ (by Proposition 5.2), and estimate (3.7), we get that

$$\left| \int_{\mathbb{R}} \psi(x, t)w''(x - \xi_i(t)) \, dx \right| \leq t^{-\frac{2s}{1+2s}} \|\psi\|_{\mathcal{A}_T} \int_{\mathbb{R}} |w''(y)| \, dy \leq Ct^{-\frac{2s}{1+2s}}.$$

The last two formulas and definition (3.16) yield that

$$M(t) = \gamma^{-1}I + O\left(t^{-\frac{2s}{1+2s}}\right).$$

In particular, for $T_0$ large enough the matrix $M(t)$ is invertible for every $t > T \geq T_0$ and (8.1) holds true.

The next proposition deals with the rate of decay of $F$ and of its Hölder modulus of continuity.

Proposition 8.2. Let $h \in \bar{B}_1(\mathcal{H}_{T,\mu})$, with $\mu > 3s/(1+2s)$. Then, there exist constants $T_0, C, C_{\psi_0} \geq 1$, and $\alpha \in (0, 1)$ such that

$$|F(t)| \leq C t^{-\frac{4s}{1+2s}} \quad \text{for all } t > T,$$

$$\sup_{t_1, t_2 \in [t, t+1]} \frac{|F(t_1) - F(t_2)|}{|t_1 - t_2|^\alpha} \leq C_{\psi_0} t^{-\frac{4s}{1+2s}} \quad \text{for all } t > T,$$

provided $T \geq T_0$. The constants $T_0$, $C$, and $\alpha$ are generic, while $C_{\psi_0}$ also depends on $\|\psi_0\|_{\mathcal{A}_T^1}$.

Proposition 8.2 is an immediate consequence of the next two lemmas, which address, respectively, the decay properties of $F^{(4)}$ and $F^{(2)}$—recall that $F = F^{(4)} + F^{(2)}$.

Lemma 8.3. Let $h \in \bar{B}_1(\mathcal{H}_{T,\mu})$, with $\mu > 2s/(1 + 2s)$. Then, there exist generic constants $T_0, C \geq 1$ such that

$$|F^{(4)}(t)| + t|F^{(4)}(t)| \leq C t^{-2\mu + \frac{4s}{1+2s}} \quad \text{for all } t > T,$$

provided $T \geq T_0$. 


Proof. We begin by showing that the bound (8.2) holds for $|F^{(1)}(t)|$. For $i = 1, \ldots, N$, we write
\[
F^{(1)}_i = \int_0^1 (D_\xi R_i(\xi^0) - D_\xi R_i(\xi^0 + \tau h), h) \, d\tau = -\int_0^1 \left\{ \int_0^1 (D_\xi^2 R_i(\xi^0 + \sigma \tau h) h, h) \right\} \tau \, d\tau. \tag{8.3}
\]
Notice that
\[
D_\xi R_i(\xi) = \gamma \left\{ \delta_{ik} \sum_{j \neq i} \frac{1}{|\xi_i - \xi_j|^{1+2s}} - \frac{1 - \delta_{ik}}{|\xi_i - \xi_k|^{1+2s}} \right\}
\tag{8.4}
\]
and
\[
D_\xi^2 R_i(\xi) = -(1 + 2s)\gamma \left\{ \delta_{ik} \delta_{j\ell} \sum_{j \neq i} \frac{\xi_i - \xi_j}{|\xi_i - \xi_j|^{1+2s}} + (1 - \delta_{ik})\delta_{k\ell} \frac{\xi_i - \xi_k}{|\xi_i - \xi_k|^{1+2s}} \right. \\
\left. - \delta_{ik}(1 - \delta_{ik}) \frac{\xi_i - \xi_k}{|\xi_i - \xi_k|^{3+2s}} - \delta_{ik}(1 - \delta_{ik}) \frac{\xi_i - \xi_k}{|\xi_i - \xi_k|^{3+2s}} \right\}.
\]

The last identity leads to the bound
\[
|D_\xi^2 R(\xi^0(t) + \sigma \tau h(t))| \leq C t^{-\frac{2+2s}{1+2s}} \quad \text{for all } t \geq T \text{ and } \sigma, \tau \in [0, 1].
\tag{8.5}
\]
By this and (8.3), we get
\[
|F^{(1)}(t)| \leq C t^{-\frac{2+2s}{1+2s}} |h(t)|^2 \leq C \|h\|_{H^s,T}^2 t^{-\frac{2+2s}{1+2s}+2(1-\mu)} \quad \text{for all } t > T,
\]
from which estimate (8.2) for $|F^{(1)}(t)|$ immediately follows—recall that $h \in \dot{B}_1(H^s,T)$.

We now address the bound for $|\dot{F}^{(1)}(t)|$. Differentiating relation (8.3) with respect to $t$, we get
\[
\dot{F}^{(1)}_i = -\sum_{k,l,m=1}^N \int_0^1 \left\{ \int_0^1 \left( D_\xi^3 R_i(\xi^0 + \sigma \tau h)(\xi_m + \sigma \tau h_m)(h_k h_l) \right) \right\} \tau \, d\tau \\
- 2 \sum_{k,l,m=1}^N \int_0^1 \left\{ \int_0^1 \left( D_\xi^2 R_i(\xi^0 + \sigma \tau h) h_k h_l \right) \right\} \tau \, d\tau.
\]
A computation gives that
\[
|D_\xi^3 R(\xi^0(t) + \sigma \tau h(t))| \leq C t^{-\frac{2+2s}{1+2s}} \quad \text{for all } t \geq T \text{ and } \sigma, \tau \in [0, 1].
\]
From this, (8.5), and the fact that $h \in \dot{B}_1(H^s,T)$, we infer that
\[
|\dot{F}^{(1)}(t)| \leq C \|h\|_{H^s,T}^2 \left( t^{-\frac{2+2s}{1+2s}} + t^{-\frac{2+2s}{1+2s}+2(1-\mu)} + t^{-\frac{2+2s}{1+2s}+1-2\mu} \right) \leq C t^{-\frac{2+2s}{1+2s}+1-2\mu},
\]
which is the desired bound for $|\dot{F}^{(1)}(t)|$. \hfill \Box

**Lemma 8.4.** Let $h \in \dot{B}_1(H^s,T)$, with $\mu > 2s/(1 + 2s)$. Then, there exist constants $T_0, C, C_{\Psi_0} \geq 1$, and $\alpha \in (0, 1)$ such that
\[
|F^{(2)}(t)| \leq C t^{-\frac{4+2s}{1+2s}} \quad \text{for all } t > T, \tag{8.6}
\]
\[
\sup_{t_1, t_2 \in [t, t+1]} \left\{ \frac{|F^{(2)}(t_1) - F^{(2)}(t_2)|}{|t_1 - t_2|^\alpha} \right\} \leq C_{\Psi_0} t^{-\frac{4+2s}{1+2s}} \quad \text{for all } t > T, \tag{8.7}
\]
provided $T \geq T_0$. The constants $T_0, C,$ and $\alpha$ are generic, while $C_{\Psi_0}$ also depends on $\|\Psi_0\|_{L^1_t L^4_x}^2$.

**Proof.** We first establish (8.6). Let
\[
\tilde{F}^{(2)}(t) := M^{-1}(t) d(t). \tag{8.8}
\]
In view of (8.1), we have that
\[
\tilde{F}^{(2)}(t) = \left( \gamma + O(t^{-\frac{2+2s}{1+2s}}) \right) d(t) \quad \text{for all } t > T. \tag{8.9}
\]
We analyze one by one the terms composing $d = (d_i)_{i=1}^N$, as defined by (3.17). Estimates (7.2) and (7.4) in Lemma 7.1 respectively yield
\[
\int_{\mathbb{R}} |\xi_0(x,t)| |\psi(x,t)| |Z_i(x,t)| \, dx \leq t^{-\frac{2+2s}{1+2s}} \|\psi\|_{A_T} \int_{\mathbb{R}} |\xi_0(x,t)| |Z_i(x,t)| \, dx \leq C \|\psi\|_{A_T} t^{-\frac{4+2s}{1+2s}}.
\]
and, after a change of variables,
\[
\int_{\mathbb{R}} |\mathcal{E}_1(x,t)| Z_i(x,t) \, dx \leq C t^{-\frac{2s}{1+2s}} \int_{\mathbb{R}} w'(y) \, dy = C t^{-\frac{2s}{1+2s}},
\]
for all \( t > T \) and for some generic constant \( C > 0 \). On the other hand, (7.10) of Lemma 7.2 gives
\[
\int_{\mathbb{R}} |\mathcal{N}[\psi](x,t)| Z_i(x,t) \, dx \leq t^{-\frac{2s}{1+2s}} \|\mathcal{N}[\psi]\|_{\mathcal{A}_t} \int_{\mathbb{R}} w'(y) \, dy \leq C \|\psi\|_2^2 t^{-\frac{4s}{1+2s}}.
\]
Hence, recalling definition (3.17) and estimate (3.7) of Theorem 3.2 we infer that
\[
|d(t)| \leq C t^{-\frac{2s}{1+2s}} \quad \text{for all } t > T,
\]
and, more precisely, that (8.9) yields, for \( i = 1, \ldots, N \),
\[
\tilde{F}_i(t) = \gamma \int_{I_i(t)} \mathcal{E}_1(x,t) Z_i(x,t) \, dx + O\left( t^{-\frac{4s}{1+2s}} \right) \quad \text{for all } t > T.
\]
To obtain (8.6), we need to further analyze the term involving \( \mathcal{E}_1 \). First of all, changing variables appropriately, we see that
\[
\int_{\mathbb{R}} \mathcal{E}_1(x,t) Z_i(x,t) \, dx = \int_{\mathbb{R}} \tilde{\mathcal{E}}_1(y,t) w'(y) \, dy
\]
with
\[
\tilde{\mathcal{E}}_1(y,t) := \mathcal{E}_1(y + \xi_i(t), t)
\]
\[
= W' \left( w(y) + \sum_{j \neq i} w(y + \xi_i(t) - \xi_j(t)) \right) - W'(w(y)) - \sum_{j \neq i} W'(w(y + \xi_i(t) - \xi_j(t))).
\]
Now, thanks to the decay estimate (5.2), definition (1.12), the fact that \( h \in \tilde{B}_1(\mathcal{H}_{\mu}) \), and since, by (7.1), \( |\tilde{\mathcal{E}}_1(\cdot, t)| \leq C t^{-2s/(1+2s)} \), we compute
\[
\int_{\frac{\xi_{i+1}(t) - \xi_i(t)}{2}}^{+\infty} |\tilde{\mathcal{E}}_1(y,t)| w'(y) \, dy \leq \frac{C}{t^{\frac{2s}{1+2s}}} \left\{ 1 - w \left( \frac{\xi_{i+1}(t) - \xi_i(t)}{2} \right) \right\} \leq \frac{C t^{-\frac{4s}{1+2s}}}{(\xi_{i+1}(t) - \xi_i(t))^{2s}} \leq C t^{-\frac{4s}{1+2s}}.
\]
Analogously,
\[
\int_{-\infty}^{\frac{\xi_i(t) - \xi_{i-1}(t)}{2}} |\tilde{\mathcal{E}}_1(y,t)| w'(y) \, dy \leq C t^{-\frac{4s}{1+2s}},
\]
and thus, recalling (8.12), identity (8.11) becomes
\[
\tilde{F}_i(t) = \gamma \int_{I_i(t)} \tilde{\mathcal{E}}_1(y,t) w'(y) \, dy + O\left( t^{-\frac{4s}{1+2s}} \right) \quad \text{for all } t > T,
\]
where we set
\[
I_i(t) := \left( \frac{\xi_i(t) - \xi_{i-1}(t)}{2}, \frac{\xi_{i+1}(t) - \xi_i(t)}{2} \right).
\]
For \( j \neq i \), write
\[
\ell_{ij}(y,t) := \begin{cases} w(y + \xi_i(t) - \xi_j(t)) - 1 & \text{if } j < i \\ w(y + \xi_i(t) - \xi_j(t)) & \text{if } j > i \end{cases}
\]
and
\[
\ell_i(y,t) := \sum_{j \neq i} \ell_{ij}(y,t).
\]
Taking advantage of the periodicity of \( W' \), we may express \( \tilde{\mathcal{E}}_1 \) as
\[
\tilde{\mathcal{E}}_1(y,t) = W'(w(y) + \ell_i(y,t)) - W'(w(y)) - \sum_{j \neq i} W'(\ell_{ij}(y,t)).
\]
By Taylor expansion and the fact that \( W'(0) = 0 \), we have that
\[
W'(w(y) + \ell_i(y,t)) - W'(w(y)) = W''(w(y)) \ell_i(y,t) + \frac{W'''(w(y) + \theta_i(y,t) \ell_i(y,t))}{2} \ell_i(y,t)^2
\]
and
\[
W'(\ell_{ij}(y,t)) = W''(0) \ell_{ij}(y,t) + \frac{W'''(\theta_{ij}(y,t) \ell_{ij}(y,t))}{2} \ell_{ij}(y,t)^2,
\]
for some functions $\theta_i, \theta_{ij} : \mathbb{R} \times (T, +\infty) \rightarrow [0, 1]$. Note that, for every $y \in I_i(t)$ and $j < i$,

$$y + \xi_i(t) - \xi_j(t) \geq \frac{\xi_i(t) - \xi_{i-1}(t)}{2} \geq C^{-1} t^{\frac{1}{1+2s}},$$

and thus, using (5.2),

$$|\ell_{ij}(y, t)| \leq \frac{C}{(y + \xi_i(t) - \xi_j(t))^{2s}} \leq C t^{-\frac{4s}{1+2s}}.$$

Since the same bound also holds for every \( j > i \), we conclude that \( \hat{\ell}_i(y, t) = -\{W''(0) - W''(w(y))\} \ell_i(y, t) + O\left(t^{-\frac{4s}{1+2s}}\right) \) for all \( t > T, y \in I_i(t) \).

By this and the fact that \( w' \in L^1(\mathbb{R}) \), we get that (8.13) can be simplified to

$$\tilde{F}_i^{(2)}(t) = -\gamma \int_{I_i(t)} \{W''(0) - W''(w(y))\} \ell_i(y, t)w'(y) \, dy + O\left(t^{-\frac{4s}{1+2s}}\right) \text{ for all } t > T.$$  (8.15)

Set now

$$L_{ij}(y, t) := -\frac{1}{2sw''(0)} \frac{y + \xi_i(t) - \xi_j(t)}{|y + \xi_i(t) - \xi_j(t)|^{1+2s}} \text{ and } L_i(y, t) := \sum_{j \neq i} L_{ij}(y, t).$$

(8.16)

In view of the validity of (8.14) for all \( y \in I_i(t) \) and \( j < i \)—and of a similar inequality for \( j > i \)—by Proposition 5.1 we have that

$$\ell_i(y, t) = L_i(y, t) + O\left(t^{-\frac{4s}{1+2s}}\right) \text{ for all } t > T \text{ and } y \in I_i(t).$$

As \( \int_{\mathbb{R}} |W''(0) - W''(w(y))| w'(y) \, dy \leq C \), equation (8.15) can be rewritten as

$$\tilde{F}_i^{(2)}(t) = -\gamma \int_{I_i(t)} \{W''(0) - W''(w(y))\} L_i(y, t)w'(y) \, dy + O\left(t^{-\frac{4s}{1+2s}}\right) \text{ for all } t > T.$$  (8.17)

A Taylor expansion now yields that

$$L_{ij}(y, t) = L_{ij}(0, t) + \frac{1}{W''(0)} \left\{ \frac{y}{|\xi_i(t) - \xi_j(t)|^{1+2s}} + \frac{1 + 2s}{2} \frac{\theta_{ij}(y, t)y + \xi_i(t) - \xi_j(t)}{|\theta_{ij}(y, t)y + \xi_i(t) - \xi_j(t)|^{3+2s}} y^2 \right\},$$

(8.18)

for some \( \theta_{ij} : \mathbb{R} \times (T, +\infty) \rightarrow [0, 1] \). Since \( w' \) and \( W''(w) \) are even, setting

$$a_i(t) := \min \left\{ \frac{\xi_i(t) - \xi_{i-1}(t)}{2}, \frac{\xi_{i+1}(t) - \xi_i(t)}{2} \right\} \text{ and } \tilde{I}_i(t) := (-a_i(t), a_i(t)),$$

and using that \( |W''(0) - W''(w(y))| \leq C(1 + |y|)^{-2s} \) and \( 0 < w'(y) \leq C(1 + |y|)^{-1-2s}, \) we have

$$\left| \int_{I_i(t)} \frac{\{W''(0) - W''(w(y))\} y w'(y)}{|\xi_i(t) - \xi_j(t)|^{1+2s}} \, dy \right| \leq \frac{C}{t} \int_{I_i(t) \setminus \tilde{I}_i(t)} \frac{dy}{|y|^{2s}} \leq C t^{-\frac{4s}{1+2s}}.$$

Similarly,

$$\left| \int_{I_i(t)} \{W''(0) - W''(w(y))\} \frac{\theta_{ij}(y, t)y + \xi_i(t) - \xi_j(t)}{|\theta_{ij}(y, t)y + \xi_i(t) - \xi_j(t)|^{3+2s}} y^2 w'(y) \, dy \right| \leq \frac{C}{t^{\frac{4s}{1+2s}}} \int_{I_i(t) \setminus \tilde{I}_i(t)} \frac{dy}{(1 + |y|)^{4s-1}} \leq C t^{-\frac{4s}{1+2s}}.$$

By using the last two estimates in conjunction with (8.18), identity (8.17) becomes

$$\tilde{F}_i^{(2)}(t) = -\gamma L_i(0, t) \int_{I_i(t)} \{W''(0) - W''(w(y))\} w'(y) \, dy + O\left(t^{-\frac{4s}{1+2s}}\right) \text{ for all } t > T.$$
Note that $|L_i(0,t)| \leq C t^{-2s/(1+2s)}$ and
\[
\int_{I_i(t)} \{W''(0) - W''(w(y))\} w'(y) dy = W''(0) \left\{ \frac{w(\xi_i(t) - \xi_l(t))}{2} - w\left(\frac{\xi_i(t) - \xi_{i-1}(t)}{2}\right) \right\} \\
- W'(w(\frac{\xi_i(t) - \xi_l(t)}{2})) + W'(w(\frac{\xi_i(t) - \xi_{i-1}(t)}{2})) \\
= W''(0) + O\left(t^{-\frac{2s}{1+2s}}\right).
\]
Hence, taking into account definition (8.16) we conclude that
\[
\tilde{F}^{(2)}_i(t) = \frac{\gamma}{2s} \sum_{j \neq i} \frac{\xi_i(t) - \xi_j(t)}{\xi_i(t) - \xi_j(t)} + O\left(t^{-\frac{2s}{1+2s}}\right) \quad \text{for all } t > T, \ i = 1, \ldots, N,
\]
which, recalling definitions (3.19), (3.22), and (8.8), yields estimate (8.6).

We now deal with (8.7). Let $t > T$, $t_1, t_2 \in [t, t+1]$, and $i \in \{1, \ldots, N\}$ be fixed. Recalling definition (8.8) of $\tilde{F}^{(2)}$, we write
\[
\tilde{F}^{(2)}(t_1) - \tilde{F}^{(2)}(t_2) = \sum_{j=1}^N \left\{ (M^{-1}(t_1) - M^{-1}(t_2)) d_j(t_1) + M^{-1}(t_2) (d_j(t_1) - d_j(t_2)) \right\}.
\]
We first claim that
\[
|M^{-1}(t_1) - M^{-1}(t_2)| \leq C_{\psi_0} t^{-\frac{2s}{1+2s}} |t_1 - t_2|^{\alpha},
\]
for some generic exponent $\alpha \in (0, 1)$ and some constant $C_{\psi_0} \geq 1$ depending only on structural quantities and on $\|\psi_0\|_{\mathcal{A}^1_{\{t\}}}$. To verify (8.20), we first observe that, for every $i, j \in \{1, \ldots, N\}$,
\[
M^{-1}(t_1) - M^{-1}(t_2) = - \sum_{k,l=1}^N M^{-1}(t_1) (M_{kl}(t_1) - M_{kl}(t_2)) M^{-1}(t_2).
\]
By this and (8.1), it is clear that (8.20) would follow if we establish that
\[
|M_{ij}(t_1) - M_{ij}(t_2)| \leq C_{\psi_0} t^{-\frac{2s}{1+2s}} |t_1 - t_2|^{\alpha}.
\]
On the one hand, recalling (3.9), we simply compute
\[
|A_{ij}(t_1) - A_{ij}(t_2)| \leq \int_{\mathbb{R}} \left| w'(x - \xi_i(t_1)) \right| \left| w'(x - \xi_j(t_1)) - w'(x - \xi_j(t_2)) \right| dx \\
+ \int_{\mathbb{R}} \left| w'(x - \xi_j(t_1)) \right| \left| w'(x - \xi_j(t_2)) \right| dx \\
\leq C \left\{ |\xi_j(t_1) - \xi_j(t_2)| + |\xi_i(t_1) - \xi_i(t_2)| \right\} \int_{\mathbb{R}} w'(y) dy \\
\leq C \left| \int_{t_1}^{t_2} \xi^0(\tau) + \dot{h}(\tau) \right| \leq C t^{-\frac{2s}{1+2s}} |t_1 - t_2|^{\alpha},
\]
where in the last inequality we used that $|t_1 - t_2| \leq 1$. On the other hand, we have
\[
\left| \int_{\mathbb{R}} \psi(x, t_1) w''(x - \xi_i(t_1)) dx - \int_{\mathbb{R}} \psi(x, t_2) w''(x - \xi_i(t_2)) dx \right| \\
\leq \int_{\mathbb{R}} |\psi(x, t_1) - \psi(x, t_2)| \left| w''(x - \xi_i(t_1)) \right| dx + \int_{\mathbb{R}} |\psi(x, t_2)| \left| w''(x - \xi_i(t_1)) - w''(x - \xi_i(t_2)) \right| dx.
\]
Taking advantage of Lemma 7.8 and recalling definition (2.11), we have
\[
\int_{\mathbb{R}} |\psi(x, t_1) - \psi(x, t_2)| \left| w''(x - \xi_i(t_1)) \right| dx \leq C \|\psi\|_{\mathcal{A}^1_{\{t\}}} t^{-\frac{2s}{1+2s}} |t_1 - t_2|^{\alpha} \int_{\mathbb{R}} \left| w''(y) \right| dy \\
\leq C_{\psi_0} t^{-\frac{2s}{1+2s}} |t_1 - t_2|^{\alpha},
\]
while (3.7) and estimate (5.9) in Proposition 5.2 give that
\[
\int_{\mathbb{R}} \psi(x, t_2)||u''(x - \xi_i(t_1)) - u''(x - \xi_i(t_2))|| \, dx
\leq C||\psi||_{A_2} t^{-\frac{2s}{1+2s}} \int_{\mathbb{R}} \int_{t_1}^{t_2} \left| u''(x - \xi_i(\tau)) \right| \left| \dot{\xi}_i(\tau) + \dot{h}_i(\tau) \right| \, d\tau \, dx
\leq C t^{-\frac{2s}{1+2s}}|t_1 - t_2|^{\alpha}.
\]
Accordingly,
\[
\left| \int_{\mathbb{R}} \psi(x, t_1)w''(x - \xi_i(t_1)) \, dx - \int_{\mathbb{R}} \psi(x, t_2)w''(x - \xi_i(t_2)) \, dx \right| \leq C_\psi t^{-\frac{2s}{1+2s}}|t_1 - t_2|^{\alpha}.
\]
Recalling definition (3.16), the combination of this and (8.22) leads us to estimate (8.21) and thus to claim (8.20).

In light of (8.20), (8.10), and (8.1), we can rewrite (8.19) as
\[
\tilde{F}^{(2)}(t_1) - \tilde{F}^{(2)}(t_2) = \left\{ \gamma I + O\left(t^{-\frac{2s}{1+2s}}\right) \right\} \left( d(t_1) - d(t_2) \right) + |t_1 - t_2|^{\alpha} O\left(t^{-\frac{4s}{1+2s}}\right).
\]
Thanks to Lemmas 7.1, 7.2, and 7.8, we have
\[
|\mathcal{E}_1(x, t_1) - \mathcal{E}_1(x, t_2)| \leq C t^{-\frac{2s}{1+2s}}|t_1 - t_2|^{\alpha},
\]
\[
|\mathcal{E}_{0,i}(x, t_1) - \mathcal{E}_{0,i}(x, t_2)| \leq C t^{-\frac{2s}{1+2s}}|t_1 - t_2|^{\alpha},
\]
\[
|N[\psi](x, t_1) - N[\psi](x, t_2)| \leq C_\psi t^{-\frac{4s}{1+2s}}|t_1 - t_2|^{\alpha},
\]
\[
|\mathcal{E}_1(x, t_1)| \leq C t^{-\frac{2s}{1+2s}}, \quad \text{and} \quad |N[\psi](x, t_1)| \leq C t^{-\frac{4s}{1+2s}}.
\]

Moreover, by (5.8),
\[
\int_{\mathbb{R}} |Z_i(x, t_1) - Z_i(x, t_2)| \, dx \leq \int_{\mathbb{R}} |\int_{\mathcal{E}_i(t_2)}^{\mathcal{E}_i(t_1)} w''(x - y) \, dy| \, dx \leq C|\mathcal{E}_1(t_1) - \mathcal{E}_1(t_2)| \leq C t^{-\frac{2s}{1+2s}}|t_1 - t_2|^{\alpha}.
\]
Recalling definition (3.17) and exploiting the above bounds in combination with (7.2), the boundedness of \(\mathcal{E}_{0,i}\), and, once again, Lemma 7.8, we obtain
\[
|d(t_1) - d(t_2)| \leq C_\psi t^{-\frac{4s}{1+2s}}|t_1 - t_2|^{\alpha}.
\]
Hence, from (8.23) we get that
\[
|\tilde{F}^{(2)}(t_1) - \tilde{F}^{(2)}(t_2)| \leq C_\psi t^{-\frac{4s}{1+2s}}|t_1 - t_2|^{\alpha}.
\]
Since, (8.4) yields
\[
|\partial \mathcal{R}_i(\xi(t))| \leq C \sum_{j=1}^{N} |D_{\xi_j} \mathcal{R}_i(\xi(t))| |\dot{\xi}_j(t)| \leq C t^{-\frac{4s}{1+2s}},
\]
in view of (3.22), we conclude that estimate (8.6) holds true.

The following lemma addresses an important symmetry property of \(F\), which holds true under the assumption that the initial datum \(\psi_0\) for (3.6) is odd.

**Lemma 8.5.** Let \(h \in B_1(\mathcal{H}_{T,\mu})\) and suppose that \(\psi_0\) is odd. Then,
\[
F_{N-i+1}(t) = -F_i(t) \quad \text{for all} \ t > T \ \text{and} \ i = 1, \ldots, N.
\]

**Proof.** First, notice that from the symmetry relation (7.65), formula (8.4), and definitions (3.19) and (3.21), we obtain that \(F_{N-i+1}^{(1)}(t) = -F_i^{(1)}(t)\) and \(\mathcal{R}_i(\xi(t)) = -\mathcal{R}_{N-i+1}(\xi(t))\) for all \(t > T\) and \(i = 1, \ldots, N\). To conclude the proof, we thus need to show that the same relation holds for \(\tilde{F}^{(2)}\) as well, namely that
\[
\tilde{F}_i^{(2)}(t) = -\tilde{F}_{N-i+1}^{(2)}(t) \quad \text{for all} \ t > T \ \text{and} \ i = 1, \ldots, N.
\]
Recall definitions (3.20), (3.22), and (8.8).

In order to establish (8.24), we observe that, by Theorem 3.2 and the fact that \(\psi_0\) is odd, the solution \(\psi\) satisfies (3.11). Using this, identities (7.66), and definitions (3.16)-(3.17), a simple computation
reveals that $M_{N-i+1,N-j+1}(t) = M_{ij}(t)$ and $d_{N-i+1}(t) = -d_i(t)$ for all $t > T$ and $i, j = 1, \ldots, N$. From this, claim (8.24) immediately follows. The lemma is thus proved.

8.2. Linear theory for $h$. In this subsection, we develop a solvability theory for the linear counterpart of system (3.18), for a right-hand side belonging to $F_{T,\mu_0}^{\alpha_0}$. Recalling definitions (2.4) and (2.5), we have the following statement.

**Proposition 8.6.** Let $T \geq 1$, $\alpha_0 \in (0,1)$, and $\mu_0 \in (0,1+\delta)$, with $\delta > 0$ as in (3.2). Let $h^{(0)} \in \mathbb{R}^N$ be satisfying (3.3). Then, for every $f \in F_{T,\mu_0}^{\alpha_0}$, there exists a unique solution $h = H_{h^{(0)}}[f] \in \mathcal{H}_{T,\mu_0}$ of

$$
\begin{cases}
\dot{h} + D_{\xi}(\xi^0(t))h = f & \text{in } (T, +\infty) \\
 h(T) = h^{(0)}.
\end{cases}
$$

In addition, the map $H_{h^{(0)}} : F_{T,\mu_0}^{\alpha_0} \to \mathcal{H}_{T,\mu_0}$ is continuous and it holds

$$
\|H_{h^{(0)}}[f]\|_{\mathcal{H}_{T,\mu_0}} \leq C \left( \|f\|_{F_{T,\mu_0}} + T^{\mu_0-1}|h^{(0)}| \right) \quad \text{for all } f \in F_{T,\mu_0}^{\alpha_0},
$$

for some generic constant $C > 0$.

**Proof.** By standard ODE theory, there exists a unique solution $h \in C^1([T, T_1); \mathbb{R}^N)$ of

$$
\begin{cases}
\dot{h} + D_{\xi}(\xi^0(t))h = f & \text{in } (T, T_1) \\
 h(T) = h^{(0)},
\end{cases}
$$

up to a certain maximal time $T_1 \in (T, +\infty)$. In consequence of the uniqueness of $h$ and of the facts that $f$ and $h^{(0)}$ respectively fulfill the symmetry assumptions (2.6) and (3.3), it is easy to see that $h$ satisfies

$$
h_i(t) = -h_{N-i+1}(t) \quad \text{for all } t \in (T, T_1) \text{ and } i = 1, \ldots, N.
$$

We now claim that there exists a generic constant $C > 0$ such that

$$
t^{\mu_0-1}|h(t)| + t^{\mu_0} |\dot{h}(t)| \leq C \left( \|f\|_{F_{T,\mu_0}} + T^{\mu_0-1}|h^{(0)}| \right) \quad \text{for all } t \in (T, T_1).
$$

Note that this would imply in particular that $T_1 = +\infty$. As a result, $h$ would belong to $\mathcal{H}_{T,\mu_0}$ and the map $H_{h^{(0)}} : F_{T,\mu_0}^{\alpha_0} \to \mathcal{H}_{T,\mu_0}$ would satisfy (8.25).

To prove (8.28), we pick a vector $\eta \in \mathbb{R}^N$ and observe that, taking advantage of (8.4),

$$
\langle D_{\xi}(\xi^0)\eta, \eta \rangle = \gamma \sum_{i=1}^N \left( \delta_{ik} \sum_{j \neq i} \frac{1}{|s_i - s_j|^{1+2s}} - \frac{1 - \delta_{ik}}{s_i - s_k} \right) \eta_i \eta_k = \gamma \sum_{1 \leq i \neq j \leq N} \frac{\eta_i^2 - \eta_i \eta_j}{|s_i - s_j|^{1+2s}}.
$$

Recalling Proposition 4.1, we get

$$
\langle D_{\xi}(\xi^0(t))\eta, \eta \rangle = \gamma t \sum_{1 \leq i < j \leq N} \frac{|\eta_i - \eta_j|^2}{(\beta_j - \beta_i)^{1+2s}} \geq \frac{\gamma}{(2\beta_N)^{1+2s}} t \sum_{i,j=1}^N |\eta_i - \eta_j|^2.
$$

Assuming now $\eta$ to satisfy $\sum_{i=1}^N \eta_i = 0$, we see that

$$
\sum_{i,j=1}^N |\eta_i - \eta_j|^2 = \sum_{i,j=1}^N (\eta_i^2 + \eta_j^2 - 2\eta_i \eta_j) = 2N \sum_{i=1}^N \eta_i^2 - 2 \left( \sum_{i=1}^N \eta_i \right)^2 = 2N|\eta|^2,
$$

which leads us to conclude that

$$
\langle D_{\xi}(\xi^0(t))\eta, \eta \rangle \geq \frac{2\delta}{t} |\eta|^2 \quad \text{for all } t > T \text{ and } \eta \in \mathbb{R}^N \text{ satisfying } \sum_{i=1}^N \eta_i = 0,
$$

with $\delta > 0$ given by (3.2).
We will now apply (8.29) with \( \eta = h \). First, observe that condition (8.27) implies in particular that \( \sum_{i=1}^{N} h_i(t) = 0 \) for all \( t \in (T, T_1) \). Hence, by multiplying the equation in (8.26) against \( h \) and making use of (8.29), we obtain

\[
\frac{d}{dt} |h|^2 = 2 \langle \dot{h}, h \rangle = -2 \langle D_{\zeta} \mathcal{R}(\zeta(t)) h, h \rangle + 2 \langle f, h \rangle \leq -\frac{2\delta}{t} |h|^2 + \frac{t}{2\delta} |f|^2 \quad \text{for all } t \in (T, T_1),
\]

where the last estimate follows from Cauchy-Schwarz and the weighted Young’s inequalities. Thus,

\[
\frac{d}{dt} \left( t^{2\delta} |h|^2 \right) = t^{2\delta} \left( \frac{2\delta}{t} |h|^2 + \frac{d}{dt} |h|^2 \right) \leq \frac{t^{2\delta+1}}{2\delta} |f|^2 \quad \text{for all } t \in (T, T_1).
\]

By integrating this inequality, using that \( h(T) = h(0) \), and recalling that, by our hypothesis on \( \delta \), it holds \( 2\delta + 1 - 2\mu_0 > -1 \), we find that, for every \( t \in (T, T_1) \),

\[
t^{2\delta} |h(t)|^2 - T^{2\delta} |h(0)|^2 \leq \frac{1}{2\delta} \int_{T}^{t} t^{2\delta+1-2\mu_0} \left( t^{\mu_0} |f(t)| \right)^2 \, dt \leq C \int_{T}^{t} t^{2\delta+2-2\mu_0} |f|^2 \, dt,
\]

which gives

\[
t^{\mu_0-1} |h(t)| \leq C \left( \|f\|_{\mathcal{F}_{T,\mu_0}} + T^{\mu_0-1} |h(0)| \right) \quad \text{for all } t \in (T, T_1). \tag{8.30}
\]

To establish (8.28), we only need to control \( |\dot{h}| \). Using once again the equation in (8.26), (8.4), and (8.30) we have

\[
|\dot{h}(t)| \leq |f(t)| + |D_{\zeta} \mathcal{R}(\zeta(t))| |h(t)| \leq \frac{t^{\mu_0} |f(t)| + C t^{\mu_0-1} |h(t)|}{t^{\mu_0}} \leq C \left( \|f\|_{\mathcal{F}_{T,\mu_0}} + T^{\mu_0-1} |h(0)| \right),
\]

for all \( t \in (T, T_1) \). This, combined with (8.30), gives (8.28).

The continuity of \( \mathbf{H}_{h(0)} \) follows from (8.25), observing that \( \mathbf{H}_{h(0)}[f^{(1)}] - \mathbf{H}_{h(0)}[f^{(2)}] = \mathbf{H}_0[f^{(1)} - f^{(2)}] \) for every \( f^{(1)}, f^{(2)} \in \mathcal{F}_{T,\mu_0}^{\alpha} \). The proof of the proposition is thus concluded. \( \square \)

8.3. Nonlinear theory for \( h \). In this conclusive subsection, we show that, when \( h(0) \) is small, the nonlinear system (3.18) admits a solution \( h \in \mathcal{B}_1(\mathcal{H}_{T,\mu}) \), thus proving Theorem 3.4. Our argument is based on the Schauder fixed point theorem. To apply it, we first need a compactness result.

Given \( h \in \mathcal{B}_1(\mathcal{H}_{T,\mu}) \), let \( F = \mathbf{F}[h] \) be the vector-valued function defined by (3.20)-(3.22). Proposition 8.2 and Lemma 8.5 ensure that, if \( \mu > 3s/(1+2s) \), then \( F \) maps \( \mathcal{B}_1(\mathcal{H}_{T,\mu}) \) into \( \mathcal{F}_{T,4s/(1+2s)}^{\alpha} \) and the estimates

\[
\|\mathbf{F}[h]\|_{\mathcal{F}_{T,4s/(1+2s)}^{\alpha}} \leq C \quad \text{for all } h \in \mathcal{B}_1(\mathcal{H}_{T,\mu}) \tag{8.31}
\]

and

\[
\|\mathbf{F}[h]\|_{\mathcal{F}_{T,\mu_0}^{\alpha}} \leq C_{\mu_0} \quad \text{for all } h \in \mathcal{B}_1(\mathcal{H}_{T,\mu}) \tag{8.32}
\]

hold true for some \( \alpha \in (0, 1) \), \( C, C_{\mu_0} \geq 1 \), and provided \( T \) is larger than a generic constant \( T_0 \geq 1 \). In addition to this, we have the following lemma.

**Lemma 8.7.** Let \( \mu > 3s/(1+2s) \) and \( \mu_0 \in (0, 4s/(1+2s)) \). Then, there exists a generic \( \alpha_0 \in (0, 1) \) for which the map \( \mathbf{F} : \mathcal{B}_1(\mathcal{H}_{T,\mu}) \to \mathcal{F}_{T,\mu_0}^{\alpha_0} \) is compact.

The proof of Lemma 8.7 will be an easy consequence of the following general fact.

**Lemma 8.8.** Let \( 0 < \mu_0 < \mu_1 \) and \( 0 < \alpha_0 < \alpha_1 < 1 \). Then, the inclusion \( \mathcal{F}_{T,\mu_1}^{\alpha_1} \subset \mathcal{F}_{T,\mu_0}^{\alpha_0} \) is compact.

**Proof.** Let \( C_* > 0 \) and \( \{f^{(k)}\} \subset \mathcal{F}_{T,\mu_1}^{\alpha_1} \) be a sequence satisfying \( \|f^{(k)}\|_{\mathcal{F}_{T,\mu_1}^{\alpha_1}} \leq C_* \) for every \( k \in \mathbb{N} \). By Ascoli-Arzelà theorem, a simple interpolation inequality, and a standard diagonal argument, there exists a subsequence \( \{f^{(k')}\} \) of \( \{f^{(k)}\} \) converging to a function \( f \) in \( C_{\text{loc}}^{\alpha_0}(T, +\infty); \mathbb{R}^N \) as \( \ell \to +\infty \). Clearly, \( f \in \mathcal{F}_{T,\mu_1}^{\alpha_1} \subset \mathcal{F}_{T,\mu_0}^{\alpha_0} \) with \( \|f\|_{\mathcal{F}_{T,\mu_1}^{\alpha_1}} \leq C_* \).
Let now \( \varepsilon > 0 \). Pick \( T_\varepsilon \geq T \) in a way that \( 4C_s T_\varepsilon^{-(\mu_1-\mu_0)} \leq \varepsilon \). Since \( f^{(k_\ell)} \to f \) in \( C_{\text{loc}}^{\alpha_0}(\overline{(T, +\infty)}; \mathbb{R}^N) \), there exists \( L_\varepsilon \in \mathbb{N} \) such that \( \|f^{(k_\ell)} - f\|_{C_{\text{loc}}^{\alpha_0}([T, T+1]; \mathbb{R}^N)} \leq T_\varepsilon^{-\mu_0} \varepsilon/2 \) for all \( \ell \geq L_\varepsilon \). Accordingly,

\[
\|f^{(k_\ell)} - f\|_{F_{T, \mu_0}^{\alpha_1}} \leq \sup_{t \in (T, T_\varepsilon]} \left( \mu_0 \|f^{(k_\ell)}(t) - f(t)\| + \sup_{t \in (T, T_\varepsilon]} \left( \mu_0 \|f^{(k_\ell)} - f\|_{C_{\text{loc}}^{\alpha_0}([t, t+1]; \mathbb{R}^N)} \right) \right) \\
+ \sup_{t > T_\varepsilon} \left( \mu_0 \|f^{(k_\ell)}(t) - f(t)\| + \sup_{t > T_\varepsilon} \left( \mu_0 \|f^{(k_\ell)} - f\|_{C_{\text{loc}}^{\alpha_0}([t, t+1]; \mathbb{R}^N)} \right) \right) \\
\leq T_\varepsilon^{-\mu_0} \|f^{(k_\ell)} - f\|_{C_{\text{loc}}^{\alpha_0}([T, T+1]; \mathbb{R}^N)} + T_\varepsilon^{-(\mu_1-\mu_0)} \left( \|f^{(k_\ell)}\|_{F_{T, \mu_1}^{\alpha_1}} + \|f\|_{F_{T, \mu_1}^{\alpha_1}} \right) \leq \varepsilon,
\]

for all \( \ell \geq L_\varepsilon \). As \( \varepsilon \) is an arbitrary positive number, we conclude that \( f^{(k_\ell)} \to f \) in \( F_{T, \mu_0}^{\alpha_1} \) as \( \ell \to +\infty \) and therefore that the inclusion \( F_{T, \mu_1}^{\alpha_1} \hookrightarrow F_{T, \mu_0}^{\alpha_1} \) is compact. \( \square \)

Proof of Lemma 8.7. Let \( \mu_1 \in (\mu_0, 4s/(1+2s)) \) and \( \alpha_1 \in (0, \alpha) \) be fixed, with \( \alpha \) as in (8.32). We claim that \( F : \bar{B}_1(\mathcal{H}_{T, \mu}) \to F_{T, \mu_1}^{\alpha_1} \) is continuous. Notice that, once we have this, the conclusion of the lemma would then follow from Lemma 8.8.

Let \( \{h^{(k)}\} \subset \bar{B}_1(\mathcal{H}_{T, \mu}) \) be a sequence converging to some \( h \in \bar{B}_1(\mathcal{H}_{T, \mu}) \). In view of estimate (8.32), we know that \( \|F[h^{(k)}]\|_{F_{T, \mu_1}^{\alpha_1}} \) is bounded uniformly in \( k \). Thanks to Lemma 8.8, there exists then a diverging sequence \( \{k_\ell\} \) along which \( F[h^{(k_\ell)}] \) converges to some \( \tilde{F} \) in \( F_{T, \mu_1}^{\alpha_1} \) as \( \ell \to +\infty \).

Writing now \( F = F^{(1)} + F^{(2)} \) as in (3.20)-(3.22), it is clear that \( F^{(1)}[h^{(k)}](t) \to F^{(1)}[h](t) \) as \( k \to +\infty \) for every \( t > T \). Using Lebesgue's dominated convergence theorem along with the fact that \( \Psi[h^{(j)}] \to \Psi[h] \) in \( \mathbb{R} \times (T, +\infty) \), by Lemma 7.9, it is also easy to see that \( F^{(2)}[h^{(k)}](t) \to F^{(2)}[h](t) \) for every \( t > T \). Consequently, \( \tilde{F} = F[h] \) and the lemma is proved. \( \square \)

We can now establish Theorem 3.4.

Proof of Theorem 3.4. Write

\[
K_{h^{(0)}}[h] := H_{h^{(0)}}[F[h]] \quad \text{for } h \in \bar{B}_1(\mathcal{H}_{T, \mu}).
\]

Observe that (3.18) admits a solution if and only if \( K_{h^{(0)}} \) has a fixed point.

Thanks to Proposition 8.6 and Lemma 8.7, we know that \( K_{h^{(0)}} \) is a compact map from \( \bar{B}_1(\mathcal{H}_{T, \mu}) \) to \( \mathcal{H}_{T, \mu_0} \), provided \( \mu > 3s/(1+2s) \) and \( \mu_0 \in (0, \min\{4s/(1+2s), 1+\delta\}) \). Assuming, in addition to these requirements, that \( \mu_0 > \mu \) (which can be done, as \( \mu \) satisfies (3.1), by hypothesis), we also have that

\[
K_{h^{(0)}} : \bar{B}_1(\mathcal{H}_{T, \mu}) \to \bar{B}_1(\mathcal{H}_{T, \mu}),
\]

provided \( T \geq T_0 \), for some generic constant \( T_0 \geq 1 \). Indeed, this is immediate to verify, since it holds \( \|\hat{h}\|_{\mathcal{H}_{T, \mu}} \leq T^{-(\mu_0-\mu)}\|\hat{h}\|_{\mathcal{H}_{T, \mu_0}} \) for every \( \hat{h} \in \mathcal{H}_{T, \mu_0} \), and therefore, from estimates (8.25) and (8.31) we get that

\[
\|K_{h^{(0)}}[h]\|_{\mathcal{H}_{T, \mu}} \leq T^{-(\mu_0-\mu)}\|H_{h^{(0)}}[F[h]]\|_{\mathcal{H}_{T, \mu_0}} \leq C T^{-(\mu_0-\mu)} \left( \|F[h]\|_{F_{T, \mu_0}^{\alpha_1}} + T^{\mu_0-1}\|h^{(0)}\| \right) \leq C \left( T_0^{-(\mu_0-\mu)} + T^{\mu_0-1}\|h^{(0)}\| \right),
\]

for some generic constant \( C > 0 \). From this, (8.33) readily follows by taking \( T_0 \) sufficiently large and \( T^{\mu_0-1}\|h^{(0)}\| \) sufficiently small.

In view of (8.33) and the compactness of \( K_{h^{(0)}} \), we may apply the Schauder fixed point theorem, deducing the existence of a fixed point for \( K_{h^{(0)}} \) within \( \bar{B}_1(\mathcal{H}_{T, \mu}) \). The proof is thus complete. \( \square \)

9. Stability results

In this section, we address the validity of Theorem 1.2.

Let \( \tilde{u} : \mathbb{R} \times (T, +\infty) \to \mathbb{R} \) be the solution of

\[
\begin{cases}
\partial_t \tilde{u} + (-\Delta)\tilde{u} + W'(\tilde{u}) = 0 & \text{in } \mathbb{R} \times (T, +\infty) \\
\tilde{u} = \tilde{u}_0 & \text{on } \mathbb{R} \times \{T\},
\end{cases}
\]

(9.1)
with initial datum \( \tilde{u}_0 \) given by

\[
\tilde{u}_0(x) = \sum_{j=1}^{N} w(x - \xi_j^0(T)) + \eta(x) \quad \text{for } x \in \mathbb{R},
\]  

(9.2)

for some small odd function \( \eta \). The main step in the proof of Theorem 1.2 consists in proving that any such \( \tilde{u} \) is actually one of the solutions constructed in Theorem 3.1. This holds true for any \( s \in (0, 1) \), provided we take \( \tilde{u}_0 \) to be sufficiently regular. We will then cover the general case of a bounded initial datum through an approximation procedure.

The next result shows that \( \tilde{u}_0 \) can be rewritten in the form required by Theorem 3.1.

**Lemma 9.1.** There exist two generic constants \( T_0 \geq 1 \) and \( \delta_0 \in (0, 1) \) such that, if \( \eta \in \mathcal{A}^1_{\{T \}} \) is an odd function satisfying

\[
\|\eta\|_{\mathcal{A}(T)} \leq \delta_0,
\]

(9.3)

for some \( T \geq T_0 \), then the function \( \tilde{u}_0 \) defined by (9.2) can be written as

\[
\tilde{u}_0(x) = \sum_{j=1}^{N} w(x - \xi_j^0(T) - h_j^{(0)}) + \psi_0 \quad \text{for all } x \in \mathbb{R},
\]

(9.4)

for some odd function \( \psi_0 \in \mathcal{A}^1_{\{T \}} \) and some vector \( h^{(0)} \in \mathbb{R}^N \) satisfying (3.3),

\[
\int_{\mathbb{R}} \psi_0(x) w'(x - \xi_0^0(T) - h_0^{(0)}) \, dx = 0 \quad \text{for all } i = 1, \ldots, N,
\]

(9.5)

and (3.4), with \( \varepsilon_0 \) given by Theorem 3.1.

**Proof.** Let \( h^{(0)} \in \mathbb{R}^N \) be any vector for which (3.3) holds true and write \( \eta \) as

\[
\eta(x) = \sum_{j=1}^{N} \tilde{\eta}_j w'(x - \xi_j^0(T) - h_j^{(0)}) + \eta^\perp(x) \quad \text{for all } x \in \mathbb{R},
\]

(9.6)

for some coefficients \( \{\tilde{\eta}_j\}_{j=1}^{N} \subset \mathbb{R} \) satisfying

\[
\tilde{\eta}_j = -\tilde{\eta}_{N+1-j} \quad \text{for all } j = 1, \ldots, N
\]

(9.7)

and some odd function \( \eta^\perp : \mathbb{R} \to \mathbb{R} \) such that

\[
\int_{\mathbb{R}} \eta^\perp(x) w'(x - \xi_i^0(T) - h_i^{(0)}) \, dx = 0 \quad \text{for all } i = 1, \ldots, N.
\]

(9.8)

Note that \( \eta \) can be (uniquely) decomposed as in (9.6)-(9.8). Indeed, let

\[
\tilde{Z}_i(x) = \tilde{Z}_i[h^{(0)}](x) := w'(x - \xi_i^0(T) - h_i^{(0)})
\]

and consider the symmetric matrix \( \tilde{A} = \tilde{A}[h^{(0)}] \) given by

\[
\tilde{A}_{ij} := \int_{\mathbb{R}} \tilde{Z}_i(x) \tilde{Z}_j(x) \, dx \quad \text{for all } i, j = 1, \ldots, N.
\]

Arguing as in the proof of Lemma 7.6, we get that

\[
\tilde{A}_{ij} = \gamma^{-1} \delta_{ij} + (1 - \delta_{ij}) O\left(T^{-\frac{2s}{2s+2}}\right) \quad \text{for all } i, j = 1, \ldots, N.
\]

(9.9)

In particular, \( \tilde{A} \) is invertible for \( T_0 \) large enough. Therefore, defining

\[
\tilde{\eta}_i := \sum_{j=1}^{N} \tilde{A}_{ij}^{-1} \int_{\mathbb{R}} \eta(x) \tilde{Z}_j(x) \, dx \quad \text{for all } i = 1, \ldots, N,
\]

\[
\eta^\perp(x) := \eta(x) - \sum_{j=1}^{N} \tilde{\eta}_j \tilde{Z}_j(x) \quad \text{for all } x \in \mathbb{R},
\]

one easily sees that properties (9.6)-(9.8) are satisfied. In addition, from the above definitions, (9.9), and the fact that \( w' \in L^1(\mathbb{R}) \), it is immediate to verify that

\[
|\tilde{\eta}_i| \leq C T^{-\frac{2s}{2s+2}} \|\eta\|_{\mathcal{A}(T)} \quad \text{for all } i = 1, \ldots, N,
\]

(9.10)
for some generic $C > 0$.

We now observe that, recalling (9.2) and (9.6), the initial datum $\tilde{u}_0$ can be written as in (9.4) if and only if $\psi_0$ is given by

$$
\psi_0(x) = \tilde{\mathcal{N}}[h^{(0)}](x) + \sum_{j=1}^{N} \left( \tilde{\eta}_j + h_j^{(0)} \right) \tilde{Z}_j(x) + \eta^2(x),
$$

with

$$
\tilde{\mathcal{N}}[h^{(0)}](x) := \sum_{j=1}^{N} \left\{ w(x - \xi_j^0(T)) - w(x - \xi_j^0(T) - h_j^{(0)}) - h_j^{(0)} w'(x - \xi_j^0(T) - h_j^{(0)}) \right\}.
$$

In addition, thanks to (9.8), the function $\psi_0$ satisfies the orthogonality conditions (9.5) if and only if

$$
\sum_{j=1}^{N} \tilde{A}_{ij} \left( \tilde{\eta}_j + h_j^{(0)} \right) = - \int_{\mathbb{R}} \tilde{\mathcal{N}}[h^{(0)}](x) \tilde{Z}_i(x) \, dx \quad \text{for all } i = 1, \ldots, N.
$$

Taking advantage of (9.9) with $i = j$, this is equivalent to the identity

$$
\mathbf{J}(h^{(0)}) = h^{(0)},
$$

where $\mathbf{J} : \mathbb{R}^N \to \mathbb{R}^N$ is the map defined by

$$
\mathbf{J}_i(h^{(0)}) := -\tilde{\eta}_i - \gamma \left\{ \sum_{j \neq i} \tilde{A}_{ij}[h^{(0)}] \left( \tilde{\eta}_j + h_j^{(0)} \right) + \int_{\mathbb{R}} \tilde{\mathcal{N}}[h^{(0)}](x) \tilde{Z}_i[h^{(0)}](x) \, dx \right\},
$$

for all $h^{(0)} \in \mathbb{R}^N$ and $i = 1, \ldots, N$.

Let $\rho_0 \in (0, 1)$ to be later chosen and define

$$
\tilde{\mathcal{D}} := \left\{ h^{(0)} \in \mathbb{R}^N : h^{(0)} \text{ satisfies (3.3) and } |h^{(0)}| \leq \rho_0 T^{-\frac{2s}{1+2s}} \right\}.
$$

We claim that $\mathbf{J}$ has a fixed point within $\tilde{\mathcal{D}}$, provided $T_0$ is large and $\delta_0$ is small. As $\mathbf{J}$ is continuous, in view of the Brouwer fixed point theorem it suffices to prove that

$$
\mathbf{J} : \tilde{\mathcal{D}} \to \tilde{\mathcal{D}}.
$$

On the one hand, the fact that

$$
\mathbf{J}_i(h^{(0)}) = -\mathbf{J}_{N-i+1}(h^{(0)}) \quad \text{for all } i = 1, \ldots, N \text{ and } h^{(0)} \in \tilde{\mathcal{D}}
$$

is a consequence of the symmetry relations (9.7), (3.3), and

$$
\tilde{Z}_i(-x) = \tilde{Z}_{N-i+1}(x) \quad \text{for all } x \in \mathbb{R} \text{ and } i = 1, \ldots, N,
$$

$$
\tilde{\mathcal{N}}[h^{(0)}](-x) = -\tilde{\mathcal{N}}[h^{(0)}](x) \quad \text{for all } x \in \mathbb{R},
$$

and

$$
\tilde{A}_{ij} = \tilde{A}_{N-i+1,N-j+1} \quad \text{for all } i, j = 1, \ldots, N.
$$

On the other hand, we have

$$
\tilde{\mathcal{N}}[h^{(0)}](x) = \sum_{j=1}^{N} \int_{0}^{h_j^{(0)}} \left( \int_{\tau}^{h_j^{(0)}} w''(x - \xi_j^0(T) - \sigma) \, d\sigma \right) d\tau,
$$

so that, using that $w'' \in L^\infty(\mathbb{R})$, we estimate

$$
\| \tilde{\mathcal{N}}[h^{(0)}] \|_{L^\infty(\mathbb{R})} \leq C |h^{(0)}|^2.
$$

By this, (9.9), (9.10), (9.3), and the fact that $w' \in L^1(\mathbb{R})$, we get, for every $h^{(0)} \in \tilde{\mathcal{D}},$

$$
|\mathbf{J}_i(h^{(0)})| \leq |\tilde{\eta}_i| + C \left\{ T^{-\frac{2s}{1+2s}} \sum_{j \neq i} \left| \tilde{\eta}_j + |h_j^{(0)}| \right| + |h^{(0)}|^2 \int_{\mathbb{R}} w'(x - \xi_j^0(T) - h_i^{(0)}) \, dx \right\}
$$

$$
\leq C T^{-\frac{2s}{1+2s}} \left\{ \delta_0 + (\rho_0 + \rho_0^2) T^{-\frac{2s}{1+2s}} \right\} \leq \frac{\rho_0}{N} T^{-\frac{2s}{1+2s}},
$$

for any $\rho_0 \in (0, 1)$, provided $T_0$ is large and $\delta_0 \leq \delta_1 \rho_0$, with $\delta_1 \in (0, 1)$ small and generic. Accordingly, (9.12) is valid and $\mathbf{J}$ has a fixed point inside $\tilde{\mathcal{D}}$. 
Up to now, we proved that \( \tilde{u}_0 \) can be written as in (9.4) for some \( h^{(0)} \in \mathcal{D} \) and \( \psi_0 \) satisfying the orthogonal conditions (9.5). Notice that, as \( h^{(0)} \in \mathcal{D} \), we also know that \( h^{(0)} \) satisfies (3.3) and that \( T^{\mu-1}|h^{(0)}| \leq \varepsilon_0/2 \), provided \( T_0 \) is large enough. In addition, recalling identity (9.11), properties (9.13), the fact that the \( \eta_h \)'s satisfy (9.7), and the oddness of \( \eta^{+} \), it is immediate to verify that \( \psi_0 \) is odd as well. To finish the proof we are thus left to check that \( \psi_0 \) belongs to \( \mathcal{A}^1_{\{T\}} \) and that it holds

\[
\|\psi_0\|_{\mathcal{A}_{\{T\}}} \leq \frac{\varepsilon_0}{2}.
\] (9.15)

First of all, notice that, by (5.3) and taking \( \rho_0 \) sufficiently small,

\[
|\tilde{Z}_j(x)| \leq C \left( \chi_{[-2\xi_j^0(T),2\xi_j^0(T)]}(x) + \frac{\chi_{\mathbb{R}\setminus[-2\xi_j^0(T),2\xi_j^0(T)]}(x)}{|x - \xi_j^0(T) - h_j^{(0)}|^{1+2s}} \right) \leq C T^{\frac{1}{1+2s}} \Phi(x, T) \quad \text{for all } x \in \mathbb{R}.
\]

Similarly, we deduce from identity (9.14) and estimate (5.8) of Proposition 5.2 that

\[
|\tilde{N}[h^{(0)}](x)| \leq C T_0^{\frac{2}{1+2s}} \Phi(x, T) \quad \text{for all } x \in \mathbb{R}.
\]

In light of these two estimates, (9.11), (9.6), (9.3), and recalling that \( \delta_0 \leq \rho_0 \), we conclude that

\[
|\psi_0(x)| \leq |\tilde{N}[h^{(0)}](x)| + |\eta(x)| + \sum_{j=1}^{N} |h_j^{(0)}| |\tilde{Z}_j(x)| \leq C \left( T_0^{\frac{1}{1+2s}} + \rho_0 \right) \Phi(x, T) \quad \text{for all } x \in \mathbb{R}.
\]

Claim (9.15) readily follows by taking \( \rho_0 \) suitably small and \( T_0 \) suitably large. The fact that \( \psi_0 \) is of class \( C^1 \), with bounded derivative, can be easily verified by differentiating (9.11). Hence, \( \psi_0 \in \mathcal{A}^1_{\{T\}} \) and the proof of the lemma is complete.

Thanks to Lemma 9.1, Theorem 1.2 is now an immediate consequence of Theorem 3.1 and of the unique solvability of problem (9.1)—at least when \( \tilde{u}_0 \) is regular. The details—both in the regular and irregular case—are as follows.

**Proof of Theorem 1.2.** To begin with, assume that \( \tilde{u}_0 \) is given by (9.2) with \( \eta \in \mathcal{A}^1_{\{T\}} \). In this case, we may apply Lemma 9.1 and rewrite \( \tilde{u}_0 \) as in (9.4), with \( h^{(0)} \in \mathbb{R} \) and \( \psi_0 \in \mathcal{A}^1_{\{T\}} \) satisfying (3.3), (3.4), and (9.5). Hence, by the unique solvability of (9.1)—see Proposition 6.3—, \( \tilde{u} \) is the solution built in Theorem 3.1 in correspondence to the initial data \( h^{(0)} \) and \( \psi_0 \). Accordingly, we have that

\[
\tilde{u}(x, t) = \sum_{i=1}^{N} w(x - \xi^0_i(t) - \tilde{h}_i(t)) + \tilde{\psi}(x, t) \quad \text{for } x \in \mathbb{R}, \ t \geq T,
\]

for some \( \tilde{h} \in \mathcal{B}_1(\mathcal{H}_{T,\mu}) \), with \( \tilde{h}(T) = h^{(0)} \), and some \( \tilde{\psi} \in \mathcal{A}_T \), with \( \tilde{\psi}\left(\cdot, T\right) = \psi_0 \) and \( \|\tilde{\psi}\|_{\mathcal{A}_T} \leq C \), for some generic \( C \geq 1 \). Using this and the properties of \( u \), we compute, for every \( x \in \mathbb{R} \) and \( t > T \),

\[
|\tilde{u}(x, t) - u(x, t)| \leq \sum_{i=1}^{N} \left( \left| w(x - \xi^0_i(t) - \tilde{h}_i(t)) - w(x - \xi^0_i(t) - h_i(t)) \right| + |\tilde{\psi}(x, t)| + |\tilde{\psi}(x, t)| \right)
\]

\[
\leq \|w\|_{L^\infty(\mathbb{R})} \sum_{i=1}^{N} \left( |h_i(t)| + |\tilde{h}_i(t)| \right) + \left( \|\tilde{\psi}\|_{\mathcal{A}_T} + \|\psi\|_{\mathcal{A}_T} \right) \Phi(x, t)
\]

\[
\leq C \left\{ \left( \|h\|_{\mathcal{H}_{T,\mu}} + \|\tilde{h}\|_{\mathcal{H}_{T,\mu}} \right)^{1-\mu} + t^{-\frac{2}{1+2s}} \right\} \leq C t^{1-\mu}.
\]

Since \( s > 1/2 \) (and therefore \( \mu > 1 \)), this gives in particular (1.21). Hence, Theorem 1.2 is proved, under the assumption that \( \eta \in \mathcal{A}^1_{\{T\}} \).

To get (1.21) in the more general case of \( \eta \in \mathcal{A}_{\{T\}} \), we argue as follows. First, we consider, for \( \varepsilon > 0 \) small, the mollification \( \eta_\varepsilon \) of \( \eta \) via convolution against a smooth, compactly supported, and symmetric kernel. We have that \( \eta_\varepsilon \) is a smooth, odd function. As \( \eta \) is bounded, \( \eta_\varepsilon \in L^\infty(\mathbb{R}) \). Moreover, it is easy to see that \( \eta_\varepsilon \) satisfies (9.3), up to possibly replacing \( \delta_0 \) with \( 2\delta_0 \) and taking \( \varepsilon \) sufficiently small. Consequently, \( \eta_\varepsilon \in \mathcal{A}^1_{\{T\}} \) and we may apply to it the result established earlier, deducing that the solution \( \tilde{u}_\varepsilon \) of

\[
\begin{aligned}
\partial_t \tilde{u}_\varepsilon + (-\Delta)^s \tilde{u}_\varepsilon + W' \tilde{u}_\varepsilon &= 0 \quad \text{in } \mathbb{R} \times (T, +\infty) \\
\tilde{u}_\varepsilon(\cdot, T) &= u(\cdot, T) + \eta_\varepsilon \quad \text{in } \mathbb{R}
\end{aligned}
\] (9.16)
satisfies
\[ |\tilde{u}(\varepsilon)(x,t) - u(x,t)| \leq C t^{1-\alpha} \quad \text{for all } x \in \mathbb{R}, \ t > T, \] (9.17)
for a generic constant \( C \geq 1 \). Now, as \( \eta_\varepsilon \) is bounded in \( L^\infty(\mathbb{R}) \) uniformly in \( \varepsilon \), equation (9.16) and Proposition 6.2(a) in Section 6 give that, for every large \( k \in \mathbb{N} \), it holds \( \|\tilde{u}(\varepsilon)\|_{C^\infty(T+1/k,T+k)} \leq C_k \), for some exponent \( \alpha \in (0,1) \) and constant \( C_k > 0 \) independent of \( \varepsilon \). Hence, by Ascoli-Arzelà theorem and a diagonal argument, there exists an infinitesimal sequence \( \{\varepsilon_j\}_{j \in \mathbb{N}} \) such that \( \{u^{(\varepsilon_j)}\} \) converges to some bounded function \( \hat{u} \) a.e. in \( \mathbb{R} \times (T, +\infty) \). Accordingly, (9.17) passes to the limit and yields
\[ |\hat{u}(x,t) - u(x,t)| \leq C t^{1-\alpha} \quad \text{for all } x \in \mathbb{R}, \ t > T. \] (9.18)
Since \( \eta_\varepsilon \rightarrow \eta \) a.e. in \( \mathbb{R} \), from the mild formulation of (9.16) and Lebesgue’s dominated convergence theorem, we deduce that \( \hat{u} \) solves problem (9.1). By uniqueness (see Proposition 6.3), we then conclude that \( \hat{u} = \tilde{u} \) and therefore that (1.21) follows from (9.18).

**APPENDIX A. PROOFS OF PROPOSITIONS 5.1 AND 5.2**

In this first appendix, we address the validity of the results stated in Section 5, about the asymptotic behavior of the layer solution \( w \) and of its derivatives.

The general strategy of the proof of Proposition 5.1 is based on techniques developed in [20, Sections 5 and 6] and [15, Sections 4-7]. Our improvements of those arguments mainly consist in the establishment and application of a maximum principle for odd solutions of linear equations, used in conjunction with a particular odd barrier—the function \( \omega_3 \) introduced below in (A.1). Our technique heavily relies on the parity of \( W \) (hypothesis (5.5)) and, thus, cannot be applied in the more general frameworks of [20, 15, 14].

Estimate (5.9) of Proposition 5.2 also follows from an odd comparison principle, applied with the function \( \omega_2 \) instead of \( \omega_3 \)—see again (A.1) for its definition.

**A.1. Three auxiliary functions.** In this subsection, we obtain some information on the decay at infinity of the fractional Laplacian applied to the functions
\[ \omega_1(x) := \frac{1}{(1 + x^2)^{3/2}}, \quad \omega_2(x) := \frac{x}{(1 + x^2)^{5/2}}, \quad \text{and} \quad \omega_3(x) := \frac{x}{(1 + x^2)^{3/2}}. \] (A.1)

First, we compute the asymptotic expansion of \( \omega_1 \) at infinity.

**Lemma A.1.** It holds
\[ \frac{(-\Delta)^s \omega_1(x)}{\omega_1(x)} = - \int_{\mathbb{R}} \omega_1(y) dy + \lambda_{1,s} |x|^{-2s} + o(|x|^{-2s}) \quad \text{as } x \rightarrow \pm \infty, \] (A.2)
for some constant \( \lambda_{1,s} \in \mathbb{R} \). In particular,
\[ |(-\Delta)^s \omega_1(x)| \leq C_1 \omega_1(x) \quad \text{for all } x \in \mathbb{R}, \] (A.3)
for some constant \( C_1 > 0 \).

**Proof.** We focus on the expansion (A.2), as estimate (A.3) is an immediate consequence of it, taking also into account the continuity of \( \omega_1 \) and \( (-\Delta)^s \omega_1 \) as well as the positivity of \( \omega_1 \).

First of all, we notice that, by symmetry, it is enough to compute the expansion as \( x \rightarrow +\infty \). Then, we write down the first and second derivatives of \( \omega_1 \):
\[ \omega_1'(x) = -(1 + 2s) \frac{x}{(1 + x^2)^{3/2}} \quad \text{and} \quad \omega_1''(x) = (1 + 2s) \frac{2(1 + s) x^2 - 1}{(1 + x^2)^{5/2}}, \] (A.4)

We have
\[ \frac{(-\Delta)^s \omega_1(x)}{\omega_1(x)} = I_1(x) + I_2(x) + I_3(x) + I_4(x), \]
with

\[ I_1(x) := \frac{1}{\omega_1(x)} \int_{\frac{x}{2}}^{\frac{3x}{2}} \frac{\omega_1(x) - \omega_1(y) - \omega_1'(x)(x-y)}{|x-y|^{1+2s}} \, dy, \]

\[ I_2(x) := \frac{1}{\omega_1(x)} \int_{(-\infty, -\frac{x}{2}) \cup (\frac{x}{2}, +\infty)} \frac{\omega_1(x) - \omega_1(y)}{|x-y|^{1+2s}} \, dy, \]

\[ I_3(x) := \int_{-\frac{x}{2}}^{\frac{x}{2}} \frac{dy}{|x-y|^{1+2s}}, \quad \text{and} \quad I_4(x) := -\frac{1}{\omega_1(x)} \int_{-\frac{x}{2}}^{\frac{x}{2}} \frac{\omega_1(y)}{|x-y|^{1+2s}} \, dy. \]

We now proceed to evaluate the terms \( I_j(x) \) one by one. We will frequently use the change of variables \( t := y/x \). We begin with \( I_1(x) \). Applying this change of coordinates, we have

\[ I_1(x) = \frac{x^{-2s}}{\omega_1(x)} \int_{\frac{x}{2}}^{\frac{3x}{2}} \frac{\omega_1(x) - \omega_1(t)x - x\omega_1'(x)(1-t)}{|1-t|^{1+2s}} \, dt. \]

A Taylor expansion at \( t = 1 \) gives that

\[ \omega_1(x) - \omega_1(t)x - x\omega_1'(x)(1-t) = -\frac{x^2 \omega_1''(z(t,x))}{2} (t-1)^2 \quad \text{for all } t \in \left[\frac{1}{2}, \frac{3}{2}\right], \]

for some \( z(t,x) \in [x/2, 3x/2] \). Hence, taking advantage of (A.4),

\[ \frac{|\omega_1(x) - \omega_1(t)x - x\omega_1'(x)(1-t)|}{\omega_1(x)} \leq C(t-1)^2 \quad \text{for all } t \in \left[\frac{1}{2}, \frac{3}{2}\right], \]

for every large \( x \) and for some constant \( C > 0 \) depending only on \( s \). Consequently, we may apply Lebesgue’s dominated convergence theorem and deduce that

\[
\lim_{x \to +\infty} x^{2s} I_1(x) = \int_{\frac{x}{2}}^{\frac{3x}{2}} \left\{ \lim_{x \to +\infty} \frac{\omega_1(x) - \omega_1(t)x - x\omega_1'(x)(1-t)}{\omega_1(x)} \right\} \frac{dt}{|1-t|^{1+2s}}
\]

\[
= \int_{\frac{x}{2}}^{\frac{3x}{2}} \left\{ \lim_{x \to +\infty} \left( 1 - \left( 1 + x^2 \right) \frac{1+2s}{1+t^2x^2} + (1 + 2s)(1-t)x^2 \right) \right\} \frac{dt}{|1-t|^{1+2s}} \tag{A.5}
\]

\[
= \int_{\frac{x}{2}}^{\frac{3x}{2}} \frac{1 - |t|^{-1-2s} + (1 + 2s)(1-t)}{|1-t|^{1+2s}} \, dt = \text{P.V.} \int_{\frac{x}{2}}^{\frac{3x}{2}} \frac{1 - |t|^{-1-2s}}{|1-t|^{1+2s}} \, dt,
\]

where P.V. indicates that the integral has to be intended in the Cauchy principal value sense. A similar (but simpler) argument yields that

\[
\lim_{x \to +\infty} x^{2s} I_2(x) = \int_{(-\infty, -\frac{x}{2}) \cup (\frac{x}{2}, +\infty)} \frac{1 - |t|^{-1-2s}}{|1-t|^{1+2s}} \, dt, \tag{A.6}
\]

whereas

\[
x^{2s} I_3(x) \equiv \int_{-\frac{3x}{2}}^{\frac{3x}{2}} \frac{dt}{|1-t|^{1+2s}}. \tag{A.7}
\]

The expansion of \( I_4(x) \) is more involved. Set \( A := \int_{\mathbb{R}} \omega_1(y) \, dy \). Changing variables as before, we see that

\[ I_4(x) = -\frac{x^{-2s}}{\omega_1(x)} \int_{-\frac{x}{2}}^{\frac{x}{2}} \frac{\omega_1(tx)}{|1-t|^{1+2s}} \, dt = -x^{-2s} \int_{-\frac{3x}{2}}^{\frac{3x}{2}} \left( 1 + \frac{x^2}{1 + t^2x^2} \right)^{\frac{1+2s}{2}} \frac{dt}{(1-t)^{1+2s}}. \]

Notice now that the constant \( A \) can be written as

\[ A = \int_{\mathbb{R}} \omega_1(y) \, dy = \frac{x}{(1 + x^2)} \int_{-\frac{3x}{2}}^{\frac{3x}{2}} \left( \frac{1}{(1 + t^2x^2)} \right)^{\frac{1+2s}{2}} \, dt + \int_{\mathbb{R}\setminus(-\frac{x}{2}, \frac{x}{2})} \left( \frac{1}{1 + t^2x^2} \right)^{\frac{1+2s}{2}} \, dt, \]
for every $x$. Using this, we find
\[
\lim_{x \to +\infty} x^{2s} \{ I_4(x) + A \} = \lim_{x \to +\infty} \int_{-\frac{1}{2}}^{\frac{1}{2}} \left( \frac{1 + x^2}{1 + t^2 x^2} \right)^{\frac{1+2s}{2}} \left( \frac{1}{1 + x^2} - (1 - t)^{-1-2s} \right) dt \\
+ \int_{\mathbb{R} \setminus (-\frac{1}{2}, \frac{1}{2})} \frac{dt}{|t|^{1+2s}}.
\]

Note that, by symmetry,
\[
(1 + 2s) \int_{-\frac{1}{2}}^{\frac{1}{2}} \left( \frac{1 + x^2}{1 + t^2 x^2} \right)^{\frac{1+2s}{2}} t \, dt = 0 \quad \text{for every } x.
\]

Hence, we have that
\[
\lim_{x \to +\infty} x^{2s} \{ I_4(x) + A \} = \lim_{x \to +\infty} \int_{-\frac{1}{2}}^{\frac{1}{2}} \left( \frac{1 + x^2}{1 + t^2 x^2} \right)^{\frac{1+2s}{2}} \{ \mu(t) + \nu(x) \} \, dt + \int_{\mathbb{R} \setminus (-\frac{1}{2}, \frac{1}{2})} \frac{dt}{|t|^{1+2s}}, \tag{A.8}
\]

with
\[
\mu(t) := 1 - (1 - t)^{-1-2s} + (1 + 2s)t \quad \text{and} \quad \nu(x) := \left( \frac{x^2}{1 + x^2} \right)^{\frac{1+2s}{2}} - 1.
\]

By Taylor expanding $\mu$ at $t = 0$, it is easy to see that
\[
|\mu(t)| \leq C t^2 \quad \text{for all } t \in \left( -\frac{1}{2}, \frac{1}{2} \right).
\]

Therefore,
\[
\left( \frac{1 + x^2}{1 + t^2 x^2} \right)^{\frac{1+2s}{2}} |\mu(t)| \leq C |t|^{1-2s} \in L^1 \left( \left( -\frac{1}{2}, \frac{1}{2} \right) \right),
\]

for every $x \geq 1$, and the dominated convergence theorem gives that
\[
\lim_{x \to +\infty} \int_{-\frac{1}{2}}^{\frac{1}{2}} \left( \frac{1 + x^2}{1 + t^2 x^2} \right)^{\frac{1+2s}{2}} \mu(t) \, dt = \int_{-\frac{1}{2}}^{\frac{1}{2}} \frac{\mu(t)}{|t|^{1+2s}} \, dt = \text{P.V.} \int_{-\frac{1}{2}}^{\frac{1}{2}} \frac{1 - (1 - t)^{-1-2s}}{|t|^{1+2s}} \, dt. \tag{A.9}
\]

On the other hand, since $|\nu(x)| \leq C x^{-2}$ for every large $x$, we obtain
\[
\left| \nu(x) \int_{-\frac{1}{2}}^{\frac{1}{2}} \left( \frac{1 + x^2}{1 + t^2 x^2} \right)^{\frac{1+2s}{2}} dt \right| \leq C \int_{-\frac{1}{2}}^{\frac{1}{2}} \frac{dt}{(1 + t^2 x^2)^{\frac{1+2s}{2}}} \leq \frac{C}{x^{2(1-s)}} \int_{\mathbb{R}} \frac{dy}{(1 + y^2)^{\frac{1+2s}{2}}} \to 0,
\]

as $x \to +\infty$. By combining this with (A.9) and (A.8), we conclude that
\[
\lim_{x \to +\infty} x^{2s} \{ I_4(x) + A \} = \text{P.V.} \int_{-\frac{1}{2}}^{\frac{1}{2}} \frac{1 - (1 - t)^{-1-2s}}{|t|^{1+2s}} \, dt + \int_{\mathbb{R} \setminus (-\frac{1}{2}, \frac{1}{2})} \frac{dt}{|t|^{1+2s}}. \tag{A.10}
\]

Identity (A.2) follows from this, (A.5), (A.6), and (A.7).

Similarly, we have the following expansion for $\omega_2$.

**Lemma A.2.** It holds
\[
\frac{(-\Delta)^s \omega_2(x)}{\omega_2(x)} = -\int_{\mathbb{R}} \omega_1(y) \, dy + \lambda_{2,s} |x|^{-2s} + o(|x|^{-2s}) \quad \text{as } x \to \pm \infty, \tag{A.11}
\]

for some constant $\lambda_{2,s} \in \mathbb{R}$. In particular,
\[
|(-\Delta)^s \omega_2(x)| \leq C_2 |\omega_2(x)| \quad \text{for all } x \in \mathbb{R}, \tag{A.12}
\]

for some constant $C_2 > 0$.

**Proof.** As in Lemma A.1, it is enough to verify (A.11) for $x \to +\infty$. We decompose $(-\Delta)^s \omega_2(x)/\omega_2(x)$ as
\[
\frac{(-\Delta)^s \omega_2(x)}{\omega_2(x)} = \omega_1(x) + J_2(x) + J_3(x) + J_4(x),
\]

as
with
\[
J_1(x) := \frac{1}{\omega_2(x)} \int_{\frac{x}{2}}^{\frac{3x}{2}} \omega_2(x) - \omega_2(y) - \omega'_2(x)(x - y) \, dy,
\]
\[
J_2(x) := \frac{1}{\omega_2(x)} \int_{(-\infty,-\frac{x}{2}) \cup (\frac{x}{2}, +\infty)} \omega_2(x) - \omega_2(y) \, dy,
\]
\[
J_3(x) := \int_{-\frac{x}{2}}^{\frac{x}{2}} \frac{dy}{|x - y|^{1+2s}}, \quad \text{and} \quad J_4(x) := -\frac{1}{\omega_2(x)} \int_{-\frac{x}{2}}^{\frac{x}{2}} \frac{\omega_2(y)}{|x - y|^{1+2s}} \, dy.
\]

Arguing as in Lemma A.1.1, it is easy to see that
\[
\lim_{x \to +\infty} x^{2s} \{ J_1(x) + J_2(x) + J_3(x) \} = \text{P.V.} \int_{\mathbb{R}\setminus(-\frac{1}{2}, \frac{1}{2})} \frac{1 - |t|^{-3-2s}}{1 - |t|^{1+2s}} \, dt + \int_{-\frac{1}{2}}^{\frac{1}{2}} \frac{dt}{1 - |t|^{1+2s}}. \quad \text{(A.13)}
\]
To deal with \( J_4(x) \), we first observe that \((1 + 2s)\omega_2 = -\omega'_1 \) and integrate by parts, obtaining
\[
J_4(x) = \frac{2^{1+2s} \left( 1 - 3^{-1-2s} \right)}{1+2s} \frac{\omega_1(x/2)}{x^{1+2s} \omega_2(x)} - \frac{1}{\omega_2(x)} \int_{-\frac{x}{2}}^{\frac{x}{2}} \frac{\omega_1(y)}{(x - y)^{2+2s}} \, dy.
\]
Writing \( A := \int_{\mathbb{R}} \omega_1(y) \, dy \) and changing variables appropriately, we then have
\[
x^{2s} \{ J_4(x) + A \} = \frac{2^{1+2s} \left( 1 - 3^{-1-2s} \right)}{1+2s} \frac{1 + x^2}{x^2} \left( \frac{1 + x^2}{1 + x^2/4} \right)^{\frac{1+2s}{2}} + \int_{\mathbb{R}\setminus(-\frac{1}{2}, \frac{1}{2})} \frac{x^2}{1 + t^2 x^2} \, dt
\]
\[
+ \frac{1 + x^2}{x^2} \int_{-\frac{1}{2}}^{\frac{1}{2}} \frac{1 + x^2}{1 + t^2 x^2} \left\{ \left( \frac{x^2}{1 + x^2} \right)^{\frac{3+2s}{2}} - (1 - t)^{-2-2s} \right\} \, dt,
\]
and therefore
\[
\lim_{x \to +\infty} x^{2s} \{ J_4(x) + A \} = \frac{4^{1+2s} \left( 1 - 3^{-1-2s} \right)}{1+2s} + \int_{\mathbb{R}\setminus(-\frac{1}{2}, \frac{1}{2})} \frac{dt}{|t|^{1+2s}}
\]
\[
+ \lim_{x \to +\infty} \int_{-\frac{1}{2}}^{\frac{1}{2}} \frac{1 + x^2}{1 + t^2 x^2} \left\{ \left( \frac{x^2}{1 + x^2} \right)^{\frac{3+2s}{2}} - (1 - t)^{-2-2s} \right\} \, dt. \quad \text{(A.14)}
\]
As
\[
2(1 + s) \int_{-\frac{1}{2}}^{\frac{1}{2}} \frac{1 + x^2}{1 + t^2 x^2} \left( \frac{1 + x^2}{1 + t^2 x^2} \right)^{\frac{1+2s}{2}} \, t \, dt = 0 \quad \text{for every } x,
\]
we may add this term to the argument of the limit on the second row of (A.14) and, arguing as we did to get (A.10), we deduce that
\[
\lim_{x \to +\infty} x^{2s} \{ J_4(x) + A \} = \frac{4^{1+2s} \left( 1 - 3^{-1-2s} \right)}{1+2s} + \int_{\mathbb{R}\setminus(-\frac{1}{2}, \frac{1}{2})} \frac{dt}{|t|^{1+2s}} + \text{P.V.} \int_{-\frac{1}{2}}^{\frac{1}{2}} \frac{1 - (1 - t)^{-2-2s}}{|t|^{1+2s}} \, dt.
\]
This and (A.13) lead to the asymptotic expansion (A.11).

In order to obtain (A.12), we first observe that, by symmetry, \(\omega_2(0) = (-\Delta)^s \omega_2(0) = 0 \). Also,
\[
\omega'_2(x) = \frac{1 - 2(1 + s)x^2}{(1 + x^2)^{\frac{3+2s}{2}}}.
\]
Hence, \(\omega'_2(0) = 1 \) and applying L’Hôpital’s rule we have
\[
\lim_{x \to 0} \frac{(-\Delta)^s \omega_2(x)}{\omega_2(x)} = \lim_{x \to 0} \frac{(-\Delta)^s \omega_2(x)}{\omega'_2(x)} = (-\Delta)^s \omega'_2(0) = 0 \in \mathbb{R}.
\]
From this, (A.11), the continuity of \(\omega_2 \) and \((-\Delta)^s \omega_2 \), as well as the positivity of \(|\omega_2| \) away from 0, we conclude the validity of (A.12).

Finally, we have the following estimate on the decay of \((-\Delta)^s \omega_3 \). This result is the most important of the subsection for the applications that will follow. \(\square\)
Lemma A.3. It holds
\[ |(-\Delta)^s \omega_3(x)| \leq C_3 |\omega_3(x)| \quad \text{for all } x \in \mathbb{R}, \quad (A.15) \]
for some constant \( C_3 > 0 \).

Proof. As \( w \) is odd, so is \((-\Delta)^s \omega_3\). Consequently, we may reduce ourselves to verify (A.15) for \( x > 0 \).

First, we compute the first and second derivatives of \( \omega_3 \). We have
\[ \omega_3'(x) = \frac{1 - 4sx^2}{(1 + x^2)^{1+s/2}} \quad \text{and} \quad \omega_3''(x) = \frac{(4s + 1)(4sx^2 - 3)x}{(1 + x^2)^{1+s/2}}. \quad (A.16) \]

Since \( \omega_3'(0) = 1 \), using L'Hôpital's rule we infer that
\[ \lim_{x \to 0} \frac{(-\Delta)^s \omega_3(x)}{\omega_3(x)} = \lim_{x \to 0} \frac{(-\Delta)^s \omega_3'(x)}{\omega_3'(x)} = (-\Delta)^s \omega_3'(0) = 1 \in \mathbb{R}. \]

In view of this, of the continuity of \( \omega_3 \) and \((-\Delta)^s \omega_3\), and of the positivity of \( \omega_3 \) in \((0, +\infty)\), it is enough to check (A.15) only for large values of \( x \).

We let \( x > 10 \) and write \((-\Delta)^s \omega_3(x) = \ell_1(x) + \ell_2(x) + \ell_3(x) + \ell_4(x), \)
with
\[
\ell_1(x) := \int_{-\frac{x}{2}}^{\frac{x}{2}} \frac{\omega_3(x) - \omega_3(y) + \omega_3'(x)(y-x)}{|x-y|^{1+2s}} dy, \quad \ell_2(x) := \int_{(-\infty, -\frac{x}{2}) \cup (\frac{x}{2}, +\infty)} \frac{\omega_3(x) - \omega_3(y)}{|x-y|^{1+2s}} dy, \\
\ell_3(x) := \omega_3(x) \int_{-\frac{x}{2}}^{\frac{x}{2}} \frac{dy}{|x-y|^{1+2s}}, \quad \text{and} \quad \ell_4(x) := -\int_{-\frac{x}{2}}^{\frac{x}{2}} \frac{\omega_3(y)}{|x-y|^{1+2s}} dy.
\]

We now proceed to estimate the terms \( \ell_i \) one by one. We begin with \( \ell_1 \). By Taylor’s theorem,
\[ \omega_3(x) - \omega_3(y) + \omega_3'(x)(y-x) = \frac{-\omega_3''(z(x,y))(y-x)^2}{2}, \]
with \( z(x,y) \in [x/2, 3x/2] \). Recalling (A.16), we then have
\[ |\omega_3(x) - \omega_3(y) + \omega_3'(x)(y-x)| \leq \frac{C}{x^{4s+2}}(y-x)^2, \]
for some constant \( C > 0 \) depending only on \( s \). Hence,
\[ |\ell_1(x)| \leq \frac{C}{x^{4s+2}} \int_{-\frac{x}{2}}^{\frac{x}{2}} |y-x|^{1-2s} dy \leq \frac{C}{x^{6s}}. \quad (A.17) \]

To bound \( \ell_2 \), we simply recall definition (A.1) and change variables appropriately:
\[ |\ell_2(x)| \leq \int_{(-\infty, -\frac{x}{2}) \cup (\frac{x}{2}, +\infty)} \frac{\omega_3'(x) + |\omega_3'(y)|}{|x-y|^{1+2s}} dy \leq \frac{C}{x^{4s}} \int_{-\frac{x}{2}}^{\frac{x}{2}} \frac{dz}{z^{1+2s}} \leq \frac{C}{x^{6s}}. \quad (A.18) \]

The computation for \( \ell_3(x) \) is immediate and also gives
\[ |\ell_3(x)| \leq \frac{C}{x^{6s}}. \quad (A.19) \]

We are thus left to deal with \( \ell_4 \). Notice that
\[ \omega_3(x) = \Omega_3'(x), \quad \text{with} \quad \Omega_3(x) = \begin{cases} (1 + x^2)^{1-2s} a_{14-s} & \text{if } s \neq 1/4, \\ \log(1 + x^2)^{1-2s} & \text{if } s = 1/4. \end{cases} \]

Integrating by parts, we then have
\[ \ell_4(x) = -2^{1+2s} (1 - 3^{-1-2s}) x^{-1-2s} \Omega_3\left(\frac{x}{2}\right) + (1 + 2s) \int_{-\frac{x}{2}}^{\frac{x}{2}} \frac{\Omega_3(y)}{(x-y)^{2+2s}} dy. \]
Using that \(|\Omega_3(y)| \leq C\) for every \(|y| \leq 1\) and that \(|\Omega_3(y)| \leq C|y|^{1-4s+\varepsilon}\) for every \(|y| \geq 1\) and \(\varepsilon > 0\) (obviously, one can even take \(\varepsilon = 0\) when \(s \neq 1/4\)), we estimate
\[
|f_4(x)| \leq C_\varepsilon \left(x^{-6s+\varepsilon} + \int_0^1 \frac{dy}{x^{2s+2s}} + \int_1^{\infty} \frac{y^{1-4s+\varepsilon}}{(x-y)^{2s+2s}} \, dy\right)
\leq C_\varepsilon \left(x^{-6s+\varepsilon} + x^{-2s-2s} + x^{-4s} \int_1^{\varepsilon} \frac{dy}{y^{1+2s}}\right) \leq C|x|^4,
\]
where the last inequality follows by taking, say, \(\varepsilon = s\). By combining this with (A.17), (A.18), and (A.19), we infer that \(|(-\Delta)^s \omega_3(x)| \leq Cx^{-4s}\). Since \(\omega_3(x) \geq C^{-1}x^{-4s}\) for \(x > 10\), we conclude that (A.15) holds true. \(\square\)

A.2. **Maximum principles.** We include here a series of maximum principles that will be used in the next subsection to obtain decay estimates for linear equations driven by the fractional Laplacian. As we will be mostly interested in *odd* solutions, the following remark is rather relevant—see also [21, 18] for similar observations.

**Remark A.4.** Let \(v : \mathbb{R} \to \mathbb{R}\) be an odd function and write
\[\mathbb{R}_+ := (0, +\infty).\]
At every point \(x \in \mathbb{R}_+\) for which \((-\Delta)^sv(x)\) is well-defined we have
\[
(-\Delta)^sv(x) = \text{P.V.} \int_0^\infty \frac{v(x) - v(y)}{|x-y|^{1+2s}} \, dy + \int_{-\infty}^0 \frac{v(x) - v(z)}{|x-z|^{1+2s}} \, dz
= \text{P.V.} \int_0^\infty \frac{v(x) - v(y)}{|x-y|^{1+2s}} \, dy + \int_0^{+\infty} \frac{v(x) + v(y)}{(x+y)^{1+2s}} \, dy
= \mathcal{L}_{K_s} v(x) + \frac{x^{-2s}}{s} v(x),
\]
where the second identity follows from the change of variables \(y := -z\) and where we set
\[
\mathcal{L}_{K_s} v(x) := \text{P.V.} \int_{\mathbb{R}_+} \{v(x) - v(y)\} K_s(x, y) \, dy,
\]
with
\[
K_s(x, y) := \frac{1}{|x-y|^{1+2s}} - \frac{1}{(x+y)^{1+2s}} \quad \text{for all } x, y \in \mathbb{R}_+. \tag{A.21}
\]
Notice that
\[
K_s(x, y) > 0 \quad \text{for every } x, y \in \mathbb{R}_+. \tag{A.22}
\]

Our first maximum principle holds for subsolutions of linear integro-differential equations in \(\mathbb{R}_+\) that vanish at zero and at infinity. Here, we can allow for very general operators of the form
\[
\mathcal{L}_{K} \phi(x) := \text{P.V.} \int_{\mathbb{R}_+} \{\phi(x) - \phi(y)\} \, K(x, y) \, dy, \tag{A.23}
\]
for a non-negative kernel \(K : \mathbb{R}_+ \times \mathbb{R}_+ \to \mathbb{R}\). In view of Remark A.4, it can be applied in particular to odd solutions of equations driven by the fractional Laplacian.

**Proposition A.5.** Let \(K : \mathbb{R}_+ \times \mathbb{R}_+ \to \mathbb{R}\) and \(d : \mathbb{R}_+ \to \mathbb{R}\) be two measurable functions, with \(K\) non-negative and \(d\) satisfying
\[d(x) \geq \delta \quad \text{for all } x \in \mathbb{R}_+, \tag{A.24}\]
for some constant \(\delta > 0\). Let \(\phi \in C^0(\mathbb{R}_+)\) be such that
\[
\lim_{x \to 0^+} \phi(x) = \lim_{x \to +\infty} \phi(x) = 0. \tag{A.25}\]
Assume that, for every \(x \in \mathbb{R}_+\), the quantity \(\mathcal{L}_{K} \phi(x)\) as in (A.23) is well-defined and satisfies
\[
\mathcal{L}_{K} \phi + d \phi \leq 0 \quad \text{in } \mathbb{R}_+. \tag{A.26}\]
Then, \(\phi \leq 0\) in \(\mathbb{R}_+\).
Proof. Suppose, by contradiction that \( \phi(x_*) > 0 \) at some \( x_* \in \mathbb{R}_+ \). In view of assumption (A.25) and the continuity of \( \phi \) in \( \mathbb{R}_+ \), there exists \( x_M \in \mathbb{R}_+ \) at which \( \phi(x_M) = \max_{\mathbb{R}_+} \phi > 0 \). Thanks to the non-negativity of \( K \), hypothesis (A.24) on \( d \), and equation (A.26), at this point it holds
\[
0 \geq \mathcal{L}_K \phi(x_M) + d(x_M) \phi(x_M) \geq \delta \phi(x_M),
\]
which is clearly a contradiction. Consequently, \( \phi \leq 0 \) in the whole \( \mathbb{R}_+ \).

Next is a modification of the previous result, which holds for bounded subsolutions in \( (L, +\infty) \), with \( L > 0 \), regardless of their behavior at infinity. Notice that here we take \( K \) to be the kernel \( K_s \) defined by (A.21).

**Proposition A.6.** Let \( \phi \in L^\infty(\mathbb{R}_+) \cap C^\alpha_{\text{loc}}(\mathbb{R}_+) \), for some \( \alpha > 2s \), be such that
\[
\mathcal{L}_K \phi + d \phi \leq 0 \quad \text{in} \quad (L, +\infty),
\]
for some measurable function \( d : (L, +\infty) \to \mathbb{R} \) satisfying
\[
d(x) \geq \delta \quad \text{for all} \quad x > L,
\]
for some constants \( \delta, L > 0 \). Assume that \( \phi \leq 0 \) in \( (0, L] \). Then, \( \phi \leq 0 \) in \( \mathbb{R}_+ \).

This result is an immediate consequence of the following lemma, which can be seen as a one-dimensional, nonlocal version of the weak Omori-Yau maximum principle studied, e.g., in [30].

**Lemma A.7.** Let \( \phi \in L^\infty(\mathbb{R}_+) \cap C^\alpha_{\text{loc}}(\mathbb{R}_+) \), for some \( \alpha > 2s \), and assume that
\[
\phi^* := \sup_{\mathbb{R}_+} \phi > \sup_{(0,L)} \phi,
\]
for some \( L > 0 \). Then, there exists a sequence of points \( \{x_k\} \subset (L, +\infty) \) such that
\[
\phi^* - \phi(x_k) < \frac{1}{k} \quad \text{and} \quad \mathcal{L}_K \phi(x_k) > -\frac{1}{k},
\]
for every \( k \in \mathbb{N} \).

**Proof.** Let \( \sigma \in (0, 2s) \) be fixed and
\[
\eta(x) := |x|^{\sigma-1}x \quad \text{for} \quad x \in \mathbb{R}.
\]
We claim that there exists a constant \( C > 0 \), depending only on \( s, \sigma, \) and \( L \), for which
\[
|(-\Delta)^s \eta(x)| \leq C \quad \text{for all} \quad x \geq L.
\]
This follows from a simple computation. Indeed, since
\[
\eta''(x) = \sigma(\sigma - 1)x^{\sigma-2} \quad \text{for all} \quad x > 0,
\]
and
\[
|\eta(y)| = |y|^\sigma \leq C_\sigma (x^\sigma + |x - y|^\sigma) \quad \text{for all} \quad x > 0, \ y \in \mathbb{R},
\]
it is immediate to see that
\[
|(-\Delta)^s \eta(x)| \leq \int_{\frac{x}{2}}^{3x} \frac{|\eta(x) - \eta(y) - \eta'(x)(x-y)|}{|x-y|^{1+2s}} \, dy + \int_{(-\infty, \frac{x}{2}) \cup (\frac{3x}{2}, +\infty)} \frac{|\eta(x)| + |\eta(y)|}{|x-y|^{1+2s}} \, dy
\]
\[
\leq C \left( x^{\sigma-2} \int_{0}^{\frac{x}{2}} z^{1-2s} \, dz + x^{\sigma} \int_{\frac{x}{2}}^{1+\infty} \frac{dz}{z^{1+2s}} + \int_{\frac{3x}{2}}^{1+\infty} z^{\sigma-1-2s} \, dz \right) \leq C x^{\sigma-2s} \leq C.
\]
As \( \eta \) is odd, by relation (A.20) estimate (A.31) yields that
\[
|\mathcal{L}_K \eta(x)| \leq C_* \quad \text{for all} \quad x \geq L,
\]
for some constant \( C_* > 0 \) depending only on \( s, \sigma, \) and \( L \).

Let now \( \{\varepsilon_j\} \) be an infinitesimal sequence of positive numbers and define
\[
\phi_j(x) := \phi(x) - \varepsilon_j \eta(x) \quad \text{for} \quad x \in \mathbb{R}_+.
\]
Since \( \phi_j \) is continuous in \( \mathbb{R}_+ \) and we have
\[
\sup_{(0,L)} \phi_j \leq \sup_{(0,L)} \phi \quad \text{and} \quad \lim_{x \to +\infty} \phi_j(x) = -\infty,
\]
in view of hypothesis (A.29) it is clear that there exists a point $y_j > L$ such that
\[ \phi_j(y_j) \geq \phi_j(x) \quad \text{for all } x \in \mathbb{R}_+, \]  
(A.33)
at least for $j$ large enough. Recalling (A.22), we deduce that $\mathcal{L}_K \phi_j(y_j) \geq 0$ and, therefore, by the linearity of $\mathcal{L}_K$, and the bound (A.32), that
\[ \mathcal{L}_K \phi_j(y_j) \geq \varepsilon_j \mathcal{L}_K \eta(y_j) \geq -C \varepsilon_j. \]  
(A.34)
On the other hand, let $\{z_k\} \subset (L, +\infty)$ be any sequence of points satisfying $\phi^* - \phi(z_k) < 1/(2k)$ for every $k \in \mathbb{N}$. Then, applying (A.33) with $x = z_k$, we get
\[ \phi(y_j) \geq \phi(z_k) - \varepsilon_j \eta(z_k) + \varepsilon_j \eta(y_j) \geq \phi^* - \frac{1}{2k} - \varepsilon_j |z_k|^\sigma \quad \text{for every large } j \text{ and } k. \]  
(A.35)
For any fixed $k$, let now $j = j_k$ be sufficiently large to have $C \varepsilon_j \leq 1/k$ and $\varepsilon_j |z_k|^\sigma < 1/(2k)$. From (A.34) and (A.35) it then follows that the conclusion (A.30) holds true with $x_k := y_{j_k}$. \hfill \Box

With this in hand, we may now proceed to establish Proposition A.6.

Proof of Proposition A.6. Suppose, by contradiction, that $\phi^* := \sup_{\mathbb{R}_+} \phi > 0$. As $\sup_{(0,L)} \phi \leq \phi^*$, we can apply Lemma A.7 and deduce the existence of a sequence of points $\{x_k\} \subset (L, +\infty)$ for which (A.30) holds true. Evaluating (A.27) along this sequence, we get
\[ 0 \geq \mathcal{L}_K \phi(x_k) + d(x) \phi(x_k) \geq -\frac{1}{k} + \delta \left( \phi^* - \frac{1}{k} \right), \]
for every $k$ sufficiently large. Letting $k \to +\infty$, we obtain $0 \geq \delta \phi^*$, which contradicts our assumptions. We conclude that $\phi \leq 0$ in the whole $\mathbb{R}_+$. \hfill \Box

Through similar techniques, we also have the following result, which holds for general subsolutions of equations set in the whole real line and driven by the fractional Laplacian, under no symmetry assumptions.

Proposition A.8. Let $\phi \in L^\infty(\mathbb{R}) \cap C^{\alpha}_{\text{loc}}(\mathbb{R})$, for some $\alpha > 2s$, be such that
\[ (-\Delta)^s \phi + d \phi \leq 0 \quad \text{in } \mathbb{R} \setminus [-L,L], \]  
(A.36)
for some measurable function $d : \mathbb{R} \setminus [-L,L] \to \mathbb{R}$ satisfying
\[ d(x) \geq \delta \quad \text{for all } x \in \mathbb{R} \setminus [-L,L], \]  
(A.37)
for some constants $\delta, L > 0$. Assume that $\phi \leq 0 \text{ in } [-L,L]$. Then, $\phi \leq 0 \text{ in } \mathbb{R}$.

Proof. The argument is almost identical to those used to prove Lemma A.7 and Proposition A.6.

Assume by contradiction that $\phi^* := \sup_{\mathbb{R}} \phi > 0$. First, one shows that there exists a sequence of points $\{x_k\} \subset \mathbb{R} \setminus [-L,L]$ such that $\phi^* - \phi(x_k) < 1/k$ and $(-\Delta)^s \phi(x_k) > -1/k$ for every $k \in \mathbb{N}$. This can be done as in Lemma A.7, using that, by hypothesis, $\phi \leq 0 \text{ in } [-L,L]$ and considering perturbations $\phi_j := \phi - \varepsilon_j \eta$ determined by, e.g., the function $\eta(x) := (1 + x^2)^{\sigma/2}$, with $\sigma \in (0,2s)$. Observe that $\left| (-\Delta)^s \eta(x) \right| \leq C$ for all $x \in \mathbb{R}$ and for some constant $C$ depending only on $s$ and $\sigma$.

Then, evaluating (A.36) at $x_k$, we obtain $0 \geq (-\Delta)^s \phi(x_k) + d(x_k) \phi(x_k) \geq -1/k + \delta (\phi^* - 1/k)$ for $k$ large enough. Letting $k \to +\infty$, we get a contradiction. \hfill \Box

A.3. Decay estimates. We now deal with the proofs of the main results of the sections. Before moving forward, we spend a few words on the regularity properties of the layer solution $w$.

Remark A.9. In view of, say, [4, Lemma 4.4], since $W$ is of class $C^3$ we know that $w \in C^{2,\alpha}(\mathbb{R})$, for some $\alpha \in (0,1)$. By differentiating equation (1.4) twice, we see that $w''$ satisfies
\[ (-\Delta)^s w'' = -W'''(w)w'' - W'''(w)(w')^2 \quad \text{in } \mathbb{R}. \]  
(A.38)
If $W \in C^{3,1}(\mathbb{R})$, then the right-hand side of this equation lies in $C^{\alpha}(\mathbb{R})$. Using [32, Proposition 2.8], we then get that $w'' \in C^{2s+\alpha}(\mathbb{R})$. Accordingly, the regularity of the right-hand side of (A.38) improves to $C^{2s+\alpha}$ and thus the solution $w''$ belongs to $C^{\min\{4s+\alpha,1+2s\}}$. By applying this argument a finite number of times (as in the proofs of [4, Lemma 4.4] or [10, Proposition 3.13]), we eventually obtain that $w'' \in C^{1+2s}(\mathbb{R})$. Differentiating (A.38), we have that $w'''$ solves
\[ (-\Delta)^s w''' = -W'''(w)w''' - 3W'''(w)w''w'' - W'''(w)(w')^3 \quad \text{in } \mathbb{R}. \]
Assuming the potential $W$ to be of class $C^{4,1}$ and proceeding as before, one gets that $w''' \in C^{1+2s}(\mathbb{R})$.
Knowing this, we now proceed with the proofs of Propositions 5.1 and 5.2.
Following the approach of [15, Section 6], we take \( \omega_1 \) as in (A.1) and define
\[
A := \int_{0}^{+\infty} \omega_1(x) \, dx \tag{A.39}
\]
and
\[
\Omega(x) := \frac{1}{2} \left( 1 + \frac{1}{A} \int_{0}^{x} \omega_1(y) \, dy \right). \tag{A.40}
\]
The function \( \Omega \) is strictly increasing and it satisfies \( \Omega(0) = 1/2 \),
\[
\Omega(x) = 1 - \Omega(-x) \quad \text{for all } x \in \mathbb{R}, \tag{A.41}
\]
and \( \lim_{x \to +\infty} \Omega(x) = 1 \). Moreover,
\[
\Omega'(x) = \frac{\omega_1(x)}{2A} \quad \text{and} \quad \Omega''(x) = \frac{\omega_1'(x)}{2A} = -\frac{1 + 2s}{2A} \omega_2(x) \quad \text{for all } x \in \mathbb{R},
\]
where \( \omega_2 \) is defined in (A.1). Finally, a straightforward computation shows that
\[
\left| \Omega(x) - \chi_{(0, +\infty)}(x) \right| + \frac{1}{4sA} \frac{x}{|x|^{1+2s}} \leq \frac{1}{2A} \frac{1}{|x|^{2+2s}} \quad \text{for all } x \in \mathbb{R}. \tag{A.42}
\]
Set now
\[
L(x) := -(-\Delta)^s \Omega(x) \quad \text{for } x \in \mathbb{R}.
\]
Since \( \Omega \) is injective, we can consider its inverse \( \Omega^{-1} : (0, 1) \to \mathbb{R} \) and define
\[
V(r) := \int_{-1}^{r} L(\Omega^{-1}(\rho)) \, d\rho \quad \text{for } r \in (0, 1). \tag{A.43}
\]
It is clear that, with this choice, \( \Omega \) solves the equation
\[
(-\Delta)^s \Omega + V'(r) = 0 \quad \text{in } \mathbb{R}. \tag{A.44}
\]
In addition, from (A.41) we infer that \( \Omega^{-1} \) and \( L \) are both odd (w.r.t. 1/2 and 0, respectively). Consequently, \( V' = L \circ \Omega^{-1} \) is also odd w.r.t. 1/2 and \( V \) is even w.r.t. 1/2. Finally, we have
\[
V'(r) = L(\Omega^{-1}(r)) = -(-\Delta)^s \Omega(\Omega^{-1}(r)),
\]
\[
V''(r) = \frac{L'(\Omega^{-1}(r))}{\Omega'(\Omega^{-1}(r))} = \frac{(-\Delta)^s \omega_1(\Omega^{-1}(r))}{\omega_1(\Omega^{-1}(r))},
\]
\[
V'''(r) = \frac{\Omega'(\Omega^{-1}(r))L''(\Omega^{-1}(r)) - \omega_1(\Omega^{-1}(r))L'(\Omega^{-1}(r))}{\omega_1(\Omega^{-1}(r))^3}
\]
\[
= 2(1 + 2s)A \frac{\omega_1(\Omega^{-1}(r))(-\Delta)^s \omega_2(\Omega^{-1}(r)) - \omega_2(\Omega^{-1}(r))(-\Delta)^s \omega_1(\Omega^{-1}(r))}{\omega_1(\Omega^{-1}(r))^3},
\]
for all \( r \in (0, 1) \). From this, recalling Lemmas A.1 and A.2, it follows that
\[
\lim_{r \to 0} V'(r) = - \lim_{x \to -\infty} (-\Delta)^s \Omega(x) = 0,
\]
\[
\lim_{r \to 0} V''(r) = - \lim_{x \to -\infty} \frac{(-\Delta)^s \omega_1(x)}{\omega_1(x)} = 2A,
\]
\[
\lim_{r \to 0} V'''(r) = 2(1 + 2s)A \lim_{x \to -\infty} \frac{\omega_1(x)(-\Delta)^s \omega_2(x) - \omega_2(x)(-\Delta)^s \omega_1(x)}{\omega_1(x)^3}
\]
\[
= -2(1 + 2s)A \lim_{x \to -\infty} |x|^{2s} \left\{ \frac{(-\Delta)^s \omega_2(x)}{\omega_2(x)} - \frac{(-\Delta)^s \omega_1(x)}{\omega_1(x)} \right\}
\]
\[
= 2(1 + 2s)A (\lambda_{1,s} - \lambda_{2,s}). \tag{A.45}
\]
Consequently, \( V \) can be extended to a function of class \( \mathcal{C}^3([0, 1]) \), which is even w.r.t. 1/2 and satisfies
\[
V(0) = V(1) = V'(0) = V'(1) = 0 \quad \text{and} \quad V''(0) = V''(1) = 2A. \tag{A.46}
\]
To prove Proposition 5.1, we will make use of the following abstract decay estimate.
Proposition A.10. Let \( d, f : \mathbb{R}_+ \to \mathbb{R} \) be two measurable functions satisfying (A.24) and
\[
|f(x)| \leq M \frac{x}{(1 + x^2)^{\frac{4 + \epsilon}{2}}} \quad \text{for all } x \in \mathbb{R}_+,
\]
for two constants \( \delta, M > 0 \). Let \( v \in C^\alpha_{\text{loc}}(\mathbb{R}) \), for some \( \alpha > 2s \), be an odd function satisfying \[
\lim_{x \to \pm \infty} v(x) = 0
\]
and
\[
(-\Delta)^s v + dv = f \quad \text{in } \mathbb{R}_+.
\]
Then, there exists a constant \( C > 0 \), depending only on \( s, \delta, \) and \( M \), such that
\[
|v(x)| \leq C \frac{|x|}{(1 + x^2)^{\frac{4 + \epsilon}{2}}} \quad \text{for all } x \in \mathbb{R}.
\]

Proof. Let \( \omega_3 \) be the function defined in (A.1). For \( \varepsilon \in (0, 1] \) to be decided later, consider its rescaling \( \omega_3^{(\varepsilon)}(x) := \omega_3(\varepsilon x) \).

Using that \( \varepsilon \lesssim 1 \), it is easy to see that
\[
\varepsilon \omega_3(x) \lesssim \omega_3^{(\varepsilon)}(x) \lesssim \varepsilon^{-4s} \omega_3(x) \quad \text{for all } x \in \mathbb{R}_+.
\]

Moreover, in light of Lemma A.3, the function \( \omega_3^{(\varepsilon)} \) satisfies
\[
(-\Delta)^s \omega_3^{(\varepsilon)}(x) = \varepsilon^{2s}(-\Delta)^s \omega_3(\varepsilon x) \geq -C_3 \varepsilon^{2s} \omega_3(\varepsilon x) = -C_3 \varepsilon^{2s} \omega_3^{(\varepsilon)}(x) \quad \text{for all } x \in \mathbb{R}_+.
\]

Therefore, taking \( \varepsilon := \min\{2C_3/\delta)^{-1/2s}, 1\} \) and using hypothesis (A.24), we get that
\[
(-\Delta)^s \omega_3^{(\varepsilon)} + d \omega_3^{(\varepsilon)} \geq \frac{\delta}{2} \omega_3^{(\varepsilon)} \quad \text{in } \mathbb{R}_+.
\]

Thanks to this, assumption (A.47) on \( f \), the equation (A.49) for \( v \), the definition (A.1) of \( \omega_3 \), and the left-hand inequality in (A.51), we have that \( \phi := v - 2M(\delta \varepsilon)^{-1} \omega_3^{(\varepsilon)} \) satisfies
\[
(-\Delta)^s \phi + d\phi \leq 0 \quad \text{in } \mathbb{R}_+.
\]

Observe that \( \phi \) is a bounded odd function of class \( C^\alpha \), with \( \alpha > 2s \). In view of Remark A.4, we may then rewrite (A.52) as
\[
\mathcal{L}_K \phi + d\phi \leq 0 \quad \text{in } \mathbb{R}_+,
\]
with \( d(x) := d(x) + x^{-2s}/s \). Notice that \( d \geq d > \delta \) in \( \mathbb{R}_+ \) and that \( K_\alpha \) is positive. Furthermore, \( \phi \) satisfies (A.25). Hence, we can apply Proposition A.5 and deduce that \( \phi \leq 0 \in \mathbb{R}_+ \). Taking into account the right-hand inequality in (A.51), this means that \( v \leq C \omega_3 \) in \( \mathbb{R}_+ \), for some constant \( C > 0 \) depending only on \( s, \delta, \) and \( M \). As the same argument can be applied to \( -v \) instead of \( v \), we conclude that (A.50) holds true. \( \Box \)

We can now address Proposition 5.1.

Proof of Proposition 5.1. For \( a > 0 \), consider the rescaling \( \omega_1^{(a)}(x) := \omega_1(ax) \) of the function \( \omega_1 \) defined by (A.1). Associated to this function, we also have the constant \( A_{\alpha} \) and the function \( \Omega_\alpha \), defined analogously to (A.39) and (A.40). It is immediate to verify that \( A_{\alpha} = A/a \) and \( \Omega_\alpha = \Omega(a \cdot) \). Recalling (A.44), it is also easy to see that \( \Omega_\alpha \) satisfies the equation
\[
(-\Delta)^s \Omega_\alpha + V'_\alpha(\Omega_\alpha) = 0 \quad \text{in } \mathbb{R},
\]
where \( V_\alpha(r) := a^{2s}V(r) \) for every \( r \in [-1,1] \) and \( V \) is defined by (A.43). Notice that \( V_\alpha \in C^3([0,1]) \) and that it is even w.r.t. 1/2. Furthermore, as a consequence of (A.46), it satisfies
\[
V_\alpha(0) = V_\alpha(1) = V'_\alpha(0) = V'_\alpha(1) = 0 \quad \text{and} \quad V''_\alpha(0) = V''_\alpha(1) = 2a^{2s}A.
\]

The choice \( a := (W''(0)/(2A))^{1/2s} \) gives that \( V''_\alpha(0) = V''_\alpha(1) = W''(0) = W''(1) \). Moreover, the asymptotic expansion (A.42) for \( \Omega \) translates into
\[
\left| \Omega_\alpha(x) - \chi_{(0,\infty)}(x) + \frac{1}{2sW''(0)} \frac{x}{|x|^{1+2s}} \right| \leq \frac{C}{|x|^{2+2s}} \quad \text{for all } x \in \mathbb{R},
\]
for some constant $C > 0$ depending only on $s$ and $W$. Thus, (5.7) will be proved if we show that
\[ |w(x) - \Omega_a(x)| \leq \frac{C}{|x|^{4s}} \quad \text{for all } x \in \mathbb{R}. \] (A.53)

To do this, we consider the difference $v := w - \Omega_a$. In light of (5.6) and (A.41), we know that $v$ is odd. Moreover, it satisfies
\[ (-\Delta)^s v = -W'(w) + V'_a(\Omega_a) \quad \text{in } \mathbb{R}. \] (A.54)

Using that $W'(1) = V'_a(1) = 0$ and $W''(1) = V''_a(1)$, we have the Taylor expansions
\[ W'(r) = W''(1)(r - 1) + \frac{W'''(1)(\theta_1(r)(1 - r))}{2}(r - 1)^2, \]
\[ V'_a(r) = W''(1)(r - 1) + \frac{V''_a(\theta_2(r)(1 - r))}{2}(r - 1)^2, \] (A.55)

for all $r \in (0, 1)$ and for some $\theta_1(r), \theta_2(r) \in [0, 1]$. Consequently, in view of (5.2), of the the fact that $\Omega_a - \chi_{(0, +\infty)}$ has the same decay, and of the $C^3([0, 1])$ regularity of $W$ and $V_a$, we have
\[ -W'(w(x)) + V'_a(\Omega_a(x)) = -W''(1)(w(x) - \Omega_a(x)) + O(|x|^{-4s}) \quad \text{as } x \to +\infty. \]

Hence, equation (A.54) can be rewritten as
\[ (-\Delta)^s v + W''(1)v = f \quad \text{in } \mathbb{R}, \] (A.56)

for some odd $C^1$ function $f$ satisfying the decay estimate (A.47), with $M > 0$ depending only on $s$ and $W$. Since $v$ also satisfies the limit condition (A.48), we can apply Proposition A.10, from which (A.53) plainly follows.

**Remark A.11.** When $s = 1/2$, the auxiliary potential $V$ satisfies $V'''(0) = 0$. This can be checked, through the last identity in (A.45), by verifying that the two constants $\lambda_{1,1/2}$ and $\lambda_{2,1/2}$ found in Lemmas A.1 and A.2 coincide. Alternatively—and more easily—one can deduce it from definition (A.43), by realizing that $\Omega$ is the layer solution corresponding to the explicit potential $V(r) = \frac{1}{4\pi r}(1 - \cos(2\pi r))$—see [33, 6].

As a consequence of the vanishing of $V'''(0)$, when $W \in C^4(\mathbb{R})$ one can get a sharp version of (5.7), in which its right-hand side decays as $|x|^{-3}$, instead of $|x|^{-4s} = |x|^{-2}$. To see this, it suffices to notice that, in this case, the Taylor expansions (A.55) give that $W'(r)$ and $V'_a(r)$ are approximated by their linear parts with an error of the order of $(1 - r)^3$. From this, it follows that the function $f$ appearing in (A.56) decays as $x^{-6s} = x^{-3}$ as $x \to +\infty$. One then concludes by observing that this decay is transferred to $v$, a fact that can be established via a conveniently modified version of Proposition A.10, proved using $\omega_2$ instead of $\omega_3$ as a barrier.

For $s \neq 1/2$, it seems that $\lambda_{1,s}$ and $\lambda_{2,s}$ are generally not equal, and therefore that $V'''(0) \neq 0$. As a result, the improvement just described cannot be performed as is. We believe it would be very interesting to understand whether a different auxiliary function can be used in place of $\Omega$, to change $V$ into a new even potential that still satisfies (A.46), but with vanishing third derivative at 0. This would lead to the improvement of (5.7).

We now move on to the proof of Proposition 5.2. To carry it through, we first need the following two auxiliary estimates.

**Proposition A.12.** Let $f : \mathbb{R} \to \mathbb{R}$ be two measurable functions satisfying (A.28) and
\[ |f(x)| \leq \frac{M}{(1 + |x|)^{2+2s}} \quad \text{for all } x > L, \] (A.57)

for three constants $\delta, L, M > 0$. Let $v \in L^\infty(\mathbb{R}) \cap C^\alpha_{\text{loc}}(\mathbb{R})$, for some $\alpha > \max\{2s, 1\}$, be an odd function satisfying
\[ (-\Delta)^s v + dv = f \quad \text{in } (L, +\infty). \] (A.58)

Then, there exists a constant $C > 0$, depending only on $\delta, L, M$, and $\|v\|_{L^\infty(0,L)}$, such that
\[ |v(x)| \leq \frac{C}{(1 + |x|)^{2+2s}} \quad \text{for all } x \in \mathbb{R}_+. \]
Proof. Let \( \omega_2 \) be as in (A.1) and, like in the proof of Proposition A.10, let
\[
\omega_2^{(e)}(x) := \omega_2(\varepsilon x),
\]
for \( \varepsilon \in (0, 1] \). We have
\[
\varepsilon \omega_2(x) \leq \omega_2^{(e)}(x) \leq \varepsilon^{-2-2s} \omega_2(x) \quad \text{for all } x \in \mathbb{R}_+ \quad (A.59)
\]
and, using inequality (A.12) of Lemma A.11,
\[
(-\Delta)^s \omega_2^{(e)}(x) = \varepsilon^{2s}(-\Delta)^s \omega_2(\varepsilon x) \geq -C_2 \varepsilon^{2s} \omega_2(\varepsilon x) = -C_2 \varepsilon^{2s} \omega_2^{(e)}(x) \quad \text{for all } x \in \mathbb{R}_+.
\]
Hence, taking \( \varepsilon := \min\{2C_2/\delta, 1\} \) and using that \( d \) satisfies (A.28), we conclude that
\[
(-\Delta)^s \omega_2^{(e)} + d \omega_2^{(e)} \geq \frac{\delta}{2} \omega_2^{(e)} \quad \text{for all } x > L. \quad (A.60)
\]

Let now
\[
C_0 := \frac{1}{\varepsilon} \max \left\{ (1 + L^2) \frac{3+2s}{2} \|v'\|_{L^\infty(0,L)}, \frac{1 + L (2M)^2}{L} \right\}
\]
and define \( \phi := -v - C_0 \omega_2^{(e)} \). By the right-hand bound in (A.59) and the fact that a similar estimate can be proved with \( v \) in place of \( -v \), the proof will be over if we show that
\[
\phi \leq 0 \quad \text{in } \mathbb{R}_+. \quad (A.62)
\]
First, by the left-hand inequality in (A.59), the definition (A.1) of \( \omega_2 \), and (A.61), it holds
\[
-v(x) = -\int_0^x v'(y) \, dy \leq \|v'\|_{L^\infty(0,L)} x \leq C_0 \frac{\varepsilon x}{(1 + L^2) \frac{3+2s}{2}} \leq C_0 \omega_2^{(e)}(x) \quad \text{for all } x \in [0, L].
\]
That is, \( \phi \leq 0 \) in \([0, L] \). Using (A.57), (A.58), (A.60), the left-hand bound in (A.59), and (A.61), it is easy to see that
\[
(-\Delta)^s \phi + d \phi \leq 0 \quad \text{for all } x > L.
\]
As \( \phi \) is odd, recalling identity (A.20) the above inequality can be rephrased as
\[
\mathcal{L}_K \phi + \tilde{d} \phi \leq 0 \quad \text{for all } x > L,
\]
where \( \tilde{d}(x) := d(x) + x^{-2s}/s \). As, by (A.28), \( \tilde{d} \geq \delta \) in \((L, +\infty)\), and \( \phi \leq 0 \) in \((0, L]\), we are in position to apply Proposition A.6 and conclude that (A.62) holds true.

Similarly, we can prove the next estimate for solutions that are not necessarily odd.

Proposition A.13. Let \( d, f : \mathbb{R} \to \mathbb{R} \) be two measurable functions satisfying (A.37) and
\[
|f(x)| \leq \frac{M}{(1 + |x|)^{1+2s}} \quad \text{for all } x \in \mathbb{R} \setminus [-L, L], \quad (A.63)
\]
for three constants \( \delta, L, M > 0 \). Let \( v \in L^\infty(\mathbb{R}) \cap C_{\text{loc}}^\alpha(\mathbb{R}) \), for some \( \alpha > 2s \), be a solution of
\[
(-\Delta)^s v + dv = f \quad \text{in } \mathbb{R} \setminus [-L, L]. \quad (A.64)
\]
Then, there exists a constant \( C > 0 \), depending only on \( s, \delta, L, M \), and \( \|v\|_{L^\infty(\mathbb{R})} \), such that
\[
|v(x)| \leq \frac{C}{(1 + |x|)^{1+2s}} \quad \text{for all } x \in \mathbb{R}. \quad (A.65)
\]
Proof. The argument is similar to those used to prove Propositions A.10 and A.12. Given \( \varepsilon \in (0, 1] \) and \( \omega_1 \) as in (A.1), we define \( \omega_1^{(e)} := \omega_1(\varepsilon \cdot) \). It is easy to check that, if \( \varepsilon \leq (2C_1/\delta)^{-1/2s} \) with \( C_1 \) as in (A.3), then \( \omega_1 \) satisfies
\[
(-\Delta)^s \omega_1^{(e)} + d \omega_1^{(e)} \geq \frac{\delta}{2} \omega_1^{(e)} \quad \text{in } \mathbb{R} \setminus [-L, L].
\]
Hence, setting \( \phi := v - C_* \omega_1^{(e)} \), with \( C_* := \max\{2M/(\delta \varepsilon), (1 + L)^{1+2s}\|v\|_{L^\infty(-L,L)}\} \), from (A.64) and (A.63) it follows that
\[
(-\Delta)^s \phi + d \phi \leq 0 \quad \text{in } \mathbb{R} \setminus [-L, L].
\]
In addition, taking \( \varepsilon \leq 1 \), we get
\[
\phi(x) = v(x) - C_* \omega_1^{(e)}(x) \leq \|v\|_{L^\infty(-L, L)} - C_*(1 + \varepsilon^2 x^2)^{1+2s} \leq 0 \quad \text{for all } x \in [-L, L].
\]
Thus, we can apply Proposition A.8 to $\phi$ and deduce that $\phi \lesssim 0$, that is, $v \lesssim C \omega_1^{(e)}$ in the whole of $\mathbb{R}$. Since the analogous bound from below for $v$ can be established in a similar way, we conclude that (A.65) holds true.

Thanks to the last two results, we are in position to establish Proposition 5.2.

**Proof of Proposition 5.2.** The second derivative $w''$ of the layer solution is odd, bounded, of class $C^{2s+1}$ (recall Remark A.9), and it satisfies equation (A.38), which we rewrite as
\[ (-\Delta)^s w'' + dw'' = f_1 \quad \text{in} \quad \mathbb{R}, \]
with $d := W''(w)$ and $f_1 := -W''(w)(w')^2$. Notice that, thanks to the boundedness of $W''$ and the decay estimate (5.3) for $w'$, we have that
\[ |f_1(x)| \leq \frac{M_1}{(1 + |x|)^{2+4s}} \quad \text{for all} \ x \in \mathbb{R}, \]
for some constant $M_1 > 0$ depending only on $s$ and $W$. Furthermore, as $w(x) \to 1$ as $x \to +\infty$ and $W''$ is continuous, the zeroth order coefficient $d$ satisfies (A.28) for some $L > 0$ and with $\delta := W''(1)/2 > 0$. Consequently, we can apply Proposition A.12 with $v := w''$ and conclude that (5.8) holds true.

We now deal with (5.9). Recalling again Remark A.9, under the assumption that $W \in C^{4,1}(\mathbb{R})$ we have that $w''' \in C^{2s+1}(\mathbb{R})$ and that it satisfies
\[ (-\Delta)^s w''' + dw''' = f_2 \quad \text{in} \quad \mathbb{R}, \]
with $d := W'''(w)$ and $f_2 := -3W'''(w)w'w'' - W'''(w)(w')^3$. Arguing as before, we know that $d$ satisfies (A.37) for some $L > 0$ and with $\delta := W'''(0)/2 = W'''(1)/2 > 0$. Moreover, using (5.3), (5.8), and the boundedness of $W'''$ and $W''''$, we get that
\[ |f_2(x)| \leq \frac{M_2}{(1 + |x|)^{4+4s}} \quad \text{for all} \ x \in \mathbb{R}, \]
for some $M_2 > 0$. Estimate (5.9) then follows after an application of Proposition A.13. \qed

**APPENDIX B. PROOF OF PROPOSITION 6.2**

We address here the regularity estimates of Proposition 6.2. Recalling Definition 6.1, we write the mild solution $u$ of problem (6.3) (with $f = f(x,t)$ in place of $G[u]$) as $u = U_0 + U_1$,

\[ U_0(x,t) := \int_{\mathbb{R}} p(x-z,t-t_0)u_0(z) \, dz \quad \text{for} \ x \in \mathbb{R}, \ t > t_0, \quad (B.1) \]
\[ U_1(x,t) := \int_{t_0}^{t} \int_{\mathbb{R}} p(x-z,t-t) f(z,\sigma) \, dzd\sigma \quad \text{for} \ x \in \mathbb{R}, \ t \in (t_0, t_1). \quad (B.2) \]

To establish Proposition 6.2, we will use the following bounds on the heat kernel $p$, in addition to the properties (P1)-(P6) listed in Section 6:
\[ |\partial_k^p(x,t)| \leq C \ t \left( |x| + t^{1/2s} \right)^{-1-2s-k} \quad \text{for} \ k \in \mathbb{N}, \quad (B.3) \]
\[ |\partial_x p(x,t)| \leq C \ t^{-1} p(x,t), \quad (B.4) \]
for all $x \in \mathbb{R}$, $t > 0$, and for some constant $C > 0$ depending only on $s$ and possibly $k$. A proof of (B.3) can be found in [7, Lemma 2.2], while (B.4) follows from [34, Proposition 2.1].

We begin by dealing with $U_0$.

**Lemma B.1.** Let $u_0 \in L^\infty(\mathbb{R})$ and $U_0$ be given by (B.1). Then, for every $t_0 > t_0$ and $k \in \mathbb{N}$, it holds
\[ \sup_{t > t_0} \|U_0(\cdot,t)\|_{C^k(\mathbb{R})} + \sup_{x \in \mathbb{R}} \|U_0(x,\cdot)\|_{C^1(t_0, +\infty)} \leq C_{t_0} \|u_0\|_{L^\infty(\mathbb{R})}, \quad (B.5) \]
for some constant $C_{t_0}$ depending only on $s$, $k$, and $t_0$. Moreover, if $u_0 \in C^\alpha(\mathbb{R})$ for some $\alpha \in (0, 2s\wedge 1)$, then
\[ \sup_{t > t_0} \|U_0(\cdot,t)\|_{C^{2\alpha}(\mathbb{R})} + \sup_{x \in \mathbb{R}} \|U_0(x,\cdot)\|_{C^{2\alpha}(t_0, t_0+1)} \leq C \|u_0\|_{C^{\alpha}(\mathbb{R})}, \quad (B.6) \]
for some constant $C$ depending only on $s$ and $\alpha$. 

Proof. Up to a translation in the variable \( t \), we may assume that \( t_0 = 0 \). We first address (B.5). On the one hand, using (B.3), (P6), (P3), and a change of coordinates, we have
\[
|\partial_x^k u_0(x,t)| \leq ||u_0||_{L^\infty(\mathbb{R})} \int_{\mathbb{R}} |\partial_x^k p(x-z,t)| \, dz \leq C t^{-k/2} ||u_0||_{L^\infty(\mathbb{R})} \int_{\mathbb{R}} p(y,t) \, dy
\]
(B.7)
for all \( x \in \mathbb{R} \), \( t > t_* > 0 \), and \( k \in \mathbb{N} \cup \{0\} \). On the other hand, by (B.4) and (P3),
\[
|\partial_u u_0(x,t)| \leq ||u_0||_{L^\infty(\mathbb{R})} \int_{\mathbb{R}} |\partial_y p(x-z,t)| \, dz \leq C t^{-1} ||u_0||_{L^\infty(\mathbb{R})} \int_{\mathbb{R}} p(y,t) \, dy \leq C t_*^{-1} ||u_0||_{L^\infty(\mathbb{R})},
\]
for all \( x \in \mathbb{R} \) and \( t > t_* > 0 \). These two inequalities give (B.5).

To prove (B.6), we use once again (P3) to find that
\[
|u_0(x,t) - u_0(y,t)| \leq \int_{\mathbb{R}} p(z,t)|u_0(x-z) - u_0(y-z)| \, dz \leq [u_0]_{C^\alpha(\mathbb{R})}|x-y|^\alpha,
\]
(B.8)
for all \( x, y \in \mathbb{R} \) and \( t > 0 \). On the other hand, taking into account (P5) and changing variables appropriately, we write
\[
u_0(x,t) = t^{-1/2s} \int_{\mathbb{R}} p(t^{-1/2s}(x-z),0)u_0(z) \, dz = \int_{\mathbb{R}} p(w,1)u_0(x-t^{1/2s}w) \, dw.
\]
But then, by (P6) we get
\[
|u_0(x,t) - u_0(x,\tau)| \leq \int_{\mathbb{R}} p(w,1)|u_0(x-t^{1/2s}w) - u_0(x-\tau^{1/2s}w)| \, dw
\]
\[
\leq C[u_0]_{C^\alpha(\mathbb{R})} \left| t^{1/2s} - \tau^{1/2s} \right| \int_{\mathbb{R}} \frac{|w|^\alpha}{(1+|w|)^{1+2s}} \, dw \leq C[u_0]_{C^\alpha(\mathbb{R})}|t-\tau|^2s(1+\frac{1}{2s}),
\]
for all \( x \in \mathbb{R} \) and \( t, \tau \in (0,1) \). Claim (B.6) follows from this, (B.8), and (B.7) with \( k = 0 \).

We now address the regularity of \( U_1 \).

Lemma B.2. Let \( f \in L^\infty(\mathbb{R} \times (t_0,t_1)) \) and \( U_1 \) be given by (B.2). Then, for every \( \sigma \in (0, s) \) \((\sigma < s, \text{if } s = 1/2)\), \( \theta \in (0,1) \), and \( T \geq t_1 - t_0 \), it holds
\[
\sup_{t \in (t_0,t_1)} \|U_1(\cdot, t)\|_{C^{2\sigma}(\mathbb{R})} + \sup_{x \in \mathbb{R}} \|U_1(x, \cdot)\|_{C^\theta(t_0,t_1)} \leq C_T \|f\|_{L^\infty(\mathbb{R} \times (t_0,t_1))},
\]
(B.9)
for some constant \( C_T \) depending only on \( s, \sigma, \theta, \text{and } T \).

Proof. As in Lemma B.1, we assume without loss of generality that \( t_0 = 0 \). We start dealing with the first term on the left-hand side of (B.9). By property (P3), we have
\[
|U_1(x,t)| \leq ||f||_{L^\infty(\mathbb{R} \times (0,t_1))} \text{ for all } x \in \mathbb{R}, \ t \in (0,t_1).
\]
(B.10)

In order to bound the spatial \( C^{2\sigma} \) seminorm of \( U_1 \), we first observe that (B.3) and (P6) give
\[
|\partial_x^j p(x,t) - \partial_x^j p(y,t)| \leq C t^{-j/2s} \left( t^{-1/2s}|x-y| \wedge 1 \right) \left( p(x,t) + p(y,t) \right),
\]
(B.11)
for all \( x, y \in \mathbb{R}, t > 0 \), and \( j \in \mathbb{N} \cup \{0\} \). We then consider separately the two cases \( s \in (0,1/2] \) and \( s \in (1/2,1) \).

When \( s \in (0,1/2] \), we employ (B.11) with \( j = 0 \) in combination with (P3) and compute
\[
|U_1(x,t) - U_1(y,t)| \leq ||f||_{L^\infty(\mathbb{R} \times (0,t_1))} \int_0^t \int_{\mathbb{R}} |p(x-z,\tau) - p(y-z,\tau)| \, dz \, d\tau
\]
\[
\leq C ||f||_{L^\infty(\mathbb{R} \times (0,t_1))} \int_0^t \int_{\mathbb{R}} \left( \tau^{-1/2s}|x-y| \wedge 1 \right) \left( p(x-z,\tau) + p(y-z,\tau) \right) \, dz \, d\tau
\]
\[
\leq C ||f||_{L^\infty(\mathbb{R} \times (0,t_1))} \left( \int_0^t \frac{d\tau}{\tau^{1/2s}} + \int_0^t \frac{d\tau}{\tau^{1/2s}} \right),
\]
for all $t \in (0, t_1)$ and $x, y \in \mathbb{R}$ such that $|x - y| < t^{1/2s}$. It follows that

$$|U_1(x, t) - U_2(y, t)| \leq C\|f\|_{L^\infty(\mathbb{R} \times (0, t_1))} \left\{ \begin{array}{ll} |x - y|^{2s} & \text{if } s \in (0, 1/2), \\ |x - y| \left( 1 + \log \frac{T}{|x - y|} \right) & \text{if } s = 1/2, \end{array} \right. \quad \text{(B.12)}$$

for all such $x, y$, and $t$.

Suppose now that $s \in (1/2, 1)$. In this case, using (B.3) with $k = 1$, (P6), and (P3) we get

$$|\partial_x U_1(x, t)| \leq \|f\|_{L^\infty(\mathbb{R} \times (0, t_1))} \int_0^t \int_{\mathbb{R}} |\partial_x p(x - z, \tau)| \, dz \, d\tau \leq C\|f\|_{L^\infty(\mathbb{R} \times (0, t_1))} \left( \begin{array}{l} \tau^{-1/2s} \left( \int_{\mathbb{R}} \|p(x - z, \tau)\|_1 \, dz \right) \, d\tau \leq C T^{2s-1}\|f\|_{L^\infty(\mathbb{R} \times (0, t_1))}, \end{array} \right. \quad \text{(B.13)}$$

for all $x \in \mathbb{R}$ and $t \in (0, T)$. In addition, applying (B.11) with $j = 1$ and arguing similarly to before, we obtain

$$|\partial_y U_1(x, t) - \partial_y U_1(y, t)| \leq C\|f\|_{L^\infty(\mathbb{R} \times (0, t_1))}|x - y|^{2s-1},$$

for all $t \in (0, t_1)$ and $x, y \in \mathbb{R}$ such that $|x - y| < t^{1/2s}$. From this, (B.10), (B.12), and (B.13), we conclude that the bound for $\sup_{t \in (0, t_1)} \|U_1(\cdot, t)\|_{C^{2s}(\mathbb{R})}$ in (B.9) holds true.

We now move to the time regularity of $U_1$. From (B.4) it follows that

$$|p(x, t) - p(y, \tau)| \leq C|\log t - \log \tau| \left( |p(x, t) + p(x, \tau)| \right),$$

for all $x \in \mathbb{R}$ and $t, \tau \in (0, +\infty)$. Using this and (P3), we compute, for $x \in \mathbb{R}$ and $0 < \tau \leq t < t_1$,

$$|U_1(x, t) - U_1(x, \tau)| \leq \int_0^t \int_{\mathbb{R}} |p(x - z, t - \sigma) - p(x - z, \tau - \sigma)| \, dz \, d\sigma$$

$$+ \int_\tau^t \int_{\mathbb{R}} p(x - z, t - \sigma) |f(z, \sigma)| \, dz \, d\sigma$$

$$\leq C\|f\|_{L^\infty(\mathbb{R} \times (0, t_1))} \left\{ \int_0^\tau |(\log(t - \sigma) - \log(\tau - \sigma))| \, d\sigma + (t - \tau) \right\}$$

$$\leq C\|f\|_{L^\infty(\mathbb{R} \times (0, t_1))} (t - \tau) \left( 1 + \log \frac{T}{t - \tau} \right).$$

Estimate (B.9) for $\sup_{x \in \mathbb{R}} \|U_1(x, \cdot)\|_{C^{s}(0, t_1)}$ follows from this and (B.10).

Proposition 6.2 is an immediate consequence of Lemmas B.1 and B.2.

Appendix C. Non-existence of Stationary Multiple Dislocations

In Theorem 1.1, we constructed a solution $u$ of the parabolic Peierls-Nabarro equation (1.13) that models the evolution of $N \geq 2$ equally oriented dislocations. In particular, at each time $t > T$, the function $u(\cdot, t)$ connects the two zeroes 0 and $N$ of the potential $W$ at $\pm \infty$.

One may wonder whether there exist stationary solutions of (1.13) that have the same property, that is, a solution $v$ of

$$(-\Delta)^sv + W'(v) = 0 \quad \text{in } \mathbb{R},$$

such that $\lim_{x \to -\infty} v(x) = 0$ and $\lim_{x \to +\infty} v(x) = N$, for some integer $N \geq 2$. The answer to this question is known to be negative if we additionally require $v$ to be monotone—this is a simple consequence of the Modica type estimates of [6, 4]—see, for instance, [4, Theorem 2.2]. The same holds true regardless of the monotonicity assumption when $s = 1/2$ and $W(r) = 1 - \cos(2\pi r)$, as in this case bounded solutions of (C.1) have been completely classified by Toland [33].

The aim of this short appendix is to show that no such solution exists (monotone or not) for a general $s \in (0, 1)$ and periodic multi-well potential $W$. Differently from the rest of the paper, the parity of $W$ plays no role here. In fact, we only assume $W$ to satisfy

$$W(r + k) = W(r) \quad \text{for all } r \in \mathbb{R}, \ k \in \mathbb{Z},$$

$$W(r) > 0 \quad \text{for all } r \in (0, 1),$$

$$W(0) = W'(0) = 0, \quad \text{and } W''(0) > 0. \quad \text{(C.2)}$$

We then have the following result. Recall that $w$ is the layer solution of (C.1), i.e., the unique increasing solution of (C.1) satisfying (1.5).
Proposition C.1. Let $s \in (0, 1)$ and $W \in C^{2,1}(\mathbb{R})$ be a potential satisfying (C.2). If $v$ is a bounded solution of (C.1) for which
\[ \lim_{x \to \pm \infty} v(x) \in \mathbb{Z}, \] then either $v$ is constant or it holds
\[ v(x) = w(ax + b) + k \quad \text{for all } x \in \mathbb{R}, \] for some $a \in \{-1, 1\}$, $b \in \mathbb{R}$, and $k \in \mathbb{Z}$.

Proposition C.1 highlights the rigidity of equation (C.1). This is in sharp contrast with other closely related models—such as, for instance, arbitrarily small heterogeneous perturbations of (C.1)—which possess a plethora of qualitatively different solutions connecting the zeroes of the potential $W$—see, e.g., [16] and [9, Section 5].

We do not know whether other solutions of (C.1) exist, besides those mentioned in Proposition C.1 and the periodic ones that will be constructed in [2]—i.e., whether a classification result as that established in [33] for the case $s = 1/2$, $W(r) = 1 - \cos(2\pi r)$ could be established in this more general setting too.

The proof of Proposition C.1 is based on an application of the sliding method, similar to the one used to verify the uniqueness statement of [25, Theorem 2]. Following are the details.

Proof of Proposition C.1. First of all, by the results of [32, Section 2], we know that $v \in C^2(\mathbb{R})$—see also [4, Lemma 4.4]. Up to a vertical translation, we can suppose that $\lim_{x \to -\infty} v(x) = 0$. Then, we either have that $v \equiv 0$, in which case we are done, or at least one between $\sup_{\mathbb{R}} v$ and $-\inf_{\mathbb{R}} v$ is strictly positive. We assume the former to hold, as the latter case can be dealt with analogously.

Set $M := \sup_{\mathbb{R}} v$ and let $k$ be the largest integer strictly smaller than $M$, that is, $k := [M] - 1$. As $M > 0$, we have that $k \geq 0$. For $b \in \mathbb{R}$ and $j \in \mathbb{N}$, consider the function $w_{b,j}(x) := w(x+b)+k+1/j$. We claim that
\[ v < w_{b,j} \text{ in } \mathbb{R}, \text{ if } b \text{ is sufficiently large.} \] (C.5)
Indeed, as $\lim_{x \to -\infty} v(x) = 0$, there exists $L_j > 0$ such that $v(x) < 1/j$ for every $x < -L_j$. Thus, in particular, $v(x) < w_{b,j}(x)$ for every $x < -L_j$ and $b \in \mathbb{R}$. But then, as $\lim_{b \to +\infty} w_{b,j}(-L_j) \geq M + 1/j$ and $w_{b,j}$ is increasing, we have that $v(x) \leq M < w_{b,j}(x)$ for all $x \geq -L_j$, provided $b$ is sufficiently large. This proves (C.5).

Assuming $j > (M - [M] + 1)^{-1}$, we now take $b$ smaller and smaller, until $w_{b,j}$ first touches $v$ from above. That is, we consider $b_j \in \mathbb{R}$ and $\bar{x}_j \in \mathbb{R}$ such that
\[ w_{b_j,j}(\bar{x}_j) = v(\bar{x}_j) \] (C.6)
and
\[ w_{b_j,j}(y) \geq v(y) \quad \text{for all } y \in \mathbb{R}. \] (C.7)
The existence of $b_j$ and $\bar{x}_j$ easily follows from the fact that $\lim_{b \to -\infty} w_{b,j} \equiv k + 1/j < M$. Since both $v$ and $w$ solve (C.1) and (C.6)-(C.7) hold true, we get that
\[ W'(v(\bar{x}_j) - \frac{1}{j}) - W'(v(\bar{x}_j)) = (-\Delta)^s(v - w_{b_j,j})(\bar{x}_j) = \int_{\mathbb{R}} \frac{w_{b_j,j}(y) - v(y)}{|x_j - y|^{1+2s}} dy \geq 0. \] (C.8)
We now claim that $\{\bar{x}_j\}$ is a bounded sequence. If this is not the case, then we can extract a subsequence $\{\bar{x}_{j_i}\}$ such that
\[ \lim_{i \to +\infty} |\bar{x}_{j_i}| = +\infty. \] (C.9)
As $W''(0) > 0$ and $W'$ is 1-periodic—by assumption (C.2)—we have that $W'$ is strictly increasing in all intervals $[k-\varepsilon, k+\varepsilon]$ with $k \in \mathbb{Z}$, for some small $\varepsilon > 0$. In view of (C.3) and (C.9), both $v(\bar{x}_{j_i}) - 1/j_i$ and $v(\bar{x}_{j_i})$ lie in one of those intervals for $i$ large enough. Hence, $W'(v(\bar{x}_{j_i}) - 1/j_i) < W'(v(\bar{x}_{j_i}))$ for all such $i$’s, which clearly contradicts (C.8).

From its boundedness, we infer that, up to a subsequence, $\{\bar{x}_j\}$ converges to some $\bar{x} \in \mathbb{R}$. By virtue of this, we easily deduce that $\{b_j\}$ must be bounded. Indeed, if $b_{j_i} \to -\infty$ as $i \to +\infty$ along some diverging sequence $\{j_i\}$, then from (C.7) we get that $v \leq [M] - 1$ in $\mathbb{R}$, in contradiction with the fact that $M = \sup_{\mathbb{R}} v$. If, otherwise, $b_{j_i} \to +\infty$, then (C.6) gives that $v(\bar{x}) = [M]$. As $v(\bar{x}) \leq \sup_{\mathbb{R}} v = M$ and $[M] \geq M$, we infer that $M = [M]$. Consequently, $M \in \mathbb{N}$ and, using (C.1) and (C.2),
\[ \int_{\mathbb{R}} \frac{M - v(y)}{|x - y|^{1+2s}} dy = -W'(M) = 0. \]
Since \( v \leq M \) in \( \mathbb{R} \), this yields in turn that \( v \equiv M \geq 1 \), contradicting the fact that \( \lim_{y \to -\infty} v(x) = 0 \).

The sequence \( \{b_j\} \) is thus bounded. Up to a subsequence, it then converges to some \( b \in \mathbb{R} \). As both (C.6) and (C.7) pass to the limit, we infer that \( w(\bar{x} + \bar{b}) + k = v(\bar{x}) \) and \( w(y + \bar{b}) + k \geq v(y) \) for all \( y \in \mathbb{R} \). Accordingly, using once again that \( w \) and \( v \) satisfy (C.1)—or letting \( j \to +\infty \) in (C.8)—we obtain

\[
\int_{\mathbb{R}} \frac{w(y + \bar{b}) + k - v(y)}{|x - y|^{1+2s}} \, dy = 0.
\]

Therefore, \( v(y) = w(y + \bar{b}) + k \) for all \( y \in \mathbb{R} \). As this means that \( v \) takes the form (C.4), the proof of the proposition is complete. \( \square \)
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