Abstract: Air temperature is an important physical indicator for urban and architectural environments; however, it is difficult to obtain its distributive characteristics by field measurements owing to the limitations of current measuring instruments. In this context, this study was conducted to demonstrate whether a small and portable ground-based thermal infrared spectroradiometer can be used to estimate the horizontal air temperature distribution in built spaces. For this estimation, we first calculated a forward model using radiative transfer simulations, and the air temperature distribution was inversely estimated from the observed radiance using the model. To regularize the estimated air temperature, we used the maximum a posteriori method, which uses prior information. To verify this estimation method, we conducted measurement experiments in two types of built spaces that had different air temperature distributions within spaces that were approximately 20 m long. Moreover, we conducted a parametric case study on the prior information. As a result, we were able to estimate the air temperature distribution with an average root mean square error (RMSE) of 1.3 °C for all cases when the average RMSE of the prior information for all cases was 2.1 °C. This improvement in the RMSE indicates that this method is able to remotely estimate the horizontal air temperature distribution in built spaces.
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1. Introduction

Air temperature is an important physical indicator that influences the design and functionality of urban and built environments. To realize thermal comfort in urban spaces, it is important to understand the thermal environment at the pedestrian level where people are active [1]. It is also important to monitor the horizontal thermal environment within or between rooms where occupants live to achieve thermal comfort in buildings [2]. Thus, determining the horizontal distribution of air temperature is an important subject of research. In these spaces, even if they are relatively small, the presence of a sensible heat source/sink can cause large air temperature differences. For example, in urban spaces, in shaded areas of high-rise buildings [3] and street canyons [4], low-temperature ground surfaces and building walls act as heat sinks during the day, and a reduction in air temperature of more than 2 °C has been confirmed in some cases. In buildings, depending on the location of the air conditioning vents, a large air temperature distribution is generated in the room (e.g., Huang et al. [5] reported a temperature irregularity of approximately 2.4 °C), which affects the comfort of the occupants. Another example of a large indoor temperature distribution is that at a data center [6]. In a data center, it is
important to control the air conditioning by properly determining the air temperature
distribution caused by the exhaust heat of the servers, which is a sensible heat source, to
ensure stability and reduce the energy consumption of the equipment. Therefore, knowing
the air temperature distribution is imperative for urban climates and indoor environments.

There are several methods to measure the air temperature in the field of building
engineering and urban climatology. All these methods involve the positioning of mea-
suring instruments (for example, thermometers, thermistors, and thermocouples) at the
measurement location [7,8]. These fixed-point observations were carried out based on the
assumption that the observation-point measurement adequately represents the ambient
temperature of the space; however, it has been pointed out that it is difficult to ensure
representativeness in urban areas [9]. Moreover, the above-mentioned methods also suffer
from problems such as the necessity of implementing forced ventilation via erecting a solar
radiation shield because the measurement sensors are easily affected by solar radiation [10].
Additionally, the time constant of measurement is not very sensitive because of the sensor
heat capacity [10]. Meanwhile, mobile observations are sometimes carried out to obtain
the spatial distributions of the air temperature in urban sites [3,11,12]. However, temporal
variations in the meteorological conditions (e.g., dominant wind, solar radiation, and air
temperature) during the observations make it difficult to comprehensively understand the
spatial variations. In addition, mobile observations are limited to ground-level applications
because the sensors are held by people or mounted on bicycles/automobiles.

In contrast, in the field of remote sensing, researchers have measured the vertical
air temperature distribution through atmospheric layers with the use of satellite-based
spectroradiometers [13,14]. Besides, commercial thermal infrared spectroradiometers
have become available for use in urban and architectural applications in recent years [15].
In this context, this study proposes a thermal-infrared-spectroradiometer-based method
to estimate the air temperature distribution of comparatively short horizontal paths in
built spaces. Thus, the application of this remote sensing method to urban and built
environments can enable the remote estimation of the air temperature distribution and
solve the problem of representativeness in built space measurements.

Although there are many reports on measuring the vertical air temperature distri-
bution of long measurement paths through atmospheric layers [16,17], no research has
been conducted on the horizontal short-path air temperature distribution. There are two
significant differences between the inverse estimation of the atmospheric air temperature
distribution (via satellites) and the air temperature distribution in built spaces. First, as
mentioned above, the parameter of interest in built spaces is often the horizontal tempera-
ture distribution. Meanwhile, we note that when considering vertical paths from a satellite,
the temperature sensitivity is maximized at the middle of the path owing to the trade-off
between the properties of the gas components and the transmittance decreasing: the gas
concentration decreases with altitude, with the atmospheric transmittance decreasing with
distance from the satellite [18]. On the other hand, when the horizontal path is considered
as the object of interest, we note that the gas component concentration is uniform in com-
parison with the case of the vertical path. Second, in built spaces, relatively short paths are
considered in comparison with those considered for satellite observations. The paths of
interest usually span $10^0$–$10^2$ m within buildings or $10^3$–$10^4$ m in the case of urban climate
studies. For short paths, the contribution from the air is relatively small, which makes the
estimation of the air temperature difficult. Therefore, the feasibility of the remote sensing
method in measuring the air temperature distribution in urban and built environments has
not been suitably explored. In this study, we first show the theoretical aspects of inverse
estimation of air temperature distribution, we demonstrate its feasibility for built spaces
by conducting experiments in two types of built spaces that had different air temperature
distributions within spaces that were approximately 20 m long.
2. Methods

2.1. Target Phenomena and Accuracy

Our spectroradiometer-based method is applied to built spaces in this study, wherein the observation parameters are the air temperature distributions in a room and the outdoor microclimate. We assumed the spatial scales of $10^{-10^2}$ m for indoors and $10^2$–$10^4$ m for outdoors. We set the target accuracy in this study to 1 °C for the following reasons: In indoor environments, we are often interested in the effect of the air temperature on the thermal comfort of the human body. For example, thermal comfort indices such as the standard effective temperature (SET\*) or the predicted mean vote (PMV) are highly influenced by the air temperature [19]. In addition, the air temperature difference that can be detected by humans is approximately 1 °C [20]. Meanwhile, regarding the outdoor microclimate, the “park cool island” (PCI) effect of a greened area can reduce the air temperature by up to 1–5 °C when compared with the surrounding environment [21]. In general, thermocouples, thermometers, and electrical resistance thermometers are used to measure indoor environments or outdoor microclimates. The accuracy of these thermometers is generally about 0.5 °C [22]. In this regard, it has been pointed out that an error of 1–2 °C is generated in urban and architectural environment measurements because of the effect of solar radiation [23]. In the air conditioning control of buildings, the target accuracy is often set to approximately 1 °C.

The estimation method of the air temperature distribution from a spectroradiometer consists of two processes. The first involves the physical modeling of the relationship between the atmospheric properties and radiance measurements, which is called the forward model or observation equation. In the forward model, given the atmospheric properties, the observed radiance values are uniquely determined. More details on this aspect of the process are provided in Section 2.2. The second process is called inverse estimation or the retrieval method, which estimates the atmospheric properties (in this study, the air temperature distribution of the path) from the recorded radiance data. More details are provided in this regard in Section 2.3.

2.2. Observation Equation

The observational equation expressing the relationship between the radiance incident on a sensor and the radiation from the atmosphere can be described as

$$I_\lambda(s) = B_\lambda(T_{\text{surf}})\tau_\lambda(0,s) + \int_0^s B_\lambda(T(s'))\frac{\tau_\lambda(s',s)}{ds'}ds',$$

where $I_\lambda(s)$ represents the incident radiance of wavelength $\lambda$ on the sensor (at position $s$); $B_\lambda(T)$ the Planck function at temperature $T$; $T_{\text{surf}}$ and $T(s')$ the air temperatures at position $s'$ and the boundary surface, respectively; and $\tau_\lambda(0,s)$ the transmittance from position 0 to position $s$. The first item on the right-hand side represents the radiance from the boundary surface, and the second item represents that from the air. Generally, a simplified representation between the observed value and the unknown parameter is used to formulate the retrieval algorithm. The observation Equation (1) is discretized in space and simplified, and the relation between the observed spectra and the air temperature distribution can be obtained as

$$y = F(x,b) + \epsilon,$$

where $y$ represents the measurement vector consisting of the observed spectra, $x$ the true air temperature distribution, $F$ the forward model, $\epsilon$ the measurement error, and $b$ all the other parameters of the observation equation.

In this study, we assume the following as prerequisites for the calculation of the horizontal temperature distribution in built spaces.

1. The surface temperature and emissivity of a boundary surface are known.
2. The physical properties of the atmosphere other than the air temperature are known (e.g., distribution of concentrations of CO$_2$ and H$_2$O).
3. The scattering of radiation by gas molecules in the atmosphere is negligible.

Regarding Assumption 1, if the material of the boundary surface is known, the emissivity can be calculated by using the literature values and the surface temperature can be calculated only by means of an thermal infrared spectroradiometer used for temperature distribution estimation with the application of the split-window method [24,25]. Regarding Assumption 2, it is generally rare that the concentration distributions of CO$_2$ and H$_2$O are perfectly known in built spaces; however, the concentrations of these gases are roughly known (e.g., in an indoor heating, ventilation, and air conditioning (HVAC) system, the CO$_2$ and H$_2$O concentrations are measured to control the amount of outside air or indoor environmental quality). In this regard, we plan to conduct a sensitivity analysis of the effect of estimation bias in the gas concentration on air temperature estimation using simulations in our future studies. Regarding Assumption 3, it is well known that atmospheric scattering is negligible in the thermal infrared region [26].

2.3. Retrieval Methodology

In this section, we discuss the retrieval process. As regards Equation (2), to obtain the air temperature distribution, we first obtain $x$ when $y$ is given. However, in practice, $x$ is extremely unstable in that a small change in the measurement $y$ can significantly affect the estimation of $x$. This phenomenon is often observed in inverse estimation and is referred to as an ill-posed or ill-conditioned problem [27,28]. Therefore, in this study, we use the maximum a posteriori (MAP) method to stabilize the solution with a Bayesian approach, which is widely used in satellite remote sensing [14,29]. The MAP method uses probabilistic information (prior distribution) known before the observation of the target air temperature for regularization, and the temperature distribution that maximizes the posterior distribution given by the Bayes theorem is considered as the MAP solution.

The flow of inverse estimation with the use of the MAP method is shown in Figure 1. First, we assume prior distribution $P(x)$ of the air temperature for the target built spaces. Second, observations are recorded with a thermal infrared spectroradiometer to obtain radiance $y$. Finally, we estimate the air temperature distribution where posterior distribution $P(x|y)$ is maximized with the use of the observational radiance $y$, prior distribution $P(x)$, and Jacobian $K$ (derivative of the forward model). Maximizing the posterior distribution $P(x|y)$ corresponds to minimizing the following cost function $J(x)$.

\[
J(x) = (y - F(x))^T S_e^{-1} (y - F(x)) + (x - x_a)^T S_a^{-1} (x - x_a),
\]

(3)

where $S_e$ denotes the variance–covariance matrix of the observation error, $x_a$ the expected value of the prior distribution, and $S_a$ the variance–covariance matrix of the prior distribution. In this study, we did not consider spatial correlations (i.e., the variance–covariance matrix is a diagonal matrix). Although there is a spatial correlation in the distribution of the air temperature in actual physical phenomena, when the spatial correlation is not taken into account, the solution is always estimated on the side of caution. The air temperature distribution can be estimated by determining the temperature distribution $x$ minimizing cost function $J(x)$ with the Gaussian–Newton method via the following iterative equation [29],

\[
x^{i+1} = x_a + (S_a^{-1} + K^T S_e^{-1} K)^{-1} K^T S_e^{-1} [y - F(x^i)] + K^T (x^i - x_a),
\]

(4)

where $x^i$ represents the $i$th estimate of the air temperature distribution and $K^i$ is the Jacobian matrix, which is the derivative of the forward model $F$ with respect to $x^i$. 

To evaluate the MAP solution, we introduce averaging kernel $A$. The averaging kernel represents the sensitivity of MAP solution $\hat{x}$ to true state $x$. Averaging kernel $A = \frac{\partial \hat{x}}{\partial x}$ is the product of gain matrix $G = \frac{\partial \hat{x}}{\partial y}$ and Jacobian matrix $K = \frac{\partial y}{\partial x}$:

$$\text{A} = \text{GK}. \quad (5)$$

With this averaging kernel, we can express the MAP solution as \cite{29}

$$\hat{x} = Ax + (I - A)x_a + G\varepsilon, \quad (6)$$

where $I$ denotes the identity matrix. The averaging kernel is a weighting factor for the relative contributions of true state $x$ and prior distribution $x_a$ to MAP solution $\hat{x}$. That is, $Ax$ represents the contribution of true state $x$ to MAP solution $\hat{x}$, $(I - A)x_a$ represents the contribution from prior distribution $x_a$, and $G\varepsilon$ represents the contribution from the observational error \cite{30}. Therefore, the influence of the true air-temperature distribution increases as the averaging kernel approaches the identity matrix. In this manner, the averaging kernel indicates the extent to which it reflects the true air temperature distribution.

3. Experiment
3.1. Experiment Outline

To verify the efficacy of the proposed method in estimating the temperature distribution in built spaces, we conducted experiments considering two scenarios. One scenario involved an experiment to estimate the horizontal temperature distribution between two rooms with a temperature difference (the indoor experiment), and the other involved an experiment to estimate the horizontal temperature distribution for a temperature difference existing inside and outside a building (the outdoor experiment). Our experiments were carried out at the Tokyo Institute of Technology Suzukakedai campus (lat 35°30′45″N. long 139°29′5″E.) in Kanagawa Prefecture, Japan, in winter (21 December 2016). The factors that affect the proposed method (due to seasonal or daily variations) are the concentration of atmospheric gases and the air temperature. As shown in Section 3.4, humidity has a dominant effect on the spectra selected for this experiment. Regarding humidity, it is expected that measurements during the winter season will be disadvantageous because the
emission of thermal infrared radiation from atmospheric gases is low under low humidity conditions. Regarding air temperature, there are largely seasonal and daily variations in both outdoor and indoor spaces. When considering general air conditioning in indoor spaces, large temperature differences (e.g., between a room and corridor, between indoor and outdoor spaces, etc.) occur in winter due to heating and non-heating conditions. We selected the winter season considering the above conditions. Moreover, because solar radiation may cause errors in the thermohygrometer, which measures the true value, the outdoor experiment was conducted in the evening when there was no solar radiation. Figures 2 and 3 show the floor plans corresponding to the indoor and outdoor experiments, respectively.
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**Figure 2.** Overview of the indoor experiment. The dimensions are indicated in millimeters.

![Figure 3](image-url)  
**Figure 3.** Overview of the outdoor experiment. The dimensions are indicated in millimeters.

In these experiments, a thermal infrared spectroradiometer was installed at the observation point, and a planar blackbody furnace set at 50°C was installed at the boundary. The field of view of the spectroradiometer used was 7 mrad, which corresponds to a circular footprint of about 12–13 cm in diameter on the blackbody surface. The size of the blackbody was 17.8 cm × 17.8 cm; therefore, the entire footprint was covered by the blackbody. We note here that the air temperature distribution is considered to be estimated regardless of the boundary surface temperature in this method. Although the boundary surface temperature is considered to be close to the surrounding air temperature in general built spaces without solar irradiance, in this experiment, the boundary surface temperature was intentionally set to 50°C with a difference from the air temperature to confirm that the estimated air temperature distribution was not an estimate of the boundary surface temperature. In other words, if the temperature coincides with the boundary surface temperature, it cannot be determined whether the estimated temperature is the air temperature or the boundary surface temperature. In both sets of experiments, to verify this estimation method, the temperature
and humidity were measured with the use of thermohygrometers at four points along the line-of-sight path of the thermal infrared spectroradiometer. Each thermohygrometer sensor was placed in a fan-aspirated radiation shield to improve the time constant and exclude the effect of radiation, and it was installed at a height of approximately 1.1 m from the floor. In our study, we used the RTR-503 thermohygrometer (T&D, Matsumoto, Japan), and its measurement interval was set at 10 s.

In the indoor experiment, the observation-point-side room was heated by an air conditioner, and a window was opened to the cooler outdoor atmosphere in the boundary-surface-side room to ensure a large temperature difference between the two rooms. The path length in the heating room was 5.5 m and that in the non-heating room was 11.5 m. The boundary between the heating room and the non-heating room contained a door, and it was opened only at the moment of measurement; the mixing of air in two rooms was avoided as best as possible. At the time of measurement, the room temperature of the heating room was approximately 25 °C, and its humidity was approximately 25%rh (5.8 g m\(^{-3}\)), whereas the room temperature of the nonheating room was approximately 18 °C, with the humidity being approximately 35%rh (5.4 g m\(^{-3}\)).

The outdoor experiment was carried out after sunset. The spectroradiometer was installed outdoors, and the blackbody furnace was installed indoors. The outdoor air temperature and humidity were approximately 13°C and 60%rh (6.8 g m\(^{-3}\)), respectively. The room temperature and humidity in the heating room were approximately 27°C and 20%rh (5.2 g m\(^{-3}\)), respectively. The windows separating the indoor and outdoor areas were opened only at the moment of observation. The height setting and conditions of the thermohygrometer were the same as the counterpart ones of the indoor experiment. According to the nearest meteorological observatory, the weather was slightly cloudy, and the wind speed was 1.3 m s\(^{-1}\) at the time of the outdoor experiment.

### 3.2. Instrument

A spectroradiometer with a high spectral resolution is often used for atmospheric sounding. In the thermal–infrared wavelength range, a spectral resolution of the order of 0.1 µm is obtained by using a filter, and a 10-times higher resolution is obtained by using a diffraction grating. If a still greater resolution is desired, Fourier transform spectroscopy can be used [13]. The current generation of spectroradiometers mounted on artificial satellites exhibit high spectral resolution because they use Fourier transform spectrometers, in which the accuracy (noise equivalent temperature difference) is as high as 0.2 K [14]. However, as regards our approach, it is important to verify the accuracy of commonly available equipment to practically apply this method in built spaces. In this study, we used a commercially available, relatively small, and portable thermal infrared spectroradiometer that has recently become available for use in building engineering and urban climatology.

Table 1 lists the specifications of the spectroradiometer used in this study (SR-5000N, CI Systems, Carrollton, TX, USA [31]), and Figure 4 shows the photographs of the various instruments used. This spectroradiometer uses a circular variable filter method, and the spectral resolution is not very high (<0.2% of the wavelength) when compared with those used in satellites (e.g., the spectral resolution of thermal and near-infrared sensor for carbon observation Fourier transform Spectrometer (TANSO-FTS) attached to the greenhouse gases observing satellite (GOSAT) is 0.2 cm\(^{-1}\) [32]). Here, we note that the spectral resolution is strongly correlated with the spatial resolution of the temperature distribution: a higher wavelength resolution corresponds to a greater spatial resolution. Considering these differences between the satellite- and ground-based use of spectroradiometers, here, we experimentally verify the feasibility of this method for application to built spaces.
Here, we first describe a method to convert the raw signal data acquired by the spectroradiometer into radiance. First, the response function defined by Equation (8) was obtained by using the reference measurement data with the spectroradiometer in close contact with the planar blackbody furnace.

\[
\text{Radiance} = \frac{1}{\text{Scan times}} \sum_{\text{Scan times}} \left[ \frac{\text{raw signal data at observation}}{\text{response function}} + B_{\lambda}(T_{\text{IBB observation}}) \right], \quad (7)
\]

where

\[
\text{response function} = \frac{1}{\text{Scan times}} \sum_{\text{Scan times}} \left[ \frac{\text{raw signal data at reference measurement}}{B_{\lambda}(T_{\text{EBB}}) + (1-\varepsilon)B_{\lambda}(T_{\text{IBB reference}}) - B_{\lambda}(T_{\text{IBB reference}})} \right], \quad (8)
\]

Here, \(B_{\lambda}(T)\) represents the Planck function at temperature \(T\) at wavelength \(\lambda\) and \(\varepsilon\) the emissivity of an external blackbody (0.97). \(T_{\text{IBB observation}}\) is the internal blackbody temperature at observation, \(T_{\text{IBB reference}}\) is that of the reference observation, and \(T_{\text{EBB}}\) is the temperature of the external blackbody (50 °C). Next, in this measurement, the radiance is obtained by the raw signal data and the response function, as expressed in Equation (7). To reduce the random error, we performed 10 consecutive scans in 1 measurement and used the average value.

### 3.3. MAP Method Conditions

The MAP method uses a Bayesian approach to regularize the solution, and therefore it is necessary to set a prior distribution. The prior distribution in this study refers to the probabilistic distribution known by the observer before the observation of the air temperature. As the setting of the prior distribution depends on the physical phenomena related to the measurement object (e.g., heat-island effect and indoor air-conditioning control), in our investigations, we carried out a parametric study by setting the prior distribution generally.
used for the urban and built environments. Table 2 lists the conditions pertaining to the MAP methods.

**Table 2.** Conditions related to the MAP method. For the case studies, the mean air temperature of the prior distribution $x_a$ in both the indoor and outdoor experiments was set to 2°C higher (cases A1, A2, B1, and B2) and 2°C lower (cases A3, A4, B3, and B4) than the actual value measured by the thermohygrometer. In addition, the uncertainty of the prior information was calculated in two cases: when the standard deviation of the prior information of air temperature (i.e., square root of the diagonal component of $S_a$) was 3°C (cases A1, A3, B1, and B3) and when it was 5°C (cases A2, A4, B2, and B4). In the indoor experiment, the air temperature in the heating room was 25.2°C and that in the non-heating room was 18.3°C. In the outdoor experiment, the outdoor air temperature was 13.0°C, and the heating room air temperature was 27.4°C.

|                  | Indoor Experiment (Cases A1–4) | Outdoor Experiment (Cases B1–4) |
|------------------|-------------------------------|--------------------------------|
| **Space discretization** | 4 layers                      |                                |
| **prior information of 1st & 2nd layers** |                          |                                |
| Case A1          | 27.2 ± 3°C                    | Case B1: 15.0 ± 3°C            |
| Case A2          | 27.2 ± 5°C                    | Case B2: 15.0 ± 5°C            |
| Case A3          | 23.2 ± 3°C                    | Case B3: 11.0 ± 3°C            |
| Case A4          | 23.2 ± 5°C                    | Case B4: 11.0 ± 5°C            |
| **prior information of 3rd layer** |                          |                                |
| Case A1          | 20.3 ± 3°C                    | Case B1: 15.0 ± 3°C            |
| Case A2          | 20.3 ± 5°C                    | Case B2: 15.0 ± 5°C            |
| Case A3          | 16.3 ± 3°C                    | Case B3: 11.0 ± 3°C            |
| Case A4          | 16.3 ± 5°C                    | Case B4: 11.0 ± 5°C            |
| **prior information of 4th layer** |                          |                                |
| Case A1          | 20.3 ± 3°C                    | Case B1: 29.4 ± 3°C            |
| Case A2          | 20.3 ± 5°C                    | Case B2: 29.4 ± 5°C            |
| Case A3          | 16.3 ± 3°C                    | Case B3: 25.4 ± 3°C            |
| Case A4          | 16.3 ± 5°C                    | Case B4: 25.4 ± 5°C            |
| **Channel**      | 1530, 1545, 1515, 1695, 1680, 1560, 1665, 1650, 1710, 1500 cm$^{-1}$ | | (10 channels in descending order of mutual information) |
| **Observation error** | 5%                             |                                |
| **Jacobian**     | The air temperature corresponds to the prior distribution, and the water vapor concentration is the observed value |                |

In both the indoor and outdoor experiments, we set the prior information of air temperature $x_a$ as 2°C higher (Cases A1, A2, B1, and B2) and 2°C lower (Cases A3, A4, B3, and B4) than the value measured by the thermohygrometer. These case studies assume that the prior information of air temperature can be estimated with an error of 2°C. We also conducted case studies on the standard deviation of the prior information of air temperature (i.e., square root of the diagonal component of $S_a$) at 3°C (Cases A1, A3, B1, and B3) and 5°C (Cases A2, A4, B2, and B4). The standard deviation of the observation error (i.e., square root of the diagonal component of $S_e$) was obtained as 5% of the observed value. This value was obtained by means of preliminary experiments. We assumed that the observation error included spectral noise, forward model error (including the uncertainty of water vapor concentration), and representation error (reflecting the mismatch between the model resolution and the measurement location) [30].

In both experiments, the observed paths consisted of two spaces with temperature differences. The discretization boundary was set to coincide with the boundary of these spaces. The path was discretized into four layers, considering that in the urban climate and architectural fields, the control of air conditioning and micrometeorology investigations require spatial resolutions of the order of several meters. In this way, we can change the number and width of layers arbitrarily according to the target phenomenon.

In our study, the Jacobian was calculated by using MODTRAN 5.4 (Spectral Sciences Incorporated, USA) [34]. The initial value of the air temperature for the Jacobian calculation was given by the mean of the prior distribution, and the Jacobian was updated for each convergence calculation. Although the discretization intervals of the generated Jacobian and the spectroradiometer channels were different, the smoothness of the two channels
was confirmed to be nearly the same, and the spectroradiometer data were adjusted to the generated Jacobian by linear interpolation. The water vapor concentration for the Jacobian calculation was given by the observed value of the thermohygrometer. Here, it is noted that in many cases, it is not possible to measure water vapor directly, but it is possible to obtain some prior information.

3.4. Channel Selection Using Mutual Information

The data of several channels can be obtained simultaneously in spectroradiometer observations. Therefore, when the least-squares method is directly used, the accuracy of the MAP solution appears to improve with increase in the number of channels. However, in actual observations, it is known that the MAP solution is easily affected by systematic errors when using more channels than necessary [35]. Therefore, in this study, the error effect on the MAP solution is reduced by selecting only the channels necessary for the inverse estimation of the temperature. Thus, we adopted a previously proposed method for selecting channels in order of the mutual information quantity [36]. Based on this method, we selected the number of channels as 10. All the selected wavelengths were in the wavelength band of water vapor. The information corresponding to 81% of the entire observation range was included in these 10 selected channels (Figure 5).

![Figure 5](image_url)

**Figure 5.** Ascending cumulative graph of mutual information of channels. The information corresponding to 81% of the entire observation range is included in the first 10 channels.

4. Results

Figure 6a depicts the Jacobian corresponding to the indoor experiment (Case A1–A4), whereas Figure 6b shows that of the outdoor experiment (Case B1–B4). In both the indoor and outdoor experiments, we observed a large Jacobian value for every channel in the first layer. In contrast, this value decreased gradually beyond the second layer. As expected, this result indicates that the contribution from the first layer is larger than those of the other layers in the observed radiance. The observed spectra of the indoor and outdoor experiments and the spectra obtained by the forward model simulation are shown in Figure 7. Here, we used the mean of the prior information as the air temperature distribution of the forward model simulation. The simulated spectra of Cases A1, A2, B1, and B2 tend to be slightly larger in terms of magnitude than those of Cases A3, A4, B3, and B4. This is because the prior information of the former cases is assumed to be 2 °C higher than the room temperature measured by the thermohygrometer, and that of the latter cases is assumed to be 2 °C lower. Overall, the observed values are consistent with the spectra constructed by using the forward model. Next, we attempt to confirm whether a appropriate result can be obtained in the MAP solution.
Figure 6. Simulated Jacobian (10 selected channels). For any channel, the first-layer value is particularly large and tends to monotonically decrease with distance. (a) Indoor experiment (Cases A1–A4). (b) Outdoor experiment (Cases B1–B4).

Figure 7. Simulated spectra (Cases A1–A4, B1–B4) and observed spectra. We used the mean of the prior information as the air temperature distribution of the forward-model-simulated spectra. (a) Indoor experiment (Cases A1–A4), (b) Outdoor experiment (Cases B1–B4).

Figure 8 shows the MAP solution (i.e., the estimated value of the air temperature distribution) of the indoor experiment whereas Figure 9 shows that of the outdoor experiment. In Cases A1–A4, the first and second layers correspond to the heating room and the third and fourth layers correspond to the non-heating room. Moreover, in Cases B1–B4, the first-to-third layers were outdoors, and only the fourth layer corresponded to the heating room. We note that in all cases, the MAP solution is able to estimate the air temperature distribution in the two spaces of interest. In Cases A1 and A2 of the indoor experiment, the MAP solutions for the first layer are 23.1 °C and 22.4 °C, respectively, which are approximately 2.1–2.8 °C lower than the nearest true value of 25.2 °C. In Cases A3, A4, and B1–B4, the MAP solutions lie close to the true value throughout the entire path when compared with the mean value of the prior distribution. In all cases, the MAP solution approaches the mean of the prior distribution as the distance from the spectroradiometer increases. Additionally, there is no significant difference between the cases with standard deviations of the prior distribution of 3 °C and 5 °C (i.e., the comparison of A1 and A2, A3 and A4, B1 and B2, and B3 and B4).
Figure 8. MAP solution in Cases (A1–A4). The solid line indicates the mean of the prior information $x_a$ given by the normal distribution. The mean of the prior information in Cases A1 and A2 were set 2 °C higher, whereas those of Cases A3 and A4 were set 2 °C lower than the measured value of the thermohygrometer. The shaded region represents the standard deviation of the prior information (i.e., square root of the diagonal component of $S_a$) set in Table 2.

Figure 9. MAP solution in Cases (B1–B4). The solid line indicates the mean of the prior information $x_a$ given by the normal distribution. The mean of the prior information in Cases B1 and B2 were set 2 °C higher, whereas those of Cases B3 and B4 were set 2 °C lower than the measured value of the thermohygrometer before conducting the experiments. The shaded region represents the standard deviation of the prior information (i.e., square root of the diagonal component of $S_a$) set in Table 2.
Table 3 lists the root mean square error (RMSE) of the MAP solution along with that of the prior information. The center position of each layer in the MAP solution differs from that of the point measured by the thermohygrometer. Thus, to calculate the RMSE, the measured value was linearly complemented in each space (i.e., heating room, non-heating room, or outdoor). In the range of extrapolation, the nearest-neighbor value was used. The air temperature was estimated within the error range of 0.3 to 2.2 °C. The RMSE was reduced when compared with the prior distribution in all cases. The mean RMSE of the prior information for all cases was 2.1 °C, whereas the estimated air temperature distribution was 1.3 °C, thereby indicating that the RMSE of the estimated air temperature distribution was reduced by 0.8 °C. In particular, the RMSEs of Cases B3 and B4, in which the mean of the prior distribution was set to 2 °C lower than the true value, were less than 1 °C, thereby achieving the target accuracy.

The averaging kernels for the indoor and outdoor experiments are shown in Figure 10. The standard deviation of the prior distribution is 3 °C in Cases A1, A3, B1, and B3 (Figure 10a,c) as compared with 5 °C in Cases A2, A4, B2, and B4 (Figure 10b,d), that is, the averaging kernel is larger in the latter cases. As can be inferred from Equation (3), the uncertainty of the prior information becomes large (i.e., increased standard deviation of the prior distribution), and the MAP solution is relatively weighted by the observation. In all cases, the averaging kernels exhibit peak values in the first layer, whereas no peak values are observed in the second-to-fourth layers. This result indicates that it is easier to estimate the air temperature closer to the sensor. We discuss this point in detail in the discussion section.

Figure 10. Averaging kernel considered in the study. The MAP solution consists of both the observed air temperature distribution and prior information, with a higher value of the averaging kernel indicating a higher weight from the observed air temperature distribution. (a) Cases A1 and A3, (b) cases A2 and A4, (c) cases B1 and B3, and (d) cases B2 and B4.
Table 3. Comparison of RMSEs of prior information and MAP solution. Fractions may not match due to rounding.

| Case    | Prior RMSE (°C) | MAP RMSE (°C) | Reduction in RMSE (°C) |
|---------|----------------|---------------|------------------------|
| Case A1 | 2.9            | 2.1           | 0.8                    |
| Case A2 | 2.9            | 2.2           | 0.7                    |
| Case A3 | 1.7            | 1.3           | 0.4                    |
| Case A4 | 1.7            | 1.2           | 0.5                    |
| Case B1 | 2.1            | 1.2           | 0.8                    |
| Case B2 | 2.1            | 1.5           | 0.6                    |
| Case B3 | 2.0            | 0.7           | 1.3                    |
| Case B4 | 2.0            | 0.3           | 1.6                    |
| Mean    | 2.1            | 1.3           | 0.8                    |

5. Discussion

5.1. Estimation Accuracy of Horizontal Air Temperature Distribution

From the results of our experiments, we found that the RMSEs of the estimated air temperature were reduced when compared with those of the prior distribution, even for the relatively short paths of dozens of meters assumed in built spaces when using the thermal infrared spectroradiometer (Table 3). Furthermore, it was possible to reproduce the temperature distribution of the paths with a temperature difference existing between the heating and non-heating rooms and between the indoor and outdoor spaces (Figures 8 and 9). Here, we recall that the target accuracy was set as 1 °C in our study. In our experiments, the RMSEs were determined to lie in the range of 0.3–2.2 °C, and our target was achieved in some cases (Cases B3 and B4). In this regard, it has been reported that the average bias is −0.7 K in the case of vertical air temperature distribution observations with the use of an aircraft-based spectroradiometer from an altitude of approximately 8.9 km [37]. Meanwhile, it is already known that the error of the MAP solution is represented by the (1) error of observed spectra, (2) error due to discretization, and (3) error between the observation equation and the true physical phenomenon (including parameters of the observation equation, such as the composition of gases) [30].

If there was no bias in the forward-model simulations, the observed radiance should have ranged between those of Cases A1–A2 and A3–A4; however, the observation radiance was lower than those of the two forward-model simulations in the range of 1500–1545 cm\(^{-1}\) (Figure 7a). Thus, there was a possibility of a low bias in the forward model of the indoor experiment at 1500–1545 cm\(^{-1}\). Here, we note that this spectral band corresponds to the absorption band of water vapor, and the measurement bias of water vapor may have affected the results. Moreover, the accuracy of the thermohygrometer used in these experiments was 5% rh. When we set water vapor with 5% rh higher than the observed value, the RMSE of the MAP solution in Cases A3 and A4 was better than that of the prior distribution. As a result, the RMSE of Case A3 was reduced from 1.3 to 1.1 and that of Case A4 was reduced from 1.2 to 0.9. Therefore, because this method is affected by the concentration of water vapor, it is necessary to use channels other than those used in this study (Table 2) when observing phenomena where the concentration of water vapor is highly uncertain. Despite this kind of bias in some cases, overall, the mean RMSE decreased from 2.1 °C to 1.3 °C (Table 3).

In our study, we used the commercial thermal infrared spectroradiometer with a relatively low spectral resolution to examine the applicability of the equipment to built spaces. A further improvement of the estimation accuracy can be expected upon using a high-spectral resolution spectroradiometer based on an interferometer.

5.2. Influence of Prior Distribution on the Estimation of the Air Temperature Distribution

The MAP method uses prior information to regularize the solution. Therefore, the estimated temperature distribution (i.e., MAP solution) includes the contribution from the observation by the spectroradiometer and the prior information. In fact, the MAP
solution tended to asymptotically approach the prior distribution with increasing distance from the sensor (Figures 8 and 9). Therefore, to verify the accuracy of the estimated value of the temperature distribution obtained by the MAP method, it is necessary to quantitatively analyze both the error with the reference thermometer and the influence of prior information on the MAP solution; the averaging kernel is useful for such analysis [29]. A larger averaging kernel corresponds to the greater influence of the observation on the MAP solution.

In all cases, the averaging kernel exhibited a peak value in the first layer (Figure 10). On the other hand, no maximum value was observed in the second-to-fourth layers. This result indicates that it is easy to estimate the temperature near the spectroradiometer; however, it is difficult to estimate the temperature at increasing distances from the sensor. In this study, we selected the spectral channels according to the mutual information. Although this method maximizes the amount of information in the entire observation, this was not necessarily the optimal approach to obtain information from a distance. The lack of information on distant air temperature is a limitation when this method is applied to built spaces. In the future, we plan to investigate ways to select the channel that will increase the air temperature information at more distant locations.

Here, we also note that it is possible to overcome the difficulty of estimating the air temperature as a function of the distance by devising an observation method in built spaces. For example, for the heat island effect, we can install spectroradiometers on the rooftops of several buildings. For the indoor environment (especially large spaces such as stadiums or domes), we can install these on opposite walls. Consequently, spectroradiometer observations from both directions may be used to supplement the information as a function of the distance. Furthermore, by installing multiple spectroradiometers at different heights, we can obtain a three-dimensional air temperature distribution, which can contribute to more advanced air conditioning control and elucidation of boundary layer meteorology.

In addition, although the boundary surface temperature is known in this study, it is often unknown in actual measurements. As described in Section 2.2, by using the split-window method [24,25], we can obtain the boundary surface temperature with only the spectroradiometer used for observation.

In our investigations, we conducted a case study on the prior distribution, which has a significant impact on the estimated solution of the MAP method, after removing as much bias as possible, for example, the channel selection method based on the information content criterion. The influence of the bias on water vapor assumed in the forward model was also discussed. We showed that in 20 m long built spaces, the horizontal air temperature distribution can be estimated with an RMSE of 1.3 °C, which is comparable to the required accuracy. Estimating the horizontal air temperature distribution is a new and challenging application of remote sensing techniques in urban and built environments. Therefore, its feasibility needs to be tested both experimentally and theoretically, as done during the development of new satellite sensors. We believe that the present study is the first important step toward the general application of the method. To apply our method to various built spaces with different lengths, temperature distributions, humidity, and land surface conditions, sensitivity analysis and improvement of the method will be conducted in a future study.

6. Conclusions

In this study, we showed that the method used to estimate the vertical air temperature distribution of the atmosphere from artificial satellites and aircraft can be used to estimate the horizontal air temperature distribution for comparatively short paths in urban and built spaces based on experiments with a ground-based thermal infrared spectroradiometer. For our estimation, we first calculated a forward model using radiative transfer simulations, and the air temperature distribution was estimated from the observed radiance using this model. To regularize the estimated value, we used a Bayesian approach called the MAP method. A case study was carried out to confirm the effect of the prior distribution
used in the MAP method on the estimated value of the air temperature. The mean RMSE of the prior information for all cases was 2.1 °C, whereas the estimated air temperature distribution (MAP solution) was 1.3 °C, thereby indicating that the RMSE of the estimated air temperature distribution was reduced by 0.8 °C. In some cases, the target accuracy of 1 °C was achieved. In the estimation using the MAP method, for a distance of 20 m (discretized into four layers), we were able to estimate the air temperature difference and reduce the estimation error from the prior information before observation. Our findings suggest the possibility of remotely estimating the air temperature distribution in built spaces. We believe that the present study is the first important step toward the general application of the method to built spaces. To apply our method to various built spaces having different lengths, temperature distributions, and humidity, sensitivity analysis and improvement of the method will be conducted in a future study.
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