Tunable coupler for superconducting Xmon qubits: Perturbative nonlinear model
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We study a recently demonstrated design for a high-performance tunable coupler suitable for superconducting Xmon and planar transmon qubits [Y. Chen et al., arXiv:1402.7367]. The coupler circuit uses a single flux-biased Josephson junction and acts as a tunable current divider. We calculate the effective qubit-qubit interaction Hamiltonian by treating the nonlinearity of the qubit and coupler junctions perturbatively. We find that the qubit nonlinearity has two principal effects: The first is to suppress the magnitude of the transverse $\sigma^x \otimes \sigma^x$ coupling from that obtained in the harmonic approximation by about 15%. The second is to induce a small diagonal $\sigma^z \otimes \sigma^z$ coupling. The effects of the coupler junction nonlinearity are negligible in the parameter regime considered.
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I. INTRODUCTION

The development of a fully planar transmon-type superconducting qubit, which combines high coherence with several other features desirable for logic gate implementation and scalability, could make a quantum computer based on quantum integrated circuits possible in the near future [1]. These Xmon qubits can be directly wired together (or to a resonator bus) with fixed capacitors [2], but the resulting couplings are always present and degrade gate performance. A simple tunable coupler option is therefore desirable. Tunable coupling is also required for the single-excitation subspace method [3], and may also be desirable for analog quantum simulation applications. Although a wide variety of tunable coupler designs for superconducting circuits have been considered previously [4–22], most of these designs are intended for flux qubits. The coupler we discuss in this work is suitable for Xmon [1] and planar transmon qubits [Y. Chen et al., arXiv:1402.7367].

The coupler circuit is shown in Fig. 1. We begin by discussing the circuit in the harmonic approximation. Josephson junctions (crosses) are characterized by their zero-bias linear inductances $L_j$ and $L_T$. In particular, $L_T = \Phi_0/2\pi I_c$, where $\Phi_0 \equiv h/2e$ and $I_c$ is the critical current of the coupler junction. A magnetic flux bias $\Phi_{\text{ext}}$ is used to tune coupler junction’s effective linear inductance to $L_{\text{eff}} = L_T \cos \delta$, where $\delta$ is the DC phase difference across the coupler. The relation between $\delta$ and $\Phi_{\text{ext}}$ follows from writing the total magnetic flux $\Phi \equiv \oint_{\Gamma} A \cdot dl = (\delta/2\pi)\Phi_0$ in the coupler loop $\Gamma$ as

$$\Phi = \Phi_{\text{ext}} - L_{\text{loop}} I_c \sin \delta, \quad (2)$$

where $L_{\text{loop}} = L_{01} + L_{02}$ (no DC current flows through the capacitors). Here $I_c \sin \delta$ is the induced supercurrent. Then (2) leads to

$$\delta + \left( \frac{L_{01} + L_{02}}{L_T} \right) \sin \delta = \phi_{\text{ext}}, \quad (3)$$

where

$$\phi_{\text{ext}} \equiv 2\pi \frac{\Phi_{\text{ext}}}{\Phi_0}. \quad (4)$$

When $L_{\text{eff}} \rightarrow \infty$, no AC current flows through the coupler and the circuit describes two uncoupled qubits. This occurs when

$$\delta \mod 2\pi = \left( \frac{\pi}{2}, \frac{3\pi}{2} \right). \quad (5)$$
FIG. 2. Network of linear inductors.

Then (3) shows that the coupling vanishes when

$$\phi_{\text{ext}} \mod 2\pi = \left(\frac{\pi}{2} + \frac{L_{01} + L_{02}}{L_T}, \frac{3\pi}{2} - \frac{L_{01} + L_{02}}{L_T}\right).$$

(6)

In the weakly coupled limit the effective coupling strength—half the splitting between the symmetric and antisymmetric eigenstates—is approximately

$$g = -\frac{L_0^2 \cos \delta}{2(L_j + L_0)(L_T + 2L_0 \cos \delta)} \omega_q,$$

(7)

where $\omega_q$ is the qubit frequency. In (7) we have assumed identical qubits in resonance.

The expression (7) is valid in the weak coupling limit and, in addition, does not account for qubit and coupler anharmonicity (beyond the flux-dependence of the linear inductance $L_{\text{eff}}$). It can be derived, essentially classically, from the input impedances to the network of Fig. 2, defined through the relation

$$\begin{pmatrix} V_1 \\ V_2 \end{pmatrix} = \begin{pmatrix} L_q & M \\ M & L_q \end{pmatrix} \begin{pmatrix} I_1 \\ I_2 \end{pmatrix}.$$

(8)

We find

$$M = \frac{L_0^2}{L_{\text{eff}} + 2L_0} \quad \text{and} \quad L_q = L_j + L_0 - M.$$  

(9)

The potential energy of the circuit in Fig. 1 in the harmonic approximation is therefore

$$U = \left(\frac{\Phi_0}{2\pi}\right)^2 \left[ \frac{\varphi_1^2}{2KL_q} + \frac{\varphi_2^2}{2KL_q} + \Gamma_{11} \varphi_1 \varphi_2 \right],$$

(10)

where

$$K = 1 - \left(\frac{M}{L_q}\right)^2 \quad \text{and} \quad \Gamma_{11} = -\frac{M}{KL_q^2}. $$

(11)

In the weakly coupled limit, $M \ll L_q$. To obtain (7) we assume

$$K \approx 1,$$

$$L_q \approx L_j + L_0,$$

(12)

(13)

These approximations will be removed in Sec. III. Next we calculate the splitting induced by (14). We can again compute this classically by treating the qubits as LC oscillators with frequency $\omega_q = (L_q C)^{-\frac{1}{2}}$, where $L_q$ is given by (13). The potential energy of the coupled oscillators is given in (10) with $K = 1$. Diagonalizing the quadratic form (10) leads to eigenmodes with shifted inductances $1/(L_q^{\pm} \pm \Gamma_{11})$ and hence frequencies $\sqrt{1 \pm L_q \Gamma_{11}} \omega_q$. Therefore in the weakly coupled limit we obtain

$$g = \frac{\Gamma_{11} L_q}{2} \omega_q,$$

(15)

a result that also applies to coupled qubits (see below) and leads to (7).

In Table I we provide an example of possible system parameter values. The approximate coupling function (7) for these parameters is shown in Fig. 3. Here $\delta(\phi_{\text{ext}})$ is obtained from (11). With these parameter values the coupling to vanishes at $[\text{see (10)}]$

$$\phi_{\text{ext}} \mod 2\pi = (0.598\pi, 1.402\pi).$$

(16)
equilibrium conditions lead to
\[ \bar{\phi}_i = \bar{\xi}_i, \]  
where the bar denotes equilibrium values. The remaining two conditions can be written as
\[ \frac{\xi_1}{L_{01}} = -x \quad \text{and} \quad \frac{\xi_2}{L_{02}} = x, \]  
where
\[ x \equiv \frac{\sin(\xi_1 - \xi_2 - \phi_{\text{ext}})}{L_T}. \]  
Combining (20) and (21) leads to
\[ x = -\frac{\sin[(L_{01} + L_{02}) x + \phi_{\text{ext}}]}{L_T}. \]  
We solve (22) approximately, in the weak coupling limit. To do this we define
\[ y = -\frac{L_{01} + L_{02}}{L_T} \sin(y + \phi_{\text{ext}}), \]  
Solving (23) iteratively leads to a solution expressed as a power series in \((L_{01} + L_{02})/L_T\). The solution to second order is
\[ y = -\frac{L_{01} + L_{02}}{L_T} \sin(\phi_{\text{ext}}) + \frac{1}{2} \left( \frac{L_{01} + L_{02}}{L_T} \right)^2 \sin(2\phi_{\text{ext}}). \]  
which is plotted in Fig. 4 along with the exact numerical solution for the parameters in Table I. Putting everything together we obtain
\[ \bar{\phi}_1 = \bar{\xi}_1 = \frac{L_{01}}{L_T} \left( \sin \phi_{\text{ext}} - \frac{L_{01} + L_{02}}{2L_T} \sin 2\phi_{\text{ext}} \right), \]  
and
\[ \bar{\phi}_2 = \bar{\xi}_2 = -\frac{L_{02}}{L_T} \left( \sin \phi_{\text{ext}} - \frac{L_{01} + L_{02}}{2L_T} \sin 2\phi_{\text{ext}} \right). \]  
Finally, we rewrite the circuit Lagrangian (17) and (18) in terms of the equilibrium coordinates. After a change of variables
\[ \varphi_i \rightarrow \bar{\phi}_i + \varphi_i, \]
\[ \xi_i \rightarrow \bar{\xi}_i + \xi_i, \]  
the potential (18) becomes
\[ U = \sum_{i=1,2} \left\{ \left( \frac{\Phi_0}{2\pi} \right)^2 \frac{L_{0i}}{2L_{0i}} \frac{\cos(\varphi_i - \xi_i)}{L_{ji}} \right\} \]
\[ - \left( \frac{\Phi_0}{2\pi} \right)^2 \frac{\cos(\xi_1 - \xi_2 - \phi_{\text{ext}})}{L_T}. \]  
where the \( \varphi_i \) and \( \xi_i \) variables now denote deviations from equilibrium, and
\[ \delta \equiv \phi_{\text{ext}} - \bar{\xi}_1 \]
which is plotted in Fig. 5. The function (29) relates the DC phase difference $\delta$ across the coupler junction to the external flux. The definition (29) of $\delta$ is equivalent to that used in (1), and the dependence on $\phi_{\text{ext}}$ resulting from (25) and (26) is equivalent to that obtained by solving (3) perturbatively in the small ($L_{01} + L_{02})/L_T$ limit. Note that in this limit the approximation $\delta \approx \phi_{\text{ext}}$, can sometimes be used, which is also shown in Fig. 5.

Now we are ready to construct the Hamiltonian. The momentum conjugate to $\phi_i$ is

$$p_i = \left(\frac{\Phi_0}{2\pi}\right)^2 C_i \dot{\phi}_i.$$  

The momenta conjugate to the $\xi_i$ vanish. The complete Hamiltonian for the circuit of Fig. 1 is therefore

$$H = \left(\frac{2\pi}{\Phi_0}\right)^2 \sum_i \frac{p_i^2}{2C_i} + U,$$  

where $U$ is given in (28).

In Fig. 6 we plot the splitting between the symmetric and antisymmetric eigenstates—equal to twice the magnitude of the transverse component of the effective coupling strength—for the full nonlinear model (32) calculated by exact diagonalization (solid curve). Also shown are the corresponding harmonic approximation (dashed-dotted curve) and perturbative nonlinear (dashed) results.

Now we are ready to construct the Hamiltonian: The momentum conjugate to $\phi_i$ is approximated as

$$p_i = \left(\frac{\Phi_0}{2\pi}\right)^2 C_i \dot{\phi}_i.$$  

and similarly for that of $\phi_2$. This “tight-binding” approximation replaces the quadratic kinetic energy in (32) by a cosine with the same curvature. We note that the factor of $\hbar^2$ in the numerator of (34) is required because the $p_i$ in (32) are dimensionless. The potential energy is diagonal in the basis (33), and for each $|\phi_1, \phi_2\rangle$ is found by numerically minimizing the potential (28) with respect to the two massless variables $\xi_1$ and $\xi_2$. The exact diagonalization result is shown in the solid curve in Fig. 6 along with that of the harmonic approximation $2|g\rangle$ and the perturbative result of Sec. III.

III. PERTURBATIVE TREATMENT OF NONLINEARITY

In this section we show that the form and strength of the qubit-qubit coupling can be derived analytically by treating the nonlinearity in (28) perturbatively. First we expand (28) in powers of the deviations $\phi_i$ and $\xi_i$, keeping

FIG. 5. (Color online) Plot of function $\delta$, defined in (29), assuming circuit parameter values given in Table I. The dashed line is the function $\delta = \phi_{\text{ext}}$.

FIG. 6. (Color online) Splitting (equal to twice the magnitude of the coupling) in the fully nonlinear model (32) calculated by exact diagonalization (solid curve). Also shown are the corresponding harmonic approximation (dashed-dotted curve) and perturbative nonlinear (dashed) results.
all terms to quartic order. This leads to
\[
U = \sum_{i=1,2} \left\{ \frac{\Phi_0}{2\pi} \left[ \frac{\xi_i^2}{2L_{0i}} + \frac{(\varphi_i - \xi_i)^2}{2L_{ji}} - \lambda (\varphi_i - \xi_i)^4 \right] \right\} \\
+ \left( \frac{\Phi_0}{2\pi} \right)^2 \left[ \cos(\delta) \frac{(\xi_1 - \xi_2)^2}{2LT} + \lambda' \sin(\delta) \frac{(\xi_1 - \xi_2)^3}{6LT} \\
- \lambda' \cos(\delta) \frac{(\xi_1 - \xi_2)^4}{24LT} \right] + \text{const.}, \tag{35}
\]

where parameters $\lambda = 1$ and $\lambda' = 1$ have been introduced to track powers of the qubit and coupler junction nonlinearities, respectively. Note that the first order terms vanish on account of conditions (19) and (20), and that the coupler junction induces both cubic and quartic nonlinearity. In this section we develop a theory of the coupling to first order in $\lambda$ and $\lambda'$, neglecting all second order corrections, including those of order $\lambda \lambda'$.

Because there is no kinetic energy associated with the massless $\xi_i$ coordinates, we can eliminate them from the Hamiltonian by replacing $U(\varphi_1, \varphi_2, \xi_1, \xi_2)$ with $U(\varphi_1, \varphi_2, \xi_1^*(0), \xi_2^*(0))$, where the $\xi_i^*$ minimize (35) for fixed $\varphi_i$. This procedure is different that what we did above in (19) and (20), because there we minimized $U$ with respect to all four coordinates. Differentiation of (35) with respect to the $\xi_i^*$ leads to a pair of equations that can be written as
\[
\frac{\xi_i^*}{L_{\Sigma i}} - \cos(\delta) \frac{\xi_j^*}{L_{LT}} = \frac{\varphi_i}{L_{j1}} - \lambda \frac{(\varphi_i - \xi_i)^3}{6L_{ji}}, \\
-\lambda' \sin(\delta) \frac{(\xi_1^* - \xi_2^*)^2}{2LT} + \lambda' \cos(\delta) \frac{(\xi_1^* - \xi_2^*)^3}{6LT} \tag{36}
\]
and
\[
\frac{\xi_j^*}{L_{\Sigma 2}} - \cos(\delta) \frac{\xi_i^*}{L_{LT}} = \frac{\varphi_j}{L_{j2}} - \lambda \frac{(\varphi_j - \xi_j)^3}{6L_{ji}}, \\
+\lambda' \sin(\delta) \frac{(\xi_1^* - \xi_2^*)^2}{2LT} - \lambda' \cos(\delta) \frac{(\xi_1^* - \xi_2^*)^3}{6LT}, \tag{37}
\]
where
\[
\frac{1}{L_{\Sigma i}} \equiv \frac{1}{L_{ji}} + \frac{1}{L_{0i}} + \frac{\cos(\delta)}{L_{LT}}. \tag{38}
\]

We solve the coupled nonlinear equations (36) and (37) perturbatively, to first order in $\lambda$ and $\lambda'$, by expanding
\[
\xi_i^* = \xi_i^{(0)} + \xi_i^{(1)}, \quad (i = 1, 2) \tag{39}
\]
where the $\xi_i^{(0)}$ are zeroth order in the nonlinearity and the $\xi_i^{(1)}$ are first order. The zeroth order solutions are
\[
\xi_i^{(0)} = \alpha_i \varphi_i + \beta_i \varphi_i, \tag{40}
\]
where
\[
\alpha_i \equiv \frac{1}{L_{ji} L_{\Sigma j} D}, \quad \beta_i \equiv \frac{\cos(\delta)}{L_{ji} L_{LT} D}. \tag{41}
\]
and where $\bar{i}$ is the index complement to $i$.

Here
\[
D = \frac{1}{L_{\Sigma 1} L_{\Sigma 2}} - \frac{\cos^2(\delta)}{L_{LT}^2}. \tag{43}
\]
The first order corrections are
\[
\xi_1^{(1)} = -\frac{\lambda}{6} \left( \alpha_1 [\varphi_1 - \xi_1^{(0)}]^3 + \beta_2 [\varphi_2 - \xi_2^{(0)}]^3 \right) \\
+ \lambda' A \left( \frac{1}{L_{\Sigma 1}^2} - \frac{\cos(\delta)}{L_{LT}} \right), \\
\xi_2^{(1)} = -\frac{\lambda}{6} \left( \alpha_2 [\varphi_2 - \xi_2^{(0)}]^3 + \beta_1 [\varphi_1 - \xi_1^{(0)}]^3 \right) \\
- \lambda' A \left( \frac{1}{L_{\Sigma 2}^2} - \frac{\cos(\delta)}{L_{LT}} \right), \tag{44}
\]
where
\[
A \equiv -\frac{\sin(\delta)}{2L_{LT}} \left[ (\alpha_1 - \beta_1) \varphi_1 - (\alpha_2 - \beta_2) \varphi_2 \right]^2 \\
+ \frac{\cos(\delta)}{6L_{LT}} \left[ (\alpha_1 - \beta_1) \varphi_1 - (\alpha_2 - \beta_2) \varphi_2 \right]^3. \tag{45}
\]

Using (40) and (41) we obtain
\[
H = \sum_{i=1,2} \left( \frac{2\pi}{\Phi_0} \right)^2 \frac{\varphi_i^2}{2C_i} + U^{(0)} + U^{(1)}, \tag{46}
\]
where
\[
U^{(0)} = \sum_{i=1,2} \left( \frac{\Phi_0}{2\pi} \right)^2 \frac{\varphi_i^2}{2L_{qi}} + \left( \frac{\Phi_0}{2\pi} \right)^2 \Gamma_{11} \varphi_1 \varphi_2, \tag{47}
\]
\[
\frac{1}{L_{qi}} \equiv \frac{(1 - \alpha_i)^2}{L_{ji}} + \frac{\alpha_i^2}{L_{0i}} + \frac{\beta_i^2}{L_{0i}} + \cos(\delta) \frac{(\alpha_i - \beta_i)^2}{L_{LT}}, \tag{48}
\]
\[
\Gamma_{11} \equiv \frac{(\alpha_1 - 1) \beta_2}{L_{j1} L_{j2}} + \frac{\alpha_2 - 1) \beta_1}{L_{j1} L_{01}} + \frac{\alpha_1 \beta_2}{L_{01} L_{02}} + \frac{\alpha_2 \beta_1}{L_{02}}, \tag{49}
\]
and where
\[
U^{(1)} = \left( \frac{\Phi_0}{2\pi} \right)^2 \left\{ \sum_{i=1,2} \left[ \frac{\xi_i^{(0)} \xi_i^{(1)}}{L_{0i}} + \frac{(\xi_i^{(0)} - \varphi_i) \xi_i^{(1)}}{L_{ji}} \right] \\
- \lambda \frac{(\xi_i^{(0)} - \varphi_i)^3}{24L_{ji}} + \cos(\delta) \frac{(\xi_1^{(0)} - \xi_2^{(0)}) (\xi_1^{(1)} - \xi_2^{(1)})}{L_{LT}} \right\} \tag{50}
\]
is the anharmonic correction.
FIG. 7. (Color online) Qubit frequency $\omega_q/2\pi$ as a function of external flux, assuming circuit parameters of Table I. We see that $\omega_q/2\pi$ varies by about 22 MHz in this example.

A. Coupling in the linearized model

The Hamiltonian in the harmonic approximation is

$$H = \sum_i H_i + \delta H,$$

where [see (46)]

$$H_i \equiv \left(\frac{2\pi}{\Phi_0}\right)^2 p_i^2 + \left(\frac{2\pi}{\Phi_0}\right)^2 \varphi_i^2, \quad (i = 1, 2)$$

and

$$\delta H \equiv \left(\frac{\Phi_0}{2\pi}\right)^2 \Gamma_{11} \varphi_1 \varphi_2.$$  

The Hamiltonian (52) describes a harmonic oscillator with flux-dependent frequency

$$\omega_{qi} \equiv \sqrt{\frac{1}{L_{qi} C_i}},$$

which is plotted in Fig. 7 for the parameters of Table I. Note that in the weak coupling analysis of Sec. I, the qubit self-inductance and frequency are taken to be flux independent.

In Sec. I we calculated the transverse coupling $g$ resulting from a $\varphi_1 \varphi_2$ interaction between a pair of identical classical harmonic oscillators [see (15)]. Here we derive the same result quantum mechanically (and for non-identical qubits). Let $|0\rangle_i$ and $|1\rangle_i$ be the ground and first excited state of $H_i$ (these are different than the eigenstates of the uncoupled qubits and they depend on $\phi_{ext}$). Now we project the interaction term (53) into this basis. Each Josephson phase operator projects according to

$$\varphi \rightarrow \left(\begin{array}{cc} \varphi_{00} & \varphi_{01} \\ \varphi_{10} & \varphi_{11} \end{array}\right)$$

$$= \varphi_{01} \sigma^x - \left(\frac{\varphi_{11} - \varphi_{00}}{2}\right) \sigma^z + \left(\frac{\varphi_{00} + \varphi_{11}}{2}\right) I,$$

where $\varphi_{mm'} \equiv (m|\varphi|m')$. By symmetry $\varphi_{00} = \varphi_{11} = 0$, and because the potential in (52) is parabolic,

$$\varphi_{01} = \left(\frac{2\pi}{\Phi_0}\right) \sqrt{\frac{\hbar L_q \omega_q}{\omega_{qi}^2}},$$

Then we obtain, from (53),

$$\delta H = g \sigma^x \sigma^x,$$

where

$$g = \frac{\hbar \Gamma_{11}}{2} \sqrt{\frac{L_{q1} L_{q2}}{2 \omega_{q1} \omega_{q2}}}.$$ (57)

which reduces to (15) for symmetric qubits on resonance. The coupling strength (58) generally differ than the simpler weak-coupling expression (7). However for the system parameters of Table I they differ by no more than about 0.1 MHz.

B. Nonlinear correction to transverse coupling

To evaluate (50) we will express (44) in terms of the coordinates $\varphi_1$ and $\varphi_2$. We note from (44) and (50) that qubit nonlinearity $\lambda$ generates quartic terms in the corrections to the potential energy, whereas the coupler nonlinearity $\lambda'$ generates both cubic and quartic terms. Although the complete expressions for $\xi_1(1)$ and $\xi_2(1)$ in terms of the $\varphi_i$ are quite complicated, they simplify when the circuit elements have identical parameters that satisfy

$$L_0 \ll L_j \ll L_T.$$ (59)

In this limit

$$L_{q} \rightarrow L_j,$$

$$L_{\Sigma} \rightarrow L_0,$$

$$D \rightarrow \frac{1}{L_j^2},$$

$$\alpha \rightarrow \frac{L_0}{L_j},$$

$$\beta \rightarrow \cos(\delta) \frac{L_0^2}{L_j L_T},$$

and therefore

$$\beta \ll \alpha \ll 1.$$ (66)
In this section we derive analytic expressions for the nonlinear corrections assuming (59), which is a special case of the weak coupling assumption of Sec. I. Using (66) we find that

\[ \xi_1^{(1)} \approx \lambda \left( -\frac{\alpha}{6} \varphi_1^4 + \frac{\alpha \beta}{2} \varphi_1^2 \varphi_2 + \frac{\beta^2}{2} \varphi_1^2 \varphi_2^2 - \frac{\beta}{6} \varphi_2^3 \right) \]

\[ - \lambda' \frac{\alpha^2 L_0 \sin \delta}{2L_T} \left( \varphi_1^2 - \varphi_1 \varphi_2 + \varphi_2^2 \right) \]  

(67)

and

\[ \xi_2^{(1)} \approx \lambda \left( -\frac{\alpha}{6} \varphi_2^4 + \frac{\alpha \beta}{2} \varphi_1^2 \varphi_2 + \frac{\beta^2}{2} \varphi_1^2 \varphi_2^2 - \frac{\beta}{6} \varphi_1^3 \right) \]

\[ + \lambda' \frac{\alpha^2 L_0 \sin \delta}{2L_T} \left( \varphi_1^2 - \varphi_1 \varphi_2 + \varphi_2^2 \right). \]  

(68)

These expressions are obtained by considering every term allowed by symmetry and approximating its coefficient by that of the dominant contribution (using \( \lambda = \lambda' = 1 \)). The correction (50) is similarly obtained by assuming identical qubits and finding the largest contribution to every possible term in the energy. The result is

\[ U^{(1)} = \left( \frac{\Phi_0}{2 \pi} \right)^2 \left[ \lambda \Gamma_{04} \left( \varphi_1^4 + \varphi_2^4 \right) + \lambda' \Gamma_{03} \left( \varphi_1^2 - \varphi_2^2 \right) \right] \]

\[ + \lambda \Gamma_{13} \left( \varphi_1 \varphi_2^3 + \varphi_1^3 \varphi_2 \right) + \lambda' \Gamma_{12} \left( \varphi_1 \varphi_2^2 - \varphi_1^2 \varphi_2 \right) \]

\[ + \lambda \Gamma_{22} \varphi_1^2 \varphi_2^2 \right], \]  

(69)

where

\[ \Gamma_{04} = -\frac{1}{24L_j}, \]  

(70)

\[ \Gamma_{03} = \frac{\alpha^3 \sin \delta}{6L_T}, \]  

(71)

\[ \Gamma_{13} = \frac{\alpha^2 \cos \delta}{6L_T}, \]  

(72)

\[ \Gamma_{12} = \frac{\alpha^3 \sin \delta}{2L_T}, \]  

(73)

\[ \Gamma_{22} = \alpha \beta \left( \frac{L_0}{\Phi_0} - \frac{\alpha \cos \delta}{L_T} \right). \]  

(74)

The dominant nonlinear correction to the transverse coupling is

\[ \delta g = \left( \frac{\Phi_0}{2 \pi} \right)^2 \Gamma_{13} \langle 01 | \varphi_1 \varphi_2^3 + \varphi_1^3 \varphi_2 | 10 \rangle. \]  

(75)

To evaluate (75) note that \( \langle 01 | \varphi_1 \varphi_2^3 + \varphi_1^3 \varphi_2 | 10 \rangle = 2 \varphi_{01} \langle 0 | \varphi_1^3 | 1 \rangle \) where \( \varphi_{01} \) is defined in (59) and

\[ \langle 0 | \varphi_1^3 | 1 \rangle = 3 \left( \frac{2 \pi}{\Phi_0} \right)^3 \left( \frac{\hbar L_0 \omega_q}{2} \right)^2. \]  

(76)

Then (75) can be written as

\[ \delta g = \frac{3}{2} \left( \frac{\hbar \omega_q L_0}{\Phi_0 / 2 \pi} \right)^2 \]  

\[ = \cos(\delta) \frac{3}{2} \left( \frac{\hbar \omega_q L_0}{\Phi_0 / 2 \pi} \right)^2 \hbar \omega_q, \]  

(77)

(78)

The total transverse coupling

\[ g_{\text{tot}} \equiv g + \delta g \]  

(79)

obtained from (58) and (78) is plotted in Fig. 8. Note that nonlinear contribution zeros precisely where the linear coupling does, and that the correction always suppresses the magnitude of the coupling. The amount of coupling suppression can be simply quantified by writing

\[ \delta g = g \right. \]  

(80)

We emphasize that \( g \) in (81) refers to the coupling (7) or (58) for the linearized circuit. To estimate \( \zeta \) we again assume (59), which leads to

\[ \zeta \approx 1 - \pi^2 \left( \frac{\hbar \omega_q}{\Phi_0 / 2 \pi} \right) = 0.852, \]  

(81)

using a qubit frequency of 5.62 GHz and the value of \( L_j \) from Table I. Therefore we find that qubit nonlinearity suppresses the transverse coupling by about 15%, and that the effects of coupler nonlinearity (corrections proportional to \( \lambda' \)) are negligible in the parameter regime considered.

To validate the perturbative correction (78) we compare, in Fig. 8, the splitting 2|\( g_{\text{tot}} | \) between the symmetric and antisymmetric eigenstates to the fully nonlinear result obtained by exact diagonalization. We find that the analytic approximation developed here is in very good agreement with the numerical results. It can be shown that the small differences arise not from the replacement of the cosine potentials by their quadratic plus quartic expansions, but from (i) keeping only the terms first order in \( \lambda \) and \( \lambda' \) in the subsequent analysis, and (ii) assuming the limit (59).
IV. DIAGONAL COUPLING

The coupler circuit of Fig. 1 also produces a small diagonal qubit-qubit interaction of the form

$$\delta H = J \sigma_z^1 \sigma_z^2.$$  \hspace{1cm} (82)

In this section we calculate $J$, analytically and numerically, by relating it to the exact eigenstates of the coupled qubit system \([17]\),

$$J = \frac{E_{11} - (E_{+} + E_{-}) + E_{00}}{4},$$  \hspace{1cm} (83)

and throughout this section we assume resonantly tuned qubits. Here $E_{11}$ is the energy of the $|11\rangle$ state,

$$E_{\pm} = \omega_q \pm |g| + E_{00}$$  \hspace{1cm} (84)

are the energies of the single-excitation eigenstates, with $\omega_q$ the frequency of the uncoupled qubits, and $E_{00}$ the ground state energy. Note that $J$ is to be computed in the presence of the total transverse interaction

$$\delta H = g \sigma_1^x \sigma_2^x,$$  \hspace{1cm} (85)

where in this section we write $g_{tot}$ [defined in (79)] simply as $g$.

Two types of effects contribute to the total diagonal coupling $J$. The dominant mechanism comes from states outside of the qubit subspace and is caused by the repulsion of $|11\rangle$ by the $|02\rangle$ and $|20\rangle$ eigenstates. These states differ in energy by the qubit anharmonicity

$$\eta \equiv (E_1 - E_0) - (E_2 - E_1).$$  \hspace{1cm} (86)

Referring to the nonlinear Hamiltonian (69), this contribution to $J$ results from the terms proportional to $\Gamma_{04}$ and $\Gamma_{03}$, which generate qubit anharmonicity, in the presence of a transverse interaction.

We can estimate this effect by considering the second-order correction to the energy of the $|11\rangle$ state resulting from the transverse interaction, which is

$$\delta E_{11} \approx 2 \times \frac{(\sqrt{2}g)^2}{\eta},$$  \hspace{1cm} (87)

assuming harmonic oscillator eigenfunctions. The factor of 2 in (87) comes from the contributions by both $|02\rangle$ and $|20\rangle$. Then the $\sigma^z \otimes \sigma^z$ coupling strength is simply

$$J \approx \frac{g^2}{\eta}.$$  \hspace{1cm} (88)

A few remarks about (88) are in order: The diagonal coupling resulting from the $|2\rangle$ state repulsion effect is always positive, and it zeros when the transverse coupling does. However other contributions to $J$ (see below) can have either sign. Also, the use of harmonic oscillator eigenfunctions will slightly overestimate the $E_{11}$ repulsion and hence $J$. Finally, the anharmonicity and size of $\eta$ generated by the terms proportional to $\Gamma_{04}$ (which are dominant and flux independent) and $\Gamma_{03}$ (which depends on $\Phi_{ext}$) is an approximation, so in (88) we instead prefer to use an exactly calculated (or measured) value, which is approximately 213 MHz for uncoupled qubits with parameters of Table I.

The $\sigma^z \otimes \sigma^z$ coupling strength (83) for a system with parameters of Table I is shown in Fig. 9, along with the approximation (88). Here (83) is computed by exact diagonalization and is shown in the solid curve. The approximation (88) is evaluated by using the exact diagonalization result for the total transverse coupling $g$, with $\eta/2\pi \approx 213$ MHz, and is shown in the dashed curve.

Although the approximation (88) necessarily zeros when $g$ does, the exact value calculated from (83) does

![FIG. 9. Diagonal coupling strength (83) computed by exact diagonalization, and the approximation (88).](image1)

![FIG. 10. Expanded view of Fig. 9 (note kHz frequency scale).](image2)
not have to. In Fig. 11 we show an expanded view of Fig. 9 near a minimum. We find that the interaction terms proportional to \( \Gamma_{12} \) and \( \Gamma_{22} \) in (89) are the largest contributors to \( J \), because they are the only ones that survive when the small anharmonic corrections to the qubit eigenfunctions are neglected. To estimate the \( \Gamma_{22} \) contributions we project the \( \varphi^2 \) operators as

\[
\varphi^2 \rightarrow \left( \begin{array}{cc} 0 & 0 \\ 1 & 0 \\ 0 & 1 \\ 1 & 1 \end{array} \right) \approx \left( \frac{2\pi}{\Phi_0} \right) \hbar \omega_q L_q \times \left( I - \frac{1}{2} \sigma^2 \right),
\]

where \( I \) is the identity matrix and in the second step we have assumed harmonic eigenfunctions. This leads to an additional contribution

\[
J = \Gamma_{22} \left( \frac{2\pi}{\Phi_0} \right)^2 \left( \hbar \omega_q L_q \right)^2,
\]

which is always much smaller than (88) and also zeros when \( g \) does. The subdominant contribution (90) is plotted in Fig. 11 using the parameters of Table I.
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