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A quick review on the analytical aspects of holographic superconductors (HSC) with Weyl corrections has been presented. Mainly we focus on matching method and variations approaches. Different types of such HSC have been investigated, s-wave, p-wave and Stückelberg ones. We also review the fundamental construction of a p-wave type, in which the non-Abelian gauge field is coupled to the Weyl tensor. The results are compared from numerics to analytical results.
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I. INTRODUCTION

Gauge/gravity duality or strong/weak duality is considered as a significant result of the anti-de Sitter/conformal field theory correspondence (AdS/CFT) \cite{1-3}. Because this conjecture provides a bridge between two regimes of couplings, so it is very useful to investigate the basic properties of strongly coupled systems in condensed matter or plasma in \(D\)-dimension of studying the dual gravitational dual AdS space time in a higher dimension \((D + 1)\)-dimension \cite{4-7} for reviews). It is also possible to develop the scheme of AdS/CFT to the non relativistic regimes or systems with less numbers of symmetry \cite{8-14}. One good example is to investigate the Unequilibrium systems which have critically \cite{15-19}.

The best example for us to see how this stringy inspired principle works in condensed matter are to study high temperature superconductors which have gravitational dual. Such superconductors are called as holographic superconductors \cite{20, 21}. The hidden mechanism behind the superconductivity in the gauge / gravity picture is presented by the basic instability of AdS space time in the presence of the complex charged scalar field in bulk. The distorted black hole is a hairy black hole with scalar charge. In dual picture, the complex scalar hair corresponds to the condensation of the dual relevant operator \(O_i\). The reason is that the \(U(1)\) symmetry is broken when the system enters the thermal phase with the temperature \(T < T_c\) where \(T_c\) denotes the critical temperature of the system. The above description is for a s-wave type of HSC. The main idea is how to realize the phase transition from a normal phase (no hair black hole) to the hairy (conductor) phase. We can also generalize this fully consistent description to the case with zero temperature, using AdS
Here the mass gap and is presented to describe consistency a confining phase which is happen in a dual theory (see for the complete description).

S-wave is not the only type of HSC. If one replaced $U(1)$ by $SU(2)$, the p-wave type appeared. Instead of Maxwell’s field $A_\mu$ into the bulk, we need to introduce a Yang-Mills field. The dual field of the vector order parameter $\hat{J}^\mu(x)$ is a gauge boson which is generated by a Higgs type mechanism (see for a realization of p-wave using the condensation of a tensor field). We can extend our studies by including the Backreaction effects. But the simplest case happens when we are working in the so called as the probe limit. By probe approximation we mean we tend the scalar charge $q \to \infty$. But meanwhile we keep $qA_\mu$ finite and fixed.

Higher order curvature terms like Gauss-Bonnet (GB)

$$G = R^{\alpha\beta\gamma\theta}R_{\alpha\beta\gamma\theta} - 4R^{\alpha\beta}R_{\alpha\beta} + R^2$$

or Weyl

$$C_{\alpha\beta\mu\nu} = R_{\alpha\beta\mu\nu} + \frac{1}{2}\left( -R_{\alpha\mu}g_{\beta\nu} + R_{\alpha\nu}g_{\beta\mu} + R_{\beta\mu}g_{\alpha\nu} - R_{\beta\nu}g_{\alpha\mu} + \frac{1}{3}(g_{\alpha\mu}g_{\beta\nu} - g_{\alpha\nu}g_{\beta\mu})R \right)$$

also provide a landscape for gravity part of AdS/CFT. Specially, GB corrected holographic superconductors has been investigated in several works. Weyl corrected HSC is the topic of our review. We will give a quick review on the subject. Our main focus here is on analytical properties of such superconductors.

II. A BIRD’S-EYE VIEW TO AdS/CFT

Our aim of this section is to develop the basic structure of applied AdS/CFT. Let us start with the simplest form of the Maldacena conjecture. As we understood, this conjecture learns us that the solutions of the type IIB superstring theory in AdS$_5 \times S^5$ are related to the solutions of a super Yang-Mills (YM) theory. This equivalence is a result of large $t'Hooft coupling limit in which for the large numbers of colors $N$, the YM coupling and the color number is related to each other by the fundamental equation $\lambda = g_{YM}^2 N$. From the geometrical point of view, we suppose that the manifold AdS$_5 \times S^5$ is compact. From the
dynamical point of view if we look at the action, we observe that the four (five) dimensional action is obtained by an integration over a ten or eleven dimensional space time $AdS_5 \times S^5$. What we learn from CFT is how to read the expectation values of the dual operators $\langle \mathcal{O}_i \rangle$, living on the AdS boundary. Precisely, there is an isomorphism between this set of CFT relevant operators and the classical bulk fields, namely scalar field(s) $\psi$. As a handy tool, we are able to read $\langle \mathcal{O}_i \rangle$ from the asymptotic limit of the two point functions (Green’s functions) of the bulk scalar field on $AdS_5$.

To be more precise, there is an isomorphism from some asymptotic value of the bulk field $\psi$ to the relevant operator $\mathcal{O}_i$. So, since the energy momentum tensor of CFT is traceless, from holographic view, always it is possible to find a unique metric $g_{\mu \nu}$ in the bulk which it corresponds to that CFT’s energy momentum tensor. This later equivalence is called as gauge/gravity duality. Technically, if we look from dynamics, we always have a definite equivalence class of all possible on-shell value (the computed string action by substituting it by the classical solutions of field equations) of the total action of bulk fields and super string theory and dual action of relevant quantum CFT. To give an illustrative scheme on how this equivalence class appeared, let us to compute explicitly the relation between the two-point function of scalar bulk field and the expectation value of CFT operators.

Computation is stated by the equation of motion of the scalar field in the $AdS_5$ in the following form

$$ (\nabla_\mu \nabla^\mu - m^2) \psi = 0. \quad (1) $$

The mass term $m^2$ encodes the full history and information about the the $\mathcal{O}_i$. It is well known understood that on $AdS_5$ background, the Green’s function has the following simple form:

$$ G(r; x, x') = \frac{\Gamma(\Delta)}{\pi^2 \Gamma(\Delta - 2)} \left( \frac{L^2}{r} \right)^{\Delta} \left( \frac{L^2}{r} \right)^2 + |x - x'|^2)^{-\Delta}. \quad (2) $$

Where $x'$ is the retarded coordinate. Also the exponent $\Delta$ (is called as conformal dimension) is related to the mass $m^2$ in 4D, through the following equation:

$$ \Delta(\Delta - 4) = m^2 L^2. \quad (3) $$

By unitarity reason, we need to assume that $\Delta > 2$ to keep the scalar mass in the BF bound. The asymptotic behavior of the Green’s function the vicinity of the AdS boundary $r \to \infty$
is given by:
\[ G(r, x, x') \sim s(x)(rL^{-2})^{\Delta-4} + c(x)(rL^{-2})^{-\Delta}. \] (4)

It is straightforward to show that in this asymptotic expression, the first function \( s(x) \) plays the role of source in the scalar field \( \psi \) when we evaluate this field on AdS (asymptotic) regime \( r \to \infty \) and the second \( c(x) \) defines \( \mathcal{O}_i > \). It’s the way and a passion to find quantum expectation values (on boundary) from classical solutions (in bulk).

### III. BUILDING S-WAVE HOLOGRAPHIC SUPERCONDUCTOR WITH WEYL CORRECTIONS

To build-up a model of s-wave the ingredients which we need is a set of \( U(1) \) gauge field and a charged scalar field. We need the scalar field to provide dual quantum operators on CFT. Since the first non trivial effect of Weyl tensor is appeared in 5D, the holographic picture is described by \((3 + 1)D\) dual theory. We assume that the bulk metric is asymptotically \( AdS_5 \) and for the simplicity we put the AdS radius \( L = 1 \). Also since we will study the system in equilibrium and in the probe limit, to ignoring the Backreaction effects, we put the electric charge \( q = 1 \). The simplest form of such systems with the mentioned assumptions is proposed as the following \[44\]:

\[
S = \int dt d^4 x \sqrt{-g} \left\{ \frac{1}{16\pi G_5} (R + 12) - \frac{1}{4} (F_{\mu\nu} F^{\mu\nu} - 4\gamma C_{\mu\nu\rho\sigma} F^{\mu\nu} F^{\rho\sigma}) - |D_\mu \psi|^2 - m^2 |\psi|^2 \right\}
\]

Here \( G_5 \) plays the role of an effective 5D gravitational constant, next term beside \( R \) is a constant which it measures the AdS radius, also the electromagnetic strength tensor is represented by \( F_{\mu\nu} = \partial_\mu A_\nu - \partial_\nu A_\mu \) where \( A_\mu \) is the gauge field. Coordinates \( x^\mu \) run from 0 to 4 are corresponding to the \( t, r, x, y, z \). The model is similar to the GL but the square term of mass has different form with GL phenomenological Lagrangian. By the reason of a gauge field, we replace the covariant derivatives by the gauge derivative is defined by \( D_\mu = \nabla_\mu - i A_\mu \).

We should mention here the role of gauge field. Since this field lives at bulk, the expected role will be appeared at boundary through the relevant quantum operator. A vector field induces a vector current \( J^\mu \) on the boundary. Such a conserved current has an expectation value \( < J^\mu > \) which corresponds to the \( U(1) \) gauge field. This conserved dual current
corresponds to the \textit{global U}(1) symmetry. We must explain the role of the Weyl tensor in our model. Firstly we mention here that the classical solution of equations of motion of (5) is represented by the Einstein equation in the presence of the cosmological constant. As we know, there is only a unique type of tensor correction which can be coupled non minimally to the Weyl tensor. This coupling comes from the $F_{\mu\nu}$. The coupling term leads to the the operator of the dimension-six operator. To parameterize it we introduce a coupling constant $\gamma$. It is a remarkable comment saying it, other curvature coupling terms to the $F_{\mu\nu}$ are just a shift symmetry and so we can omit all safely. We are motivated by quantum corrections to have Weyl coupling. Actually thanks to the 1-loop quantum corrections, we know that In any smoothly Riemannian background when we integrate all types of (charged) matter fields with a suitable cutoff (threshold’s mass), the Weyl coupling term $C^{\mu\nu\rho\sigma}F_{\mu\nu}F_{\rho\sigma}$ is provided at 1-loop quantum corrections. The Weyl coupling is limited to be $\gamma = \frac{\alpha}{\pi^2}$. An accepted range of Weyl’s coupling $\gamma$ is the interval $-\frac{1}{16}\gamma\frac{1}{24}$.

In probe limit the matter sector is decoupled from the gravity part. So the exact solution of equations of motion is a planar black hole in $AdS_5$ is given by the following metric:

$$ds^2 = r^2(-f dt^2 + dx^2 + dy^2 + dz^2) + \frac{dr^2}{r^2f}. \quad (6)$$

We adopted the coordinates as $x^\mu = \{t, r, x, y, z\}$. The single metric function is

$$f = 1 - \left(\frac{\mathcal{h}}{r}\right)^4,$$

To have temperatures in gravity, we should have a thermalized horizon. It has been provided by the location of horizon at $r = h$. We assume that the temperature of the black hole is same as the CFT temperature. The Bekenstein-Hawking temperature of the black hole reads as $T = \frac{\mathcal{h}}{2\pi}$. To support the idea of superconductivity, we mention here that when the horizon becomes cold as much as it falls down to below the specific critical value $T_c$, the system undergoes the phase transition of the second type. The transition is between the normal phase and the superconducting one. At this moment, the scalar field $\psi$ condenses. Such condensation shows that the system has a superfluid phase.

To quantify our results we start by writing the equations of motion (EOMs) for (5). We are varying the action (5) with respect to the (w.r.t) $A_\mu, \psi$. The resulting Yang-Mills
equations

\[ D_\mu D^\mu \psi - m^2 \psi = 0, \]

\[ \frac{1}{\sqrt{-g}} \partial_\mu (\sqrt{-g} F^{\mu\nu}) = i [\psi^* D^\nu \psi - \psi D^\nu \psi^*], \]

The first is Klein-Gordon equation for charging scalar field in the presence of electromagnetic fields. The second one is the Maxwell equation for gauge field with the scalar source term. About the mass term \( m^2 \) as we know, thanks to the Breitenlohner-Freedman bound [46], it should be \( m^2 \geq m^2_{BF} \), where in d-dimensional bulk, \( m^2_{BF} = -\frac{(d-1)^2}{4L^2} \). In the next subsection we will study exact analytical solutions of the system near criticality.

**IV. ANALYTICAL TREATMENT OF FIELD EQUATIONS**

By analytical solution we mean a way to find the critical temperature \( T_c \) and condensation expectation value \( <\mathcal{O}_\Delta> \). There are two major methods to treat the problem analytically:

- Matching method: In which the aim is to match series solutions for fields near the horizon to the AdS asymptotic solutions monotonically. The method is proposed in [47] and widely studied in literature [48]-[66]. We review it as the following: consider the set of EOMs for \( \{\psi, A_\mu = \phi(r)\} \):

  \[ \psi_{,rr} + p_1(r) \psi_{,r} + q_1(r) \psi = 0, \]  
  \[ \phi_{,rr} + p_2(r) \phi_{,r} + q_2(r) \phi = 0. \]

Where we fix the gauge field \( A_\mu = \phi(r) dt \in \mathcal{C} \). But due to the gauge freedom, \( \phi^* = \phi \). The starting point is to change the radial coordinate to the new dimensions coordinate \( z = \frac{h}{r} \). This maps the interval \([h, \infty] \rightarrow (0, 1]\). So, the set of EOMs reads:

  \[ \psi_{,zz} + p_3(z) \psi_{,z} + q_3(z) \psi = 0, \]  
  \[ \phi_{,zz} + p_4(z) \phi_{,z} + q_4(z) \phi = 0. \]

Where \( \{p_a(z), q_a(z)\}_{a=3,4} \) are obtained from \( \{p_a(z), q_a(z)\}_{a=1,2} \) and some terms of derivatives w.r.t the \( z \). Now we are developing the series solutions for \( \psi(z), \phi(z) \) near
the horizon as the following:

\[ \psi(z) = \psi(1) - \psi_z(1)(1 - z) + ... \]  
\[ \phi(z) = \phi(1) - \phi_z(1)(1 - z) + ... \]

Using an appropriate set of boundary conditions on the fields (which is different in any case) we are able to fix the coefficients in terms of the "physical" parameters \( m^2, T, \ldots \). The next step is to study the far field behavior \((r \to \infty)\) or AdS boundary solutions of fields:

\[ \psi(z) = \ldots + c_{\Delta^+} z^{\Delta^+} + c_{\Delta^-} z^{\Delta^-} + ... \]  
\[ \phi(z) = \phi_0 + \phi_1 z + ... \]

Here \( \Delta^\pm \) are conformal dimensions is defined by \( \Delta^\pm \). One step towards the final result is to match the set of equations (11,13) and (12,14) at an intermediate point \( z_m \in (0,1] \). Using this matching we'll find the set of coefficients \( \{c_{\Delta^\pm}, \Delta^\pm\} \). It is believed that \( c_{\Delta^\pm} \) give us the expectation values of the dual operators with a suitable quantization scheme.

- Variational approach: Since the form of the EOMs are in the self-adjoint (Sturm-Liouville) forms, so always is possible to find the minimum values of eigenvalue and functions [67]-[82]. We summarize it here:

let us to start by the following equivalent form of (9,(10):

\[ \frac{d}{dz} \left[ P(z) \psi_{z} \right] + (\lambda(\mu) + w(z, \phi)) \psi = 0 \]  

Near the critical point, we know that \( \phi \sim \mu(1 - z^b) \), where \( \mu \) is the chemical potential and \( b \) an exponent which for Weyl corrected HSC is \( b = 2 \). Also the asymptotic form of the solution for \( \psi \) is given by \( \psi \sim \mathcal{O}_{\pm} > z^\pm \). We assume that the complete solution is given by \( \psi = F_\alpha(z) \mathcal{O}_{\pm} > z^{\Delta_{\pm}} \), where \( F_\alpha(z) \) is the "trial" function and \( \alpha \) denotes a set of variational parameters which we’ll find later. If we substitute these solutions in (13) we find that, the trial function should satisfy the following Sturm-Liouville equation:

\[ \frac{d}{dz} \left[ P(z) F_{\alpha,z} \right] + \left( \mathcal{H}(\mu) + \mathcal{W}(z) \right) F_\alpha(z) = 0 \]
we know that the minimum of $\mathcal{H}(\mu)$ can be obtained from the extremes of the following functional:

$$\text{Min}\{\mathcal{H}(\mu)\} = \frac{\int_0^1 dz \frac{1}{2} \left( \mathcal{P}(z) F_{\alpha z}^2 - \mathcal{W}(z) F_{\alpha}^2 \right)}{\int_0^1 dz F_{\alpha}^2}$$  \hspace{1cm} (17)$$

The functional gives us the $\mu_c$ and the linear relation between $\mu - \mu_c$ and $< O_{\pm} >$.

V. ANALYTICAL S-WAVE HOLOGRAPHIC SUPERCONDUCTORS

To construct a model for s-wave HSC with Weyl corrections let us to start with the action given in (5). As we have been shown that in a static $A_\mu dr - \varphi(r) dt, \psi = \psi(r)$ the EOMs are written as the following:

$$\psi'' - \frac{z^4 + 3}{z(1 - z^4)} \psi' + \left( \frac{\varphi^2}{h^2(1 - z^4)^2} - \frac{m^2}{z^2(1 - z^4)} \right) \psi = 0,$$  \hspace{1cm} (18)$$

$$\left( 1 - 24 \gamma z^4 \right) \varphi'' - \left( \frac{1}{z} + 72 \gamma z^3 \right) \varphi' - \frac{2 \psi^2}{z^2(1 - z^4)} \varphi = 0,$$  \hspace{1cm} (19)$$

Here prime denotes the derivative w.r.t $z$. To fix the boundary conditions appropriately we admit that the scalar field should be remain finite on the horizon and the scalar field must satisfy $\varphi(1) = 0, \psi'(1) = \frac{2}{3} \psi(1)$. To solve the system using the matching method, we write the following solutions in the limit of $z \to 0$:

$$\varphi \approx \mu - \frac{\rho}{h} z^2,$$  \hspace{1cm} (20)$$

$$\psi \approx < O_{\Delta_{\pm}} > \sqrt{2h\Delta_{\pm}} z^{\Delta_{\pm}} = \psi^{(1)} z^{\Delta_+} + \psi^{(3)} z^{\Delta_-},$$  \hspace{1cm} (21)$$

Here $\mu$ and $\rho$ define the dual chemical potential and charge density, $\psi^{(1)}$ and $\psi^{(3)}$ are dual to the vacuum expectation values of the boundary operators $O_{\Delta_{\pm}}$ respectively. As we fix the mass term by $m^2 = -3$, the conformal dimensions $\Delta_{\pm}$ are given by

$$\Delta_{\pm} = \{3, 1\}.$$  \hspace{1cm} (22)$$

At the phase transition when $TT_c$, the system undergoes to criticality and becomes a superconductor. Only at this point the exact solution for gauge field can be written as the following:

$$\varphi = \lambda h_c (1 - z^2),$$  \hspace{1cm} (23)$$
critical temperature implies critical magnitude of horizon $h_c$. By plugging this approximate solution in the EOM of a scalar field, we obtain:

$$-\psi'' + \frac{z^4 + 3}{z(1 - z^4)} \frac{\psi'}{z^2(1 - z^4)} - \frac{3}{z^2(1 - z^4)} \psi = \frac{\lambda^2}{(1 + z^2)^2} \psi,$$

(24)

We define a new parameter $\lambda = \frac{\rho}{h_c}$. We can solve this equation and find $T_c$. We need to determine the AdS solution of a scalar field, which is already known as the following:

$$\psi(z) = \frac{<O_{\Delta \pm}>}{\sqrt{2h_{\Delta \pm}}} z^{\Delta \pm} \Omega(z),$$

(25)

We normalized the auxiliary function such that it satisfies $\Omega(0) = 1$. This auxiliary function satisfies the following differential equation:

$$-\Omega'' + \frac{\Omega'}{z} \left(\frac{z^4 + 3}{1 - z^4} - 2 \Delta \right) + \frac{\Delta^2 z^4 - (\Delta \pm - 1)(\Delta \pm - 3)}{z^2(1 - z^4)} \Omega = \frac{\lambda^2}{(1 + z^2)^2} \Omega,$$

(26)

when $z \to 0$, the auxiliary boundary condition is that the quantity $\frac{\Omega'}{z}$ remains finite, and consequently $\Omega'(0) = 0$.

Note that (26) is in the form of a self-adjoint or Sturm-Liouville eigenvalue problems and it can be written in the following equivalent form adequately:

$$\frac{d}{dz} \left[ k(z) \frac{d\Omega}{dz} \right] - q(z) \Omega(z) + \lambda^2 \rho(z) \Omega(z) = 0,$$

with the additional boundary condition:

$$k(z) \Omega(z) \Omega_0' = 0.$$

This Sturm-Liouville problem can be cast in the form of the variational problem:

$$F[\Omega(z)] = \int_0^1 dz (k(z) \Omega^2 + q(z) \Omega(z)^2) \int_0^1 dz \rho(z) \Omega(z)^2.$$

As we observe, the parameter $\lambda_n$ is given by $\{\lambda_n\}_{0}^{\infty}$ i.e. it is defined by $\lambda_0 < \lambda_n$. For our model given by (V) we obtain:

$$k(z) = z^{2\Delta \pm - 3}(1 - z^4),$$

(27)

$$q(z) = -z^{2\Delta \pm - 5} \left(\Delta^2 z^4 - (\Delta \pm - 1)(\Delta \pm - 3)\right),$$

(28)

$$\rho(z) = \frac{z^{2\Delta \pm - 3}(1 - z^2)}{1 + z^2}.$$

(29)
If we fix \( \Delta_+ = 3 \), then we should satisfy the next boundary condition:

\[
z^3(1 - z^4)\Omega(z)\Omega_0' = 0.
\]

It’s clear that on the right boundary point \( z = 1 \) it satisfies but at the left side \( z = 0 \), we must have

\[
\lim_{z \to 0} z^3(1 - z^4)\Omega(z)\Omega'(z) = 0
\]

, it means that the eigenfunction \( \Omega(z) \) must be a non-singular function. Consequently \( \Omega'(0) = 0 \). We choose the following polynomial form for the trial function:

\[
\Omega(z) = 1 - \alpha z^2 + \beta z^3. \tag{30}
\]

Now if we substitute (30) in (V) we obtain:

\[
|\lambda_{\alpha,\beta}|^2 = \frac{-0.63\alpha^2 + 1.01\alpha\beta + 2.25\alpha - 0.37\beta^2 - 2\beta - 1.5}{0.015\alpha^2 + \alpha(-0.02\beta - 0.05) + 0.01\beta^2 + 0.03\beta + 0.056}, \tag{31}
\]

This function attains a minimum when \( \alpha = -3.92, \beta = 4.76 \). So we find:

\[
|\lambda_{-3.92,4.76}|^2 \approx 41.95, \tag{32}
\]

Using (32) we are able to compute the Minimum of the critical temperature \( T_{c_{\text{Min}}} \) is given by the following:

\[
T_{c_{\text{Min}}} = \frac{\hbar c}{\pi} = \frac{1}{\pi} \sqrt[3]{\frac{\rho}{\lambda}}.
\]

Consequently for \( \Delta_+ = 3 \), \( T_{c_{\text{Min}}} \approx 0.170845\sqrt[3]{\rho} \), which is in a great good agreement with the corresponding numerical value \( T_{c_{\text{Min}}} \approx 0.170\sqrt[3]{\rho} \) for \( \gamma = -0.06 \)

Later if we fix \( \Delta_- = 1 \), then the following boundary condition must be satisfied:

\[
\frac{(1 - z^4)}{z}\Omega(z)\Omega_0' = 0. \tag{33}
\]

The appropriate polynomial form for the trial eigenfunction with the boundary condition \( \Omega(0) = 0 \) is given by:

\[
\Omega(z) = az + bz^2 + cz^3. \tag{34}
\]
So, we obtain:

$$\lim_{z \to 0} \frac{1 - z^4}{z}(az + bz^2 + cz^3)(a + 2bz + 3cz^2) = 0. \quad (35)$$

Easily we get $a = 0$ so we try on $\Omega(z) = bz^2 + cz^3$ which it attends to a minimum when $b = 0.465, c = -0.323$. So:

$$|\lambda_{0.465, -0.323}|^2 \approx 10.806. \quad (36)$$

And consequently for $\Delta_- = 1$, we find $T_{c_{\text{Min}}} \approx 0.21408\sqrt{\mu}$ which it corresponds to the numerical value for $\gamma = 0.02$.

Using the equation of motion of gauge field $\phi$ at the critical point, we can determine the order parameter. We start by the EOM of $\phi$ given by the following:

$$(1 - 24\gamma z^4)\phi'' - \left(\frac{1}{z} + 72\gamma z^3\right)\phi' \approx \left[\frac{<O_{\Delta^2}^2>}{h^{2\Delta} \Omega(z)^2}\right] \phi, \quad (37)$$

we define a perturbative parameter $\varepsilon^2 = \frac{O_{\Delta^2}^2}{h^{2\Delta}}$. Since at $T \to T_c$, $\mu \to \mu_c$, so as a result the condensation is small and we can perform series solution for $\phi$ as the following:

$$\phi(z) \sim \mu_c + \varepsilon \chi(z), \quad (38)$$

here $\chi(z)$ is a general function which is restricted to the condition $\chi(0) = 1$. It is easy to show that $\chi(z)$ satisfies the next differential equation appropriately:

$$\chi''(z) - \frac{1}{1 - 24\gamma z^4} \chi'(z) = \varepsilon \mu_c \frac{z^{2\Delta - 2}}{(1 - z^4)(1 - 24\gamma z^4)} \Omega(z)^2. \quad (39)$$

where in it:

$$\eta(z) = \sqrt{1 + 24\gamma z^4} e^{-3\sqrt{6\gamma}\text{arctanh}(2\sqrt{6}\gamma z^2)} \xi,$$

We can write the following equation for $\chi(\xi)$:

$$\frac{d}{dz} \left[\eta(z) \frac{d\chi}{dz}\right] = -\varepsilon \mu_c \frac{z^{2\Delta - 3} e^{-3\sqrt{6\gamma}\text{arctanh}(2\sqrt{6}\gamma z^2)} \Omega(z)^2}{(-1 + 24\gamma z^4)^{3/4}(1 - z^4)}. \quad (40)$$
finally we get:

\[
\eta(z) \left. \frac{d\chi}{dz} \right|_0 = -\varepsilon \mu_c \int_0^1 \frac{z^3 e^{-3 \sqrt{6} \arctanh(2 \sqrt{6} z^2)} (1 - \alpha z^2)^2}{(1 + 24 \gamma z^4)^{3/4}(1 - z^4)} dz,
\]

(41)

Using the trial function \( \Omega(z) = 1 - \alpha z^2 \), and if we fix \( \Delta_+ = 3 \), we find that in the vicinity of the \( z = 0 \), we have:

\[
\varphi \approx \mu - \frac{\rho}{h^2} z^2 \approx \mu_c + \varepsilon (\chi(0) + \chi'(0) z + \frac{1}{2} \chi''(0) z^2 + ...).
\]

(42)

by finding the corresponding coefficients of different powers of \( z^0 \) we get:

\[
\mu - \mu_c \approx \varepsilon \chi(0),
\]

(43)

and for \( z^4 \) we obtain \( \chi'(0) = 0 \) and we solve to find \( \chi(z) \):

\[
\chi(z) = -\varepsilon \mu_c \{c' + \frac{c z^2}{2} + 9 c \gamma z^4 + \left\{\frac{1}{24} + c \gamma (1 + 108 \gamma)\right\} z^6 + \mathcal{O}(z^7)\}. \]

(44)

Here, \( \{c, c'\} \) is a pair of the integration constants. Consequently we find \( \chi(0) \approx -\varepsilon \mu_c c' \).

Further we have

\[
\mu - \mu_c \approx -\mu_c c'^2,
\]

(45)

\[
<O_{\Delta_+}> \approx \frac{h^3}{\sqrt{-c'\mu_c}} \sqrt{\mu - \mu_c}.
\]

(46)

We find the famous critical exponent \( \frac{1}{2} \) for the condensation value and furthermore we know that \( \mu - \mu_c \) qualitatively match the numerical curves. Furthermore we have been proven a linear relation always exists between the dual charge density \( \rho \) and the dual chemical potential \( (\mu - \mu_c) \).

VI. STÜCKELBERG ‘S CORRECTION

This section is devoted to study the effects of non-linearity due to the Stückelberg term in Weyl’s corrected s-wave HSC. The modified action which should be replaced in place of \((5)\) is given by the following form \([84]\):

\[
S = \int dtd^3x \sqrt{-g} \left( R + \frac{12}{l^2} - \left(\frac{1}{4}(F_{\mu\nu} F_{\mu\nu} - 4 \gamma C^{\mu\nu\rho\sigma} F_{\mu\nu} F_{\rho\sigma}) + \frac{\nabla_\mu \psi \nabla^\mu \psi}{2} + \frac{m^2 \psi^2}{2} + \frac{1}{2} F(\psi) A_\mu A^\mu \right)\),
\]

(47)
Here we add a new mass term to the gauge field, the Stuckelberg potential function is given by:

\[ F(\psi) = \psi^2 + c_\alpha \psi^\alpha + c_4 \psi^4. \] (48)

where \( 3 \leq \alpha \leq 4 \) and \( c_4, c_\alpha \) are constants of order unit. The action has been written in the "God-given" units \( 2\kappa^2 = 1 \), and we put AdS radius \( L = 1 \), charge \( e = 1 \), \( F_{\mu\nu} = \partial_\mu A_\nu - \partial_\nu A_\mu \).

In the probe limit, in the regime of decoupling of gravity from the matter fields, the exact solution for Einstein-Maxwell system is given by the following planar AdS-Schwarzschild black hole :

\[ ds^2 = r^2(-f dt^2 + dx^i dx_i) + \frac{dr^2}{r^2 f}, \] (49)

where

\[ f = 1 - \left( \frac{h}{r} \right)^4, \] (50)

The black hole is in thermal equilibrium with the CFT boundary, Our aim is to study the analytical properties of this system near criticality [85]. We choose the fields as given by \( \psi = \psi(r), A_t = \varphi(r) \) and we rewrite the EOMs in the dimensionless forms as the following:

\[ \psi'' + \left( \frac{f'}{f} + \frac{5}{r} \right) \psi' + \frac{\phi^2}{2r^4 f^2} \frac{dF}{d\psi} - \frac{m^2 \psi}{r^2 f} = 0, \] (51)

\[ \left( 1 - \frac{24\gamma h^4}{r^4} \right) \varphi'' + \left( \frac{3}{r} + \frac{24\gamma h^4}{r^5} \right) \varphi' - \frac{F}{r^2 f} \varphi = 0, \] (52)

where prime\( \equiv \partial_r \). In terms of the \( \xi \), Eqs. (51), (52) become

\[ \frac{d}{d\xi} \left( \xi^2 \frac{d\psi}{d\xi} \right) - \frac{\xi(5 - \xi^4)}{1 - \xi^4} \frac{d\psi}{d\xi} + \frac{\phi^2 \xi^2}{2h^2(1 - \xi^4)^2} \frac{dF(\psi)}{d\psi} - \frac{m^2}{1 - \xi^4} \psi = 0, \] (53)

\[ (1 - 24\gamma \xi^4) \frac{d}{d\xi} \left( \xi^2 \frac{d\phi}{d\xi} \right) - 3\xi(1 + 8\gamma \xi^4) \frac{d\phi}{d\xi} - \frac{F(\psi)\phi}{1 - \xi^4} = 0. \] (54)

The appropriate set of boundary conditions in bulk is given by \( \varphi(1) = 0, \psi'(1) = \frac{2}{3} \psi(1) \). So the AdS solutions for the fields which are valid till \( r \to \infty \) are:

\[ \varphi \approx \mu - \frac{p}{h} z^2, \] (55)

\[ \psi \approx \varepsilon z^{\Delta_\pm} = \psi^{(1)} z^{\Delta_+} + \psi^{(3)} z^{\Delta_-}, \] (56)
where we define the smallness parameter \[37\],
\[
\epsilon = \frac{<O_{\Delta_\pm}>}{\sqrt{2h_{\Delta_\pm}}},
\] (57)

As usual terminology, \(\mu, \rho\) are dual densities for CFT, \(\psi^{(1)}, \psi^{(3)}\) are dual to the expectation values of relevant quantum operator \(O_{1,3}\) and we adopted the mass term such that:
\[
\Delta_\pm \equiv \Delta = \{3, 1\}.
\] (58)

As we know the solution of Eq. (54) in the vicinity of the criticality \(T_c\) is given by:
\[
\phi = \lambda h_c(1 - z^2),
\] (59)

Consequently, when \(T \to T_c\), the EOM given by (53) changes to the following differential equation:
\[
-\psi'' + g(z)\psi' + \frac{m^2}{z^2(1 - z^4)}\psi = \frac{\lambda^2}{2(1 + z^2)^2} dF \psi',
\] (60)

where \(\lambda = \frac{\rho h}{m_c}\), and we defined:
\[
g(z) = \frac{z^4 + 3}{z(1 - z^4)}.
\]

By using the Poincare's asymptotic method, we are writing the following exact solution for the field:
\[
\psi(z) = \epsilon z^{\Delta} \Omega(z),
\] (61)

where the normalized auxiliary function \(\Omega\) satisfies \(\Omega(0) = 1\). We substitute (61) in (60) and we obtain:
\[
-\Omega'' + (g(z) - \frac{2\Delta}{z})\Omega' + \left(\frac{\Delta g(z)}{z} - \frac{\Delta(\Delta - 1)}{z^2} + \frac{m^2}{z^2(1 - z^4)}\right)\Omega = \frac{\lambda^2 z^{-\Delta}}{2(1 + z^2)^2} dF |_{\psi(z) = \epsilon z^{\Delta} \Omega(z)},
\] (62)

To have regular solution when \(\xi \to 0\), we must control the term \(\frac{\Omega'}{\xi}\) to remains finite, in particular case we suppose that \(\Omega'(0) = 0\).

The Sturm-Liouville formulation of the problem is given by the following second order , self-adjoint differential equation :
\[
\frac{d}{dz} [k(\xi) \frac{d\Omega}{dz}] - q(z)\Omega(z) + \frac{\lambda^2 \rho(z)}{2} \Phi'(\Omega(z)) = 0,
\] (63)
which is constrained to the following auxiliary boundary condition:

\[ k(z)\Omega(z)\Omega_0' = 0. \] (64)

The variational problem can be cast to the functional minimization problem:

\[ F[\Omega(z)] = \frac{\int_0^1 dz (k(z)\Omega'^2 + q(z)\Omega(z)^2)}{\int_0^1 dz \rho(z)\Phi(\Omega(z))}. \] (65)

For Eq. (62) we have:

\[ \begin{align*}
  k(z) &= z^{2\Delta - 3}(1 - z^4), \\
  q(z) &= -k(z)\frac{\Delta g(z)}{z} - \frac{\Delta(\Delta - 1)}{z^2} + \frac{m^2}{z^2(1 - z^4)}, \\
  \rho(z) &= z^{\Delta - 3}\frac{1 - z^2}{1 + z^2}, \\
  \Phi(\Omega(z)) &\equiv F(\Omega(z)) = (\epsilon \varepsilon^{\Delta} \Omega(z))^2 \left( 1 + c_4(\epsilon \varepsilon^{\Delta} \Omega(z))^2 + c_\alpha(\epsilon \varepsilon^{\Delta} \Omega(z))^{a-2} \right). 
\end{align*} \] (66, 67, 68, 69)

For conformal dimension given by \( \Delta = 3 \), the boundary condition (64) reads as the following:

\[ z^3(1 - z^4)\Omega(z)\Omega_0' = 0. \] (70)

By using an appropriate trial function

\[ \Omega(z) = 1 - \beta z^2. \] (71)

We obtain:

\[ \lambda^2(\beta, m^2, \alpha) = -\frac{20.4855 (m^2\beta^2 - 3m^2\beta + 3m^2 + 6.8\beta^2 - 22.5\beta + 18)}{(\beta^2 - 2.96617\beta + 2.41891)\epsilon^2}. \] (72)

The minimum of \( \lambda^2(\beta, m^2, \alpha) \) located at \( \beta = 0.304936 \), with the minima magnitude as given by:

\[ |\lambda_{min}|^2 = \frac{12.7445 (2.17818m^2 + 11.7713)}{\epsilon^2}. \] (73)
Consequently the minimum of the critical temperature $T_{c}^{Min}$ is obtained:

$$T_{c}^{Min} = \frac{\hbar c}{\pi} = \frac{1}{\pi} \sqrt{\frac{\rho \epsilon}{\sqrt{12.7445 (2.17818m^2 + 11.7713)}}}$$  \hspace{1cm} (74)

One significant result is, we observe that the mass of the scalar field has a lower bound:

$$m^2 > m_c^2,$$

where $m_c^2 = -5.40417$ which this bound lives in the range of the BF bound.

Similarly for $m^2 = -3$ we find:

$$T_{c}^{Min} = 0.158047 \sqrt{\rho \epsilon}.$$  \hspace{1cm} (75)

which is comparable to the numerical value of the critical temperature for Weyl’s coupling $\gamma = -0.06$ is given by the following [84]:

$$T_{c}^{Min-Numerical} \approx 0.170 \sqrt{\rho}.$$

Our analytical result is obtained as follows:

$$T_{c}^{Min-Analytical} \approx 0.158047 \sqrt{\rho \epsilon}.$$

can be read-off at the lower bound for the numerical estimation. if we put $\epsilon \approx 1.25$, the results coincide to the numerical estimation [84]

Is it possible also to present the linear relation between $\langle O_{\Delta \pm} \rangle$ and the chemical potential. using the critical solution of the following differential equation:

$$\phi'' + s(z)\phi' = \frac{(\epsilon z^{\Delta} \Omega(z))^2 \left(1 + c_4 (\epsilon z^{\Delta} \Omega(z))^2 + c_\alpha (\epsilon z^{\Delta} \Omega(z))^{\alpha - 2}\right)}{z^2(1 - z^4)(1 - 24\gamma z^4)} \phi.$$  \hspace{1cm}

Here

$$s(z) = \frac{(1 + 72\gamma z^4)}{z(1 - 24\gamma z^4)}.$$  \hspace{1cm}

We must keep only those terms of series which have the order of magnitude as $\epsilon^4 (3 < \alpha < 4)$. We put $c_4 \approx 0$, by keeping the term $c_\alpha$, we write the following approximate solution near the criticality $T_c$:

$$\phi(z) \approx \mu_c + \epsilon \chi(z),$$
where $\chi(z)$ is the trial function restricted to the auxiliary condition $\chi(0) = 1$. The differential equation for $\chi$ is given by the following:

$$\chi''(z) + s(z)\chi'(z) \approx \mu_c \frac{\epsilon(z^2\Omega(z))^2(1 + c_\alpha(\epsilon z^2\Omega(z))^{\alpha - 2})}{z^2(1 - z^4)(1 - 24\gamma z^4)}$$ (76)

The exact solution for $\chi(z)$ reads

$$\chi'(z) - \int s(z)dz = (C + \epsilon \int j(z)e^{\int s(z)dz}dz).$$ (77)

Where

$$j(z) = \mu_c \frac{(z^2\Omega(z))^2(1 + c_\alpha(\epsilon z^2\Omega(z))^{\alpha - 2})}{z^2(1 - z^4)(1 - 24\gamma z^4)}; \quad e^{\int s(z)dz} = \frac{-1 + 24\gamma z^4}{z}.$$ (78)

Finally we obtain:

$$\chi'(z) = \frac{z}{24\gamma z^4 - 1}(C + \epsilon \int j(z)(24\gamma z^4 - 1)dz).$$

and consequently we find:

$$\chi(0) = \frac{\sqrt{6}\pi C}{48\sqrt{\gamma}}.$$ (79)

If we expand in series the $\phi$ in the vicinity of $z = 0$ we find:

$$\phi \approx \mu - \frac{\rho}{\hbar}z^2 \approx \mu_c + \epsilon(\chi(0) + \chi'(0)z + \frac{1}{2}\chi''(0)z^2 + ...).$$ (80)

By comparing the coefficients of term with $z^0$ we obtain:

$$\mu - \mu_c \approx \epsilon \chi(0).$$ (81)

and using (79) we have:

$$\mu - \mu_c \approx \epsilon \left(\frac{\sqrt{6}\pi C}{48\sqrt{\gamma}}\right).$$ (82)

consequently:

$$\mu - \mu_c \approx \langle O_\Delta \rangle \left(\frac{\sqrt{6}\pi C}{48\sqrt{\gamma}}\right).$$ (83)

It implies the linear relation between $\langle O_\Delta \rangle$ and the chemical potential.
VII. BUILDING A P-WAVE HOLOGRAPHIC SUPERCONDUCTOR

This section is devoted to constructing a model for the p-wave HSC with Weyl corrections. What we need is to replace the Maxwell field with SU(2) Yang-Mills (YM) field $A^a_{\mu}$. To include the effects of Weyl corrections, we will work in a five dimensional space-time. So, the holographic picture is observed on $1 + 3$ dimensions. We propose the following model for p-wave \[86\], \[87\]:

$$ S = \int dt d^4x \sqrt{-g} \left\{ \frac{1}{16\pi G_5} (R + 12) - \frac{1}{4g^2} F^a_{\mu\nu} F^{a\mu\nu} + \gamma C^{\mu\nu\rho\sigma} F^a_{\mu\nu} F^{a\rho\sigma} \right\}. \quad (84) $$

where $G_5$ denotes the effective five dimensional Newtonian constant, $g$ is the Yang-Mills coupling constant. To satisfy AdS/CFT, we need to specify the negative cosmological constant is given by $\frac{12}{l^2}$, $l = 1$. With the same terminology as s-wave, we define the strength tensor for the non-Abelian gauge fields $A^a_{\mu}$ in the following form:

$$ F^a_{\mu\nu} = \partial_{\mu} A^a_{\nu} - \partial_{\nu} A^a_{\mu} + \varepsilon^{abc} A^b_{\mu} A^c_{\nu}, \{ a = 1, 2, 3, \mu = 0, 1, 2, 3 \}. \quad (85) $$

The Weyl’s term is coupled to the strength tensor through the coupling constant $\gamma$ in the same manner as a s-wave. The following planar version of AdS-Schwarzschild black hole solves EOMs in probe limit:

$$ ds^2 = r^2 (-f dt^2 + dx^2 + dy^2 + dz^2) + \frac{dr^2}{r^2 f}. \quad (86) $$

where we have:

$$ f = 1 - \left( \frac{r_+}{r} \right)^4 \quad (87) $$

We assume that the horizon is located at $r = r_+$. Also to have thermal behavior, we define the Smarr-Bekenstein-Hawking temperature of the black hole by $T = \frac{r_+}{\pi}$. EOMs are given by Euler-Lagrange equations or using the generalized Yang-Mills equation:

$$ \nabla_{\mu} \left( F^{a\mu\nu} - 4\gamma C^{\mu\nu\rho\sigma} F^a_{\rho\sigma} \right) = -\varepsilon^{a}_{bc} A^b_{\mu} F^{c\mu\nu} + 4\gamma C^{\mu\nu\rho\sigma} \varepsilon^{a}_{bc} A^b_{\mu} F^c_{\rho\sigma}. \quad (88) $$

For metric given by \[86\], the non-zero components of the Weyl tensor $C^{\mu\nu\rho\sigma}$ are as the following:

$$ C_{0i0j} = f(r)r_+^4 \delta_{ij}, \quad C_{0r0r} = -\frac{3r_+^4}{r^4}, \quad C_{irjr} = -\frac{r_+^4}{r^4 f(r)} \delta_{ij}, \quad C_{ijkl} = r_+^4 \delta_{ik} \delta_{jl}. \quad (89) $$
To make the problem simpler we assume that the Yang-Mills gauge field has the following form:

$$A = \varphi(r)\sigma^3 dt + \psi(r)\sigma^1 dx,$$

here $\sigma^I$ denotes Pauli’s matrices. The condensation scenario of $\psi(r)$ breaks the $SU(2)$ symmetry it implies that the system undergoes to the second order phase transition with superconducting ultimate phase. From the gauge/gravity dictionary, we label the gauge function $\psi(r)$ as the dual of the CFT vector operator $J^1_x$, where we choose $x$ axis as the preferred direction.

The resulting Yang-Mills equations for (86) are given by:

$$
\left(1 - \frac{24\gamma r^4}{r^4}\right)\varphi'' + \left(\frac{3}{r} + \frac{24\gamma r^4}{r^5}\right)\varphi' - \left(1 + \frac{8\gamma r^4}{r^4}\right)\frac{\psi^2 \varphi}{r^4 f} = 0,
$$

(90)

$$
\left(1 - \frac{8\gamma r^4}{r^4}\right)\psi'' + \left[\frac{3}{r} + \frac{f'}{f} - \frac{8\gamma r^4}{r^4} \left(-\frac{1}{r} + \frac{f'}{f}\right)\right]\psi' + \left(1 + \frac{8\gamma r^4}{r^4}\right)\frac{\varphi^2 \psi}{r^4 f^2} = 0,
$$

(91)

where the prime in all functions, denotes derivative with respect to $r$. By going to the dimensionless coordinate $z$, we change the (90) and (91) to the following system to be solved numerically and analytically:

$$
\left(1 - 24\gamma z^4\right)\varphi'' - \frac{1}{z} \left(1 + 72\gamma z^4\right)\varphi' - \left(1 + 8\gamma z^4\right)\frac{\psi^2 \varphi}{f} = 0,
$$

(92)

$$
\left(1 - 8\gamma z^4\right)\psi'' + \left[-\frac{1}{z} + \frac{f'}{f} - 8\gamma z^4 \left(\frac{3}{z} + \frac{f'}{f}\right)\right]\psi' + \left(1 + 8\gamma z^4\right)\frac{\varphi^2 \psi}{f^2} = 0,
$$

(93)

The asymptotic AdS boundary conditions, i.e. $z \to 0$, are given by:

$$
\varphi \simeq \mu - \rho z^2,
$$

(94)

$$
\psi \simeq \psi^{(0)} + \psi^{(2)} z^2,
$$

(95)

where for the renormalization reason we put $\psi^{(0)} = 0, \quad O_{\Delta_1} = 0$. The numerical results have been shown in the next table, which it implies the superconductivity in this toy model for different values of Weyl’s coupling:

Furthermore we demonstrated that the condensation happened as a function of temperature for the dual operator $J^1_x$. We observed that the condensation of $J^1_x > |T_{\to 0} \sim J_0$. Also $T_c$ is increased when the $\gamma$ varies in the range of $-0.06$ to $0.04$ and particularly when $\gamma_0$, $T_c$ decreases and the condensation becomes harder.
TABLE I: The critical temperature $T_c$ which has been obtained by numerical methods. We adopted the fields as $\varphi(1) = \varphi'(0) = \psi'(0) = \psi'(1) = 0$

Analytical method is also provided. If we suppose that the fields have the following critical solutions:

$$\psi(z) = 0, \varphi(z) = \lambda r_+(1 - z^2)$$

where $\lambda = \frac{\rho}{r_+}, r_+$ denotes the radius of the horizon at criticality $T = T_c$ we have the following EOM for $\psi$ :

$$z^2 \frac{d}{dz}((\frac{(1 - z^4)}{2g^2}) + 4\gamma r_+^3 z^3) \frac{d\psi}{dz} + \lambda^2 [r_+^3 (\frac{z}{2g^2} + 4\gamma z^5) \frac{1 - z^4}{1 + z^4}] \psi = 0 \quad (96)$$

We suggest the following Poincare’s solution:

$$\psi(z) = \langle \frac{J_1}{r_+} \rangle z^2 F(z) \quad (97)$$

with the auxiliary boundary conditions $F(0) = 1, F'(0) = 0$. So, the auxiliary function $f(z)$ satisfies the following differential equation:

$$\frac{d}{dz}(k(z) \frac{dF(z)}{dz}) - p(z) F(z) + \lambda^2 q(z) F(z) = 0 \quad (98)$$

where:

$$k(z) = \frac{z^3(1 - z^4)}{2g^2} + 4\gamma r_+^3 z^7 \quad (99)$$

$$p(z) = -2z^5(-\frac{2}{g^2} + 16\gamma r_+^3) \quad (100)$$

$$q(z) = r_+^3 z^2 \frac{r_+^3 z}{2g^2} + 4\gamma z^5 \frac{1 - z^4}{1 + z^4} \quad (101)$$

The minimum of the eigenvalue $\lambda$ is obtained using the following functional:

$$\lambda^2 = \frac{\int_0^1 (k(z) F'^2 + p(z) F(z)^2)dz}{\int_0^1 q(z) F(z)^2 dz} \quad (102)$$
Using a trial function \( F(z) = 1 - \alpha z^2 \) we find:

\[
\lambda_\alpha^2 = \frac{2g^2}{r_{+c}^3(\alpha^2 (-0.22 \gamma g^2 - 0.015) + \alpha (0.63 \gamma g^2 + 0.053) - 0.48 \gamma g^2 - 0.057)}
\]

Which attains a local minimum when \( \alpha = 0.30 \), the minimum value of the critical temperature is given by:

\[
T_{c}^{\text{Min}(\pm)} = 0.27^3 \sqrt{\frac{-0.13 \pm 0.31 g^2}{\gamma g^2}} \frac{1.90 \gamma g^2 \rho^2 (1.08 \gamma g^2 + 0.13) + 0.17}{g^2}
\]  \hspace{1cm} (103)

If we pass to the regime of the strong coupling of the YM theory, it is possible to perform a series expansion for \( \frac{1}{g} \) as:

\[
T_{c}^{\text{Min}(\pm)} \approx 0.194 \rho^\frac{1}{3} + \frac{0.15 (-0.13 \gamma + 0.03 \gamma \rho)}{\gamma^2 \rho^\frac{1}{3} g^2}
\]

In probe for such large value of the YM coupling, the analytic value of the leading order \( T_{c}^{\text{Min}} \approx 0.194 \rho^\frac{1}{3} \) obeys the rule \( T_{c} \propto \rho^\frac{1}{3} \) and it is considered as the lower bound of \( T_{c} \) according to the numerical results. The minimum numeric value of \( T_{c} \) read:

\[
T_{c}^{\text{Min}(\pm)}(\text{numeric}) \approx 0.1701 \rho^\frac{1}{3}
\]

As we see, the analytic is in good agreement with the numerical estimation.

Similarly, we can investigate the criticality for the scalar field. This latest result gives us the relation between the condenser and the difference between the normal and critical values of the chemical potential \( \mu - \mu_{c} \). Let us start by the EOM of gauge field \( \varphi \) as the following:

\[
\frac{d}{dz}(\left(- \frac{1}{2zg^2} + 12 \gamma z^3 \right) \frac{d\varphi}{dz}) + \left( \frac{z}{r_{+c}} \right)^2 \left( \frac{z}{2(1 - z^4)g^2} + \frac{4 \gamma z^5}{1 - z^4} \right) \left( \frac{<J^1_x>}{r_+} \right)^2 F(z)^2 \varphi = 0
\]  \hspace{1cm} (105)

With the same logic as we use it before, we expand the gauge field in criticality in the following form:

\[
\varphi = \mu_{c} + <J^1_x> \chi(z) + ...
\]  \hspace{1cm} (106)

The appropriate boundary condition is written as \( \chi(1) = 0 \). If we substitute this approximated solution, we find the following differential equation for the auxiliary function \( \chi(z) \):

\[
\frac{d}{dz}(\left(- \frac{1}{2zg^2} + 12 \gamma z^3 \right) \frac{d\chi(z)}{dz}) + \left( \frac{z}{r_{+c}} \right)^2 \left( \frac{z}{2(1 - z^4)g^2} + \frac{4 \mu_{c} \gamma z^5}{1 - z^4} \right) \left( \frac{<J^1_x>}{r_+^2} \right)^2 F(z)^2 = 0
\]  \hspace{1cm} (107)
It is completely straightforward to solve (107) using integration, we obtain:

\[
(-\frac{1}{2zs^2} + 12\gamma z^3)\frac{d\chi(z)}{dz} = -\mu e^{-\frac{J^1_x}{r^4_c}} \int z^2(\frac{z}{2(1-z^4)g^2} + \frac{4\gamma z^5}{1-z^4})F(z)^2dz
\]

(108)

Since the \(\chi(z)\) is considered as a regular function in the vicinity of the AdS boundary point, we suppose that \(\chi'(0) = 0\). The adequate form for the trial function is given by \(F(z) = (1 - z^2)(1 - \alpha z^2)\). We substitute it in the integral, and meanwhile we expand \(\varphi(z)\) in the following series form:

\[
\varphi(z) \sim \mu - \rho z^2 \approx \mu_c + <J^1_x> (\chi(0) + \chi'(0)z + ...)
\]

(109)

The rest is so easy to compare the coefficients of \(z^0\) of both sides of this equation. We obtain:

\[
\mu - \mu_c \approx \frac{(<J^1_x>)^2\mu_c}{34560\gamma^2g^4} (3003.22\gamma^{3/2}g^3 (8\gamma g^2 + 1) \text{Li}_2 \left[ \frac{12\sqrt{\gamma}g}{12\sqrt{\gamma}g - 2.44949} \right] + (9047.79 + 6359.31)\gamma^2g^4)
\]

(110)

When \(\alpha = 0.305\) we have a minima (\(\text{Li}_2(z)\)denotes the polylogarithm function).

We obtained the critical exponent \(\frac{1}{2}\) which is in great agreement with the mean field theory (GL) and also the numerical results.

It is possible to study p-wave superconductors by matching method. But before, it is an illustrative example to show that whether the p-wave model is stable or not?. Let us start by the EOMs given in (90) and (91). In the normal phase, when the system did not enter to the superconductivity, \(\psi = 0\) and we have the following exact solution (trivial) for EOMs:

\[
\phi = \phi_0(r) = \frac{\rho}{r^2} \left( 1 - \frac{r^2}{r^2} \right), \quad \rho = \mu r^2_+,
\]

(111)

It is verified by direct substitution of the solutions in the field equations. The set of solutions describes the normal phase, no condensation phase of the system. Now, we must prove that due to the instability, there exists a unique physical state of the system which when the system reaches it, the system becomes a superconductor. We rewrite the (90) as the following:

\[
\frac{d}{dr} \left[ (-r^2 + 24\gamma^2 r^4)\phi' \right] + (1 + 8\gamma^2 r^4) \frac{\phi^2}{rr^2f} = 0.
\]

(112)
In the normal phase when the characteristic temperature of the system (the black hole temperature) is larger than the critical one, i.e. \( T > T_c \) the scalar field is absent \( \psi = 0 \). As the zeroth order approximation, the system has the following solution for the zeroth order gauge field \( \phi_0 \):

\[
\frac{d}{dr} \left[ (-r^3 + 24\gamma \frac{r^4}{r}) \phi_0 \right] = 0. \tag{113}
\]

To study the (in)stability of the system, we perturb \( \phi(r) = \phi_0(r) + \delta \phi \), where the (113) gives us the following zeroth order equality:

\[
\frac{d}{dr} \left[ (-r^3 + 24\gamma \frac{r^4}{r}) \delta \phi' \right] \geq 0, \tag{114}
\]

It is clear for us that at the AdS boundary,

\[
(-r^3 + 24\gamma \frac{r^4}{r}) \phi_0' \to 0, \tag{115}
\]

consequently, we conclude that:

\[
(-r^3 + 24\gamma \frac{r^4}{r}) \delta \phi' \to 0. \tag{116}
\]

At AdS boundary, using this fact that always \( \delta \phi|_{r_+} = 0 \Rightarrow \delta \phi' \leq 0 \) so we conclude that:

\[
\phi(r) \leq \phi_0(r). \tag{117}
\]

It implies that there exists a physical state which it remains always below the zeroth order (normal) phase. But to have a complete proof, we rewrite the second field equation of the scalar field in the following form:

\[
\frac{d}{dr} \left[ (-r^3 + 24\gamma \frac{r^4}{r}) \psi' \right] - \left( 1 + 8\gamma \frac{r^4}{r^4} \right) \frac{\psi^2 \phi}{r_+^2 f^2} = 0. \tag{118}
\]

We define an auxiliary field \( X = r \psi \). In terms of this new defined field, the boundary condition \( \psi'(r_+) = 0 \) implies that \( X'_+ = X_+/r_+ \). As we know at the AdS asymptotic limit, \( rfX' \to 0 \). So to show that the system has a unique condensed phase, we need to find a critical point of the function \( X(r) \) such that it satisfies the following equation:

\[
\left( X'(r_+) = 0 \right) \wedge \left( X'' < 0 \right) \wedge \left( X > 0 \right). \tag{119}
\]
Which is always possible to find it as the following form:

\[ X(r) = X(r_T) + \frac{1}{2}X''(r_T)(r - r_T)^2, \quad X''(r_T) < 0. \] (120)

We have been qualitatively verified that the p-wave Weyl superconductor state exists. The appropriate boundary conditions are given by the following:

\[ \phi(1) = 0, \quad \psi'(1) = 0, \] (121)

We use the matching method. Let us to start by writing the series solutions in the vicinity of the boundary points \( z = 1 \) and \( z = 0 \)

The series solutions for \( \{ \phi, \psi \} \) are valid in the vicinity of the black hole horizon \( z = 1 \) as follows:

\[
\begin{align*}
\phi(z) & = \phi(1) - \phi'(1)(1 - z) + \frac{1}{2}\phi''(1)(1 - z)^2 + \cdots, \\
\psi(z) & = \psi(1) - \psi'(1)(1 - z) + \frac{1}{2}\psi''(1)(1 - z)^2 + \cdots.
\end{align*}
\] (122)

We put \( a = -\phi'(1) < 0 \) and \( b = \psi(1) > 0 \). Using the (92) we are able to find the coefficient:

\[
\phi''(1) = -a \frac{1 + 72\gamma}{1 - 24\gamma} + \frac{1 + 8\gamma}{1 - 24\gamma} \frac{ab^2}{4r^2_+}. \] (124)

Thus we can write (122) for the gauge field:

\[
\phi(z) = a \left[ (1 - z) - \frac{(1 - z)^2}{2(1 - 24\gamma)} \left( 1 + 72\gamma - \frac{b^2}{4r^2_+} (1 + 8\gamma) \right) \right]. \] (125)

and similarly for \( \psi \), using (93) we obtain:

\[
\psi''(1) = -\frac{1}{32r^2_+} \left( \frac{1 + 8\gamma}{1 - 8\gamma} \right) a^2 b. \] (126)

appropriatly the following series solution is written for the scalar field: (123)

\[
\psi(z) = b \left[ 1 - \left( \frac{1 + 8\gamma}{1 - 8\gamma} \right) \frac{(1 - z)^2}{64r^2_+} a^2 \right]. \] (127)

We need also to provide the asymptotic solutions near the AdS boundary. For the EOMs given in (92) and (93), and in the asymptotic limit we have: region we have

\[
\begin{align*}
\phi(z) & = \mu - \frac{\rho}{r^2_+} z^2, \\
\psi(z) & = \frac{< O_+ >}{r^\Delta_+} z^\Delta.
\end{align*}
\] (129)
We adopted a suitable renormalization $\mathcal{O}_- = 0$. To have a better overview, we are remembering to the mind that the scalar field has the following exact solution near the AdS boundary:

$$\psi(r) \to r^{-(\Delta_+ + 2)} + r^{-\Delta_+} < \mathcal{O}_+ > .$$

(130)

The unique duality with the CFT operators is clearly understood now from this expansion, since according to the complex variable theory, the coefficients of the series are determined uniquely as contour integrals over an arbitrary contour. Here the order of series is given by the power $\Delta_+$. We are free to omit the terms with the coefficients as $< \mathcal{O}_- >$. It is simply done by putting $\mathcal{O}_- = 0$.

Now, we are going to smoothly match the solutions given by (125) and (127) with (128) and (129) at an intermediate point $z = z_m$. To be smoothly connected we must check:

$$\phi^{z=0}|_{z_m} = \phi^{z=1}|_{z_m}, \quad \phi'^{z=0}|_{z_m} = \phi'^{z=1}|_{z_m}$$

(131)

$$\psi^{z=0}|_{z_m} = \psi^{z=1}|_{z_m}, \quad \psi'^{z=0}|_{z_m} = \psi'^{z=1}|_{z_m}$$

(132)

If we substitute the functions in the above mentioned continuity conditions we obtain:

$$\mu - \frac{\rho z_m^2}{\pi^2 T^2} = a \left( 1 - z_m - \frac{1}{2} \left( 1 - z_m \right)^2 \left( 1 + 72 \gamma - \frac{1}{4\pi^2} b^2 (1 + 8 \gamma) \right) \right),$$

(133)

$$-\frac{2\rho z_m}{\pi^2 T^2} = a \left( -1 + \frac{(1 - z_m) \left( 1 + 72 \gamma - \frac{1}{4\pi^2} b^2 (1 + 8 \gamma) \right)}{1 - 24 \gamma} \right),$$

(134)

$$\frac{z_m^{\Delta} < \mathcal{O}_+ >}{(\pi T)^\Delta} = b \left( 1 - \frac{1}{64 r_+^2} \left( 1 + 8 \gamma \right) a^2 \left( 1 - z_m \right)^2 \right),$$

(135)

$$\frac{\Delta z_m^{\Delta-1} < \mathcal{O}_+ >}{(\pi T)^\Delta} = \frac{1}{32 r_+^2} \frac{b \left( 1 + 8 \gamma \right) a^2 \left( 1 - z_m \right)}{1 - 8 \gamma}.$$
Similarly we eliminate $a^2b$ between (135) and (136). By this simple manipulation we find the non-vanishing $b$, and later we can eliminate $\langle O_+ \rangle$ between (135), (136) to lead us:

$$a = 8\pi T \frac{\sqrt{(1 - z_m)(-\Delta - 2z_m + z_m\Delta)}(1 + 8\gamma)\Delta}{(z_m - 1)(-\Delta - 2z_m + z_m\Delta)(1 + 8\gamma)}.$$  \hspace{1cm} (139)

If we replace $a$, from (138) we discover that:

$$b = \sqrt{36 \left( \frac{\gamma + \frac{1}{72}z_m - \frac{4}{3}\gamma}{\pi^3 \sqrt{(1 - z_m)(-\Delta - 2z_m + z_m\Delta)(1 + 8\gamma)\Delta}} \right) \frac{T^3 - T_c^3}{(\frac{1}{8} + \gamma)(-1 + z_m)T\sqrt{(1 - z_m)(1 + 8\gamma)(-1 + 8\gamma)\Delta}(-2z_m + \Delta m - \Delta)} \pi}.$$  \hspace{1cm} (140)

where we define the critical temperature $T_c$ as the following:

$$T_c = \alpha(\gamma|z_m|\Delta)\rho^{\frac{1}{2}}.$$  \hspace{1cm} (141)

here,

$$\alpha(\gamma|z_m|\Delta) = \frac{1}{2} \sqrt{2(1 + 8\gamma)(-1 + 24\gamma)} \times \sqrt{\frac{z_m}{z_m(1 + 72\gamma) - 96\gamma}} \sqrt{\frac{(1 - z_m)(-\Delta + z_m(\Delta - 2))}{\Delta}}.$$  \hspace{1cm} (142)

Because of the acceptable range of Weyl’s coupling, i.e. $-\frac{1}{16} < \gamma < \frac{1}{24}$ and since the temperature (critical) must be positive, we should consider the following cases separately:

- Case A: $-\frac{1}{16} < \gamma < -\frac{1}{8}$, $\gamma > \frac{z_m}{z_m - 72z_m}$,
- Case B: $-\frac{1}{8} < \gamma < \frac{1}{24}$, $\gamma < \frac{z_m}{z_m - 72z_m}$.

It is adequate to mention here that in both cases, the conformal dimension reads $\Delta > -\frac{2z_m}{1 - z_m}$. Now we can also write the expression for $\langle O_+ \rangle$ as the following:

$$\langle O_+ \rangle = \beta(\gamma|z_m|\Delta)T_c^\frac{3}{2}T^{\Delta - \frac{1}{2}} \sqrt{1 - \left(\frac{T}{T_c}\right)^3},$$  \hspace{1cm} (143)

where

$$\beta(\gamma|z_m|\Delta) = \frac{\sqrt{36 \left( \frac{\gamma + \frac{1}{72}z_m - \frac{4}{3}\gamma}{\pi^3 \sqrt{(1 - z_m)(\Delta + z_m(1 - \frac{1}{2}\Delta))}} \right) \pi^{\Delta + 1/2}}}{\sqrt{A}}.$$  \hspace{1cm} (142)
here $\mathcal{A} = \sqrt{(1 - z_m)(-\Delta - 2 z_m + z_m \Delta)(1 + 8 \gamma)\Delta (-1 + 8 \gamma)}$. Using the definition of $T_c$, we deduce that in our model $\langle \mathcal{O}_+ \rangle$ to be vanished at the critical point $T = T_c$, and there exists a unique superconducting phase $T T_c$. The result for $\langle \mathcal{O}_+ \rangle$ to be confirmed by the mean field theory result $\langle \mathcal{O}_+ \rangle \propto (1 - T/T_c)^{1/2}$. Also, the value of $T_c$ given by (141) is considered in greater agreement with the numerical results as $T_c \propto \sqrt{\rho}$.

\textbf{VIII. CONCLUSION}

In this paper, we review the basic properties of s, p-wave holographic superconductors with the Weyl correction term. Such corrections are motivated by one-loop quantum corrections to the Einstein gravity. The main focus was on analytical properties. Matching method and variations approach have been used to derive exact analytic results for critical temperature and condensation of different conformal operators. We also has been investigated a type of generalized models with St"{u}ckelberg 's and analytically well established the critical parameters of this model.
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