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Abstract

This paper presents a novel, more efficient proper orthogonal decomposition (POD) based reduced-order model (ROM) for compressible flows. In this POD model the governing equations, i.e., the conservation of mass, momentum, and energy equations were written using specific volume instead of density. This substitution allowed for the pre-computation of the coefficients of the system of ODEs that make up the reduced-order model. Several methods were employed to enhance the stability of the ODE solver: the penalty method to enforce boundary conditions, artificial dissipation, and a method that modifies the number of modes used in the POD approximation. This new POD-based reduced-order model was validated for four cases at both on- and off-reference conditions: a quasi-one-dimensional nozzle, a two-dimensional channel, a three-dimensional axisymmetric nozzle, and a transonic fan. The speedup obtained by using the POD-based ROM vs. the full-order model exceeded four orders of magnitude in all cases tested.
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1. Introduction

Developments in computer hardware and infrastructure have opened up pathways toward high-fidelity model development of complex flow problems. Despite these advancements, the full-order model (FOM) of these complex simulations remains computationally expensive. One can reduce the computational
time of these FOMs by improving the numerical scheme and/or grid quality. While these approaches may be effective, the FOM still remains limited in its use for design as well as for real-time feedback. To amend this expense, one can instead use model reduction procedures to create reduced-order models (ROM). These model reduction procedures replace the larger system of partial differential equations (PDEs) of the full-order model by a much smaller system of ordinary differential equations (ODEs) that make up the reduced-order model. One such model reduction procedure is the Proper Orthogonal Decomposition (POD) method.

Proper Orthogonal Decomposition was developed by Karhunen and Loeve and applied to fluid dynamics by Lumley. The POD method is a common model reduction procedure used to develop ROMs, and has been used for many applications such as turbomachinery, cavity, and multiphase flows. Other model reduction methods have also been explored such as the Balanced POD, dynamic mode decomposition, and bi-orthogonal decomposition. Lucia et al. have presented an extensive review of several model reduction methods including Volterra theory, harmonic balance, and the traditional POD method. While this is not a comprehensive list, it is clear that these model reduction procedures have become an important part of CFD model development. Furthermore, manipulations to the traditional POD method have been performed involving modifying the form of the governing equations, e.g., through linearizing the system of equations, changing the inner product of the Galerkin projection procedure, or extending the POD approximation to deforming computational domains.

One drawback of the POD method is in its inability to preserve the stability of the FOM. This limits the robustness of the ROM for handling changes in geometry and flow conditions. While this is the case, it does not mean that the ROM cannot be stabilized. In fact, there have been several methods developed that can aid in regaining the stability lost through the POD process. For example, extensions on the traditional POD method for stability have been done for linear-time invariant ROMs with other research focusing on eigenvalue reassignment of linear-time invariant systems. It is possible to extend the eigenvalue reassignment of the linear-time invariant systems to nonlinear systems through an iterative approach. Another approach is to develop stability-preserving inner products respective to the type of flow problem. Furthermore, it has been found that the lack of enforcement of boundary conditions in a ROM can lead to constrained solutions, which may lead to instabilities in the ROM. Therefore, enforcing boundary conditions in a ROM is another way to preserve stability. The penalty method can be used for such a purpose. This method enforces the boundary conditions by penalizing the system of ODEs if they do not satisfy the boundary conditions of the governing system of PDEs. Artificial dissipation has also been successfully used to stabilize the ROM after the fact by adding an artificial dissipation term to the governing equations.

This paper presents a novel POD method applied to the conservation of mass, momentum, and energy equations written as a function of specific volume.
instead of density. When applying the POD method to the governing equations of fluid dynamics written as a function of the primitive or conservative variables, a POD approximate appears in the denominator. This increases the non-linearity of the system and may require that the coefficients of the ODEs that make up the ROM be recalculated at every time step. To correct this limitation, the governing equations are written as a function of specific volume instead of density [29, 30]. This formulation allows for the pre-computation of the coefficients of the ODEs, which significantly reduces the computational time of the ROM. The following section presents these governing equations written as a function of specific volume instead of density. Then, the POD method is described along with the stabilizing methods used for the POD-based ROM. Validation results of the ROM are presented for four cases: a quasi-one-dimensional nozzle, a two-dimensional channel, a three-dimensional axisymmetric nozzle, and a three-dimensional transonic fan rotor. Results are given for both on- and off-reference conditions. Finally, the CPU runtime of the ROM written in terms of specific volume is compared to its FOM.

2. Methodology

This section presents the methods used in the development of the POD-based ROM that used specific volume instead of density. The first part of this section discusses the POD method. The second part presents the governing equations of the FOM and ROM in two ways: for a stationary reference frame and for a reference frame rotating about the $x$-axis. Finally, the third part discusses the stability methods applied to the ROM.

2.1. Proper Orthogonal Decomposition

Proper Orthogonal Decomposition, otherwise referred to as Principal Component Analysis or the Karhunen-Loeve Decomposition, was developed by Karhunen and Loeve [3, 31] as a statistical method to extract optimal basis sets from an ensemble of observations. The optimal basis is found in such a way that the time-averaged approximation error between the POD approximation and the full-order model is minimized in a respective norm.

To extract these optimal basis sets, consider a set of discrete snapshots of some scalar function $q(x, t_i), 1 \leq i \leq M$, where $M$ is the number of snapshots. This set of snapshots is assumed to form a linear, finite-dimensional Hilbert space $L^2$ on a spatial domain $\Omega$. The POD method approximates the perturbation of the scalar function, $\bar{q} = q - \bar{q}$, as a linear combination of some time-dependent orthogonal time coefficients, $a$, and time-independent orthogonal basis functions, $\phi$,

$$\bar{q}(x, t_i) = \sum_{j=1}^{n^s} a_j^s(t_i) \phi_j^s(x)$$

(1)
where \( n^q \) is the number of terms or modes kept to approximate \( \hat{q}(x,t_i) \). Alternatively, the POD approximation can be applied to the scalar function \( q \)

\[
q(x,t_i) = \sum_{j=0}^{n^q} a^q_j(t_i) \phi^q_j(x)
\]

where \( a^q_0(t_i) = 1 \) and \( \phi^q_0(x) = \bar{q} \). The reconstruction is optimal in the sense that the time-averaged least-square error of the POD approximation

\[
\epsilon^q_{n^q} = \left\langle \left\| \hat{q}(x,t_i) - \sum_{k=1}^{n^q} a^q_k(t_i) \phi^q_k(x) \right\|^2 \right\rangle
\]

is a minimum for any \( n^q \leq M \) combinations of basis functions [32]. Here \( \| \cdot \| \) denotes the \( L^2 \) norm, \( \| f \| = (f,f)^{1/2} \), where \( \langle \cdot, \cdot \rangle \) denotes an inner product, and \( \langle \cdot \rangle \) denotes an ensemble average, \( \langle f \rangle = \frac{1}{T} \int_0^T f(x,t) \, dt \). This minimization reduces to an eigenvalue problem of the form [33, p. 89]

\[
\int_\Omega \langle \hat{q}(x)\hat{q}^*(y) \rangle \phi(y) dy = \lambda \phi(y)
\]

which is a homogenous Fredholm integral equation of the second kind [34]. The optimal basis functions are the eigenfunctions of the integral eigenvalue equation. The kernel of (4) is the autocorrelation function \( R(x,y) = \langle \hat{q}(x)\hat{q}^*(y) \rangle \) where \( \ast \) denotes a complex conjugate. The integral equation in (4) is solved using a Singular Value Decomposition (SVD).

If instead one has a set of discrete vector-valued observations \( q(x,t_i) = [q(x_1,t_i), q(x_2,t_i), ..., q(x_N,t_i)]^T \) where \( N \) is the resolution of the spatial domain, the discrete ensemble average becomes \( \langle f \rangle = \frac{1}{M} \sum_{i=1}^{M} f(x,t_i) \) and the autocorrelation function becomes a tensor product matrix

\[
R = \frac{1}{M} \sum_{i=1}^{M} \hat{q}(x,t_i)q^T(y,t_i)
\]

where \( R \) is a symmetric, positive semi-definite matrix which by definition has orthogonal eigenvectors [35]. For this discrete set of observations, the method of snapshots developed by Sirovich [36] is used to calculate the eigenvectors of \( R \). This method is efficient when \( M \ll N \), since it reduces a system of \( N \) equations to one of \( M \) equations. Details on the implementation of this method are given in [32, 37].

The only remaining unknowns after solving for the optimal set of basis functions are the time coefficients. Because the basis functions are orthogonal, the time coefficients can be calculated as

\[
a^q_k = \frac{(\hat{q},\phi^q_k)}{(\phi^q_k,\phi^q_k)}. \tag{6}
\]
While (6) produces the “exact” time coefficients that best approximate $\tilde{q}$, these time coefficients cannot be used for predicting the solution at off-reference conditions, that is, for conditions different from those predicted by the full-order model. For off-reference conditions, the time coefficients need to be computed by solving the system of ordinary differential equations obtained by substituting the approximation (1) into the governing equations and then projecting the approximate governing equations along the basis functions.

2.2. Governing Equations

The governing equations of fluid motion are the mass, momentum, and energy conservation equations. Here we use the equations for a compressible, inviscid flow, otherwise known as the Euler equations. In this section, formulations of the Euler equations are given in two reference frames: a stationary and a rotating reference frame. The rotating reference frame is beneficial for modeling turbomachinery flows. Before presenting these formulations, the impact of using density $\rho$ in the governing equations is explored.

2.2.1. Primitive Variables vs. Zeta Variables Formulation

The Euler equations written in differential form using primitive variables are

$$\frac{\partial \rho}{\partial t} + \mathbf{v} \cdot \nabla \rho + \rho (\nabla \cdot \mathbf{v}) = 0$$

$$\frac{\partial \mathbf{v}}{\partial t} + (\mathbf{v} \cdot \nabla) \mathbf{v} = -\frac{1}{\rho} \nabla p$$

$$\frac{\partial p}{\partial t} + \gamma p (\nabla \cdot \mathbf{v}) + (\mathbf{v} \cdot \nabla) p = 0$$

where $\mathbf{v} = (u, v, w)^T$ is the velocity vector, $p$ is pressure, and $\gamma$ is the specific heat ratio. The state vector for this system is $\mathbf{q} = (\rho, u, v, w, p)^T$. One can see that density $\rho$ appears in the denominator for the conservation of momentum equations. For example, consider the one-dimensional $x$-momentum conservation equation

$$\frac{\partial u}{\partial t} + u \frac{\partial u}{\partial x} = -\frac{1}{\rho} \frac{\partial p}{\partial x}$$

Inserting the POD approximation (1) yields

$$\sum_{i=0}^{n_u} \hat{a}_i^u \phi_i^u + \sum_{i=0}^{n_u} \sum_{j=0}^{n_u} \hat{a}_i^u \hat{a}_j^u \phi_i^u \phi_j^u = \frac{\sum_{i=0}^{n_p} \hat{a}_i^p \phi_i^p - \gamma p \sum_{j=0}^{n_u} \hat{a}_j^u \phi_j^u}{\sum_{j=0}^{n_u} \hat{a}_j^u \phi_j^u \phi_j^u},$$

where a POD approximate appears in the denominator of the right-hand side. Projecting along the POD basis function $\phi_k^u$ yields

$$\sum_{i=0}^{n_u} \sum_{j=0}^{n_u} (\phi_i^u \phi_j^u, \phi_k^u) \hat{a}_i^u \hat{a}_j^u = -\left( \frac{\sum_{i=0}^{n_p} \hat{a}_i^p \phi_i^p - \gamma p \sum_{j=0}^{n_u} \hat{a}_j^u \phi_j^u \phi_j^u}{\sum_{j=0}^{n_u} \hat{a}_j^u \phi_j^u \phi_j^u} \right).$$

(8)
On the left-hand side, the time-derivative term is contracted due to the orthogonality of the basis functions. The coefficient corresponding to the convective term depends only on space, and so can be precomputed before solving the system of ODEs. On the right-hand side of (8), however, the coefficient corresponding to the pressure gradient term depends on both space and time due to the appearance of $\rho$ in the denominator. Having a coefficient of the ODEs dependent on time is not ideal, as it requires reconstructing the solution using (1) and then projecting along $\phi_k^u$ at each time step. This dependence only adds to the computational expense of the ROM, which is counter to the goal of reducing computational expense. Ideally, the coefficients of the ODEs of the ROM should be precomputed before solving the system of ODEs.

If instead one multiplies the momentum equations of (7) by $\rho$, the density is removed from the denominator and the coefficients of the ODEs can be precomputed.

$$\rho \frac{\partial \mathbf{v}}{\partial t} + \rho (\mathbf{v} \cdot \nabla) \mathbf{v} = -\nabla p \quad (9)$$

The multiplication by density, however, increases the nonlinearity of the left-hand side of (9). To illustrate this, let us project the time-derivative term of the $x$-momentum along $\phi_k^u$

$$\left( \rho \frac{\partial u}{\partial t} , \phi_k^u \right) = \left( \sum_{i=0}^{n_u} \sum_{j=0}^{n_u} a_i^\rho \phi_i^\rho \dot{a}_j^u \phi_j^u, \phi_k^u \right) = \sum_{i=0}^{n_u} \sum_{j=0}^{n_u} a_i^\rho \dot{a}_j^u \left( \phi_i^\rho \phi_j^u , \phi_k^u \right).$$

It is apparent that the term cannot be fully contracted. Therefore, at every time step, a separate system of equations will need to be solved to find $\dot{a}_k^u$ rather than solving for the derivative directly. This will occur for every velocity component. For example, expanding for $n^x = 1$

$$\left( \rho \frac{\partial u}{\partial t} , \phi_k^u \right) = a_1^\rho \dot{a}_1^u \left( \phi_1^\rho \phi_1^u , \phi_k^u \right) + a_2^\rho \dot{a}_2^u \left( \phi_2^\rho \phi_2^u , \phi_k^u \right) + \ldots + a_{n_u}^\rho \dot{a}_{n_u}^u \left( \phi_{n_u}^\rho \phi_{n_u}^u , \phi_k^u \right)$$

leads to a system of size $n^u$ that must be solved to determine $\dot{a}_k^u$, $k \in [1, n^u]$. By comparison, if the time-derivative of $x$-velocity is evaluated separately, then the orthogonality of the POD modes simplifies the expression

$$\left( \frac{\partial u}{\partial t} , \phi_k^u \right) = \left( \sum_{i=0}^{n_u} \dot{a}_i^u \phi_i^u , \phi_k^u \right) = \sum_{i=0}^{n_u} \dot{a}_i^u \left( \phi_i^u , \phi_k^u \right) = \dot{a}_k^u.$$

To correct both issues, the specific volume $\zeta$ is used instead of density $\rho$ in the governing equations. The following sections present the governing equations in this format.
2.2.2. Stationary Frame

The Euler equations written as a function of specific volume \( \zeta \) instead of density \( \rho \) in a stationary frame are \([29]\)

\[
\begin{align*}
\frac{\partial \zeta}{\partial t} + \mathbf{v} \cdot \nabla \zeta - \zeta (\nabla \cdot \mathbf{v}) &= 0 \\
\frac{\partial \mathbf{v}}{\partial t} + \mathbf{v} \cdot \nabla \mathbf{v} + \zeta \nabla p &= 0 \\
\frac{\partial p}{\partial t} + \mathbf{v} \cdot \nabla p + \gamma p (\nabla \cdot \mathbf{v}) &= 0.
\end{align*}
\] (10)

The governing equations written in vectorial form are

\[
\frac{\partial \mathbf{Z}_i}{\partial t} + \mathbf{A}_{1i} \frac{\partial \mathbf{Z}_i}{\partial x} + \mathbf{A}_{2i} \frac{\partial \mathbf{Z}_i}{\partial y} + \mathbf{A}_{3i} \frac{\partial \mathbf{Z}_i}{\partial z} = \mathbf{Q}_i, \quad 1 \leq i \leq N
\] (11)

where \( \mathbf{Z}_i \) is the state vector

\[
\mathbf{Z}_i = \left[ \begin{array}{ccccc}
\zeta & u & v & w & p \\
\end{array} \right]_{i}^T
\]

and

\[
\mathbf{A}_{1i} = \left[ \begin{array}{cccccc}
u & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{array} \right]_i
\]

\[
\mathbf{A}_{2i} = \left[ \begin{array}{cccccc}
u & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{array} \right]_i
\]

\[
\mathbf{A}_{3i} = \left[ \begin{array}{cccccc}
u & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{array} \right]_i
\]

and \( \mathbf{Q}_i = \mathbf{0} \).

2.2.3. Rotating Reference Frame

The Euler equations written for a reference frame rotating about the \( x \)-axis in terms of specific volume instead of density are

\[
\begin{align*}
\frac{\partial \zeta}{\partial t} + (\mathbf{v} \cdot \nabla) \zeta - \zeta (\nabla \cdot \mathbf{v}) + \omega_x \left( \frac{\partial \zeta}{\partial y} - \frac{\partial \zeta}{\partial z} \right) &= 0 \\
\frac{\partial \mathbf{v}}{\partial t} + (\mathbf{v} \cdot \nabla) \mathbf{v} + \zeta \nabla p + \omega_x \left( \frac{\partial \mathbf{v}}{\partial y} - \frac{\partial \mathbf{v}}{\partial z} \right) &= \tilde{\mathbf{Q}} \\
\frac{\partial p}{\partial t} + \gamma p (\nabla \cdot \mathbf{v}) + (\mathbf{v} \cdot \nabla) p + \omega_x \left( \frac{\partial p}{\partial y} - \frac{\partial p}{\partial z} \right) &= 0
\end{align*}
\] (12)
where $\omega_x$ is the angular velocity about the $x$-axis and $\tilde{Q} = \omega_x[0, w, -v]^T$. The vectorial form (11) is still valid, but the matrices $A_2$, $A_3$, and the vector $Q_i$ have changed to

$$A_2 = \begin{bmatrix} v + z\omega_x & 0 & -\zeta & 0 & 0 \\ 0 & v + z\omega_x & 0 & 0 & 0 \\ 0 & 0 & v + z\omega_x & 0 & \zeta \\ 0 & 0 & 0 & v + z\omega_x & 0 \\ 0 & 0 & \gamma p & 0 & v + z\omega_x \end{bmatrix}_i$$

$$A_3 = \begin{bmatrix} w - y\omega_x & 0 & 0 & -\zeta & 0 \\ 0 & w - y\omega_x & 0 & 0 & 0 \\ 0 & 0 & w - y\omega_x & 0 & 0 \\ 0 & 0 & 0 & w - y\omega_x & \zeta \\ 0 & 0 & 0 & \gamma p & w - y\omega_x \end{bmatrix}_i$$

and $Q_i = \omega_x[0, 0, w, -v, 0]^T$.

2.3. Flow Solver

Two models were used to solve the governing equations: a full-order model (FOM) and a reduced-order model (ROM). The FOM solved the discretized governing equations while the ROM solved the projection of the governing equations. The FOM and the ROM are covered in the following sections.

2.3.1. Full-Order Model

Two full-order models were used for generating the results presented herein. The first FOM solved the one-dimensional Euler equations (7) written using characteristic variables

$$\frac{\partial s}{\partial t} + u \frac{\partial s}{\partial x} = 0$$

$$\frac{\partial}{\partial t} \left( u + \frac{2c}{\gamma - 1} \right) + \left( u + c \right) \frac{\partial}{\partial x} \left( u + \frac{2c}{\gamma - 1} \right) + cu \frac{1}{A} \frac{\partial A}{\partial x} = 0$$

$$\frac{\partial}{\partial t} \left( u - \frac{2c}{\gamma - 1} \right) + \left( u - c \right) \frac{\partial}{\partial x} \left( u - \frac{2c}{\gamma - 1} \right) - cu \frac{1}{A} \frac{\partial A}{\partial x} = 0$$

where $s$ is the entropy and $c$ is the speed of sound. MacCormack’s technique was used to solve the FOM system [39].

The second FOM was an in-house three-dimensional unstructured solver which solved the Euler equations written in conservative, integral form using the finite volume method with Roe-Riemann flux splitting and Harten entropy fix [40]. The gradients were computed using a weighted least squares with QR decomposition. The discretization is vertex-centered with a dual mesh. The FOM is second-order accurate in both space and time.
2.3.2. Reduced-Order Model

The snapshots generated by solving the FOM were used to assemble the \( \mathbf{R} \) autocorrelation matrix \([5]\). The POD basis functions \( \phi_i \) were obtained as the eigenmodes of \( \mathbf{R} \). In the governing equations \([11]\) the state variables were approximated using \([1]\) which yielded

\[
\sum_{i=0}^{n^Z_k} \dot{\phi}_i^{Z_k}(x) = J_k(a, \phi), \quad k \in [1, D + 2]
\]

(14)

where \( D \) is the dimension of the domain and \( J \) is a nonlinear functional consisting of the combinations of the time coefficients and basis functions of each approximated state variable. The approximated governing equations, \([10]\) or \([12]\), were projected along the POD basis functions, \( \phi_j^{Z_k}, j \in [1, n^Z_k], k \in [1, D + 2] \). Since the governing equations are nonlinear, the reduced system of equations is nonlinear as well. Projecting \([14]\) along the POD basis functions contracts the time-derivative term

\[
\dot{\phi}_j^{Z_k} = \left( J_k(a, \phi), \phi_j^{Z_k}(x) \right), \quad j \in [1, n^Z_k], k \in [1, D + 2]
\]

such that the system of \( N \) PDEs is reduced to a system of \( m = \sum_{k=1}^{D+2} n^Z_k \) ODEs where the time coefficients are the dependent variables. The coefficients of the ODEs that appear in this equation are only dependent on space, and so can be precomputed before solving the system of ODEs. The system of ODEs can be concisely written as

\[
\dot{a} = \mathcal{F}(a)
\]

(15)

where \( a \in \mathbb{R}^m \) and \( \mathcal{F} \in \mathbb{R}^m \). The inner product selected for this operation is the \( L^2 \) inner product, which when used with the velocity components yields the rate of kinetic energy

\[
(\dot{v}, v) = \frac{1}{2} \frac{\partial}{\partial t} \|v\|^2.
\]

This is desirable, because the \( L^2 \) inner product reflects the physics of the flow \([15]\). The discrete \( L^2 \) inner product was used to project the governing equations

\[
(f, g) = \int_{\Omega} fg d\Omega \approx \sum_{i=1}^{N} f(x_i)g(x_i)\Omega_i = \sum_{i=1}^{N} f(x_i)g(x_i)
\]

where \( \Omega \in \mathbb{R}^D \) is a reference spatial domain with unit length, width, and depth.

The governing system of ODEs of the ROM \([15]\) was solved using ODEPACK \([11]\). The relative and absolute tolerance parameters in ODEPACK were set to 0.1 and 0.001, respectively. The DLSODE solver was selected. This solver has both nonstiff and stiff solvers imbedded into it. The nonstiff solver uses Adams’ method while the stiff solver uses backward differentiation formulas. The Jacobian was generated internally. The initial conditions were taken from time coefficients derived from a FOM solution \([1] \). A least-squares with
QR decomposition method was used to evaluate the spatial derivatives in the ROM [42, p. 165-168].

With the method presented here, the ROM was not developed by projecting the discretized governing equations of the FOM as was done in [43, 44], but was developed by projecting the differential form of the governing equations themselves. This may lead to small differences between the FOM and the ROM [45]. Furthermore, the ROM developed herein is not guaranteed to preserve the stability of the FOM. The following section presents the approaches used to ensure the stability of the ROM.

2.4. Stability

POD-based reduced-order models do not necessarily retain the stability of the FOM. This is due in part to the projection of the FOM onto the POD subspace. Although the FOM may be unconditionally stable, the POD subspace may end up seeing unstable trajectories [22]. Therefore, the following methods are considered for obtaining a stable ROM: (1) the penalty method, (2) artificial dissipation, and (3) a method that modifies the number of modes of the POD approximation within the governing equations.

2.4.1. Penalty method

The boundary conditions imposed on the FOM constrain the basis functions such that, for the on-reference cases, the ROM will satisfy the boundary conditions. For the off-reference cases, however, the ROM might not satisfy the boundary conditions because the basis functions might not be able to reconstruct the off-reference boundary conditions. If the basis functions do not satisfy the boundary conditions of the FOM, the boundary conditions may end up becoming compatibility constraints on the ROM [22]. These constraints limit the combination of basis functions and time coefficients that can be used for the reconstruction [1].

To correct the compatibility constraints, boundary conditions are implemented into the ROM using the penalty method [23, 46]. The penalty method imposes a prescribed boundary condition onto the ODEs of the ROM (15). Let \( N_{BC} \) be the number of nodes at the selected boundary. The difference between the ROM solution \( Z_{BC} \in \mathbb{R}^{N_{BC} \times (D+2)} \), a subset of \( Z \) that includes only the \( N_{BC} \) nodes of the selected boundary, and the prescribed boundary condition, \( F(t) \in \mathbb{R}^{N_{BC} \times (D+2)} \), is a measure of the boundary condition error. Let \( \phi_{BC_i} \in \mathbb{R}^{N_{BC}} \), \( 1 \leq i \leq m \), be a subset of the POD basis function \( \phi_i \), which includes only the \( N_{BC} \) nodes of the boundary. \( \phi_{BC_i} \) is the \( i \)th component of \( \phi_{BC} \in \mathbb{R}^{N_{BC} \times m} \). Let \( K_i \) define the boundary error \( Z_{BC} - F \) projected on \( \phi_{BC_i} \), \( K_i = (Z_{BC} - F, \phi_{BC_i}) \), \( 1 \leq i \leq m \). Let \( K \in \mathbb{R}^{m \times m} \) be the collection of all \( K_i \) and let \( \tau \in \mathbb{R}^{m \times m} \) be a diagonal matrix consisting of the penalty parameters for each ODE of (15). The penalty method adds to (15) the projection of the boundary error \( K \) scaled by the penalty parameter \( \tau \)

\[
\dot{a} = F(a) - \tau K.
\]
A component of the vectorial equation (16) is
\[ \dot{a}_{i}^{Z_{k}} = \mathcal{F}_{i}^{Z_{k}}(a) - \tau_{i}^{Z_{k}} \left( Z_{BC}^{Z_{k}} - \mathbf{F}^{Z_{k}}(t), \phi_{i}^{Z_{k}}(x_{BC}) \right), \quad i \in [1, n^{Z_{k}}], \ k \in [1, D + 2] \]
where the superscript \( Z_{k} \) indicates the \( k^{th} \) component of the state variable and
\[ \tau_{ii}^{Z_{k}} = \tau_{KK}, \quad K = \sum_{j=1}^{k-1} n^{Z_{j}} + i. \]

The prescribed boundary condition \( \mathbf{F}(t) \in \mathbb{R}^{(D+2)N_{BC}} \) consists of the components \( \mathbf{F}(t) = \left( \mathbf{F}_{k}^{x}, \mathbf{F}_{k}^{y}, \mathbf{F}_{k}^{z} \right)^{T} \) where \( \mathbf{F}^{Z_{k}} \in \mathbb{R}^{N_{BC}}, k \in [1, D + 2] \).

The value of the penalty parameter \( \tau_{ii}^{Z_{k}} \) is typically set to some large number. Rather than randomly guessing its value, two methods are explored here for the computation of \( \tau_{ii}^{Z_{k}} \): an energy-based stabilizing method and a method that minimizes the error \( \mathbf{K} \) to zero.

The energy-based stabilizing method [23, 25] ensures that the system energy is decreasing. Assuming \( \mathbf{K} = \tau \mathbf{I} \) in [16] yields
\[ \dot{a} = \mathcal{F}(a) - \tau \mathbf{K}. \]  
(17)

One can then project \( \dot{a} \) along \( a \) to get
\[ (\dot{a}, a) = (\mathcal{F}(a), a) - \tau (\mathbf{K}, a). \]

Note that \( (\dot{a}, a) = \frac{1}{2} \frac{d}{dt} \| a \|^{2} \), which represents the time rate of system energy. Bounds for the penalty parameter are found by ensuring that system energy is decreasing, \( \frac{1}{2} \frac{d}{dt} \| a \|^{2} \leq 0 \), such that
\[ \tau \geq \frac{(\mathcal{F}(a), a)}{(K, a)}. \]

Alternately, one can calculate the penalty parameter such that the error at the next time step \( \mathbf{K} \) is reduced to zero. Let us assume \( \mathbf{K} = \mathbf{\hat{K}} \), where \( \mathbf{\hat{K}} \in \mathbb{R}^{n \times m} \) is a diagonal matrix with \( \hat{\tau}_{kk} = \hat{\tau}_{k}, \ k \in [1, n^{Z_{k}}], \ k \in [1, D + 2] \), that is, the value of the penalty parameters are held constant for all modes \( i_{k} \) in their respective governing equation, \( k \). The value of \( \mathbf{\hat{K}} \) that sets \( \mathbf{K} \) to zero is found by using an iterative procedure based on Newton’s method such that \( \mathbf{\hat{K}} \) is the root of \( \mathbf{K}(\mathbf{\hat{K}}) \)
\[ \hat{\tau}_{k}^{n+1} = \hat{\tau}_{k}^{n} - \frac{K(\hat{\tau}_{k}^{n})}{dK(\hat{\tau}_{k}^{n})/d\hat{\tau}}, \quad k \in [1, D + 2]. \]  
(18)

If \( dK(\hat{\tau}_{k}^{n})/d\hat{\tau} \) is approximated using a first-order difference, then (18) becomes
\[ \hat{\tau}_{k}^{n+1} = \hat{\tau}_{k}^{n} - \frac{K(\hat{\tau}_{k}^{n})}{K(\hat{\tau}_{k}^{n}) - K(\hat{\tau}_{k}^{n-1})} (\hat{\tau}_{k}^{n} - \hat{\tau}_{k}^{n-1}), \quad k \in [1, D + 2]. \]  
(19)

Numerical experiments showed that \( K(\hat{\tau}_{k}^{n}) \) varied linearly with \( \hat{\tau}_{k}^{n} \), which led to a fast convergence of the method. This method for determining the penalty parameter \( \mathbf{K} \) by finding the roots of \( \mathbf{K} \) was used herein instead of the energy-decreasing method.
2.4.2. Artificial Dissipation

Artificial dissipation has been used previously to stabilize POD-based reduced-order models by dissipating spurious modes \cite{26, 27}. The artificial dissipation terms are projected along their respective subspace and added to the system of ODEs of the ROM such that \eqref{eq:pod_red_mod} becomes

\[
\dot{\mathbf{a}} = \mathbf{F}(\mathbf{a}) + \tilde{\nu}\mathbf{S}
\]  

where \(\tilde{\nu} \in \mathbb{R}^{m \times m}\) is the diagonal matrix of the artificial dissipation parameters, and \(\mathbf{S} \in \mathbb{R}^m\) consists of the projection of the Laplacian of the basis functions along their respective subspace. It should be noted that artificial dissipation is not applied to the zeroth (or mean) mode. For a three-dimensional problem, \eqref{eq:pod_red_mod} can be written in component form as

\[
\dot{a}_i^{Z_k} = F_i^{Z_k} + \tilde{\nu}_{ii} \sum_{j=1}^{n_{Z_k}} \left( \phi_{j,xx}^{Z_k} + \phi_{j,yy}^{Z_k} + \phi_{j,zz}^{Z_k} \right) a_j^{Z_k}, \\
1 \leq i \leq n_{Z_k}, \quad 1 \leq k \leq 5
\]

where the artificial dissipation parameter, \(\tilde{\nu}_{ii}\), must be greater than or equal to zero.

The value of the artificial dissipation parameter, \(\tilde{\nu}_{ii}\), was found using an energy-based stability analysis. Therefore, artificial dissipation was added to \eqref{eq:pod_red_mod2} to yield

\[
\dot{\mathbf{a}} = \mathbf{F}(\mathbf{a}) + \tilde{\nu}\mathbf{S} - \tau\mathbf{K}.
\]  

Assuming \(\tilde{\nu} = \tilde{\nu}\mathbf{I}\) and projecting along \(\mathbf{a}\) gives

\[
(\dot{\mathbf{a}}, \mathbf{a}) = (\mathbf{F}(\mathbf{a}), \mathbf{a}) + \tilde{\nu} (\mathbf{S}, \mathbf{a}) - (\tau\mathbf{K}, \mathbf{a})
\]

where \(\dot{\mathbf{a}}, \mathbf{a} = \frac{\partial}{\partial t} \|\mathbf{a}\|^2\) is the system energy, which should be decreasing for stability, \(\dot{\mathbf{a}}, \mathbf{a} = \frac{\partial}{\partial t} \|\mathbf{a}\|^2 \leq 0\). Consequently, the dissipation must satisfy the inequalities

\[
0 \leq \tilde{\nu} \leq \frac{(\tau\mathbf{K} - \mathbf{F}(\mathbf{a}), \mathbf{a})}{(\mathbf{S}, \mathbf{a})}.
\]  

2.4.3. Modified Number of Modes

As mentioned in section 2.3.2, the size of the system of ODEs \eqref{eq:pod_red_mod} is \(m = \sum_{k=1}^{D+2} n_{Z_k}\). Consequently, the value of \(m\) depends on the number of modes \(n_\zeta\) used to approximate the \(\zeta\) variable in the mass balance equation, the number of modes \(n_u\) used to approximate velocity \(u\) in the \(x\)-component of the momentum conservation equation, and so on for the \(v\), \(w\), and \(p\) variables. If the number of modes used to approximate variable \(u\) in the mass balance equation is less than \(n_u\), the size of the system of ODEs is not changed. The Jacobian of the reduced-order model, however, is changed. Consequently, the eigenvalues of the Jacobian are changed, and this change affects the stability of the reduced-order model.
For example, consider the projection of the conservation of mass equation to one-dimensional flow

$$
\dot{a}_k + \sum_{i=0}^{n^c} \sum_{j=0}^{n^u} \left( \phi_{i,x}^u \phi_j^u - \phi_i^c \phi_{j,x}^u, \phi_k^c \right) a_j^u = 0, \quad k \in [1, n^c]
$$

(23)

Assuming $n^c = 1$ and $n^u = 2$ in (23) yields

$$
\dot{a}_k^c + \left( \phi_{0,x}^u \phi_0^u - \phi_0^c \phi_{0,x}^u, \phi_k^c \right) + \left( \phi_{0,x}^u \phi_1^u - \phi_0^c \phi_{1,x}^u, \phi_k^c \right) a_1^u + \\
\left( \phi_{0,x}^u \phi_2^u - \phi_0^c \phi_{2,x}^u, \phi_k^c \right) a_2^u + \left( \phi_{1,x}^u \phi_0^u - \phi_1^c \phi_{0,x}^u, \phi_k^c \right) a_1^c + \\
\left( \phi_{1,x}^u \phi_1^u - \phi_1^c \phi_{1,x}^u, \phi_k^c \right) a_1^u + \left( \phi_{1,x}^u \phi_2^u - \phi_1^c \phi_{2,x}^u, \phi_k^c \right) a_2^c = 0.
$$

(24)

If $n^u$ is set equal to one within this equation only, then (24) reduces to

$$
\dot{a}_k^c + \left( \phi_{0,x}^u \phi_0^u - \phi_0^c \phi_{0,x}^u, \phi_k^c \right) + \left( \phi_{0,x}^u \phi_1^u - \phi_0^c \phi_{1,x}^u, \phi_k^c \right) a_1^u + \\
\left( \phi_{1,x}^u \phi_1^u - \phi_1^c \phi_{1,x}^u, \phi_k^c \right) a_1^c.
$$

(25)

Note that $n^u$ cannot be changed within the conservation of $x$-momentum equation, and $n^c$ can only be reduced within the other equations.

The effect of modifying the number of modes is apparent when analyzing the Jacobian of the reduced-order model

$$
J_{ij}^{Z_k} = \frac{\partial F_i^{Z_k}(\bar{a})}{\partial a_j}, \quad i, j \in [1, n^c], \quad k \in [1, D + 2].
$$

The part of the Jacobian that accounts for the effect of $x$-velocity $u$ on the mass balance equation is

$$
\frac{\partial F^c}{\partial a^u} = \begin{bmatrix}
\frac{\partial F^c}{\partial a_1^u} & \frac{\partial F^c}{\partial a_2^u} & \cdots & \frac{\partial F^c}{\partial a_{n^u}^u} \\
\frac{\partial F^c}{\partial a_1^u} & \frac{\partial F^c}{\partial a_2^u} & \cdots & \frac{\partial F^c}{\partial a_{n^u}^u} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{\partial F^c}{\partial a_1^u} & \frac{\partial F^c}{\partial a_2^u} & \cdots & \frac{\partial F^c}{\partial a_{n^u}^u}
\end{bmatrix}
$$

(25)

If the velocity $u$ in the mass balance equation is approximated by $n^u - 1$ terms instead of $n^u$, then all the terms of the last column of (25) are zero. Consequently, the eigenvalues of the Jacobian are modified. The number of modes is modified in order to remove the spurious modes that have a destabilizing effect on the solution of the system of ODEs.

2.5. Basis Function Interpolation

The main benefit of a ROM consists in its ability to efficiently predict flow conditions beyond what is predicted by the FOM, that is, at off-reference conditions. To predict off-reference conditions, the basis functions, which are functions of space, need to be interpolated to the new flow conditions. This can be
done in two ways: by enriching the snapshot database with solutions of different flow conditions, referred to as global POD, or by interpolating using the tangent space to a Grassmann manifold [47]. Both methods are used in this paper.

3. On-Reference Results

This section presents on-reference results for the zeta-variable ROM for four cases: a quasi-one-dimensional nozzle flow, a two-dimensional channel flow, a three-dimensional axisymmetric nozzle flow, and a transonic fan flow referred to as NASA Rotor 67. These four cases were used to validate the zeta-variable ROM by showing that the ROM could reproduce the FOM solution.

3.1. Quasi-One-Dimensional Nozzle Flow

The quasi-one-dimensional nozzle case was selected as an initial validation case for the zeta-variable ROM. The diverging nozzle has an area variation \( A(x) \) [39 p. 327]

\[
A(x) = \begin{cases} 
1 + 2.2(x - 0.5)^2 & 0.0 \leq x \leq 0.5 \\ 
1 + 0.2223(x - 0.5)^2 & 0.5 \leq x \leq 1.0 
\end{cases}
\] (26)

The FOM [13] was used to generate the snapshots for the ROM. It is important to note that while the governing equations of the FOM used the characteristic variables, the ROM used the zeta-variables [10]. A grid convergence study was performed for the steady flow through the nozzle by using 51, 101, and 201 nodes. Table 1 shows the results of the study where the percentages are the percent change of the steady state Mach number between grid refinements.

| Grid Points | Steady-State Outlet Mach Number | Change from Previous (%) |
|-------------|--------------------------------|-------------------------|
| 51          | 0.3598                         | -                       |
| 101         | 0.3603                         | 0.16                    |
| 201         | 0.3605                         | 0.04                    |

Table 1: Grid convergence of the quasi-one-dimensional nozzle.

The steady state Mach number approached an asymptotic value as the grid was refined. Due to the small change between the three grids, results are shown for the grid using 51 nodes.

To create an unsteady flow, an oscillating outlet pressure was imposed

\[
p(t, x_{\text{out}}) = f(t) = \bar{p} \left( 1 + \tilde{A} \sin (\tilde{\omega} t + \varphi) \right)
\] (27)

where the subscript “out” denotes values at the outlet boundary, \( \bar{p} \) is the mean pressure at the outlet, \( \tilde{A} \) is the amplitude of the oscillation, \( \tilde{\omega} \) is the angular velocity of the oscillation, and \( \varphi \) is the phase shift. Three cases for validating
the ROM were created by varying the amplitude $\tilde{A}$ and angular velocity $\tilde{\omega}$ of the outlet pressure oscillation. Table 2 summarizes these cases. For all cases $\bar{p} = 0.95$ and $\varphi = 0.141\pi$. The FOM simulated the flow for 8 periods, and a total of 2000 snapshots were saved.

A penalty-enforced boundary condition was imposed onto the ROM. The prescribed boundary condition was applied at the outlet $F(t) = (0, 0, f(t))^T$ where $f(t)$ is the oscillating outlet pressure boundary condition imposed on the FOM. The penalty parameter, $\tau$, was calculated by finding the roots of the error $K$ (19).

For brevity, only case 1 results are shown here. The other two cases showed similar results. All cases used the following number of modes $n^\zeta = n^u = n^p = 2$. Figure 1 shows the stabilizing effect of the penalty-enforced boundary condition on the solution of the first time coefficient of pressure. Both $\zeta$ and $u$ displayed similar results.

The time coefficients were calculated in three ways: (1) the line corresponding to “FOM” solved (6) for the “exact” time coefficients, (2) the line corresponding to “ROM with no BC” solved (15) for the time coefficients, and (3) the line corresponding to “ROM with BC” solved (16) for the time coefficients. Both ROM solutions were extrapolated past the sampling time of the FOM solution.

The time coefficients were calculated in three ways: (1) the line corresponding to “FOM” solved (6) for the “exact” time coefficients, (2) the line corresponding to “ROM with no BC” solved (15) for the time coefficients, and (3) the line corresponding to “ROM with BC” solved (16) for the time coefficients. Both ROM solutions were extrapolated past the sampling time of the FOM.

| Case | $\tilde{\omega}$ [rad/sec] | $\tilde{A}$ |
|------|-----------------|------|
| 1    | 1               | 0.02 |
| 2    | 1               | 0.03 |
| 3    | 2               | 0.02 |

Table 2: Quasi-one-dimensional nozzle on-reference cases.
ROM solution without the penalty-enforced boundary condition grew over time, resulting in an unstable solution. The ROM solution with the penalty-enforced boundary condition remained within the bounds of the time coefficients derived from the FOM solution, resulting in a stable solution. The penalty method, therefore, worked in stabilizing the ROM by imposing the prescribed boundary condition. In addition, there was also good agreement between the ROM solution and the FOM solution once the penalty method was imposed.

The phase portrait in Figure 2 shows the effect of imposing the boundary conditions onto the ROM for $\zeta$. The ROM solution without the penalty-enforced boundary condition displays an unstable outward spiral while the ROM with the penalty-enforced boundary condition displays a stable Limit Cycle Oscillation (LCO) indicative of its oscillating outlet pressure boundary condition.

3.2. Two-Dimensional Channel Flow

A two-dimensional channel flow was selected as the second validation case of the ROM. The area variation for the channel is given by (26) where the channel has a unit span. The inlet stagnation pressure and temperature are 101.325 kPa and 288.15 K, respectively. The flow enters the inlet along the $x$-axis. The mean pressure at the outlet is 98.538 kPa. The inlet was extended by a quarter of the length of the domain such that the flow enters the nozzle at a zero degree angle. A cubic spline was used to smooth out the top boundary. Figure 3 shows the computational mesh of the channel.

A grid convergence study was done assuming steady flow. Table 3 shows the variation of the average Mach number at the outlet for three grids: coarse, medium and fine with 4257, 16,705, and 66,177 grid nodes, respectively. Table 3 also shows the percent change between grid refinements. As the grid was refined, the variation of the average Mach number decreased. Since the solution variation
Figure 3: Computational mesh of the two-dimensional channel with 4257 nodes.

| Grid  | Steady-State Outlet Mach Number | Change from Previous (%) |
|-------|---------------------------------|--------------------------|
| Coarse| 0.1993                          | -                        |
| Medium| 0.1996                          | 0.14                     |
| Fine  | 0.1998                          | 0.07                     |

Table 3: Grid convergence of the two-dimensional channel.

with grid size was small, the coarse grid results are discussed in the following paragraphs.

An oscillating outlet pressure boundary condition [27] was specified to generate an unsteady flow. Three cases were created by varying the amplitude and angular velocity of the outlet pressure oscillation. Table 4 summarizes these cases.

| Case | ω [rad/sec] | A |
|------|-------------|---|
| 1    | 10          | 0.01 |
| 2    | 10          | 0.02 |
| 3    | 20          | 0.01 |

Table 4: On-reference cases for the two-dimensional channel.

For all cases, the pressure was \( \bar{p} = 98,583 \) Pa and the phase shift was \( \varphi = 0 \). The full-order model generated snapshots for approximately 8 periods, each period consisting of 300 time steps. A total of 2375 snapshots were used to generate the autocorrelation matrix \( \mathbf{R} \).

The penalty method was imposed onto the ROM with a prescribed boundary condition applied at the outlet

\[
\mathbf{F}(t) = \begin{pmatrix} (|f(t)|^2)^{1/2}, 0, 0, f(t) \end{pmatrix}^T
\]

(28)

where \( f(t) \in \mathbb{R}^{N_{out}} \) and \( N_{out} \) is the number of nodes at the outlet boundary. In addition, \( f_i(t) = f(t) \) of [27], 1 ≤ \( i \) ≤ \( N_{out} \). The prescribed boundary condition
for $\zeta$ was found through an isentropic relationship [48]. The penalty parameter $\tau$ was solved for using (19).

The ROM solution used the following number of modes, $n^\zeta = 1, n^u = n^v = n^p = 2$, with a modified number of modes of $n^v = 1$ in the energy conservation equation. Modifying $n^v$ in the energy conservation equation altered the eigenvalues of the Jacobian of the ROM system such that the ROM was stabilized. Figure 4 shows the effect of the modified number of modes on the ROM solution for case 1.

![Figure 4: Stabilizing effect of the penalty-enforced boundary conditions and modified number of modes on the ROM solution for a two-dimensional channel case with oscillating outlet pressure of angular velocity $\tilde{\omega} = 10$ rad/sec and amplitude $\tilde{A} = 0.01$: (1) time coefficients derived from the FOM solution, (2) ROM solution, (3) ROM solution with penalty-enforced boundary conditions, (4) ROM solution with penalty-enforced boundary conditions and a modified number of modes.

Once both the penalty method was imposed and the number of modes was modified, the ROM solution agreed well with the "exact" time coefficients (6) derived from the FOM without solving the system of ODEs. For brevity, results are only shown for case 1. The other cases had similar results. The relative error of the ROM solution to the FOM solution

$$\epsilon = \frac{|Z_{\text{FOM}} - Z_{\text{ROM}}|}{|Z_{\text{FOM}}|}$$

was calculated at each node point to assess the accuracy of the ROM. To avoid division by zero, the relative error for all velocity components was calculated as

$$\epsilon_v = \frac{|Z_{\text{FOM}} - Z_{\text{ROM}}|}{|Z_{\text{FOM}}| + 1}$$

because the velocity components could have values close to zero.
Figure 5 shows the time-averaged relative error of the ROM solution with respect to the FOM solution for case 1. The ROM solution agreed well with the FOM solution as the error was less than 0.11% for all variables. To assess the variation of the error in time, Fig. 6 shows the maximum relative error across all nodes versus time for case 1. The maximum relative error across all nodes shows an oscillatory motion, but remains small for all state variables.

To summarize the results of all cases, Table 5 shows the maximum spatial and temporal relative error for all three validation cases. All cases match well with the FOM solution, the maximum relative error being less than 0.5%.

### Table 5: Two-dimensional channel flow: maximum spatial and temporal relative error between the ROM and FOM, for all on-reference cases.

| Case | ζ   | max_{x,t}(\epsilon) | u   | v   | p   |
|------|-----|---------------------|-----|-----|-----|
| 1    | 0.20| 0.19                | 0.19| 0.04|
| 2    | 0.40| 0.29                | 0.27| 0.09|
| 3    | 0.23| 0.21                | 0.13| 0.07|

3.3. Three-Dimensional Axisymmetric Nozzle Flow

The third validation case for the ROM is a three-dimensional axisymmetric nozzle flow. The nozzle is a converging-diverging nozzle with area variation.
given by \[49\]

\[A(x) = \begin{cases} 
1.75 - 0.75 \cos (\pi (2x/\ell - 1)) & 0 \leq x \leq \ell/2 \\
1.25 - 0.25 \cos (\pi (2x/\ell - 1)) & \ell/2 \leq x \leq \ell
\end{cases}
\]

The length of the nozzle \(\ell\) was 10 inches while the throat was located at 5 inches downstream from the inlet. The inlet stagnation pressure and temperature were 104.191 kPa and 290.435 K, respectively. The flow entered the inlet along the \(x\)-axis. The mean outlet pressure was 102.107 kPa.

The FOM was used to simulate the steady flow in the axisymmetric nozzle for three grids: coarse, medium and fine with 3045, 22,673, and 175,041 grid points, respectively. Table 6 summarizes the information on the three grids. Figure 7 shows the medium grid for the axisymmetric nozzle.

| Type   | Nodes in \(x\)-direction | Nodes in circumferential direction | Nodes in \(yz\)-plane | Total number of nodes \(N\) |
|--------|---------------------------|-----------------------------------|-----------------------|-----------------------------|
| Coarse | 21                        | 24                                | 145                   | 3045                        |
| Medium | 41                        | 48                                | 553                   | 22,673                      |
| Fine   | 81                        | 96                                | 2161                  | 175,041                     |

Table 6: Grids refinement of the axisymmetric nozzle.

Table 7 shows the grid convergence of the steady-state Mach number at the
outlet. As the grid was refined, the variation of Mach number decreased. The percent change between grid refinements is also shown in Table 7. Since the variation between the medium and fine grid was small, results for the medium grid are shown herein.

| Grid   | Steady-State Outlet Mach Number | Change from Previous (%) |
|--------|--------------------------------|--------------------------|
| Coarse | 0.1552                         | -                        |
| Medium | 0.1600                         | 3.12                     |
| Fine   | 0.1644                         | 2.74                     |

Table 7: Grid convergence of the axisymmetric nozzle.

The nozzle flow was made unsteady in two ways: (i) through an oscillating outlet pressure boundary condition, and (ii) through an oscillating wall deformation. The results of both cases are given in the following sections.

3.3.1. Oscillating Outlet Pressure

An outlet pressure oscillation boundary condition was imposed onto the axisymmetric nozzle. Table 8 shows the three cases created for validating the ROM by varying the angular velocity and amplitude of the outlet pressure oscillation.

For all cases the pressure was \( \bar{p} = 101,065 \) Pa and the phase shift was \( \varphi = 0 \). The FOM generated snapshots for 3 periods, each period consisting of approximately 666 time steps. A total of 2000 snapshots were used to generate the autocorrelation matrix \( R \).
Table 8: Axisymmetric nozzle on-reference cases for an outlet pressure oscillation boundary condition.

| Case | $\tilde{\omega}$ [rad/sec] | $\tilde{A}$ |
|------|-----------------|---------|
| 1    | 10              | 0.01    |
| 2    | 10              | 0.02    |
| 3    | 20              | 0.01    |

For all cases, three procedures were used to stabilize the ROM solution. The penalty method was imposed onto the ROM by enforcing a prescribed boundary condition at the outlet

$$F(t) = \left( (\gamma f(t))^\frac{1}{2}, 0, 0, 0, f(t) \right)^T$$

where $f(t) \in \mathbb{R}^{N_{out}}$ and $f_i(t) = f(t)$ of (27), $1 \leq i \leq N_{out}$. The penalty parameter $\tau$ was solved for using (19). Artificial dissipation was used to obtain a stable solution (21). All cases used $n^{\omega} = n^p = 1, n^{\nu} = 3$, and $n^v = n^w = 2$ modes with a modified number of modes of $n^v = 2$ in the $y$- and $z$-momentum equations and in the conservation of energy equation.

Results are shown only for case 1 since all other cases showed similar results. Case 1 had values for the artificial dissipation parameter of $\tilde{\nu} = (2, 0.45, 4, 4, 2) \times 10^{-4}$. Figure 8 shows the time-averaged relative error between the ROM and the FOM solutions. The comparison for $z$-velocity is not shown since it is identical to $y$-velocity for an axisymmetric nozzle. The ROM solution for $x$-velocity used only one mode for its reconstruction (1), while three modes were needed while solving for stability. The ROM and FOM solutions are in good agreement, with a time-averaged relative error below 1% for all state variables.
For conciseness, the maximum spatial and temporal relative error is shown in Table 9 for all on-reference cases. The ROM solution agreed well with the FOM solution agreed well with the FOM solution agreed well with the FOM

| Case | \( \zeta \) | \( u \) | \( v \) | \( w \) | \( p \) |
|------|------|------|------|------|------|
| 1    | 0.29 | 0.70 | 0.48 | 0.48 | 0.13 |
| 2    | 0.49 | 0.56 | 0.64 | 0.25 | 0.62 |
| 3    | 0.34 | 0.69 | 0.68 | 0.29 | 0.38 |

Table 9: Axisymmetric nozzle with outlet pressure oscillation: maximum spatial and temporal relative error between the ROM and FOM solutions for all on-reference cases.

in all cases, the maximum relative error being less than 1%. All three stabilizing methods were necessary to obtain a converged solution.

3.3.2. Deforming Boundary

An oscillating wall boundary deformation was imposed on the axisymmetric nozzle by varying in time the radius of the nozzle at every \( x \) location according to

\[
r_{\text{forced}}(t) = \bar{r} \left( 1 + \tilde{A} \sin(2\pi \tilde{\omega} t) \right)
\]

where \( r_{\text{forced}} \) is the radius of the nozzle that is deformed, \( \bar{r} \) is the nozzle undeformed radius, \( \tilde{A} \) is the amplitude of the deformation, and \( \tilde{\omega} \) is the angular velocity of the deformation. An example of the deformation for an amplitude \( \tilde{A} = 0.2 \) is shown in Figure 9.

To validate the zeta-variable POD-based ROM, three cases were investigated by varying the amplitude and angular velocity of the nozzle deformation. Table 10 summarizes these cases. A back pressure of 102.1 kPa was held constant at downstream infinity during the deformation. The FOM solutions were generated for five periods, each period consisting of 100 snapshots. The zeta-variable ROM used the following number of nodes: \( n^\zeta = n^u = n^v = n^w = n^p = 1 \).

To stabilize the zeta-variable ROM and preserve accuracy, the penalty method was applied to each state variable. To apply it to each state variable, a
prescribed boundary condition needed to be defined for each state variable. To define the prescribed boundary condition, several approximate parameters were defined. The spatial and temporal average of the state vector across a prescribed boundary of the FOM is

$$\bar{Z}_k = \left\langle \bar{Z}_k(x_{BC}) \right\rangle$$

(32)

where $\bar{\cdot}$ denotes a spatial average, $\langle \cdot \rangle$ denotes a time average, and $x_{BC}$ are the nodes along the prescribed boundary. Recall that the zeta-variable state vector is $Z = (\zeta, u, v, w, p)^T$, such that $Z_1 = \zeta$, $Z_2 = u$, etc. The amplitude is defined using the maximum and minimum values over time across a prescribed boundary

$$\hat{A}_k = \frac{\max (\bar{Z}_k(x_{BC})) - \min (\bar{Z}_k(x_{BC}))}{2\bar{Z}_k}.$$  

(33)

Using definitions (32) and (33), an approximation of the solution at the prescribed boundary is defined

$$Z_{k,\text{approx}} = \hat{Z}_k \left( 1 + \hat{A}_k \sin (\hat{\omega} t - \hat{\phi}_k) \right), \ k \in [1, D + 2]$$

(34)

where the value of the phase $\hat{\phi}_k$ is determined such that the peak values of the FOM solution and its approximation are in phase, that is, $\hat{\omega}t_{\text{peak}} - \hat{\phi}_k = \hat{\omega}_{t_{\text{peak}}}$.

Consequently,

$$\hat{\phi}_k = \hat{\omega} (t_{\text{peak}} - t_{\text{peak,FOM}}).$$

(35)

The penalty method was imposed onto the ROM using these approximate equations, where the prescribed boundary condition was applied at the outlet

$$F(t) = (Z_{\text{approx},\zeta}, Z_{\text{approx},u}, Z_{\text{approx},v}, Z_{\text{approx},w}, Z_{\text{approx},p})^T$$

each component being a vector of size $N_{out}$. The penalty parameter $\tau$ was calculated for each variable by solving (19).

The spatial and temporal averages $\bar{Z}_k$, $\hat{A}_k$ and $\hat{\phi}_k$ were calculated based on the FOM solutions and are shown in Table 11. One can note that $\hat{Z}_k$ remains approximately constant for all cases while the amplitude $\hat{A}_k$ scales approximately with the actual amplitudes $\hat{A}$. For example, case 2 has an amplitude, $\hat{A} = 0.4$, that is twice as large as the amplitude for case 1, $\hat{A} = 0.2$. Similarly, using conservation of mass as an example, the approximate amplitude of case 2, $\hat{A}_\zeta = 2.93 \times 10^{-5}$, is approximately twice as large as the approximate amplitude for case 1, $\hat{A}_\zeta = 1.52 \times 10^{-5}$.

| Case | $\hat{\omega}$ [rad/sec] | $\hat{A}$ [-] | Type       |
|------|-------------------------|--------------|------------|
| 1    | 10                      | 0.2          | On-reference |
| 2    | 10                      | 0.4          | On-reference |
| 3    | 20                      | 0.2          | On-reference |

Table 10: Axisymmetric nozzle on-reference cases for an oscillating nozzle deformation.
Table 11: Mean values of state variables, amplitudes and phase angles for a nozzle deformation of the axisymmetric nozzle.

| Case | $\zeta$ | $A_\zeta \times 10^{-5}$ | $\phi_\zeta$ | $\tilde{u}$ | $A_u \times 10^{-3}$ | $\phi_u$ | $\tilde{v} \times 10^{-6}$ | $A_v$ | $\phi_v$ | $\tilde{w} \times 10^{-6}$ | $A_w$ | $\phi_w$ | $\tilde{p}$ | $A_p \times 10^{-5}$ | $\phi_p$ |
|------|---------|-----------------|----------|--------|-----------------|--------|-----------------|--------|--------|-----------------|--------|--------|--------|-----------------|--------|
| 1    | 1.00    | 1.52            | -0.82    | 0.16   | 0.81            | 3.64   | -5.11            | -0.34  | 9.36   | -5.94            | -0.27  | 15.77  | 0.72   | 0.97            | 9.36   |
| 2    | 1.00    | 2.93            | -0.69    | 0.16   | 1.68            | 3.77   | -5.39            | -0.65  | 28.27  | -6.06            | -0.54  | 15.77  | 0.72   | 1.74            | 9.42   |
| 3    | 1.00    | 1.73            | -0.75    | 0.16   | 0.89            | -1.26  | -5.16            | -0.40  | -28.27 | -5.95            | -0.30  | -9.42  | 0.72   | 0.72            | 28.40  |

Table 12: Maximum relative error across all nodes and time of the ROM solution to the FOM solution for all on-reference cases for an axisymmetric nozzle deformation.

| Case | $\zeta$ | $u$ | $v$ | $w$ | $p$ |
|------|---------|-----|-----|-----|-----|
| 1    | 0.04    | 0.08| 0.01| 0.04| 0.02|
| 2    | 0.06    | 0.17| 0.05| 0.09| 0.03|
| 3    | 0.06    | 0.42| 0.06| 0.36| 0.15|

Table 12: Maximum relative error across all nodes and time of the ROM solution to the FOM solution for all on-reference cases for an axisymmetric nozzle deformation.

3.4. NASA Rotor 67

Rotor 67 is a twenty-two-blade first-stage rotor of a two-stage fan developed and tested at NASA Lewis [50]. The inlet stagnation pressure and temperature
are 124.453 kPa and 305.74 K, respectively. The flow enters the inlet along the x-axis. The mean outlet pressure at the hub is 136.898 kPa. A FOM solution for this case was generated and validated against the experimental data [51]. This FOM solved the Euler equations written in a rotating reference frame about the x-axis \( \omega_x = 16,520 \) RPM. Integrating (36) from the hub to a radial location \( r, r \leq r_{\text{tip}} \), yields

\[ p(r) - p(r_{\text{hub}}) = \int_{r_{\text{hub}}}^{r} \frac{\rho v_{\theta}^2}{r} \, dr. \]

The unsteadiness was introduced in the FOM through an oscillating outlet pressure at the hub \( p(r_{\text{hub}}) \) that followed the form of (27). Two amplitudes \( \tilde{A} \) and two angular velocities \( \tilde{\omega} \) were considered, as shown in Table 13.

The FOM generated snapshots for five periods. Fifty snapshots were saved for each period. All cases had a pressure \( \bar{p} = 136.9 \) kPa and a phase shift \( \varphi = 0.26 \).
The penalty method was imposed onto the ROM for each state variable using an approximation of the boundary solution (34). To avoid solving (36) from hub to tip at each time step in the ROM, the penalty method was applied only at the hub and not at the other radial locations. The prescribed boundary condition was

$$ F(t) = \left( \left( \gamma f(t) \right)^{\frac{1}{\gamma}}, Z_{u_{\text{approx}}}^{\text{approx}}, Z_{v_{\text{approx}}}^{\text{approx}}, Z_{w_{\text{approx}}}^{\text{approx}}, Z_{p_{\text{approx}}}^{\text{approx}} \right)^T $$

where $f(t) \in \mathbb{R}^{N_{\text{out}}}$ and $Z_{k_{\text{approx}}} \in \mathbb{R}^{N_{\text{hub}}}, k \in [2, D + 2]$, with $N_{\text{hub}}$ being the number of nodes along the outlet hub boundary. The isentropic relation was used for determining the boundary condition for the specific volume as done for the channel and the axisymmetric nozzle. The penalty parameter $\tau$ was solved for using (19) for each state variable. The approximate values of (34) were determined from the FOM solution for each case using (32) to (35), and these

| Case | $\omega$ [rad/sec] | $\dot{A}$ |
|------|-------------------|----------|
| 1    | 38,059            | 0.05     |
| 2    | 38,059            | 0.10     |
| 3    | 37,582            | 0.05     |
values are shown in Table 14. Like the axisymmetric nozzle deformation cases,

| Case | \( \hat{u} \) | \( \hat{A}_u \times 10^{-2} \) | \( \hat{\varphi}_u \) | \( \hat{v} \) | \( \hat{A}_v \times 10^{-4} \) | \( \hat{\varphi}_v \) | \( \hat{w} \) | \( \hat{A}_w \times 10^{-2} \) | \( \hat{\varphi}_w \) | \( \hat{p} \) | \( \hat{A}_p \times 10^{-2} \) | \( \hat{\varphi}_p \) |
|------|----------------|-----------------|----------------|-------|----------------|----------------|-------|----------------|----------------|-------|----------------|----------------|
| 1    | 0.50           | 0.95            | -13.83         | -0.67 | -2.22          | 4.53           | 0.12  | 0.73           | -19.99         | 1.08  | 0.52           | -23.13         |
| 2    | 0.50           | 1.91            | -13.83         | -0.67 | -4.47          | 4.65           | 0.12  | 1.46           | -19.99         | 1.08  | 1.04           | -23.13         |
| 3    | 0.50           | 0.97            | -19.86         | -0.67 | -2.27          | -2.27          | 0.04  | 0.74           | -19.99         | 0.52  | 0.52           | -19.86         |

Table 14: NASA Rotor 67 with outlet pressure oscillation: mean values of state variables, amplitudes and phase angles.

the approximate values scale roughly the same as the actual values.

For conciseness and since all cases showed similar results, only case 1 results are shown here. Figure 12 shows the time-averaged relative error between the FOM and ROM solutions. The time-averaged relative error is less than 0.5% for all state variables. The largest errors occur at the outlet, where the penalty-imposed boundary conditions were applied. Of note in this case is that there exists a shock wave near the leading edge of the blade. The error values are not increased at the shock location, therefore the zeta-variable ROM solution accurately captures the flow discontinuity from the FOM solution. Table 15 summarizes the results of all on-reference cases for Rotor 67.

| Case | \( \max_{x,t}(\epsilon) \) (%) |
|------|-------------------------------|
| 1    | 0.50                         |
| 2    | 0.78                         |
| 3    | 0.60                         |

Table 15: NASA Rotor 67 with outlet pressure oscillation: maximum spatial and temporal relative errors between the ROM and FOM solutions, for all on-reference cases.

Each case shows good agreement between the zeta-variable ROM solution to its respective FOM solution with a maximum relative error over all time and space of less than 1%.
Figure 12: Time-Averaged Relative Error of the ROM to the FOM for Rotor 67 with an outlet pressure oscillation with angular velocity $\tilde{\omega} = 38,059$ rad/sec and amplitude $\tilde{A} = 0.05$. 
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4. Off-Reference Results

This section presents the off-reference results for the zeta-variable ROM. The POD basis functions were interpolated to new flow conditions by either enriching the snapshot database or using Grassmann interpolation. Results are shown for three configurations: (1) a quasi-one-dimensional nozzle flow, (2) a three-dimensional axisymmetric nozzle flow, and (3) the NASA Rotor 67.

4.1. Quasi-One-Dimensional Nozzle Flow

Two cases were used to validate the zeta-variable ROM at off-reference conditions. Table 16 shows these cases in addition to the on-reference cases analyzed in section 3.1. To interpolate the basis functions, the snapshots of cases 1 and 2 were combined to develop the autocorrelation matrix (5) for case 4. The snapshots of cases 1 and 3 were combined to develop the autocorrelation matrix for case 5. It is important to note that the zeta-variable ROM used the interpolated basis functions developed by enriching the snapshot database to solve for the off-reference solutions.

The penalty method for the off-reference cases was used in a manner similar to that for the on-reference cases. Consequently, the penalty method was used to constrain the solution of the zeta-variable ROM such that it matched the desired flow conditions, i.e., the angular velocity and amplitude of the outlet pressure oscillation. The penalty parameter $\tau$ was determined by finding the roots of the error $K$.

The zeta-variable ROM was solved for both cases using the following number of modes $n^\zeta = n^u = n^p = 2$. Figure 13 shows a comparison between the reconstructed zeta-variable ROM solution and the FOM solution for case 4 at three different times corresponding to the minimum, mean, and maximum of the outlet pressure oscillation. It is important to note that this respective FOM solution was only developed for comparison, and the snapshots of the respective FOM solution were not used to develop the autocorrelation matrix. The ROM solution shows good agreement with the respective FOM solution for all three times.

Figure 14 shows a comparison between the reconstructed zeta-variable ROM solution and the FOM solution for case 5. The zeta-variable ROM again agreed well with its respective FOM solution.

| Case | $\tilde{\omega}$ [rad/sec] | $\tilde{A}$ | Type   |
|------|-----------------|-------|--------|
| 1    | 1.0             | 0.020 | on-reference |
| 2    | 1.0             | 0.030 | on-reference |
| 3    | 2.0             | 0.020 | on-reference |
| 4    | 1.0             | 0.025 | off-reference |
| 5    | 1.5             | 0.020 | off-reference |

Table 16: On- and off-reference cases for the quasi-one-dimensional nozzle with oscillating outlet pressure.
4.2. Three-Dimensional Axisymmetric Nozzle Flow

The zeta-variable ROM was validated at off-reference conditions for a three-dimensional axisymmetric nozzle flow with two boundary conditions: an oscillating outlet pressure boundary condition (27) and an oscillating wall boundary condition (31).

4.2.1. Oscillating Outlet Pressure

Two cases were used to validate the off-reference zeta-variable ROM. Table 17 shows these cases in addition to the on-reference cases analyzed in section 3.3. To develop the basis functions for case 4, the snapshots of cases 1 and 2 were combined to produce the autocorrelation matrix. The basis functions for case 5 were generated using the snapshots of cases 1 and 3.

The same stabilizing methods used for the on-reference cases of the axisymmetric nozzle were applied to the off-reference cases. The penalty parameter \( \tau \) was determined by using (19). Artificial dissipation was applied to limit the growth of spurious modes. The artificial dissipation parameters were given the upper bound value of (22).

Figure 15 shows the time-averaged relative error of the ROM solution with respect to the FOM solution for case 4. The FOM solution was only generated
| Case | $\hat{\omega}$ [rad/sec] | $\hat{A}$ | Type   |
|------|-----------------|--------|--------|
| 1    | 10              | 0.010  | on-reference |
| 2    | 10              | 0.020  | on-reference |
| 3    | 20              | 0.010  | on-reference |
| 4    | 10              | 0.015  | off-reference |
| 5    | 15              | 0.010  | off-reference |

Table 17: On- and off-reference cases for the axisymmetric nozzle with an oscillating outlet pressure.

Figure 15: Time-averaged relative error between the ROM off-reference solution and the FOM solution for an axisymmetric nozzle with outlet pressure oscillation with angular velocity $\hat{\omega} = 10$ rad/sec and amplitude $\hat{A} = 0.015$.

for the purpose of comparison, and its snapshots were not used in the development of the autocorrelation matrix. For this case, artificial dissipation was only applied to the velocity components. The ROM used the following number of modes: $n_\zeta = n_p = 1$ and $n_u = n_v = n_w = 3$. There was good agreement between the time-averaged ROM and FOM solutions. The largest error occurred in the $x$-velocity and was less than 1.6%.

Figure 16 shows the time-averaged relative error of the ROM solution with respect to the FOM solution for case 5. The ROM used the following number of modes: $n_\zeta = n_p = 1$ and $n_u = n_v = n_w = 2$. Similarly to case 4, artificial dissipation was only applied to the velocity components. The ROM solution agreed well with the FOM solution, the largest error being in $x$-velocity.

Table 18 summarizes the maximum spatial and temporal relative error for the off-reference cases. The largest error occurred in $x$-velocity and was less than 5% for both cases. All other variables had errors less than 2%.
Figure 16: Time-averaged relative error between the ROM off-reference solution and the FOM solution for an axisymmetric nozzle with outlet pressure oscillation with angular velocity $\tilde{\omega} = 15$ rad/sec and amplitude $\tilde{A} = 0.01$.

| Case | $\zeta$ | $\mathbf{x}_t, \mathbf{t}\max (\epsilon)$ (%) |
|------|----------|---------------------------------------------|
| 4    | 0.92     | 4.32 1.49 1.44 1.24                         |
| 5    | 0.64     | 4.96 1.00 0.62 0.91                         |

Table 18: Axisymmetric nozzle with outlet pressure oscillation: maximum spatial and temporal relative error between the ROM and FOM solutions, for all off-reference cases.

4.2.2. Deforming Boundary

Two cases were used to validate the off-reference zeta-variable ROM with deforming boundary. Table 19 shows these two cases in addition to the on-reference cases analyzed in section 3.3.2 for an oscillating boundary deformation (31).

| Case | $\tilde{\omega}$ [rad/sec] | $\tilde{A}$ | Type       |
|------|---------------------------|-------------|------------|
| 1    | 10                        | 0.2         | on-reference |
| 2    | 10                        | 0.4         | on-reference |
| 3    | 20                        | 0.2         | on-reference |
| 4    | 10                        | 0.3         | off-reference |
| 5    | 15                        | 0.2         | off-reference |

Table 19: On- and off-reference cases for the axisymmetric nozzle with an oscillating boundary deformation.

Grassmann interpolation was used to find the interpolated basis. Cases 1 and 2 were used to develop the interpolated basis functions for case 4. Cases 1
and 3 were used to find the interpolated basis functions for case 5.

The penalty method was applied at the outlet using an outlet approximation \([34]\) for each variable as the prescribed boundary condition, similarly to what was done for the on-reference cases. Unlike the on-reference cases, the approximate values, which were found from the FOM solution, cannot be directly computed using \([32]\), \([33]\), and \([35]\). Therefore, the approximate values, \(\hat{q}_k\), \(\hat{A}_k\), and \(\hat{\varphi}_k\), are found by interpolating from the on-reference solutions.

As noted in section 3.3.2, \(\hat{Z}_k\) are almost independent of the case number, while the amplitudes \(\hat{A}_k\) scale with the actual amplitudes \(\hat{A}_k\). Table 20 shows the mean values \(\hat{Z}_k\), \(\hat{A}_k\), and \(\hat{\varphi}_k\) for cases 4 and 5. The table includes “exact” values, that is, derived directly from respective FOM solutions evaluated at the amplitudes and angular velocities of cases 4 and 5, and values scaled from case 1. The values scaled from case 1 matched well the “exact” values.

|        | Case |         |         |
|--------|------|---------|---------|
|        | Exact (FOM) | Scaled |         |
|        | 4     | 5       | 4       | 5       |
| \(\hat{\zeta}\) | 1.00 | 1.00 | 1.00 | 1.00 |
| \(\hat{A}_\zeta \times 10^{-5}\) | 2.26 | 1.70 | 2.28 | 1.52 |
| \(\hat{\varphi}_\zeta\) | 11.81 | 17.63 | -0.75 | -0.90 |
| \(\hat{u}\) | 0.16 | 0.16 | 0.16 | 0.16 |
| \(\hat{A}_u \times 10^{-3}\) | 1.23 | 0.66 | 1.21 | 0.81 |
| \(\hat{\varphi}_u\) | -2.58 | 41.54 | 3.71 | 2.26 |
| \(\hat{v} \times 10^{-6}\) | -5.05 | -5.05 | -5.11 | -5.11 |
| \(\hat{A}_v\) | -0.52 | -0.38 | -0.51 | -0.34 |
| \(\hat{\varphi}_v\) | 3.08 | 40.42 | 18.82 | 3.58 |
| \(\hat{w} \times 10^{-6}\) | -5.82 | -5.87 | -5.94 | -5.94 |
| \(\hat{A}_w\) | -0.42 | -0.30 | -0.41 | -0.27 |
| \(\hat{\varphi}_w\) | 22.05 | 27.95 | 15.77 | 8.29 |
| \(\hat{p}\) | 0.72 | 0.72 | 0.72 | 0.72 |
| \(\hat{A}_p \times 10^{-5}\) | 1.41 | 0.96 | 1.46 | 0.97 |
| \(\hat{\varphi}_p\) | 21.99 | 9.10 | 9.39 | 17.67 |

Table 20: Axisymmetric nozzle with oscillating boundary deformation: exact and scaled mean values of state variables, amplitudes and phase angles.

The phase angle for case 4 was determined by linear interpolation between cases 1 and 2. Similarly, the phase angle for case 5 was determined by linear interpolation between cases 1 and 3. The penalty parameter \(\tau\) was calculated by solving \([19]\). To generate the off-reference solutions, the ROM used the following modes: \(n_\zeta = n_u = n_v = n_w = n_p = 1\) for all cases.

Figures 17 and 18 show the time-averaged relative errors of the ROM solution with respect to the FOM solution for cases 4 and 5, respectively. In both
cases, the off-reference ROM solution matched well the FOM solution, the time-averaged relative error being less than 0.1%.

Table 21 shows the maximum spatial and temporal relative error for both cases 4 and 5. The maximum relative error between the off-reference ROM and
the FOM solutions was less than 1%.

| Case | $\zeta$ | $u$ | $v$ | $w$ | $p$ |
|------|--------|-----|-----|-----|-----|
| 4    | 0.05   | 0.12| 0.96| 0.48| 0.06|
| 5    | 0.04   | 0.24| 0.48| 0.31| 0.11|

Table 21: Axisymmetric nozzle with oscillating walls: maximum spatial and temporal relative error between the ROM and FOM solutions.

4.3. NASA Rotor 67

Two cases were used to validate the ROM for Rotor 67 at off-reference conditions. Table 22 shows these two off-reference cases in addition to the three on-reference cases analyzed in section 3.4.

| Case | $\tilde{\omega}$ [rad/sec] | $\tilde{A}$ | Type   |
|------|---------------------------|-------------|--------|
| 1    | 38,059                    | 0.050       | on-reference |
| 2    | 38,059                    | 0.100       | on-reference |
| 3    | 37,582                    | 0.050       | on-reference |
| 4    | 38,059                    | 0.075       | off-reference |
| 5    | 37,765                    | 0.050       | off-reference |

Table 22: NASA Rotor 67: on- and off-reference cases for oscillating outlet pressure.

The Grassmann interpolation was used to interpolate the basis functions to a new flow condition. Cases 1 and 2 were used to find the interpolated basis of case 4. Cases 1 and 3 were used to find the interpolated basis of case 5.

The penalty method was imposed similarly to the way it was applied to the on-reference cases. The approximate values of the amplitudes were scaled based on case 1 values given in Table 22. The approximate values of the phase angles of case 4 were scaled based on the phase angles of cases 1 and 2. The phase angles of case 5 were scaled based on the phase angles of cases 1 and 3.

Table 23 shows the mean values $\hat{Z}_k$, $\hat{A}_k$ and $\hat{\phi}_k$ for cases 4 and 5. The table includes “exact” values, that is, derived directly from respective FOM solutions evaluated at the amplitudes and angular velocities of cases 4 and 5, and values scaled from case 1. The values scaled from case 1 matched well with the “exact” values. The phase angle was interpolated using a linear interpolation.

The off-reference ROM used the following number of modes: $n^\zeta = n^u = n^v = n^w = n^p = 1$. A FOM solution was generated for assessing the accuracy of the ROM solution. This FOM solution was not used to generate basis functions. Figure 19 shows the time-averaged relative error between the ROM and FOM pressures, for case 4. Pressure had the largest error, approximately 3%, that occurred near the tip of the airfoil where a shock developed.
Table 23: NASA Rotor 67: exact and scaled mean values of state variables, amplitudes and phase angles.

| Case          | Exact (FOM) | Scaled |
|---------------|-------------|--------|
|               | 4           | 5      | 4        | 5        |
| \( \dot{\hat{w}} \) | 0.50        | 0.50    | 0.50     | 0.50     |
| \( \hat{A}_u \times 10^{-2} \) | 1.43        | 0.96    | 1.43     | 0.97     |
| \( \hat{\phi}_u \) | -13.83      | 5.36    | -13.83   | -17.48   |
| \( \dot{\hat{v}} \) | -0.67       | -0.67   | -0.67    | -0.67    |
| \( \hat{A}_u \times 10^{-4} \) | -3.34       | -2.25   | -3.33    | -2.27    |
| \( \hat{\phi}_v \) | 4.53        | -13.97  | 4.53     | 0.80     |
| \( \dot{\hat{w}} \times 10^{-6} \) | 0.12        | 0.12    | 0.12     | 0.12     |
| \( \hat{A}_w \times 10^{-2} \) | 1.09        | 0.74    | 1.09     | 0.74     |
| \( \hat{\phi}_w \) | -19.99      | -0.87   | -19.99   | -19.82   |
| \( \hat{\rho} \) | 1.08        | 1.08    | 1.08     | 1.08     |
| \( \hat{A}_p \times 10^{-3} \) | 7.77        | 5.22    | 7.77     | 5.22     |
| \( \hat{\phi}_p \) | -23.13      | -16.59  | -23.13   | -7.41    |

Figure 19: NASA Rotor 67: time-averaged relative error between the off-reference ROM and FOM pressures for an outlet pressure oscillating with angular velocity \( \dot{\omega} = 38,059 \) rad/sec and amplitude \( \hat{A} = 0.075 \). A close-up of the error around the blade is shown at blade midspan while a close-up of the error around the shock is shown at around 95% blade span location measured from the hub. Note that the legend for the midspan contour plots is different from the other two plots.

Figure 20 shows the time-averaged relative error between the off-reference ROM and FOM state variables for case 5. The largest errors occurred at the
Table 24 gives the maximum spatial and temporal relative error between the off-reference ROM and FOM state variables, for cases 4 and 5. The small error implies that the zeta-variable ROM predicted accurately off-reference conditions even when using approximate equations boundary conditions. The zeta-variable ROM captured well the shock wave that formed on the suction side of the blade.

| Case | $\zeta$ | $u$ | $v$ | $w$ | $p$ |
|------|--------|-----|-----|-----|-----|
| 4    | 1.85   | 0.97| 1.26| 0.82| 3.46|
| 5    | 0.57   | 0.41| 0.12| 0.17| 0.68|

Table 24: NASA Rotor 67: maximum spatial and temporal relative error between the off-reference ROM and FOM state variables.

5. Computational Time

This section presents a comparison between the runtimes of the zeta-variable ROM and the FOM solvers. All cases were ran on a Mac Pro with two 2.26 GHz Quad-Core Intel Xeon processors with 24 GB of RAM. The FOM cases were ran using 6 cores.

| Case         | $N$  | FOM [s] | ROM [s] | Ratio    |
|--------------|------|---------|---------|----------|
| 2D Channel   | 8514 | 15,663  | 0.30    | 52,211   |
| 3D Nozzle    | 3045 | 8778    | 0.60    | 14,630   |
| 3D Nozzle    | 22673 | 506,635 | 5.38    | 86,901   |

Table 25: CPU runtime comparison between the ROM and the FOM for two on-reference cases: (1) 2D channel with 7 modes, and (2) 3D nozzle with 9 modes.

Table 25 shows a comparison between the CPU runtime of the zeta-variable ROM and the FOM for two cases: a two-dimensional channel flow and a three-dimensional nozzle. The FOM solutions were generated using the UNS3D flow solver \[52\]. The FOM solution of the two-dimensional channel was obtained running UNS3D as an implicit solver, while the three-dimensional nozzle solution was obtained running UNS3D as an explicit solver. The FOM and the ROM were run such that they both predicted the flow over the same time interval. It is apparent from Table 25 that (i) the ROM is more than four orders of magnitude faster than the FOM, and (ii) the speedup increases as the number of grid points increases. The computational time needed to generate the POD basis functions was not included in this comparison.

Table 26 shows the variation of the speedup ratio vs. the length of the time interval that is being simulated. The results presented in this table correspond
Figure 20: NASA Rotor 67: time-averaged relative error between the off-reference ROM and FOM state variables, for an outlet pressure oscillating with angular velocity $\tilde{\omega} = 37,765$ rad/sec and amplitude $\tilde{A} = 0.05$. 
| Time periods | FOM [s] | ROM [s] | Ratio  |
|--------------|---------|---------|--------|
| 3            | 15,663  | 0.30    | 52,211 |
| 6            | 31,744  | 0.38    | 83,537 |
| 12           | 64,616  | 0.56    | 115,386|

Table 26: CPU runtime comparison between the FOM and the ROM for on-reference conditions with increasing lengths of runtime for a two-dimensional channel case with 8514 grid points and the following modes: \( n^\xi = 1, n^u = n^v = n^p = 2 \).

to the two-dimensional channel described in section 3.2. The FOM solution was generated using the implicit version of the UNS3D solver. Compared to the FOM, the zeta-variable ROM becomes more efficient as the length of the time interval increases.

6. Conclusions

A zeta-variable POD-based ROM has been developed and implemented for modeling unsteady flows with or without moving boundaries. The POD model has been developed starting from the governing equations instead of the discretized equations used by the FOM. Consequently the ROM did not inherit any of the approaches used in the FOM to generate a stable solution. As a result, several methods had to be pursued to obtain a stable ROM solution: (i) the penalty method, (ii) artificial dissipation, and (iii) a variable number of POD modes. This approach produced a robust ROM that accurately predicted the flow in nozzles and turbomachinery cascades.

By using the zeta variables, as opposed to the conservative or primitive variables, the coefficients of the ODE system could be precomputed and the nonlinearity of the system of ODEs was reduced. Therefore, the computational cost of this zeta-variable POD-based ROM was more than four orders of magnitude smaller than that of the FOM. This speedup increased as the grid size and the length of the time interval the flow was predicted increased.
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