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Abstract

We introduce a fractional Yamabe flow involving nonlocal conformally invariant operators on the conformal infinity of asymptotically hyperbolic manifolds, and show that on the conformal spheres \((S^n, [g_{S^n}])\), it converges to the standard sphere up to a Möbius diffeomorphism. This result allows us to obtain extinction profiles of solutions of some fractional porous medium equations. In the end, we use this fractional fast diffusion equation, together with its extinction profile and some estimates of its extinction time, to improve a Sobolev inequality via a quantitative estimate of the remainder term.

1 Introduction

Let \((M, g_0)\) be a compact Riemannian manifold of dimension \(n \geq 2\). The following evolution equation for the metric \(g\)

\[
\frac{\partial}{\partial t} g(t) = -(R_{g(t)} - r_{g(t)}) g(t), \quad g(0) = g_0
\]  

was introduced by Hamilton in \([41]\), and is known as the Yamabe flow. Here, \(R_{g(t)}\) is the scalar curvature of \(g(t)\) and \(r_{g(t)} = \text{vol}_{g(t)}(M)^{-1} \int_M R_{g(t)} \text{vol}_g\) is the average of \(R_{g(t)}\). The existence and convergence of \((1)\) were established through \([41], [24], [72], [66], [12], [14]\).

In \([38]\), Graham, Jenne, Mason and Sparling constructed a sequence of conformally invariant elliptic operators, \(\{P^k\}\), on \((M, g)\) for all positive integer \(k\) if \(n\) is odd, and for \(k \in \{1, \cdots, n/2\}\) if \(n\) is even. Moreover, \(P^1_{g}\) is the conformal Laplacian \(-L_g := -\Delta_g + c(n)R_g\) and \(P^2_{g}\) is the Paneitz operator. Up to a positive constant \(P^1_{g}(1)\) is the scalar curvature of \(g\) and \(P^2_{g}(1)\) is the Q-curvature. Some higher integer order curvature flows involving \(P^k_{g}\), such as Q-curvature flow, have been studied in \([11], [57], [4], [13], [44]\), etc.

Making use of a generalized Dirichlet to Neumann map, Graham and Zworski \([39]\) introduced a meromorphic family of conformally invariant operators on the conformal infinity of asymptotically hyperbolic manifolds. Recently, Chang and González \([21]\) reconciled the way of Graham and Zworski to define conformally invariant operators \(P^\sigma_{g}\) of non-integer order.
\( \sigma \in (0, \frac{1}{2}) \) and the localization method of Caffarelli and Silvestre [18] for fractional Laplacian \((-\Delta)^\sigma\) on the Euclidean space \(\mathbb{R}^n\). These lead naturally to a fractional order curvature \(R_\sigma^g := P_\sigma^g(1)\), which will be called \(\sigma\)-curvature in this paper. There have been several work on these conformally invariant equations of fractional order and prescribing \(\sigma\)-curvatures problem (fractional Yamabe problem and fractional Nirenberg problem), see, e.g., [64], [36], [37], [48] and [49]. In this paper we study some flow of this fractional order curvature with \(P_\sigma^g\) on the standard conformal sphere \((\mathbb{S}^n, [g_{g^n}]\)), which is the conformal infinity of the Poincaré disk with the standard Poincaré metric.

Let \(g\) be a representative in the conformal class \([g_{g^n}]\) and write \(g = v^{\frac{4}{n-2\sigma}} g_{g^n}\), where \(v\) is positive and smooth on \(\mathbb{S}^n\). Then we have

\[
P_\sigma^g(\phi) = v^{-\frac{n+2\sigma}{n-2\sigma}} P_\sigma^g(\phi v) \quad \text{for any } \phi \in C^\infty(\mathbb{S}^n). \tag{2}
\]

\(P_\sigma^g\), which is simply written as \(P_\sigma\), has the formula (see, e.g., [9] or [61])

\[
P_\sigma = \frac{\Gamma(B + \frac{1}{2} + \sigma)}{\Gamma(B + \frac{1}{2} - \sigma)}, \quad B = \sqrt{-\Delta_{g^n} + \left(\frac{n-1}{2}\right)^2}, \tag{3}
\]

where \(\Gamma\) is the Gamma function and \(\Delta_{g^n}\) is the Laplace-Beltrami operator on \((\mathbb{S}^n, g_{g^n})\). Let \(Y^{(k)}\) be a spherical harmonic of degree \(k \geq 0\). Since \(-\Delta_{g^n} Y^{(k)} = k(k+n-1)Y^{(k)}\),

\[
B(Y^{(k)}) = \left( k + \frac{n-1}{2} \right) Y^{(k)} \quad \text{and} \quad P_\sigma(Y^{(k)}) = \frac{\Gamma(k + \frac{n}{2} + \sigma)}{\Gamma(k + \frac{n}{2} - \sigma)} Y^{(k)}. \tag{4}
\]

It is also well-known (see, e.g., [61]) that \(P_\sigma\) is the inverse of the spherical Riesz potential

\[
K_\sigma(f)(\xi) = c_{n,\sigma} \int_{\mathbb{S}^n} \frac{f(\zeta)}{|\xi - \zeta|^{n-2\sigma}} dvol_{g^n}(\zeta), \quad f \in L^p(\mathbb{S}^n). \tag{5}
\]

where \(c_{n,\sigma} = \frac{\Gamma\left( \frac{n-2\sigma}{2}\right)}{2^{2\sigma} \pi^{\frac{n}{2}} \Gamma(1+\sigma)}\), \(1 \leq p < \infty\) and \(|\cdot|\) is the Euclidean distance in \(\mathbb{R}^{n+1}\). The inverses of spherical Riesz potentials have been constructed in terms of singular integrals in [63] and [63]. When \(\sigma \in (0,1)\), Pavlov and Samko [63] showed that if \(v = K_\sigma(f)\) for some \(f \in L^p(\mathbb{S}^n)\), then

\[
P_\sigma(v)(\xi) = P_\sigma(1)v(\xi) + c_{n,-\sigma} \int_{\mathbb{S}^n} \frac{v(\xi) - v(\zeta)}{|\xi - \zeta|^{n+2\sigma}} dvol_{g^n}(\zeta), \tag{6}
\]

where \(c_{n,-\sigma} = \frac{2^{2\sigma} \sigma \Gamma\left( \frac{n-2\sigma}{2}\right)}{\pi \Gamma(1-\sigma)}\) and \(\int_{\mathbb{S}^n}\) is understood as \(\lim_{\varepsilon \to 0} \int_{|x-y| > \varepsilon} \) in \(L^p(\mathbb{S}^n)\) sense.

Consider the normalized total \(\sigma\)-curvature functional

\[
S(g) = vol_g(\mathbb{S}^n)^{\frac{2-\sigma}{2}} \int_{\mathbb{S}^n} R_\sigma^g dvol_g, \quad g \in [g_{g^n}].
\]
The negative gradient flow of $S$ takes the form
\[
\frac{\partial g}{\partial t} = -n - 2\sigma \left(\frac{\text{vol}_g(S^n)}{n} \frac{2\sigma}{n} (R^g_{\sigma} - r^g_{\sigma}) g\right)
\]
where $r^g_{\sigma}$ is the average of $R^g_{\sigma}$. It is easy to verify that this flow preserves the conformal class and the volume of $S^n$. By a rescaling of the time variable, we obtain the following evolution equation
\[
\frac{\partial g}{\partial t} = -(R^g_{\sigma} - r^g_{\sigma}) g.
\]
(7)

If we write $g(t) = v = \frac{4}{n-2\sigma} (\cdot, t) g_{S^n}$, then after rescaling the time variable, (7) can be written in an equivalent form
\[
\frac{\partial v}{\partial t} = -P^g_{\sigma}(v) + r^g_{\sigma} v^N, \quad \text{on } S^n,
\]
(8)

where $N = (n + 2\sigma)/(n - 2\sigma)$.

Let $N$ be the north pole of $S^n$ and let $F : \mathbb{R}^n \to S^n \setminus \{N\}$, $x \mapsto \left(\frac{2x}{1 + |x|^2}, \frac{|x|^2 - 1}{|x|^2 + 1}\right)$ be the inverse of stereographic projection from $S^n \setminus \{N\}$ to $\mathbb{R}^n$. Then
\[
(P^g_\sigma(\phi)) \circ F = |J_F|^{-\frac{n+2\sigma}{2}} (-\Delta)^\sigma (|J_F|^{-\frac{2}{n-2\sigma}} (\phi \circ F)), \quad \text{for } \phi \in C^\infty(S^n)
\]
(9)

where $|J_F| = \left(\frac{2}{1 + |x|^2}\right)^n$ and $(-\Delta)^\sigma$ is the fractional Laplacian operator (see, e.g., [69]).

Hence $u(x,t) := |J_F|^{-\frac{n-2\sigma}{2}} v(F(x), t)$ satisfies
\[
\frac{\partial u^N}{\partial t} = -(-\Delta)^\sigma u + r^g_{\sigma} u^N, \quad \text{in } \mathbb{R}^n.
\]
(10)

We will call (7), (8) or (10) as a (normalized) fractional Yamabe flow when $\sigma \in (0,1)$.

As observed in [21], that the operator $P^g_{1/2}$ is related to the Yamabe problem on manifolds with boundary (see, e.g., [23, 32, 33, 42, 43]), this fractional Yamabe flow (7) with $\sigma = 1/2$ is related to some generalization of Yamabe flow for manifolds with boundary studied in [10].

Throughout this paper we always assume that $0 < \sigma < 1$ without otherwise stated. Our first result is the long time existence and convergence of solutions of (7) for any initial data in the conformal class of $g_{S^n}$.

**Theorem 1.1.** Let $g(0) \in [g_{S^n}]$ be a smooth metric on $S^n$. Then the fractional Yamabe flow (7) with initial metric $g(0)$ exists for all time $0 < t < \infty$. Furthermore, there exist a smooth metric $g_\infty \in [g_{S^n}]$ such that
\[
R^g_{\sigma} = r^g_{\sigma} = r^g_{\sigma} \in [g_{S^n}] \quad \text{and} \quad \lim_{t \to \infty} \|g(t) - g_\infty\|_{C^l} = 0
\]
for all positive integers $l$. 3
Remark 1.1. If we write \( g_\infty = \frac{4}{v_\infty^{1/2}} g_{S^n} \) where \( v_\infty \) is a smooth and positive function on \( S^n \), then Theorem 1.1 tells that \( v_\infty \) satisfies

\[
P_\sigma(v_\infty) = r_{\sigma}^{g_\infty} \cdot v_\infty^{\frac{n+2\sigma}{n-2\sigma}},
\]

whose solutions are classified in [22] and [54].

We also consider the unnormalized fractional Yamabe flow

\[
\frac{\partial v^N}{\partial t} = -P_\sigma(v) \quad \text{on} \quad S^n \times (0, \infty), \quad \text{or} \quad \frac{\partial u^N}{\partial t} = -(-\Delta)^\sigma u \quad \text{in} \quad \mathbb{R}^n \times (0, \infty).
\]

The second one is a fractional porous medium equation studied in [2], [27], [19], [28] and [50], where it is taken the form

\[
\begin{aligned}
    \frac{\partial u}{\partial t} &= -(-\Delta)^\sigma (|u|^{m-1}u) \quad \text{in} \quad \mathbb{R}^n \times (0, \infty), \\
    u(x, 0) &= u_0(x) \quad \text{in} \quad \mathbb{R}^n,
\end{aligned}
\]

with \( m = \frac{n-2\sigma}{n+2\sigma}, \sigma \in (0, 1) \). Models of this kind of fractional diffusion equations arise, e.g., in statistical mechanics [45, 46, 47] and heat control [2].

These fractional diffusion equations have been systematically studied in [27] and [28]. It is proved in [28] that if \( u_0 \in L^1(\mathbb{R}^n) \cap L^p(\mathbb{R}^n) \) for \( p > 4n/(n + 2\sigma) \), then there exists a unique strong solution (see [28] for the definition) of (11), and the solution will extinct in finite time. More precisely, if \( u_0 \) is nonnegative but not identically equals to zero, then there exists a \( T = T(u_0) \in (0, \infty) \) such that \( u(x, t) > 0 \) in \( \mathbb{R}^n \times (0, T) \), and \( u(x, T) \equiv 0 \) in \( \mathbb{R}^n \).

We are interested in analyzing the exact behavior of solutions of (11) near the extinction time for fast decaying initial data. In the classical case \( \sigma = 1 \), the extinction profiles of solutions of porous medium equations have been described in the results of [34, 29, 26, 7, 8] and so on.

Theorem 1.2 below describes the extinction profile of \( u(x, t) \), which extends the result of del Pino and Saéz in [29] to \( \sigma \in (0, 1) \). Some estimates of the extinction time \( T \) involving the sharp constant in the Hardy-Littlewood-Sobolev inequality are postponed to Lemma 6.1 in Section 6.

**Theorem 1.2.** Assume that \( u_0(x) \in C^2(\mathbb{R}^n) \) is positive in \( \mathbb{R}^n \). In addition, we assume, for \( (u_0^m)_{0,1}(x) := |x|^{2\sigma-n} u_0^m(x/|x|^2) \), that \( (u_0^m)_{0,1}(x) \) can be extended to a positive and \( C^2 \) function near the origin. There exist \( \lambda > 0 \) and \( x_0 \in \mathbb{R}^n \) such that if \( T = T(u_0) \in (0, \infty) \) denotes the extinction time of the solution of (11), then

\[
(T - t)^{-1/(1-m)} u(x, t) = k(n, \sigma) \left( \frac{\lambda}{\lambda^2 + |x - x_0|^2} \right)^{n+2\sigma/2} + \theta(x, t)
\]

for some \( k(n, \sigma) \) and \( \theta(x, t) \).
with
\[
\sup_{\mathbb{R}^n}(1 + |x|^{n+2\sigma})\theta(x,t) \to 0 \quad \text{as } t \to T,
\]
where \(k(n,\sigma) = 2^{\frac{n-2}{2}} \left( (1 - m) P_{\sigma}(1) \right)^{\frac{n-2}{2\sigma}} \) and \(P_{\sigma}(1)\) is given in [4].

An application of Theorem 1.2 is an improvement of some Sobolev inequality. A sharp form of the standard Sobolev inequality in \(\mathbb{R}^n\) \((n \geq 3)\) asserts that
\[
S_n \|\nabla u\|_{L^2(\mathbb{R}^n)} - \|u\|_{L^{\frac{2n}{n-2\sigma}}(\mathbb{R}^n)} \geq 0 \quad (12)
\]
for all \(u \in \dot{H}^1(\mathbb{R}^n) = \{u \in L^{\frac{2n}{n-2}}(\mathbb{R}^n) : \nabla u \in L^2(\mathbb{R}^n)\}\), where \(S_n\) is the sharp constant obtained in [3] and [70].

There have been many results on remainder terms of Sobolev inequalities (see, e.g., [16, 15, 6, 25, 20, 31]), which give various lower bounds of the left-hand side of (12).

Recently, Carlen, Carrillo and Loss in [20] noticed that some Hardy-Littlewood-Sobolev inequalities in dimension \(n \geq 3\) and some special Gagliardo-Nirenberg inequalities can be related by a fast diffusion equation. In another recent paper [31], Dolbeault used a fast diffusion flow to obtain an optimal integral remainder term which improves (12) in dimension \(n \geq 5\).

Inspired by [20] and [31], we consider some Sobolev inequality involving fractional Sobolev spaces of order \(\sigma \in (0,1)\), compared to those mentioned above corresponding to \(\sigma = 1\).

For any \(\sigma \in (0,1)\), the Sobolev inequality (see, e.g., [69] or [30]) asserts that
\[
\|u\|_{L^{2^*(\sigma)}(\mathbb{R}^n)} \leq S_{n,\sigma}\|u\|_{\dot{H}^\sigma(\mathbb{R}^n)}^{2^*(\sigma)}, \quad \forall u \in \dot{H}^\sigma(\mathbb{R}^n) \quad (13)
\]
where \(2^*(\sigma) = \frac{2n}{n-2\sigma}\), \(S_{n,\sigma}\) is the optimal constant and \(\dot{H}^\sigma(\mathbb{R}^n)\) is the closure of \(C_c^\infty(\mathbb{R}^n)\) under the norm
\[
\|u\|_{\dot{H}^\sigma} = \|(-\Delta)^{\sigma/2}u\|_{L^2(\mathbb{R}^n)} \quad (14).
\]
The optimal constant \(S_{n,\sigma}\) in the Sobolev inequality (13) is attained by (see, e.g., [55], [22] and [54]) \(u(x) = (1 + |x|^2)^{-\frac{n-2\sigma}{2}}\). The Hardy-Littlewood-Sobolev inequality
\[
S_{n,\sigma}\|u\|_{L^{2n/(n+2\sigma)}(\mathbb{R}^n)}^{2n/(n+2\sigma)} \geq \int_{\mathbb{R}^n} u(-\Delta)^{-\sigma}u \, dx, \quad \forall u \in L^{2n/(n+2\sigma)}(\mathbb{R}^n) \quad (15)
\]
involves the same optimal constant \(S_{n,\sigma}\), where \((-\Delta)^{-\sigma}\) is a Riesz potential defined by
\[
(-\Delta)^{-\sigma}u(x) = c_{n,\sigma} \int_{\mathbb{R}^n} \frac{u(y)}{|x-y|^{n-2\sigma}} \, dy. \quad (16)
\]

We investigate the relation between (13) and (15) via the fractional diffusion equation (11), i.e.
\[
u_t = (-\Delta)^{\sigma}u^m
\]
with \( m = 1/N = \frac{n-2\sigma}{n+2\sigma} \). If we suppose that the initial date \( u_0 \) satisfies the assumptions in Theorem 1.2, then by Theorem 5.1 (which is used to prove Theorem 1.2) \( u(\cdot, t) \) is positive and smooth in \( \mathbb{R}^n \) before its extinction time, and for any fixed \( t, u(x, t) = O(|x|^{-n-2\sigma}) \) as \( x \to \infty \). We define

\[
H(t) := H_{n,\sigma}(u(\cdot, t)) = \int_{\mathbb{R}^n} u(-\Delta)^{-\sigma} u dx - S_{n,\sigma} \| u \|_{L^{\frac{2n}{n+2\sigma}}}^2.
\]

(17)

It follows from direct computations that \( \frac{d}{dt} H \geq 0 \) (see Proposition 6.1).

Consequently, one can prove (15), which is equivalent to \( H \leq 0 \), by showing

\[
\limsup_{t \to T} H(t) \leq 0
\]

where \( T \) is the extinction time of (11). This can be seen clearly from Theorem 5.1. From this and Proposition 6.1 we also recover that \( u^m \) is an extremal of (13) if \( u \) is an extremal of (15).

Along this fractional fast diffusion flow, we can improve the Sobolev inequality (13), via a quantitative estimate of the remainder term. This improvement also holds as \( \sigma \to 1 \) and it extends some work of Dolbeault in [31].

**Theorem 1.3.** Assume that \( \sigma \in (0, 1) \) and \( n > 4\sigma \). There exists a positive constant \( C \) depending only on \( n \) and \( \sigma \) such that for any nonnegative function \( u \in \dot{H}^\sigma(\mathbb{R}^n) \) we have

\[
S_{n,\sigma} \| u^N \|_{L^{\frac{2n}{n+2\sigma}}}^2 - \int_{\mathbb{R}^n} u^N (-\Delta)^{-\sigma} u^N dx \\
\leq C \| u \|_{L^{2^*}(\sigma)}^{\frac{n-2\sigma}{n}} \left( S_{n,\sigma} \| u \|_{\dot{H}^\sigma}^2 - \| u \|_{L^{2^*}(\sigma)}^2 \right),
\]

(18)

where \( N = \frac{n+2\sigma}{n-2\sigma} \). Moreover \( C \leq \frac{n+2\sigma}{n} (1 - e^{-\frac{2\sigma}{2\sigma}}) S_{n,\sigma} \).

The operators \( P_\sigma \) and \( (-\Delta)^\sigma \) are nonlocal, pseudo-differential operators. Generally speaking, strong maximum principles and Harnack inequalities might fail for nonlocal operators, see, e.g., a counterexample in [51]. The example in [51] shows that the local non-negativity of solutions of certain nonlocal equations is not enough to obtain local strong maximum principles and Harnack inequalities. However, if we assume the solutions are globally nonnegative, then various strong maximum principles and Harnack inequalities have been obtained in, e.g., [17], [71] and [48].

In this paper, we establish a strong maximum principle and a Hopf lemma for odd solutions of some linear nonlocal parabolic equations, which are of independent interest. Our proofs make full use of the expression (19) of \( (-\Delta)^\sigma \). The odd function in Lemma 2.4 will serve as a barrier function, which allows us to obtain a Hopf lemma.

The paper is organized as follows. In Section 2 we prove a strong maximum principle and a Hopf lemma for odd solutions of some linear nonlocal parabolic equations. These are two crucial ingredients in our arguments. In Section 5 we prove a Harnack inequality via
the method of moving planes. This idea is essentially due to R. Ye [72]. In Section 4 we show Schauder estimates, existence and convergence of the fractional Yamabe flows. Section 5 is devoted to proving Theorem 1.2. The strategy is to rewrite (11) on $S^n$ and apply the methods in Section 4. The improvement of the Sobolev inequality, Theorem 1.3, is proved in Section 6. Our proofs of Theorem 1.2 and Theorem 1.3 adapt some arguments in [29] and [31], respectively. In Appendix A we provide an analog of L. Simon’s uniqueness theorem (see [68]) for negative gradient flows in our nonlocal flow setting. In Appendix B we present some interpolation inequalities and elementary computations which are used in Section 4.
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2 A strong maximum principle and a Hopf lemma for nonlocal parabolic equations

Let $x = (x', x_n) \in \mathbb{R}^n$, $\mathbb{R}^n_+ = \{x : x_n > 0, x \in \mathbb{R}^n\}$. Recall (see, e.g., [67]) that for $\sigma \in (0, 1)$, if $u$ is bounded in $\mathbb{R}^n$ and $C^2$ near $x$, then $(-\Delta)^\sigma u$ is continuous near $x$, and

$$(-\Delta)^\sigma u(x) = c_{n,-\sigma} \text{P.V.} \int_{\mathbb{R}^n} \frac{u(x) - u(y)}{|x - y|^{n+2\sigma}} dy.$$  \hspace{1cm} (19)

Here “P.V.” means the principal value and $c_{n,-\sigma}$ is the constant in (6).

For simplicity, throughout the paper we denote $-(-\Delta)^\sigma$ as $\Delta^\sigma$ and will not keep writing the constant $c_{n,-\sigma}$ and “P.V.” if there is no confusion.

Lemma 2.1. Let $w(x, t) \in C^{2,1}(\mathbb{R}^n \times \mathbb{R})$ and $w(\cdot, t)$ be bounded in $\mathbb{R}^n$ for any fixed $t$. Suppose $w(x, t)$ satisfies $w(x', -x_n, t) = -w(x', x_n, t)$ for all $(x, t)$ and

$$\liminf_{x_n \geq 0, |x| \to \infty} w(x, t) \geq 0 \quad \text{for any fixed } t.$$  \hspace{1cm} (20)

If $w$ satisfies

$$w_t \geq a(x, t) \Delta^\sigma w + b(x, t) w, \quad (x, t) \in \mathbb{R}^n_+ \times (0, T]$$

where $a(x, t)$ is continuous and positive in $\mathbb{R}^n_+ \times [0, T]$, $b(x, t)$ is continuous and bounded in $\mathbb{R}^n_+ \times [0, T]$, and $w(x, 0) \geq 0$ for all $x \in \mathbb{R}^n_+$, then $w(x, t) \geq 0$ in $\mathbb{R}^n_+ \times [0, T]$.  \hspace{1cm} (21)
Proof. Without loss of generality, we may assume \( b(x, t) \leq 0 \). Indeed, if we let
\[
\tilde{w}(x, t) = e^{-Ct}w(x, t),
\]
then
\[
\tilde{w}_t = a(x, t)\Delta^\sigma \tilde{w} + (b(x, t) - C)\tilde{w}.
\]
For large constant \( C \) we have \( b(x, t) - C \leq 0 \) in \( \mathbb{R}_+^n \times (0, T] \) and we only need to show that \( \tilde{w}(x, t) \geq 0 \) for all \( (x, t) \in \mathbb{R}_+^n \times (0, T] \).

Suppose the contrary that there exists a point \( (x_0, t_0) \in \mathbb{R}_+^n \times (0, T] \) such that
\[
0 > w(x_0, t_0).
\]
By the assumptions on \( w \), we may assume \( w(x_0, t_0) = \min_{\mathbb{R}_+^n \times (0, T]} w \). It follows that
\[
w_t(x_0, t_0) \leq 0, \quad b(x_0, t_0)w(x_0, t_0) \geq 0. \tag{21}
\]

It is clear that
\[
\Delta^\sigma w(x_0, t_0) = \int_{\mathbb{R}^n} \frac{w(y, t_0) - w(x_0, t_0)}{|x_0 - y|^{n+2\sigma}} \, dy
= \int_{\mathbb{R}^n_{+}} \frac{w(y, t_0) - w(x_0, t_0)}{|x_0 - y|^{n+2\sigma}} \, dy + \int_{\mathbb{R}^n \setminus \mathbb{R}^n_{+}} \frac{w(y, t_0) - w(x_0, t_0)}{|x_0 - y|^{n+2\sigma}} \, dy.
\]

By the change of variables \( y = (z', -z_n) \), we obtain
\[
\int_{\mathbb{R}^n \setminus \mathbb{R}^n_{+}} \frac{w(y, t_0) - w(x_0, t_0)}{|x_0 - y|^{n+2\sigma}} \, dy
= \int_{\mathbb{R}^n_{+}} w(z', -z_n, t_0) - w(x_0, t_0) \frac{1}{|x_0 - (z', -z_n)|^{n+2\sigma}} \, dz
= -\int_{\mathbb{R}^n_{+}} \frac{w(z', z_n, t_0) - w(x_0, t_0)}{|x_0 - (z', -z_n)|^{n+2\sigma}} \, dz - 2w(x_0, t_0) \int_{\mathbb{R}^n_{+}} \frac{1}{|x_0 - (z', -z_n)|^{n+2\sigma}} \, dz
> -\int_{\mathbb{R}^n_{+}} \frac{w(z', z_n, t_0) - w(x_0, t_0)}{|x_0 - (z', -z_n)|^{n+2\sigma}} \, dz.
\]

where we used \( w(z', -z_n, t_0) = -w(z', z_n, t_0) \) and \( w(x_0, t_0) < 0 \). Since \((x_0, t_0)\) is a minimum point of \( w \) in \( \mathbb{R}_+^n \times (0, T] \), the simple inequality
\[
\frac{1}{|x_0 - z|^{n+2\sigma}} > \frac{1}{|x_0 - (z', -z_n)|^{n+2\sigma}}, \quad \forall x_0, z \in \mathbb{R}^n_{+}
\]
yields that
\[
\Delta^\sigma w(x_0, t_0) > 0. \tag{22}
\]
Combining (21) and (22), we have a contradiction to (20). \( \Box \)

---
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Lemma 2.2. Let \( w(x, t) \) be as in Lemma 2.1. Then for any fixed \( t \in (0, T) \) we have \( w(x, t) > 0 \) or \( w(x, t) \equiv 0 \) in \( \mathbb{R}^n_+ \).

**Proof.** As in the proof of Lemma 2.1 we may assume \( b \leq 0 \). Suppose that at \( w(x_0, t_0) = 0 \) for some \( (x_0, t_0) \in \mathbb{R}^n_+ \times (0, T) \). From the proof of Lemma 2.1 we see that

\[
\Delta^\sigma w(x_0, t_0) \geq 0
\]

and equality holds if and only if \( w(x, t_0) = w(x_0, t_0) \) for all \( x \in \mathbb{R}^n_+ \). Therefore, the lemma follows immediately from a simple contradiction argument. \( \square \)

Lemma 2.3. Let \( w(x, t) \) be as in Lemma 2.1. Suppose \( w(x_0, 0) > 0 \) for some \( x_0 \in \mathbb{R}^n_+ \), then for any fixed \( t \in (0, T) \) we have \( w(x, t) > 0 \) in \( \mathbb{R}^n_+ \).

**Proof.** The proof follows from that of the parabolic strong maximum principle in [62], with modifications for nonlocal equations. As before we assume \( b \leq 0 \). Suppose that for some \( t_1 > 0 \), \( w(\cdot, t_1) \) is zero at some point. It follows from Lemma 2.2 that \( w(x, t_1) \equiv 0 \). By the assumption on \( w(\cdot, 0) \) and Lemma 2.2 we may assume that \( w(x, t) > 0 \) for all \( (x, t) \in \mathbb{R}^n_+ \times (t_2, t_1) \) for some \( t_2 > 0 \).

Let \( h(x, t) = (t_1 - t)^2 - |x - e_n|^2 - (t - t_2)^2 \) if \( 0 \leq x_n \leq 2 \); and \( h = 0 \) if \( x_n > 2 \), where \( e_n = (0', 1) \) and \( t_* \) will be fixed later. Set

\[
H(x, t) = \begin{cases} h(x, t), & x \in \mathbb{R}^n_+ \\ -h(x', -x_n, t), & x \in \mathbb{R}^n \setminus \mathbb{R}^n_+ \end{cases}
\]

Let \( \bar{t} \in (t_2, t_1) \) be such that \( (t_1 - t_*)^2 - (t - t_2)^2 \leq \frac{1}{2} \) holds for \( t \geq \bar{t} \). It is easy to see that there exists a positive constant \( C_1 \) independent of \( t^* \) such that for any \( (x, t) \in B_{1/2}(e_n) \times [\bar{t}, t_1] \),

\[
(-\Delta)^\sigma H(x, t) \leq C_1.
\]

Thus we can choose \( t_* \) so negative that for any \( (x, t) \in B_{1/2}(e_n) \times [\bar{t}, t_1] \),

\[
H_t(x, t) = 2(t_1 - t) \leq 2(t_* - t_1) < a(x, t)\Delta^\sigma H(x, t) + b(x, t)H(x, t). \tag{23}
\]

Let \( \varepsilon > 0 \) be a sufficiently small constant such that \( w(x, \bar{t}) \geq \varepsilon H(x, \bar{t}) \) for all \( x \in \mathbb{R}^n_+ \). We claim that \( w(x, t) \geq \varepsilon H(x, t) \) in \( \mathbb{R}^n_+ \times (\bar{t}, t_1) \).

If not, then the (negative) minimal value of \( \bar{w} := w - \varepsilon H \) in \( \mathbb{R}^n_+ \times (\bar{t}, t_1) \) must be achieved in \( B_{1/2}(e_n) \times (\bar{t}, t_1) \), say at \( (x_0, t_0) \). Note that \( \bar{w}(x', -x_n, t) = -\bar{w}(x', x_n, t) \). Hence, by exactly the same argument in the proof of Lemma 2.1,

\[
\partial_t \bar{w}(x_0, t_0) \leq 0, \quad \Delta^\sigma \bar{w}(x_0, t_0) > 0.
\]

Together with (23) and \( b \leq 0 \), we conclude that

\[
w_t(x_0, t_0) \leq a(x_0, t_0)\Delta^\sigma w(x_0, t_0) + b(x_0, t_0)w,
\]

which contradicts (20).

Hence \( w_t(1, e_n) \leq -2\varepsilon(t_1 - t_*) < 0 \). But \( w(x, t_1) \equiv 0 \). These contradict (20). \( \square \)
Lemma 2.4. Let
\[ h(x) = \begin{cases} x_n(1 - |x'|^2), & |x_n| < 1, |x'| < 1, \\ 0, & \text{otherwise.} \end{cases} \]

Then there exists a positive constant \( c_0 \) depending only \( n, \sigma \) such that
\[ \Delta^\sigma h(x) \geq -c_0 x_n, \tag{24} \]
for all \( x = (x', x_n) \) with \( |x'| < 1, 0 \leq x_n < 1/8. \)

Proof. The lemma follows from rather involved calculations. By rotating the first \((n - 1)\) coordinates, we only need to show (24) at point \( a = (a_1, 0, \ldots, 0, a_n) \) with \( 0 \leq a_1 < 1, 0 \leq a_n < 1/8. \)

Let \( B'(x', R) \subset \mathbb{R}^{n-1} \) be the ball centered at \( x' \) with radius \( R, \Omega = B'(0, 1) \times (-1, 1). \) In the following \( C \) will be denoted as various positive constants which depend only on dimension \( n \) and \( \sigma. \)

It follows from (19) that
\[ \Delta^\sigma h(a) = \int_{\mathbb{R}^n} \frac{h(x) - h(a)}{|x - a|^{n+2\sigma}} \, dx \]
\[ = \int_{\Omega} \frac{x_n(1 - |x'|^2) - a_n(1 - |a'|^2)}{|x - a|^{n+2\sigma}} \, dx - \int_{\Omega^c} \frac{a_n(1 - |a'|^2)}{|x - a|^{n+2\sigma}} \, dx \]
\[ =: I - a_n II. \]

Since \( x_n(1 - |x'|^2) - a_n(1 - |a'|^2) = (x_n - a_n)(1 - |x'|^2) + a_n(|a'|^2 - |x'|^2), \) we divide the integral \( I \) into
\[ I_1 := \int_{\Omega} \frac{(x_n - a_n)(1 - |x'|^2)}{|x - a|^{n+2\sigma}} \, dx \]
and
\[ a_n I_2 := a_n \int_{\Omega} \frac{(|a'|^2 - |x'|^2)}{|x - a|^{n+2\sigma}} \, dx. \]

By symmetry and that \( 0 \leq a_n < 1/8, \)
\[ I_1 = \int_{-1}^{-1+2a_n} \int_{|x'|<1} \frac{(x_n - a_n)(1 - |x'|^2)}{|x - a|^{n+2\sigma}} \, dx' \, dx_n \]
\[ \geq -Ca_n. \tag{26} \]

Using \( |a'|^2 - |x'|^2 = -|x' - a'|^2 + 2a' (a' - x'), \) we write
\[ I_2 = \int_{\Omega} \frac{-|x' - a'|^2}{|x - a|^{n+2\sigma}} \, dx + \int_{\Omega} \frac{2a' \cdot (a' - x')}{|x - a|^{n+2\sigma}} \, dx \]
\[ =: I_3 + I_4. \]
Direct computations give

\[ I_3 \geq -\int_{-2+\alpha_n}^{2+\alpha_n} dx_n \int_{|x'-a'|<2} \frac{-|x'-a'|^2}{|x-a|^{n+2\sigma}} dx' \]

\[ = -2 \lim_{b \to 0^+} \int_b^2 dy \int_0^{2/r} \frac{r^{n-2}}{r^2 + y^2} \frac{dy}{a_{2/4}^2} dr \]

\[ = -2 \lim_{b \to 0^+} \int_b^2 y^{-1/2} dy \int_0^{2/y} \frac{r^n}{(1 + r^2)^{n+2\sigma}} dr \]

\[ \geq -2 \lim_{b \to 0^+} \int_b^2 y^{-1/2} dy \left( \int_0^{2/y} \frac{r^n}{(1 + r^2)^{n+2\sigma}} dr + \int_0^1 \frac{r^n}{(1 + r^2)^{n+2\sigma}} dr \right) \]

\[ \geq -C. \]

Next, we are going to show

\[ I_4 - II \geq -C. \]

Let \( D_0 = (B'(0, 1) \cap B'(2a', 1)) \). Since \( a' = (a_1, 0, \cdots, 0) \), it follows from symmetry that

\[ \int_{D_0 \times (-1,1)} 2a' \cdot (a' - x') \frac{dx' dx_n}{|x-a|^{n+2\sigma}} = 0. \]

Thus

\[ I_4 = \int_{(B'(0,1) \setminus D_0) \times (-1,1)} 2a' \cdot (a' - x') \frac{dx' dx_n}{|x-a|^{n+2\sigma}} > 0. \]

Now we have two cases:

**Case 1.** if \( |a'| \leq \frac{\sqrt{2}}{2} \), then it is easy to see that \( II < C \) (the denominator is uniformly bounded). Hence (28) holds.

**Case 2.** Suppose \( |a'| > \frac{\sqrt{2}}{2} \). We have

\[ II = \int_{\Omega \cap (B'(a',|a'|) \times (-1,1))} \frac{1 - |a'|^2}{|x-a|^{n+2\sigma}} + \int_{\Omega \setminus (B'(a',|a'|) \times (-1,1))} \frac{1 - |a'|^2}{|x-a|^{n+2\sigma}} \]

\[ \leq \int_{\Omega \cap (B'(a',|a'|) \times (-1,1))} \frac{(1 - |a'|^2)}{|x-a|^{n+2\sigma}} + C \]

\[ = II_1 + C. \]

Denote \( D_1 = \left( B'(a', \sqrt{1 - |a'|^2}) \cap \{x_1 < a_1\} \right) \setminus D_0 \), and \( D_2 = \left( B'(a', \sqrt{1 - |a'|^2}) \cap \{x_1 > a_1\} \right) \setminus D_0 \).
Note that for \( x \in D_1 \), we have \( 2|a'|(|a'|-x_1) \geq 1 - |a'|^2 - |x' - a'|^2 \). Therefore,
\[
\int_{D_1 \times (-1,1)} \frac{2a' \cdot (a' - x')}{|x - a|^{n+2\sigma}} - \int_{D_2 \times (-1,1))} \frac{1 - |a'|^2}{|x - a|^{n+2\sigma}} \geq \int_{D_1 \times (-1,1)} \frac{-|x' - a'|^2}{|x - a|^{n+2\sigma}}.
\]

Observe that there exists a positive integer \( m \), which depends only on \( n \) and \( \sigma \), such that
\[
m \int \left( B'(0', 1) \setminus B'(a', \sqrt{1 - |a'|^2}) \right) \times (-1,1) \frac{1 - |a'|^2}{|x - a|^{n+2\sigma}} \geq \int \left( B(a', |a'|) \setminus \left( B'(0', 1) \cup B'(a', \sqrt{1 - |a'|^2}) \right) \right) \times (-1,1) \frac{1 - |a'|^2}{|x - a|^{n+2\sigma}}.
\]

Also notice that for any \( x \in B'(0', 1) \setminus B'(a', \sqrt{1 - |a'|^2}) \), we have
\[
0 \geq m(1 - |a'|^2 - |x' - a'|^2).
\]

Hence,
\[
m \int \left( B'(0', 1) \setminus B'(a', \sqrt{1 - |a'|^2}) \right) \times (-1,1) \frac{|x' - a'|^2}{|x - a|^{n+2\sigma}} \geq \int \left( B(a', |a'|) \setminus \left( B'(0', 1) \cup B'(a', \sqrt{1 - |a'|^2}) \right) \right) \times (-1,1) \frac{1 - |a'|^2}{|x - a|^{n+2\sigma}}.
\]

It follows that
\[
I_4 - II \geq -C + \int_{D_1 \times (-1,1)} \frac{2a' \cdot (a' - x')}{|x - a|^{n+2\sigma}} - \int_{D_2 \times (-1,1))} \frac{1 - |a'|^2}{|x - a|^{n+2\sigma}} - \int \left( B(a', |a'|) \setminus \left( B'(0', 1) \cup B'(a', \sqrt{1 - |a'|^2}) \right) \right) \times (-1,1) \frac{1 - |a'|^2}{|x - a|^{n+2\sigma}} \geq -C - m \int_{B'(0', 1) \setminus B'(a', \sqrt{1 - |a'|^2})} \frac{|x' - a'|^2}{|x - a|^{n+2\sigma}} + \int_{D_1 \times (-1,1)} \frac{-|x' - a'|^2}{|x - a|^{n+2\sigma}} \geq -C - (m + 1)I_3 \geq -C.
\]

Therefore, (28) holds.

Finally, Lemma 2.4 follows from (25), (26), (27), and (28).
Lemma 2.5. Let $w(x,t)$ be as in Lemma 2.4. Suppose $w(x_0,0) > 0$ for some $x_0 \in \mathbb{R}^n_+$, then for any fixed $t \in (0,T]$ we have $\partial_{x_n}w(x',0,t) > 0$.

Proof. Let

$$g(x) = \begin{cases} -1, & \text{in } B'(0,1) \times (-2,-1), \\ 1, & \text{in } B'(0,1) \times (1,2), \\ 0, & \text{otherwise}, \end{cases}$$

where $B'(0,1)$ denotes the $n-1$ dimensional unit ball centered at 0. For any $x \in B'(0,1) \times (0,1/8)$, we have

$$\Delta^\sigma g(x) = \int_{\mathbb{R}^n} \frac{g(y) - g(x)}{|y-x|^{n+2\sigma}} \, dy$$

$$= \int_{B'(0,1) \times (1,2)} \frac{1}{|y-x|^{n+2\sigma}} \, dy - \int_{B'(0,1) \times (-2,-1)} \frac{1}{|y-x|^{n+2\sigma}} \, dy$$

$$= \int_{B'(0,1) \times (1,2)} \frac{1}{|y-(x',x_n)|^{n+2\sigma}} - \frac{1}{|y-(x',-x_n)|^{n+2\sigma}} \, dy$$

$$= \int_{B'(0,1) \times (1,2)} \int_0^1 -\frac{d}{ds} \left( \frac{1}{|y-x+2sx_ne_n|^{n+2\sigma}} \right) \, ds \, dy$$

$$= (n+2\sigma) \int_{B'(0,1) \times (1,2)} \int_0^1 \frac{4(y_n-x_n)x_n + 8sx_n^2}{|y-x+2sx_ne_n|^{n+2+2\sigma}} \, ds \, dy$$

$$\geq c_1 x_n,$$

where $c_1 > 0$ depends only on $n$ and $\sigma$.

For any fixed $t_0 \in (0,T]$, define

$$H(x,t) = h(x) \left( \frac{t_0^2}{1+t_0^2} - (t-t_0)^2 \right) + kg(x),$$

where $h$ is as in Lemma 2.4. By picking a sufficiently large $k$, we then see that

$$H_t(x,t) \leq a(x,t) \Delta^\sigma H + b(x,t)H(x,t),$$

for all $x \in B'(0,1) \times (0,1/8)$ and $t \in (t_0 - t_0/\sqrt{1+t_0^2}, t_0]$.

It follows from Lemma 2.3 that $w(-,t) > 0$ in $\mathbb{R}^n_+$ for any fixed $t \in (0,T]$. Making a similar argument to the proof of Lemma 2.3, we can show that there exists a small positive constant $\varepsilon$ such that $w \geq \varepsilon H$ for all $t \in (0,t_0]$. Therefore, $\partial_{x_n}w(x',0,t_0) > 0$ and Lemma 2.5 follows immediately.

Now we apply the above strong maximum principle and Hopf lemma to fractional Yamabe flow equations.
Suppose that $v$ is a positive smooth solution of (8) in $\mathbb{S}^n \times [0, T]$. Hence

$$u(x, t) = \left(\frac{2}{1 + |x|^2}\right)^{\frac{n-2}{2}} v(F(x), t)$$

satisfies (10). For a given real number $\lambda$, define

$$\Sigma_\lambda = \{x = (x', x_n) : x_n \geq \lambda\},$$

and let $x^\lambda = (x', 2\lambda - x_n)$ and $u_\lambda(x, t) = u(x^\lambda, t)$. It is clear that $u_\lambda$ also satisfies (10).

**Proposition 2.1.** Suppose that $u(x, 0) - u_\lambda(x, 0) \geq 0$ in $\Sigma_\lambda$, then for any fixed $t \in (0, T]$ we have $u(x, t) - u_\lambda(x, t) \geq 0$ in $\Sigma_\lambda$.

**Proof.** Let $w(x, t) = u(x, t) - u_\lambda(x, t)$. Then $w$ satisfies

$$w_t = a(x, t)\Delta^\sigma w + b(x, t)w$$

where $a(x, t) = \frac{1}{Nu^{N-1}}$ and $b(x, t) = \frac{(1-N)(-\Delta)^\sigma u_\lambda}{N} \int_0^1 \frac{1}{(t\alpha + (1-\alpha)u_\lambda)} d\alpha + \frac{2^\sigma}{N}$ is bounded. Note that $w(x', x_n + \lambda, t)$ satisfies all the conditions in Lemma 2.1. Thus Proposition 2.1 follows from Lemma 2.1.

**Proposition 2.2.** Assume the conditions in Proposition 2.1 then for any fixed $t \in (0, T]$ we have $u(x, t) - u_\lambda(x, t) > 0$ or $u(x, t) - u_\lambda(x, t) \equiv 0$ in $\Sigma_\lambda$.

**Proof.** It follows from Proposition 2.1 and Lemma 2.2.

**Proposition 2.3.** Assume the conditions in Proposition 2.1. In addition we suppose that $u(x_0, 0) - u_\lambda(x_0, 0) > 0$ for some $x_0 \in \Sigma_\lambda$, then for any fixed $t \in (0, T]$ we have $u(x, t) - u_\lambda(x, t) > 0$ in $\Sigma_\lambda$ and $\partial_{x_n} u(x', \lambda, t) > 0$.

**Proof.** It follows from Proposition 2.1, Lemma 2.3 and Lemma 2.5.

### 3 Harnack inequality for a fractional Yamabe flow

Based on the results proved in the previous section, we are going to establish the following Harnack inequality.

**Theorem 3.1.** Let $v$ be a $C^{3,1}$ positive function on $\mathbb{S}^n \times [0, T^\ast)$ and satisfy

$$\frac{\partial v^N}{\partial t} = -P_\sigma(v) + b(t)v^N, \quad \text{on } \mathbb{S}^n \times (0, T^\ast),$$

where $P_\sigma(v) = \frac{1}{2} \frac{\partial}{\partial x} \frac{\partial}{\partial v} \left(\sigma \frac{\partial v}{\partial x} + \frac{\partial v}{\partial x} \sigma\right)$.
where \( b(t) \in C([0,T^*)) \). Then there exists a positive constant \( C > 0 \) depending only on \( n, \sigma, \inf_{S^n} v(\cdot,t) \) and \( \|v(\cdot,0)\|_{C^3(S^n)} \) such that
\[
\max_{S^n} v(\cdot,t) \leq C \min_{S^n} v(\cdot,t),
\]
for any fixed \( t \in (0,T^*) \).

**Proof.** As mentioned in the introduction, this idea is essentially due to Ye [72]. We will show that
\[
\sup_{S^n} \frac{\|\nabla_{S^n} v\|}{|v|} \leq C \quad \text{for all } s \in (0,T^*).
\]

Let \( q_0 \in S^n \). Without loss of generality, we may assume that \( q_0 \) is the north pole. Consider the inverse of the stereographic projection from the north pole \( F : \mathbb{R}^n \to S^n \):
\[
F(x_1, \cdots, x_n) = \left( \frac{2x}{1 + x^2}, \frac{x^2 - 1}{x^2 + 1} \right).
\]

We also denote \( G : \mathbb{R}^n \to S^n \) as the inverse of the stereographic projection from the south pole, namely \( G(x) = F(x/|x|^2) \). Let
\[
u(x,s) = \left( \frac{2}{1 + |x|^2} \right)^{\frac{n-2\sigma}{2}} v(F(x),s), \quad \bar{u}(x,s) = \left( \frac{2}{1 + |x|^2} \right)^{\frac{n-2\sigma}{2}} v(G(x),s).
\]

Then \( u, \bar{u} \in C^{3,1}(\mathbb{R}^n \times [0,T^*)) \) and both satisfy
\[
\frac{\partial u^N}{\partial t} = \Delta^\sigma u + b(t)u^N, \quad \text{on } \mathbb{R}^n \times [0,T^*).
\] (30)

\( u(\cdot,s) \) has a Taylor expansion “at infinity” of the form
\[
u(x,s) = \left( \frac{2}{1 + |x|^2} \right)^{\frac{n-2\sigma}{2}} \left( a_0 + \frac{a_i x_i}{|x|^2} + \left( a_{ij} - \frac{n-2\sigma}{2} \delta_{ij} \right) \frac{x_i x_j}{|x|^4} + O(|x|^{-3}) \right).
\]

Similarly partial derivatives of \( u(\cdot,t) \) have a Taylor expansion “at infinity” of the form
\[
\frac{\partial u}{\partial x_i}(x,s) = 2^{\frac{n-2\sigma}{2}} \left( -\frac{n-2\sigma}{|x|^{n-2\sigma}} a_i \left( a_0 + \frac{a_j x_j}{|x|^2} \right) \right) + O(|x|^{-n-2\sigma+4}) + O(|x|^{-n-2\sigma+3}).
\]

Here
\[
a_0(s) = v(q_0,s),
a_i(s) = \frac{\partial(v(\cdot,s) \circ G)}{\partial x_i}(0),
a_{ij}(s) = \frac{\partial^2(v(\cdot,s) \circ G)}{2\partial x_i x_j}(0).
\]
Let \( y_i(s) = (n - 2\sigma)^{-1} a_i(s)/a_0(s) \), and \( y(s) = (y_1(s), \ldots, y_n(s)) \). Then

\[
u(x + y, s) = \frac{2^{n-2\sigma}}{|x|^{n-2\sigma}} \left( a_0 + \frac{\tilde{a}_{ij} x_i x_j}{|x|^4} + o(|x|^{-2}) \right)
\] (31)

and

\[
\frac{\partial u}{\partial x_i}(x + y, s) = -\frac{(n - 2\sigma)a_0 x_i}{|x|^{n-2\sigma+2}} + O(|x|^{-(n-2\sigma+3)})
\] (32)

where \( \tilde{a}_{ij} = a_{ij} - \frac{n-2\sigma}{2} \delta_{ij} - \frac{\alpha a_i}{a_0} \). We only need to show that there exist a positive constant \( C \) depending only on \( n, \sigma, \inf_{\Sigma^n} v(\cdot, 0) \) and \( \|v(\cdot, 0)\|_{C^3(\Sigma^n)} \) such that

\[|y(s)| \leq C \quad \text{for all } 0 \leq s < T^*.\]

Fix \( T \in (0, T^*) \). After a rotation and a reflection, we may assume that \( y_n(T) = \max_{i} |y_i(T)| \). From the Taylor expansion of \( u \) and \( \nabla u \) for \( s = 0 \), we see that (e.g., Lemma 4.2 in [35]) there exists a \( \lambda_0 > 0 \), which depends only on \( n, \sigma, \inf_{\Sigma^n} v(\cdot, 0) \) and \( \|v(\cdot, 0)\|_{C^3(\Sigma^n)} \), such that for any \( \lambda > \lambda_0 \),

\[u(x, 0) > u(x^\lambda, 0) \quad \text{for } x_n < \lambda\]

where \( x^\lambda = (x_1, \ldots, x_{n-1}, 2\lambda - x_n) \). Denote \( u^\lambda(x, s) = u(x^\lambda, s) \). By Proposition 2.3 we have

\[u(x, s) > u^\lambda(x, s) \quad \text{for all } s \in [0, T], \ x_n < \lambda, \ \lambda \geq \lambda_0.\] (33)

We claim that

\[\max_{0 \leq s \leq T} y_n(s) < \lambda_0.\]

If not, there exists \( \bar{s} \in (0, T) \) such that \( y_n(\bar{s}) = \max_{0 \leq s \leq T} y_n(s) \geq \lambda_0 \). Thus we can set \( \lambda = y_n(\bar{s}) \) in (33), namely,

\[u(x, s) > u^\lambda(x, s) \quad \text{for all } s \in [0, T], \ x_n < \lambda = y_n(\bar{s}).\]

Let \( \tilde{u}(x, s) = u(x + y_n(\bar{s}), s) \), then

\[\tilde{u}(x', x_n, s) > \tilde{u}(x', -x_n, s) \quad \text{for all } s \in [0, T], \ x_n < 0.\]

Let \( \tilde{u}_1(x, s) = \frac{1}{|x|^{n-2\sigma}} \tilde{u}(\frac{x}{|x|^2}, s) \). Then \( \tilde{u}_1(x', x_n, s) \) and \( \tilde{u}_1(x', -x_n, s) \) satisfy (30) and

\[\tilde{u}_1(x', x_n, s) > \tilde{u}_1(x', -x_n, s) \quad \text{for all } s \in [0, T], \ x_n < 0.\]

By Proposition 2.3

\[
\left. \frac{\partial(\tilde{u}_1(x', x_n, s) - \tilde{u}_1(x', -x_n, s))}{\partial x_n} \right|_{(x, s) = (0, \bar{s})} < 0,
\]
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For each $t$, integrating the above inequality along a shortest geodesic between a maximum point and a minimum point of $v(\cdot, t)$ yields

$$
\max_{\mathcal{S}^n} v(\cdot, t) \leq C \min_{\mathcal{S}^n} v(\cdot, t),
$$

where $C$ depends only on $n, \sigma, \inf_{\mathcal{S}^n} v(\cdot, 0)$ and $\|v(\cdot, 0)\|_{C^3(\mathcal{S}^n)}$. \hfill $\Box$

## 4 Existence and convergence of a fractional Yamabe flow

### 4.1 Schauder estimates

For an open set $\Omega \subset \mathbb{R}^n$ and $\gamma \in (0, 1)$, $C^\gamma(\Omega)$ denotes the standard Hölder space over $\Omega$, with the norm

$$
|v|_{\gamma, \Omega} := |v|_{0, \Omega} + |v|_{\gamma, \Omega} := \sup_{\Omega} |v(\cdot)| + \sup_{x_1 \neq x_2, x_1, x_2 \in \Omega} \frac{|u(x_1) - u(x_2)|}{|x_1 - x_2|^{\gamma}},
$$

For simplicity, we use $C^\gamma(\Omega)$ to denote $C^{[\gamma], \gamma-[\gamma]}(\Omega)$ when $1 < \gamma \notin \mathbb{N}$ (the set of positive integers), where $[\gamma]$ is the integer part of $\gamma$. Since the operator $\partial_t + (-\Delta)^{\sigma}$ is invariant under the scaling $(x, t) \to (cx, c^{2\sigma} t)$ with $c > 0$, we introduce the fractional parabolic distance as

$$
\rho(X_1, X_2) = (|x_1 - x_2|^2 + |t_1 - t_2|^{1/\sigma})^{1/2},
$$

where $X_1 = (x_1, t_2), X_2 = (x_2, t_2) \in \mathbb{R}^{n+1}$. For a measurable function $u$ defined in a Borel set $Q \subset \mathbb{R}^{n+1}$ and $0 < \alpha < \min(1, 2\sigma)$, we define

$$
[u]|_{\alpha \times \mathcal{S}^n, Q} = \sup_{X_1 \neq X_2, X_1, X_2 \in Q} \frac{|u(X_1) - u(X_2)|}{\rho(X_1, X_2)^{\alpha}},
$$

and

$$
|u|_{\alpha \times \mathcal{S}^n, Q} = |u|_{0, Q} + [u]|_{\alpha \times \mathcal{S}^n, Q},
$$

where $|u|_{0, Q} = \sup_{X \in Q} |u(X)|$. We denote $C^{\alpha, \frac{\sigma}{\sigma+\alpha}}(Q)$ as the space of all measurable functions $u$ for which $[u]|_{\alpha \times \mathcal{S}^n, Q} < \infty$. Let $Q_T = \mathbb{R}^n \times (0, T], T \in (0, \infty)$. For $2\sigma + \alpha \notin \mathbb{N}$ and $0 < \alpha < \min(1, 2\sigma)$, we say $u \in C^{2\sigma+\alpha, \frac{\sigma}{\sigma+\alpha}}(Q_T)$ if

$$
[u]|_{2\sigma+\alpha, \frac{\sigma}{\sigma+\alpha}, Q_T} := [u]|_{\alpha \times \mathcal{S}^n, Q_T} + \left((-\Delta)^{\sigma} u\right)|_{\alpha \times \mathcal{S}^n, Q_T} < \infty
$$
Consider the following Cauchy problem

\[
\begin{aligned}
  a(x, t) u_t + (-\Delta)^\sigma u + b(x, t) u &= f(x, t), \\
  u(x, 0) &= u_0(x),
\end{aligned}
\]

in \(Q_T\), \(\in \mathbb{R}^n\), \label{eq:cauchy} \tag{34}

where \(\lambda^{-1} \leq a(x, t) \leq \lambda\) for some constant \(\lambda \geq 1\).

**Lemma 4.1.** Suppose \(b(x, t)\) is bounded in \(Q_1\). Let \(u \in C^{2\sigma+\alpha,1+\frac{\alpha}{2\sigma}}(Q_1)\) satisfy

\[
\begin{aligned}
  a(x, t) u_t + (-\Delta)^\sigma u + b(x, t) u &\leq 0, \\
  u(x, 0) &\leq 0,
\end{aligned}
\]

in \(Q_1\), \(\in \mathbb{R}^n\), \(\cdot\) then \(u \leq 0\) in \(Q_1\).

**Proof.** Without loss of generality we may assume that \(b(x, t) \geq 1\) as before. Let \(\eta(x)\) be a smooth cut-off function supported in \(B_2 \in \mathbb{R}^n\) and equal to 1 in \(B_1\). Let \(\eta_R(\cdot) = \eta(\cdot/R)\) and \(v = \eta_R u\). Then

\[
av_t + (-\Delta)^\sigma v + b(x, t) v \leq \langle u, \eta_R \rangle + u(-\Delta)^\sigma \eta_R,
\]

where

\[
\langle u, \eta \rangle = c(n, \sigma) \int_{\mathbb{R}^n} \frac{(u(x, t) - u(y, t))(\eta(x, t) - \eta(y, t))}{|x - y|^{n+2\sigma}} \, dy.
\]

If \(u\) is positive somewhere in \(Q_1\), then we can choose \(R\) as large as we want such that \(v\) attains its positive maximum value in \(Q_1\) at \((x_0, t_0) \in B_R \times (0, 1)\). It is clear that \(a(x_0, t_0) v_t(x_0, t_0) + (-\Delta)^\sigma v(x_0, t_0) \geq 0\). Since \(b \geq 1\), we have

\[
\sup_{B_R \times (0, 1)} u \leq v(x_0, t_0) \leq \sup_{Q_1} |\langle u, \eta_R \rangle + u(-\Delta)^\sigma \eta_R| \to 0 \quad \text{as } R \to \infty.
\]

This finishes the proof of this Lemma. \(\square\)

**Proposition 4.1.** Let \(0 < \alpha < \min(1, 2\sigma)\) such that \(2\sigma + \alpha\) is not an integer. Suppose that \(a(x, t), b(x, t), f(x, t) \in C^{\alpha, \frac{\alpha}{2\sigma}}(Q_1)\) and \(u_0(x) \in C^{2\sigma+\alpha}(\mathbb{R}^n)\), then there exists a unique solution \(u \in C^{2\sigma+\alpha,1+\frac{\alpha}{2\sigma}}(Q_1)\) of \eqref{eq:cauchy}. Moreover there exists a constant \(C > 0\) depending only on \(n, \sigma, \lambda, \alpha, |a|_{\alpha, \frac{\alpha}{2\sigma}, Q_1}\) and \(|b|_{\alpha, \frac{\alpha}{2\sigma}, Q_1}\) such that

\[
|u|_{2\sigma+\alpha,1+\frac{\alpha}{2\sigma}, Q_1} \leq C(|u_0|_{2\sigma+\alpha,\mathbb{R}^n} + |f|_{\alpha, \frac{\alpha}{2\sigma}, Q_1}). \tag{36}
\]
Proof. By Lemma \ref{lem:uniqueness} there exists $C > 0$ depending only on $\lambda, |b|_{L^\infty(Q_1)}$ such that

$$|u|_{0;Q_1} \leq C(|u_0|_{0;\mathbb{R}^n} + |f|_{0;Q_1}). \quad (37)$$

Uniqueness follows immediately. In the following, we will show a priori estimates \ref{eq:_1}. By \ref{eq:_1} and some interpolation inequalities in Lemma \ref{lem:interpolation} we only need to show, instead of \ref{eq:_1},

$$[u]_{2\sigma+\alpha,1+\frac{\alpha}{2\sigma};Q_1} \leq C(|u_0|_{2\sigma+\alpha;\mathbb{R}^n} + |f|_{\alpha,\frac{\alpha}{2\sigma};Q_1}). \quad (38)$$

First of all, \ref{eq:_1} holds provided $a = 1, b = 0$ (see, e.g., \cite{56}). It could be easily extended to the case that $a$ is a positive constant. For the general case, we use the “freezing coefficients” method (see, e.g., \cite{53}).

Fix a small $\delta > 0$, which will be specified later. We can find two points $X_1, X_2 \in Q_1$ such that

$$\frac{|u_t(X_1) - u_t(X_2)|}{\rho(X_1, X_2)^\alpha} \geq \frac{1}{2}|u|_{2\sigma+\alpha,1+\frac{\alpha}{2\sigma};Q_1}.$$ 

If $\rho(X_1, X_2) > \delta$, then

$$[u_t]_{2\sigma+\alpha,1+\frac{\alpha}{2\sigma};Q_1} \leq 4\delta^{-\alpha}|u|_{0;Q_1}.$$

It follows from Lemma \ref{lem:interpolation} that, for any small $\varepsilon_0 > 0$,

$$[u_t]_{2\sigma+\alpha,1+\frac{\alpha}{2\sigma};Q_1} \leq \varepsilon_0[u]_{2\sigma+\alpha,1+\frac{\alpha}{2\sigma};Q_1} + C_0|u|_{0;Q_1}, \quad (39)$$

where $C_0 > 0$ depending on $n, \sigma, \alpha, \varepsilon_0, \delta$.

If $\rho(X_1, X_2) \leq \delta$, take a cut-off function $\eta(X) \in C^\infty(\mathbb{R}^{n+1})$ such that $\eta(X) = 1$ for $\rho(X, X_1) \leq \delta$, $\eta(X) = 0$ for $\rho(X, X_1) \geq 2\delta$. By the estimates of solutions of \ref{eq:34} with $a$ being a positive constant and $b \equiv 0$, we have

$$[u_t]_{2\sigma+\alpha,1+\frac{\alpha}{2\sigma};Q_1} \leq 2\frac{|u_t(X_1) - u_t(X_2)|}{\rho(X_1, X_2)^\alpha} \leq 2|\eta|_{2\sigma+\alpha,1+\frac{\alpha}{2\sigma};Q_1}$$

$$\leq C_1(|a(X_1)(\eta|_t) + (-\Delta)^\sigma(\eta|)_{\alpha,\frac{\alpha}{2\sigma};Q_1} + |u_0\eta|_{2\sigma+\alpha;\mathbb{R}^n} + |u\eta|_{0;Q_1}),$$

where $C_1 > 0$ is independent of $\delta$. Note that

$$a(X_1)(\eta|_t) + (-\Delta)^\sigma(\eta|)$$

$$= \eta(a(X_1)u_t + (-\Delta)^\sigma a) + \eta(a(X_1) - a(X))u_t + a(X_1)u_\eta - \langle u, \eta \rangle + u(-\Delta)^\sigma \eta$$

$$= \eta(f - bu) + \eta(a(X_1) - a(X))u_t + a(X_1)u_\eta - \langle u, \eta \rangle + u(-\Delta)^\sigma \eta,$$

where $\langle u, \eta \rangle$ is defined in \ref{eq:35}. Since $|\eta(X)(a(X_1) - a(X))| \leq |a|_{\alpha,\frac{\alpha}{2\sigma};Q_1} \delta^\alpha$, making use of Lemma \ref{lem:interpolation} again, we have

$$[u_t]_{2\sigma+\alpha,1+\frac{\alpha}{2\sigma};Q_1} \leq C_1\delta^\alpha[u]_{2\sigma+\alpha,1+\frac{\alpha}{2\sigma};Q_1} + C(\delta)(|u|_{0;Q_1} + |f|_{\alpha,\frac{\alpha}{2\sigma};Q_1})$$

$$+ C_1|\langle u, \eta \rangle|_{\alpha,\frac{\alpha}{2\sigma};Q_1} + C_1|u_0\eta|_{2\sigma+\alpha;\mathbb{R}^n}. \quad (40)$$
Hence from (62) in Lemma 3.3 (40) and (39), we can conclude that
\[ [u_t]_{\alpha, \frac{2\sigma}{\alpha}, Q_1} \leq (C_1 \delta^\alpha + \varepsilon_0)[u]_{2\sigma + \alpha, 1 + \frac{2\sigma}{\alpha}, Q_1} + C(\delta)([u|_{0, Q_1} + |f|_{\alpha, \frac{2\sigma}{\alpha}, Q_1} + |u_0|_{2\sigma + \alpha; \mathbb{R}^n}). \] (41)

Since
\[ u_t + (-\Delta)\sigma u = (1 - a)u - bu + f, \]
we see that
\[ [u]_{2\sigma + \alpha, 1 + \frac{2\sigma}{\alpha}, Q_1} \leq C([u]_{\alpha, \frac{2\sigma}{\alpha}, Q_1} + |u|_{0, Q_1} + |f|_{\alpha, \frac{2\sigma}{\alpha}, Q_1} + |u_0|_{2\sigma + \alpha; \mathbb{R}^n}), \] (42)
where \( C > 0 \) depending only on \( n, \sigma, \lambda, \alpha, \). Then (36) follows from (37), (42) and (41) by choosing sufficiently small \( \delta \) and \( \varepsilon_0 \).

Finally, the existence of solutions of (34) follows from standard continuity method. \( \square \)

Remark 4.1. Cauchy problems for non-local operators and pseudo-differential operators in different spaces have been studied, e.g., in [52], [58], [59], [60] and references therein.

Remark 4.2. Observe that in the proof of the above proposition the only place we use the uniform lower and upper bounds of \( a(x) \) is that at \( X_1 \), that is \( \frac{1}{X} \leq a(X_1) \leq \lambda \). This observation will be used in the proof of Proposition 4.2.

Remark 4.3. One can also obtain the estimates in \( Q_T \) by considering the scaled function \( \tilde{u}(x, t) := u(T^{1/2\sigma}x, Tt) \).

For \( \gamma \in (0, 1) \), \( C^\gamma(\mathbb{S}^n) \) denotes the standard Hölder space over \( \mathbb{S}^n \), with norm
\[
|v|_{\gamma, \mathbb{S}^n} := |v|_{0, \mathbb{S}^n} + [v]_{\gamma, \mathbb{S}^n} := \sup_{\mathbb{S}^n} |v(\cdot)| + \sup_{\xi_1 \neq \xi_2, \xi_1, \xi_2 \in \mathbb{S}^n} \frac{|v(\xi_1) - v(\xi_2)|}{|\xi_1 - \xi_2|^\gamma}.
\]
where \( |\xi_1 - \xi_2| \) is understood as the Euclidean distance from \( \xi_1 \) to \( \xi_2 \) in \( \mathbb{R}^{n+1} \). For simplicity, we use \( C^\gamma(\mathbb{S}^n) \) to denote \( C^{\lfloor \gamma \rfloor}(\mathbb{S}^n) \) when \( 1 < \gamma \notin \mathbb{N} \), where \( \lfloor \gamma \rfloor \) is the integer part of \( \gamma \).

For \( Y_1 = (\xi_1, t_1), Y_2 = (\xi_2, t_2) \in \mathbb{S}^n \times (0, \infty) \) we denote
\[
\rho(Y_1, Y_2) = (|\xi_1 - \xi_2|^2 + |t_1 - t_2|^{1/\sigma})^{1/2}.
\]

We still assume that \( 0 < \sigma < \min(1, 2\sigma) \). Let \( Q_T = \mathbb{S}^n \times (0, T) \) for \( T > 0 \). We say \( v \in C^{\alpha, \frac{2\sigma}{\alpha}}(Q_T) \) if
\[
|v|_{\alpha, \frac{2\sigma}{\alpha}, Q_T} = |v|_{0; Q_T} + [v]_{\alpha, \frac{2\sigma}{\alpha}; Q_T} := \sup_{Y \in Q_T} v(Y) + \sup_{Y_1 \neq Y_2, Y_1, Y_2 \in Q_T} \frac{|v(Y_1) - v(Y_2)|}{\rho(Y_1, Y_2)^\alpha} < \infty,
\]
and \( v \in C^{2\sigma + \alpha, 1 + \frac{2\sigma}{\alpha}}(Q_T) \) if
\[
[v]_{2\sigma + \alpha, 1 + \frac{2\sigma}{\alpha}; Q_T} := [v_t]_{\alpha, \frac{2\sigma}{\alpha}, Q_T} + [P_\sigma(v)]_{\alpha, \frac{2\sigma}{\alpha}, Q_T} < \infty.
\]
and

\[ |v|_{2\sigma+\alpha,1+\frac{\alpha}{2\sigma},Q_T} := |v|_{0;Q_T} + |v_t|_{0;Q_T} + |P_\sigma(v)|_{0;Q_T} + |v|_{2\sigma+\alpha,1+\frac{\alpha}{2\sigma},Q_T} < \infty. \]

Then \( C^{2\sigma+\alpha,1+\frac{\alpha}{2\sigma}}(Q_T) \) is a Banach space equipped with the norm \( |\cdot|_{2\sigma+\alpha,1+\frac{\alpha}{2\sigma},Q_T} \).

**Proposition 4.2.** Let \( 0 < \alpha < \min(1, 2\sigma) \) such that \( 2\sigma + \alpha \) is not an integer. Let \( a(\xi, t), b(\xi, t), f(\xi, t) \in C^{\alpha,\frac{\alpha}{2\sigma}}(Q_1) \), \( v_0 \in C^{2\sigma+\alpha}(\mathbb{S}^n) \) and \( \lambda^{-1} \leq a(\xi, t) \leq \lambda \) for some \( \lambda \geq 1 \). Then there exists a unique function \( v \in C^{2\sigma+\alpha,1+\frac{\alpha}{2\sigma}}(Q_1) \) such that

\[
\begin{cases}
  a v_t + P_\sigma(v) + b v = f, & \text{in } Q_1, \\
  v(y, 0) = v_0(y).
\end{cases}
\]

Moreover there exists a constant \( C \) depending only on \( n, \sigma, \lambda, \alpha, |a|_{\alpha,\frac{\alpha}{2\sigma};Q_1} \) and \( |b|_{\alpha,\frac{\alpha}{2\sigma};Q_1} \) such that

\[ |v|_{2\sigma+\alpha,1+\frac{\alpha}{2\sigma};Q_1} \leq C(|v_0|_{2\sigma+\alpha;\mathbb{S}^n} + |f|_{\alpha,\frac{\alpha}{2\sigma};Q_1}). \]

**Proof.** Uniqueness follows from the maximum principle. We only need to show a priori estimate (44), from which the existence of solution of (43) follows by the standard continuity method.

Choose \( Y_1 = (\xi_1, t_1), Y_2 = (\xi_2, t_2) \in \mathbb{S}^n \times (0, T) \) such that

\[ \frac{|v_2(Y_1) - v_2(Y_2)|}{\rho(Y_1, Y_2)^\alpha} \geq \frac{1}{2} |v_2|_{\alpha,\frac{\alpha}{2\sigma};Q_1}. \]

Without loss of generality we may assume that \( \xi_1, \xi_2 \) are on the south hemisphere. Let \( F(x) \) be the inverse of stereographic projection from the north pole and

\[ u(x, t) = \left( \frac{2}{1 + |x|^2} \right)^{\frac{\alpha - 2\sigma}{\alpha}} v(F(x), t). \]

There exist \( x_1, x_2 \in B(0, 1) \) such that \( Y_1 = (F(x_1), t_1), Y_2 = (F(x_2), t_2) \). We denote \( X_1 = (x_1, t_1), X_2 = (x_2, t_2) \). By (45) there exists a constant \( C \) depending only \( n, \sigma, \alpha \) such that

\[ |u_t|_{\alpha,\frac{\alpha}{2\sigma},Q_1} \leq C |v_t|_{0,Q_1} + C |u_t|_{0,Q_1} + C \frac{|u_t(X_1) - u_t(X_2)|}{\rho(X_1, X_2)^\alpha}. \]

Note that \( u \) satisfies (34) with \( a, b, f \) replaced by

\[ \left( \frac{2}{1 + |x|^2} \right)^{2\sigma} a(F(x), t), \quad \left( \frac{2}{1 + |x|^2} \right)^{2\sigma} b(F(x), t), \quad \left( \frac{2}{1 + |x|^2} \right)^{\frac{\alpha - 2\sigma}{\alpha}} f(F(x), t). \]

In view of Remark 4.2 and the arguments in the proof of Proposition 4.1 we conclude that

\[ |u|_{2\sigma+\alpha,1+\frac{\alpha}{2\sigma};Q_1} \leq C(|v_0|_{2\sigma+\alpha;\mathbb{S}^n} + |v|_{0,Q_1} + |v_t|_{0,Q_1} + |f|_{\alpha,\frac{\alpha}{2\sigma};Q_1}). \]
The Corollary follows immediately from Proposition 4.2. and \( \eta \) follows from (46), (43) and some inequalities in Lemma B.2. 

\[ \text{Proof.} \]

Corollary 4.1. Let \( 0 < \alpha < \min(1, 2\sigma) \) such that \( 2\sigma + \alpha \) is not an integer. Let \( a(\xi, t), b(\xi, t), f(\xi, t) \in C^{\alpha, \frac{3}{2\sigma}}(Q_3) \), \( \lambda^{-1} \leq a(\xi, t) \leq \lambda \) for some \( \lambda \geq 1 \). Suppose that \( v \in C^{2\sigma + \alpha, 1 + \frac{3}{2\sigma}}(Q_3) \) satisfies

\[
av_t + P_\sigma(v) + bv = f, \quad \text{in } Q_3.
\]

Then there exists a constant \( C \) depending only on \( n, \sigma, \lambda, \alpha \), \( |a|_{\alpha, \frac{3}{2\sigma}; S^n \times [1, 3]} \) and \( |b|_{\alpha, \frac{3}{2\sigma}; S^n \times [1, 3]} \) such that

\[
|v|_{2\sigma + \alpha, 1 + \frac{3}{2\sigma}; S^n \times [2, 3]} \leq C(|v|_{\alpha, \frac{3}{2\sigma}; S^n \times [1, 3]} + |f|_{\alpha, \frac{3}{2\sigma}; S^n \times [1, 3]}).
\]

\[ \text{Proof.} \]

By a scaling argument in the time variable, we only need to show the short time existence of

\[
\frac{\partial^N v}{\partial t^N} = -P_\sigma(v), \quad v(\cdot, 0) = v_0.
\]

4.2 Short time existence

Proposition 4.3. Let \( 0 < \alpha < \min(1, 2\sigma) \) such that \( 2\sigma + \alpha \) is not an integer. Let \( v_0 \in C^{2\sigma + \alpha}(S^n) \) and \( v_0 > 0 \) in \( S^n \). Then there exist a small positive constant \( T_* \) depending only on \( n, \sigma, \alpha, \inf_{S^n} v_0, |v_0|_{2\sigma + \alpha; S^n} \) and a unique positive solution \( v \in C^{2\sigma + \alpha, 1 + \frac{3}{2\sigma}}(S^n \times [0, T_*]) \) of \( S \) in \( S^n \times (0, T_0) \) with \( v(\cdot, 0) = v_0 \). Furthermore, \( v \) is smooth in \( S^n \times (0, T_0) \).

\[ \text{Proof.} \]

We shall use the Implicit Function Theorem. By Proposition 4.2, there exists a function \( w \in C^{2\sigma + \alpha, 1 + \frac{3}{2\sigma}}(S^n \times (0, 1)) \) such that

\[
\begin{align*}
N_{v_0}w_0 &= -P_\sigma(w), \quad \text{in } S^n \times (0, 1), \\
\frac{\partial w}{\partial t} &= v(\cdot, 0) = v_0,
\end{align*}
\]

and for any small positive constant \( \varepsilon_0 \), we have \( ||w(\cdot, t) - v_0||_{C^{2\sigma + \alpha}(S^n)} \leq \varepsilon_0 \) provided \( t \leq T_{\varepsilon_0} \). Here \( T_{\varepsilon_0} \) is a positive constant depending on \( \varepsilon_0 \). Hence we assume that \( w > 0 \) in \( S^n \).
Denote
\[ \mathcal{X} = \{ \varphi \in C^{2\sigma+\alpha,1+\frac{1}{2\sigma}}(\mathbb{S}^n \times (0,T_{\varepsilon_0})) : \varphi(\cdot,0) = 0 \}, \]
and
\[ \mathcal{Y} = C^{\alpha,\frac{1}{2\sigma}}(\mathbb{S}^n \times (0,T_{\varepsilon_0})). \]
Define \( F(v) := N|v|^{N-1}\frac{\partial v}{\partial t} + P_\sigma(v) \) for \( v \in C^{2\sigma+\alpha,1+\frac{1}{2\sigma}}(\mathbb{S}^n \times (0,T_{\varepsilon_0})) \), and
\[ L : \mathcal{X} \to \mathcal{Y}, \quad \varphi \mapsto F(w + \varphi) - F(w). \]
Note that \( L(0) = 0 \),
\[ L'(0)\varphi = Nw^{N-1}v_t + P_\sigma(\varphi) + N(N-1)w^{N-2}w_t \varphi, \quad \forall \varphi \in \mathcal{X}. \]
Choosing \( \varepsilon_0 \) sufficiently small, it follows from Proposition 4.2 that \( L'(0) : \mathcal{X} \to \mathcal{Y} \) is invertible.

By the Implicit Function Theorem, there exists a positive constant \( \delta > 0 \) such that for any \( \phi \in \mathcal{Y} \) with \( \|\phi\|_\mathcal{Y} \leq \delta \) there exists a unique solution \( \varphi \in \mathcal{X} \) of the equation
\[ L(\varphi) = \phi. \]
Let \( T_* > 0 \) be small. Pick a cut off function \( 0 \leq \eta(t) \leq 1 \) in \( \mathbb{R}_+ \) satisfying \( \eta(t) = 1 \) for \( s \leq T_* \) and \( \eta(t) = 0 \) if \( s \geq 2T_* \). It is easy to see that
\[ \|\eta(t)F(w)\|_\mathcal{Y} \leq \delta, \]
provided \( T_* \) is sufficiently small. Therefore, there exists a function \( \varphi \in \mathcal{X} \) such that
\[ L(\varphi) = -\eta(t)F(w). \]
Thus \( v := w + \varphi \) satisfies \( v(\cdot,0) = v_0 \) and
\[ F(w + \varphi) = 0, \quad \text{in } \mathbb{S}^n \times (0,T_*]. \]
Moreover, \( v \) is positive if \( T_* \) is small enough. The smoothness of \( v \) follows from Corollary 4.1 and bootstrap arguments.

### 4.3 Long time existence and convergence

**Proposition 4.4.** Let \( v \) be a positive smooth solution of (9) in \( \mathbb{S}^n \times (0,3] \) and satisfy \( \Lambda^{-1} \leq v(y,t) \leq \Lambda \) for all \( (y,t) \in \mathbb{S}^n \times (0,3] \) with some positive constant \( \Lambda \). Then for any positive integer \( k \),
\[ \|v\|_{C^k(\mathbb{S}^n \times [2,3])} \leq C \]
where \( C > 0 \) depends only on \( n, \sigma, k, \Lambda, \) and \( r_\sigma^{(1)} \).
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Proof. We first observe that $r_\sigma^q(t)$ is decreasing in $t$, and is lower bounded away from 0 by Sobolev inequalities (see, e.g., [5]). Hence through a scaling argument in $t$, we may assume that $v$ satisfies the equation $\frac{\partial v}{\partial t} = -P_\sigma(v)$ instead of (8). By the Hölder estimates in [2] (see also Theorem 9.2 in [28]), there exists some $\beta \in (0, \min(1, 2\sigma))$ such that

$$|v|_{\beta, \frac{2\sigma}{2n}S^n \times [1,3]} \leq C(n, \sigma, \beta, \Lambda).$$

The Proposition follows from Corollary 4.1 and bootstrap arguments. \qed

Proof of Theorem 1.1. By Proposition 4.3 we have a unique positive smooth solution of (7) on a maximum time interval $[0, T^*)$. Since the flow preserves the volume of the sphere, the Harnack inequality in Theorem 3.1 implies that $v(x, t)$ is uniformly bounded from above and away from zero. Proposition 4.4 yields smooth estimates for $v$ on $S^n \times [\min(1, T^*/2), T^*)$. It follows that $T^* = \infty$, since otherwise by Proposition 4.3 we can extend $v$ beyond $T^*$. Moreover there exists $v_\infty \in C^\infty(S^n)$ and a sequence $v(t_j)$ such that $v(t_j)$ converges smoothly to $v_\infty$. By Theorem A.4 in the Appendix, $v(t)$ converges smoothly to $v_\infty$, i.e. there exists a smooth metric $g_\infty$ on $S^n$ such that $g(t)$ converges smoothly to $g_\infty$. The formula for the gradient of the total $\sigma$ curvature gives

$$\frac{dS}{dt} = -\frac{n-2\sigma}{2n}(\text{vol}_g(S^n)) \int_{\mathbb{S}^n} (R_\sigma^g - r_\sigma^g)^2 \text{dvol}_g.$$

Thus

$$\int_0^\infty \int_{\mathbb{S}^n} (R_\sigma^g - r_\sigma^g)^2 \text{dvol}_g < \infty,$$

which implies that $R_\sigma^{g_\infty}$ is a positive constant. \qed

5 Extinction profile of a fractional porous medium equation

Let $u(x, t)$ be the solution of (11) and $T > 0$ be its extinction time. Since $u_0$ is not identically zero, it is proved in [28] that $u(x, t) > 0$ in $\mathbb{R}^n \times (0, T)$ and $u(x, t) \in C^\alpha(\mathbb{R}^n \times (0, T))$ for some $\alpha \in (0, 1)$. We define $v(F(x), s)$ for all $x \in \mathbb{R}^n$ and all $s \geq 0$ as

$$v(F(x), s) := \left(1 + |x|^2\right)^{\frac{n-2\sigma}{2}} (T - t)^{-m/(1-m)} u(x, t)^m |t = T(1-e^{-s}),$$

(48)

where $F : \mathbb{R}^n \to \mathbb{S}^n$ is the inverse of stereographic projection from the north pole and $m = \frac{n-2\sigma}{n+2\sigma}$. By the assumption of $u_0$, we have $v(\cdot, 0) \in C^2(\mathbb{S}^n)$. It follows from Proposition 4.3 that, there exist an $s^* > 0$ and a unique positive function $\tilde{v} \in C^\infty(\mathbb{S}^n \times (0, s^*))$ satisfies

$$\frac{\partial \tilde{v}^N}{\partial s} = -P_\sigma(\tilde{v}) + \frac{1}{1-m} \tilde{v}^N,$$

(49)
and \( \tilde{v}_0 = v(\cdot, 0) \). On the other hand, \( \tilde{u}(x, t) \), which is defined by \( \tilde{v} \) through (48), satisfies (11). By the uniqueness theorem on the solution of (11) in (28), \( v \equiv \tilde{v} \) in \( \mathbb{S}^n \setminus \{N\} \times (0, s^*) \), and hence \( v \) can be extended to a positive and smooth function in \( \mathbb{S}^n \times (0, s^*) \).

Our first goal is that \( v \) defined by relation (48) is positive and smooth in \( \mathbb{S}^n \times (0, \infty) \).

Secondly, we will show that \( v \) converges to a steady solution of (49). In summary, we will show the following theorem in terms of \( v \).

**Theorem 5.1.** Let \( v \) be defined by relation (48). Then \( v \) is positive and smooth in \( \mathbb{S}^n \times (0, \infty) \). Moreover there is a unique positive solution \( \bar{v} \) of

\[
- P_\sigma(\bar{v}) + \frac{1}{1 - m} \bar{v}^N = 0
\]

such that

\[
\|v(y, s) - \bar{v}(y)\|_{C^3(\mathbb{S}^n)} \to 0 \quad \text{as } s \to \infty.
\]

The proof of Theorem 5.1 here uses similar strategies to that of (29). To prove convergence of \( v(\cdot, t) \) we need the following universal estimates

**Proposition 5.1.** Let \( v \) be defined by relation (48). There exist positive constants \( \beta_1, \beta_2 \) such that

\[
\beta_1 \leq v(y, s) \leq \beta_2
\]

for all \( y \in \mathbb{S}^n, s^*/2 \leq s < +\infty \). Hence \( v \in C^\infty(\mathbb{S}^n \times (s^*/2, \infty)) \).

**Proof.** Step 1: We show that if \( s_0 \) is such that \( v \) is positive and smooth in \( \mathbb{S}^n \times (s^*/2, s_0) \), then there is a positive constant \( \kappa_1 \), independent of \( s_0 \), such that for all \( s \in (s^*/2, s_0) \)

\[
\max_{\mathbb{S}^n} v(\cdot, s) > \kappa_1. \tag{51}
\]

Let us argue by contradiction. If this is not true, then for every small \( \varepsilon > 0 \), there is an \( s_\varepsilon \) such that \( s_0 > s_\varepsilon > s^*/2 \) and \( v(y, s_\varepsilon) < \varepsilon \) for all \( y \in \mathbb{S}^n \). Given \( \varepsilon > 0 \), consider

\[
U(x, t) = K^{1/m}[(1 + s_\varepsilon - \log T + \log(T - t))(T - t)]^{1-m} \left( \frac{2}{1 + |x|^2} \right)^{\frac{n+2\sigma}{2}},
\]

where \( K \) will be chosen later. Direct computations yield that

\[
U_t - (\Delta)^\sigma U^{\frac{n+2\sigma}{2}} = K^{\frac{1}{m}}[(1 + s_\varepsilon - \log T + \log(T - t))(T - t)]^{\frac{1}{1-m}} \left( \frac{2}{1 + |x|^2} \right)^{\frac{n+2\sigma}{2}} \cdot 
\]

\[
(\log T - \log(T - t) - 2 - s_\varepsilon + P_\sigma(1)K^{1-1/m}),
\]
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where we used that $(-\Delta)^{\sigma} \left( \frac{2}{1+|x|^2} \right)^{n+2\sigma} = P_{\sigma}(1) \left( \frac{2}{1+|x|^2} \right)^{n+2\sigma}$ with $P_{\sigma}(1)$ given in (4).

Let $t_{\varepsilon}$ be that $s_{\varepsilon} - \log T + \log(T - t_{\varepsilon}) = 0$. We choose $K$ small such that $P_{\sigma}(1)K^{m-1/m} > 2$ and let $\varepsilon = K$. Since $v(y, s_{\varepsilon}) < \varepsilon$, $u(x, t_{\varepsilon}) < \varepsilon^{1/m}(T - t_{\varepsilon})^{1/m} \left( \frac{2}{1+|x|^2} \right)^{n+2\sigma}$ is a supersolution of (11). It follows from the comparison principle (see the proof of Theorem 6.2 in [28]) that $u(x, t_{\varepsilon}) \leq U(x, t_{\varepsilon})$. But $U$ vanishes before $T$, which contradicts the definition of the extinction time $T$. Hence $s_{\varepsilon} = +\infty$.

Step 2: $v$ is strictly positive and smooth for $s^*/2 < s < \infty$.

To show this, we define

$$s_0 = \sup\{s > 0 : v \in C^{3,1}(S^n \times (s^*/2, s))\}.$$  

Note that $s_0 \geq s^*$. We assume that $s_0 < \infty$. Since $v \in C^{3,1}(S^n \times (s^*/2, s_0))$ and $v$ is positive, by Theorem 3.1 and step 1 we have that $v$ is uniformly lower bounded away from 0. We define

$$U(x, t) = (M - t)^{1/(1-m)}k(n, \sigma) \left( \frac{1}{1 + |x|^2} \right)^{n+2\sigma},$$

where $k(n, \sigma)$ is defined in Theorem 1.2. $U(x, t)$ satisfies (11) and will be used as a barrier function. By our assumptions on $u_0$, we choose sufficiently large $M > T$ such that

$$u_0(x) \leq M^{1/(1-m)}k(n, \sigma) \left( \frac{1}{1 + |x|^2} \right)^{n+2\sigma}.$$  

It follows by comparison principle (Theorem 6.2 in [28]) that for all $0 < t < T$,

$$u(x, t) \leq (M - t)^{1/(1-m)}k(n, \sigma) \left( \frac{1}{1 + |x|^2} \right)^{n+2\sigma}.$$  

Hence for all $s^*/2 \leq s \leq s_0$

$$v(y, s) \leq \left( \frac{T + (M - T)e^s}{T} \right)^{m}k(n, \sigma)^m \leq \left( \frac{T + (M - T)e^{s_0}}{T} \right)^{m}k(n, \sigma)^m.$$  

Thus $v$ is uniformly bounded from above. Since $v$ satisfies (49), Proposition 4.4 implies that $v$ has a uniform limit as $s \to s_0$ which is also positive and smooth. By Proposition 4.3, $v$ can be extended in a smooth and positive way beyond $s_0$, which violates the definition of $s_0$. Hence $s_0 = +\infty$.  
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Step 3: There is a constant $\kappa_2 = (1 + P_\sigma(1)(1 - m))^{m/(1-m)} > 0$ such that for all $s > 0$

$$\min_{S^n} v(y, s) \leq \kappa_2.$$

We argue by contradiction. Suppose that there is a time $\bar{s} < \infty$ for which

$$\min_{S^n} v(y, \bar{s}) > \kappa_2.$$

This implies

$$u(x, \bar{\bar{t}}) \geq (T - \bar{\bar{t}} + P_\sigma(1)(1 - m)(T - \bar{\bar{t}}))^{1/(1-m)} \left( \frac{1}{1 + |x|^2} \right)^{\frac{n+2\nu}{2}},$$

where $\bar{\bar{t}} = T(1 - e^{-\bar{s}}) < T$. We consider a barrier function

$$U(x, t) = (T - \bar{\bar{t}} + P_\sigma(1)(1 - m)(T - \bar{\bar{t}}))^{1/1-m} \left( \frac{1}{1 + |x|^2} \right)^{\frac{n+2\nu}{2}},$$

which satisfies (11). Since $u(x, \bar{\bar{t}}) \geq U(x, \bar{\bar{t}})$, by the comparison principle

$$u(x, \bar{\bar{t}}) \geq (T - \bar{\bar{t}} + P_\sigma(1)(1 - m)(T - \bar{\bar{t}}))^{1/1-m} \left( \frac{1}{1 + |x|^2} \right)^{\frac{n+2\nu}{2}}.$$

This contradicts the extinction time $T$ of $u$.

From Steps 1, 2 and 3 we can conclude Proposition 5.1 by taking $\beta_2 = C\kappa_2$ and $\beta_1 = \kappa_1/C$, where $C$ is the constant in Theorem 3.1 for $s_0 = \infty$. \hfill $\square$

Now we are in the position to prove Theorem 5.1. Let $J$ be the functional defined as

$$J(z) = \frac{1}{2} \int_{S^n} z P_\sigma(z) - \frac{1}{(1-m)(N+1)} \int_{S^n} z^{N+1}.$$

Direct computations yield

Lemma 5.1. Let $v(x, s)$ satisfy (49). Then

$$\frac{d}{ds} J(v(\cdot, s)) = -N \int_{S^n} v^{N-1}(v_s)^2 \leq 0.$$

The above Lemma indicates that the functional is decreasing in time. The next Lemma states that this functional is always nonnegative, and hence $\lim_{s \to \infty} J(v(\cdot, s))$ exists.

Lemma 5.2. $J(v(\cdot, s)) \geq 0$ for all $s > 0$. 
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Proof. The proof is similar to that of Lemma 6.1 in [29], which is included here for completeness. We argue by contradiction. Assume that for certain \(0 < s_0 < \infty\) one has \(J(v(\cdot, s_0)) < 0\). By Lemma 5.1, \(J(v(\cdot, s)) < 0\) for all \(s > s_0\). Let us consider the quantity

\[
F(s) = \int_{\mathbb{S}^n} v^{N+1}(y, s)dy \geq 0, \quad s \in (0, \infty).
\]

Then

\[
\frac{N}{N + 1} \frac{d}{ds} F(s) = \int_{\mathbb{S}^n} (v^N)v = -2J(v(\cdot, s)) + \frac{N - 1}{(1 - m)(N + 1)} F(s)
\] \[
\geq \frac{N - 1}{(1 - m)(N + 1)} F(s)
\]

for all \(s > s_0\). Note that \(F(s) \neq 0\) for all \(s \geq s_0\), since otherwise \(v(\cdot, s) \equiv 0\). But this is impossible because \(J(v(\cdot, s)) \leq J(v(\cdot, s_0)) < 0\). Integrating the above differential inequality, we have

\[
F(s) \geq F(s_0)e^{s-s_0}.
\]

It follows that \(F(s) \to \infty\) as \(s \to \infty\). On the other hand, Proposition 5.1 tells us that \(v\) is uniformly bounded. Hence \(F(s)\) is bounded. We reach a contradiction. \(\square\)

Proof of Theorem 5.7. It follows from Proposition 5.1 and Proposition 4.4 that for \(s > s^*/2\), \(v(\cdot, s)\) is compact in \(C^k(\mathbb{S}^n)\) for any \(k\). Let \(\bar{v}\) be a limit point of \(v(\cdot, s)\) as \(s \to \infty\) in the \(C^2\) sense. We will show that \(\bar{v}\) is a solution of (50) and \(\bar{v}\) is the unique limit of \(v(\cdot, s)\) as \(s \to \infty\).

Suppose that along a sequence \(s_j \to \infty\), \(v(\cdot, s_j) \to \bar{v}\) in the \(C^2\) sense. Since

\[
\frac{d}{ds} J(v(\cdot, s)) = -N \int_{\mathbb{S}^n} v^{N-1}v_s^2 = -\frac{4N}{(N + 1)^2} \int_{\mathbb{S}^n} |(v^{(N+1)/2}(\cdot, s))_s|,
\]

we have, by integrating from \(s_j\) to \(s_j + \tau\) and using the Cauchy-Schwarz inequality,

\[
\int_{\mathbb{S}^n} |v^{N+1}(\cdot, s_j + \tau) - v^{N+1}(\cdot, s_j)|^2 \leq \frac{(N + 1)^2\tau}{4N} (J(v(\cdot, s_j)) - J(v(\cdot, s_j + \tau))).
\]

By Lemma 5.1 and Lemma 5.2, \(J(v(\cdot, s))\) has a limit as \(s \to \infty\). Hence for each \(\tau > 0\), \(\{v(\cdot, s_j + \tau)\}_{j=1}^\infty\) is Cauchy in \(L^{N+1}\). It follows that \(v(\cdot, s_j + \tau) \to \bar{v}\) in \(L^{N+1}\), and in \(C^2\) sense uniformly in \(\tau\) in bounded intervals. Thus for any \(\phi \in C^\infty(\mathbb{S}^n)\) we have,

\[
\int_{\mathbb{S}^n} (v^N(\cdot, s_j + 1) - v^N(\cdot, s_j))\phi
\] \[
= \int_0^1 \int_{\mathbb{S}^n} \left( -P_{\sigma} (v(y, s_j + \tau)) + \frac{1}{1 - m}v^N(y, s_j + \tau) \right) \phi dy d\tau.
\]
After sending \( j \to \infty \), we obtain

\[
\int_{\mathbb{S}^n} \left( -P_\sigma(\bar{v}) + \frac{1}{1 - m} \bar{v}^N \right) \phi = 0.
\]

Hence \( \bar{v} \) solves (50). Finally, it follows from Theorem A.2 that \( v(\cdot, s) \) converges to \( \bar{v} \) in \( C^3(\mathbb{S}^n) \).

**Proof of Theorem 1.2.** By the classification of solutions of (50) in [22] and [54], Theorem 1.2 follows from Theorem 5.1 immediately.

From Theorem 1.2 we see that the extinction profile of \( u(x, t) \) is determined by the pair of numbers \( (\lambda, x_0) = (\lambda(u_0), x_0(u_0)) \). The next theorem verifies the stability of both the extinction time and the extinction profile.

**Theorem 5.2.** \( T(u_0), \lambda(u_0) \) and \( x_0(u_0) \) continuously depend on \( u_0 \) in the sense that if \( u_0, \{ u_{0,j} \} \) are positive \( C^2 \) functions in \( \mathbb{R}^n \), \( (u_{0,j})_{0,1} \) can be extended to positive \( C^2 \) functions near the origin, and \( \lim_{j \to \infty} \| u_{0,j}^m - u_0^m \|_b = 0 \) where \( \| \cdot \|_b \) is defined by

\[
\| \cdot \|_b = \| \cdot \|_{C^2(B_2)} + \| (\cdot)_{0.1} \|_{C^2(B_2)},
\]

then

\[
\lim_{j \to \infty} (T(u_{0,j}), \lambda(u_{0,j}), x_0(u_{0,j})) = (T(u_0), \lambda(u_0), x_0(u_0)).
\]

**Proof.** Since we have Theorem A.1, Lemma A.1 and Theorem A.2, it is identical to the proof of Theorem 1.2 in [29]. We refer to [29] for details.

6 **A Sobolev inequality and a Hardy-Littlewood-Sobolev inequality along a fractional diffusion equation**

As mentioned in the introduction, the results in this section are inspired by [20] and [31].

**Proposition 6.1.** Assume that \( n \geq 2 \). If \( u \) is a solution of (11) with positive initial data \( u_0 \in C^2 \) in \( \mathbb{R}^n \) satisfying that \( (u_0^m)_{0,1} \) can be extended to a positive \( C^2 \) function near the origin, then

\[
\frac{1}{2} \frac{d}{dt} H = \left( \int_{\mathbb{R}^n} u^{m+1} \right)^{\frac{2m}{m+1}} \left( S_{n,\sigma} \| u^m \|_{H^s}^2 - \| u^m \|^2_{L^{2^*}(\sigma)} \right) \geq 0,
\]

where \( H \) is given by (17).
Proof. It follows from (11) and (13) that

\[
\frac{d}{dt} H = \int_{\mathbb{R}^n} 2u(-\Delta)^{-\sigma} u_t dx - 2S_{n,\sigma} \left( \int_{\mathbb{R}^n} u^{m+1} \right)^{\frac{2\sigma}{n}} \int_{\mathbb{R}^n} u^m u_t \\
= -2 \int_{\mathbb{R}^n} u^{m+1} + 2S_{n,\sigma} \left( \int_{\mathbb{R}^n} u^{m+1} \right)^{\frac{2\sigma}{n}} \int_{\mathbb{R}^n} u^m (-\Delta)^{\sigma} u^m \\
= 2 \left( \int_{\mathbb{R}^n} u^{m+1} \right)^{\frac{2\sigma}{n}} \left( S_{n,\sigma} \| u^m \|_{H^\sigma}^2 - \| u^m \|_{L^2(\mathbb{R}^n)}^2 \right) \geq 0.
\]

Note that the first part of Theorem 5.1, i.e., \( v \) defined by (48) is positive and smooth in \( S^n \times (0, \infty) \), has been used in the justifications of these equalities. \( \square \)

The next lemma gives an estimate for the extinction time of solutions of (11).

Lemma 6.1. If \( u \) is a solution of (11) with positive initial data \( u_0 \in C^2 \) in \( \mathbb{R}^n \) satisfying that \( (u^m_0)_{0,1} \) can be extended to a positive \( C^2 \) function near the origin, then for any \( t \in (0, T) \) we have

\[
\left( \frac{4\sigma(T-t)}{(n+2\sigma)S_{n,\sigma}} \right)^{\frac{n}{2\sigma}} \leq \int_{\mathbb{R}^n} u^{m+1}(t, x) dx \leq \int_{\mathbb{R}^n} u_0^{m+1} dx.
\]

Consequently, the extinction time \( T \) is bounded by

\[
T \leq \frac{(n+2\sigma)S_{n,\sigma}}{4\sigma} \left( \int_{\mathbb{R}^n} u_0^{m+1} dx \right)^{\frac{2\sigma}{n}}.
\]

If in addition \( n > 4\sigma \), then

\[
T \geq \frac{(n+2\sigma)}{2n} \int_{\mathbb{R}^n} u_0^{m+1} dx
\]

and

\[
\int_{\mathbb{R}^n} u^m(\cdot, t)(-\Delta)^{\sigma} u^m(\cdot, t) \leq \int_{\mathbb{R}^n} u_0^m (-\Delta)^{\sigma} u_0^m \\
\int_{\mathbb{R}^n} u^{m+1}(\cdot, t) \geq \int_{\mathbb{R}^n} u_0^{m+1} - \frac{2n}{n + 2\sigma} t \int_{\mathbb{R}^n} u_0^m (-\Delta)^{\sigma} u_0^m.
\]

Proof. As in the proof of Lemma 5.2 we define

\[
F(t) := \int_{\mathbb{R}^n} u^{m+1}(x, t) dx,
\]

(52)
which is positive in $(0, T)$ and $F(T) = 0$. It follows that
\[ F'(t) = (m + 1) \int_{\mathbb{R}^n} u^m(\cdot, t)u_t(\cdot, t) \]
\[ = -(m + 1) \int_{\mathbb{R}^n} u^m(\cdot, t)(-\Delta) u^m(\cdot, t) \leq -\frac{m + 1}{S_{n, \sigma}} F(t)^{1 - \frac{4\sigma}{n}}, \]
where we have used the Sobolev inequality (13) in the last inequality. This shows the first two inequalities by simple integrations. If in addition $n > 4\sigma$, then
\[ F''(t) = m(m + 1) \int_{\mathbb{R}^n} u^{m-1}(\cdot, t)((-\Delta)^\sigma u^m(\cdot, t))^2 \]
\[ + m(m + 1) \int_{\mathbb{R}^n} u^m(\cdot, t)(-\Delta)^\sigma (u^{m-1})(-\Delta)^\sigma u^m(\cdot, t)) \]
\[ = 2m(m + 1) \int_{\mathbb{R}^n} u^{m-1}(\cdot, t)((-\Delta)^\sigma u^m(\cdot, t))^2 \geq 0, \]
where the condition $n > 4\sigma$ is used to guarantee the $L^2$ integrability of $u^m(\cdot, t)$ such that we can use Plancherel’s theorem in the second equality. Thus the lower bound of $T$ follows from that $0 = F(T) \geq F(t) + F'(t)(T - t)$ with sending $t \to 0$. The last two inequalities follows from the sign of $F''$ and simple integrations.

Let
\[ Q := -\frac{1}{m + 1} F\frac{2\sigma}{n}, E := -\frac{1}{m + 1} F'F^{-1}, G(t_1, t_2) := \exp \left( (m + 1) \int_{t_1}^{t_2} E(s)ds \right). \]

**Theorem 6.1.** Assume $n > 4\sigma$. For any $u_0$ positive and $C^2$ in $\mathbb{R}^n$ satisfying that $(u_0^m)_{0,1}$ can be extended to a positive $C^2$ function near the origin, we have
\[ S_{n, \sigma} \|u_0\|^2_{L^{\frac{2n}{n - 2\sigma}}} - \int_{\mathbb{R}^n} u_0(-\Delta)^{-\sigma}u_0dx + 4mS_{n, \sigma} \int_0^T dt \int_0^t F(s) \frac{2\sigma}{n} K(s) G(t, s)ds \]
\[ = 2\|u_0^m\|_{L^{\frac{2}{2\sigma}(\sigma)}} \left( S_{n, \sigma} \|u_0^m\|_{H^{\sigma}}^2 - \|u_0^m\|_{L^{2\sigma}(\sigma)}^2 \right) \int_0^T G(t, 0)dt \]

where $u(\cdot, t)$ is the solution of (11) with initial data $u(\cdot, t) = u_0$, $T$ is the extinction time of $u(\cdot, t)$ and $F, E, G, K$ are defined in (52), (53) and (54).

**Proof.** From the proof of Proposition 6.1 we know that
\[ H'(t) = 2F(t)(S_{n, \sigma} Q(t) - 1). \]
Hence

\[ H''(t) = 2F'(t)(S_{n,\sigma}Q(t) - 1) + 2F(t)S_{n,\sigma}Q'(t) \]
\[ = \frac{F'(t)}{F(t)} H'(t) + 2F(t)S_{n,\sigma}Q'(t) \]
\[ = -(m+1)E(t)H'(t) + 2F(t)S_{n,\sigma}Q'(t). \]

On the other hand,

\[ Q'(t) = \frac{F''(t) - \frac{n-2\sigma}{n} F^{-1}(t) (F'(t))^2}{-(m+1)F(t) \frac{n-2\sigma}{n}} \]
\[ = - \frac{2m}{F(t) \frac{n-2\sigma}{n}} \left( \int_{\mathbb{R}^n} u^{m-1}(\cdot, t)((-\Delta)^{\sigma} u^{m}(\cdot, t))^2 - \frac{1}{n} \int_{\mathbb{R}^n} u^m(\cdot, t)(-\Delta)^{\sigma} u^m(\cdot, t) \right) \]
\[ = - \frac{2m}{F(t) \frac{n-2\sigma}{n}} \int_{\mathbb{R}^n} u(\cdot, t)^{m-1} - (-\Delta)^{\sigma} u(\cdot, t)^m + E(t)u(\cdot, t)^2. \]

Denote

\[ K(t) := \int_{\mathbb{R}^n} u(\cdot, t)^{m-1} - (-\Delta)^{\sigma} u(\cdot, t)^m + E(t)u(\cdot, t)^2. \] (54)

Then

\[ H''(t) = -(m+1)E(t)H'(t) - 4mF^{2\sigma/n}(t)S_{n,\sigma}K(t). \]

Multiplying \( G(0, s) \) and integrating from 0 to \( t \), we have

\[ H'(t)G(0, t) - H'(0)G(0, 0) = \int_0^t (H'G)'(s)ds = -4mS_{n,\sigma} \int_0^t F(s)^{\frac{2\sigma}{n}} K(s)G(0, s)ds. \]

Dividing \( G(0, t) \) and integrating from 0 to \( T \), we obtain

\[ 0 - H(0) = H'(0) \int_0^T G(t, 0)dt - 4mS_{n,\sigma} \int_0^T dt \int_0^T F(s)^{\frac{2\sigma}{n}} K(s)G(t, s)ds. \]

\[ \square \]

The drawback of the above Theorem is that the extra terms are not explicit. Fortunately we can use simple estimates to reach Theorem 1.3.

**Proof of Theorem 1.3** We first assume that \( w = u_0^m \) where \( u_0 \in C^2(\mathbb{R}^n) \) is positive and satisfies that \((u_0^m)_{0,1}\) can be extended to a positive \( C^2 \) function near the origin. By Lemma 6.1

\[ (m+1)E(s) \geq (m+1)S_{n,\sigma}^{-1} \left( \int_{\mathbb{R}^n} u(\cdot, s)^{m+1} \right)^{-2\sigma/n} \geq (m+1)S_{n,\sigma}^{-1} \left( \int_{\mathbb{R}^n} u_0^{m+1} \right)^{-2\sigma/n} =: b. \]
By Lemma 6.1 again, we have $bT \leq \frac{n}{2\sigma}$. Therefore,

$$
\int_0^T G(t, 0)dt \leq \int_0^T e^{-bt}dt = \frac{1 - e^{-bT}}{b} \leq \frac{1 - e^{-\frac{n}{m+1}\sigma}}{\sigma} S_{n, \sigma} \left( \int_{\mathbb{R}^n} u_0^{m+1} \right)^{2\sigma/n}.
$$

Hence (18) holds for $w = u_0^m$ where $u_0 \in C^2(\mathbb{R}^n)$ is positive and satisfies that $(u_0^m)_{0,1}$ can be extended to a positive $C^2$ function near the origin.

For any nonnegative $u \in C_c^\infty(\mathbb{R}^n)$, we consider $w_\varepsilon = u + \varepsilon \left( \frac{2}{1 + |x|^2} \right)^{\frac{n-2\sigma}{2}}$ with $\varepsilon > 0$. Then (18) holds for $w_\varepsilon$. By sending $\varepsilon \to 0$, we have (18) for $u$. Finally, Theorem 1.3 follows from a density argument.

A Uniqueness theorem for negative gradient flow involving nonlocal operator

In this appendix, we provide a uniqueness theorem for fractional Yamabe flows, which is analog to L. Simon’s uniqueness Theorem in [68]. The proofs are essentially the same and we will just sketch them in our setting. Denote $H^\sigma(S^n)$ as the closure of $C^\infty(S^n)$ under the norm

$$
\|v\|_{H^\sigma(S^n)} = \int_{S^n} v P_\sigma(v).
$$

Let $\alpha \in (0, 1)$ such that $2\sigma + \alpha$ is not an integer. Let $J$ be the functional defined as

$$
J(v) = \frac{1}{2} \int_{S^n} v P_\sigma(v) - \frac{1}{(1 - m)(N + 1)} \int_{S^n} v^{N+1}, \quad v \in H^\sigma(S^n).
$$

Then

$$
\nabla J(v) = P_\sigma(v) - \frac{1}{1 - m} v^N.
$$

Let $\bar{v}$ be such that $\nabla J(\bar{v}) = 0$.

**Theorem A.1.** There exist $\theta \in (0, 1/2)$ and $r_0 > 0$ such that for any $v \in C^{2\sigma+\alpha}(S^n)$ with $\|v - \bar{v}\|_{C^{2\sigma+\alpha}} < r_0$,

$$
\|\nabla J(v)\|_{L^2(S^n)} \geq |J(v) - J(\bar{v})|^{1-\theta}.
$$

**Proof.** Since we have Schauder estimates (see, e.g., [48]) and $L^2$ estimates (which is free from equivalence of definitions of fractional Sobolev spaces on $S^n$) for $P_\sigma$, the proof is identical to that of Theorem 3 in [68].

$\square$
Let \( v(x, s) \) and \( \bar{v} \) be as in Section 5. Then direction computations and uniform bounds of \( v(x, s) \) yield the following lemma

**Lemma A.1.** There exist two constants \( c_0 \) and \( T_0 \) such that for any \( t > T_0 \) we have

\[
- \frac{d}{ds} J(v(\cdot, s)) \geq c_0 \|v_s\|_{L^2(S^n)} \|\nabla J(v(\cdot, s))\|_{L^2(S^n)}.
\]

**Theorem A.2.**

\[
\lim_{s \to \infty} \|v(\cdot, s) - \bar{v}\|_{C^l(S^n)} = 0
\]

for any positive integer \( l \).

**Proof.** First we can prove that \( v(\cdot, t) \) converges to \( \bar{v} \) in \( C^{2\sigma+\alpha}(S^n) \), using the same methods as the proof of Proposition 21 in [1] or the proof of Theorem 1 in [40]. Then Theorem A.2 follows from the uniform \( C^{l+1} \) bound of \( v(x, s) \).

Similarly if

\[
\mathcal{S}(z) = \frac{\int_{S^n} z\sigma(z)}{\left(\int_{S^n} z^{N+1}\right)^{\frac{2}{N+1}}}, \quad z \in H^\sigma(S^n),
\]

then

\[
\nabla \mathcal{S}(z) = 2 \left(\int_{S^n} z^{N+1}\right)^{-\frac{2}{N+1}} \left( P(z) - \frac{\int_{S^n} z\sigma(z)}{\int_{S^n} z^{N+1}} z^N \right).
\]

Let \( v(x, t) \) and \( v_\infty \) be as in Theorem 1. Note that \( \nabla \mathcal{S}(v_\infty) = 0 \).

**Theorem A.3.** There exist \( \theta \in (0, 1/2) \) and \( r_0 > 0 \) such that for any \( \|v - v_\infty\|_{C^{2\sigma+\alpha}} < r_0 \),

\[
\|\nabla \mathcal{S}(v)\|_{L^2(S^n)} \geq |S(v) - S(v_\infty)|^{1-\theta}.
\]

**Lemma A.2.** There exist two constants \( c_0 \) and \( T_0 \) such that for any \( t > T_0 \) we have

\[
- \frac{d}{ds} \mathcal{S}(v(\cdot, s)) \geq c_0 \|v_t\|_{L^2(S^n)} \|\nabla \mathcal{S}(v(\cdot, t))\|_{L^2(S^n)}.
\]

**Theorem A.4.**

\[
\lim_{t \to \infty} \|v(\cdot, t) - v_\infty\|_{C^l(S^n)} = 0
\]

for any positive integer \( l \).
B Some interpolation inequalities

Lemma B.1. Suppose that $0 < \alpha < \min(1, 2\sigma)$ and $2\sigma + \alpha$ is not an integer. There exists a constant $C > 0$ depending only on $n$ and $\sigma$ such that for any $\varepsilon > 0$ and $u \in C^{2\sigma+\alpha,1+\frac{\alpha}{2\sigma}}(Q_{T})$, we have

$$|u_t|_{0;Q_T} \leq \varepsilon |u|_{2\sigma+\alpha,1+\frac{\alpha}{2\sigma};Q_T} + C\varepsilon^{-2\sigma/\alpha}|u|_{0;Q_T},$$

$$|(-\Delta)^\sigma u|_{0;Q_T} \leq \varepsilon |u|_{2\sigma+\alpha,1+\frac{\alpha}{2\sigma};Q_T} + C\varepsilon^{-2\sigma/\alpha}|u|_{0;Q_T},$$

$$[u]_{\alpha,\frac{\alpha}{2\sigma};Q_T} \leq \varepsilon |u|_{2\sigma+\alpha,1+\frac{\alpha}{2\sigma};Q_T} + C\varepsilon^{-\alpha/(2\sigma)}|u|_{0;Q_T}. \tag{57}$$

If $\sigma > \frac{1}{2}$, then

$$[\nabla_x u]_{\alpha,\frac{\alpha}{2\sigma};Q_T} \leq \varepsilon |u|_{2\sigma+\alpha,1+\frac{\alpha}{2\sigma};Q_T} + C\varepsilon^{-(1+\alpha)/(2\sigma-1)}|u|_{0;Q_T}. \tag{58}$$

Proof. By the fractional parabolic dilations of the form $u(x,t) \to u(Rx,R^\alpha t)$, we only need to show the case $\varepsilon = 1$ and $T = 2$. Take $X = (x,t) \in Q_T$ and we have, for some $\theta \in (-1,1)$,

$$|u_t(X)| \leq |u_t(X) - (u_t(x,t+\theta))| + 2|u|_{0;Q_T} = |u_t(X) - u_t(x,t)| + 2|u|_{0;Q_T} \leq [u]_{\alpha,\frac{\alpha}{2\sigma};Q_T} + 2|u|_{0;Q_T}.$$

This finishes the proof of (55). For (56) and (57), we first recall (see, e.g., [69]) that

$$|w|_{2\sigma+\alpha;\mathbb{R}^n} \leq C(|w|_{0;\mathbb{R}^n} + |(-\Delta)^\sigma w|_{0;\mathbb{R}^n}) \quad \text{for all } w \in C^{2\sigma+\alpha}(\mathbb{R}^n).$$

Hence

$$|(-\Delta)^\sigma u(x,t)| \leq C(|u(\cdot,t)|_{0;\mathbb{R}^n} + |u(\cdot,t)|_{C^{2\sigma+\alpha}(\mathbb{R}^n)}) \leq C(|u|_{0;Q_T} + [(-\Delta)^\sigma u]_{\alpha,\frac{\alpha}{2\sigma};Q_T}) \leq C([u]_{2\sigma+\alpha,1+\frac{\alpha}{2\sigma};Q_T} + |u|_{0;Q_T}),$$

and

$$[u]_{\alpha,\frac{\alpha}{2\sigma};Q_T} \leq \sup_{t \neq t_2} \frac{|u(x,t_1) - u(x,t_2)|}{|t_1 - t_2|^\alpha} + \sup_{x_1 \neq x_2} \frac{|u(x_1,t) - u(x_2,t)|}{|x_1 - x_2|^\alpha} \leq C(|u|_{0;Q_T} + |u|_{0;Q_T} + \sup_{t} |u(\cdot,t)|_{2\sigma+\alpha;\mathbb{R}^n}) \leq C([u]_{2\sigma+\alpha,1+\frac{\alpha}{2\sigma};Q_T} + |u|_{0;Q_T}).$$

Finally, for $\sigma > \frac{1}{2}$ we notice that by the same methods as above,

$$\sup_{t,x_1 \neq x_2} \frac{|\nabla_x u(x_1,t) - \nabla_x u(x_2,t)|}{|x_1 - x_2|^\alpha} \leq C([u]_{2\sigma+\alpha,1+\frac{\alpha}{2\sigma};Q_T} + |u|_{0;Q_T}).$$
Hence to prove (58), we only need to show
\[ \sup_{s \neq t, x} \left| \nabla_x u(x, s) - \nabla_x u(x, t) \right| \leq C([u]_{2\sigma + \alpha, 1 + \frac{\alpha}{2\sigma}, Q_T} + |u|_{0; Q_T}). \]

Fix any \( x_0 \in \mathbb{R}^n \). Let \( w(x, t) = (-\Delta)^{\sigma} u(x, t) \) and \( \eta(x) \) be a smooth cut-off function supported in \( B_2(x_0) \subseteq \mathbb{R}^n \) and equal to 1 in \( B_1(x_0) \). Let
\[ u_0(x, t) = (-\Delta)^{\sigma} (\eta u) = \int_{\mathbb{R}^n} \frac{\eta(y)w(y, t)}{|x - y|^{n-2\sigma}} \, dy. \]

For convenience we have omitted some positive constant as in (16). Then
\[ (-\Delta)^{\sigma} (u_0(x, t) - u(x, t) - u_0(x, s) + u(x, s)) = 0 \quad \text{in} \quad B_1(x_0), \]
which implies, for \( 0 < |t - s| \leq 1 \),
\[ |\nabla_x u_0(x_0, t) - \nabla_x u_0(x_0, s) + \nabla_x u_0(x_0, s) - \nabla_x u_0(x_0, s)| \leq C\|u_0(x, t) - u(x, t) - u_0(x, s) + u(x, s)\|_{L^\infty(\mathbb{R}^n)} \]
\[ \leq C([u_0]_{2\sigma + \alpha, 1 + \frac{\alpha}{2\sigma}, Q_T})|t - s|^{\frac{\alpha}{2\sigma}}. \]

Since \( \sigma > 1/2 \) and
\[ \nabla_x u_0(x_0, t) = (2\sigma - n) \int_{\mathbb{R}^n} \frac{(x_0 - y)\eta(y)w(y, t)}{|x_0 - y|^{n+2-2\sigma}} \, dy, \]
we have
\[ |\nabla_x u_0(x_0, t) - \nabla_x u_0(x_0, s)| \leq C([u]_{2\sigma + \alpha, 1 + \frac{\alpha}{2\sigma}, Q_T})|t - s|^{\frac{\alpha}{2\sigma}}. \]
Thus together with (58),
\[ \sup_{s \neq t, x} \left| \nabla_x u(x, s) - \nabla_x u(x, t) \right| \leq C([u]_{2\sigma + \alpha, 1 + \frac{\alpha}{2\sigma}, Q_T} + |u|_{0; Q_T}). \]
This finishes the proof of (58). \( \square \)

**Lemma B.2.** Suppose that \( 0 < \alpha < \min(1, 2\sigma) \) and \( 2\sigma + \alpha \) is not an integer. For any small \( \varepsilon > 0 \), there exists a constant \( C(\varepsilon) > 0 \) depending only on \( n, \sigma \) and \( \varepsilon \) such that for any \( v \in C^{2\sigma + \alpha, 1 + \frac{\alpha}{2\sigma}}(Q_T) \), we have
\[
|v|_{0; Q_T} \leq \varepsilon [v]_{\alpha, 2\sigma; Q_T} + C(\varepsilon)|v|_{0; Q_T}, \tag{59}
\]
\[
|P_\sigma v|_{0; Q_T} \leq \varepsilon [v]_{2\sigma + \alpha, 1 + \frac{\alpha}{2\sigma}; Q_T} + C(\varepsilon)|v|_{0; Q_T}, \tag{60}
\]
\[
[v]_{\alpha, 2\sigma; Q_T} \leq \varepsilon [v]_{2\sigma + \alpha, 1 + \frac{\alpha}{2\sigma}; Q_T} + C(\varepsilon)|v|_{0; Q_T}. \tag{61}
\]
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Proof. Using stereographic projections, (35) and noticing that \(|x - y| \geq C_n|F(x) - F(y)|\), the above inequalities follows from Lemma B.1.

Lemma B.3. Suppose that \(0 < \alpha < \min(1, 2\sigma)\) and \(2\sigma + \alpha\) is not an integer. Let \(u \in C^{2\sigma+\alpha,1+\frac{\alpha}{2\sigma}}(Q_1)\) and \(\eta \in C^2(\mathbb{R}^{n+1})\), then for any \(\varepsilon > 0\), there exists \(C(\varepsilon) > 0\) depending only on \(\alpha, \sigma, n, \varepsilon\) and \(\|\eta\|_{C^2(\mathbb{R}^{n+1})}\) such that

\[
\| \langle u, \eta \rangle \|_{\alpha, \frac{\alpha}{2\sigma}; Q_1} \leq \varepsilon \| u \|_{2\sigma+\alpha,1+\frac{\alpha}{2\sigma}; Q_1} + C(\varepsilon) \| u \|_{0; Q_1}.
\]

Proof. We denote \(C\) as various constants depending only on \(n, \sigma, \alpha, \|\eta\|_{C^2(\mathbb{R}^{n+1})}\), and \(C(\varepsilon)\) as various constants depending only on \(n, \sigma, \alpha, \|\eta\|_{C^2(\mathbb{R}^{n+1})}\) and \(\varepsilon\). Recall that \(\langle u, \eta \rangle\) is defined in (35). For any \((x, t) \in Q_1\),

\[
\| \langle u, \eta \rangle(x, t) \| \leq c(n, \sigma) \int_{\mathbb{R}^n \setminus B_1(x)} \frac{|u(x, t) - u(y, t)||\eta(x, t) - \eta(y, t)|}{|x - y|^{n+2\sigma}} dy + c(n, \sigma) \int_{B_1(x)} |u(x, t) - u(y, t)||\eta(x, t) - \eta(y, t)| \frac{|x - y|^{n+2\sigma}}{|x - y|^{n+2\sigma}} dy \\
\leq C |u|_{0; Q_1} + C |u(x, t)|_{\sigma; \mathbb{R}^n} \leq \varepsilon |u|_{2\sigma+\alpha,1+\frac{\alpha}{2\sigma}; Q_1} + C(\varepsilon) |u|_{0; Q_1}.
\]

Fix any \(X_1 = (x_1, t_1), X_2 = (x_2, t_2) \in Q_1, X_1 \neq X_2\). For convenience, we write \(\rho = \rho(X_1, X_2)\) and \(u^z(x, t) = u(x, t) - u(x + z, t)\). We may also suppose that \(\rho \leq 1\).

\[
\| \langle u, \eta \rangle(x_1, t_1) - \langle u, \eta \rangle(x_2, t_2) \| \\
\leq \left| \int_{|z| \leq \rho} \frac{(u^z(x_1, t_1) - u^z(x_2, t_2))\eta^z(x_1, t_1)}{|z|^{n+2\sigma}} dz \right| \\
+ \left| \int_{|z| \leq \rho} \frac{(\eta^z(x_1, t_1) - \eta^z(x_2, t_2))u^z(x_2, t_2)}{|z|^{n+2\sigma}} dz \right| \\
+ \left| \int_{|z| \geq \rho} \frac{(u^z(x_1, t_1) - u^z(x_2, t_2))\eta^z(x_1, t_1)}{|z|^{n+2\sigma}} dz \right| \\
+ \left| \int_{|z| \geq \rho} \frac{(\eta^z(x_1, t_1) - \eta^z(x_2, t_2))u^z(x_2, t_2)}{|z|^{n+2\sigma}} dz \right| \\
:= I_1 + I_2 + I_3 + I_4
\]

For \(I_1\) and \(I_2\), we first consider that \(2\sigma + \alpha < 1\). Then by change of variable,

\[
I_1 + I_2 \leq C \max_{i=1, 2} |u(\cdot, t_i)|_{\alpha+\sigma; \mathbb{R}^n} \int_{|z| \leq \rho} \frac{|z|^\alpha+\sigma+1-n-2\sigma}{|z|^{n+2\sigma}} dz \leq C \max_{i=1, 2} |u(\cdot, t_i)|_{\alpha+\sigma; \mathbb{R}^n} \rho^{1+\alpha-\sigma}.
\]
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If $1 < \alpha + 2\sigma < 2$, we have

$$I_1 + I_2 \leq C \max_{i=1,2} |u(\cdot, t_i)|_{\alpha + 2\sigma - 1; \mathbb{R}^n} \int_{|z| \leq \rho} |z|^{\alpha + 2\sigma - n - 2\sigma} \, dz \leq C \max_{i=1,2} |u(\cdot, t_i)|_{\alpha + 2\sigma - 1; \mathbb{R}^n} \rho^\alpha.$$  

If $2\sigma + \alpha > 2$, then

$$I_1 \leq \int_{|z| \leq \rho} \frac{(u^z(x_1, t_1) + \nabla_x u(x_1, t_1)z - u^z(x_2, t_2) - \nabla_x u(x_2, t_2)z) \eta^z(x_1, t_1)}{|z|^{n+2\sigma}} \, dz$$

$$+ \int_{|z| \leq \rho} \frac{(\nabla_x u(x_1, t_1)z - \nabla_x u(x_2, t_2)z) \eta^z(x_1, t_1)}{|z|^{n+2\sigma}} \, dz$$

$$\leq C \sup_{Q_1} |\nabla_x^2 u| \int_{|z| \leq \rho} |z|^{3-n-2\sigma} \, dz + C|\nabla_x u|_{\alpha - \frac{2\sigma}{2\sigma + \alpha}; Q_1} \rho^\alpha \int_{|z| \leq \rho} |z|^{2-n-2\sigma} \, dz$$

$$\leq \rho^\alpha (\varepsilon |u|_{2\sigma + \alpha, 1 + \frac{2\sigma}{2\sigma + \alpha}; Q_1} + C(\varepsilon) |u|_{0; Q_1}).$$

Similarly

$$I_2 \leq C|\nabla_x u|_{0; Q_1} \int_{|z| \leq \rho} |z|^{3-n-2\sigma} \, dz + C|\nabla_x u|_{0; Q_1} \rho^\alpha \int_{|z| \leq \rho} |z|^{2-n-2\sigma} \, dz$$

$$\leq \rho^\alpha (\varepsilon |u|_{2\sigma + \alpha, 1 + \frac{2\sigma}{2\sigma + \alpha}; Q_1} + C(\varepsilon) |u|_{0; Q_1}).$$

For $I_3$ and $I_4$ we first consider that $\sigma \leq \frac{1}{2}$. Choose an $\alpha' > \alpha$ but sufficiently close to $\alpha$ such that $\alpha' < \min(1, 2\sigma)$, then

$$I_3 \leq |u|_{\alpha', \frac{2\sigma}{2\sigma + \alpha}; Q_1} \rho^\alpha C \int_{|z| \geq \rho} |z|^{2\sigma + \alpha - \alpha' - n - 2\sigma} \, dz \leq C |u|_{\alpha', \frac{2\sigma}{2\sigma + \alpha}; Q_1} \rho^\alpha,$$

$$I_4 \leq C \rho^\alpha |u(\cdot, t_2)|_{2\sigma + \alpha - \alpha'; \mathbb{R}^n} \int_{|z| \geq \rho} |z|^{2\sigma + \alpha - \alpha' - n - 2\sigma} \, dz \leq C |u(\cdot, t_2)|_{2\sigma + \alpha - \alpha'; \mathbb{R}^n} \rho^\alpha.$$  

If $\sigma > \frac{1}{2}$ and $2\sigma + \alpha < 2$, then

$$I_3 \leq |u|_{2\sigma + \alpha - 1, \frac{2\sigma + \alpha - 1}{2\sigma}; Q_1} \rho^{2\sigma + \alpha - 1} C \int_{|z| \geq \rho} |z|^{1-n-2\sigma} \, dz \leq C |u|_{2\sigma + \alpha - 1, \frac{2\sigma + \alpha - 1}{2\sigma}; Q_1} \rho^\alpha,$$

$$I_4 \leq C \rho^{2\sigma + \alpha - 1} |\nabla u(\cdot, t_2)|_{0; \mathbb{R}^n} \int_{|z| \geq \rho} |z|^{1-n-2\sigma} \, dz \leq C |\nabla u(\cdot, t_2)|_{0; \mathbb{R}^n} \rho^\alpha.$$  

If $2\sigma + \alpha > 2$, then for $\rho \leq |z| \leq 1$, we have

$$|u^z(x_1, t_1) - u^z(x_2)| \leq |\nabla_x^2 u|_{0, Q_1} |x_1 - x_2| |z| + |u_t|_{0, Q_1} |t_1 - t_2| \leq |\nabla_x^2 u|_{0, Q_1} |z| + |u_t|_{0, Q_1} |\rho^{2\sigma}|.$$
Hence
\[
I_3 \leq \left| \int_{1 \geq |z| \geq \rho} \frac{(u^z(x_1, t_1) - u^z(x_2, t_2))\eta^z(x_1, t_1)}{|z|^{n+2\sigma}} \right| dz \\
+ \left| \int_{|z| \geq 1} \frac{(u^z(x_1, t_1) - u^z(x_2, t_2))\eta^z(x_1, t_1)}{|z|^{n+2\sigma}} \right| dz \\
\leq C|\nabla_*^2 u|_{0;Q_1, \rho} \int_{|z| \geq \rho} |z|^{2-n-2\sigma} \, dz + C|u_t|_{0;Q_1, \rho^{2\sigma}} \int_{|z| \geq \rho} |z|^{1-n-2\sigma} \\
+ [u]_{\alpha, \frac{2n}{2\sigma}; Q_1} \rho^\alpha \int_{|z| \geq 1} |z|^{-n-2\sigma} \, dz \\
\leq C(|\nabla_*^2 u|_{0;Q_1} + |u_t|_{0;Q_1} + [u]_{\alpha, \frac{2n}{2\sigma}; Q_1}) \rho^\alpha
\]

Similarly for $I_4$ we have
\[
I_4 \leq C|\nabla_* u|_{0;Q_1, \rho^\alpha}.
\]

Combining these and applying some interpolation inequalities in Lemma [B.1] we reach (62). \qed
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