Real-Time Prediction of the Trend of Ground Motion Intensity Based on Deep Learning
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In order to predict the intensity of earthquake damage in advance and improve the effectiveness of earthquake emergency measures, this paper proposes a deep learning model for real-time prediction of the trend of ground motion intensity. The input sample is the real-time monitoring recordings of the current received ground motion acceleration. According to the different sampling frequencies, the neural network is constructed by several subnetworks, and the output of each subnetwork is combined into one. After the training and verification of the model, the results show that the model has an accuracy rate of 75% on the testing set, which is effective on real-time prediction of the ground motion intensity. Moreover, the correlation between the Arias intensity and structural damage is stronger than the correlation between peak acceleration and structural damage, so the model is useful for determining real-time response measures on earthquake disaster prevention and mitigation compared with the current more common antiseismic measures based on predictive PGA.

1. Introduction

Earthquakes are one of the natural disasters all over the world that can cause great harm to humans. With the current level of scientific research, earthquakes cannot be predicted very accurately. The main reason is that the occurrence of an earthquake is ground shaking caused by the release of a large amount of crustal energy. This is a very complicated process. Although there are certain rules to follow, there are a lot of variables involved in predicting earthquakes, many of which cannot be measured [1, 2]. Therefore, the current earthquake prediction is mainly based on the earthquake risk estimation, that is, the probability of the largest damage because of the earthquake in a certain city or building area within a certain number of years [3–5].

Although the methods such as the ETAS model have proven effective in predicting triggered earthquakes, they often fail because they often underestimate the number of future earthquakes, and the degree of underestimation is related to the time of the main shock. Jofe et al. pointed out that when the accuracy of predicting earthquakes is insufficient to meet the demand, it is important to find a new method that can have a wider and larger source of information [2]. This almost coincides with the deep learning method.

Deep learning has attracted much attention due to its extensive success in various fields [6]. In the field of earthquake research, the core is to obtain information and knowledge by analyzing data. Deep learning technology has strong modeling, feature extraction, and data analysis capabilities and has been successfully applied to many challenging problems, such as earthquake identification and classification [7, 8], seismic phase picking [9, 10], and earthquake early warning [11, 12]. In terms of earthquake prediction, deep learning also has many applications [13], but almost all of them are long-term predictions [14, 15], short-term predictions [16], and few real-time predictions.

In the current earthquake prediction research, the output ground motion parameters mainly include peak acceleration and peak velocity, which can only reflect a specific ground motion feature and cannot fully effectively infer the damage caused by ground motion. Many scholars
have found that Arias intensity is a kind of ground motion energy parameter that includes ground motion amplitude, frequency spectrum, and duration characteristics. It has a strong correlation with disaster phenomena caused by earthquakes. It can better reflect some characteristics of ground motions and is more reliable and effective for the prediction of damage of the earthquakes [17–21].

At present, studies have shown that Arias intensity is used in the prediction of the degree of damage to short-period structures caused by ground motions [22], the probability of earthquake-induced landslides [23], the possibility of foundation failure due to earthquake-induced sand liquefaction [24], and other aspects very well. Therefore, this article uses deep learning technology to build a model and takes 30 s real-time monitoring of the horizontal acceleration time history recordings as input, which can predict the Arias intensity trend of the future 5 s acceleration time history recordings in real time.

The main contribution of our research is listed as following points:

(1) When an earthquake occurs, the severity or development trend of the earthquake disaster can be determined in advance. The proposed model may cooperate with the earthquake early warning system to make the real-time monitoring and emergency measures of the building’s seismic system be more effectively avoiding casualties and property losses.

(2) Our model suggests that Arias intensity can be predicted in many situations.

(3) This article is purely data-driven to build a model to explore the possibility of using current seismic acceleration recordings to predict the future.

2. Method

2.1. Fully Connected Neural Network. Commonly used neural network models include fully connected neural networks, convolutional neural networks, and recurrent neural networks. The fully connected neural network is shown in Figure 1. The neurons are laid out in layers. The leftmost layer is the input layer, and the rightmost layer is the output layer. The middle part is the hidden layer because they are invisible. All neurons in two adjacent layers are connected to each other, and each connection has a weight. Compared with the one-dimensional arrangement of neurons in each layer of a fully connected neural network, a convolutional neural network (as shown in Figure 2) is very different in structure. Each layer of neurons is arranged in a cube structure, and there is generally a pooling layer between convolutional layers to reduce the number of samples in each layer to reduce the number of parameters. The recurrent neural network (as shown in Figure 3) is somewhat similar to the full connection, but the difference is that the output of each neuron of the recurrent neural network not only depends on its input but also depends on the output of the previous neuron.

Because the recurrent neural network has problems such as gradient disappearance and training instability, the fully connected neural network is more conducive to the overall trend prediction because the neurons of each layer are connected to each other, and the calculation time is shorter compared with other network structures. The shorter calculation time is more meaningful for implementing predictions, so the model created in this article is a fully connected neural network (FCNN).

The model is divided into two stages. The first stage is segmented input. This model is for real-time monitoring of the change trend of Arias intensity, that is, the change trend of acceleration. If a total of 3000 horizontal acceleration values of 30 s are used as input, the calculation amount is relatively large, and the calculation time cannot meet the requirements of rapid prediction. In addition, the input of the last 5 s is more important for the result and plays a decisive role, so we have divided different sampling frequencies according to the time position of each data point to reduce the calculation time without greatly affecting the results. Since the sampling frequency of the input data is different, the input is separated according to the sampling frequency, and according to the size of the input data, using different neural network layers and neuron numbers will have a better training effect. The second stage combines the output of the first stage to get the prediction result.

The first stage is divided into three parts. The first part is data input with a sampling frequency of 1 hz in the time range of 0–15 s, a fully connected layer, the number of inputs is 15, and the number of outputs is 5; the second part is data input with a sampling frequency of 10 hz within a time range of 15–25 s, two fully connected layers, the number of inputs is 100, and the number of outputs is 20; and the third part is data input with a sampling frequency of 100 hz within a time range of 25–30 s, three fully connected layers with the number of inputs 500, and the number of outputs is 40. The second stage combines a total of 65 outputs from the three parts of the first stage and forms a two-class model through three fully connected layers. Because the training speed of the ReLU activation function is much faster than that of the Sigmoid function and the Tanh function, the models constructed in this paper use the ReLU activation function [25]. When calculating the loss function, a Softmax layer is added to the last layer of the model. The model structure is shown in Figure 4.
2.2. Data Processing Method. Data are very critical for deep learning models. It affects the convergence speed of the model and the training effect. Therefore, it is important to preprocess the data before inputting the model to make it accurate, consistent, and applicable. The following are the data preprocessing steps (Figure 5):

1. **Acceleration Zoom.** The data used in this article are all downloaded from K-net and KiK-net. The acceleration of each seismic recording is not a true value but an amplified value. Since the Arias intensity needs to calculate the square of the acceleration, it will increase exponentially if it is calculated by the magnification value, and the magnification factor of each station may not be the same, so it is necessary to scale the ground motion acceleration recording according to the scale factor of each station. The unit of acceleration is gal.

2. **Baseline Correction.** Ground motion recordings are susceptible to low-frequency noise such as instrument noise and background noise, resulting in baseline error pollution, leading to serious drift and distortion in acceleration and the velocity and displacement waveforms obtained by integration. We can do a simple baseline correction, that is, subtract the average value from the scaled ground motion acceleration recording according to the scale factor of each station. The unit of acceleration is gal.

3. **Normalization.** A total of 30 seconds of data is selected, and the horizontal ground motion acceleration is obtained according to the sampling frequencies of 1 Hz, 10 Hz, and 100 Hz in the first 15 seconds, the middle 10 seconds, and the last 5 seconds, respectively. We take the absolute average value when sampling from low frequency to high frequency. Taking 1 Hz as an example, if the ground motion recording is 100 Hz, that is, there are 100 acceleration in one second, then the absolute average value of 100 acceleration in one second is taken as one of the data in the 1 Hz sample. After obtaining a complete sample, normalization is performed; that is, the entire sample is divided by the maximum value.

2.3. Training and Testing Methods. The data are divided into a training set and a test set, which are used for model training and testing, respectively. The sample number ratio is 4:1, and the samples are not repeated between two sets. Each sample consists of an acceleration recording and a label. The acceleration recording is the 615 acceleration values with a duration of 30 seconds described above as the input to the model. The label is the trend of Arias intensity change in the future 5 seconds. If the trend increases, the label is 1, and the decrease is 0, as the actual comparison value output by the model.

After the output of the model passes through the Softmax layer, two probability values are obtained, which correspond to the probability that the model judges whether the intensity of Arias will decrease or increase in the future 5 seconds. The purpose of model training is to make the difference between the output and the label value close to 0. If it is actually increasing, then the probability of increase in the model output is close to 1, and the probability of decreasing is close to 0, and vice versa. This difference is called a loss function.

The loss function used in this paper is the sparse Softmax cross entropy, and the optimization function to reduce the cross entropy is the adaptive moment estimation optimizer (Adam), which is derived from the AdaGrad and RMSProp optimization functions. It has the following advantages: (1) it has simple implementation and efficient calculation; (2) hyperparameters hardly need to be adjusted, reducing the influence of factors to improve training efficiency; (3) the learning rate can be automatically adjusted to a certain extent; and (4) it is very suitable for large-scale data and parameter scenarios.
2.4. Data Filtering. First of all, whether it is earthquake prediction or earthquake risk estimation, it is more realistic for larger earthquakes, so the earthquake recordings we downloaded are selected from the period 2003 to 2019, on K-net and KiK-net with a magnitude of 5.0 or higher, involving a total of 1667 stations, and divided into 5 to 5.9, 6 to 6.9, 7 to 7.9, and 8 earthquake intervals, and each of the training set and test set is guaranteed that the number of each interval data is equal in order to get a better training effect, and the results can be compared and analyzed.

Then, when we sample the recording, each recording can be 5 s, 10 s, 15 s, and so on. Until the end of the recording as the sampling end point of each sample, take the past 30 s data according to different sampling frequencies. That is, the samples obtained in each recording include different stages, before, during, and after the earthquake. If 5 s or 10 s is not
enough for the end point to take 30 s, the zero padding process is done in front to make the sample has the same acceleration data structure.

Finally, we count the time of earthquake occurrence in all earthquake recordings and divide the training set and the testing set by the earthquake time. The proportion of the number of the training set is 80% and the testing set is 20%, so we sort the statistical earthquake time from first to last and take four-fifths of the time as the node to divide the training set and the testing set. The training set is the earthquake that occurred before the time node, and the testing set is the earthquake that occurred after the time node.

2.5. Hyperparameter Adjustment. During model training, the adjustment of hyperparameters will have an impact on training efficiency and training results. This article involves two hyperparameters: learning rate and batch size.

(1) Learning Rate. The learning rate is the degree to which the model reduces the value of the loss function each time. If the learning rate is high, the model may converge faster in the first few times, but it is likely that the model cannot reach the global optimum. If the learning rate is low, it will definitely have a great impact on training efficiency. We use the controlled variable method to measure the loss of the model while ensuring that other variables are the same. As shown in Figure 6, the learning rate is set to 0.001 in this article. The learning rate is multiplied by 0.99 in each iteration. The learning rate gradually decreases as the number of training increases, so that the loss of the model is closer to the minimum.

(2) Batch Size. The batch size refers to the number of samples input to the model each time. If it is too small, it will easily bias the convergence direction of the model. If it is too large, it will easily cause the model to stay in the local optimum and fail to reach the global optimum. According to the changes in the accuracy of the training set and the testing set in Figure 7, the model’s relatively high generalization ability and the lowest over-fitting phenomenon are better, so the batch size of 50 is more appropriate.

3. Results

In this paper, a method for predicting the variation trend of ground motion Arias intensity using FCNN is proposed. After scaling, baseline correction, and normalization of the original seismic recording data, segment frequency division sampling is carried out, and FCNN is used for identification and classification. After 100 rounds of training, we selected the most accurate model parameters for analysis based on the test data set. The results show that the training is carried out by using the data set of 160000 samples, the classification is carried out according to the variation trend of Arias intensity, and the training effect of the model is tested on the test set of 40000 samples. After training, the model has the over-fitting phenomenon; that is, the accuracy of the training set increases and the accuracy of the test set decreases, as shown in Figure 8(a). Therefore, the model in this paper is taken from the highest accuracy before the continuous decline of the test data set. The average accuracy of the model is 76.5%. The model corresponds to different magnitudes of 5.0–5.9, 6.0–6.9, 7.0–7.9, and above 8.0. The average accuracy of prediction is 83.2%, 76.9%, 75.5%, and 70.6%, respectively, as shown in Figure 8(b).

Regarding the computational complexity, it represents the increasing trend of the runtime of the program with the size of the data. Usually we use big O notation to represent the computational complexity of the model. For the fully connected neural network model that has been trained and can be used in practice since the number of neural network layers and the number of neurons in each layer have been fixed, there will be no loop calculations, so its computational complexity depends entirely on the number of input
Figure 7: Batch size adjustment graph. (a) A graph showing the change in accuracy of the training set as the increasing number of training under different batch sizes; (b) A graph showing the change in accuracy of the testing set as the increasing number of training under different batch sizes.

Figure 8: The training results: (a) the corresponding relationship between the number of epochs and the accuracy rate during the training process; (b) the model accuracy rate of earthquakes with different magnitudes; (c) part of the results. The magnitudes from left to right are 5.4, 6.1, 7.3, and 9.0, respectively. The ratio of the Arias intensity in the last 5 seconds to the previous 5 seconds is 5.2, 0.61, 0.67, and 2.17. The model predicts that the probability that the intensity of the magnitude 5.4 earthquake will increase is 99.6%, that the probability of decreasing intensity of the magnitude 6.1 earthquake is 65.6%, that the probability of decreasing intensity of the magnitude 7.3 earthquake is 58.2%, and that the probability of increasing intensity of a magnitude 9.0 earthquake is 74.0%.
Figure 9: Model application schematic. (a) The recorded time series of acceleration with zero padding at the beginning. The red dots represent the calculated Arias intensity ratio $\alpha$ for each second in the next 5 seconds and the previous 5 seconds. (b) The probability that the previous 30 seconds of recordings are sampled at each red dot on the left and input the model to determine whether the Arias intensity will increase or decrease in the future. The red line represents whether the intensity will actually increase from the known recordings, that is, the label. The label with $\alpha > 1$ is 1, and the label with $\alpha < 1$ is 0.
samples. Using big O notation, the complexity is O(n). Thus, the trained model is highly effective for real-time use. Our running time is less than 0.1 second for each evaluation on a single time series using a common computer.

4. Conclusion and Discussion

Through the above research and results, we can get the following preliminary conclusions:

(1) The model predicts the future Arias intensity trend with a 76.5% overall accuracy. When an earthquake occurs, it can provide a certain reference for judging the development trend of this earthquake or the scale of damage caused by this earthquake. This model has certain feasibility for predicting the Arias intensity trend of the seismic acceleration recordings, and the sample data input to the model are only the acceleration recordings without other variables, and then a certain accuracy of the ground motion intensity trend prediction can be quickly obtained, which is meaningful. In practical applications, real-time monitoring recordings can be used as input to predict the trend of future monitoring values (Figure 9), and based on the predicted values, the damage intensity of the earthquake could be estimated more accurately in advance combining with other parameters such as propagation path and site conditions.

(2) It can be seen from the histogram in Figure 8(b) that the accuracy of this model for predicting earthquake intensity trends from magnitude 5 to magnitude 8 earthquakes basically decreases as the magnitude increases.

(3) In theory, any time series of images, including seismic acceleration recordings, can be represented as functions because the function may be too complicated to be implemented easily. In deep learning, as long as the number of network layers and neurons are sufficient and the training function meets the requirements, after a long period of training and debugging, the network is possible to approximate any complex function with a fairly high accuracy. Therefore, with the in-depth research on the application of deep learning, it may become a powerful tool for the analysis of ground motions.

Earthquake prediction is a world-recognized problem in seismology, and it is currently in the development and exploration stage. Due to the complexity of earthquake prediction, the current earthquake prediction is mainly based on long-term earthquake risk estimation and short-term prediction of observed earthquake precursor phenomena, almost all of which are empirical. Now, experts and scholars in the field of earthquake prediction at home and abroad have a certain understanding of medium- and long-term prediction, so the risk estimation has reference value. However, the understanding of earthquake precursor phenomena is far from reaching the level of regularity, so the success rate is not very high. Due to the rapid development of deep learning technology and the ability to identify and judge data features that scientists cannot find at present, we have proposed a deep learning model for predicting earthquake trends and achieved a high success rate. Nevertheless, this model still has some problems to be solved urgently:

(1) The data used in this article come from K-net and KiK-net. The earthquake recordings used are large, medium, and small earthquakes in Japan. Therefore, it is still necessary to verify whether the model is applicable to other regions. In the future, we will also add data from other countries and regions to the training data to improve the generalization ability of the model;

(2) From Figure 8(b), it can be seen that the accuracy of the model for predicting the future 5 s Arias intensity trend of large earthquakes is not high, but it is more accurate on large earthquakes that can cause more damage. The anticipation of large earthquakes is crucial. The acceleration recordings of large earthquakes are more complex and have more influencing factors, so we will optimize the model for this point and strive to improve the accuracy of prediction of large earthquakes in the future.

(3) The model predicts the trend of ground motion intensity in the future 5 seconds. With the optimization of the model and the increase in data in the future, it may be able to predict the trend of 10 seconds or more.
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