Abstract—Learning from Demonstration (LfD) algorithms enable humans to teach new skills to robots through demonstrations. The learned skills can be robustly reproduced from the identical or near boundary conditions (e.g., initial point). However, when generalizing a learned skill over boundary conditions with higher variance, the similarity of the reproductions changes from one boundary condition to another, and a single LfD representation cannot preserve a consistent similarity across a generalization region. We propose a novel similarity-aware framework including multiple LfD representations and a similarity metric that can improve skill generalization by finding reproductions with the highest similarity values for a given boundary condition. Given a demonstration of the skill, our framework constructs a similarity region around a point of interest (e.g., initial point) by evaluating individual LfD representations using the similarity metric. Any point within this volume corresponds to a representation that reproduces the skill with the greatest similarity. We validate our multi-representational framework in three simulated and four sets of real-world experiments using a physical 6-DOF robot. We also evaluate 11 different similarity metrics and categorize them according to their biases in 286 simulated experiments.

I. INTRODUCTION

As robots become increasingly present in the world, they are expected to be able to learn, reproduce, and generalize new skills effortlessly and robustly. Learning from Demonstration (LfD) [1] is one of the most intuitive robot learning methods that enables humans to teach new primitive skills or movements (e.g., reaching) to robots only by providing examples, bypassing the need for manual programming of movements into the system. Several LfD algorithms with various representations ranging from statistical [2] and probabilistic models [3] to geometric objects [4] and dynamical systems [5] have been developed and evaluated [1]. Because of the differences in their skill representations, which determine how the given example is being modeled, LfD algorithms exhibit distinct reproduction behaviors. Some common behavior for reproductions include quickly converging and following the given demonstration, or preserving the shape of the demonstration from the given initial point.

We show that when generalizing a learned skill over different boundary conditions (e.g., initial point), a single LfD representation cannot preserve a consistent similarity, and instead we propose a similarity-aware LfD framework consisting of multiple representations together with a similarity metric (see Fig. [1]). The contributions of this framework are an (i) better generalization capabilities through understanding representation performance across a generalization space as well as (ii) providing information to the user about the generalization ability of LfD representations. Given a single demonstration of a skill, our framework evaluates the outcomes of different representations using a specified similarity metric and provides the user with (a) the most similar reproduction of the skill for a given new condition including initial or final points, and (b) a similarity region, which contains information on each representation’s ability to generalize over different points in space. For an unforeseen situation (e.g., new initial point), the proposed framework generalizes a learned skill with the highest similarity by considering the performance of each individual representation.

We validate our framework in three simulated and four real-world experiments using a physical 6-DOF robot. Our framework is not limited to a specific set of LfD representations or a particular similarity metric. However, we show that most metrics favor a specific reproduction behavior (e.g., converging to the demonstration vs. preserving the shape of the trajectory) which means they are implicitly biased towards a specific representation. To categorize similarity metrics according to their biases towards different reproduction behaviors, we have evaluated 26 skills with 11 metrics for a total of 286 simulated experiments.

II. RELATED WORK

Extensive research has been done on LfD and its representations [1]. There exists a wide variety of representations, each with a unique method for interpreting and encoding demonstrations and crafting a reproduction. For instance, some existing LfD representations encode demonstrations using statistical [2] or probabilistic [3] methods, while others use geometric models [4] or dynamical systems [5], [6]. Some representations attempt to combine these methods in order to improve performance [7]. A representation’s encoding method implicitly defines its performance and significantly affects its reproduction and generalization capabilities. As a result different representations have shown to perform differently on various skills [8]. Number of required demonstrations is another factor that contributes to the behavior and performance of the LfD representations. Some LfD representations [5], [9], [10] rely on a single example of the skill. Although this might be convenient for the end-user, one demonstration provides minimal information about variance. Other LfD representations benefit from the spatial and temporal variance provided by a set of multiple demonstrations [3], [4]. However, end-users with different levels of experience might not be able to provide multiple demonstrations of a skill that are diverse enough,
cover the demonstration space, and satisfy all the constraints. Consequently, the quality of demonstrations from users with varying experience affects the performance of the LfD representations [8].

Several approaches have been developed to address the discussed issues. Confidence-Based Learning from Demonstration [11] attempts to improve robot’s generalization capability by measuring the uncertainty of reproducing from a novel initial point and requesting a new demonstration from the user in uncertain areas. Unlike our framework, this method is incremental and requires additional demonstrations from the user. Similarly, preference-based approaches improve robot skill generalization by querying the user iteratively for each reproduction which could be tedious and user-dependent [12].

In some approaches, the LfD representation has been equipped with a skill refinement strategy that allows the user to refine the reproduced trajectory through kinesthetic corrections [4] or by assigning an importance value to each demonstration [13]. Providing improving kinesthetic corrections or effective weight values could be complicated for inexperienced users. Multi-Coordinate Cost Balancing (MCCB) [14] transforms the given set of demonstrations into multiple differential coordinates and optimizes across coordinates to generate an improved reproduction of the skill. While MCCB focuses on finding the most important features that should be preserved, our framework can use similarity metrics that favor other features as well. Alternatively, Deep Reinforcement Learning has been used to improve skill generalization in novel situations [15], [16]. Although these approaches enable the robot to find optimal reproductions by exploring the state-space, a large amount of data is required for training the model and adapting to new situations.

III. BACKGROUND

In this section, we provide a brief description of the LfD representations included in our multi-representational LfD framework, namely, Laplacian Trajectory Editing [9], Jerk Accuracy Model [10], and Dynamic Movement Primitives [5]. It should be noted that our framework is not restricted to these representations and any existing (single-demonstration) LfD representation can be included, these representations were selected due to their different reproduction behavior. The behavior of these representations can be seen in two experiments in Fig. 3. Note that all representations rely on a single demonstration being provided as \( X = [x(0), x(1), \ldots, x(T)]^\top \in \mathbb{R}^{T \times n} \) where \( x(t) \in \mathbb{R}^n \) denotes a discrete \( n \)-dimensional sample at time index \( t \).

A. Laplacian Trajectory Editing

Laplacian Trajectory Editing (LTE) is an LfD representation that uses the Laplacian differential coordinate to reproduce and generalize a demonstrated skill [9]. Given a demonstration LTE represents the path as a graph and transforms it to the Laplacian coordinate using the discrete Laplace-Beltrami operator \( L \) as \( \Delta = LX \). Additional constraints of the trajectory (e.g., a fixed goal point) are specified in the form \( \dot{XX} = \dot{C} \) resulting in the following equation system

\[
\begin{bmatrix}
L \\
\dot{X}
\end{bmatrix} X_r = \begin{bmatrix}
\Delta \\
\dot{C}
\end{bmatrix},
\]

which can be solved to find the reproduction \( X_r \in \mathbb{R}^{T \times n} \) using matrix inversion as

\[
X_r = \begin{bmatrix}
L \\
\dot{X}
\end{bmatrix}^+ \begin{bmatrix}
\Delta \\
\dot{C}
\end{bmatrix}.
\]
through optimization of a set of objectives $I$ subject to a set of constraints $C$ as:

$$\min I(X) \quad \text{subject to } C,$$  \hspace{1cm} (3)

where the objectives form a trade-off between smoothness (the minimization of jerk) and accuracy using the following functional:

$$I_{X,T,\lambda} = \int_0^T \left( \frac{1}{2} \dddot{X}_r \right)^2 dt + \lambda \int_0^T \left( X_r - X \right)^2 dt,$$  \hspace{1cm} (4)

which uses the Lagrange multiplier $\lambda$ to modulate the weighting between smoothness and accuracy. The optimization problem in (3) is then solved as a boundary value problem. JAI is especially suited to finding smooth reproductions of noisy trajectories while satisfying the constraints. JAI reproductions from a new generalization point quickly converge to the demonstration.

C. Dynamic Movement Primitives

Dynamic Movement Primitives (DMPs) [5] reproduce a given demonstration using a linear dynamical system perturbed by a nonlinear forcing term as follows:

$$\tau \ddot{v} = K(g - x) - D v - K(g - x_0)s + K f(s)$$ \hspace{1cm} (5)

$$\tau \dot{x} = v,$$  \hspace{1cm} (6)

where $x$ and $v$ are the position and velocity vectors, $g$ is the end-point, $x_0$ is the initial point, $\tau$ is a temporal scaling factor, $K$ and $D$ are constants chosen such that the system is critically damped, and $f$ is a non-linear function which is learned using linear weighted regression to allow the generation of arbitrarily complex movements. The transformation system defined in (5) and (6) is time-independent and driven by a canonical system formulated as $\tau s = -\alpha_s s$ where $s(t)$ is the phase variable which monotonically changes from 1 to 0 over time and $\alpha_s$ is a predefined constant. DMPs can reproduce trajectories that converge to the goal $g$ while being spatial and temporal invariant and are robust against perturbations.

IV. METHODOLOGY

In this section, we propose a novel framework called Similarity-Aware Multi-representational Learning from Demonstration (SAMLfD) that improves robot skill reproduction and generalization capabilities by relying on finding the best LfD representation to satisfy a given similarity metric (with high-level flow diagram shown in Fig. 1).

It should be noted that while expert users may already have inherent knowledge of which LfD representation is needed to properly generalize a task [8], our framework is intended to enable end-users to teach robots new skills regardless of their level of experience. In this paper, we focus on the use of single-demonstration LfD representations, which only are simpler to use, and leave the use of multi-demonstration representations to future work. Additionally, we use common similarity metrics and focus on primitive tasks, although SAMLfD is able to provide the user with a high-level overview of generalization across a region for any task.

Given a demonstration and a point of interest (can be initial or final point), SAMLfD first generates a meshgrid—a set of points distributed uniformly around the point of interest with size and point density chosen by the user. In a coarse grid, the framework evaluates skill generalization over a larger task space with less points thus losing information continuity. In a dense grid, however, the amount of information obtained increases at the cost of computational complexity. After constructing the meshgrid, SAMLfD generates one reproduction of the skill using each LfD representation from each point in the grid. Next, SAMLfD evaluates all reproductions using the given similarity metric. For each representation, the normalized similarity values form a similarity map (the heatmap cubes shown in Fig. 1). These maps are combined by selecting the greatest similarity reproduction at each point on the meshgrid and feeding the data to a classifier to understand how a representation performs across the generalization space. The trained classifier is used to classify generalization points that were not included in the initial grid. In this paper, we have used a Support Vector Machine (SVM) classifier variant known as C-Support Vector Classification which supports multi-class classification, but the proposed framework does not depend on this specific classifier. The combined map displays similarity regions where a specific representation outperforms other ones.

The next steps of SAMLfD are based on the user’s decision. Should the user want a reproduction at a specific point, the framework returns a reproduction produced by the representation with the highest similarity at that point (the reproduction shown in Fig. 1). Alternatively, SAMLfD can show the user the generalization regions of the given representations (the similarity cube shown in Fig. 1). By default, the classifier uses all data and generates similarity regions based on the best reproductions. However, should the user only want to see regions within which the reproductions can perform the skill relatively well (e.g., with 75% similarity), SAMLfD can construct robust generalization regions which obtain this performance and provide this information to the user. The user can utilize this information to make informed decisions about the task and region in the generalization space for which the skill can be adequately generalized.

The proposed framework is intended to be highly adjustable and can be adapted to any situation based on the user’s inputs. Given demonstrations can be in joint space or task space. The framework can be equipped with various LfD representations that rely on a single demonstration as well as different similarity metrics. Since most similarity metrics are not bounded on one end, the framework assigns the reproduction with the greatest raw similarity a value of 1 and maps all other values to the range $[0, 1]$. Unbounded similarity metrics means that factors such as the extent of the generalization space can affect the normalized similarity values of reproduction. Additionally, the generalization ability of the framework is limited to the generalization ability of the representations used.

Implementation: [https://github.com/brenhertel/SAMLfD](https://github.com/brenhertel/SAMLfD)
V. EXPERIMENTS

We have evaluated the performance of our framework in 3 simulated and 4 sets of real-world experiments. For the simulated experiments, a user has provided each demonstration by interacting with a GUI through a pointing device (e.g., mouse). For the real-world experiments, demonstrations are provided via kinesthetic teaching on a 6-DOF UR5e manipulator. We have recorded trajectories in task-space and applied a noise filtering and resampling process to the raw data. In our multi-representational framework, we have used JA [10], LTE [9], and DMP [5] LfD representations, with the Fréchet distance [17] as the similarity metric. It should be noted that LTE requires no parameters and for consistency we kept the parameters of JA and DMP fixed for all experiments. In 3D experiments, we used spherical linear interpolation of quaternions [18] for generating orientation trajectories before execution. Reproductions performed on the manipulator are computed a priori and executed using a low-level controller. See Fig. 2 for color and marker conventions.

A. Simulated Experiments

Fig. 4 shows results for three simulated experiments using 2D demonstrations of a “Straight Alpha,” the “LShape,” and the word “hello”. For each experiment, the obtained similarity region for a given generalization point is depicted on the top left corner as well as reproductions of the skill for new conditions selected randomly from different regions. In all the experiments at least one region per representation has appeared. In some cases, we expect to see less than three regions become present, which can happen because either the similarity metric is biased toward a specific representation or two representations produce very similar outcomes.

The set of subplots on the left of Fig. 4 show results for the generalization of the “Straight Alpha” shape over the randomly selected initial points. Although these reproductions are the most similar reproductions of the skill from the selected points, it can be seen that the LTE reproduction preserves the sharp corners of the demonstration, while the JA and DMP produce rounded corners. The next experiment, shown in the middle of Fig. 4 generalizes the “LShape” demonstration (from the LASA dataset [6]) over its endpoint. It can be seen that SAMLfD suggests the use of LTE representation for the most of the generalization region. Here, LTE reproductions look most similar to the original demonstration. The set of subplots on the right of Fig. 4 show results for the generalization of the word “hello” over its initial point. This trajectory is more complex than previous examples. A large part of the generalization region is covered by the LTE representation as reproductions maintain the shape of the trajectory despite the complexity, and “hello” can clearly be seen in the reproduction. The rest of the generalization space is mostly covered by JA reproductions which are somewhat readable but struggle to preserve high-jerk features like the tight loops in letters such as “o” or “e.” The DMP reproduction also struggles to reproduce a readable trajectory. It should be noted that due to the complexity of the trajectory, there is no single tuning of DMP which allows for visually appealing reproductions across the generalization region. However, we used parameters that create a section in which DMP outperforms JA and LTE according to the Fréchet distance metric.

B. Real-World Experiments

We also evaluated the proposed framework in real-world experiments using the dataset provided in [8] that contains demonstrations of four 3D skills: pressing, pushing, reaching, and writing. For each skill, the experiment was repeated three times, each time with a different input demonstration. In these experiments, we consider only generalization over the initial point. Fig. 5 shows the similarity region constructed by SAMLfD for the given demonstration in the top row and the demonstration and the corresponding best reproduction in the second row for each skill. It should be noted that similarity regions and reproductions have not necessarily been plotted from the same point of view. Reproductions were selected through a GUI (see the accompanying video). For the pressing and writing skills, all three representations appear in the similarity map. These skills can be accomplished either by converging to the demonstration or preserving the shape of the given demonstration. For the pushing and reaching skills, JA and DMP are the representations found to reproduce with greatest similarity, that makes the presence of the LTE representation minimal. For these skills, convergence to the trajectory is more important than preserving the shape of the trajectory, which would lead JA and DMP to be better representations for these skills. The accompanying video shows the generalization of a reaching skill from an arbitrary demonstration, the user interface for selecting a new initial point, and execution of the skill from three points selected from different regions using a UR5e manipulator arm.

C. Comparison to Individual LfD Representations

We also show that the combination of representations to create a highest similarity reproduction leads to more similar reproductions across the generalization region. Fig. 6 shows similarity maps obtained from the three LfD representations for a 2D shape from the LASA dataset [6]. Each surface depicts similarity over a meshgrid around the initial point of the given demonstration. In this experiment, we used Haussdorff distance [19] as the similarity metric. While the three representations are all able to generalize this writing skill, the SAMLfD surface represents highest similarity at each point to generate a reproduction. To measure the difference in similarity across the generalization space, we

2 Video available at: https://youtu.be/LZW3MWrNFGI
calculated accumulated similarity differences at each point \( ij \) on the meshgrid as \( \delta_{rep} = \sum_{ij} S_{ij}^{\text{SAMLFD}} - S_{ij}^{rep} \) for \( rep \in \{ \text{JA, LTE, DMP} \} \). The similarity differences in this experiment were found to be \( \delta_{\text{JA}} = 5.19 \), \( \delta_{\text{LTE}} = 2.93 \), and \( \delta_{\text{DMP}} = 0.99 \). This shows that our multi-representational framework is able to achieve a higher similarity result across a generalization space than any individual representation.

**VI. Quantitative Metric Evaluations**

In general, LfD representations have been designed to mimic the given demonstration by satisfying the desired constraints while preserving important properties of the trajectory (e.g., shape). Different representations, however, place different importance on these objectives. For instance, JA prefers immediate convergence to the demonstrated trajectory, while LTE focuses on preserving its curvature (see Fig. 3). As a result, similarity metrics could be biased towards either of these behaviors.

In this section, we study metric bias and perform experiments to categorize a set of known metrics into two groups: (a) metrics that favor convergence and (b) metrics that favor shape preservation. The first group measures similarity between two curves according to how much they converge, while the second group measures shape feature similarities (e.g., curvature). For this study, we configured our multi-representational LfD framework using the LTE and JA representations. While the former favors preserving curvature, the latter prefers immediate convergence with minimum jerk. We used this setup to evaluate 11 different metrics (as listed in Table I) on all 26 skills from the LASA dataset [6] for a total of 286 experiments. For each evaluation, a meshgrid of 81 points centered on the initial point of the demonstration was used.

**Fig. 7** illustrates the obtained similarity maps for each metric. The color of each point (red or green) indicates the representation that resulted in a reproduction with greatest similarity at that point. If the similarity value of a point for both reproductions is within 10% of the other, it was deemed inconclusive and shown in black. Combined across 26 shapes, this gives 2,106 data points for each metric. One color dominating the maps for a metric means that metric shows a bias toward that representation and favors its behavior. Table I categorizes each metric according to the observed metric bias towards different representations. Each value is calculated by the total number of times a representation was selected over total number of datapoints. For instance, DTW measured 97.58% JA appearances and 2.42% inconclusive appearances, meaning that DTW favors the converging behavior. Fig. 7 shows that some metrics are extremely biased towards one type of behavior. For instance, the curvature comparison metric favors shape preservation, while the total distance favors trajectory convergence. In the experiments in the previous section, we used Fréchet distance, which according to the results from this section, does not exhibit a bias towards either behavior. This also means that Fréchet distance may not be preferred for evaluating a specific skill. For example, with the reaching skill, a user may prefer total distance rather than Fréchet distance,
because it is biased towards trajectory convergence. One of the advantages of our framework is that it allows the user to select their metric of choice to evaluate and generalize the skill accordingly. While less experienced users can rely on a pre-selected similarity metric such as the Fréchet distance, more experienced users can benefit from selecting a specific metric according to their task objectives.

Table I: Numerical evaluation of the data shown in Fig. 7. Each metric has been categorized as whether it prefers convergence (JA), shape preservation (LTE), or is inconclusive (either).

![Table I](image)

Fig. 7: A visual representation of how metrics responded to different representations using the LASA dataset. Red is where metric favors convergence, green is where metric favors shape preservation, and black is where metric can favor either behavior (inconclusive).
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