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Abstract: A neural circuit model involving inductance is established to explain the neural networks’ behavior. A parallel resistor-inductor-capacitor (RLC) circuit was used to fit the stimulus artifacts in the electromyography (EMG) recording of cortical and pelvic electrical nerve stimulations. This parallel RLC circuit model also predicts the resonance effect in both stimulus artifacts and EMG signals. Moreover, the well-known strength-duration relationship was directly derived to be a precise format with this parallel RLC circuit model. A theoretical explanation is provided to show the inductance is generated by the coil structure of the myelin sheath and the piezoelectric effect of the plasma membrane.

One Sentence Summary: The inductance in the neural systems is generated by the coil structure of the myelin sheath and the piezoelectric effect of the plasma membrane.

Main Text:

Neural circuit model is a popular approach and a useful mathematical model to investigate the electrical current and neural signal propagation on neurites at different sites and times (1). A most critical issue for this approach is the configuration of the circuit. Starting from the cable model, which is directly derived from the biological structure of the axon, and developed by the famous Hodgkin–Huxley model (H-H model) (2), the RC (resistor-capacitor) configuration has been a basic circuitry unit for whole computational neuroscience. The existence of the inductance has never drawn the attention of the mainstream academia. However, even in the early stage of neuroscience, the direct impedance measurement of giant squid axon already confirms the inductive reactance in axons (3). This huge inductance can be repeatedly measured in all kinds of neuron related research (4-18). Moreover, some abnormal experimental observations, such as the frequency dependent response of nerve fibers (19-23) and the anode break excitation (24,25), cannot be well explained without including the inductor in the neural circuit. To solve these issues, some theories and ideas are proposed, such as frequency-dependent membrane capacitance (26) (for the frequency dependent response) and the virtual-cathode hypothesis (27) (for the anode
break excitation). To develop a comprehensive model, an inductor was added in the neural circuit. With the inductor, the neural circuit should follow an RLC configuration rather than an RC configuration. Then the frequency dependent response becomes the intrinsic feature of the neural system. The anode break excitation is also comprehensible: the biphasic voltage oscillation of the RLC circuit after the termination of a hyperpolarizing current, which will be detailed demonstrated in this study, surely has a chance to fire the action potential. Is there an inductance factor in the neural systems? The answer is “Yes”. Previously people tend to believe this inductance does not really exist simply because they cannot find a physical entity to account for such a huge inductive reactance. In this study, together with the direct experimental evidence of the existence of the inductance in neural systems, a comprehensive theoretical explanation of the physical entities to generate this inductance will be provided. To proof the correctness of this theory, we will show how those most important experimental observations and phenomena are derived from this theory.

In the experiment part, we analyzed the signal in EMG recording of electrical nerve stimulations. The curve fitting of the stimulus artifact shows that the neural circuit should generally follow a parallel RLC configuration. The resonance frequency of this RLC circuit can be measured in both stimulus artifacts and EMG signals. Then based on this RLC circuit, the well-known strength-duration relationship (28,29), can be directly derived from this parallel RLC circuit. Moreover, this strength-duration relationship is amended to a more precise format and its prediction has already been validated by experimental observations from other groups (30-32).

In the theory part, a comprehensive theoretical explanation of the physical entities to generate the inductance is provided. Simply speaking, this inductance is generated by the coil structure of the myelin sheaths and the piezoelectric effect of the plasma membrane. Based on this theory, we can get many unique predictions, which are all validated by previous researches and observations. Here we only give the two most critical predictions:

1. Adjacent myelin sheaths always follow the opposite wrapping orientations, which has been well validated by the previous study (33-35). This phenomenon cannot be explained by any previous theories and models, but now can be obtained from this theory.

2. There will be a mechanical wave accompany with the electrical neural signal. This mechanical wave has been studied for more than 10 years and an alternative theory called soliton theory has been developed to explain this mechanical wave (36). In soliton theory, with a complicated calculation, it is claimed that the propagation speed of the mechanical wave is the same as that of the electrical signal predicted by the H-H model. However, in our theory, we can get this result without any calculation. This mechanical wave is an attendant phenomenon with the electric neural signal. It surely has the same speed as the electric signal.

Experimental data showing the evidence of the inductance in neural systems

A. Analysis of the stimulus artifacts

The typical samples of the EMG recording in the electrical stimulation of the cortical and pelvic nerves are shown in Figure 1(a) and (c), respectively. The experimental details can be found in Supplementary S1 and S2. As seen, there will be two separate signals: the stimulus artifact and the EMG signal induced by the electrical stimulation. For most of the cases in previous studies (37,38), people only focused on the analysis of the EMG signals since they are the real neural responses. However, the stimulus artifacts are the direct electrical responses of the whole tissue and organism affected by the injected current, revealing its electrical characteristics. In other
words, the configuration of the equivalent neural circuit can be obtained from these electrical responses.

A detailed analysis of the stimulus artifacts are shown in Figure 1(b) and (d), respectively. A monophasic square wave current pulse (blue curve) of a certain single phase pulse width (SPPW) was applied. As seen, the stimulus artifacts (red curve) and the current pulse share the same rising edge and falling edge. But there are two interesting points to be observed:

1. Within the current pulse, the stimulus artifact has a certain voltage oscillation.
2. After the current pulse, there is another voltage oscillation with an opposite polarity.

Previously, it was widely believed that there is no inductance in the neural circuit. The whole neural circuit should follow a general RC configuration. However, the electrical response of the RC circuit to a square wave current pulse will not show a voltage oscillation. This voltage oscillation is the feature of an RLC circuit. Therefore, we tried fitting the stimulus artifact with an RLC circuit. Here we used a parallel RLC circuit (Figure 1(e)) for modeling to fit the stimulus artifacts, shown as green curves in Figure 1(b) and (d), respectively. The voltage oscillations within and after the current pulses can be duplicated and the whole waveform can be generally fitted. The detailed modeling parameters in Figure 1(b) and (d) of all electrical units can be found in Table 1(2-(b)&(d)).

From the waveform fitting in Figure 1(b) and (d), it is quite possible that the general equivalent neural circuit should follow a parallel RLC configuration. We can validate this from two aspects:

1. By changing the SPPW and the waveforms of the current pulses, the waveforms of the stimulus artifacts will change with a certain pattern, which can also be fitted by the electrical voltage response of the equivalent parallel RLC circuit. In other words, the stimulus artifacts generated by any kinds of current waveforms with any pulse widths shall be fitted.
2. The voltage response of the parallel RLC circuit is frequency dependent. In some cases, when the quality factor, which is the Q factor, is high enough, there will be a resonance effect, resulting in a maximum amplitude of the recording data. So in both the stimulus artifact the EMG recording, there should be a measurable resonance frequency of the neural system.

The results of the validation of the two points mentioned above are shown in Figure 2. Three kinds of commonly used square current waveforms are used in tests: positive monophasic, negative monophasic and positive-first biphasic waveform (indicated at the left upper corner of all (i) figures). The SPPW is changed within a certain range to clearly show the changing pattern of the stimulus artifacts (all (i) figures). Then the modeling results are shown in all (ii) figures. All the modeling parameters can be found in Table 1(2-(a) to (f)).

Firstly, it can be clearly observed that the general changing pattern of the stimulus artifacts can be well fitted by the modeling results. Even the changing pattern of different waveforms are completely different, the changing pattern can always be duplicated by tuning the circuit parameters. Secondly, in Figure 2(c), (d) and (f), a distinct resonance effect can be found, indicated by the solid purple arrow in experimental data and dash purple arrow in modelling results. In cortical stimulation, the resonance effect happens between SPPW of 300 µs and 350 µs, referring to a resonance frequency between 1429 Hz and 1667 Hz. In pelvic nerve stimulation, the resonance effect...
effect happens between SPPW of 60 µs and 100 µs, referring to a resonance frequency between 5000 Hz and 8333 Hz.

An interesting phenomenon to be observed in Figure 2 is that, together with the RLC circuit response, some data shows an RC discharging pattern, indicated with the black arrows in Figure 2(a-i), (b-i), (c-i) and (f-i). This RC discharging effect can be recognized by comparing the experimental data with the modelling results. The voltage curve gradually drops at the position, whereas the voltage is predicted to keep constant in the modelling. This indicates that an additional capacitor should be added in the circuit to improve the modelling precision. The corresponding circuit with this additional capacitor and be found in the supplementary S3. And more repeated testing data showing the similar result can be found in the supplementary S4, validating the stability of the RLC neural circuit for analysis.

### B. Analysis of the EMG signals

The above-mentioned data confirms the existence of the inductance in the neural system. Then this inductance will also induce a resonance effect on the neural responses, which shall be observed in EMG signals. However, not all kinds of waveforms are effective to induce the nerve stimulation, only the data with successful stimulation is shown in Figure 3 and 4.

The cortical stimulation results are shown in Figure 3. The negative monophasic square current pulses of 300 µA and 500 µA with SPPW from 100 µs to 900 µs were applied. Figure 3(a-i) and (b-i) shows the complete data. The detailed artifacts are shown in Figure 3(a-ii) and (b-ii), respectively. As seen, these stimulus artifacts share the same pattern as observed in Figure 2(b-i). The detailed EMG signals are shown in Figure 3(a-iii) and (b-iii). The inset figures show the amplitude of the EMG signal with different SPPWs. The resonance effect is quite distinct. The amplitude peaks at SPPW= 500 µs for both results of 300 µA and 500 µA, indicating that the resonance frequency of cortical is 1000 Hz.

The pelvic nerve stimulation results are shown in Figure 4. Three kinds of waveforms were applied with a constant current amplitude, 70 µA. The complete data is shown in Figure 4(a). The detailed stimulus artifacts can be found in Figure 2(d-f). The EMG amplitudes with SPPW for three waveforms in Figure 4(b) shows a clear resonance effect happened at SPPW=150 µs, which agrees with the resonance frequency of the stimulus artifact. The resonance effect is the strongest for the negative monophasic waveform: the amplitude of the EMG signal significantly drops when the SPPW is higher than 150 µs.

Up to here, we have shown clear data to prove the existence of the inductance in neural tissue. People may

1. Why the resonance frequencies of the stimulus artifacts and EMG signal are not matched with each other. In pelvic nerve stimulation, the resonance frequencies of stimulus artifacts and EMG signal are all within the range from 5000 Hz to 8333 Hz. But in cortical stimulation, the resonance frequency of stimulus artifacts is between 1667 Hz and 1429 Hz (Figure 2(a-c)), which is quite different from the resonance frequency in EMG signals, which is 1000 Hz.

2. The exact circuit configuration of the real neural tissue should be very complicated, which normally be considered as a distributed parameter circuit. Why can we model it with a simple parallel RLC circuit?

These two questions will be answered in Supplementary S5.
C. Derivation of the Strength-duration relationship

Another evidence to support the parallel RLC circuit configuration comes from a well-known empirical model, which called the strength-duration relationship. Now, this model can be directly derived and moreover, can be amended to a more precise format.

Previously, it is widely believed that charge is the factor to induce nerve stimulation. In such charge based theory, there is an empirical linear relationship between the threshold charge level and pulse duration, which is called Weiss’s strength-duration equation (28) for negative monophasic square current pulses. This equation describes the threshold charge as a function of pulse width as follows:

\[ Q_{th}(PW) = I_{rh} \times PW + T_{ch} \times I_{rh} \]

where \( I_{rh} \) is the rheobase current, \( T_{ch} \) is the chronaxie, and \( PW \) is the pulse width. The rheobase current is defined as the threshold current for infinitely long pulses. The chronaxie is defined as the pulse duration required for excitation when the current amplitude is equal to twice the rheobase current. And Lapicque reiterated Weiss’s equation for the strength–duration relationship (29), but in terms of the threshold current, and introduced the rheobase current and chronaxie as the constants:

\[ I_{th}(PW) = I_{rh}(1 + \frac{T_{ch}}{PW}) \]

Apparently, these two equations are just mathematical descriptions without explaining how \( I_{rh} \) happen and why the curve follows a specific trend. As follows is the derivation of this relationship with the physical definition of \( I_{rh} \).

Figure 5(a) shows a typical voltage waveform by applying negative monophasic square current pulses with different SPPW. For the voltage waveform of each SPPW, the peak voltage is denoted as \( V_p \), which is a function of the current, \( I \), and the pulse width, \( SPPW \), written as \( V_p(I, SPPW) \). Here we need to set a hypothesis that the nerve stimulation happens when the voltage exceeds a threshold voltage, which is denoted as \( V_{Threshold} \). This \( V_{Threshold} \) is of a negative value since the ion channel can be activated by a negative voltage. Thus the criteria to induce the nerve excitation is \( V_p(I, SPPW) \geq V_{Threshold} \). Then both the threshold current, \( I_{th} \), and the threshold charge, \( Q_{th} = I_{th} \times SPPW \), are defined as the current and charge required to make the \( V_p \) reaches \( V_{Threshold} \).

Then the critical condition is:

\[ V_p(I_{th}, SPPW) = V_{Threshold} \]

\( I_{th} \) and \( Q_{th} \) can be written as functions of \( SPPW \) and \( V_{Threshold} \):

\[ I_{th} = f(SPPW, V_{Threshold}) \]

\[ Q_{th} = I_{th} \times SPPW = f(SPPW, V_{Threshold}) \times SPPW \]

Since \( V_p(I_{th}, SPPW) \) cannot be expressed analytically, only numerical solutions of \( I_{th} \) and \( Q_{th} \), which are calculated with a set of modeling parameter, are provided in Figure 5(b) and Figure 5(c). In Figure 5(b), all curves decrease to a constant value, \( I_{rh} \). This is because the \( V_p \) will saturate at a maximum value, \( V_{p_{max}} \), when \( SPPW \geq SPPW_{p_{max}} \), as shown in Figure 5(a).

Meanwhile,
\[ Q_{th} = I_{th} \times SPPW = I_{rh} \times SPPW \quad \text{when} \quad SPPW \geq SPPW_{p_{max}} \]

Since \( I_{rh} \) is a constant, \( Q_{th} \) increases linearly with \( SPPW \), when \( SPPW \geq SPPW_{p_{max}} \), as shown in Figure 5(c).

The physical meaning of \( I_{rh} \) is the threshold current when \( V_{p_{max}} = V_{\text{Threshold}} \). Meanwhile, the nonlinear curve of \( I_{th} \) versus \( SPPW \), the existence of \( I_{rh} \) and linear curve of \( Q_{th} \) versus \( SPPW \), can be directly obtained without any additional hypotheses. The exact analytical equation for this relationship is not available. The curves in Figure 5(b) and Figure 5(c) are the numerical solutions of strength-duration relationship. It corrects the relationship in two aspects:

1. Rather than infinitely approaching to the \( I_{rh} \) as the case in Weiss’s strength–duration equation, the threshold current curve will be equal to the \( I_{rh} \) when \( SPPW \geq SPPW_{p_{max}} \), which is a straight line indicated by the black arrow in Figure 5(b).

2. Rather than being a completely straight line, the threshold charge curve is linear only when \( SPPW \geq SPPW_{p_{max}} \). When the \( SPPW \) is approaching zero, the slope of the threshold charge curve will also approach zero, meaning that the threshold charge will converge in a constant value at low \( SPPW \), indicated as the point of convergence in Figure 5(c).

These two major special differences with the Weiss’s equation have already be confirmed by previous research \((30,31)\) and now can be well explained with the parallel RLC circuit model.

Moreover, it also explains why such a relationship is only valid to the negative monophasic square current waveform. Because the voltage waveforms differ with the current waveforms, inducing a more complicated trend without a stable \( I_{rh} \), which was observed in other researches \((32)\). In Figure 5 (d) and (e), representative strength-duration curves of other waveforms including different types of square waves and sine waves are shown. As seen, these curves don’t share the same curve pattern as that of the negative monophasic square current pulse. For example, the threshold current of sinewave current increases at high SPPW range, this phenomenon has been observed in previous research with triangle current waveform \((32)\). But as explained before, the analytical solution for this relationship is not available, we can only numerically calculate the curve, which highly depends on the exact circuit parameter. Therefore, except the case of the negative monophasic square wave, the exact curve shape of other waveforms may vary with different circuit parameter. This explains why this relationship valid for negative monophasic square current pulses.

**Theoretical explanation of the physical entities for the inductance**

**A. The inductance generated by the coil structure of myelin sheaths**

The biological structure of a segment of the myelinated axon is shown in Figure 6(a). The proposed distributed-parameter circuit model is as shown in Figure 6(b), which is equivalent to a segment of a single axon shown in Figure 6(a). This axon segment has two parts with different structures: part with myelin sheath and node of Ranvier without myelin sheath. For the Ranvier node, the cell membrane can be modelled as capacitors, \( C_1 \), connecting the inside terminal and outside terminal of the cell membrane. The intracellular and extracellular fluid can be modelled as resistors. For the part covered by myelin sheath, an extra inductors, \( L \), is connected between the cell membrane, \( C_2 \), and extracellular fluid. Then the whole axon can be modelled as a circuit cascade as shown in Figure 6(c). Multiple axons can be modelled as a cascade network as shown in Figure 6(d). The outside terminals of each axon are connected with resistors. Meanwhile, a key feature need to be
added in this circuit, which is the mutual inductance between the adjacent myelin sheaths. In term of physics, this mutual inductance can be either positive or negative, depending on their mutual spiraling orientations. In this circuit model, a definite conclusion will be drawn that this mutual inductance can only be positive (will be explained in the next section), meaning that the spiraling orientations of adjacent myelin sheaths have to be opposite. We noticed that this phenomenon has been reported by previous experimental observations (33-35) but cannot be explained by any previous theories and models.

1. How the distributed-parameter circuit compatible with the lumped-parameter circuit

A single axon can be modeled as a cascade of basic units, indicated within the red dash box in Figure 7(a)). The configuration of this basic unit is a parallel RLC circuit with an extra capacitor \( C_2 \) connected in series with the inductor. Here the physical meaning of \( C_1 \) is the capacitance of the Ranvier node and \( C_2 \) is the capacitance of the cell membrane covered by myelin sheath. Considering that the length of the segment covered by myelin sheath is much longer than the Ranvier node, here \( C_2 \gg C_1 \). Apparently, this cascade can be simplified as a circuit which has the same configuration as its basic unit, as shown in Figure 7(c).

This simplified circuit is exactly the revised lumped-parameter circuit proposed in Figure S3. In the initial version of the lumped-parameter circuit shown in Figure 1, the extra capacitor \( C_2 \) is not included. However, in Figure2, we have already shown that an extra capacitor should be added for a better curve fitting. Now based on the distributed-parameter circuit, which is derived from the biological structure of the axon, we know this \( C_2 \) really exists and its physical meaning is the cell membrane covered by the myelin sheath.

This circuit cascade can be directly used for the study of the nerve stimulation. An equivalent circuit cascade with 11 stages is shown in Figure 7(a). A current source is connected to the stage 3 and 9 (Figure 7(a)), which is the similar situation as an electrode pair implanted on a nerve branch. When a sinewave current pulse is applied, the voltage waveforms on the capacitors, \( C_1 \), of each stage are shown in Figure 7 (b). As can be seen, the voltage waveforms will gradually change from a positive-first phase to a negative-first phase. It means the segment close to the positive electrode actually has a different voltage waveform with the segment close to the negative electrode. As a simple prediction, with a same stimulating current waveform, the stimulation to the upstream and downstream will be different. With correct circuit parameters, this difference shall be well explained by the polarity reversing of the voltage waveform.

Then a typical case demonstration in Figure 7(d) shows how the lumped-parameter circuit (Figure 7(c)) generates the same electric characteristics as the distributed-parameter circuit (Figure 7(a)), validating the circuit simplification proposed in this study. With the same configuration as shown in Figure 8(a), by varying the frequency of the sinewave current pulse while keeping the amplitude the same, the frequency response of the voltage amplitude on \( C_1 \) of stage 4 is shown as the blue curve in Figure 8(d), which is a typical frequency response curve of a parallel RLC circuit. Then by tuning the circuit parameters in Figure 7(c), a similar frequency response of the voltage amplitude on \( C_1 \) in the lumped-parameter circuit (Figure 7(c)) is shown as the orange curve in Figure 7(d), which is almost the same as the blue curve.

In summary, if we only care about the voltage waveforms on the Ranvier node, which determines the result in electrical nerve stimulation, a lumped-parameter circuit in Figure 7(c) can simplify
the analysis. However, an in-depth study of the distributed-parameter circuit can help understand more about the nervous system, which will be explained in the following sections.

2. How the myelin sheath enhances the propagation speed of neural signals?

In conventional neural models, the myelin sheath is always modeled as a pure resistor to increase the propagation speed of neural signals by decreasing capacitance and increasing electrical resistance across the cell membrane. However, in our new circuit model by considering the myelin sheath as an inductor, this propagation speed enhancement will have a new explanation. Generally speaking, this propagation speed enhancement is induced by two mechanisms: mutual inductance between two adjacent myelin sheaths and frequency modulated signal decay. To demonstrate these two mechanisms, a circuit which is similar to one in Figure 7(a) is proposed in Figure 8(a), with a different configuration of the current source. The current source is connected in parallel with the $C_1$ of stage 6. A sinewave current pulse is applied to mimic the generation of action potential.

a. Mutual inductance

Since the node of Ranvier is very short, the mutual inductance between the two adjacent myelin sheaths will not be negligible. An illustrative plotting for this mutual inductance is shown in Figure 8(b). When an action potential is activated on the node of Ranvier before the anterior myelin sheath, this action potential is also coupled onto this myelin sheath. Assuming at an instant, the potential across the myelin sheath is positive outside and negative inside, then a current will flow along the spiraling orientation from outside to inside, generating a magnetic field. This magnetic field will generate an inductive current on the posterior myelin sheath. Due to the opposite spiraling orientations of adjacent myelin sheaths, the voltage induced by the inductive current on the posterior myelin sheath will share the same polarity, which is also positive outside and negative inside. This voltage will be further coupled onto the node of Ranvier between these two myelin sheaths. Surely, even without this mutual inductance, the action potential on the anterior node of Ranvier still can generate some voltage onto the posterior node of Ranvier. However, this mutual inductance can increase the voltage amplitude, reduce the signal decay and finally enhance the propagation speed of neural signal.

The effect of the mutual inductance upon the propagation of the action potential is shown in Figure 8(c). A sine wave current pulse is applied on $C_1$ of stage 6 to mimic the generation of an action potential. The voltage waveforms on $C_1$ of stage 6 and stage 5 are compared when the mutual inductance is positive (opposite spiraling orientations) and negative (same spiraling orientations). This mutual inductance only has a minor effect on the voltage of stage 6, but affects the voltage of stage 5 a lot. The voltage of positive mutual inductance is higher than that of negative mutual inductance. Meanwhile, the positive mutual inductance can guarantee a same voltage polarity between the anterior and posterior stage, which can make the activation of the action potential on the posterior stage earlier. But the negative mutual inductance may induce a polarity reversing. As shown in Figure 8(c), the voltage on stage 6 has a positive-first polarity while the voltage for negative mutual inductance on stage 5 has a negative-first polarity, which will delay the activation of action potential.

b. Frequency modulated signal decay

Another effect induced by myelin sheaths upon the neural signal propagation is the frequency modulated signal decay. Considering the same situation as shown in Figure 9(a), an action
potential is activated on the stage 6, the voltage waveforms on \( C_1 \) of each stage are shown in Figure 9(a). The voltage amplitude reaches maximum on stage 6 and gradually decay for the stages farther from stage 6. In this circuit, the decay constant \( \lambda \) is defined as the voltage ratio between the anterior and posterior stages:

\[
\lambda = \frac{V_{\text{stage5}}}{V_{\text{stage6}}}
\]

This decay constant \( \lambda \) is determined by the frequency of the input signal. A detailed circuit analysis can be found in Supplement S6. A simple conclusion drawn from the circuit analysis is that the decay constant \( \lambda \) reaches maximum at the resonance frequency of each stage, meaning a minimum signal decay. This conclusion is also confirmed by modeling as shown in Figure 9(b)-(d). The voltage amplitudes of each stage with different input frequency is shown in Figure 9(b). For the curve of 2 kHz, which is the resonance frequency set for each stage, the response voltage has the maximum amplitude and minimum decay. In Figure 9(c), the voltage-frequency curves of stage 5 and stage 6 are shown. These two curves all exhibit a parallel RLC circuit characteristic, which is similar to the result in Figure 7(d). Then calculate the decay constant \( \lambda \) in Figure 9(d). As can be seen, \( \lambda \) reaches maximum at the frequency very close to resonance frequency set for modelling, which is 2 kHz. But there is still a slight frequency mismatch. This is because the resonance frequency set for modelling is calculated by the equation:

\[
f = \frac{1}{2\pi\sqrt{LC_1}}
\]

However, the actual resonance frequency is also affected by factors such as \( C_2 \), other resistors and mutual inductance. So the frequency with maximum \( \lambda \) has a certain shift with 2 kHz. In this case, the actual resonance frequency is 1500 Hz. It means the action potential can propagate with a minimum decay when its major frequency is at 1500 Hz. Or in other words, the growth of the myelin will fit the major frequency of the action potential to realize a minimum signal decay.

In summary, the myelin sheath can enhance the propagation of neural signal by two mechanisms. The opposite spiraling orientations of adjacent myelin sheaths can induce a positive mutual inductance to increase the coupling between the anterior and posterior nodes of Ranvier, enhancing the propagation speed of action potential. The myelin will grow to a certain length and thickness to make the resonance frequency of the axon the same as the major frequency of the action potential, minimizing the signal decay along the axon to enhance the propagation speed of action potential. Surely, as a direct prediction, there should be a magnetic field accompany with the electric signal of the action potential. This magnetic field with action potential has been measured for more than half century (39-52).

**Effect of myelin on magnetic nerve stimulations**

Since the myelin sheath is an inductor in our theory, an external applied magnetic field can also generate inductive current within the myelin sheath and further generate voltage on the node of Ranvier to activate action potential. An illustrative drawing of this electromagnetic induction is shown in Figure 10(a). When a magnetic field is applied along the longitudinal direction of the axon, the inductive current on the anterior and posterior myelin sheaths will flow in opposite directions because of their opposite spiraling orientations. So the inductive potential on these two myelin sheaths will have opposite polarities. Since the outside terminals of these two myelin sheaths are connected, these two inductive potential will cancel with each other and finally, only
their potential difference can be coupled onto the node of Ranvier in between. This phenomenon can be modeled by the circuit as shown in Figure 10(b). The inductive potential can be modeled as a voltage source connected in series with the inductor. Here only stage 5 and 6 are used for a simple demonstration. The voltage source of these two stages will be applied with sine wave current pulse of opposite polarities. The amplitudes of these two voltage sources are $V_1$ and $V_2$ for stage 5 and 6, respectively.

The difference between $V_1$ and $V_2$ is $\Delta V$:

$$\Delta V = V_1 - V_1;$$

The voltage on $C_1$ of stage 6, which is the node of Ranvier between two myelin sheaths of stage 5 and 6, by increasing $\Delta V$ is shown in Figure 10(c). As can be seen, the voltage on $C_1$ is proportional to $\Delta V$. When there is no potential difference, the voltage on $C_1$ is also zero.

Since the inductive potential on the myelin sheath is proportional to the amplitude of the magnetic field component in the longitudinal direction of the axon, the voltage difference between two adjacent myelin sheaths is proportional to the amplitude difference of this magnetic field, which is the spatial gradient along the axon. It means, it is the spatial gradient, not the amplitude, of the magnetic field actually taking effect for magnetic nerve stimulation. This phenomenon is validated by previous study (53,54) and now can be explained by our theory. In normal condition when a coil is positioned near a straight axon, the gradient of the magnetic field along the axon is very low. It explains why the current required for magnetic field stimulation is so high (53).

A more detailed analysis for nerves with different bending angles in magnetic stimulations is shown in Figure 11. Here only consider the situation when the magnetic field is along the axon. When the axon is straight (Figure 11(a)), the inductive potentials of the two near location are denoted as $V_1$ and $V_2$. Since the magnetic field is along the axon, these two potential are all proportional to the amplitude of the magnetic field. Their difference is proportional to the gradient of the magnetic field:

$$\Delta V \propto \left| \frac{dH}{dx} \right|$$

The direction along the axon is set as $x$ axis.

When part of the axon is bent with an angle $\theta$ as shown in Figure 11(b), the inductive potential $V_2$ will change as:

$$V_2 \propto H \times \cos \theta$$

Generally, $V_2$ will decrease since $\cos \theta \leq 1$, and $\Delta V$, the difference between $V_1$ and $V_2$, will increase, lowering the threshold current required for magnetic nerve stimulation. When the bending angle $\theta = 90^\circ$ as shown in Figure 11(c), $V_2=0$. Then the voltage difference $\Delta V = V_1$, which is the theoretically maximum value can be achieved. In this situation, the current required for magnetic stimulation will be the minimum. The analysis results for these three situations in Figure 11 are exactly the experimental observations in previous study (54). Now all these phenomena can be theoretically explained in our theory.

Moreover, another case demonstration in Figure 12 shows how our theory predicts an exact experiment observation in previous study (54). It was observed that there will be two stimulation points when a straight nerve is placed above the coil with a figure of eight shape. Figure 12(a)
shows the experiment configuration. A straight nerve along the x axis is placed above the coil and the current directions in two circles are anticlockwise and clockwise, respectively. Two yellow points refer to the two stimulation points. The magnetic field gradient along x axis, \( \frac{dH}{dx} \), in x-z plane when y deviates a bit from zero point, is shown in Figure 12(b). As can be seen, there will be two peaks, corresponding to the two stimulation points observed in previous study. It needs to be emphasized that the magnetic field along x axis is always zero when \( y=0 \), because of the perfect symmetric coil shape used in our modelling. The magnetic field along x axis generated by two circles will completed balance with each other. However, this situation will never happen in real experiment since the coils shape will never be perfectly symmetric and the nerve has a certain volume.

Since the coil structure is the main factor to enable the magnetic nerve stimulations, as a direct prediction, unmyelinated nerves and other excitable membranes such as muscle fibers will be very difficult to be stimulated by magnetic field. It is reported that C-fibers and cardiac nerve (unmyelinated nerve fiber) are hard to be stimulated by magnetostimulation \((55,56)\), which can be an evidence to support this prediction.

Based on the above explanation, it is clearly shown that the coil structure of myelin sheath can generate an inductive reactance to realize an energy conversion between electric field and magnetic field. In perspective of circuit, myelin sheath should be considered as a real inductor, which can generate magnetic field from electric current and sense magnetic field by generating inductive current. However, based on the equation of the resonance frequency:

\[
f = \frac{1}{2\pi\sqrt{LC}}
\]

This inductance will be a huge value, can be as high as several Henry (H), when we consider the cell membrane capacitance as a reasonable value, which is of nF level, and the measured resonance frequency \( f \) is at kHz level. This huge inductor has been measured in the original paper of H-H model \((2)\) and Cole’s early stage results \((3)\). Apparently, the myelin sheath, which is a microscale object, cannot provide such a huge inductance. Thus, there should be another mechanism to provide this huge inductance. Actually, this huge inductor is not a real one, but an equivalent one. It is induced by the piezoelectric effect of the plasma membrane. This piezoelectric effect is illustrated in Figure 13.

### B. Piezoelectric effect of plasma membrane

The plasma membrane is of a lipid bilayer structure as shown in Figure 13(a). The lipid molecules are polar molecules, with positive tails toward the center and negative tails toward the extra- and intracellular fluid (shown as the + and - signs) \((57)\). Then when an external electric field is applied onto this lipid bilayer membrane, the two layers will have opposite deformations as shown in Figure 13(c). When the electric field is top positive and bottom negative (shown in (c-i)), the top layer will be stretched and bottom layer will be compressed. When the electric field is top negative and bottom positive (shown in (c-ii)), the top layer will be compressed and bottom layer will be stretched. Here in the Figure 13(c), only axial deformation is depicted. However, the actual deformation will happen along all directions, resulting in a change of the surface tension. This surface tension can be measured not only in axons, but also in any cells with such lipid bilayer membranes \((58-60)\). On the other hand, a surface tension applied upon the lipid bilayer membrane can also change its electrostatic potential \((61)\) and polarity \((62)\).
This phenomenon is called piezoelectric effect in MEMS (Microelectromechanical systems). The equivalent circuit of this piezoelectric layer is shown in Figure 13(b) (63). In the right branch, \( C_P \) is the capacitance of the cell membrane, determined by its area, thickness and dielectric constant. Then in the left branch, the three parameters, \( L, \ C, \) and \( R \), are just modelling parameters to fit the experiment result. They don't have exact physical meanings. Here the value of \( C \) must be much smaller than \( C_P \).

As can be seen, there will be an inductor in the equivalent circuit. Meanwhile, the circuit configuration is exactly the same as the simplified circuit shown in Figure 1. The value of the inductance is determined by the capacitance of the cell membrane \( C_P \) and the resonance frequency \( f \). The resonance frequency is determined by the mechanical structure of the cell membrane. Considering the cell membrane is very thin and soft, it can be modeled as a very long, very thin and very soft beam, which has a very low mechanical resonance frequency. In our previous experiment on myelinated nerves, this resonance frequency is between 1k to 2k Hz. In Cole’s early experiment on giant squid axon, which is a non-myelinated, this resonance frequency is around 300 Hz. Now it is easy to comprehend why the resonance frequency is so low. With this very low resonance frequency, a huge inductor in the circuit is inevitable, since it is just an equivalent inductor to fit the experiment result. This equivalent inductor will not induce any magnetic field, but introduce a mechanical surface stress.

Then as an easy prediction, this mechanical stress can also be measured as a mechanical wave, which is accompany with the propagation of the action potential. This prediction was also made by Kenneth S. Cole at 1941 (64) after he measured the huge inductance in squid giant axon (3). Even without any evidence at that time, Cole still believe it is the piezoelectric effect of plasma membrane to introduce this huge inductance. Since this mechanical wave is directly induced by the electric signal, it also has the same propagation speed as the electric signal of the action potential. This mechanical wave has been measured and studied for more than 10 years (36) and to be observed with not only exactly the same speed but also the same phase with the action potential (65). An alternative theory, called soliton theory, was developed based on the observation of this mechanical wave. Based on the calculation of soliton theory, the propagation speed of the mechanical wave will be close to the action potential. However, after understanding the physical mechanism to generate this mechanical wave, we can immediately know this even without any calculation.

Moreover, this piezoelectric effect of the plasma membrane also explains the mechanism of acoustic nerve stimulation. Previous, there are several different possible mechanisms were proposed to explain why ultrasound can stimulate the nerve (66). Now since the cell membrane is a piezoelectric film, the surface stress can be generated by applying electric field, and on the other hand, the surface stress can also generate electric field. The external applied acoustic wave can introduce this surface stress and then generate a voltage on the plasma membrane to activate the ion channels. This mechanism is totally the same as that of the electric stimulation. The only difference is that, this voltage on the plasma membrane is not induced by electrical coupling but by piezoelectric effect.

In summary, with the understanding of the inductance of myelin sheaths and the piezoelectric effect of the plasma membrane, a series of phenomena can be well explained. Meanwhile, a new explanation of the function of myelin can directly be obtained from this theory. Most importantly, it provides a comprehensive understanding of the nature of the neural signal: the neural signal is a combination of electric, magnetic and mechanical signals.
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Fig. 1. The stimulus artifacts in EMG recording from electrical stimulation of the cortical and pelvic nerve can be fitted by the voltage response of a parallel RLC circuit. (a) An EMG signal sample of the cortical stimulation; (b) The detailed analysis of the stimulus artifact: the recorded stimulus artifact is the red curve, the applied current is the blue curve and the voltage response of the parallel RLC circuit by modelling is the green curve; (c) An EMG signal sample of the pelvic nerve stimulation; (d) The detailed analysis of the stimulus artifact: the recorded stimulus artifact is the red curve, the applied current is the blue curve and the voltage response of the parallel RLC circuit by modelling is the green curve; (e) The circuit configuration of the parallel RLC circuit used for modelling.
Fig. 2. Experimental measurement and modelling (notation -i and –ii, respectively) of the stimulus artifact of cortical stimulation (a to c) and pelvic nerve stimulation (d to f) with different current waveforms and SPPW. (a-c) Cortical stimulation and modelling results: (a) positive monophasic square wave, (b) negative monophasic square wave and (c) positive-first biphasic square wave; (d-f) Pelvic nerve stimulation and modelling results: (d) positive monophasic square wave, (e) negative monophasic square wave and (f) positive-first biphasic square wave; (i) left figures refer to the measured data, (ii) right figures refer to the modelling results. The modelling results match well with the measurement data, validating the parallel RLC circuit used in this study.
Fig. 3. EMG recording of cortical stimulation by applying negative monophasic square current pulses of (a) 300 µA and (b) 500 µA: (i) The complete EMG data including the stimulus artifacts and EMG signal; (ii) detailed stimulus artifacts; (iii) detailed EMG signals, inset figure shows the voltage amplitude of EMG signals with SPPW.
Fig. 4. EMG recording of pelvic nerve stimulation by applying (a-i) positive monophasic, (a-ii) negative monophasic and (a-iii) positive-first biphasic square current pulses of 70 µA; (b) The voltage amplitude of EMG signals of three waveforms with SPPW.

Fig. 5. Derivation of the Strength–duration relationship. (a) Illustrative voltage waveforms generated by negative monophasic square waveform current; (b-i) The threshold current amplitude ($I_{th}$) decreases as the SPPW increases in a nonlinear fashion; (b-ii) The relationship between threshold charge ($Q_{th}$) and SPPW is linear; (c-i) The relationship between the threshold current amplitude ($I_{th}$) and the SPPW for different current waveforms; (c-ii) The relationship between threshold charge ($Q_{th}$) and SPPW for different current waveforms.
Fig. 6. The equivalent neural circuit of axons by considering the myelin sheaths as inductors. (a) 3D illustration of the biological structure of a myelinated axon segment; (b) the cross-sectional view of the axon segment with the equivalent circuit model; (c) the equivalent circuit cascade of a myelinated axon; (d) the equivalent cascaded circuit network of multiple axons.

Fig. 7. Circuit analysis showing the lumped-parameter circuit can used as simplification of the distributed-parameter neural circuit. (a) A circuit cascade with 11 stages for modeling; (b) The
voltage waveforms on $C_1$ of each stage, showing a gradual change of the amplitude the polarity reversing; (c) The simplified lumped-parameter circuit proposed in previous experimental analysis; (d) The frequency response curve of the voltage amplitude on $C_1$ of the stage 4 in (a) and (c).

![Circuit Diagram](image1)

**Fig. 8.** Circuit analysis showing the opposite wrapping orientations of adjacent myelin sheaths can enhance the signal propagation speed. (a) A circuit cascade with 11 stages for modeling, the current source for applying a sine wave current pulse is connected on $C_1$ of stage 6 to mimic the activation of an action potential; (b) Illustrative plotting of the mutual inductance between adjacent myelin sheaths; (c) Comparison of the voltage waveforms on $C_1$ of stage 5 and 6 with positive and negative mutual inductance.

![Circuit Diagram](image2)

**Fig. 9.** Circuit analysis showing myelin sheaths can minimize the spatial decay of the neural signal and enhance the propagation speed. (a) Voltage waveforms on $C_1$ of each stage when an action potential is activated on stage 6, the circuit for modeling is shown in Figure 8(a); (b) The amplitude...
of the voltage waveform on each stage with different frequency of the applied sine wave current pulse applied on stage 6; (c) The voltage-frequency curve on \( C_1 \) of stage 6 and stage 5; (d) the curve of decay constant \( \lambda = \frac{V_{\text{stage5}}}{V_{\text{stage6}}} \) with respect to frequency.

\[ \text{Fig. 10. Circuit analysis showing the spatial gradient of the magnetic field determines the result of the magnetic nerve stimulation. (a) Illustrative drawing of the inductive current on adjacent myelin sheaths by external applied magnetic field; (b) Equivalent circuit with voltage sources connected to adjacent stages; (c) The voltage on } C_1 \text{ of stage 6, representing the voltage on the node of Ranvier between two myelin sheath, by increasing the voltage difference between two stages.} \]
Fig. 11. A detailed analysis of magnetic nerve stimulation with different axon bending angles. (a) The axon is straight; (b) The axon is bent with angle \( \theta \); (c) The bending angle \( \theta = 90^\circ \).

Fig. 12. Modelling of magnetic field nerve stimulation by a figure of eight coil. (a) 3D illustrative drawing showing that a straight nerve along x axis is placed above a figure of eight coil, the current directions in two circles are anticlockwise and clockwise, respectively; (b) The modelling result of \( \left| \frac{dH}{dx} \right| \), the gradient of the magnetic field component along x axis, in x-z plane, showing two peaks corresponding to the two stimulation points observed in previous study (25).
Fig. 13. Illustration of the piezoelectric effect of the lipid bilayer structure of the cell membrane.

Table 1. Modelling parameters

| No. | $R_1$(Ω) | $R_2$(Ω) | $R_3$(Ω) | C(F) | L(H)   |
|-----|---------|---------|---------|-----|-------|
| 2-(a) | 2000   | 1350   | 500     | 10n | 0.1464 |
| 2-(b) | 3701   | 350    | 500     | 10n | 0.1464 |
| 2-(c) | 9000   | 1350   | 500     | 10n | 0.2326 |
| 2-(d) | 80000  | 300    | 1700    | 18n | 0.1086 |
| 2-(e) | 2656   | 1800   | 800     | 18n | 0.0813 |
| 3-(f) | 2656   | 1800   | 800     | 18n | 0.0813 |
| 8-(b) | 16579  | 100    | 3000    | 12n | 2.1109 |