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Abstract

Neural architecture search can discover neural networks with good performance, and One-Shot approaches are prevalent. One-Shot approaches typically require a supernet with weight sharing and predictors that predict the performance of architecture. However, the previous methods take much time to generate performance predictors thus are inefficient. To this end, we propose FOX-NAS that consists of fast and explainable predictors based on simulated annealing and multivariate regression. Our method is quantization-friendly and can be efficiently deployed to the edge. The experiments on different hardware show that FOX-NAS models outperform some other popular neural network architectures. For example, FOX-NAS matches MobileNetV2 and EfficientNet-Lite0 accuracy with 240% and 40% less latency on the edge CPU. Search code and pre-trained models are released at https://github.com/great8nctu/FOX-NAS.

1. Introduction

Deep learning has been applied in various fields in the past decade, including image classification [21,23], object detection [6,18], semantic segmentation [15,19], and natural language processing [22,26]. Many exemplary architectures have been proposed in image classification. For example, AlexNet [12] and VGGNet [21] showed that the depth of convolutional neural networks is vital for achieving higher performance; ResNet [7] showed that identity-based skip connections are suitable for training deep neural networks; MobileNet [8,9,20] proposed the depthwise separable convolutions to build a lightweight model for edge devices.

With the success of deep neural nets, the demand for deploying deep learning algorithms to the edge rises rapidly. Compared with cloud platforms, edge devices have the advantages of low cost, energy-saving, but with limited computation resources. Quantization [11] is an essential technique to make the neural network run more efficiently on edge devices. Previous works [10,20,28] address the issues and handcraft edge-friendly models. However, since there are infinite candidate neural architectures, it is inefficient to find the optimal model relying on the manual trial and error method. As a result, neural architecture search (NAS) is proposed to find the optimal model architecture more efficiently using machine learning.

Neural architecture search is a technique for finding the optimal network architecture based on the search goal in the search space. The search goal can be accuracy, inference time, or any user-defined constraint. The most naïve method is to exhaustedly instance models with different architectures from the search space and then train each model to estimate its performance. Since there are countless permutations and combinations of architectures and it is unlikely to train every candidate model, methods based on reinforcement learning [24,29,30] were proposed to do NAS. More NAS methods that effectively reduce the requiring time for NAS were then proposed. For example, Progressive NAS [13] uses the sequential model-based optimization (SMBO) method as the search strategy; AmoebaNet [17] proposed using the evolutionary algorithm to find the optimal network architecture. However, these NAS methods
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Recently, One-Shot NAS has been proposed to make NAS more efficient and effective. For example, ENAS [16] proposed to use the method of sharing weight in the training process of searching an architecture, so that the search time can be reduced to 16 GPU hours; DARTS [14] proposed an algorithm of gradient based optimization for differentiable NAS; ProxylessNAS [2] proposed an effective solution that can directly search the architectures for large-scale datasets and target hardware platforms. Additionally, Once-for-All [1] proposed a method that is different from the previous NAS. They decouple the training of the supernet from the architecture search and directly get a specialized subnet by selecting from the well-trained supernet without retraining. After the supernet training is completed, subnets are randomly sampled from the supernet to measure the performance, and then these data are used to do the architecture search. However, training the predictor required by the architecture search is time-consuming.

In this work, we propose a novel method for NAS named FOX-NAS, which has the advantages of being fast, on-device, and explainable. We continue the previous method [1] and reduce the time required for architecture search to complete the architecture search process directly on edge devices, as shown in Figure 1.

The contribution of this work has four aspects:

1) We adopt multivariate regression analysis as our predictors that reduce the time and data than the deep learning approach. In addition, the results of the parameters are explainable and controllable, which allows us to optimize the model for a variety of objectives, e.g., power consumption, accuracy, latency.

2) We use simulated annealing as our search algorithm, which can complete the search within 1 minute and avoid suboptimal network structures.

3) We design quantization-friendly search spaces that adapt for CPU and TPU so that the resulting models are easily deployed to edge devices.

4) Our extensive experiments are shown in Table 1 demonstrating that the architecture we found is 4.2% higher than MobileNetV3-small [8] under the same latency, and in the edge TPU environment, the accuracy of our model is also higher than MobileNetEdgeTPU.

2. Preliminaries

NAS can be divided into three parts: search space, search strategy, and performance estimation.

Search Space. Since there are infinite combinations of neural network architectures, we first need to define the architecture’s scope, called search space. In image classification, the backbone of the convolution model architecture, such as ResNet [7], MobileNet [8,20], is used most frequently in NAS. In this work, we also adopt MobileNetV3 [8] as our backbone with quantization-friendly modules (e.g., change the activation function to ReLU6).

Search Strategy. The search strategy is a key to an optimal network search since the search space is enormous (approximately $4 \times 10^{22}$ in this work). In previous work, they used reinforcement learning [24, 29, 30], SMBO [13], and the evolution algorithm [17]. In this work, to avoid the local optimal solutions, we use the simulated annealing algorithm as our search strategy. Compared with other search strategies, simulated annealing has a higher probability of finding the global optimal solution. Moreover, coupled with the guidance of multivariate regression analysis, we can find the optimal solution more quickly.

Performance Estimation. We evaluate the performance of the architectures sampled by the search strategy to find the optimal network architecture. However, this is infeasible, especially when the search space and target dataset are large. Therefore, proxy tasks (e.g., CIFAR-10) are often used to evaluate neural architecture performance. However, the optimal neural architectures found on the proxy tasks are not guaranteed to be the optimal architecture found in the target task [2]. Once-for-all [1] proposed using a neural network to generate accuracy and latency predictors, and it took 40 GPU hours to collect data. In this work, we propose to use multivariate regression to generate predictors, which can collect enough data for training in just 3.5 GPU hours.

3. Method

3.1. Problem Statement

Given a targeted latency on the specific hardware, we aim to find an optimal neural network, based on the neural architecture search (NAS) techniques, with the highest accuracy while meeting the constraints. Figure 2 is our flow chart.

3.2. Search Space

Regarding the famous CNN model architectures [8,20], we also divide the CNN model into a sequence of units, and we have three types of CNN units, as shown in Figure 3. To make its operations faster and more efficient for different hardware, we design two different search spaces and replace the activation function with ReLU6 to make our neural architecture have the advantage of being quantization-friendly. We use the results of multivariate regression analysis, which allowed us to explain the impact of each control parameter on the performance of a neural network.

Search Space for CPU. The CPU-like hardware uses the first and second types of CNN units, as shown in Fig-
| Model              | Search Strategy     | Search Space | Performance Estimation Strategy          | Training Cost (GPU hours) | Search Cost (GPU hours) |
|--------------------|---------------------|--------------|------------------------------------------|---------------------------|-------------------------|
| NASNet [30]        | Reinforcement learning | arch         | Train and evaluate                       | 48000N                    |                         |
| MnasNet [24]       | Reinforcement learning | arch         | Train and evaluate                       | 40000N                    |                         |
| AmoebaNet [17]     | Evolution algorithm  | arch         | Train and evaluate                       | 75600N                    |                         |
| DARTS [14]         | Gradient optimization | arch         | Train and evaluate                       | 250N, 96N                 |                         |
| ProxylessNAS [2]   | Gradient optimization | arch         | Train and evaluate                       | 300N, 200N                |                         |
| Once-for-All [1]   | Supernet/Evolution algorithm | arch         | Performance predictor                    | 1200 + 40, 0             |                         |
| FBNetV3 [4]        | Supernet/NARS       | arch/recipe  | Performance predictor                    | 10700, 0                  |                         |
| FOX-NAS            | Supernet/Simulated annealing | Quantization friendly arch | Explainable performance predictor | 1200 + 3.5, 0           |                         |

Table 1. The search method comparison between FOX-NAS and the state-of-the-art NAS on ImageNet. We propose new methods in all three parts of NAS. FOX-NAS only needs to train the supernet once, which takes 1200 GPU hours, and then it only takes 3.5 hours to train performance predictors.

Figure 2. Flowchart of FOX-NAS. We collect data of subnet information from our quantization-friendly supernet first, then use multivariate regression to generate performance predictors, and then use the simulated annealing algorithm to find the optimal neural network architecture. After quantized the searched subnet into 8-bit integer format, it can directly deploy the subnet to the specific edge device.

Figure 3. CNN units. FOX-NAS has three CNN units for different hardware.

Figure 2a and Figure 2b. The memory access and computation of CPU-like hardware are expensive, so the separable convolution is needed to reduce the computation of CNN. Therefore, we refer to the backbone of MobileNetV3 [8] and the supernet of Once-for-All [1]. Table 2 lists the candidate of all the architecture parameters in our search space. We found that the number of channels of the previous units significantly impacted the latency on the CPU-like hardware through the multivariate regression analysis. As a result, when designing the search space, we set the minimum expansion ratio to 2 while making more choices for our subnet. In addition, to find the subnet with a broader accuracy range, our input image size is changed from $128 \times 128$ to $320 \times 320$. Finally, we adopt the quantization-
The adjustable architecture parameters of the search space include image size, kernel size, expansion ratio, depth, and type of CNN unit.

| Search Space      | CPU Back | TPU Back |
|-------------------|----------|----------|
| Image Size Candidate | 128~320 | 128~320 |
| Kernel Size Candidate | 3, 5, 7 | 3 |
| Expansion Ratio Candidate | 2, 3, 4, 6 | 4, 6, 8 |
| Depth Candidate | 2, 3 | 3, 4, 5 |
| Type of CNN Unit | 1, 2 | 2, 3 |

Table 2. FOX-NAS has two search spaces for different hardware. The adjustable architecture parameters of the search space include image size, kernel size, expansion ratio, depth, and type of CNN unit.

3.3. Performance Prediction Based on Multivariate Regression

Multivariate regression analysis is a machine learning algorithm based on supervised learning, which can analyze multiple variables (e.g., the impact of each layer’s kernel size and expansion ratio on performance). We adopt multivariate regression to generate performance predictors. This method is not data-hungry, and it is fast and explainable. Compared with the method based on deep learning, multivariate regression analysis can better understand the effect of each variable on the results and create promising predictors with much fewer data. Furthermore, the results of multivariate regression analysis make the parameters of a network architecture explainable, which provides a hint of twisting the architecture for target constraints. We trained a total of 7 predictors for different image sizes, and each predictor only needs 300 pieces of data to train. Using a consumer-level GPU only takes 3.5 GPU hours (the previous method needs to collect 16K data, a total of 40 GPU hours \[ \text{[1]} \]). To collect the training data for multivariate regression, we first randomly sample different sub-networks from the super-network and record their network architectures, characterized by 25 variables, including the number of layers, widths, and kernel sizes. We then use 50K validation data to measure the accuracy of each sub-network. Meanwhile, we run each sub-network on the target hardware to collect the latency data.

Assuming that the estimated multivariate linear regression model is:

\[
\hat{Y} = \beta_0 + \beta_1 X_1 + \beta_2 X_2 + \ldots + \beta_k X_k \tag{1}
\]

\( \beta_i \) are slope parameters or called correlation coefficients, representing the impact of the variable, \( Y \) is the dependent variable, \( X_j \) are independent variables, the symbol \( \wedge \) indicates an estimate for the variables. Moreover, taking our CPU search space as an example, the performance prediction model equation can be expressed as follows:

\[
\text{Perf.} = \beta_0 + \beta_{D_j} D_j + \beta_{E_{avg}^1} E_{avg}^1 + \beta_{K_{avg}^1} K_{avg}^1 + \beta_{E_{avg}^1 \cdot E_{avg}^1} E_{avg}^1 \cdot E_{avg}^1 + \beta_{K_{avg}^1 \cdot K_{avg}^1} K_{avg}^1 \cdot K_{avg}^1 + \beta_{D_j \cdot E_{avg}^1} D_j \cdot E_{avg}^1 + \beta_{D_j \cdot K_{avg}^1} D_j \cdot K_{avg}^1 + \beta_{D_j \cdot D_j} D_j \cdot D_j + \ldots + \beta_{K_{avg}^m \cdot K_{avg}^m} K_{avg}^m \cdot K_{avg}^m \cdot D_m \tag{2}
\]

FOX-NAS-CPU has five types of CNN units with different input channels, so \( m \) equals 5 in this case. \( j \) represents the type of CNN units, \( D_j \) are the number of depth of each CNN unit, \( E_{avg}^j \) are the average expansion ratio of each CNN unit, \( K_{avg}^j \) are the average kernel size of each CNN unit, \( E_{total}^j \) and \( K_{total}^j \) are the expand ratio and kernel size of each CNN unit with different input and output channels, \( E_{total}^j \) are the total number of expansion ratio of each CNN unit, and \( E_{total}^j \cdot D_j \) and \( K_{avg}^j \cdot D_j \) represent the interaction between total expansion ratio and number of depth of each CNN unit and the interaction between the average kernel size and number of depth of each CNN unit, respectively.

In addition, we can analyze and explain our neural network architecture through some statistics. \( S_{\beta_i} \) are the standard deviation of estimate coefficients \( \hat{\beta}_i \), called the standard error. The t-value is a commonly used statistic, and its formula is as follows:

\[
t = \frac{\hat{\beta}_i}{S_{\beta_i}} \tag{3}
\]

The p-value is the probability density value \( \geq t \) value under the T-distribution, representing whether the impact of the variable on the output variable is highly correlated. For example, the p-value less than 0.05 indicates that the
variable is highly correlated with the output variable. In addition, we can look up the t-value in the T-distribution table with the given degrees of freedom to get the p-value. The $R^2$ value measures the percentage of the variation in $Y$ being explained by the fitted regression model. Thus, the larger the $R^2$ value, the better the fit of the regression model, and its formula is as follows:

$$TSS = \sum_{i=1}^{n} (Y_i - \bar{Y})^2$$

$$SSE = \sum_{i=1}^{n} (Y_i - \hat{Y}_i)^2$$

$$R^2 = 1 - \frac{SSE}{TSS}$$

$TSS$ is the total sum of squares, $SSE$ is sum of squares errors, $\bar{Y}$ is the mean of $Y$. When adding more independent variables, $R^2$ will be larger, showing an overestimation phenomenon. Adjusted $R^2$ has been adjusted in degrees of freedom to avoid the expansion, and its formula is as follows:

$$R^2_{adj} = 1 - \frac{SSE \times (n - 1)}{TSS \times (n - k)}$$

$n$ is the number of collected data, $k$ is the number of correlation coefficients. The adjusted $R^2$ value of the regression model we generate can reach above 92, indicating that our predictor is accurate. The variables in the predictor are highly correlated and explainable, so we can more effectively control performance by adjusting the architecture parameters.

When an optimal subnet is proposed from our predictors, we can further twist the architecture to make the performance of the subnet meet our target constraint since the impact of each architecture parameter on the subnet performance is explainable. We choose the architecture parameter with a sufficiently small p-value and then compare the correlation coefficients of the parameter to make a precise and efficient adjustment based on the target constraint.

For example, suppose that the latency constraint we set is 60 ms, but the subnet we found through the predictor is 60.3 ms, which exceeds the constraint of 0.3 ms. We need to adjust the parameters of this subnet architecture manually. Suppose we find the p-value of $E_{1}^{avg}$ is close to 0 in both the accuracy and latency predictors, which means that the impact of $E_{1}^{avg}$ on the performance is highly correlated. Moreover, suppose the correlation coefficients $\beta$ of $E_{1}^{avg}$ is very small in the accuracy predictor, which means that $E_{1}^{avg}$ only has little impact on accuracy. Suppose the $\hat{\beta}$ of $E_{1}^{avg}$ is 0.4 in the latency predictor, which means that the latency can be reduced by 0.4 ms when $E_{1}^{avg}$ is reduced by 1. As a result, we can manually twist $E_{1}^{avg}$ to achieve the target latency.

Figure 4a shows the residual plot of our accuracy predictor. A fitted value $\hat{Y}$ is the model’s prediction of the response value when we input the values of the predictor. The residuals $e$ are equal to the difference between the ground truth and the fitted value:

$$e = Y - \hat{Y}$$

The normal quantile-quantile plot is used to evaluate whether our residuals are normally distributed. Figure 4b shows our normal Q-Q plot. These analysis graphs represent the high reliability of our model.

### 3.4. Search Strategy Based on Simulated Annealing

Simulated annealing is an algorithm based on probability to find the optimal solution under the objective function. It is usually used when the search space is discrete. Because it can accept unsatisfactory results during the search process, it can find the global optimal solution rather than the local optimal solution compared to other algorithms, as shown in Figure 5.

We use simulated annealing as our search strategy. As shown in Figure 4, we can find the optimal neural architecture in one minute after using multivariate regression to generate the performance predictors, combined with the simulated annealing algorithm. The simulated annealing method we used is summarized in Algorithm 1. Under the constraint of computational resources, we use the guidance of multivariate regression analysis to the sample neural architecture, aiming to find the neural architecture with the best
When we find the local maximum, if the local maximum is far away from the global maximum, we need to go through a period of inferior results before we can find the global maximum solution. The simulated annealing algorithm accepts unsatisfactory results, so it has a higher probability of finding the global maximum than the local maximum compared to other algorithms.

In the process of searching based on simulated annealing, we accept the neural architectures with inferior performance, but as the number of architectures searched increases, we reduce the acceptance of unsatisfactory architectures until the algorithm converges. This is also a feature of simulated annealing, which has the advantage of a higher probability of finding the global optimal solution.

With the guidance of multivariate regression analysis, we can find the optimal model more quickly. We give each architecture parameter a weight, representing the probability of selecting this parameter when sampling a subnet architecture. In the original method, the weight of each parameter is 1, which means that the probability of selecting each parameter is equal. However, through multivariate regression analysis, we know the impact of each architecture parameter on the performance of the subnet. Accordingly, in the search process, we have two sets of weights. In the early stage of the search, we use the first set of weights, which are very large for a few architecture parameters. The purpose is to find a preliminary solution first. Then we change to the second set of weights, which are almost the same for all architecture parameters, to find the global optimal solution. The related experimental results and analysis are in Section 4.2.

4. Experiments

In this section, we compare FOX-NAS on different hardware with some popular neural networks. In addition, we compare the performance of FOX-NAS with different backbones on different hardware. Finally, there is a performance comparison between different search methods. Our experiment is performed on image classification using ImageNet.

4.1. Comparison of Model Performance with Different Hardware and Constraints

We compare the performance of the models on different hardware, including cloud GPU, edge TPU, and edge CPU. In the experiment on GPU, the latency is measured with batch size 64 and 32-bit floating-point format on Nvidia 2080Ti with Pytorch 1.8.1 + CUDA 11.0. As for edge CPU and edge TPU, we use the quantization tool of Tensorflow.
Table 3. Comparison with popular models on Nvidia 2080Ti GPU. On the Nvidia 2080Ti GPU, FOX-NAS can achieve the best accuracy under the three different latency constraints.

2, and the latency is measured with batch size 1 and 8-bit unsigned integer format on the Raspberry pi 4 ARM Cortex-A72 CPU and Coral TPU accelerator.

**Latency Comparison on CPU.** Figure 6 shows the performance comparison between FOX-NAS and other famous and open-source integer neural network models. The hardware used for the measurement is the ARM CPU on the Raspberry Pi 4. FOX-NAS can generate subnets with an extensive accuracy range, from 76% to 66%, and each subnet performs well. Under the same accuracy level, FOX-NAS can be 240% faster than MobileNetV2 [20], 50% faster than MobileNetV3 [8], and 40% faster than EfficientNet-Lite0 [25]. Under the same latency level, FOX-NAS can be 6.4% more accurate than MobileNetV2, 4.2% more accurate than MobileNetV3, and 1.5% more accurate than EfficientNet-Lite0.

**Latency Comparison on Different Hardware.** Unlike the hardware architecture of edge CPU, architecture
such as edge TPU and cloud GPU has powerful parallel computing capabilities. Therefore, we propose different search spaces for different hardware to make the neural network operation more efficient. Figure 6 shows the performance comparison between FOX-NAS and other popular models on edge TPU. The Edge TPU Compiler version used in our experiment is 2.0.291256449. Under the same latency level, FOX-NAS is 5.8% more accurate than MobileNetV2 [20] and performs better than MobileNetEdgeTPU. Because the cache on the Coral USB TPU accelerator is small, only about 6 MB, and models over 6 MB will cause much damage to the latency, so we did not search for a larger model to evaluate.

Table 3 show the performance comparison of FOX-NAS and other models on GPU. Because the edge TPU has some restrictions on neural network models, many models cannot be directly deployed on this device. To compare with more models, we deployed FOX-NAS with TPU based search space on the GPU. Compared with the Once-for-All [1] models, FOX-NAS can achieve almost the same performance while reducing the training cost by 36.5 GPU hours. Under the same accuracy level, FOX-NAS can be 47% faster than MobileNetV3 [8] and 50% faster than FBNetV2-F3 [27].

Latency Comparison of Different Search Space on Different Hardware. It is mentioned in Section 3.2 that different hardware requires different neural network architecture designs to be more efficient. Therefore, we propose two different search spaces: CPU-based and TPU-based. Figure 7 is a comparison diagram of the latency results of running the two backbone subnets on the edge CPU and the edge TPU, respectively. The backbone of the CPU runs more efficiently on the CPU than the backbone of the TPU. On the contrary, the backbone of the TPU runs more efficiently on edge TPU. The reason is that the computing power on the CPU is the bottleneck, and the edge TPU has strong computing power, so the memory access is the bottleneck of the edge TPU.

4.2. Performance Comparison of Different Search Methods

We compare the search methods between FOX-NAS and Once-for-All [1]. In addition, we compare the performance of search using simulated annealing algorithm with or without multivariate regression analysis guidance.

Comparison of the Search Methods Between FOX-NAS and Once-for-All (OFA). Figure 8 shows the comparison between our search and OFA search method. We use multivariate regression to generate performance predictors and then use simulated annealing coupled with guidance from multivariate regression analysis as our search strategy. OFA used predictors based on the neural network and used the evolutionary algorithm as the search strategy. In this experiment, the target hardware we searched for was the ARM CPU on the Raspberry Pi 4, and OFA was the CPU on the Samsung Note 10 mobile phone. We recorded the performance predicted by FOX-NAS and OFA during the search process. OFA requires 50,000 points to finish the search, so we only selected the first 10,000 points for comparison with FOX-NAS for easy comparison. As shown in Figure 8, FOX-NAS can search for the global optimal solution more quickly. Because the simulated annealing algorithm has the property of accepting inferior search results during the search process, it has more oscillations than the evolutionary algorithm during the convergence process.

Figure 8 also compares the search performance of simulated annealing with or without multivariate regression analysis. After using the guidance of multivariate regression analysis, the simulated annealing can quickly find the global optimal solution near only a few points. In contrast, the simulated annealing search requires more points to find the global optimal solution without multivariate regression analysis.

5. Conclusion

We propose FOX-NAS, a novel neural architecture search method with fast, on-device, and explainable advantages. Unlike the previous approach, we reduced the time required to generate the performance predictors to complete in 3.5 GPU hours. Moreover, we reduced the movement steps required in the search process. Experiments on different hardware showed that the model obtained by our approach has good performance. Thus, we expect our work can reduce the cost of neural architecture search.
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