REFLECTIONLESS MEASURES FOR CALDERÓN-ZYGMUND OPERATORS.
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ABSTRACT. We study the properties of reflectionless measures for a Calderón-Zygmund operator $T$. Roughly speaking, these are measures $\mu$ for which $T(\mu)$ vanishes (in a weak sense) on the support of the measure. We describe the relationship between certain well-known problems in harmonic analysis and geometric measure theory and the classification of reflectionless measures. As an application of our theory, we give a new proof of a recent theorem of Eiderman, Nazarov, and Volberg, which states that in $\mathbb{R}^d$, the $s$-dimensional Riesz transform of a non-trivial $s$-dimensional measure is unbounded if $s \in (d - 1, d)$.

1. Introduction

Fix an integer $d \geq 2$, and let $s \in (0, d)$. For a measure $\mu$, the $s$-dimensional Calderón-Zygmund operator (CZO) $T_\mu$ is formally defined by $T_\mu(f)(x) = \int_{\mathbb{R}^d} K(x - y) f(y) d\mu(y)$, where $K$ is an $s$-dimensional CZ-kernel (that is, $K$ is odd, $K(\lambda x) = \lambda^{-s} K(x)$ for $\lambda \in (0, \infty)$, and $K$ is Hölder continuous on the unit sphere).

We are primarily interested in the connection between geometric properties of a measure, and regularity properties of a CZO, such as the following:

(†) Let $\mu$ be an $s$-dimensional measure. If $T_\mu$ is bounded in $L^2(\mu)$, then $\mu$ is the zero measure.

A measure $\mu$ is said to be $s$-dimensional if there is a constant $\Lambda > 0$ such that $\mu(B(x, r)) \leq \Lambda r^s$ for any ball $B(x, r) \subset \mathbb{R}^d$, and $\mathcal{H}^s(\text{supp}(\mu)) < \infty$. The precise meaning of the boundedness of $T_\mu$ in $L^2(\mu)$ is a rather standard one, namely that regularized CZOs associated with $T_\mu$ are bounded uniformly in terms of the regularization parameter (see Definition 3.3 below).

Our interest in this problem comes from a well-known conjecture, which predicts that the $s$-Riesz transform $K(x) = \frac{x}{|x|^{d+s}}$, $x \in \mathbb{R}^d$ has
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the property (*) if \( s \notin \mathbb{Z} \). (Simple examples show that integer dimensional Riesz transforms fail to satisfy this property.) This conjecture has been proved by Prat [Pra] in the case when \( s \in (0, 1) \), and by Eiderman, Nazarov and Volberg [ENV] if \( s \in (d - 1, d) \). The remaining cases remain open.

This conjecture remains one of the outstanding problems in the subfield of geometric measure theory that seeks to understand the regularity properties of non-integer dimensional sets. For the remainder of this paragraph, fix \( s \notin \mathbb{Z} \). In his fundamental work, Marstrand [Mar] proved that there does not exist a non-trivial measure \( \mu \) whose \( s \)-density exists \( \mu \)-almost everywhere (see Theorem 14.1 of [Mat]). More recently, the focus has shifted to attempting to understand the behaviour that one can expect from a singular integral on an arbitrary \( s \)-dimensional set. This appears to be more difficult than problems involving the existence of density, or, rather, the techniques developed thus far are less adequate. Ruiz de Villa and Tolsa [RT] (in a sequel to [Tol]) proved that, for an \( s \)-dimensional measure \( \mu \), the \( \mu \)-almost everywhere existence of the \( s \)-Riesz transform of \( \mu \) in the sense of principal value implies that \( \mu \) is zero. The property of \( L^2(\mu) \) boundedness carries (a priori) significantly less information than the existence of principal values, and all the known results (except those in [Pra, ENV]) require additional hypotheses. Vihtila [Vih] proved that if \( \mu \) is an \( s \)-dimensional measure satisfying \( \liminf_{r \to 0} \frac{\mu(B(x, r))}{r^s} > 0 \) for \( \mu \)-almost every \( x \in \mathbb{R}^d \), then the \( s \)-Riesz transform of \( \mu \) is unbounded. The lower density assumption here is essential to the argument. The behaviour of the \( s \)-Riesz transform of the Hausdorff measure restricted to a well separated, self similar, \( s \)-dimensional fractal set is also understood, see [EV, Tol2].

Our first result reduces the question of whether a CZO \( T \) has property (*) to describing the reflectionless measures associated with \( T \). These are (non-negative, non-atomic, possibly infinite) measures \( \mu \) for which \( T_\mu(1) \) (considered in a suitable weak sense) vanishes on the support of \( \mu \) (see Definition 4.2). The study of reflectionless measures is of inherent interest in harmonic analysis, see for example [MPV, TV].

**Theorem 1.1.** If the only reflectionless measure for a CZO \( T \) is the zero measure, then property (*) holds.

It is possible to deduce certain statements in the opposite direction to Theorem 1.1. For instance, if a CZO \( T \) exhibits a non-trivial compactly supported reflectionless measure with zero lower \( s \)-density, then property (*) fails. A thorough development of this idea will be taken up elsewhere.
After establishing Theorem 1.1, we move onto describing finer properties of reflectionless measures $\mu$ for general CZOs $T$. Our main result here, called the Collapse Lemma (see Section 7), roughly states that $\mu$ is porous in balls where $T_\mu(1)$ is large.

This result is in a sense optimal for a general CZO. Indeed, in the recent preprint [JN2], we observed that the two dimensional Lebesgue measure of a disc is a reflectionless measure for the CZO with kernel $K(z) = \frac{z}{z^2}$, $z \in \mathbb{C}$. This yields an example where $T_\mu(1)$ vanishes identically on a non-porous set. We remark that this observation was used in [JN2] to construct a 1-dimensional purely unrectifiable measure $\mu$ with respect to which the CZO with kernel $\frac{z}{z^2}$ is bounded in $L^2(\mu)$.

In the third part of the paper, we specialize to the case of the $s$-Riesz transform. We pose the following question regarding the structure of reflectionless measures for the $s$-Riesz transform:

**Question 1.2.** Suppose that $\mu$ is a reflectionless measure for the $s$-Riesz transform.

1. If $s \not\in \mathbb{Z}$, then is $\mu$ necessarily the zero measure?
2. If $s \in \mathbb{Z}$, and $\mu$ is Ahlfors-David regular (meaning that there is a constant $c_0$ such that $\mu(B(x,r)) \geq c_0 r^s$ for all $x \in \text{supp}(\mu)$ and $r > 0$), then must $\mu$ coincide with a constant multiple of the $s$-dimensional Hausdorff measure restricted to an $s$-plane?

An affirmative answer to part (2) of this question would yield the solution to a well-known question of David and Semmes on the uniform $s$-rectifiability of an Ahlfors-David regular measure whose $s$-Riesz transform is bounded in $\mathbb{R}^d$. The deduction of the uniform rectifiability property from the classification of reflectionless measures was carried out in detail for the Cauchy transform in our recent lecture notes [JN1]. The higher dimensional case can be derived similarly by employing the deep geometric constructions of David and Semmes in their monograph [DS]. The David-Semmes problem was solved in the case when $s = 1$ and $d = 2$ by Mattila, Melnikov, and Verdera [MMV]. The case when $s = d - 1$ was recently settled by Nazarov, Tolsa and Volberg in [NTV].

In [JN1], we showed that all Ahlfors-David regular reflectionless measures for the Cauchy transform coincide with a constant multiple of the 1-dimensional Hausdorff measure of a line.

If $s \in (d - 1, d)$ we can answer Question 1.2 in the affirmative. The following proposition, combined with Theorem 1.1 yields a new proof of the Eiderman-Nazarov-Volberg theorem.

**Proposition 1.3.** There are no non-trivial reflectionless measures for the $s$-dimensional Riesz transform if $s \in (d - 1, d)$. 
We are a long way from understanding the reflectionless measures for the Riesz transform well enough to answer Question 1.2 in either the affirmative or negative, but at least we are able to show that their structure is very different from reflectionless measures for general CZOs.

**Theorem 1.4.** Let $s \in (0, d)$. The support of a reflectionless measure for the $s$-Riesz transform is nowhere dense.

2. Notation

Fix an integer $d \geq 2$. Unless stated otherwise, $s$ is a real number with $s \in (0, d)$.

For $d' \geq 1$, consider a function $\Omega : \mathbb{R}^d \to \mathbb{C}^{d'}$, satisfying the following properties

(i) $\lambda \Omega(x) = \Omega(\lambda x)$ for $\lambda \in \mathbb{R}$.
(ii) $|\Omega(x)| \leq 1$ for any $x \in \mathbb{S}^{d-1}$,
(iii) there exists $\alpha \in (0, 1]$ such that

$$|\Omega(x) - \Omega(x')| \leq |x - x'|^\alpha,$$

for any $x, x' \in \mathbb{S}^{d-1}$,

(iv) $\Omega(x) = -\Omega(-x)$ for any $x \in \mathbb{S}^{d-1}$.

An $s$-dimensional CZ-kernel takes the form

$$K(x) = \frac{\Omega(\frac{x}{|x|})}{|x|^s} = \frac{\Omega(x)}{|x|^{s+1}},$$

for $x \in \mathbb{R}^d$ with $x \neq 0$, where $\Omega$ satisfies properties (i)–(iv) above.

Throughout the paper, the symbol $\Lambda$ is reserved as a parameter which governs certain regularity properties of a measure, and $\alpha > 0$ is reserved to govern the smoothness of the kernel of a CZO (property (iii) above). In what follows $C$, $c$, or $C_j$, $c_j$ (for $j \in \mathbb{N}$) are respectively large and small positive constants that may depend on $s$, $\Lambda$, $\alpha$, and $d$. We enumerate them so that the constant with index $j$ can be chosen in terms of constants with lower indices (for example $C_{96}$ can depend on $C_{95}$ and $C_4$). Within a specific argument, if a constant $C$ or $c$ does not have an index, then it may depend on all numbered constants chosen up to that moment, and can change from line to line. At the very least, every large constant is greater than 1, and every small constant is less than 1.

By a measure, we shall always mean a non-negative locally finite Borel measure. For a measure $\mu$, $\text{supp}(\mu)$ denotes its closed support. The $d$-dimensional Lebesgue measure is denoted by $m_d$.

A function $f$ (either scalar or vector valued) is called Lipschitz continuous if

$$\|f\|_{\text{Lip}} = \sup_{x, y \in \mathbb{R}^d, x \neq y} \frac{|f(x) - f(y)|}{|x - y|} < \infty.$$
For an open set $U \subset \mathbb{R}^d$, $\text{Lip}_0(U)$ denotes the set of Lipschitz continuous functions that are compactly supported in $U$.

For two $\mathbb{C}^d$-valued functions $f, g \in L^2(\mu)$, we define

$$\langle f, g \rangle_\mu = \int_{\mathbb{R}^d} (f \cdot g) d\mu.$$ 

Since a CZO maps scalar functions into $\mathbb{C}^d$ valued functions, there shall be many formulae involving a mixture of scalar and vector functions. We shall leave it to the reader to discern when a product is taken between vector or scalar valued functions.

We denote by $D$ the standard lattice of half open dyadic cubes in $\mathbb{R}^d$.

The $s$-dimensional Hausdorff measure of a set $E$ is defined by

$$\mathcal{H}^s(E) = \sup_{\delta > 0} \inf \left\{ \sum_j r_j^s : E \subset \bigcup_j B(x_j, r_j), r_j \leq \delta \right\}.$$ 

3. A primer on $s$-dimensional Calderón-Zygmund operators

The results of this paper are obtained by studying the properties of $T$ from two standpoints: as properties of a locally integrable function with respect to $m_d$, and properties of an operator acting on $L^2(\mu)$.

**Lemma 3.1.** There is a constant $C_1 > 0$ such that for any measure $\nu$,

$$\int_{B(x,r)} \int_{B(y,R)} \frac{1}{|z-y|^s} d\nu(z) dm_d(y) \leq C_1 r^{d-s} \nu(B(x, r + R)),$$

for any $x \in \mathbb{R}^d$, $r \in (0, \infty)$, and $R \in (0, \infty)$.

In particular, this trivial lemma implies that if $\nu$ is a finite measure, then $T(\nu)(\cdot) = \int_{\mathbb{R}^d} K(\cdot - y) d\nu(y) \in L^1_{\text{loc}}(m_d)$.

To define $T$ as an operator in $L^2$ requires a little more effort. For $\delta > 0$, define the regularized CZ-kernel

$$K_\delta(x) = \frac{\Omega(x)}{\max(\delta, |x|)^{s+1}}.$$ 

For a measure $\nu$ satisfying $\int_{\mathbb{R}^d} \frac{1}{(1+|x|)^r} d\nu(x) < \infty$, we write $T_\delta(\nu)(x) = \int_{\mathbb{R}^d} K_\delta(x-y) d\nu(y)$. To continue our discussion we shall need to introduce a natural growth condition on a measure: $\mu$ is called $\Lambda$-nice if $\mu(B(x, r)) \leq \Lambda r^s$ for any ball $B(x, r) \subset \mathbb{R}^d$.

If $\mu$ is a $\Lambda$-nice measure, then for any $f \in L^2(\mu)$, and $x \in \mathbb{R}^d$,

$$\int_{\mathbb{R}^d} \frac{|f(y)|}{(\delta + |x-y|)^s} d\mu(y) \leq \frac{C_2 ||f||_{L^2(\mu)}^2}{\delta^{s/2}}.$$
Definition 3.3. A measure $\mu$ is called $\Lambda$-nice measure. Thus, for a $\Lambda$-nice measure $\mu_\Lambda$-nice, and $\|\mu\|_{L^2}$ bounded in $L^2$, the integral in question is smaller than $\int_{B(x,\delta)} \frac{1}{\delta + |x-y|^2} d\mu(y) + \int_{\mathbb{R}^d \setminus B(z,\delta)} \frac{1}{|x-y|^2} d\mu(y)$. The first term here is trivially bounded by $\frac{\mu(\partial B(x,\delta))}{\delta^2}$, while the second term is bounded by $\frac{C}{\delta^2}$ due to the following standard estimate:

Lemma 3.2. Suppose that $\mu$ is a $\Lambda$-nice measure. Then, for every ball $B(x, r) \subset \mathbb{R}^d$, and $\varepsilon > 0$,

$$
\int_{\mathbb{R}^d \setminus B(x, r)} \frac{1}{|y-x|^{s+\varepsilon}} d\mu(\xi) \leq \frac{\Lambda(s+\varepsilon)}{\varepsilon} r^{-\varepsilon}.
$$

As a result of this discussion, we have that the operator $T_{\mu, \delta}(f) = \int_{\mathbb{R}^d} K_\delta(z)f(y) d\mu(y)$ acts boundedly $L^2(\mu) \to L^2_{\chi_0}(\mu)$ as soon as $\mu$ is a nice measure. Thus, for a nice measure $\mu$, it makes sense to ask if $T_{\mu, \delta} : L^2(\mu) \to L^2(\mu)$ independently of $\delta$.

Definition 3.3. A measure $\mu$ is called $\Lambda$-good (for the CZO $T$) if it is $\Lambda$-nice, and $\|T_{\mu, \delta}\|_{L^2(\mu) \to L^2(\mu)} \leq \Lambda$ for every $\delta > 0$. We say that $T_{\mu}$ is bounded in $L^2(\mu)$ if $\mu$ is $\Lambda$-good, for some $\Lambda > 0$.

If $\mu$ is a $\Lambda$-good measure, then we can define a bounded linear operator $T_{\mu} : L^2(\mu) \to L^2(\mu)$, with operator norm at most $\Lambda$, as a weak limit of the operators $T_{\mu, \delta}$, i.e. for each $f, g \in L^2(\mu)$,

$$
\langle T_{\mu}(f), g \rangle_{\mu} = \lim_{\delta \to 0^+} \langle T_{\mu, \delta}(f), g \rangle_{\mu}.
$$

This limiting procedure was first carried out by Mattila and Verdera [MV], and was done in detail in the papers [NTV] and [JN1] for the Riesz and Cauchy transforms respectively. Thus, a discussion of the limiting procedure is deferred to an appendix. The principal facts about the operator $T_{\mu}$ that we shall use (and that are proved in Appendix A) are summarized as follows:

- If, for some $f, g \in L^2(\mu)$, $\int_{\mathbb{R}^d} \int_{\mathbb{R}^d} |K(x-y)||f(x)||g(y)| d\mu(x) d\mu(y) < \infty$, then
  $$
  \langle T_{\mu}(f), g \rangle_{\mu} = \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} K(x-y)f(x)g(y) d\mu(x) d\mu(y).
  $$

- If $\mu_k$ are $\Lambda$-good (resp. $\Lambda$-nice) measures which converge weakly to a measure $\mu$, then $\mu$ is $\Lambda$-good (resp. $\Lambda$-nice).

- If $\mu_k$ are $\Lambda$-good measures which converge to $\mu$ weakly, then
  $$
  \lim_{k \to \infty} \langle T_{\mu_k}(f), g \rangle_{\mu_k} = \langle T_{\mu}(f), g \rangle_{\mu} \text{ for any } f, g \in \text{Lip}_0(\mathbb{R}^d).
  $$
• For a Λ-good measure μ, set $T^δ_μ = T_μ - T_{μ,δ}$. Then trivially, $T^δ_μ$ is bounded in $L^2(μ)$ with operator norm at most $2Λ$. Also, $\int_{B(x,r)} T^δ_μ (x, B(x,r)) dμ = 0$ for any ball $B(x,r) \subset \mathbb{R}^d$.

4. Reflectionless measures

Before getting down to business, let us record a standard tail estimate that shall be used rather liberally in what follows.

Lemma 4.1. Suppose that ν is a Λ-nice measure. Fix $R, R' \in (0, \infty)$ with $R' \geq 2R$. If $\text{dist}(B(x,R), \text{supp}(ν)) \geq \frac{R'}{2}$, and $z, z' \in B(x,R)$, then

$$\int_{\mathbb{R}^d} |K(z - y) - K(z' - y)| dν(y) \leq C_3 \left( \frac{R'}{R^d} \right)^{α}.$$

Proof. The Hölder continuity of Ω guarantees that if $|z, z' \in B(x,R)$, then $|K(z - y) - K(z' - y)| \leq \frac{|z - z'|^α}{|x - y|^{s+α}}$ for any $y \in \mathbb{R}^d \setminus B(x, 2R)$ (which contains $\text{supp}(ν)$). But

$$\int_{\mathbb{R}^d} \frac{1}{|x - y|^{s+α}} dν(y) \leq C \int_{\frac{R'}{2}}^{\infty} \frac{ν(B(x,r)) dr}{r^{s+α}} \leq C \int_{\frac{R'}{2}}^{\infty} \frac{dr}{r^{1+α}} \leq \frac{C}{R^{α}},$$

and the lemma follows. □

4.1. The distribution $T_μ(1)$. We now define $T_μ(1)$ as a distribution, for a Λ-good measure μ.

Suppose that $ψ ∈ \text{Lip}_v(\mathbb{R}^d)$ with $\int_{\mathbb{R}^d} ψ dμ = 0$. Fix a ball $B$ containing $\text{supp}(ψ)$ and fix $z \in B$. Let $φ ∈ L^2(μ)$ satisfy $φ ≡ 1$ on $2B$ and $0 ≤ φ ≤ 1$ on $\mathbb{R}^d$. Define

$$\langle T_μ(1), ψ \rangle_μ = \langle T_μ(φ), ψ \rangle_μ + \left⟨ \int_{\mathbb{R}^d} (1 - φ(y)) [K(· - y) - K(z - y)] dμ(y), ψ \right⟩_μ.$$

Lemma 4.1 applied with $ν = [1 - φ]μ$, $R$ equal to the radius of $B$, and $R' = 2R$ yields that $\int_{\mathbb{R}^d} (1 - φ(y)) |K(x - y) - K(z - y)| dμ(y) ≤ C$ for any $x \in \text{supp}(ψ)$, and so both terms defining (4.1) are finite.

We now claim that $\langle T_μ(1), ψ \rangle_μ$ is independent of the particular choice of $B, φ$ and $z$. To see this, set $B_1$ and $B_2$ to be two balls with $B_1 \subset B_2$ and $B_1 \supset \text{supp}(ψ)$. Fix $z_1 \in B_1$ and $z_2 \in B_2$, and consider admissible functions $φ_1$ and $φ_2$ (that is, $φ_j ∈ L^2(μ), φ_j ≡ 1$ on $2B_j$, and $φ_j ∈ [0, 1]$ on $\mathbb{R}^d$ for each $j = 1, 2$). Then

$$\langle T_μ(φ_1), ψ \rangle_μ - \langle T_μ(φ_2), ψ \rangle_μ = \langle T_μ(φ_1 - φ_2), ψ \rangle_μ.$$
But \(\int_{\mathbb{R}^d} \int_{\mathbb{R}^d} |K(x-y)||\varphi_1(y) - \varphi_2(y)||\psi(x)|d\mu(y)d\mu(x) < \infty\), so
\[
\langle T_\mu(\varphi_1 - \varphi_2), \psi \rangle_\mu = \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} K(x-y)(\varphi_1(y) - \varphi_2(y))\psi(x)d\mu(y)d\mu(x).
\]

Now, the mean zero property of \(\psi\) allows us to re-write this as
\[
\int_{\mathbb{R}^d} \int_{\mathbb{R}^d} [K(x-y) - K(z_1-y)](\varphi_1(y) - \varphi_2(y))\psi(x)d\mu(y)d\mu(x).
\]

Courtesy of Fubini’s theorem (which is applicable due to Lemma 4.1) this integral is in turn equal to
\[
\langle \int_{\mathbb{R}^d} (1 - \varphi_2(y))[K(\cdot - y) - K(z_1-y)]d\mu(y), \psi \rangle_\mu
\]
\[-\langle \int_{\mathbb{R}^d} (1 - \varphi_1(y))[K(\cdot - y) - K(z_1-y)]d\mu(y), \psi \rangle_\mu.
\]

But \(\int_{\mathbb{R}^d}(1 - \varphi_2(y))[K(z_2-y) - K(z_1-y)]d\mu(y)\) is a finite constant (vector), so we may replace \(z_1\) by \(z_2\) in the first term of the previous display. The claimed independence is proved, and we conclude that \(T_\mu(1)\) is a well-defined distribution acting on compactly supported Lipschitz continuous functions with \(\mu\)-mean zero.

**Definition 4.2.** A \(\Lambda\)-good measure \(\mu\) is said to be **reflectionless** (for a CZO \(T\)) if
\[
\langle T_\mu(1), \psi \rangle_\mu = 0,
\]
for all \(\psi \in \text{Lip}_0(\mathbb{R}^d)\) with \(\int_{\mathbb{R}^d} \psi d\mu = 0\).

**4.2. A weak convergence result for the distribution** \(T_\mu(1)\). We next prove a weak convergence result for the distribution \(T_\mu(1)\) in a sufficient amount of generality to be used at several points in the sequel.

Consider two sets of functions
\[
\Phi^\mu_{R} = \left\{ \psi \in \text{Lip}_0(B(0,R)) : \|\psi\|_{\text{Lip}} < 1 \text{ and } \int_{B(0,R)} \psi d\mu = 0 \right\},
\]
and
\[
\Phi^\mu = \left\{ \psi \in \text{Lip}_0(\mathbb{R}^d) : \|\psi\|_{\text{Lip}} < 1 \text{ and } \int_{\mathbb{R}^d} \psi d\mu = 0 \right\} = \bigcup_{R>0} \Phi^\mu_{R}.
\]

**Lemma 4.3.** Let \(R > 0\), and \(R' \geq 2R\). Suppose that \(\mu\) is a \(\Lambda\)-good measure. If \(\varphi \in L^2(\mu)\) satisfies \(\varphi \equiv 1\) on \(B(0,R')\), and \(0 \leq \varphi \leq 1\) in \(\mathbb{R}^d\), then
\[
|\langle T_\mu(1), \psi \rangle_\mu - \langle T_\mu(\varphi), \psi \rangle_\mu| \leq C_4 R^{d+1} \left(\frac{R}{R'}\right)\alpha,
\]
for all \(\psi \in \Phi^\mu_{R'}\).
Proof. With $B = B(0, R)$ and $z \in B$, the function $\varphi$ is admissible for the definition of the distribution $T_\mu(1)$. Therefore, $\langle T_\mu(1), \psi \rangle_\mu = \langle T_\mu(\varphi), \psi \rangle_\mu$ is equal to

$$\int_{B(0, R)} \psi(x) \int_{\mathbb{R}^d} (1 - \varphi(y))[K(x - y) - K(z - y)]d\mu(y)d\mu(x).$$

Thus, Lemma 4.1 yields that this quantity is at most $C\|\psi\|_{L^1(\mu)} (\frac{R}{R'})^\alpha$ in absolute value. But, with $\omega \in \mathbb{R}^d$ satisfying $|\omega| = R$, we have

$$\int_{B(0, R)} |\psi|d\mu = \int_{B(0, R)} |\psi(z) - \psi(\omega)|d\mu(z) \leq 2R\mu(B(0, R)) \leq CR^{s+1},$$

as required. \qed

Lemma 4.4. Suppose that $\mu_k$ are $\Lambda$-good measures that converge weakly to a measure $\mu$ (and so $\mu$ is $\Lambda$-good as well). Let $\gamma_k$ and $\tilde{R}_k$ be sequences of non-negative numbers satisfying $\gamma_k \to 0$, and $\tilde{R}_k \to \tilde{R} \in (0, \infty]$, as $k \to \infty$.

If $|\langle T_{\mu_k}(1), \psi \rangle_{\mu_k}| \leq \gamma_k$ for all $\psi \in \Phi^\mu_{\tilde{R}_k}$. Then $\langle T_\mu(1), \psi \rangle_\mu = 0$ for all $\psi \in \Phi^\mu_{\tilde{R}}$. (Here $\Phi^\mu_{\tilde{R}} = \Phi^\mu$ if $\tilde{R} = \infty$.)

Proof. If $\mu(B(0, \tilde{R})) = 0$, then there is nothing to prove, so assume that $\mu(B(0, \tilde{R})) > 0$. Fix $\psi \in \Phi^\mu_{\tilde{R}}$. Then there exists $R \in (0, \tilde{R})$ with supp($\psi$) $\subset B(0, R)$, and $B(0, R) \subset B(0, \tilde{R}_k)$ for sufficiently large $k$. Suppose now that $\rho \in \text{Lip}_0(B(0, R))$, $\rho \geq 0$, and $\|\rho\|_{L^1(\mu)} = 1$. If $k$ is large enough, then $\|\rho\|_{L^1(\mu_k)} \geq \frac{1}{2}$. For these $k$, define $\psi_k = \psi - \lambda_k \rho$, where $\lambda_k = (\int_{\mathbb{R}^d} \rho d\mu_k)^{-1} \int_{\mathbb{R}^d} \psi d\mu_k$. Note that $\lambda_k \to 0$ as $k \to \infty$. Thus $\psi_k \in \Phi^\mu_{\tilde{R}} \subset \Phi^\mu_{\tilde{R}_k}$ for sufficiently large $k$, and so $|\langle T_{\mu_k}(1), \psi_k \rangle_{\mu_k}| \leq \gamma_k$.

Let $\varepsilon > 0$. Then by Lemma 4.3 we may pick $\varphi \in \text{Lip}_0(\mathbb{R}^d)$ such that $|\langle T_{\mu_k}(1), \psi_k \rangle_{\mu_k} - \langle T_{\mu_k}(\varphi), \psi_k \rangle_{\mu_k}| \leq \varepsilon$ for all $k$ sufficiently large to guarantee that $\psi_k \in \Phi^\mu_{\tilde{R}}$, and also $|\langle T_{\mu}(1), \psi \rangle_{\mu} - \langle T_{\mu}(\varphi), \psi \rangle_{\mu}| \leq \varepsilon$.

On the other hand, $\lim_{k \to \infty} \langle T_{\mu_k}(\varphi), \psi \rangle_{\mu_k} = \langle T_{\mu}(\varphi), \psi \rangle_{\mu}$. Consequently, $\lim_{k \to \infty} |\langle T_{\mu_k}(\varphi), \lambda_k \rho \rangle_{\mu_k}| = \lim_{k \to \infty} |\langle T_{\mu_k}(\varphi), \psi \rangle_{\mu} - \langle T_{\mu}(\varphi), \psi \rangle_{\mu}| = 0$.

Bringing everything together, we see that $|\langle T_{\mu}(1), \psi \rangle_{\mu}| \leq 3\varepsilon$, from which the lemma follows. \qed

An immediate corollary of this lemma is the following useful fact.

Corollary 4.5. Suppose that $\mu_k$ are $\Lambda$-good reflectionless measures that converge weakly to a measure $\mu$. Then $\mu$ is a $\Lambda$-good reflectionless measure.
Proof. We have already seen that $\mu$ is $\Lambda$-good. Choose $\gamma_k = 0$, and $R_k = k$. Then the assumptions of the lemma are satisfied, so $\langle T_\mu(1), \psi \rangle_\mu = 0$ for all $\psi \in \Phi^\mu$. $\square$

5. Wavelet coefficients and reflectionless measures

Suppose that $\mu$ is a $\Lambda$-nice measure. A sequence of functions $\psi_Q$ ($Q \in \mathcal{D}$) is called a $C$-Riesz system if there is a constant $C > 0$ such that

$$\left\| \sum_{Q \in \mathcal{D}} a_Q \psi_Q \right\|_{L^2(\mu)}^2 \leq C \sum_{Q \in \mathcal{D}} |a_Q|^2 \text{ for any } (a_Q)_{Q \in \mathcal{D}} \in \ell^2(\mathcal{D}).$$

By a trivial duality argument, $\psi_Q$ ($Q \in \mathcal{D}$) is a $C$-Riesz system if and only if

$$\sum_{Q \in \mathcal{D}} |\langle f, \psi_Q \rangle_\mu|^2 \leq C \|f\|_{L^2(\mu)}^2 \text{ for any } f \in L^2(\mu).$$

Now, with each $Q \in \mathcal{D}$ associate a set of functions $\Psi_Q$. Then we say that $\Psi_Q$ ($Q \in \mathcal{D}$) is a $C$-Riesz family if, for any choice of $\psi_Q \in \Psi_Q$, the system $\psi_Q$ ($Q \in \mathcal{D}$) is a $C$-Riesz system.

We shall be interested in a particular family. Let $A > 10\sqrt{d}$. For each $Q \in \mathcal{D}$ define

$$\Psi_{Q,A}^\mu = \left\{ \psi \in \text{Lip}_0(B(x_Q, A\ell(Q))): \int_{\mathbb{R}^d} \psi d\mu = 0, \|\psi\|_{\text{Lip}} < \frac{1}{\ell(Q)^{1+\frac{s}{2}}} \right\}.$$ 

Lemma 5.1. $\Psi_Q^\mu$ ($Q \in \mathcal{D}$) is a $C_5 A^{d+2+\frac{3s}{2}}$-Riesz family.

The proof is a rather standard piece of harmonic analysis, and as such, is relegated to an appendix. We now bring reflectionless measures into the picture.

5.1. Riesz systems and reflectionless measures. Suppose now that $\mu$ is a $\Lambda$-good measure. For $A' > 2A$, define

$$\Theta_{\mu}^{A,A'}(Q) = \inf_{E \supset B(x_Q, A\ell(Q))} \sup_{\psi \in \Psi_{A}(Q)} \left[ \frac{1}{\ell(Q)^{\frac{s}{2}}} |\langle T_\mu(\chi_E), \psi \rangle_\mu| \right].$$

We have the following dichotomy,

Proposition 5.2. Either there exists a non-trivial $\Lambda$-good reflectionless measure, or the following property holds

- For every $\Delta > 0$ there exists $A = A(\Delta) > 0$, $A' = A'(\Delta) > 2A$,
- $\varepsilon = \varepsilon(\Delta) > 0$, such that for every $\Lambda$-good measure $\mu$,
- if $Q \in \mathcal{D}$ satisfies $\mu(Q) \geq \Delta \ell(Q)^s$, then $\Theta_{A,A'}^\mu(Q) \geq \varepsilon$. (*)
Proof. Suppose first that (*) fails to hold. Temporarily fix $A \in \mathbb{N}$, $A > 10\sqrt{d}$. Then for some small $\Delta > 0$ (independent of $A$), and each $k \in \mathbb{N}$, $k > 2A$, there is a $\Lambda$-good measure $\mu_k$, a dyadic cube $Q_k \in \mathcal{D}$ with $\mu_k(Q_k) \geq \Delta \ell(Q_k)^s$, and a set $E_k \supset B(x_{Q_k}, k\ell(Q_k))$ such that

$$\ell(Q_k)^{-\frac{s}{2}}|\langle T_{\mu_k}(\chi_{E_k}), \psi \rangle_{\mu_k}| \leq \frac{1}{k},$$

for all $\psi \in \Psi^s_{A}(Q_k)$. Consider the measure given by $\tilde{\mu}_k(F) = \frac{\mu((Q_k) \cdot F + x_{Q_k})}{\ell(Q_k)^s}$, $F \subset \mathbb{R}^d$ Borel, and set $\tilde{E}_k = E_k - x_{Q_k}$. Then $\tilde{\mu}_k([-\frac{1}{2}, \frac{1}{2}]^d) \geq \Delta$, and

$$|\langle T_{\tilde{\mu}_k}(\chi_{\tilde{E}_k}), \psi \rangle_{\tilde{\mu}_k}| \leq \frac{1}{k} \text{ for any } \psi \in \Phi_{\tilde{\mu}_k}.$$ (Here the homogeneity in the CZ-kernel is used.) Each $\tilde{\mu}_k$ is $\Lambda$-good, so by passing to a subsequence we may assume that the measures $\tilde{\mu}_k$ converge weakly to a $\Lambda$-good measure $\mu^{(A)}$. Note that $\mu^{(A)}([-\frac{1}{2}, \frac{1}{2}]^d) \geq \Delta$. Furthermore, Lemma 4.3 (applied with $R \equiv A$ and $R' \equiv k$) ensures that

$$|\langle T_{\tilde{\mu}_k}(1), \psi \rangle_{\tilde{\mu}_k}| \leq \frac{1}{k} + \frac{CA^{s+1+\alpha}}{k^\alpha} \text{ for any } \psi \in \Phi_{\tilde{\mu}_k}.$$ Thus, applying Lemma 4.4 to the convergent subsequence of $(\tilde{\mu}_k)_k$, with $\gamma_k = \frac{1}{k} + \frac{CA^{s+1+\alpha}}{k^\alpha}$, and $\tilde{R}_k = A$, yields

$$\langle T_{\mu^{(A)}(1)}, \psi \rangle_{\mu^{(A)}} = 0 \text{ for any } \psi \in \Phi_{\mu^{(A)}}.$$  

Now let $A \to \infty$. Since each measure $\mu^{(A)}$ is $\Lambda$-good, there is a subsequence $A_\ell \to \infty$ so that $\mu^{(A_\ell)}$ converges to a $\Lambda$-good measure $\mu$ with $\mu([-\frac{1}{2}, \frac{1}{2}]^d) \geq \Delta$. Applying Lemma 4.3 once again, with $\gamma_\ell = 0$ and $\tilde{R}_\ell = A_\ell$, yields that $\mu$ is reflectionless.

On the other hand, suppose that $\mu$ is a non-trivial $\Lambda$-good reflectionless measure. Choose a cube $Q \in \mathcal{D}$ for which $\mu(Q) > 0$. By an appropriate translation and resealing, we may suppose that $Q = [0, 1]^d$. Fix $A > 10\sqrt{d}$, and $A' > 2A$. Suppose that $E = B(x_Q, R)$ for $R > 2A'$. Then for any $\psi \in \Phi^s_{A}$ (a set of functions containing $\Psi^s_{A}(Q)$), Lemma 4.3 yields

$$|\langle T_{\mu}(\chi_E), \psi \rangle_{\mu}| \leq \frac{CA^{s+1+\alpha}}{R^\alpha}.$$ Letting $R \to \infty$, we see that $\Theta_{\mu}^{A,A'}(Q) = 0$, which precludes the possibility that (*) holds. 

5.2. The proof of Theorem 1.1. Recall that $\mu$ is called $s$-dimensional if $\mu$ is $\Lambda$-nice, and $H^s(\text{supp}(\mu)) < \infty$. In this case $\mu(\mathbb{R}^d) \leq \Lambda H^s(\text{supp}(\mu)) < \infty$. Let us first recall Theorem 1.1.
Theorem 5.3. Suppose that there does not exist a non-trivial reflectionless measure. If $\mu$ is an $s$-dimensional $\Lambda$-good measure, then $\mu \equiv 0$.

Proof. Since there is no non-trivial reflectionless measure, Proposition 5.2 yields that property $(\ast)$ holds. If $\mu(\mathbb{R}^d) > 0$, then there exists $P \in \mathcal{D}$ with $\mu(P) > 0$. Fix $\Delta \in (0, 1)$, and set $\mathcal{D}_\Delta = \{Q \in \mathcal{D} : \mu(Q) \geq \Delta \ell(Q)^s\}$. For each $Q \subset P$ with $Q \in \mathcal{D}_\Delta$, there exists $\psi_Q \in \Psi_A^\mu(Q)$ such that
\[
\ell(Q)^s \leq C(\Delta) \| T_\mu(\chi_{B(x, 2\Lambda \ell(P))}, \psi_Q) \|_L^2,
\]
where $C(\Delta) > 0$ is a constant that may depend on $d, s, \Lambda$, and $\Delta$ (and can change from line to line for the rest of this proof).

Recalling that $\Psi_A^\mu(Q) (Q \in \mathcal{D})$ is a $C(\Delta)$-Riesz system (Lemma 5.1), we infer that
\[
(5.1) \sum_{Q \subset P : Q \in \mathcal{D}_\Delta} \ell(Q)^s \leq C(\Delta) \| T_\mu(\chi_{B(x, 2\Lambda \ell(P))}) \|_{L^2(\mu)}^2 \leq C(\Delta) \ell(P)^s.
\]
Consequently, there exists a dyadic fraction $\ell_0 > 0$ such that
\[
\sum_{Q \subset P : Q \in \mathcal{D}_\Delta, \ell(Q) \leq \ell_0} \ell(Q)^s \leq \Delta.
\]
Inasmuch as $\mathcal{H}^s(P \cap \text{supp}(\mu)) < \infty$, there are cubes $Q_j \in \mathcal{D}$, with $Q_j \subset P$, $\ell(Q_j) \leq \ell_0$, $P \cap \text{supp}(\mu) \subset \cup_j Q_j$, and $\sum_j \ell(Q_j)^s < 12^d(\mathcal{H}^s(P \cap \text{supp}(\mu)) + \Delta)^2$. But then,
\[
\sum_j \mu(Q_j) = \sum_{j : Q_j \in \mathcal{D}_\Delta} \mu(Q_j) + \sum_{j : Q_j \in \mathcal{D}_\Delta} \mu(Q_j) \leq \Delta \sum_j \ell(Q_j)^s + \Delta,
\]
which is bounded by $12^d \Delta[\mathcal{H}^s(P \cap \text{supp}(\mu))] + (2^s + 1) \Delta$. Letting $\Delta \to 0$, we conclude that $\mu(P) = 0$. \hfill \Box

6. The function $\widetilde{T}_\mu(1)$

In order to study the finer properties of a reflectionless measure $\mu$, we shall require a point-wise defined function $\widetilde{T}_\mu(1)$. The definition may initially seem rather cumbersome, but as we shall see, it is particularly well suited to the study of reflectionless measures.

Suppose that $\mu$ is a nontrivial $\Lambda$-good measure. Fix a ball $B'$ with $\mu(B') > 0$, along with a nonnegative function $\eta_{B'} \in \text{Lip}_0(B')$ satisfying $\int_{B'} \eta_{B'} d\mu = 1$. Choose a ball $B$ containing $\text{supp}(\psi)$ with $B \supset B'$.

---

1Indeed, let $(B_j)_j$ be a cover of $P \cap \text{supp}(\mu)$ by balls of radius $r_j \leq \frac{\ell_0}{4}$ with $B_j \cap (P \cap \text{supp}(\mu)) \neq \emptyset$ and $\sum_j r_j^s < \mathcal{H}^s(P \cap \text{supp}(\mu)) + \Delta$. Each set $B_j \cap P$ is covered by at most $3^d$ cubes $Q \in \mathcal{D}$ with $Q \subset P$ and $\ell(Q) \in (2r_j, 4r_j]$. The collection of cubes obtained in this way satisfy the required properties.
Then set $\varphi \in L^2(\mu)$ with compact support, satisfying $\varphi \equiv 1$ on $2B$, $0 \leq \varphi \leq 1$ on $\mathbb{R}^d$. Define $\tilde{T}_{\mu,\delta}(1)(x)$ for $x \in B$ by

$$
\tilde{T}_{\mu,\delta}(1)(x) = T_{\mu,\delta}(\varphi)(x) - \int_{B'} \eta_{B'} T_{\mu}(\varphi) d\mu
+ \int_{\mathbb{R}^d} (1 - \varphi(y)) \int_{B'} \eta_{B'}(z) [K_\delta(x - y) - K(z - y)] d\mu(z) d\mu(y).
$$

Lemma 6.1 yields that $\int_{\mathbb{R}^d,2B} |K_\delta(x - y) - K(z - y)| d\mu(y) \leq C$ for any $x, z \in B$, and so $\tilde{T}_{\mu,\delta}(1)$ is finite. The value of $\tilde{T}_{\mu,\delta}(1)(x)$ is independent of the particular choices of $B$ and $\varphi$. This follows (like several calculations in this section) in the same manner as the fact that the distribution $T_{\mu}(1)$ is independent of the choices of $B$ and $\varphi$ in its definition (see Section 4.1). We therefore leave the verification to the reader.

The function $\tilde{T}_{\mu,\delta}(1)$ is Hölder continuous:

**Lemma 6.1.** Suppose that $\mu$ is a $\Lambda$-good measure. There is a constant $C_6 > 0$ such that for any $\delta > 0$, and $x, x' \in \mathbb{R}^d$,

$$
|\tilde{T}_{\mu,\delta}(1)(x) - \tilde{T}_{\mu,\delta}(1)(x')| \leq \frac{C_6|x - x'|^\alpha}{\delta^\alpha} \max\left(1, \frac{|x - x'|}{\delta}\right)^{1-\alpha}.
$$

**Proof.** With a careful application of Fubini’s theorem, it is not difficult to see that

$$
|\tilde{T}_{\mu,\delta}(1)(x) - \tilde{T}_{\mu,\delta}(1)(x')| \leq \int_{\mathbb{R}^d} |K_\delta(x - y) - K_\delta(x' - y)| d\mu(y).
$$

But, for $x, x' \in \mathbb{R}^d$,

$$
|K_\delta(x) - K_\delta(x')| \leq \frac{C|x - x'|}{(\delta + \min(|x|, |x'|))^{s+1}} + \frac{C|x - x'|^\alpha}{(\delta + \min(|x|, |x'|))^{s+1}}.
$$

Replacing $x$ by $x - y$ and $x'$ by $x' - y$, and integrating the resulting estimate over $y \in \mathbb{R}^d$ with respect to $\mu$ yields the desired bound. \qed

Consider two different choices of pairs $(B', \eta_{B'})$ and $(B'', \eta_{B''})$, with $\mu(B') > 0$, $\mu(B'') > 0$, $\eta_{B'} \in \text{Lip}_0(B')$, $\eta_{B''} \in \text{Lip}_0(B'')$, and $\int_{B'} \eta_{B'} d\mu = \int_{B''} \eta_{B''} d\mu = 1$. If the ball $B$ contains both $B'$ and $B''$, and $\varphi \equiv 1$ on $2B$, then the difference between $\tilde{T}_{\mu,\delta}(1)(x) (x \in B)$ defined with $(B', \eta_{B'})$, and $\tilde{T}_{\mu,\delta}(1)(x)$ defined with $(B'', \eta_{B''})$, is equal to $\langle T_{\mu}(1), \eta_{B''} - \eta_{B'} \rangle_\mu$. Consequently, if $\mu$ is reflectionless, then this difference is equal to zero, and the value of $\tilde{T}_{\mu,\delta}(1)$ is independent of the choice of $B'$ and $\eta_{B'}$.

For $\Lambda$-good $\mu$, we shall now pass to the limit in $\tilde{T}_{\mu,\delta}(1)$ as $\delta$ tends to zero in two senses: in $L^2_{\text{loc}}(\mu)$, and $L^1_{\text{loc}}(m_d)$. 


For a test function $\psi \in L^2(\mu)$ with compact support, choose the ball $B$ containing $\text{supp}(\psi)$ with $B \supset B'$. Then set $\varphi \in L^2(\mu)$, with $\varphi \equiv 1$ on $2B$, $0 \leq \varphi \leq 1$ on $\mathbb{R}^d$.

Note that $\lim_{\delta \to 0} T_{\mu,\delta}(\varphi, \psi)_{\mu} = \langle T_{\mu}(\varphi), \psi \rangle_{\mu}$, and as long as $\delta$ is smaller than the radius of $B$, $K_\delta(x-y) = K(x-y)$ for any $x \in B$ and $y \in \mathbb{R}^d \setminus 2B$. Thus

$$\lim_{\delta \to 0} \langle \widetilde{T}_{\mu,\delta}(1), \psi \rangle_{\mu} = \langle \widetilde{T}_{\mu}(1), \psi \rangle_{\mu},$$

where $\widetilde{T}_{\mu}(1)$ is defined by

$$\widetilde{T}_{\mu}(1) = T_{\mu}(\varphi) - \langle T_{\mu}(\varphi), \eta_{B'} \rangle_{\mu}$$

$$+ \int_{\mathbb{R}^d} (1 - \varphi(y)) \int_{B'} \eta_{B'}(z) [K(x-y) - K(z-y)] d\mu(z) d\mu(y).$$

As the limit of $\widetilde{T}_{\mu,\delta}(1)$, the value of $\widetilde{T}_{\mu}(1)$ is independent of the particular choices of $B$ and $\varphi$. Furthermore, for any choice of $B$, $\|T_{\mu,\delta}(\chi_{2B})\|_{L^2(\mu)} \leq C\sqrt{\mu(2B)}$ for every $\delta > 0$. Thus $\sup_{\delta>0} \|\widetilde{T}_{\mu,\delta}(1)\|_{L^2(B,\mu)} \leq C(B,B')$ for any ball $B$, from which it follows that $\widetilde{T}_{\mu}(1) \in L^2_{\text{loc}}(\mu)$.

For $\psi \in \text{Lip}_0(\mathbb{R}^d)$, Fubini’s theorem yields

$$(\widetilde{T}_{\mu}(1), \psi)_{\mu} = \langle T_{\mu}(1), [\psi - \langle \psi, 1 \rangle_{\mu} \eta_{B'}] \rangle_{\mu}.$$ 

Since $[\psi - \langle \psi, 1 \rangle_{\mu} \eta_{B'}]$ has mean zero, if $\mu$ is reflectionless then $\langle \widetilde{T}_{\mu}(1), \psi \rangle_{\mu} = 0$ for any $\psi \in \text{Lip}_0(\mathbb{R}^d)$. Consequently, for a reflectionless measure $\mu$, $\widetilde{T}_{\mu}(1) = 0$ for $\mu$-almost every $x \in \mathbb{R}^d$.

Returning to the case when $\mu$ is merely $\Lambda$-good, let us now pass to the limit in $\widetilde{T}_{\mu,\delta}(1)$ as $\delta$ tends to zero in $L^1_{\text{loc}}(m_d)$. To do this, first recall that Lemma 3.11 yields that $T(\varphi \mu) \in L^1_{\text{loc}}(m_d)$ (using the compact support of $\varphi$). Thus, if we define

$$\widetilde{T}_{\mu}(1)(x) = T(\varphi \mu)(x) - \int_{B'} \eta_{B'} T_{\mu}(\varphi) d\mu$$

$$+ \int_{\mathbb{R}^d} (1 - \varphi(y)) \int_{B'} \eta_{B'}(z) [K(x-y) - K(z-y)] d\mu(z) d\mu(y),$$

then, for any ball $D$, $\lim_{\delta \to 0} \int_D |\widetilde{T}_{\mu,\delta}(1) - \widetilde{T}_{\mu}(1)| dm_d = 0$. This convergence ensures that $\widetilde{T}_{\mu}(1)$ is independent of the choices of $B$ and $\varphi$. Furthermore, if $\mu$ is reflectionless, then $\widetilde{T}_{\mu}(1)$ is independent of the choices of $B'$ and $\eta_{B'}$.

Now fix $\delta, \tau > 0$ with $\tau > \delta$. Fubini’s theorem yields that, for any $z \in \mathbb{R}^d$

$$\widetilde{T}_{\mu,\delta}(1)(z) - \widetilde{T}_{\mu,\tau}(1)(z) = \int_{\mathbb{R}^d} [K_\delta(z-y) - K_\tau(z-y)] d\mu(y).$$
Consequently, if $B(x, r) \subset \mathbb{R}^d$, and $z \in B(x, r)$, then

$$\tilde{T}_{\mu, \delta}(1)(z) - \tilde{T}_{\mu, \tau}(1)(z) = \int_{B(x, r + \tau)} [K_\delta(z - y) - K_\tau(z - y)]d\mu(y).$$

Letting $\delta \to 0$ in $L^2_{\text{loc}}(\mu)$ yields that, for $\mu$-almost every $z \in B(x, r)$,

$$\tilde{T}_{\mu}(1)(z) - \tilde{T}_{\mu, \tau}(1)(z) = T_\mu(\chi_{B(x, r + \tau)})(z) - T_{\mu, \tau}(\chi_{B(x, r + \tau)})(z),$$

which equals $T_\mu^*(\chi_{B(x, r + \tau)})(z)$. By instead taking the limit as $\delta \to 0$ in $L^1_{\text{loc}}(m_d)$, we see that for $m_d$-almost every $z \in B(x, r)$,

$$\tilde{T}_{\mu}(1)(z) - \tilde{T}_{\mu, \tau}(1)(z) = \int_{B(x, r + \tau)} [K(z - y) - K_\tau(z - y)]d\mu(y).$$

Our next remark of this section is a Cotlar inequality for reflectionless measures.

**Lemma 6.2.** There exists a constant $C_7 > 0$ such that for any non-trivial $\Lambda$-good reflectionless measure,

$$\sup_{\delta > 0} |\tilde{T}_{\mu, \delta}(1)(x)| \leq C_7, \text{ for any } x \in \mathbb{R}^d.$$  

Before we prove this lemma, let us note an immediate corollary of it.

**Corollary 6.3.** If $\mu$ is a non-trivial $\Lambda$-good reflectionless measure, then $\|\tilde{T}_{\mu}(1)\|_{L^\infty(m_d)} \leq C_7$.

**Proof of the Cotlar inequality.** The proof follows a standard path, based upon one of David and Mattila, see [DM, NTM]. Let $\delta > 0$, and set $B_j = B(x, 2^j\delta)$. Suppose that $\mu(B_j) \geq 2^{s+1}\mu(B_{j-1})$ for all $j \in \mathbb{Z}_+$. For some $j'$, $\mu(B_{j'}) > 0$. But then for $j > j'$ sufficiently large,

$$\mu(B_j) \geq \mu(B_{j'})2^{(s+1)(j-j')} > \Lambda 2^{sj}\delta^s,$$

which is a contradiction. Thus, there is a least $j \in \mathbb{Z}_+$ with $\mu(B_{j+1}) < 2^{s+1}\mu(B_j)$. Set $r = 2^j\delta$. Then $\mu(B(x, r)) > 0$, and $\mu(B(x, 2r)) < 2^{s+1}\mu(B(x, r))$. First note that

$$|\tilde{T}_{\mu, \delta}(1)(x) - \tilde{T}_{\mu, \tau}(1)(x)| \leq \int_{B(x, r)} |K_\delta(x - y) - K_\tau(x - y)|d\mu(y).$$

The right hand side is trivially bounded by $2\int_{B(x, r)} \frac{d\mu(y)}{(s+|x-y|)^2}$. But now note that

$$\sum_{0 \leq \ell \leq j} \frac{\mu(B(x, 2^\ell\delta))}{2^{\ell s}\delta^s} \leq \mu(B(x, 2^j\delta)) \sum_{0 \leq \ell \leq j} \frac{1}{2^{(s+1)(j-\ell)}2^{\ell s}\delta^s}.$$ 

The sum on the right hand side has size at most $\Lambda 2^{js}\sum_{0 \leq \ell \leq j} \frac{2^\ell}{2^{(s+1)j}} \leq C$. From this we conclude that $|\tilde{T}_{\mu, \delta}(1)(x) - \tilde{T}_{\mu, \tau}(1)(x)| \leq C$. 

It remains to estimate
\[ |\tilde{T}_{\mu,r}(1)(x)| = |\tilde{T}_{\mu,r}(1)(x) - \frac{1}{\mu(B(x,r))} \int_{B(x,r)} \tilde{T}_\mu(1)(z)d\mu(z)|.\]
To do this, first note that by Lemma 6.1,
\[ |\tilde{T}_{\mu,r}(1)(x) - \frac{1}{\mu(B(x,r))} \int_{B(x,r)} \tilde{T}_\mu(1)(z)d\mu(z)| \leq C.\]
On the other hand,
\[ \int_{B(x,r)} |\tilde{T}_\mu(1)(z) - \tilde{T}_{\mu,r}(1)(z)|d\mu(z) = \int_{B(x,r)} |T^r_\mu(\chi_{B(x,2r)})|d\mu.\]
But \(T^r_\mu\) is bounded in \(L^2(\mu)\), with operator norm at most \(2\Lambda\), so
\[ \frac{1}{\mu(B(x,r))} \int_{B(x,r)} |T^r_\mu(\chi_{B(x,2r)})|d\mu \leq 2\Lambda \sqrt{\mu(B(x,r))\mu(B(x,2r))} \leq C,\]
where the doubling property \(\mu(B(x,2r)) \leq 2^{r+1}\mu(B(x,r))\) was used in the final inequality. Bringing these estimates together proves the lemma. \(\square\)

Finally, let us record a simple weak convergence result.

**Lemma 6.4.** Suppose that \(\nu_j\) are non-trivial \(\Lambda\)-good reflectionless measures that converge weakly to \(\nu\) (and so \(\nu\) is a \(\Lambda\)-good reflectionless measure). Assume that \(0 \not\in \text{supp}(\nu)\) and \(0 \not\in \text{supp}(\nu_j)\) for all \(j\). If \(\nu\) is non-trivial, then \(\tilde{T}_{\nu_j}(1)(0) \to \tilde{T}_\nu(1)(0)\) as \(j \to \infty\).

**Proof.** Since \(\nu\) is non-trivial, there is a ball \(B'\), and non-negative \(\eta_{B'} \in \text{Lip}_0(B')\) such that \(\int_{B'} \eta_{B'}d\nu = 1\). Set \(\lambda_j = (\int \eta_{B'}d\nu_j)^{-1}\). Then \(\lambda_j \to 1\) as \(j \to \infty\). We shall henceforth assume that \(j\) is large enough so that \(\lambda_j > \frac{1}{2}\). Let \(N > 0\), and choose \(\varphi_N \in \text{Lip}_0(B(0,2N))\) satisfying \(\varphi_N \equiv 1\) on \(B(0,N)\) and \(0 \leq \varphi_N \leq 1\) on \(B(0,2N)\). If \(N\) is large enough to ensure that \(B(0,\frac{N}{2}) \supset B'\), then
\[ \tilde{T}_{\nu_j}(1)(0) = T(\varphi_N\nu_j)(0) - \int_{B'} \lambda_j \eta_{B'} T_{\nu_j}(\varphi_N)d\nu_j \]
\[ + \int_{\mathbb{R}^d} (1 - \varphi_N(y)) \int_{B'} \lambda_j \eta_{B'}(z) [K(-y) - K(z - y)]d\nu_j(z)d\nu_j(y).\]
Notice that, for all sufficiently large \(j\),
\[ \int_{\mathbb{R}^d} (1 - \varphi_N(y)) \int_{B'} \lambda_j \eta_{B'}(z) |K(-y) - K(z - y)|d(\nu_j + \nu)(z)d(\nu_j + \nu)(y) \]
is at most \(C(\frac{\text{dim}(B')}{N})^\alpha\) (see Lemma 4.1). On the other hand, for any \(N > 0\), the weak convergence of \(\nu_j\) to \(\nu\) guarantees that \(T(\psi_N\nu_j)(0)\)
as long as \( \kappa \), and also that \( \int_{B'} \lambda_j \eta_{B'} T_{\nu_j} (\psi_N) d\nu_j \) converges to \( \int_B \eta_{B'} T_{\nu} (\psi_N) d\nu \) as \( j \to \infty \) (see Section 3). This establishes the required convergence.

\( \square \)

7. The Collapse Lemma

This section is devoted to introducing the main technical tool of the paper. Throughout the section, suppose that \( \mu \) is a non-trivial \( \Lambda \)-good reflectionless measure.

For a unit vector \( e \in \mathbb{C}^d \), and \( \varepsilon \in \mathbb{R} \), define

\[
E(e, \varepsilon, r) = \{ x \in \mathbb{R}^d : \Re[e \cdot \tilde{T}_{\mu, 1}(1)](x) > \varepsilon \text{ for all } \delta \in (0, r) \}.
\]

**Proposition 7.1** (The Collapse Lemma). Let \( \varepsilon \in (0, \frac{1}{2}) \) and \( e \in \mathbb{C}^d \), \( |e| = 1 \). There exists \( \beta > 0 \) (depending on \( s \) and \( \alpha \)), such that if \( \kappa \leq \varepsilon^{\beta} \), then the following holds: If \( E(e, \varepsilon, r) \cap B(x_0, 2r) \) is \( \varepsilon \)-dense in \( B(x_0, 2r) \), then \( \mu(B(x_0, r)) = 0 \).

First note that by considering the measure \( \frac{\mu(x+x_0)}{r^s} \) instead of \( \mu \), it suffices to prove the result for \( x_0 = 0 \) and \( r = 1 \). The proof consists of two ideas, which are expressed by the following two lemmas.

**Lemma 7.2** (High density yields geometric decay of measure). Let \( \varepsilon \in (0, \frac{1}{2}) \), \( \varkappa \in (0, \frac{1}{4}) \), and \( t \in (1, 2] \). Suppose that \( E(e, \varepsilon, t) \cap B(0, t) \) is \( \varkappa \)-dense in \( B(0, t - \sqrt{\varkappa}) \). If \( \varepsilon \geq 2C_0 \varkappa^{\frac{\alpha}{2}} \), then

\[
\mu(B(0, t - \sqrt{\varkappa})) \leq (1 - \lambda) \mu(B(0, t)),
\]

with \( \lambda = c_8 \varepsilon^2 \).

**Proof.** For every \( x \in B(0, t - \sqrt{\varkappa}) \), there exists \( x' \in E(e, \varepsilon, 1) \) with \( |x - x'| \leq \varkappa \). Thus, for any \( \delta \in [\sqrt{\varkappa}, 1) \),

\[
|\tilde{T}_{\mu, 1}(1)(x) - \tilde{T}_{\mu, 1}(1)(x')| \leq C_6 \left( \frac{\varkappa}{\delta} \right)^{\alpha} \leq C_6 \varkappa^{\frac{\alpha}{2}}.
\]

As long as \( \varkappa \leq \frac{1}{4} \), it follows that \( \Re[e \cdot \tilde{T}_{\mu, 1}(1)](x) > \varepsilon - C_6 \sqrt{\varkappa} \geq \frac{\varepsilon}{2} \).

As a result of this property and the reflectionlessness of \( \mu \), we have

\[
\int_{B(0, t - \sqrt{\varkappa})} \Re[e \cdot \tilde{T}_{\mu, 1}(1)]d\mu = -\int_{B(0, t - \sqrt{\varkappa})} \Re[e \cdot \tilde{T}_{\mu, 1}(1)]d\mu
\]

\[
\leq -\frac{\varepsilon}{2} \mu(B(0, t - \sqrt{\varkappa})).
\]

On the other hand, \( \tilde{T}_{\mu, 1}(1) = T_{\mu, 1}(\chi_{B(0, t)}) \) on \( B(0, t - \sqrt{\varkappa}) \). Furthermore, due to the anti-symmetry of the kernel \( K \), we may write

\[
\int_{B(0, t - \sqrt{\varkappa})} \Re[e \cdot T_{\mu, 1}(\chi_{B(0, t)})]d\mu = \int_{B(0, t - \sqrt{\varkappa})} \Re[e \cdot T_{\mu, 1}(\chi_{B(0, t)} \setminus B(0, t - \sqrt{\varkappa}))]d\mu.
\]
But, by the $L^2(\mu)$ boundedness of $T^\delta_\mu$ (recall that it has operator norm at most $2\Lambda$), the right hand side of this equality is at least

$$-2\Lambda \sqrt{\mu(B(0, t - \sqrt{\kappa})) \cdot \mu(B(0, t) \setminus B(0, t - \sqrt{\kappa}))}.$$ 

Bringing our estimates together, we see that

$$(7.2) \quad \mu(B(0, t - \sqrt{\kappa})) \leq \frac{4\Lambda^2}{4\Lambda^2 + \varepsilon^2} \mu(B(0, t)).$$ 

From which is follows that,

$$(7.3) \quad \mu(B(0, t - \sqrt{\kappa})) \leq (1 - \lambda) \mu(B(0, t)),$$

with $\lambda = c_8 \varepsilon^2$, for $c_8$ chosen suitably. \qed

The second ingredient is the following lemma.

**Lemma 7.3** (Density increment in a ball of small measure). Let $\varepsilon \in (0, \frac{1}{2})$, $\varkappa \in (0, \frac{1}{4})$, $m \in (0, 1)$, and $t \in (1, 2]$. Suppose that $E(e, \varepsilon, 1) \cap B(0, t)$ is $\varkappa$-dense in $B(0, t - \sqrt{\varkappa})$, and $\mu(B(0, t)) \leq m$. There exists a constant $C_9$ such that if

$$\varepsilon' = \varepsilon - C_9 \varkappa \frac{\varepsilon}{\varkappa^2 + \sqrt{m}}, \quad \varkappa' = C_9 m \frac{1}{2m}, \quad \text{and} \quad t' = t - \sqrt{\varkappa},$$

then $E(e, \varepsilon', 1) \cap B(0, t')$ is $\varkappa'$-dense in $B(0, t')$.

**Proof.** For any $x \in B(0, t')$, there exists $x' \in E(e, \varepsilon, t) \cap B(0, t)$ such that $|x - x'| \leq \varkappa$. By writing $e \cdot \tilde{T}_{\mu, \delta}(1)(x) = e \cdot \tilde{T}_{\mu, \delta}(1)(x') + |e \cdot \tilde{T}_{\mu, \delta}(1)(x) - e \cdot \tilde{T}_{\mu, \delta}(1)(x')|$, we see from (7.1) that

$$(7.4) \quad \Re[e \cdot \tilde{T}_{\mu, \delta}(1)](x) > \varepsilon - C_9 \varkappa \frac{\varepsilon}{\varkappa^2} = \varepsilon' + C_6 \sqrt{m},$$

for any $\delta \in \sqrt{\varkappa}$. 

Set $\tilde{F}_\delta(x) = \tilde{T}_{\mu, \delta}(1)(x) - \tilde{T}_{\mu, \sqrt{\varkappa}}(1)(x)$. From (7.1), we infer that if $\Re[e \cdot \tilde{T}_{\mu, \delta}(1)](x) < \varepsilon'$ for some $x \in B(0, t')$ and $\delta \in (0, 1)$, then $\delta < \sqrt{\varkappa}$ and $|\tilde{F}_\delta(x)| > C_6 \sqrt{m}$ (the second condition follows since $\Re[e \cdot \tilde{T}_{\mu, \sqrt{\varkappa}}(1)](x) > \varepsilon' + C_6 \sqrt{m}$, and certainly $\Re[e \cdot \tilde{T}_{\mu, \delta}(1)](x) \geq \Re[e \cdot \tilde{T}_{\mu, \sqrt{\varkappa}}(1)](x) - |\tilde{F}_\delta(x)|$).

For $x \in B(0, t')$, $\tilde{F}_\delta(x) = \int_{B(0, t) \setminus B(0, t - \sqrt{\varkappa})} K_\delta(x - y) - K_{\sqrt{\varkappa}}(x - y) |dm_d(y)|$. Whence,

$$\int \sup_{(0, t - \sqrt{\varkappa}) \in (0, \sqrt{\varkappa})} |\tilde{F}_\delta(y)| |dm_d(y)| \leq 2 \int |dm(z)| \int_{B(0, t - \sqrt{\varkappa}) \setminus B(0, t - \sqrt{\varkappa})} |z - y|^{-\frac{d - \delta}{2}} |dm_d(y)| \leq 2C_1 \mu(B(0, t)) \varkappa \frac{\varepsilon}{\varkappa^2} \leq 2C_1 m.$$
Consequently, Chebyshev’s inequality yields that

\[ m_d\left( \{ x \in B(0, t') : \sup_{\delta \in (0, \sqrt{s})} |\widetilde{F}_\delta(x)| > C_6 \sqrt{m} \} \right) \leq \frac{2C_1}{C_6} \sqrt{m}. \]

Now, fix \( C_9 \geq \left( \frac{4C_1}{\omega_d \sqrt{m}} \right)^\frac{1}{d} \), where \( \omega_d \) denotes the \( d \)-dimensional volume of the unit ball. Then the set \( E(\epsilon) \) is \( \mathcal{C} \)-dense in \( B(0, t') \) if \( \mathcal{C} < \frac{1}{4} \). Indeed, \( m_d(B(0, t') \setminus E(\epsilon)) < \omega_d(\frac{\mathcal{C}}{4})^d \). But, if for any \( x \in B(0, t') \), the closest point of \( E(\epsilon) \) to \( x \) is at a distance greater than \( \mathcal{C} \), then the ball of radius \( \frac{\mathcal{C}}{2} \) that is contained in \( B(0, t') \) but disjoint from \( E(\epsilon) \). The existence of this ball is in contradiction with the measure estimate. If \( \mathcal{C} \geq \frac{1}{4} \), then \( \mathcal{C} \geq \mathcal{C}_1 \), so there is nothing to prove.

We now combine Lemmas 7.2 and 7.3 to prove the Collapse Lemma.

**Proof of Proposition 7.1.** Fix \( m_0 > 0 \) to be chosen later, and suppose that \( \mu(B(0, \frac{3}{2})) \leq m_0 \). Set \( t_0 = \frac{3}{2}, \mathcal{C}_0 = \mathcal{C}_1 \), and \( \epsilon_0 = \epsilon \). Then \( E(\epsilon, \epsilon_0, 1) \cap B(0, t_0) \) is \( \mathcal{C}_0 \)-dense in \( B(0, t_0 - \sqrt{C_1}) \) by the hypotheses of Proposition 7.1. For \( j \geq 1 \), set

\[ \epsilon_j = \epsilon_0 - \sum_{\ell=0}^{j-1} C_6 \left[ \frac{\mathcal{C}^2}{\sqrt{C}} + \sqrt{m} \right], \quad \mathcal{C}_j = C_9 m_0^{\frac{1}{2j-1}}, \quad t_j = t_0 - \sum_{\ell=0}^{j-1} \sqrt{C}, \]

and \( m_j = (1 - \frac{1}{4})m_{j-1} \), with \( \lambda = C_8 \epsilon^2 \) as in Lemma 7.2.

Suppose that for some \( j \geq 0 \), \( E(\epsilon, \epsilon_j, 1) \cap B(0, t_j) \) is \( \mathcal{C}_j \)-dense in \( B(0, t_j - \sqrt{C}) \), and also that \( \mu(B(0, t_j)) \leq m_j \). If

\[ \epsilon_j \geq \frac{\epsilon}{2}, \quad 2C_6 \frac{\mathcal{C}^2}{\sqrt{C}} \leq \frac{\epsilon}{2} \quad \text{and} \quad t_j > 1, \]

then \( 2C_6 \frac{\mathcal{C}^2}{\sqrt{C}} \leq \epsilon_j \), and Lemma 7.2 yields \( \mu(B(0, t_{j+1})) \leq (1 - C_8 \epsilon^2) m_j \). But since \( \epsilon_j \geq \frac{\epsilon}{2} \), we have \( C_8 \epsilon_j^2 \geq \frac{\epsilon}{2} \), and so \( \mu(B(0, t_{j+1})) \leq m_{j+1} \).

On the other hand, Lemma 7.3 ensures that \( E(\epsilon, \epsilon_{j+1}, 1) \cap B(0, t_{j+1}) \) is \( \mathcal{C}_{j+1} \)-dense in \( B(0, t_{j+1}) \).

Bringing these two observations together, we see that if (7.5) holds for each \( j \geq 0 \), then

\[ \mu(B(0, t_j)) \leq (1 - \frac{\lambda}{4}) m_0 \quad \text{for every} \quad j \geq 0, \]

and so \( \mu(B(0, 1)) = 0 \), which is the desired conclusion of the Collapse Lemma.

We shall now make a choice of parameters to ensure that (7.5) is valid. Our requirement that \( \epsilon_j \geq \frac{\epsilon}{2} \) and \( 2C_6 \frac{\mathcal{C}^2}{\sqrt{C}} \leq \frac{\epsilon}{2} \) for every \( j \) will be
satisfied if
\[ C_6 \varkappa^2 + \sum_{\ell=0}^{\infty} C_6 \left( 1 - \frac{\lambda}{4} \right)^{\alpha \ell} m_0^{\frac{\alpha \ell}{2}} \left( 1 - \frac{\lambda}{4} \right)^{\frac{\ell}{2}} \sqrt{m_0} \leq \varepsilon \] and \( C_9 m_0^{\frac{1}{2d}} < \frac{\varepsilon}{2} \).

While \( t_j > 1 \) for all \( j \geq 1 \) if
\[ \sum_{\ell=0}^{\infty} \sqrt{C_9 \left( 1 - \frac{\lambda}{4} \right)^{\frac{\ell}{2}} m_0^{\frac{1}{2d}}} < \frac{1}{2}. \]

Notice that \( \sum_{\ell=0}^{\infty} \left( 1 - \frac{\lambda}{4} \right)^{\frac{\alpha \ell}{2}} \leq \frac{C_6}{\lambda} \). Therefore, if we choose \( m_0 = c_{10} \varepsilon^{\gamma} \) for suitable constants \( c_{10} > 0 \) and \( \gamma = \gamma(d, s, \alpha) > 0 \), then the inequalities comprising (7.3) are satisfied provided that \( \varkappa < \left( \frac{\varepsilon}{4C_9} \right)^{\alpha} \).

It remains to ensure that \( \mu(B(0, t_0)) = \mu(B(0, \frac{3}{2})) \leq m_0 \). To do this, we shall require an additional restriction upon the density parameter \( \varkappa \). Fix \( N \in \mathbb{N} \). We may repeatedly apply Lemma 7.2 to yield
\[ \mu(B(0, 2 - N \sqrt{\varkappa})) \leq (1 - \lambda)^N \mu(B(0, 2)) \leq (1 - \lambda)^N A2^s. \]

If \( N \sqrt{\varkappa} < \frac{1}{2} \), then \( \mu(B(0, \frac{3}{2})) \leq (1 - \lambda)^N A2^s \). Thus, we require that \( (1 - \lambda)^N \leq \frac{m_0}{4 \lambda^2} \). This condition (which is the sole condition on \( N \) that is independent of \( \varkappa \)) dictates our choice of \( N \) as \( N = \lfloor \frac{\log \frac{1}{2}}{4C_1} \rfloor + 1. \) All that is left is to choose \( \varkappa(\varepsilon) \). The two assumptions we need to satisfy are
\[ \varkappa(\varepsilon) < \left( \frac{\varepsilon}{4C_9} \right)^{\alpha}, \text{ and } \varkappa(\varepsilon) < \frac{1}{4N^2} < \frac{\varepsilon^4}{4C_1^2 \log^2 \frac{1}{\varepsilon}}. \]

So we can choose \( \varkappa(\varepsilon) = c_{12} \varepsilon^\beta \), for suitable \( c_{12} > 0 \) and \( \beta = \beta(s, \alpha) > 0 \). □

7.1. Consequences of the Collapse Lemma. The remainder of the section is devoted to consequences of the Collapse lemma. We begin with a simple alternative:

Lemma 7.4. For each \( \varepsilon \in (0, \frac{1}{2}) \), there exist \( M = M(\varepsilon) > 0 \) and \( \tau = \tau(\varepsilon) > 0 \), such that whenever \( |T_{\mu, M}(1)(x)| > \varepsilon \), one of the following two statements must hold:
(i) \( \mu(B(x, 2Mr)) \geq \tau r^s \), or
(ii) \( \mu(B(x, r)) = 0 \).

Proof. We may assume that \( x = 0 \) and \( r = 1 \). Fix \( \tau > 0 \), and \( M > 4 \). Suppose that \( \mu(B(0, 2M)) \leq \tau \). Let \( \tilde{F}_\delta(x) = \tilde{T}_{\mu, \delta}(1) - \tilde{T}_{\mu, M}(1) \). Then
\[ \tilde{T}_\delta = \int_{B(0, 2M)} [K_\delta(\cdot - y) - K_M(\cdot - y)]d\mu(y) \text{ on } B(0, 2). \] Thus, by Lemma 3.1
\[ \sup_{B(0, 2)} \int_{\delta > 0} |\tilde{T}_\delta(y)|dm_d(y) \leq 2 \cdot 2^{d-s}C_1 \tau. \]
Consequently, the Chebyshev inequality ensures that the set \( E = \{ y \in B(0, 2) : \sup_{\delta > 0} |\tilde{T}_\delta(y)| < \frac{\tau}{4} \} \) is \( C_{13} \left( \frac{\varepsilon}{d} \right)^{\frac{1}{d}} \)-dense in \( B(0, 2) \) (cf. the proof of Lemma 7.3).

Set \( \mathbf{e} \) to be the unit vector satisfying \( \langle \tilde{T}_{\mu,M}(1)(0), \mathbf{e} \rangle = |\tilde{T}_{\mu,M}(1)(0)|. \)
Suppose \( y \in E \), and \( \delta \in (0, 1) \). Write
\[ \tilde{T}_{\mu,\delta}(1)(y) = \tilde{T}_{\mu,M}(1)(0) + \tilde{T}_\delta(y) + |\tilde{T}_{\mu,M}(1)(y) - \tilde{T}_{\mu,M}(1)(0)|. \]
Since \( |\tilde{T}_{\mu,M}(1)(y) - \tilde{T}_{\mu,M}(1)(0)| \leq \frac{C_{13}}{M^s} \), we infer from the above equality that \( \Re[\mathbf{e} \cdot \tilde{T}_{\mu,\delta}(1)](y) > \frac{\varepsilon}{4} - \frac{C_{13}}{M^s} \).
This quantity is at least \( \frac{\varepsilon}{2} \) if \( M \geq M(\varepsilon) = (\varepsilon/8C_6)^{-\frac{1}{d}} \).
Now fix \( \varkappa = \varkappa \left( \varepsilon \frac{\varepsilon}{2} \right) \) as in the Collapse lemma.
If \( C_{13} \left( \frac{\varepsilon}{d} \right)^{1/d} \leq \varkappa \), then \( \mu(B(0, 1)) = 0 \). Thus, fixing \( \tau = c_{14} \varepsilon \varkappa^d \) for a suitable constant \( c_{14} > 0 \) establishes the alternative.

This lemma yields several useful Corollaries. The first one shall prove useful in establishing Proposition 1.3.

**Corollary 7.5.** For each \( \varepsilon \in (0, \frac{1}{2}) \), there exist \( M' = M'(\varepsilon) > 0 \) and \( \tau' = \tau'(\varepsilon) > 0 \), such that if \( |\tilde{T}_{\mu}(1)(x)| > \varepsilon \), and \( \text{dist}(x, \text{supp}(\mu)) = r \), then \( \mu(B(x, M'r)) \geq \tau' r^s \).

**Proof.** Without loss of generality, we may assume that \( r = \frac{1}{2} \) and \( x = 0 \). Set \( M = M \left( \frac{\varepsilon}{2} \right) \) as in Lemma 7.3, and fix \( M = 4M \). Let \( \sigma > 0 \), and suppose that \( \mu(B(0, M')) \leq \sigma \).
By a trivial absolute value estimate, \( |\tilde{T}_{\mu,M}(1)(0)| > \varepsilon - \int_{B(0, M) \setminus B(0, \frac{1}{2})} \frac{1}{|y|}d\mu(y) > \varepsilon - C\sigma \).
So \( |\tilde{T}_{\mu,M}(1)(0)| > \frac{\varepsilon}{2} \) if \( \sigma = c\varepsilon \) for a sufficiently small constant \( c > 0 \).
Under this condition on \( \sigma \), the assumptions of Lemma 7.3 are satisfied with \( \varepsilon \) replaced by \( \frac{\varepsilon}{2} \).
By hypothesis \( \mu(B(0, 1)) > 0 \), so \( \mu(B(0, 2M)) > \tau \), where \( \tau = \tau \left( \frac{\varepsilon}{2} \right) \) is given by Lemma 7.3. Setting \( \tau' = \min[\sigma, \tau] \) completes the proof. \( \square \)

The next corollary concerns the values of \( \tilde{T}_{\mu}(1) \) \( m_d \)-almost everywhere on the support of \( \mu \).

**Corollary 7.6.** \( \tilde{T}_{\mu}(1)(x) = 0 \) for \( m_d \)-almost every \( x \in \text{supp}(\mu) \).

**Proof.** By standard measure theory, the limit \( D(x) = \lim_{\tau \to 0} \frac{\mu(B(x, \tau))}{\tau^d} \) exists and is finite for \( m_d \)-almost every \( x \in \mathbb{R}^d \). It therefore suffices to prove that if \( |\tilde{T}_{\mu}(1)(x)| > 2\varepsilon \) for some \( \varepsilon > 0 \), and \( D(x) \) exists and is
finite, then $x \notin \text{supp}(\mu)$. Set $M = M(\varepsilon)$, and $\tau = \tau(\varepsilon)$, as in Lemma 7.4. If $D(x) < \infty$, then $\mu(B(x, r)) \leq (D(x) + 1)r^d$ for all sufficiently small $r$. But, then provided that $r$ is sufficiently small, we have that both $|\tilde{T}_{\mu, M}(1)| > \varepsilon$ and $\mu(B(x, 2Mr)) \leq \tau r^s$. From Lemma 7.4, we infer that $\mu(B(x, 2r)) = 0$. So $x \notin \text{supp}(\mu)$. □

The final result of this section is a porosity property in balls where $\tilde{T}_{\mu}(1)$ is large on average. This will serve as the primary tool in proving that the support of a reflectionless measure for the Riesz transform is nowhere dense.

**Lemma 7.7.** For each $\varepsilon > 0$, there exists $\lambda = \lambda(\varepsilon) > 0$, such that if $\int_{B(x,r)} |\tilde{T}_{\mu}(1)(y)|dm(y) > \varepsilon m_d(B(x,\varepsilon))$, then there is a ball $B' \subset B(x, r)$ of radius $\lambda r$ with $\mu(B') = 0$.

**Proof.** We may suppose that $x = 0$ and $r = 1$. For $\Delta \in (0, 1)$, set $F_\Delta(z) = \sup_{\delta \in (0, \Delta]} |\tilde{T}_{\mu}(1)(z)|$. Then

$$
\int_{B(0,2)} |F_\Delta|dm_d \leq 2 \int_{B(0,2)} \int_{B(z,\Delta)} \frac{d\mu(y)}{|z-y|^s}dm_d(z),
$$

which by Lemma 3.1 is at most $2C_1 \Delta^{d-s} \mu(B(0,3)) \leq 2C_1 \Delta^{d-s} \Lambda^s$. Thus,

$$
\frac{1}{m_d(B(0,1))} \int_{B(0,1)} |\tilde{T}_{\mu, \Delta}(1)|dm_d > \varepsilon - \frac{2C_1 \Delta^{d-s} \Lambda^s}{\omega_d} > \frac{\varepsilon}{2},
$$

provided that $\Delta < c_{15} \varepsilon^{\frac{1}{d-s}}$ (here $\omega_d$ is the volume of the $d$-dimensional unit ball).

Now fix $\gamma \in (0, \Delta)$, and let $(x_j)_j$ be a maximal $\gamma$-separated set in $B(0,1)$. Set $B_j = B(x_j, \gamma)$. Then the balls $B_j$ form a cover of $B(0,1)$, and have bounded covering number (at most $C_{16}$ balls may intersect at any point of $\mathbb{R}^d$).

Set $e_j$ to be the unit vector with $e_j \cdot \tilde{T}_{\mu, \Delta}(1)(x_j) = |\tilde{T}_{\mu, \Delta}(x_j)|$. Denote

$$
U_j = \inf_{B_j} \mathbb{R}[e_j \cdot \tilde{T}_{\mu, \Delta}(1)], \text{ and } V_j = \frac{1}{m_d(B_j)} \int_{B_j} F_\Delta dm_d.
$$

For $T > 0$, set $\mathcal{F}_1 = \{j : U_j < TV_j\}$. Also, set $\mathcal{F}_2 = \{j : U_j < \frac{\varepsilon}{c_{16}16^d}\}$. Then,

$$
\sum_{j \in \mathcal{F}_1 \cup \mathcal{F}_2} \frac{m_d(B_j)}{m_d(B(0,1))}U_j \leq \frac{TC_{16}}{\omega_d} \int_{B(0,2)} F_\Delta dm_d + \frac{\varepsilon}{c_{16}16^d} \frac{C_{16}\omega_d 2^d}{\omega_d} \leq C_{17} \Delta^{d-s}T + \frac{\varepsilon}{8}.
$$
This quantity is at most if \( C_{17} \Delta^{d-s}T < \frac{\varepsilon}{8} \). On the other hand,
\[
U_j \geq \frac{1}{m_d(B_j)} \int_{B_j} |\tilde{T}_\mu(1)| \, dm_d - 2C_6(\frac{\varepsilon}{8}).
\]
Thus
\[
\sum_j \frac{m_d(B_j)}{m_d(B(0, 1))} U_j \geq \frac{\varepsilon}{2} - 2^d C_{16} 2C_6 \left( \frac{\gamma}{\Delta} \right) - \frac{\varepsilon}{4},
\]
if \( \gamma \leq \frac{1}{18} \Delta \).

Accordingly, there exists a ball \( B_j \) such that \( U_j \geq TV_j \) and \( U_j \geq \frac{\varepsilon}{C_{16}16^{d}} \).

Since \( V_j \leq \frac{U_j}{T} \), Chebyshev’s inequality ensures that
\[
m_d\left( \{ x \in B_j : |F_\Delta(x)| \geq \frac{U_j}{2} \} \right) \leq \frac{2}{T} m_d(B_j).
\]
Now fix \( \varkappa = \varkappa \left( \frac{\varepsilon}{2C_{16}16^d} \right) \) as in the Collapse lemma (Proposition 7.1). Choose \( T = \frac{\varepsilon}{4^d} \). Then the set \( E = \{ x \in B_j : |F_\Delta| < \frac{U_j}{2} \} \) is \( \varkappa \gamma \)-dense in \( B_j \) (see the proof of Lemma 7.3). But for each \( x \in E \),
\[
\Re(e_j \cdot \tilde{T}_\mu(1))(x) > \frac{\varepsilon}{2C_{16}16^d} \text{ for any } \delta \in (0, \Delta).
\]
Thus the Collapse lemma yields that \( \mu(\frac{1}{2}B_j) = 0 \).

Let us now choose the parameters \( \Delta \) and \( \gamma \). There are two conditions on \( \Delta \) independent of \( \gamma \), namely
\[
C_{17} \Delta^{d-s}T < \frac{\varepsilon}{8}, \text{ and } \Delta < \frac{1}{15} \frac{1}{\varepsilon^{d-s}}.
\]
To satisfy these inequalities, we may choose \( \Delta = c_{19} \varepsilon^{\beta'} \), for some \( \beta' > 0 \) depending on \( s, d, \) and \( \alpha \). It remains to choose \( \gamma \) subject to the inequality \( \gamma \leq \frac{1}{18} \Delta \). Thus we can fix \( \gamma = c_{18} c_{19} \varepsilon^{\alpha^{\beta'}} \). Since the centre of \( \frac{1}{2}B_j \) lies in \( B(0, 1) \), there is a ball of radius \( \lambda := \frac{1}{4} \), disjoint from \( \text{supp}(\mu) \), that is contained in \( B(0, 1) \).

8. The Riesz Transform

From here on in, we focus on the simplest, and most interesting \( s \)-dimensional CZO, the \( s \)-Riesz transform. This is the choice of kernel \( K(x) = \frac{x}{|x|^{d+1}} \) for \( x \in \mathbb{R}^d \) (so the Riesz transform is \( \mathbb{R}^d \)-valued). We will write \( R_\mu \) instead of \( T_\mu \), \( \tilde{R}_\mu(1) \) instead of \( \tilde{T}_\mu(1) \), and so on.

8.1. An extremal problem: the proof of Proposition 1.3. In this section we prove Proposition 1.3. It will follow from the following proposition:

**Proposition 8.1.** Let \( s \in (0, d) \). Suppose that \( \mu \) is a non-trivial \( \Lambda \)-good reflectionless measure (for the \( s \)-Riesz transform). Then \( \tilde{R}_\mu(1) \in \)
$L^\infty(m_d)$. Furthermore, there exists a $\Lambda$-good reflectionless measure $\mu^*$, with $\text{dist}(0, \text{supp}(\mu^*)) = 1$, and

$$|\tilde{R}_{\mu^*}(1)(0)| = \|\tilde{R}_{\mu^*}(1)\|_{L^\infty(m_d)}.$$  

Before we prove this result, let’s see how Proposition 1.3 follows from it. We shall require two lemmas. Both of them are essentially known, and so the proofs are relegated to an appendix.

**Lemma 8.2.** Suppose that $s \in (0, d)$, and $\mu$ is a $\Lambda$-good measure. Then there exists a constant $C_{20} > 0$ such that for any ball $B(x, r)$ and $\Gamma \in \mathbb{R}^d$,

$$\mu(B(x, r)) \leq C_{20} r^d \int_{\mathbb{R}^d} \frac{|\tilde{R}_{\mu}(1)(z) - \Gamma|}{(r + |z|)^{2d-s}} dm_d(z).$$

The next lemma accounts for the restriction to $s \in (d-1, d)$.

**Lemma 8.3.** Suppose that $s \in (d-1, d)$, and $\mu$ is a $\Lambda$-good measure, with $0 \not\in \text{supp}(\mu)$. Then

$$\text{P.V.} \int_{\mathbb{R}^d} \frac{\tilde{R}_{\mu}(1)(0) - \tilde{R}_{\mu}(1)(x)}{|x|^{2d+1-s}} dm_d(x) = \lim_{\delta \to 0} \int_{\mathbb{R}^d \setminus B(0, \delta)} \frac{\tilde{R}_{\mu}(1)(0) - \tilde{R}_{\mu}(1)(x)}{|x|^{2d+1-s}} dm_d(x) = 0.$$  

**Proof of Proposition 1.3.** Suppose that $\mu$ is a non-trivial reflectionless measure. Consider the measure $\mu^*$ provided by Proposition 8.1. Note that Lemma 8.2 (applied with $\Gamma = 0$) yields that if $|\tilde{R}_{\mu}(1)| = 0$ almost everywhere in $\mathbb{R}^d$, then $\mu = 0$. If $\mu \in \mathcal{F}$, then $|\tilde{R}_{\mu}(1)| = 0$ almost everywhere on $\text{supp}(\mu)$ (Corollary 7.6), and so there must be a point $z \not\in \text{supp}(\mu)$ with $|\tilde{R}_{\mu}(1)(z)| > 0$. Set $p = \text{dist}(z, \text{supp}(\mu))$. Consider the measure $\tilde{\mu}(\cdot) = \frac{\mu(x+z)}{p^s}$. Then $\tilde{\mu} \in \mathcal{F}$, $\text{dist}(0, \text{supp}(\mu)) = 1$, and $|\tilde{R}_{\mu}(1)(0)| = |\tilde{R}_{\mu}(1)(z)| > 0$. □

We now set up an extremal problem whose solution will provide the measure $\mu^*$ whose existence is claimed in the statement of Proposition 8.1. Suppose that there exists a non-trivial $\Lambda$-good reflectionless measure $\mu$.

Define $\mathcal{F}$ to be the set of non-trivial $\Lambda$-good reflectionless measures $\mu$. Set $Q = \sup\{|\tilde{R}_{\mu}(1)(0)| : \mu \in \mathcal{F}$ with $\text{dist}(0, \text{supp}(\mu)) = 1\}$.  

**Claim 8.4.** $Q > 0$.

**Proof.** Lemma 8.2 (applied with $\Gamma = 0$) yields that if $|\tilde{R}_{\mu}(1)| = 0$ $m_d$-almost everywhere in $\mathbb{R}^d$, then $\mu = 0$. If $\mu \in \mathcal{F}$, then $|\tilde{R}_{\mu}(1)| = 0$ $m_d$-almost everywhere on $\text{supp}(\mu)$ (Corollary 7.6), and so there must be a point $z \not\in \text{supp}(\mu)$ with $|\tilde{R}_{\mu}(1)(z)| > 0$. Set $p = \text{dist}(z, \text{supp}(\mu))$. Consider the measure $\tilde{\mu}(\cdot) = \frac{\mu(x+z)}{p^s}$. Then $\tilde{\mu} \in \mathcal{F}$, $\text{dist}(0, \text{supp}(\mu)) = 1$, and $|\tilde{R}_{\mu}(1)(0)| = |\tilde{R}_{\mu}(1)(z)| > 0$. □
Claim 8.5. \( Q < +\infty \).

Proof. This follows immediately from the Cotlar lemma (see Corollary 6.3). \( \square \)

Claim 8.6. There exists \( \mu^* \in \mathcal{F} \) with \( \text{dist}(0, \text{supp}(\mu)) = 1 \), such that \( \tilde{R}_{\mu^*}(1)(0) = Q \).

Proof. For each \( j \in \mathbb{N} \), choose \( \mu_j \in \mathcal{F} \) with \( \text{dist}(0, \text{supp}(\mu_j)) = 1 \), satisfying \( |\tilde{R}_{\mu_j}(1)(0)| \geq Q(1 - 2^{-j-1}) \). Then, by Corollary 7.5, there exists \( M' = M'(Q) \) such that \( \mu_j(B(0, M')) \geq c(Q) \) for each \( j \). We may pass to a subsequence that converges to a \( \Lambda \)-good reflectionless measure \( \mu^* \) (Corollary 4.5). From standard weak semi-continuity properties of the weak limit, we have that \( \text{dist}(0, \text{supp}(\mu^*)) \geq 1, \) and \( \mu^*(B(0, M')) \geq c(Q) \). Thus Lemma 6.4 is applicable, and yields a measure \( \mu \in \mathcal{F} \) with \( \text{dist}(0, \text{supp}(\mu)) \geq 1 \) and \( \tilde{R}_{\mu}(1)(0) = Q \). Fix \( p = \text{dist}(0, \text{supp}(\mu)) \). Setting \( \mu^*(\cdot) = \frac{\mu(p\cdot + x)}{p} \) yields the claim. \( \square \)

The proof of Proposition 8.1. Corollary 6.3 yields that \( \|\tilde{R}_{\mu}(1)\|_{L^\infty(m_d)} < \infty \). Consider the measure \( \mu^* \) constructed in Claim 8.6 and suppose that \( |\tilde{R}_{\mu^*}(1)(0)| < \|\tilde{R}_{\mu}(1)\|_{L^\infty(m_d)} \). As a result of Corollary 7.6, there exists \( x \not\in \text{supp}(\mu) \) with \( |\tilde{R}_{\mu^*}(1)(x)| > |\tilde{R}_{\mu^*}(1)(0)| \). But now set \( p = \text{dist}(x, \text{supp}(\mu^*)) \). Consider \( \tilde{\mu}(\cdot) = \frac{\mu(p\cdot + x)}{p} \). Then \( \tilde{\mu} \in \mathcal{F} \), and \( Q < |\tilde{R}_{\mu^*}(1)(x)| = |\tilde{R}_{\tilde{\mu}}(1)(0)| \). This is absurd. \( \square \)

8.2. Weak porosity: the proof of Theorem 1.4. Having proved that non-trivial reflectionless measures for the \( s \)-Riesz transform fail to exist if \( s \in (d-1, d) \), we move onto a studying them for \( s \leq d-1 \). Theorem 1.4 is an immediate consequence of the following proposition.

Proposition 8.7. Suppose that \( \mu \) is a reflectionless measure for the \( s \)-dimensional Riesz transform, with \( s \in (0, d-1) \). For each \( \varepsilon > 0 \) there is a constant \( \lambda = \lambda(\varepsilon) > 0 \) such that if \( \mu(B(x, r)) > \varepsilon r^s \), then there is a ball \( B' \subset B(x, 3r) \) of radius \( \lambda r \) that does not intersect \( \text{supp}(\mu) \).

Taking into account Lemma 7.7, Proposition 8.7 will follow immediately from the following result.

Lemma 8.8. Let \( s \in (0, d-1) \). There is a constant \( c_{21} > 0 \), such that if \( \mu(B(x, r)) \geq \varepsilon r^s \), then \( \int_{B(x, 3r)}|\tilde{R}_{\mu}(1)|\,dm_d > c_{21}\varepsilon m_d(B(x, 3r)) \).

Proof. We may assume that \( x = 0 \) and \( r = 1 \). Let \( \psi_1 \) be a non-negative bump function supported in \( B(0, \frac{1}{2}) \), with \( \int_{\mathbb{R}^d} \psi_1 \,dm_d = 1 \).
Then \((\psi_{1/2} * \mu)(B(0,2)) \geq c\varepsilon\). There is a positive constant \(b = b(s)\) such that

\[
\text{div}(\psi_{1/2} * \tilde{\mathcal{R}}^\mu(1))(x) = \begin{cases} 
 b(\psi_{1/2} * \mu)(x) & \text{if } s = d - 1 \\
 b \int_{\mathbb{R}^d} \frac{d(\psi_{1/2} * \mu)(y)}{|x-y|^{s+1}} & \text{if } s < d - 1.
\end{cases}
\]

On the other hand, if \(\varphi \in C^\infty_0(\mathbb{R}^d)\), then

\[
\int_{\mathbb{R}^d} [\psi_{1/2} * \tilde{\mathcal{R}}^\mu(1)] \cdot \nabla \varphi d\mu_d = \int_{\mathbb{R}^d} \text{div}(\psi_{1/2} * \tilde{\mathcal{R}}^\mu(1)) \varphi d\mu_d.
\]

Choose \(\varphi\) to be nonnegative, with bounded gradient, and satisfying \(\varphi \equiv 1\) on \(B(0,2)\), \(\text{supp}(\varphi) \subset B(0,\frac{5}{2})\). Then

\[
C \int_{B(0,3)} |\tilde{\mathcal{R}}^\mu(1)| d\mu_d \geq \int_{\mathbb{R}^d} [\psi_{1/2} * \tilde{\mathcal{R}}^\mu(1)] \cdot \nabla \varphi d\mu_d \geq \int_{B(0,2)} \text{div}(\psi_{1/2} * \tilde{\mathcal{R}}^\mu(1)) d\mu_d \geq c\varepsilon,
\]

as required. \(\square\)

**Appendix A. The operator \(T\)**

First suppose that \(\mu\) is merely \(\Lambda\)-nice. Then, for \(f, g \in \text{Lip}_0(\mathbb{R}^d)\) (\(f\) scalar valued, \(g\) vector valued), we may use the anti-symmetry of the function \(K_\delta\) to write

\[
I_{\mu,\delta}(f,g) := \langle T_{\mu,\delta}(f),g \rangle_\mu = \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} K_\delta(x-y) H(x,y) d\mu(y) d\mu(x),
\]

where \(H(x,y) = \frac{1}{2} [f(y)g(x) - g(y)f(x)]\). The function \(H\) is Lipschitz continuous on \(\mathbb{R}^d \times \mathbb{R}^d\), and thus, as a consequence of the \(\Lambda\)-niceness of \(\mu\), \(K(x-y)H(x,y) \in L^1(\mu \times \mu)\). We set

\[
I_{\mu}(f,g) = \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} K(x-y) H(x,y) d\mu(y) d\mu(x).
\]

Not only does the dominated convergence theorem yield that \(I_{\mu,\delta}(f,g) \to I_{\mu}(f,g)\) as \(\delta \to 0\), but we also have a simple quantitative estimate on the speed of convergence, namely that \(|I_{\delta}(f,g) - I(f,g)| \leq C(f,g)\delta\), where \(C(f,g)\) depends on \(f\) and \(g\). We may now define an operator \(T\) from the space of compactly supported Lipschitz functions \(f\) to its dual with respect to the pairing in \(L^2(\mu)\) by

\[
\langle T_{\mu}(f),g \rangle = I(f,g)
\]

for \(f, g \in \text{Lip}_0(\mathbb{R}^d)\).

Assuming in addition that \(\mu\) is \(\Lambda\)-good, we may define \(I_{\mu,\delta}(f,g) = \langle T_{\mu,\delta}(f),g \rangle_\mu\) for any \(f, g \in L^2(\mu)\). Whence, the density of \(\text{Lip}_0(\mathbb{R}^d)\) in
\[ L^2(\mu) \text{ allows us to extend the domain of the bilinear form } I(f, g) \text{ to all } f, g \in L^2(\mu), \text{ and furthermore } |I(f, g)| \leq \Lambda \|f\|_{L^2(\mu)} \|g\|_{L^2(\mu)}. \]

Consequently, by the Riesz-Fisher theorem, we obtain a unique linear operator \( T_\mu : L^2(\mu) \to L^2(\mu) \) with operator norm \( \Lambda \) given by (A.1) for \( f, g \in L^2(\mu) \).

Should it happen that \( \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} |K(x - y)||f(y)| |g(x)| d\mu(y) d\mu(x) < \infty \)

for some \( f, g \in L^2(\mu) \), then

\[
\langle T_\mu(f), g \rangle = \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} K(x - y)f(y)g(x) d\mu(y) d\mu(x).
\]

Indeed, in this case we have that \( I_\delta(f, g) \) converges to \( \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} K(x - y)f(y)g(x) d\mu(y) d\mu(x) \) by the dominated convergence theorem. So by the uniqueness of the operator \( T_\mu \), we arrive at the desired formula.

For a \( \Lambda \)-good measure \( \mu \), define \( T_\mu^* : L^2(\mu) \to L^2(\mu) \) has operator norm \( 2\Lambda \).

Insofar as the kernel \( K_\delta \) is antisymmetric, for any \( B(x, r) \subset \mathbb{R}^d \), \( \int_{B(x, r)} T_{\mu_\delta}(\chi_{B(x, r)}) d\mu = 0 \).

Letting \( \delta \to 0 \) yields \( \int_{B(x, r)} T_{\mu}(\chi_{B(x, r)}) d\mu = 0 \). Consequently, for any \( \delta > 0 \), \( \int_{B(x, r)} T_{\mu_\delta}(\chi_{B(x, r)}) d\mu = 0 \) for any ball \( B(x, r) \).

**A.1. The weak continuity of \( T_\mu \).** Suppose that \( \mu_k \) are \( \Lambda \)-good measures that converge weakly to a measure \( \mu \). By standard weak lower semi-continuity properties of the weak limit, we have that \( \mu \) is \( \Lambda \)-nice. In this section we show that \( \mu \) is \( \Lambda \)-good.

Using an approximation result (such as the Stone-Weierstrass theorem, see page 7 of [JN1]), it is not difficult to see that for any \( f, g \in \text{Lip}_0(\mathbb{R}^d) \), and \( \delta > 0 \),

\[
(A.2) \quad \lim_{k \to \infty} \langle T_{\mu_\delta}(f), g \rangle_{\mu_k} = \langle T_\mu(f), g \rangle_{\mu}.
\]

Recall that for any \( \Lambda \)-nice measure \( \nu \), the convergence of \( \langle T_{\nu_\delta}(f), g \rangle_{\nu} \) to \( \langle T_\nu(f), g \rangle_{\nu} \) is uniform, and in particular depends only on \( f, g \) and \( \Lambda \). Each \( \mu_k \), as well as \( \mu \), is \( \Lambda \)-nice, so we have \( \lim_{k \to \infty} \langle T_{\mu_k}(f), g \rangle_{\mu_k} = \langle T_\mu(f), g \rangle_{\mu} \), for any \( f, g \in \text{Lip}_0(\mathbb{R}^d) \).

Referring again to (A.2), we employ the uniform \( \Lambda \)-goodness of the sequence \( \mu_k \) to deduce that, for \( f, g \in \text{Lip}_0(\mathbb{R}^d) \),

\[
|\langle T_\mu(f), g \rangle_{\mu}| \leq \Lambda \limsup_{k \to \infty} \|f\|_{L^2(\mu_k)} \|g\|_{L^2(\mu_k)}.
\]

The right hand side here is equal to \( \Lambda \|f\|_{L^2(\mu)} \|g\|_{L^2(\mu)} \), since \( |f|^2 \) and \( |g|^2 \) are compactly supported continuous functions. Considering that \( \mu \) is \( \Lambda \)-nice, \( T_{\mu_\delta} : L^2(\mu) \to L^2_{\text{loc}}(\mathbb{R}^d) \) (see Section 3). Thus, the density of \( \text{Lip}_0(B(0, R)) \) in \( L^2(B(0, R)) \) ensures that \( \|T_{\mu_\delta}\|_{L^2(\mu) \to L^2(B(0, R), \mu)} \leq \Lambda \).
for any $R > 0$. Using the monotone convergence theorem, we conclude that $\mu$ is $\Lambda$-good.

**APPENDIX B. RIESZ SYSTEMS**

Let $\mu$ be a $\Lambda$-nice measure. In this appendix we will prove Lemma 5.1.

**Lemma B.1.** $\Psi^\mu_Q$ ($Q \in \mathcal{D}$) is a $CA^{d+\frac{3s}{2}+2}$-Riesz family.

**Proof.** For each $Q \in \mathcal{D}$, choose $\psi_Q \in \Psi^\mu_Q$. Then

$$\|\psi_Q\|_\infty \leq \|\psi_Q\|_{\text{Lip}} \cdot \text{diam}(\text{supp}(\mu)) \leq \frac{CA}{\ell(Q)^\frac{s}{2}}.$$

Thus,

$$\|\psi_Q\|_{L^1(\mu)} \leq CA \mu(B(x_Q, A\ell(Q))).$$

Notice that if $Q', Q'' \in \mathcal{D}$ with $\ell(Q') \leq \ell(Q'')$, then the oscillation of $\psi_{Q''}$ on $B(x_{Q'}, A\ell(Q'))$ is bounded by $\frac{\mu(B(x_{Q'}, A\ell(Q')))}{\ell(Q'')^\frac{s}{2}}$. Thus

$$|\langle \psi_{Q'}, \psi_{Q''} \rangle_\mu| \leq CA^2 \frac{\ell(Q')}{\ell(Q'')} \frac{\mu(B(x_{Q'}, A\ell(Q')))}{\ell(Q'')^\frac{s}{2}} \leq CA^{d+\frac{3s}{2}+2} \frac{\ell(Q')}{\ell(Q'')} \sqrt{\mu(B(x_{Q'}, A\ell(Q')))}.$$

Also, $|\langle \psi_{Q'}, \psi_{Q''} \rangle_\mu| = 0$ if $B(z_{Q'}, A\ell(Q')) \cap B(z_{Q''}, A\ell(Q'')) = \emptyset$.

For the remainder of this proof, all sums over cubes will be taken over the dyadic lattice $\mathcal{D}$, so we shall not write this explicitly. Now, let $(a_Q)_{Q \in \mathcal{D}} \in \ell^2(\mathcal{D})$, then

$$\left\| \sum_Q a_Q \psi_Q \right\|_\mu^2 \leq 2 \sum_{Q', Q'' : \ell(Q') \leq \ell(Q'')} |a_{Q'}| |a_{Q''}| |\langle \psi_{Q'}, \psi_{Q''} \rangle_\mu|.$$

Appealing to the bound on $|\langle \psi_{Q'}, \psi_{Q''} \rangle_\mu|$, Cauchy’s inequality yields that $|a_{Q'}| |a_{Q''}| |\langle \psi_{Q'}, \psi_{Q''} \rangle_\mu|$ is bounded by

$$CA^{d+\frac{3s}{2}+2} \left[ \frac{|a_{Q'}|^2 \ell(Q')}{2 \ell(Q'')} + \frac{|a_{Q''}|^2 \ell(Q'') \mu(B(x_{Q'}, A\ell(Q')))}{2 \ell(Q'')} \right].$$

Consequently, it suffices to estimate two sums:

$$I = \sum_{Q', Q'' : \ell(Q') \leq \ell(Q'')} |a_{Q'}|^2 \frac{\ell(Q')}{\ell(Q'')} |B(x_{Q'}, A\ell(Q')) \cap B(x_{Q''}, A\ell(Q''))|,$$

$$II = \sum_{B(x_{Q'}, A\ell(Q')) \cap B(x_{Q''}, A\ell(Q'')) \neq \emptyset} |a_{Q'}|^2 \frac{\ell(Q')}{\ell(Q'')}.$$
Lemma C.1. Suppose that $A > \max(0, B' + \diam(B'))$. Then

$$\int_{B(0,1)} |\tilde{R}_\mu(1)| \, dm_d \leq C(B') R^d \log(e + A).$$

**Appendix C. The Fourier Transform and the Fractional Laplacian**

In this appendix we establish Lemmas 8.2 and 8.3. Let $K(x) = \frac{x}{|x|^{n+\alpha}}$ be the $s$-Riesz kernel. Thus, we may take $\alpha = 1$ in the smoothness property (iii) of a CZO. Throughout this section suppose that $\mu$ is a nontrivial $\Lambda$-good measure. Fix the ball $B'$ and the function $\eta_{B'}$ as in the definition (6.3).

**Lemma C.1.** Suppose that $A > \max(0, B' + \diam(B'))$. Then

$$\int_{B(0,1)} |\tilde{R}_\mu(1)| \, dm_d \leq C(B') R^d \log(e + A).$$
Proof. For \( x \in B(0, A) \), we may write

\[
\tilde{R} \mu(1)(x) = R(\chi_{B(0, 2A)} \mu)(x) - \int_{B'} \eta_{B'} R \mu(\chi_{B(0, 2A)}) \, d\mu \\
+ \int_{\mathbb{R}^d \setminus B(0, 2A)} \int_{B'} \eta_{B'}(z) [K(x - y) - K(z - y)] \, d\mu(z) \, d\mu(y).
\]

We shall estimate the integral of each term over \( B(0, A) \) respectively.

First note that by Lemma 3.1, we have

\[
\int_{B(0, A)} |R(\chi_{B(0, 2A)} \mu)| \, dm \leq CA^d.
\]

For the second term, we write

\[
\int_{B'} \eta_{B'} R \mu(\chi_{B(0, 2A)}) = \int_{B'} \eta_{B'} R \mu(\chi_{2B'}) \, d\mu + \int_{B'} \eta_{B'} R \mu(\chi_{B(0, 2A) \setminus 2B'}) \, d\mu.
\]

These integrals have a sum in absolute value no larger than \( C(B') \log(e + A) \) (since \( \mu \) is \( \Lambda \)-nice). As for the remaining term defining \( \tilde{R} \mu(1) \), Lemma 4.1 applies to yield

\[
\int_{\mathbb{R}^d \setminus B(0, 2A)} \int_{B'} \eta_{B'}(z) [K(x - y) - K(z - y)] \, d\mu(z) \, d\mu(y) \leq \frac{C(B')}{A},
\]

for any \( x \in B(0, A) \). The lemma follows.

Define \( \mu_N = \chi_{B(0, N)} \mu \).

**Lemma C.2.** Set \( A > 0 \). Then for all sufficiently large \( N > 0 \),

\[
\| \tilde{R}_\mu(1) - \tilde{R}_{\mu_N}(1) \|_{L^\infty(B(0, A))} \leq \frac{C(B')}{N}.
\]

**Proof.** The proof is essentially the same as that of Lemma 4.1. Fix \( x \in B(0, A) \), and choose \( B = B(0, \frac{N}{2}) \) in (6.3) (permitted provided that \( N \) is large enough). Then

\[
\tilde{R}_\mu(1)(x) - \tilde{R}_{\mu_N}(1)(x) = \int_{\mathbb{R}^d \setminus B(0, N)} \int_{B'} \eta_{B'} [K(x - y) - K(z - y)] \, d\mu(z) \, d\mu(y),
\]

provided that \( N \) is sufficiently large. But this quantity is bounded in absolute value by \( \frac{C(B')}{N} \). \( \square \)

Let us now prove Lemma 8.2

**Proof of Lemma 8.2**. We may assume that \( x = 0 \), and \( r = 1 \).

First let \( \sigma \) be a finite measure. Fix a smooth compactly supported nonnegative bump function \( f \) that is identically 1 on \( B(0, 1) \).

Let \( g(x) = \mathcal{F}^{-1}(b|\xi|^{d-1-s} \hat{f}(\xi))(x) \), where \( b \in \mathbb{C} \setminus \{0\} \) is chosen so that \( R^*(g) = f \). Note that \( g \) has \( m_d \)-mean zero in each component,
since the vector field $\xi|\xi|^{d-1-s}$ vanishes when $\xi = 0$. An elementary decomposition on the Fourier side yields the estimate

$$|g(x)| \leq \frac{C}{(1 + |x|)^{2d-s}}.$$ 

Therefore $g \in L^1(m_d) \cap L^2(m_d)$, and by the construction of $g$ we have

$$\int_{\mathbb{R}^d} fd\mu = \int_{\mathbb{R}^d} R^*(gm_d) d\sigma = \int_{\mathbb{R}^d} R(\sigma) \cdot gdm_d.$$ 

Using the mean zero property of $g$ and the estimate on its absolute value,

$$\sigma(B(0,1)) \leq C \int_{\mathbb{R}^d} \frac{|R(\sigma)(y) - \tilde{\Gamma}|}{(1 + |y|)^{2d-s}} dm_d(y).$$ 

for any $\tilde{\Gamma} \in \mathbb{R}^d$. Replacing $\sigma$ by $\mu_N$ with $N > 1$, and $\tilde{\Gamma} = \Gamma - \int_{B} \eta_B \tilde{R}_{\mu_N}(1)d\mu$, yields

$$\mu(B(0,1)) \leq C \int_{\mathbb{R}^d} \frac{\tilde{R}_{\mu_N}(1)(y) - \Gamma}{(1 + |y|)^{2d-s}} dm_d(y).$$ 

It remains to pass to the limit as $N \to \infty$.

Fix $\varepsilon > 0$. For any $A > 0$, a standard application of Fubini’s theorem yields that

$$\int_{\mathbb{R}^d \setminus B(0,A)} \frac{|\tilde{R}_{\mu_N}(1)(y)| + |\tilde{R}_{\mu}(1)(y)|}{(1 + |y|)^{2d-s}} dm_d(y)$$

is bounded by a constant multiple of

$$\int_A^\infty \frac{1}{T^{2d-s}} \int_{B(0,T)} |\tilde{R}_{\mu_N}(1)(y)| + |\tilde{R}_{\mu}(1)(y)| dm_d(y) \frac{dT}{T}.$$ 

Appealing to Lemma C.1, we estimate this quantity by $C(B') \int_A^\infty \frac{\log(e+T)^{2d-s}}{T^{a-s}} \frac{dT}{T}$, which is smaller than $\varepsilon$ if $A$ is chosen sufficiently large. But then provided that $N$ is sufficiently large, Lemma C.2 yields that

$$\int_{B(0,A)} |\tilde{R}_{\mu_N}(1)(y) - \tilde{R}_{\mu}(1)(y)| dm_d(y) < \varepsilon.$$ 

The desired estimate follows. \qed

We now turn our attention to Lemma 8.3.

**Lemma C.3.** If $\text{dist}(0, \text{supp}(\mu)) \geq 1$, then

$$|D^2(\tilde{R}_{\mu}(1))(z)| \leq C$$

for any $z \in B(0,\frac{1}{2})$. 

Proof. Since $|x - y|^{q} \in L^{1}(\mu)$ for any $x \in B(0, \frac{1}{2})$ and $q > s$, with $L^{1}(\mu)$ norm depending only on $\Lambda$, $s$, and $q$, the desired estimate readily follows from a simple justification of differentiation under the integral. □

Proof of Lemma 8.3. By an appropriate resealing, we may assume that $B(0, 1) \cap \text{supp}(\mu) = \emptyset$.

We shall need a well known formula for the fractional Laplacian (see, for example [Lan], [ENV]): if $g \in C^{\infty}_{0}(\mathbb{R}^{d})$, then

$$\nabla g(x) = b \text{P.V.} \int_{\mathbb{R}^{d}} \frac{R(g_m(x)) - R(g_m(y))}{|x - y|^{2d+1-s}} dm_{d}(y),$$

where $b \in \mathbb{R} \setminus \{0\}$.

Suppose that $\psi \in C^{\infty}_{0}(B(0, 1))$ satisfies $\int_{\mathbb{R}^{d}} \psi dm_{d} = 1$. For $\rho > 0$ and $N > 0$, set $\psi_{\rho} = \rho^{-n} \psi(\rho \cdot)$, $u^{(N)}_{\rho} = \psi_{\rho} \ast \tilde{R}_{\mu_{N}}(1)$, $u^{(N)} = \tilde{R}_{\mu_{N}}(1)$, and $u = \tilde{R}_{\mu}(1)$. If $\rho < \frac{1}{2}$, then $\psi_{\rho} \ast \mu_{N}(0) = 0$, so

$$0 = \text{P.V.} \int_{\mathbb{R}^{d}} \frac{u^{(N)}_{\rho}(0) - u^{(N)}(y)}{|y|^{2d+1-s}} dm_{d}(y),$$

for any $N > 0$.

Let $\varepsilon > 0$. Due to the second derivative estimate (Lemma C.3), if $\rho < \frac{1}{4}$ and $r < \frac{1}{4}$, then for any $N > 0$,

$$\left| \text{P.V.} \int_{B(0, r)} \frac{u^{(N)}_{\rho}(0) - u^{(N)}(y)}{|y|^{2d+1-s}} dm_{d}(y) \right| + \left| \text{P.V.} \int_{B(0, r)} \frac{u(0) - u(y)}{|y|^{2d+1-s}} dm_{d}(y) \right| \leq C \int_{0}^{r} \frac{t^{2}}{t^{2d+1-s}} \frac{dt}{t} \leq C r^{1+s-d},$$

which is smaller than $\varepsilon$ if $r$ is chosen small enough.

Next, as in the proof of Lemma 8.2 above, we apply Lemma C.1 to find a radius $A > 1$ such that

$$\int_{\mathbb{R}^{d} \setminus B(0, A)} \frac{|u^{(N)}(y) + |u^{(N)}_{\rho}(0)| + |u(y)| + |u(0)|}{|y|^{2d+1-s}} dm_{d}(y) < \varepsilon.$$

for any $N > 0$. On the other hand, from Lemma C.2, we infer that for all sufficiently large $N$, we have

$$\int_{B(0, A)} |u^{(N)}(y) - u(y)| dm_{d}(y) \leq \varepsilon r^{2d+1-s}.$$

Of course also have that $|\tilde{R}_{\mu_{N}}(0) - \tilde{R}_{\mu}(1)(0)| \leq \frac{C(B')}{N} \leq \varepsilon r^{2d+1-s}$ as long as $N$ is reasonably large.
With $A$ and $R$ now fixed,

$$\lim_{\rho \to 0} \int_{B(0,A)} |u^{(N)}_{\rho}(y) - u^{(N)}(y)|dm_d(y) = 0,$$

and $u^{(N)}_{\rho}(0) \to u^{(N)}(0)$ as $\rho \to 0$. Thus, the triangle inequality yields

$$\left| P.V. \int_{\mathbb{R}^d} \frac{u(0) - u(y)}{|y|^{2d+1-s}} dm_d(y) \right| \leq 3\varepsilon,$$

as required. $\square$
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