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Abstract—Exploration with sparse rewards remains a challenging research problem in reinforcement learning (RL). Especially for sequential object manipulation tasks, the RL agent always receives negative rewards until completing all sub-tasks, which results in low exploration efficiency. To solve these tasks efficiently, we propose a novel self-guided continual RL framework, Relay-HER (RHER). RHER first decomposes a sequential task into new sub-tasks with increasing complexity and ensures that the simplest sub-task can be learned quickly by utilizing Hindsight Experience Replay (HER). Secondly, we design a multi-goal & multi-task network to learn these sub-tasks simultaneously. Finally, we propose a Self-Guided Exploration Strategy (SGES). With SGES, the learned sub-task policy will guide the agent to the states that are helpful to learn more complex sub-task with HER. By this self-guided exploration and relay policy learning, RHER can solve these sequential tasks efficiently stage by stage. The experimental results show that RHER significantly outperforms vanilla-HER in sample-efficiency on five single-object and five complex multi-object manipulation tasks (e.g., Push, Insert, ObstaclePush, Stack, TStack, etc.). The proposed RHER has also been applied to learn a contact-rich push task on a physical robot from scratch, and the success rate reached 10/10 with only 250 episodes.

Index Terms—Deep reinforcement learning, Robotic manipulation, Continual Learning, Residual Policy Learning

I. INTRODUCTION

Deep reinforcement learning (RL) has made many breakthroughs in various sequential decision-making problems, ranging from playing Atari \cite{1}, Go \cite{2} to control tasks \cite{3}, especially for a number of robotic manipulation tasks such as grasping \cite{4}, door opening \cite{5} and object manipulation \cite{6}.

However, it is still challenging to learn policies for sequential object manipulation tasks with sparse rewards. Due to receiving negative reward signals (e.g., $r = -1$) until completing tasks, the agent can not distinguish which action is better according to these identical negative rewards. Few valuable samples contribute to guiding policy optimization \cite{7}, which results in exponential sample complexity \cite{8}.

With HER \cite{6}, the agent can generate non-negative rewards (e.g., $r = 0$) by goal relabeling strategy to alleviate the negative sparse reward problem, even if the agent did not complete the task. For simple reach tasks, the agent can benefit from HER in efficiency.

But for complex sequential object manipulation tasks, the agent still suffers from low sample efficiency with HER, due to another implicit sparse reward problem. For these sequential manipulation tasks, the agent needs to accomplish each sub-task before it can achieve the final desired goal. As shown in Fig. 1, in a toy push task, the agent needs to reach the object and push it to a desired position. But if the agent is unable to change the object position, the achieved goals (i.e., the object position) are identical in the whole episode. Thus, the hindsight goals are also identical, which means that all hindsight rewards are non-negative. The agent can not distinguish which action is better from these original samples or hindsight samples. We call this phenomenon as non-negative sparse reward (NNSR) problem. In general, when the agent’s ability is not enough to change the outcome of complex tasks, it still uses HER to change the goals to fantasize about success. This kind of ambitious behavior will not only be unhelpful for policy improvement, but even reduce the exploration ability of network \cite{9} due to a large number of valueless non-negative hindsight samples.
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![Fig. 1. Illustration of the problem of non-negative sparse rewards with HER.](image1)

For a typical sequential task, push task, the agent fails to push the object to the desired position, and even fails to change the object position. So all original rewards are -1, and all hindsight rewards are 0, the latter can also be regarded as a kind of sparse reward problem, but with non-negative rewards.

To solve these complex sequential tasks with sparse rewards more effectively, the agent needs to affect the corresponding achieved goals, which will alleviate the above implicit NNSR problem by HER. So we propose a novel self-guided continual RL framework, Relay-HER (RHER). Firstly, RHER decomposes the whole sequential task into multiple stages (or steps) and then combines them to new sub-tasks with increasing complexity. Secondly, inspired by one-hot encoding, a multi-goal & multi-task network can be designed by a goal space...
encoding technique. With this structure, the agent can learn multiple sub-tasks with different complexity goals simultaneously. Third, the agent generates valuable non-negative samples for the accessible stages by using HER. Finally, a Self-Guided Exploration Strategy (SGES) is proposed. With SGES, the agent will be guided by the learned simpler policy to states that can change the achieved goal of a more complex sub-task with high probability. In other words, the agent can extend the accessible stages quickly by SGES. More efficient exploration is realized via self-guidance without human demonstrations or pre-defined controllers. The complex sequential tasks can be solved efficiently by this relay policy learning stage by stage.

The contributions of this study can be summarized as follows:

1. For common complex sequential manipulation tasks with sparse rewards, this paper develops an elegant and sample-efficient self-guided continual RL framework, RHER.
2. To achieve self-guided exploration, we propose a multi-goal & multi-task network to learn multiple sub-tasks with different complexity simultaneously.
3. The proposed RHER method is more sample-efficient than vanilla-HER and state-of-the-art methods, which are validated in the standard manipulation tasks from the OpenAI Gym [10];
4. To verify that the RHER is suitable for common sequential object manipulation tasks, we conduct three extra typical single-object tasks, five more complex multi-object tasks, and even a physical robot task.

II. RELATED WORK

Many studies try to deal with complex sequential object manipulation tasks under sparse rewards for more efficiency.

A. HER-based methods

HER paves a promising path toward the sparse reward problem. Through the Universal Value Function Approximators (UVFA) [11] with neural networks, it can even be generalized to the unseen actual goal. HER has extremely high efficiency in handling long-horizon reaching tasks [6], [12], but it is not efficient in sequential manipulation tasks.

In order to improve the sample efficiency of HER, many variants of HER have been proposed: 1) curriculum learning to maximize the diversity of achieved goals [8], [13]; 2) providing demonstrations [14], 3) generating more valuable desired goals [15]; 4) curiosity-driven exploration [16]; 5) model-based RL methods [17]. These methods have improved the performance of HER to a certain degree, but none of these methods directly solve the NNSR problem.

The problem of identical achieved goals of HER is firstly reported in [18], the solution of which is to directly filter those ‘biased’ transitions with \( r(s_{t-1}, a_{t-1}, g) = 0 \). This method improves the sample efficiency compared to the vanilla-HER for three throwing tasks. However, it is not suitable for the common manipulation tasks when the goal space is within the workspace because these transitions can “teach” the agent not to destroy the achieved goal. The problem is further discussed in [8]. The researchers propose a SHER algorithm that learns a reaching policy first and then transfers the reaching policy to a more complex sub-task. However, SHER cannot learn multiple sub-tasks simultaneously, so it has no self-guided exploration.

B. Hierarchical RL with HER

To simplify the sequential manipulation tasks, many works combine hierarchical RL (HRL) with HER to solve these sub-tasks [19], [20]. Specifically, [20] effectively solves the stacking problem of three blocks in different orders by abstract demonstrations, block-gripper-informed goals and auto-adjusting exploration strategy. However, these HRL methods do not explicitly use the learned policy to guide a more complex policy during exploration, so the efficiency has not been improved enough. In addition, the block-gripper-informed goals is not suitable for some tasks, in which the target position of the gripper can not be set in advance, such as pushing tasks.

C. Continual learning and Continual-RL

Different from the aforementioned HER-based or HRL-based algorithms, this study adopts the continual RL scheme to solve sequential robotic tasks. CL has drawn increasing attention from the RL community over the last few years.

Current mainstream CL has three solutions to keep the previous tasks from forgetting [21]. The first is the regularization-based scheme [22], [23]. The second is the modular approaches [24], [25], for example, by designing a task-conditioned architecture, it can accommodate both previous and new tasks [21]. The third is the memory-based method which needs to revisit previous task data when training for a new task [26], [27]. The proposed RHER use a novel task-condition architecture and an inherent experience buffer of RL to avoid forgetting.

For object manipulation tasks, few methods use Deep RL with CL. [28] trains a hyper-network to get dynamics models with different dynamics tasks. To sidestep the exploration dilemma, this work places the object close to the gripper. [29] filters out samples not suitable for the target task, then relabel the remaining samples to pre-train a separate policy for a new task. In addition, both articles use a heuristic reward function.

In contrast to the above continual RL methods, RHER can share data across all sub-tasks by goal relabeling, nor do we need to design a heuristic reward function for each task, which means that it can be adapted to various tasks and scenarios with little effort.

III. PRELIMINARIES

This section introduces the background of RHER, including goal-conditioned RL and HER.

A. Goal-conditioned RL

According to the HER methods, manipulation tasks can be modeled as a finite-horizon, discounted Markov Decision Process (MDP). For a goal-conditional RL, the whole state \( S \) contains not only the observation \( S_o \), but also a desired
goal $s_{dg}$, where $s_{dg} \in S_o$. The policy $\pi_\theta(a|s_o, s_{dg})$ is usually a neural network model that maps the $t$ step state $s_t = (s_o, s_{dg})$ to the action $a_t \in A$. The MDP has some other necessary components: a discount factor $\gamma \in (0, 1)$, horizon length $T$ and a reward function $r: S \times A \rightarrow R$. The goal of the agent is to acquire an optimal policy $\pi_\theta(a|s_o, s_{dg})$ that maximizes the expected sum of discount rewards.

It is noted that any off-policy actor-critic algorithms or variants of HER can be used in the proposed RHER. As for the classic DDPG [30] algorithm, there are two main parts, an actor neural network denoted as $\pi_\theta(a|s_o, s_{dg})$, for generating actions, and a critic network denoted as $Q_\phi(s_o, s_{dg}, a)$, for evaluating the action performance. To stabilize the learning process, there is also a set of target actor $\pi'_\theta$ and target critic $Q'_\phi$, with the same structure but delayed update. The critic network parameter $\phi$ is learned by minimizing the Bellman error, and the loss function is defined as (1),

$$
\text{Loss}(\phi) = |Q_\phi(s_o, s_{dg}), a_t) - y_t|^2,
$$

where the target $y_t = r_t + \gamma Q'_\phi(s_{o_t+1}, s_{dg_{t+1}}, a_{t+1}); a_{t+1}$ is generated by $\pi'_\theta(s_{o_{t+1}}, s_{dg_{t+1}})$. To extend multi-task setting, let $s_{dg_t}^{(j)}$ denote the desired goal of $j$th task.

Based on the Q function, the policy network parameter $\theta$ is trained using the gradient descent method with the loss represented as (2),

$$
\text{Loss}(\theta) = -\mathbb{E}_{s_{o_t}, s_{dg_t}^{(j)}}[Q(s_o, s_{dg_t}^{(j)}, \pi_\theta(s_o, s_{dg_t}^{(j)}))],
$$

Usually, the reward feedback is sparse, represented as (3),

$$
r(s_{o_t+1}, s_{dg_t}, a_t) = -\mathbb{I}(s_{dg_{t+1}} = s_{dg_t}),
$$

where $\mathbb{I}()$ is the indicator function, and $s_{dg_{t+1}} \in S_{o_{t+1}}$ is the achieved goal in the next state. This reward function indicates whether the current task was completed.

### B. HER Goal Relabeling

To use HER, we specify the following concepts:

- **desired goal**: the goal of the current episode, specifically, which is usually a target position.
- **achieved goal**: the goal achieved in the current state. It represents the end-effector position in a reaching task, whereas the object position in a manipulation task.
- **hindsight goal**: in experience replay, the HER method uses the future achieved goal in the episode as a hindsight goal.

According to vanilla-HER, with a probability of 0.8, we relabel the original desired goal $s_{dg}$ with another observation from a future time step of the same episode as (4):

$$
s_{dg}^{(j)} = s_{dg_{t+k}}, 1 \leq k \leq T,
$$

where the $s_{dg}^{(j)}$ is the hindsight goal for $t$ time step, $s_{dg_{t+k}}$ is the achieved goal for $t+k$ time step, and $T$ is the last time step of the episode.

### IV. Methods

This section presents a novel self-guided continual RL framework, RHER. Four key components of RHER cooperate with each other to realize self-guided exploration, which enables the agent to quickly solve the complex sequential object manipulation tasks, as shown in Fig. 2.

According to the logical order of design, the four components are: 1) The first component is to decompose the original sequential task into $M$ stages (or steps) and then combine them to $M$ sub-tasks with increasing complexity; 2) The second component is to design a multi-goal & multi-task RL model to deal with the above sub-tasks simultaneously; 3) By utilizing HER, this component overcomes the problem of negative sparse rewards and shares data collected from different sub-tasks; 4) To collect more valuable samples and alleviate the NNSR by HER for sequential tasks, a Self-Guided Exploration Strategy (SGES) is proposed. The SGES uses a learned policy to guide the agent quickly to more complex stages. Through this self-guided exploration, agents can learn sequential tasks stage by stage, similar to a relay.

As a continual RL framework, the combination of these components realizes a stable knowledge transfer from a simple policy to a complex one and ensures that the simple policy will not be forgotten.

The full RHER algorithm is described in Algorithm 1 and the details of these four parts are introduced as follows.

**Algorithm 1: Relay Hindsight Experience Replay**

Initialize the agent and replay buffer $R$

for each episode do

Sample an observation dictionary

for each time step do

Check stage as (6)

Sample an action with SGES as (10)

Execute the action and get new observation

Store the transition

for each gradient step do

Sample a mini-batch episodes $B$ from $R$

Replace the goal $y_{s}^{(j)}$ as (9)

Perform optimization of (1), (2) based on $B$

Fig. 2. A diagram of RHER, of which the key components are shown in the yellow rectangles. This framework achieves self-guided exploration for a sequential task.
A. Task Decomposition and Rearrangement

In this paper, we decompose the original sequential task into $M$ crucial stages $\{\zeta_j| j = 1, 2, ..., M\}$ and rearrange them to $M$ new sub-tasks $\{\psi_j| j = 1, 2, ..., M\}$ with increasing complexity. As shown in Fig. 3, $\psi_j$ is given by

$$\psi_j = \bigcup_{k=1}^{j} \zeta_k, \quad j \in \{1, 2, ..., M\}, \quad (5)$$

The corresponding policy of $\psi_j$ is denoted as $\pi^j$. Note that if the current stage is $\zeta_j$, which means that the agent has solved the stages from $\zeta_1$ to $\zeta_{j-1}$. In addition, the policy $\pi^j$ can handle the stages from $\zeta_1$ to $\zeta_j$, and $\pi^1$ just can deal with the $\zeta_1$.

If there are $N$ objects to manipulate in order, this sequential task can be divided into $2N$ stages (i.e., $M = 2N$), according to the natural order of task. To be specific, the aim of $(2i-1)^{th}$ stage $\zeta_{2i-1}$ is to reach the $i^{th}$ object and prepare for the $(2i)^{th}$ stage, and the $(2i)^{th}$ stage $\zeta_{2i}$ is to manipulate the $i^{th}$ object to reach its target goal.

The distance from the end-effector to object $d$ needs to be defined in advance (ablation experiments are shown in Section VI-C). The current stage index $j$ can be determined by (6),

$$j = \begin{cases} 
2i-1 & \text{if } \text{dist}_i > d \\
2i & \text{if } \text{dist}_i \leq d 
\end{cases} \quad (6)$$

where $\text{dist}_i$ is the distance between the end-effector and the $i^{th}$ object. If $N > 1$, it means that the first $(i-1)^{th}$ objects have been solved.

According to (5), we rearrange the above stages into $M = 2N$ new sub-tasks. Considering that some manipulations, such as pushing and sliding, require continuous decision-making, this task rearrangement is necessary. A detailed ablation study will be conducted to discuss the relationship between the sub-tasks and stages (see Section VI-B).

For a more concrete example, in a two-block pushing task, the $2^{nd}$ stage $\zeta_2$ is that the end-effector has reached the $1^{st}$ object, but neither of the blocks has reached the specified location; the $3^{rd}$ stage $\zeta_3$ represents that the $1^{st}$ object has been moved to its target, but the second one hasn’t, and the end-effector is far from the second ones. The $3^{rd}$ sub-task $\psi_3$ means that: 1) reach the $1^{st}$ block, 2) push the $1^{st}$ block to the desired location, 3) leave the $1^{st}$ block and keep it in position, then reach the position of $2^{nd}$ block.

B. Multi-goal & Multi-task RL Model

When the original complex task is decomposed into $2N$ new tasks with increasing complexity, an intuitive solution is to use the idea of CL to resolve these sub-tasks in order. The objective of CL is to learn new knowledge of the current task continuously, while the performance on previous tasks is not forgotten. In this manner, a network structure that can deal with multiple sub-tasks is required. The standard multi-task RL policy can be denoted as (7):

$$\pi_{m}(a|s, s_{dg}^{(j)}) = e_{g}^{(j)}, \quad (7)$$

where $a \in A$ represents the action comprised of a 4-D vector for controlling 3-D position and 1-D opening of the gripper in this study; $s_{c} \in S$ represents the system states comprised of Cartesian positions, the linear velocity of the gripper and the position and velocity information of the object; $s_{dg}^{(j)}$ represents the desired goal of $\psi_j$; $e_{g}^{(j)}$ represents the specific goal space encoding of $s_{dg}^{(j)}$.

Fig. 4. An example of multi-goal & multi-task goal space encoding for a three-object push task. $ag^1$ is the achieved goal of $obj^1$ (i.e., the current position of $obj^j$); $d g^1$ is the desired goal of $obj^1$; $0^3$ is 3-D zero vector which plays a key role in the task identity.

Designing an elegant and effective $e_{g}^{(j)}$ is a key prerequisite for the following self-guided exploration. The traditional multi-task network depends on a one-hot task ID with the state as inputs [4], [24]. However, one-hot goal representations are not suitable for continuous goal space.

To design a multi-goal & multi-task network, inspired by the one-hot encoding, we use the zero-padding encoding (i.e., a 3-D zero vector $0^3$) to identify tasks.

We take a complex three-object task as an example, as shown in Fig. 4. In this sequential task, three objects are denoted by $obj^j$ $(i = 1, 2, 3)$, the corresponding position of these objects are denoted by $ag^j$ $(i = 1, 2, 3)$, and the corresponding goal is denoted by $dg^j$ $(i = 1, 2, 3)$. To perform the task, six sub-tasks, i.e. $\{\psi_j| j = 1, 2, ..., 6\}$ are defined through (5). The goal space $s_{dg}^j$ consists of $g^{obj^1}$, $g^{obj^2}$ and $g^{obj^3}$, which are the goals of gripper and three object respectively. The aim of $\psi_1$ is to reach $obj^1$, so the goal of the gripper, i.e. $g^{obj^1}$ is the current position of the $obj^j$, i.e. $ag^1$. Noted that, because the agent can not affect the $obj^j$ in this stage, the goal of $obj^j$, $g^{obj^j}$, is replaced by $0^3$, which also can distinguish the present task from others. In addition, $g^{obj^2}$ and $g^{obj^3}$ are $ag^2$ and $ag^3$, respectively, which mean that $\psi_1$ should not change the current position of these objects. Another typical sub-task is $\psi_4$, the aim of $\psi_4$ is to push $obj^1$ and $obj^2$ to original desired goal.
$d_g^i$ and $d_g^j$ respectively. Thus, the $g^{\text{obj}i}$ is replaced with $0^3$, $g^{\text{obj}j}$ is $d_g^i$, $g^{\text{obj}j}$ is $d_g^2$, the $g^{\text{obj}3}$ is also $ag^3$ to keep $\text{obj}^3$ in position.

Obviously, according to the above encoding rule, $e_{\text{g}}^{(j)}$ depends on the number of objects, i.e. $N$ and specific task index, i.e. $(j)$. What’s more, the encoding of two-object is a simpler version of three-object, and the single-object is also a simpler version of two-object. For brevity, we only give the typical formulation here, for $N > 6, 6 < j < 2N - 4$, and $i = (j + 1) \mid 2$, the $e_{\text{g}}^{(j)}$ can be formulated as (8):

$$e_{\text{g}}^{(j)} = \begin{cases} \begin{align*} \{ag^0|dg^1...dg^{i-1}|0^3|ag^{i+1}...ag^N\}, & \text{if } j = 2i - 1, \\ \{0^3|dg^1...dg^{i-1}|dg^i|ag^{i+1}...ag^N\}, & \text{if } j = 2i, \end{align*} \end{cases} \tag{8}$$

Such a multi-goal & multi-task encoding serves as the foundation of the following data transfer and self-guided exploration.

C. Maximize the Use of All Data by HER

When a network that can handle these multi-goal & multi-task is developed, it will generate plenty of data during the process of exploration, not only from failure experiences but also from different policies.

The CL methods aim to transfer knowledge effectively. In the RHER framework, updating a policy can not only use its own explored data but also relabel the data collected by other policies by HER.

Coincidentally, for continual RL, the agent also needs to generate non-negative samples by HER. Specifically, to update the policy $\pi^{(j)}$ of $\psi_j$, a transition $(s_t,a_t,s_t',d_g) = e_{\text{g}}$ will be sampled from a trajectory jointly explored by different policies. Then the original goal encoding $e_{\text{g}}$ will be replaced by $e_{\text{g}}^{(j)}$ as (8) with probability 0.2, and the hindsight goal as (9) with probability 0.8:

$$e_{\text{g}}^{(j)} = \begin{cases} \begin{align*} \{ag^0|ag_{t+k}^1...ag_{t+k}^{i-1}|0^3|ag_{t+k}^{i+1}...ag_{t+k}^N\}, & \text{if } j = 2i - 1, \\ \{0^3|ag_{t+k}^1...ag_{t+k}^{i-1}|ag_{t+k}^i|ag_{t+k}^{i+1}...ag_{t+k}^N\}, & \text{if } j = 2i, \end{align*} \end{cases} \tag{9}$$

where $g^{\text{obj}j}_{t+k}$ is the $t+k$ time step gripper position, $t < k < T$, and the $T$ is the trajectory length, which follows the future strategy from [6].

Therefore, the RHER scheme can realize both the forward and backward data transfer together for CL, and alleviate the negative sparse reward problem by HER.

D. Self-Guided Exploration Strategy (SGES)

Compared with standard CL, continual RL not only needs to share data but also needs to actively interact with the environment to obtain new valuable data, and even needs online exploration to eliminate the accumulation of errors of inference caused by offline data.

What’s more, as mentioned in Section (I), due to the NNSR problem, the agent needs to collect more useful samples, which denotes that the corresponding achieved goals need to be changed by the agent. Therefore, an efficient and stable exploration strategy is required.

Inspired by the idea of a relay, when a traveler needs to explore further, he/she needs to be escorted by some experts, then he/she can quickly pass through the area that the expert is familiar with, and finally explore new areas by himself/herself. Also like students for scientific research, who are guided by advisers and other researchers until they need to explore a new field.

As for robotic manipulation tasks, the RL agent can be guided by itself with RHER. The agent learns the simplest sub-task quickly by HER because the corresponding achieved goals can be changed by the agent all the time. We use this learned policy as a guide-policy, and the next more complex one as a learning-policy. RHER mixes the learning-policy and guide-policy in the sub-task that the latter has learned. Even though the learning-policy deviates a little from the optimal trajectory at first, the guide-policy can correct it in time. Thus, the agent can quickly reach the next stage to collect new valuable data for the learning-policy.

An example diagram can be found in Fig. 5. The learned reach policy $\pi^1$ can directly reach the object in $\zeta_1$, and the trajectory of a learning policy $\pi^2$ is far away from the object. When $\pi^1$ and $\pi^2$ are mixed in $\zeta_1$, the trajectory is corrected to reach the object. Therefore, the agent can quickly collect valuable samples for $\pi^2$ by this self-guidance.

The closest related work is the Residual-RL, which expects to combine the strengths of a model-based controller and Deep RL in two different ways. The first way is to superpose the signals of both policies [31], [32]. What these studies have in common is that the guide-policies are fixed and contain prior knowledge. The second way is to select a policy according to the certain probability [33], [34], which is suitable for this work because the guide-policy will be updated online. In this manner, we mix policies with the same probability in SGES. To the best of our knowledge, we present the first method to realize self-guidance exploration without any pre-defined controller.

Such a self-guidance exploration strategy introduces the second hyper-parameter, i.e., the probability $\alpha$ of the guide-policy. A detailed ablation study will be conducted to show that this hyper-parameter is also insensitive (see Section VI-D). Specifically, for exploration in RHER, the current stage index

![Fig. 5. Illustration of Self-Guided Exploration Strategy (SGES) in a toy push task.](image-url)
\( j \) can be checked by (6) and the action is selected according to (10):

\[
\alpha = \begin{cases} 
\pi' & \text{with prob. } \beta, \\
\pi^{\max(g,j)} & \text{with prob. } \alpha, \\
\pi^{\min/\max(g,j)+1,2N} & \text{with prob. } 1 - \alpha - \beta,
\end{cases}
\]  

(10)

where \( \pi' \) is a random policy, the probability of random actions is \( \beta \), \( \alpha \) is the guide probability, and \( g \) is the guide stage index which means the corresponding test success rate of \( \pi^g \) beyond a pre-defined threshold \( sr \). In this work, for simple single-object tasks, \( sr = 1.0 \), for complex multi-object tasks, \( sr = 0.8 \).

By the four components of RHER, the RL agent can solve the original complex sequential tasks with sparse rewards efficiently stage by stage. In short, by using HER, the agent can learn the accessible stages quickly, while by using SGES, the agent can extend the accessible stages quickly with self-guidance. A detailed relay policy learning diagram can be seen in Fig. 6.

**V. EXPERIMENTAL SETUP**

In this section, the setup of six single-object, five multi-object simulations, and a real robot experiment are introduced to answer the following questions:

a) How does RHER compare with vanilla-HER in terms of efficiency and final performance?

b) How sensitive is RHER to the two new hyper-parameter?

c) How well does RHER perform in preventing forgetting and transferring knowledge across tasks?

d) Does RHER scale to more complex multi-objects tasks and a real-world scenario?

**A. Setup of the Simulation Environments**

Three standard simulations are conducted in the gym fetch manipulation environments: FetchPush, FetchPickAndPlace, and FetchSlide. To illustrate that RHER can be generalized to other manipulation tasks, three additional single-object tasks are carried out. To illustrate that RHER can solve complex manipulation tasks, five multi-object tasks are conducted. These new tasks are shown in Fig. 7. The details are elaborated as follows.

**Drawer**: 1) Reach the handler, and 2) slide the drawer to a target position by pulling the handler.

**Insert**: 1) Reach the hole, 2) insert a closed gripper into a hole with a random position. This paper creatively sets a virtual object in the inserting task, when the gripper reaches the vicinity of the hole, the virtual object will be moved by the gripper, so that HER can be applied.

**ObstaclePush**: 1) Reach the block, 2) push the block to a desired position in the presence of an obstacle that is unknown in size and shape.

**DPush**: 1) Reach the first block, 2) push the first block to a desired position, 3) leave the first block and reach the second, and 4) push the second block to another desired goal.

**Stack**: 1) Reach the first block, 2) grasp the first block to a desired position, 3) leave the first block and reach the second, 4) grasp the second block on the top of the first block.

**DrawerBox**: 1) Reach the handler, 2) slide the drawer to a target position by pulling the handler, 3) reach the block, 4) grasp the block on the top of the drawer.

**TPush**: There are three blocks to push in order.

**TStack**: There are three blocks to stack in order.

The reward functions are still the most common binary rewards described in (3). The other settings are referred to [6] (details can be found in Gym).

**B. Setup on a Physical Robot**

**Fig. 8.** CuePush: the real-world testing rig consists of a 7-DoF robot arm and a target cylinder. (a) A color-based camera detection system measures the Cartesian positions of the cylinder. (b) For the initial state, it samples a random point as the desired goal from the valid range.

**CuePush**: 1) reach a wooden cylinder, 2) push it to a desired position.

As shown in Fig 8, the cylinder is 2.5 cm in radius and 3 cm in height, the end-effector is a metal cue that is attached at the end of a 7-DOF manipulator (SCR5, Siasun. Co, Shenyang, China), with the positions of the cue and the cylinder extracted by a monocular camera (ZED, Stereolabs, San Francisco, CA,
US). This study even executes an open-loop automatic reset script to avoid human bias. Limited by the automatic reset script, the workspace of the robotic arm controlled by RL is only $9 \times 14$ cm. Therefore, the distance threshold $d$ in the simulation is reduced from 5 cm to 2 cm.

C. Default Details of the Training Procedure

For each episode, the agent performs 40 optimization steps on mini-batches of size 256 sampled uniformly from a replay buffer consisting of 16 transitions. The network structure and input scaling are default as [12].

Multi-processing training: Since the sample efficiency and the performance of the HER increases with the number of parallel training processes [12], the proposed method is compared to the baselines in a multi-processing setting to validate its superiority.

In this setting, 50 epochs are trained with 19 CPU cores (one epoch consists of $19 \times 50 = 950$ full episodes), in which each episode consists of 50 steps.

Single-processing training: Considering that there is usually only one robotic arm for online learning in the real world, we also make a comparison with vanilla-HER in a single-processing setting. Due to the lower sample diversity of single-processing, the vanilla-HER learns the tasks with 1200 epochs.

In this setting, the RHER and HER have 400 and 1200 epochs, a total of $400 \times 50$ and $1200 \times 50$ episodes, respectively, in which each episode consists of 50 steps. For the real environment, 15 epochs are set for training, and each episode just has 20 steps.

VI. RESULTS

This section demonstrates the efficiency and effectiveness of RHER compared with baselines (HER). Ablation experiments will be conducted to illustrate the effect of each component or hyper-parameter. Three extra single-object tasks are carried out to show the generality of the RHER. Five more complex multi-object manipulation tasks further illustrate the broad application potential of RHER. Finally, the real-world experiment shows that the model-free RL can also be learned from scratch in real with sparse rewards.

A. Comparison with Baselines

Multi-processing: As shown in Fig. 9b, RHER achieves dramatically higher sampling efficiency, better performance, and lower variance (less sensitive to random seeds) in FetchPush and FetchPickAndPlace. However, in the FetchSlide task, the performance of RHER is slightly worse than that of vanilla-HER. This may be due to the FetchSlide task being more sensitive [35], and the goal space is beyond the workspace, which is not suitable for RHER.

Single-processing: As shown in Fig. 9(d), in the single-processing cases, the HER exhibits quicker learning as well as more stable performance. To be specific, the method proposed needs only 78K interaction steps (31 epochs) to achieve a success rate of 95% in the FetchPush task, demonstrating sample efficiency 17 times higher than that of the vanilla-HER (550 epochs). Counter-intuitively, it is shown that the single-processing cases have higher sample efficiency compared with the multi-processing because the latter wastes more sampling opportunities in the early stage. Therefore, the results show that RHER has more potential to be applied to realistic scenarios.

Continual RL: For continual RL, it is necessary to evaluate whether the previous tasks are forgotten as the training process proceeds. As shown in Fig. 9(a), (c), the policies of the previous task ($\pi_1$) can converge quickly without guidance whether in the multi-processing or the single-processing case, which proves that the previous tasks are retained by the multi-goal & multi-task encoding all the time.

\begin{figure}[h]
\centering
\includegraphics[scale=0.4]{fig9.png}
\caption{Learning curves for the reaching-tasks and target-tasks. Results are shown over 5 independent runs. The training curve represents the mean with standard deviation (based on 5 independent runs). (a) The reaching-tasks learning curves with multi-processing training. (b) Learning curves of target-tasks for multi-processing training. (c) Learning curves of reaching-tasks for single-processing training. (d) Learning curves of target-tasks for single-processing training.}
\end{figure}

B. Ablation 1: Policy Combinations in $\zeta_1$

Comparison among Combinations: First, according to the task decomposition (see Section IV-A), the original task is divided into $2(N=1)$ stages ($\zeta_1$, $\zeta_2$), but what kind of policy combination needs to be determined. As shown in Table I, for training or testing, $\zeta_1$ can be processed by $\pi^1$ and $\pi^2$ so that there are three policy combinations: $\pi^1$, $\pi^2$, and a mix of $\pi^1$ and $\pi^2$, denoted as $(\pi^1, \pi^2)$. When the $\zeta_1$ is processed only by $\pi^2$ in training, it is the same as the original HER, thereby excluding this option. There remain $2 \times 3 = 6$ combinations and the corresponding results of these six cases are shown in Fig. 10. For example, for Case0, the agent mixes the $\pi^1$ and $\pi^2$ to explore the $\zeta_1$ in training, whereas $\pi^2$ in testing ($\zeta_2$ can only be solved by $\pi^2$). It can be seen from Fig. 10, that only Case0 (ours) takes into account both performance and efficiency.

Other Results: There are some other interesting results in Fig. 10. I) In Case4, $\pi^2$ does not explore $\zeta_1$ in the training process, so it cannot handle $\zeta_1$. This is largely attributed to the
distributional shifts of actor-critic models using offline data. Details can be found in Fig. 12, which shows that \( \pi^2 \) requires a certain percentage of exploration to correct bias from offline data. 2) Combined with Case1, Case2, and Case0, the results show that, in testing, the performance of \( \pi^2 \) is damaged by other policies. The visualization results for the push task show that \( \pi^1 \) usually pushes the object out of the threshold, so the agent also takes \( \pi^1 \) for the next time step until the object fell off the table. The counter-intuitive result is caused because two policies cannot be toggled well. These results also explain the necessity of our task rearrangement formulation as (5).

Through the above experiments, an appropriate policy combination (Case0) that satisfies both efficiency and performance can be determined.

Table I. Different combinations of policies in the previous stage (\( \zeta_1 \)).

| Case   | Case0 (Ours) | Case1 | Case2 | Case3 | Case4 | Case5 |
|--------|--------------|-------|-------|-------|-------|-------|
| Training | \( (\pi^1, \pi^2) \) | \( \pi^2 \) | \( (\pi^1, \pi^2) \) | \( \pi^1 \) | \( \pi^2 \) | \( \pi^1 \) |
| Testing | \( \pi^2 \) | \( \pi^1 \) | \( \pi^1 \) | \( \pi^2 \) | \( \pi^1 \) | \( \pi^1 \) |

Fig. 10. Ablation study of task rearrangement. Details of these cases are described in Table

C. Ablation 2: Distance Threshold

This subsection evaluates the effect of the distance threshold \( d \) on performance. This is the first hyper-parameter introduced by RHER, which will affect the efficiency of exploration. However, Fig. 11 shows that if \( d \) is too large (\( d = 0.12m \)), the performance will be degraded because the agent will also be hard to affect the achieved goals of the \( \psi_2 \). If it is too small (\( d = 0.0m \)), it will hinder from learning the \( \psi_2 \). However, as long as this distance is slightly larger (\( d \in \{0.03m, 0.05m\} \)) than the size of the object (0.025m), the performance is highly sample-efficient. In other words, this hyper-parameter can be easy to choose.

Fig. 11. Ablation study of different distance thresholds between gripper to the object.

D. Ablation 3: The Rate of Guide-policy in SGES

This subsection evaluates the guidance rate in \( \zeta_1 \), which is the second hyper-parameter in RHER. As shown in Fig. 5, in the reaching stage, there are three policies, the reaching policy \( \pi^1 \), the target policy \( \pi^2 \), and the random policy \( \pi^\gamma \). In this study, we fix the probability of \( \pi^\gamma \) as 0.2 and then increase the probability of the guidance policy \( \pi^1 \). From Fig. 12 it is clear that as long as there is guidance (\( \alpha \in \{0.2, 0.3, 0.4, 0.5, 0.6\} \)) by \( \pi^1 \), the target policy \( \pi^2 \) will be accelerated. It confirms that SGES is a crucial element that makes the exploration more effective.

Interestingly, for two extreme cases, the experimental results can dispel some doubts. If there is no guidance from \( \pi^1 \) in \( \zeta_1 \) (\( \alpha = 0.0 \)), the agent uses the offline data to train an auxiliary task, such as a \( \psi_1 \), which does not speed up the \( \psi_2 \). If there is no exploration of \( \pi^2 \) in \( \zeta_1 \) (\( \alpha = 0.8 \)), the agent is unable to solve the \( \psi_2 \) by using offline data from \( \pi^1 \).

E. Extending RHER to Three Extra single-object Tasks

To validate the robustness of RHER, three extended and typical single-object tasks are conducted with the same hyper-parameters as the above three classical tasks. As shown in Fig. 13, in three challenging tasks, RHER still maintains high exploration efficiency and good performance, especially in single-processing. It is noted that RHER learns the Insert task from scratch within 65K time steps, which may have a positive impact on the industry. In contrast, vanilla-HER has a very high variance in all tasks, which means that some random seeds can be lucky to explore valuable data, while others remain stuck in local optima.
F. Extending RHER to Five Multi-object Tasks

To verify the effectiveness of self-guided exploration and relay policy learning, the RHER algorithm need to be test on more complex multi-object manipulation tasks.

Compared with the single-object tasks, the complexity of the multi-object task increases significantly. For example, the three-object tasks need to be divided into six stages, and it is also necessary to consider the relative position of other objects while moving one object. Therefore, we update the previous implement: 1) We used a PyTorch implementation of the TD3 [36] method instead of the above the Tensorflow of DDPG. 2) To allow the agent to quickly learn the latest sub-task, we changed the $st$ mentioned in (10) from 1.0 to 0.8, which means that we select the most complex learned sub-task policy as the guide-policy. 3) Due to the samples with more diversity, the mini-batch size needs to be increased from 256 to 2048. 4) To stabilize the learned stages, we adapt the AAES methods from [20]. 5) Finally, due to the difficulty of the multi-object tasks, we increased the episode length of two-object and three-object from 50 to 60 and 70 respectively.

After making the above modifications, we tested it on three two-object tasks as shown in Fig. 7. One novel task is the DrawerBox, which is a common challenging kitchen manipulation task. In addition, there are more complex three-object manipulation tasks.

As shown in Fig. 14, the RHER can still learn these complex sequential tasks quickly, while vanilla-HER can not learn even the simplest two-object tasks. Specifically, for two-object tasks, the success rate of RHER reaches 90% less than $300 \times 50 = 15K$ episodes, while the ACDER [16] needs more than $150 \times 500 = 75K$ episodes (as reported in their paper). As for TStack, RHER reaches an average success rate of 95% after roughly $700 \times 50 = 50K$ episodes. But for the TPush task, the final performance rises slower, because this task requires more complex trajectory compared to TStack.

In summary, by self-guided exploration and relay policy learning, RHER can address complex sequential object manipulation tasks efficiently with sparse rewards without any human demonstrations or pre-defined model controllers.

G. Learning on A Physical Robot from Scratch

In CuePush, the end-effector is a smooth cue, and the object is a cylinder. As a result, the task is hard to design a suitable controller, and the automatic reset script usually pushes the object off the reset goal so that it needs to take multiple attempts. However, RHER learns this push task with the success rate of 10/10 within 5K steps (250 episodes) and reduces the distance error to about 1cm, which is still efficient and stable, as shown in Fig. 15. If the workspace is larger, there will be more improvement compared with vanilla-HER.

H. Comparison with State-of-the-art Methods

To further evaluate the sample efficiency of RHER, a comparison of RHER with other HER-based state-of-the-art algorithms in the literature can be found in Table II. Since some papers do not release their code, this study uses the results of their paper for comparison. We compare the number of interactions required when achieving the same mean test success rate of 95%. Even though the IHER is a type of model-based method and ACDER has dynamic initial states to alleviate the non-negative sparse rewards, RHER still requires minimal interactions in two standard robotic tasks, as shown in Table II.

---

![Comparison of RHER with State-of-the-art Methods](image)

---

### Table II. Number of interactions needed for test success rate 95% in Push and Pick task with SOTA methods.

| Method              | FetchPush(95%) | FetchPickAndPlace(95%) |
|---------------------|----------------|------------------------|
| vanilla-HER [16]    | 580K           | 1680K                  |
| ACDER [16]          | 110K           | 260K                   |
| IHER [17]           | ~80K           | ~300K                  |
| RHER(ours)          | 78K            | 250K                   |

VII. DISCUSSION AND CONCLUSION

In this paper, we propose a concise self-guided continual RL framework, called RHER, which solves complex sequential object tasks extremely efficiently with sparse rewards. The simulation experiments show that RHER can achieve stable and efficient performance on five single-object and five multi-object manipulation tasks, especially in the single-processing training. Finally, we trained an agent to complete the push task from scratch on a physical robot, requiring only 5K interaction steps. These results indicate that RHER is generalized to object manipulation tasks and that RHER has application potential for real tasks without building a corresponding simulation. It is worth mentioning that this relay-style idea can inspire multi-agent or hierarchical RL, and the self-guided idea can be extended to other tasks (e.g., using a policy trained with a sub-optimal dense reward function to guide a policy with a sparse reward function, etc.). In future work, we will extend our approach to other RL domains.
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