INTRA-MODAL CONSTRAINT LOSS FOR IMAGE-TEXT RETRIEVAL

Jianan Chen⋆ Lu Zhang⋆ Qiong Wang⋆ Cong Bai† Kidiyo Kpalma⋆

⋆Univ Rennes, INSA Rennes, CNRS, IETR-UMR 6164, F-35000 Rennes, France
†College of Computer Science, Zhejiang University of Technology, Hangzhou, China

ABSTRACT

Cross-modal retrieval has drawn much attention in both computer vision and natural language processing domains. With the development of convolutional and recurrent neural networks, the bottleneck of retrieval across image-text modalities is no longer the extraction of image and text features but an efficient loss function learning in embedding space. Many loss functions try to closer pairwise features from heterogeneous modalities. This paper proposes a method for learning joint embedding of images and texts using an intra-modal constraint loss function to reduce the violation of negative pairs from the same homogeneous modality. Experimental results show that our approach outperforms state-of-the-art bi-directional image-text retrieval methods on Flickr30K and Microsoft COCO datasets. Our code is publicly available1.

Index Terms— Cross-modal retrieval, image-text retrieval, intra-modal constraint, positive pairs, similarity distance

1. INTRODUCTION

In recent years, cross-modal retrieval has attracted a lot of attention in both computer vision and natural language processing domains. Image-text retrieval is a task that aims to find the most relative semantic pairs in heterogeneous modalities. It can generally be seen as two-direction queries: one is the query by image feature to retrieve the text information by the relevant rank and vice versa. With advances in deep neural network technology, the bottleneck in image-text retrieval has shifted from different modalities features extraction to embedding representation loss function learning.

Many loss functions have been proposed in the text-image retrieval domain. Most recent approaches used a hinge-based triplet ranking loss [1, 2], also referred to as Sum of Hinges (SH) loss, to reduce the retrieval distance in both directions. Faghri et al. further proposed a Max of Hinges (MH) loss based on the SH loss, by emphasizing hard negatives for training, which achieves better performances than the SH loss [1]. The existing loss functions deal well with heterogeneous modalities pairs. However, few losses consider the effect of homogeneous modality pair distances. To address this issue, we propose a novel Intra-Modal Constraint (IMC) loss to reduce the violation between negative pairs within the same modality.

In our previous survey work [3], the deep learning based image-text retrieval architectures are divided into four categories: 1) “pairwise embeddings learning” which uses one branch to generate the image features and another one to generate the text image features, e.g., [4, 1]; 2) “adversarial learning” which introduces the Generative Adversarial Nets (GAN [5]) in the latent space; 3) “interaction learning” which has information transfer between the image and text branch; 4) “attribute learning” which involves high-level semantic intrinsic attributes through attention mechanisms or graph neural networks, etc. Because of the conventionality and simplicity of the “pairwise embeddings learning”, we choose to validate our proposed IMC loss on this type of architecture.

Experimental results on two commonly used image-text retrieval datasets show that a typical “pairwise embeddings learning” architecture combined with our IMC loss can achieve higher performance, compared to state-of-the-art methods. The ablation study also shows the improvements brought by the IMC loss, compared to the MH loss.

Our main contributions are as follows:

1. We propose an Intra-Modal Constraint loss to reduce the violation of negative pairs in the homogeneous modality.
2. We develop a “pairwise embeddings learning” network combined with our loss function for image-text retrieval.
3. We test our methods on the two most popular image-text retrieval datasets and evaluate the influence of different similarity distances in the IMC loss.

2. THE PROPOSED METHOD

In this section, we first elaborate on the architecture in section 2.1. Then we introduce our designed loss function for image-text retrieval in section 2.2.

2.1. Architecture

We use a two-branch structure network to extract the image and text features, then project heterogeneous modalities features into a common embedding space and learn the representation by intra-modal constraint loss, as shown in Fig. 1, i.e.,
a typical “pairwise embeddings learning” architecture. Here, the image encoder is the pre-trained ResNet152 [6], the same as most previous works. Then ResNet152 is followed by an additional fully connected (FC) layer to get the image feature vector $i_n$ (where $n$ is the image number index) with the same dimension $d$ ($d = 1024$ here) as the text feature vector $t_n$. In the text encoder, we firstly get word representations via the pre-trained GloVe [7]; then employ a Bi-direction Long Short-Term Memory (Bi-LSTM) [8] to obtain the final text feature vector $t_n$. Finally, the image feature vector $i_n$ and the text feature vector $t_n$ are embedded onto a common space.

### 2.2. Intra-Modal Constraint Loss

Suppose that we have $N$ images in the training set, the total training image and text feature vectors can then be denoted as $I = \{i_n\}_{n=1}^N$, and $T = \{t_n\}_{n=1}^N$, respectively. The most commonly used SH loss [2, 9] aims to minimize the cumulative loss over training data:

$$L_{SH}(I, T) = \sum_{n,m \in N} \left[ \alpha - \ell(i_n, t_n) + \ell(i_n, t_{m \neq n}) \right]_+ + \sum_{n,m \in N} \left[ \alpha - \ell(t_n, i_n) + \ell(t_n, i_{m \neq n}) \right]_+,$$

(1)

where $\alpha$ is a margin parameter, $[x]_+ \equiv \max(x, 0)$ and $\ell(x, y)$ is some distance function between two vectors $x$ and $y$.

The SH loss counts the distance of every negative pair with a larger distance than that of the positive pair in the margin. Faghri et al. [1] showed that in case multiple negatives with small violations combine to dominate this loss, local minima may be created in the SH loss. Thus they proposed the MH loss, which solves this problem by focusing on the hardest negative:

$$L_{MH}(I, T) = \max_{n,m \in N} \left[ \alpha + \ell(i_n, t_{m \neq n}) - \ell(i_n, t_n) \right]_+ + \max_{n,m \in N} \left[ \alpha + \ell(t_n, i_{m \neq n}) - \ell(t_n, i_n) \right]_+.$$

(2)

They also demonstrated that the MH loss performs better than the SH loss empirically [1].

However, both SH and MH losses focus on heterogeneous modalities pairs but ignore the negative pairs in the homogenous modality. To retrieve more relevant pairs of image and text, we propose a novel loss function for reducing the intra-modal pairwise effect, named Intra-Modal Constraint (IMC) loss. Our IMC loss combines the MH loss with two Intra-Modal Constraint (IMC) terms:

$$L_{IMC}(I, T) = \max_{n,m \in N} \left[ \alpha + \ell(i_n, t_{m \neq n}) - \ell(i_n, t_n) \right]_+ + \max_{n,m \in N} \left[ \alpha + \ell(t_n, i_{m \neq n}) - \ell(t_n, i_n) \right]_+.$$  

(3)

where $IMC(I)$ and $IMC(T)$ are the image-modal constraint and text-modal constraint, respectively. They are defined in the same way as follows:

$$IMC(V) = \sum_{n,m \in N} \begin{cases} 0, & \delta(v_n, v_{m \neq n}) \leq \mu_{down} \\ \delta(v_n, v_{m \neq n}), & 0, \mu_{up} \leq \delta(v_n, v_{m \neq n}) \end{cases}$$  

(4)

where $\lambda$ is a weight parameter to balance the influence of IMC terms, $\delta(x, y)$ is a similarity function between vectors $x$ and $y$, and $\mu_{up}$ and $\mu_{down}$ are two thresholds defining boundaries.

On the right side of Fig. 1, we illustrate the principle of the IMC loss, which considers both positive/negative and inter/intra-modal pairs. Note that we only calculate the similarity distance within the boundaries.

In general, the similarity function $\delta$ can be the same as $\ell$ which is normally a cosine distance function in the literature:

$$\delta_{cos}(v_n, v_{m \neq n}) = 1 - \cos(v_n, v_{m \neq n}) = 1 - \frac{\sum_{k=1}^{d} v_{nk} \cdot v_{m \neq n k}}{\sqrt{\sum v_{nk}^2 \sum v_{m \neq n k}^2}},$$

(5)
where \( (v_n, v_{m \neq n}) \) are negative pairs in the same modality, \( d \) is the vector dimension. The similarity function \( \delta \) can of course use other similarity metrics, e.g., Mean Squared Displacement (MSD):

\[
\delta_{\text{msd}} (v_n, v_{m \neq n}) = \text{msd} (v_n, v_{m \neq n}) = \sum_{k=1}^{d} (v_{nk} - v_{m \neq nk})^2,
\]

Manhattan distance (L1):

\[
\delta_{\text{L1}} (v_n, v_{m \neq n}) = \text{L1} (v_n, v_{m \neq n}) = \sum_{k=1}^{d} |v_{nk} - v_{m \neq nk}|,
\]

or Euclidean distance (L2):

\[
\delta_{\text{L2}} (v_n, v_{m \neq n}) = \text{L2} (v_n, v_{m \neq n}) = \sum_{k=1}^{d} \sqrt{(v_{nk} - v_{m \neq nk})^2}.
\]

The influence of these different similarity functions on the final results will be shown in section 3.5.

### 3. EXPERIMENTS

In this section, we evaluate our approach on two popular public datasets, discuss the results, and analyze the contributions of the IMC loss compared to the MH loss.

#### 3.1. Datasets

**MSCOCO** [14] consists of 128K images and each one is described by five sentences. MSCOCO is split into 82,783 training images, 5000 validation images and 5000 test images [2]. We also use the rest of 30,504 images in original validation set of MSCOCO as training images which gives totally 113,287 images in our training set following the previous work [1]. We report the results both on 5K test images and the average over 5 folds of 1K test images.

**Flickr30K** [15] is a standard dataset for image-text retrieval, including 30000 images. It is split into 29K training images, 1K validation images and 1K test images [2].

### 3.2. Settings and performance metrics

**Implementation details** The model is implemented in PyTorch with a NVIDIA 2080Ti GPU. We resize and crop the input images in the same way as Faghti et al. [1]. The Bi-LSTM is initialized with Xavier init. [22] and uses the dropout with a probability of 0.5 to avoid overfitting. We train image and text encoders using Adam [23] optimizer, set the mini-batch size to 128 and the learning rate to 0.0002 with decay every 15 epochs. The model is trained for 30 epochs. The distance function \( \ell \) used in Eq.3 is the cosine distance function. Following [1], we set the margin \( \alpha \) in Eq.3 to 0.2 in all experiments. The thresholds \( \mu_{\text{down}} \) and \( \mu_{\text{up}} \) in Eq.4 are empirically set to 0.05 and 0.5, respectively.

**Evaluation Metrics:** We evaluate our experimental results by R@K and R-sum metrics. R@K is the abbreviation of

| Method | Encoder Backbone | R@1 | R@5 | R@10 | R@1 | R@5 | R@10 | R-sum |
|--------|-----------------|-----|-----|------|-----|-----|------|-------|
| GMM-FV [10] | VGG, GMM+HGLMM | 39.4 | 67.9 | 80.9 | 25.1 | 59.8 | 76.6 | 349.7 |
| DVSA [2] | RCNN, Bi-RNN | 38.4 | 69.9 | 80.5 | 27.4 | 60.2 | 74.8 | 351.2 |
| VQA-A [11] | VGG, GRU | 50.5 | 80.1 | 89.7 | 37.0 | 70.9 | 82.9 | 411.1 |
| TOP-k Ranking [12] | VGG, MLP | 47.8 | 80.7 | 87.9 | 38.1 | 72.6 | 87.1 | 419.4 |
| CPM+ [4] | ResNet, Bi-LSTM | 56.1 | 86.3 | 92.9 | 44.6 | 78.8 | 89.0 | 447.7 |
| NAR [9] | ResNet, HGLMM | 61.3 | 87.9 | 95.4 | 47.0 | 80.8 | 90.1 | 462.5 |
| DPC [13] | ResNet, TextCNN | 65.6 | 89.8 | 95.5 | 47.1 | 79.9 | 90.0 | 467.9 |
| VSE++ [1] | ResNet, GRU | 64.6 | 90.0 | 95.7 | 52.0 | 84.3 | 92.0 | 478.6 |

**Table 1.** Comparison results with the state-of-the-art methods on MSCOCO [14] (1K and 5K) dataset. R@1, 5, 10 of two direction queries are listed and ordered by R-sum of 1K test. The bests are in bold. We collect the state-of-the-art results from their papers. '-' means the result is not provided. The second column gives each method’s backbone networks of the image and text feature encoder.

| Method | R@1 | R@5 | R@10 | R-sum |
|--------|-----|-----|------|-------|
| DVSA [2] | 22.2 | 48.2 | 61.4 | 35.5 |
| VQA-A [11] | 33.9 | 62.5 | 74.5 | 24.9 |
| GMM-FV [10] | 35.0 | 62.0 | 73.8 | 25.0 |
| kNN-margin [16] | 36.0 | 64.4 | 72.5 | 26.7 |
| TOP-k Ranking [12] | 41.3 | 70.3 | 79.8 | 33.1 |
| BSSAN [17] | 44.6 | 74.9 | 84.3 | 33.2 |
| MDM [18] | 44.9 | 75.4 | 84.4 | 34.4 |
| CPM+CMPC [4] | 49.6 | 76.8 | 86.1 | 37.3 |
| VSE++ [1] | 52.9 | 80.5 | 87.2 | 39.6 |
| NAR [9] | 55.1 | 80.3 | 89.6 | 39.4 |
| DPC [13] | 55.6 | 81.9 | 89.5 | 39.1 |
| SCO [19] | 55.5 | 82.0 | 89.3 | 41.1 |
| CVSE++ [20] | 56.6 | 82.5 | 90.2 | 42.4 |
| CMKA [21] | 55.7 | 82.9 | 90.0 | 45.0 |
| IMC(ours) | 58.5 | 85.0 | 91.2 | 45.4 |

**Table 2.** Comparison results on Flickr30K
Recall at $K$, the proportion of correct matches in the top $K = [1, 5, 10]$ of retrieving rank. R-sum is defined as:

$$R\text{-}sum = \frac{1}{K} R@1 + \frac{5}{K} R@5 + \frac{10}{K} R@10$$

3.3. Experimental Results

Table 1 and Table 2 show the results of our approach on the MSCOCO [14] dataset and Flickr30K [15] dataset, respectively. Here, the used similarity function is L1 distance as defined in Eq.7 and the parameter $\lambda$ is set to 1.

We can see that our approach (a typical “pairwise embeddings learning” architecture combined with IMC loss) achieves the highest performance in most cases on MSCOCO, except that DPC has the highest R@1 value on MSCOCO 1K test images and the VSE++ has the highest R@1 value on MSCOCO 5K test image for the Image-query-Text task. Our approach also achieves the highest performance in terms of all the metrics for both the Image-query-Text and the Text-query-Image tasks on Flickr30K.

| IMC       | Image-query-Text | Flickr30K | Text-query-Image |
|-----------|------------------|-----------|------------------|
| $\lambda = 0$ (i.e. MH loss) | 57.1 83.7 90.9 | 44.5 74.5 83.2 | 433.9          |
| $\lambda = 1, \delta_{inn}$ (Eq.6) | 56.7 83.5 91.4 | 44.9 75.5 83.2 | 435.2          |
| $\lambda = 1, \delta_{mex}$ (Eq.5) | 57.4 84.1 90.9 | 44.9 75.1 83.3 | 435.9          |
| $\lambda = 1, \delta_{l_2}$ (Eq.8) | 58.0 84.2 90.5 | 44.7 75.1 83.4 | 435.9          |
| $\lambda = 1, \delta_{l_1}$ (Eq.7) | 58.5 85.0 91.2 | 45.4 74.8 83.0 | 437.9          |

Table 3. Influence of different similarity distances in IMC

3.4. Ablation study

Table 3 clearly shows the improvement brought by our IMC loss by an ablation study on the Flickr30K dataset. When $\lambda = 0$, the IMC($I$) and IMC($T$) in Eq.3 are equal to zero, thus it indicates that the MH loss is used. With $\lambda = 1$, we show the results using different similarity functions ($\delta$ in Eq.4). We can see that whatever the similarity function is used, the IMC loss achieves better results than the MH loss in general.

From Table 3, we can also observe the influences of different similarity distance on the results and conclude that using the L1 distance ($\delta_{l_1}$) can achieve the best performances in general, especially in terms of R@1 and R-sum.

3.5. Influence of the weight parameter $\lambda$

We vary $\lambda$ to evaluate the influence of this weight parameter in Eq.4. Fig. 2 shows part of the results using $\delta_{l_1}$ on Flickr30K. With the increase of $\lambda$, intra-modal pairs gain more emphasis. The experimental results peak at $\lambda = 1$ and then decline. This may indicate that intra-modal and inter-modal pairs in the IMC loss are equally important.
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