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Abstract—While many production-ready and robust algorithms are available for the task of recommendation systems, many of these systems do not take the order of user’s consumption into account. The order of consumption can be very useful and matters in many scenarios. One such scenario is an educational content recommendation, where users generally follow a progressive path towards more advanced courses. Researchers have used RNNs to build sequential recommendation systems and other models that deal with sequences. Sequential Recommendation systems try to predict the next event for the user by reading their history. With the massive success of Transformers in Natural Language Processing and their usage of Attention Mechanism to better deal with sequences, there have been attempts to use this family of models as a base for a new generation of sequential recommendation systems. In this work, by converting each user’s interactions with items into a series of events and basing our architecture on Transformers, we try to enable the use of such a model that takes different types of events into account. Furthermore, by recognizing that some events have to occur before some other types of events take place, we try to modify the architecture to reflect this dependency relationship and enhance the model’s performance.

Index Terms—Recommendation Systems, Transformers, Deep Learning

I. INTRODUCTION

With the massive amount of information available to us in the snap of a finger, having a system that finds useful and relatable content for us is of paramount importance. Recommender systems have been trying to predict the user’s interests by using the information available to us, mostly in the form of likes and dislikes by the user [1]. While many of these systems don’t account for the change of taste users have over the course of time, there has been a push for modeling dynamic sequential behavior in newer recommender systems thanks to the progress made in Deep Learning [2] [3] [4] [5] and other fields [6]. There are many instances where the order of interaction with items should matter to make a good recommendation. One of the areas the users might benefit greatly from this sequential modeling is educational content. Due to the progressive nature of many courses where certain topics are covered by them with different levels of complexity, the order of the consumption by the user matters. For example, while ”Introduction to Programming” and ”Advanced Programming” are highly correlated courses and generally draw the same audience of users, it is unwise to recommend ”Advanced Programming” to a user that has not passed ”Introduction to Programming”. The user would be confused when taking the course, because many topics from the other course are needed to fully understand the advanced material, and it is likely the user will leave the course before finishing it, thus lowering their engagement with the platform. Similarly, we should not recommend ”Introduction to Programming” to a user that has passed ”Advanced Programming”. It is unlikely that there are any new material in the course for this user, as they have passed the more advanced course.

To model such behavior, various methods have been proposed [7] [6], focusing on predicting the user’s next interaction given their interaction history. Many of these methods integrated Recurrent Neural Networks (RNNs) such as [8] [9], [10]. These methods try to capture the essence of a user’s experience into a hidden state vector and predict the next most likely item with said vector. While these methods have been effective in tackling such modeling, with the rise of the Transformers family [11] and specially BERT [12] breaking several records in Natural Language Processing (NLP) tasks, researchers have focused on using this family of deep learning models to accommodate tasks that are not traditionally aligned with NLP. A good example would be a recommender system designed with the mechanisms introduced by the Transformers family [13] [14] [15] [16]. Furthermore, tech heavyweights Alibaba have also adopted Transformers for recommendation recently [14]. The main idea behind using Transformers for the task of recommendation is to create sequences from the interactions each user has with items, and then use the same
mechanisms to predict the next item that is most likely to appear in the sequence. We can think of these sequences as sentences and each item in the sequence as a word.

While these models are sophisticated and out-perform their recurrent peers, they are often designed to work with homogeneous events. For example, [13] completely disregards the negative reviews and only uses positive reviews to form a profile for each user and uses this profile to predict the next item the user will like. This limitation makes the model an unideal solution for scenarios where predicting other events can also be helpful. We want to have a model that can consider different types of interactions as well. These events can include typical user interactions such as leaving a positive or negative review, registering for a course, or passing it. It is also possible for these events to be dependent on each other. For example, users can’t review a course they have not registered for in many learning platforms, so the events can also form a sequential order. This means we will have to train a model for each type of event if we want to accommodate different events into our recommendation. Another direction for improvement that we want to take is to go beyond simple hyperparameter tuning and slightly modify the architecture to accommodate specific properties we introduce to our input via preprocessing.

In this work, We first use a simple technique to create heterogeneous sequences of events that follow certain grammar-like rules for each user from the user-item interaction matrix. We then modify BERT by altering the architecture to accommodate the grammar of our synthetic language that represents our data. This means that the model will have the structural limitations of our synthetic language as some implicit hyperparameter, and there is no need to infer them from the dataset and learn them during the training. This allows the model to use its learning capacity to infer other useful information from the dataset. Similar to previous models, we also use the Masked Language (Cloze Test) task to train and evaluate our model. Ultimately, we measure how much our modifications improve the results compared to the original architecture and then compare our model to other sequential models. Due to the method of our transformation of data into sequences, our proposed model will also be able to predict the type of events for certain items in addition to the item related to the event.

The rest of this paper is organized into four sections. In section II, we briefly review related works. In section III, we present our model with details. In section IV, we evaluate our proposed model on an online learning platform’s dataset and compare it with other models. Ultimately, in section V we conclude our work with pointers for future directions.

II. RELATED WORK

In this section, we discuss some previous work done in recommender systems briefly.

Recommendation systems have been a field of interest for researchers since the ’90s. Many researchers have opted to study Collaborative Filtering (CF) [17], a family of methods that tries to learn each user’s preferences by finding similarities between users and items using the User-Item Matrix. In this matrix, each row represents a user and each column an item. Since it’s unlikely that users interact with the majority of items, this matrix is sparse. The most popular CF method is Matrix Factorization [18] [19], in which the algorithm tries to break the matrix into two separate matrices, one for representing a hidden state for each user and one for items. Due to the rise of Deep Learning, there has been immense progress in creating better recommender systems [20] [21] [22] [23]. The progress of deep learning meant that it was now possible to create more complex recommender systems that can use different sources of data, such as text [24], images [25] or sound [26] [27] to find the preferences each user has. In addition to the advanced in using deep learning for a recommendation, some methods also use hybrid techniques to utilize different models [28] better.

Generally speaking, CF methods have no sequential nature. They do not consider the order of interaction when predicting an item’s score, and they treat every given score as if they are given at the same time. As argued previously, the order of user-item interaction can be good information to have on certain use cases. Markov Chains (MCs) [29], Factorization Machines [30] [31] and Recurrent Neural Networks (RNNs) [10] are good choices for dealing with sequential data and there has been successful efforts to use such architectures to model a sequential recommender systems. Researchers have used MCs to create a graph to model the user’s sequential behavior and combine this with other means to predict the next item. Meanwhile, the main idea in RNN-based recommender systems is to convert a user’s history into a hidden state vector and use that vector to predict the next item. Some architectures use Convolutional Neural Networks (CNNs) to model the sequence [4] [32] where the sequence is thought of as some image that we have to extract features. Apart from trying new architectures for better sequential recommendations, there has also been researching for providing model-agnostic frameworks for sequential recommendation [33]. After the introduction of Attention mechanism and Transformer family [11] and later on BERT [12] by Google, the research team behind BERT managed to break several records in NLP. This major breakthrough in NLP inspired other researchers to use the new techniques in other fields that might benefit from modeling sequences.

While BERT itself is a pre-trained model for language processing that can be fine-tuned to certain datasets or tasks, the architecture can be used in different scenarios like sequential recommendation systems. SASRec [7], BST [14], BERT4Rec [13] and S*Rec [15] are some of the better known models to utilize Attention mechanism and ultimately Transformers for sequential recommendation.

III. ARCHITECTURE

In this section we define our proposed architecture to design a sequential recommender system that deals with heterogeneous item history.
A. Problem Statement

In our task, suppose $U = \{u_1, u_2, ..., u_N\}$ is the set of the users, $I = \{i_1, i_2, ..., i_M\}$ is the set of the items and also $E = \{e_1, e_2, ..., e_K\}$ is the set of possible events and actions that each user might perform on an item. We acknowledge that certain events might only happen after another certain event has taken place. For example, it is common practice to only let users who have bought the product to leave a review on it. We define $D(u, \hat{u})$ as a function that defines this relation between our events. We then define $S(u) = \{(e, i)_1, (e, i)_2, ..., (e, i)_l\}$ where $u \in U$, $e \in E$ and $i \in I$ as the interaction history of user $u$. These interactions are sorted by their time of occurrence. Given the interaction history $S(u)$ and either $e_{l+1}$ or $i_{l+1}$, our recommender system should predict the missing half of event $l + 1$. The proposed model is shown in fig. 1.

B. Learning

1) Train/Test Data Split: The data split we perform a bit different from the traditional methods. For each user, we save the last item in their sequence $S(u)$ as the test item and use the rest during training. This means that any user with at least two different interactions in their history is used in the training process.

2) Training: We use the Masked Language task to train our model. In this task, some of the tokens in the sequence are randomly masked, and the model predicts the missing token. An example of this is shown in fig. 2. In this example, the model should fill in the space denoted by $<\text{mask}>$ with $X_2$. This is done by adding an output layer (also known as a head layer) that maps the transformer’s output to a distribution over all possible tokens using a fully connected neural network and applying Softmax. We do many iterations and randomly mask tokens again each time, so all tokens get a fair chance to be masked and impact the tunable parameters.

![Masked Language example](image)

Fig. 2. Masked Language example

3) Testing: We can do two types of testing on our model. In the first type, we give the user history and the event type $e_{l+1}$ and mask the item ID. The model will then predict the appropriate item ID for the given event type and history. We can output a list of candidates to the model that has given a high score. In the second type, we mask the item ID $i_{l+1}$ instead, and the model should predict the appropriate event type for the item.

C. Data Preprocessing

While most user-item interaction datasets are usually tabular, to feed our data to BERT, we need to convert the data into sequences for each user. We present a simple technique to do
this transformation. For each user, we gather all interactions and sort them by the time of their occurrence. We treat each interaction as an event. We decide on unique symbols for each type of event, such as like or dislike. We then concatenate the event’s symbol with the item’s ID to represent this interaction. This makes each of our sequences follow the structure shown in fig. 3 where $t_i$ is the type and $ID_i$ is the associated item ID for event $i$. We then create a tokenizer that separates $t_i$ from $ID_i$ and converts the user-item history to a sequence of integers, ready to be given as input to the embedding layer. This means that we have effectively transformed $S(u)$ into $\{e_1, i_1, e_2, i_2, ..., e_l, i_l\}$, where each $t_n$ is representing $e_n$ and each $ID_n$ is representing $i_n$.

D. Embedding Layer

Our first component is the embedding layer, which projects each part of our sequence to fixed-size vectors. These vectors represent their corresponding tokens and are fed into the next layer. In [11], the writers have suggested Positional Embedding as their choice for this layer. That means for a given item $i_k$, we will use the following representation:

$$h_i = v_i + p_i$$  \hspace{1cm} (1)

where $v_i$ is the fixed-dimensional embedding of $i_k$ and $p_i$ is the positional embedding of $i_k$ and of same dimensionality of $v_i$.

This choice is to reflect the order of the items in the projections. The writers notice that there is minimal difference between using a fixed sinusoid implementation or a tunable layer. We opt to use a tunable layer for convenience, but we leave two elements from the vector out of the training process and set them manually. These two elements each emphasize a different structural limit. That is, we only have event types in odd positions and item IDs in even positions. We use one of the elements to reflect this fact and label each token as either an event or an item. This will help the model realize the difference quickly.

$$P_{type}(i) = \begin{cases} 0, & \text{if } i = 2k \\ 1, & \text{if } i = 2k + 1 \end{cases}$$  \hspace{1cm} (2)

After breaking the tuples in $S(u)$, we have to find a new way to show the relationship between each item ID and event type. Using another element and setting it to the same value for the related event type and item ID token, we label them together.

The model will have a strong clue to figure out the relationship between each event type and item ID.

$$P_{relevance}(i) = \begin{cases} \sin(\omega_k i), & \text{if } \lfloor \frac{i}{2} \rfloor = 2k \\ \cos(\omega_k i), & \text{if } \lfloor \frac{i}{2} \rfloor = 2k + 1 \end{cases}$$  \hspace{1cm} (3)

This slight change helps the model to be more accurate by effectively labeling each token of the sequence.

E. Transformer Layer

The second component is the Transformer layer, which learns a deeper context for each token by analyzing its relationship with other tokens in the sequence. This happens by stacking Encoder modules on top of each other. The structure of each Encoder is shown in fig. 4.

The input to this component is $h_i$ produced by the embedding layer. The input for each layer $l$ is denoted by $h_{l-1}$. By stacking these hidden vectors, we create the matrix $H^{l}$ for denoting the input for each layer. Each Encoder consists of two main parts, which, as shown in fig ?? we use with residual connections followed by a normalization layer. 1) Multi-Headed Attention and 2) Point-Wise Feed Forward.

1) Multi-Headed Attention: The attention mechanism is at the heart of the Transformer architecture and is regularly used to capture relationships and dependencies in sequences, regardless of their relative distance to each other. Attention is calculated as follows:

$$Att(Q, K, V) = \text{softmax} \left( \frac{QK^T}{\sqrt{d}} \right)V$$  \hspace{1cm} (4)

Where $Q$ is the query matrix, $K$ is the key matrix, $V$ is the value matrix, and $d$ is the dimension of each key vector. These
matrices are linear projections from the original \( h_i \) produced by the previous layer. As discussed in [11], it is beneficial to use different representation spaces together instead of just using one attention module. We’ll adopt the Multi-Headed Attention mechanism:

\[
MHA(H) = concat(\text{head}_1(H), ..., \text{head}_n(H))W^{MH}
\]

(5)

\[
\text{head}_i(H) = \text{Att}(HW_i^Q, HW_i^K, HW_i^V)
\]

(6)

where \( W^{MH}, W_i^Q, W_i^K \) and \( W_i^V \) are tunable parameters.

2) Point-Wise Feed Forward: Since all the attention operations are linear projections, we need to introduce non-linearity to enhance the model. We do this by using adding a point-wise feed-forward layer on top of our multi-head attention layer.

\[
PWFF = concat(FF(h^1_1), ..., FF(h^1_n))
\]

(7)

\[
FF(h) = GeLU(hW^{(1)} + b^{(1)})W^{(2)} + b^{(2)}
\]

(8)

where \( W^{(1)}, W^{(2)}, b^{(1)} \) and \( b^{(2)} \) are tunable parameters shared across different points. Following BERT [12], we opt to use GeLU as our activation function instead of ReLU.

3) Stacking Encoders: By stacking encoders on top of each other and feeding the output of the previous Encoder to the next layer, we introduce further complexity to our model. We use dropout at the output of each layer to avoid overfitting and introduce generalization to our model. The output of the last Encoder is used as input for our final component, the output layer.

F. Output layer

The last component of our architecture is the output layer. This layer is a fully connected neural network that maps the context vector for the masked items over target items or events. Using a two-layer fully connected neural network, we give each token a score for every masked item. As noted before, since some events can be dependent on other events, we utilize this knowledge to boost our model’s accuracy by limiting the number of possible candidates. If the masked token is an item ID (i.e., odd-positioned), we check if the event type has any dependency. If there is a dependency on another event type, we increase the score for all the item IDs with said dependency by 1. This allows our model to differentiate between irrelevant and valuable items and enhance our model. We then apply the Softmax function over the scores to distribute the target item IDs and event types. Ultimately, the token with the highest probability will be chosen as the prediction for the masked item.

IV. Experiment

This section talks about our dataset, the metrics used for experimenting, and our configuration for the model. We then measure the impact of our proposed changes in helping the Transformer model predict the next item. Ultimately, we compare our proposed models against other models.

A. Dataset

One of the best examples of sequential behavior is online learning platforms and digital courses due to the sequential nature of learning topics. The dataset used for this paper is from an online learning platform. In this dataset, users register for courses and either like the course or dislike it. We use \( r, + \) and \( - \) as tokens to represent these events respectively. We know that liking and disliking a course is also dependent on registering for the course first. After preprocessing the dataset, there are about 47000 users available to us. The total number of courses is 630.

B. Evaluation Metrics

As previously stated, there are two types of tests we can perform using our model. In the first type where the model predicts the item ID, we use HR@1 (Hit Ratio), HR@5, HR@10, NDCG@5 (Normalized Discounted Cumulative Gain) NDCG@10. For our specific task, the sequential recommendation, NDCG@1, and HR@1 are equal, so we only report HR@1. We also use these metrics to compare our model with other models. In the second type, where the model has to predict the event type, we use precision, recall, and F1-score and treat the test as a classification since there are three types of events. We’ll create a 4th class that does not have any correct labels. We use this 4th class to label anything the model produces that is not associated with the types.

C. Configuration

For this experiment, we’ll use eight heads for the attention module and stack two layers of encoders on top of each other. Our context vectors’ length will be 96. The output layer is set to be 128. We mask \( p = 0.4 \) of the tokens randomly and rerun the training algorithm for 50 epochs with batch sizes of 256. Other models will also feature similar complexity for a fair comparison. We use the excellent implementations provided by HuggingFace using PyTorch as our base and apply our modifications to their code. Ultimately, we train our model on a machine using a single Nvidia GeForce GTX 1070 GPU fully from scratch, without any pretraining.

D. Performance Comparison

We compare our models to the following baselines:

- **POP**: This naive method ranks items according to their popularity and always recommends them to each and every user.
- **End-To-End BERT** [12]: We use our preprocessed data to train BERT from scratch without any pretraining and only using our custom tokenizer. This means that none of our proposed changes are applied, and we only use our heterogeneous data.
- **SASRec** [7]: This method uses a unidirectional Transformer model to predict the next interaction with items.
- **BERT4Rec** [13]: This method uses a bidirectional Transformer model, BERT, to predict the next interaction with items.
### Table I

| Metric | POP | End-To-End BERT | SASRec | BERT4Rec | Proposed Model | Improvement |
|--------|-----|-----------------|--------|----------|---------------|-------------|
| HR@1   | 0.029 | 0.086 | 0.111 | **0.135** | 0.150 | 11.1% |
| HR@5   | 0.099 | 0.320 | **0.464** | 0.303 | 0.512 | 10.3% |
| HR@10  | 0.152 | 0.489 | **0.564** | 0.521 | 0.624 | 5.9% |
| NDCG@5 | 0.063 | 0.208 | **0.311** | 0.220 | 0.344 | 10.6% |
| NDCG@10| 0.080 | 0.251 | **0.356** | 0.255 | 0.378 | 6.1% |

With the sole exception of POP, the other methods use Transformers in their architecture. Table I shows the scores across different metrics for these models, our proposed model, and the improvement our model has achieved over the best performing alternative. In each row, the best score for alternative models is underlined. As is evident in table I, POP is predictably the worst performer among the models due to a lack of personalization, while the best performance among alternative models belongs to SASRec, only losing to BERT4Rec when measured using HR@1. Compared to the best performing model in each measurement, our model sees an improvement close to 10% and 6% when the output list size is 5 and 10, respectively. We see the most significant improvement for HR@1 with 11.1% and the slightest improvement for HR@10 with 5.9%.

**E. Effect of custom positional encoding in event type classification**

### Table II

| Metric     | W/ custom encoding | W/o custom encoding | Improvement |
|------------|--------------------|---------------------|-------------|
| Precision  | 0.685              | 0.678               | 1.0%        |
| Recall     | 0.577              | 0.555               | 3.9%        |
| F-1 Score  | 0.585              | 0.565               | 3.5%        |

We now study the effect of our proposed positional encoding on correctly classifying the event type for each event. To study this, we train our model once with our proposed positional encoding and once with completely tunable positional encoding from scratch, without any pretraining and any changes over other parameters. We then use the trained models to predict the event type of the next interaction. Table II shows the results of this experiment. As evident, precision does not improve much but recall, and F-1 scores are improved 3.9% and 3.5% respectively.

### V. Conclusion and Future Work

This paper presented a method for using the Transformer family of models for sequential recommendation systems. Instead of focusing on only one type of feedback from the user, such as likes, by simply adding a token to differentiate between events, we provide a framework that allows other types of events to be taken into account. We then try to exploit the fact that many events can only happen if a particular event has happened before them in real life, such as a user having the ability to positively or negatively review an item only after ordering that specific item. By modifying the structure of the model to factor in this rule and event types, we introduce a model that outperforms other models with similar complexity. While our model does take order into order, the temporal distance between events is not considered. Another direction for improvement could be factoring in more complex relations between events, such as multiple dependencies or mutual exclusion. We can also leverage Transformers in more complex systems to better encode each user and what they represent to the system instead of using them directly to predict the next item.
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