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1. Introduction
Parallel manipulators have numerous advantages in comparison with serial manipulators: Higher stiffness, and connected with that a lower mass of links, the possibility of transporting heavier loads, and higher accuracy. The main drawback is, however, a smaller workspace. Hence, there exists an interest for the research concerning the workspace of manipulators.

Parallel architectures have the end-effector (platform) connected to the frame (base) through a number of kinematic chains (legs). Their kinematic analysis is often difficult to address. The analysis of this type of mechanisms has been the focus of much recent research. Stewart presented his platform in 1965 [1]. Since then, several authors [2],[3] have proposed a large variety of designs.

The interest for parallel manipulators (PM) arises from the fact that they exhibit high stiffness in nearly all configurations and a high dynamic performance. Recently, there is a growing tendency to focus on parallel manipulators with 3 translational DOF [4, 5, 8, 9, 10, 11, 12, 13]. In the case of the three translational parallel manipulators, the mobile platform can only translate with respect to the base. The DELTA robot (see figure 1) is one of the most famous translational parallel manipulators [5,6,7]. However, as most of the authors mentioned above have pointed out, the major drawback of parallel manipulators is their limited workspace. Gosselin [14], separated the workspace, which is a six dimensional space, in two parts: positioning and orientation workspace. He studied only the positioning workspace, i.e., the region of the three dimensional Cartesian space that can be attained by a point on the top platform when its orientation is given. A number of authors have described the workspace of a parallel mechanism by discretizing the Cartesian workspace. Concerning the orientation workspace, Romdhane [15] was the first to address the problem of its determination. In the case of 3-Translational DOF manipulators, the workspace is limited to
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a region of the three dimensional Cartesian space that can be attained by a point on the mobile platform.

Fig. 1: DELTA Robot (Clavel R. 1986)

A more challenging problem is designing a parallel manipulator for a given workspace. This problem has been addressed by Boudreau and Gosselin [16,17], an algorithm has been worked out, allowing the determination of some parameters of the parallel manipulators using a genetic algorithm method in order to obtain a workspace as close as possible to a prescribed one. Kosinska et al. [18] presented a method for the determination of the parameters of a Delta-4 manipulator, where the prescribed workspace has been given in the form of a set of points. Snyman et al. [19] propose an algorithm for designing the planar 3-RPR manipulator parameters, for a prescribed (2-D) physically reachable output workspace. Similarly in [20] the synthesis of 3-dof planar manipulators with prismatic joints is performed using GA, where the architecture of a manipulator and its position and orientation with respect to the prescribed workspace were determined.

In this paper, the three translational DOF DELTA robot is designed to have a specified workspace. The genetic algorithm (GA) is used to solve the optimization problem, because of its robustness and simplicity.

This paper is organized as follows: Section 2 is devoted to the kinematic analysis of the DELTA robot and to determine its workspace. In Section 3, we carry out the formulation of the optimization problem using the genetic algorithm technique. Section 4 deals with the implementation of the proposed method followed by the obtained results. Finally, Section 5 contains some conclusions.

2. Kinematic analysis and workspace of the DELTA robot

2.1 Direct and inverse geometric analyses
The Delta robot consists of a moving platform connected to a fixed base through three parallel kinematic chains. Each chain contains a rotational joint activated by actuators in the
base platform. The motion is transmitted to the mobile platform through parallelograms formed by links and spherical joints (See Figure 2).

We assume that all the 3 legs of the DELTA robot are identical in length. The geometric parameters of the DELTA robot are then given as: \( L_1, L_2, r_A, r_B, \theta_j \) for \( j = 1, 2, 3 \) defined in Figure 2, as well as \( \varphi_{1j}, \varphi_{2j}, \varphi_{3j} \) for \( j = 1, 2, 3 \) the joint angles defining the configuration of each leg. Let \( P \) be a point located on the moving platform, the geometric model can be written as:

\[
X_P = X_A + \cos \theta_j (L_2 \cos \varphi_{1j} + L_1 \cos \varphi_{3j} \cos (\varphi_{1j} + \varphi_{2j}) - r_A) - L_1 \sin \theta_j \sin \varphi_{3j} \\
Y_P = Y_A + \sin \theta_j (L_2 \cos \varphi_{1j} + L_1 \cos \varphi_{3j} \cos (\varphi_{1j} + \varphi_{2j}) - r_A) + L_1 \cos \theta_j \sin \varphi_{3j} \\
Z_P = L_2 \sin \varphi_{1j} + L_1 \cos \varphi_{3j} \sin (\varphi_{1j} + \varphi_{2j})
\]

Fig. 2: The DELTA robot parameters.

With \( j = 1, ..., 3 \)

Where \([X_P, Y_P, Z_P]\) are the coordinates of the point \( P \).

In order to eliminate the passive joint variables we square and add these equations, which yields:

\[
[(r + L_2 \cos \varphi_{1j}) \cos \theta_j - X_P]^2 + [(r + L_2 \cos \varphi_{1j}) \sin \theta_j - Y_P]^2 + [-L_2 \cos \theta_j - Z_P] - L_1^2 = 0
\]
Where \( j = 1, \ldots, 3 \) and \( r = r_A - r_B \).

### 2.1.1 The direct geometric model

The direct problem is defined by (4), where the unknowns are the location of point \( P = [X_p, Y_p, Z_p] \) for a given joint angles \( \phi_{1j}, \phi_{2j}, \phi_{3j} \) (\( j = 1, \ldots, 3 \)).

This equation can be put in the following form:

\[
(X_P - X_j)^2 + (Y_P - Y_j)^2 + (Z_P - Z_j)^2 = L_i^2
\]

(5)

where,

\[
\begin{align*}
X_j &= r + L_2 \cos \phi_{1j} \\
Y_j &= r + L_2 \cos \phi_{2j} \\
Z_j &= -L_2 \cos \phi_{3j}
\end{align*}
\]

(6)

Equation (5) represents a sphere centred in point \( S_j \{X_j, Y_j, Z_j\} \) and with radius \( L_i \).

The solution of this system of equations can be represented by a point defined as the intersection of these three spheres. In general, there are two possible solutions, which means that, for a given leg lengths, the top platform can have two possible configurations with respect to the base. For more details see ref [21].

### 2.1.2 Inverse geometric model

The inverse problem is defined by (4), where the unknowns are the joint angles \( \phi_{1j}, \phi_{2j}, \phi_{3j} \) (\( j = 1, 2, 3 \)) for a given location of the point \( P = [X_P, Y_P, Z_P] \).

\[
(2rL_2 - 2L_2X_P \cos \theta_j - 2L_2Y_P \sin \theta_j) \cos \phi_{1j} - 2rX_P \cos \theta_j + 2L_2Z_P \sin \phi_{1j} -2rY_P \sin \theta_j + X_P^2 + r^2 + L_2^2 + Z_P^2 - L_1^2 = 0
\]

(7)

which can be written as:

\[
l_j \cos \phi_{1j} + m_j \sin \phi_{1j} - n_j = 0
\]

(8)

Where,

\[
\begin{align*}
l_j &= 2rL_2 - 2L_2X_P \cos \theta_j - 2L_2Y_P \sin \theta_j \\
m_j &= 2L_2Z_P \\
n_j &= -2rX_P \cos \theta_j - 2rY_P \sin \theta_j + X_P^2 + r^2 + L_2^2 + Z_P^2 - L_1^2
\end{align*}
\]

(9)

Equation (8) can have a solution if and only if:

\[
\left| \frac{n_j}{\sqrt{l_j^2 + m_j^2}} \right| \leq 1 \iff n_j^2 - (l_j^2 + m_j^2) \leq 0
\]

(10)
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For more details on the inverse geometric model of the DELTA robot see [21,22,23].

2.2 Workspace of the DELTA robot

The workspace of the DELTA robot is defined as a region of the three-dimensional cartesian space that can be attained by a point on the platform where the only constraints taken into account are the ones coming from the different chains given by Equations (10). Equation (10) can be written as:

\[ h_j(X_P, Y_P, Z_P) = \left( \frac{(X_P \cos \theta_j + Y_P \sin \theta_j - r)^2 + (Y_P \sin \theta_j - Y_P \cos \theta_j)^2 + Z_P^2 + L_2^2 - L_1^2}{-4L_2^2((X_P \cos \theta_j + Y_P \sin \theta_j - r)^2 + Z_P^2) \leq 0} \right. \]

Equation (11) in cartesian coordinates for a torus azimuthally symmetric about the \( y \)-axis can be written as follows:

\[ \left( (x - r)^2 + y^2 + z^2 + a^2 - b^2 \right) = 4d^2 \left( x^2 + z^2 \right) \]

Where, \( a = L_2 \) and \( b = L_1 \)

The set of points \( P \) satisfying \( h_j(X_P, Y_P, Z_P) = 0 \) are the ones located on the boundary of this workspace. This volume is actually the result of the intersection of three tori. Each torus is centered in point \( O_j(r \cos \theta_j, r \sin \theta_j, 0) \) and with a minor radius given by \( L_2 \) and a major radius given by \( L_1 \). Figure 3 shows the upper halves of these tori. In the following, we will be interested only in the upper half of the workspace.

Fig. 3: The three upper halves of the tori given by \( h_j(P) = 0 \)

Therefore, one can state that for a given point \( P(X_P, Y_P, Z_P) \):

- if \( P \) is inside the workspace then \( h_j(P) < 0 \) for \( j = 1, 2, 3 \).
- if \( P \) is on the boundary of the workspace then \( h_j(P) \leq 0 \) for \( j = 1, 2, 3 \) and \( h_j(P) = 0 \) for \( j = 1 \) or \( j = 2 \) or \( j = 3 \).
- if \( P \) is outside the workspace then \( h_j(P) > 0 \) for \( j = 1 \) or \( j = 2 \) or \( j = 3 \).
3. Dimensional synthesis of the DELTA robot for a given workspace

3.1 Formulation of the problem

The aim of this section is to develop and to solve the multidimensional, non-linear optimization problem of selecting the geometric design variables for the DELTA robot having a specified workspace. This specified workspace has to include a desired volume in space, $W$. This approach is based on the optimization of an objective function using the genetic algorithm (GA) method.

The dimensional synthesis of the DELTA robot for a given workspace can be defined as follows:

**Given**: a specified volume in space $W$.

**Find**: the smallest dimensions of the DELTA robot having a workspace that includes the specified volume.

For example if the specified volume is a cube, then the workspace of the DELTA robot has to include the given cube.

The optimization problem can be stated as:

$$
\text{min } F (I)
$$

Subject to

$$
\begin{align*}
\forall \text{ points } P \text{ inside the specified volume } W: \\
& h_j (I, P) \leq 0 \text{ for all the points } P \text{ inside the specified volume } W. \tag{13}
\end{align*}
$$

$$
\begin{align*}
& x_i \in I \\
& x_i \in [x_{i\text{min}}, x_{i\text{max}}]
\end{align*}
$$

$h_j$: are the constraints applied on the system.

$I$: is a vector containing the independent design variables.

$x_i$: is an element of the vector $I$, called individual in the genetic algorithm technique.

$x_{i\text{min}}$ and $x_{i\text{max}}$ are the range of variation of each design variable.

If the volume can be defined by a set of vertices $P_k (k = 1, N_{pt})$, then the desired volume $W$ is inside the workspace of the DELTA robot if:

$$
\begin{align*}
& h_j (I, P_k) \leq 0, j = 1, ..., 3 \text{ and } k = 1, ..., N_{pt}
\end{align*}
$$

In this work, we will take the case where $W$ is a cube given by $N_{pt} = 8$ points (see Figure 4).

For every workspace to be generated by a DELTA robot, the independent design variables are:

$$
\begin{align*}
& h_j (I, P_k) \leq 0, j = 1, ..., 3 \text{ and } k = 1, ..., N_{pt}
\end{align*}
$$

Where $H$ is a parameter defining how far is the specified volume from the base of the DELTA robot (see Figure 4). This function $h_j$ when applied to a point can be used as a measure of some kind of distance of this point with respect to the surface defined by $h_j = 0$. In geometry, this function is called the power of the point with respect to the surface. In the plane, $h_j = 0$ defines a curve. Annex I presents some theoretical background about the power of a point with respect to a circle. Moreover, the function $h_j$ changes its sign depending on which side of the surface the point is located. Therefore minimizing the function $|h_j(P)|$, is
equivalent to finding the closest point to the given surface. In our case, we are looking for a volume bounded by three surfaces, therefore one has to minimize the function \( f = |h_1(I, P)| + |h_2(I, P)| + |h_3(I, P)| \). Figure 5 represents a mapping, \( f(x, y) \), of the power of points at a given height \( z_0 = 1 \) as a function of \( x \) and \( y \) for a given design vector \( I = [1.9, 1.2, 0.9, 1] \).

Fig. 4: The scheme of the prescribed workspace.

The function \( f \) is given by:

\[
f = |h_1(I, P)| + |h_2(I, P)| + |h_3(I, P)|
\]

One can notice that the minimum value of \( f \) is obtained when the point is located on the boundary of the workspace (see Figure 5).

Our objective is to find the smallest set of parameters, given by \( I = [L_1, L_2, r, H] \) that can yield a DELTA robot having a workspace that includes the given volume in space \( W \).

The methodology followed to solve this problem is based on minimizing the power of the vertices, defining the given volume, and to ensure that all these vertices have a negative power, i.e., they are inside the workspace of the DELTA robot. This minimization problem will be solved using the GA method.

It is worth noting that this procedure is valid for any convex volume defined by a set of vertices.

### 3.2 GA optimization

The GA is a stochastic global search method that mimics the metaphor of natural biological evolution [24]. GAs operate on a population of potential solutions applying the principle of survival of the fittest to produce better and better approximations to a solution. At each generation, a new set of approximations is created by the process of selecting individuals according to their level of fitness in the problem domain and breeding them together using operators borrowed from natural genetics. This process leads to the evolution of populations of individuals that are better suited to their environment than the individuals that they were created from, just as in natural adaptation. The GA differs substantially from more traditional search and optimization methods. The four most significant differences are:

- GAs search a population of points in parallel, not a single point.
• GAs do not require derivative information or other auxiliary knowledge; only the objective function and corresponding fitness levels influence the directions of search.
• GAs use probabilistic transition rules, not deterministic ones.
• A number of potential solutions are obtained for a given problem and the choice of final solution can be made, if necessary, by the user.

Fig. 5: Graphical representation of the power of a point \( F(X, Y) \).

In most applications involving GAs, binary coding is used. However, Wright [32] showed that real-coded GAs have a better performance than binary-coded GAs [25,26,27,28,29]. A real-coded GA is used in this work. The description of the operations necessary for this type of code are presented by Figure 6, more details can be found in [30]. The parameters used in this work are shown in Table 1.

A penalty function method is used to handle the constraints and to ensure that the fitness of any feasible solution is better than infeasible ones.

The fitness function is constructed as:

\[
F = -(F_1 + F_2)
\]  

(15)
Where $F_1$ is a penalty function defined as follows:

$$F_1 = \sum_{k=1}^{N_{pt}} \sum_{j=1}^{3} \varphi_j(I, P_k)$$

(16)

where

$$\varphi_j(I, P_k) = \begin{cases} 0 & \text{if } h_j(I, P_k) \leq 0 \\ c_f & \text{if } h_j(I, P_k) > 0 \end{cases}$$

(17)

Where, $c_f$ is a large positive constant.

$F_1 = 0$ means that all the vertices defining the volume $W$ are contained within the workspace of the DELTA robot. In this case, the fitness $F_2$ is given by

$$F_2 = \sum_{k=1}^{N_{pt}} \sum_{j=1}^{3} |h_j(I, P_k)|$$

Fig. 6: Genetic algorithm flowchart.

Tab. 1: Parameters used for the genetic algorithm.

$F_1 = 0$ means that all the vertices defining the volume $W$ are contained within the workspace of the DELTA robot. In this case, the fitness $F_2$ is given by
In the case when $F_1 \neq 0$, i.e., at least one of the vertices is outside the workspace, $F_2$ is set to zero ($F_2 = 0$).

4. Results

All the results, presented in this section, are obtained on a Pentium M processor of 1500 Mhz and the programs are developed under MATLAB. The calculation time, necessary for obtaining the optimum solution, is estimated at about 4s.

4.1 Example 1

In this example, the dimensions of the DELTA robot are to be determined to get the smallest workspace capable of containing a volume $W$, given by a cube with a side $2r = 2$ (Figure 4). The bounding interval for each one of the design variables is presented in Table 2:

| Variable | $x_{\text{min}}$ | $x_{\text{max}}$ |
|----------|------------------|------------------|
| $L_1$    | 0.5              | 5                |
| $L_2$    | 0.5              | 3                |
| $r$      | 0                | 1                |
| $H$      | 0                | 1                |

The optimal solution obtained by the GA for this example is presented in Table 3:

| Dimension | $L_1$ | $L_2$ | $r$  | $H$ |
|-----------|-------|-------|------|-----|
| $L_{\text{opt}}$ | 2.66  | 1.73  | 1.74 | 1.01|

Figure 7 presents a mapping, $f$, of the power of points at a given height equal to 1.01 as a function of $x$ and $y$ for the optimal solution. A 3D representation of the platform and the corresponding workspace along with the desired volume $W$, is shown on Figure 8. Figure 9 presents horizontal slices of the workspace at the lower and upper faces of the cube. One can notice that the upper vertices of the cube are exactly located on the boundary of the workspace; which means that the robot has to be in an extreme position (on the boundary of the workspace) to be able to reach these points. To avoid this problem, we propose to design a robot having a slightly bigger workspace defining this way a safety region. The following example illustrates this problem.

4.2 Example 2

In this second example, a distance is kept between the workspace of the DELTA robot and the desired volume. To have this safety region, we used the fact that a safety distance can be kept, during the optimization, between each vertex and the surface defining the boundary of the workspace. This safety distance can be translated in terms of the power of the point, which means that, during the optimization, a lower bound is set on the powers of all points. This lower bound ensures that in the final solution no point can be on the surface defining the boundary of the workspace, i.e., the power is zero in that case, but rather on a surface parallel to the boundary of the workspace. The distance between these two surfaces is defined as the safety distance.
Fig. 7: Graphical representation of the power of a point $F(X, Y)$ (example 1).

Fig. 8: The Optimal DELTA robot for example 1.
In our case, the workspace is the intersection of three tori, each with \( L_1 \) as a major radius and \( L_2 \) as the minor radius. Therefore, the three corresponding tori, each with a major radius \( L_1 \) and a minor radius \( L_2 - e \), define a more restrictive volume of the workspace. The intersection of the smaller tori is now the bounding volume within which the desired volume \( W \) has to be located. In this case, we took \( e = 0.1L_2 \).

Fig. 9: Two slices of the workspace at the top and bottom of the cube.

The new optimal solution found for the DELTA robot is given by Table 4. One can notice that \( L_1 \) and \( r \) decreased, whereas \( L_2 \) increased, compared to the previous example. The height of the cube with respect to the base, \( H \), stayed almost the same.

Figure 10 shows slices at the upper and lower faces of the cube of the workspace and the corresponding safety region. Figure 11 shows two cuts of the workspace with the cube inside it. One can notice that the vertices of the cube are kept at a minimum distance given by the safety distance \( e \).

A 3D representation of the platform and the corresponding workspace along with the desired volume \( W \), is shown on Figure 12. One can notice that all the points of the cube can be reached by the platform without reaching an extreme configuration as it was the case, in the previous example.

Tab. 4: The optimal dimension of DELTA robot with safety zone (example 2)

| \( L_1 \) | \( L_2 \) | \( r \) | \( H \) |
|----------|----------|-------|-------|
| 2.5      | 1.91     | 1.48  | 1.02  |

Fig. 10: Two slices of the workspace at the top and bottom of the cube with a safety zone.
4.3 Example 3

In this example we propose an hexagonal prism as a prescribed workspace, given by \( N_{pt} = 13 \) points (see figure 13). The dimensions of the DELTA robot are to be determined to get the smallest workspace capable of containing a volume \( W \), given by an hexagonal prism with a side \( b = 1 \). The bounding interval for each one of the design variables is presented in Table 5:
Tab. 5: The bounding interval for design variables

Figure 14 and 15 present a mapping, \( f \), of the power of a point at a given height equal to 1.67 as a function of \( x \) and \( y \) for the optimal solution obtained by the GA presented in Table 6. A 3D representation of the platform and the corresponding workspace along with the desired volume \( W \), are shown on Figure 16.

Fig. 13: The scheme of an hexagonal prism prescribed workspace.

Fig. 14: Graphical representation of the power of a point \( F(X, Y) \) for a hexagonal prism prescribed workspace.
Tab. 6: The optimal dimension of the DELTA robot with a hexagonal prism as a prescribed workspace

| $L_1$ | $L_2$ | $r$ | $H$ |
|-------|-------|-----|-----|
| 3.32  | 1.4   | 1.95| 1.67|

Fig. 15: Graphical representation of the power of a point $f(X, Y)$ for a hexagonal prism as a prescribed workspace.

Fig. 16: The Optimal DELTA robot for an hexagonal prism as a prescribed workspace.

5. Conclusion
An optimal dimensional synthesis method suited for the DELTA robot was presente in this paper. An objective function, used the concept of the power of a point, which reflects the position of a point with respect to the boundary of the workspace. This objective function allowed us to find the robot having the smallest workspace containing a prespecified region.
The genetic algorithm method was used. The prescribed region was chosen as a cube then as an hexagonal prism. The obtained solution yields a workspace where some of the vertices of the cube or the hexagonal prism are located on the boundary of the workspace. To reach these points the DELTA robot has to get into extreme configurations. To avoid this problem, we introduced a safety distance allowing us to have all the prespecified region inside the workspace. The concept of the power of a point along with the GA method turned out to be an effective and easy tool to solve the problem of designing a DELTA robot for a specified workspace. This method can also be applied, in a similar manner, to any convex prismatic prespecified region of the workspace.
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A Appendix

The power of a fixed point $A$ (see Figure 17) with respect to a circle of radius $r$ and center $O$ is defined by the product

$$f(A) \equiv AP \cdot AQ$$

Where, $P$ and $Q$ are the intersections of a line through $A$ with the circle. The term “power” was first used in this way by Jacob Steiner [33,31]. $f(A)$ is independent of the choice of the line $APQ$.

Now consider a point $A$ (see Figure 17) not necessarily on the circumference of the circle. If $d = OA$ is the distance between $A$ and the circle’s center $O$ with equation $f(x, y) = x^2 + y^2 - r^2 = 0$, then the power of the point $A$ relative to the circle is given by:

$$f(A) = f(x_A, y_A) = x_A^2 + y_A^2 - r^2 = d^2 - r^2$$

Fig. 17: The power of the point.

If $A$ is outside the circle, its power is positive and it is equal to the square of the length of the segment $AQ$ from $A$ to the tangent $Q$ to the circle through $A$,

$$f(A) = AQ^2$$

If $A$ is inside the circle, then the power is negative.
In recent years, parallel kinematics mechanisms have attracted a lot of attention from the academic and industrial communities due to potential applications not only as robot manipulators but also as machine tools. Generally, the criteria used to compare the performance of traditional serial robots and parallel robots are the workspace, the ratio between the payload and the robot mass, accuracy, and dynamic behaviour. In addition to the reduced coupling effect between joints, parallel robots bring the benefits of much higher payload-robot mass ratios, superior accuracy and greater stiffness; qualities which lead to better dynamic performance. The main drawback with parallel robots is the relatively small workspace. A great deal of research on parallel robots has been carried out worldwide, and a large number of parallel mechanism systems have been built for various applications, such as remote handling, machine tools, medical robots, simulators, micro-robots, and humanoid robots. This book opens a window to exceptional research and development work on parallel mechanisms contributed by authors from around the world. Through this window the reader can get a good view of current parallel robot research and applications.
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