Few-Shot Classification (FSC) aims to generalize from base classes to novel classes given very limited labeled samples, which is an important step on the path toward human-like machine learning. State-of-the-art solutions involve learning to find a good metric and representation space to compute the distance between samples. Despite the promising accuracy performance, how to model uncertainty for metric-based FSC methods effectively is still a challenge. To model uncertainty, we place a distribution over class probability based on the theory of evidence. As a result, uncertainty modeling and metric learning can be decoupled. To reduce the uncertainty of classification, we propose a Bayesian evidence fusion theorem. Given observed samples, the network learns to get posterior distribution parameters given the prior parameters produced by the pre-trained network. Detailed gradient analysis shows that our method provides a smooth optimization target and can capture the uncertainty. The proposed method is agnostic to metric learning strategies and can be implemented as a plug-and-play module. We integrate our method into several newest FSC methods and demonstrate the improved accuracy and uncertainty quantification on standard FSC benchmarks.
1 Introduction

Few-shot Classification (FSC) is a rapidly growing area of machine learning that aims to build classifiers to adapt to novel classes given few samples. To facilitate few-shot learning for fast adaptation, meta-learning has been employed to simulate few shot tasks during training, by either designing an optimal algorithm for fast adaption [6, 27, 25, 41, 7] in the inner loop, learning a shared feature space for prototype-based classification [29, 42, 18, 44, 35]. Popular meta-learning methods, especially metric-based methods have advanced the state-of-the-art in FSC [44, 42, 18]. These metric-based methods are developed based on the deterministic neural networks, which provide the point estimation of class probability. For example, the softmax output just provides probabilities for each class, but cannot tell us how confident the neural network is about the predictions. To get more reliable predictions, uncertainty is an important consideration.

Uncertainty-based algorithms can be divided into two main categories, i.e., Bayesian and non-Bayesian methods. Bayesian methods [5, 19] place a distribution over model parameters and can provide a natural framework for capturing this inherent model uncertainty. In a Bayesian approach, a prior distribution is first placed over model parameters. In the Bayesian few-shot classification, the prior parameters are base leaner and updated in the outer loop. Given the observed data, the posterior distribution over parameters is computed by Bayesian inference. However, specifying meaningful priors in parameter space is known to be hard due to the complex relationship between weights and network outputs [33]. Thus, modeling uncertainty by placing distribution over model parameters is difficult to benefit metric-based FSC methods.

Instead of indirectly modeling the uncertainty through network weights, evidential deep learning (EDL) [28] introduces the subjective logic theory to directly model uncertainty by regarding class probabilities as variable random variables. EDL has been proved to be effective in vision tasks such as open-set action recognition [1] and multi-view classification [10]. However, EDL-related methods [1, 10, 14] cannot provide the task-related prior information.

This paper focuses on improving the uncertainty quantification and accuracy methods for metric-based FSC methods. To model uncertainty and provide task-related prior, we introduce the theory of evidence and propose a new Bayesian evidence learning (BEL) method. The uncertainty modeling and metric learning strategy can be decoupled by placing Dirichlet distribution over class probability. We propose a Bayesian evidence fusion theorem to provide task-related prior parameters according to the Bayesian rule. This theorem allows us to establish a Bayesian way to fuse the pre-trained and meta-trained network distribution parameters. The fixed pre-trained network provides the prior class probability distribution parameters for each task. Given observed samples, the posterior distribution is computed using Bayesian inference. Our method utilizes prior knowledge at the class probability distribution level, thus making it easy to interpret how the prior knowledge influences the predictions explicitly. The gradient analysis shows that our method provides a smooth optimization target and generates an adaptive gradient by capturing uncertainty.

BEL has several practical benefits for FSC. Firstly, BEL decouples the metric learning strategy and uncertainty modeling. It provides task prior information for the neural network in the meta-training stage to benefit the optimization process. Secondly, BEL is agnostic to the metric training strategy, making it flexible to improve accuracy and uncertainty quantification for metric-based methods. Finally, BEL has no extra computation or memory cost compared to prior Bayesian meta-learning methods [25, 7, 41].

In summary, the specific contributions of this paper are:

1) We propose a novel Bayesian evidence learning (BEL) method to provide task-related class probability distribution prior to metric-based FSC methods and decouple the uncertainty modeling and metric learning strategy.

2) We propose a Bayesian evidence fusion theorem that the meta-trained network learns from prior distribution parameters to reduce the uncertainty of predictions.

3) Our method provides a smooth optimization target and generates an adaptive gradient by capturing uncertainty.

4) We integrate our method into several newest FSC methods and conduct extensive experiments in 5 benchmarks. Experimental results demonstrate BEL can improve the accuracy and reduce the calibration error.
2 Related work

**Few shot classification (FSC)** aims to learn how to generalize to new classes with limited samples in each class. Current few-shot learning mainly includes optimization-based methods [6, 27, 13, 17, 31, 32, 23, 38, 25] and metric-based methods [29, 35, 40, 42, 3, 12, 39]. Optimization-based methods learn to fast adapt to new tasks. These kinds of methods tend to learn meta knowledge across training tasks. For example, MAML [6] regards the optimization initialization as a base learner and learns to provide good initialization to fast adapt to novel classes in a few steps of gradient descent. LEO [27] performs meta-learning in a learned low-dimensional latent space from which the parameters of a classifier are generated. Metric-based methods try to measure the similarity between support samples and query samples. Prototypical Networks [29] make predictions based on distances to nearest class centroids. Relation Networks adopts a learnable correlation calculation module to measure pairwise similarity. Two-stage methods [3, 42, 40] first learn embedding space, then tune the model parameters during meta-training. These methods mainly focus on the training strategies for feature space and classifiers, while ignoring the uncertainty calibration, which is an important concern in real-world applications [24, 37].

**Uncertainty-based Learning.** Traditional Bayesian approaches [5, 19, 23] model uncertainty by placing a distribution over model parameters and estimate uncertainty by inferring a posterior distribution. Since BNNs suffer from high computational costs and have difficulty in convergence, non-Bayesian approaches have been proposed, such as MC-Dropout [8], deep ensemble [16] and evidential deep learning [28]. MC-Dropout models the uncertainty by sampling from the model parameters, while deep ensemble model the uncertainty by fusing the predictions of different random initialized models. Both MC-Dropout and deep ensemble are implemented in the inference stage. Evidential deep learning (EDL) models the uncertainty of classification by placing a distribution over class probability. However, these methods cannot provide task-related prior.

**Bayesian Few-shot Classification.** Recently, Bayesian FSC methods that attempt to infer a posterior over task-specific parameters have been proposed. Bayesian MAML [41] combines efficient gradient-based meta-learning with nonparametric variational inference in a principled probabilistic framework. ABML [25] amortizes hierarchical variational inference across tasks, learning a prior distribution over neural network weights. Deep Kernel Transfer [23, 30] uses Gaussian processes with least squares classification to perform FSC and learn covariance functions parameterized by DNNs. These methods provide a framework to learn task specific prior. However, this treatment of model uncertainty brings complex relationship between weights and network outputs [33] and makes it difficult to be introduced to metric-based FSC methods. To overcome this limitation, we model the uncertainty by placing a distribution over class probability. In this way, the uncertainty modeling and the metric learning strategy can be decoupled. Our method also applies Bayesian approaches to provide task related prior to benefit the FSC.

3 Method

We first introduce evidential deep learning for typical metric-based FSC methods and interpret its main differences compared to softmax cross entropy loss. Then we propose our Bayesian Dirichlet concentration fusion theorem to provide a Bayesian way to fuse evidence from pre-trained network and meta-trained network. Finally, we give the overall framework of our method and analyze the gradient in detail to understand the optimization process of our framework.

3.1 Preliminary

In the standard FSC scenario, given a base dataset with $C_{\text{base}}$ classes and a novel dataset with $C_{\text{novel}}$ classes, where $C_{\text{base}} \cap C_{\text{novel}} = \emptyset$. A training algorithm is usually performed on $C_{\text{base}}$ classes and the optimization goal is learning to generalize the knowledge from base classes to novel classes. Recently, two-stage based methods [42, 40] have achieve the state-of-the-art performance on FSC. These methods first pre-train the network on the merged datasets of base classes (pre-training stage), then tune the parameters using meta-learning (meta-training stage). Our methods model uncertainty and keeps the metric strategy unchanged. The pre-trained network provides prior class probability distribution prior. The meta-trained network learns to generate posterior class probability distribution.
3.2 The Theory of Evidence

In this subsection, we introduce evidential deep learning (EDL) to quantify the classification uncertainty. EDL places a distribution over class probability and provides a natural preparation for a Bayesian way to integrate beliefs of different stages\(^{(28)}\). In the context of few-shot classification, Subject Logic (SL)\(^{(28)}\) associates the parameters of the Dirichlet distribution with the belief distribution. The Dirichlet distribution can be considered as the conjugate prior of multinomial distribution.

The evidence is relative to the concentration parameters of Dirichlet distribution (Definition in Appendix A1). Specifically, SL assigns a belief mass to each class and an overall uncertainty mass based on the evidence. Accordingly, for the \(s^{th}\) stage of few-shot classification (pre-trained stage or meta-trained stage), the \(K+1\) mass values are all non-negative and sum up to one, \(i.e.,\)

\[
u^s + \sum_{k=1}^{K} b_k^s = 1,
\]

(1)

where \(u^s \geq 0\) and \(b_k^s \geq 0\) indicate the overall uncertainty and the probability for the \(k^{th}\) class, respectively. A belief mass for the class \(k\) is computed using the evidence for corresponding class. Let \(e_k \geq 0\) be the evidence derived for the \(k^{th}\) class, then belief \(b_k^s\) and uncertainty \(u_k^s\) are computed as

\[
b_k^s = \frac{e_k^s}{S^s} = \frac{\alpha_k^s - 1}{S^s} \quad \text{and} \quad u^s = \frac{K}{S^s},
\]

(2)

where \(S^s = \sum_{i=1}^{K} (e_i^s + 1) = \sum_{i=1}^{K} \alpha_i^s\) is the Dirichlet strength. Eq. (2) describes the phenomenon where the more evidence observed from the \(k^{th}\) class, the corresponding predicted probability is greater. The less total evidence for means higher uncertainty for the prediction of this class. A belief assignment can be considered as subjective opinion corresponding to Dirichlet distribution with parameters \(\alpha_k^s\). Given an opinion, the expected probability for the \(k^{th}\) class is the mean of the corresponding Dirichlet distribution, which can be computed as \(\tilde{\beta}_k = \frac{\alpha_k^s}{S^s}\). The parameter \(\alpha_k^s\) is predicted by the neural network on the \(s^{th}\) stage.

The softmax output of a standard neural network classifier is a probability point estimation, which can be considered as a single point on a simplex. While Dirichlet distribution parameterized over evidence represents the density of each such probability assignment; hence it models the second-order probabilities and uncertainty, and provides natural condition to introduce Bayesian method to fuse the evidence of pre-trained stage and meta-trained stage.

For clarity, we provide a toy example under a triplet classification task to illustrate the difference from softmax classifiers. To calibrate the predictive uncertainty, the model is encouraged to learn a sharp simplex for accurate prediction (Fig. 1(a)), and to produce a flat distribution for inaccurate prediction in Fig. 1(d). The case in Fig. 1(b) and Fig. 1(c) are unexpected.

3.3 Bayesian Evidence Fusion for Few-shot Classification

Having introduced evidence and uncertainty for FSC, now we focus on fusing the evidence of pre-training stage and meta-training stage in a Bayesian way. We first propose a Bayesian evidence fusion theorem to get posterior Dirichlet parameters and provide the sketch of proof. Then we show how to introduce the theorem to metric-based FSC methods.

**Theorem 1** Given the prior Dirichlet distribution \(p(z|\beta) = \text{Dir}(z|\beta)\) and distribution parameters collected from observed samples \(\gamma\) (here we regard \(\gamma\) as random variable vector instead of deterministic parameter vector), then the posterior distribution \(p(z|\beta, \gamma) = \text{Dir}(z|\beta + \gamma)\)
Theorem 1 provides a Bayesian way to fuse the parameters of pre-trained network and meta-trained network, which is updated through gradient back propagation during meta-trained stage. Based on the above fusion theorem, we can obtain posterior parameters of Dirichlet distribution given by:

\[ p(z|\beta) \propto p(z|\beta)p(y|z) = \frac{\Gamma(\beta_0)}{\prod_{i=1}^{K} \Gamma(\beta_i)} \prod_{i=1}^{K} z_i^{\beta_i-1} \cdot \prod_{i=1}^{K} z_i^{\gamma_i} \]

\[ \propto \prod_{i=1}^{K} z_i^{\beta_i + \gamma_i - 1} \sim \text{Dir}(z|\beta + \gamma) \tag{4} \]

\[ \beta_0 = \sum_{i=1}^{K} \beta_i \text{ in Eq. 3 and Eq. 4 } \propto \text{ is the proportional symbol. Given } \prod_{i=1}^{K} (\beta_i) \text{ is constant, Eq. 3 is proportional to Eq. 4.} \]

Theorem 1 provides a Bayesian way to fuse the parameters of pre-trained network and meta-trained network. For few-shot classification, given prior evidence \( e^P \) produced by pre-trained network, meta-stage learns to collect evidence \( e^M \) from observed parameters predicted by meta-trained network and generate posterior evidence \( e \), where \( e_k = \eta \cdot e^P_k + e^M_k, k = 1, 2, ..., K \). The weight factor \( \eta \) controls how prior evidence influences posterior evidence. In the case that pre-trained network provides a good class agnostic embedding, \( \eta \) should be higher and vice versa. According to Eq. 2 the posterior evidence and the parameters of the Dirichlet distribution can be written as:

\[ u = \frac{K}{S}, e_k = b_k \times S \text{ and } e_k = \alpha_k - 1. \tag{5} \]

Based on the above fusion theorem, we can obtain posterior parameters of Dirichlet distribution \( \alpha \) to produce the final probability of each class and overall uncertainty. Note that \( \alpha^P \) is generated by pre-trained network, which is fixed during meta-training stage. While the \( \alpha^M \) is generated by meta-trained network, which is updated through gradient back propagation during meta-trained stage. In the inference stage, the expected probability for \( k^{th} \) class can be computed as \( \hat{p}_k = \frac{\alpha_k}{S} \).

3.4 Learning to Form Posterior Opinions

In this section, we show how to train neural network in few-shot classification and provide the details of our implementation. The softmax function transfer the logits of neural network to a point estimation of class probabilities. Posterior Dirichlet parameters from section 3.3 can generate the Dirichlet distribution \( \text{Dir}(p_i|\alpha_i) \) given sample \( i \), where \( p_i \) is a simplex representing class assignment probabilities. Compared to traditional classifier, the softmax function is replaced with an activation function layer (i.e., \( \exp(\cdot) \)) to ensure the network generates non-negative values.

For cross entropy-loss, the Bayesian risk can be written as:

\[ \mathcal{L}(\alpha_i) = \int \left[ \sum_{j=1}^{K} y_{ij} \log(p_{ij}) \right] \frac{1}{B(\alpha_i)} \prod_{j=1}^{K} p_{ij}^{\alpha_i j - 1} d\pi_i = \sum_{j=1}^{K} y_{ij} (\psi(S_i) - \psi(\alpha_{ij})) \tag{6} \]
where \( p_{ij} \) is the predicted probability for \( i^{th} \) sample of class \( j \), \( \mathbf{y}_i \) is a one-hot vector indicating the ground-truth class of observation \( x_i \), if the sample \( x_i \) belongs to \( k^{th} \) class, \( y_{ij} = 0 \) for \( j \neq k \) and \( y_{ij} = 1 \) for \( j = k \). \( \psi(\cdot) \) is the digamma function. Unfortunately, the loss function in Eq. 6 cannot provide a good optimization process in meta-stage. The case in Fig. 1(c) shows that the model is confident(low uncertainty) for the inaccurate prediction. To penalize this case, we propose a KL divergence term, which can be denoted as:

\[
KL[Dir(p_i|\alpha_i)|Dir(p_i|1)] = \log \left( \frac{\Gamma(\alpha_{i0})}{\Gamma(K)\prod_{k=1}^{K} \Gamma(\alpha_{ik})} \right) + \sum_{k=1}^{K} (\alpha_{ik} - 1) [\psi(\alpha_{ik} - \psi(\alpha_{i0}))].
\]

(7)

The weighted KL divergence term provides a regularization to penalize the case in Fig. 1(c) The overall loss function can be written as:

\[
\mathcal{L}(\mathbf{y}, \alpha) = \frac{1}{N} \sum_{i=1}^{N} \left[ \sum_{k=1}^{K} \mathbf{y}_{ik}(\psi(\alpha_{i0}) - \psi(\alpha_{ik})) + \lambda KL[Dir(p_i|\alpha_i)|Dir(p_i|\{1, ..., 1\})] \right],
\]

(8)

where \( \lambda \) is a factor to control the degree of penalization when the distribution is close to the case shown in Fig. 1(c). \( \alpha_k = \eta \cdot \alpha_k^F + \alpha_k^M \). \( \alpha_k^F \) is generated by fixed pre-trained network and \( \alpha_k^M \) is generated by meta-trained network. Our KL-divergence term can provide smooth optimization target and adaptive gradient, which will be discussed in Section 3.5 In the inference, given the posterior opinion, the expected probability for the \( k^{th} \) class is the mean of the corresponding Dirichlet distribution and computed as \( \hat{p}_k = \frac{\alpha_k}{\alpha} \).

3.5 Gradient Analysis

To further understand the optimization property our framework, we provide gradient analysis in detail. For cross entropy loss, the logits of \( i^{th} \) class can be defined as \( z_k = d(x, c_k) \), \( k = 1, 2, 3, ..., K \), where \( c_k \) is the prototype of \( k^{th} \) class in FSC. Then, the derived probability of every class is \( S(z_k) = \frac{e^{z_k}}{\sum_{i}e^{z_i}} \). We set the base of logarithmic to \( e \) in cross entropy loss. Then we can get the gradient \( L \) with respect to \( z_k \):

\[
\frac{\partial L}{\partial z_k} = S(z_k) - y_k,
\]

(9)

The local optimum of Eq. 9 is \( S(z) = \mathbf{y} \). It’s clear that only when \( z_k \rightarrow \infty \), \( S(z_k) \rightarrow 1 \), \( z_k \rightarrow -\infty \), \( S(z_k) \rightarrow 0 \), so it is impossible to reach the local optimum.

To solve the above problem, label smooth provides a soft label to overcome the overconfidence problem of softmax[20]. Given the soft label \( \hat{y} = (1 - \epsilon)\mathbf{y} + \epsilon\mathbf{u} \), the adjusted cross entropy loss is:

\[
L_{ls}(y_{ls}, \hat{y}) = (1 - \epsilon)L_{ce}(y, \hat{y}) + \epsilon L_{ce}(u, \hat{y}),
\]

(10)

where \( \epsilon \) is the smoothing factor to control the smoothness of labels and \( \mathbf{u} \) denotes the uniform distribution, \( \hat{y} \) is the prediction of neural network. Then the corresponding gradient of Eq. 10 is:

\[
\frac{\partial L_{ls}(y_{ls}, \hat{y})}{\partial z_k} = (1 - \epsilon)(S(z_k) - y_k) + \epsilon(z_k - \frac{1}{K}).
\]

(11)

Let gradient in Eq. 11 equals to zero, the local optimum is:

\[
z^* = \delta + \log \left( \frac{(K-1)(1-\epsilon)}{\epsilon} \right) \mathbf{y}, \text{ where } \delta \text{ is the } z_{false}. \]

According to Eq. 8 corresponding gradient can be computed as:

\[
\frac{\partial \mathcal{L}(\mathbf{y}, \alpha)}{\partial \alpha_k} \approx \psi'(\alpha_k)[-y_k + \lambda(\alpha_k - 1)] - \lambda + \frac{\lambda K + 1}{\alpha}.
\]

(12)

We provide the proof of Eq. 12 in Appendix A2. The local optimum for Eq. 12 is \( \alpha^* = 1 + \frac{1}{\epsilon} \mathbf{y} \). It provides a smooth optimization goal compared to cross-entropy loss. When \( \lambda \) becomes larger, the optimization process becomes more difficult. \( \alpha_k \) corresponding to \( y = 1 \) measures the distances between the query sample and prototypes, while \( \alpha_k \) corresponding to \( y = 0 \) measures the distances between sample and non-prototypes in the feature space, just as the Fig. 2 shows. So \( \lambda \) controls
We choose ResNet-12 and Conv4 as backbones. DeepEMD uses EMD distance as the metric in accuracy comparison with two kinds of FSC methods, metric-based methods [40, 44, 42, 3] and uncertainty-based FSC.

\[ \alpha \] with the loss function in Eq. 8, where \( \alpha \) captures the uncertainty.

\[ \frac{\lambda (K+1)}{\alpha_0} \] is proportional to \( u = \frac{K}{\alpha_0} = \frac{K}{S} \), so higher uncertainty generates higher gradient for optimization. The first term \( (1-\epsilon)(S(z_k) - y_k) \) of Eq. 11 computes the loss of predictions and the hard local optimum. The second term \( \epsilon(z_k - \frac{1}{S}) \) in the label smooth makes the predictions smooth to release overconfidence. While the first term \( \psi'_k(\alpha_k)[-y_k + \lambda(\alpha_k - 1)] \) in the Eq. 12 computes the loss of predictions and the smooth local optimum, and the second term \(-\lambda + \frac{\lambda (K+1)}{\alpha_0} \) captures the uncertainty.

4 Experiments

Our method can be a plug-and-play module for metric-based methods. In the pre-training stage, we train the network with the cross-entropy loss. The fixed pre-trained neural network produces the prior evidence parameters \( \alpha^P \). It can be computed as \( \alpha^P = e^P + 1 = \exp(g_0(x)) + 1 \), where \( g_0(x) \) is the output logits of pre-trained network. The neural network will be tuned in meta-learning stage with the loss function in Eq. 8, where \( \alpha^M = e^M + 1 = \exp(f_\theta(x)) + 1 \), \( f_\theta \) is the parameters of meta-trained network.

4.1 Training Setup and evaluation

Baseline methods. We choose Meta-Baseline [3] and DeepEMD [42] as our baseline methods. Metabaseline [3] applies consistent sampling for evaluating the performance. For the novel class split in a dataset, the sampling of testing few-shot tasks follows a deterministic order. It allows us to get a better model comparison with the same number of sampled tasks and demonstrate our method. We choose ResNet-12 and Conv4 as backbones. DeepEMD uses EMD distance as the metric in the meta-learning stage and achieves state-of-the-art performance. To validate that our method can be introduced to complex metric learning strategy, we implement DeepEMD-Sampling and set the patch number to 9. For comparison, we ensure that the training settings of baseline methods and our method are consistent. The only difference is that we replace the cross-entropy loss with Eq. 8.

Implementation details can be found in Appendix B.

Evaluation Datasets. For Meta-Baseline, we evaluate the results on miniImageNet [55], tieredImageNet [26]. For DeepEMD, we do more experiments on CIFAR-FS [2], FC100 [22] and CUB [36]. The evaluation results of miniImageNet and tieredImageNet are shown on Table 1 and Table 2. To check the accuracy performance and uncertainty quantification, we compare our methods with two kinds of FSC methods, metric-based methods [40, 44, 42, 3] and uncertainty-based FSC methods [25, 7, 43].

4.2 Uncertainty Quantification through Calibration

Uncertainty quantification is an important concern for few-shot classification, which is omitted in the mainstream metric-based methods [42, 3, 18, 44]. We choose expected calibration error (ECE) [9, 21] as metrics for calibration. ECE measures the expected binned difference between confidence and accuracy. For input sample \( x \), and \( \max_{i} \phi_i(f^W(x)) \) is regarded as a prediction confidence. The ECE of \( f^W \) on \( D \) with \( M \) groups is \( \text{ECE}_M(f^W, D) = \sum_{i=1}^{M} \frac{|G_i|}{|D|}[\text{acc}(G_i) - \text{conf}(G_i)] \), where \( G_i = \{ j : i/M < \max_{k} \phi_k(f^W(x^{(j)})) \leq (i+1)/M \} \), \( \text{acc}(G_i) \) and \( \text{conf}(G_i) \) are average accuracy and confidence in the \( i \)-th group respectively. We average ECE of all the test episodes for each methods.

4.3 Results

Accuracy comparison. We follow the standard-setting conduct experiments on miniImageNet and tieredImageNet. The results are shown in Table 1 and Table 2. We compare DeepEMD and Meta-Baseline with our methods and mark the better one in bold. Table 1 shows that our method can significantly improve the accuracy for Meta-Baseline. For example, 69.92% vs 68.65% for 1-shot and 84.66% vs 83.53% for 5-shot on tieredImageNet. We find that our method improves DeepEMD and achieves SOTA performance. Eq. 8 shows that the our method provides smooth optimization target, so our method achieves consistent improvement across different metric learning methods and backbones.
Table 1: Few-shot classification accuracy and 95% confidence interval on miniImagenet and tieredImagenet datasets. ‡: transductive inference †: results reported in [25], BEL represents Bayesian evidential learning.

| Algorithm              | Backbone | miniImagenet,5-way 1-shot | miniImagenet,5-way 5-shot | tieredImagenet,5-way 1-shot | tieredImagenet,5-way 5-shot |
|------------------------|----------|---------------------------|---------------------------|-----------------------------|-----------------------------|
| ProbMAML [25] ††        | Conv4    | 47.8±0.61                 | –                         | –                           | –                           |
| ABML [25] ††           | Conv4    | 45.0±0.60                 | –                         | –                           | –                           |
| MetaBaseline [3]        | Conv4    | 47.93±0.23                | 63.87±0.19                | 51.24±0.24                  | 68.61±0.20                  |
| MetaBaseline+BEL [3]    | Conv4    | 48.38±0.21                | 65.27±0.19                | 51.89±0.23                  | 70.53±0.20                  |
| BML [44]                | ResNet-12| 67.04±0.63                | 83.63±0.29                | 68.99±0.50                  | 85.49±0.34                  |
| FEAT [40]               | ResNet-12| 66.78±0.20                | 82.05±0.14                | 70.80±0.23                  | 84.79±0.16                  |
| ClassifierBaseline [3]  | ResNet-12| 59.03±0.23                | 77.99±0.17                | 68.07±0.26                  | 83.73±0.18                  |
| MetaBaseline [3]        | ResNet-12| 62.69±0.23                | 78.89±0.16                | 68.65±0.26                  | 83.53±0.18                  |
| MetaBaseline+BEL        | ResNet-12| 63.10±0.24                | 79.60±0.16                | 69.92±0.26                  | 84.66±0.18                  |
| DeepEMD [42]           | ResNet-12| 68.14±0.29                | 83.62±0.57                | 73.39±0.31                  | 87.34±0.58                  |
| DeepEMD+BEL            | ResNet-12| 68.40±0.28                | 83.81±0.57                | 73.95±0.30                  | 87.91±0.59                  |
| MQDA [43]              | ResNet-18| 65.12±0.66                | 80.98±0.75                | 69.97±0.52                  | 85.51±0.58                  |

Table 2: Few-shot classification expected calibration error(ECE)%↓ on miniImagenet and tieredImagenet.

| Algorithm              | Backbone | miniImagenet,5-way 1-shot | miniImagenet,5-way 5-shot | tieredImagenet,5-way 1-shot | tieredImagenet,5-way 5-shot |
|------------------------|----------|---------------------------|---------------------------|-----------------------------|-----------------------------|
| ProbMAML               | Conv4    | 4.72                      | –                         | –                           | –                           |
| ABML                   | Conv4    | 1.24                      | –                         | –                           | –                           |
| MetaBaseline           | Conv4    | 0.45                      | 14.69                     | 8.11                        | 25.32                       |
| MetaBaseline+BEL       | Conv4    | 0.11                      | 3.59                      | 1.70                        | 16.21                       |
| DeepEMD                | ResNet-12| 1.65                      | 2.19                      | 1.42                        | 3.65                        |
| DeepEMD+BEL            | ResNet-12| 1.61                      | 2.03                      | 1.23                        | 3.78                        |
| MQDA [43]              | ResNet-18| 33.56                     | 13.86                     | –                           | –                           |

Table 2 shows that BEL can reduce the uncertainty, especially for Meta-Baseline, for example, 3.59% vs 14.69% for 5-shot on miniImagenet and 1.8% vs 8.11% for 1-shot on tieredImagenet. And the uncertainty performance for Meta-Baseline is also lower than ProbMAML,ABML and MQDA.

4.4 Ablation analysis

Effect of λ and η. In Eq. 8, λ controls the hardness of the optimization target, the smaller value of λ means the harder optimization target. η is the factor that controls the proportion of prior evidence. The accuracy and ECE of Meta-Baseline are 68.65% and 8.6% respectively. Fig. 4.4 shows that when λ decreases, a prior evidence proportion can provide the best performance. For example, for λ = 0.04 and λ = 0.06, η = 0.4 performs the best. For λ = 0.08, η = 0.4 performs best. When λ increases, less prior information provides better accuracy. Fig. 4.4 shows that lower η is proper for uncertainty quantification. All the results recorded in Fig. 4.4 and Fig. 4.4 outperform Meta-Baseline. It demonstrates the effectiveness of our method.

Is meta-training necessary for Bayesian evidence fusion? From the results we show that BEL can provide extra performance gain and can reduce ECE. In fact, we can also simply fuse the evidence of pre-trained networks and meta-trained networks in the test stage. To clarify this problem, we evaluate the test performance by simply fusing the logits in the few-shot test phase, which can be denoted as simple evidence fusion(SEF). From Table 4.4 we show that BEL provides better accuracy and uncertainty performance. It indicates that meta-training is necessary for BEL and SEF can also benefit the metric-based methods.

Compared to label smooth. From Eq. 11 and Eq. 12 we show that BEL can provide adaptive penalty for high uncertainty compared to the label smooth(LS). We set η to 0 in Eq. 12. Then we replace our loss function with the label smooth loss function in Eq. 10. For comparison, we sweep ϵ for LS and record the best result. From Table 4.4 we show that BEL has better accuracy and uncertainty.
Figure 3: Effect of $\lambda$ and $\eta$ on Accuracy(%)

Figure 4: Effect of $\lambda$ and $\eta$ on ECE(%)

Table 3: 5-way-5-shot accuracy%↑ and ECE%↓ on miniImagenet and tieredImagenet

| Algorithm            | Backbone | miniImagenet,5-way | tieredImagenet,5-way |
|----------------------|----------|--------------------|----------------------|
|                      |          | 5-shot Acc.    | ECE         | 5-shot Acc.    | ECE         |
| Metabaseline+BEL     | ResNet-12 | 79.60+-0.16 | 2.70      | 84.26+-0.18 | 11.28      |
| Metabaseline+SEF     | ResNet-12 | 79.58+-0.16 | 1.23      | 83.61+-0.18 | 14.15      |

quantification due to the adaptive gradient. Our method can benefit meta-training stage for FSC by simply replace cross-entropy loss with Eq. 8($\eta = 0$).

Table 4: 5-way-1-shot accuracy%↑ and ECE%↓ on miniImagenet and tieredImagenet

| Algorithm            | Backbone | miniImagenet,5-way | tieredImagenet,5-way |
|----------------------|----------|--------------------|----------------------|
|                      |          | 1-shot Acc.     | ECE        | 1-shot Acc.     | ECE        |
| Metabaseline         | ResNet-12 | 62.69+-0.23 | 1.70      | 68.65+-0.26 | 8.66      |
| Metabaseline+LS      | ResNet-12 | 62.95+-0.24 | 1.26      | 69.33+-0.26 | 13.70     |
| Metabaseline+BEL($\eta = 0$) | ResNet-12 | 62.96+-0.24 | 1.34      | 69.83+-0.26 | 11.67     |

4.5 More Results

We report the accuracy and ECE on CIFAR-FS, FC100 and CUB-200-2011 in table 4.5 and 6. From table 6 we know that our method can reduce ECE significantly. For example, 0.43% vs 0.98%, 0.71% vs 1.9% on CUB-200-2001 and 1.72% vs 2.40% on CIFAR-FS. Our method can improve the accuracy in some context based on the high baseline without any extra changes on the network.

4.6 More analysis of Bayesian Evidential Learning

Novel class generalization. In Meta-Baseline[3], Chen et. al observe that during meta-learning, improving base class generalization can lead to worse novel class generalization. The novel class generalization can be reflected by the the accuracy on the validation set during meta-training. To further analyze if our method has an effect on the novel class generalization, we visualize the accuracy in validation set during the meta-training stage. Note that $\eta = 0$ means that there is no prior evidence for training stage and inference stage. Fig. 5(a) and Fig. 5(b) show that BEL($\eta = 0$) and BEL beat Meta-Baseline by a remarkable margin at the whole meta-training stage. The reason is that our method provides a smooth optimization target to release the overfitting on the base class. Fig. 5(b) shows that training and inferring with prior evidence can further improve the novel class generalization compared to BEL($\eta = 0$).

Is pre-trained network necessary in the inference? In BEL, pre-trained network provides prior evidence, the network learns to generate posterior evidence in the meta-training stage. In the inference, we use the fixed pre-trained network to provide prior evidence to keep the training process and inference process consistent. To figure out the necessity of pre-trained network in the inference, we also report the results when the fixed pre-trained network is removed($\eta = 0$ in the inference).
Table 5: Few-shot classification accuracy and 95% confidence interval on CIFAR-FS, FC100 and CUB-200-2011 datasets.

| Algorithm          | Backbone | CIFAR-FS,5-way | FC100,5-way | CUB-200-2011,5-way |
|--------------------|----------|----------------|-------------|-------------------|
|                    | 1-shot   | 5-shot         | 1-shot      | 5-shot            | 1-shot          | 5-shot         |
| Rethink-Distill[34] | ResNet-12| 73.90±0.80     | 86.90±0.50 | 44.6±0.7          | 60.9±0.6        |
| BML[44]            | ResNet-12| 73.04±0.47     | 88.04±0.33 | 45.00±0.41        | 63.03±0.41      | 76.21±0.63     | 90.45±0.36     |
| DeepEMD[42]        | ResNet-12| 73.80±0.29     | 86.76±0.62 | 45.17±0.26        | 60.91±0.75      | 75.81±0.29     | 88.35±0.55     |
| DeepEMD+BEL(ours)  | ResNet-12| 73.96±0.29     | 86.92±0.62 | 45.10±0.26        | 61.07±0.74      | 75.75±0.29     | 88.56±0.54     |

Table 6: Few-shot classification expected calibration error(ECE)%↓ on CIFAR-FS, FC100 and CUB-200-2011 datasets.

| Algorithm          | Backbone | CIFAR-FS,5-way | FC100,5-way | CUB-200-2011,5-way |
|--------------------|----------|----------------|-------------|-------------------|
|                    | 1-shot   | 5-shot         | 1-shot      | 5-shot            | 1-shot          | 5-shot         |
| DeepEMD            | ResNet-12| 1.52           | 2.40        | 11.95             | 3.98            | 0.98           | 1.9           |
| DeepEMD+BEL(ours)  | ResNet-12| 1.3            | 1.72        | 11.76             | 5.41            | 0.43           | 0.71          |

![Figure 5: Novel class generalization](image)

Table 7: Few-shot classification accuracy% on tiered Imagenet.

| Algorithm          | Backbone | tieredImagenet,5-way |
|--------------------|----------|----------------------|
|                    | 1-shot   | 5-shot               |
| Meta-Baseline      | ResNet-12| 68.65±0.26           | 83.53±0.18 |
| Meta-Baseline+BEL(w/o prior evidence,ours) | ResNet-12| 69.41±0.26           | 83.97±0.18 |
| Meta-Baseline+BEL(ours) | ResNet-12| **69.93±0.26**       | **84.66±0.18** |

5 Conclusion

In this paper, we propose a novel Bayesian evidential learning(BEL) framework for few-shot classification based on the theory of evidence and our Bayesian evidence fusion theorem. Our method provides an elegant way to fuse the evidence from the pre-trained network and the meta-trained network. We provide detailed gradient analysis and show that BEL can provide smooth optimization target and capture uncertainty. The experiment results demonstrate that our method can improve the accuracy and reduce calibration error for newest metric-based FSC methods. Compared to Bayesian FSC methods, our method has no extra computation costs and no neural network changes. The experimental results show that our method can provide promising accuracy performance.
A Appendix A

A.1 Definition of Dirichlet Distribution

Definition 1 (Dirichlet distribution) The Dirichlet distribution is parameterized by concentration parameters \( \alpha \). The probability density function of the Dirichlet distribution is given by:

\[
D(p|\alpha) = \left\{ \begin{array}{ll}
\frac{1}{B(\alpha)} \prod_{k=1}^{K} p_k^{\alpha_k-1} & \text{for } p \in S_K \\
0 & \text{otherwise}
\end{array} \right.
\]

(13)

where \( S_K \) is the K-dimensional unit simplex, defined as:

\[
S_K = \left\{ p \mid \sum_{k=1}^{K} p_k = 1 \text{ and } 0 \leq p_1, \ldots, p_K \leq 1 \right\},
\]

(14)

\( B(\alpha) \) is defined as:

\[
B(\alpha) = \prod_{k=1}^{K} (\alpha_k), \quad \alpha_0 = \sum_{k=1}^{K} \alpha_k
\]

(15)

A.2 Detailed Gradient Analysis

According to Eq. 8, the loss function of the \( i \)th sample can be written as:

\[
\mathcal{L}(y, \alpha) = \sum_{k=1}^{K} y_k (\psi(\alpha_0) - \psi(\alpha_k)) + \lambda KL [\text{Dir}(p|\alpha)||\text{Dir}(p|1, ..., 1)]
\]

\[
= \sum_{k=1}^{K} y_k [\psi(\alpha_0) - \psi(\alpha_k)] + \lambda \log \left( \frac{\Gamma(\alpha_0)}{\Gamma(K) \prod_{k=1}^{K} \Gamma(\alpha_k)} \right) + \sum_{k=1}^{K} \lambda(\alpha_k - 1) [\psi(\alpha_k) - \psi(\alpha_0)]
\]

(16)

where \( \psi(\cdot) \) is the digamma function (the logarithmic derivative of \( \Gamma(\cdot) \)). Then the gradient of Eq. 16 can be computed as:

\[
\frac{\partial \mathcal{L}(y, \alpha)}{\partial \alpha_k} = \psi'(\alpha_0) - y_k \psi'(\alpha_k) + \lambda[\psi(\alpha_0) - \psi(\alpha_k)] + \lambda[\psi(\alpha_k) - \psi(\alpha_0)] + \lambda(\alpha_k - 1) \psi'(\alpha_0)
\]

\[
+ \lambda(\alpha_k - 1) \psi'(\alpha_k) - \psi'(\alpha_0)[\gamma K + \lambda(\alpha_k - 1)] + \psi'(\alpha_0)[\gamma K - \lambda(\alpha_0 - K) + 1]
\]

(17)

From Eq. 17, we can get the local optimum of Eq. 16 as \( \alpha^* = 1 + \frac{1}{K} y \). In order to analyze the role of uncertainty, we use the approximation \( \psi'(x) \approx \frac{1}{x} \) for the second term in Eq. 17, then the gradient in Eq. 17 can be written as:

\[
\frac{\partial \mathcal{L}(y, \alpha)}{\partial \alpha_k} \approx \psi'(\alpha_k)[-y_k + \lambda(\alpha_k - 1)] + \frac{1}{\alpha_0} [-\lambda(\alpha_0 - K) + 1]
\]

\[
= \psi'(\alpha_k)[-y_k + \lambda(\alpha_k - 1)] - \lambda + \frac{\lambda K + 1}{\alpha_0}
\]

(18)

\( \frac{\lambda K + 1}{\alpha_0} \) is proportional to \( u = \frac{K}{\alpha_0} = \frac{K}{S} \), so higher uncertainty generates higher gradient for optimization. The first term \( (1 - \epsilon) (S(z_k) - y_k) \) of Eq. 11 computes the loss of predictions and the hard local optimum. The second term \( \epsilon (z_k - \frac{1}{S}) \) in the label smooth makes the predictions smooth to release overconfidence. While the first term \( \psi'(\alpha_k)[-y_k + \lambda(\alpha_k - 1)] \) in the Eq. 18 computes the loss of predictions and the smooth local optimum, and the second term \( -\lambda + \frac{\lambda K + 1}{\alpha_0} \) captures the uncertainty.

B Appendix B

B.1 Details of baseline method

Meta-Baseline. We use ResNet-12[3] and Conv4[29] as backbones. For the pre-training stage, we use the SGD optimizer with momentum 0.9, the learning rate starts from 0.1 and the decay factor is
0.1. On miniImageNet, we train 100 epochs with batch size 128, the learning rate decays at epoch 90. On tieredImageNet, we train 120 epochs with batch size 512, the learning rate cays at epoch 40 and 80.

DeepEMD. In the pre-training stage[42], we train a standard classification network with all base classes and we use DeepEMD-FCN for validation with the validation set in the training process. After pre-training, the model with the highest validation accuracy is optimized by meta-training for 5,000 episodes. In each training episode, we randomly sample a 5-way 1-shot task with 16 query images, which is consistent with the testing episodes. For the k-shot classification task, we re-use the trained 1-shot model as the network backbone to extract features and fix it during training and testing. We use the DeepEMD-Sampling as our baseline method. This version of DeepEMD randomly samples some cropped patches from raw images. The randomly sampled patches are then re-scaled to the same input size and are encoded by CNNs. The embeddings of these sampled patches make up the embedding set of an image.

For comparison, we keep all the training settings consistent with baseline methods. During meta-training stage, we copy the pre-trainend network. The fixed pre-trained network extracts the feature to generate logits as prior evidence for the meta-training stage. The gradient only updates the parameters of meta-trained network. For Meta-Baseline, the feature from pre-trained network passes through fully-connected layer, then the logits are computed by cosine similarity. For DeepEMD, the feature is transfered to EMD distance as logits.

B.2 Details of Datasets

We evaluated our method on five benchmark datasets to demonstrate its robustness: miniImageNet[35], tieredImageNet[26], CIFAR-FS[2], FC100[22], and CUB[36].

Dataset derived from ImageNet:[4] miniImageNet[35] contains 100 classes. The classes are split to (64, 16, 20) for (training, few-shot validation, few-shot testing) respectively. Each class contains 600 images of size 84 × 84. The tieredImageNet[26] contains 608 classes from 34 super-categories, which are split into 20, 6, 8 super-categories, resulting in 351, 97, 160 classes as training, few-shot validation and few-shot testing respectively. The image size is 84 × 84. This setting is more challenging since base classes and novel classes come from difference super-categories[3].

Dataset derived from CIFAR100[15]: CIFAR-FS[2] contains 100 classes. The classes are split for (64,16,20), FC100[22] contains 100 classes, where 36 super-classes were divided into 12(including 60 classes), 4 (including 20 classes), 4(including 20 classes). Each class has 600 images and all images are of 32×32.

CUB[36]: CUB was originally proposed for fine-grained bird classification, which contains 11788 images for 200 classes. 200 classes are split for (100,50,50).
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