Abstract
To understand a narrative, it is essential to comprehend the temporal event flows, especially those associated with main characters; however, this can be challenging with lengthy and unstructured narrative texts. To address this, we introduce NECE, an open-access, document-level toolkit that automatically extracts and aligns narrative events in the temporal order of their occurrence. Through extensive evaluations, we show the high quality of the NECE toolkit and demonstrates its downstream application in analyzing narrative bias regarding gender. We also openly discuss the shortcomings of the current approach, and potential of leveraging generative models in future works. Lastly the NECE toolkit includes both a Python library and a user-friendly web interface, which offer equal access to professionals and layman audience alike, to visualize event chain, obtain narrative flows, or study narrative bias.

1 Introduction
In this paper, we introduce NECE, a document-level narrative event chain extraction system with an easily accessible online interface. NECE offers visualization of structured event chains from unstructured text corpus, making it easier for readers to access and comprehend information from narrative sources such as fairy-tales, news reports, and memoirs. While there are existing text processing approaches, such as temporal dependency graph parsing (Mathur et al., 2022), document-level AMR (abstract meaning representation) parsing (Naseem et al., 2022), as well as scripts and event schema (Chambers and Jurafsky, 2008; Dror et al., 2022), none offers a end-to-end visualization of the narrative flow as NECE shown in Figure 4. The narrative event chain of NECE is a salience-filtered, temporal-ordered, linear chain of events organized for different gender and character groups. We provide a detailed and document level temporal chain, versus the more abstractive intentions of Chambers and Jurafsky (2008).

In order to construct a chain of narrative events, we devised narrative feature extraction algorithms to mine salient events and associate them with characters and gender groups (Section 4). Salience score is computed as combination of tf-idf score (punishes generic events and rewards locally high-frequency events), character mention score, and location mention score. We also designed a gender identification algorithm by leveraging document-level co-reference resolution results to find gendered names or pronouns. For the temporal ordering task, we leveraged the SOTA temporal relation (TempRel) model, ECONET (Han et al., 2021), to predict adjacent pairwise ordering, and devised greedy and window-sliding approaches to
generate ordered chains of events from pairwise relations.

In summary, this work contributes in the following respects: First, we propose a version of narrative event chain that offers a detailed visualization of narrative event flow, suitable for event understanding and analysis. Second, we integrate capabilities of excellent toolkits, such as BookNLP (Bamman et al., 2014) and ECONET, and design novel custom algorithms to build the proposed event chain construction pipeline with validated performance. Third, we open-source the pip package of NECE to extract and visualize document-level narrative event chains, and present our website for non-expert users. An experimental application in temporal-based bias analysis sheds light on the application potential of NECE toolkit. Lastly, we discuss the technical challenges of existing methods, and explores few-shot temporal reasoning capability of recent popular LLMs.

2 Related Work

Narrative Event Chain is inspired by works that model text for different specialty and usage; Pichotta (2015) uses scripts, linear chains of events, to model stereotypical sequences of events; there are also hierarchical scripts (Dror et al., 2022), which creates separate event chains for each detected hierarchy; besides linear chains, document-level semantic graphs (Naseem et al., 2022) can offer more detailed view of text content; Salience detection is an important detail that underpins the utility power of our narrative chain. Different from salience algorithm in Jindal et al. (2020); Zhang et al. (2021), which extract summarizing/abstractive events by training on news summarization corpus; Our salience filtering only aims to remove generic words, auxiliary verbs, and non-narrative related events, while the bulk of event content shall be kept. Salience filtering is the preprocessing step that reduces distractions for temporal ordering model, and render the resulting narrative flow more readable and useful.

Temporal Ordering models are also key component of NECE; we tested SOTA TempRel model ECONET (Han et al., 2021), finetuned on BERT to anchor events onto temporal axis and resolve ordering by event start time (MATRES dataset (Ning et al., 2018b)). Related TempRel models include TCR (Ning et al., 2018a) which trains on annotated data plus ILP constraints, and ROCK (Zhang et al., 2022) which finetunes RoBERTa (Zhuang et al., 2021) on a 400k large automatically curated temporal dataset. DocTime (Mathur et al., 2022) combines the training of a dependency parser and a TempRel predictor by formulating an edge prediction objective to generate temporal dependency graphs. Generative LLMs like ChatGPT and Flan-T5 (Chung et al., 2022) may also be prompted to make temporal predictions.

Online Interfaces EventPlus (Ma et al., 2021) features sentence-level online temporal reasoning interface. StoryAnalyzer (Mitri) website offers narrative analysis capabilities built upon CoreNLP (Manning et al., 2014). NECE expands on both to offer narrative central investigation of temporal event flows, at document level. Our user-friendly website/interfaces can be used for either industry adoption or education purposes.

3 Interactive Interface

Salient Event Chain Figure 2 shows the first window of the NECE toolkit, offering the full salient event chain for the input narrative text. Filtering out non-salient event can reduce distracting items and makes the resulting chain more condensed and informative. This interface offers bird’s-eye view of full event flow of the document, in the temporal order of their occurrence.

Gender Event Chain Figure 3 shows the second interface of NECE that further organizes the salient event chain by gender association. Users can select and view event chains associated with either male or female characters or plural gender group of characters. This division is motivated by concerns for gender fairness in children’s books (McCabe et al., 2011). We build an automatic bias visualization based on odds ratio; we also used NECE to perform

---

The NECE toolkit is licensed under the MIT license and can be accessed here; screenshot of demo is here.
Table 1: Evaluation of no-filtering, auxiliary-verb-filtering, and salience-filtering approaches. The testset is a small set of 5 expert-annotated stories; all approach report near perfect recall indicates that our SRL-based event extraction approach is successful in identifying events.

| Approach              | Dev-Prec | Dev-Recall | Test-Prec | Test-Recall |
|-----------------------|----------|------------|-----------|-------------|
| No-Filtering          | 0.800    | 1.000      | 0.695     | 0.979       |
| Auxiliary-Verb-Filtering | 0.910    | 1.000      | 0.842     | 0.979       |
| Salience-Filtering    | 0.921    | 0.978      | 0.857     | 0.979       |

Figure 3: The gender interface displays event chains for Male, Female, and Mixed groups; scrolling downward button will display statistics and plot of bias analysis based on odds ratio.

Event Chain for Characters is the third interface of NECE that displays salient event chains for the main characters (Figure 4). Character is another key characteristic of narrative text; event chain for each main character gives user easy access to plots involving their interested character. Main characters are decided based on combined name mention and pronoun mentions; participant role of characters is also differentiated by the shape of the event module: a square indicates an agent/subject participant, and an oval shape implies a patient/direct_object participant of an event.

4 Event Chain Extraction Algorithms

4.1 Salience Scoring

Salience identification is an algorithm that underpins the utility of event chain pipeline. Unfiltered event chain, taking all verb events from a semantic role labeling (SRL) model (Gardner et al., 2017) will result in a flood of auxiliary verbs (is, are, am) and stative verbs (has, had) that not only distracts our temporal ordering model, but also make reading the event chain less interesting for users.

Table 1 shows that removing auxiliary verbs alone improves the salience detection by large margin. We further apply an additional layer of filtering to consider multiple dimensions including word frequency, character reference, and location reference, which are inspired by (Jindal et al., 2020). We trained an inverse document frequency (idf) dictionary on 2000 articles from wikipedia dataset (Foundation) to calculate tf-idf scores for each event. In addition, we aggregate factors, such as whether argument-0 or argument-1 of event trigger involves main characters or locations. The threshold for salience grouping is relatively low to get high recall. The specific weights on components of salience score is obtained through grid-search on a 3-story dev set. Our final salience filtering algorithm scores a modest improvement on precision over auxiliary filtering, with no cost on recall as shown in Table 1.

4.2 Character Feature Extraction

Organizing event chains by gender and character groups is dependent upon successful tagging of those features. We use a modified version of BookNLP (Bamman et al., 2014) to extract and cluster characters; each event is then tagged with characters as either agent participant or patient participant. By counting the total name and pronoun mentions for each character, we assign primary, secondary, and tertiary importance status to characters.

Having events tagged with character associations, we can then create their gender tags by predicting the characters’ gender identity. The predictions are derived from co-reference resolution to look up characters’ associated pronouns. We also created a dictionary of common names for different genders, which is directly applicable when character names are explicitly gendered. Due to limitations of the current method, we only offer an imperfect gender categorization as female, male,
For example, in a given story, the occurrence of one chain is created per story. **RANDOM** refers to random ordering of two events; **TEXT-ORDER** is the order that events appear in text. Best scores are **emboldened**. Due to imbalanced dataset labels favoring BEFORE relations, taking text-order gives good accuracy for this category. The authors have tried various prompting methods to use CHATGPT for temporal classification, but with little avail. **FLAN-T5-LARGE(FS)** adopts the same few-shot prompting as ChatGPT and gives comparable performance to the text-order heuristics. **GREEDY+ECONET** uses a greedy approach to construct event chain, only compare each event with its neighbors; on Kendall’s τ, we also report the result from HARMONY+PRED+ECONET of 0.728, which is lower than the Greedy approach overall. Though it performs better in some stories with more complex temporal timeline.

### 4.3 Document-level Temporal Event Ordering

**Pairwise TempRel.** Temporal orders are key features of narrative event chains. We first obtain pairwise temporal relations (TempRel) of events by using ECONET (Han et al., 2021). ECONET is one of the SOTA neural temporal models using a BERT architecture (Devlin et al., 2019) and is trained with a joint-objective of temporal relation mask-filling and contrastive loss from discriminating corrupted temporal tokens.

**Greedy Event Chain Creation.** Pairwise relations between adjacent events do not directly compute a ranking of events. So, we propose an ILP (Integer Linear Programming) constraint which first assumes a textual order of events, and only change order of adjacent events based on pairwise relations from model prediction. The process can be also viewed as an insertion sort: let X be a sorted sequence of events with length \( n \geq 0 \) and let \( x \) be a new event to be inserted into \( X \), the algorithm consists of the following steps: Initialize a hashmap \( T \) of temporal relations, where \( T[i,j] \) represents the relation between events \( i \) and \( j \). Populate \( T \) with pairwise relations between neighboring events in document: \( T[i,i+1] = R \), where \( R \) is the relation between events \( i \) and \( i+1 \). The pairwise relation is predicted by the e-conet model (Han et al., 2021). After having a hashmap of known relations, we use the insertion sort algorithm as in Algorithm 1 to recursively insert a new event into a sorted chain to generate the final ordered event chain.

| Method       | BEFORE prec | BEFORE rec | AFTER prec | AFTER rec | F1 micro | F1 macro | Kendall’s τ coefficient | #TRUELABEL before | #TRUELABEL after |
|--------------|-------------|------------|------------|-----------|----------|----------|-------------------------|------------------|-----------------|
| RANDOM-ORDER (ref.) | 0.729       | 0.653      | 0.203      | 0.260     | 0.557    | 0.456    | 0.709                   | 262              | 85              |
| TEXT-ORDER   | 0.751       | 1.0        | 0.0        | 0.0       | 0.750    | 0.428    | 0.725                   | 262              | 85              |
| FLAN-T5-LARGE(FS) | 0.777       | 0.901      | 0.270      | 0.210     | 0.733    | 0.549    | 0.724                   | 262              | 85              |
| CHATGPT      | 0.763       | 0.737      | 0.274      | 0.318     | 0.631    | 0.519    | 0.717                   | 262              | 85              |
| (ours) GREEDY+ECONET | **0.933**   | 0.858      | **0.689**  | **0.507** | **0.848** | **0.810** | **0.735** | 0.728 | 262 | 85 |

Table 2: BEFORE, AFTER, F1, measures the quality of pairwise temporal relation extracted; one story consists of dozens of pairwise relations; Kendall’s τ on the other hand, measures the holistic quality of temporal event chain, where one chain is created per story.

Having events tagged with gender roles, we extract odds ratio to illustrate potential gender bias in story, as in Sun and Peng (2021) and Monroe et al. (2017). For example, in a given story, the occurrence of the event “kill” has an odds ratio of four for male vs. female characters. This means that male characters are four times more likely than female characters to be involved in killing. We apply a common correction, Haldane-Anscombe (Lawson, 2004), to account for cases in which one group has no observed counts of an event.

**Algorithm 1 Insertion Sort of Event Chain**

**Require:** Event sequence \( X \) and a new element \( x \), a hash-map \( D \) containing pair-wise relations between events.

**Ensure:** \( X \) is non-empty and sorted in temporal order, \( x \) has text-order after all elements in \( X \).

\[
\begin{align*}
& b \leftarrow X[-1] \\
& \text{while } b \text{ do} \\
& \quad \text{if } x \text{ comes after } b \text{ according to } D \text{ then} \\
& \quad \quad \text{Insert element } x \text{ right after } b \text{ in } X \\
& \quad \quad \text{return } X \\
& \quad \text{else} \\
& \quad \quad b \leftarrow \text{the element right before } b \text{ in } X \\
& \quad \quad \text{end if} \\
& \quad \text{end while} \\
& \text{Insert element } x \text{ at the first index of } X \\
& \text{return } X
\end{align*}
\]

Harmony Predict: Window-Sliding. While greedy method above works well in scenarios where textual order heavily overlaps with temporal order, the greedy algorithm considers only an event’s immediate neighbors during chain order-
We carry out a series of experiments to understand TempRel annotation, we sampled 4 stories from Text-order is preferred when the relationship between events is unpredicted. We tried to include the transitive property of temporal relations to deduce additional relations in $T$ that are beyond the size-5 context window; for instance, if $T[i,k] = T[k,j] = \text{“After”}$, then $T[i,j] := \text{“After”}$. However, conflict may arise due to co-existence of transitive-inferred labels and model predicted labels. Harmony Predict apply the following ILP rules to reconcile differences: 1) Text-order is preferred when the relationship between two events is unpredicted; 2) transitive rules are applied to infer new relations from existing relations. 3) in case of conflicts, transitive rules take precedence over the window-size 5 model’s predictions, since ECONET is more reliable for adjacent events.

5 Evaluation

We carry out a series of experiments to understand the performance of NECE. An in-house annotation team annotated event saliency, gender and character association of stories taken from the FairytaleQA dataset (Xu et al., 2022) using instruction and interface shown at Figure 6. For temporal ordering (tempRel) annotation, we sampled 4 stories from both FairytaleQA and 4 from cnn-dailymail (See et al., 2017) dataset to diversify the domain(Fairy tale stories mostly adhere to textual order; while news stories have more complex timelines). The detailed annotation guideline and the example annotation interfaces can be found in Appendix A.

5.1 Temporal Ordering

**Pairwise Temporal Ordering.** NECE employs ECONET (Han et al., 2021) for TempRel prediction between pairwise events; ECONET is finetuned on small-size (36 documents) but expert-annotated MATRES dataset (Ning et al., 2018b). We added random prediction as a reference and text-order of events as a strong heuristic-based baseline. We also included few-shot prompted flan-t5-large (Chung et al., 2022) and ChatGPT(gpt-3.5-turbo) to explore the temporal reasoning capability of instruction-finetuned LLMs. Pairwise temporal relation are measured by F1 scores, as shown in Table 2.

**LLM.** Generative AI spearheaded by ChatGPT has made ripples in many domain by demonstrating strong zero-shot or few-shot capabilities. We tried to leverage gpt-3.5-turbo using few-shot examples and dialog style prompts to extract temporal predictions from it, though with little success. The Table 4 in Appendix gives detailed example of its failure in generating meaningful temporal prediction. It tends to generate one label (yes or no), or always the first event if prompted differently to choose the earlier event. Its poor performance is reflected in Table 2 as low f-scores; we then used the same prompts and set-up as ChatGPT on Flan-T5-large (Chung et al., 2022), which gives promising results close to text-order.

**Document-level Temporal Event Chain.** To benchmark the quality of constructed event chain, we use the Kendall’s $\tau$ coefficient, which measures the similarity of the orderings of the data (Kumar and Vassilvitskii, 2010). A higher Kendall’s $\tau$ coefficient indicates better alignment between predicted chain and the real chain of event. In a holistic view, our GREEDY+ECONET approach not only scores high in pairwise prediction, but also has the closest event chain to gold. HARMONY+ECONET which uses the window-sliding method to construct event chain have a lower average score in Kendall’s $\tau$, but scores higher in some stories with complex temporal timeline.

**Discussion** In Table 2, we find the TEXT-ORDER model a strong baseline in terms of micro-F1 due to imbalanced labels favoring BEFORE relation. The result of FLAN-T5’s few-shot performance is surprisingly good, achieving 0.777 and 0.9 in precision and recall for BEFORE label, especially compared to CHATGPT. Temporal ordering task typically involves complex definition to resolve overlap in time-span and multi-axis scenarios, making direct knowledge transfer difficult. Our ECONET based methods outperform the strong baselines in most of the metrics, including pairwise f-score and chain-level Kendall’s $\tau$ measure.

| Event-chain          | accuracy | macro-f1 | # samples |
|----------------------|----------|----------|-----------|
| Character Resolution | 0.872    | -        | 188       |
| Gender Resolution    | 0.974    | 0.951    | 188       |

Table 3: Evaluation of character resolution, and gender resolution algorithms; we report the accuracy and macro-f1 for gender resolution; however, only accuracy is reported for character resolution because number of character classes is not fixed across different stories.
Figure 4: Proportion of Significant Gender Bias by Analysis Unit. When looking at the location of an event within a character’s narrative arc, female characters have more biased events in the beginning of their arcs while the bias for male characters is fairly consistent throughout all three sections of their arcs.

5.2 Feature Extraction

We evaluate three key narrative features that are crucial to construct event chains. Salience feature is useful to filter out redundant and generic events. Gender and character tagging allows us to organize event chains by their gender and character association. Result for salience filtering is shown in Table 1 and discussed in section 4.1. Gender prediction, which is a relatively easy task solvable through gendered pronoun identification and co-reference resolution, enjoys high accuracy as shown in Table 3. Character identification is a slightly more challenging task due to the large number of possible characters in a narrative; its performance also depends on successful character clustering. We still achieve good performance thanks to the robustness of the BookNLP toolkit (Bamman et al., 2014) in narrative domains.

5.3 Application in Temporal Event Chain-Anchored Gender Bias Analysis

NECE can be used to investigate gender bias that arise from the order in which events happen. We tested Bigram Event Comparisons to locate such biases within the FairytaleQA dataset (Xu et al., 2022). We integrated temporal ordering as a dimension of bias, and we compared unigram, bigram biases, at different temporal locations of the narrative(beginning, middle, end); we also investigated the possibility of bigram bias, as the prior event(before) or the later event(after).

The problem is formulated as following: Bigrams (chains of two events) are extracted from each event chain. For example, a bigram could be (“cry”, “have”); they are further grouped into custom supersense categories (e.g., being mapped to the typical verbNET supersense categories such as “emotion” or “possession”). We then selected one supersense category, such as possession as the anchor, and calculated the odds ratio for all events that occur prior to the anchor. An example analysis is shown in Figure ??, biases at before and after locations seem to be even; however, there are significantly more biases against female character at the beginning of the story than at the end. Analysis is based on 278 fairytales (Xu et al., 2022).

6 Conclusion

NECE is a document-level narrative event chain extraction toolkit, built with neural temporal ordering models and novel character feature tagging algorithms. It boasts a user-friendly online interface along with built-in gender bias analysis capability. NECE is built to serve event-based analysis of a wide range of narrative documents, including novels, short stories, fairy-tales, etc. Human evaluation is conducted on key algorithmic components of NECE, demonstrating its robustness and accuracy. While our system has been primarily designed for event chain extraction, its functionalities can be adopted for various downstream applications, including temporal anchored Bias Analysis. Classifier-based temporal ordering has its limits, though directly leveraging generative model for temporal classification is also non-trivial. Future work is needed to investigate generative AI’s temporal ordering ability.

Limitations

The overall performance of NECE is constrained by performance of its component algorithms; temporal relation prediction models are trained on sentences level rather than document level; the pairwise predictions within a document span are also not always harmonious, and need ILP rules to resolve conflicts. Even when we obtained all the correct pairwise relations, it could still be hard to build various temporal axis in the narrative, and assemble them into the final event chain. We explored using CHAT-GPT and FLAN-T5 models to make temporal order predictions, albeit with limited success. It merits future works to unlock the temporal capabilities of LLMs for temporal ordering task.
Ethics Statement

In addition to being an event chain extraction toolkit, we also build in a gender bias analysis component. We make the normative assumption that any substantial, measured numerical difference between two groups is indicative of bias within a story. However, there is the caveat that any distributional imbalance found in single stories are normally not statistically significant. The odds ratio computed are only indicative of potential bias, not as conclusion of bias. Moreover, rather than conducting bias analysis on events level, it is better to first abstract events into verbNET supersense categories and conduct odds ratio analysis on supersense level, as done in Section 5.3. Moreover, we do not make any claims as to the polarity of bias nor does it contextualize such bias in the rich body of work of literary criticism, media studies, gender studies, or feminist literature. We are aware that numerical measures of bias can be used to obfuscate nuance or wave away concerns of harmful representation. We do not intend for our tool to replace qualitative analyses of stories, but rather supplement existing bias analysis frameworks. Lastly, we host a website to demonstrate our toolkit; however, due to the expense of host gpu-backed server, we only uploaded samples of processed contents to the website, but do not support online inference. We do not collect any user data from the website.
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A Annotations

Narrative feature annotations are conducted by in-house annotation team; the temporal ordering annotation is performed by both in-house annotator and cross-checked by authors of the paper to ensure adherence to the annotator rules. Our in-house annotators are compensated fairly in accordance with compensation law in the state of New York.

A.1 Temporal Event Chain Annotations

Task Formulation: Given a passage of the story, a list of verb events, that can be mapped back to passage; the annotators are tasked to create a ranking of listed verb events by anchoring the events into the story timeline. The result will be a chain of event-ids, eg. 2->1->3->4->6->5 . . . . We ask annotators to put the results into prepared excel sheets.

Annotation rules: We trained the annotators on below listed rules to resolve ambiguities that arise during ambiguity. As pointed out by (Ning et al., 2018b), not all events fall on the main story axis, with diverging hypothetical, negation, conversation timelines, or even past timelines that weren’t able to be clearly located. This it makes the creation of one uniform event chain difficult, since there’s a lot of ambiguities. During annotations, we apply the following rules to ensure a uniform way of resolving ambiguities;

- Hypotheticals: Hypothetical events could be in the past or in the future; place the hypothetical timeline before its immediate neighbors if it were in the past; place the timeline after the immediate neighbors if it were in the future.
- Contexts: Some events are used to provide context for later conversations or plots, eg. a bridge stood above the river; make sure the contexts were temporally earlier than the events or conversation dependent on them.
- Cause and Effect: When there’s cause and effect relations, such as, because, so, since, we should always put cause first, and then effects.
- Quotations: You can often infer the relations between events inside quotation and outside quotation; if it is ambiguous, annotate in text-order.
A.2 Narrative Features Annotations

Narrative features, including salience detection, gender role resolution, character role resolution are annotated using the following interface in Figure 56. We provide the entire story, and for each question, we provide the corresponding sentence and 3 questions about salience, gender, and character role.

B Use ChatGPT for temporal classification

Table 4 shows the query and resulting answer from ChatGPT, which totally fails to make reasonable reasoning of the temporal relationship between queried events. The few-shot prompt given is shown in the description of the table. We used the same few-shot prompts for ChatGPT as for Flan-T5 models, which give much better performance. ChatGPT, though powerful in the dialog and creative capabilities, is unfortunately not as capable in the temporal capability. We have tested other prompts as well, but still was not able to have ChatGPT give better temporal predictions. Our results should not be taken as conclusive, but it adds to the data points for us to interpret its temporal ability.

C Temporal Chain Cases Analysis

Figure 7 shows an example of successful ordering by NECE and an example of failed ordering by NECE. The current temporal reasoning models are really only trained on pairwise relations, without a systematic way to reconcile conflict and ensure a reasonable ordering in paraphrase or document. NECE applies some ILP constraints to merge pairwise relations to chains, but is not the most robust solution. We hope future work can further explore the problem and propose better algorithms to holistically process the temporal ordering of narrative events.
| query1                                                                 | query2                                                                 | answer1 | answer2 | model_pred | gold_label |
|----------------------------------------------------------------------|----------------------------------------------------------------------|---------|---------|------------|------------|
| "in the following text: The call, which happened as President Barack Obama wrapped up his first presidential visit to Israel, was an unexpected outcome from a Mideast trip that seemed to yield few concrete steps. Is it possible that event 'happened' happened before event 'wrapped' starts? Please only answer yes or no." | "in the following text: The call, which happened as President Barack Obama wrapped up his first presidential visit to Israel, was an unexpected outcome from a Mideast trip that seemed to yield few concrete steps. Is it possible that event 'wrapped' happened before event 'happened' starts? Please only answer yes or no." | No      | No      | SIMUL      | BEFORE     |
| "in the following text: The call, which happened as President Barack Obama wrapped up his first presidential visit to Israel, was an unexpected outcome from a Mideast trip that seemed to yield few concrete steps. Is it possible that event 'happened' happened before event 'seemed' starts? Please only answer yes or no." | "in the following text: The call, which happened as President Barack Obama wrapped up his first presidential visit to Israel, was an unexpected outcome from a Mideast trip that seemed to yield few concrete steps. Is it possible that event 'wrapped' happened before event 'happened' starts? Please only answer yes or no." | No      | No      | SIMUL      | BEFORE     |
| "in the following text: The call, which happened as President Barack Obama wrapped up his first presidential visit to Israel, was an unexpected outcome from a Mideast trip that seemed to yield few concrete steps. Is it possible that event 'happened' happened before event 'yield' starts? Please only answer yes or no." | "in the following text: The call, which happened as President Barack Obama wrapped up his first presidential visit to Israel, was an unexpected outcome from a Mideast trip that seemed to yield few concrete steps. Is it possible that event 'yield' happened before event 'happened' starts? Please only answer yes or no." | No      | No      | SIMUL      | BEFORE     |
| "in the following text: The call, which happened as President Barack Obama wrapped up his first presidential visit to Israel, was an unexpected outcome from a Mideast trip that seemed to yield few concrete steps. Is it possible that event 'wrapped' happened before event 'seemed' starts? Please only answer yes or no." | "in the following text: The call, which happened as President Barack Obama wrapped up his first presidential visit to Israel, was an unexpected outcome from a Mideast trip that seemed to yield few concrete steps. Is it possible that event 'wrapped' happened before event 'happened' starts? Please only answer yes or no." | Yes     | No      | BEFORE     | VAGUE      |

Table 4: Examples of ChatGPT model prediction and the prompts fed; Few-shot examples used is: "in the following text: Fidel Castro invited John Paul to come for a reason. Is it possible that event 'invited' happened before event event 'come' starts? Please only answer yes or no. Yes"; in the following text: She says this puts the very existence of women's families at risk. Is it possible that event 'says' happened before event event 'puts' starts? Please only answer yes or no. Yes"
Task Description

You are asked to read through a story, and make annotations about events, and characters/gender related to the event.

This task requires understanding of story, and careful reasoning: failing our embedded test questions will lead to automatic rejection.

Instruction

For each sentence, you should annotate 3 questions, regarding event saliency, character, and gender associated with the selected event; for all questions, you should read and understand the full story first.

Saliency events are relevant to the main topic of a text context, or play essential roles with regard to the central goal of an event chain.

The second task is to examine the highlighted events, and determine its participant role, whether it’s the agent/subject of event or patient (direct object).

The third task asks you to determine the gender role of participants. group/nonbinary refers to a group of more than one people.

Annotation Task

| Q: 0 Ged | G: 0 Ged |
|---|---|
| Story: | | 0: There stands in the university town of Schonen, the town of Lund, the seat of the first archbishopric in all Scandinavia, a stately Romanic minster, with a large, handsome crypt beneath the choir.
| 1: The opinion is universal that the minster will never be altogether finished, but that something will always be lacking about the structure.
| 2: The reason is said to be as follows: When St. Lawrence came to Lund to preach the Gospel, he wanted to build a church; | | |

Sentence #1: 1. The reason is said to be as follows: When St. Lawrence came to Lund to preach the Gospel, he wanted to build a church; Subject Character: St. Lawrence

Question: Do you think the highlighted verb event is relevant and important to understand the main plot of the story?

- Relevant/Meaningful
- Not Relevant/Unimportant
- Not Related

Question: What is the relation between the highlighted event and listed character?

- Agent/Subject
- Patient/Object
- Both Agent and Patient
- Not Related

Question: What is the gender of the agent/subject participant of this event? (not necessarily the list character; try to infer from story):

- Male
- Female

Sentence #2: 2. The reason is said to be as follows: When St. Lawrence came to Lund to preach the Gospel, he wanted to build a church; Subject Character: St. Lawrence

Question: Do you think the highlighted verb event is relevant and important to understand the main plot of the story?

- Relevant/Meaningful
- Not Relevant/Unimportant
- Not Related

Question: What is the relation between the highlighted event and listed character?

- Agent/Subject
- Patient/Object
- Both Agent and Patient
- Not Related

Question: What is the gender of the agent/subject participant of this event? (not necessarily the list character; try to infer from story):

- Male
- Female

Figure 5: The screenshot of the task description for the annotation of extracted narrative features, which is used for annotation.

Figure 6: The screenshot of the annotation interface for an example short story.
Success:

The light that has guided us all these years has been extinguished. We have lost our founding father Mr. Lee Kuan Yew, who lived and breathed Singapore all his life.

Model Ordering: breathed -> lived -> guided -> extinguished -> lost

Failed:

Thousands of Singaporeans gathered in pouring rain Sunday to bid farewell to Lee Kuan Yew, the Southeast Asian city's founding prime minister who charted its spectacular economic rise.

Model Ordering: gathered -> founding -> pouring -> charted -> bid

Figure 7: Example of successful model prediction by NECE, and failure case, using a story from cnn-dailymail dataset;