A Deep Learning-based methodology to select Young Stellar Object candidates from IR surveys
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ABSTRACT

Context. Observed Young Stellar Objects (YSOs) are used to study star formation and characterize star forming regions. For this purpose, YSO candidate catalogs are compiled from various surveys, especially in the infrared (IR), and simple selection schemes in colour-magnitude diagrams (CMDs) are often used to identify and classify YSOs.

Aims. We propose a methodology for YSO classification through Machine Learning (ML) using Spitzer IR data. We detail our approach in order to ensure reproducibility and provide an in-depth example on how to efficiently apply ML to an astrophysical classification.

Methods. We used feedforward Artificial Neural Networks (ANNs) that use the four IRAC bands (3.6, 4.5, 5.8 and 8 μm) and the 24 μm MIPS band from Spitzer to classify point source objects into CI and CII YSO candidates or as contaminants. We focused on nearby (≤ 1 kpc) star-forming regions including Orion and NGC 2264 and assessed the generalization capacity of our network from one region to another.

Results. We found that ANNs can efficiently be applied to YSO classification with a contained number of neurons (~ 25). Knowledge gathered on one star-forming region has shown to be partly efficient for prediction in new regions. Best generalization capacity was achieved using a combination of several star-forming regions to train the network. Carefully rebalancing the training proportions was necessary to achieve good results. We observed that the predicted YSOs are mainly contaminated by under-constrained rare subclasses like Shocks and PAHs, or by the vastly dominant other kinds of (mostly main sequence) stars. We achieved above 90% and 97% recovery rate for CI and CII YSOs, respectively, with precision above 80% and 90% for our most general result. We took advantage of the ANN great flexibility to define, for each object, an effective membership probability to each output class. Using a threshold in this probability was found to efficiently improve the classification results at a reasonable cost of object exclusion. With this additional selection, we reached 90% and 97% precision on CI and CII YSOs, respectively, for more than half of them. Our catalog of YSO candidates in Orion (365 CI, 2381 CII) and NGC 2264 (101 CI, 469 CII) predicted by our final ANN, along with the class membership probability for each object, is publicly available at CDS.

Conclusions. Compared to usual CMD-selection schemes, ANNs open the possibility to quantitatively study the properties and quality of the classification. Although some further improvement may be achieved by using more powerful ML methods, we established that the result quality depends mostly on the training set construction. Improvements in YSO identification with IR surveys using ML would require larger and more reliable training catalogs, either by taking advantage of current and future surveys from various facilities like VLA, ALMA or Chandra, or by synthesizing such catalogs from simulations.
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1. Introduction

Observing Young Stellar Objects (YSOs) in stellar clusters is a common strategy to characterize star-forming regions. Their presence attests star formation activity, their spatial distribution within a molecular complex provides clues about its star formation history (Gutermuth et al. 2011), and their surface density can be used as a measure of the local star formation rate (Heiderman et al. 2010). They have recently been combined with astrometric surveys like Gaia to recover the 3D structure and motion of star-forming clouds (Grossschedl et al. 2018). Their identification is often summarized as a classification problem. Such a classification relies mainly on their Spectral Energy Distribution (SED) in the infrared (IR) and makes possible to distinguish evolutionary steps that range from the star-forming phase to the main sequence (class 0 to III, Lada 1987; Allen et al. 2004). This subclassification provides additional information on the structure and evolution of star-forming regions.

Modern observation missions produce highly challenging datasets with an unprecedented number of objects characterized by many parameters. The most common example is Gaia DR2 (Brown et al. 2018) with almost 1.7 billions of observed stars. To handle such a large amount of data, modern industrial-grade solutions were adopted, like Hadoop (Chansler et al. 2010), that are mainly used by the so-called "Big Tech” companies (Amazon, Google, Microsoft, ...), to manage and maintain their databases.

Regardless of the capacity to produce the data, these large observed catalogs become almost impossible to analyze with the usual algorithm schemes, because they often scale poorly with the data size and do not allow easy integration nor visualization in many dimensions. In this context, astronomers are increasingly getting involved into powerful and automated statistical
approaches like Machine Learning (ML; for example Huertas-Company et al. 2011, to analyze the Galaxy Zoo survey). This family of methods takes advantage of large dataset sizes to construct a generalization of the problem to solve, in any number of dimensions. They can be supervised to take advantage of a priori knowledge, or unsupervised to combine information in a new way. They need a training phase that relies on a large number of objects to learn the generalization, but they scale nicely with the number of dimensions and objects. Once trained, they are able to provide answers more quickly than most common analysis tool. They are therefore sometimes proposed as accelerators for various physical problems (for example to replace a numerical solver for 3 body problems in Breen et al. 2020). In addition to those properties, they are able to solve a large variety of problems like classification, regression, clustering, time series prediction, compression, image recognition, etc. The most emblematic ML methods are certainly Artificial Neural Networks (ANNs), which stand out by their unique flexibility. Among their numerous advantages, they scale well with the number of dimensions, and are able to solve a large variety of problems with only slight adjustments. They are intuitive to construct and use, and even if they can be long to train, they are very compute efficient once trained when making prediction in comparison to other ML methods. ANN were successfully applied in astronomy for a large variety of predictions like the classification of galaxy types (Dieleman et al. 2015; Huertas-Company et al. 2015, ...), computation acceleration (Grassi et al. 2011; De Mijolla et al. 2019), ISM turbulent regime classification (Peek & Burkhardt 2019), etc. These powerful methods however require special care as they are strongly sensitive to the construction of the training sample and to the tuning of their parameters. Estimating the quality of the results is a somewhat subtle task, and proper tools have to be used for their representation and interpretation.

In this context, it is timely to try and design a classification method for YSOs, relying on current and future large surveys and taking advantage of ML tools. Such approaches have been attempted by Marton et al. (2016, 2019), and Miettinen (2018). The study by Marton et al. (2016) used a supervised ML algorithm called Support Vector Machine (SVM) applied to the mid-IR (3 – 22 \(\mu\)m) all-sky data of the Wide-field Infrared Survey Explorer (WISE, Wright et al. 2010). The SVM used in this study offers great performance on linearly separable data. However, it is not able to separate more than two classes at the same time and has a less good scaling with the number of dimensions than other methods. The full-sky approach produced large YSO candidate catalogs, but suffers from the uncertainty and artifacts in star-forming regions of the WISE survey (Lang 2014). Additionally, the YSO objects used for training were identified using SIMBAD, resulting in a strong heterogeneity in the reliability of the training sample. In their subsequent study, Marton et al. (2019) added Gaia magnitudes and parallaxes to the study. Gaia is expected to add a large statistics and to complete the spectral energy distribution coverage, but the necessary cross match between Gaia and WISE excludes most of the youngest and embedded stars. The authors also compared the performances of several ML algorithms (SVM, Neural Networks, Random Forest, ...) and reported the random forest to be the most efficient with their training sample. This is a better solution as it overcomes the exposed limitations of the SVM. However, as in their previous study, the training sample compiles objects from different identification methods, including SIMBAD. This adds more heterogeneity and is likely to increase the lack of reliability of the training sample, despite the use of a larger training sample.

Miettinen (2018) adopted a different approach by compiling a large amount of ML methods applied on reliably identified YSOs using 10 photometric bands ranging from 3.6 to 870 \(\mu\)m. For this, he used the Herschel Orion Protostar Survey (Stutz et al. 2013), resulting in just less than 300 objects. Such a large number of input dimensions combined with a small learning sample is often highly problematic for most ML methods. Moreover, this study focuses on the subclass distinction of YSOs and does not attempt to extract them from a larger catalog that contains other types of objects. In consequence, it cannot be generalized to currently available large surveys and relies on a prior YSO candidate selection.

In the present study, we aim at proposing a methodology to achieve YSO identification and classification, based on ML, and capable of taking advantage of present and future large surveys. We selected ANNs for their qualities, as exposed above, and because they can identify several classes at the same time. To build our training sample, we used a simplified version of the popular method by Gutermuth et al. (2009), a multi-step classification scheme that combines data in the J, H, and K\(_s\) bands from the Two Micron All Sky Survey (2MASS, Skrutskie et al. 2006) and data between 3 and 24 \(\mu\)m from the Spitzer space telescope (Werner et al. 2004). By using Spitzer data, we expect to cover only specific regions on the sky, but with a better sensitivity (= 1.6 to 27 \(\mu\)J for the IRAC instrument) and spatial resolution (1.2”) than WISE (= 80 to 6000 \(\mu\)J and 6.1” to 12”). In this paper, we show results based on three different datasets, namely, Orion (Mceath et al. 2012), NGC 2264 (Rapson et al. 2014), and a sample of clouds closer than 1 kpc, provided by Gutermuth et al. (2009), that excludes the two previous regions. We took advantage of ANNs to go beyond the capabilities of simple selection schemes in color-magnitude diagrams, as that by Gutermuth et al. (2009), by quantitatively studying the classification characteristics and quality. We adopted a bottom-up approach to slowly increase the complexity and diversity toward a more general classification.

A secondary goal of the paper is to provide a guided example on how to efficiently apply ANN to a classification problem, with an effort to make our results reproducible. Therefore, we present how we constructed our ANN in Sect. 2, where we also expose the various difficulties that are inherent to expressing the problem into a form that is solvable by an ANN. In Sect. 3, we detail the data preparation phase and our choice of representations for the results along with their analysis, exposing the encountered limitations. We discuss the results in detail in Sect. 4, using different star-forming regions, and the observed specific behavior for each of them. Our best results are publicly available at CDS. Finally, in Sect. 5, we discuss the caveats and potential improvements of our methodology, and propose a probabilistic characterization of our results, which is included in our public catalog.

2. Deep Learning method

Deep learning methods are based on ANN, a supervised ML approach. As exposed before, it is able to iteratively learn a statistical generalization from a previously labeled dataset. At the end of the training phase, it should be able to retrieve the expected outputs from unseen data in most cases, allowing one to estimate the quality of the learned generalization. An extensive introduction can be found in Bishop (2006) or Marsland (2014) that relies on several reference papers including Rosenblatt (1958), Rumelhart et al. (1986a), Rumelhart et al. (1986b), and Widrow & Lehr (1990). We summarize in this section the elements on which the present study is based.
2.1. Deep Artificial Neural Network: Multi Layer Perceptron

We adopted the widely used ANN architecture and training procedure of the Multi Layer Perceptron (MLP). It consists in multiple layers of neurons where each of them is connected to all the neurons of the previous layers up to an input layer that contains the input features of the problem (Rumelhart et al. 1986b). Each neuron performs a weighted sum of the previous layer values and computes an activation function from it, defining the value of the neuron. In the present work we chose the common sigmoid activation function (Rumelhart et al. 1986b):

$$g(h) = \frac{1}{1 + \exp(-\beta h)}$$  \hspace{1cm} (1)

where $h$ is the weighted sum of the previous layer values and $\beta$ is a positive hyperparameter that defines the steepness of the curve. This function has an $S$ shape with results between 0 and 1 which emulates the overall binary behavior of neurons but with a continuous activation.

The multilayer architecture allows the network to combine sigmoid functions in a non-linear way, each layer increasing the complexity of the achievable generalization. The combination of sigmoid functions can be used to represent any function, which means that such a network is a "Universal Function Approximator" as demonstrated by Cybenko (1989). They also showed that a single hidden layer with enough neurons is able to approximate any function as accurately as an arbitrarily deep network ("Universal Approximation Theorem").

Training the neurons consists in finding a suitable set of weight values. This is achieved in an iterative fashion by comparing the output layer activation with the expected output regarding the current input object. This is done using an error function at the output layer that is used to correct the output layer weights. Since there is no direct comparison possible for the hidden layers, the output error must be propagated through the network using the "backpropagation" algorithm (Rumelhart et al. 1986b), which computes an error gradient descent through the entire network. For the output, we used the sum of square difference. Then, the weight corrections for a given layer $l$ are computed as follows:

$$\omega_{ij} \leftarrow \omega_{ij} - \eta \frac{\partial E}{\partial \omega_{ij}}$$  \hspace{1cm} (2)

where $\omega_{ij}$ is the weight matrix of the present layer, $\eta$ is a learning rate that scales the updates, and where the gradient $\frac{\partial E}{\partial \omega_{ij}}$ can be expanded as:

$$\frac{\partial E}{\partial \omega_{ij}} = \delta_l(j) \frac{\partial h_j}{\partial \omega_{ij}} \text{ with } \delta_l(j) \equiv \frac{\partial E}{\partial h_j} = \frac{\partial E}{\partial a_j} \frac{\partial a_j}{\partial h_j}. \hspace{1cm} (3)$$

In these equations, the indices $i$ and $j$ run through the number of input dimensions of the current layer, and its number of neurons, respectively. These equations are the same for each layer. $\delta_l$ defines a local error for each layer of neurons, so that, for the hidden layer $l$, the error $E$ in eqs. (2) and (3) is replaced by $\delta_{l+1}$. It also depends on the activation function $a = g(h)$ at each layer through the derivative $\partial a_j/\partial h_j$. Thus, this kind of gradient can be evaluated for an arbitrary number of layers.

2.2. Adopted ANN

In the present paper, we aim at classifying young stellar objects. We detail here the choices we adopted to solve this problem for the general architecture of the network and for the activation functions.

Because of the universal approximation theorem (Sect. 2.1), we chose to use only one hidden layer. For the output layer, we adopted as many output neurons as the number of classes to distinguish, so that each class is encoded by the dominant activation of one output neuron. In other words, if the activation values of the output layer are $(a_1, \ldots, a_o)$ and $a_i > a_k$ for all $k \neq i$, then the class predicted by the network is the $i$-th class.

For the hidden layer, we adopted the sigmoid activation function, as presented in the previous section. For the output layer, we preferred the so-called "softmax" activation function, also known as the normalized exponential activation:

$$a_k = g(h_k) = \frac{\exp(h_k)}{\sum_{x=1}^{o} \exp(h_x)}$$  \hspace{1cm} (4)

where $k$ is the neuron index in the output layer. Thanks to the normalization over all the output neurons, the $k$-th output neuron provides a real value between zero and one, which acts as a proxy for the membership probability of the input object in the $k$-th class. This gives to the network some attributes of a Probabilistic Neural Network (PNN; Specht 1990; Stinchcombe & White 1989), although it often fails to represent a genuine physical probability. We discuss in Sect. 5.3 how these outputs can be used to estimate the reliability of the predicted class of each object and to point out the degree of confusion between multiple classes for the algorithm.

Our final network is composed of an input layer constrained by the input dimensions $m$ of our problem, a hidden layer with a tunable number of neurons $n$, and an output layer with $o$ neurons, one for each output class, with a softmax activation. Figure 1 presents a general illustration of this common architecture. The gradient descent is computed from the backpropagation equations (eqs. (2) and (3)) as follows. The local error $\delta_o(k)$ of the $k$-th output neuron, with the softmax activation, is computed using:

$$\delta_o(k) = (a_k - t_k)a_k(1 - a_k).$$  \hspace{1cm} (5)

The obtained values are used to derive the local error for neurons in the hidden layer, with the sigmoid activation:

$$\delta_h(j) = \beta a_j(1 - a_j) \sum_{k=1}^{o} \delta_o(k) \omega_{jk} \hspace{1cm} (6)$$

where $j$ is the index of a hidden neuron. Once the local errors are computed, the weights of both layers are updated:

$$\omega_{jk} \leftarrow \omega_{jk} - \eta \delta_h(k) a_j \hspace{1cm} (7)$$

$$v_{ij} \leftarrow v_{ij} - \eta \delta_h(j) x_i \hspace{1cm} (8)$$

where $\omega_{jk}$ and $v_{ij}$ denote the weights between the hidden and output layers, and between the input and hidden layers, respectively. $a_j$ is the activation value of the $j$-th hidden neuron, and $x_i$ is the $i$-th input value.

Equations (5) to (8) also show that the particular vectors $x_i = 0$ or $a_i = 0$ for all $i$ are pathological points: in this case the weighted sum $h$ is independent of the weights, and the weight correction is always null, regardless of the error function or its propagated value in the present layer. To circumvent this peculiarity, one approach consists in adding an extra value to the input vector, fixed to $X_{m+1} = -1$, and connected to the neuron by a free weight $\omega_{m+1}$, which behaves as any other weight. Because the input values $X_i$ are often called input nodes, this additional...
2.3. Additional network properties and hyperparameters

2.3.1. Properties of the learning rate

Lower values of the learning rate $\eta$ increase the stability of the learning process, at the cost of a lower speed, and a higher chance for the system to get stuck in a local minimum. Conversely, larger values increase the speed of the learning process and its ability to roam from one minimum to another, but too large values might prevent it to converge to a good but narrow minimum. In this study we adopted values in the range $\eta = 3 \times 10^{-5}$, but in our formalism, the correction depends on the number of elements shown before applying the correction (see also Sect. 3.4). The correction also scales with the input value $x_i$ and $a_i$ in eqs. (7) and (8), respectively, correcting more the weights of the inputs that are more responsible for the neuron activation.

2.3.2. Weight initialization

The initial state of the weights impacts the convergence speed. Rumelhart et al. (1986b) proposed to set them at small random values. We used random initializations in the range $-1/\sqrt{N} < \omega < 1/\sqrt{N}$ where $N$ is the number of nodes in the input layer. This breaks the symmetries that would occur if weights were initialized to zero, and it guarantees that the weights are large enough to learn, and small enough to avoid divergence of the weights when the error of the neuron is large. Details on the initialization and on recent and efficient alternatives (e.g. the He-et-al or Xavier methods) are discussed by Glorot & Bengio (2010) and He et al. (2015).

2.3.3. Additional optimizations

In order to get the best results out of our network, we added various optimizations. To help avoid local minima, we added a weight "momentum". This is a classical speeding up method for various iterative problems (Polyak 1964; Qian 1999). It consists in adding a fraction of the previous weight update to the next one, during the training phase. This memory of the previous steps helps keeping a global direction during the training especially in the first steps. It allows a faster training even when taking a smaller learning rate. It also helps reducing the spread between repeated trainings. It is controlled by an hyperparameter $0 < \alpha < 1$, usual values being between 0.6 and 0.9.

2.3.4. Training strategy and performances

An important aspect of ML is how the data are presented to the network (Wilson & Martinez 2003). Since the training set must be shown numerous times, the order of the objects and the frequency of the weight updates are two important parameters. The simplest way is to show objects one by one and update the weights for each object, shuffling the dataset after each epoch. Another classical way to train is the "batch method", where the complete dataset is shown at once, and the weights are updated after each batch. This method is easy to implement within a matrix formalism, but since the updates are summed over the whole dataset, the dilution of rare inputs tends to be more salient issue than with other training methods. A popular alternative is the "stochastic gradient descent", where input objects are randomly drew with replacement from the learning dataset. This is a powerful way to avoid local minima and to converge faster with fewer objects. However, most implementations of neural networks choose the combined method, called "mini-batch", where the dataset is split in equal parts, and the weights are updated after each part. In this scheme, the training set is shuffled and the batches are redefined between each epoch.
We have implemented these methods so that our code can work in the following modes: basic single-thread CPU, multi-thread OpenMP (Dagum & Menon 1998), multi-thread matrix OpenBLAS (Xianyi et al. 2012), and also GPU CUDA accelerated (Nickolls et al. 2008). Interestingly, although in principle the batch method is the least efficient one in terms of the number of times each object is seen, in practice it led to better performances than other ones when ran on GPU, using a GTX 780. For example, with a training set of around $3 \times 10^4$ objects with 10 input dimensions, 25 hidden neurons, 3 outputs, the training took less than 15 minutes for more than 1 million epochs. The results obtained by all methods were compared at various steps of this study, but none has been outperforming significantly the others. For less heavy training, all the methods are effective enough to converge in a matter of seconds. The forward on millions of objects after the training is always a matter of seconds even for large datasets.

3. Data preparation and network settings

In this section, we detail how we connected the general network presented in the previous sections with the YSO classification problem. We show how we arranged the data in a usable form for the network and describe the needed precautions for this process. We also explain how we defined the various datasets used to train our network.

3.1. Definition of the classes and the labeled sample

We summarize here the construction of the training sample based on a simplified version of the method by Gutermuth et al. (2009, hereafter G09), where only Spitzer data are used. In their original method, they performed the classification in several steps. In addition to Spitzer, they used 2MASS data, but mainly in additional methods, they performed the classification in several steps. In addition to Spitzer data still allowed a reasonable classification. Similarly to G09, we used the YSO classes defined by Allen et al. (2004). Class 0 objects (C0) are starless dense cores or deeply embedded protostars, mainly visible as a black body spectrum in the far-IR, and quiet in the mid-IR. Class I objects (CI) are protostars that emit as black body in the mid-IR and are dominated by the emission of an infalling envelope that induces a strong excess in the far-IR. Class II objects (CII) are pre-main sequence stars with a thick disk that flattens the emission in the far-IR. Class III objects (CIII) are pre-main sequence stars with or without a faint disk that are devoid of far-IR emission.

Using solely IRAC data prevented us from identifying class 0 objects, since they do not emit in the IRAC wavelength range. Similarly, because of Spitzer uncertainties, the class III objects are too similar to main sequence stars to be distinguished. For these reasons, we limited our objectives to the identification of CI and CII YSOs. We then proceeded to the so-called "phase 1" from G09 (their Appendix A) to successively extract different contaminants using specified straight cuts into color-color and color-magnitude diagrams (CMDs) along with their respective uncertainties. This step enabled us to exclude star-forming galaxies, active galactic nuclei (AGN), shock emission, and resolved PAH emission. It ends by extracting the class I YSO candidates from the leftovers, and then again extracting the remaining class II YSO candidates, from more evolved stars. The cuts used on these steps are shown in Fig. 2, with the final CI and CII YSO candidates from the Orion region (Sect. 3.2).

For the sake of simplicity, we adopt only 3 categories: CI YSOs, CII YSOs, and contaminants, which we also refer to as "Others" in our tables. Doing so forced the network to focus on the separation of the contaminant class from the YSOs, rather than between different contamination classes. Therefore, we defined the output layer of our network with 3 neurons using a softmax activation function, corresponding to one neuron per class that returned a membership probability as described in Sect. 2.2.

Because we chose not to use 2MASS, we skipped the so-called "phase 2" of the G09 classification scheme. However, G09 also proposed a "phase 3" that uses the MIPS 24 $\mu$m band, and which might be useful for our classification. In this last phase, some objects that were misclassified in the previous two phases are rebranded. Although this can raise difficulties, as discussed in Sect. 5.2, we used it in our analysis because it relies only on Spitzer data. Since MIPS 24 $\mu$m data are only used to refine the classification, we did not exclude objects without detection in this band. We only used it in phase 3 when it had an uncertainty $\sigma_{24} < 0.2$ mag. This additional phase ensured that the features identified in the SED with the four IRAC bands were consistent with longer wavelength data. It allowed: (i) to test the presence of a transition disk emission in objects classified as field stars, rebranding them as class II, (ii) to test the presence of a strong excess in this longer wavelength that is characteristic of deeply embedded class I objects, potentially misclassified as AGNs or Shocks, (iii) to refine the distinction between class I and II by testing whether the SED still rises at wavelengths longer than 8 $\mu$m for class I, otherwise rebranding them as reddened class II. Those refinements explain the presence of objects beyond the boundaries in almost all frames in Fig. 2. For example in frame B, some class II objects, shown in green, are located behind the boundary at the bottom-left part in a region dominated by more evolved field stars. In this figure, all the steps of this refinement are not shown, only the criteria on reddened class II identification is illustrated in frame E. Our adapted classification scheme was therefore composed of five bands (4 IRAC, 1 MIPS), complemented by their five respective uncertainties, which totals to 10 different input dimensions (or features).

In summary, our labeled dataset was structured as a list of (input, target) pairs, one per point source, where the input was a vector with 10 values: $[\text{P}(\text{CI}), \text{P}(\text{CII}), \text{P}(\text{Contaminant})]$.

Here $P$ denotes the membership probability normalized over the three neurons of the output layer.

3.2. Labeled datasets in Orion, NGC 2264, 1 kpc and combinations

As introduced in Sect. 1 we chose to use well-known and well-constrained star forming regions, where YSO classification was already performed using Spitzer data. The main idea was to test the learning process on individual regions, and then compare it with various combinations of these regions. It is expected that, due to the increased diversity in the training set, the combination of regions should improve the generalization by the trained network and make it usable on other observed regions with good confidence. We selected regions analyzed in three studies, using the original G09 method. However, some differences remain between the parameters adopted by the authors (e.g. the uncertainty cuts). Using our simplified G09 method, as presented in
Sect. 3.1, allowed us not only to base our study solely on Spitzer data, but also to build a homogeneous dataset with the exact same criteria for all regions.

The first region we used was the Orion molecular cloud with the dataset from Megeath et al. (2012). This work contains all the elements we needed with the four IRAC bands and the MIPS 24 \( \mu m \) band and relies on the G09 method. The authors provide the full point source catalog they used to perform their YSO candidate extraction. This is one of the most important elements in our study, since the network needs to see both the YSOs and the other types of objects to be able to learn the differences between them.

For the second dataset, we used the catalog by Rapson et al. (2014), who analyzed Spitzer observations of NGC 2264 in the Mon OB1 region using the same classification scheme. In contrast to the Orion dataset, they do not provide the full point source catalog, but a preprocessed object list compiled after performing band selection and magnitude uncertainty cuts. It should not affect the selection, because we used the exact same uncertainty cuts as them.

We then defined a dataset that is the combination of the previous two catalogs, which we call the "combined" dataset. We used it to test the impact of combining different star-forming regions in the training process, because distance, environment, and star formation history can impact the statistical distributions of YSOs in CMDs. We pushed this idea further by defining an additional catalog, the "1 kpc" catalog, directly from Gutermuth et al. (2009). It contains a census of the brightest star forming regions closer than 1 kpc, excluding both Orion and NGC 2264. However, this catalog only contains the extracted YSO candidates and not the original point source catalog with the corresponding contaminants. This is an important drawback, since it cannot be used to add diversity information in this category. Yet, it can be used to increase the number of class I and II and increase their specific diversity. We refer to the dataset that combines the three previous datasets Orion, NGC 2264 and 1 kpc, as the "full 1 kpc" dataset.

This first classification provided various labeled datasets, that were used for the learning process. The detailed distribution of the resulting classes for all our datasets are presented in Table 1.

We highlight the discrepancies between our results and those provided in the respective publications. In the case of Orion, merging their various subclasses, Megeath et al. (2012) found 488 class I and 2991 class II, no details being provided for the distribution of contaminant classes. This is consistent with our simplified G09 method, considering that the absence of the 2MASS phase prevented us from recovering objects that lack detection in some IRAC bands, and that the authors also applied additional customized YSO identification steps. For the NGC 2264 region, Rapson et al. (2014) report 308 sources that present an IR excess, merging class 0/I, II and transition disks. However, they
used more conservative criteria than in the G09 method to further limit the contamination, which partly explains why our sample of YSOs is larger in this region. The authors do not provide all the intermediate numbers, but they mention that they excluded 5952 contaminant stars from the Mon OB1 region, a number roughly consistent with our own estimate (6893). Finally, the 1 kpc dataset only contains class I and II objects, which means that every object that we classified as contaminant is a direct discrepancy between the two classifications. This is again due to the absence of some refinement steps in our simplified G09 method. Gutermuth et al. (2009) report 472 class I and 2076 class II extracted, which is also consistent with our results taking into account the absence of the 2MASS phase.

From these results, the strong imbalance between the 3 labeled classes is striking. This is an important characteristic of this problem, because it makes it fall in the category of "imbalanced learning". This is a situation known to be difficult (He & Garcia 2009). It requires special attention in the interpretation of the results (see Sect. 4) and in the preparation of the training and test datasets.

3.3. Building the training, test, and forward sets

The learning process requires not only a training dataset to update the weights (Sect. 2), but also a test set and a validation set, which contain sources that were not shown to the network during the learning process. The test set is used after the training phase to assess the quality of the generalization. The validation set is used regularly during the training phase to compute an error that enables one to monitor the evolution of the training process. Generally, the error on the validation set decreases slowly during training, and starts increasing when the network begins to overfit the training sample. This is a criteria to stop the learning process. Most objects are usually included in the training set, because having a strong statistics is particularly critical for the training phase, and fewer objects are kept for the testing and validation steps.

The class proportions in those datasets can be kept as in the labeled dataset or can be rebalanced to have an even number of objects from two classes that have a greater intrinsic diversity and occupy a larger volume in the input parameter space. It is also necessary to be more accurate on the most abundant classes, since even a small error on them induces a large contamination of the diluted classes. As the class I YSOs are the most diluted class of objects (e.g. for Shocks), the efficacy of this strategy, it remains that the labeled dataset has only few objects to be shared between the training and the test set.

For the training strongly depends on how many of them we kept in the training sample. Therefore, we adopted a widespread strategy where the same dataset is used for both validation and test steps (e.g., LeCun et al. 1998; Bishop 2006). It remains efficient to track overfitting, but it increases the risk to stop the training in a state that is abnormally favorable for the test set. As discussed in Sect. 4, discrepancies between results on the training and test datasets can be used to diagnose over-training. Even with this strategy, it remains that the labeled dataset has only few objects to be shared between the training and the test set.

In addition to the previous point, to evaluate the result quality, it was necessary for the test set to be representative of the true problem. As before, this was difficult mainly because our case study is strongly imbalanced. Therefore, we needed to keep "observational proportions" for the test set. We defined a fraction $\theta$ of objects from the labeled dataset that was taken to form the test dataset. This selection was made independently for each of the seven subclasses provided by the modified G09 classification. It ensured that the proportions were respected even for highly diluted classes of objects (e.g. for Shocks). The effect of taking such proportions is discussed in Sect. 4 for various cases. In contrast, the training set does not need to have observational proportions. It needs to have more numerous objects from the classes that have a greater intrinsic diversity and occupy a larger volume in the input parameter space. It is also necessary to be more accurate on the most abundant classes, since even a small error on them induces a large contamination of the diluted classes. As the class I YSOs are the most diluted class of interest, we used this class to scale the number of objects from each class, as follows. We shared all the CI objects between the training and the test samples as fixed by the fraction $\theta$, that is $N_{\text{test,CI}} = \theta \times N_{\text{tot,CI}}$ and $N_{\text{test,CI}} = (1 - \theta) \times N_{\text{tot,CI}}$, respectively, where $N_{\text{test,CI}}$ is the total number of CI objects. Then, we defined a new hyperparameter, the factor $\gamma_i$, as the ratio between the number of selected objects from a given subclass $N_{\text{train,CI}}$ and the number $N_{\text{test,CI}}$ of class I YSOs in the same dataset:

$$
\gamma_i = \frac{N_{\text{train,CI}}}{N_{\text{test,CI}}}.
$$

If $N_{\text{train,CI}}$ were computed directly from this formula, it may exceed $(1 - \theta) \times N_{\text{tot,CI}}$ in some cases, a situation incompatible with keeping $N_{\text{test,CI}} = \theta \times N_{\text{tot,CI}}$ in the test set. Thus, we limited the values

\begin{table}
\centering
\begin{tabular}{|l|c|c|c|c|c|c|c|c|c|c|}
\hline
Dataset & Pre-selection & Detailed contaminants & Labeled classes & \\
 & Total & Selected & Gal. & AGNs & Shocks & PAHs & Stars & CI YSOs & CII YSOs & Others \\
\hline
Orion & 298405 & 19114 & 407 & 1141 & 28 & 87 & 14903 & 324 & 2224 & 16566 \\
NGC 2264 & 10454 & 7789 & 114 & 250 & 6 & 1 & 6893 & 90 & 435 & 7264 \\
Combined & 308859 & 26903 & 521 & 1391 & 34 & 88 & 21796 & 414 & 2659 & 23830 \\
1 kpc* & 2548 & 2171 & 1 & 57 & 0 & 1 & 370 & 1735 & 67 & 23897 \\
Full 1 kpc & 311407 & 29074 & 522 & 1448 & 34 & 89 & 21799 & 784 & 4396 & 23897 \\
\hline
\end{tabular}
\caption{Results of our simplified G09 method for our various datasets.}
\end{table}
of $N_{\text{train}}$ as follows:

$$N_{\text{train}} = \min(\gamma_i \times (1 - \theta) \times N_{\text{tot}}^i, (1 - \theta) \times N_{\text{tot}}^i).$$

(10)

The values of the $\theta$ and $\gamma_i$ factors were determined manually by trying to optimize the results on each training set. Appendix A illustrates this optimization in the case of $\gamma_{\text{Star}}$. We note that for the most populated classes, this approach implies that only part of the sample was used to build the training and test sets. As discussed below, this was a motivation to repeat the training with various random selections of objects, and thus assess the impact of this random selection on the results.

The adopted values of $\theta$, $\gamma_i$, and the corresponding numbers of objects in the training sample are given in Table 2 for each dataset. It shows that with larger labeled datasets, we can use smaller values of $\theta$ because it corresponds to a large enough number of objects in the associated test set. For the training set of NGC 2264, the number of objects is significantly smaller than in the other datasets, which impacted the results for the associated training. The fine tuning of the $\gamma_i$ values is discussed for each region in Sect. 4 and a deeper explanation of their impact on the results is given at the end of Sect. 3.5.

The results presented in Sects. 4 and 5 were obtained using two types of forward datasets. Our main approach was to use the test dataset to perform the forward. In the context of this study, where a label is available for every object and where we are limited by the size of the samples, this enables us to maximize the number of objects in the training set. It does not cause any legitimacy issue because, as explained above, the test set is built with the purpose of being independent of the training dataset and is in observational proportions. To complete our analysis, we also show results obtained by forwarding the complete labeled dataset, to address the effect of the small size of our samples, and to search for hints of over-fitting. We further detail this strategy in Sect. 4.1.

Finally, to ensure that our results are statistically robust, each training was repeated several times with different random selections of the testing and training objects based on the $\theta$ and $\gamma_i$ factors. This allowed us to estimate the variability of our results as discussed in Sect. 4. We checked these variability after each change in any of the hyperparameters. In the case of subclasses with many objects, some objects were included neither in the training nor in the test set. This ensured that the random selection could pick up various combinations of them at each training.

In contrast, in the case of the rare subclasses, since they are entirely included in either the training or the test set, it is more difficult to ensure a large diversity in their selection to test the stability against selection. For each result presented in Sect. 4, we took care to also dissociate this effect from the one induced by the random initialization of weights by doing several trainings with the same data selection, which is rather an indication of the intrinsic stability of the network for a specific set of hyperparameters.

3.4. Tuning the network hyperparameters

We adjusted most of the network hyperparameters manually to find appropriate values for our problem, in a similar way as illustrated in Appendix A. To ease the research of optimal values, we started with values from general recipes.

To start, we defined the number of neurons in the hidden layer. The number of neurons can be roughly estimated with the idea that each neuron corresponds at least to a continuous linear separation in the input feature space (Sect. 2.1). Based on Fig. 2 at least $n = 10$ neurons should be necessary, since this figure does not represent all the possible combinations of inputs. We then progressively raised the number of neurons and tested if the overall quality of the classification was improving (Sect. 3.5). In most cases, it improved continuously and then fluctuated around a maximum value. The corresponding number of neurons and the maximum value can vary with the other network hyperparameters. The chosen number of neurons is then the result of a joint optimization of the different parameters. We observed that, depending on the other parameters, the average network reached its maximum value for $n \geq 15$ hidden neurons when trained on Orion. However, the network showed better stability with a slightly larger value. We adopted $n = 20$ hidden neurons for almost all the datasets, and increased it to $n = 30$ for the largest dataset, because it slightly improved the results in this case (Table 3). Increasing too much this number could lead to less stability and increases the computation time.

The optimum number of neurons and the maximum quality of the classification also depends on the number of objects in the training dataset. A widely used empirical rule prescribes that the number of objects for each class in the training sample must be an order of magnitude larger than the number of weights in such a network. This means that the minimum size of the training dataset increases with the complexity of the problem using ML algorithms. In our case, including the bias nodes, we would need $(m + 1) \times n + (n + 1) \times o \times 10$ objects in our training set, with the same notations as in Sect. 2.2. This gives us a minimum of 2830 objects in the whole training set using our network structure with $n = 20$, assuming a balanced distribution among the output classes. As shown on Table 2, some of our training samples are too small for the class I YSOs and critically small for various subclasses of contaminants. Still, each class does not get the same number of neurons from the network. Some classes have a less complex distribution in the parameter space and can be represented by a small number of weights, therefore with less training examples. The extra representative strength can then be used to better represent more complex classes that may be more abundant. Thus, it is a matter of balance between having a sufficient amount of neurons to properly describe our problem and the maximum number of available data. This is a strong limitation on the quality of the results.

Our datasets were individually normalized in an interval of $-1$ to $1$, with a mean close to zero for each input feature. This was done for each dimension individually by subtracting the mean value and then dividing by the new absolute maximum value. This evened out the numerical values of the input dimensions, which avoided, at the beginning of the training, to inappropriate give a stronger impact to the dimensions with larger numerical values. Therefore, we set the steepness $\beta$ of the sigmoid activation of the hidden neurons to $\beta = 1$, which worked well with the adopted normalization.

As described in Sect. 2.3, we only used the batch CUDA method to train our network for all this study. We adopted learning rates in the range $\eta = 3 - 8 \times 10^{-5}$ and a momentum ranging from $\alpha = 0.6$ to $\alpha = 0.8$ depending on the dataset, as shown in Table 3. We obtained these values by optimizing the results as illustrated in Appendix A. We note that during training, we summed the weight update contributions from each object in the training set as, for example, in Rumelhart et al. (1986b), so that, to keep update values of similar order, the learning rate should be decreased according to the size of the training set (eqs. 7, 8). A variation of this approach could have been employed, where the contributions from each object in the training set would be averaged as, for example, in Glorot & Bengio (2010), sparing the
Table 2: Composition of the training and test datasets for each labeled dataset.

|          | CI   | CII  | Gal. | AGNs | Shocks | PAHs | Stars | Total |
|----------|------|------|------|------|--------|------|-------|-------|
| Orion - $\theta = 0.3$ |
| Test:    | 97   | 667  | 122  | 342  | 8      | 26   | 4470  | 5732  |
| Train:   | $\gamma_i$ | 1.0  | 3.35 | 0.6  | 1.3   | 0.1  | 0.3   | 4.0   |
|          | $N_i$ | 226  | 757  | 135  | 293   | 19   | 60    | 904   |
| NGC 2264 - $\theta = 0.3$ |
| Test:    | 27   | 130  | 34   | 75   | 1     | 0    | 2067  | 2334  |
| Train:   | $\gamma_i$ | 1.0  | 2.5  | 0.3  | 0.6   | 0.1  | 0.3   | 3.5   |
|          | $N_i$ | 62   | 155  | 18   | 37    | 4    | 0     | 217   |
| Combined - $\theta = 0.2$ |
| Test:    | 82   | 531  | 104  | 278  | 6     | 17   | 4359  | 5377  |
| Train:   | $\gamma_i$ | 1.0  | 3.45 | 0.7  | 1.6   | 0.1  | 0.3   | 3.8   |
|          | $N_i$ | 331  | 1141 | 231  | 529   | 27   | 70    | 1257  |
| Full 1 kpc - $\theta = 0.2$ |
| Test**:  | 82   | 531  | 104  | 278  | 6     | 17   | 4359  | 5377  |
| Train:   | $\gamma_i$ | 1.0/1.0* | 3.3/3.0* | 1.0  | 1.4   | 0.1  | 0.3   | 8.0   |
|          | $N_i$ | 331/331* | 1092/993* | 331  | 463   | 27   | 70    | 2648  |

Notes. *The first and second values of $\gamma_i$ are for YSOs from the Combined and 1 kpc datasets, respectively.
**The 1 kpc dataset does not add contaminants, therefore the Full 1 kpc test set is the same as the Combined test dataset to keep realistic observational proportions.

Table 3: Non structural network hyperparameter values used in training for each dataset.

|          | Orion | NGC 2264 | Combined | Full 1 kpc |
|----------|-------|----------|----------|------------|
| Size     | 2394  | 493      | 3586     | 7476       |
| $\eta$   | $3 \times 10^{-5}$ | $2 \times 10^{-5}$ | $4 \times 10^{-5}$ | $8 \times 10^{-5}$ |
| $\alpha$ | 0.7   | 0.6      | 0.6      | 0.8        |
| $n$      | 20    | 20       | 20       | 30         |
| $n_e$    | 5000  | 5000     | 5000     | 3000       |

Notes. The size of the corresponding training set is put for comparison. $\eta$ is the learning rate, $\alpha$ the momentum, $n$ the number of neurons in the hidden layer, and $n_e$ the number of epochs between two control steps.

Finally, one less important hyperparameter is the number of epochs between two monitoring steps which was set from $n_e = 3000$ to $n_e = 5000$. It defines at which frequency the network state is saved and checked, leaving the opportunity to decrease the learning rate $\eta$ if necessary.

3.5. Representation and quality estimators

In this last part, we define the concepts necessary to present our results statistically, and to characterize their quality. For this we use the so-called "confusion" matrix. It is defined as a two-dimensional table with rows corresponding to the original class distribution (targets), and columns corresponding to the classes given to the same objects by our network classification (output). As an example, Table 5 shows the $3 \times 3$ confusion matrix for the Orion test set using observational proportions. This representation directly provides a visual indication of the quality of the network classification. It allows us to define quality estimators for each class. The "recall" represents the proportion of objects from a given class that were correctly classified. The "precision" is a purity indicator of an output class. It represents the fraction of correctly classified objects in a class as predicted by the network. And finally, the "accuracy" is a global quantity that gives the proportion of objects that are correctly classified with respect to the total number of objects. In our confusion matrices, we show it at the intersection of the recall column and the precision row. Limiting the result analysis to this latter quantity may be misleading, because it would hide class-specific quality and would be strongly impacted by the imbalance between the output classes. The matrix format is particularly well-suited to user the necessity to adapt the learning rate to the sample size. This would not change the results, since the difference between the two strategies is degenerate with the choice of the learning rate value. Interestingly, we observed that, for this specific study, the learning rate could instead be slowly increased when the training dataset was larger. This indicates that, in small training sets, the learning process is dominated by the lack of constraints, causing a less stable value of convergence. This translates into a convergence region in the weight space that contains numerous narrow minima due to the relatively larger granularity of the objects in a smaller dataset. The network can only properly resolve it with a smaller learning rate and will be less capable of generalization. This is an expected issue, because we intentionally included small datasets in the analysis to assess the limits of the method with few objects.
reveal the weaknesses of a classification. It could for example reveal that the vast majority of a subclass goes mistakenly into a specific other one, which is informative about some degeneracy between the two classes.

One difficulty highlighted by the use of a confusion matrix is the absence of a global quality estimator, since it depends on the end objective. As for any classification problem, one must choose the appropriate balance between reliability and completeness. We chose to aim at maximizing the precision for CI, while keeping a large enough value in recall (ideally > 90% for both of them), and a good precision on CII as well. This choice strongly impacts the tuning of the $γ$ values, since they directly represent the emphasis given to a class against the others during the training phase, hence biasing the network toward the class that needs the most representative strength. This will lower the quality of the most dominant objects. A typical example of emphasis on CI YSOs is presented in Appendix A for the tuning of $γ_{Stars}$.

### 3.6. Convergence criteria

Since training the network is an iterative process, a convergence criteria must be adopted. In principle, this criteria should enable one to identify an iteration where the training has sufficiently converged for the network to capture the information in the training sample, but is not yet subject to over-training. It is customary to monitor the global error on both the training and test set during the process. While the error of the training set will slowly converge to a minimum value, the error on the test set will follow the same curve only for part of the training and then rise when overfitting begins. However, this global error is affected by the proportions in the training sample and does not necessarily reflect the underlying convergence of each subclass. Our approach to this issue was to let the network learn for an obviously unnecessary amount of steps and regularly save the state of the network. This allowed us to better monitor the long-term behavior of the error, and to compare the confusion matrix at regular steps. In most cases, the error of the training and test sets both converged to a stable value and stayed there for many steps before the second one started to rise. During this apparently stable moment, the prediction quality of the classes oscillated, switching the classes that get the more representativity strength from the network. Because we want to put the emphasis on CI YSOs, we then manually selected a step that was near the maximum value for CI YSOs precision, with a special attention to avoid the ones that would be too unfavorable to CII YSOs.

We observed that the convergence step changed significantly with the network weight random initialization, even with the exact same dataset and network, ranging from 100 to more than 1000, where each step corresponds to several thousands epochs (Table 3). Most of the time, the error plateau lasted around 100 steps. We emphasize that the number of steps needed to converge has no consequences on the quality of the results; it only reflects the length of the particular trajectory followed by the network during the training phase.

### 4. Results

This section presents the YSO classification obtained for the various labeled datasets described in Sect. 3. To ease the reading of this section, we summarize all the cases in Table 4.

#### 4.1. Results for the Orion molecular cloud

In this section, we consider the case where both the training and forward datasets were built from the Orion labeled dataset, hereafter denoted the “O-O” case. The network hyperparameters used for Orion are described in Sect. 3 and Table 3. The resulting confusion matrix is shown in Table 5 where the forward set is the test set from Table 2, which is in observational proportions. The optimal $γ$ factors found for Orion show a stronger importance of the CII YSOs ($γ_{CI} = 3.35$) and of the Stars subclass ($γ_{Stars} = 4.0$) than for any other subclass ($γ_i ≤ 1$). In contrast, the optimal values for Shocks and PAHs are saturated in the same sense that in eq. (10), $γ_i^{\text{train}} = (1 - \theta) \times γ_i^{\text{tot}}$, but they appeared to have a negligible impact on the classification quality in this case. Galaxies and PAHs appeared to be easily classified with a rather small number of them in the training sample. This is convenient since adding too many objects of any class hampers the capacity of the network to represent CI objects (i.e. the most diluted class of interest) in the network, degrading the reliability of their identification. Therefore, Stars and CII objects could be well represented with a large fraction of them in the training sample, still limiting their number to avoid an excessive dilution of CI YSOs. We note that we have explored different values for the $θ$ parameter. It revealed that the network predictions improve continuously when increasing the number of objects in the training sample. However, to keep enough objects in the test dataset, we had to limit $θ$ to 0.3 (Table 2). The only classes for which the number of objects in the training sample is limited by the $θ$ value rather than their respective $γ_i$ values are CI YSO, Shocks and PAHs. Since Shocks and PAHs are rare in the observational proportions, they are unlikely to have a significant impact on the prediction quality. This leads to the outcome that the following results on Orion are currently limited by the number of CI YSOs in the dataset.

The global accuracy of this case is 98.4%, but the confusion matrix (Table 5) shows that this apparently good accuracy is unevenly distributed between the three classes. The best represented class is the contaminant class, with an excellent precision of 99.7% and a very good recall of 98.6%. The results are slightly less satisfying for the two classes of interest, with recalls of 90.7% and 97.6%, and predictions of 83.0% and 91.3% for the CI and CII YSOs, respectively. In spite of their very good recall, due to their widely dominant number, objects from the Others class are the major contaminants of both CI and CII YSOs, with 11 out of 18, and 58 out of 62 contaminants, respectively. Therefore, improving the relatively low precision of CI and CII objects mainly requires to better classify the Others objects. In addition, less abundant classes are more vulnerable to contamination. This is well illustrated by the fact that the 7 CII YSOs misclassified as CI YSOs account for a loss of 7% in precision for CI objects, while the 9 CII YSOs misclassified as Others account for a loss of only 0.2% in the Others precision. Those properties are typical of classification problems with a diluted class of interest, where it is essential to compute the confusion matrix using observational proportions. Computing it from a balanced forward sample would have led to apparently excellent results, which would greatly overestimate the quality genuinely obtained in a real use case. It illustrates the necessity of a high $γ_i$ value for dominant classes regardless of their interest (e.g. Stars), as we need to maximize the recall of these classes to enhance the precision of the diluted ones.

To illustrate the interest of selecting our training and test composition with the $θ$ and $γ_i$ factors, we made a test with a balanced training set, where all three classes were represented...
Table 4: List of case studies regarding the dataset used to train the network and the dataset to which it was applied to provide predictions.

| Training dataset | Forward dataset |
|------------------|-----------------|
| Orion            | Orion           |
| NGC 2264         | NGC 2264        |
| Combined         | Combined        |
| Full 1 kpc       | Full 1 kpc      |

Notes. *These cases were only forwarded on the full corresponding dataset with no need for a test set. There was no forward on the full 1 kpc dataset since, as a combination of a complete catalog and a YSO-only catalog, it is not in observational proportions.

Table 5: Confusion matrix for the O-O case for a typical run.

| Actual | CI YSOs | CII YSOs | Others | Recall |
|--------|---------|----------|--------|--------|
| CI YSOs | 88      | 4        | 5      | 90.7%  |
| CII YSOs| 7       | 651      | 9      | 97.6%  |
| Others  | 11      | 58       | 4899   | 98.6%  |
| Predicted | 83.0%  | 91.3%    | 99.7%  | 98.4%  |

Table 6: Subclass distribution for the O-O case.

| Actual | CI | CII | Gal | AGNs | Shocks | PAHs | Stars |
|--------|----|-----|-----|------|--------|------|-------|
| CI     | 88 | 7   | 1   | 2    | 3      | 2    |       |
| CII    | 4  | 651 | 5   | 0    | 2      | 4    | 47    |
| Others | 5  | 9   | 116 | 340  | 3      | 19   | 4421  |

Table 7: Confusion matrix for the O-O case forwarded on the full dataset.

| Actual | CI YSOs | CII YSOs | Others | Recall |
|--------|---------|----------|--------|--------|
| CI YSOs | 305     | 11       | 8      | 94.1%  |
| CII YSOs| 34      | 2157     | 33     | 97.0%  |
| Others  | 34      | 201      | 16331  | 98.6%  |
| Predicted | 81.8%  | 91.1%    | 99.7%  | 98.3%  |

Table 8: Subclass distribution for the O-O case forwarded on the full dataset.

| Actual | CI | CII | Gal | AGNs | Shocks | PAHs | Stars |
|--------|----|-----|-----|------|--------|------|-------|
| CI     | 305| 34  | 2   | 11   | 11     | 7    | 3     |
| CII    | 11 | 2157| 10  | 9    | 9      | 18   | 155   |
| Others | 8  | 33  | 395 | 1121 | 8      | 62   | 14745 |

by an equal number of objects. The best we could achieve this way was not more than ~ 55% precision on CI YSOs and ~ 87% for CII YSO. This was mostly due to the small size of the training sample, which was constrained by the less abundant class, and to the poor sampling of the Others class compared to its great diversity. In contrast, when using our more complex sample definition, despite the reduced proportion of YSOs in the training sample, the precision and recall quantities for both CI and CII remained above 80% and 90%, respectively. This means that we found an appropriate balance between the representativity of each class and their dilution in the training sample.

As discussed in Sect. 3.3, we tested the stability of those results regarding (i) the initial weight values using the exact same training dataset, and (ii) the random selection of objects in the training and test set. For point (i), we found that in Orion, the weight initialization has a weak impact with approximately ±0.5% dispersion in almost all the quality estimators. For point (ii), we found the dispersion to average around ±1% for the recall of YSO classes. Contaminants were found to be more stable with a recall dispersion under ±0.5%. Regarding the precision value, there is more instability for the CI YSOs, because they are weakly represented in the test set and one misclassified object changes the precision value by typically 1%. Overall, we observed values ranging from 77% to 83% for the CI YSOs precision. For the better represented classes, we obtained much more stable values with dispersions of ±0.5 to ±1% on class II, and less than ±0.5% on Others objects. This relative stability is strongly related to the proper balance between classes, controlled by the γi parameters, since strong variations between runs imply that selection effects are important, and that there are not enough objects to represent the input parameter space properly.

We also looked at the detailed distribution of classified objects regarding their subclasses from the labeled dataset. These results are shown for Orion in Table 6. It is particularly useful to detail the distribution of contaminants across the three network output classes. For CI YSOs, the contamination appears to originate evenly from various subclasses, while for CII there is a strong contamination from non-YSO stars, though this represents only a small fraction (~ 1%) of the Stars population. The distribution of Others objects among the subclasses is very similar to the original one (Table 1). Interestingly, the Shocks subclass is evenly scattered across the three output classes, which we interpret as a failure by the network to find a proper generalization for these objects. More generally, Table 6 shows that the classes that are sufficiently represented in the training set like AGNs or Stars are well classified, while the Galaxies, Shocks and PAHs are less well predicted. This is mostly because the training dataset does not fully cover their respective volume in the input parameter space or because they are too diluted in the dataset. Additionally, Stars and Galaxies mainly contaminate the CII class. This is a direct consequence of the proximity of these classes in the input parameter space, as can be seen in Fig. 2.

To circumvent the limitations due to the small size of our test set, we also applied our network to the complete Orion dataset. The corresponding confusion matrix is in Table 7 and the associated subclass distribution is in Table 8. It may be considered
to be a risky practice, because it includes objects from the training set that could be over-fitted, so it should not be used alone to analyze the results. Here, we used it jointly with the results on the test set as an additional over-fitting test. If the classes are well constrained, then the confusion matrix should be stable when switching from the test to the complete dataset. For Orion, we see a strong consistency between Tables 5 and 7 for the Others and CI classes, both in terms of recall and precision. For CI YSOs, the recall has increased by 3.4%, and the precision has decreased by 1.2%. These variations are of the same order as the variability observed when changing the training set random selection, indicating that over-fitting is unlikely here. If there is over-fitting it should be weak and restricted to CI YSOs. Therefore, the results obtained from the complete Orion dataset appear to be reliable enough to take advantage of their greater statistics. Table 7 gives slightly more information than Table 5, and mostly confirms the previous conclusions on the contamination between classes. Table 8 provides further insight. AGNs, which seemed to be almost perfectly classified, are revealed to be misclassified as YSOs in 1.8% of cases. It also shows that the missed AGNs are equally distributed across the CI and CII YSO classes. Shocks are still evenly spread across the three output classes. Regarding PAHs, Table 8 reveals that there is more confusion with the CII YSOs than with the CI YSOs.

### 4.2. The NGC 2264 open cluster

For this section, we used the training and forward datasets for NGC 2264 as described in Table 2 with the corresponding hyper-parameters (Table 3). The results for this region alone, obtained by a forward on the test set, are shown in Table 9, with the subclass distribution in Table 10. We refer to this case as the N-N case. The major differences with Orion are expected to come from the differences in input parameter space coverage and from the different proportions of each subclass. This N-N case is also useful to see how difficult it is to train our network with a small dataset. The recall and precision of CI YSOs are greater (96.3% and 89.7%, respectively) than in Orion, but the corresponding number of objects is too small to draw firm conclusions. For CII YSOs, the recall and precision are lesser than in Orion by approximately 4% and 10%, respectively. The Others class shows similar values as in Orion.

We highlight here how having a small learning sample is problematic for this classification. First of all, the training set contains only 62 CI YSOs, which is far from enough in regard to the size of the network (Sect. 3.4). This difficulty is far worse than for Orion, because, to avoid dilution, we had to limit the number of objects in the two other classes, leading to the small size of the training sample (493 objects), and consequently to worse results for all classes. To mitigate these difficulties and because the dilution effect occurs quickly, we adopted lower $\gamma_i$ values for CII YSOs and Stars, thus reducing their relative strength. It results in too small training set sizes for all the subclasses compared to the number of weights in the network. However, we observed that a decrease in the number of neurons still reduced the quality of the results. Although a lower number of hidden neurons tended to increase stability, we chose to keep them at $n = 20$ to get the best results and to reduce the learning rate to achieve better stability. We note that, due to the use of batch training, the smaller size of the dataset than for the O-O case is equivalent to an additional lowering of the learning rate, because the typical magnitude of the weight updates scales with the batch size (Sect. 2.3). For this dataset, slight changes on the $\gamma_i$ values happened to lead to great differences in terms of results and stability, which is a hint that the classification lacks constraints.

Even for a given good $\gamma_i$ set, there is a large scatter in the results when changing the training and test set random selection. It leads to a dispersion of about ±4% in both recall and precision for the CI YSOs. This can be due to a lack of representativity of this class in our sample, but it can also come from small-number effects in the test set that are stronger than in Orion. These two points show that the quality estimators for CI YSOs are not trustworthy with such a small sample size. The results shown in Tables 9 and 10 correspond to one of the best training on NGC 2264, that achieves nearly the best values for CI quality estimators. The CI recall precision is about ±2%, and its average value is around 80%, which is higher than in the specific result given in Table 9, but still significantly lower than for Orion. In contrast, the CII recall is fairly stable with less than ±1% dispersion. Contaminants seem as stable as for Orion using these specific $\gamma_i$ values. However, it could come from the artificial simplification of the problem due to the quasi-absence of some subclasses (Shocks and PAH, see Table 2) in the test set. We note that the network would not be able to classify objects from these classes if this training were applied to any other region that contained such objects.

As in the previous section, we studied the effect of the random initialization of the weights. We found that both precision and recall of YSO classes are less stable than for the O-O case with a dispersion of ±1.5% to ±2.5%. The Others class shows a similarity stability than for Orion, with up to ±0.5% dispersion on precision and recall, which could again be biased by the fact that the absence of some subclasses simplifies the classification. These results indicate as before that our network is not sufficiently constrained using this dataset alone with respect to the architecture complexity that is needed for YSO classification.

The forward on the complete NGC 2264 dataset is crucial in this case, since it may overcome small-number effects for many subclasses. The corresponding results are shown in Tables 11 and 12. It is more difficult in this case than in the O-O one to be sure that there is no over-training, even with a careful monitoring of the error convergence on the test set during the training, because the small-number effects are important. As a precaution, in all the results for the N-N case, we chose to stop the training slightly earlier in the convergence phase in comparison to Orion, for which we found over-training to be negligible or absent (Sect. 4.1). We expect this strategy to reduce over-training, at the cost of a higher noise. With this assumption, the results show more similarities to the Orion case than those obtained with the test set only (comparing Tables 7 and 11). Because NGC 2264 contains less CI and CII YSOs than Orion, their boundaries with the contaminants in the parameter space are less constrained. This results in a lower precision for YSO classes, which is mainly visible for the CII YSOs with a drop in precision down to 83.7%. For NGC 2264, we have smaller optimal $\gamma_i$ values for the contaminants (especially the Stars) than in Orion. Since it implicitly forces the network to put the emphasis on CI and CII, it should result in better, or at least equivalent, values for recall on these classes than on Orion. It appears to be the case for CI ($\approx$ 98%). It is less clear for CII (93.3%), possibly because of their lesser $\gamma_i$ value than for the Orion case. For the sub-contaminant distributions, the statistics is more robust than in Table 10, and the Galaxies and AGNs are properly represented. Still, it appears that the AGN classification quality is not sufficient and has a stronger impact on the CI precision than in the case of Orion. The other behaviors are similar to those identified in Orion.
Table 9: Confusion matrix for the N-N case for a typical run.

|          | CI YSOs | CII YSOs | Others | Recall |
|----------|---------|----------|--------|--------|
| Actual   |         |          |        |        |
| CI YSOs  | 26      | 1        | 0      | 96.3%  |
| CII YSOs | 1       | 121      | 8      | 93.1%  |
| Others   | 2       | 31       | 2144   | 98.5%  |

Table 10: Subclass distribution for the N-N case.

|          | CI YSOs | CII YSOs | Others | Recall |
|----------|---------|----------|--------|--------|
| Actual   |         |          |        |        |
| CI YSOs  | 26      | 1        | 0      | 96.3%  |
| CII YSOs | 1       | 121      | 8      | 93.1%  |
| Others   | 2       | 31       | 2144   | 98.5%  |

Table 11: Confusion matrix for the N-N case forwarded on the full dataset.

|          | CI YSOs | CII YSOs | Others | Recall |
|----------|---------|----------|--------|--------|
| Actual   |         |          |        |        |
| CI YSOs  | 26      | 1        | 0      | 96.3%  |
| CII YSOs | 1       | 121      | 8      | 93.1%  |
| Others   | 2       | 31       | 2144   | 98.5%  |

Table 12: Subclass distribution for the N-N case forwarded on the full dataset.

|          | CI YSOs | CII YSOs | Others | Recall |
|----------|---------|----------|--------|--------|
| Actual   |         |          |        |        |
| CI YSOs  | 26      | 1        | 0      | 96.3%  |
| CII YSOs | 1       | 121      | 8      | 93.1%  |
| Others   | 2       | 31       | 2144   | 98.5%  |

4.3. Cross forwards

In this section, we tested the generalization capacity of the trained networks by using the network trained on one region to classify the sources of the other one. This test is important because this is a typical use case: training the network on well-known regions, and use it on a new one. This is also a way to highlight more discrepancies between the datasets. For this, we used the obtained trained networks from the O-O and N-N cases described in Sects. 4.1 and 4.2. Since they are both built from the same original classification scheme (Sect. 3.1), we applied directly one training to the other labeled dataset, which resulted in the two new cases O-N and N-O (see Table 4). However, the forwarded dataset must be normalized in the same way as the training set (Sect. 3.4). Omitting this step would lead to deviations and distortions of our network class boundaries in the input parameter space, with a strong impact on the network prediction. One difficulty is that some objects end up with parameters outside the [−1; 1] range, corresponding to areas of the feature space where the network is not constrained. One could partly hide this effect by excluding those out-of-boundary objects. However, they give an additional information about which kind of objects are missing in the respective training datasets and about the corresponding input feature space areas. Therefore, we preferred to keep them in the forward samples. It is legitimate here to use the full dataset directly to test the networks, because none of its objects were used during the corresponding training. It also means that we forwarded datasets with different proportions than the ones they were trained with, but this is the expected end use of such networks. Moreover, both datasets are the results of observations, which means that our tests measured the effective performance of the trained network on a genuine observational use case with the corresponding proportions of classes.

One must note that, in order to properly compare the results, we needed to keep the exact same networks that produced the results in Tables 5, 7, 9, 11. Therefore, we did not estimate the dispersion of the prediction regarding the weight initialization, and the training set random selection on the O-N and N-O cases.

Regarding the results from O-N in Tables 13 and 14, we see that the recall for CI YSOs is lower by approximately 8% than the one on the O-O case (Table 5) and lower by approximately 12% when compared to the Orion full dataset results (Table 7). Similarly, CI YSOs have a recall lower by approximately 5%. This difference being much greater than the dispersion of our results on the O-O case, it indicates that the Orion data lack some specific information that is contained in NGC 2264 for these classes. This should correspond to differences in feature space coverage, but these differences might be subtle in the limited set of CMDs considered in the G09 method, whereas the network works directly in the 10-dimension space composed of the 5 bands and 5 errors. For example, as shown in Fig. 3, it is striking that both YSO classes cover less the upper part of the diagram ([4.5] < 9) in the NGC 2264 case than for Orion. The slopes of the normalized histograms in this figure also illustrate that the density distributions are different between Orion and NGC 2264, especially for CI YSOs. For this population, Orion presents a virtually symmetrical peaked distribution of [4.5]-[8] centered near [4.5]-[8] = 1.9 mag, while NGC 2264 shows a flatter and more skewed distribution. Although subtle, this specificity of the parameter space coverage is in line with the drop in the CI YSO recall in the O-N case, since, in Orion, the area located at [4.5]-[8] > 2 is less constrained than for [4.5]-[8] ≈ 1.9, while, in NGC 2264, the area at [4.5]-[8] > 2 contains a larger fraction of CI YSOs. This interpretation is also consistent with the fact that in the O-N case, CI are mostly confused with objects from the Others class, in contrast with the O-O and N-N cases, suggesting a lack of constraint for the boundary between the CI and Others classes in the lower-right area of the CI distribution in Fig. 3, although the differences in class proportions may also contribute (see next paragraph). From the perspective of the network, it is likely that the weight values were more influenced by the more abundant weight updates from objects near the CI peak at [4.5]-[8] = 1.9 mag. Physically, the observed differences in this CMD are likely to come from the different star formation histories and from the difference in distance between the two regions, respectively between ~ 420 pc for Orion (Megeath et al. 2012), and ~ 760 pc for NGC 2264 (Rapson et al. 2014). In contrast, the Others class appears to be well represented, suggesting that the Orion training set contains enough objects to represent properly the inherent distribution of this class also in NGC 2264.

The changes in precision are less significant than those in recall, due to the differences in class proportions between the two datasets. For example, there is a 1.58 factor in the CI over Others ratio between Orion and NGC 2264. The number of misclassified Others as CI is then expected to rise, with a consequent impact on CI precision. However, for this case the improved Others recall between the O-O and O-N case of 0.6% seems to overcome this effect partly. In contrast, the CI YSOs, for which the
Fig. 3: Illustration of the differences in feature space coverage for our datasets. The CI YSOs, CII YSOs, and contaminants are shown in red, green, and blue, respectively, according to the simplified G09 classification scheme. The crosses in the last frame show the YSOs from the 1 kpc sample. In the side frames, the area of each histogram is normalized to one.

Concerning the results from N-O in Tables 15 and 16, the precision of CI YSOs dropped to 65.2%, in spite of the number of objects, sufficient not to be affected by small-number effects. This is the worst quality estimator value we observed in the whole study. The precision drop in CII YSOs is less important and only 2% lesser than the NGC 2264 full dataset results. The impact of the differences in feature space coverage is even stronger than for the O-N case, since there are almost no YSOs brighter than $[4.5]=9$ mag in NGC 2264, therefore a large part of the feature space where many Orion objects lie is left unconstrained. The NGC 2264 dataset also lacks shocks and PAHs that are present in non negligible proportions in the Orion dataset. Therefore, the NGC 2264 trained network did not constrain them, as confirmed in Table 16, where PAHs are evenly scattered in all output classes, and where shocks are completely misclassified as YSOs. In addition to these flaws, the number of objects in the training set is too small to properly constrain the overall network architecture that suits this problem (Sect. 3.4).

Table 13: Confusion matrix for the O-N case forwarded on the full NGC 2264 dataset.

| Predicted | CI YSOs | CII YSOs | Others | Recall |
|-----------|---------|----------|--------|--------|
| CI YSOs   | 74      | 2        | 14     | 82.2%  |
| CII YSOs  | 6       | 402      | 27     | 92.4%  |
| Others    | 9       | 52       | 7203   | 99.2%  |

| Actual    | 83.1%   | 88.2%    | 99.4%  | 98.6%  |
4.4. Combined training

The two major limitations identified in the cases of Orion and NGC 2264 are (i) the lack of CI YSOs in the training datasets to be properly constrained by the network, with the associated reduction of other types of objects to avoid dilution, and (ii) the differences in feature space coverage for the two different regions, which induces a lack of generalization capacity toward new star-forming regions. A simple solution to overcome those limitations is to perform a combined training with the two clouds (Fig. 3). We refer to this case, where we merged the labeled samples from Orion and NGC 2264, and used it both to train the network and perform the forward step, as the C-C case. Since the two labeled datasets were obtained with our modified G09 classification, they formed a homogeneous dataset and it was straightforward to combine them. We normalized this new combined dataset as explained in Sect. 3.4. The detailed subclass distribution of the target sample for this dataset is presented in Table 1.

Thanks to the larger number of CI YSOs in the labeled dataset, we were able to adopt a lower value of $\theta$ ($\theta = 0.2$) to build the test set, which proved to be large enough to mitigate the small-number effects for our output classes. It conserved most data in those local minima that originate in the limited number of objects. On the other hand, the larger statistics improves the weight space resolution, mitigating those local minima that originate in the limited number of objects. It appears that the latter effects for our output classes. It conserved most data in those local minima that originate in the limited number of objects.

Table 1 shows the optimal $\gamma$ values obtained with the combined dataset. The $\gamma$ values are very similar to those of Orion, as a result of Orion providing two to five times more objects than NGC 2264 to the combined dataset. The dataset is globally larger, so that the optimal number of neurons could have been raised to represent the expected more complex boundaries in the parameter space. However, increasing the number of hidden neurons did not show any improvement of the end results. Thus, we kept 20 hidden neurons for this C-C case.

Nevertheless, the larger size of the training set tended to stabilize the convergence of the network during the training, which allowed us to increase the learning rate to $\eta = 4 \times 10^{-3}$. As exposed in Sect. 3.4, this is counter intuitive. Since the weight updates are computed as a sum over the objects in the training sample, they should be greater here than in previous cases, increasing the probability that the network misses local minima. On the other hand, the larger statistics improves the weight space resolution, mitigating those local minima that originate in the limited number of objects. It appears that the latter effect was dominant in this test, which allowed us to raise the learning rate even more. We kept the momentum value at $\alpha = 0.6$ (Sect. 2.3) because a greater value happens to make the network diverge in the first steps of training, when the weight corrections were too large.

The results of this C-C case, presented in Table 17 and 18, were obtained by a forward on the test set of the combined sample. They are very close to those on the O-O case with the full Orion dataset. The largest difference is by 0.7% for the precision of CI YSOs. The other differences are $\pm 0.2\%$. The stability of the results regarding both the weight initialization and the random selection of the test and training sets is very similar to that of the O-O case (Sect. 4.1), with recall and precision values scattered by typically $\pm 0.5\%$, except for CI precision which scattered by about $\pm 1\%$.

These fluctuations exceed the differences in feature space coverage for the two different regions, which induces a lack of generalization capacity toward new star-forming regions.
between the O-O and C-C case, as observed from their confusion matrices, when considering the full-dataset forward. This stability was not guaranteed, since, on the one hand, the combined training set is more general than previous training sets, and, on the other hand, the combined training is a more complex problem than a single cloud training, due to the expected more complex distribution of objects in the input parameter space, especially for YSOs. If the latter effect dominates, the results could be expected to be less good than both the O-O and N-N results individually, or than any linear combination of them. We illustrate this idea with the following conservative reasoning. If, when using the combined training dataset, the network had only learned from Orion objects, as might be argued due to their dominance in the combined sample, then the state of the network should be very similar to that obtained in the O-O case. The C-C confusion matrix should then be a linear combination of those of the O-O (Table 7) and O-N cases (Table 13), weighted by the respective abundances of Orion and NGC 2264 in the forward sampling. The recall of CI YSOs in the O-O and O-N were 94.1% and 82.2%, respectively. Since, in the Combined dataset, 78.3% of CI YSOs come from Orion, the expected recall from an Orion dominated network would be 91.5%. Considering the obtained value of 93.9% in the C-C case (Table 17), with a ±1% dispersion, the network has indisputably learned information from the NGC 2264 objects, and the increased complexity of the problem was more than balanced by the increased generality of the sample. In other words, the fact that the results of the C-C test are as good as those of the O-O test in spite of the increased complexity implies that the network managed to take advantage of the greater generality of the combined sample to find a better generalization. The analysis of the other two classes does not contradict those conclusions, although the improvement for CII objects is only marginal, since the same reasoning applied to CII YSOs leads to a recall of 96.2%, to be compared to the C-C value of 96.8%, with ±0.5% dispersion. This is in line with the fact that the CII YSO coverage in Orion was already close to that of NGC 2264, as highlighted by the less than 1% difference between the CII YSO recall in O-N and N-N. Finally, contaminants are dominated by subclasses that were already nicely constrained in the O-O and O-N cases.

The fact that the network results for the C-C case are as good as or better than for the Orion case despite the added complexity confirms that the number of objects was a strong limitation in the O-O and N-N cases. It also confirms that the O-O training might have provided better results with more observed objects in the same region, which was already established from the improvement of results with lower θ values in Sect. 4.1. Moreover, the absence of positive effect when raising the number of neurons demonstrates that the network efficiently combined their respective input parameter space coverage and that n = 20 is not limiting these results. The change in observational proportions that occurred by merging the two datasets seems to have a negligible impact as they are still close to the Orion ones, but adding more regions with less YSOs is expected to decrease the precision values for YSOs by increasing their dilution by the Others class.

The results for the complete combined dataset are presented in Tables 19 and 20. As before, the results appear to be free of over-training, since there is no noticeable increase in recall for any of our classes. These results are very similar to the previous ones, with differences in quality estimators of the same order as the dispersion observed with random weight initialization. The slight decrease in precision of CI YSOs is also of the same order as the dispersion obtained from the random selection of our training and test samples. The contaminants that are not sufficiently constrained, like Shocks, could also be affected by selection effects between the two sets, which could lead to such a dispersion in precision for CI YSOs. This seems to be confirmed by the fact that two thirds of the shocks were misclassified as CI YSOs. Interestingly, this suggests a change in the network behavior, compared to the O-O case, where shocks were almost evenly distributed among the three output classes. We interpret the difference in shock distributions as a consequence of the difference in the relative abundance of this subclass compared to the rest of the training set, and to its strong dependency to the MIPS rebranding step. Indeed, the special location of Shocks in the feature space, close to CII YSOs and mixed with the MIPS-identified CI YSOs (Fig. 2 D), makes this subclass identification sensitive to its small relative abundance during the learning process. Thus, in the O-O case, the number of shocks in the sample enabled the network to place the boundary in the vicinity of the Shocks region, but in an inaccurate way, hence the even distribution. Conversely, the lower fraction of shocks in the C-C sample probably made the network find an optimum where most of its representative strength was used for other parts of the feature space. In this situation, the majority of shocks are likely to be included in one specific output class, which can vary according to the random training set selection, but is more likely to be a YSO class, and even more likely to be CI due to the MIPS rebranding step.

To summarize the results of this combined training, we exposed that combining two star-forming clouds have improved the underlying diversity of our prediction, and therefore the generalization capability of our network over possible new regions. The added complexity was largely overcome by the increased statistics on our classes of interest, CI and CII YSOs, which allowed to conserve very good accuracy and precision for them. However, some rare contaminant subclasses suffered from their increased dilution.

4.5. Multiple-cloud training

In this section, we present the advantages of the 1 kpc dataset to further improve the network generalization capacity by increasing the underlying diversity of the object sample. As discussed in Sect. 3.2, this dataset only contains YSOs. This is not a major issue, because most of our contaminant subclasses are already well constrained, while we have shown that it is not the case for YSOs, since adding more of them led to a better generalization. As the dataset contains several regions, it should ensure an even better diversity and input parameter space coverage for YSOs than the previous C-C case, but it might also increase again the underlying distribution complexity (Fig. 3). In this section, we study the F-C case, that is a training on the full 1 kpc dataset (combined + 1 kpc YSOs) and a forward on the test set of the full combined dataset, to keep a realistic test dataset with most observational proportions. As before, the full 1 kpc dataset is normalized as described in Sect. 3.4.

The detailed γ selection for this more complicated dataset is presented in Table 2. Because we added YSOs, we had to increase the number of contaminants to preserve their dominant representation in the training sample. However, some subclasses of contaminants were already too few in the C-C case and already included in the training set as much as possible. Therefore, we did not add all the CI YSOs at our disposal to avoid a too strong dilution of these subclasses of Contaminants. For objects from the combined dataset, we kept θ = 0.2. In the same manner as for the other datasets, we tried various numbers of neurons in
Recall

The results for this F-C case are presented in Tables 21 and 22. The precision of CI YSOs has dropped by 2.5%, but all the other precisions have slightly improved. Compared to the C-C case (Table 17), the precision of CI YSOs raised by 2.8%, but the recall is significantly lowered with a drop by nearly 5%. In contrast, the precision of CII YSOs dropped by 1.2%, and the recall improved by 0.8%. Overall, these results are similar to the previous C-C case, despite the increase in complexity coming from the addition of YSOs from new star forming regions. Similarly to the combination of Orion and NGC 2264, we could have observed a stronger drop in quality estimators, because the problem becomes more general and therefore more difficult to constrain. It is worth noting that the stability of the network somewhat decreased in comparison to the O-O and C-C cases. We observed a dispersion of recall regarding the weight random initialization of about ±1% for CI and ±0.7% for CII YSOs. This dispersion affects less the Others class with a value around ±0.15%. The precision is less reliable with a dispersion of nearly ±1.5% for CI YSOs. The precision dispersion for CII YSOs is around ±0.5% and is less than ±0.1% for the Others class.

More generally, the sources of contamination of the YSO classes have not changed, their overall effect has just raised. The fact that raising the number of neurons from 20 to 30 in the network leads to better results is certainly an indication of the increased complexity of this problem. This means that the network uses more refined splittings in the input parameter space. However, there might not be enough objects in our dataset to perfectly constrain this larger network, despite the added YSOs. This naturally leads to a stronger sensitivity to the weight initialization. In contrast, the dispersion over the training set random selection is similar to the one observed on the C-C case and is of the same order as the weight initialization dispersion. As in the previous cases, the results show that the main source of contamination of CI YSOs are the CII YSOs, while the latter are mostly contamined by the Others class. This is, as in the previous cases, an indication of the respective proximity of the three classes in the input parameter space.

The results of a forward of the complete combined dataset using this network are shown in Table 23, with the subclass distributions in Table 24. Theses results show a 2.3% increase in the CI YSO recall compared to Table 21 and a 2.8% drop in precision for the same class. Similarly to all the previous cases, the Others class remained almost identical. For CII YSOs and Others, the variations in precision and recall are within the weight initialization dispersion. The case of CI YSOs is less clear as their recall increase is greater than their dispersion, which could mean that there is a slight over-training. However, when searching for the optimum set of $\gamma_i$ values, we observed that the sets leading to a lesser over-training of CI YSOs also degraded the overall quality of the results. Still, it suggests that the genuine CI YSO recall is between the values of Table 21 and Table 23.

The increased number of objects allowed us to see more details on the subclass distribution across the output classes. Similarly to the C-C case, the precision of CI YSOs has dropped by 2.5%, but all the other precisions have slightly improved. Compared to the C-C case (Table 17), the precision of CI YSOs raised by 2.8%, but the recall is significantly lowered with a drop by nearly 5%. In contrast, the precision of CII YSOs dropped by 1.2%, and the recall improved by 0.8%. Overall, these results are similar to the previous C-C case, despite the increase in complexity coming from the addition of YSOs from new star forming regions. Similarly to the combination of Orion and NGC 2264, we could have observed a stronger drop in quality estimators, because the problem becomes more general and therefore more difficult to constrain. It is worth noting that the stability of the network somewhat decreased in comparison to the O-O and C-C cases. We observed a dispersion of recall regarding the weight random initialization of about ±1% for CI and ±0.7% for CII YSOs. This dispersion affects less the Others class with a value around ±0.15%. The precision is less reliable with a dispersion of nearly ±1.5% for CI YSOs. The precision dispersion for CII YSOs is around ±0.5% and is less than ±0.1% for the Others class.

More generally, the sources of contamination of the YSO classes have not changed, their overall effect has just raised. The fact that raising the number of neurons from 20 to 30 in the network leads to better results is certainly an indication of the increased complexity of this problem. This means that the network uses more refined splittings in the input parameter space. However, there might not be enough objects in our dataset to perfectly constrain this larger network, despite the added YSOs. This naturally leads to a stronger sensitivity to the weight initialization. In contrast, the dispersion over the training set random selection is similar to the one observed on the C-C case and is of the same order as the weight initialization dispersion. As in the previous cases, the results show that the main source of contamination of CI YSOs are the CII YSOs, while the latter are mostly contamined by the Others class. This is, as in the previous cases, an indication of the respective proximity of the three classes in the input parameter space.

The results of a forward of the complete combined dataset using this network are shown in Table 23, with the subclass distributions in Table 24. Theses results show a 2.3% increase in the CI YSO recall compared to Table 21 and a 2.8% drop in precision for the same class. Similarly to all the previous cases, the Others class remained almost identical. For CII YSOs and Others, the variations in precision and recall are within the weight initialization dispersion. The case of CI YSOs is less clear as their recall increase is greater than their dispersion, which could mean that there is a slight over-training. However, when searching for the optimum set of $\gamma_i$ values, we observed that the sets leading to a lesser over-training of CI YSOs also degraded the overall quality of the results. Still, it suggests that the genuine CI YSO recall is between the values of Table 21 and Table 23.

The increased number of objects allowed us to see more details on the subclass distribution across the output classes. Similarly to the C-C case, the precision of CI YSOs has dropped by 2.5%, but all the other precisions have slightly improved. Compared to the C-C case (Table 17), the precision of CI YSOs raised by 2.8%, but the recall is significantly lowered with a drop by nearly 5%. In contrast, the precision of CII YSOs dropped by 1.2%, and the recall improved by 0.8%. Overall, these results are similar to the previous C-C case, despite the increase in complexity coming from the addition of YSOs from new star forming regions. Similarly to the combination of Orion and NGC 2264, we could have observed a stronger drop in quality estimators, because the problem becomes more general and therefore more difficult to constrain. It is worth noting that the stability of the network somewhat decreased in comparison to the O-O and C-C cases. We observed a dispersion of recall regarding the weight random initialization of about ±1% for CI and ±0.7% for CII YSOs. This dispersion affects less the Others class with a value around ±0.15%. The precision is less reliable with a dispersion of nearly ±1.5% for CI YSOs. The precision dispersion for CII YSOs is around ±0.5% and is less than ±0.1% for the Others class.

More generally, the sources of contamination of the YSO classes have not changed, their overall effect has just raised. The fact that raising the number of neurons from 20 to 30 in the network leads to better results is certainly an indication of the increased complexity of this problem. This means that the network uses more refined splittings in the input parameter space. However, there might not be enough objects in our dataset to perfectly constrain this larger network, despite the added YSOs. This naturally leads to a stronger sensitivity to the weight initialization. In contrast, the dispersion over the training set random selection is similar to the one observed on the C-C case and is of the same order as the weight initialization dispersion. As in the previous cases, the results show that the main source of contamination of CI YSOs are the CII YSOs, while the latter are mostly contamined by the Others class. This is, as in the previous cases, an indication of the respective proximity of the three classes in the input parameter space.

The results of a forward of the complete combined dataset using this network are shown in Table 23, with the subclass distributions in Table 24. Theses results show a 2.3% increase in the CI YSO recall compared to Table 21 and a 2.8% drop in precision for the same class. Similarly to all the previous cases, the Others class remained almost identical. For CII YSOs and Others, the variations in precision and recall are within the weight initialization dispersion. The case of CI YSOs is less clear as their recall increase is greater than their dispersion, which could mean that there is a slight over-training. However, when searching for the optimum set of $\gamma_i$ values, we observed that the sets leading to a lesser over-training of CI YSOs also degraded the overall quality of the results. Still, it suggests that the genuine CI YSO recall is between the values of Table 21 and Table 23.

The increased number of objects allowed us to see more details on the subclass distribution across the output classes. Similarly to the C-C case, the precision of CI YSOs has dropped by 2.5%, but all the other precisions have slightly improved. Compared to the C-C case (Table 17), the precision of CI YSOs raised by 2.8%, but the recall is significantly lowered with a drop by nearly 5%. In contrast, the precision of CII YSOs dropped by 1.2%, and the recall improved by 0.8%. Overall, these results are similar to the previous C-C case, despite the increase in complexity coming from the addition of YSOs from new star forming regions. Similarly to the combination of Orion and NGC 2264, we could have observed a stronger drop in quality estimators, because the problem becomes more general and therefore more difficult to constrain. It is worth noting that the stability of the network somewhat decreased in comparison to the O-O and C-C cases. We observed a dispersion of recall regarding the weight random initialization of about ±1% for CI and ±0.7% for CII YSOs. This dispersion affects less the Others class with a value around ±0.15%. The precision is less reliable with a dispersion of nearly ±1.5% for CI YSOs. The precision dispersion for CII YSOs is around ±0.5% and is less than ±0.1% for the Others class.

4.6. Final classification and public catalog

Among all our attempts, the multiple cloud training (F-C, Sect. 4.5) is clearly the most reliable one for a general usage. We are confident that our Full 1 kpc trained network contains a sufficient diversity of subclasses to be efficiently applied to most nearby (≲ 1 kpc) star forming regions. Our results show that one can expect near 90% of the CI YSOs to be properly recovered with a precision above 80%, while near 97% of CII YSOs are expected to be recovered with a 90% precision.
5. Discussion

5.1. Current limitations to the classification scheme

With the dataset selected for this paper, the quality of our results is mostly dependent on the proper choice of the $g$ factors, that is to say that the main limitation comes from the construction of our labeled dataset. It is indeed expected to be the most critical part of any ML application, because the network only provides results as good as the input data. One of our major issue is that some subclasses of rare contaminants remain poorly constrained, like Shocks or PAHs, which leads to an important contamination of the YSO classes. The non-homogeneity between the 1 kpc small cloud dataset and the other datasets worsen this effect by increasing the dilution of these rare subclasses (Sect. 4.4). They are almost evenly distributed across output classes in the O-O case, revealing that the network was not able to identify enough constraints on those objects. In contrast, for the C-C and F-C cases, they are randomly assigned to an output class. This means that they are completely unconstrained by the network, which failed to disentangle them from the noise of another class. This effect appeared in those specific cases due to the increased dilution of those subclasses of contaminants.

On the other hand, the main source of contamination for CII YSOs is the Star subclass. Adding more of them has proven to improve their classification quality (Sects. 4.1 and 4.4), but at the cost of even more dilution of all the other subclasses, which has a stronger negative impact on the global result. Similarly, YSO classes themselves should be more present to further improve their recall, but again at the cost of an increased dilution of the contaminant subclasses. The confusion between CI and CII YSOs is illustrated by Fig. 4, where the misclassified YSOs of both CI and CII accumulate at the boundary between them in the input parameter space. This figure also illustrates the CII contamination from Others with the same kind of stacking, where the two classes are close to each other. A similar representation for all the CMDs is provided in Fig. B.1.

Overall, we lack data to get better results. Large Spitzer point source catalogs are available, but the original classification from Gutermuth et al. (2009) was tailored for relatively nearby star-forming regions where YSOs are expected to be observed. Therefore, using a non-specific large Spitzer catalog would mostly add non star-forming regions, which would create a significant number of false positive YSOs. In practice, these false positive YSOs would overwhelmingly contaminate the results, and the network performance would drop to the point where more than 50% of CI YSOs are false positive. However, since one of our main limitation is the number of contaminants, a large Spitzer catalog could be used to increase the number of rare contaminants in the training sample by selecting areas that are known to be clear of YSOs. Unfortunately, this approach would mostly provide us with more Stars, Galaxies and AGNs, which are already well constrained, while the two most critical contaminant subclasses, Shocks and PAHs, originate mostly from star forming regions.

5.2. Effect of the 24 $\mu$m MIPS band

We investigate here the impact of the MIPS 24 $\mu$m band on the original classification, and therefore on the results of the network. As stated in Sect. 3.1, this band is used as a refinement step of the G09 method. Considering the classification performed using the four IRAC bands, it ensures that it is consistent with the 24 $\mu$m emission where available, for example by testing whether the SED still rises at long wavelength to better distinguish between different YSO classes. However, it adds heterogeneity in the classification scheme, since objects that do not present a MIPS emission cannot be refined. It makes the results harder to interpret and gives more work to the network as it has to learn an equivalent of this additional step. Moreover, the effect of this band on the end classification strongly affects some subclasses that are very rare in the dataset. For example, almost half of the objects initially classified as Shocks are reclassified as CI YSOs after this refinement step. Therefore, as it corresponds to a significant increase in complexity on very few objects, it is difficult to get the network to constrain them, considering the other limitations. It results in a strong contamination of the CI YSOs, as highlighted multiple times in our results.

On the other hand, most of the Spitzer large surveys miss a 24 $\mu$m MIPS band measurement, preventing us from generalizing our network to those datasets. Nevertheless, we chose to keep this band in this paper to have the most complete view of its effect on our network. To quantify this effect, we have trained networks that did include neither the MIPS refinement step, nor the 24 $\mu$m in input. These networks have shown a small increase in performance, especially for CI YSOs with 2% to 3% improvement in recall and precision in the F-C case. This can mainly be explained by the simplification of the problem, but also by the greater number of objects in rare subclasses like Shocks. Such results could be generalized over larger datasets. In this case, a MIPS refinement step could still be performed a posteriori on the network output, for objects where this band is available. Interestingly, although the absence of the MIPS refinement step could be expected to degrade the absolute reliability of the classification, the potentially large increase in the number of rare subclasses may improve the overall network performance sufficiently for the net effect on the absolute accuracy of the classification to be positive.

5.3. Probabilistic prediction

In this section, we discuss the inclusion of a membership probability prediction into our network. If we assumed that the original classification were absolutely correct, the discrepancies would only correspond to errors. However, as illustrated by the effect of the MIPS band, the original classification has its own limitations. Therefore, the objects misclassified by our network might highlight that they were already less reliable in the original classification or may even have been misclassified. With a membership probability it is possible to refine this idea by quantifying the level of confidence of the network on each prediction, directly based on the observed distribution of the objects in the input parameter space. In practice, as already illustrated in Fig. 4, where misclassified objects stack around the inter-class boundaries, the classification reliability of individual objects is mostly a function of their distance to these boundaries. One strength of the probabilistic output presented in Sect. 2.2 is that the probability values provided by the network take advantage of the network ability to combine the boundaries directly in the ten dimensions of the feature space.

The table containing the YSO candidates from the Orion and NGC 2264 regions is made public and is available at CDS. It includes all objects from the catalogs by Megeath et al. (2012) and Rapson et al. (2014), as described in Sect. 3.2, and Table C.1 shows an excerpt of our catalog. Anticipating on Sect. 5.3, we note that a membership probability is also provided for each source.
Missed

Wrong

Fig. 4: Zoom on the [4.5] – [5.8] vs. [3.6] – [4.5] graph, for misclassified objects in the F-C case. Missed: Genuine CI and CII YSOs according to the labeled dataset that were misclassified by the network. Wrong: Predictions of the network that are known to be incorrect based on the labeled dataset. In both frames, green is for genuine CII YSOs, red for genuine CI YSOs, and blue is for genuine contaminants. The symbol shapes indicate the predicted output class as specified in the legends.

Fig. 5: Ternary plots of output membership probability for each class in the F-C case forwarded on the full dataset. Output: all objects. Correct: genuine and predicted classes are identical. Missed: misclassified objects colored regarding their genuine class. Wrong: misclassified object colored regarding their predicted class.

Fig. 6: Histograms of membership probability for YSO classes regarding different populations in the F-C case forwarded on the full dataset. Output: all objects. Correct: genuine and predicted classes are identical. Missed: misclassified objects colored regarding their genuine class. Wrong: misclassified object colored regarding their predicted class.

We used the probabilistic predictions to measure the degree of confusion of an object between the output classes. This is illustrated by the ternary plots in Fig. 5\(^1\), where the location of the objects corresponds to their predicted probability to belong to each class. On these plots, an object with a high confidence level lies near the peaks. Objects that are in the inner part of the graph are the most confused between the three classes, while objects on the edges illustrate a confusion between only two classes. The sample size obviously plays a role in this representation, but

\(^1\) These plots make use of the Python ternary package (Marc et al. 2019).
Above 0.9

Below 0.9

Fig. 7: Input parameter space coverage using the usual G09 diagrams in the F-C case on the full dataset regarding their predicted membership probability. CI YSOs are in red, CII YSOs are in green while Others are in blue. Left: objects with membership probability greater than 0.9. Right: objects with membership probability lesser than 0.9.

Each class clearly shows a level of confusion that is higher with one specific other class. The graph for all outputs shows that the confusion between CI and Others is the lowest, followed by the confusion between CI and CII YSOs, with the highest confusion level being between the CII and Others classes. Those observations are strongly consistent with our previous analysis based only on the confusion matrix.

The probabilistic predictions can be used to remove objects that are not reliable enough. The misclassified objects show a higher degree of confusion, and therefore a maximum value of membership probability lower than the objects properly classified. This characteristic is illustrated by Figs. 5 and 6. The latter compares histograms of the highest output probability for properly and wrongly classified objects. This figure reveals that the great majority of correctly classified YSOs have a membership probability greater than 0.95, whereas most missed or wrong YSOs have a probability membership below that threshold. In this context, applying a threshold on the membership probability will proportionally remove more misclassified objects than properly classified ones, therefore improving the recall and precision of our network. The threshold value is arbitrary, depending on the application. We illustrate this selection effect on the F-C case in Tables 25, 26, and 27. These tables represent the confusion matrix of the complete combined dataset after selecting objects with membership probability above 0.9, 0.95 and 0.99 respectively. In the 0.9 case (Table 25), 25% (104) of the CI YSOs were removed, while their recall increased by 4.5%. In the same way, 8.2% (218) of the CII YSOs were removed leading to a 1.2% increase in their recall. Contaminants were less affected with only 1.8% of objects removed, which still increased the recall by 0.6%. This is an additional demonstration of the CI YSOs being less constrained than the other output classes. In the 0.95 case (Table 26), the output classes has lost 31.6% (131), 12.7 (338), and 2.4% (579) of objects, respectively. This still improved the recall of the two YSO classes with a 1% increase for CI and an 0.4% increase for CII, when compared to the 0.9 case. This result is also the first one to be close to have all quality estimators above 90%, since the CI YSO precision is 89%, while losing an acceptable fraction of them. The 0.99 case (Table 27) is more extreme, since almost 50% (206) of CI YSOs were removed, but the recall of the remaining one reached 97.6%, that is a 6.3% improvement over the regular F-C full dataset case. However, the CII YSOs are also strongly affected, with 25.6% (681) of them removed, and only yielding a 0.4% improvement in comparison to the 0.95 case. Another illustration of the fact that this strategy effectively excludes objects that are near the cuts is presented by Fig. 7 where the objects above or below a 0.9 membership threshold are plotted separately for a usual set of CMDs. This effect is particularly visible in the ([4.5]-[8],[3.6]-[5.8]) (second frame) and the ([4.5]-[5.8],[3.6]-[4.5]) (forth frame) diagrams. This figure illustrate that membership probability lesser than 0.9 can be considered as unreliable.

With the inclusion of this probability in our results, we provide a substantial addition to the original G09 classification, for which it might be more difficult to identify the reliable objects. The membership probability for each object in Orion and NGC 2264 is included in the public catalog presented in Sect. 4.6.

It is important to emphasize that the membership probability output is not a direct physical probability. It is a probability regarding the network knowledge of the problem, which can be biased or incomplete or both. Therefore, selecting a 0.9 membership probability does not necessarily correspond to a 90% certainty prediction level. The only usable probability is the one given by the confusion matrix. Consequently, according to Table 25, when applying a 0.9 membership limit, the probability that a predicted class I YSO is correct is estimated to be 87.6%, while, with the same limit, class II YSOs are correct in 96.1% of the cases. These two values are not equivalent and one must not use the network output membership probability as a true estimate.
Table 25: F-C case forwarded on the full dataset with membership probability > 0.9.

| Class       | Predicted CI YSO | Predicted CII YSO | Predicted Others | Recall |
|-------------|------------------|-------------------|------------------|--------|
| Actual CI YSO | 297              | 5                 | 8                | 95.8%  |
| Actual CII YSO | 16               | 2412              | 13               | 98.8%  |
| Actual Others | 26               | 118               | 23247            | 99.4%  |
| Precision    | 87.6%            | 95.1%             | 99.9%            | 99.3%  |

Notes. The selection led to the removal of 104 CI (−25.1%), 218 CII (−8.2%), and 439 Others (−1.8%).

Table 26: F-C case forwarded on the full dataset with membership probability > 0.95.

| Class       | Predicted CI YSO | Predicted CII YSO | Predicted Others | Recall |
|-------------|------------------|-------------------|------------------|--------|
| Actual CI YSO | 274              | 2                 | 7                | 96.8%  |
| Actual CII YSO | 11               | 2302              | 8                | 99.2%  |
| Actual Others | 23               | 92                | 23136            | 99.5%  |
| Precision    | 89.0%            | 96.1%             | 99.9%            | 99.4%  |

Notes. The selection led to the removal of 131 CI (−31.6%), 338 CII (−12.7%), and 579 Others (−2.4%).

Table 27: F-C case forwarded on the full dataset with membership probability > 0.99.

| Class       | Predicted CI YSO | Predicted CII YSO | Predicted Others | Recall |
|-------------|------------------|-------------------|------------------|--------|
| Actual CI YSO | 203              | 0                 | 5                | 97.6%  |
| Actual CII YSO | 4                | 1970              | 4                | 99.6%  |
| Actual Others | 14               | 51                | 22747            | 99.7%  |
| Precision    | 91.9%            | 97.5%             | 99.9%            | 99.7%  |

Notes. The selection led to the removal of 206 CI (−49.8%), 681 CII (−25.6%), and 1018 Others (−4.3%).

of the reliability of an object. It can only be used to compare objects from the same network training, and must be converted into a true quality estimator using the confusion matrix.

5.4. Possible method improvements

Our approach has several caveats, the main one being that we built our labeled dataset from a preexisting classification that has its own limitations. The membership probability discussed in the previous section provides a first but limited view of the uncertainties inherent to the original classification scheme. One approach to completely release our methodology from its dependence on the G09 scheme would consist in building our training set from a more conclusive type of observations, like visible spectroscopy to detect the $H_2$ line that is usually attributed to gas accretion by the protostar (Kun et al. 2009), or (sub-)millimeter interferometry to detect the disks (e.g. Ruiz-Rodriguez et al. 2018; Cazzoletti et al. 2019; Tobin et al. 2020). Alternatively, a large set of photometric bands could be gathered to reconstruct the SED across a wider spectral range, as in Miettinen (2018). Unfortunately, to this day, too few objects have been observed that extensively to build a labeled sample large enough to efficiently train most of the ML algorithms.

Another approach would be to use simulations of star-forming regions (e.g. Padoan et al. 2017; Vázquez-Semadeni et al. 2019) and of star-forming cores (e.g. Robitaille et al. 2006) to provide a mock census of YSOs and emulate their observational properties. This option would enable us to generate large training catalogs, and would provide additional control on the YSO classes, but at the cost of other kinds of biases coming from the simulation assumptions. An additional difficulty of this approach would be the large variety of contaminant objects, each of which would require a dedicated treatment.

A different strategy could consist in improving the method itself. With feedforward neural networks like in this paper, there may still be improvement possibilities by using deeper networks with, for example, a different activation function, weight initialization, or a more complex error propagation. By choosing a completely different, unsupervised method, one could work independently of any prior classification. However, there is a risk that the classes identified by the method do not match the classical ones. In particular, the continuous distribution from CI to CII YSOs, and then to main sequence stars, is likely to be identified as a single class by such algorithms. A middle-ground could be the semi-supervised learning algorithms such as Deep Belief Networks (Hinton & Salakhutdinov 2006). Such algorithms were designed to find a dimensional reduction of the given input feature space that is more suitable to the problem, making its own classes based on the proximity of objects in the feature space. It could then be connected with a regular supervised feedforward neural network layer, that would combine the found classes into more usual ones. This approach would reduce the impact of the original classification on the training process, and therefore its impact on the final results.

6. Conclusion

We have presented a detailed methodology to use deep neural networks to extract and classify YSO candidates from several star-forming regions using Spitzer infrared data, based on the method described by (Gutermuth et al. 2009). The analysis is based on the ability of ANNs to quantitatively characterize the classification properties and reliability, demonstrating the advantage of our neural network methodology over a CMD-selection scheme like that of G09. We make public the table containing the YSO candidates in Orion and NGC 2264 from the classification of our final and best ANN. The table includes the class membership probability for each object, and is available at CDS. This study led to the following conclusions.

Deep Neural networks are a suitable solution to perform an efficient YSO classification using the Spitzer four IRAC bands and the MIPS 24 μm band. When trained on one cloud only, the prediction performance mostly depends on the size of the sample. Fairly simple networks can be used for this task with just one hidden layer that only consists of 15 to 25 neurons with a classical sigmoid activation function.

The prediction capability of the network on a new region strongly depends on the properties of the region used for training. The study revealed the necessity to train the network on a census of star forming regions to improve the diversity of the training sample. A network trained on a more diverse dataset has been able to maintain a high quality prediction, which is promising for its ability to be applied to new star-forming regions.

The dataset imbalance has a strong effect on the results, not only on the classes of interest, but also for the hidden subclasses.
considered as contaminants. Carefully rebalancing each subclass in the training dataset, according to its respective feature space coverage complexity and to its proximity with other classes of interest, has shown to be of critical importance. The use of observational proportions to measure the quality of the prediction has been exposed to be of major importance to properly assess the quality of the prediction.

This study showed that the network membership probability prediction complements the original G09 classification with an estimate of the prediction reliability. It allows one to select objects based on their proximity to the whole set of classification cuts in a multi-dimensional space, using a single quantity. The identification of objects with a higher degree of confusion highlights parts of the parameter space that might lack constraints and that would benefit from a refinement of the original classification.

The current study contains various limitations, mainly the lack of additional near star-forming region catalogs, that contain the sub-contaminant distinction to construct complete training samples. Some sub-classes, namely shocks and PAHs, remain strongly unconstrained due to their scarcity. Identifying additional shocks and resolved PAH emission in Spitzer archive data could significantly improve their classification by our networks, and consequently improve the YSO classification. The attention has been directed toward the use of simulations to compile large training datasets, that might be used in ensuing studies.

Finally, our method could be improved by adopting more advanced networks which would probably overcome some difficulties, for example by avoiding local minima more efficiently, and would improve the raw computational performance of the method. Semi-supervised or fully unsupervised methods may also be promising tracks to predict YSO candidates which may overthrow the supervised methods in terms of prediction quality. On the other hand, we have highlighted that most of the difficulties come from the training set construction, which is mostly independent of the chosen method. Therefore, future improvements in YSO identification and classification from ML applied to mid-IR surveys will require to compile larger and more reliable training catalogs, either by taking advantage of current and future surveys from various facilities, like the Massive Young Star-Forming Complex Study in Infrared and X-ray (MYSiX, Feigelson et al. 2013) and the VLA/ALMA Nascent Disk and Multiplicity survey (VANDAM, Tobin et al. 2020), or by synthesizing such catalogs from simulations.
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Appendix A: Example of tuning of the sample proportions and network parameters

In Sects. 3.3 and 3.4, we presented the strategy adopted to build the training and test sets, and to set the network parameters. We illustrate this strategy here on the example of the Orion region. We stress that although the data set parameters ($\theta$ and $\gamma$) and the network parameters (learning rate $\eta$ and momentum $\alpha$) are conceptually different kinds of parameters, in practice, they are mutually dependent. In total, we had at least 10 different parameters to optimize simultaneously, and the computation time of an individual training made it very heavy, if not intractable, to search for the optimum automatically. This difficulty to automatize the search for the best parameters is strengthened by the fact that the importance of an observable depends on our interest. For example, it is more important for us to maximize the recall and precision of CI YSOs than those of the other classes. This is why we adopted a manual iterative procedure to identify satisfying parameters based on the values of precision and recall of the different classes, the priority being given to the CI YSOs as discussed in Sect. 3.6. As we show below, the interpretation of the observable variations plays an important role in this procedure.

To illustrate this search, we consider here the optimization of the $y_{\text{Stars}}$ parameter for the Orion sample, all other parameters being fixed to the values presented in Tables 2 and 3. Figure A.1 shows the variations in recall and precision of the CI, CII and Others classes, when $y_{\text{Stars}}$ increases from 2 to 7. We trained the network 10 times for each setup in order to get a mean value and a typical range of convergence value for each quality indicator. We stress that the fluctuations in the observable values for a given $y_{\text{Stars}}$ are mutually dependent. For example, a high recall value for one class is generally obtained at the cost of a smaller recall value in another class for a given training.

With this figure, we observe that for the Others class, which is vastly dominated by Stars, recall and precision values are above 98% even with the smallest $y_{\text{Stars}} = 2$ and slowly increase with $y_{\text{Stars}}$. This indicates that the vast majority of genuine Stars are easy to separate, which was expected due to the relatively small proportion of them that are close to a YSO boundary in the feature space. Still, this small proportion represents a large number of objects in regard of the number of genuine YSOs. For low values of $y_{\text{Stars}}$ the precision of CI and CII YSOs is small and with a high dispersion between repeated training. The recall and precision of CII YSOs mostly follow a linear trend. The recall slowly decreases because more of the network representativity strength is allocated to Stars, and at the same time CI precision increases due to the improvement of the boundary between CII and Stars due to a larger number of star examples. In other words, this boundary gets more neurons and data points to be constrained but the other boundaries of CII become proportionally less important for the network and are less well constrained.

Examining the variations in the scatter of observable values helps estimating parameters that produce more reproducible results. The dispersion of CII recall values is lesser for larger $y_{\text{Stars}}$ while the dispersion of CII precision values decreases, with a minimum around $y_{\text{Stars}} = 4$, and then slowly rises for larger $y_{\text{Stars}}$ values. Regarding CI YSOs, there are two regimes: (i) for $y_{\text{Stars}} < 4$ where the mean values of recall and precision improve overall, while their dispersion decreases when $y_{\text{Stars}}$ increases; (ii) for $y_{\text{Stars}} > 4$ where these trends are reversed. This can be explained by the fact that the network first takes advantage of the additional Stars to better constrain the differences between CI and Stars, but at some point CI YSOs become too diluted in the training sample.

For this example, we chose to use $y_{\text{Stars}} = 4$ since it provides the highest CI precision and the smallest dispersion for both recall and precision for the two YSO classes. In the rest of the paper, we adopted a similar method as we did on this example; we preferred parameters that maximized the results for CI YSOs and tried to minimize the negative impact on CII YSOs. When possible we also chose parameters that minimized the dispersion of the YSO quality indicators. We note that it was frequent to observe parameters that did not impact significantly the observables for a large range of values. In this case, we selected parameter values that seemed reasonable. Although these values are not well constrained, it does not impact our results. While the actual parameter values we used in the present study might not exactly be the optimal ones, we are confident that the best prediction is contained within our margin of error.

Appendix B: Detailed feature space coverage

Figure B.1 presents a detailed comparison of the parameter space coverage for several of the classical CMDs used in the G09 classification for different objects in the F-C case (see Table 4 and Sect. 4.5). The first and second columns of the figure represent the distribution of sources for the target class and the predicted class respectively. The comparison of these two columns illustrates the global quality of our prediction and provides a reference point for the two other columns on the right hand side, which show the objects that were misclassified by the network. In the latter two columns, the colors encode the genuine class while the symbol shapes encode the prediction class. The third column focuses on genuine YSOs for which the prediction is incorrect. It is then possible to identify feature space regions where increasing the number of objects would significantly improve the recall of the corresponding class. In the fourth column the view is reversed; it focuses on the original class of misclassified objects. It reveals confused boundaries between classes that could be better constrained in order to improve the precision. Naturally, both the CI YSOs that were misclassified as CII and CII YSOs that were misclassified as CI are present in the two representations.
Fig. B.1: Input parameter space coverage in the CMDs used for the G09 method in the F-C case on the full dataset regarding different populations. **Actual**: distribution of genuine classes. CI YSOs are in red, CII YSOs are in green and Others are in blue. **Predicted**: prediction given by the network with the same color-code as for the actual frames. **Missed**: Genuine CI and CII according to the labeled dataset that were misclassified by the network. Green is for genuine CII YSOs, red for genuine CI YSOs. The points and crosses indicate the network output as specified in the legend. **Wrong**: YSO predictions of the network that are known to be incorrect based on the labeled dataset. Green is for genuine CII YSOs, red for genuine CI YSOs and blue is for genuine contaminants. The two types of crosses indicate the predicted YSO class as specified in the legend.
Appendix C: YSO candidates catalog

Table C.1 presents an excerpt of the YSO candidate catalog that is publicly available at CDS. It is the result of our F-C trained network as presented in Sect. 4.5. The prediction is made only for objects from the Orion and NGC 2264 catalogs using our preselection criteria (Sect. 3.1). Our catalog states the original catalog of each object, all the Spitzer bands and their uncertainties that were used as input features for the network, the target associated to each object using the subclasses, and the prediction of the network using our three classes (CI, CII, Others). Compared to the data published by Megeath et al. (2012) for Orion and by Rapson et al. (2014) for NGC 2264 applying G09’s method, we provide the membership probability for each object, making it possible to select objects according to the reliability of their classification. The membership probability is given for all the three output classes, enabling subsequent refinement of the classification following the prescriptions from Sect. 5.3.
| RA   | DEC  | DHC | Ong. Class | Catalog   | Orig. Class | Magn fm | Magn gm | Magn mg | Magn h | Magn k | Magn l | Magn m | Magn n | Magn o | Magn p | Magn q | Magn r | Magn s | Magn t | Magn u | Magn v | Magn w | Magn x | Magn y | Magn z | Magn a | Magn b | Magn c | Magn d | Magn e | Magn f | Magn g | Magn h | Magn i | Magn j | Magn k | Magn l | Magn m | Magn n | Magn o | Magn p | Magn q | Magn r | Magn s | Magn t | Magn u | Magn v | Magn w | Magn x | Magn y | Magn z | Magn a | Magn b | Magn c | Magn d | Magn e | Magn f | Magn g | Magn h | Magn i | Magn j | Magn k | Magn l | Magn m | Magn n | Magn o | Magn p | Magn q | Magn r | Magn s | Magn t | Magn u | Magn v | Magn w | Magn x | Magn y | Magn z | Magn a | Magn b | Magn c | Magn d | Magn e | Magn f | Magn g | Magn h | Magn i | Magn j | Magn k | Magn l | Magn m | Magn n | Magn o | Magn p | Magn q | Magn r | Magn s | Magn t | Magn u | Magn v | Magn w | Magn x | Magn y | Magn z | Magn a | Magn b | Magn c | Magn d | Magn e | Magn f | Magn g | Magn h | Magn i | Magn j | Magn k | Magn l | Magn m | Magn n | Magn o | Magn p | Magn q | Magn r | Magn s | Magn t | Magn u | Magn v | Magn w | Magn x | Magn y | Magn z | Magn a | Magn b | Magn c | Magn d | Magn e | Magn f | Magn g | Magn h | Magn i | Magn j | Magn k | Magn l | Magn m | Magn n | Magn o | Magn p | Magn q | Magn r | Magn s | Magn t | Magn u | Magn v | Magn w | Magn x | Magn y | Magn z | Magn a | Magn b | Magn c | Magn d | Magn e | Magn f | Magn g | Magn h | Magn i | Magn j | Magn k | Magn l | Magn m | Magn n | Magn o | Magn p | Magn q | Magn r | Magn s | Magn t | Magn u | Magn v | Magn w | Magn x | Magn y | Magn z | Magn a | Magn b | Magn c | Magn d | Magn e | Magn f | Magn g | Magn h | Magn i | Magn j | Magn k | Magn l | Magn m | Magn n | Magn o | Magn p | Magn q | Magn r | Magn s | Magn t | Magn u | Magn v | Magn w | Magn x | Magn y | Magn z | Magn a | Magn b | Magn c | Magn d | Magn e | Magn f | Magn g | Magn h | Magn i | Magn j | Magn k | Magn l | Magn m | Magn n | Magn o | Magn p | Magn q | Magn r | Magn s | Magn t | Magn u | Magn v | Magn w | Magn x | Magn y | Magn z | Magn a | Magn b | Magn c | Magn d | Magn e | Magn f | Magn g | Magn h | Magn i | Magn j | Magn k | Magn l | Magn m | Magn n | Magn o | Magn p | Magn q | Magn r | Magn s | Magn t | Magn u | Magn v | Magn w | Magn x | Magn y | Magn z | Magn a | Magn b | Magn c | Magn d | Magn e | Magn f | Magn g | Magn h | Magn i | Magn j | Magn k | Magn l | Magn m | Magn n | Magn o | Magn p | Magn q | Magn r | Magn s | Magn t | Magn u | Magn v | Magn w | Magn x | Magn y | Magn z | Magn a | Magn b | Magn c | Magn d | Magn e | Magn f | Magn g | Magn h | Magn i | Magn j | Magn k | Magn l | Magn m | Magn n | Magn o | Magn p | Magn q | Magn r | Magn s | Magn t | Magn u | Magn v | Magn w | Magn x | Magn y | Magn z | Magn a | Magn b | Magn c | Magn d | Magn e | Magn f | Magn g | Magn h | Magn i | Magn j | Magn k | Magn l | Magn m | Magn n | Magn o | Magn p | Magn q | Magn r | Magn s | Magn t | Magn u | Magn v | Magn w | Magn x | Magn y | Magn z | Magn a | Magn b | Magn c | Magn d | Magn e | Magn f | Magn g | Magn h | Magn i | Magn j | Magn k | Magn l | Magn m | Magn n | Magn o | Magn p | Magn q | Magn r | Magn s | Magn t | Magn u | Magn v | Magn w | Magn x | Magn y | Magn z | Magn a | Magn b | Magn c |Magn d | Magn e | Magn f | Magn g | Magn h | Magn i | Magn j | Magn k | Magn l | Magn m | Magn n | Magn o | Magn p | Magn q | Magn r | Magn s | Magn t | Magn u | Magn v | Magn w | Magn x | Magn y | Magn z | Magn a | Magn b | Magn c | Magn d | Magn e | Magn f | Magn g | Magn h | Magn i | Magn j | Magn k | Magn l | Magn m | Magn n | Magn o | Magn p | Magn q | Magn r | Magn s | Magn t | Magn u | Magn v | Magn w | Magn x | Magn y | Magn z | Magn a | Magn b | Magn c | Magn d | Magn e | Magn f | Magn g | Magn h | Magn i | Magn j | Magn k | Magn l | Magn m | Magn n | Magn o | Magn p | Magn q | Magn r | Magn s | Magn t | Magn u | Magn v | Magn w | Magn x | Magn y | Magn z | Magn a | Magn b | Magn c | Magn d | Magn e | Magn f | Magn g | Magn h | Magn i | Magn j | Magn k | Magn l | Magn m | Magn n | Magn o | Magn p | Magn q | Magn r | Magn s | Magn t | Magn u | Magn v | Magn w | Magn x | Magn y | Magn z | Magn a | Magn b | Magn c | Magn d | Magn e | Magn f | Magn g | Magn h | Magn i | Magn j | Magn k | Magn l | Magn m | Magn n | Magn o | Magn p | Magn q | Magn r | Magn s | Magn t | Magn u | Magn v | Magn w | Magn x | Magn y | Magn z | Magn a | Magn b | Magn c | Magn d | Magn e | Magn f | Magn g | Magn h | Magn i | Magn j | Magn k | Magn l | Magn m | Magn n | Magn o | Magn p | Magn q | Magn r | Magn s | Magn t | Magn u | Magn v | Magn w | Magn x | Magn y | Magn z | Magn a | Magn b | Magn c | Magn d | Magn e | Magn f | Magn g | Magn h | Magn i | Magn j | Magn k | Magn l | Magn m | Magn n | Magn o | Magn p | Magn q | Magn r | Magn s | Magn t | Magn u | Magn v | Magn w | Magn x | Magn y | Magn z | Magn a | Magn b | Magn c | Magn d | Magn e | Magn f | Magn g | Magn h | Magn i | Magn j | Magn k | Magn l | Magn m | Magn n | Magn o | Magn p | Magn q | Magn r | Magn s | Magn t | Magn u | Magn v | Magn w | Magn x | Magn y | Magn z | Magn a | Magn b | Magn c | Magn d | Magn e | Magn f | Magn g | Magn h | Magn i | Magn j | Magn k | Magn l | Magn m | Magn n | Magn o | Magn p | Magn q | Magn r | Magn s | Magn t | Magn u | Magn v | Magn w | Magn x | Magn y | Magn z | Magn a | Magn b | Magn c | Magn d | Magn e | Magn f | Magn g | Magn h | Magn i | Magn j | Magn k | Magn l | Magn m | Magn n | Magn o | Magn p | Magn q | Magn r | Magn s | Magn t | Magn u | Magn v | Magn w | Magn x | Magn y | Magn z |Magn a | Magn b | Magn c | Magn d | Magn e | Magn f | Magn g | Magn h | Magn i | Magn j | Magn k | Magn l | Magn m | Magn n | Magn o | Magn p | Magn q | Magn r | Magn s | Magn t | Magn u | Magn v | Magn w | Magn x | Magn y | Magn z | Magn a | Magn b | Magn c | Magn d | Magn e | Magn f | Magn g | Magn h | Magn i | Magn j | Magn k | Magn l | Magn m | Magn n | Magn o | Magn p | Magn q | Magn r | Magn s | Magn t | Magn u | Magn v | Magn w | Magn x | Magn y | Magn z | Magn a | Magn b | Magn c | Magn d | Magn e | Magn f | Magn g | Magn h | Magn i | Magn j | Magn k | Magn l | Magn m | Magn n | Magn o | Magn p | Magn q | Magn r | Magn s | Magn t | Magn u | Magn v | Magn w | Magn x | Magn y | Magn z | Magn a | Magn b | Magn c | Magn d | Magn e | Magn f | Magn g | Magn h | Magn i | Magn j | Magn k | Magn l | Magn m | Magn n | Magn o | Magn p | Magn q | Magn r | Magn s | Magn t | Magn u | Magn v | Magn w | Magn x | Magn y | Magn z | Magn a | Magn b | Magn c | Magn d | Magn e | Magn f | Magn g | Magn h | Magn i | Magn j | Magn k | Magn l | Magn m | Magn n | Magn o | Magn p | Magn q | Magn r | Magn s | Magn t | Magn u | Magn v | Magn w | Magn x | Magn y | Magn z | Magn a | Magn b | Magn c | Magn d | Magn e | Magn f | Magn g | Magn h | Magn i | Magn j | Magn k | Magn l | Magn m | Magn n | Magn o | Magn p | Magn q | Magn r | Magn s | Magn t | Magn u | Magn v | Magn w | Magn x | Magn y | Magn z | Magn a | Magn b | Magn c | Magn d | Magn e | Magn f | Magn g | Magn h | Magn i | Magn j | Magn k | Magn l | Magn m | Magn n | Magn o | Magn p | Magn q | Magn r | Magn s | Magn t | Magn u | Magn v | Magn w | Magn x | Magn y | Magn z | Magn a | Magn b | Magn c | Magn d | Magn e | Magn f | Magn g | Magn h | Magn i | Magn j | Magn k | Magn l | Magn m | Magn n | Magn o | Magn p | Magn q | Magn r | Magn s | Magn t | Magn u | Magn v | Magn w | Magn x | Magn y | Magn z | Magn a | Magn b | Magn c | Magn d | Magn e | Magn f | Magn g | Magn h | Magn i | Magn j | Magn k | Magn l | Magn m | Magn n | Magn o | Magn p | Magn q | Magn r | Magn s | Magn t | Magn u | Magn v | Magn w | Magn x | Magn y | Magn z | Magn a | Magn b | Magn c | Magn d | Magn e | Magn f | Magn g | Magn h | Magn i | Magn j | Magn k | Magn l | Magn m | Magn n | Magn o | Magn p | Magn q | Magn r | Magn s | Magn t | Magn u | Magn v|