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**Abstract**

It is generally believed that any particle to be discovered will have a TeV-order mass. Given its great mass, it must have a large decay width. Therefore, the interference effect will be very common if they and the Standard-Model (SM) particles contribute to the same final state. However, the interference effect could make a new particle show up not like a resonance, and it is difficult to search and measure its properties. In this work, a model-independent method, F2F (Fit To Fourier coefficients), is proposed to search for an unknown resonance and to determine its mass ($M$) and width ($\Gamma$) in the presence of interference. Basically we express the sum of resonant signal and the interference as a cosine Fourier series and relate the Fourier coefficients with the mass and width. The relation is based on the general propagator form, $1/(x^2 - M^2 + iM\Gamma)$. Thus it does not need any signal model. Toy experiments show that the obtained mass and width agree well with the inputs with a similar precision as using an explicit signal model. We also show that we can apply this method to measure the Standard-Model Higgs width and to make statistic interpretation in searching for new resonance allowing for interference.
I. INTRODUCTION

Many Beyond-Standard-Model (BSM) models predict heavy particles of the order of TeV. If we search with a final state to which the Standard-Model (SM) processes also contribute, some of the SM backgrounds will interfere coherently with the new signal. However, the interference effect could make things complicated. The new particle may appear as a bump, a dip or other strange structures (for experimental observation, see Ref. [1]; for experimental searches, see Ref. [2–5]; for phenoimnologic analyses, see Ref. [6–8]) in the distribution of an observable. Therefore it is difficult to search for and measure the properties of the new particle if we have not yet had enough knowledge about the interaction mechanism. This is particularly difficult for the searches at hardon colliders like the Large Hadron Collider (LHC).

Let us consider a simplified interference model. Suppose $x$ is an observable (like the invariance mass of the final particles), the differential cross section is

$$\frac{d\sigma}{dx} \propto \left| A_b(x) + k(x)e^{i\delta(x)}\right|^2 \frac{1}{x^2 - M^2 + i\Gamma}$$

(1)

Here $A_b$ is the background amplitude and the other term, a Breit-Wigner (BW) resonance signal, describes a new particle with mass $M$ and decay width $\Gamma$. $k(x)$ and $\delta(x)$ represent the strength and relative phase of the new amplitude. They could be functions of the observable. Without a good knowledge of the interaction mechanism, we cannot parameterize the interference effect well and thus cannot make statistic interpretation easily (in other words, we have to make many simulations and interpretate under many hypotheses) and measure the mass and width by fitting.

In this work, a novel method is proposed based on the fact that the squared propagator, $\frac{1}{(m^2 - M^2)^2 + M^2\Gamma^2}$, is the key factor for a resonance. The principle will be elaborated in next section. Many toy experiments are presented in Sec. III for different interference details and different detector responses. Application of this method to the SM Higgs width measurement and to search for new resonance allowing for interference will be shown in Sec. IV and Sec. V respectively. We will summarize in Sec. VI.
II. PRINCIPLE OF THE METHOD

The differential cross section in Eq. 1 can be expanded to be a sum of three terms.

\[ |A_b|^2 + \frac{k}{(x^2 - M^2)^2 + M^2 \Gamma^2} + \frac{\sqrt{A_b k}}{(x^2 - M^2)^2 + M^2 \Gamma^2} (x^2 - M^2)^2 \]  

(2)

The first term is the background process; the second term is the signal resonance and the third term is their interference. Let \( f(x) / ((x^2 - M^2)^2 + M^2 \Gamma^2) \) denote the combination of the latter two terms. We will call it “effective signal” throughout this paper. Assuming \( f(x) \) is a slow-varying function, the fast-varying component is mainly due to the factor \( 1 / ((x^2 - M^2)^2 + M^2 \Gamma^2) \), namely, the mass and width. To measure the variation frequency, we can perform the Fourier transformation.

Supposing we have \( n \) measurements for an observable with the values \( x_1, x_2, \cdots, x_n \), the probability distribution function (normalized to the number of entries), \( p(x) \), could be written either using a sum of Dirac delta functions or as a Fourier series.

\[ p(x) = \sum_{i=1}^{n} \delta(x - x_i) \]  

(3)

\[ p(x) = \frac{c_0}{L} + \sum_{k=1}^{N} c_k \cos \left( \frac{k\pi(x - x_{\text{min}})}{L} \right) \]  

(4)

where \( L \equiv x_{\text{max}} - x_{\text{min}} \) and \( x_{\text{min}}/\text{max} \) is the smallest/greatest value. Now let us investigate how \( c_k \)s depend upon \( M \) and \( \Gamma \) through the squared propagator. Defining \( k' \equiv k\pi/L \) for any \( k \) and ignoring the slow-varying function \( f(x) \), we have

\[ c_k \propto \text{Re} \int_{-\infty}^{+\infty} \frac{e^{ik'x}}{(x^2 - M_0^2)^2 + M_0^2 \Gamma^2} \, dx \]  

(5)

where \( M_0 \equiv M - x_{\text{min}} \) (because the distribution is shifted by \( x_{\text{min}} \) as shown in Eq. 4). The integration can be done using the usual contour integration technique \([9]\) and the result is

\[ c_k \propto \frac{\pi}{\gamma_0^{3/2} \sin \theta} e^{-|k'| \sqrt{\gamma_0} \sin \frac{\theta}{2}} \cos(|k'| \sqrt{\gamma_0} \cos \frac{\theta}{2} - \frac{\theta}{2}) \]  

(6)

Here \( \gamma_0 \equiv \sqrt{M_0^2(M_0^2 + \Gamma^2)} \) and \( \tan \theta \equiv \Gamma/M_0 \). We can see that \( c_k \) as a function of \( k \) has two features. One is the exponential decay (mainly driven by non-vanishing \( \Gamma \)) and the other is the oscillation (mainly driven by non-vanishing \( M \)).

Furthermore, it is very convenient to consider the detector response if a function is
expressed as a Fourier series. If the detector resolution is \( \sigma \), we have
\[
p(x) = \sum_k c_k \int_{-\infty}^{+\infty} \cos(k'(y - x_{\text{min}})) \frac{1}{\sqrt{2\pi\sigma}} e^{-\frac{(y-x)^2}{2\sigma^2}} dy
\]
\[
= \sum_k c_k e^{-\frac{1}{2}(k'\sigma)^2} \cos(k'(x - x_{\text{min}})).
\]
(7)

The equation above shows that we need to add an extra exponential factor \( e^{-\frac{1}{2}(k'\sigma)^2} \) for each Fourier coefficient. As a bonus, it also proves that unfolding is very difficult if we want to obtain the true distribution from the smeared distribution. Given the features above, we are able to perform a fit to data to obtain the information on \( M \) and \( \Gamma \). There are two fitting ways. We will call them “setup1” and “setup2” below.

For fitting setup1, we calculate the coefficients first for data and background samples according to the transformation law and the delta function form in Eq. 3.
\[
c_0 = \int p(x) dx = \sum_{i=1}^{n} 1 = n,
\]
(8)
\[
c_k = \frac{2}{L} \int p(x) \cos \frac{k\pi(x - x_{\text{min}})}{L} dx = \frac{2}{L} \sum_{i=1}^{n} \cos \frac{k\pi(x_i - x_{\text{min}})}{L}.
\]
(9)

To perform the fit, we need to know the covariance matrix because different \( c_k \)'s are correlated. Treating \( x_i \) (\( i = 1, 2, \ldots, n \)) as \( n \) independent and identically-distributed (iid) random variables, \( c_k \) can be also seen as a random variable. The covariance matrix can be obtained in the standard way, namely,
\[
V_{kl} = \frac{4}{L^2 n} \sum_{i=1}^{n} \left( \cos(k'(x - x_{\text{min}})) \cos(l'(x - x_{\text{min}})) - \mu_k \mu_l \right), \mu_k \equiv \frac{1}{n} \sum_{i=1}^{n} \cos(k'(x - x_{\text{min}})).
\]
(10)

where \( V \) denotes the covariance matrix and the element \( V_{kl} \) denotes the covariance of \( c_k \) and \( c_l \). After obtaining the Fourier coefficients for the data and background, their subtraction gives the Fourier coefficients for the effective signal. To get the best-estimated mass and width, we define the optimization function, \( \chi^2(M, \Gamma) \), in the following way.
\[
\chi^2(M, \Gamma) \equiv \sum_{k=1}^{N_{\text{modes}}} (c_k(M, \Gamma) - c_k(s_{\text{eff}}))(V^{-1}(s_{\text{eff}}))_{kl}(c_l(M, \Gamma) - c_l(s_{\text{eff}})).
\]
(11)

Here \( N_{\text{modes}} \) is the number of modes considered in the fit. We should choose it to be greater than \( L/\sigma \). \( c_k(s_{\text{eff}}) \) is the subtraction of the \( k \)-mode coefficient in data and that in background samples. \( V(s_{\text{eff}}) \) is the corresponding covariance matrix. To be exact, they are defined below. \( V^{-1} \) is the inverse matrix of \( V \).
\[
c_k(s_{\text{eff}}) \equiv c_k(\text{Data}) - c_k(\text{Bkg.}) , \quad V(s_{\text{eff}}) \equiv V(\text{Data}) + V(\text{Bkg.}) .
\]
(12)
Given the principle above, we will call the method F2F (Fit To Fourier coefficients).

Fitting setup1 is basically a $\chi^2$ fit, which may have some bias for low-statistics fits. In fact, we are able to construct a likelihood fit (setup2). This is our recommendation. The total probability distribution function (PDF) is defined as

$$f(x|M, \Gamma) \equiv \frac{1}{N_{\text{bkg}} + c_0} (N_{\text{bkg}} f_{\text{bkg}}(x) + \frac{c_0}{L} + \sum_{k=1}^{N_{\text{modes}}} c_k(M, \Gamma) \cos(k'(x - x_{\text{min}})),$$

(13)

Here $c_0$ can be understood as the effective signal yield (see Eq. 8) and could be negative due to interference. $f_{\text{bkg}}(x)$ is the normalized background PDF. The total PDF, $f(M, \Gamma)$, is already normalized due to the Fourier form. The optimization function (we still call it $\chi^2(M, \Gamma)$) is then

$$\chi^2(M, \Gamma) \equiv -2 \ln \Pi_{i=1}^{n} f(x_i|M, \Gamma) = -2 \sum_{i=1}^{n} \ln f(x_i|M, \Gamma).$$

(14)

In practice, we are using the following form for the Fourier coefficients.

$$c_k(M, \Gamma, A, B, C) = A(k) + B e^{-\frac{1}{2} (k'\sigma)^2 - k' \sqrt{\Gamma \sigma} \cos \theta} \cos(k' \sqrt{\Gamma \sigma} \cos \theta - C)$$

(15)

Here $A(k)$ is a polynomial function about the mode number $k$ (zeroth or first order is enough for toy experiments in next sections) to account for any background mismodeling. $B$ and $C$ are two floating parameters. They are introduced to account for the slow-varying functions not considered in the Fourier transformation.

In the end of this section, it is interesting to look closer at the exponential factor in Eq. 15. For a narrow-width resonance like the SM Higgs boson, we have $\Gamma \ll M$ and this factor is approximately

$$e^{-\frac{1}{2} \left( \frac{k\pi\sigma}{L} \right)^2 - \frac{1}{2} \frac{k \pi \Gamma}{L}}.$$  

(16)

If the two terms are comparable, we have

$$\left( \frac{k\pi\sigma}{L} \right)^2 = \frac{k\pi\Gamma}{L} \Rightarrow \Gamma = \frac{k\pi\sigma^2}{L}.$$  

(17)

Therefore we can use $\frac{\sigma^2}{L}$ as a crude estimation of the ideal sensitivity on measuring the width $\Gamma$. For a mass range $L = 1$ TeV and resolution $\sigma = 1$ GeV, this method seems to be able to probe a width of the order of MeV. This is essentially what we need in the case of SM Higgs width measurement.
FIG. 1. (color online) Differential cross sections for different phase angles, \( \delta = 180^{\circ} \) (top left), \( \delta = 90^{\circ} \) (top right), \( \delta = 0^{\circ} \) (bottom left) and \( \delta = -90^{\circ} \) (bottom right). The red curve represents the background; green curve represents the signal; blue curve represents the interference contribution; black curve is the sum of all terms and the yellow curve represents the sum of signal and interference.

III. TOY EXPERIMENTS

In this section, let us investigate the performance of this method based on the following example. Suppose we have an exponential background and a Breit-Wigner resonance signal and they interfere coherently. The resonance has a mass, \( M = 125 \text{ GeV} \), and full width, \( \Gamma = 10 \text{ GeV} \). To be exact, the differential cross section with respective to a mass variable, \( x \), is

\[
\frac{d\sigma}{dx} \propto \left| \frac{\sqrt{b}}{\sqrt{\tau}} e^{-\frac{x^2}{\tau}} + \frac{\sqrt{kbr e^{i\delta}}}{x^2 - M^2 + i\Gamma} \right|^2 ,
\]

(18)

where \( b \) represents the background yield; \( k = \frac{2\sqrt{2}M\gamma}{\pi\sqrt{M^2 + \gamma}} \) with \( \gamma \equiv \sqrt{M^2(M^2 + \Gamma^2)} \); \( \tau = 200 \text{ GeV} \) is the decaying length for the background distribution; and \( r = 0.005 \) is the signal-to-background yield ratio. The mass distributions for 4 relative phases \( (\delta = 180^{\circ}, 90^{\circ}, 0^{\circ} \) and \( -90^{\circ} \)) are shown in Fig. 1. We can see very different structures for the same resonance state.
FIG. 2. (color online) Fitting results for different phase angles, $\delta = 180^\circ$ (top left), $\delta = 90^\circ$ (top right), $\delta = 0^\circ$ (bottom left) and $\delta = -90^\circ$ (bottom right). The black dots with error bar represent the data sample. The red squares represent the background sample. The blue curves represent the fit results.

A. Perfect detector resolution

In the first place, we do not consider the effect of the detector resolution. For each relative phase, a data sample, a background sample and a signal sample (the method itself does not need the signal sample) are produced. Figure 2 shows the fitting results using the explicit signal model, namely, the formula in Eq. 18. They will be compared with the method proposed in this work.

To use the F2F method for fitting setup1, we calculate the Fourier coefficients for the data and background samples according to Eq. 9 and Eq. 10. The Fourier coefficients for the effective signal are obtained by their subtraction. Fitting Eq. 15 to these coefficients gives the final results. They are shown in Fig. 3 and we can clearly see the two features, exponential decaying and oscillation about mode number. The fitting results for setup2 are shown in Fig. 4. All results are summarized in Table I. They agree well with each other and also agree with the inputs. The difference between setup1 and setup2 is probably due to the different fitting strategies. The setup2 is always better than setup1. Therefore we
FIG. 3. (color online) Fitting results for different phase angles, $\delta = 180^\circ$ (top left), $\delta = 90^\circ$ (top right), $\delta = 0^\circ$ (bottom left) and $\delta = -90^\circ$ (bottom right). The black dots with error bar represent the Fourier coefficients of the effective signal (data subtracting background). The blue curves represent the full fitting results. The green dashed curves represents the slow-varying contribution, namely, the polynomial part in Eq. [15]

will use setup2 in next sections. The difference between the nominal method (i.e. using explicit signal model) and this method is probably because background modeling is slightly different. The former uses the exponential form with background yield floating while the latter uses the monte-carlo (MC) prediction directly with both background yield and shape fixed.

B. Imperfect detector resolution

In this section, the mass distribution for the phase angle $\delta = 180^\circ$ in last subsection is smeared out with three resolutions, 3 GeV, 6 GeV and 10 GeV, respectively. These distributions are shown in Fig. 5 as well as the fitting results using the explicit signal model.

The fitting results using the F2F method for setup1 and setup2 are shown in Fig. 6 and Fig. 7, respectively. Looking at Fig. 6, it is interesting to find that we see less oscillations as the detector resolution is bigger. This plot helps us to determine how many terms should be
FIG. 4. (color online) Fitting results for different phase angles, $\delta = 180^\circ$ (top left), $\delta = 90^\circ$ (top right), $\delta = 0^\circ$ (bottom left) and $\delta = -90^\circ$ (bottom right). The black dots with error bar represent the Fourier coefficients of the effective signal (data subtracting background). The green histograms represent the background. The blue curves represent the full fitting results.

TABLE I. Summary of the fitting results on the mass and width in the case of perfect detector resolution (unit: GeV)

| Phase | Mass (GeV) | Width (GeV) | Mass (GeV) | Width (GeV) | Mass (GeV) | Width (GeV) |
|-------|------------|-------------|------------|-------------|------------|-------------|
| $180^\circ$ | $124.52 \pm 1.05$ | $13.07 \pm 2.04$ | $124.58 \pm 1.31$ | $11.48 \pm 2.33$ | $124.53 \pm 0.92$ | $11.05 \pm 1.60$ |
| $90^\circ$ | $123.47 \pm 0.71$ | $10.15 \pm 1.78$ | $124.49 \pm 0.97$ | $9.57 \pm 2.02$ | $124.12 \pm 0.74$ | $9.82 \pm 1.56$ |
| $0^\circ$ | $125.27 \pm 0.77$ | $10.57 \pm 1.56$ | $125.04 \pm 0.96$ | $9.08 \pm 2.01$ | $125.14 \pm 0.68$ | $9.24 \pm 1.41$ |
| $-90^\circ$ | $124.21 \pm 0.57$ | $8.29 \pm 1.48$ | $124.20 \pm 1.03$ | $8.28 \pm 1.95$ | $124.40 \pm 0.63$ | $7.85 \pm 1.43$ |
FIG. 5. (color online) Fitting results for three resolutions, 3 GeV (left), 6 GeV (middle) and 10 GeV (right). The black dots with error bar represent the data sample. The red squares represent the background sample. The blue curves represent the fit results.

FIG. 6. (color online) Fitting results for three resolutions, 3 GeV (left), 6 GeV (middle) and 10 GeV (right). The black dots with error bar represent the Fourier coefficients of the effective signal (data subtracting background). The blue curves represent the full fitting results. The green dashed curves represents the slow-varying contribution, namely, the polynomial part in Eq. 15 kept in the Fourier series. The numerical results are summarized in Table II. The estimated mass and width agree well with the inputs with similar precisions.

It is worth mentioning a subtle thing about smearing. By approximating a distribution function about an observable, \( x \), by a cosine Fourier series in the range \((0, L)\), we actually assume the distribution function is symmetrical about \( x = 0 \) and has a period \( 2L \). This makes the convolution with a Gaussian function very easy to calculate as shown in Eq. 7, but also reveals a disadvantage of the Fourier series approximation. This is because the distribution in reality is probably neither symmetric about \( x = 0 \), nor periodic. To check its potential effect, we restrict the convolution range from \((-\infty, +\infty)\) to \((0, L)\) in calculating the smeared out coefficients in Eq. 7. Supposing \( L = 100 \) and the resolution is 10 (the unit is non-relevant for the discussion), the smeared distribution differences between the
FIG. 7. (color online) Fitting results for three resolutions, 3 GeV (left), 6 GeV (middle) and 10 GeV (right). The black dots with error bar represent the Fourier coefficients of the effective signal (data subtracting background). The green histograms represent the background. The blue curves represent the full fitting results.

TABLE II. Summary of the fitting results on the mass and width in the case of imperfect detector resolution (unit: GeV).

| Resolution | Mass       | Width     | Mass       | Width     | Mass       | Width     |
|------------|------------|-----------|------------|-----------|------------|-----------|
| 3          | 125.69 ± 1.48 | 12.66 ± 2.90 | 125.45 ± 1.97 | 11.18 ± 4.04 | 125.13 ± 1.39 | 10.84 ± 2.75 |
| 6          | 126.36 ± 1.76 | 11.61 ± 2.76 | 127.07 ± 2.28 | 10.79 ± 3.76 | 127.03 ± 1.62 | 10.52 ± 2.58 |
| 10         | 125.93 ± 2.17 | 12.02 ± 4.01 | 127.08 ± 3.09 | 11.25 ± 5.62 | 126.51 ± 2.17 | 10.16 ± 3.76 |

two convolution ranges are shown in Fig. 8 for different frequency modes. As expected, the difference is only significant around the edges. Therefore we should choose a range where the structure to be studied is far from both edges by a distance of at least 2 times the resolution (as observed in Fig. 8).

IV. APPLICATION 1: SM HIGGS WIDTH MEASUREMENT

In this section, we apply the F2F method to the measurement of the width of the SM Higgs boson, $h$, using the 4 muon final state. We have two signal processes, $gg \rightarrow h \rightarrow ZZ^{*} \rightarrow 2\mu^{+}2\mu^{-}$ and $qq \rightarrow h \rightarrow ZZ^{*} \rightarrow 2\mu^{+}\mu^{-}$, where the former dominates. They are simulated using the MC generator gg2VV \cite{10,11} and Madgraph5_aMC@NLO \cite{12}, respec-
FIG. 8. (color online) The difference between the smeared distribution function with the convolution range \((-\infty, +\infty)\) and that with the convolution range \((0, 100)\) for different frequency modes. The resolution is 10.

tively. Correspondingly, we also have two coherent background processes, \(gg \to 2\mu^+2\mu^-\) and \(qq \to 2\mu^+2\mu^-\), where the Higgs boson is not involved and the latter one dominates.

The events are selected with similar but simpler conditions as in Ref. [13, 14]. Muons are required to have transverse momentum, \(p_T\), larger than 3 GeV and absolute pseudo rapidity, \(|\eta|\), less than 2.6 in the event generation. We further require there are at least 1 muons with \(p_T > 20\) GeV and at least 2 muons with \(p_T > 10\) GeV. The invariance mass of any \(\mu^+\mu^-\) pair, \(m_{\mu^+\mu^-}\), is required to be greater than 10 GeV. The pair of \(\mu^+\mu^-\) with closest mass to the \(Z\) boson (denoted by \(\mu^+\mu^- (Z)\)) is required to satisfy \(12 < m_{\mu^+\mu^- (Z)} < 120\) GeV while the other pair (denoted by \(\mu^+\mu^- (Z^*)\)) to satisfy \(m_{\mu^+\mu^- (Z^*)} > 40\) GeV if \(m_{\mu^+\mu^- (Z)} < 40\) GeV. For simplicity, we do not consider other non-coherent backgrounds and do not perform detector simulation. But a Gaussian smearing with a resolution 1.19 GeV [15] is applied to the invariant mass of the 4-muon final state, \(m_{4\mu}\). The mass distributions for different processes with or without the Higgs resonance are shown in Fig. 9 normalized to a luminosity of 80 fb\(^{-1}\). We can see that the interference effect is destructive at high-mass region.

To investigate the performance, the F2F method is applied in two regions, namely, the on-shell region \((100 < m_{4\mu} < 170\) GeV\) and the long region \((100 < m_{4\mu} < 800\) GeV\). In the on-shell region, a likelihood fit without considering the interference effect is also performed. We call it “nominal fit” throughout this section. 2000 toy data samples are generated to obtain the expected sensitivity on the width measurement.
FIG. 9. (color online) The four-muon mass distribution from the process $gg \rightarrow 4\mu$ (L), $qq \rightarrow 4\mu$ (M) and their combination $pp \rightarrow 4\mu$ (R). The red (blue) histogram represents the distribution with (without) including the Higgs boson in the upper pad while their ratio is shown in the lower pad. The green band in the lower pad indicates the background MC uncertainty (the uncertainty itself is not considered in the fit).

FIG. 10. (color online) Nominal fit in the on-shell region (L), F2F fit in the on-shell region (M) and F2F fit in the long region (R). The black dots with error bar represent data; the green histograms in the middle and right plots represent the background; the blue curves represent the best fit. In the middle and right plots, the green band in the lower pad indicates the background MC uncertainty (the uncertainty itself is not considered in the fit).

Figure 10 shows the three fitting results to a toy data sample. The distribution of the best-fit Higgs mass and width from 1000 toys is shown in Fig. 11 and Fig. 12, respectively. We can see that the distribution is Gaussian for the mass while non-Gaussian for the width. Especially, a big fraction of toys give very small higgs width, which is why the first bin is
FIG. 11. (color online) Distribution of the Higgs mass from the nominal fit in the on-shell region (L), F2F fit in the on-shell region (M) and F2F fit in the long region (R). All distributions are normalized to unit area.

FIG. 12. (color online) Distribution of the Higgs width from the nominal fit in the on-shell region (L), F2F fit in the on-shell region (M) and F2F fit in the long region (R). All distributions are normalized to unit area. The red and green arrows represent the upper limits at 68.3 % and 90 % confidence level, respectively.

Very high in Fig. 12. To illustrate the sensitivity, the upper limits corresponding to 68.3 % Confidence Level (C.L.) and 90 % C.L. are found and shown by arrows in Fig. 12.

All numerical results are summarized in Table III. The nominal fit has a better sensitivity on the Higgs mass but its sensitivity on the width is much worse than the F2F fit (even just in the on-shell region). The F2F fit in the long region has the best sensitivity on the width measurement. It shows that the new method is promising for the SM Higgs width measurement.

In the end of this section, it is worth noting that the long region only uses events with $m_{4\mu}$ up to 800 GeV. In real measurements, events with the four-lepton mass up to 2000 GeV or more are used. To use longer region, we have to prepare huge MC samples so that the tiny interference effect is visible against the MC uncertainty itself. The traditional
TABLE III. Summary of Higgs mass and width measurements for different methods (unit: GeV).

| Parameter | Nominal (on-shell region) | F2F (on-shell region) | F2F (long region) |
|-----------|---------------------------|-----------------------|-------------------|
| $m_H$     | 124.99 ± 0.34             | 125.05 ± 0.45         | 125.03 ± 0.45     |
| $\Gamma_H$ (68.3%) | 0.61                     | 0.31                  | 0.27              |
| $\Gamma_H$ (90%)   | 1.54                     | 1.04                  | 0.92              |

off-shell method is also not compared in this paper due to its complexity [13, 14]. Both points are beyond the author’s ability.

V. APPLICATION 2: NEW RESONANCE SEARCH

In this section, we will use a simple example to illustrate how to use this method to search for new resonance. Suppose we are searching for a new particle, decaying to a pair of leptons, on the spectrum of the di-lepton mass, $m_{ll}$, from 100 GeV to 2 TeV. We further assume that the di-lepton mass resolution is 2 % $\times m_{ll}$.

Two toy data samples are produced under the background-only hypothesis and the background-plus-signal hypothesis with inputing a resonance with mass 1 TeV and width 50 GeV, respectively. They are shown in Fig. 13. To hunt for a new particle with unknown mass and width, we perform multiple fits with mass changing from 200 GeV to 1.9 TeV with a step 100 GeV and width changing from 5 GeV to 100 GeV. Combining these fits and the background-only fit allows us to obtain the significance of a possible resonance for given mass and width. This is the local $p_0$ value and shown in Fig. 14. The left plot shows the $p_0$ values for the background-only toy data sample. There seems to be a signal with mass 1.3 TeV and width 5 GeV but the significance is small. The corresponding fit is shown in the left plot in Fig. 13. The right plot of Fig. 14 shows the $p_0$ values for the background-plus-signal toy data sample. A signal with mass 1 TeV is clearly seen. This is consistent with our input. The corresponding fit is shown in the right plot of Fig. 13.

To be exact, the calculation formula for the $p_0$ value is shown below.

$$p_0(M, \Gamma) = \int_{\chi_b^2}^{+\infty} f_2(x) dx,$$

where $\chi_b^2$ ($\chi_{s+b}^2$) is the best-fit $\chi^2$ value defined in Eq. 14 in the background-only (background-plus-signal) fit; $f_2(x)$ is the chi-square distribution function with 2 degrees of freedom (be-
FIG. 13. (color online) Fit to the toy data events generated under the background-only hypothesis (L) and background-plus-signal hypothesis (R). The left plot shows the fit with a resonance of mass 1.3 TeV and width 5 GeV. The right plot shows the fit with a resonance of mass 1 TeV and width 50 GeV. In the upper pads, the black dots with error bar represent data; the green histograms represent the background; the blue curves represent the best fit. The ratio between data and background is shown in the lower pads. The green band indicates the background MC uncertainty (the uncertainty itself is not considered in the fit).

cause we have 2 extra floating parameters after fixing $M$ and $\Gamma$ under the background-plus-signal hypothesis in Eq. [15].

VI. SUMMARY

The interference effect is believed to be more and more important in future searches for new particles. It is crucial to determine the mass and width of the new particle even if the interference makes the new particle show up with strange shape. In this work, a model-independent method, F2F, is proposed to search for an unknown particle and measure its mass and width when we do not have enough knowledge about the interference details. We express the sum of resonant signal and the interference as a cosine Fourier series and relate the Fourier coefficients with the mass and width. The detector resolution effect can be considered conveniently. No information on the signal model is needed. Toy experiments
FIG. 14. (color online) Local $p_0$ values for different masses and widths from fits to toy data events generated under background-only hypothesis (L) and background-plus-signal hypothesis (R).

show good agreement between the results from F2F and the inputs. The precision is close to that from fitting using an explicit signal model. We also show that the method can be used to measure the SM Higgs width and to make statistic interpretation in searching for new resonance allowing for interference.
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