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Abstract—In this article, we give a condition for the global controllability of affine nonlinear control systems with drifts on Euclidean spaces. Under regularity assumptions, the condition is necessary and sufficient in the codimension-1 and codimension-2 cases, and holds for systems of higher codimensions under mild restrictions. We then investigate motion planning problems for codimension-1 affine systems, and give proof of the global existence of the lift to control curves for certain drifted systems using the homotopy continuation method.

I. INTRODUCTION

Finding necessary and sufficient conditions for the global controllability of affine control systems

\[\dot{x}(t) = f|_{x(t)} + \sum_{i=1}^{m} u^i(t)g_i|_{x(t)} \tag{1}\]

with smooth vector fields \(f, \{g_i\}_{i=1}^{m}\) and measurable, essentially bounded controls \(\{u^i\}_{i=1}^{m}\) is a basic problem in control theory. It has been investigated since the 1930s when Chow and Rachevskii provided bracket-generating conditions \([1]\) for the global controllability of the driftless version of (1) as

\[\dot{x}(t) = \sum_{i=1}^{m} u^i(t)g_i|_{x(t)} \tag{2}\]

where \(\{u^i\}_{i=1}^{m}, \{g_i\}_{i=1}^{m}\) are as in (1). The global controllability condition of (1) has been solved in some simple cases, such as when the drift vector field \(f\) lies in the Lie algebra generated by \(\{g_i\}_{i=1}^{m}\) \([2]\), for planar systems \([19]\), and for codimension-1 systems under assumptions requiring global generating families \([14]\). The general case, however, remains open.

Suppose the system (1) is defined on a manifold \(M\). For \(\forall p \in M\), the reachable set of \(p\) is defined as

\[\mathcal{A}(p) := \bigcup_{T \geq 0} \mathcal{A}(p, T),\]

where

\[\mathcal{A}(p, T) := \left\{ x(T) \bigg| \exists u \in L^1([0, T], \mathbb{R}), i = 1, \ldots, m, \ (x(t), u(t)) \text{ satisfying (1), } x(0) = p \right\}.\]

When \(\mathcal{A}(p)\) contains an open set with respect to the topology of \(M\), we say that the system (1) is strongly attainable at \(p\). If for \(\forall p \in M, \mathcal{A}(p) = M\), we call (1) globally controllable.

For globally controllable driftless affine systems, the motion planning problem has been widely considered. Its basic objective is: given any pair \((p, q)\) in the state space of a control system, to design a control that yields an admissible trajectory steering \(p\) to \(q\). Several methods have been proposed for this problem, such as the nilpotent approximation \([11]\), the loop method \([18]\), and steering with sinusoidal controllers \([15]\). However, there have been few investigations of motion planning problems for drifted affine systems due to the difficulty of dealing with drift and the lack of controllability conditions \([23]\).

Over the past thirty years, the homotopy continuation method (HCM) introduced by \([21]\) has been applied to motion planning of affine systems and has shown good performance in numerical practice \([3]\). The basic idea of HCM for driftless affine systems is to lift a curve in \(M\) to one in the control space \(U\) through the endpoint map \(\mathcal{E}_p : U \to M, u \mapsto \gamma_{u,p}(1)\), where \(\gamma_{u,p}\) is the solution of the control system (2) corresponding to \(u\) starting from \(p \in M\). If a path \(\gamma(t)\) connecting \(q_0\) and \(q\) on \(M\) can be lifted through \(\mathcal{E}_p\) to a path \(\zeta\) on \(U\) starting from \(u_0\), satisfying \(\mathcal{E}_p(u_0) = q_0\), that is,

\[\exists \zeta : [0, 1] \to U, \text{ s.t. } \gamma(t) = \mathcal{E}_p(\zeta(t)), \forall t \in [0, 1],\]

then the trajectory \(\zeta(1) := (u_1(1), \ldots, u_m(1)) \in U\) will give the required controls \(u_1(t), \ldots, u_m(t)\) driving system (1) from \(p\) to \(q\) by time \(t = 1\).

A sufficient condition for the curve \(\gamma(t)\) to be lifted is the existence of the solution to the following path-lifting equation (PLE):

\[D\mathcal{E}_p|_{\zeta(t)} \frac{d\zeta(t)}{dt} = \frac{d\gamma(t)}{dt}. \tag{3}\]

If (3) admits a global solution on \([0, 1]\), then the motion planning problem is solved by \(u(t) = \zeta(1)\) (numerically, (3) can be solved by a finite-dimensional approximation of the control space \([3]\)). Thus, the problem is reduced to avoiding singular points of \(D\mathcal{E}_p\) and finding conditions on the vector fields of (2) for the PLE to be solved globally on \([0, 1]\). It was proved \([10]\) that if the Moore-Penrose inverse of \(D\mathcal{E}_p\) at \(u\), denoted by \(P(u)\), has linear growth of \(\|u\|\) on any compact
set, then (3) is globally solved on \([0, 1]\). Such conditions are satisfied for some special types of driftless systems [10], [22], but so far there are no known results on the application of HCM to drifted systems. This is because the domain of the endpoint map should be changed to a product space for drifted cases, and due to the existence of the drift, the time parameter cannot be restricted to \([0, 1]\) as in the driftless case, which will also change the PLE consequently.

In this article, we consider affine systems defined on \(\mathbb{R}^n\) with nonzero drifts. We will show that when the control Lie algebras of the corresponding driftless systems are regular and the controls are \(L^2\), the sufficient conditions given in [8, Theorem 6.1] are also necessary for global controllability of systems of codimension 1, and of systems of codimension 2 or higher under certain restrictions. We then discuss the motion planning problems of globally controllable affine systems. When a system of codimension 1 allows globally generating vector fields, we provide a simple steering algorithm; and for general drifted systems, we adopt the HCM and show the global existence of the lifting curve when the vector fields satisfy certain restrictions.

II. NECESSARY AND SUFFICIENT CONDITIONS FOR CONTROLLABILITY: CODIMENSION 1

Consider the system (1) defined on \(\mathbb{R}^n\). From now on we denote by \(G := \text{Lie}\{g_i\}\) the Lie algebra generated by \(\{g_i\}_{i=1}^m\), i.e. the smallest Lie algebra containing \(\{g_i\}_{i=1}^m\). We make the following assumption:

(A1) \(G\) is regular, i.e. \(\dim G|_{x} = \text{Const}, \forall x \in \mathbb{R}^n\).

Let \(M\) be a manifold and \(\Delta\) an involutive distribution on \(M\) (in this article we assume that all distributions are smooth). Given \(x \in M\), denote by \(\mathcal{I}_\Delta(x)\) the maximal integral submanifold passing through \(x\) corresponding to \(\Delta\). Under the assumption (A1), we define the codimension of the system (1) as \(n - \dim G\), and if the system is of codimension \(k\), then every integral manifold \(\mathcal{I}_G(x)\) is an \((n - k)\)-dimensional injectively immersed edgeless submanifold in \(\mathbb{R}^n\), giving \(\mathbb{R}^n\) a codimension-\(k\) foliation structure [6], where every maximal integral submanifold is a leaf. In fact, \(\mathcal{I}_G(x)\) is the reachable set of \(x\) corresponding to the driftless system (2). This is the classical Chow-Rashevskii theorem [1].

Given a manifold \(M\) and a vector field \(X \in \mathfrak{X}(M)\), denote by \(\psi_t^X(x)\) the flow of \(X\) starting from \(x \in M\) after time \(t\). The critical question in the problem of controllability of affine nonlinear system (1) is whether \(\{\psi^X_t(x)\}_{t<0}\) can intersect the reachable set of \(x\) (we assume that all vector fields mentioned are complete).

Lemma 2.1: Consider the control system (1) of codimension 1. Denote by \(A_f(x)\) the reachable set of a state \(x \in M\) with respect to (1). Consider the following system

\[
\dot{x}(t) = -f|_{x(t)} + \sum_{i=1}^{m} u^i(t)g_i|_{x(t)} \tag{4}
\]

where \(f, \{g_i\}\) are vector fields defined as in (1). Denote by \(A_{-f}(x)\) the reachable set of \(x \in M\) with respect to (1). Then the following conditions are equivalent:

1) The system (1) is globally controllable;
2) The system (4) is globally controllable;
3) \(A_f(p) \cap A_{-f}(p) \neq \emptyset, \forall p \in M\).

Proof: \(\forall p, q \in M, q \in A_{-f}(p)\) is equivalent to \(p \in A_f(q)\), hence \(A_{-f}(p) = M, \forall p \in M\) is equivalent to \(A_f(p) = M, \forall x \in M\).

On the other hand, if \(A_f(p) \cap A_{-f}(p) \neq \emptyset\), then there exists a control \(u : [0, 1] \rightarrow \mathbb{R}\) s.t. the trajectory \(\gamma_u : [0, T] \rightarrow M\) corresponding to \(u\) satisfies \(\gamma_u(0) = \gamma_u(T) = p\). Choose a neighbourhood \(U\) of \(p\) such that there exists a point \(y \in \gamma_u([0, T])\) satisfying \(q \notin A_f(p) \cap U\); then there is a neighbourhood \(V\) of \(p\) such that \(V \subset \mathcal{I}_f(q)\). Also note that \(A_f(q) \subset A_f(p)\), one can see that \(A_f(p)\) contains an open neighborhood of \(p\), hence by the well known fact that pointwise local controllability implies global controllability [13], the system is globally controllable. ■

Proposition 2.2: Consider system (1) of codimension 1. Suppose \(\exists p \in M\) such that there is a open neighbourhood \(U_p\) of \(p\) such that \(\mathcal{I}_G(x)\) is dense in \(U_p\), then the system is globally controllable from any point \(q_1 \in U_p\) to another point \(q_2 \in U_p\), if and only if, the system is bracket-generating at each point in \(U_x\).

Proof: We need to show that \(A_f(q) \cap A_{-f}(q) \neq \emptyset, \forall q \in U_p\). Since \(\mathcal{I}_G(p)\) is dense in an open set of \(M\), \(A_f(q)\) and \(A_{-f}(q)\) are both dense in \(U_p\), also they both have nonempty interior with respect to the topology of \(M\), so there are two open and dense subsets in \(U_p\), and they must intersect. The conclusion follows by Lemma 2.1. ■

Therefore, for the case where (1) is defined over \(\mathbb{R}^n\), we make another assumption:

(A2) For any open set \(U \subset \mathbb{R}^n\), \(\mathcal{I}_G(x)\) is not dense in \(U\). This is equivalent to say that \(\mathcal{I}_G(x)\) is an embedding in \(\mathbb{R}^n\), \(\forall x \in \mathbb{R}^n\) [17, Lemma 3.2].

The following lemma is crucial for our proof of the controllability criteria.

Lemma 2.3: A maximal integral manifold corresponding to a codimension-1 involutive distribution satisfying (A2) separates \(\mathbb{R}^n\) into at least two connected components.

Proof: According to [12], consider an immersion \(f : M \rightarrow N\), where \(M\) and \(N\) are edgeless manifolds of dimensions \(n - 1\) and \(n\), respectively, if the inverse images of compact sets are compact and \(H_1(N; \mathbb{Z}/2\mathbb{Z}) = 0\), then \(N\setminus f(M)\) is not connected. In our context, since the codimension 1 integral manifolds satisfying (A2) are embeddings and \(H_1(\mathbb{R}^n; \mathbb{Z}/2\mathbb{Z}) = 0\), they satisfy these conditions and hence \(\mathbb{R}^n \setminus \mathcal{I}_G(x)\) is not connected. ■

We call a system (1) regular if its corresponding Lie algebra \(G\) satisfies both (A1) and (A2). The key argument of the controllability criteria is based on the so-called shift of the vector fields of regular systems, defined as follows.

Definition 2.4 ([8]): Let \(M\) be a smooth manifold and \(\Delta\) a distribution on \(M\). Given a vector field \(X \in \mathfrak{X}(M)\), by \(X \in \Delta\) we mean that \(X|_x \in \Delta|_x, \forall x \in M\).

1) Given \(x, y \in M\) and tangent vectors \(\xi \in T_xM, \eta \in T_yM\), if \(\exists y_1, \cdots, y_m \in \Delta, t_1, \cdots, t_m \geq 0, \text{s.t.}\)

\[
x = \varphi^{t_m}_{y_m} \cdots \varphi^{t_1}_{y_1}(y), \quad \xi = (\varphi^{t_m}_{y_m})_\ast \cdots (\varphi^{t_1}_{y_1})_\ast(\eta),
\]

Therefore, \(\mathcal{I}_G(x)\) is not dense in \(U\).
then $\xi$ is called the $\Delta$-shift of $\eta$ from $y$, denoted by $\xi = \Delta_\eta(y, x)(\eta)$.

2) Given a subset $S \subset X(M)$, the $\Delta$-shift of $S$ to a point $x$ is defined as

$$\Delta_x S(x) := \{\Delta_x(y, x)(S)|_y)| y \in \mathcal{I}(x) \} \subset T_x M.$$  

(6)

3) A vector field $X$ is called $\Delta$-invariant, if $\Delta X(x) = X|_{x}$, $\forall x \in M$. This is equivalent to that $[X, Y] = 0$, $\forall Y \in \Delta$.

With the above notions, now we state the main theorem for codimension-1 cases.

**Theorem 2.5:** Consider the system (1) of codimension 1 satisfying (A1)(A2). It is globally controllable if and only if

$$0 \in \text{Int Con}\{G_x f(x), G_{|_x} \}, \ \forall x \in \mathbb{R}^n,$$

(7)

where Con is the convex hull of vectors in $T_x M$.

**Proof:** The sufficiency was proved in [8, Theorem 6.1]. Here we show the necessity.

Suppose the condition (7) is not satisfied, then $\forall x \in \mathbb{R}^n$ there exists a non-vanishing $G$-invariant smooth vector field $\xi$ on $\mathcal{I}(x)$ such that $\forall x \in \mathbb{R}^n$, $f|_x \in G^*|_x$, where $G^*|_x$ is the complement in $T_x \mathbb{R}^n$ of the connected component of $T_x \mathbb{R}^n \setminus G|_x$ containing $\xi|_x$; which is denoted as $f \in G^*$ for short.

Since according to Lemma 2.3 the whole space is separated by $\mathcal{I}(x)$, and $\xi$ as a normal vector field actually gives an orientation of $\mathcal{I}(x)$, one can see that a trajectory of (1) starting from $\mathcal{I}(x)$ cannot cross it in positive time, since $f \in G^*$ means that the direction of $f$ on $\mathcal{I}(x)$ is either zero or equal to the orientation normal vector field. So the system is not globally controllable.

**Remark 2.6:** The condition (7) aims to separate $A_f(x)$ and $A_{-f}(x)$, the latter of which is the negative-time-reachable set of (1). By the Baker-Campbell-Hausdorff formula, (7) is actually equivalent to

$$0 \in \text{Int Con}\{G_{|_x}, ad_G f|_x \}, \ \forall x \in \mathbb{R}^n.$$  

(8)

Due to topological reasons, we cannot always find $n - 1$ non-vanishing smooth vector fields that pointwise generate a codimension-1 distribution. But when this is achievable, the above condition (7) can be simplified to a form that is easier to verify.

**Corollary 2.7:** Consider a codimension-1 system satisfying (A1)(A2). If there exist $n - 1$ vector fields $\tilde{g}_1, \cdots, \tilde{g}_{n-1}$ such that $\forall x \in \mathbb{R}^n$, $G_x|_x = \text{Span}_{\mathbb{R}} \{\tilde{g}_1|_x, \cdots, \tilde{g}_{n-1}|_x\}$, construct the following criterion function

$$C(x) := \det(\tilde{f}|_x, \tilde{g}_1|_x, \cdots, \tilde{g}_{n-1}|_x).$$  

(9)

then the system is globally controllable if and only if for $\forall x \in \mathbb{R}^n$, $\exists y_1, y_2 \in \mathcal{I}(x)$, s.t. $C(y_1)C(y_2) < 0$, i.e. the criterion function (9) changes its sign on each leaf.

The proof is straightforward by noticing that (9) aims to verify whether $f$ gives an orientation of the submanifold $\mathcal{I}(x)$. This corollary this corollary confirms partly the conjectures in [20].

### III. Conditions for Controllability: Codimension $k > 1$

Now consider systems of higher codimensions. As an analogue of (A2), to ensure that integral manifolds are embeddings, we make the following assumption on the system (1).

(A2') $\forall p \in \mathbb{R}^n$, given any $(n - k + 1)$-dimensional cube in $\mathbb{R}^n$, $\mathcal{I}_G(p)$ is not dense in it with respect to the $(n - k + 1)$-dimensional Euclidean topology.

**Remark 3.1:** In fact, one may change (A2') to a weaker form: if for $\forall x$, $\mathcal{I}_G(x)$ is of finite depth [16], then each of them is an embedding (while the converse is not always true).

We will show that Theorem 2.5 still holds for codimension-2 systems under the assumption (A2'), and the condition (7) is necessary and sufficient for global controllability of codimension $k$ ($k > 2$) systems under certain restrictions.

First, we define the supporting distribution of vector fields.

**Definition 3.2:** Consider a codimension-$k$ distribution $D$ on a manifold $M$, denote its complement in $X(M)$ by $D^\perp$, i.e. $D|_x \oplus D^\perp|_x = T_x M$, $\forall x \in M$. Given a $(k-1)$-dimensional distribution $S \subset D^\perp$, a set $F \subset X(M)$ is called $S$-supported along $D$ if $S$ is $D$-invariant and there exists a $D$-invariant non-vanishing smooth vector field $\xi \in H\setminus S$, such that $\forall x \in U$, $F|_x \subset S^+|_x$, where $S^+|_x$ is the complement in $D^\perp$ of the connected component of $(D^\perp \setminus S)|_x$ containing $\xi|_x$, and this is briefly denoted as $f \in S^+$.

Since $\text{Con}\{G_x f(x), G_{|_x}\} \subset \mathbb{R}^n$ is an affine subspace in $T_x M$, one can see that under the assumption (A1) any system (1) which does not satisfy (7) will allow a supporting distribution along $G$. Further, we have the following statement on the necessity of (7) for a class of codimension-$k$ systems.

**Theorem 3.3:** Consider the system (1) of codimension $k$ satisfying (A1)(A2'). If the condition (7) is not satisfied and for the supporting distribution $S$ we have

$$f|_x \notin \text{Lie}(S)|_x, \ \forall x \in \mathbb{R}^n,$$

(10)

then the system is not globally controllable.

**Proof:** If $f \notin \text{Lie}(S)$, then $G \oplus S$ is a codimension-1 involutive distribution; therefore each of its maximal integral manifolds will separate $\mathbb{R}^n$ into two components. By similar arguments as in the proof of Theorem 2.5 since $f$ is $S$-supported along $G$, a trajectory starting from $x \in \mathbb{R}^n$ will remain in one connected component of $\mathbb{R}^n \setminus \mathcal{I}_G(x)$ and its boundary, preventing the system from being controllable.

Since 1-dimensional distributions are always involutive, we have the following corollary immediately.

**Corollary 3.4:** For codimension-2 systems satisfying (A1)(A2'), the condition (7) is necessary and sufficient for global controllability.

We give an example of codimension 3 to illustrate the necessity of the condition.

**Example 3.5:** Consider a system (1) in $\mathbb{R}^6$, where $m = 2,$
and
\[ g_1(x_1, \cdots, x_b) = (1, 0, 0, 0, 0, 0)^T, \]
\[ g_2(x_1, \cdots, x_b) = (0, 1, x_1, 0, 0, 0)^T, \]
\[ f(x_1, \cdots, x_b) = (0, 0, 0, 1, x_1, x_2)^T, \]
one can check that it satisfies (A1)(A2). To be specific, \( G = \text{Lie}(g_1, g_2) = \text{Span}_\mathbb{R}\{(1, 0, 0, 0, 0, 0)^T, (0, 1, 0, 0, 0, 0)^T, (0, 0, 0, 0, 0, 0)^T\}, \) \( \dim G = 3; \) \( \text{Span}_\mathbb{R}\{f, \text{Lie}(g_1, g_2, f)\} = \mathbb{R}^6. \) That is to say, this system is strongly attainable; however, choosing supporting distribution as \( S := (0, 0, 1, 1, 0, 0)^T, \) it follows that the system satisfies \( 10 \) but does not satisfy \( 7 \) by Remark 2.6. We can check that \( (0, 0, 0, -1, 0, 0)^T \) does not belong to the reachable set of \( (0, 0, 0, 0, 0, 0), \) since \( (0, 0, 0, 0, 0, 0) \) is not in the interior of \( \text{Con}\{g_1, g_2, \text{ad}_G f\}. \)

Remark 3.6: Consider the control-affine system \( I \) of codimension \( k \) satisfying (A1)(A2). If \( 7 \) is not satisfied and the corresponding supporting distribution \( S \) of \( f \) is involutive, then \( \forall \in \mathbb{R}^n, \) there exists a neighbourhood of \( I_G(x) \) such that all the leaves in this neighbourhood are partially ordered by the flow of \( f \). However, if the supporting distribution \( \text{Lie}-\)generates \( f, \) this local partial order on the foliation cannot be properly defined, since in that case, \( f \) may be recurrent [5], allowing a point to move from leaves of lower order to those of higher order.

Note that the topological structure of a manifold tangent to a distribution \( S \) may be complicated when \( S \) is not involutive; [4] has shown that the Hausdorff dimension of a \( k \)-dimensional characteristic submanifold tangent to a \( k \)-dimensional non-involutive distribution is less than \( k-1, \) so, in that case, the product manifold will certainly not separate the whole state space.

Finally, as the sufficiency of the condition \( 7 \) for global controllability has been proved for codimension-\( k \) systems [8], we conjecture that the condition in theorem 3.3 is the one needs to make \( 7 \) necessary and sufficient.

Conjecture 3.7: Consider \( I \) satisfying (A1)(A2). If \( 7 \) is not satisfied and for the corresponding supporting distribution \( S \) one has \( f \in \text{Lie}(S), \) then the system is globally controllable.

The argument above can be applied analogously to switched systems, making the conditions in [7] necessary and sufficient. We state the conclusion as follows.

Theorem 3.8: Consider a switched control-affine system
\[ \dot{x}(t) = f^{\sigma(t)}\left|_{x(t)}\right. + \sum_{i=1}^m u^i(t)g^{\sigma(t)}\left|_{x(t)}\right. \]
where \( \sigma : [0, +\infty) \to \{1, \cdots, N\} \) is a measurable right-continuous mapping called the switching signal, and \( \{f^j\}_{j=1}^N, \{g^j\}_{j=1}^N \) are smooth vector fields on \( \mathbb{R}^n. \) Let \( G := \text{Lie}(g^j), F := \{f^j\}_{j=1}^N, \) then if \( G \) satisfies assumptions (A1)(A2) and
\[ 0 \in \text{Int} \text{Con}\{G, F, x(t), G(x)\}, \quad \forall x \in \mathbb{R}^n, \]
then (12) is necessary and sufficient for global controllability of system (11) of codimension-1 and codimension-2, and when the system (11) is regular of codimension \( k > 2 \) satisfying
\[ F \mid_x \not\in \text{Lie}(S)\mid_x, \quad \forall x \in \mathbb{R}^n, \]
the system satisfies (12) if it is globally controllable.

IV. MOTION PLANNING OF DRIFTED CONTROL-AFFINE SYSTEMS

In this section, we consider motion planning problems of the system (1). For a class of codimension-1 systems, we directly lift curves in state spaces to control spaces in two steps; as for general affine systems, we extend the HCM to some special kinds of strong bracket-generating drifted affine systems.

From now on, assume the manifold \( M \) on which the control system (1) is defined to be diffeomorphic to \( \mathbb{R}^n \) with Euclidean topology.

A. Simplest Case of Codimension 1

The simplest case is as in Corollary 2.7, the distribution is globally generated by \( n-1 \) non-vanishing vector fields, and we assume that the points where \( f \in G \) form a connected set of zero measure. Given \( x \in M \) and an orientation of \( I_G(x), \) the whole space is then divided into three parts: the set above \( I_G(x), \) the set beneath \( I_G(x) \) with \( f \) along the positive orientation, and the set beneath \( I_G(x) \) with \( f \) along the negative orientation.

When the starting and ending points are on different sides of the separating plane, we design the algorithm in several steps: first, drive the trajectory along the direction where \( C(x) \) diminishes; when the orientation of the drift vector field is reversed, then for any two points \( p, q \) lying in a partially ordered foliated space as described in Remark 3.6 and for any curve \( \gamma(t) \) connecting \( p \) and \( q \) flowing from higher order slices to lower order ones, that is to say, one may lift it to an admissible trajectory of (1).

Taking \( \langle \cdot, \cdot \rangle \) as conventional Euclidean inner product, a curve \( \gamma : [0, T] \to M \) is called along a vector field \( f \) if it satisfies \( \langle \dot{\gamma}(t), f\rangle\mid_\gamma(t) > 0, \forall t > 0. \) We restate the above algorithm driving the trajectory from a point \( x \) above \( I_G(x) \) to a point \( y \) below it. Assume the controls are bounded by \( K, \) and the sampling time is \( T. \)

1. Step 1. Find a point \( p \in \{q|C(q) = 0\}, \) draw a curve \( \gamma_1 : [0, 1] \to M \) along \( f \) connecting \( x \) and \( p; \)
2. Step 2. Draw a curve \( \gamma_2 : [0, 1] \to M \) along \( f \) connecting \( p \) and \( y. \)

The concatenation of \( \gamma_1, \gamma_2, \) denoted by \( \gamma, \) will be an admissible curve of (1) and giving the control value at each point as the coefficients of the linear span of \( \dot{\gamma}(t) - \dot{\gamma}_{\mid \gamma(t)} \) with respect to \( \{g_i\}_{i=1}^m \). In application, one may choose the curves \( \gamma_1, \gamma_2 \) as bounded, and there is a tradeoff between the bound of controls and the reaching time.

Example 4.1: Consider a system (1) with \( m = 3 \) in \( \mathbb{R}^4, \) let the coordinate be \( (x_1, x_2, x_3, x_4), \) the controls lie in \([-2, 2], \) and
\[ g_1 = (1, 0, 0, 0), g_2 = (0, 1, x_2, 0), \]
\[ g_3 = (0, 0, 1, 0), f = (0, 0, 1, x_3). \]
One can check that the zeros of the criterion function $g$ is $H := \{(x_1, x_2, x_3, x_4) \in \mathbb{R}^4 | x_3 = 0\}$. If we want to steer the system from $x = (0, 0, 1, 1)$ to $y = (0, 0, -2, -1)$, which are points lying on different sides of the hypersurface spanned by $g_1, g_2, g_3$, then using the two-step algorithm above, we may first let $u(t) = (0, 0, -2)$ to drive $x$ to $p = (0, 0, 0, \frac{3}{2}) \in H$ during time $t \in [0, 1]$, and let $u(t) = (0, 0, -\frac{3}{2})$ drive $p$ to $y$ during time $t \in [1, 2]$.

### B. HCM For Drifted Affine Systems

If the system $\Pi$ is globally controllable, while the distribution $G$ is regular but not globally generated, we use the HCM to compute the steering control, since the solution to the HLE exists globally on the domain.

We will show that the argument in [10][22] still holds for a class of drifted systems.

In this section we make the following assumptions:

**A3** The driftless part of the system $\Pi$ is strong bracket-generating [10], i.e. $\forall \eta \in \mathbb{R}^m \setminus \{0\}, \forall x \in \mathbb{R}^n$, denote $\eta \cdot g := \sum_{i=1}^{m} \eta_i g_i$.

$$\text{Span}\{\{g_i(x)| x \in \mathbb{R}^n\}_{i=1}^{m}\} = T_x M;$$

**A4** The drift vector field $f$ satisfies

$$[f, g_i]|_x \in \text{Span}\{g_i(x)| x \in \mathbb{R}^n\}_{i=1}^{m}, \; i = 1, \ldots, m.$$

We define the endpoint map of system $\Pi$ with respect to $p \in M$ as $E_p : (0, +\infty) \times U \to M, (T, u(t)) \mapsto \gamma_{u,p}(T)$, where $\gamma_{u,p} : [0, T] \to M$ is the trajectory of the system $\Pi$ starting at $p$ and corresponding to $u(t)$.

The tangent of the exponential map is

$$DE_p|_{T,u}(\tau, v) = \int_{0}^{\tau} P(T,t)u + \sum_{i=1}^{m} v_i(t)(P(T,t)u)g_i|_{\gamma_{u,p}(t)}dt$$

where $P_{T,t}$ is the diffeomorphism generated by $\Pi$ that maps a point $p$ to $\gamma_{u,p}(1)$, where $\gamma_{u,p}$ is the solution to $\Pi$ that satisfies $\gamma(t) = p = (P(T,t)u)x$ denotes its tangent map. A control that degenerates $DE_p|_{T,u}$ is called abnormal, and its image under $E_p$ is called the singular set.

The adjoint map of $DE_p$ is given by

$$(DE_p|_{T,u})^* : T^* M \to (0, +\infty) \times U$$

where $z \mapsto \langle T_x, \varphi_{u,a}, \varphi_{m,u} \rangle$.

$$(T_x, \varphi_{u,a}, \varphi_{m,u})$$

that is to say, $\gamma_{u,p}(t)$ is a controlled trajectory of $\Pi$ and $\lambda_z$ solves the following adjoint equation with terminal value $z$:

$$\dot{\lambda}(t) = -\lambda(t)(Df)|_{\gamma_{u,p}(t)} + \sum_{i=1}^{m} u^i(t)Dg_i|_{\gamma_{u,p}(t)}.$$  

From now on, $\|\cdot\|$ stands for the Euclidean norm; denote by $\varphi(t) = (\varphi_{1, u,a}(t), \ldots, \varphi_{m, u}(t))$ when there is no misunderstanding on $u$ and $z$ corresponding to the switching function.

Define $b_i(t) := \langle \lambda_z(t), [f, g_i]|_{\gamma_{u,p}(t)} \rangle, i = 1, \ldots, m$, where $(\gamma_{u,p}, \lambda_z)$ is the solution to the above Hamiltonian system. Since $[f, g_i]|_{\mathbb{P}^1g_i} = \mathbb{P}^1g_i := (b_1(t), \ldots, b_m(t))$, denoting $b(t) := (b_1(t), \ldots, b_m(t))$, we have $b(t) = E(t)\varphi(t)$, where $E(t)$ is an $n$-dimensional time-varying square matrix. Define $B(t) := \int_{0}^{t} b(s)ds$. When $\varphi(t), \lambda_z$ lies on a compact set, obviously $E > 0$, s.t. $\|B(t)\|$ is $\|E \int_{0}^{t} \|\varphi(s)\| ds\|ds$.

In the drifted case under assumption (A4), the switching function satisfies

$$\dot{\varphi}(t) = u(t)\varphi(t) + b(t) = u(t)\varphi(t) + E(t)\varphi(t)$$

$$\dot{\psi}(t) := (\psi_i(t))_{m \times m}, \psi_i(t) := \langle \lambda_z(t), g_i | \gamma_{u,p}(t) \rangle$$

with $\gamma_{u,p}$, $\lambda_z$ defined as before in (A3). Then under assumption (A3), when $\varphi = 0$, $\psi$ is nonsingular, hence the only abnormal control is $u = 0$, and the singular set is hence $\{\varphi_i(p)\}_{i>0}$.

Similar to the case of [22], to prove the global existence on $[0, 1]$ of the solution to the PLE $\Pi$ for system $\Pi$, we only need to show the norm of the adjoint map of $DE_p|_{T,u}$ is of linear growth with respect to $\|(T, u)\|_{L^2}$, that is to say, for any compact set $K \subset M$, $\exists c > 0$, s.t.

$$\sum_{i=1}^{m} \int_{0}^{1} \phi_i(t)^2 + T^2dt \geq \frac{c\|z\|^2}{1 + \|(T, u)\|^2_{L^2}}$$

holds for all $u \in U$ satisfying $E_p(u) \subset K, \forall z \in T_{E_p}^*(u)$. Let $K = \mathbb{P}_u$ for system $\Pi$ satisfying (A4), assuming $U = L^2([0, T], \mathbb{R}^m)$. If $\Pi$ is SBG and the singular set is $T_{f}^+$, then for any compact subset $K \subset M \setminus \{\varphi_i(p)\}_{i>0}, \exists c > 0$ s.t. $\forall u \in E_{p}^{-1}(K), \forall z \in T_{E_p}^*(u)$ with $\|z\| = 1$, we have

$$\int_{0}^{1} \|u(t)\|dt \int_{0}^{1} \|\varphi(t)\|dt > c_K,$$

where $\varphi(t) = (\varphi_{1, u,a}(t), \ldots, \varphi_{m, u}(t))$, and $\lambda$ is the solution ending at $z$ of the adjoint equation (A4) along $\gamma_{u,p}(t), u(t)$.

**Proof:** For $\alpha > 0$ s.t. $d(p, K) > \alpha$, define two compact sets

$$K^* = \{(x, z) \in T^* M | x \in K, ||z|| = 1\},$$

$$K_{\alpha}^* = \{(x, z) \in T^* M | d(x, K) < \alpha, \frac{1}{2} < ||z|| < 2\},$$

such that $K^* \cap (T^* M \setminus K_{\alpha}^*) = \emptyset$. Construct a function $\theta : T^* M \to \mathbb{R}$ satisfying $\theta|_{K^*} \equiv 0, \theta|_{T^* M \setminus K_{\alpha}^*} > 1$, and denote in brief by $\theta(t)$ the composition $\theta(\gamma_z(t), \lambda_z(t))$. Obviously $\gamma_z(0), \lambda_z(0)$ is $T^* M \setminus K_{\alpha}^*$ and $(\gamma_z(T), \lambda(T)) \in K^*$. Then $\exists s \in (0, 1)$ s.t. $\theta(s) = 1$. Since $\theta(1) = 0$, it follows that

$$\int_{x}^{1} \theta(t)dt \geq \int_{x}^{1} \langle u(t), \mu(t) \rangle dt > 1,$$

where $(u(t), \mu(t)) := \sum_{i=1}^{m} u^i(t)\mu_i(t), \mu_i(t) := L_f, \theta(t)(L_{g_i})$ is the directional derivative of a function along the vector field $g_i^* \in \mathbb{X}(T^* M)$ which is the dual vector field.
of \( g_i \) with respect to the canonical symplectic form, \( i = 1, \ldots, m \).

Choose a positive constant \( \rho > 0 \). If \( \|\varphi(t)\| > \rho \) on \([s, 1]\), then \( \exists C_{\mu} > 0, \) s.t.

\[
\int_s^1 (u(t), \mu(t))\,dt < \int_s^1 \|\varphi(t)\|\,du(t, \mu(t))\,dt
\]

is bounded by \( \frac{\rho}{\rho} \int_s^1 \|\varphi(t)\|\,dt \int_s^1 \|u(t)\|\,dt \), and hence

\[
\int_0^1 \|u(t)\|\,dt \int_0^1 \|\varphi(t)\|\,dt > \frac{\rho}{C_{\mu}} > 0.
\]

Next, we consider the case when \( \|\varphi(t)\| < \rho \) on \([s, 1]\).

Define

\[
A(x, t) := \frac{1}{\det(\psi(t))}(x\psi^+(t), \mu(t)), \quad x \in \mathbb{R}^m,
\]

where \( \psi^+ \) is the matrix of the complementary minors of \( \psi \).

Then by (16), integrating by parts yields

\[
\int_1^1 \langle u(t), \mu(t) \rangle\,dt = \int_1^1 A(\varphi(t) - b(t), t)\,dt
= A(\varphi(1) - B(1), 1) - A(\varphi(s) - B(s), s)
\]

where \( D_2 A \) is the partial derivative of \( A \) with respect to the second variable. Since \( A(\varphi(t), t) \) is bounded by \( C_{1, \rho} \), we have

\[
A(\varphi(1) - B(1), 1) - A(\varphi(s) - B(s), s) \leq C_{3, \rho} = 2C_1C_2\rho,
\]

and \( D_2 A(\varphi(t), t) \leq C_4 \|\varphi(t) - B(t)\|\|u(t)\|, \) hence

\[
\int_1^1 D_2 A(\varphi(t) - B(t), t)\,dt
\]

is bounded by \( C_4 \int_1^1 \|\varphi(t)\|\|u(t)\|\,dt + \int_1^1 E\|\varphi(t)\|\|u(t)\|\,dt \)

\[
\leq C_4 \int_1^1 \|\varphi(t)\|\,dt \int_1^1 \|u(t)\|\,dt.
\]

Therefore we have \( C_4 \int_1^1 \|\varphi(t)\|\,dt \int_1^1 \|u(t)\|\,dt + C_3\rho > 1 \). Adjust \( \rho \) such that \( C_3 \rho < \frac{1}{2} \), it follows that

\[
\int_1^1 \|u(t)\|\,dt \int_1^1 \|\varphi(t)\|\,dt > \frac{1}{C_4},
\]

and \( C_K = \min\left\{ \frac{1}{C_4}, \frac{1}{C_3} \right\} \) is the lower bound we desired.

In the above discussion, we assume conditions on the norm of \( \varphi \) on the whole interval; obviously the argument still holds if \( \|\varphi(t)\| \geq \rho \) (\( \leq \rho \)) on some subinterval.

Theorem 2.3 shows that any nonsingular trajectory on a compact subset of the state space can be lifted to a trajectory in the control space by solving the PLE (3), giving the steering control as the final value of the solution.

V. CONCLUSION

In this paper, we studied the conditions for global controllability of affine systems with drifts. Under the assumptions of certain regularities, necessary and sufficient conditions have been proved for codimension 1 and 2 systems, and necessary conditions are given for specific systems of higher codimensions. Then, the motion planning problems for globally controllable drifting affine systems are investigated, improving the applicability of the HCM method.

The key point of the controllability condition is the separation property of foliations. The discussions can all be extended to systems on simply connected manifolds since Lemma 2.3 holds for any (edgeless) manifold \( M \) satisfying \( H_1(M, \mathbb{Z}/2\mathbb{Z}) = 0 \). Further, if \( M \) is compact, (A2) can be replaced by that each leaf \( \mathcal{C}(x) \) is of finite depth since this is equivalent to that each \( \mathcal{C}(x) \) is an embedded submanifold.
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