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Abstract
Deep reinforcement learning (DRL) requires the collection of interventional data, which is sometimes expensive and even unethical in the real world, such as in the autonomous driving and the medical field. Offline reinforcement learning promises to alleviate this issue by exploiting the vast amount of observational data available in the real world. However, observational data may mislead the learning agent to undesirable outcomes if the behavior policy that generates the data depends on unobserved random variables (i.e., confounders). In this paper, we propose two deconfounding methods in DRL to address this problem. The methods first calculate the importance degree of different samples based on the causal inference technique, and then adjust the impact of different samples on the loss function by reweighting or resampling the offline dataset to ensure its unbiasedness. These deconfounding methods can be flexibly combined with existing model-free DRL algorithms such as soft actor-critic and deep Q-learning, provided that a weak condition can be satisfied by the loss functions of these algorithms. We prove the effectiveness of our deconfounding methods and validate them experimentally.

1 Introduction
Human beings can learn from observation (e.g., in astronomy) and experimentation (e.g., in physics). For example, people understand the laws of astronomy by observing the movements of celestial bodies and the laws of physics by doing physical experiments. Analogously, agents can learn in these two ways as well. In some cases, however, experimentation (i.e., the collection of interventional data) can be expensive and even unethical, while observational data are easy to obtain. For example, it is unsafe for an agent to learn to drive a car on a real road, but we can easily collect data from a human driving a car with sensors.

Reinforcement learning (RL) [Sutton and Barto, 2018] is generally regarded as an interactive learning process, which means that the agent learns from the interventional data generated by experimentation. As a type of RL methods, offline RL [Kumar et al., 2020; Levine et al., 2020; Siegel et al., 2020; Ernst et al., 2005; Fujimoto et al., 2019; Kumar et al., 2019; Agarwal et al., 2020; Jaques et al., 2019] has been proposed to study how to enable RL algorithms to learn strategies from observational data without interacting with the environment.

Most existing offline RL methods are based on an assumption that $O_1 = O_2 = O_3$, where $o_1 \in O_1$ denotes the observation of the environment in which the offline data is collected, $o_2 \in O_2$ denotes the observation in the offline data, and $o_3 \in O_3$ denotes the observation in the online data where the agent trained using the offline data is tested (In the driving car example, $o_1$ represents the environmental information perceived by the driver, $o_2$ represents the environmental information collected by the sensors, and $o_3$ represents the environmental information perceived by the agent in the testing environment.). This assumption, however, is often difficult to hold in real-world problems. The driver may be able to see more broadly than the sensors, to judge if the road is slippery based on weather conditions, or even to receive traffic conditions around them based on the radio, therefore, it is generally that $O_1 \neq O_2$. If the driver makes a decision based on the information not collected by the sensors, i.e., there are unobserved random variables (confounders) that affect the action and the next sensory observation at the same time, the observational data generated by the driver may be misleading. An agent then learns the wrong dynamics of the environment based on this misleading information, leading to a biased estimation of the value functions and the final policies.

Some researches [Sen et al., 2017; Kallus and Zhou, 2018; Wang et al., 2021; Gasse et al., 2021] in recent years study how to train an agent using offline data with the confounders based on the causal inference techniques. However, most of these researches [Sen et al., 2017; Kallus and Zhou, 2018] only target at the bandit problems. Other approaches propose deconfounding methods in RL settings but they are based on certain assumptions such as linear reward/transition functions [Wang et al., 2021], small state spaces [Gasse et al., 2021], or a complex correlation between the features [Wang et al., 2021]. Therefore, these approaches only work for specific types of offline RL algorithms, and cannot be applied to large and continuous environments (See Section 5 for more
details). To address these problems, we propose two kinds of deconfounding methods based on the importance sampling and causal inference techniques. Our deconfounding methods first estimate a conditional distribution density ratio through the least-squares conditional density estimation (LSCDE) [Sugiyama et al., 2010; Rothfuss et al., 2019], and then adjust the impact of different samples on the loss function to ensure the unbiasedness of the loss function. Specifically, we make the following contributions.

1) Unlike the existing importance sampling techniques in off-policy evaluation (OPE) [Kallus and Zhou, 2020; Gelada and Bellemare, 2019; Hallak and Mannor, 2017], we estimate a conditional distribution density ratio, which keeps constant in the learning process, and thus can be applied to the RL field.

2) In the proposed deconfounding methods, we decouple the deconfounding process from the RL algorithm, i.e., we can uniformly incorporate the conditional distribution density ratio into the loss functions of the offline RL algorithms. In other words, our plug-in deconfounding methods can be combined with existing offline RL algorithms provided that a weak condition is satisfied.

3) Furthermore, since we do not learn a latent-based transition model, and do not assume a complex correlation between the features, our deconfounding methods do not contain a complex computational process, and thus can be applied to large and continuous environments.

4) We prove theoretically that these two deconfounding methods can construct an unbiased loss function w.r.t. the online data, and thus improve the performance of the offline RL algorithms. The experimental results verify that the proposed deconfounding methods are effective: offline RL algorithms using deconfounding methods perform better on datasets with the confounders.

2 Background
In this section, we define a confounded Markov decision process (CMDP) (similar to [Wang et al., 2021]) and two corresponding structural causal models (SCMs) to describe the RL tasks, in which the offline data include unobserved confounders between the action, reward and next state, and the online data include no confounder between these variables. In specific, there are both continuous random variables $X$ and discrete random variables $Y$ in our problems. Without loss of generality, we assume that any discrete random variable belongs to the set of integers. The probability density function $P(x, y)$ of the discrete and continuous random variables is given as follows:

$$P(x, y) = \frac{\partial^p}{\partial x_1 \cdots \partial x_p} \Pr(X \leq x, Y = y), \quad (1)$$

where $X \in \mathbb{R}^p$ and $Y \in \mathbb{Z}^q$. The CMDP for unobserved confounders can be denoted by a nine-tuple $(S, M, A, W, R, P_1, P_2, P_3, \mu_0)$, where $S$ denotes the state space, $M$ denotes the intermediate state space, $A$ denotes the discrete action space, $W$ denotes the confounder space, $R$ denotes the reward space, $P_1(s', r|s, w, m)$ denotes the dynamics of the CMDP, $P_2(w|s)$ denotes the confounder transition distribution, $P_3(m|s, a)$ denotes the intermediate state transition distribution, and $\mu_0(s)$ denotes the initial state distribution. Note that the environment generates the intermediate state $m$ in the process of generating the next state $s'$. For example, a physician prescribes some drugs to a patient. The actual amount of drugs taken by the patient (i.e., $m$) may be different from that prescribed by the physician (i.e., $a$) due to compliance issues. Also note that we integrate the state transition distribution and the reward transition distribution into the dynamics of the CMDP for notational convenience.

The SCM in the offline setting as shown in the first column of Figure 1 can be defined as a four-tuple $(U, V, F, P_0)$, where $U$ is the exogenous variables, which are not visible in the experiment, $V$ is the endogenous variables, including $(s, m, a, w, s', r)$, $F$ is the set of structural functions, including the state-reward transition distribution $P_1(s', r|s, w, m)$, the confounder transition distribution $P_2(w|s)$, the intermediate state transition distribution $P_3(m|s, a)$, and the behavior policy $\pi_0(a|s, w)$, and $P_0$ is the distribution of exogenous variables. The positivity assumption here is that, for $m \in M, a \in A, s \in S, w \in W$ such that $P(s, w) > 0$, $P(m, a|s, w) > 0$. The SCM in the online setting where the agent can intervene on the variable $a$ as shown in the second column of Figure 1 can be defined as another four-tuple $(U, V, F, P_e)$, where the set of structural functions $F$ includes the state-reward transition distribution $P_1(s', r|s, w, m)$, the confounder transition distribution $P_2(w|s)$, the intermediate state transition distribution $P_3(m|s, a)$, and the policy $\pi(a|s)$. Note, that the policy $\pi(a|s)$ does not depend on $w$ since we assume that $w$ is unobserved to the agent.

3 Confounded Reinforcement Learning
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Figure 1: The left and right subfigures represent the SCM in the offline setting and online setting, respectively, which correspond to the CMDP for unobserved confounders. The behavior policy depends on $w$ in the offline setting, but not in the online setting.
unnecessary to utilize the offline dataset to train an agent that will be tested in the online environment. Specifically, we assume that the observation $o_1$ of a person/agent in the offline environment includes the state set $s$ and the confounder set $w$. This person interacts with the environment several times with some fixed strategy. Note that the data generation process in the offline environment conforms to the SCM in the offline setting. At the same time, there are other sensors that keep observing the process of interaction of this person/agent with the environment and gather it into an offline dataset. We assume that the observation $o_2$ of these sensors includes the state set $s$ and the intermediate state set $m$. The offline RL algorithms need to utilize the offline dataset to train an agent that will be tested in the online environment, where the observation $o_3$ includes only the state set $s$. Note that the online data generation process in the testing environment conforms to the SCM in the online setting. In summary, the confounders are unobserved in both the offline and the online data.

The above task setting leads to different dynamics $\hat{P}(s', r | s, a)$ and $P(s', r | s, a)$ in offline and online data (as proven in Appendix A), where $\hat{P}$ and $P$ denote the probability distributions corresponding to the SCMs in the offline and online settings respectively. Because the dynamics in the data determine the optimal value functions, the optimal value functions corresponding to offline data and online data are different. Therefore, if an agent is trained directly by the original deep RL algorithms using the offline data, the estimated optimal value function of this agent is optimal w.r.t. the offline data and suboptimal w.r.t. the online data. Thus, this agent will perform poorly in the online environment. We can also understand the above problem from another perspective, i.e., by analyzing the loss function of the original deep RL algorithms that satisfy Assumption 1.

**Assumption 1.** The loss function of the neural network (NN) of the deep RL algorithm only depends on the current state $s$, the action $a$, the next state $s'$, and the reward $r$.

The loss function of the original deep RL algorithms which satisfy Assumption 1 is shown as follows:

$$L_1 (\phi, D_{\text{off}}) \triangleq E_{s, a, s', r \sim D_{\text{off}}} [f_\phi + h_\phi]$$

$$= E_{s, a \sim D_{\text{off}}} \left[ E_{s', r \sim \hat{P}(.|s, a)} [f_\phi + h_\phi] \right],$$

where $D_{\text{off}}$ denotes all offline data collected through observation, $\phi$ denotes the NN parameters to be optimized, $f_\phi + h_\phi$ denotes the “loss” for a single training sample which differs between different NNs, $f_\phi$ denotes the part of the “loss” that depends on $(s, a, s', r)$, and $h_\phi$ denotes the part of the “loss” that depends only on $(s, a)$. Table 1 gives some examples of $f_\phi$ and $h_\phi$ for different NNs of the deep RL algorithms. It is obvious that the loss function in Equation 2 corresponds to the dynamics in the offline data, and thus the agent trained using this loss function performs poorly in the online environment.

To address this problem, based on importance sampling and do-calculus [Pearl, 2009; Pearl, 2012], we propose two deconfounding methods, namely, reweighting method and resampling method, which can both be combined with existing deep RL algorithms such as soft actor-critic (SAC) [Haarnoja et al., 2017], deep Q-learning (DQN) [Mnih et al., 2013], double deep Q-learning (DDQN) [van Hasselt et al., 2016] and conservative Q-learning (CQL) [Kumar et al., 2020], provided that a weak condition (i.e., Assumption 1) is satisfied. The deconfounding RL algorithms, i.e., the deep RL algorithms combined with the deconfounding methods, can estimate the optimal value function corresponding to the online data, and accordingly the agent trained by these deconfounding RL algorithms is expected to perform well in the online environment. In this section, we assume that the confounders are unobserved in the offline data. We also provide analysis of partially observed confounders in the offline data, and derive the reweighting and resampling methods in Appendix B accordingly.

### 3.1 Reweighting Method

As mentioned above, since the loss function $L_1 (\phi, D_{\text{off}})$ of the original deep RL algorithms corresponds to the dynamics in the offline data, the agent trained by the original deep RL algorithms performs poorly in the online environment. This inspires us to modify $L_1 (\phi, D_{\text{off}})$ to $L_2 (\phi, D_{\text{off}})$ as follows:

$$L_2 (\phi, D_{\text{off}}) \triangleq E_{s, a \sim D_{\text{off}}} \left[ E_{s', r \sim \hat{P}(.|s, a)} [f_\phi + h_\phi] \right].$$

Clearly, $L_2 (\phi, D_{\text{off}})$ corresponds to the dynamics in the online data. However we cannot directly estimate $L_2 (\phi, D_{\text{off}})$ in the form of Equation 3 from the offline data. Therefore, we transform $L_2 (\phi, D_{\text{off}})$ into a form that can be estimated from the offline data as follows:

**Proposition 1.** Under the definitions of the CMDP and SCMs in Section 2, it holds that

$$L_2 (\phi, D_{\text{off}}) \triangleq E_{s, a \sim D_{\text{off}}} \left[ E_{s', r \sim \hat{P}(.|s, a)} [f_\phi + h_\phi] \right]$$

$$= E_{s, a \sim D_{\text{off}}} \left[ E_{s', r, m \sim \hat{P}(.|s, a)} [d_1 (\tau) f_\phi + h_\phi] \right]$$

$$= E_{s, a, s', r, m \sim D_{\text{off}}} [d_1 (\tau) f_\phi + h_\phi],$$

where $\tau$ is a shorthand for the set of variables $(s, m, a, s', r)$ and $d_1 (\tau)$ is defined as follows:

$$d_1 (\tau) = \frac{\sum_{a'} \hat{P} (s', r|m, a', s) \hat{P} (a'|s)}{\hat{P} (s', r|m, a, s)}.$$

**Proof.** See Appendix A.
As shown in Equation 2 and Equation 4, the only difference between \( L_2 (\phi, D_{\text{off}}) \) in its new form and \( L_1 (\phi, D_{\text{off}}) \) is that \( f_o \) is multiplied by an extra weight \( d_1 (r) \). Therefore, we only need to estimate \( d_1 (r) \) and modify the loss function of the deep RL algorithms from \( L_1 (\phi, D_{\text{off}}) \) to \( L_2 (\phi, D_{\text{off}}) \). Note that \( d_1 (r) \) is composed of several conditional density functions. So, as long as these conditional density functions are estimated from the offline data, we can get an estimate of \( d_1 (r) \). To estimate these conditional density functions containing both discrete and continuous random variables, we adopt the LSCDE technique combined with a trick called adding jitter or jittering [Nagler, 2018] to add noises to all discrete random variables. It has been theoretically justified that this trick works well if all the noises are chosen from a specific class of noise distribution [Nagler, 2018]. The settings of choosing noises are given in Appendix C.

3.2 Resampling Method

The essence of the reweighting method is to adjust the impact of different samples on the loss function by reweighting the offline data. In other words, by incorporating weights into the loss function, we expand the impact of the samples that are less likely to occur in the offline data than in the online data, i.e., \( P(s', r | s, a) < P(s', r | s, a) \), and vice versa. However, we can also adjust the impact of different samples on the loss function through adjusting the probability that each sample occurs in the offline data. This idea inspires us to define a loss function as follows:

\[
L_3 (\phi, D_{\text{off}}) \triangleq E_{I \sim p_I} [f_{\phi,t} + h_{\phi,t}],
\]

where \( p_I (I = i) = d_{1,i} / \sum_{j=1}^N d_{1,j} \), \( d_{1,i} \) is a shorthand for \( d_1 (s_i, m_i, a_i, s'_i, r_i) \) where \( s_i, a_i, r_i, s'_i, m_i \) denotes the state, action, reward, next state and intermediate state in the offline dataset \( D_{\text{off}} \), respectively, \( f_{\phi,t} \) is a shorthand for \( f_\phi (s_t, a_t, s'_t, r_t) \) and \( h_{\phi,t} \) for \( h_\phi (s_t, a_t) \). In \( L_3 (\phi, D_{\text{off}}) \), we modify the probability that each sample occurs in the offline data according to the value of \( d_1 (r) \). By the definition of \( L_3 (\phi, D_{\text{off}}) \), based on the importance sampling technique and reparameterization trick, we can prove that the deep RL algorithms combined with the resampling method can also learn the optimal policy w.r.t. the online data from the offline data as follows:

Proposition 2. Under the definitions of the CMDP and SCMs in Section 2, the loss function of the resampling method is asymptotically equal to that of the reweighting method as in Equation 7 provided that the dataset is large enough.

\[
\lim_{N \to \infty} (L_3 (\phi, D_{\text{off}}) - L_2 (\phi, D_{\text{off}})) = 0
\]

Proof. See Appendix A.

According to Proposition 2, the resampling method is asymptotically equivalent to the reweighting method and can also deconfound the offline data provided that the offline dataset is large enough.

The advantages of the above two deconfounding methods are obvious. On the one hand, since both the reweighting and resampling methods decouple the deconfounding process from the RL algorithm, these methods can be easily combined with existing offline RL algorithms provided that the weak condition in Assumption 1 is satisfied. On the other hand, the implementation of these methods is quite straightforward, only requiring minor modification to the original RL algorithms, i.e., we only need to incorporate the estimated \( d_1 (r) \) into the loss function.

3.3 Simplification of the Causal Models

The convergence rate of conditional density estimation (CDE) decreases exponentially as the dimension of the variables increases due to the curse of dimensionality. Therefore, it is necessary to simplify the causal models by reducing the dimensions of the variables in the process of CDE, so that our deconfounding methods can be applied to problems with higher-dimensional variables. For example, if the confounder exists only between the action and reward, we can simplify the causal model correspondingly by ignoring the variable \( s' \) in the process of CDE. We formally define two types of simplified causal models for two specific cases and derive the corresponding simplified forms of \( d_1 (r) \) in Appendix D.

4 Results

Evaluation of the deconfounding method is a challenging issue due to the lack of benchmark tasks. In addition, there is little work in deep RL on learning from observational data with confounders. To this end, we design four benchmark tasks, namely, EmotionalPendulum*, WindyPendulum, EmotionalPendulum*, and WindyPendulum*, by modifying the Pendulum task in the OpenAI Gym [Brockman et al., 2016]. All the implementations of the offline RL algorithms in this paper follow d3rlpy, an offline RL library [Takuma Seno, 2021]. All the hyperparameters of the offline RL algorithms are set to the default values of d3rlpy. The rewards are tested over 20 episodes every 1000 learning steps, and averaged over 5 random seeds. Other hyperparameters and the implementation details are described in Appendix C.

4.1 Unobserved Confounders
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Figure 3: **Left**: the causal graphs depicting the offline and online data generating processes in EmotionalPendulum. **Right**: the causal graphs depicting the offline and online data generating processes in WindyPendulum. In both tasks, the confounders in the offline data are unobserved.
Figure 3 shows the graphical models for EmotionalPendulum and WindyPendulum, where the confounders are unobserved in the offline data. Obviously, these graphical models are special cases of the graphical models described in Section 2. In both tasks, we assume that there is an entertainment facility similar to a pendulum. One end of the pendulum is attached to a fixed point and a human sitting in a seat at the other end of the pendulum needs to swing the pendulum to an upright position. However, the controller of the pendulum fails intermittently, i.e., the action \(a \in \{-2, -1, 0, 1, 2\}\) that the human wants to take may not equal the actual action \(m \in \{-2, -1, 0, 1, 2\}\) executed by the machine. Specifically, in most cases, \(m\) is equal to \(a\), and there is a probability \(p_{\text{fail}}\) that \(m\) randomly selects an action in the action space, with each action equally likely to be selected. There are some sensors are used to collect the confounded offline data generated in the above human-environment interaction process. Note that the environmental information \(o_2\) in these offline data includes the state \(s\) and the actual action \(m\) executed by the machine. The offline RL algorithms need to use these confounded offline data to train an agent that substitutes the human to control the pendulum in the testing environment, where the confounders are unobserved, i.e., \(o_3 = \{s\}\). The main difference between the two tasks is that the confounders in EmotionalPendulum are between the action and reward while the confounders in WindyPendulum are between the action, reward and next state.

The design of EmotionalPendulum refers to the real-world phenomenon that humans may take some actions that are not rational when they are in negative emotions such as boredom and fear. Specifically, we assume that the human sitting in the entertainment facility may feel afraid and decide to slow down if the speed is too fast (i.e., if the speed \(|v|\) is above the threshold \(v_T\)), or feel boring and decide to speed up if the speed is too slow (i.e., if \(|v|\) \(\leq v_T\)), and will make rational decisions according to the trained agent if the emotions of the human are not negative, i.e., the behavior policy of the human depends on \(o_1 = \{s, w_1, w_2\}\), where \(w_1\) denotes whether the human has negative emotions and \(w_2\) denotes whether the expressions of the human are negative. Then, the environment will return a reward \(r = r_o + r_a\), where \(r_o\) denotes the original reward in the Pendulum task and \(r_a\) denotes an additional reward that is generated by the environment to encourage the human if the emotions are negative.

In WindyPendulum, we take into consideration the wind that may change the direction arbitrarily at each step. We assume that the wind force is 2.5 times larger than the largest force applied to the pendulum by the human/agent and the human will feel afraid if there is a strong wind. The human in a state of fear may choose the force opposite to the wind or decide to slow down, or choose the rational action, i.e., the behavior policy of the human depends on \(o_1 = \{s, w_1, w_2\}\), where \(w_1\) denotes whether the human is afraid due to the wind and \(w_2\) denotes the direction of the wind. See Appendix E for more details of the description of the two tasks. Similar to EmotionalPendulum, a reward \(r = r_o + r_a\) is then received, where the additional reward \(r_a\) is used to encourage the human if the wind exists.

As shown in Figure 4, we compare the deep RL algorithms DQN, DDQN, SAC and CQL with and without our deconfounding methods in EmotionalPendulum and WindyPendulum, respectively. DQN_RW denotes the DQN algorithm that uses the reweighting method and DQN_RS for the resampling method. Other algorithms are denoted similarly. It is clear that the deconfounding deep RL algorithms perform better than the original deep RL algorithms in both tasks.

We take EmotionalPendulum as an example to specifically illustrate the confounding problem and why our proposed methods could perform better than the original deep RL algorithms. As shown in the top left of Figure 3, the association flowing along the directed path \(a \rightarrow m \rightarrow r\) is causal association, while the association flowing along \(a \leftarrow w_1 \rightarrow w_2 \rightarrow r\) is non-causal association. In other words, because the human may take irrational actions when he/she is in negative emotions, and because the environment may return some additional reward if the emotions of the human are negative, there is non-causal association between the irrational action and the additional reward, which may mislead the human to believe that the irrational action will be well rewarded. Given \(s\), there is only causal association between \(a\) and \(r\) in the online data, because the non-causal association flowing along \(a \leftarrow s \rightarrow r\) is blocked by \(s\). In contrast, given \(s\), there are both causal association and non-causal association between \(a\) and \(r\) in the offline data. Therefore, the original deep RL algorithms trained using confounded offline data will be misled by non-causal association in the data, and thus perform poorly in the online environment. However, the deconfounding deep RL algorithms can learn causal association from confounded offline data, and thus perform well in the online environment.

So, what will happen if we enhance the non-causal association flowing along \(a \leftarrow w_1 \rightarrow w_2 \rightarrow r\) in the offline data? The values of the environmental hyperparameters of EmotionalPendulum, which correspond to the top row of Figure 4, are as follows: \(p_{\text{fail}} = 0.2\), \(odds_{s1} = 4\), \(v_T = 1\), and \(I_{p_1} = 0.7\), where \(I_{p_1}\) denotes the probability of the human choosing irrational actions when he/she has negative emotions and \(odds_{s1}\) denotes the odds that the human does not have negative emotions. Clearly, if we keep the other hyperparameters constant and increase the value of

| \(p_{\text{fail}}\) | \(odds_{s1}\) | \(v_T\) | \(I_{p_1}\) | BC | CQL | CQL_RW | CQL_RS |
|---|---|---|---|---|---|---|---|
| 0.1 | 0.5 | 0.7 | 0.1 | -1020.0 | -236.3 | 114.4 | 153.9 |
| 0.2 | 0.9 | -1145.9 | -552.5 | 59.1 | 100.6 |
| 0.5 | 1.0 | -1096.5 | -531.5 | 85.2 | 113.6 |
| 0.5 | 0.5 | -261.2 | 46.3 | 92.4 | 84.6 |
| 0.9 | -999.2 | -70.7 | 36.8 | 72.3 |
| 1.0 | 0.9 | -834.5 | -25.6 | 83.3 | 76.9 |
| 0.5 | 0.5 | -977.2 | -82.0 | 115.0 | 123.1 |
| 0.5 | 0.5 | -1126.7 | -523.1 | 97.2 | 44.5 |
| 0.9 | -999.2 | -70.7 | 36.8 | 72.3 |
| 1.0 | 0.9 | -1065.8 | -443.5 | 56.3 | 144.3 |
| 0.5 | 0.5 | -577.1 | 94.2 | 130.3 | 131.3 |
| 0.9 | -1022.0 | -10.0 | 81.6 | 115.3 |
| 1.0 | 0.9 | -899.5 | 80.4 | 110.3 | 112.1 |

Table 2: Comparison of BC, CQL, CQL_RW, and CQL_RS under different settings of EmotionalPendulum.
Moreover, CQL_RW and CQL_RS perform better than CQL under all settings in Table 2, which verifies the robustness of our deconfounding methods. In addition, as shown in Table 2, the behavior cloning (BC) algorithm performs much worse than CQL, CQL_RW and CQL_RS because the offline data are not expert data. In both EmotionalPendulum and WindyPendulum, the behavior policy of the human performs poorly, because the human takes many irrational actions based on his/her emotions. Therefore, imitation learning methods such as BC are not suitable for both tasks. In fact, in addition to Table 2, we compare BC, the original deep RL algorithms, and the deconfounding deep RL algorithms under different settings in Appendix E to verify the robustness of our deconfounding methods. Furthermore, we perform some ablation experiments in Appendix E.

4.2 Partially Observed Confounders

In the above two tasks, we assume that the confounders in the offline data are unobserved and identify the causal effect based on a variation of the frontdoor criterion. By contrast, in the two new tasks, EmotionalPendulum* and WindyPendulum*, we assume that the confounders in the offline data are partially observed and condition on a subset of the confounders to identify the causal effect. In the new tasks, the

\[ I_{p,1} \text{ from 0.7 to 0.9, the non-causal association flowing along } \alpha \leftarrow w^1 \rightarrow w^2 \rightarrow r \text{ in the offline data will be enhanced.} \]

As shown in Table 2, the enhancement of the non-causal association leads to increases in the gaps between the performance of CQL and CQL_RW, and between the performance of CQL and CQL_RS. Additionally, Table 2 shows that, no matter how much \( p_{fail}, odds_1, \) and \( v_T \) are, the gaps increase if we increase the value of \( I_{p,1} \) from 0.7 to 0.9. Similarly, if we keep the other hyperparameters constant, reducing the value of \( odds_1 \) leads to an enhancement of the non-causal association. As shown in Table 2, regardless of how much \( p_{fail}, v_T, \) and \( I_{p,1} \) are, the gaps increase if we reduce the value of \( odds_1 \) from 6 to 4.

Figure 4: Performance of the deep RL algorithms with and without our deconfounding methods in EmotionalPendulum and WindyPendulum.

Figure 5: Performance of the deep RL algorithms with and without our deconfounding methods in EmotionalPendulum* and WindyPendulum*.
controller of the pendulum never fails, i.e., the action $a$ that the human wants to take is the same as the actual action $m$ executed by the machine. The corresponding causal graphs and details of these two new tasks are given in Appendix E. To solve the new tasks, we define a new CMDP and two new SCMs and derive two new deconfounding methods under the new definitions in Appendix B. As shown in Figure 5, the deconfounding deep RL algorithms perform better than the original deep RL algorithms. Additionally, in Appendix E, we compare BC, the original deep RL algorithms, and the deconfounding deep RL algorithms under different settings.

5 Related Work

A number of studies [Lattimore et al., 2016; Nair and Jiang, 2021] seek to introduce causality into the field of RL in various settings, where the use of observational data [Wang et al., 2021; Lu et al., 2018; Gasse et al., 2021] is one of the key issues.

The Bandit Problem. The Causal bandit problem [Lattimore et al., 2016] seeks to learn the optimal intervention from the interventional data, which conform to a causal graph, to minimise a simple regret. Sen et al. [2017] propose the successive rejects algorithms and derive the gap-dependent bounds for causal bandit based on importance sampling. The Contextual bandit problem [Langford and Zhang, 2007] seeks to learn a policy which depends on the context, namely the environmental variables, to maximize the reward which depends on the action and the context. Kallus and Zhou [2018] propose algorithms for OPE and learning from the confounded observational data with continuous actions based on the inverse probability weighting. Our paper, however, studies the causal RL problem which is more difficult than the bandit problem with a longer horizon.

Causal RL. There is some work studying causal RL in the model-based RL settings. Lu et al. [2018] propose a model-based RL method that estimates an SCM from observational data with the time-invariant confounder between the action and reward based on the latent-variable model proposed by Louizos et al. [2017]. This model, however, cannot estimate the correct causal effect provided that the latent variable is misspecified or the data distribution is complex as shown by Rissanen and Marttinen [2021]. Gasse et al. [2021] combine interventional data with observational data to estimate the latent-based transition model, which can be used for model-based RL. However, since that the time consumed by their program increases rapidly as the size of the discrete latent space increases, and that they assume that the state space is smaller than the discrete latent space, their algorithm can only be used to address problems with small state spaces. On the contrary, our deconfounding methods can be applied to problems with both continuous and discrete variables and our assumptions do not restrict the size of the state and confounder spaces. The closest work is the one by Wang et al. [2021], where the authors focus on how to improve the sample efficiency of the online algorithm by incorporating large amounts of observational data in the model-free RL settings. However, they follow the assumption of Yang and Wang [2019; 2020]; Jin et al. [2020] that the transition kernels and reward functions are linear, so that the corresponding SCMs are also linear [Peters et al., 2017]. This strong assumption is hard to hold in the real world, where the dynamics of the environment are nonlinear. Furthermore, they assume that there is very complex correlation between the backdoor-adjusted or frontdoor-adjusted feature and another feature. For example, they assume that the backdoor-adjusted feature is the expectation of the state-action-confounder feature. These assumptions make their theoretical algorithms difficult to implement. In contrast, the transition kernels and reward functions in our assumptions can be nonlinear, and experiments are provided to verify the performance of the offline RL algorithms combined with our deconfounding methods.

Off-Policy Evaluation. A line of work in the OPE field uses confounded data to estimate the performance of the evaluation policy. There are several papers that design estimators for the partially observable Markov decision process in the tabular setting [Nair and Jiang, 2021; Tennenholtz et al., 2020], which cannot be applied to the large or continuous state space. Recently a lot of work [Kallus and Zhou, 2020; Gelada and Bellemare, 2019; Hallak and Mannor, 2017; Kallus and Uehara, 2019; Liu et al., 2018] proposes algorithms for OPE based on the importance sampling technique. However, these algorithms estimate the stationary distribution density ratio, which changes as the evaluation policy changes. This makes their work inapplicable to the RL field, where the evaluation policy is always changing. Instead, since we realize that SAC, DQN, and other off-policy RL algorithms utilize only the single-step transition in the data, our deconfounding methods are based on the conditional distribution density ratio, which remains constant in the learning process, so that our work can be applied to the RL field.

6 Conclusion

In this paper, we propose two plug-in deconfounding methods based on the importance sampling and causal inference techniques for model-free deep RL algorithms. These two methods can be applied to large and continuous environments. In addition, we prove that our deconfounding methods can construct an unbiased loss function w.r.t the online data and show that the deconfounding deep RL algorithms perform better than the original deep RL algorithms in the four benchmark tasks which are created by modifying the OpenAI Gym. A limitation of our work is the assumption that we already know the causal graph of the environment. In future work, we plan to build a causal model through causal discovery without prior knowledge of the environment and to deconfound the confounded data based on the discovered causal model. We hope that our deconfounding methods can bridge the gap between offline RL algorithms and real-world problems by leveraging large amounts of observational data.
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