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Research on human-robot collaboration or human-robot teaming, has focused predominantly on understanding and enabling collaboration between a single robot and a single human. Extending human-robot collaboration research beyond the dyad, raises novel questions about how a robot should distribute resources among group members and about what the social and task related consequences of the distribution are. Methodological advances are needed to allow researchers to collect data about human robot collaboration that involves multiple people. This paper presents Tower Construction, a novel resource distribution task that allows researchers to examine collaboration between a robot and groups of people. By focusing on the question of whether and how a robot’s distribution of resources (wooden blocks required for a building task) affects collaboration dynamics and outcomes, we provide a case of how this task can be applied in a laboratory study with 124 participants to collect data about human robot collaboration that involves multiple humans. We highlight the kinds of insights the task can yield. In particular we find that the distribution of resources affects perceptions of performance, and interpersonal dynamics between human team-members.
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1 INTRODUCTION

A factory robot assists two workers by delivering parts needed for an engine assembly. One worker is experienced and fast, the other one is inexperienced and slow. The robot decides to assist the inexperienced worker.

An assistive robot in a stroke care facility is tasked to assist a group of patients in eating a meal. Two patients request the robot’s assistance in picking up a piece of bread. The robot decides to help the older person.

An algorithm decides which employees in an office should receive a pay raise. It decides to give a pay raise to a recent hire.

Two customers, one foreign, enter a store. The robot greets the local customer first.

How would we want a robot to decide in each of these situations? What short and long-term consequences should we expect from a robot’s behavior in these situations? Adding one or more humans to a human-robot dyad brings with it a dramatic change that current HRI theory does not capture, nor do current human-robot collaboration methods extend to such scenarios. Research on human-only groups has long recognized that adding just one more member to a dyad...
constitutes such fundamental change (e.g. [Simmel 1964] that researchers are still debating whether dyads should even be considered a group (e.g. [Moreland 2010; Williams 2010]). However, scenarios such as the ones above are becoming more common, as robots are increasingly deployed in complex social contexts that involve groups of people rather than individuals [Jung and Hinds 2018]. In order to build fundamental understanding and techniques that enable us to design robots that function well in group contexts, it is important to extend our understanding of human robot collaboration and robot assistance to group contexts.

In the simplest of collaboration scenarios that involve multiple people, a robot has to make decisions about how to distribute resources (e.g. social attention, task support, or physical resources). A robot’s distribution of resources likely affects the social dynamics within the group with potential effects on immediate and long term outcomes. For example, we know from prior work that people are uniquely attuned to inequalities and fairness in resource distribution (e.g. [Brosnan and de Waal 2014; Lee 2018]). Simply distributing more of a robot’s gaze towards one person in a group changes that person’s role [Mutlu et al. 2009].

Extending the current human-robot collaboration paradigm toward multiple human collaborators raises a range of novel questions that cannot be answered by current human-robot collaboration approaches and theory. How should a robot distribute resources among multiple people? What impact does the manner of distribution have on people and their interpersonal dynamics? How does a robot’s behavior affect how people interact with and relate to each other?
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How do people make sense of a robot’s behavior in a group collaboration scenario? The answers to these questions can inform how we design algorithms that lead to improved task performance and favorable social dynamics.

To enable researchers to find answers to the types of questions listed above, we present a novel resource distribution task that allows researchers to collect data about human-robot collaboration that involves groups of people. Our task extends basic human-robot collaboration approaches (e.g. as in [Hayes and Scassellati 2014, 2015]) by adding one or more human collaborators. We provide a case of how this task can be applied in research by focusing on the question of how the unequal distribution of resources (wooden blocks required for a collaborative building task involving two humans) affects interpersonal collaboration dynamics and outcomes.

The paper makes three contributions to the HRI literature: First, we contribute a task that enables researchers to explore questions that arise when extending human-robot collaboration to groups of people. The task allows researchers to not only study how a robot’s behavior impacts groups of people but it also offers a test-bed for the development and evaluation of novel algorithms that enable robots to interact and collaborate with multiple people. Our work constitutes a methodological contribution as it directly informs how research is carried out in HRI [Wobbrock 2012; Wobbrock and Kientz 2016] by enabling researchers to collect data about human robot collaborations that involve more than one human. We demonstrate the utility of our task through a case study that explores the impact of unequal resource distribution on interpersonal dynamics and by highlighting a range of other possible use cases. Second, our task offers a context to collect data on social dynamics in human robot collaboration without requiring a robot that is designed with explicit social signaling capabilities (e.g. gaze, speech, or color displays). While previous research has shown that people can make sense of any robot in social terms and thus recognize any machine as a social actor (e.g. [Forlizzi and DiSalvo 2006; Reeves and Nass 1996]), our task and case study extend this work by demonstrating that non-humanoid robots can also powerfully influence inter-human social dynamics. Third, our case study provides evidence that a robot distributing resources unequally between two human collaborators affects interpersonal dynamics in systematic ways. We specifically show that adding a second human to a human-robot collaboration scenario unavoidably requires the consideration of social dynamics between humans. In contrast to increasing work that investigates how robots can deliberately moderate the social dynamics of groups through the use of social robots, we show that not even the simplest of robot operations can be carried out without impacting the social configuration of the people involved.

2 STUDYING HUMAN-ROBOT INTERACTION IN GROUPS AND TEAMS

To position our work within existing HRI research, we provide an overview of existing research on human-robot interaction in group and team settings. This review does not attempt to provide a comprehensive overview but rather aims at highlighting current trends and perspectives in HRI research on robots in group contexts.

2.1 Human-Robot Collaboration and Teaming

A growing amount of work on human-robot teaming has developed important insights toward understanding and enabling teamwork with embodied autonomous robots. Human-robot collaboration, or teaming, refers to collaborative partnerships between humans and robots in completing tasks and typically focuses on coordinating close, seamless joint activities between a single human and a single robot (for a recent review see [Ajoudani et al. 2018]). A central premise behind work to enable human-robot collaboration is that the combination of a robot’s unique capabilities with those of humans opens possibilities that are out of reach for robots or humans each working in isolation ([Shah 2017]). This involves a variety of behavioral and technical solutions for anticipating, planning, and executing partner actions (e.g. [Hayes and Scassellati 2016; Hoffman and Breazeal 2007; Shah et al. 2011]), generating interpretable behavior
(e.g. [Dragan et al. 2013; Knepper et al. 2017], developing novel methods (e.g. crowdsourcing human behavior for model generation: [Breazeal et al. 2013]), as well as studying effects of such collaborative partnerships on people (e.g. [Hinds et al. 2004]). Several studies have also explored how human-robot teamwork can be improved through a robot’s social behavior. For example, Scheutz, Schermerhorn, & Kramer [Scheutz et al. 2006] found that team performance in a collaborative search task could be improved through emotional changes in the robot’s voice tone, and several studies explored the important role of gaze in improving human-robot collaboration by studying handovers (e.g. [Admoni et al. 2014; Moon et al. 2014]). Another study of a teamwork scenario in which one human participant interacted with two autonomous robots, found that robots can improve teamwork through subtle displays of positive engagement and interest alone [Jung et al. 2013]. While this work has been highly impactful in providing behavioral and computational insight into understanding and improving collaborative partnerships between a single human and a single robot, it does not, besides a few exceptions (e.g. [Jung et al. 2015; Strohkorb Sebo et al. 2018; You and Robert 2017]), speak to contexts in which robots collaborate with more than a single person.

2.2 Robots in Work Contexts

Studies of autonomous embodied robots and their effects on people in work contexts began as early as the 80s, soon after industrial robots saw increased use in manufacturing. For example, work by Linda Argote and colleagues (e.g. [Argote and Goodman 1985; Argote et al. 1983]) demonstrated both advantages (reduced fatigue) and disadvantages (overabundance of human downtime) from the perspective of human workers. While these robots had to be employed in areas caged off from humans, recent advances in safe human-robot interaction have made it possible for humans to interact closely with robots without fear of, harm, injury, or death (see [Lasota et al. 2017] for a review) and robots now support work in close contact with humans in a wide range of areas. For example, a recent study by Sauppe and Mutlu [Sauppé and Mutlu 2015] showed that a robot’s treatment as a social entity extends to industrial settings in which robots closely work with humans on manufacturing tasks. Research on hospital delivery robots has demonstrated that how people respond to a robot depends on patient needs, work practices within a given unit [Mutlu and Forlizzi 2008], and job roles [Siino and Hinds 2005]. The introduction of robots can alter work practices and occupations. In a study of two pharmacy delivery robots in the UK, Barrett et al. [Barrett et al. 2012] found that pharmacy technicians expanded their role by tending to the robot whereas pharmacy assistants lost control over their work tasks, which were increasingly dictated by the demands of the robot and the technicians. Studies of science teams operating remote rovers also tell us that working with a remote autonomous robot can alter fundamental aspects of scientists’ practices [Vertesi 2015] and that increased autonomy can lead to questions about how to interpret a robot’s activities [Stubbs et al. 2007]. In sum, studies of robots in work contexts have provided vital information about how robots change the way that people work, how people from different professions interact with robots, and how activities surrounding interactions with robots affect peoples’ behavior and attitudes toward robots. However, we have little understanding about the mechanisms through which robots influence interpersonal dynamics in teams, despite decades of research on teams that establishes such dynamics as crucial for the short and long-term performance of teams.

2.3 Robots in Group Settings

A growing number of studies have demonstrated that embodied autonomous robots can affect their social environment beyond the persons interacting with them. Such influence can play out in multiple ways. We know that robots can take the role of a mediator and actively influence how two or more people relate to or interact with one another. Early studies of robots used in autism therapy, for example, show that robots can shape how children socially interact with
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others (for a review, see [Scassellati et al. 2012]). Further, Hoffman and colleagues presented a robot designed to diffuse tension in marital conflict through nonverbal fear expressions [Hoffman et al. 2015] and a recent study by Shen, Slovak, & Jung [Shen et al. 2018] demonstrated the effectiveness of a robot in helping young children resolve interpersonal resource conflicts. Expanding the focus from dyads to larger groups, Short and colleagues [Short et al. 2017] showed that intergenerational interactions between older adults and their families could be shaped through a robot’s behavior. Another study by Correia and colleagues [Correia et al. 2018] showed that a group’s shared emotional state during a card playing game could be influenced through a robot’s self or group oriented emotional statements. Several other studies have explored how the way a robot moves in a group affects coordination dynamics in groups engaged in group dance (e.g. [Iqbal et al. 2016; Iqbal and Riek 2017]). Studies have also begun to explore how groups of people are affected through subtle, often non-verbal behavior of a robot rather than through explicit moderation attempts. For example, Mutlu and colleagues [Mutlu et al. 2009] studied groups of museum visitors and demonstrated that even subtle, nonverbal gaze cues are sufficient to impact entire groups by shaping social roles. A study by Oliveira and colleagues [Oliveira et al. 2018] showed that the amount of pro-social behavior a group of people exhibited while playing a game was dependent on the robot’s displayed goal orientation as friend or foe. Finally, a study by Vázquez and colleagues [Vázquez et al. 2017] showed that a robot’s social orientation within a group of people affected social gaze patterns towards the robot. Even robots that are not intentionally designed with a moderating role can shape interpersonal interactions in groups, for example, by shaping norms of social conduct through their behavior. Lee and colleagues documented “ripple effects” of a robot’s behavior as it influenced how people interacted with each other and as it influenced the shared norms that people developed regarding appropriate ways of interacting with the robot [Lee et al. 2012]. Longitudinal studies of the Robovie robot in shopping malls also show that people tend to approach a robot in groups and are more likely to act on the robot’s advice about what stores to visit if they feel they have a relationship with it [Kanda et al. 2010]. There is also evidence that a robot’s mere presence can affect how people interact with each other [Dole 2017; Riether et al. 2012]. Dole [Dole 2017], for example, showed that participants looked at a nutritionist more and perceived her as less warm when in the presence of a physically embodied social robot as compared to a tablet computer or a nonsocial robot.

These studies provide strong evidence that robots can influence people beyond the person interacting directly with the robot and thus shape how people behave and interact with others, the roles that people assume in groups, and even the norms that groups develop. However, despite this evidence for a robot’s impact beyond the individual, most studies have been focusing on groups in family and play contexts (such as supporting family communication, or playing a game or dancing together) rather than on groups or teams in work or teamwork contexts. Additionally, all of the studies that demonstrated a group influence used robots with anthropomorphic features or robots that employed human behaviors such as speech.

2.4 Summary

Taken as a while, these studies highlight a growing interest in building understanding about a robot’s influence on groups and about how robots can be deliberately designed with such group influence in mind. While many of these studies introduced novel collaborative tasks, these tasks are often (1) highly specific to the phenomenon under study (e.g. mistake admissions [Strohkorb Sebo et al. 2018] or conflict reactions [Jung et al. 2015], (2) designed for anthropomorphic robots rather than standard robotic arms, and (3) have yet to explore whether and how non-anthropomorphic robots such as industrial robot arms can influence social dynamics in groups of people working together.
To enable the extension of current human robot collaboration research towards groups of people collaborating with a robot, we developed a novel resource distribution task that extends typical human-robot collaboration scenarios beyond dyadic interactions. We designed our task to meet several criteria: First, the task should enable data-collection about human-robot interaction and collaboration across a range of group sizes. That means, the method should be flexible and allow the same data collection approach when studying a robot interacting with two, three or more human collaborators. Second, the task should allow data collection of human-robot collaboration that employs a simple robot arm. Robot arms likely represent the most frequently deployed robots today, and robot arms are used across a broad range of human-robot collaboration contexts and studies (e.g. [Dragan et al. 2013; Huang et al. 2015; Nikolaidis et al. 2013; Wilcox et al. 2013]). Further, using a simple robotic arm capable of manipulating physical objects will allow us to draw insights that cannot be gained from virtual agents and physically embodied robots that lack manipulation capabilities (e.g. Nao robot, Jibo, or iCat). Third, the task should allow data collection about human robot collaboration across multiple levels of analysis (individual, inter-personal, and groups). The method should allow the collection of process and outcome data related to the task and social dynamics. Fourth, the task should be applicable to different forms of robot control. That means it should be applicable to robots that are Wizard of Oz controlled or autonomously controlled and thus allow data collection that 1) aids empirical studies aimed at understanding human robot collaboration, 2) aids the technical development and evaluation of novel algorithmic collaboration approaches, and 3) aids the generative design of novel interaction approaches. Fifth, the task should enable research that aims at developing novel understanding about a robot’s impact on groups as well as research that aims at developing novel technical solutions (e.g. distribution algorithms) that enable robots to function in groups.

To meet these criteria we designed a task that places two or more human participants in a collaborative interaction with a robot. The robot decides how resources are distributed among participants. The task is specified through a task description, a physical setup, and a specification of a simple robot operation.

### 3.1 Task Description

The task requires a group of human participants to build a structure as tall as possible out of building blocks in collaboration with a robot. The robot’s task is to deliver resources (building blocks) to the team by picking them up from a stack located behind the robot and placing them in front of the human collaborators on the other side of the robot. The task of the human participants is to place the blocks to build the desired structure. The robot decides how to distribute blocks. The task is completed once all blocks are placed.

This block building task models typical assembly or building tasks that are used in many other human-robot collaboration studies (e.g. [Hayes and Scassellati 2014, 2015; Khatib 1999; Morioka and Sakakibara 2010]).

### 3.2 Task Materials

Task materials include a typical robot arm (e.g. Kuka YouBot) with a gripper as an end-effector, a set of building blocks, and a fixture to hold the blocks in place such that they can be reliably picked by the robot. The robot is placed on a table such that it can pick up building blocks from one side of the table and place them in front of the human collaborators on the other side of the table. Our example setup utilizes 20 blocks that are stored in four stacks of five blocks each.

The task utilizes a standard robot arm for three reasons. First, robot arms are possibly the most frequently employed type of robots due to their reliability, precision, and strength. Since its invention [Scheinman 1969] their use has been
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growing rapidly with an estimated 1.5−1.75 million industrial robots in operation in the US, and projections see a three-fold increase in use by 2025 [Acemoglu and Restrepo 2017]. Second, advancements in safe human-robot interaction [Lasota et al. 2017] and human robot collaboration (e.g [Hayes and Scassellati 2014, 2015; Khatib 1999; Morioka and Sakakibara 2010]) have increasingly placed robot arms into direct collaborative interaction with people further extending its use and making it increasingly important to understand how such robots affect their social environment. Third, focusing on the use of a robotic arm that places resources directly extends current research approaches to human-robot collaboration, or teaming, the majority of which employ similar robot arms (e.g. Khatib, 1999; Morioka & Sakakibara, 2010; Hayes and Scassellati 2014b, 2015).

Fig. 2. Schematic overview of the human-robot collaboration setup with two human collaborators as used in our case study. The orange squares represent building blocks that are picked up by the robot from the stacks on the right and then delivered to the participants who are using them to assemble a structure.

3.3 Robot Operation

In the simplest application of the task, the robot relies only on simple pick and place operations to collaborate on the task. Pick-and-place is an "elementary" robot operation that almost any robot arm can perform and that most robot arms do perform in one way or another across many current application contexts. By focusing on such elementary robot operations or behaviors, the method aims to aid in collecting data from which it is possible to draw more generalizable conclusions than is possible from data generated from more complex robot behaviors.

4 CASE STUDY: APPLYING THE TASK TO A STUDY THAT EXPLORES THE IMPACT OF RESOURCE DISTRIBUTION ON TEAMWORK OUTCOMES

Whenever a robot collaborates with more than one human it has to make decisions about the distribution of resources (e.g. social attention, task support, or physical resources). The robot has to decide to whom to attend, or whom to assist at any point in time. How such resources are distributed likely affects the social dynamics within the group with potential effects on immediate and long term team outcomes. For example, we know from prior work that people are uniquely attuned to inequalities and fairness in resource distribution (e.g. [Brosnan and de Waal 2014; Lee 2018]) and even a simple change in a robot’s distribution of gaze within a group of people can change participant roles [Muthu et al. 2009]. Therefore, if we want to develop fundamental understanding about a robot’s impact on group behavior
and outcomes it is important to understand whether and how resource distribution by a robot shapes group dynamics and outcomes.

To provide a case for the application of our task we used it to explore the question of how a robot’s distribution of resources affects team social dynamics and outcomes in a collaborative construction task. Specifically we asked: Does the mere distribution of resources by a robot (equal vs unequal between two human team members) affect team performance and perceptions of relationship quality?

4.1 Experimental Design

To explore our research question, we designed an exploratory, two-condition (equal vs unequal distribution of resources), between participants study in which two human participants collaborate with a robot to complete a task - building a tower out of wooden blocks to be as high as possible. Our study directly extends current research on human-robot collaboration (e.g. Khatib, 1999; Morioka & Sakakibara, 2010; Hayes and Scassellati 2014b, 2015) by adding a second human team member. Equality in resource distribution (Independent Variable) was operationalized through the robot’s placement of 20 wooden building blocks required to complete a tower building task. In the equal distribution condition, the robot gives 10 blocks to each participant, making a 50/50 distribution. In the unequal contribution condition, the robot gives the participant sitting in the right-hand side 13 blocks, and the participant on the left-hand 7 blocks, making a 65/35 distribution between the participants. Although we controlled the robot remotely using a Wizard of Oz approach, we introduced the robot as autonomous to participants and lead them to believe that the robot was actively watching and listening to their actions during the tower building task in order for it to make block distribution decisions.

4.2 Participants

We recruited 124 participants (N=62 teams) for this study using a combination of fliers and the university’s on-line student recruitment system. Participants were provided compensation of either cash payments or student research credits. Of the 124 total participants recruited, 61.3 percent identified as female (n = 76), 37.9 percent were male (n = 47), and one participant identified as non-binary. A plurality of participants identified their ethnicity as Asian (42.7%, n = 53), followed by White (33.9%, n = 42), Hispanic (10.5%, n = 13), Other (7.3%, n = 9), African American (3.2%, n = 4), and Pacific Islander (0.8%, n = 1), with two participants choosing not to identify their ethnicity. Ages ranged considerably from 18 - 66 years, but the median age of participants was 21 years. Given this study occurred on a university campus and relied largely on an undergraduate and graduate participant pool, most participants were highly educated with over 75 percent (n = 94) reporting having at least some college education.

4.3 Procedure

The study procedures involved four steps totaling between 30 and 45 minutes.

Step 1 - Pre Survey and Task Introduction: Participants first provided informed consent and filled out a pre-study survey (data not included in this case study) that included demographic questions, questions about their relationship status with their study partner, and their experience with AI and robots in general. Next, an experimenter led participants into a small laboratory where the robot was set up as described in the previous section. The experimenter asked participants to sit on one of the randomly assigned chairs.

Once seated, the experimenter told participants that the study involved testing an autonomous robot designed to help a two-person team build the tallest tower possible from a set of 20 wooden blocks. The experiment would consist of 20 rounds (one for each wooden block). At the start of each round, the robotic arm would give one of the participants
a wooden block. That participant must use this block and place it to construct a tower in front of the robot. Once the block had been placed, the robotic arm would start the next round by picking up a new block and deciding which team member to give it to. This would continue for twenty rounds until all the blocks had been used. Participants were told that their goal was to build a tower as tall as they could. They were free to talk and plan with one another, but they could only place a block on the tower if it was given to them by the robot (participant were explicitly told they could not share blocks with each other).

![Robot Control Interface](image)

Fig. 3. Remote operator interface for Wizard of Oz control of the robot

To highlight the interdependent nature of the task, we informed participants that each team could earn an extra team bonus of up to $10 dependent on the height of the tower measured at the end of the building task. However, the team bonus would be paid out according to individual task contribution and split up according to the distribution of block placements. If a team earned a total bonus of $8 and each participant placed 10 blocks on the tower, that would be a 50/50 split, and each participant would receive $4. Thus, across conditions participants were told that the bonus compensation would depend on the team’s success and that the bonus would be distributed according to the distribution of block placements. If the participants’ tower fell down at anytime during the study, the table would be cleared, and the participants would continue building the tower with whatever blocks remained. They were reminded that this would significantly lower their bonus payment, as their tower would have fewer blocks. We used this reward design to model teamwork contexts in which both team success and individual contributions contribute to rewards and to highlight the interdependent nature of the collaboration task.

**Step 2 - Calibration Routine:** The second step of the procedure was designed to create a believable experience of working with an autonomous robot. While the robot was operated by the experimenter through a remote operation interface (see figure 3), it was introduced to participants as autonomous. The experimenter told participants that a machine learning approach had been used to train the robot on a dataset of hundreds of two person teams building similar wooden block towers. Based on this training, the robot would give a block to the person it thought at the moment could best help the team succeed towards building the highest tower.
Table 1. Order robot hands out blocks in each round for each condition.

| Condition | 1  | 2  | 3  | 4  | 5  | 6  | 7  | 8  | 9  | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 | 20 |
|-----------|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|
| 65/35     | A  | B  | A  | B  | A  | A  | B  | A  | B  | A  | B  | A  | A  | B  | A  | A  | A  | B  |    |    |
| 50/50     | A  | B  | A  | B  | A  | A  | B  | B  | A  | B  | A  | A  | B  | B  | A  | B  | A  | B  |    |    |

To further emphasize the seemingly autonomous nature of the robot, we asked participants to complete a short calibration and training routine with the robot before starting the actual task. Participants were told that the robot has two main sensors, a Microsoft Kinect camera placed in front of the robot that is able to map and model the participants movements in 3D space, and a microphone. Both visual and audio information would be used by the robot to determine to whom it should give the next block. In actuality, none of the systems explained here were functional but were merely placed on the table. The first part of the calibration routine required each participant to pick up a wooden block three times with each hand in front of the robot. Participants were told that this data was used to build a 3D model of their movements. The second part of the calibration routine involved each participant uttering “Mary had a little lamb who’s fleece was white as snow” 3 times in their normal speaking voice. Participants were told this was used to build a vocal model for the robot to understand their speech. In both cases, the experimenter looked at a laptop seemingly entering parameters and monitoring the progress of the calibration routine until it was completed in a satisfactory fashion.

**Step 3 - Building Task:** After the completion of the calibration routine, the experimenter left the room telling participants that he/she would wait outside the room during the tower building activity. Instead, the experiment monitored a live video feed of the task in the nearby observation lab.

Participants were asked to start with the building task once the robot handed out the first block. Once a participant placed a block on the tower, the robot continued by passing out the next block. This continued until all 20 blocks were passed out to the participants. Based on the study condition, blocks were distributed in the sequences outlined in Table 1 (A,B = participants A and B as in figure 2).

At the completion of the task, the experimenter entered the room, measured the height of the tower with a ruler. The experimenter told all participants, irrespective of their actual performance, that their tower was in the 89th percentile of all towers measured so far and would thus receive 8/10 points, equaling a team bonus of $8. Based on the study condition and the distribution of blocks, participants were then ether paid both $4 in the equal distribution (50/50) condition, or $6 and $2 respectively in the unequal distribution (65/35) condition.

**Step 4 - Post Survey and Debriefing** After receiving their reward payments, participants completed a series of survey measures including the subjective value inventory and open ended questions asking them to reflect on the tower building activity and the robot’s decision-making mechanism. Participants were then debriefed and told the true purpose of the study, that the robot was not actually watching or listen to them, and that the distribution they experienced was pre-programmed before they started the study.

**4.4 Measures**

To evaluate the impact of the robot’s behavior on the team we measured team performance and team members’ satisfaction with the quality of the relationship with their team partner.
4.4.1 Team Performance. Our team performance measure was operationalized by collecting a measure of each team’s tower height at the conclusion of the building task. An objective measure of overall team performance was analyzed both to establish whether distribution conditions significantly impacted task performance and, if so, to statistically control for the effects of these differences on how team members subjectively experience the task.

4.4.2 Relationship Satisfaction. We adapted items from a subscale (Feelings About Counterpart Relations) of Subjective Value Inventory (SVI) from Curhan et al. [Curhan et al. 2006] to understand participants satisfaction with their relationship with their team partner. All items were measured on 7-point Likert scales (1 = strongly disagree to 7 = strongly agree) and had high reliability ($\alpha = .82$). The items measured the participants’ general impression of their partner and the effect of the activity on their sense of trust and satisfaction (e.g., “Did the activity make you trust your counterpart?”).

4.5 Results
In order to test whether the KUKA Youbot, through mere differences in block distribution (equal vs. unequal distribution), was capable of influencing team member ratings of relationship satisfaction, a group-level relationship satisfaction score was calculated by averaging individual team member ratings within each team. We conducted a single independent samples t-test using the team relationship satisfaction score as the dependent variable. Levene’s test of equality of variance was non-significant indicating that equality of variance could be assumed, $F(1,60)=1.78$, $p = .19$. Results of the Student’s t-test demonstrate a significant difference between distribution conditions, $t(1,60)=-2.86$, $p = .006$, $d = .73$, such that teams in the unequal distribution condition reported less team relationship satisfaction than those in the equal distribution condition (see table 2). Tower height, as an objective team performance metric, was not controlled in the statistical analysis of team relationship satisfaction, because it did not differ significantly between conditions $t(1,60) = 1.63$, $p = .11$ (see figure 4).

![Fig. 4. Left: Mean tower height between distribution conditions. Not significant at the $p < .05$ level. Right: Mean ratings of team relationship satisfaction between distribution conditions. Significant at the $p < .01$ level. Error bars represent the standard error.](image)

4.6 Discussion
Results from this case study demonstrate the impact that a non-anthropomorphic robot can have on team outcomes simply by the way it decides to distribute resources among team members. Team members in the unequal distribution
Table 2. Descriptive statistics of team relationship satisfaction for each condition

| Block Distribution | N  | Mean | SD   | SE  |
|--------------------|----|------|------|-----|
| Team Relationship Satisfaction Unequal | 30 | 5.646 | 0.757 | 0.138 |
| Equal               | 32 | 6.160 | 0.659 | 0.117 |

Table 3. Independent Samples T-Test of effects of robot block distribution on team relationship satisfaction

|                      | t    | df  | p     | Cohen’s d | Lower | Upper |
|----------------------|------|-----|-------|------------|-------|-------|
| Team Relationship Satisfaction | -2.857 | 60.00 | 0.006 | -0.726 | -1.238 | -0.209 |

condition reported a significantly more negative perception of their relationship than those in the equal distribution condition.

Our finding that the distribution of resources by a robot affects the team’s overall relationship quality has implications for both design practice and theory. First, this study informs how we might design algorithms to assist groups of people. Our study demonstrates that the development of algorithms for robots that support team in achieving optimal performance might face a difficult dilemma. On the one hand, a robot’s assistance should help the team optimize overall task performance by distributing resources to the team member most capable of helping the team succeed. On the other hand, our study showed that distributing resources unequally can come at a social cost which might hurt team performance in the long term as studies of teams in organizations have highlighted the importance of relationship quality and cohesion for performance (e.g. [Cohen and Bailey 1997]). Thus when designing algorithms for robots to assist teams, researchers face the challenge to find ways that optimize immediate task performance while also maintaining good social dynamics between members of the team.

Our finding that unequal resource distribution leads to an impoverished interpersonal relationship perception has implications for our understanding of algorithmic resource distribution and fairness. Recent research on algorithmic resource distribution between multiple people has predominantly focused on understanding individuals’ perceptions of the algorithm and its decisions (e.g. [Lee 2018; Lee and Baykal 2017]). Less is known about how resource distribution and perception of those as fair or unfair affects peoples’ interpersonal relationships with each other. Our study sheds light onto the possible negative interpersonal consequences that may arise from letting machines decide how to distribute resources.

Our finding that unequal resource distribution leads to an impoverished interpersonal relationship perception has implications for our understanding of algorithmic resource distribution and fairness. Recent research on algorithmic resource distribution between multiple people has predominantly focused on understanding individuals’ perceptions of the algorithm and its decisions (e.g. [Lee 2018; Lee and Baykal 2017]). Less is known about how resource distribution and perception of those as fair or unfair affects peoples’ interpersonal relationships with each other. Our study sheds light onto the possible negative interpersonal consequences that may arise from letting machines decide how to distribute resources.

Our also provided initial evidence that sheds light onto the complex social role an industrial robot can take on when engaged in a group interaction. Table 4 shows a 19 second sequence from one of the teams participating in the study. One of the participants (left participant) places her hand open on the table in expectation of receiving the next block. Then, seemingly unexpected to her, the robot places the block in front of the other participant (on the right). This creates a vulnerable moment for the participant on the left, who makes a tense facial expression and retracts her arm. Upon receiving the block, the participant on the right displays a nervous frown, seemingly embarrassed about the position the robot put him in. The sequence ends with an exchange of gaze and affiliative smiles between participants as part of what seems an attempt to repair the awkward social situation the robot has placed them in. This exchange is interesting for several reasons: It demonstrates not how a robot’s simple pick and place behavior can become offensive as it places one participant in a vulnerable position through a seeming rejection. Further, the example demonstrates how a robot’s simple behavior can impact interpersonal dynamics between multiple people. The awkward situation
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created by the robot makes a repair relevant. Finally, this example shows how even an industrial robot without any anthropomorphic physical features and without making a gesture that is specifically designed for social legibility (e.g. as in [Dragan et al. 2013; Takayama et al. 2011]) can elicit complex social dynamics within a group through one of the most basic robot operations an industrial robot can perform: picking up and placing an object. As such this work builds on early findings on peoples’ social relations to non-anthropomorphic robots (e.g. [Forlizzi and DiSalvo 2006], by showing that non-anthropomorphic robots can also shape peoples’ social relations with each other in complex ways.

Finally our case study provided initial evidence about people’s reasoning about a robot’s decision making in groups. We asked people about how they thought the robot makes resource distribution decisions and we received a wide range of answers. For example, some participants thought resource distribution decisions depended on the robot’s assessment of individual building skills: “I believe the robots actions were determined by looking at the way we placed the blocks in terms of location but as well as how we placed the blocks like gentle, firm, or rigid. Because of my gentleness I believe the robot chose me to place many of the blocks in order to prevent falls and build a higher tower.” Other participants believed the robot’s decisions were driven by participants’ verbal utterances: “The robot seemed to judge it mainly at first based on what we said, since I stated [sic] not having done this before. But later on it started taking into account our ideas such as different way of stacking the blocks. I think it did a good job being responsive to our ideas.” Thus, this task can help in collecting data about how people reason about a robot’s decision making in group situations and contribute to ongoing debates on the lay theories people form when interacting with algorithmic systems (e.g. [DeVito et al. 2018]).

5 OVERALL DISCUSSION AND CONCLUSION

We introduced a Resource Distribution Task that enables HRI researchers to collect data about human-robot collaboration that involves multiple human participants. The task engages a group of people in a collaborative interaction with a robot that distributes resources among group members.

We demonstrated the utility of our approach through a case study that shows how this task enabled us to collect data on the impact of a robot’s resource distribution through elementary pick and place behaviors on interpersonal dynamics and outcomes. Our work directly informs how research in HRI is carried out [Wobbrock 2012; Wobbrock and Kientz 2016] as it enables researchers to collect data about human robot collaboration that involves more than one human. More broadly, our paper contributes to a growing effort of building HRI specific research methodology (e.g.[Bethel and Murphy 2010; Dautenhahn 2007; Hoffman and Ju 2014; Rick 2012; Steinfeld et al. 2006; Woods et al. 2006]).

5.1 Advantages over existing tasks

The resource distribution task is, of course, not the first task that generally engages a single robot in an interaction with multiple people. Other tasks exist, they are are often difficult to replicate as they rely on highly complex study protocols that involve a highly trained confederate (e.g. [Jung et al. 2015]), a complex game designed to explore one specific research question (e.g. [Oliveira et al. 2018; Short et al. 2017; Strohkorb Sebo et al. 2018]), a specific robot design (e.g. [Hoffman and Ju 2014]), or they focus on remote controlled rather than autonomous robots (e.g. [You and Robert 2017]). To our understanding, the resource distribution task is the first task that allows the examination of human-robot collaboration and teaming situations that involve multiple people. While many human-robot teaming and collaboration
Table 4. Short interaction sequence evolving around a robot’s block placement.

1) 00 seconds: Participants are waiting for the robot to pick up the next block.

2) 09 seconds: The participant on the left extends her arm in expectation of receiving the next block.

3) 12 seconds: Upon realizing that the robot decided to give the next block to the participant on the right, the participant on the left makes a tense facial expression (lip presser, AU24) reflecting the vulnerable position the robot left her in.

4) 12 seconds: Upon receiving the next block, the participant on the right makes a tense expression of discomfort (lip corner depressor, AU15) which reflects the awkwardness of the situation the participants were placed in by the robot.

5) 13 seconds: The participant on the left awkwardly retracts her hand as the other participant receives the block.

6) 14 seconds: The participant on the right expresses an awkward smile towards the participant on the left in an attempt to repair the situation’s awkwardness.

7) 15 seconds: Both participants express affiliative smiles (lip corner puller, AU12 and cheek raiser AU6).

8) 19 seconds: The participant on the right places the received as the other participant is watching.
tasks exist they all involve single robot in a collaborative interaction with a single human (e.g. [Hayes and Scassellati 2014, 2015; Khatib 1999; Morioka and Sakakibara 2010]).

A particular strength of this task is that it can be easily modified. For example, team size or team composition (e.g. by gender or culture) can be easily modified to study effects of a robot’s collaborative behavior on group size and composition (see figure 5). Further, it is possible to study varying degrees of anthropomorphic embodiment, for example, by adding eyes to study gaze effects (e.g. as in [Admoni et al. 2014; Moon et al. 2014]), or to study different motion trajectories when handing over blocks (e.g. [Dragan et al. 2013]), or by adding more complex social interfaces through a screen as is common for many current human safe robot arms (e.g. iRobot’s Baxter and Sawyer, ABB’s Yumi, or KUKA’s LBR iiwa).

5.2 Generalizability

While the task to collaborate with a robot arm to construct a tower out of wooden blocks seems very specific, we believe this task can speak to a broad range of human-robot interaction scenarios. As we laid out in the introduction,
questions regarding resource distribution emerge whenever robots are deployed in group settings. Our task provides a tool to examine questions surrounding a robot’s resource distribution in group settings. Just as the Desert Survival Task [Lafferty et al. 1974] does not only speak to communication in a desert survival situation, and just as the famous ostracism task [Williams 1997] does not only speak to exclusion effects during a ball game, our task is intended to speak to any situation in which a robot distributes a resource among members of a group.

Beyond studying how unequal resource distribution affects interpersonal dynamics and outcomes in groups, we believe that this task lends itself to a broad range of research questions in the area of human-robot collaboration. As one application for the task, we envision it to be used in the design and evaluation of novel algorithms for human robot collaboration in groups. For example, it could be used to evaluate resource distribution algorithms and test their impact on team performance and interpersonal dynamics. A second application context for this task could be as a scenario for designing novel interaction strategies for robots in group settings, using a generative wizard of oz paradigm (e.g. [Hoffman and Ju 2014]). A third application also help in developing understanding how people make sense of robots and how people reason about a robot’s decision making. As a final application context, the task might also be used to explore the use a robot’s resource distribution as a deliberate intervention into a group’s social dynamics. For example, the robot could provide more resources to the person that is not actively contributing to the task or less resources to the person who dominates the floor in order to create more equal group participation.

5.3 Conclusion

More than a century ago, Simmel reflected that adding a third member to a dyad brings with it a dramatic qualitative change as "the triad exhibits in its simplest form the sociological drama that informs all social life: the dialectic of freedom and constraint, of autonomy and heteronomy" [Coser 1971]:187. Adding just one more person to dyadic human-robot collaboration brings with it complexities that are yet to be fully understood. We hope this task enables others to expand our understanding of human-robot collaboration research beyond the dyad.
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