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Abstract—Schedulability bounds not only serve as efficient tests to decide schedulability of real-time task systems, but also reveal insights about the worst-case performance of scheduling algorithms. Different from sequential real-time task systems for which utilization is a suitable metric to develop schedulability bounds, schedulability of parallel real-time tasks depends on not only utilization but also the workload graph structure of tasks, which can be well represented by the tensity metric. In this paper, we develop new analysis techniques for parallel real-time tasks systems under Global Rate-Monotonic (G-RM) scheduling and obtain new results on schedulability bounds based on these two metrics: utilization and tensity. First, we develop the first utilization-tensity bound for G-RM. Second, we improve the capacity augmentation bound of G-RM from the best known value 3.73 to 3.18. These schedulability bounds not only provide theoretical insights about real-time performance of G-RM, but also serve as highly efficient schedulability tests, which are particularly suitable to design scenarios in which detailed task graph structures are unknown or may change at run-time. Experiments with randomly generated task sets show that our new results consistently outperform the state-of-the-art with a significant margin under different parameter settings.

I. INTRODUCTION

Schedulability bound is a well-established concept in real-time scheduling theory, which can be used as not only a simple and practical way to test the schedulability of real-time task sets, but also a good quantitative metric to indicate the worst-case performance of different scheduling strategies and provide insights about their performance bottlenecks. The most well-known schedulability bound would be Liu and Layland’s utilization bound for Rate-Monotonic (RM) scheduling algorithm on single-processors developed in 1970’s [1]. Since then, various of schedulability bounds have been developed for different scheduling algorithms with different task and processing platform models.

Today, multi-core processors are more and more widely used in real-time systems, to meet the rapidly increasing requirements in high performance and low power consumption. Software must be parallelized to fully utilize the computation power of multi-cores. Therefore, it requires to upgrade the classical real-time scheduling theory from sequential tasks to the parallel task setting. The Directed Acyclic Graph (DAG) task model is a general representation of parallel tasks. There have been increasing research interests on real-time scheduling and analysis of DAG tasks recently [2]–[10], but the field is still far from mature.

While utilization has been proved to be a suitable metric to examine the schedulability of sequential tasks, this is not the case for parallel DAG task systems. A DAG task system may be unschedulable by any scheduling approach with arbitrary low utilization, even when the system only consists of one DAG task. This is because the difficulty of scheduling a DAG task depends on not only the total workload, but also the structural constraint of the tasks’ workload. Previous work has shown that, in additional to utilization, another metric tensity, the ratio between the longest path length in the graph and the deadline, also captures important feature of the DAG structure of tasks and plays an important role in their schedulability. Based on this observation, two types of schedulability bounds have been proposed and studied for DAG task systems: the capacity augmentation bound and the utilization-tensity bound.

The difference between capacity augmentation bound and utilization-tensity bound is that the first one tests schedulability of a DAG task system by comparing both the utilization and tensity with a unified threshold, while the second one compares utilization and tensity with its own threshold separately. Capacity augmentation bound is a little bit more abstract and simply represented by a number, so comparison of different capacity augmentation bounds is straightforward. The
tensity-utilization bound is more accurate and provides more information about how each of utilization and tensity individually influences system schedulability. When directly used as schedulability test conditions, both capacity augmentation bound and utilization-tensity bound enjoy high efficiency and the nice property that no detailed DAG structure information is required (apart from the two abstract metrics utilization and tensity). This property makes the two bounds particularly suitable for design scenarios in which the DAG structure is unknown (e.g., in early-phase system design) or may change at run-time (e.g., for conditional DAG tasks where the actual workload released at run-time is input-dependent).

In this paper, we develop new analysis techniques for DAG task systems under Global Rate-Monotonic (G-RM) scheduling, which yields the following new schedulability bounds:

- We derive the first utilization-tensity bound for G-RM scheduling. Previous work developed a utilization-tensity bound for Global Earliest-Deadline-First (G-EDF) scheduling, but no such result exists for G-RM. From graphical representations of their utilization-tensity bounds (Fig. 1), we can clearly see that while in general G-EDF has better schedulability than G-RM, for task systems with large tensity G-RM is actually superior to G-EDF.
- We improve the capacity bound of G-RM scheduling from the state-of-the-art value 3.73 [1] to 3.18.

We conduct experiments with randomly generated tasks, which show that our new results consistently outperform the state-of-the-art with a significant margin under different parameter settings.

II. MODEL

We consider a task set $\tau$ that consists of $n$ sporadic tasks $\tau = \{\tau_1, \tau_2, ..., \tau_n\}$ to be executed on $m$ identical processors. Each task $\tau_i$ has a workload structure modeled by a Directed Acyclic Graph (DAG) $G_i = (V_i, E_i)$, where $V_i$ is the set of vertices and $E_i$ is the set of edges in $G_i$. Each vertex $v \in V_i$ is characterized by a worst-case execution time (WCET) $c(v)$. Each edge $(u,v) \in E_i$ represents the precedence relation between $u$ and $v$, where $u$ is an immediate predecessor of $v$, and $v$ is an immediate successor of $u$.

A path in $G_i$ is a sequence of vertices $\pi = \{v_1, v_2, ..., v_p\}$, where $v_j$ is an immediate predecessor of $v_{j+1}$ for each pair of consecutive elements $v_j$ and $v_{j+1}$ in $\pi$. We assume each DAG has a unique head vertex (with no predecessor) and a unique tail vertex (with no successor). This assumption does not limit the expressiveness of our model since one can always add a dummy head/tail vertex to a DAG having multiple entry/exit points. A complete path in $G_i$ is a path $\pi$ where the first element in $\pi$ is the head vertex of $G_i$ and the last element in $\pi$ is the tail vertex in $G_i$. The length of $\pi$ is $\text{len}(\pi) = \sum_{v \in \pi} c(v)$.

The volume of $\tau_i$ is the total WCETs of all vertices of $\tau_i$:

$$C_i = \sum_{v \in V_i} c(v).$$

The critical path length is the longest length among all paths in $G_i$:

$$L_i = \max_{\forall \pi \in G_i} \{\text{len}(\pi)\}.$$

Clearly, we have $L_i \leq C_i$.

At run-time, task $\tau_i$ releases an infinite sequence of jobs which inherit $\tau_i$’s DAG structure $G_i$. The minimum separation between the release times of two successive jobs is $T_i$. In this paper, we consider tasks with implicit deadlines, i.e., each task $\tau_i$ has a relative deadline $D_i$. Let $J_i$ be a job of $\tau_i$, denoted as $J_i \in \tau_i$, then $r(J_i)$ and $f(J_i)$ denote $J_i$’s release time and finish time, respectively. $J_i$ must be finished before its absolute deadline $d(J_i) = r(J_i) + T_i$. We call the time interval $[r(J_i), d(J_i)]$ the scheduling window of $J_i$, whose length equals the relative deadline (i.e., period) $T_i$ of task $\tau_i$. A vertex $u$ of $J_i$ is eligible at some time point if all its predecessors of the same job $J_i$ have finished their execution.

The utilization of task $\tau_i$ is defined as:

$$u_i = \frac{C_i}{T_i}.$$

Moreover, the total utilization of the task set $\tau$ is denoted as $U_T = \sum_{\tau_i \in \tau} u_i$, and the normalized utilization of $\tau$ is defined as $U = U_T/m$.

The tensity of $\tau_i$ is defined as:

$$\gamma_i = \frac{L_i}{T_i}.$$

Moreover, the maximum tensity among all tasks in the system is $\gamma_{\text{max}} = \max_{\tau_i \in \tau} \{\gamma_i\}$.

Fig. 2. An example DAG task $\tau_i$ with volume $C_i = 18$ and critical path length $L_i = 10$ (the critical path is marked in red).

For example, in Fig 2 the volume of $\tau_i$ is $C_i = 18$, and the utilization of $\tau_i$ is $u_i = \frac{9}{5}$. The critical path (marked in red) starts from vertex $v_1$, goes through $v_3, v_5$ and ends at vertex $v_7$, so the critical path length of $\tau_i$’s DAG is $L_i = 2 + 4 + 2 + 2 = 10$. The tensity of $\tau_i$ is $\gamma_i = \frac{2}{3}$.
A. Runtime Scheduling and Schedulability

The task set is scheduled by global priority-based scheduling algorithms on \( m \) identical unit-speed processing processors. Preemption and migrations are both permitted. In this paper, we focus on Global Rate Monotonic (G-RM) scheduling. At any time, the G-RM scheduler processes the \( m \) jobs with minimum period which are currently available. For tasks with implicit deadlines, G-RM scheduler is equivalent to Global Deadline Monotonic (G-DM) scheduler since \( d(J_i) - r(J_i) = T_i \) holds for each job \( J_i \) released by \( \tau_i \).

Without loss of generality, we assume the task system starts at time 0 (i.e., the first job of the system is released at time 0) and the time is discrete. The task set is schedulable if all jobs released by all tasks in \( \tau \) meet their deadlines. Two necessary conditions must be satisfied for a task set to be schedulable [2].

**Lemma 1.** A task set \( \tau \) is not schedulable (by any scheduler) unless the following conditions hold:

\[
\forall \tau_i \in \tau : L_i \leq T_i \quad (1)
\]

\[
U_{\Sigma} \leq m \quad (2)
\]

Clearly, if (1) is violated for some task, then its period is doomed to be violated in the worst case, even if it is executed exclusively on sufficiently many processors. If (2) is violated, then in the long term the worst-case workload of the system exceeds the processing capacity provided by the platform, and thus the backlog will increase infinitely which leads to deadline misses.

### III. Background and Existing Results

In this section, we introduce some concepts and existing results that will be useful in the rest of the paper. To better understand the behind intuitions, we also review the derivations of the capacity augmentation bound and utilization-tensity bound.

#### A. Capacity Augmentation Bound

The capacity augmentation bound is defined as follows:

**Definition 1** ([2]). A scheduler \( S \) has a capacity augmentation bound of \( \rho \) if it satisfies for any task set \( \tau \):

\[
\forall \tau_i \in \tau : L_i \leq T_i / \rho \land U_{\Sigma} \leq m / \rho
\]

\[\Rightarrow \tau \text{ is schedulable on } m \text{ unit-speed processors}\]

From the above definition, capacity augmentation bound can be directly used to decide the schedulability of a task set on unit-speed processors.

The capacity augmentation bound can also be stated as the following lemma:

**Lemma 2** ([2]). If a scheduler \( S \) can schedule any task set \( \tau \) on \( m \) speed-\( s \) processors satisfying

\[
\forall \tau_i \in \tau : L_i \leq T_i \land U_{\Sigma} \leq m
\]

then \( S \) has a capacity augmentation bound of \( s \).
Lemma 5 (11). A task set \( \tau \) is schedulable by G-RM on \( m \) speed- \( s \) processors \((s > 1)\) if \( \forall \tau_i \in \tau : L_i \leq T_i \), and
\[
\forall t > 0 : \sum_{\tau_i \in \tau} \text{work} (\tau_i, t, s) \leq \frac{(s \times m - (m - 1)) t}{2}.
\] (5)

By combining Lemma 3 with 4 and 5 respectively, we can get

Lemma 6. Any task set \( \tau \) satisfying \( \forall \tau_i \in \tau : L_i \leq T_i \), and \( U_{\Sigma} \leq m \) is schedulable under G-EDF and G-RM on \( m \) processors of speed- \( \frac{\gamma + \sqrt{\gamma}}{2} \) and \( 2 + \sqrt{3} \) respectively.

The above lemma implies capacity augmentation bounds of \( \frac{\gamma + \sqrt{\gamma}}{2} \) and \( 2 + \sqrt{3} \) for G-EDF and G-RM (on unit-speed processors) respectively.

B. Utilization-Tensity Bound

The drawback of capacity augmentation bound is that it gives the same threshold for both normalized utilization and tensity, i.e., a task set with small normalized utilization but maximum tensity slightly exceeding capacity augmentation bound cannot pass the schedulability test even it is easy to be scheduled. From this view, another metric named utilization-tensity bound which aims to have asymmetric thresholds for normalized utilization and tensity on unit-speed processors are derived in (12). Instead of deriving schedulability conditions on speed- \( s \) processors and then transforming them to speed-1 processors, conditions to guarantee schedulability on unit-speed processors for G-EDF are directly derived by obtaining the “unit-speed version” of Lemma 3 and Lemma 5.

Lemma 7 (12). For any task \( \tau_i \) and \( t > 0 \), it holds
\[
\frac{\text{work} (\tau_i, t, 1)}{t} \leq \begin{cases} 
\frac{u_i - \gamma_i}{1 - \gamma_i}, & u_i > 1 \\
u_i, & 0 \leq u_i \leq 1.
\end{cases}
\] (6)

Lemma 8 (12). A task set \( \tau \) is schedulable by G-EDF on \( m \) unit-speed processors if
\[
\forall t > 0 : \sum_{\tau_i \in \tau} \text{work} (\tau_i, t, 1) \leq (m - \gamma_{\max}(m - 1))t
\] (7)

where \( \gamma_{\max} = \max_{\tau_i \in \tau} \{\gamma_i\} \).

At last, by combining Lemma 7 and Lemma 8, asymmetric thresholds for normalized utilization and tensity, i.e., the utilization-tensity bound, to guarantee schedulability of G-EDF on unit-speed machines are derived.

Lemma 9 (12). A task set \( \tau \) is schedulable under G-EDF on \( m \) unit-speed processors if
\[
\forall \tau_i \in \tau : L_i \leq T_i \land U \leq (1 - \gamma_{\max})^2
\]

where \( \gamma_{\max} = \max_{\tau_i \in \tau} \{\gamma_i\} \).

IV. STRAIGHTFORWARD RESULTS FOR G-RM

In this section, we first extend existing techniques introduced in the last section to obtain a utilization-tensity bound for G-RM, which is further shown to be pessimistic due to its ignorance of some key properties produced by the scheduling behavior of G-RM. Then in the next section we develop new techniques and present tighter utilization-tensity bound and capacity augmentation bound for G-RM.

It is nature to imply the techniques introduced in (12), to obtain a unit-speed version of Lemma 5.

Lemma 10. A task set \( \tau \) is schedulable by G-RM on \( m \) speed-1 processors if
\[
\forall t > 0 : \sum_{\tau_i \in \tau} \text{work} (\tau_i, t, 1) \leq \frac{(m - \gamma_{\max}(m - 1))t}{2}
\] (8)

where \( \gamma_{\max} = \max_{\tau_i \in \tau} \{\gamma_i\} \).

Proof. The proof is omitted here. The process to obtain the “unit-speed version” of Lemma 5 is similar with transforming the upper bound of \( \text{work} (\tau_i, t, s) \) in Lemma 3 to an upper bound of \( \text{work} (\tau_i, t, 1) \) in Lemma 8 for G-EDF.

Then by combining Lemma 7 and Lemma 10, we can derive a utilization-tensity bound for G-RM.

Lemma 11. A task set \( \tau \) is schedulable under G-RM on \( m \) unit-speed processors if
\[
\forall \tau_i \in \tau : L_i \leq T_i \land U \leq \frac{(1 - \gamma_{\max})^2}{2}
\] (9)

where \( \gamma_{\max} = \max_{\tau_i \in \tau} \{\gamma_i\} \).

Proof. If condition (9) is satisfied, then we have
\[
U_{\Sigma} \leq \frac{(1 - \gamma_{\max})^2 m + \gamma_{\max} (1 - \gamma_{\max})}{2} \Leftrightarrow \frac{U_{\Sigma}}{1 - \gamma_{\max}} \leq \frac{(m - \gamma_{\max}(m - 1))t}{2}.
\]

From Lemma 7 we have :
\[
\sum_{\forall \tau_i \in \tau, u_i > 1} \frac{u_i - \gamma_i}{1 - \gamma_i} + \sum_{\forall \tau_i \in \tau, u_i \leq 1} u_i \leq \frac{U_{\Sigma}}{1 - \gamma_{\max}} \leq \frac{(m - \gamma_{\max}(m - 1))t}{2}.
\]

Then from Lemma 10 we know \( \tau \) is schedulable under G-RM on \( m \) unit-speed processors.

Moreover, since condition (9) always meets if \( U \leq \frac{1}{2 + \sqrt{3}} \) and \( \gamma_{\max} \leq \frac{1}{2 + \sqrt{3}} \), lemma 11 implies the same capacity augmentation bound of \( 2 + \sqrt{3} \) for G-RM with the best result of the state-of-the-art.

1The transforming is through a scaling technique. Refer to (12) for more details.
V. NEW ANALYSIS FOR G-RM

In the following, we develop new techniques for analyzing the schedulability of DAG task systems under G-RM.

We first give some results that will be useful in our analysis.

Lemma 12. If the total interfering workload $I_i$ on a job $J_i$ is bounded by $I_i \leq mT_i - (m-1)L_i$, then job $J_i$ can meet its deadline on $m$ processors under G-RM.

Proof. We prove this lemma by contradiction. Suppose that $I_i \leq mT_i - (m-1)L_i$ and $J_i$ misses its deadline. Let $I = \|r(J_i), d(J_i)\|$, i.e., the scheduling window of $J_i$. Let an incomplete interval denote a time interval where at least one processor is idle at any time in this interval. Since for each time unit of complete interval, the remaining critical path of $J_i$ is reduced by one time unit. Then we know the total length of incomplete intervals during $I$ is no more than $L_i$, otherwise $J_i$ must finish its execution. We denote by $X$ the total length of the intervals within $I$ where in the G-RM schedule all $m$ processors are busy. Then we have the total work done by G-RM during $I$ is at least:

$$m \times X + (T_i - X) = (m-1)X + T_i$$

$$\geq (m-1)(T_i - L_i) + T_k = mT_i - (m-1)L_i.$$  

Since $I_i \leq mT_i - (m-1)L_i$, then $J_i$ must be finished at its deadline, reaching a contradiction. □

Let $\mathcal{J}$ denote the minimum set of jobs released from $\tau$ and failing to be schedulable under G-RM. Suppose that $J_k$ from $\tau_k$ is the first job that misses its deadline. Without loss of generality, we assume that there are no jobs with period greater than $T_k$ in $\mathcal{J}$, since the removal of such jobs from $\mathcal{J}$ does not affect G-RM, i.e., $J_k$ will still miss its deadline ($J_k$ will only be interfered by other jobs from tasks with periods no greater than $T_k$ under G-RM). A straightforward property can be observed.

Lemma 13. $S_{\infty,s_1}$ finishes at least as every vertex of each job in $\mathcal{J}$ than $S_{\infty,s_2}$ if $s_1 \geq s_2$ during a interval of $[0,t]$.

Proof. This can be proved by induction. Clearly, the lemma is true for time $t = 0$. Suppose that the lemma is true at $t^\ast$. Then during the next time unit, every vertex of each jobs processed by $S_{\infty,s_2}$ that is unfinished by $S_{\infty,s_1}$ is eligible for $S_{\infty,s_1}$. Since a processor with speed $s_1$ can process no less workload than a processor with speed $s_2$ during each time unit, the lemma is true. □

Let $W^{\mathcal{J},I}$ denote the work of $\mathcal{J}$ done by $S_{\infty,1}$ during an interval of $I$ and $A^{\mathcal{J},I}$ denote the work of $\mathcal{J}$ done by the scheduler of G-RM during the interval of $I$. The following lemma gives us a necessary condition for task set $\tau$ to be unschedulable by G-RM.

Lemma 14. If a task set $\tau$ satisfying necessity conditions (1) and (2) is not schedulable under G-RM on $m$ unit-speed processors, then there must be a task $\tau_k \in \tau$ and a time interval $I = [t, d(J_k)]$, where $|I| \geq T_k$ and:

$$W^{\mathcal{J},I} > (m - (m-1)\gamma_k)|I|.$$  

Proof. Suppose that $J_k$ from $\tau_k$ be the first job that misses its deadline. Let $I^\prime = [0, r(J_k))$. We prove the lemma by distinguishing two cases:

- **Case 1**: $W^{\mathcal{J},I^\prime} \leq A^{\mathcal{J},I^\prime}$. Since $S_{\infty,1}$ is feasible and G-RM fails at $d(J_k)$, we know that the work of $\mathcal{J}$ finished by $S_{\infty,1}$ during $[r(J_k), d(J_k))$ must be more than the work done by G-RM during $[r_k,d_k)$, i.e., $W^\mathcal{J,[r(J_k),d(J_k))} > A^\mathcal{J,[r(J_k),d(J_k))}$. Since $J_k$ misses its deadline at $d(J_k)$, from Lemma 12 we have

$$W^\mathcal{J,[r(J_k),d(J_k))} \geq (m - (m-1)\gamma_k)T_k \tag{10}$$

- **Case 2**: $W^\mathcal{J,I^\prime} > A^\mathcal{J,I^\prime}$. Let $t^\ast \leq r(J_k)$ denote the latest point in time such that at any time $t \in [0,t^\ast)$ the scheduler of G-RM has processed at least as much of every vertex of each job in $\mathcal{J}$ as $S_{\infty,1}$ at time $t$. Such a time exists, since $t^\ast = 0$ satisfies this property. Let $I^\ast = [t^\ast, d(J_k))]$. Then we have

$$W^{\mathcal{J},[0,t^\ast)} \leq A^{\mathcal{J},[0,t^\ast)}$$

Therefore

$$W^{\mathcal{J},I^\prime} > A^{\mathcal{J},I^\prime}.$$  

Then it is sufficient to prove this lemma by proving that G-RM finishes more than $(m - (m-1)\gamma_k)|I^\ast|$ units of work within $I^\ast = [t^\ast, d(J_k))]$. Since $\gamma_k \leq 1$, from Lemma 13, $S_{\infty,1}$ has processed at least as much as every vertex of each job in $\mathcal{J}$ as $S_{\infty,\gamma_k}$ at some time $t \in [0,t^\ast)$. Then we know the scheduler of G-RM has processed at least as much of every vertex of each job in $\mathcal{J}$ as $S_{\infty,\gamma_k}$ at some time $t \in [0,t^\ast)$. Let $X$ denote the total length of the intervals within $I^\ast$ where all $m$ processors are busy in the G-RM schedule, and $Y = |I^\ast - X|$, i.e., the total length of intervals within $I^\ast$ where at least one processor is idle. We distinguish two cases. First assume that $Y \geq \gamma_k|I^\ast|$. Let $\Theta_1, \ldots, \Theta_\phi \subseteq I$ denote all sub-intervals of $I^\ast$ where not all processors are busy.

Let $\eta = \gamma_k(d(J_k) - t^\ast)$ and $\delta = \phi$ (a small positive number). We define two sequences of time points: $t_0, t_1, \ldots, t_\eta$ and $t_{0}', t_{1}', \ldots, t_{\eta}'$, where $t_i = t^\ast + i \frac{\delta}{\gamma_k}$, $t_i' = t^\ast$ and $[|t_i, t_i'|] \cap \bigcup \Theta_i = \delta \times i$. Then we have $t_{\eta}' = t^\ast + |I^\ast| = d(J_k)$, and $[|t^\ast, t_{\eta}'|] \cap \bigcup \Theta_i = \gamma_k|I^\ast|$. Since $|\bigcup \Theta_i| \geq \gamma_k|I^\ast|$, we know $t_{\eta}' \leq d(J_k)$. Then we prove that by $t_{\eta}'$ G-RM has finished as much as every vertex of each job as $S_{\infty,\gamma_k}$ by $t_{\eta}'$. The proof is by induction. Clearly, from the definition of $t^\ast$, G-RM has finished as much as every vertex of each job as $S_{\infty,\gamma_k}$ by $t^\ast$. Then suppose that by $t_i$ G-RM has finished as much as every vertex of each job as $S_{\infty,\gamma_k}$ by $t_i$ where $0 < i < \eta$. Then at each time point during $[|t_i, t_{i+1}'|] \cap \bigcup \Theta_i$ all vertices of each job that are unfinished by G-RM and

$\frac{\delta}{\gamma_k}$ can be considered as the length of the minimum time unit, which is small enough that is divisible by $\gamma_k(d(J_k) - t^\ast)$.
processed by \( S_{\infty, \gamma_k} \) during \([t_i, t_{i+1})\) are available for G-RM. Since during all these time points G-RM does not use all processors, by time \( t_{i+1} \), it has processed at least as much of every job as \( S_{\infty, \gamma_k} \) by time \( t_i \). Hence at time \( t_i \), G-RM has finished as much of every vertex of each job as \( S_{\infty, \gamma_k} \) by \( t_i = d(J_k) \).

Since \( L_k/\gamma_k = T_k \), \( J_k \) can meet its deadline under \( S_{\infty, \gamma_k} \). This contradicts with the assumption that \( J_k \) misses its deadline under G-RM.

Then we know \( Y < \gamma_k |I|^* \). Therefore, the work of \( J \) that G-RM finishes during \( I^* \) is at least

\[
mX + Y = m(|I^*| - Y) + Y = m|I^*| - (m - 1)Y \\
> m|I^*| - (m - 1)\gamma_k |I^*| \\
= (m - (m - 1)\gamma_k) |I^*|
\]

Therefore, it holds

\[
W^{J, I^*} > A^{J, I^*} \geq (m - (m - 1)\gamma_k) |I^*| \tag{11}
\]

Then by construction of \( I \) in the above two cases, i.e., [\( \tau(J_k), d(J_k) \)] in (10) and \( I^* \) in (11), the lemma is proved. □

A. utilization-tensity bound

In the following we present an analysis to derive a much tighter utilization-tensity bound for G-RM than condition (9).

In the following, we show that it is not necessary to enumerate each instance of \( t \geq T_i \) to check (12).

**Lemma 17.** \( \sup_{t \geq T_i} \frac{\text{work}(\tau_i, t, 1) + \Delta}{\text{work}(\tau_i, t, 1)} = \sup_{t \geq T_i} \frac{\text{work}(\tau_i, t, 1) + \Delta}{\text{work}(\tau_i, t, 1)} \geq 0 \).

**Proof.** To prove the lemma, it is sufficient to prove

\[
\sup_{t \geq T_i} \frac{\text{work}(\tau_i, t, 1) + \Delta}{\text{work}(\tau_i, t, 1)} \leq \sup_{t \geq T_i} \frac{\text{work}(\tau_i, t, 1) + \Delta}{\text{work}(\tau_i, t, 1)} \geq 0 \tag{13}
\]

Sine \( \text{work}(\tau_i, T_i, 1) + \Delta = a_i + \Delta/T_i \), we have \( \sup_{t \geq T_i} \frac{\text{work}(\tau_i, t, 1) + \Delta}{\text{work}(\tau_i, t, 1)} \geq 0 \). Let \( t = aT_i + b \), where \( b \) is a positive number and \( b \in [0, T_i] \), \( a \) is an integer and \( a \geq 1 \). If \( \text{work}(\tau_i, b, 1) < u_i + \Delta/T_i \), then we have

\[
\frac{\text{work}(\tau_i, t, 1) + \Delta}{\text{work}(\tau_i, t, 1)} = \frac{aC_i + \text{work}(\tau_i, b, 1) + \Delta}{aT_i + b} < \frac{u_i + \Delta/T_i}{aT_i + b}
\]

Then it is sufficient to prove (13) by proving that for each instance \( b \in [0, T_i] \) where \( \text{work}(\tau_i, b, 1) \geq u_i + \Delta/T_i \), it satisfies:

\[
\frac{\text{work}(\tau_i, aT_i + b, 1) + \Delta}{aT_i + b} \leq \frac{\text{work}(\tau_i, aT_i + b, 1) + \Delta}{aT_i + b}
\]

where \( a \geq 2 \). Clearly, we have

\[
\frac{\text{work}(\tau_i, aT_i + b, 1) + \Delta}{aT_i + b} = \frac{C_i + \text{work}(\tau_i, b, 1) + \Delta}{aT_i + b} \geq \frac{(a - 1)(\text{work}(\tau_i, b, 1) + \Delta) - C_i b}{aT_i + b} \geq 0 \quad \Leftrightarrow \quad \frac{\text{work}(\tau_i, b, 1)}{b} \geq u_i \quad \text{and} \quad a \geq 2
\]

The lemma is proved. □

**Lemma 16** can be seen as a byproduct of this paper. The schedulability of \( \tau \) under G-RM can be decided by
checking [12] for each task $\tau_i \in \tau$ for each discrete value of $t \in [T_i, 2T_i]$ separated by the minimum time unit. Clearly, such test has a polynomial-time complexity. Nevertheless, Lemma 16 still results in high complexity and requires the intra-structure information, which is not always acceptable. Recall that our focus in this paper is to derive quantitative schedulability bounds for G-RM.

In the following, we present a schedulability test where no intra-structure information is required. We begin with deriving a bound of $work(\tau_i, t, 1)$ when $t \geq T_i$, which is tighter than that in Lemma 7. In particular, tasks are divided into two groups: heavy tasks whose utilization is greater than 1 and light tasks whose utilization is no greater than 1.

**Lemma 18.** For any task $\tau_i$ and $t \geq T_i$, it holds

$$\frac{work(\tau_i, t, 1)}{t} \leq \begin{cases} \frac{2u_i - \gamma_i}{2 - \gamma_i}, & u_i > 1 \\ u_i, & 0 \leq u_i \leq 1. \end{cases} \quad (14)$$

*Proof.* For any $t$, we split it into two parts: $t = t_1 + t_2$, where $t_1 = \lfloor \frac{t}{T_i} \rfloor T_i$ and $t_2 = t - t_1$. Clearly, $t_1 \geq T_i$ and $t_2 < T_i$.

According to Definition 3

$$work(\tau_i, t) = C_i \left(\frac{t}{T_i}\right) + C_i - q_i(t_i - t_2, 1) = u_i t_1 + C_i - q_i(t_i - t_2, 1).$$

Since $S_{\infty, 1}$ finishes $C_i$ at time $L_i$, then for any $T_i \geq t > L_i$, we have $q_i(t, 1) = C_i$. For any $t < L_i$, at every time instant in the interval $[r_i, r_i + 1)$, there is at least one processor executing the workload of $\tau_i$, and thus, $q_i(t, 1) \geq t$. Then we have:

$$q_i(t, 1) \leq \begin{cases} t, & t \leq L_i \\ C_i, & T_i \geq t > L_i. \end{cases} \quad (15)$$

Then we have:

$$work(\tau_i, t, 1) \leq \begin{cases} u_i t_1 + t_2 + C_i - T_i, & t_2 \geq T_i - L_i \\ u_i t_1, & else. \end{cases}$$

We consider two cases:

- **Case 1:** $u_i \leq 1$. If $t_2 \geq T_i - L_i$, we have

$$\frac{work(\tau_i, t)}{t} = \frac{u_i t_1 + t_2 + C_i - T_i}{t} \leq \frac{t + C_i - T_i}{t} = \frac{C_i - T_i}{t} + 1 \leq \frac{C_i - T_i}{1 - \gamma_i} + 1 = \frac{u_i - \gamma_i}{1 - \gamma_i}.$$ 

If $t_2 < T_i - L_i$, we have $\frac{work(\tau_i, t)}{t} = \frac{u_i t_1}{t} \leq u_i$. Since $u_i \leq 1$, $\frac{u_i - \gamma_i}{1 - \gamma_i} \leq u_i$. In summary, $\frac{work(\tau_i, t)}{t} \leq u_i$ when $u_i \leq 1$.

- **Case 2:** $u_i > 1$. If $t_2 \geq T_i - L_i$, we have

$$\frac{work(\tau_i, t)}{t} = \frac{u_i t_1 + t_2 + C_i - T_i}{t} \leq \frac{u_i t_1 + (t_2 + C_i - T_i)}{t} = \frac{u_i (t_1 + t_2) - (T_i - t_2)}{(t_1 + T_i) - (T_i - t_2)} \leq \frac{u_i T_i - (T_i - t_2)}{2T_i - (T_i - t_2)} \leq \frac{u_i T_i}{2T_i} = \frac{u_i - \gamma_i}{2 - \gamma_i}.$$ 

In summary, $\frac{work(\tau_i, t)}{t} \leq u_i$ when $u_i \leq 1$.

In both cases, the lemma is proved. \qed

Now we can combine Lemma 14, Lemma 15 and Lemma 18 to obtain a simple schedulability test condition for task set $\tau$ on unit-speed processors.

**Lemma 19.** A task set $\tau$ satisfying necessity conditions [1] and [2] is schedulable by G-RM on $m$ unit-speed processors if the following condition is satisfied:

$$\sum_{\forall \tau_i \in \tau} \frac{2u_i - \gamma_i}{2 - \gamma_i} + \sum_{\forall \tau_i \in \tau} u_i \leq m - \gamma_{\max}(m - 2) - \frac{C_i}{|I|} \quad (16)$$

*Proof.* We prove the lemma by contradictions. Suppose that conditions in Lemma 16 are satisfied and a task set $\tau$ is failed by G-RM on $m$ unit-speed processors.

Then from Lemma 14 and Lemma 15 we know there exists a task $\tau_k$ and a time interval of $I$, where $|I| \geq T_k$ and

$$\sum_{\forall \tau_i \in \tau \leq \tau_k} work(\tau_k, |I|, 1) > \left(m - (m - 1)\gamma_{\max} - \frac{\sum_{\forall \tau_i \neq \tau_k \leq \tau_k} C_i}{|I|}\right) |I|$$

Since $|I| \geq T_k$, $\frac{C_i}{|I|} \leq u_i$ when $T_i \leq T_k$. Therefore

$$\sum_{\forall \tau_i \neq \tau_k \leq T_k} \frac{C_i}{|I|} \leq \sum_{\forall \tau_i \neq \tau_k \leq T_k} u_i.$$ 

Then

$$\sum_{\forall \tau_i \in \tau \leq \tau_k} \frac{work(\tau_k, |I|, 1)}{|I|} > \left(m - (m - 1)\gamma_k - \sum_{\forall \tau_i \neq \tau_k \leq \tau_k} u_i\right)$$

Combining with Lemma 18 we have

$$\sum_{\forall \tau_i \leq \tau_k} \frac{2u_i - \gamma_i}{2 - \gamma_i} + \sum_{\forall \tau_i \leq \tau_k} u_i > m - \gamma_k(m - 1) - \sum_{\forall \tau_i \neq \tau_k} u_i.$$
Then it must hold that
\[
\sum_{\forall \tau_i \in T : u_{i > 1}} \frac{2u_i - \gamma_i}{2 - \gamma_i} + \sum_{\forall \tau_i \in T : u_{i \leq 1}} u_i > m - \gamma_k(m - 1) - \sum_{\forall \tau_i \in T : u_{i \leq k}} u_i
\]
\[
= m - \gamma_k(m - 1) - \sum_{\forall \tau_i \in T : u_{i \leq k}} u_i
\]
\[
\geq (4 - \gamma_{\max})U_{\Sigma} \geq m - \gamma_{\max}(m - 2)
\]
\[
\iff U_{\Sigma} > \frac{(1 - \gamma_{\max})(2 - \gamma_{\max})m + 2\gamma_{\max}(2 - \gamma_{\max})}{4 - \gamma_{\max}}
\]
\[
\iff U_{\Sigma} > \frac{(1 - \gamma_{\max})(2 - \gamma_{\max})}{4 - \gamma_{\max}}
\]
\[
\iff U > \frac{(1 - \gamma_{\max})(2 - \gamma_{\max})}{4 - \gamma_{\max}}
\]
Reaching a contradiction with the assumption that (20) holds, and the theorem is proved. \(\square\)

B. Capacity Augmentation Bound

The best known capacity augmentation bound for our considered problem is \(2 + \sqrt{3} \approx 3.732\) \([11]\). In the following we improve it to \(\frac{\sqrt{33} + 7}{4} \approx 3.186\) based on the utilization-tensity bound in Theorem 1.

Theorem 2. G-RM has a capacity augmentation bound of \(\frac{\sqrt{33} + 7}{4}\) for scheduling DAG tasks with implicit deadlines on \(m\) unit-speed processors.

Proof. From definition 1 we need to prove that \(\tau\) is schedulable if the following condition holds:
\[
\forall \tau_i \in \tau : L_i \leq T_i/\ell(\sqrt{33} + 7/4) \land U_{\Sigma} \leq m/(\sqrt{33} + 7/4) \quad (21)
\]
From condition (21), we have \(\gamma_{\max} \leq 7 - \sqrt{33}/4\) and \(U \leq 7 - \sqrt{33}/4\).

Since the value of \(\frac{1 - \gamma_{\max}(2 - \gamma_{\max})}{4 - \gamma_{\max}}\) is monotonically decreasing as \(\gamma_{\max}\) decreases when \(\gamma_{\max} \leq 4 - \sqrt{6} \approx 1.6\), we have
\[
\frac{1 - \gamma_{\max}(2 - \gamma_{\max})}{4 - \gamma_{\max}} \geq \frac{(1 - 7/4)(2 - 7/4)}{4 - 7/4} \quad (22)
\]
\[
= \frac{7 - \sqrt{33}}{4}
\]
when \(\gamma_{\max} \leq 7/4\). Since \(U \leq 7 - \sqrt{33}/4\), we have
\[
U \leq \frac{7 - \sqrt{33}}{4} \leq \frac{(1 - \gamma_{\max})(2 - \gamma_{\max})}{4 - \gamma_{\max}}
\]
By Corollary 1 we know \(\tau\) is schedulable. \(\square\)

The graphical representation of the allowed parameter space \(U \leq \frac{(1 - \gamma_{\max})(2 - \gamma_{\max})}{4 - \gamma_{\max}}\) is the area below the orange curve in Fig. 1, which is substantially larger than the allowed parameter space of the capacity augmentation bound (the area in the orange dash rectangular). We can see that task sets with small tensity but high utilization and task sets with high tensity but small utilization can still be accepted. In general, the smaller \(\gamma_{\max}\) is, the higher total utilization can be tolerated (also the other way around).
It is also interesting to get a better understanding of the absolute and relative performance of G-EDF and G-RM for DAG task systems. Besides for the empirical evaluations, in previous work, capacity augmentation bound and speed up factor are used as the theoretic metrics to evaluate the relative performance of G-EDF and G-RM for parallel tasks, and in general G-EDF is considered to perform better than G-RM since G-EDF has both capacity augmentation bound and speed up factor smaller than G-RM. However, this impression may be misleading.

As shown in Fig. 1, G-EDF can tolerate a task set with greater normalized utilization than G-RM with small tensity whereas G-RM can tolerate a task set with greater normalized utilization than G-EDF when task set have great tensity.

VI. EXPERIMENTS

In this section, we evaluate the performance of our proposed methods. In particular, we compare our tests in Theorem 1 denoted as RM-OUR, with other state-of-the-art G-RM schedulability bounds: (i) The schedulability test based on capacity augmentation bounds for G-RM scheduling in [11], denoted by RM-LL. (ii) The utilization-based test in [14], denoted by RM-CHEN. (iii) The schedulability test for G-DM in [3], which can also be used for G-RM by setting the deadline of each task equal to its period, denoted by RM-BON.

Other methods for G-RM not included in our comparison either have high complexity (with respect to linear-time) or require intra-structure information. Recall that, our focus in this paper is to provide schedulability bounds.

The task sets are generated using the Erdös-Rényi method \( G(n_i, p) \) [15]. For each task, the number of vertices is randomly chosen in the range [50, 150]. The worst-case execution time of each vertex is randomly picked in the range [0, 1] and add the edge to the graph only if the generated value is less than a predefined threshold \( p \). The same as in [16], we also add a minimum number of additional edges to make a task graph weakly connected. The period of each task \( \tau_i \) is generated according to its tensity \( L_i/T_i \). For each task set, we first generate an upper bound of tensity \( \gamma_{up} \) which is picked in the range of \((0, 1)\). Then for each task \( \tau_i \), its tensity is randomly chosen in the range of \((0, \gamma_{up})\). For each task set, we randomly generate \( n \) tasks, where \( n \) is in the range [2, 10]. For each parameter configuration, we generate 1000 task sets.

Fig 4(a) compares the acceptance ratio of task sets with different normalized utilization, where \( \gamma_{up} \) is randomly picked from \([0.1, 0.6]\) and \( n \) is randomly chosen from [2, 10]. The number of processors is calculated by \( m = \lceil \sum \frac{C_i}{U} \rceil \) where \( U \) is the normalized utilization indicates the x axis in Fig 4(a). Fig 4(b) compares the acceptance ratio of task sets with different \( \gamma_{up} \). Fig 4(b) follows the same setting as Fig 4(a), but task periods are generated according to different value of \( \gamma_{up} \) (corresponding to the x-axis). The normalized utilization of each task set is randomly chosen from \([0.1, 0.6]\). Fig 4(c) compares the acceptance ratio of task sets with different number of tasks. Fig 4(c) follows the same setting as Fig 4(a), but tasks are generated with different number of tasks \( n \) (corresponding to the x-axis) and the normalized utilization of each task set is randomly chosen from \([0.1, 0.6]\). Since the acceptance ratio could be always high for some tests at a low normalized utilization/tensity and could be quite low for some tests at a high normalized utilization/tensity, e.g., no task sets are schedulable under RM-LI if \( U > 0.5 \), choosing a fixed utilization/tensity will be hard to identify the trends. Thus we choose normalized utilization/tensity in a range to better illustrate the difference between different approaches.

In Fig 4(a), we can see the schedulability of all tests decrease as the normalized utilization increases. In Fig 4(b), we can see the schedulability of all tests decrease as the tensity increases. These two results are consistent with that observed from our utilization-tensity test. In Fig 4(c), we can see the schedulability of all tests decrease as the number of tasks increases. The reason is that, when other parameters are fixed, the more tasks the greater maximum tensity could be, and task with great tensity hurts the schedulability. In general, the experiment results show that our utilization-tensity test outperforms other tests in different dimensions.

VII. RELATED WORK

In this section, we introduce the state-of-the-art results about the theoretical bounds for real-time DAG task systems, as well as techniques analyzing G-RM.

Resource augmentation bound (also called speedup factor) [3] and capacity augmentation bound [11] are two widely used metrics to evaluate the quality of scheduling algorithms and analysis methods for DAG task systems. Resource augmentation bound is a comparative metric with respect to the optimal schedulers and cannot be directly used as a schedulability test, whereas capacity augmentation bound can be directly used for schedulability test.

For multiple DAGs with implicit deadlines, Li et al. [11] proved a capacity augmentation bound of 2 under federated scheduling, and proved a resource augmentation bound of 2 with respect to hypothetical optimal scheduling algorithms with implicit-deadline DAG tasks. For mixed-criticality DAGs with implicit deadlines, Li et al. [17] proved that for high utilization tasks, the mixed criticality federated scheduling has a capacity augmentation bound of \( 2 + 2\sqrt{2} \) and \( \frac{5 + \sqrt{5}}{2} \) for dual- and multi-criticality systems, respectively. Moreover, they also derived a capacity augmentation bound of \( \frac{11m}{3m-3} \) for dual-criticality systems with both high- and low-utilization tasks. Chen [18] showed that any federated scheduling algorithm has a resource augmentation bound of at least \( \Omega(\min\{m, n\}) \) with respect to any optimal scheduling algorithm, where \( n \) is the number of tasks and \( m \) is the number of processors. Baruah proved a resource augmentation bound of \( 3 - \frac{1}{m} \) for constrained deadline DAG tasks [19] and proved a resource augmentation bound of \( 4 - \frac{2}{m} \) for arbitrary deadline DAG tasks [20].

For global scheduling, Baruah et al. [6] proved a resource augmentation bound of \( 2 \) under Global Earliest Deadlines First (G-EDF) for a single recurrent DAG task with an arbitrary deadline. For multiple DAG tasks with arbitrary deadlines, Li
et al. [2] and Bonifaci et al. [3] proved a resource augmentation bound of $2 - \frac{1}{m}$ under G-EDF, and Bonifaci et al. [3] proved a resource augmentation bound of $3 - \frac{1}{m}$ under Global Deadline Monotonic scheduling (G-DM). For multiple DAGs with implicit deadlines, Li et al. [2] proved a bound of $4 - \frac{1}{m}$ under GEDEF, and this bound is further improved to $\frac{3+\sqrt{3}}{2}$, which is proved to be tight when the number $m$ of processors is sufficiently large. Moreover, Li et al. [11] proved a bound of $2 + \sqrt{3}$ under Global Rate Monotonic (G-RM).

The capacity augmentation bounds for decomposition-based global scheduling are restricted to implicit-deadline DAG tasks. Earlier work began with synchronous tasks (a special case of DAG tasks). For a restricted set of synchronous tasks, Lakshmanan et al. [21] proved a bound of 3.42 using G-DM for decomposed tasks. For more general synchronous tasks, Saifullah et al. [22] proved a capacity augmentation bound of 4 for G-EDF and 5 for G-RM. For DAG tasks, Saifullah et al. [16] proved a capacity augmentation bound of 4 under G-EDF on decomposed tasks, and Jiang et al. [8] refined this bound to the range of $[2 - \frac{1}{m}, 4 - \frac{1}{m}]$, depending on the DAG structure characteristics.

Besides theoretical bounds, there are also other schedulability tests proposed which require different pre-knowledge and have different complexity, to analyze DAG tasks under fixed priority scheduling. In [23], response analysis techniques for DAG tasks with constrained deadlines under both G-EDF and fixed priority scheduling were presented. Parri et al. [24] analyzed the scheduling of DAG task with arbitrary deadlines under both G-EDF and G-DM. Bonifaci et al. [3]. Chen et al. [14] provided polynomial-time schedulability tests for DAG tasks with arbitrary deadlines under both G-EDF and G-RM.

**VIII. CONCLUSIONS**

In this paper, we develop new analysis techniques for determining the schedulability of DAG tasks with implicit deadlines under G-RM. Especially, we derive a utilization-based schedulability test with linear-time under G-RM, which can perfectly degrade to the well-know utilization-based bound for scheduling sequential tasks under G-RM [13], when all tasks have utilization no greater than 1 and treated as sequential tasks. We also present an utilization-tensity bound for scheduling DAG tasks under G-RM, which is the most tight one in the-state-of-the-art, and we prove a capacity augmentation bound of 3.186 for G-RM, which is tighter than the best known result in the-state-of-the-art, i.e., $2 + \sqrt{3} \approx 3.732$. The experiment results indicate that our new algorithm outperforms other schedulability tests for G-RM.

There are several directions of future work. Clearly, the current bounds derived here may not be tight. Therefore, the minimum of the capacity augmentation required by G-RM is still open. Moreover, techniques proposed in this paper are developed for tasks with implicit deadlines, we would like to generalize them to arbitrary deadline tasks.

**REFERENCES**

[1] C. L., Liu, James, W., and Layland, “Scheduling algorithms for multiprogramming in a hard-real-time environment,” Journal of the Acm, 1973.

[2] J. Li, K. Agrawal, and et.al, “Analysis of global edf for parallel tasks,” in ECRTS, 2013.

[3] V. Bonifaci, A. MS, and et.al, “Feasibility analysis in the sporadic dag task model,” in ECRTS, 2013.

[4] A. Melani, M. Bertogna, and et.al, “Schedulability analysis of conditional parallel task graphs in multicore systems,” IEEE Trans on Computers, 2017.

[5] S. Baruah, “Improved multiprocessor global schedulability analysis of sporadic dag task systems,” in ECRTS, 2014.

[6] S. Baruah, V. Bonifaci, and et.al, “A generalized parallel task model for recurrent real-time processes,” in RTSS, 2012.

[7] H. Chwa, J. Lee, and et.al, “Global edf schedulability analysis for synchronous parallel tasks on multicore platforms,” in ECRTS, 2013.

[8] X. Jiang, X. Long, and et.al, “On the decomposition-based global edf scheduling of parallel real-time tasks,” in RTSS, 2016.

[9] X. Jiang, N. Guan, X. Long, and W. Yi, “Semi-federated scheduling of parallel real-time tasks on multiprocessors,” in 2017 IEEE Real-Time Systems Symposium (RTSS), Dec 2017, pp. 80–91.

[10] J. Sun, N. Guan, and et.al, “Scheduling and analysis of real-time openmp task systems with tied tasks,” in RTSS, 2017.

[11] J. Li, J. Chen, and et.al, “Analysis of federated and global scheduling for parallel real-time tasks,” in ECRTS, 2014.

[12] X. Jiang, J. Sun, Y. Tang, and N. Guan, “Utilization-tensity bound for real-time dag tasks under global edf scheduling,” IEEE Transactions on Computers, vol. 69, no. 1, pp. 39–50, 2020.

[13] M. Bertogna, M. Cirinei, and G. Lipari, “New schedulability tests for real-time task sets scheduled by deadline monotonic on multiprocessors,” 2005.

[14] J.-J. Chen and K. Agrawal, “Capacity augmentation bounds for parallel dag tasks under g-edf and g-rm,” Technical Report 845, Faculty for Informatik at TU Dortmund, Tech. Rep., 2014.

[15] D. Cordeiro, G. Mounié, and et.al, “Random graph generation for scheduling simulations,” in ICST, 2010.
[16] A. Saifullah, D. Ferry, and et.al, “Parallel real-time scheduling of dags,” *IEEE Trans on PDS*, 2014.

[17] J. Li, D. Ferry, and et.al, “Mixed-criticality federated scheduling for parallel real-time tasks.” *RTS*, 2017.

[18] J. Chen, “Federated scheduling admits no constant speedup factors for constrained-deadline dag task systems,” *RTS*, 2016.

[19] S. Baruah, “The federated scheduling of constrained-deadline sporadic dag task systems,” in *DATE*, 2015.

[20] ——, “Federated scheduling of sporadic dag task systems,” in *IPDPS*, 2015.

[21] K. Lakshmanan, S. Kato, and et.al, “Scheduling parallel real-time tasks on multi-core processors,” in *RTSS*, 2010.

[22] A. Saifullah, J. Li, and et.al, “Multi-core real-time scheduling for generalized parallel task models,” *RTS*, 2013.

[23] A. Melani, M. Bertogna, and et.al, “Response-time analysis of conditional dag tasks in multiprocessor systems,” in *ECRTS*, 2015.

[24] A. Parri, A. Biondi, and M. Marinoni, “Response time analysis for g-efd and g-dm scheduling of sporadic dag-tasks with arbitrary deadline,” 2015.