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\textbf{ABSTRACT} Accurate state-of-charge (SOC) and state-of-health (SOH) estimations of batteries are of great significance for electric vehicles. A combined SOC and SOH estimation method for lithium-ion batteries based on a dual extended Kalman filter (EKF) and fractional-order model (FOM) is proposed. A fractional second-order RC model is established and model parameters are identified offline by an adaptive genetic algorithm (AGA). One of the dual filters is used to jointly estimate the SOC and SOH (ohmic internal resistance and capacity), and another is employed to update the model parameters online. Compared with single filter with fixed parameters, the dual filters can obtain more accurate SOC estimation and model voltage prediction. The SOC root-mean square errors (RMSEs) decrease from 6.87\%, 8.50\% and 7.32\% to 0.48\%, 0.63\% and 0.86\% under the Federal Urban Driving Schedule (FUDS), the Dynamic Stress Test (DST) and the US06 Highway Driving Schedule tests, respectively, and the model voltage RMSEs decrease from 88.6 mV, 79.3 mV and 68.4 mV to 4.9 mV, 5.7 mV and 3.8 mV, respectively at room temperature. The accuracy of the SOH estimation is also verified under these three tests. The convergence and robustness of the proposed method are discussed and verified by using the wrong initial state value and noise analysis.

\textbf{INDEX TERMS} State-of-charge, state-of-health, lithium-ion battery, fractional-order model, dual Kalman filter.

\textbf{I. INTRODUCTION}

Owing to the merits of high energy density, long cycle life and no memory effect, lithium-ion batteries have been widely used in electric vehicles (EV). Pure batteries or battery-supercapacitor hybrids have been regarded as an alternative to traditional fossil fuels \cite{1}. A battery system in EV often consists of a certain number of series-parallel connected battery cells to meet the voltage and capacity requirements. Reliable and efficient battery management system (BMS) is critical due to users’ ever-increasing concerns on the safety and consistency for battery packs \cite{2}. As two key states in BMS, state of charge (SOC) and state of health (SOH) not only define the safety margin of battery to avoid overcharge or overdischarge, but also help to make full utilization of battery capacity potential. The battery SOC is commonly defined as the ratio of remaining capacity to actual capacity. The battery SOH can be described by either ohmic internal resistance or actual capacity. Unfortunately, neither SOC nor SOH can be measured directly and they have to be estimated by employing advanced algorithms with the use of measurable quantities, such as current, voltage and temperature.

Several SOC estimation methods have been proposed in the literature \cite{3}–\cite{5}. The coulomb counting method is easily implemented and the most commonly used in realistic BMSs. However, its accuracy highly depends on the precision of the current sensors and the accuracy of initial SOC value, which results in the accumulated error over time. The open-circuit
voltage (OCV) method can be used to estimate the SOC, but not suitable for real time estimation since accurate measurement of the OCV requires that the battery has achieved a stabilized status, which generally needs several hours. Purely data-driven algorithms, such as neural networks [6]–[9], support vector machines [10], and fuzzy logic [11], are also used to predict the battery SOC. However, the accuracy of SOC prediction highly rely on the quantity and quality of training datasets, hence these techniques generally cannot extrapolate to conditions beyond those outside the training datasets. Model-based SOC estimation methods are promising for real applications since they have advantages of closed loop self-correction and online implementations. Specifically, equivalent circuit model (ECM) is more favorable due to the simplicity and sufficiency for emulating the battery dynamics. Based on ECM, a number of observers have been proposed for SOC estimation, for example sliding mode observer [12], H-infinity observer [13], particle filter [14] and Kalman filter family [15]–[17]. Such works use static models where model parameters are identified offline and assumed to be unchanged over time. Although these observers can obtain accurate SOC values under specific conditions, the SOC estimation could produce large errors under other working conditions, because these offline identified parameters are not necessarily suitable for such conditions.

On the other hand, for SOH estimation, data-driven approaches and many of the aforementioned observers were applied to predict battery aging level or were coupled or extended to concurrently estimate SOC and SOH. For example, She et al. [18] presented a radial basis function neural network model for battery aging assessment. The model has high prediction accuracy owing to training datasets collected from real-world electric city buses. In Ref. [19], a fourth-order extended Kalman filter (EKF) was employed for joint estimation of SOC and SOH. However, the SOH estimator was only triggered when SOC estimation and modeling errors become unacceptable, thus it was operated offline. To achieve synchronously online estimation of the battery SOC and SOH, some dual Kalman filter algorithms were proposed. In Ref. [20], SOC and SOH under battery degradation was estimated using a dual EKF. However, its estimation accuracy may not be maintained if ambient temperature varies since the parameters of the ECM are identified offline except internal resistance. The method presented in Ref. [21] adopted a dual EKF combining with adaptive algorithm for correcting noise variance to estimate SOH as well as SOC of airborne lithium-ion batteries. Although ohmic internal resistance and capacity were online estimated, other parameters of the model were fixed, which could result in large estimation error if there was a big difference between actual working and test conditions. In Ref. [22], online parameter identification, and SOC and ohmic internal resistance joint estimation were implemented by using a multitimescale double KF. By updating model parameters online, the accuracy of SOC estimation was improved. However, the integer-order components used in the adopted circuit model are not sufficient to depict the highly nonlinear effects of the battery, which limits the accuracy.

Recently, fractional-order calculus has been widely used in battery modeling. Xiao et al. [23] established a fractional order model (FOM) for SOC estimation, compared the performance of the FOM and integer order model (IOM), and found that the FOM can simulate the battery terminal voltage variation more precisely, and the SOC estimation based on the FOM was more accurate. In Refs [24]–[26], multiple SOC estimation schemes based on FOMs have also been researched for lithium-ion batteries, exhibiting satisfactory results. Considering the advantages of FOM, Xu et al. [27] designed a FOM-based double Kalman filter for estimating the battery SOC and updating ohmic internal resistance by using recursive least squares method. However, other parameters of the FOM were fixed, in other words, influence of the variations of these parameters caused by SOC, working conditions or temperature on SOC was ignored. Likewise, in Ref. [28], only ohmic internal resistance in the FOM as well as the battery capacity is estimated online. In Ref. [29], only the fractional orders were estimated online, while other parameters were identified offline. Investigation results of Ref. [30] reveal that each fractional-order parameter has its own influence with a different degree of sensitivity on the model output accuracy. Therefore, in order to make full use of the advantages of FOM, each parameter in the model should be estimated online. However, to the best of our knowledge, there is a lack of studies on joint estimation of the battery SOC and SOH base on online identification of each parameter of FOM.

In order to overcome the drawbacks mentioned above, this paper proposes a novel estimation method based on dual fractional-order extended Kalman filter and online parameter identification. The dual estimation scheme is designed to estimate the SOC as well as SOH (ohmic internal resistance and capacity) and synchronously update each parameter of the fractional-order model online. The main contributions of this work include: 1) We use fractional calculus to model the battery and all the model parameters are identified online, which can ensure the accuracy of the modeling no matter what working condition the battery is operated in; 2) We give the strict calculation process of dual fractional-order extended Kalman filter algorithm for joint estimation of SOC and SOH; 3) The accuracy of the proposed method is verified under the Federal Urban Driving Schedule (FUDS), the Dynamic Stress Test (DST) and the US06 Highway Driving Schedule at different temperatures. Its convergence and robustness are discussed and verified by using the wrong initial state value and noise analysis.

The rest of this paper is organized as follows. Section II describes fractional-order battery modeling after briefing fundamentals of fractional order calculus. The state estimation and online parameter identification method based on dual fractional-order EKF is presented in Section III. Section IV describes experimental data and offline parameter identification. Experimental results used to verify the accuracy,
convergence and robustness of the proposed method are discussed in Section V. Finally, the conclusion is presented in Section VI.

II. FRACTIONAL-ORDER BATTERY MODELING

A. FUNDAMENTALS OF FRACTIONAL ORDER CALCULUS

Three most frequently used definitions of fractional calculus are the Caputo definition, the Riemann-Liouville definition and the Grünwald–Letnikov (GL) definition [31]. The GL definition depicts discretization of the continuous fractional-order equations and hence is very suitable for numerical calculation. In addition, it is concise and easy to combine with Kalman filtering techniques. Therefore, we use the GL definition to establish fractional-order equations for the battery FOM. The GL fractional-order derivative of non-integer order \( \alpha \) is defined as

\[
\mathcal{D}^{\alpha} x(t) = \lim_{h \to 0} \frac{1}{h^\alpha} \sum_{j=0}^{[t/h]} (-1)^j \binom{\alpha}{j} x(t - jh), \tag{1}
\]

\[
\binom{\alpha}{j} = \frac{1}{\alpha(\alpha - 1) \cdots (\alpha - (j - 1))} \quad j = 0
\]

where \( \mathcal{D} \) is the differential operator, \( \alpha \) is the differential order value, \( h \) is the sample time and \( [t/h] \) represents the integer part of \( t/h \).

B. FRACTIONAL-ORDER MODEL FOR LITHIUM-ION BATTERIES

Considering that the second-order RC circuit has high precision and moderate parameter number, we establish a fractional second-order RC circuit to model the battery in this study. The model is constructed as shown in Fig. 1.

![FIGURE 1. Schematic diagram of the fraction-order battery model.](image)

For the FOM model, the mathematical relationship between the current and the voltage can be expressed as:

\[
\begin{align*}
\mathcal{D}^{\alpha} U_1 &= -\frac{1}{R_1 C_1} U_1 + \frac{1}{C_1} I_L \\
\mathcal{D}^{\beta} U_2 &= -\frac{1}{R_2 C_2} U_2 + \frac{1}{C_2} I_L, \\
U_T &= U_{OC} - R_0 I_L - U_1 - U_2
\end{align*}
\tag{3}
\]

where \( U_1 \) and \( U_2 \) denote the voltage of the constant phase element (CPE1) and CPE2, \( U_T \) and \( I_L \) are terminal voltage and load current, \( U_{OC} \) represents the open circuit voltage, the \( R_0 \) is the ohmic internal resistance, and \( R_1, C_1, R_2, C_2 \) denote the electrochemical polarization resistance and capacitance, and the concentration polarization resistance and capacitance. The \( \alpha \) and \( \beta \) are the differentiation orders of the two CPEs, \( 0 < \alpha, \beta < 1 \). When \( \alpha = \beta = 1 \), the model turns into integer order model.

According to the FOC definition in Eq. (1), Eq. (3) can be discretized as the following equation:

\[
\begin{align*}
\frac{1}{T_S} \sum_{j=0}^{k} (-1)^j \binom{\alpha}{j} U_{1,k-j} &= \frac{1}{C_1} I_{L,k-1} \\
- \frac{1}{R_1 C_1} U_{1,k-1}, \\
\frac{1}{T_S} \sum_{j=0}^{k} (-1)^j \binom{\beta}{j} U_{2,k-j} &= \frac{1}{C_2} I_{L,k-1} \\
- \frac{1}{R_2 C_2} U_{2,k-1},
\end{align*}
\tag{5}
\]

where \( T_S \) is the sample time. It should be noted that the sum of the items include all the past states before the current time step \( k \). As the number of the items becomes large, the computation burden increases. In real application, considering the accuracy requirement for the battery model, computation burden and the short-term memory principle [32], the summing item can be appropriately truncated. The summing upper bound is set to be one in this study. Then, Eq. (5) can be modified as:

\[
\begin{align*}
U_{1,k} &= (\alpha - \frac{T_S}{R_1 C_1}) U_{1,k-1} + \frac{T_S}{C_1} I_{L,k-1}, \\
U_{2,k} &= (\beta - \frac{T_S}{R_2 C_2}) U_{2,k-1} + \frac{T_S}{C_2} I_{L,k-1}.
\end{align*}
\tag{6}
\]

According to the battery SOC calculation by the coulomb counting method, one can acquire:

\[
SOC_k = SOC_{k-1} - \frac{\eta T_S}{C_p} I_{L,k-1},
\tag{7}
\]

where \( \eta \) is the charge-discharge efficiency and \( C_p \) is the nominal battery capacity.

The terminal voltage can be expressed as

\[
U_{T,k} = U_{OC,k} - U_{1,k} - U_{2,k} - R_0 I_{L,k}.
\tag{8}
\]

In Eq. (8), the open-circuit voltage \( U_{OC,k} \) can be replaced by the function \( OCV(SOC_k) \) with respect to \( SOC_k \); furthermore, this function can be approximately expressed as a linear function by using a first-order Taylor expansion.

To accurately describe the battery behavior under different working conditions, the indicator of battery SOH, i.e. the actual capacity \( C_p \) and \( R_0 \) in Eq. (7) and (8), and the parameters of the fraction-order battery model, namely, \( R_1, C_1, R_2, C_2 \) and the differentiation order \( \alpha \) and \( \beta \) in Eq. (6), should be online estimated. Considering that the actual capacity \( C_p \) and \( R_0 \) vary slowly as the battery cell ages, by defining \( x_k = [SOC_k, U_{1,k}, U_{2,k}, R_{0,k}, 1/C_{p,k}]^T, u_k = I_{L,k}, y_k = U_{T,k} \),
\( \theta_k = [1/R_{1,k}, 1/C_{1,k}, \alpha_k, 1/R_{2,k}, 1/C_{2,k}, \beta_k]^T \), therefore the model (6)-(8) can be rewritten as

\[
\begin{align*}
x_k &= A(\theta_{k-1}) x_{k-1} + B(\theta_{k-1}) u_{k-1} \\
&= f(x_{k-1}, u_{k-1}, \theta_{k-1}), \\
y_k &= OCV(x_{k-1}) - x_{2,k} - x_{3,k} - x_{4,k}u_k \\
&= g(x_k, u_k, \theta_k),
\end{align*}
\]

where

\[
A(\theta_k) =
\begin{bmatrix}
1 & 0 & 0 & 0 & 0 & -\eta T_S u_k \\
0 & \theta_3,k-\theta_1,k \theta_2,k T_S^{\theta_3,k} & 0 & 0 & 0 & 0 \\
0 & 0 & \theta_6,k-\theta_4,k \theta_5,k T_S^{\theta_6,k} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1
\end{bmatrix},
\]

\[
B(\theta_k) =
\begin{bmatrix}
0 \\
\theta_2,k T_S^{\theta_2,k} \\
\theta_5,k T_S^{\theta_5,k} \\
0 \\
0
\end{bmatrix},
\]

\( x_{i,k} \) denotes the \( i \)th element of \( x_k \), and \( \theta_{i,k} \) represents the \( i \)th element of \( \theta_k \).

III. DFOEKF FOR JOINT ESTIMATION OF SOC/SOH AND ONLINE PARAMETER IDENTIFICATION

In this paper, the ohmic internal resistance and the capacity are used to characterize the battery SOH. In order to achieve online parameter identification and joint estimation of the SOC and SOH, a dual fractional-order extended Kalman filtering (DFOEKF) algorithm is proposed. The first filter, FOEKF\(^{\theta} \), estimates the SOC and SOH state, \( x_k \), and the second filter, FOEKF\(^{\theta} \), synchronously estimates the parameter state, \( \theta_k \). The DFOEKF algorithm jointly estimates the SOC as well as the SOH and updates the battery model parameters. The proposed DFOEKF algorithm is schematically shown in Fig. 2. It can be seen that both estimators exchange information recursively at each step. The implementation of FOEKF\(^{\theta} \) and FOEKF\(^{\theta} \) is presented in section III-A and III-B.

A. THE FIRST FOEKF FOR CO-ESTIMATION OF THE SOC AND SOH

The calculation process of the first FOEKF for the battery SOC and SOH estimation can be formulated by the following equations.

State equation:

\[
x_{k+1} = f(x_k, u_k, \theta_k) + w_k^x.
\]

Measurement equation:

\[
y_k = g(x_k, u_k, \theta_k) + v_k^y,
\]

where \( w_k^x \) and \( v_k^y \) denote the state noise and the measurement noise for state vector \( x \), respectively. They are the independent white noise with zero mean and their variances are \( Q_k^x \) and \( R_k^y \), respectively, which are determined by trial and error.

Prediction of the state vector \( x \):

\[
\hat{x}_{k+1} = f(\hat{x}_k, u_k, \hat{\theta}_{k+1}),
\]

where \( \hat{\theta}_{k+1} \) is prediction of the parameter \( \theta \) from the second FOEKF and \( \hat{x}_{k+1}^+ \) denotes the posterior estimate of \( x \) at time \( k \).

Prediction of the estimate error variance:

\[
P_{x,k+1}^- = A(\hat{\theta}_{k+1}) P_{x,k}^+ A(\hat{\theta}_{k+1})^T + Q_k^x.
\]

Kalman gain calculation:

\[
K_k^x = P_{x,k+1}^+ (H_k^x P_{x,k+1}^+(H_k^x)^T + R_k^y)^{-1},
\]

where \( H_k^x \) is the Jacobian matrix and can be expressed as

\[
H_k^x = \frac{\partial g(\cdot)}{\partial x_k} \bigg|_{x_k=\hat{x}_{k+1}} = \left[ \frac{\partial OCV(SOC)}{\partial SOC} \bigg|_{SOC=\hat{x}_{k+1}}, -1, -1, -u_k, 0 \right].
\]

Update of the state vector \( x \):

\[
\hat{x}_{k+1}^+ = \hat{x}_{k+1}^- + K_k^x (y_k - g(\hat{x}_{k+1}^-, u_k, \hat{\theta}_{k+1}^-)).
\]

Update of the estimate error variance:

\[
P_{x,k+1}^+ = (I - K_k^x H_k^x) P_{x,k+1}^-,
\]

where \( I \) is the unit matrix.

B. THE SECOND FOEKF FOR ONLINE PARAMETER IDENTIFICATION

Unlike the battery SOC, the model parameter is slow-varying variable. Therefore, the parameter vector \( \theta_k \) is regarded as constant and disrupted by the state noise only. The calculation process of the second FOEKF for online parameter identification can be formulated by the following equations.
State equation:
\[ \theta_{k+1} = \theta_k + w_k^\theta. \]  
(19)

Measurement equation:
\[ y_k = g(x_k, u_k, \theta_k) + v_k^\theta, \]  
(20)

where \( w_k^\theta \) and \( v_k^\theta \) denote the state noise and the measurement noise for vector \( \theta \), respectively. They are the independent white noise with zero mean and their variances are \( Q_k^\theta \) and \( R_k^\theta \), respectively.

Prediction of the state vector \( \theta \):
\[ \hat{\theta}_{k+1}^- = \hat{\theta}_k^+, \]  
(21)

Prediction of the estimate error variance:
\[ P_{\theta,k+1}^- = P_{\theta,k}^+ + Q_k^\theta, \]  
(22)

where \( P_{\theta,k}^+ \) is the posterior estimate of the estimate error variance at time \( k \).

Kalman gain matrix calculation:
\[ K_k^\theta = P_{\theta,k+1}^- (H_k^\theta P_{\theta,k+1}^- (H_k^\theta)^T + R_k^\theta)^{-1}. \]  
(23)

Update of the state vector \( \theta \):
\[ \hat{\theta}_{k+1}^+ = \hat{\theta}_{k+1}^- + K_k^\theta (y_k - g(\hat{x}_{k+1}^-, u_k, \hat{\theta}_{k+1}^-)). \]  
(24)

Update of the estimate error variance:
\[ P_{\theta,k+1}^+ = (I - K_k^\theta H_k^\theta) P_{\theta,k+1}^- \]  
(25)

where \( I \) is the unit matrix.

In Eq. (23) and (25), \( H_k^\theta \) is the Jacobian matrix and need to be carefully calculated. In order to easily understand the calculate process, we list the expressions of functions \( f(\cdot) \) and \( g(\cdot) \) again.

Notably, in this paper, the sample time, \( T_s \), is 1 s, hence both factors, \( T_S^{\theta_2,k} \) and \( T_S^{\theta_1,k} \) in Eq. (26), as shown at the bottom of the page, have the value of one. For simplicity, the efficiency \( \eta \) is set to one. The calculation process of \( H_k^\theta \) can be formulated by the following equations.

\[
H_k^\theta = \left. \frac{dg(\hat{x}_{k+1}^-, u_k, \theta_k)}{d\theta_k} \right|_{\theta_k = \hat{\theta}_{k+1}^-}, \quad \text{(28)}
\]

\[
\hat{\theta}_{k+1}^- = \frac{dg(\hat{x}_{k+1}^-, u_k, \theta_k)}{d\theta_k} + \frac{dg(\hat{x}_{k+1}^-, u_k, \theta_k)}{d\hat{x}_{k+1}^-} \cdot \frac{d\hat{x}_{k+1}^-}{d\theta_k}, \quad \text{(29)}
\]

\[
\frac{d\hat{\theta}_{k+1}^-}{d\theta_k} = \begin{bmatrix} 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \end{bmatrix} \begin{bmatrix} 0 \\ \theta_{2,k} \theta_{3,k} \\ \theta_{4,k} \theta_{5,k} \\ \theta_{6,k} \theta_{7,k} \\ \theta_{8,k} \theta_{9,k} \\ \theta_{10,k} \theta_{11,k} \\ \theta_{12,k} \theta_{13,k} \\ \theta_{14,k} \theta_{15,k} \end{bmatrix} + \begin{bmatrix} 0 \\ \theta_{2,k} \theta_{3,k} \\ \theta_{4,k} \theta_{5,k} \\ \theta_{6,k} \theta_{7,k} \\ \theta_{8,k} \theta_{9,k} \\ \theta_{10,k} \theta_{11,k} \\ \theta_{12,k} \theta_{13,k} \\ \theta_{14,k} \theta_{15,k} \end{bmatrix} \begin{bmatrix} 0 \\ \theta_{2,k} \theta_{3,k} \\ \theta_{4,k} \theta_{5,k} \\ \theta_{6,k} \theta_{7,k} \\ \theta_{8,k} \theta_{9,k} \\ \theta_{10,k} \theta_{11,k} \\ \theta_{12,k} \theta_{13,k} \\ \theta_{14,k} \theta_{15,k} \end{bmatrix} \text{.} \quad \text{(30)}
\]

Next, we calculate \( \frac{d\hat{\theta}_{k+1}^-}{d\theta_k} \) and define it as \( D_k^\theta \). (32)–(34), as shown at the bottom of the page.
On the basis of Eq. (17), we can get

\[
\frac{dx_k^+}{d\theta_k} = D_k^{\theta} - K_{k-1} H_k^{\theta} - 1.
\]  

(35)

In Eq. (35), the initial values of \( D_k^0 \) and \( H_k^0 \), i.e. \( D_k^0 \) and \( H_k^0 \), are both zero. Therefore, we can get the value of \( \frac{dx_k^+}{d\theta_k} \), \( D_k^0 \) as well as \( H_k^0 \) by recursive calculation based on the above equations.

### IV. EXPERIMENTAL AND PARAMETER IDENTIFICATION OF FRACTIONAL-ORDER MODEL

#### A. DESCRIPTION OF EXPERIMENTAL DATA

The raw data used in this paper to validate the proposed method are acquired from open-source datasets provided by the CALCE battery research group of University of Maryland. The battery test bench mainly consists of a charge-discharge test system for batteries (Arbin BT2000), a programmable thermal chamber for temperature control, and a monitoring PC with Arbins’ Mits Pro Software installed. The professional software for battery test can control Arbin BT2000 and the thermal chamber. The detail description about the battery test bench refers to Ref. [33]. INR18650-20R lithium-ion battery manufactured by Samsung with a rated capacity of 2 Ah and a rated voltage of 3.6 V is used for the tests. By the test bench, the battery charge and discharge tests are conducted at different dynamic current profiles (FUDS, DST, US06 and the Hybrid Pulse Power Characteristic (HPPC)) and at different temperatures (0°C, 25°C and 45°C). The sampling time for all data collection is 1 s. In this study, we choose the current and voltage profiles at room temperature (25°C) as the experimental data.

#### B. ESTABLISHMENT OF THE OCV-SOC RELATIONSHIP

It is of high importance to determine the relationship between OCV and SOC for accurately estimating the battery SOC. Due to the electrochemical characteristics of lithium-ion batteries, the OCV can only be accurately measured after the battery has sufficient rest to reach equilibrium, which makes the OCV online measurement impractical. Nevertheless, it is a proven fact that there exists a certain relationship between OCV and SOC. Through HPPC experiment, we can obtain the OCV values under certain SOC values, and then get the relationship between OCV and SOC by fitting obtained discrete point data.

Fig. 3 shows the current and voltage profiles during the HPPC experiment. The battery is first fully charged to 100% SOC, second was discharged for 12 min using 0.5 C current followed 2 h relaxation, thus leading to 10% reduction of SOC. Third, the discharge and relaxation process is repeated until the SOC becomes zero. Finally, 11 groups of OCV-SOC data are obtained. We use these data to fit the relationship between OCV and SOC by the following equation:

\[
OCV (SOC) = a_0 + \sum_{i=1}^{8} a_i \cdot SOC^i.
\]  

(36)

The resulting fitting curve is shown in Fig. 4, and the fitted coefficients are listed in Table 1. As shown in Fig. 4, the experiment data are very close to the curve fitting, and the calculated root-mean square error (RMSE) is 2.6 mV.

![FIGURE 3. The current and voltage profiles of HPPC test.](image)

In Refs. [25] and [29], genetic algorithm (GA) was demonstrated to be capable of identifying parameter of lithium-ion battery equivalent circuit model. However, ordinary GA is

| Coefficient | Value  |
|-------------|--------|
| \( a_0 \)   | 3.264  |
| \( a_1 \)   | 3.383  |
| \( a_2 \)   | -21.363|
| \( a_3 \)   | 111.156|
| \( a_4 \)   | -395.440|
| \( a_5 \)   | 849.963|
| \( a_6 \)   | -1032.069|
| \( a_7 \)   | 651.322|
| \( a_8 \)   | -166.040|

### C. IDENTIFICATION FOR THE INITIAL PARAMETER

As previously mentioned, the parameter of battery model is dealt with as constant value only with small perturbing noise, thus permitting small changes to be implemented to the value of the initial parameter. Therefore, to achieve convergence of the proposed DFOEKF algorithm as soon as possible, it is essential to identify the parameters of battery model offline in order to provide appropriate initial parameters for the algorithm.

In Refs. [25] and [29], genetic algorithm (GA) was demonstrated to be capable of identifying parameter of lithium-ion battery equivalent circuit model. However, ordinary GA is
easy to fall into the local optimal solution, while adaptive genetic algorithm (AGA) has better global searching ability and faster convergence speed by using adaptive crossover and mutation probabilities. Therefore, we use AGA to identify the parameters of the fraction-order battery model, i.e. $R_0$, $R_1$, $C_1$, $R_2$, $C_2$, $\alpha$ and $\beta$. The AGA starts by randomly generating the individuals of the initial population. Each individual denotes a solution of the problem to be solved, and the elements composing the individuals are called genes. Each individual is a model parameter vector, and hence it is composed of seven genes denoting the values of $(R_0, R_1, C_1, R_2, C_2, \alpha$ and $\beta)$. The fractional-order battery model is employed to calculate the battery terminal voltage, aiming to minimize the errors between measured terminal voltage and the terminal voltage resulting from the model. The detailed algorithm of AGA is shown in Fig. 5.

In this paper, HPPC current and voltage profiles in Fig. (3) are used to identify the parameters of battery model and the resulting parameter values are shown in Table 2.

### TABLE 2. Parameter identification results for initialization.

| Parameter | Value |
|-----------|-------|
| $R_0$     | 0.160 $\Omega$ |
| $R_1$     | 0.301 $\Omega$ |
| $R_2$     | 0.345 $\Omega$ |
| $C_1$     | 1012 $\text{F}$ |
| $C_2$     | 1033 $\text{F}$ |
| $\alpha$  | 0.892 |
| $\beta$   | 0.825 |

To verify the accuracy of parameter identification, we compare the model output terminal voltage and measured terminal voltage, as shown in Fig. 6. The voltage error is shown in Fig. 7. The calculated RMSE and mean absolute error (MAE) are 25.8 mV and 12.0 mV, respectively. These results verify the accuracy of parameter identification. It should be noted that the AGA is only used to get the appropriate initial values of model parameters for the DFOEKF, that is, the AGA only runs once before the SOC and SOH estimation.

### V. RESULTS AND DISCUSSION

In order to verify the accuracy of the proposed algorithm, the battery SOC and SOH estimation are conducted under the FUDS, DST and US06 tests, respectively. Considering the impact of over-charge on battery life, the SOC of the battery is kept within 80% during all the tests. In addition, the impact of over-discharge should be taken into account. Therefore, the SOC/SOH estimation is operated under the condition of 10%-80% SOC.

#### A. ESTIMATION RESULTS AND ANALYSIS OF SOC

Under the HPPC test, although we have obtained the model parameters by offline identification method, these identified parameters are not necessarily suitable for the FUDS, DST and US06 tests. To make it clear and verify the accuracy,
of online parameter identification by the proposed method, we use a single fractional-order extended Kalman filter (is recorded as SFOEKF) and the proposed DFOEKF to estimate the SOC respectively, and then compare their estimation results. The SFOEKF is designed only for the SOC estimation. It uses the same battery model as the DFOEKF, and the model parameters are obtained under the HPPC test as shown in Table 2. These model parameters are fixed in the filtering process. The DFOEKF use the data in Table 2 to initialize the model parameters, and after initialization these parameters will be updated continuously in the filtering process. The SOC value calculated by coulomb counting method is regarded as the reference SOC. Before these two algorithms enter the iteration, both initial value of the SOC are set to be the correct value, namely, 0.8.

Fig. 8 (a) shows the comparisons of the battery SOC estimated by these two algorithms under the FUDS test. It can be observed that the SOC estimated by the DFOEKF are very close to the reference value, while the SOC estimated by the SFOEKF deviates from the reference value. The SOC estimation errors are shown in Fig. 8 (b). It can be seen that the SOC estimate error of the SFOEKF is much more than that of the DFOEKF. The resulted SOC RMSEs and MAEs estimated by the DFOEKF and SFOEKF are 0.48% and 0.41%, and 6.87% and 6.34%, respectively. These results indicate that there leads to a large SOC estimation error when using the model parameters identified under the HPPC test condition to estimate the SOC of the battery operated under the FUDS test condition, and on the other hand, the model
To verify the accuracy of online parameter identification, we compare the prediction voltage and prediction error of these two algorithms, as shown in Fig. 8 (c) and (d). It can be seen that the voltage predicted by the DFOEKF is too close to the measured value almost to distinguish them. The voltage RMSE and MAE are only 4.9 mV and 3.4 mV, respectively. On the contrary, the voltage predicted by the SFOEKF deviates from the measured value, and the max voltage error exceeds 0.3 V. The voltage RMSE and MAE are 88.6 mV and 66.5 mV, respectively. The reason for such large voltage error is that the parameters identified under the HPPC test condition are not suitable for the FUDS test, while the DFOEKF resolves the issue by updating the parameters in the filtering process.

Fig. 9 (a)-(d) and Fig. 10 (a)-(d) show the comparisons of the battery SOC estimation and voltage prediction based on these two algorithms under the DST and US06 tests, respectively. It can be observed that both the SOC and voltage estimated by the DFOEKF can well match the reference SOC and measured voltage, respectively, whether the battery is operated under the DST or US06 test. The SOC and voltage errors under both test conditions are very small. The calculated RMSEs and MAEs of the SOC estimation and voltage prediction are shown in Table 3. The satisfactory results further verify the accuracy of the DFOEKF algorithm. On the contrary, both the SOC and voltage estimated by the SFOEKF still deviate from their respective reference value whether the battery is operated under the DST or US06 test. The SOC RMSEs under these two test conditions are 8.50% and 7.32%, respectively, and the voltage RMSEs are 79.3 mV and 68.4 mV, respectively. Specifically, under the DST test, there are some peaks of the SOC estimation error at the time when the discharge current suddenly increases or decreases. This result is caused by the battery polarization effect; thus, the instant change in discharge current results in a sudden change in the battery model parameters, which leads to large SOC errors. However, the SOC error estimated by the DFOEKF is still small due to online parameter update. These results indicate that it is inadvisable to use the model parameters identified under the HPPC test to estimate the SOC of the battery operated under the FUDS, DST and US06 tests unless the model parameters are updated online.

B. ESTIMATION RESULTS AND ANALYSIS OF SOH

Fig. 11 (a)-(c) show estimation results of the ohmic internal resistance $R_0$ under the FUDS, DST and US06 tests, respectively. To evaluate the estimation performance, we use AGA algorithm to identify $R_0$ offline under these three test conditions, respectively, and the resulted $R_0$ values are 0.0711 Ω, 0.0728 Ω and 0.0753 Ω, respectively. These identification results of $R_0$ are all very close to the value of 0.071 Ω reported in Ref. [33], hence they are regarded as the reference. From Fig. 11 (a)-(c), it can be seen that all the $R_0$ drop rapidly from the initial value (i.e. 0.16 Ω) to near the reference value and then oscillate around the reference value. The phenomenon of slight fluctuation below ±5% reference value confirms the fact that the ohmic internal resistance of the battery is slow variable and demonstrates the accuracy of $R_0$ estimation.

| Method   | Test profile | SOC error (%) | Voltage error (mV) |
|----------|--------------|---------------|--------------------|
|          |              | RMSE | MAE | RMSE | MAE |
| DFOEKF   | FUDS         | 0.48 | 0.41 | 4.9  | 3.4 |
|          | DST          | 0.63 | 0.54 | 5.7  | 3.8 |
|          | US06         | 0.86 | 0.79 | 3.8  | 3.0 |
| SFOEKF   | FUDS         | 6.87 | 6.34 | 88.6 | 66.5 |
|          | DST          | 8.50 | 6.96 | 79.3 | 46.1 |
|          | US06         | 7.32 | 6.83 | 68.4 | 53.7 |

FIGURE 10. Comparisons of estimation results under the US06 test: (a) SOC estimation results; (b) SOC errors; (c) voltage prediction results; (d) voltage errors.

TABLE 3. Comparison of the SOC and voltage estimation errors.
Fig. 11 (d)-(f) show estimation results of the capacity \( C_p \) under the FUDS, DST and US06 tests, respectively. It can be observed that there is a large oscillation at the beginning of discharge, but after the initial stage (Time > 800 s), \( C_p \) fluctuates slightly due to a slow variable of battery capacity, and finally all the estimated capacity converge toward the rated value reasonably. The steady-state estimation errors in the capacity are bounded by 5%. \( R_0 \) and \( C_p \) estimation results demonstrate the effectiveness of the proposed DFOEKF algorithm. It should be noted that the SOH estimation at the different aging levels of the battery should be conducted in order to further verify its effectiveness. Unfortunately, there are no related open-source data provided by the CALCE research group. Nevertheless, the accuracy of the SOH estimation for fresh battery operated under the FUDS, DST and US06 tests has been validated.

### C. VERIFICATION OF THE ALGORITHM CONVERGENCE

It is difficult to obtain accurate initial value of the variables (i.e. the SOC, ohmic internal resistance \( R_0 \) and capacity \( C_p \) of the battery) to be estimated for a BMS. Therefore, it is necessary to verify the convergence and robustness of the proposed method in the case of unknown initial value of the variables to be estimated. As shown in Table 4, the initial SOC values are set to 0.9 and 0.6, respectively, and we record these two cases as IS-1 and IS-2, respectively. The initial \( R_0 \) values are set to 150% \( R_{0, id} \) and 50% \( R_{0, id} \), respectively, and we record these two cases as IS-3 and IS-4, respectively. The initial \( C_p \) values are set to 150% \( C_{p,r} \) and 50% \( C_{p,r} \), respectively, and we record these two cases as IS-5 and IS-6, respectively.

![Figure 11. Estimation results of the ohmic internal resistance \( R_0 \) and the capacity \( C_p \): (a) \( R_0 \) estimation under the FUDS test; (b) \( R_0 \) estimation under the DST test; (c) \( R_0 \) estimation under the US06 test; (d) \( C_p \) estimation under the FUDS test; (e) \( C_p \) estimation under the DST test; (f) \( C_p \) estimation under the US06 test.]

| Case name | SOC(0) | Initial state | \( R_0(0) \) (\( \Omega \)) | \( C_p(0) \) (Ah) |
|-----------|--------|---------------|----------------|---------------|
| IS-1      | 0.9    | \( R_{0, id} \) | \( C_{p,r} \) |
| IS-2      | 0.6    | \( R_{0, id} \) | \( C_{p,r} \) |
| IS-3      | 0.8    | 150% \( R_{0, id} \) | \( C_{p,r} \) |
| IS-4      | 0.8    | 50% \( R_{0, id} \) | \( C_{p,r} \) |
| IS-5      | 0.8    | \( R_{0, id} \) | 150% \( C_{p,r} \) |
| IS-6      | 0.8    | \( R_{0, id} \) | 50% \( C_{p,r} \) |

Where \( R_{0, id} \) denotes the value of \( R_0 \) in Table 2, and \( C_{p,r} \) represents the rated capacity.
SOC curves can rapidly track the reference curve. In IS-1 and IS-2 cases, the estimated SOC reaches 95% reference value within 30 s from the initial value of 0.9 and 0.6, respectively, and matches with the reference well after time >30 s. In other cases, the estimated SOC keeps consistent with the reference all the time. The calculated SOC RMSEs and MAEs as well as voltage RMSEs and MAEs in all cases are shown in Table 5. It can be observed that wrong SOC initial value has the most influence on the SOC estimation. Nevertheless, this influence is only significant in the initial stage of the estimation and then becomes negligible. In Ref. [35], a robust estimator based on maximum exponential absolute value was presented and had good robustness even though gross errors or bad data points exist, but not for the SOC estimation.

Fig. 12 (c), Fig. 13 (c) and Fig. 14 (c) show $R_0$ estimation results in the six cases under the FUDS, DST and US06 tests, respectively. It can be seen that all the estimated $R_0$ oscillate around the reference curve. The steady-state estimation errors are bounded by 5%. In IS-3 case, the estimated $R_0$ can rapidly drop back to near the reference curve even though the initial value (0.24 $\Omega$) is several times of the reference value.

Fig. 12 (d), Fig. 13 (d) and Fig. 14 (d) show $C_p$ estimation results in the six cases under the FUDS, DST and US06 tests, respectively. It can be observed that all the estimated $C_p$
TABLE 5. SOC and voltage estimation errors in six cases under the FUDS, DST and US06 tests.

| Test profile | Case name | SOC error (%) | Voltage error (mV) |
|--------------|-----------|---------------|--------------------|
|              |           | RMSE | MAE | RMSE | MAE |
| FUDS         | IS-1      | 2.03 | 1.88 | 5.4  | 4.4  |
|              | IS-2      | 1.04 | 0.89 | 5.2  | 3.4  |
|              | IS-3      | 0.40 | 0.33 | 5.3  | 3.4  |
|              | IS-4      | 0.44 | 0.37 | 4.9  | 3.4  |
|              | IS-5      | 0.48 | 0.41 | 4.9  | 3.4  |
|              | IS-6      | 0.40 | 0.34 | 5.1  | 3.4  |
| DST          | IS-1      | 0.75 | 0.61 | 5.7  | 3.8  |
|              | IS-2      | 1.88 | 1.71 | 5.7  | 4.2  |
|              | IS-3      | 0.64 | 0.55 | 5.8  | 3.8  |
|              | IS-4      | 0.63 | 0.54 | 5.7  | 3.8  |
|              | IS-5      | 0.63 | 0.54 | 5.7  | 3.8  |
|              | IS-6      | 0.64 | 0.55 | 5.7  | 3.8  |
| US06         | IS-1      | 1.00 | 0.62 | 4.5  | 3.3  |
|              | IS-2      | 1.06 | 0.88 | 4.5  | 2.9  |
|              | IS-3      | 0.93 | 0.87 | 3.9  | 3.0  |
|              | IS-4      | 0.80 | 0.72 | 3.8  | 2.9  |
|              | IS-5      | 0.89 | 0.82 | 3.9  | 3.2  |
|              | IS-6      | 0.79 | 0.71 | 3.8  | 2.9  |

converge toward the rated value reasonably although there is a large oscillation in the initial stage of estimation. The steady-state estimation errors are bounded by 5%. In IS-5 and IS-6 cases, the convergence of \( C_p \) estimation is not destroyed by initial error of 50%. The estimation results of the SOC, \( R_0 \) and \( C_p \) in the case of wrong initial value demonstrate the convergence and robustness of the proposed method.

As previous discussion, we have successfully used the joint FOEKF estimator to estimate the SOC and SOH synchronously. Nonetheless, Ref. [36] indicates that this joint EKF may be subject to stability problem due to its adaptive structure. Theoretically, it is still very difficult to derive a proof of stability for this type of estimator. However, Ref. [36] also demonstrates that if model parameters are slowly varying adequately, joint EKF is stable in most cases. For the application of lithium-ion batteries state estimation, the ohmic internal resistance and battery capacity meet this slowly-varying requirement very well, which has a marginal adverse influence on the EKF stability, leading to a convergent estimator.

D. ESTIMATION RESULTS WITH DIFFERENT CURRENT AND VOLTAGE NOISES

In the actual application, the sensors for measuring the terminal voltage of the battery and load current are often interfered by the working environment, for example electro-magnetic interference, which results in measurement errors in the voltage and current. Inaccurate voltage and current will affect the SOC and SOH estimation accuracy. Therefore, different noises are added to the measured voltage current to test and verify the robustness of the proposed method.

First, the current errors from \(-30 \text{ mA} \) to \(30 \text{ mA} \) (with the interval of \(5 \text{ mA} \)) are imposed on the measured current. Fig. 15 shows the change of SOC estimation and voltage prediction error with the twelve current errors under the FUDS, DST and US06 tests. Second, the voltage errors from \(-30 \text{ mV} \) to \(30 \text{ mV} \) (with the interval of \(5 \text{ mV} \)) are imposed on the measured voltage. Fig. 16 shows the change of SOC estimation and voltage prediction error with the twelve voltage errors under the FUDS, DST and US06 tests. It can be seen that SOC estimation error increases with the increase of current and voltage error. It is also found that current error has a marginal influence on voltage prediction. This is because the ohmic internal resistance of the battery is very small, which leads to a small voltage change. In addition, current error has a less influence on the SOC estimation than voltage error. On the contrary, voltage error has a considerable influence on the results, especially the SOC estimation. Therefore, the accuracy of the voltage sensor should be ensured as much...
as possible. It should be noted that there have already been proposed estimation methods in other applications that ensure the robustness even in the case of noisy data [37], [38]. These methods may be used to improve the robustness of SOC estimation if an appropriate battery model is built.

Voltage and current errors have also certain influence on the estimation of $R_0$ and $C_p$. If we can ensure the voltage error less than 10 mV or current error less than 20 mA, the steady-state estimation error of $R_0$ and $C_p$ is still bounded by 5% whether the battery is operate under the FUDS, DST or US06 test.

F. COMPUTATIONAL COMPLEXITY OF THE ALGORITHM
Low computational complexity is required for the real-time application. The proposed algorithm written in MATLAB R2018a is executed on a system with Intel(R) Core(TM) i7-6600U CPU @ 2.6 GHz and 8 GB of RAM. Average running time of the algorithm is about 0.76 s for 9760 sample points.

| Test profile | Temperature | SOC error (%) | Voltage error (mV) |
|--------------|-------------|---------------|-------------------|
|              |             | RMSE MAE      | RMSE MAE          |
| FUDS         | 0 °C        | 1.27 0.99     | 5.9 4.0           |
|              | 25 °C       | 0.48 0.41     | 4.9 3.4           |
|              | 45 °C       | 0.50 0.38     | 3.6 2.6           |
| DST          | 0 °C        | 1.61 1.20     | 7.1 5.3           |
|              | 25 °C       | 0.63 0.54     | 5.7 3.8           |
|              | 45 °C       | 0.38 0.30     | 3.8 2.8           |
| US06         | 0 °C        | 1.73 1.48     | 8.0 4.6           |
|              | 25 °C       | 0.86 0.79     | 3.8 3.0           |
|              | 45 °C       | 0.49 0.43     | 3.2 2.5           |

TABLE 6. SOC and voltage estimation errors under the FUDS, DST and US06 tests at different temperature.
propose this method are discussed and verified by using the
wrong initial state value and noise analysis.
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