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Abstract—Integrating low-power wearable Internet of Things (IoT) systems into routine health monitoring is an ongoing challenge. Recent advances in the computation capabilities of wearables make it possible to target complex scenarios by exploiting multiple biosignals and using high-performance algorithms, such as Deep Neural Networks (DNNs). There is, however, a trade-off between performance of the algorithms and the low-power requirements of IoT platforms with limited resources. Besides, physically larger and multi-biosignal-based wearables bring significant discomfort to the patients. Consequently, reducing power consumption and discomfort is necessary for patients to use IoT devices continuously during everyday life. To overcome these challenges, in the context of epileptic seizure detection, we propose a many-to-one signals knowledge distillation approach targeting single-biosignal processing in IoT wearable systems. The starting point is to get a highly-accurate multi-biosignal DNN, then apply our approach to develop a single-biosignal DNN solution for IoT systems that achieves an accuracy comparable to the original multi-biosignal DNN. To assess the practicality of our approach to real-life scenarios, we perform a comprehensive simulation experiment analysis on several state-of-the-art edge computing platforms, such as Kendryte K210 and Raspberry Pi Zero.
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I. INTRODUCTION

Epilepsy is amongst the five most common chronic diseases and, according to WHO, it is the most common chronic brain disease affecting more than 50 million people of all ages [1]. Besides suffering an associated stigma and discrimination, epilepsy represents the second neurological cause of years of potential life loss. The most life-threatening effect of seizure attacks is sudden unexpected death in epilepsy (SUDEP) [2]. To reduce the aforementioned effects of such attacks, we need to continuously monitor these patients for life-long periods. With the widespread adoption of Internet of Things (IoT) in electronic medical care, low-power and easy-to-use IoT devices are growing in popularity. Thus, we can perform long-term everyday patient monitoring [4] to inform their family members or caregivers in case of emergency situations.

The current trend in pathology detection systems are based on deep neural networks (DNNs) [5], which are capable of classifying large volumes of biomedical data. The ability of these networks to extract high-level and complex patterns from biomedical signals makes them an attractive tool for epilepsy monitoring [6]. The IoT devices typically own limited resources and cannot satisfy the computing requirement of complex DNNs. By addressing the challenges regarding the comfortability, complexity and energy consumption, these systems can perfectly fit the requirements of epileptic seizure detection systems [7]. This can be translated in using simpler and lighter networks, preferably with a smaller number of acquired biosignals, to make them more comfortable and improve their energy efficiency regarding data acquisition and processing.

According to literature, monitoring the electroencephalogram (EEG) signal of the patients provides the standard detection accuracy in case of epileptic seizures [8]. However, by simultaneous monitoring other bio-signals, the decision can become more accurate and robust, as each signal can reflect different effects of the seizures [9]. In this paper, we first introduce our multi-modal detection IoT system, which uses separate residual neural networks [10] for different biosignals, namely, EEG and electrocardiogram (ECG) signals.

The overhead that comes with this multi-modal bio-signal monitoring is an increase in size of the detection system,
as we should use a separate network for each signal. This bigger size results in higher energy consumption [11], which is problematic for IoT wearable systems and for long-term monitoring purposes. Besides, the synchronisation of signals from multiple devices is challenging in real IoT deployments, thus working with one signal has less risks of incorrect annotation. Finally, connecting several wearable devices to the patient increases the stigma especially in the case of EEG, where devices are usually bulky and draw a lot of attention [12].

To reduce the abovementioned overheads caused by multi-modal monitoring, we propose to exploit the concept of knowledge distillation [13] in IoT systems. This also helps to leverage the information of both biosignals to keep a satisfying detection quality. Knowledge distillation is a procedure for model compression, in which a small (student) model is trained to match a large pre-trained (teacher) model. In the simplest form of distillation, knowledge is transferred to the distilled model by training it on a transfer set, trying to maximize the cross entropy of the two models. At the same time, the system attempts to maximize the generation of correct labels for the transfer set in the student model [14]. Following this concept, as shown in Fig. 1 in this work, we propose a new approach based on knowledge distillation to design high-precision and low-power wearable systems for epileptic seizure detection. Thus, we develop and use a pre-trained multi-model DNN using synchronized EEG and ECG as the teacher and train a single input network using the ECG exclusively as biosignal detection input, while achieving a comparable performance and targeting low-power embedded devices. In the teacher model, which is a complex model with high energy consumption, the patient uses multiple IoT sensors, which are not comfortable and cause stigma. Conversely, the student model contains a much simpler model resulting in less energy consumption and enables more prolonged monitoring with IoT devices, as it requires only the ECG signal. This signal can be acquired using a chest strap, which is comfortable to use and fully removes the social stigma. At the same time, the student model achieves the detection accuracy of the more complex teacher model. To the best of our knowledge, this work is different from the usual knowledge distillation frameworks that have been proposed in the IoT systems context in the sense that other works propose to change the system structure, but the inputs are the same. On the contrary, we are completely omitting the EEG in the student model and only require ECG inputs in our final IoT system design.

Thus, the main contributions of our work are as follows:

- We develop a knowledge distillation-based approach to develop high-precision low-power wearable IoT systems for epileptic seizure detection in real-time using only a single biosignal input. We show a way to create a neural network trained from the knowledge of a multi-modal DNN system relying on both EEG and ECG signals; but only using the ECG signal as input in the detection phase during the use of the IoT system to detect epileptic seizures. As a result, the synchronized EEG signal is only used in the initial (off-line) training phase. This approach results in removing the complexity and power requirements of EEG acquisition to better fit the design constraints of low-power IoT wearable devices. Moreover, we reduce the stigma and inconvenience of synchronising multiple biosignals in real-life IoT system deployments.

- As initial teacher network for our approach, we design a new multi-modal and multi-channel seizure detection DNN that increases the quality of seizure detection by acquiring information from both EEG and ECG. In this first step, to limit the design complexity and highlight how to target different biosignal inputs, we conceive independent 1-dimensional DNNs for each signal. Then, we use a weighted combination of the results to reach a final decision. Compared with a network using exclusively the ECG signal for training, we show that the proposed multi-modal method increases the sensitivity by 6.12% and specificity by 16.07% when applied to the EPILEPSIAE dataset [15]. Our approach increases seizure detection accuracy and reduces false alarms at the same time, in comparison with using only the ECG signal.

- By using knowledge distillation, we reduce the complexity of the initial teacher DNN system to result in an implementable network for a much lower power IoT wearable device. Our results show the distilled model can be implemented on current IoT wearable platforms. Using an edge AI platform, we show that the required energy capacity is reduced by 37.65%. This energy reduction is obtained while sensitivity and specificity are only reduced by 1.5% and 1.3% in comparison with the initial (and very uncomfortable for the user) multi-modal DNN teacher IoT system.

The rest of this article is organized as follows. In Section II we review previous works on low-power embedded wearable platforms, multi-modal seizure detection and knowledge distillation. In Section III we present a general overview of our seizure detection systems and the different parts: preprocessing, initial multi-modal network architecture and our knowledge distillation approach targeting low-power IoT wearable systems. Then, Section IV presents our experimental setup and, in Section V we analyze the computational and energy consumption characteristics of the proposed distilled implementation, and compare it with other similar IoT wearable architectures. Finally, in Section VI we summarize the main conclusions of this work.

II. RELATED WORK

The gold standard for non-invasive seizure detection is EEG monitoring [16], which has been used for decades in highly specialized and costly hospital environments. EEG-based seizure detection has received noticeable attention in the literature as brain activity is significantly affected during seizure attacks. In [17], the authors proposed the use of spectral graphs to extract spatial-temporal patterns for seizure
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To optimize energy consumption, in [23], a hierarchical
architecture with a wide set of near-sensor processing kernels
is presented. They have shown that, due to their power
management techniques, their architecture is suitable for IoT
wearable systems. In [24], the authors have used optimization
and parallelization techniques besides integration of domain-
specific accelerators with the goal of improving the mapping
and reducing the energy consumption of biomedical applica-
tions. The technique that we are targeting here is knowledge
distillation, which is originally a model compression tech-
nique. This enables us to train smaller and less complex DNNs
with comparable performance. To interpret DNNs for epileptic
seizure detection on EEG signals, in [6], they associate certain
properties of the model behavior with the expert medical
knowledge. They have come up with online seizure event
characterization able to handle inter-patient variability.

To overcome the social stigma problem in IoT wearable
systems using EEG caps, in [25], a wearable system based
on the temporal EEG electrodes for the detection of epileptic
seizures is presented. By reducing the acquired signals to
four, the system could be implemented on glasses, which can
be easily worn by patients. Although these glasses solve the
social stigma issue, they use only EEG signals for the seizure
detection task, which are hard to obtain compared to other
biomedical signals. In contrast, our work uses the knowledge
of EEG and ECG signals, while the final model uses only the
ECG signal to detect seizures more effortlessly than with EEG
signals.

Besides EEG, other biosignals can also get affected by
epileptic seizures and provide additional information about
the occurrence of such attacks. For example, seizures are
often associated with cardiovascular alterations, and measures
related to the heart rate are known to be useful clinical signs of
an epileptic discharge [26, 27, 28, 29, 30]. Thus, combining
other biosignals with EEG can result in better detection of
different types of seizures, especially those that are not easily
detected with just the EEG. Multi-modal seizure detection has
been done previously in several works. In [31], a combination
of electrodermal activity and accelerometer signals is used.
In [32], the authors have used EEG, Electromyography (EMG)
and ECG signals and have shown that the average sensitivity
is improved in comparison with using each individual sen-
se separately. In [33], a combination of linear discriminant
models extracted from EEG and ECG features is used to
detect seizures in newborn infants. In [34], an SVM model
is used with both EEG and ECG signals and could achieve
high accuracy being tested on three patients. In [35], seizure
detection is done using an SVM model on multi-channel
EEG and single-channel ECG separately and then fusing
them into one final decision. The effect of using this multi-
modal method is then shown on the number of false alarms
and detection delay. Recently, in [36], convolutional neural
networks (CNN) are used in combination of EEG, ECG and
respiration. They have observed that the multi-modal system
outperforms systems with individual signals. The reduced deep
convolutional stack autoencoder is used in another work using
18 channels of EEG signal, which has resulted in very high
performance; but yet, the system cannot be implemented on
IoT wearable devices and is intrusive [37].

Knowledge distillation in neural networks was first intro-
duced in 2015 [14], where a single model is trained from an
ensemble of models (known as specialists or experts). The
key aspect of knowledge distillation is learning not from the
discrete labels of the dataset, but from the continuous output
of the "expert" models. This concept has been tested on speech
and images primarily but then also showed satisfying results in
certain healthcare applications. In that work, it is demonstrated
that we can benefit from the knowledge distillation method to
efficiently regularize the smaller network and achieve better
generalization than directly training the network using the
labels of the training set [38, 39]. In [40], authors have
used gradient boosting trees as the experts to train their deep
learning model on a real-world clinical time-series dataset,
showing an improvement in the performance with respect to
their initial deep learning model.

In [41], multi-modal segmentation of computerized tomog-
raphy (CT) and magnetic resonance imaging (MRI) is com-
pacted by distilling knowledge from cross-modal information
of these images. Similarly, in [42], the student model learns
from both labeled target data (e.g., CT), and unlabeled target
data and labeled source data (e.g., MR) by two teacher models.
They have shown that their approach can utilize unlabeled
data and cross-modality data with superior performance, out-
performing semi-supervised learning and domain adaptation
methods with a large margin. Based on the reviewed state-of-
the-art works, we hypothesise that distilling the knowledge
from a multi-modal epileptic seizure detection system to
a single-input system, can improve the performance of the
single-input network. Thus, in the following section, we will
leverage this concept and introduce first our multi-modal
system and, after that, our distilled single-input system.

III. PROPOSED KNOWLEDGE DISTILLATION APPROACH

This section describes the elements of our proposed feature-based knowledge distillation approach for epileptic seizure detection. The overall flow is presented in Fig. 2. Our proposed approach includes a pipeline divided in three phases, namely: signal acquisition and pre-processing, multi-modal CNNs framework, and distilling the knowledge from the more extensive teacher network to the lighter student network. The teacher network requires both ECG and EEG signals and has a more complex network architecture than the student network, which results in more energy consumption. Thus, it is not convenient to be deployed on IoT wearable devices or low-power platforms with limited resources for long-term monitoring. On the other hand, the student network receives only the ECG signal, has fewer parameters, requires lower computational costs, and performs real-time epileptic seizure detection without losing validity. Thus, it is suitable to be deployed in edge platforms and IoT wearable devices.

A. Signal Acquisition and Pre-Processing

A DNN requires a considerable amount of data for the training process. The amount of data of actual epileptic seizures for a particular patient is generally limited. Thus, data augmentation techniques have been used to increase the amount and diversity of epileptic data in recent works [43, 44]. In this work, we exploit data augmentation by segmenting the synchronized ECG and EEG signals acquired by IoT wearable devices with a sampling frequency of 256 Hz. Since the interpretation of the QRS complexes and obtaining their characteristics is one of the essential parts of ECG signal processing, we consider 3-second (768 samples) slots to ensure a minimum of two QRS complexes. These slots are obtained by sliding a fixed-length window with 100 samples overlapping through the entire signal. Figure 3 shows how the segmentation of ECG and EEG signals is performed in our approach.

Pre-processing techniques are required and have been utilized in different applications to train DNN models effectively and efficiently [45]. Thus, after signal segmentation, we propose a simple method for pre-processing each segment. It consists of three steps as shown in Fig. 4. First, we apply a 10th-order low-pass Butterworth filter with a cutoff frequency of 50 Hz to smooth the signal segment. Secondly, we perform a linear detrending, where the result of a linear least-squares fit to data is subtracted from the initial data. Finally, we apply standardization on each segment to transform it to have zero mean and unit variance [46]. The standardization is done on each 3-second segment separately so that a potentially significant difference in the magnitude of one segment does not cause a high degradation in other segments.

B. Epileptic Seizure Detection DNN

This section describes the DNN that is used in this work for seizure detection. We considered our previous work’s DNN named as Res1DCNN [47]. Let \( \{x_1, ..., x_T\} : x_i \in \mathbb{R}^r \), where \( r \) denotes the number of samples in a single window. Given a data sample \( x_i \), Res1DCNN returns \( z_i \in \mathbb{R}^L \) as a feature map after the convolutional blocks, where \( L \) denotes the length of the feature map. A simple fully-connected layer transforms \( z_i \) to \( \hat{y}_i \), which predicts the label of the data sample, i.e., seizure or non-seizure. This model is chosen for our system since it can produce promising results in seizure detection without being computationally intensive. Moreover, Res1DCNN is efficient in energy consumption and detection performance on mobile platforms with tight energy operation constraints (as discussed in Section V).

The architectural details of our proposed end-to-end Res1DCNN model are shown in Fig. 5. Res1DCNN includes multiple skip connections similar to those found in Residual Neural Networks [10]. These skip connections make residual blocks norm-preserving, allowing us to propagate the information in very deep neural networks to render the training stable. The resulting network consists of only 14 weight layers, making it appropriate to be implemented on a battery-powered edge AI platform with limited computational resources.

C. Teacher Network: Multi-modal Res1DCNN

In this work, the teacher network uses the Res1DCNN architecture. The teacher takes synchronized ECG and 2-channel EEG segments as inputs and trains three analogous Res1DCNN models for every input. This method is an ensemble learning technique where various DNN models are combined and trained to solve the same problem [48]. As shown in Section V-A by using our proposed ensemble learning method named Multi-modal Res1DCNN, we have a more accurate DNN model to perform epileptic seizure detection. We could use all EEG channels; however, since we studied and experimented with an IoT wearable system setup, we considered only two EEG channels where the signals can be acquired from e-Glass [25], as shown in Fig. 6.

In this network, the inputs are EEG and ECG segments \( \{x_{i_{ECG}}, x_{i_{EEG1}}, x_{i_{EEG2}}\} \). We extract features from the inputs by passing each of them through Res1DCNN’s feature extractor to obtain \( \{z_{i_{ECG}}, z_{i_{EEG1}}, z_{i_{EEG2}}\} \). We merge these feature maps into a single \( \mathbf{z}_i^T \in \mathbb{R}^L \) using a linear combination of the features. More formally, \( \mathbf{z}_i^T = f(\mathbf{z}_{ECG}^i, \mathbf{z}_{EEG1}^i, \mathbf{z}_{EEG2}^i; \theta) \), where \( \theta \) is the trainable weight for the linear combination. When \( \mathbf{z}_i^T \) is obtained, we train a simple fully-connected layer that predicts the output \( \hat{y}_i \) from \( \mathbf{z}_i^T \). Finally, a softmax layer outputs the predicted value. The softmax layer is a generalization of the logistic layer that highlights the largest values in a vector, while suppressing the values that are significantly below the maximum.

D. Student Network: Distilling the Knowledge

In machine learning (ML) methods, training an ensemble of various models using the same data is a solution to improve performance [49]. However, making predictions using most DNNs and ensemble models requires significant storage and is too computationally expensive. Consequently, as our goal is to
implement the epileptic seizure detection algorithm on an IoT wearable medical platform that runs on a battery, the teacher network is not an appropriate model for implementation. Moreover, as described in Section III-C, the teacher DNN uses different input data, such as EEG and ECG. However, in a real-world scenario, acquiring EEG signal is complex and uncomfortable for the user. In this work, to address the problems mentioned above, we introduce a student network that gets only ECG signals as its input. As demonstrated in [50], it is achievable to compress the knowledge from an ensemble model into a single student model. This process enables the model to run on embedded devices, considering these devices’ stringent energy and memory constraints.

In this work, as Fig. 2 shows, we employ knowledge distillation, a model compression method where a small DNN is trained to simulate a pre-trained larger DNN. This training is referred to as "Teacher-Student", where the large DNN is the teacher network, and the small DNN is the student network [14] [51] [52]. In our proposed framework, the student network is a Res1DCNN that gets only $x^E_{ECG}$ in the input, and the output of the model is $z^E_{S} \in \mathbb{R}^L$. To transfer the knowledge from the pre-trained teacher into the student, we define the loss function as an L2 distance between $z^E_T$ and $z^E_S$. Training the model with this loss function causes the feature map of the student to be similar to the feature map of the teacher. Therefore, this similarity enables us to use the fully-connected layer of the teacher network in the student network without retraining. As defined in the loss function, we use the feature map $z^E_T$ in the teacher model because it has a superior signal intensity and spatial correlation information.

Knowledge distillation, in this work, enables us to use only ECG segments as the input for our final IoT wearable system in real-life operation. Thus the student network only processes the ECG inputs, and the Res1DCNN is instantiated only once, while in the teacher, we have three parallel Res1DCNN models. Furthermore, as a consequence, the amount of computation is considerably decreased while the network’s performance is maintained. Furthermore, using the student network, we can translate the proposed application to a real-life scenario that can benefit patients, clinicians, etc. This is done by removing the necessity to permanently wear a cap to monitor EEG outside the hospital, which causes social stigma and discomfort for patients.

IV. EXPERIMENTAL SETUP

In this section, we present the experimental setup to evaluate our proposed feature-based knowledge distillation approach in terms of epileptic seizure detection performance and energy consumption.
that the EEG signals can be acquired using e-Glass, an IoT wearable system based on these four EEG electrodes in a real-time scenario [25]. e-Glass is designed to be an inconspicuous system that helps patients to avoid the social stigma of wearing EEG head caps. In Section V-C, we observe that it is also feasible to perform epileptic seizure detection with the teacher network in real-time using other edge AI systems (such as the Raspberry PI Zero [53] or the recent PULP multi-core system [24]). However, due to the higher complexity of the teacher network compared to the student network, the teacher network consumes more energy, and it is unachievable to be deployed on such low-power edge AI platforms with limited resources. Conversely, the student network is less complex, making it more suitable for IoT wearable devices running for a longer period. Most importantly, the student network achieves the detection performance of the teacher network utilizing only the ECG signal and makes the signal acquisition easier for the patients.

We segmented each patient’s seizure and non-seizure events into overlapping windows of 3 seconds and fed them into the proposed architecture. We split the dataset into training, validation, and test set. The training set contained 6,332 and 5,760,551 segments of seizures and non-seizures, respectively. Effective classification with imbalanced data is a crucial area of research, as high-class imbalance is naturally inherent in a real-world application such as epileptic seizure detection [54]. To solve this issue, we perform undersampling. Undersampling means that from the majority class, which is non-seizure, we select as many segments as the minority class, which is the seizure. This selection maintains the probability distribution of the class during the training process.

Since we want to assess the separability between classes in a homogeneous way for different models and avoid the effect that different patients have different seizure frequencies, we considered a balanced scenario for both the validation and test set. Thus, we can evaluate the detection accuracy of the proposed framework in the classification of each segment separately. The validation set includes 400 segments of seizures and 400 segments of non-seizure. The test set consists of 784 segments of seizures and 784 segments of non-seizure. There are no segments from the same seizure or non-seizure in the training and test sets, simultaneously.

### B. Detection Performance Metrics

To evaluate the detection performance of our proposed framework, we considered five different metrics. Sensitivity (Sen) (Eq. (1)) represents the percentage of ictal samples that are labeled correctly. Specificity (Spe) (Eq. (2)) shows the percentage of inter-ictal samples that are labeled correctly. These metrics are defined as follows:

\[
Sen = \frac{TP}{TP + FN}, \quad (1)
\]

\[
Spe = \frac{TN}{FP + TN}, \quad (2)
\]

A. Epileptic Seizures Dataset

For our experiments, we use the EPILEPSIAE dataset [15], which is one of the most extensive epilepsy datasets manually annotated by medical experts for seizure detection and prediction worldwide. This dataset is made in a routine clinical environment and consists of one-lead ECG and 19-channel EEG data of 30 patients. No constraints regarding the types of seizures are imposed; the dataset contains complex partial, simple partial, and secondarily generalized seizure types.

In this previous context, for one of the 30 patients in the EPILEPSIAE dataset, the ECG and EEG signals had different lengths. As a result, it was impossible to synchronize them to label the data reliably. Thus, we have excluded the signals of this patient from our analysis and used the ECG and EEG data of 29 patients with 4603 hours of recordings containing 277 seizures. The data were acquired at a sampling rate of 256 Hz with 16-bit resolution. We employed both EEG and ECG to obtain the teacher network, but the student network only acquires the ECG signal. The EEG signals of the teacher network are from four electrodes (two channels): \(F_2T_3\) and \(F_4T_4\), as shown in Fig 6. These electrodes are chosen so...
1. Apply lowpass filter with cutoff frequency of 50 Hz

**Objective:** provide a smoother form of a signal and removing the short-term fluctuations

---

2. Linear detrending

**Objective:** Removing a trend from the data

---

3. Standardization

**Objective:** removes the mean and scales each feature/variable to unit variance

---

Fig. 4: Pre-processing consists of three steps: (1) applying a low-pass filter, (2) Linear detrending to remove linear trend along the axis from data, and (3) standardization to have zero mean and unit variance.

---
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**Pre-processed 3-seconds signal (768, 1)**

- conv1D, filter size = 7, 1 → 64, /2 output: (381, 64)
- max pooling, pool size = 3, /2 output: (190, 64)
- conv1D, filter size = 3, 64 → 64, /2 output: (94, 64)
- conv1D, filter size = 3, 64 → 64 output: (32, 64)
- conv1D, filter size = 3, 64 → 64, /2 output: (32, 64)
- conv1D, filter size = 3, 64 → 64 output: (16, 64)
- conv1D, filter size = 3, 64 → 64 output: (8, 64)
- conv1D, filter size = 3, 64 → 64 output: (4, 64)
- max pooling, pool size = 3, /2 output: (2, 64)
- dense layer, 7 × 512 → 2 output: (2)

---

**Fig. 5:** The architecture of the Res1DCNN [47]. The network contains 14 convolutional layers with skip connections followed by a dense layer. Here, '/2' denotes the downsampling operator using a strided convolution with a factor of 2. '→' denotes the transition from the input to output channels.

---

where TP, TN, FP and FN are true positive, true negative, false positive and false negative, respectively.

Geometric mean (Gmean) (Eq. (3)) [55] reflects both sensitivity and specificity, and measures the balance between classification performance in both classes. A low geometric mean indicates poor performance in classifying the seizure cases, even if the non-seizures cases are correctly classified.

\[
Gmean = \sqrt{\text{Sensitivity} \times \text{Specificity}}.
\]  

We also evaluate the accuracy (Acc) (Eq. (4)), which represents the proportion of true positive results in the selected population.

\[
\text{Acc} = \frac{TP + TN}{TP + TN + FP + FN}.
\]  

Finally, we use the F1 score (Eq. (5)), which is the harmonic mean of precision and recall. It gives a better measure of the incorrectly classified cases than the accuracy.

\[
F_1 \text{ score} = \frac{2 \times TP}{2 \times TP + FP + FN}.
\]  

We also use a confusion matrix (Table I) [56] to evaluate the detection performance of our proposed framework. Since the output can be of one of two types of classes, the confusion matrix is one of the most intuitive and convenient to be used. In this case, the diagonal elements represent the number of cases for which the predicted label is equal to the correct label, while off-diagonal elements are those that are mislabeled by the classifier. The rows of the table are the ground truth classes,
and the columns of the table are the classes of the predicted segment.

| TABLE I: Confusion Matrix |
|---------------------------|
| Class | Seizure | Non-Seizure |
|-------|---------|-------------|
| Seizure | TP | FN |
| Non-Seizure | FP | TN |

C. Edge AI Evaluation Platform

Wearable devices have small batteries and low-power processors compared to desktop processors. In this work, we use the Kendryte K210 [57] and Raspberry Pi Zero [53] to analyze and compare the energy consumption and timing requirements for continuous execution of the proposed approach. Note that the proposed approach must be executed repeatedly in real-time and have a satisfying detection performance. The Raspberry Pi Zero includes an ARM11 CPU running at 1 GHz, has 512MB RAM, and performs the inference process of a given DNN with power supplied via a micro USB connector. The Kendryte K210 is a chip system with specific circuits/components for machine vision and ML. This chip system employs advanced ultra-low processing with the help of a 64-bit dual-core processor equipped with a high-performance hardware accelerator of the CNN. It supports convolution kernels, any form of activation function, and neural network parameter size up to 6 MB for real-time application.

We used Otii Arc [58] as a power analyzer and power supply for the inference process of our proposed approach. Otii Arc is a measurement tool for designing highly energy-efficient algorithms. It is powered via USB from the laptop and records both current and voltage, and it displays them in real-time for analysis and comparison. It provides up to 5 V output voltage and runs high-resolution current measurements with a sample rate up to 4 kHz for the range of 1 µA-5 A. Figure 7 shows the hardware setup of our measurement.

We considered the Kendryte K210 chip and Raspberry Pi Zero as they have comparable processing capabilities to modern wearable architectures [23]. We also discuss the potential benefit of using PULP-based ultra-low-power platforms and architectures proposed in [24] for wearable biomedical systems to further reduce the power consumption.

D. Learning Parameters

We trained our proposed networks from scratch using preprocessed 3-second ECG and EEG segments. The weights initialization of the layers follows a normal distribution with zero mean and 0.01 as the standard deviation. We initialize all the biases to zero. During the training, the network learns the correlation between the input and the output consisting of two nodes and adjusts the parameters of the model to minimize the cross-entropy loss. For the binary classification, the final output of DNN can have a single output and a threshold, or we can use a multi-class classification with only two nodes, so each class gets its output neuron. However, the two-node outputs technique code is the same for the multi-class classification problem and can be easily extended to multi-class classification in future work. Finally, we use the Adam optimizer [59] with a mini-batch size of 16 across all patients. The base learning rate is 10^{-3}, and the DNNs are trained for up to 10^4 iterations and are implemented on Tensorflow 1.14.0 [60].

V. Evaluation

In this section, we present the assessment of the seizure detection performance and energy consumption of our proposed knowledge distillation approach on the Kendryte K210 and the Raspberry Pi Zero unit.

A. Detection Performance Analysis

Figure 8 shows the effects of epileptic seizure detection of the proposed multi-modal Res1DCNN (Teacher network) using both ECG and EEG segments, and it shows the comparison with the Res1DCNN where we employ only ECG segments. We observe that our proposed multi-modal Res1DCNN achieves the geometric mean and F1 score of 91.22% and 90.93%, which are in line with other state-of-the-art results based on CNNs applied to EEG signals. For example, in [6], the authors used four EEG channels and achieved F1 score of 87.30%. The multi-modal Res1DCNN outperforms the Res1DCNN trained exclusively on ECG by 11.00% in terms of the Gmean. It shows that extracting additional features from EEG signals is more effective in seizure detection. However, the size of the DNN model is limited by the memory capacity of the embedded medical platform. The memory capacity bottleneck limits the practical use of large DNNs [61], such as multi-modal Res1DCNN. Then, knowledge distillation acts as a compression method to reduce the hardware footprint of a DNN model to decrease its inference latency without overly affecting inference accuracy. Figure 8 evaluates the detection
performance and inference time of our proposed knowledge distillation framework applied to multi-modal Res1DCNN. We show that the proposed scheme achieves the desired effect of distilling an ensemble of DNN models such as multi-modal Res1DCNN into a single DNN model that works significantly better than a DNN model with the same size learned directly using the same trained data. In particular, we observe that multi-modal Res1DCNN achieves a geometric mean of 91.22% when the training and inference are performed using both ECG and EEG signals. In contrast, in distilled Res1DCNN (student network), which is trained directly on the ECG, this value decreases by only 1.35%.

To understand the trade-off between the training efficiency and model detection accuracy, in Table II we compare the confusion matrices of the DNNs when they are trained using only ECG segments without knowledge distillation versus with knowledge distillation and multi-modal DNN, which requires both ECG and EEG segments. The detection accuracy using the distilled DNN is slightly lower than when the training process is performed using a more complex multi-modal DNN. In particular, in multi-modal Res1DCNN, we detect 86.99% of epileptic seizure segments, while in the distilled Res1DCNN, this value decreases to 85.59%. The distillation approach mainly helps reduce the number of false positives from 160 to 44.

| TABLE II: Comparison of the confusion matrices of Res1DCNN, multi-modal Res1DCNN, and distilled Res1DCNN in epileptic seizure detection. |
|----------------------------------------------------------------------------------------------------------------------------------|
| **Res1DCNN**                                                                                                                     | **Number of segments** | **Normalized** | **Seizure** | **Non-Seizure** |
| Seizure                                                                                                                         | 634                    | 150           | 80.87%      | 19.13%          |
| Non-Seizure                                                                                                                   | 160                    | 624           | 20.41%      | 79.59%          |

| **Multi-modal Res1DCNN (Teacher network)**                                                                                         | **Number of segments** | **Normalized** | **Seizure** | **Non-Seizure** |
| Seizure                                                                                                                         | 682                    | 102           | 86.99%      | 13.01%          |
| Non-Seizure                                                                                                                   | 34                     | 750           | 4.34%       | 95.66%          |

| **Distilled Res1DCNN (Student network)**                                                                                          | **Number of segments** | **Normalized** | **Seizure** | **Non-Seizure** |
| Seizure                                                                                                                         | 671                    | 113           | 85.59%      | 14.41%          |
| Non-Seizure                                                                                                                   | 44                     | 740           | 5.61%       | 94.39%          |

B. Alternatives Scenarios for Detection Performance Analysis

We also considered two different scenarios. The first one is when the teacher network does not use three identical Res1DCNN for each EEG1, EEG2, and ECG signal. Instead, it uses only one DNN that receives an input of three channels. Therefore, we modified the first layer of Res1DCNN, so it accepts an input of three channels (EEG1, EEG2, and ECG). We observed that the teacher network’s detection accuracy (sensitivity and specificity) with only one modified Res1DCNN is lower (by 3.18% and 1.66%) than when the training process is performed using a more complex teacher model consisting of three Res1DCNN. Conversely, the teacher model with one modified Res1DCNN consumes less energy. However, in this work, since our goal is to develop high-precision and low-power wearable systems (student model) using a single-biosignal input (ECG signal), we have designed a more complex teacher model. It relies on independent 1-dimensional networks for each biosignal to maximize the seizure detection performance.

Another scenario we have considered is when the student network uses only EEG signals (EEG1 and EEG2). We observed the detection accuracy (sensitivity and specificity) using a more complex distilled DNN (student model) including EEG1 and EEG2 signals is slightly higher (by 0.51% and 0.9%) than when the training process is performed using only ECG. However, EEG testing comes with certain adverse conditions. Wearing EEG head caps causes social stigma and discomfort for the patients. To overcome this issue, in this work, we proposed a framework to perform the epileptic seizure detection using only the ECG signal while achieving the detection accuracy of a system where both the ECG and EEG signals are utilized. The ECG signal acquisition demands less energy, and acquisition devices are widely accessible worldwide. As a result, more patients would benefit from long-term monitoring for epileptic seizure detection.

C. Energy Consumption Analysis

A key challenge for low-energy embedded medical platforms with limited computational resources is designing and implementing an epileptic seizure detection algorithm based on DNNs for long-term patient monitoring. For instance, the e-Glass wearable system [25] shown in Fig. 6 contains a 570 mAh battery and features an ultra-low-power 32-bit microcontroller STM32L151 [62] with an ARM® Cortex®-M3 with 48 KB RAM and 384 KB Flash. In the case of an epileptic seizure, e-Glass communicates with a smartphone or smartwatch using Bluetooth low energy (nRF8001) [63] and sends a warning to the caregivers.

In this paper, to analyze the complexity, lifetime, and energy efficiency of our approach, we consider the Kendryte K210 and Raspberry Pi Zero platforms. In the implementation code, all the computations and storage are in 16-bit fixed-point. We chose 13 bits for the fractional part using the results of the validation set. We observed that dedicating more bits to the fractional part causes overflows in the computations. On the other hand, reducing the number of fraction bits gives rise to a considerable accuracy drop. Since we use the fixed-point representation of numbers, we save the amount of storage by a factor of 4 compared to 64-bit floating-point operations. This compression is crucial because it enables our network to be applicable on various memory-limited embedded devices. However, the total accuracy of the model is reduced by 0.9% because of the quantization in 16-bit.

Table III shows the seizure detection execution time per 3-second segment for each DNN. The represented numbers are...
obtained by running the experiments for the whole test set, including 1568 segments of 3-second segments. We observe that due to fewer parameters, the proposed knowledge distillation network, which requires only the ECG signal, runs 2.9 times faster than the multi-modal Res1DCNN on the Raspberry Pi Zero. At the same time, the proposed network achieves a detection performance comparable to multi-modal Res1DCNN (see Fig. [5]). In addition to the reduced memory and computational burden, the most relevant advantage of the proposed distillation version is that it avoids the acquisition and process of EEG data. We also observe that the network’s end-to-end response time for a 3-second segment is only 720 milliseconds on the Raspberry Pi Zero and 1,040 milliseconds on the Kendryte K210; thus, we can continuously monitor the patients in real-time.

TABLE III: Quantitative evaluation results of run-time for every 3-second segment in different network architectures.

| Method                  | Platform              | Run time (millsec.) |
|-------------------------|-----------------------|---------------------|
| Res1DCNN                | Raspberry Pi Zero     | 720.15 ± 32.46      |
| Multi-modal Res1DCNN    | Raspberry Pi Zero     | 2,080.56 ± 12.56    |
| (Teacher network)       |                       |                     |
| Distilled Res1DCNN      | Raspberry Pi Zero     | 720.15 ± 32.46      |
| (Student network)       |                       |                     |
| Distilled Res1DCNN      | Kendryte K210         | 1,040.64 ± 5.67     |

VI. CONCLUSION

The development of IoT wearable systems that can accurately detect complex pathologies, such as brain disorders, in long term and with minimal discomfort is still an open challenge. In this work, we have proposed a new knowledge distillation approach to develop high-precision and low-power IoT wearable systems using single-biosignal input for epileptic seizure detection. As the starting point, for our teacher network, we have designed a multi-modal DNN, using informa-
detection from both ECG and EEG signals, that relies on independent 1-dimensional networks for each biosignal to maximize the detection performance. Then, we have used knowledge distillation to develop a compressed student network that relies exclusively on ECG data during run-time operation of the IoT wearable system. Besides reducing the energy consumption, moving from multi-biosignal to single-biosignal has resulted in removing other major drawbacks today in IoT wearable devices when they need to be deployed in real-life setups, such as discomfort, stigma, and synchronization problems where multiple biosignals need to be acquired. Indeed, these benefits are achieved for our distilled network design considering IoT setups, while achieving a comparable detection performance with respect to the multi-modal teacher DNN system. The results of our approach implemented on different edge AI platforms for the IoT wearable context, and tested on the EPILEPSIAE dataset, have shown a 37.65% reduction in energy consumption. In comparison, the resulted sensitivity and specificity are only 1.5% and 1.3% lower than in the initial multi-modal DNN teacher system. Thus, our proposed approach is ideal for the development of IoT wearable setups as it removes the burden of acquiring and synchronizing multiple devices to make valid medical assessments.
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