The large influence of climate model bias on terrestrial carbon cycle simulations
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Abstract
Global vegetation models and terrestrial carbon cycle models are widely used for projecting the carbon balance of terrestrial ecosystems. Ensembles of such models show a large spread in carbon balance predictions, ranging from a large uptake to a release of carbon by the terrestrial biosphere, constituting a large uncertainty in the associated feedback to atmospheric CO2 concentrations under global climate change. Errors and biases that may contribute to such uncertainty include ecosystem model structure, parameters and forcing by climate output from general circulation models (GCMs) or the atmospheric components of Earth system models (ESMs), e.g. as prepared for use in IPCC climate change assessments. The relative importance of these contributing factors to the overall uncertainty in carbon cycle projections is not well characterised. Here we investigate the role of climate model-derived biases by forcing a single global ecosystem-carbon cycle model, with original climate outputs from 15 ESMs and GCMs from the CMIP5 ensemble. We show that variation among the resulting ensemble of present and future carbon cycle simulations propagates from biases in annual means of temperature, precipitation and incoming shortwave radiation. Future changes in carbon pools, and thus land carbon sink trends, are also affected by climate biases, although to a smaller extent than the absolute size of carbon pools. Our results suggest that climate biases could be responsible for a considerable fraction of the large uncertainties in ESM simulations of land carbon fluxes and pools, amounting to about 40% of the range reported for ESMs. We conclude that climate bias-induced uncertainties must be decreased to make accurate coupled atmosphere-carbon cycle projections.

1. Introduction

By coupling the atmosphere, biosphere, hydrosphere and lithosphere, Earth system models (ESMs) aim to model an integrated Earth system with feedbacks and dependencies between physical, biological and biogeochemical dynamics at multiple scales. Biospheric and specifically terrestrial carbon cycle dynamics have been identified to be one of the largest contributors to overall uncertainties surrounding the magnitude of future climate change through biogeochemical feedbacks that affect atmospheric CO2 concentrations (Meehl et al 2007). Benchmarking studies have pointed out a large spread between terrestrial carbon cycle simulations in ESMs used to characterise biogeochemical feedbacks within the climate system (Anav et al 2013, Todd-Brown et al 2013, Jiang et al 2015). However, because of the close coupling between the state of the atmosphere and the processes (principally photosynthesis, soil organic matter decomposition and biomass burning) governing terrestrial carbon balance, such spread may be induced not only by parameters and process representations of the carbon cycle sub-model of the ESM, but also by the forcing climate as simulated by its atmospheric component (general circulation model, hereinafter GCM). This internally simulated climate forcing of the carbon cycle sub-model often contains substantial biases in comparison to historical climate records (Li et al 2013, Mehran et al 2014, Mueller and Seneviratne 2014).
Studies in which an offline ecosystem-carbon cycle model is forced with climate fields from multiple GCMs and ESMs generally show a large sensitivity of the simulated global terrestrial carbon balance to climate forcing (Berthelot et al 2005, Schaphoff et al 2006, Scholze et al 2006, Ahlström et al 2012, Ahlström et al 2013, Friend et al 2013, Ahlström et al 2015). Even when bias-corrected climate forcing data are used, i.e. where the biases as identified by comparison to observation-based climate datasets are subtracted from the raw GCM output (e.g. Ehret et al 2012, Hempel et al 2013), the uncertainty arising from differences in future trends between GCMs remains large (Ahlström et al 2013). This suggests that a similar effect may be present in ESM simulations, where the climate forcing of the carbon cycle sub-model is generated internally within the same model framework.

Here we force a single, non-coupled, global ecosystem-carbon cycle model with climate fields from GCMs and ESMs of the coupled model intercomparison project phase 5 (CMIP5) (Taylor et al 2011) ensemble, to investigate the potential role of climate model-related biases (hereinafter ‘climate bias’) in projections of the terrestrial carbon cycle. To understand the role of annual and seasonal biases we applied the original (biased) climate, as well as annually and seasonally bias-corrected climate forcing. We analysed ensemble spread in simulated carbon pools and compared projected changes in carbon pools between the bias-corrected and non-bias-corrected forcing simulations, as well as the climate bias impacts on future carbon balance trends.

2. Method

2.1. Ecosystem-carbon cycle model

Historical and future carbon cycle response to forcing and CO₂ concentration were simulated with LPJ-GUESS (Smith et al 2001), an individual- and patch based dynamic vegetation-ecosystem model in which carbon cycle dynamics emerge as an outcome of simulated vegetation structure, demography and resource competition, soil carbon biogeochemical dynamics and biomass burning by natural wildfires. Vegetation is represented as a mixture of plant functional types (PFTs) (11 in this study; Ahlström et al 2012), distinguished by photosynthetic pathway (C₃ or C₄), life history strategy (shade tolerance), phenology (evergreen, summergreen or raingreen), growth form (trees or herbaceous plants) and bioclimatic distributional limits. Here we employed the model in cohort mode where age classes group individual plants within a number of replicate patches (10 in this study) in each grid cell.

Population dynamics (establishment and mortality) are influenced by current resource status, demography and the life-history characteristics of each PFT (Hickler et al 2004, Wramneby et al 2008). Cohorts compete for resources and mortality occurs with low or negative growth efficiency, age, or following climatic change in violation to the PFT bioclimatic limits leading to biome shifts. Succession follows stochastic stand-clearing disturbance in each patch with a generic expectation of 0.01 yr⁻¹. In addition, fires are modelled prognostically based on temperature, current fuel load and moisture (Thonicke et al 2001). The detailed representation of demographics may improve simulations of carbon fluxes and pools (Parves and Pacala 2008, Fisher et al 2010, Wolf et al 2011, Haverd et al 2014).

We employed the carbon-only version 2.1 of LPJ-GUESS. A full description is available in Smith et al (2014) and references therein.

2.2. Forcing data and bias correction

2.2.1. Forcing data and experimental design

LPJ-GUESS was forced by outputs from 15 GCMs and ESMs (table 1) participating in the CMIP5 (Taylor et al 2011). These 15 models were selected as a representative sample that captures the spread in a larger (n = 21) ensemble of ESMs and GCMs. For all ESMs and GCMs, we used the realisations forced by prescribed CO₂ concentration following the representative concentration pathway 8.5 (Riahi et al 2007). All simulations were initialised with a 500 year spin-up to establish carbon pools in equilibrium with the initial forcing climate, using constant 1850 CO₂ concentrations and recycled de-trended 1850–1879 climate forcing fields. The initialisation was unique for each simulation, using climate fields from the corresponding transient simulation (original or bias corrected from the respective GCM/ESM) to ensure initial conditions in balance with the following transient simulations. Time-varying historical CO₂ concentrations and climate data from the respective GCM or ESM historical and future simulation were applied following the spin-up. We accounted for time-variant land use by prescribing grasses to the fraction of grid cells used as croplands and pastures in the LUH gridded land use database (Hurtt et al 2011).

2.2.2. Bias correction

Climate forcing fields were bias-corrected using 30 year (1961–1990) climatology based on gridded observations from CRU TS 3.0 as reference dataset (Mitchell and Jones 2005). Precipitation, downward shortwave radiation and air temperature from the ESMs and GCMs were bi-linearly interpolated to the CRU grid (0.5° × 0.5° resolution).

The interpolated fields were bias-corrected using the reference period 1961–1990, on annual and monthly basis (seasonal bias correction). The delta change approach was used to correct the temperature fields of the ESMs and GCMs (equation (1)).
$T^\text{corr}_t = T^\text{gcm}_t - \overline{T^\text{gcm}} + \overline{T^\text{ref}},$  \hspace{1cm} (1)

where $T^\text{corr}_t$ is the bias-corrected temperature for month ($t$), $T^\text{gcm}_t$ is the original temperature from the ESMs and GCMs, and $\overline{T^\text{gcm}}$ and $\overline{T^\text{ref}}$ are annual or monthly climatologies of the ESMs and the reference dataset, respectively. The climatologies represent 30 year annual averages (annual bias correction, $n = 1$) or monthly averages (seasonal bias correction, $n = 12$).

Precipitation and downward shortwave radiation were corrected using relative anomalies (equation (2)),

$P^\text{corr}_t = P^\text{ref}_t \times P^\text{gcm}_t / \overline{P^\text{gcm}},$  \hspace{1cm} (2)

where $P^\text{corr}_t$ is the bias corrected precipitation, $P^\text{gcm}_t$ is the original ESM and GCM precipitation, and $\overline{P^\text{gcm}}$ and $\overline{P^\text{ref}}$ are annual or monthly climatologies of the ESMs and reference dataset, respectively.

This implies that climate fields corrected by the annual bias correction method have identical 30-years grid cell means as the CRU climatology over the reference period 1961–1990, but potentially a different seasonal cycle, while both seasonal and annual biases were corrected in the seasonal bias correction method (table 2). None of the methods correct for variability on longer timescales (e.g. inter-annual, decadal or trends), which was absolutely (temperature) or relatively (precipitation and shortwave radiation) preserved relative to the original ESM or GCM simulation.
3. Results

3.1. Climate bias

Climate biases were evaluated over global ice free land. We analysed climate biases from a larger ensemble of models \((n = 21)\) and present the corresponding simulations by LPJ-GUESS below where the ecosystem-carbon cycle model was forced by a smaller subset of these models \((n = 15)\) that is representative of the full ensemble (table 1). Mean temperature biases between 1979 and 2005 are largest during winter at high latitudes, using temperature information from the climate research unit (CRU) TS3.0 station-based observational dataset as reference (Mitchell and Jones 2005). This is likely to be mainly a result of differences in sea ice extent in the models (figure 1). Models are relatively evenly distributed with both negative and positive biases around the reference dataset. There is little evidence of shared bias between models.

Precipitation biases show a different pattern compared to temperature biases, with large positive and negative biases in the tropics and a smaller but common positive biases in the northern extra-tropics (figure 2). CRU TS3.0 was used as reference climatology for the years 1979 through 2005. The generally shared positive biases in the southern hemisphere south of 40°S (figure 2) mainly pertain to the southern tip of South America, and thus a very limited land area. Due to the relatively coarse grid in the climate models compared to the observation data set, it is likely that the coastlines and land-sea separation are not well-resolved, which may explain a part of this shared bias.

Biases in downward shortwave radiation are overall substantial (figure 3). Uncertainties in shortwave radiation and the Earth energy budget have been previously discussed (Trenberth et al. 2014) and reflect general uncertainties in radiation transfer, uncertain cloud cover and cloud morphology. Here we defined the reference climatology using surface downward shortwave radiation from the International Satellite Cloud Climatology Project (ISCCP; Schiffer and Rossow 1983, Zhang et al. 2004) for the time period 1984–2000, bilinearly interpolated to 0.5 × 0.5 degree resolution.

Global observation-based datasets that are frequently used to force models also differ significantly, and the biases presented here are therefore dependent on the choice of reference dataset adding to the difficulties in estimating climate biases and removing their impact on Earth system simulations (Poulter et al. 2011, Wu et al. 2017).

3.2. Carbon cycle spread—the role of climate bias

The general spread in global ecosystem carbon when forcing LPJ-GUESS with raw, uncorrected, climate
outputs from 15 CMIP5 GCMs and ESMs is large and relatively constant over time, from 1850 to 2100 (figure 4(a)). To quantify the spread we analysed the range (maximum minus minimum) and the interquartile range (IQR, the difference between the 25th and 75th percentiles of the distribution). The range in simulated ecosystem carbon changes moderately over time from 987 Pg C for 1850–1879 to 953 Pg C for 1961–1990 and 1154 Pg C for 2071–2100. This difference between minimum and maximum ecosystem carbon, here induced solely by climate model biases, is about 40% of the range reported for 18 CMIP5 ESMs (Anav et al. 2013). Moreover, the spread apparent for the hindcast part of the simulations is generally maintained in the future part; simulations showing relatively high or low carbon pools at 1850 generally do so at 2100 as well. Differences in trends since 1850 therefore have a much smaller impact on the ensemble spread at the end of the 21st century than the climate biases of the ESMs/GCMs. Correcting for annual biases reduces the range to about 40% of the original range and correcting for seasonal and annual biases causes a further reduction to about 20% of the original range (figures 4(b) and (c)). Annual correction accounts for an even larger reduction in the IQR; IQR decreases to ~30% of the original IQR, with smaller further reductions with the addition of seasonal correction (to ~20% of original IQR) suggesting that the large impact of seasonal biases is represented by a smaller fraction of the ensemble ESMs and GCMs.

The results reveal a large impact of annual and seasonal climate-biases on simulations of the terrestrial carbon balance. The remaining spread, or uncertainty, is explained by variability on longer timescales than months, i.e. inter-annual and decadal variability. There is also a signal of increasing range and IQR backwards and forwards in time from the reference period of the bias correction, 1961–1990, indicating that differences in projected trends (from 1850 to reference period and from reference period to 2100) by the ESMs/GCMs are responsible for parts of this remaining spread. Partitioning the global ecosystem carbon spread to vegetation and soil carbon pools shows that soil carbon pools (including litter) are responsible for about 65% of the spread with the remainder associated with the vegetation pool (figures 4(d), (g)). The effect of correcting climate biases on vegetation and soil carbon pools is similar in relative magnitude (figures 4(d)–(i)).

Spatial evaluation reveals that the absolute climate bias effect on ecosystem carbon is largest in tropical rainforests, and cold-climate areas of the high northern latitudes and the Tibetan plateau (figure 5(a)). These regions have disproportionate significance in terms of the impact of climate bias on simulated ecosystem carbon balance. The reason is that these are
areas with relatively large carbon pools, either in vegetation (tropical forests) or in the soil (cold climate areas), which acts as a multiplier on the impact of climate bias on land-atmosphere carbon fluxes. When instead investigating the climate bias effect relative to the local ensemble mean ecosystem carbon, low productivity deserts and high latitudes stand out, but the Amazon basin also shows significant climate bias effect relative to the ensemble mean ecosystem carbon stock (figure 5(b)).

3.3. Changes in carbon uptake
Having identified a large impact of climatic biases on simulated carbon pools, we evaluated if the simulated global future changes between the non-bias-corrected and seasonally corrected simulations are internally consistent, i.e. if trends in climate from a specific ESM/GCM induce similar changes in carbon pools with or without a bias correction of the forcing climate data. A large disagreement would indicate that climatic biases affect both absolute amounts of carbon as well as their change over time, which may compromise conclusions drawn from simulations forced by bias-corrected climate data.

Climate bias corrections reduce future changes in ecosystem carbon to about 60% of the changes found when not correcting for climate biases (figure 6(a)). This reduction in change is mainly attributed to a reduction in vegetation carbon change (figure 6(b)) and to a lesser degree to climate bias impacts on soil carbon change (figure 6(c)). The reduced changes in vegetation carbon in bias-corrected simulations is likely caused by shared climate-biases between GCMs and ESMs that interact with the vegetation dynamics of LPJ-GUESS affecting biome distributions and vegetation carbon changes.

4. Discussion
The large decrease in ensemble spread in ecosystem, vegetation and soil carbon pools after forcing our carbon cycle model with annually or seasonally bias-corrected climate implies that biases in simulated climate may explain a large proportion of uncertainties in the simulated absolute size of carbon pools among ESMs. Change fields of global total ecosystem carbon are relatively well preserved when comparing the results of bias-corrected and non-bias-corrected simulations, ESMs and GCMs resulting in large or small future changes generally do so in both bias corrected and non-bias corrected simulations (figure 6). Although bias correction significantly reduces future changes in land carbon storage (to ~60% of the changes obtained when using non-bias corrected climate), the impact of climate biases is
larger on pool sizes than on their changes in time, implying that more confidence could be ascribed to carbon pool changes from ESMs than to the absolute pool sizes. However, the global analysis presented here does not elucidate possible larger but cancelling regional impacts on trends, and previous research has shown that climate biases also affect future carbon change fields (Ahlström et al 2012). The carbon balance of the terrestrial biosphere is characterised by the marginal difference between much larger uptake (gross primary production) and release (respiration, biomass burning) fluxes, each with complex and regionally varying dependencies on multiple climatic drivers. Lag effects due to slow-responding vegetation and soil processes, with time signatures from seasons to millennia, add to the complexity of the carbon balance response to climate forcing, and its apparently high sensitivity to bias in such forcing associated with climate model errors and uncertainties.

Previous research has suggested that model parameterisation of vegetation or soil processes may play an important role for carbon cycle uncertainties in ESMs (e.g. Booth et al 2012, Todd-Brown et al 2013). The analysis presented here was based on the application of a single carbon cycle model with forcing from multiple GCMs and ESMs, and focused on the effect of climate biases. We did thereby not evaluate uncertainties stemming from parameterisation or model
structure, and it remains to be confirmed whether our findings are representative to ESMs and the more generalised carbon cycle sub-models built into the majority of current ESMs. One notable relevant difference is that LPJ-GUESS simulates individual-based population dynamics where PFTs are allowed to compete for resources. This implies that the different simulations all have different distribution of PFTs and the biomes they form, with concomitant effects on simulated ecosystem functioning and carbon balance. A future shift in PFT distribution and vegetation turnover explains a part of the spread and inconsistency surrounding carbon pool trends (Friend et al 2013, Ahlström et al 2015, Koven et al 2015a). On the other hand, LPJ-GUESS has been shown to be comparable to other models in terms of its sensitivity to climate variations over the historical period (Piao et al 2013).

The model used here does not include representations of permafrost and peatlands. Peatlands and permafrost store large amounts of carbon (Hugelius et al 2014) which may be increasingly lost under climate change (Koven et al 2015b). Carbon cycle simulations that are initialised using biased climate are less likely to capture initial carbon pool sizes, and thus, the...
amount of carbon that can be lost under future warming (Todd-Brown et al. 2014). The additional permafrost and peatland carbon would likely exacerbate this effect and the impact of climate biases on carbon storage and climate-carbon feedbacks.

Based on the results presented here, we argue that it is important to acknowledge climate bias as a potentially large source of uncertainties in ESM projections of present and future terrestrial carbon cycle processes. Conclusions drawn from raw ESM outputs on the terrestrial ecosystem should be interpreted with caution and it may be worthwhile to consider or control for the role of climate biases in future studies of ESM results.
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