Galaxy luminosity functions at redshifts 0.6–1.2 in the Chandra Deep Field South
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ABSTRACT
We present the rest-frame ultraviolet (UV) galaxy luminosity function (LF) and luminosity density (LD) measurements in the far-UV (1500 Å) wavelength, in the redshift range z = 0.6–1.2. The UV LF is derived using XMM-Newton Optical Monitor (XMM-OM), UV (1600–4000 Å) observations of the Chandra Deep Field South, over an area of 396 arcmin². Using the deep UV imaging of the CDFS, we identified >2500 galaxies in our sample with UVW1AB ≤ 24.5 mag. This sample, along with various other catalogues containing redshift information, is used to calculate the binned representation of the galaxy UV LF in the two redshift bins 0.6 ≤ z < 0.8 and 0.8 ≤ z < 1.2, having a wide range of 1500 Å rest-frame UV magnitudes (∆M1500 ≃ 3), reaching ∼ 1–1.5 magnitudes fainter than previous studies at similar redshifts. The binned LF is described well by the Schechter function form. Using maximum-likelihood, the Schechter function is fitted to the unbinned data to obtain the best-fitting values of the the UV galaxy LF parameters. We find that characteristic magnitude M* brightens by 0.8 mag from z = 0.7 to z = 1, implying an increase in the star formation activity between these redshifts, as reported by past studies. Our estimate of the faint-end slope −1.10 ± 0.19 is on the shallower side compared with previous studies at z = 0.7, whereas a value of −1.56 ± 0.18 estimated for z = 1.0, agrees with previous results given the uncertainties.
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1 INTRODUCTION
Luminosity is one of the characteristic global properties of a galaxy, mainly controlled by other important quantities (e.g. the total mass, gas mass, stellar population, etc. in the galaxy). Using multiwavelength imaging surveys, along with spectroscopic or photometric redshifts, luminosity can be estimated at various rest-frame wavelengths. These estimates can be used to produce a one-point statistic called the luminosity function (LF) = the number density of galaxies as a function of luminosity. The LF can be used to obtain a relative distribution of power (produced at a given rest-frame wavelength) among galaxies of different luminosities and masses at a particular average epoch in the history of the Universe.

The observed functional form of galaxy LFs is different from what is predicted from the Λ-CDM model (assuming a mass-to-light ratio), both in normalization and the shape at the bright and faint ends (e.g. Cole et al. 2001; Yang, Mo & van den Bosch 2003; Behroozi, Conroy & Wechsler 2010). This observation has led to a suggestion that there must be additional physical processes involved, causing moderate of the star formation at high- and low-luminosity regimes through baryonic feedback mechanisms (Moster et al. 2010). In particular, stellar feedback – outflows from supernovae (SNe) only (e.g. Dekel & Silk 1986; White & Frenk 1991) or winds from hot young stars in addition to SNe (e.g. Springel & Hernquist 2003; Oppenheimer & Davé 2006; Hopkins, Quataert & Murray 2012; Hopkins et al. 2014; Gatto et al. 2017) are thought to dictate the shape at low luminosities, whereas feedback from active galactic nuclei (AGNs) – through relativistic outflows counter the cooling flows in cluster atmospheres (e.g. Silk & Rees 1998; King 2003; Murray, Quataert & Thompson 2005; Bower et al. 2006; Croton et al. 2006) are thought to be responsible for the LF shape at high luminosities (see Cattaneo et al. 2009; Fabian 2012; Harrison et al. 2018, for reviews). It is clear that the functional form of the galaxy LF encodes information about these physical processes (i.e. feedback, gas accretion, mergers, etc.) dictating galaxy formation and evolution (e.g. Cole et al. 2000; Benson et al. 2003; Somerville & Davé 2015, and references therein). So, constraining this functional form at different redshifts is very important to gain insights into the properties of the galaxy populations at those redshifts. The evolution of the LF parameters with redshift can be used to understand the evolutionary history of a class of galaxies under consideration.

A single-aged star-forming population produces half of its bolometric radiation during the first 1 per cent of its total lifetime (see e.g. Leitherer et al. 1999). Its bolometric luminosity is dominated by ultraviolet (UV) emission, coming from young and massive stars with very short lifetimes (see Madau & Dickinson 2014). This instantaneous star-formation feedback regulates the faint-end slope of the UV LF, as it occurs, unlike other longer wavebands, where the LFs are shaped by accumulative feedback taking place over very long time-scales. Therefore, rest-frame UV is considered an important tracer for instantaneous star-formation rate density (SFRD), although affected by dust (see Kennicutt & Evans 2012). This is also one of the reasons why the LF in the rest-frame UV has emerged as a key diagnostic for studying the evolution of galaxies and contribution of these galaxies towards cosmic SFRD (see Madau & Dickinson 2014).
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In the recent history of the field, many studies used data from spaceborne and/or ground-based observatories to produce estimates of the galaxy LF in different redshift ranges (up to $z = 10$). Some of these works use drop-out techniques, along with various colour selection criterion, to identify the sources and estimate photometric redshifts (e.g. Yoshida et al. 2006; Dahlen et al. 2007; Ouchi et al. 2009; Oesch et al. 2010; Bouwens et al. 2015; Bowler et al. 2015; Mehta et al. 2017; Stefanon et al. 2017), while others derive their photometry in the rest-frame band of interest using model fits to the spectral energy distribution (SED) by combining photometry in different wave bands (e.g. Gabasch et al. 2004; Dahlen et al. 2007; Cucciati et al. 2012; Bowler et al. 2015; Parsa et al. 2016; Moutard et al. 2020). Some studies use their photometry with redshifts from other surveys (e.g. Arnouts et al. 2005; Wyder et al. 2005; Hathi et al. 2010; Hagen et al. 2015). Recently some works have tried to use gravitational lensing to get to extremely faint absolute magnitudes (e.g. Alavi et al. 2016; Bhatawdekar et al. 2019).

In the redshift range ($z < 1.5$), the UV LF can be estimated from data obtained from the Galaxy Evolution Explorer (GALEX; Martin et al. 2005) satellite. Using rest frame 1500 Å broad-band photometry from the GALEX FUV filter (1750−2800 Å), the UV LF parameters were obtained at low redshifts by Wyder et al. (2005) and Budavári et al. (2005). The NUV filter on GALEX was used for studying the UV LF of galaxies at $0.2 < z < 1.2$ in Arnouts et al. (2005). A relatively flat faint-end slope (see equation 8), $\alpha < -1.2$, was reported by these works at low redshifts ($z < 0.4$). However, they calculated a steep and almost constant value, $\alpha \approx -1.6$, in the redshift range $0.6 < z < 1.2$ (e.g. Arnouts et al. 2005; Wyder et al. 2005). Using the Early Release Science data of the GOODS−South field (Great Observatories Origins Deep Survey; Giavalisco et al. 2004) from the WFC3/UVIS instrument on board the Hubble Space Telescope (HST), Oesch et al. (2010) obtained the faint-end slope, $\alpha = -1.52 \pm 0.25$ in the redshift interval $0.5 < z < 1$. Hagen et al. (2015) have calculated the UV LF in the redshift range $0.2 < z < 1.2$, using data from UV/Optical Telescope (UVOT; Roming et al. 2005) on-board the Neil Gehrels Swift Observatory (Gehrels et al. 2004), in the Chandra Deep Field South (CDFS; Giacconi et al. 2001). They have used U-band selection with UV photometry at shorter wavelengths. Their values of the UV LF parameters are within $1\sigma$ of Arnouts et al. (2005). Page et al. (2021) used the UVW1 filter of the Optical/UV telescope, the XMM-Newton Optical Monitor [XMM-OM; Mason et al. (2001)] on-board the XMM-Newton observatory, and derived the 1500 Å UV LF from observations of the 13 Hr field.

Some authors have derived UV LF's at $z < 1.2$ by selecting galaxies at longer wavelengths and extrapolating their SEDs to rest-frame FUV. In Gabasch et al. (2004), the $I$-band selected data set from the FORS Deep Field are employed to calculate a range of values $-1.14 < \alpha < -0.96$ for redshifts $0.45 < z < 1.1$. Cucciati et al. (2012) have used $I_{AB}$-band selected data and measured $\alpha$ to be in the range $-1.17 \pm 0.05$ to $-0.91 \pm 0.16$ for the redshift range $0.3 < z < 1.1$ using the VVDS Survey. Another recent work covering our redshift range is Moutard et al. (2020). They used a large data set from CHFT Large Area U-band Deep Survey (Sawicki et al. 2019) and HyperSuprime-Cam Subaru Strategic Program (HSC-SSP; Aihara et al. 2018) for their LF estimates. They also re-analysed the GALEX data to measure the UV LF at redshift $z < 0.9$. The above mentioned three works calculate galaxy LFs to higher redshifts and we only quote their results falling within the redshift range of our study (i.e. $z < 1.2$).

In this paper we use observations of the CDFS from the UVW1 filter on XMM-OM. The UVW1 filter on the XMM-OM has a central wavelength 2900 Å and samples the 1500 Å flux better than GALEX at redshift $z = 1$, where the GALEX NUV pass-band is too blue, and the rest frame 1500 Å UV radiation is placed at the tail of the filter. In addition to that, the full width at half-maximum (FWHM) of the point spread function (PSF) for GALEX NUV filter is $\simeq 5$ arcsec (Morrissey et al. 2007). This big PSF puts its data at higher risk to source confusion as compared to UVW1 data obtained at a sharper PSF of $\simeq 2^\prime$ arcsec. HST solves this problem as it has excellent resolution, but covers a very small sky area, so its data might be prone to cosmic variance. So, in this redshift range, XMM-OM can be used to put better constraints on the UV LF parameters over larger fields than covered by the HST UV instrumentation and at a better spatial resolution compared with GALEX. We mainly compare our results to Arnouts et al. (2005), Hagen et al. (2015), and Page et al. (2021) as they use the similar redshift binning scheme and direct rest-frame FUV observations for their LF estimates.

The rest of this paper is structured as follows. The observations, data, and the reduction process are explained in Section 2. In Section 3, we discuss the completeness simulations, possible biases, and source-confusion. The cross-correlations to the ancillary data, which include the spectroscopic and photometric redshifts are used to identify the sources in Section 4. Various corrections are made to the data in Section 5, before final analysis. In the following Section 6, we discuss the methods to construct the UV LF and derive the LF parameters. Then, in Section 7, we mention the possible impacts of cosmic variance on our calculations. Section 8 contains the calculations for the luminosity density (LD). The results are presented in Section 9, and their implications are discussed in Section 10. Finally, we conclude this paper in Section 11. Throughout the paper, we adopt a flat cosmology with $\Omega_m = 0.7$, $\Omega_{\Lambda} = 0.3$, and Hubble’s constant $H_0 = 70$ km s$^{-1}$ Mpc$^{-1}$. The distances (and volumes) are calculated in comoving co-ordinates in Mpc (and Mpc$^3$). We use the AB system of magnitudes (Oke & Gunn 1983).

2 OBSERVATIONS AND DATA

2.1 XMM-OM observations of the CDFS

The CDFS, one of the deepest observation sites of the Chandra X-ray Observatory (Luo et al. 2008), has been a target of many space and ground-based observation campaigns in different wavebands. It is centred on RA $3^h32^m28.0^s$ DEC $-27^\circ48'30''$ (J2000.0) (Rosati et al. 2002). This field is popular for having very low H I column density (Stark et al. 1992), hence allows very deep observations.

The main aim of the XMM-Newton survey in the CDFS (XMM-CDFS) was to detect and study the X-ray spectral properties of obscured X-ray sources. The field was observed for more than 3 Ms to acquire good-quality X-ray spectra for heavily obscured AGN, at all possible redshifts (Comastri et al. 2011).

In addition to the X-ray instruments, the XMM-Newton observatory carries the XMM-OM, an optical/UV telescope with a primary task to complement the X-ray observations. It is a very capable standalone instrument with a wavelength coverage in the range $180−590$ nm over six broad-band filters, a fine PSF $\simeq 2$ arcsec (FWHM) for each filter, over the entire field of view (FOV) spanning $17 \times 17$ arcmin$^2$ (for more details see Mason et al. 2001). We refer to table 1 and fig. 1 in Page et al. (2012) for other properties of the XMM-OM filter pass bands. More details about the different image

\footnote{https://xmm-tools.cosmos.esa.int/external/xmm_user_support/documentation/uohb/XMM_HUB.html}
configurations can be found in the XMM-Newton User’s Handbook.\(^1\) XMM-OM can be used to take observations in the optical/UV regimes and build source catalogues in most fields observed by XMM-Newton. We use the data from the UVW1 filter, which is the most relevant to derive the 1500Å LF at the redshifts we are interested in. Our catalogue of the XMM-CDFS Deep Survey consists of 30 XMM-Newton observations in six different observational epochs between July 2001 and February 2010. There are 11 observations corresponding to two epochs, acquired with the XMM-OM in ‘full-frame low-resolution’ configuration to obtain single exposures of the whole FOV in 2 × 2 binned resolution giving pixel size of 0.95 arcsec (Mason et al. 2001). These full-frame images have exposure durations of 5 ks each. There are 17 other observations spanning four epochs that were acquired in ‘default’ (also known as ‘rudi-5’) configuration, where a setup of five consecutive exposures is used to cover 92 percent of the FOV with the same binning and pixel scale as full-frame mode. In the rudi-5 exposures, UVW1 observations have an exposure duration ranging from 0.8 to 5 ks. One observation contains exposures in both configurations (see Table 1 and also Antonucci et al. 2015, for details of observations).

### 2.2 XMM-OM data reduction and processing

The XMM-OM data were obtained from the XMM-Newton Science Archive\(^3\) (XSA). The reduction and processing were carried out using version 17 of the standard XMM-Newton Science Analysis System\(^4\) (SAS) tools.

The SAS script omichain is designed to execute various SAS tasks on the UVW1 images. These tasks include operations like obtaining the tracking history of the telescope movement, flat-fielding, correcting for modulo-8 (mod-8) noise, source-detection, and photometry. Later into the chain, quality maps are created, the images are projected on to the sky plane, and aspect correction is done for the source lists and the sky-images (see Page et al. 2012, for details about the tasks making up the chain).

We start with removing the cosmic rays from the raw images before they are fed to the omichain. The detector counts from a source are saved as a 16-bit number in the instrument memory. A high energy cosmic ray passing through the instrument may cause a high bit in the memory to flip and increase the count significantly and trigger a false detection (Fig. 1(d)) during photometry which in the end may add spurious sources to the catalogue. We used code

\(^{1}\text{https://xmm-tools.cosmos.esa.int/external/xmm_user_support/documentation/uhb/XMM_UHB.html}

\(^{2}\text{https://www.cosmos.esa.int/web/xmm-newton/xaas/}

\(^{3}\text{https://www.cosmos.esa.int/web/xmm-newton/sas}

| OBS ID    | Epoch       | Configuration | RA (deg)      | DEC (deg) | Exp. time (ks) |
|----------|-------------|---------------|---------------|-----------|----------------|
| 0108060501 | 2001-07-28  | r5            | 03h32m29.29s | 27°48′40″  | 1.48           |
| 0108060601 | 2002-01-13  | ff            | 03h32m27.99s | 27°48′50″  | 5.0            |
| 0108060701 | 2002-01-15  | r5 + ff       | 03h32m26.70s | 27°48′40″  | 10.0           |
| 0108061801 | 2002-01-16  | ff            | 03h32m27.99s | 27°48′30″  | 5.0            |
| 0108061901 | 2002-01-17  | ff            | 03h32m27.99s | 27°48′10″  | 5.0            |
| 0108062101 | 2002-01-20  | ff            | 03h32m29.29s | 27°48′20″  | 5.0            |
| 0108062301 | 2002-01-23  | ff            | 03h32m27.99s | 27°48′10″  | 5.0            |
| 0557780101 | 2008-07-05/06 | r5          | 03h32m42.29s | 27°45′05″  | 8.8            |
| 0557780201 | 2008-07-07/08 | r5          | 03h32m42.29s | 27°45′35″  | 8.8            |
| 0557780301 | 2008-07-09/10 | r5          | 03h32m39.99s | 27°45′35″  | 8.5            |
| 0557780401 | 2008-07-11/12 | r5          | 03h32m39.99s | 27°45′05″  | 8.8            |
| 0557780501 | 2009-01-07  | ff            | 03h32m25.00s | 27°49′25″  | 4.0            |
| 0557780601 | 2009-01-11  | ff            | 03h32m25.00s | 27°49′55″  | 4.0            |
| 0557780701 | 2009-01-13  | ff            | 03h32m25.00s | 27°50′25″  | 4.0            |
| 0557780801 | 2009-01-17  | ff            | 03h32m22.70s | 27°49′25″  | 4.0            |
| 0557780901 | 2009-01-19  | ff            | 03h32m22.70s | 27°49′55″  | 4.0            |
| 0557781001 | 2009-01-23  | ff            | 03h32m22.70s | 27°50′25″  | 3.5            |
| 0557782301 | 2009-01-25  | ff            | 03h32m22.70s | 27°50′25″  | 3.5            |
OMDETECT (Mason et al. 2012) is a task designed to detect sources from images of the Cosmic Evolution Survey (CDFS). Due to instrumental distortions, images from the XMM-OMS were affected and needed correcting. The two SAS tasks OMDETECT and OMATT were used to perform photometry and source detection, respectively. The corrected image covers a total area of \( \pm 6.43 \) arcmin\(^2\). The mosaiced UVW1 image was then fed into a SAS task, OMDETECT, which performs photometry and source detection, using dedicated algorithms for identifying point and extended sources. A range of apertures from 2.8 to 5.7 arcsec were used based on brightness of individual sources, as well as their proximity to the image. We refer to Page et al. (2021, 2012) for the details on the source detection. We finally end up with a UVW1 source list containing 3277 sources at 3\( \sigma \).

3 EDDINGTON BIAS, CONFUSION, AND COMPLETENESS

3.1 Eddington bias and flux boosting

There is a likelihood for a source to get confused with another source in a densely packed region of the field or it might not be detected at all due to limitations in the source detection algorithm. Therefore, once the final image is produced, it is necessary to precisely quantify different biases and determine the level of confusion in the data that are used to construct LFs.

The errors in the photometric flux measurement give rise to the Eddington bias (Eddington 1913). Due to measurement errors, more faint magnitude sources are scattered into slightly brighter (or less faint) magnitude bins, compared to sources of slightly brighter magnitudes that are being scattered into fainter magnitude bins. This causes an overestimate in the number of faint sources and biases the calculations towards their luminosities. Precise estimation of this bias is more important for galaxies close to the detection limits.

3.2 Source confusion

In a densely packed region of the image, two or more sources may be so close that they can not be distinguished individually. Such sources could get identified as a single bright source because of their accumulative flux. There is a chance that these false detections get incorrectly identified with counterparts in other catalogues and end up in the final source list hampering the final results. This effect increases with the number of detections and hence sensitivity of the instrument. Note for comparison that Ly et al. (2009) calculated an incompleteness of 21 per cent due to source confusion in the GALEX NUV filter.

In order to quantify the combined effect of the biases and confusion, we calculate the completeness of a sample as a function of magnitude.

3.3 Completeness simulations

We define completeness as – the fraction of sources detected as a function of the magnitude. Completeness of a survey goes down with decreasing signal to noise. For example, at the edges of the images, because of the low S/N ratio, some sources are missed by the detection algorithm.

To estimate the completeness of our sample, we use a common technique used in blank field studies: we simulate artificial galaxies having properties similar to real galaxies, randomly distribute these synthetic galaxies on the image, and detect them using the same detection process that we use to create the UVW1 source list.

Figure 1. Example image created by mosaicing two different exposures of UVW1 images of the CDFS. These exposures are processed using the standard SAS tasks without any additional processing. All the detections by OMDETECT are shown by red ellipses. The presence of background light structures (explained in Section 2.2) are also clearly visible as two circular enhancements corresponding to both the exposures. Other features of the XMM-OM images, anti-clockwise from top-left: (a) loops caused by internal reflection inside the telescope; (b) readout streak for bright sources; (c and e) false detections at the corners; (d) cosmic ray bit-flips at different locations in the image.

\(^5\)This corrects for the small offsets of the pixel position from a linear scale (Mason et al. 2001).
We simulate 1000 point sources at each input magnitude ranging from UVW1 mag 21 to 25.5 in steps of 0.25 mag. We extend the range to UVW1 20 mag on the brighter side. In order to simulate the effect of Eddington bias close to the flux limit of the survey, and to better assess the source-confusion, we further extend the magnitude range to UVW1 mag 28.0 with wider step sizes. The sources are inserted in the image at random positions one at a time, and if a source is detected less than 1 arcsec away from the inserted source position, it is considered retrieved.

We obtain three pieces of information from the simulations: (1) The fraction of the injected sources successfully recovered is recorded for a given magnitude. We use this fraction as a measure of ‘completeness’. The fraction of recovered sources as a function of UVW1 magnitude is plotted in Fig. 3. The completeness measure is included in our calculations as shown in Section 6. (2) The ‘confusion limit’ of the survey is the magnitude beyond which the source detection process cannot be trusted due to large source-confusion. We measure the degree of source confusion at the magnitude limit of our survey to see if it is confusion limited. It can be seen from Fig. 3 that the fraction of recovered sources drops steeply before the curve asymptotically flattens at the level of 1.5 per cent, which we consider to be the level of source confusion in our image. This implies that the sensitivity of the detector falls off and the survey reaches a sensitivity limit before it becomes limited by confusion. (3) We also obtain an ‘error distribution’ from these simulations that records the distribution of magnitude difference between the injected and recovered sources. Fig. 4 shows the error histograms at each input magnitude as a function of magnitude offset between the injected and recovered sources. This error distribution is later incorporated into our calculations while fitting the Schechter function to the data using maximum likelihood (for details see Section 6.2). The completeness curve informs our choice of appropriate survey depth – the faint magnitude limit beyond which no sources were included in our calculations to produce a binned LF and to estimate the Schechter function parameters in Sections 6.1 and 6.2.

From the completeness measurements, our catalogue is found to be >97 per cent complete for UVW1 magnitude ≤ 21.5 and 80 per cent
complete at UVW1 magnitude ≥23.6. The completeness falls below 10 percent at UVW1 magnitude 24.75 and below 5 percent for UVW1 25 mag (Fig. 3). Beyond this magnitude, the recovery of sources starts becoming insensitive to the input magnitude. It can also be seen from Fig. 4, that at UVW1 25 mag almost all the detections are fainter sources riding positive noise excursions. The completeness goes further down to ≥1.5 percent for UVW1 magnitudes fainter than 25.5 mag (Fig. 3). We consider 25.5 mag to be the faintest possible detection limit for our survey. As we go fainter, beyond UVW1 25.5 mag, in Fig. 3 we are more likely to detect sources because of source confusion than because of faint real sources on top of noise spikes.

From this analysis, we conclude here that our survey becomes insensitive at UVW1 25.5 mag, before it becomes confusion limited. In fact with more exposure time on the CDFS, we could have a survey that goes deeper in UVW1 magnitudes. To make sure we have a very secure UVW1 source list, make a conservative cut at UVW1 mag 24.5 (1 mag brighter than the detection limit) as the magnitude limit for our survey, where the probability of detecting a source is 15 times the underlying level of source confusion. This magnitude limit corresponds to UVW1 mag 24.46 after considering the effect of Galactic foreground extinction explained in Section 5.1.

4 CROSS-CORRELATIONS TO ANCILLARY DATA

The UVW1 source list is cross-correlated with various catalogues to acquire some additional information on the sources, primarily redshifts. An appropriate matching radius for the cross-correlation is needed for that purpose or else a very low matching radius may produce an inadequate number of matches and a large matching radius may give rise to unwanted spurious matches with other catalogues. We first determine an appropriate matching radius by comparing the expected and observed distribution of cross-correlated sources. The ancillary data from other catalogues is summarized next. We then conclude this section by using the ancillary data to assign redshifts to our sources, and also identify and remove any bright AGN or stars present in the source list.

Figure 4. The estimated distribution of the magnitude errors in the detection process at each simulated UVW1 magnitude. Each histogram represents the distribution of offsets of the recovered magnitudes from the simulated input magnitudes. The simulated UVW1 input magnitudes are shown by different colours scaled according to the colour-bar at the right.

Figure 5. The distribution of angular offsets between all detected sources in the UVW1 source list and their closest counterparts in the COMBO-17 catalogue is represented by the red histogram. The offset distribution of all the matches found in COMBO-17 for each source in the UVW1 source list is represented by blue histogram. The bin size of 0.05 arcsec is used for both histograms. The black solid line is the expected model obtained by simultaneously fitting a Rayleigh distribution (dotted purple curve) and a line (dotted green curve) to the distribution of offsets w.r.t. all matches.

4.1 Spurious cross-correlations

We match our UVW1 source list to the COMBO-17 (Wolf et al. 2004, 2008) catalogue, with a variable angular offset up to 5 arcsec. The distributions of angular offsets corresponding to a best match (closest counterpart within the offset limit) and all matches (all counterparts within the offset limit) are plotted in Fig. 5. These distributions are plotted in blue and red solid lines, respectively, with the x-axis truncated to 4 arcsec offsets.

A Rayleigh distribution is predicted for the probability distribution of the angular offsets, given that the uncertainties in their positions have a Gaussian distribution (Page et al. 2012). The number of spurious matches (false counterparts) should grow linearly as a function of matching radius. The total expected distribution of matches (actual as well as spurious) is obtained by combining the Rayleigh distribution corresponding to the actual sources and a straight line corresponding to unrelated matches. This distribution as a function of offsets (x) should take the form,

\[ D(x) = A \frac{x}{\sigma^2} \exp \left( -\frac{x^2}{2\sigma^2} \right) + m \frac{x}{r} \]  

(1)

This predicted distribution of all offsets is fitted to the distribution of all matches, with A, \( \sigma \), and m as free parameters. The fitted model is represented by the solid black line in Fig. 5. The dashed purple curve is the Rayleigh distribution fit and the straight line is plotted in dashed green. The fit parameters values are 2330 ± 60 sources, 0.299 ± 0.006 arcsec and 382.2 ± 14.6 sources per square arcsec for A, \( \sigma \), and m, respectively.

It is clear from Fig. 5 that the modelled distribution of true matches drops asymptotically after 1 arcsec matching radius, and the ratio of number of spurious to true matches grows rapidly after that. So, 1 arcsec seems to be reasonable choice for a cross-matching offset radius.

In order to assess the quality of the cross-correlation for our best matches and to gauge the likelihood that the matched sources happen to be within the error radius of the UVW1 sources just by chance,
we use Monte Carlo simulations. We simulate a random sample of linearly distributed offsets up to a maximum offset of 1 arcsec from the fitted straight line. Another random sample of potential matches is simulated from the true (Rayleigh) source distribution of all matches within the offset of 1 arcsec. These samples are compared to each other and we note the number of spurious offsets, smaller than the expected true offsets, and consider only this number of actual spurious sources may make their way into our source list. Using these simulations, we find that 77 ± 13 (3 per cent) out of total 2544 matches, will really be spurious. The errors are 95 per cent confidence intervals obtained through bootstrap re-sampling. So adopting 1 arcsec as the offset radius will give rise to 3 per cent of the total matched sources being spurious. An important remark needs to be added here: we have ignored clustering of faint sources. Since we have compared our catalogue with a deeper ground based survey, the background source distribution will be dominated by sources that are fainter than the UVW1 detected sources. For the case when there is a closer, but fainter background source than the correct counterpart, within an arcsec, it is quite likely that the fainter source will not even be detected and the correct counterpart will be chosen. So, the actual fraction of sources that are matched spuriously will be smaller than 3 per cent. We think it is a reasonable compromise, and adopt 1 arcsec as the offset radius when we cross-correlate our catalogue with other catalogues unless stated otherwise.

4.2 Ancillary data

Our final image extends outside the CDFS as defined by the Chandra X-ray survey, so our ancillary data also include surveys targeting the Extended-CDFS (E-CDFS; Lehmer et al. 2005) in addition to those exclusively from CDFS. The E-CDFS has been covered by almost 50 bands from UV to mid-infrared (MIR; see tables 1 and 2 in Hsu et al. (2014)) in different surveys. We will briefly summarize the catalogue and surveys used in this work. Hsu et al. (2014) used photometry from UV to MIR to estimate the photometric redshifts in the E-CDFS. We use their catalogue for spectroscopic and photometric redshifts. We also use the VLT6 master catalogue of spectroscopic redshifts compiled from various spectroscopic campaigns in the CDFS up until 2012–13. (Szokoly et al. 2004; Le Fèvre et al. 2005; Mignoli et al. 2005; Ravikumar et al. 2007; Vanzella et al. 2008; Balestra et al. 2010; Silverman et al. 2010). FIREWORKS (Wuyts et al. 2008) is a $K$-band selected catalogue for the CDFS, containing photometry in several bands. It provides both photometric and spectroscopic redshifts. The catalogue provided by Rafferty et al. (2011) is the source of most of the photometric redshift used in this work. This catalogue is constructed using seven different (see appendix A.1 in Rafferty et al. 2011) catalogues in the E-CDFS to derive the photometric redshifts. The COMBO-17 survey imaged CDFS with the Wide Field Imager at the MPG/ESO 2.2m telescope, in 17 pass bands to obtain photometric redshifts for galaxies identified at $r_{25} < 24$. (Wolf et al. 2004, 2008). The MUSYC survey, which used photometry in 32 bands to estimate redshifts in the E-CDFS (Cardamone et al. 2010; Taylor et al. 2009) also contributes a few photometric redshifts to our catalogue. The Gaia DR2 (Gaia Collaboration 2018) is the second data release catalogue from observations of the Gaia observatory. We use it to identify the stars in our source list.

Table 2. Catalogues used for spectroscopic and photometric redshifts, along with the number of redshifts and quality flags (QF) used for each catalogue. $\pm 68$ represents the 68 per cent confidence interval around each photometric redshift in the photometric catalogues.

| Source catalogue     | Number$^a$ | QF     |
|----------------------|------------|--------|
| Spectroscopic redshifts |            |        |
| Hsu et al. (2014)    | 1403       | 0.1    |
| Le Fèvre et al. (2005) | 30         | 3.4    |
| Szokoly et al. (2004) | 38         | 2      |
| Mignoli et al. (2005)| 21         | 1      |
| Ravikumar et al. (2007)| 34         | 2      |
| Vanzella et al. (2008)| 17         | A      |
| Balestra et al. (2010)| 63         | A      |
| Silverman et al. (2010)| 9         | 2      |
| Kurk et al. (2013)   | 6          | 1      |
| Wuyts et al. (2008)  | 3          | 1      |
| Photometric redshifts |            |        |
| Rafferty et al. (2011)| 832       | $\pm 68 < 0.2$ |
| Hsu et al. (2014)    | 66         | $\pm 68 < 0.2$ |
| Wolf et al. (2008)   | 46         | $\pm 68 < 0.2$, $R < 24$ mag |
| Cardamone et al. (2010)| 17        | $\pm 68 < 0.2, QF \leq 1$ |
| Taylor et al. (2009) | 13         | $\pm 68 < 0.2, QF = 0$ |
| Santini et al. (2015)| 1          | $\pm 68 < 0.2, QF = 0$ |

$^a$Represents the numbers before the bright AGN are removed.

4.3 Cross-correlation to optical and mid-infrared counterparts

Here, we match our source list with the ancillary data listed in the previous section, using the 1 arcsec radius deduced in Section 4.1. We start with removing the stars and then obtain the redshifts for our sources. We remove bright AGN present in the catalogue at the end.

4.3.1 Stars

The presence of stars in the source list is irrelevant to the extragalactic UVLF. The CDFS is known for its isolated position towards the Galactic halo, where the stellar population is comparatively aged, so the UVW1 sample will have little contamination from Galactic stars. Nevertheless, we cross-correlated our catalogue with the Gaia DR2 (Gaia Collaboration 2018) to identify the stars by matching it with our source list and removing sources with significant proper motions. COMBO-17 data were also employed to remove any stars from the source list. They used stellar templates from different libraries to identify the stars. We removed 155 sources identified as stars in total, leaving 3122 sources.

4.3.2 Redshifts

Once the stars were removed, we cross-matched the remaining sources with the redshift catalogues. Most of our spectroscopic redshifts are from the Hsu et al. (2014) catalogue. We obtain more than 1400 spectroscopic redshifts from their catalogue. The VLT master catalogue provides 212 spectroscopic redshifts. The FIREWORKS catalogue is used only for its spectroscopic redshifts. Appropriate QFs provided by each catalogue have been used to apply conservative quality cuts (see Table 2), in order to make sure we get the most accurate redshifts. Regarding the photometric redshifts, Rafferty et al. (2011) contributes 838 photometric redshifts. This is followed by catalogues from COMBO-17 and MUSYC surveys.

The details can be found at http://www.eso.org/sci/activities/garching/projects/goods/MasterSpectroscopy.html.
providing 68 and 28 redshifts, respectively. We used the Hsu et al. (2014) catalogue again to acquire 66 photometric redshifts in addition to the spectroscopic ones. We applied a quality cut to only allow photometric redshifts for which the 68 per cent confidence region around the peak redshift has a width < 0.2. The list of all the catalogues used for redshifts with references, number of contributed redshifts, and the quality cuts can be found in Table 2.

4.3.3 Active galactic nuclei

The accretion discs around the central super-massive black holes in active galaxies are known to emit large quantities of UV radiation, which dominates the UV flux coming from star formation in these galaxies. The inclusion of these galaxies with UV bright AGNs in the sample can cause erroneous estimation of the UV LF. These sources affect the shape of the UV LF especially at the bright end because very bright galaxies are extremely rare. The CDFS has a significant number of bright AGN in the redshift range of our interest, which can contaminate the UVW1 sample. Assuming that AGN bright in UV fluxes will also have X-ray emission, the X-ray catalogues from Xue et al. (2016) and Luo et al. (2017) are used to identify the AGN present in our sample. Any bright AGN making their way into the sample were removed by using a luminosity cut-off \(10^{32}\) erg s\(^{-1}\) in the full X-ray band (0.5–8 keV). We make detailed checks on the effect of AGN contamination on our sample in the redshift range we explore, in Appendix A.

After removing the potential AGNs, a sample of 2518 galaxies is selected with redshifts of the highest quality, 1559 of which are spectroscopic. The redshift distribution of our final galaxy subsample truncated to redshift 1.2 is shown in Fig. 6. A section of the source list is presented in Table 3 and the full table of sources \((z = 0.6–1.2)\) in machine readable form is available online.

5 CORRECTIONS

5.1 Galactic foreground extinction

The radiation coming from extra-galactic objects is absorbed and/or scattered by the interstellar dust in the Milky way. As a result, the incoming light is extinguished by a certain magnitude. Galactic extinction for a given photometric band is given by, \(A_x = k(\lambda) E(B-V)\), where \(k(\lambda)\) is the extinction coefficient determined by the Galactic extinction curve (Cardelli, Clayton & Mathis 1989) and \(E(B-V)\) is determined from the dust map of the sky.

We use an all-sky dust extinction map from Schlegel, Finkbeiner & Davis (1998) to obtain \(E(B-V)\), and table 6 from Schlafly & Finkbeiner (2011) to calibrate the above relation. The correction for dust-extinction in the UVW1 band, \(A_{\text{UVW1}}\) is applied in equation 2 after applying the \(K\)-correction (Section 5.2). Its value along the direction of CDFS is estimated to be 0.039. This low value of extinction is supported by a low value of the Galactic H\(_I\) column density of around \(8.8 \times 10^{19}\) cm\(^{-2}\) (Stark et al. 1992).

5.2 \(K\)-correction

The observed SEDs appear different from the rest-frame SEDs as they are red-shifted due to the expansion of the Universe. So, the measurements taken in a particular waveband sample different parts of the SED of a galaxy, depending upon the redshift of that galaxy. Thus, when we compare galaxies in a given observed waveband (say \([\nu_1, \nu_2]\)) at different redshifts, we are actually looking at two different rest-frame wavebands. This effect is most severe for very distant galaxies.

To correct for this offset, we use an additive term called \(K\)-correction, while calculating the absolute magnitudes of the galaxies from apparent magnitudes. The method used to derive these \(K\)-corrections as a function of redshift from the appropriate best-fitting templates is explained in detail in Page et al. (2021). Once the \(K\)-corrections \(K(z)\) are calculated, the following relation is used to calculate the absolute magnitude for each source

\[
M_{1500}(z) = m - 5 \log \left( \frac{d_L(z)}{\text{Mpc}} \right) - 25 - K(z) - A_{\text{UVW1}},
\]

where \(d_L\) is the luminosity distance.

6 LUMINOSITY FUNCTION

6.1 Binned luminosity function

We use the Page & Carrera (2000) method to calculate the binned LF. The number of galaxies \(N\), inside a bin of the volume-magnitude space bound by redshift interval \(z_{\text{min}} < z < z_{\text{max}}\) and absolute magnitude interval \(M_{\text{min}} < M < M_{\text{max}}\), is related to the differential LF \(\phi(M, z)\) as

\[
N = \phi(M, z) \int_{M_{\text{min}}}^{M_{\text{max}}} \int_{z_{\text{min}}}^{z_{\text{max}}} 4V(z) \frac{dz}{dz} dM,
\]
assuming that the variations of \( \phi(M, z) \) over redshift and absolute magnitude intervals are small enough to be ignored (Page & Carrera 2000). The integral on the right-hand side of the above equation can be considered as the effective 4-volume \( V_{\text{bin}} \) of the volume-magnitude bin.

We divide the total survey area \( A \) into \( j \) sub-fields, and add the contribution of each sub-field towards the effective volume of the volume-magnitude bin,

\[
V_{\text{bin}} = \int_{M_{\text{min}}}^{M_{\text{max}}} \sum_j \int_{z_{\text{min},j}}^{z_{\text{max},j}} dV(z) \, dz \, dM,
\]

and obtain, \( dV(z)/dz \) for each sub-field by multiplying its effective area with the differential comoving volume element,

\[
dV(z) = A_{\text{eff},j}(M) \frac{c H_0^{-1} d_i^2}{(1+z)^2 [\Omega_m + \Omega_k (1+z)^2]^{3/2}},
\]

where, \( A_{\text{eff}} \) is the effective area of each sub-field,

\[
A_{\text{eff},j}(m) = A C_j(m) \left( \frac{\pi}{180} \right)^2.
\]

Here, \( A \) is in deg\(^2\) and \( C_j(m) \) is the completeness fraction for each sub-field. The total effective area \( A_{\text{eff}}(m) \), plotted in Fig. 7, is a step function of apparent magnitude where the steps are the effective areas for the individual sub-fields.

The number of sources \( N_{\text{bin}} \) are counted in each bin and divided by \( V_{\text{bin}} \) to estimate the binned LF,

\[
\phi = \frac{N_{\text{bin}}}{V_{\text{bin}}}.
\]

From Poisson’s statistics (Gehrels 1986), we calculate the uncertainty for \( N \) objects and hence the statistical uncertainty in the LF for each bin in the redshift-magnitude space. Because of the nature of our survey, it may also be subjected to cosmic variance, which we discuss in detail in Section 7. The resulting LF \( \phi \) with units of Mpc\(^{-3}\) mag\(^{-1}\), are shown in Fig. 7.

### 6.2 Schechter function parameters

To recover more information from a magnitude limited sample of galaxies, we analyse the galaxy distribution in the redshift-magnitude space by comparing it to a galaxy LF model using a maximum likelihood estimator. We adopt the Schechter function (Schechter 1976) to model the galaxy LF in each redshift bin. It can be parametrized as a function of magnitude \( M \) with parameters \( \alpha, \phi^*, \) and \( M^* \),

\[
\phi(M) = \phi(M; \alpha, \phi^*, M^*) = k \phi^* \frac{e^{(1 + \alpha)(M^* - M)}}{e^{(1 + \alpha)(M^* - M)}},
\]

where \( k = \frac{2}{\sqrt{\pi}} \ln 10 \). The functional form at faint magnitudes is characterized by a power-law slope \( \alpha \), also called the faint-end slope. The power-law form cuts off at a characteristic magnitude, \( M^* \), and an exponential behaviour follows to brighter magnitudes. \( \phi^* \) is the normalization. We use the maximum likelihood approach to fit the above model to our observations. Our likelihood function for all \( N_G \) sources is defined as

\[
\mathcal{L} = \prod_{i} p(M_i, z_i)
\]

where \( p(M_i, z_i) \) is the probability density for a galaxy \( i \), to be observed with an absolute magnitude \( M_i \) in the survey magnitude limits \( [M_{\text{min}}, M_{\text{max}}] \) at the object’s redshift \( z_i \) in the interval \([z_{\text{min}}, z_{\text{max}}]\). It is given by

\[
p(M_i, z_i) = \frac{\phi(M_i, z_i)}{\int_{M_{\text{min}}}^{M_{\text{max}}} \int_{z_{\text{min}}}^{z_{\text{max}}} \phi(M, z) \frac{dV(z)}{dz} \, dM}.
\]

The Schechter function parameters can be found by maximizing \( \mathcal{L} \), which is equivalent (and more numerically convenient) to minimizing the negative logarithm of the likelihood,

\[
S = -2 \ln \mathcal{L} = -2 \sum_{i=1}^{N_G} \ln p(M_i, z_i).
\]

It is important to note here that the normalization \( \phi^* \) cannot be fitted jointly with \( M^* \) and \( \alpha \) using this framework as it gets cancelled out in equation 10, and the final likelihood function is independent of it. It is determined separately by asserting that the predicted and observed number of sources is equal.

The measurement errors associated with the data can seriously hamper the outcomes of the fitting process, if not properly accounted for. The effects of these errors may become more severe particularly for our Schechter function model that increases exponentially at bright magnitudes. To take into account the uncertainties, we use the error distribution (Fig. 4) derived from the completeness simulations in Section 3.3. The observed galaxy LF can be obtained from the underlying LF via this error distribution. We use the formalism discussed in Page et al. (2021) to incorporate the photometric uncertainties into our calculations. A brief description of the method is given below.

If a galaxy of true absolute magnitude \( M \) is observed with an absolute magnitude in the range \([M', M' + dM']\) with a probability \( P(M'|M) dM' \), an underlying LF \( \phi(M) \) should be observed as a differential LF \( P(M'|M) \phi(M) dM \). In other words, we marginalize our model over the error distribution of magnitudes \( P(M|M) \), instead of calculating it for single galaxy magnitudes. This can be included in the maximum likelihood method by modifying equation 10, which now becomes

\[
p(M', z_i) = \frac{\int \phi(M, z_i) P(M'|M) \, dM \, dM'}{\int \int \int \phi(M, z) P(M'|M) \, dM \, dM' \, dz \, dM'}.
\]

We incorporate the completeness of the survey into our likelihood formalism by normalizing these histograms with the number of injected sources in completeness simulations. We refer to the study by Page et al. (2021) for more details of the framework. This framework is implemented in the package `MLSD`. To illustrate, we fit the Schechter function to the LF data of the SDSS DR12 Sloan survey (York et al. 2000). The resulting model (Fig. 8) shows good agreement with the observed LF.

---

**Figure 7.** Effective area as a function of UVW1 magnitude. The completeness of the survey is taken into account using this function in the construction of binned LFs as described in Section 6.1.
is incorporated in our work by using a Markov Chain Monte Carlo (MCMC) prescription (described in the next paragraph), whereas Page et al. (2021) use a different approach.

We minimize equation 11 and then using MCMC, we obtain the posterior probability distribution for the Schechter function parameters around the minimum value of the likelihood. We use EMCEE (Foreman-Mackey et al. 2013) – a popular PYTHON implementation of the Affine Invariant MCMC Ensemble Sampler (Goodman & Weare 2010) to apply the MCMC. In this scheme, a likelihood function as in equation 11 can be obtained from a posterior probability distribution function given by,

$$ p(\theta | M^*, z) \propto p(\theta) \times p(M^*, z | \theta), $$

where, $\theta = (\phi^*, M^*, \alpha)$ are the model parameters, and $M^*$ and $z$ are the the magnitude and redshift of the galaxies lying inside the redshift bin $z_{\text{min}} < z < z_{\text{max}}$. A uniform uninformative prior distribution is assumed $p(\theta)$ for our parameters and the likelihood function is given by, $L = p(M^*, z | \theta)$.

7 COSMIC VARIANCE

The large-scale variations in the underlying density field of the Universe are a major source of uncertainty in LF calculations. A higher or lower number count of galaxies will be observed in over dense or under dense regions of the Universe. This fluctuation will affect any one-point statistic based on these number counts (Somerville et al. 2004). This so called cosmic variance can significantly affect the number density of sources for surveys exploring a small volume of the Universe (Somerville et al. 2004; Moster et al. 2011). Using a simple mass to light ratio, Trenti & Stiavelli (2008) show that the effects of cosmic variance are not limited to number density, it can also be a source of additional uncertainty in calculations of characteristic magnitude of a LF. We estimate the effects of cosmic variance on our calculations here.

We estimate the errors in the space density of UVW1 sources by using the prescription provided by Moster et al. (2011), which calculates the cosmic variance as a function of the projected sky area, redshift, the redshift bin size, and stellar masses. We obtain the stellar masses for our galaxies by matching our source list to the CANDELS-GOODS-S stellar mass catalogue from Santini et al. (2015). This survey covers 43 per cent of our UVW1 image and contains 47 per cent of our sources in the redshift range 0.6–1.2 using a matching radius of 1 arcsec. We find an average stellar mass of $5.7 \times 10^9 M_\odot$ and $6.0 \times 10^9 M_\odot$ for redshift bins centred around mean redshift 0.7 and 1.0, respectively. For these average stellar masses the average fractional cosmic variance obtained from the Moster et al. (2011) method is 0.194 for redshift bin 0.6–0.8 and 0.132 for redshift bin 0.8–1.2. We want to remark here that estimation is based on the assumption that the mean stellar masses calculated from 47 per cent of the sources are representative of all the sources in the redshift range we are exploring.

There is another tool developed by Trenti & Stiavelli (2008) which can be used to estimate the effects of cosmic variance. Their work calculates cosmic variance using a different approach, wherein the average bias of the sample is calculated using the number density of the sources in synthetic surveys obtained from numerical N-body simulations. We assume $\sigma_1$ and an average halo occupation fraction values of 0.8 and 0.5, respectively. In addition to these parameters, we use the Sheth & Tormen (1999) bias formalism in the Trenti & Stiavelli (2008) web tool, and obtain 1σ fractional errors of 0.138 and 0.104 on our normalization for redshift 0.7 and 1.0, respectively. The cosmic variance errors on the parameters, calculated using tools from both Trenti & Stiavelli (2008) and Moster et al. (2011), are tabulated in Table 4.

Table 4. Fractional errors on normalization due to cosmic variance.

| $z$ | Moster et al. (2011) | Trenti & Stiavelli (2008) |
|-----|---------------------|--------------------------|
| 0.6–0.8 | 0.194 | 0.138 |
| 0.8–1.0 | 0.132 | 0.104 |
In their work, Trenti & Stiavelli (2008) also report the dependence of $M^*$ on the density of the large-scale environment. This dependence has important implication when comparing the shapes of the LFs in different redshift bins or contrasting the LF shapes from different surveys. We look at the implications of the cosmic variance on our results in the discussion Section 8.

8 UV LUMINOSITY DENSITY

The LF parameters can be strongly covariant and may also depend upon the assumptions made. The integral of the UV LF i.e. the total UV flux per unit comoving volume – UV LD is a much more robust quantity which can be directly translated into SFRD. It can be defined as,

$$\rho = \int_0^\infty L \phi \left(L/L^*\right) d \left(L/L^*\right),$$

(14)

where $\phi(L/L^*)$ is the Schechter function parametrized in terms of luminosity instead of magnitudes (equation 8), and can be calculated from the Schechter function parameters as,

$$\rho = \phi^* L^* \Gamma(\alpha + 2).$$

(15)

The resulting values are tabulated in Table 5 and also plotted in Fig. 13, along with estimates from previous studies.

9 RESULTS

We derived galaxy rest-frame UV LFs in the redshift range 0.6 $\leq z < 0.8$ and 0.8 $\leq z < 1.2$, using the Page & Carrera (2000) method explained in Section 6.1. Schechter functions were fitted to all the data to obtain the LF parameters as described in Section 6.2. The results are plotted in Fig. 8, along with the LFs obtained from Arnouts et al. (2005), Hagen et al. (2015), and Page et al. (2021), for comparison at the same redshifts. The left-hand and right-hand panels in Fig. 8 show LFs derived at the mean redshift $z = 0.7$ and $z = 1.0$, respectively. The faintest $M_{1500}$ magnitudes explored by our UV LF estimates are more than 1 mag fainter than the characteristic magnitude $M^*$ in both redshift bins.

We compare the galaxy UV LF obtained at redshifts 0.7 and 1 in Fig. 9. For comparison, we have plotted the local LF obtained by Wyder et al. (2005). Fig. 10 shows the 1D and 2D posterior distributions for the LF parameters, obtained by MCMC simulations. The dark- and light-shaded regions show the 68 per cent and 95 per cent confidence regions for three parameters. The best-fitting values obtained using the maximum likelihood method presented in Section 6.2 are listed in Table 5. A strong correlation can be seen in the Schechter function parameters in Fig. 10. The closed contours imply that we have sufficient data, going to faint enough magnitudes, to explore a significant fraction of the parameter space, and constrain all the parameters.

Figure 9. The estimated LF in this work. The UV LF at redshift $z = 0.7$ is shown in brown colour and the UV LF at redshift $z = 1$ is shown in blue. The solid lines, data points, and the shaded areas have the same meaning as in Fig. 8. The black solid line shows the LF estimate in the local Universe from Wyder et al. (2005).

It can be seen from Table 5 that our best-fitting value of the faint-end slope changes by 1.85$\sigma$ as redshift increases from $z = 0.7$ to $z = 1$, while the characteristic magnitude evolves significantly. A brightening of 0.8 mag at $>3\sigma$ in $M^*$ is observed as the redshift increases. This is also evident in Fig. 9 where the 1$\sigma$ error regions corresponding to both LF just overlaps towards the fainter magnitudes implying an insignificant change, whereas at the bright end the error regions are well separated, and the LF (blue coloured) representing the redshift bin centred at $z = 1$ extends towards brighter magnitudes as compared to the other (brown) LF for $z = 0.7$. The normalization $\phi^*$ changes to become three times its value at $z = 1$ as we move to $z = 0.7$ (Fig. 10). It is very important to remark here that the effects of cosmic variance have to be kept in mind while looking at the changes in the LF parameter $\phi^*$ from one redshift bin to another.

The bright ends of the LFs ($M_{1500} < 21$ mag for $z = 0.7$ and $M_{1500} < 22$ mag for $z = 1$) are not very well constrained. We note here that to constrain this regime of the LF properly, we need observations from a very large area of the sky to have more bright sources in the sample.

10 DISCUSSION

We compare the outcomes of our analysis with the literature values of the Schechter function parameters in the redshift range 0.6 $\leq z < 0.8$ and 0.8 $\leq z < 1.2$. For comparison, we tabulate previous estimates

### Table 5. Derived median Schechter function parameters of the galaxy UV LF (normalization, characteristic magnitude, and faint-end slope) from their respective posterior distributions, and the estimated value of the LD. The LF parameters are defined in equation 8 in Section 4.2, and the LD in equation 14. $N_G$ is the number of galaxies in each bin. Errors indicate 1σ (68.26 per cent) uncertainties.

| $z$   | $z_{\text{min}}$ | $z_{\text{max}}$ | $N_G$ | $\phi^*/10^{-3}$ (Mpc$^{-3}$) | $M^*$ | $\alpha$ | (erg s$^{-1}$ Hz$^{-1}$ Mpc$^{-3}$) |
|-------|------------------|------------------|-------|-----------------------------|-------|----------|-----------------------------------|
| 0.7<sup>a</sup> | 0.60             | 0.80             | 545   | $12.73^{+2.03}_{-2.25}$     | $-18.84^{+0.14}_{-0.15}$ | $-1.10^{+0.19}_{-0.18}$ | $2.02^{+0.27}_{-0.18}$            |
| 1.0<sup>a</sup> | 0.80             | 1.20             | 534   | $4.26^{+1.18}_{-1.12}$      | $-19.64^{+0.16}_{-0.18}$ | $-1.56^{+0.19}_{-0.18}$ | $2.69^{+1.43}_{-0.61}$            |

*Note. aAverage redshift for the bin.*
in Table 6 and plot some of these values in Fig. 11. For mean redshift $z = 0.7$, we find that our results lie just at the edge of the 2σ region around values reported by Arnouts et al. (2005). The faint-end slope reported by their study is $\alpha = -1.60 \pm 0.26$, whereas we get a flatter value $\alpha = -1.10^{+0.19}_{-0.18}$. As can be seen in the left-hand panel of Fig. 8, there is a deviation from these works at the bright-end as well, however we note here that a survey wider than the CDFS with more bright galaxies is required to constrain the very bright end of the LF. The best-fitting characteristic magnitude $M^*$ resulting from our analysis is about a magnitude fainter than what is inferred by Arnouts et al. (2005). Thanks to the exceptionally long total exposure time of our XMM-OM UVW1 image, we manage to get the best constraints to date on the faint-end slope, from a survey observing directly in the rest frame 1500 Å at these redshifts. Compared to Arnouts et al. (2005), this study improves the 1σ constraints on $\alpha$ by 44 percent on averaging both redshift bins, whereas the $M^*$ uncertainties are reduced by a significant margin of 63 percent on average.

We compare our results to Hagen et al. (2015), who used the observations from the same field as ours (i.e. CDFS) for their calculations, and report smaller uncertainties on $M^*$. It should be noted that they used U-band observations from Swift-UVOT to select their sources. This affects the minimum limiting magnitude in the rest-frame FUV band, so the data used for their UV LF calculations do not go deep enough in the rest-frame FUV to put constraints on the faint-end slope. They fixed their faint-end slope equal to the Arnouts et al. (2005) values to calculate other parameters. A correlation between faint-end slope and characteristic magnitude demands their $M^*$ estimates to be strongly dependent on Arnouts et al. (2005). We want to remark here that our data reach $\pm 0.5$ mag and $>1.0$ mag deeper than Arnouts et al. (2005) and Hagen et al. (2015), respectively in this redshift bin. In Fig. 12, we plot our parameter estimates for $M^*$ and $\phi^*$ after fixing the faint-end slope values to the ones from Arnouts et al. (2005), similar to Hagen et al. (2015). We see the confidence contours for the fixed $\alpha$ (in yellow) shrink dramatically as compared to the ones obtained for variable $\alpha$ (in grey) for both redshift bins. For redshifts $0.6 \leq z < 0.8$ (upper panel in Fig. 12), the normalization obtained by Hagen et al. (2015) is within 1σ if we fix the faint-end slope to Arnouts et al. (2005), however there is a different characteristic magnitude. This difference could be because of the different selection technique applied by Hagen et al. (2015).

Oesch et al. (2010) estimated a faint-end slope $\alpha = -1.52 \pm 0.25$, in the redshift range $0.5 < z < 1$ having a mean redshift very close to ours. Their result for $\alpha$ and the break magnitude $M^*$ agrees with our values within 1σ. The UV LF estimated by Page et al. (2021) in this redshift bin seems to follow the same shape as ours (Fig. 8), with a different normalization. They also obtain a faint value for the break magnitude ($M^* = -18.50^{+0.20}_{-0.08}$. However, due to a small sample size, their value is rather uncertain.

The faint-end slope deduced by Cucciati et al. (2012) and Moutard et al. (2020) in the similar redshift bin are $-0.90 \pm 0.08$ and $-1.40 \pm 0.04$, respectively. Thus, our values in this redshift bin agree well with their values and within 1σ and 2σ. However, when comparing our results to these works, it must be pointed out here again that they obtained the UV LF by extrapolating their measurement to 1500 Å from longer wavelengths.

There is no tension between our faint-end slope and Weisz et al. (2014; i.e. $-1.23 \pm 0.14$) determined for a mean redshift of $z =$
0.75, up to 1σ. This study used a very different method, galactic archaeology of the galaxies in the Local Group, to estimate the UV LF. They were able to estimate the star formation history and hence the LFs of galaxies to z ~ 5, probing very faint magnitude limits (M_L = −4.9).

In the redshift range 0.8 < z < 1.2, again our data are > 1.0 mag deeper compared with Hagen et al. (2015). With respect to Arnouts et al. (2005), our data are ~0.15 mag deeper. Overall our values of the UV LF parameters in this redshift bin are in accordance with findings reported by Arnouts et al. (2005), with better constraints on the faint-end slope. Their estimates of α = −1.63 ± 0.45 are within 1σ from our estimate α = −1.56 ± 0.19. The value of the characteristic magnitude obtained in our study, M* = −19.64 ± 0.16, is in reasonable agreement with the one determined by Arnouts et al. (2005), M* = −20.11 ± 0.45, considering the errors. The bright-end of the LF in this redshift bin does not match with Hagen et al. (2015), and their M* values are beyond 1σ of our estimate. The situation does not change much if we fix the faint-end slope to their values. From the lower panel of Fig. 12, one can see that the results obtained from our data for a fixed and variable faint-end slope match very well. This is because our fixed faint-end slope was very close to the median of our marginalized posterior distribution of α. But, despite a fixed value of α, the normalization and characteristic magnitude do not match with Hagen et al. (2015), and again, we think the reason could be the different methods applied to select the sources. There is a considerable discrepancy between our best-fitting value of α and M* and those obtained by Cucciati et al. (2012) at z = 0.9 and z = 1.1.

As apparent from Table 6, the best-fitting faint-end slope values in the literature can be as steep as −1.70 and as shallow as −0.85. This variation in the values of α represents a very substantial level of uncertainty in the characterization of galaxy UV LFs. We obtain a shallow faint-end slope for redshift z = 0.7, compared to estimates from Oesch et al. (2010) and Arnouts et al. (2005). The faint-end slope reflects the contribution of the low luminosity galaxies to the LF, so, having a smaller value than previous studies suggests that there were fewer faint galaxies at this epoch in the history of the Universe than estimated by previous studies. Our data reach 1.2 mag fainter than the characteristic magnitude M*, so, we are confident that the faint end is sampled well. Many previous works conclude a constant value of the faint-end slope between average redshift 0.7–1. Our values of α agree with this picture as we see very modest (close to 2σ) change in α as redshift increases to z = 1.

The uncertainties in α are also followed by uncertainties in characteristic magnitude M* (see Fig. 11 and Table 6) because of the correlation between these two parameters as apparent from Fig. 10. The characteristic magnitude M* estimated in this work is fainter than those reported by Hagen et al. (2015) and Arnouts et al. (2005), at both redshift bins. We see an evolution in characteristic magnitude with redshift in the range we explored, which can be attributed to evolution of the population towards brighter objects as we get closer to the peak of the SFR in the Universe. As mentioned earlier, cosmic variance needs to considered while making any claims of the evolution of the LF parameters with redshift. Because of the presence of over-dense regions in the CDFS (Gilli et al. 2003; Dehghan & Johnston-Hollitt 2014), which lie in our 0.6–0.8 redshift bin, the space density and hence the number count of the galaxies is higher in this bin than the average of other surveys. As shown by Trenti & Stiavelli (2008), regions with above-average space density are biased towards brighter values of M*. So, the underlying value of characteristic magnitude should be fainter than our estimated value in this redshift range. This should only make the evolution in the M* between the bins more significant. It is also important to mention that Trenti & Stiavelli (2008) have not considered baryonic feedback effects in their modelling, and their results may change if these effects are included. A large change in normalization φ* value is seen with change in redshift, which can again be attributed to the large galaxy clusters in the redshift bin centred at z = 0.7. We would like to direct the reader’s attention towards Table 4, which shows the relative error in the value of φ* calculated using methods suggested by Trenti & Stiavelli (2008) and Moster et al. (2010). These errors should be considered in addition to the total statistical errors quoted with the parameter values in Table 5.

We compare our UV LFs to the local UV LF calculated by Wyder et al. (2005) using GALEX FUV and NUV data. They obtained −18.04 ± 0.11 and −12.22 ± 0.07 for M* and α, respectively, for the FUV band. With respect to their findings, our results at z = 0.7 suggest an evolution in M* best-fitting values by 0.8 mag which is
Our results for the LD fall within the error regions of past studies, and follow the same trend as the redshift changes i.e. higher LD at redshift $z = 1$ as compared to its value at redshift $z = 0.7$. We consider the effect of potential AGN contribution to our UV LF calculations. In order to do that, we create two source lists. One
The LF is well described by the Schechter function shape. We calculate the best-fitting values of the galaxy LF parameters by fitting the Schechter function to the data by using parametric maximum-likelihood in both redshift bins. From our fits we obtain a relatively flat value of the faint-end slope $\alpha = -1.10^{+0.19}_{-0.10}$ in the redshift range $0.6 \leq z < 0.8$ compared with most previous studies, and in the redshift bin, $0.8 \leq z < 1.2$ we obtain a best-fitting value $\alpha = -1.56^{+0.10}_{-0.18}$. There is a small change in $\alpha$ with low statistical significance between the two redshift bins.

Regarding the characteristic magnitude $M_\ast$, our derived values are 0.5–1 mag fainter than some previous studies in the same redshift ranges. Between the redshift bins under consideration, $M_\ast$ also evolves by 0.8 mag at $3\sigma$.

The value of the characteristic number density $\phi^\ast$ agrees with one of the previous works in the redshift bin centred at $z = 0.7$. At $z = 1$, our estimate for $\phi^\ast$ is within $2\sigma$ of the closest value from literature. We attribute the differences to the cosmic variance of the different fields chosen by different works. Its values would be better constrained with estimates from different parts of the sky to counter the cosmic variance. The LD for our sample is in agreement with the previous studies.

The AGN population in a galaxy sample can bias the UV LF parameters, if not handled properly. An effective way to remove the AGNs is using a total X-ray luminosity cut at $10^{42}$ ergs s$^{-1}$.

The remarkable potential of the XMM-OM for this type of study is clear from the results so far. This OM data set with its observations of the CDFS has demonstrated already that it is a powerful tool for constraining the faint end of UV LF and thus exploring galaxy evolution to redshift 1. Further wide field data will provide critical insights into the bright end of the LF.
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Figure A1. We show here the distribution of sources in our sample as a function of $M_{1500}$ absolute magnitude. The top and bottom panels show the distribution in redshift bins $z = 0.7$ and $z = 1.0$, respectively. The red histogram represents the X-ray sources with luminosity $10^{42}$ ergs $s^{-1}$ and sources identified as AGN in Xue et al. (2016) and Luo et al. (2017) X-ray catalogues from CDFS. The histogram in green shows the source list with all the sources in the red distribution removed. The distribution in black represents the total source list, including all the star-forming galaxies and identified X-ray sources. The inset figures in each panel show the distribution at bright ends stretched along the $y$-axis.

identified as X-ray sources, 63 of which have a 0.5–8 KeV X-ray luminosity higher than $10^{42}$ ergs $s^{-1}$. We only consider these 63 bright sources as the ones that may host powerful enough AGN, such that the UV radiation coming from an accretion disc around their super-massive black holes dominates over any coming from the star formation activity. These can contaminate our source list and hamper the UV LF calculations. 17 of these bright X-ray sources fall in the $0.6 \leq z < 0.8$ redshift bin, and have $M_{1500}$ absolute magnitude in the range $[-23.65, -18.62]$. In the redshift bin $0.8 \leq z < 1.2$, 11 bright X-ray sources are identified with this criteria with $M_{1500} = [-24.17, -19.95]$. The distributions of the identified X-ray sources are plotted in Fig. A1.

Here, we look at the effects on the results if: (1) We remove all the identified X-ray sources, which would mean removing more AGN at the expense of excluding some star-forming galaxies without an AGN as well. This case in our survey effectively brings the X-ray luminosity cut down to $\sim 10^{41}$ ergs $s^{-1}$. (2) We do not remove any of the identified X-ray source, and compare these two cases with our actual results which have been obtained by removing only the bright X-ray sources using a luminosity cut. In Table A1, we have the values of faint-end slope and characteristic magnitude for both these cases, and in Fig. A2, we plot these parameter values to compare with our estimates based on a sample with only bright X-ray sources removed.

It is apparent from Fig. A2 that the small amount of perturbation in the final results are within the 1σ error region if all the sources, which are potential AGN, are removed from the sample. However, if all these sources are included, the values of both the parameters namely faint-end slope and characteristic magnitude change by a large margin. The $M^*$ value brightens by more than a magnitude for $z = 0.7$, and by almost 2 mag for average redshift $z = 1$, as compared to our final results for $M^*$ tabulated in Table 5. This is expected, as there are sources with UV absolute magnitudes reaching $-24$ mag as mentioned in the first paragraph (Fig. A1). These very bright sources affect the bright end of the LF where there are very few or no galaxies at all. The brighter values of characteristic magnitude drag the faint-
end slope to extremely steep numbers because of a strong correlation between these two parameters.

So we conclude that the bright AGN, if not treated properly, can impact the final UV LF parameters. Their absence from the sample still does not change the parameters significantly with respect to those obtained if the X-ray luminosity cut is applied to the source list removing only the bright X-ray sources. But, their presence, even in small numbers can significantly change the estimated parameters and distort the shape of the UV LF.
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