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Abstract

This paper proposes a novel method for high-quality image segmentation of both objects and scenes. Inspired by the dilation and erosion operations in morphological image processing techniques, the pixel-level image segmentation problems are treated as squeezing object boundaries. From this perspective, a novel and efficient Boundary Squeeze module is proposed. This module is used to squeeze the object boundary from both inner and outer directions, which contributes to precise mask representation. A bi-directionally flow-based warping process is proposed to generate such squeezed feature representation, and two specific loss signals are designed to supervise the squeezing process. The Boundary Squeeze module can be easily applied to both instance and semantic segmentation tasks as a plug-and-play module by building on top of some existing methods. Moreover, the proposed module is lightweight, and thus has potential for practical usage. Experiment results show that our simple yet effective design can produce high-quality results on several different datasets. Besides, several other metrics on the boundary are used to prove the effectiveness of our method over previous work. Our approach yields significant improvement on challenging COCO and Cityscapes datasets for both instance and semantic segmentation, and outperforms previous state-of-the-art PointRend in both accuracy and speed under the same setting. Codes and models will be published at https://github.com/lxtGH/BSSeg.

1. Introduction

The tasks of image segmentation aim to comprehensively understand the image content by densely predicting binary masks for each object (instance segmentation) or each category (semantic segmentation)\textsuperscript{[50, 10, 28]}. For humans, however, image segmentation is precisely annotated in another paradigm, where the efforts are also focused on object boundaries. For the human, on the one hand, given the precise boundaries, one can find the masks precisely. On the other hand, given the masks, one can obtain the boundaries. For instance segmentation, the mask is represented as a binary foreground vs. background map of things where the boundaries belong to both foreground and background. In semantic segmentation, the mask is described as a binary segmentation map with a unique semantic label for the scene where the boundary lies on the intersection of different semantic maps. From this perspective, both tasks can be unified by the connection of boundaries. The finer boundaries can provide better localization performance and make the object masks more distinct and clear. The above observations motivate us in this paper to improve image segmentation by emphasizing precise localization of mask boundaries as human labeling.
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Recent state-of-the-art works for both instance segmentation and semantic segmentation are developed on the fully convolution network (FCN) \([50, 81, 11, 28, 39]\). With FCN, features are densely generated on a spatial grid, where mask predictions are accomplished by classifying features in a Region of Interest (RoI) or the whole image. These methods treat all pixels equally, and ignore the challenge of generating discriminative features for boundary pixels. Accordingly, non-uniform representations \([15, 39]\) are proposed to process boundary pixels in a special way. Boundary-Preserving Mask R-CNN \([15]\) adds a boundary branch to refine the mask, while PointRend \([39]\) adaptively selects a non-uniform set of points to refine the coarse mask during the upsampling process.

However, both works have several shortcomings. For the former, directly learning the object boundaries is hard. For the latter, point-based sampling and rendering along the boundary can not guarantee the structural failure case of objects. As shown in the first row in Fig. 2, the baseball bat has a similar appearance to the background wall. The rendering module in PointRend fails to classify the background and foreground things since there are no boundary bounds, and the points for rendering are sampled from coarse features without guidance.

As mentioned previously, in this work, we try to unify the two different segmentation problems via the boundary bound. Inspired by the previous traditional binary segmentation methods, such as differential edge detection and morphological processing \([22, 54]\), a new Boundary Squeeze module (BSM) is proposed. When designing this module, our insight is squeezing the object boundary from two different directions: one from the objects’ outer parts and the other from the inner parts. This strategy leads to a much finer boundary prediction. The illustration of the boundary squeezing process is shown in Fig. 1. To achieve these squeezing processes, in the BSM, a flow-based warping module is proposed to let the network learn in a data-driven manner, and we term it Squeezed Feature Generator (SFG). In BSM, there are two independent SFG supervised by two different mask labels. One label is the dilation (or contraction) results of the original masks, while the other is the erosion (or expansion) results of the original masks. These dual supervision signals work complementary and result in much more satisfactory boundary feature representations, contributing to accurate boundary predictions.

The Boundary Squeeze module is a general module that allows many implementations on different frameworks. It can be a plug-in module for the current state-of-the-art network in an end-to-end manner. For example, BSM can be inserted into some Mask R-CNN-like networks’ \([28, 4]\) mask heads in the instance segmentation task. It can also be appended at the end of modern semantic segmentation networks such as DeeplabV3+ \([11]\) for refining the semantic segmentation masks. These will be detailed in the experiment section.

Our Boundary Squeeze module is evaluated on the instance and semantic segmentation tasks using COCO \([47]\), Cityscapes \([16]\), LVIS \([25]\), BDD \([75]\) datasets. Qualitative, our BSM outputs sharp and more structural boundaries and obtains significant improvement on mask quality. Compare with the previous rendering-based approach \([39]\), our method can preserve more structural information and avoid the shortcomings of randomly selected points. The segmentation results of our method are shown in the third and fifth columns of Fig. 2, which is much more accurate than Mask R-CNN \([28]\) and PointRend \([39]\). Quantitative, our method has some improvements over the PointRend with various metrics, including standard intersection-over-union.
based metrics for these tasks (mask AP and mIoU). Since these metrics are biased towards object-interior pixels and are relatively insensitive to boundary improvements [14], we also compute the boundary-aware metrics (F-score [62] and recent proposed boundary AP [14]). Our method also achieves improvement over PointRend under the same setting [70] while running more efficiently. These results prove the efficiency and effectiveness of our Boundary Squeeze.

To summarize, our contributions have the following aspects:

- A novel and efficient module named Boundary Squeeze is designed to treat the image segmentation tasks as a boundary squeezing process. This model is differentiable and supervised via different labels obtained from the original mask annotation for free.

- Boundary Squeeze module can be performed as a plug-and-play module by easily being deployed into some current state-of-the-art segmentation methods, including Mask R-CNN [28] and DeeplabV3+ [11]. With our module, performances of these methods on different datasets can be significantly improved.

- Our approach produces finer boundary results, and better segmentation masks than some previous instance segmentation methods over different metrics on three datasets. At the same time, our model runs more efficiently. Thus, it can achieve better speed and accuracy trade-off.

- The proposed approach is also verified for the semantic segmentation task on Cityscapes [16] and BDD [75] datasets. It also improves strong DeeplabV3+ models [11] by a significant margin.

2. Related Work

**Boundary Processing:** Modeling boundary has a long history in the computer vision community. Boundary detection has been a fundamental computer vision task as it provides an essential clue for object recognition. In the era of deep learning, some CNN-based methods have significantly pushed the development of this field, such as [74, 51, 40, 29, 20, 60]. On top of that, Snake [34] and Deep Snake [56] refine the initial object contours recursively through some specific operations such as circular convolution. CASENet [77] proposes a challenging task of category-aware boundary detection. InstanceCut [38] adopts boundaries to partition semantic segmentation into instance-level segmentation. BCNet [35] utilizes a bilayer convolutional network to explicitly model of occlusion relationship via boundary information. All the above works require the model to predict the object’s boundary directly. However, in some situations, such as the scene is complicated illustrated in the Fig. 7(b) directly predicting the object’s boundary is not a trivial task.

**Instance Segmentation:** Instance segmentation aims to detect and segment each instance [17, 26] in the images. The two-stage pipeline Mask R-CNN and its variants [28, 31, 7, 4, 69, 61] first generate object proposals using Region Proposal Network (RPN) [58] and then predict boxes and masks on each RoI feature. Further improvements have been made to boost its accuracy. PANet [48] introduces a bottom-up path to enrich the FPN features, and Mask Scoring R-CNN [31] addresses the misalignment between the confidence score and localization accuracy of predicted masks. HTC [7] extends the Cascade Mask R-CNN [4] by augmenting a semantic segmentation branch. SCNet [64] balances the IoU distribution of the samples for both training and inference. Several single-stage methods [72, 12, 63, 6, 80, 3, 66, 67] achieve significant progress and comparable results with two-stage pipelines. Meanwhile, several bottom-up approaches [53, 49] first predict the mask of the whole image then design some methods to group the pixels belonging to the same object.

Accurate boundary localization can explicitly contribute to the mask prediction for instance segmentation, and there are many recent work [39, 15, 13] focus on boundary modeling. In particular, PointRend [39] first predicts a low-resolution coarse mask for each instance then upsamples it gradually. PointRend handles upsampling procedure as a rendering process via a shared multiple-layer network. Boundary preserving Mask R-CNN [15] proposes to predict instance-level boundaries to augment the mask head. Although those work achieves better segmentation results, the extra computation results in slow inference speed, detailed in experiment section. However, in practical usage, efficiency is also an important indicator. Therefore, when designing the model, its complexity should be taken into consideration.

**Semantic Segmentation:** Semantic segmentation is required to assign a semantic label for each pixel. Fully convolutional networks [50] are the foundation of modern semantic segmentation approaches. Recent approaches try to overcome the limited receptive field of FCNs by multi-scale pooling [81, 71], dilated convolution [76, 9, 10, 11], non-local-like operators [65, 23, 43, 32, 79, 78, 44, 42]. There are also several works on modeling boundary for semantic segmentation [1, 2, 36, 8, 62, 41, 27]. Previous works obtain better boundary localization by structure modeling, such as boundary neural fields [1], affinity field [36], random walk [2]. The work [8, 24] adopts edge information to refine network output by predicting edge maps from intermediate CNN layers. Zhu et al. [85] uses boundary relation loss to utilize coarse predicted segmentation labels for data augmentation. DecoupleSegNet [41] supervises the edge and non-edge parts simultaneously. Gated-SCNN [62] adds a boundary stream to learn detailed low-level information by the gated convolution. Some of the methods mentioned
above that use boundary information have two disadvantages: 1) directly predict the boundary may not very accurate; 2) some models need specific human design, thus, are not flexible.

3. Method

Overview: In this section, the motivation of our approach will be first described. Then some notations of our method will be introduced. After that, we will present the details of our Boundary Squeeze Module in which the instance segmentation setting is used for the illustration. Then the supervision signals of our model will be offered. The finally part will describe how to deploy our module on two image segmentation tasks: instance segmentation and semantic segmentation.

3.1. Boundary Squeeze Module (BSM)

Motivation: As mentioned in the introduction section, our method is inspired by the traditional morphological processing [22, 54]. The boundary squeezing process is the simulation of the dilation and erosion processes via a learned neural network. Rather than the regular processing of the binary image, our method processes the image’s feature map generated by the backbone network, which makes the entire process in an end-to-end manner, and such a network can be trained in a data-driven way. The second advantage of the processing feature is that this design is general and flexible so can be applied in different segmentation tasks, such as semantic segmentation and instance segmentation.

Notation: In this part, the Mask R-CNN-based instance segmentation setting will be used to illustrate some notations of our method. \( F_{\text{RoI}} \) is produced using RoIAlign [28] from P2-P5 FPN [45] features. Besides, our approach also employs the RoIAlign and P2 FPN features to produce \( F'_{\text{RoI}} \). Note that the spatial size of \( F_{\text{RoI}} \) is 14 × 14, while the original spatial size of \( F'_{\text{RoI}} \) is 28 × 28, then one 1 × 1 convolution layer is used to downsample the resolution of \( F'_{\text{RoI}} \) to 14 × 14. The features for the dilation (or called contraction) branch and the erosion (or called expansion) branch are denoted as \( F_{\text{contraction}} \) and \( F_{\text{expansion}} \), respectively. These two squeezed features are supervised by two different losses: \( L_{\text{contraction}} \) and \( L_{\text{expansion}} \). The squeezed feature of the boundary branch is denoted as \( F_{\text{boundary}} \), and the boundary branch is supervised by \( L_{\text{boundary}} \). Finally, the ground truths of the segmentation branch, boundary branch, contraction branch, and expansion branch are \( G_s, G_b, G_c, \) and \( G_c \), separately.

Details of Boundary Squeeze Module: As shown in Fig. 3(b), the BSM takes two distinct RoI features (\( F_{\text{RoI}} \) and \( F'_{\text{RoI}} \)) as inputs and outputs three different features, including \( F_{\text{boundary}}, F_{\text{contraction}}, \) and \( F_{\text{expansion}} \). First, \( F_{\text{RoI}} \) and \( F'_{\text{RoI}} \) are added together to get \( F_{\text{sum}} \). The choice of \( F'_{\text{RoI}} \) follows the design of the previous works [11, 39, 6], by introducing low-level and high-frequency details into the \( F_{\text{RoI}} \), which benefits the boundary squeezing process. Then \( F_{\text{sum}} \) is fed into two parallel branches: contraction branch and expansion branch. In both branches, two 3 × 3 convolution layers are first used to generate its unique feature \( F_{\text{sum}} \). After that, a Squeezed Feature Generator (SFG) is utilized to produce the squeezed feature (\( F_{\text{contraction}} \) or \( F_{\text{expansion}} \)). \( F_{\text{contraction}} \) and \( F_{\text{expansion}} \) are used to squeeze boundary features from the outside and inside of an object. SFG will be detailed in the following parts. Finally, both squeezed features and \( F_{\text{RoI}} \) are summed together in a residual manner [30] as the final squeezed boundary feature \( F_{\text{boundary}} \), which is formulated as:

\[
F_{\text{boundary}} = F_{\text{contraction}} + F_{\text{expansion}} + F_{\text{RoI}}.
\]  (1)

Squeezed Feature Generator: We propose a flow-based approach to generate the squeezed features. The inputs of SFG are \( F_{\text{sum}} \) and \( F_{\text{RoI}} \), and the output is one squeezed feature (i.e., \( F_{\text{contraction}} \) or \( F_{\text{expansion}} \)). Specifically, following [21], the squeezed feature generator first concatenates \( F_{\text{sum}} \) and \( F_{\text{RoI}} \) and then adopts one 3 × 3 convolution layer to generate the flow field \( \delta \in \mathbb{R}^{14 \times 14 \times 2} \) for each RoI. With \( \delta \), features of each position \( p_l \) on the standard spatial grid \( F_{\text{sum}} \) are mapped to a new position \( \hat{p} \) via \( p_l + \delta_l(p_l) \). The differentiable bilinear sampling mechanism is used to achieve this process. This sampling mechanism, proposed in the spatial transformer networks [33, 84], linearly interpolates the values of the four nearest neighbor pixels of \( p_l \) from \( F_{\text{sum}} \). This process can be formulated as:

\[
F_{\text{squeeze}}(p_l) = \sum_{p \in \mathcal{N}(p_l)} w_p F'_{\text{sum}}(p),
\]  (2)

where \( w_p \) calculated from flow map \( \delta \), represents bilinear kernel weights on the warped spatial grid. \( \mathcal{N} \) represents the number of involved neighboring pixels. The whole pipeline of SFG is illustrated in Fig. 3(c).

Essentially, the warping process is the deformation of the entire RoI feature. Accordingly, one can also choose other methods to achieve the same purpose, like deformable convolution [18]. However, though deformable convolution results in a similar performance, it needs more inference time, relevant results can be found in the experiment section.

Supervision Signals: The different supervision signals control the warping operation’s direction for the contraction branch and expansion branch. Given a binary mask annotation \( G_s \), our method uses Equ. (3) to generate \( G_c \) and \( G_s \), where \( H_{\text{dilation}} \) is the dilation operation in morphological processing that can extend the \( G_s \)’s boundary into the background, and \( H_{\text{erosion}} \) is the erosion operation used to shrink \( G_s \) from its original border. \( K \) is the kernel size of \( H_{\text{dilation}} \).
Following [15], the Laplacian operator is used to generate a more discriminative and structural-preserving representation. The bottom parts of Fig. 5 show two different flow fields. For the contraction branch, the direction of learned flow points is to the inner parts of instance objects, while the direction of learned flow mainly expands to the outside of instance objects in the expansion branch. Both flows squeeze the object boundary in a complementary way and benefit each other, proven in the experiment section.

### 3.2 Boundary Squeeze on the Image Segmentation Tasks

This section will describe how to deploy our proposed BSM on two image segmentation tasks.

#### Instance Segmentation:

For instance segmentation task, the Mask R-CNN [28] is adopted as the baseline method. As shown in Fig. 3(a), the proposed BSM is inserted af-
ter the four consecutive $3 \times 3$ convolution layers of Mask R-CNN head. And the final prediction head 1 (denote as Pred in Fig. 3(a)) for every branch is the same with Mask R-CNN. The kernel size of dilation and erosion operations is set to 5, and the related experiments can be found in the experiment section. The total loss $L_{\text{instance}}$ is the combination of multi-tasks learning, formulated as Equ. (4):

$$
L_{\text{instance}} = L_{\text{detection}} + L_{\text{mask}},
$$

(4)

where $L_{\text{detection}}$ is the loss of detection branch and $L_{\text{mask}}$ can be expressed by Equ. (5):

$$
L_{\text{mask}} = L_{\text{segmentation}} + L_{\text{boundary}} + L_{\text{contraction}} + L_{\text{expansion}},
$$

(5)

where $L_{\text{segmentation}}$ is Binary Cross-Entropy loss (BCE), $L_{\text{boundary}}$ is the combination of BCE loss and Dice loss [52], both $L_{\text{contraction}}$ and $L_{\text{expansion}}$ are Dice loss. During inference, the output of the segmentation branch is served as the model’s output.

**Semantic Segmentation:** For the semantic segmentation task, the DeeplabV3+ [11] is chosen as our baseline. In particular, the proposed BSM is appended at the end of the DeeplabV3+ head (after the output of Atrous Spatial Pyramid Pooling, ASPP). Our BSM treats the entire feature map as one RoI in instance segmentation task. The low-level feature is the same as the DeeplabV3+ design. For supervision signal generation, since most semantic segmentation datasets [16, 82, 75] have no separate background class, the binary setting for each class is adopted. Specially, each semantic class is treated as one binary mask, which means each class in the semantic segmentation label map is one RoI in the instance segmentation setting to simulate the expansion and contraction processes. Then our BSM can fully utilize the same setting as instance segmentation. The kernel size of dilation and erosion operations is set to 15. Entire training process is supervised by both original Cross-Entropy loss and three extra losses (boundary loss and two independent Dice losses on two squeezing branches), which are the same as the instance segmentation task.

## 4. Experiment

### 4.1. Instance Segmentation

**Overview:** We first conduct experiments on the instance segmentation task. Extensive ablation experiments are performed on the challenging COCO dataset [47]. Besides, experimental results on the Cityscapes [16] and LVIS [25] are also presented when comparing our model with other approaches.

1 One deconvolution layer with $2 \times 2$ kernel size, one ReLU layer, and one $1 \times 1$ convolution layer.

**Dataset:** (a) COCO contains 118k images for training, 5k images for validation, and 20k images for testing. Following the common practice [28, 15, 46], our models are trained using the training set (train2017) and tested results on the validation set (val2017) for ablation studies. Results on the test set (test-dev2017) are also reported for comparing with other instance segmentation methods. (b) Cityscapes has 2975 images, 500 images, and 1525 images for training, validation, and test, respectively. For instance segmentation task, Cityscapes has 8 instance categories. (c) LVIS is a recently proposed dataset with the same images as COCO but has more than 1K categories. The annotations’ quality of Cityscapes and LVIS are much higher than COCO, especially on the boundary.

**Metrics:** The standard mask AP is used as the primary metric. To better evaluate the boundary quality of the instance segmentation results, the newly proposed boundary AP [14] is reported in some experiments.

**Implementation details:** The PyTorch library [55] and Detectron2 [70] codebase are employed to implement all the models. Our model uses the ResNet-50 pre-trained on ImageNet [59] with FPN [45] as the backbone network unless otherwise stated. All models are trained using 8 GPUs with stochastic gradient descent (SGD). Momentum and weight decay are set as 0.9 and 0.0001, respectively. For the COCO dataset, the training images are resized to a shorter side from 640 to 800 with a step of 32 pixels and their longer side less or equal to 1333. At inference time, images are resized to the short side of 800 pixels. In the ablation studies, all models are trained for 90k iterations. The learning rate is initialized to 0.02 and reduced by a factor of 10 at iteration 60k and 80k. A mini-batch contains 16 images (2 images per GPU).

For the Cityscapes dataset, 8 images (1 image per GPU) are used for one mini-batch. All models are trained on the training set for 24k iterations with the learning rate initialized to 0.01, then reduced to 0.001 at the iteration 18k. All models are tested on the validation set. At training time, images are resized randomly to a shorter edge from 800 to 1024 pixels with a step of 32 pixels, and their longer edge is less or equal to 2048 pixels. At inference time, images are resized to the shorted edge of 1024 pixels.

For the LVIS dataset, the LVIS∗v0.5 version is adopted. Following [39], the LVIS∗v0.5 dataset is constructed by keeping only the 80 COCO categories from LVISv0.5. All models are trained on COCO train2017 set with standard 1× schedule [70] and tested on the validation set of LVIS∗v0.5 where images are resized to the short edge of 800 pixels.

### 4.1.1 Ablation studies
Table 1: Ablation studies. We first verify the effectiveness of each branch of our model in (a); then results of some experiments with different loss functions for contraction and expansion branches are provided in (b); after that, (c) explores the influence of low-level RoI features; and the impact of information fusion of different branches is investigated in (d); (e) offers the results using different feature deformation methods; (f) is used to show the generality of our method where R means ResNet and X means ResNeXt. All models are trained on COCO train2017 and tested on COCO val2017. Inference times are tested using one V100 GPU with single scale testing.

| Method | Backbone | AP | AP<sub>50</sub> | AP<sub>75</sub> | Inference Time |
|--------|----------|----|----------------|---------------|----------------|
| −      | +Ours    | 36.9 | 57.2 | 39.9 | 54ms          |
| w ours | −        | 36.9 | 57.2 | 39.9 | 54ms          |
| w w/o  | −        | 36.9 | 57.2 | 39.9 | 54ms          |
| w DGMN [79] | −     | 36.8 | 57.2 | 39.4 | 62ms          |
| w DCNV2 [83] | −     | 36.8 | 57.2 | 39.4 | 62ms          |
| w DGMN [79] | −     | 36.6 | 57.0 | 39.2 | 60ms          |
| w DCNV2 [83] | −     | 36.6 | 57.0 | 39.2 | 60ms          |
| w ours | −        | 36.0 | 56.5 | 37.7 | 52ms          |

**Each branch in BSM:** In Tab. 1(a), the effectiveness of each branch of BSM is first verified, and Mask R-CNN [28] is used as the baseline. After adding boundary branch, contraction branch, and expansion branch separately, AP is improved by 0.8, 0.6, and 0.9, respectively. These results prove the effectiveness of each branch. Adding both contraction and expansion branches leads to 1.3 AP gain, which means these two branches can complement each other. Adding all the three branches results in another 0.4 AP gain, which indicates the effectiveness of using boundary supervision explicitly.

**Loss function design of contraction and expansion branch:** Then the performance of the choices with loss function on contraction and expansion branches are demonstrated in Tab. 1(b). Using Binary Cross-Entropy (BCE), weighted Binary Cross-Entropy (weighted BCE), Dice loss [52], severally, the final AP is 36.2, 36.6, 36.9, respectively. The latter two loss functions achieve better performance since they can better handle the class imbalance problems in the contraction and expansion branches. After combining Dice loss with BCE or weighted BCE, there are slight performance drops, partially because the Cross-Entropy loss focuses more on pixel-level difference [20], while contraction and expansion branches need to concentrate more on the similarity of two sets of image pixels. Therefore, the Dice loss is adopted as the loss function for contraction and expansion branches.

**Low-level RoI features:** The importance of adding low-level RoI features F<sub>ROI</sub>′ is investigated in the ablation study of Tab. 1(c). Low-level features can provide detailed positional information to improve the segmentation quality proven in previous work [11]. As shown in Tab. 1(c), using low-level RoI features in our approach can contribute to 0.4 AP gain.

**Information fusion among different features:** The effectiveness of information fusion among different branches’ features is further explored. Tab. 1(d) offers some results of this aspect: adding mask features to the boundary branch in a residual connection manner results in 0.6 AP gain, which indicates this process can produce better feature representation for boundary prediction. Since there is some information gap between the final boundary feature and mask feature, one 1 × 1 convolution layer (the vertical solid blue line in Fig. 3(a)) is added to our model when merging boundary feature to mask feature, and this process leads to 0.4 AP gain. After using the above two operations, our method gains 0.9 AP.

**Different feature deformation methods:** In our implementation, the feature warping strategy is adopted to generate the contraction and expansion features. In the experiments of Table. 1(e), some other similar methods are employed to produce these features. Our baseline model’s
Table 2: Comparison results with baseline and related methods on COCO val2017. All the models are trained and tested using the same setting for fair comparison.

| Method                   | Inference Time | AP    | APboundary |
|--------------------------|----------------|-------|------------|
| Mask R-CNN [28]          | 48ms           | 35.2  | 21.3       |
| PointRend [39]           | 73ms           | 36.2  | 23.3       |
| BMask R-CNN [15]         | 58ms           | 36.6  | 23.4       |
| B2Inst-BlendMask [37]    | 103ms          | 36.7  | -          |
| BSM                      | 54ms           | 36.9  | 23.6       |

Figure 6: Influence of kernel size. Our model achieves the best result when the kernel size equals 5.

AP is 36.0, and it does not use any feature deformation method. After using DGMN [79], there is 0.6 AP gain, but with an extra 8ms inference time. DCNV2 [83] and our feature warping method achieve similar performance (36.8 and 36.9), but DCNV2 uses more inference time. Thus, the flow-based warping is chosen in our implementation.

Different backbone networks: In addition to ResNet50, some experiments on other backbone networks, including ResNet101 and ResNeXt101 [73], are carried out. Results are shown in Table 1(f), with the ResNet101 backbone, our method results in a gain over the baseline of 1.5 AP. The 1.6 AP gain is found of our method on the ResNeXt101 backbone. These decent results prove the generality of our approach.

Efficiency and Effectiveness: Both accuracy and efficiency are essential factors to consider in practical use. Therefore, the inference time, mask AP (AP_{mask}), and recently proposed boundary AP (AP_{boundary}) [14] of our method are further compared with baseline Mask R-CNN and other related works including, PointRend [39], BMask R-CNN [15], and B2Inst-BlendMask [37]. Compared with AP_{mask}, AP_{boundary} can better evaluate the accuracy of the boundary. All models employ ResNet50 as backbone and use the same inference setting except B2Inst-BlendMask\(^2\). Results are shown in Table 2. Our method has the fastest inference speed among related methods and outperforms other works on both AP_{mask} and AP_{boundary}.

The ground truths of contraction and expansion branches are generated based on the original mask ground truths, which have spatial scales of 28 \times 28 in our method. The dilation and erosion operations in the classic morphological processing [22, 54] are used to generate them. The kernel size of these operations controls the number of positive pixels in these ground truths. As shown in Fig. 6, when the kernel size is set to 5, our model achieves the best mask AP. So the kernel size is set to 5 in other instance segmentation experiments. Theoretically, with the decrease of kernel size, both ground truths of contraction and expansion branches will be more similar to the boundary ground truth. Oppositely, with the increase of kernel size, these ground truths will be more analogous to the original mask ground truth. Both cases cannot be able to utilize the original supervision information fully.

4.1.2 Main Results

Comparison with state-of-the-art methods on COCO: In Table 3, BSM is compared to the state-of-the-art instance segmentation methods on COCO test-dev2017. BSM employs 3× learning rate schedule with ResNet101 as the backbone network achieves 40.4 AP, which is much better than other state-of-the-art methods. When using cascade architecture, BSM also conducts state-of-the-art results.

Visualization Results: Two types of visualization results are provided in this part.

First, Fig. 7 provides some visual comparison results between our model and the other two methods (Mask R-CNN [28] and PointRend [39]) on the COCO dataset. Our model can generate better segmentation results than both approaches. Note that PointRend also model some points of the object boundary, it focuses on refining the segmentation results around boundary pixels. BSM can segment instances well in three challenging situations: (a) the appearance of instances is very similar to its surrounding background, (b) complicated scenes, (c) instances overlapping. We argue our model can produce better segmentation results than the other two methods because our model can generate accurate boundaries. And these precise boundaries can help locate instances and distinguish different instances well.

Second, To show the smooth boundaries and the accurate segmentation results produced by our approach, some image pairs consist of the visualization result of our model and the corresponding ground truth on the COCO dataset [47] are provided in Fig. 8. Note that in some situations, the boundaries and masks generated by our model are much better than the ground truth’s boundaries, such as the third pair in the first row, the second pair in the second row, the second pair in the third row, the third pair in the fourth row, and the second pair in the fifth row.

Results on Cityscapes and LVIS datasets: Besides the
Table 3: Comparisons with state-of-the-art methods on COCO test-dev2017. All models are trained on COCO train2017. Aug. means using multi-scale training data augmentation. Sched. means learning rate schedule during training. 1× is 90K iterations, 2× is 180K iterations, 3× is 270K iterations and so on, 18e means 18 epochs. R means ResNet and X means ResNeXt [73]. * means our implementation.

Table 4: Experiments results of BSM and another three methods on Cityscapes and LVIS datasets. AP and AP$_{50}$ are reported on the validation set of Cityscapes, while AP$_{S}$ and AP$_{M}$ are reported on the validation set of LVIS$^{*}$.0.5.

COCO dataset, the Cityscape [16] and LVIS [25] datasets are also adopted to verify the effectiveness and generalization of BSM. The annotations of both datasets have significantly higher quality, especially on the boundary. In both datasets, our method is compared with the baseline model Mask R-CNN [28] and two recent methods, including PointRend [39] and BMask R-CNN [15]. Table 4 shows the results on both datasets. Our BSM achieves the best results with ResNet-50 or ResNet-101 as the backbone network on both datasets.

4.2. Experiment: Semantic Segmentation

Overview We also carry out experiments on semantic segmentation task to verify the generality of our BSM. Our BSM is inserted behind the ASPP module in DeeplabV3+ [11].

Dataset: (a) Cityscapes semantic segmentation set [16], compared with Cityscapes instance segmentation set introduced in Sec. 4.1. Cityscapes semantic segmentation set has 19 categories. Both datasets have the same training, validation, and test images. (b) BDD [75] is a recently proposed road scene dataset with 10000 images in total. For dataset split, 7000, 1000, and 2000 images are used for train, validation and test. For both datasets, our models are trained...
Figure 7: Visualization and comparison results of Mask R-CNN [28], PointRend [39] and our BSM on the COCO val2017 using ResNet-50 [30] with FPN [45] as backbone. Compared with the other two methods, BSM can produce better segmentation results. Best viewed on screen and zoom in.

Figure 8: Visualization pairs of ground truth (left image) and our method (right image). Best viewed on the screen and zoom in.
Figure 9: Visualization of our BSM using DeeplabV3+ as baseline on Cityscapes. From left to right, (a) is the original image, we visualize the boundary feature in (b) and boundary prediction in (c), also two opposite flow field in (d) and (e) respectively. The final mask prediction is shown in (f). Best view it in color and zoom in.

| Method       | backbone | dataset   | mIoU ↑ | F1(12px) ↑ | F1(9px) ↑ | F1(5px) ↑ | F1(3px) ↑ |
|--------------|----------|-----------|--------|------------|-----------|-----------|-----------|
| DeeplabV3+   | R-50     | Cityscapes| 77.9   | 78.3       | 77.0      | 72.9      | 62.3      |
| +PointRend   | R-50     | Cityscapes| 78.5   | 79.6       | 78.5      | 74.8      | 64.1      |
| +BSM         | R-50     | Cityscapes| 79.5   | 80.9       | 79.7      | 76.4      | 67.7      |
| DeeplabV3+   | R-101    | Cityscapes| 78.9   | 79.9       | 78.2      | 72.8      | 62.5      |
| +PointRend   | R-101    | Cityscapes| 79.5   | 80.7       | 78.6      | 74.8      | 64.6      |
| +BSM         | R-101    | Cityscapes| 80.6   | 82.9       | 81.8      | 78.7      | 69.9      |
| DeeplabV3+   | R-50     | BDD       | 61.2   | 76.6       | 75.4      | 70.8      | 61.6      |
| +PointRend   | R-50     | BDD       | 62.3   | 79.1       | 77.3      | 72.4      | 63.9      |
| +BSM         | R-50     | BDD       | 63.5   | 81.1       | 79.9      | 76.2      | 67.9      |

Table 5: Comparison results of DeeplabV3+, PointRend and BSM. All results are reported on the validation set. X-px means X pixels along the boundaries. R means ResNet. All the models are trained and tested in the same setting.

on their training set and report results on the validation set.

**Metrics:** In semantic segmentation, mean IoU (mIoU) is the most commonly used metric. Besides, to evaluate the segmentation quality on the boundary, following [62, 57], F-score is also reported on the boundary with four thresholds.

**Implementation details:** The DeeplabV3+ [11] is employed as the baseline model. Following the original DeeplabV3+ paper, the output stride of backbone network is set to 8. The same training and testing setting are used for different methods for a fair comparison. For both Cityscapes [16] and BDD [75] datasets, stochastic gradient descent (SGD) is adopted as the optimizer, and the batch size is set to 8 (one image per GPU) in both datasets. Momentum and weight decay are set to 0.9 and 0.0005, respectively. The initial learning rate is set to 0.01. Following the common practice, the ‘poly’ learning rate policy is used to reduce the learning rate by multiplying \((1 - \frac{\text{iteration}}{\text{total iterations}})^{0.9}\). Random horizontal flip, random resize, and random crop are used as data augmentations. The scale range of random resize is [0.75, 2.0], and the crop size of random crop augmentation is 832. All the models
are trained for 100 epochs. During testing, images are resized to 832 × 832. The architecture of BSM is the same as that for instance segmentation. This Deeplab-based model employs the res2 backbone feature as the low-level feature to provide detailed location information.

**Main Results** Quantitatively, BSM is compared with DeeplabV3+ and PointRend in Table. For the Cityscapes dataset, with ResNet50 and ResNet101 as the backbone network, our method obtains 1.0 and 1.1 mIoU gain over PointRend. The F-scores of our approach is better that DeeplabV3+ and PointRend too. Note that with the reduction of the F-score threshold, our method achieves a more significant performance gain, which means our model can generate more precise boundaries. For the BDD dataset, our BSM obtains consistent performance improvements as well, which proves the generalization of our approach.

**Visualization Results** Some visualization results of our model on semantic segmentation task are demonstrated in Fig. 9. The upper part of Fig. 9 is the visualization of the Cityscapes dataset, while the lower part of Fig. 9 is the visualization of the BDD dataset. The first column of Fig. 9 is the original images. As shown in the second and third columns of Fig. 9, we observe the clear and thin boundary feature and boundary prediction. The two opposite flow fields (contraction flow field and expansion flow field) are shown in the fourth and fifth columns of Fig. 9. The segmentation results of our method are shown in the last column of Fig. 9. Besides, as shown in the right part of Fig. 2, compared with PointRend, our proposed BSM has better visual results on two different types of objects: things (the first and the third rows) and scenes (the second row). Both visual results prove our motivation: the boundary squeezing process can generate more accurate boundaries via learned flow field warping, then these precise boundaries contribute to generating better segmentation results.

**5. Conclusions**

In this paper, we have proposed a new idea to model the segmentation tasks as boundary squeezing process. Accordingly, an opposite flow-based module named BoundarySqueeze module (BSM) has been designed. The supervisions of BSM can be obtained via the dilation and erosion operators using the existing annotations. The boundary squeezing process can be achieved via flow-based warping. After using BSM, the feature contains precise boundary information, and the mask quality is much better. BSM has been verified on two different segmentation tasks, including instance segmentation and semantic segmentation. Extensive results have proven that our BSM outperforms various previous works in multiple settings. On top of that, the proposed module can also be naturally extended into several low-level vision segmentation tasks where the boundaries are crucial. One shortcoming of BoundarySqueeze is the limited resolution problem for some large objects which will be our future work.
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