Coastal mangrove forests provide important ecosystem goods and services, including carbon sequestration, biodiversity conservation, and hazard mitigation. However, they are being destroyed at an alarming rate by human activities. To characterize mangrove forest changes, evaluate their impacts, and support relevant protection and restoration decision making, accurate and up-to-date mangrove extent mapping at large spatial scales is essential. Available large-scale mangrove extent data products use a single machine learning method commonly with 30 m Landsat imagery, and significant inconsistencies remain among these data products. With huge amounts of satellite data involved and the heterogeneity of land surface characteristics across large geographic areas, finding the most suitable method for large-scale high-resolution mangrove mapping is a challenge. The objective of this study is to evaluate the performance of a machine learning ensemble for mangrove forest mapping at 20 m spatial resolution across West Africa using Sentinel-2 (optical) and Sentinel-1 (radar) imagery. The machine learning ensemble integrates three commonly used machine learning methods in land cover and land use mapping, including Random Forest (RF), Gradient Boosting Machine (GBM), and Neural Network (NN). The cloud-based big geospatial data processing platform Google Earth Engine (GEE) was used for pre-processing Sentinel-2 and Sentinel-1 data. Extensive validation has demonstrated that the machine learning ensemble can generate mangrove extent maps at high accuracies for all study regions in West Africa (92%–99% Producer’s Accuracy, 98%–100% User’s Accuracy, 95%–99% Overall Accuracy). This is the first time that mangrove extent has been mapped at a 20 m spatial resolution across West Africa. The machine learning ensemble has the potential to be applied to other regions of the world and is therefore capable of producing high-resolution mangrove extent maps at global scales periodically.
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INTRODUCTION

Land cover classification using remotely sensed data is capable of generating information that can play an important role in forest resource inventory, agricultural monitoring, and environmental change (Zhan et al., 2002; Atzberger, 2013; White et al., 2016). In recent years, the increased availability of computing power through openly available cloud platforms (e.g., Google Earth Engine) and readily accessible machine learning algorithms from open source software tools (e.g., Python Scikit-learn) have enabled the processing of large volumes of satellite imagery over increasingly large geographical areas with reduced complexity (Gorelick et al., 2017; Hird et al., 2017). Despite this, the use of complex machine learning algorithms in land cover remote sensing remains in its infancy and choosing the most suitable method for large-scale land cover mapping remains a challenge (Mondal et al., 2019; Zhang et al., 2020). This problem is exacerbated in the tropics where cloud cover inhibits optical imagery, particularly in regions such as West Africa where persistent clouds can render large volumes of data unsuitable for land cover mapping. While machine learning methods have been demonstrated to perform well in land cover mapping (Yuan et al., 2009; Walsh, 2015; Godinho et al., 2016; Ming et al., 2016), they have not been fully assessed for mapping large-scale high-resolution coastal mangrove forest extent.

Mangrove forests are critically important ecosystems, covering approximately 138,000 km² of coastal area spanning 118 countries (Giri et al., 2011; Siikamaki et al., 2012; Bunting et al., 2018). They are distributed in the intertidal areas between the sea and the land and predominantly occur between 30°N and 30°S latitudes (Giri et al., 2011). Mangrove forests constitute a significant proportion of the total tropical forest carbon stock although they only represent between 3–5% of the total forest area (Donato et al., 2011; Murray et al., 2011; Fatoyinbo and Simard, 2013; Simard et al., 2019) with recent studies suggesting that mangrove forests store three to four times more carbon per equivalent area than other types of tropical forests, and can sequester two to four times more carbon per equivalent area than other types of tropical forests. They are of immense importance to many coastal communities in tropical regions with important ecosystem goods and services including food, fuel, and construction materials (Bandaranayake, 1998; Giri, 2016). Within the West Africa region, mangroves cover an area of approximately 17,000 km², and range from relatively small lagoons and estuaries in Cote D’Ivoire, to vast deltas in Nigeria. They have often been heavily impacted by human activities such as urban expansion and oil exploration in recent decades.

Multispectral and SAR satellite data have been effectively used in mapping and monitoring coastal mangrove forests at the global scale (Giri et al., 2011; Lucas et al., 2014; Bunting et al., 2018; Thomas et al., 2018), however, significant inconsistencies remain among these mangrove extent data products, particularly in cloudy regions of West Africa. The spatial resolution of the input satellite data determines the minimum size of mangrove forest patches that satellite imagery can detect, however, almost all existing mangrove extent data products currently available are produced at 30 m resolution, predominantly derived from Landsat imagery. As mangrove forests can occur in small continuous extents across continental scales and are often limited to small stands, they are readily confused in Landsat-based imagery with other adjacent flooded wetland ecosystems. Using satellite data with a finer spatial resolution has the potential to identify smaller patches of forests, thus generating more detailed mangrove extent maps, capable of monitoring areas that have been previously omitted. These small mangrove patches still provide substantial ecosystem services for low-lying vulnerable communities (Curnick et al., 2019). The recently available multispectral data from Sentinel-2 and C-band Synthetic Aperture Radar (SAR) data from Sentinel-1 provide 10–20 m land observations, enabling smaller mangrove stands to be distinguished and increase our understanding of the distribution of mangrove extent (Kaplan and Avdan, 2018). This is particularly pertinent in West Africa where a heterogeneous landscape, driven by both natural environmental gradients and anthropogenic activity, can contain measurably more mangroves in small patches that are poorly resolved in 30 m resolution imagery.

A suite of machine learning classifiers are available for image analysis such as Naive Bayes, Support Vector Machine (SVM), Classification and Regression Trees (CART), Random Forest (RF), Gradient Boosting Machine (GBM), Neural Network (NN), and others. They have become increasingly popular within the field of remote sensing in recent years due to their applicability across large datasets and their ability to generate more accurate and consistent results (Yuan et al., 2009; Ali et al., 2016; Godinho et al., 2016; Kussui et al., 2016; Ming et al., 2016; Rogers et al., 2017; Shelestov et al., 2017; Xiong et al., 2017; Bunting et al., 2018; Gauci et al., 2018; Karakizi et al., 2018; Maxwell et al., 2018; Liu et al., 2019). Machine learning algorithms such as maximum-likelihood are well established within the field, but an increasing number of non-parametric classifiers have emerged, providing decision trees, plane fitting, clustering and deep-learning algorithms such as neural networks. In mangrove forest mapping, RF, CART, SVM, multi-layer perception, convolution neural network, adaptive boosting (AdaBoost), the rotation forest (RoF), and K-Means all are commonly used at small scales with satisfactory results (Wang et al. 2008; Zhao et al., 2014; Jhonnerie et al., 2015; Mondal et al., 2018, 2019; Wan et al., 2018; Pham et al., 2019; Toosi et al., 2019), but advanced machine learning methods have not been trialed at regional to continental scales.

Among all the machine learning methods, RF, GBM, and NN are relatively mature and are commonly used in land cover mapping applications, but all have limitations in practice (Maxwell et al., 2018). Ensembles of machine learning methods can combine the base models in order to produce one optimal predictive model, capable of yielding improved results over a single model (Zhu, 2012; Walsh, 2015; Liu et al., 2019). The objective of this study is to evaluate the performance of an ensemble of the commonly used machine learning methods,
namely, Random Forest (RF), Gradient Boosting Machine (GBM), and Neural Network (NN) for mapping mangrove extent at 20 m resolution at a continental scale (West Africa) using a combination of Sentinel-2 and Sentinel-1 satellite data. Through this we aim to significantly improve mangrove extent mapping accuracy and develop a method that is scalable to the global level.

**METHODS**

**Machine Learning Algorithms**

**Random Forest (RF)**

RF is a machine learning method using the results from many different models to calculate a response (Gislason et al., 2004; Pal, 2005; Horning, 2010; Na et al., 2010; Tian et al., 2016). It constructs a large number of decision trees during the training phase then returns a class based on the greatest number of occurrences, making it robust against overfitting (Breiman, 2001; Shelestov et al., 2017). The training for RF follows the general rules of bootstrap aggregating or bagging. That is, given a training set with corresponding responses, it repeatedly selects a random sample with replacement of the training set and fits trees to the samples. The only difference of RF from the general bagging is that it uses a modified tree learning algorithm that selects a random subset of the features at each candidate split in the learning process. After training, predictions can be made by taking the majority vote of the classification trees. Our RF was implemented using the “randomForest” package included in R software.

RF is advantageous as its non-parametric nature is suited to remote sensing data and it is simple to train and tune. However, the split rules determined for classification are unknown and the classification accuracy can be poor when applied to large-scale land cover and land use mapping based on Landsat data (Shelestov et al., 2017; Pham et al., 2019).

**Gradient Boosting Machine (GBM)**

GBM, like RF, is also a learning method that predicts by combining the outputs from individual trees. But GBM differs from RF in the way the trees are built, that is, the order and the way the results are combined. It is a forward stage-wise additive model and implements gradient descent in the function space. During the iteration procedure, the steepest descent direction is controlled by the negative gradient of the loss function while line search is often used for determining the step length (Natekin and Knoll, 2013). GBM can outperform RF and SVM for land cover and land use mapping based on Landsat data in larger sample sizes (Walsh, 2015; Godinho et al., 2016; Colin et al., 2017; Georganos et al., 2018), but the overall accuracy can remain low (Abdi, 2019) which may be caused by the GBM’s inherent overfitting problem. Our GBM was implemented using the “GBM” package included in R.

**Neural Network (NN)**

NN is generally organized as a series of connected layers including an input layer, hidden layers, and output layer with each layer composed of a different numbers of nodes. Nodes are the basic units of NN, and each gets a certain number of inputs and bias values. The multiple input values arriving at a node are multiplied by the weights per the node connections, and the output of the node is the weighted total of all its input values with the weights adjusted during the training procedure (Reed and Marks 1999):

\[ O = a(I * W) + B \]  

Where \( O \) is the output of a node, \( I \) and \( W \) are the input values and connection weights, and \( B \) is the bias. NN learns to perform specific tasks by understanding examples, generally without a need to use task-specific rules. It outperforms other machine learning methods in land cover and land use mapping but still cannot achieve consistently high accuracy across all accuracy metrics (Miller et al., 1995; Yuan et al., 2009; Shelestov et al., 2017; Pan and Zhao, 2018; Piramanayagam et al., 2018; Liu et al., 2019). In addition, NN can also result in unexplained behavior as it does not provide information on how the results are produced. Our NN was implemented using the “neuralnet” package included in R software.

**Ensemble of RF, GBM, and NN**

Ensembles of machine learning methods are capable of producing more accurate results than a single model (Dietterich, 2000), and it has been demonstrated that ensemble learning helps improve land cover and land use mapping when different machine learning models are combined effectively (Walsh, 2015; Liu et al., 2019). The overall scheme for machine learning in this study is to let the individual machine learning methods (RF, GBM, and NN) predict the probabilities of mangrove forests rather than only outputting the most likely class that each pixel should belong to. Then the probabilities for the test reference samples are used for regularizing the weights of individual machine learning methods when forming the ensemble model.

In general, there are three methods for combining the predictions from different machine learning models, including: (1) bagging, which builds multiple same-type models from different subsamples of the training dataset, (2) boosting, which builds multiple same-type models with each of them learning to fix the prediction errors of a prior model in the chain, and (3) stacking, which builds multiple different types of models and a supervisor model that learns how to best combine the predictions of the primary models. Here we used the stacking method to build the ensemble, with the test dataset for this ensemble containing the remaining samples after randomly selecting part of the samples for training the RF, GBM, and NN algorithms. Regularization is necessary to reduce overfitting and increase predictive accuracy of machine learning ensembles, typically including regularization with an L2 penalty (ridge), an L1 penalty (lasso) or a combination of the two (elastic net). As elastic net is always preferred over lasso and ridge because it solves the limitations of both methods, elastic net stacking regularization was used for the ensemble of RF, GBM, and NN. Specifically, the stacking algorithm builds a model on top of the RF, GBM, and NN predictions (probability) based on the test dataset, which was implemented in R through the “glmnet” package fitting the elastic-net regularization path for a binomial model.
Study Area
Our study area covers eleven countries in West Africa: Senegal, The Gambia, Guinea Bissau, Guinea, Sierra Leone, Liberia, Côte d’Ivoire, Ghana, Togo, Benin, and Nigeria (Figure 1). The region is located within 20°N of the Equator and between 20°W and 10°E of the Prime Meridian. The area is bordered to the west by the Atlantic Ocean and to the south by the Gulf of Guinea.

Coastal West Africa is characterized by tropical, hot, and humid conditions with extremes in mean annual precipitation ranging from around 250 mm in the north, to more than 1,800 mm in the south. Nigeria, Senegal, Guinea Bissau, and Sierra Leone have abundant mangrove forests, and the mangrove extent has been experiencing significant declines in recent decades (Feka and Ajonina, 2011). For example, it is estimated that mangrove cover decreased by 24% in Senegal from 1980 to 2006, from 1,690 km² to 1,287 km² (Corcoran et al., 2007) and Nigeria lost approximately 432 km² of mangrove forest between 1975 and 2013 (USGS, 2016). The vast majority of this area is relatively flat and low in elevation. Major land cover and land use types include forest, wetland, savanna, shrubland, water, mangrove, cropland, and human settlement. In addition, these countries are investing heavily in scientific and logistical aspects of developing monitoring systems for mangrove change dynamics, and need complementary remote sensing capabilities and data products to specifically address large-scale sustainable management needs for mangrove forest ecosystems.

Satellite Datasets
For this study, Sentinel-2 multispectral data and Sentinel-1 C-band SAR data were utilized. All remote sensing data from Sentinel-2 and Sentinel-1 are free and open, and available from the European Space Agency (ESA)’s Copernicus Access Hub and geospatial cloud platforms such as the Google Earth Engine (GEE), Earth on AWS, and ESRI Cloud (Sentinel-2 Only). Our target year for mangrove extent mapping was 2017. Both Sentinel-2 multispectral and Sentinel-1 C-band SAR data used here were accessed through the Google Earth Engine (GEE).

Sentinel-2
Sentinel-2 (S2) multi-spectral instrument (MSI) collects multispectral data with 13 bands in the visible/near infrared (VNIR), and shortwave infrared (SWIR) regions of the spectrum, every 5 days or less. It is different from traditional multispectral satellite sensors such as Landsat, by including three vegetation red edge bands. Blue (490 nm), Green (560 nm), Red (665 nm) and NIR (842 nm) bands are collected at 10 m spatial resolution while the three Vegetation Red Edge bands (705 nm, 740 nm, and 783 nm), Narrow NIR band (865 nm), and two shortwave infrared bands (1610 nm and 2190 nm) collect data at 20 m spatial resolution.

We used S2 MSI Level 1C data representing TOA (top of atmosphere) reflectance scaled by 10,000 available in GEE (GEE, 2019b). The S2-TOA imagery was used because of the higher data accessibility compared to processed S2-Surface Reflectance (SR) data that was not available for the 2017 timeframe. Cloud contamination is a major issue for optical sensors, particularly for the tropical regions of West Africa, thus we applied annual greenest pixel compositing (maximum NDVI) for all available S2 images during the year at each pixel to remove cloud contamination, for all the VNIR, Vegetation Red Edge, and SWIR bands. All 10 m bands of S2 images were resampled to 20 m to be consistent with the 20 m bands of Sentinel-2 images.
Sentinel-1
The Sentinel-1 (S1) C-Band SAR Mission consists of two polar-orbiting satellites capturing data at 10 m resolution and with multiple polarizations (e.g., vertical-vertical (VV) and vertical-horizontal (VH)) every 6–12 days. We used the GEE-processed Sentinel-1 Level 1 Ground Range Detected (GRD) Image Collection data which have been converted to backscatter coefficient ($\sigma^0$) in decibels (dB), representing target backscattering area (radar cross-section) per unit ground area (unit: backscatter coefficient ($\sigma^0$) in decibels (dB)). GEE provided preprocessed Sentinel-1 backscatter coefficient data using the Sentinel-1 Toolbox framework: (1) applying orbit file to update orbit metadata using restituted orbits; (2) removing thermal noise to remove additive noises in sub-swaths and thus reduce the discontinuities between sub-swaths; (3) performing radiometric calibration to compute backscatter intensity using sensor calibration parameters in the GRD metadata; and (4) performing terrain correction to compute data from ground range geometry to $\sigma^0$ using high resolution Digital Elevation Model (DEM). As the backscatter coefficient can vary by several orders of magnitude, it is converted to dB as $10^{\log_{10}\sigma^0}$ (GEE, 2019a). To be temporally consistent with the Sentinel-2 annual composite (greenest pixel compositing), annual compositing was conducted on all the available Sentinel-1 C-band SAR images during the 2017 year at each pixel for both VV and VH polarizations. All Sentinel-1 images were resampled to 20 m resolution to be consistent with the 20 m bands of Sentinel-2 images.

Auxiliary Datasets
The auxiliary data used in this study include the 30 m digital elevation data from NASA Shuttle Radar Topography Mission (SRTM) data which is also available on the GEE platform. We used this data to identify the low elevation coastal zone (LECZ) which is defined by an elevation ≤ 40 m, a criterion widely used to delineate the LECZ where mangroves are expected to occur (Fotoyinbo and Simard, 2013).

Training and Validation Data
To train and validate the machine learning classifications, reference sample data were established for both mangrove and non-mangrove land cover types, including non-mangrove forest, cropland, water, grassland, bare land, and settlement. In order to ensure rigorous accuracy assessment, the reference sample data were collected from very high-resolution ESRI World Imagery which provides 1 m or better satellite and aerial imagery dated close to 2017 through two separate data collection procedures respectively for training and validation.

To reduce sampling bias, we applied a stratified random sampling method. That is, in addition to considering randomness when picking a reference sampling site, we also considered the balance of sample sites collected for different land cover and land use types within the image boundary and geographic locations across the coastal landscape. For each reference sample site, as long as the 20 m by 20 m square area contains only mangrove trees (pure pixels), it was recorded as a mangrove sample. The same rule was applied when collecting non-mangrove land cover samples. In total, 4,967 reference samples (2,655 mangrove samples and 2,312 non-mangrove samples) were collected solely for training the machine learning model and 8,204 reference samples (3,973 mangrove samples and 4,231 non-mangrove samples) were collected solely for validation and accuracy assessment for the mangrove mapping results generated by the machine learning model.

Mangrove Extent Data Production Workflow
The overall workflow for mangrove extent data production is shown in Figure 2. The general scheme is to use the output probabilities of the RF, GBM, and NN algorithms to create an ensemble-weighted probability of mangrove for each pixel location. In order to build the ensemble, each of the three individual machine learning models (RF, GBM, and NN) was trained and the probability of mangrove forest occurring at each pixel location was predicted. The RF, GBM, and NN created three separate mangrove probability data layers, respectively. The three layers were then stacked into an ensemble layer with regularized weights for RF, GBM, and NN that were then used to predict the probability of the mangrove.

As all reference samples, Sentinel-2, and Sentinel-1 images were linked geographically, for each of the sample sites, the corresponding pixel values on Sentinel-2 and Sentinel-1 images were extracted as follows for training and validation purposes:

$$Z(i,j) = \langle S2(i,j), S1(i,j) \rangle$$

Where:

(i, j) indicates the location of a reference sample site
S2(i, j) = Sentinel-2 TOA reflectance for VNIR, Red Edge, and SWIR bands at pixel (i, j)
S1(i, j) = Sentinel-1 backscatter coefficients for VV and VH polarizations at pixel (i, j)

The collection of Z(i, j), including mangrove forests and non-mangrove land cover and land use types, is a multi-dimensional vector of covariates to be used for training individual machine learning algorithms and regularizing the weighting of the ensemble.

Two thirds of reference samples and corresponding covariates were randomly selected for training while the remaining one third of reference samples and corresponding covariates were used for regularizing the weighting of the ensemble. The output of each individual machine learning method is a grid or image with each pixel value representing the probability of mangrove forest (1 indicating most probable while 0 indicating least probable).

Specifically, the following parameters were used when running the individual machine learning models: 1) RF used out-of-bag (OOB) for training control, and probability as the spatial prediction type, 2) GBM used repeated cross-validation (CV) with the number set as 10 and repeats set as five for training control, and probability as the spatial prediction type, and 3) NN used cross-validation (CV) with the number set as 10 for training control, and probability as the spatial prediction type, and 4) the stacking ensemble of RF, GBM, and NN used cross-validation...
(CV) with the number set as 10 and binomial modeling for regularizing the ensemble weighting, and probability as the spatial prediction type. Therefore, the output of the ensemble step at each pixel location was the probability of mangrove forest with a probability threshold of 0.9 applied to identify mangrove pixels.

**Accuracy Assessment**

To understand the performance of the machine learning ensemble in mapping mangrove extent and to make the mangrove extent data products readily applicable to various users, a rigorous quantitative accuracy assessment must be conducted. As stated above, for validation and accuracy assessment, an independent set of reference sample data were identified from high-resolution imagery. The accuracy was assessed by comparing the machine learning ensemble created mangrove extent maps against the independent reference samples.

We generated a confusion matrix and calculated all relevant accuracy metrics including the producer’s accuracy, the user’s accuracy, and overall accuracy to assess the model uncertainties. Here, the producer’s accuracy refers
to how often are validation reference samples correctly shown on the classified map, the user’s accuracy refers to how often the classified pixels on the maps actually exist on the ground. In addition, to understand if the machine learning ensemble can perform consistently well across the different coastal landscape of West Africa for mapping mangrove, an accuracy assessment was conducted for nine sub-regions of West Africa separately including Senegal and The Gambia, Guinea-Bissau, Guinea, Sierra Leone, Liberia, Côte d’Ivoire, Ghana, Togo and Benin, and Nigeria.
Comparison with Existing Mangrove Data Products

We compared our final mangrove extent data product for West Africa with other published mangrove data products. The USGS 2014 and GMW 2010 mangrove extent data products are the two most widely used baseline mangrove extent data products available for West Africa. Because they were produced for different years especially the GMW 2010 which has a seven-year difference with our 2017 data product, these two data products cannot be used for validating our data product quantitatively. However, they can be used for verifying the spatial distribution patterns of mangrove forests across the West Africa coastal landscape, demonstrating the more details revealed by our higher resolution data product relative to the USGS 2014 data product (it is closer in time to our mapping year 2017, thus not much changes might have occurred), and for comparing the mangrove area changes during the years. By overlaying the country boundaries and mangrove extent data products, we visually compared the mangrove extent spatial distribution patterns and calculated the total mangrove areas for each of the countries or subregions (Senegal and The Gambia combined, and Togo and Benin combined).

RESULTS

Mangrove Map Results

A high-resolution 2017 mangrove extent map for 11 countries in West Africa was successfully achieved using a combination of Sentinel-2 and Sentinel-1 imagery. Mangrove forest extent across Senegal, The Gambia, Guinea Bissau, Guinea, Sierra Leone, Liberia, Côte D’Ivoire, Ghana, Togo, Benin, and Nigeria totaled 20,074.11 km² (Figure 3). Nigeria contained the largest area of mapped mangroves, with a total area of 8,725.22 km² with the smallest mangrove forest in Côte D’Ivoire of 35.34 km² (Table 1). This demonstrates the ability of the machine learning ensemble to map mangroves across a range of scales. This map represents the most up-to-date and highest resolution mangrove extent map for West Africa compared to the GMW 2010 and USGS 2014 baseline mangrove extents. This higher resolution enables land cover boundaries to be more accurately distinguished and allows for smaller mangrove stands to be mapped in greater detail, particularly where mangroves are heavily fragmented or occur as fine fringes within river channels (Figure 4).

Mangrove Mapping Comparison

Extensive visual comparisons were made between our mangrove extent data product, and the two most widely used existing baseline mangrove extent data products by the USGS and Global Mangrove Watch (GMW). Such visual comparisons revealed that our mangrove extent map is highly consistent with the spatial distribution patterns of mangrove forests identified by both USGS 2014 and GMW 2010, and ours performs better relative to the USGS 2014 when they are not consistent through checking the details against fine resolution imagery. In addition, our mangrove extent map is more consistent with those patterns shown on the USGS 2014 data product than the GMW 2010 data product. This is reasonable as our 2017 mangrove extent map is only three years apart from the USGS 2014 mangrove extent map instead of seven years difference in time from the GMW 2010 mangrove extent map.

By overlaying the country boundaries and mangrove extent data products, we calculated the total mangrove areas for each of the countries or subregions (Senegal and The Gambia combined, Togo and Benin combined) based on our 2017 mangrove extent data product and the USGS and GMW mangrove extent data products (Table 1).

The comparison between GMW 2010 and our 2017 data products shows that total mangrove areas increased in Senegal and The Gambia, Guinea-Bissau, Sierra Leone, Liberia, Togo and Benin, and Nigeria while decreased in Guinea and Côte D’Ivoire between 2010 and 2017. However, the comparison between USGS 2014 and our 2017 data products shows that total mangrove areas increased in Guinea-Bissau, Sierra Leone, Côte D’Ivoire, Ghana, and Nigeria, while decreased in Senegal and The Gambia, Guinea, Liberia, and Togo and Benin between 2014 and 2017. These estimated changes in total mangrove areas contain both the real changes of mangrove extents during the time periods and the errors in the data products, therefore we cannot depend on such a comparison to quantitatively assess the quality of our mangrove extent data products, and must use reference sample data collected by ourselves to validate and conduct accuracy assessment.

Accuracy

GMW 2010 and USGS 2014 data products are respectively seven and three years apart from our mangrove mapping year, and they both contain inherent mapping errors, therefore it is not appropriate to use them to quantitatively validate and assess accuracy for our mangrove extent data product. As such, a rigorous quantitative accuracy assessment for our 2017 mangrove extent data product was conducted quantitatively using the validation reference samples solely collected for validation purposes through overlaying reference samples with the classified mangrove extent maps. The resulting confusion matrices (Table 2) shows that our mangrove extent data product achieved similar high accuracies across all geographic areas and all

### Table 1 | Comparison for the total mangrove areas (km²) calculated from our 2017 data product, USGS 2014 data product, and GMW 2010 data product.

| Country                  | GMW 2010 | USGS 2014 | Machine Learning Ensemble 2017 |
|--------------------------|----------|-----------|-------------------------------|
| Senegal and The Gambia   | 2,048.003| 3,531.986 | 3,043.975                     |
| Guinea                   | 2,760.966| 2,899.883 | 3,832.008                     |
| Sierra Leone             | 2,411.652| 2,612.817 | 2,343.648                     |
| Liberia                  | 1,333.299| 1,620.804 | 2,332.034                     |
| Côte D’Ivoire            | 195.860  | 273.550   | 202.935                       |
| Ghana                    | 58.666   | 4.371     | 35.337                        |
| Togo and Benin           | 207.397  | 114.714   | 120.338                       |
| Nigeria                  | 0.803    | 153.629   | 66.332                        |
| Guinea-Bissau            | 120.338  | 120.338   | 120.338                       |
| Liberia                  | 120.338  | 120.338   | 120.338                       |
| Côte D’Ivoire            | 120.338  | 120.338   | 120.338                       |
| Ghana                    | 120.338  | 120.338   | 120.338                       |
| Togo and Benin           | 120.338  | 120.338   | 120.338                       |
| Nigeria                  | 120.338  | 120.338   | 120.338                       |
accuracy metrics (92–99% Producer’s Accuracy, 98–100% User’s Accuracy, 95–99% Overall Accuracy, and 0.93–0.99 Kappa Coefficient). This verifies that this machine learning ensemble classifier can yield very high mangrove extent mapping accuracy.

**DISCUSSION**

Existing large area mangrove maps have been produced using Landsat data for both baseline mapping (Giri et al., 2011; Bunting et al., 2018) and time-series change detection (Hamilton and Casey, 2016; Lagomasino et al., 2019) at 30 m spatial resolution. This yields satisfactory results at the global level but differences in methodologies and localized errors and inconsistencies between maps can be significant. This study provides a means for efficiently creating accurate and up-to-date mangrove extent maps across large geographical areas that are able to resolve mangrove patches and landforms at a finer spatial resolution than currently available.

West Africa is an area with some of the poorest quality mangrove extent maps. Data availability has been a major limitation for mapping mangrove extent in this region caused...
Table 2: Quantitative accuracy assessment for the machine learning ensemble performance and related mangrove extent data product: confusion matrix for (a) Senegal and The Gambia, (b) Guinea-Bissau, (c) Guinea, (d) Sierra Leone, (e) Liberia, (f) Côte d’Ivoire, (g) Ghana, (h) Togo and Benin, and (i) Nigeria.

### (a: Senegal and The Gambia)

| Classified Data | Reference Data | Total | User's accuracy | Kappa Coefficient |
|-----------------|----------------|-------|-----------------|-------------------|
| Mangrove        | 249            | 249   | 100%            |                   |
| Non-Mangrove    | 2              | 295   | 99.33%          |                   |
| Total           | 251            | 546   |                 |                   |
| Producer’s Accuracy | 99.20% | 100%  | 99.63% (Overall Accuracy) | 0.993 |

### (b: Guinea Bissau)

| Classified Data | Reference Data | Total | User’s accuracy | Kappa Coefficient |
|-----------------|----------------|-------|-----------------|-------------------|
| Mangrove        | 609            | 616   | 98.86%          |                   |
| Non-Mangrove    | 17             | 594   | 97.14%          |                   |
| Total           | 626            | 1,210 |                 |                   |
| Producer’s Accuracy | 97.28% | 98.80% | 98.02% (Overall Accuracy) | 0.96 |

### (c: Guinea)

| Classified Data | Reference Data | Total | User’s accuracy | Kappa Coefficient |
|-----------------|----------------|-------|-----------------|-------------------|
| Mangrove        | 561            | 567   | 98.94%          |                   |
| Non-Mangrove    | 34             | 604   | 94.37%          |                   |
| Total           | 595            | 1,171 |                 |                   |
| Producer’s Accuracy | 94.29% | 98.96% | 96.58% (Overall Accuracy) | 0.932 |

### (d: Sierra Leone)

| Classified Data | Reference Data | Total | User’s accuracy | Kappa Coefficient |
|-----------------|----------------|-------|-----------------|-------------------|
| Mangrove        | 473            | 473   | 100%            |                   |
| Non-Mangrove    | 28             | 519   | 94.60%          |                   |
| Total           | 501            | 992   |                 |                   |
| Producer’s Accuracy | 94.41% | 100%  | 97.18% (Overall Accuracy) | 0.944 |

### (e: Liberia)

| Classified Data | Reference Data | Total | User’s accuracy | Kappa Coefficient |
|-----------------|----------------|-------|-----------------|-------------------|
| Mangrove        | 532            | 532   | 100%            |                   |
| Non-Mangrove    | 26             | 589   | 95.57%          |                   |
| Total           | 558            | 1,121 |                 |                   |
| Producer’s Accuracy | 95.34% | 100%  | 97.68% (Overall Accuracy) | 0.954 |

### (f: Côte d’Ivoire)

| Classified Data | Reference Data | Total | User’s accuracy | Kappa Coefficient |
|-----------------|----------------|-------|-----------------|-------------------|
| Mangrove        | 299            | 304   | 98.35%          |                   |
| Non-Mangrove    | 8              | 325   | 97.54%          |                   |
| Total           | 307            | 629   |                 |                   |
| Producer’s Accuracy | 97.39% | 98.45% | 97.93% (Overall Accuracy) | 0.959 |

### (g: Ghana)

| Classified Data | Reference Data | Total | User’s accuracy | Kappa Coefficient |
|-----------------|----------------|-------|-----------------|-------------------|
| Mangrove        | 228            | 228   | 100%            |                   |
| Non-Mangrove    | 18             | 516   | 96.51%          |                   |
| Total           | 246            | 744   |                 |                   |
| Producer’s Accuracy | 92.68% | 100%  | 97.58% (Overall Accuracy) | 0.944 |

(Continued on following page)
by a shortage of satellite downlink stations, persistent cloud cover, and long sensor revisit times (e.g., 16-day repeat cycle of Landsat). Sentinel-2 optical data are routinely collected at a consistent high quality with more applicable bands (e.g., three more vegetation red edge bands) and shorter revisit time (every 5 days or less) than Landsat. The all-weather Sentinel-1 C-band SAR observations are especially beneficial for mangrove mapping in West Africa as optical sensors such as Landsat and Sentinel-2 are very difficult to obtain cloud-free observations in the region (Aslan et al., 2016; Pimple et al., 2018). In addition, mangroves contain a large quantity of woody biomass (Simard et al., 2019) and their canopies and root structures form large complex aboveground structures. Radar imagery is sensitive to target structure and can be useful when combined with optical imagery for discriminating vegetation types which may be spectrally similar to mangrove forests. Therefore, fusion of the complementary information on vegetation characteristics from the optical Sentinel-2 and radar Sentinel-1 data provided the capability to improve mangrove mapping accuracies (Hamdan et al., 2014; Aslan et al., 2016; Lopes et al., 2020).

The use of higher-resolution imagery was, in part, responsible for the improved mangrove maps (Figure 4). Most prior efforts to map mangrove extent in this area using satellite remote sensing are based on 30 m imagery (Giri et al., 2011; Bunting et al., 2018;}

**TABLE 2** (Continued) Quantitative accuracy assessment for the machine learning ensemble performance and related mangrove extent data product: confusion matrix for (a) Senegal and The Gambia, (b) Guinea-Bissau, (c) Guinea, (d) Sierra Leone, (e) Liberia, (f) Côte d’Ivoire, (g) Ghana, (h) Togo and Benin, and (i) Nigeria.

(h: Togo and Benin)

| Classified Data | Reference Data | Total | User’s accuracy | Kappa Coefficient |
|-----------------|----------------|-------|-----------------|-------------------|
| Mangrove        | Non-Mangrove   |       |                 |                   |
| Mangrove        | 236            | 0     | 236             | 100%              |
| Non-Mangrove    | 16             | 324   | 340             | 95.29%            |
| Total           | 252            | 324   | 576             |                   |
| Producer’s Accuracy | 93.65%       | 100%  | 97.22% (Overall Accuracy) | 0.943 |

(i: Nigeria)

| Classified Data | Reference Data | Total | User’s accuracy | Kappa Coefficient |
|-----------------|----------------|-------|-----------------|-------------------|
| Mangrove        | Non-Mangrove   |       |                 |                   |
| Mangrove        | 606            | 0     | 606             | 100%              |
| Non-Mangrove    | 31             | 578   | 609             | 94.91%            |
| Total           | 637            | 578   | 1,215           |                   |
| Producer’s Accuracy | 95.13%       | 100%  | 97.45% (Overall Accuracy) | 0.949 |

**FIGURE 5** | Illustration of small mangrove patches less than 30 m × 30 m in the study area.
Thomas et al., 2018), which overlook small mangrove patches or narrow mangrove shorelines less than 900 m² (30 m × 30 m pixel), therefore limiting detailed mangrove mapping, especially in heterogeneous landscapes and tidal channels. This is common in West Africa where mangroves occur as narrow riverine fringes, which decrease in size in narrow channels and in upstream reaches where terrestrial and often arid environments dominate (Figure 5). Higher resolution Sentinel-2 and Sentinel-1 data make it possible to map these detailed extents across large geographical scales at 10 or 20 m resolutions, particularly among small isolated fragmented stands.

Machine learning methods can outperform parametric classifiers for land cover classification from remote sensing data, particularly with very large quantities of data, as is currently available. While most of the recent work has focused on the application of a single machine learning method (Dietterich, 2000; Zhu, 2012; Walsh, 2015; Liu et al., 2019; Thomas et al., 2019), this study is the first effort to evaluate a combination of several mature and popular machine learning algorithms to map mangrove extent at large spatial scales. The very high accuracies achieved (Table 2) are a testament to the performance of our machine learning ensemble method, which are improved over existing mangrove maps using machine learning algorithms in isolation (Bunting et al., 2018; Thomas et al., 2018). For example, the widely-used GMW 2010 mangrove extent mapping data product, using the Extremely Randomized Trees classifier which is similar to RF, obtained 94.0% overall accuracy while our machine learning ensemble achieved 96.6–99.6% overall accuracies (Bunting et al., 2018). At the same time, our high producer’s accuracies (92.7–99.2%) demonstrate that there was little class confusion with other vegetation types despite the study region spanning a wide range of coastal geomorphological landforms (e.g., estuaries, lagoons, deltas) and ecotones. In addition, most existing single machine learning methods for mangrove mapping have been contained to smaller study areas (Knudby et al., 2014; Zhang and Xie, 2014; Zhang et al., 2018), yet we provide a tractable means of using an ensemble method across very large geographic domains. This demonstrates that the use of ensemble methods is scalable and could be readily applied to other large geographical domains including continental and global scales.

Accurate and high-resolution mangrove forest extent data products at large spatial scales are needed for mangrove change analysis (Lagomasino et al., 2019) and regular monitoring (Emuedu et al., 2014; Kuenzer et al., 2014; Duke 2016; Onyena and Sam, 2020). The 2017 mangrove extent maps provided here are the highest quality and highest resolution data products for West Africa region so far, which can be used by the wider research community to derive more accurate estimates of other mangrove properties, including mangrove aboveground biomass (AGB) and carbon (Hutchison et al., 2014; Simard et al., 2019) and belowground carbon (Rovai et al., 2018; Sanderman et al., 2018). Facilitated by the big satellite data processing capability from the open geospatial computing cloud platform Google Earth Engine, such mangrove extent mapping can be quickly implemented for the West Africa region or other large geographical regions.

**CONCLUSION**

This study has generated the first 20 m mangrove extent data product for the West Africa sub-continent, which is the highest resolution mangrove extent data product so far, based on the Google Earth Engine satellite big data processing, a machine learning ensemble from the commonly used machine learning methods, namely RF, GBM, and NN, and fusion of Sentinel-2 optical data and Sentinel-1 radar data. It has achieved the highest mangrove mapping overall accuracy relative to existing large-scale mangrove extent data product (GMW 2010). The combination of 10–20 m Sentinel-2 and Sentinel-1 satellite data lead to greater details than currently available 30 m resolution mangrove extent data products.

Through combining the capability of efficient satellite big data processing on Google Earth Engine or other similar cloud platforms and the performance benefits of this machine learning ensemble, high-accuracy mangrove extent mapping at 20 m or higher resolutions may be achieved on continental to global scales periodically therefore mangrove forest change can be more frequently monitored and assessed. This will be critical for improving terrestrial carbon accounting and implementing UN SDGs regarding climate actions, sustainable cities and communities, and clean water in tropical regions.
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