Irreducibility and monicity for representations of $k$-graph $C^*$-algebras
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Abstract. The representations of a $k$-graph $C^*$-algebra $C^*(\Lambda)$ which arise from $\Lambda$-semibranched function systems are closely linked to the dynamics of the $k$-graph $\Lambda$. In this paper, we undertake a systematic analysis of the question of irreducibility for these representations. We provide a variety of necessary and sufficient conditions for irreducibility, as well as a number of examples indicating the optimality of our results. In addition, we study the relationship between monic representations and the periodicity of $\Lambda$; our analysis yields results which are new even in the case of directed graphs. Finally, we explore the relationship between irreducible $\Lambda$-semibranched representations and purely atomic representations of $C^*(\Lambda)$. Throughout the paper, we work in the setting of row-finite source-free $k$-graphs; this paper constitutes the first analysis of $\Lambda$-semibranched representations at this level of generality.
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1. Introduction

Understanding the irreducible representations of a $C^*$-algebra enables an analysis of its spectrum and primitive ideal space, as well as its representation theory. In addition, longstanding open questions such as Naimark’s problem [41] use irreducible representations to (conjecturally) determine how similar two $C^*$-algebras are. However, for non-type I $C^*$-algebras $A$, it is well known [25, 26] that the natural Borel structure on the space $\hat{A}$ of irreducible representations of $A$ is not countably separated. As many higher-rank graph $C^*$-algebras
are not type I, this lack of a “reasonable” parametrization of their irreducible representations obligates us to restrict our attention to specific subfamilies of representations when exploring the question of irreducibility. In this paper, we study the irreducibility of the representations of higher-rank graph $C^*$-algebras $C^*(\Lambda)$ which arise from $\Lambda$-semibranching function systems.

For graph $C^*$-algebras and related constructions, the representations arising from branching systems $[39, 28, 29, 27, 21]$ provide a key insight into the structure of the $C^*$-algebra. Intuitively, a branching system is a family of subsets of a measure space $(X, \mu)$ which reflects the structure of the graph $C^*$-algebra $C^*(\Lambda)$, so that one obtains a natural representation of $C^*(\Lambda)$ on $L^2(X, \mu)$. Indeed, this representation encodes the natural dynamics of the prefixing and coding maps on the space $\Lambda^\infty$ of infinite paths in the graph $\Lambda$: the fact that $C_0(\Lambda^\infty)$ is a subalgebra of $C^*(\Lambda)$ implies that the structure of $C_0(\Lambda^\infty)$, and in particular the dynamics of changing an infinite path $x_1x_2x_3 \ldots$ to $x_0x_1x_2x_3 \ldots$ or to $x_2x_3 \ldots$, must also be reflected in the branching system on $(X, \mu)$. Consequently, the study of representations arising from branching systems also enhances our understanding of the symbolic dynamics associated to a graph or higher-rank-graph.

In some settings, in fact, every representation arises from a branching system: the third author together with D. Royer identify in $[28, 29]$ a class of graphs for which every representation of the graph $C^*$-algebra is unitarily equivalent to a representation arising from a branching system. For higher-rank graphs $\Lambda$, branching systems were introduced as $\Lambda$-semibranching function systems by the first and second authors together with S. Kang and J. Packer in $[21]$, where the associated representations were used to construct wavelets and to analyze the KMS states of the higher-rank graph $C^*$-algebra $C^*(\Lambda)$. Subsequent work by Farsi, Gillaspy, Kang, and Packer together with P. Jorgensen $[17]$ showed that a large class of representations of $C^*(\Lambda)$ – the so-called monic representations – all arise from $\Lambda$-semibranching function systems, and these authors provide in $[18]$ a more detailed analysis of the structure of $\Lambda$-semibranching function systems in the case when the associated measure space is atomic. The question of when a $\Lambda$-semibranching representation is faithful has been explored in $[21, 27, 19]$. However, even in the previously mentioned studies, there has not been a specific emphasis on irreducible representations, which instead constitute the focus of this research. Although the primitive ideal space of higher-rank graph $C^*$-algebras is well understood $[7, 36]$, the broad applicability of $\Lambda$-semibranching function systems has inspired us to explore the question of when the associated representations of $C^*(\Lambda)$ are irreducible.

Higher-rank graphs (or $k$-graphs) are a $k$-dimensional generalization of directed graphs ($1$-graphs). Introduced by Kumjian and Pask in $[37]$, $k$-graphs provide a framework for combinatorial constructions of $C^*$-algebras and shift spaces, beyond the setting of graph and Cuntz–Krieger $C^*$-algebras, and graph
and Markov shift spaces. In fact, in the decades since their introduction, \(k\)-graph \(C^*\)-algebras have led to advances in symbolic dynamics [47, 8] and non-commutative geometry [33], as well as insights into the dimension theory of \(C^*\)-algebras [45]. Higher-rank graph \(C^*\)-algebras share many of the important properties of Cuntz and Cuntz–Krieger \(C^*\)-algebras (of which they are generalizations [10, 11, 15, 38]), including Cuntz–Krieger uniqueness theorems and realizations as groupoid \(C^*\)-algebras.

As we mentioned above the main objective of this paper is to provide a variety of necessary and sufficient conditions for a \(\Lambda\)-semibranching function system to give rise to an irreducible representation of \(C^*(\Lambda)\). In our work we will establish a strong link between the representation theory of \(k\)-graph \(C^*\)-algebras and the symbolic dynamics associated to a \(k\)-graph, by detecting irreducibility of a representation arising from \(\Lambda\)-semibranching functions systems in terms of conditions on the coding maps. We focus on the setting of row-finite source-free \(k\)-graphs, whose \(\Lambda\)-semibranching function systems have not yet been analyzed in the literature. There are nontrivial structural differences between the finite \(k\)-graph case and the row-finite one: for example, the infinite path space in the row-finite case is typically non-compact. To obtain our main results, we consequently need to extend a number of results which had previously been established in the literature only for finite \(k\)-graphs.

We now describe the content of this paper. In addition to reviewing the relevant background material (including definitions of higher-rank graphs and their \(\Lambda\)-semibranching function systems) in Section 2, we also establish two new results in that section. Namely, Proposition 2.16 shows that, given an invariant subset \(E \subseteq X\) and a \(\Lambda\)-semibranching representation on \((X, \mu)\), we also obtain a \(\Lambda\)-semibranching representation on \(L^2(E, \mu)\) under mild hypotheses. Theorem 2.20 describes a method for constructing measures on the infinite path space of \(\Lambda^\infty\), ensuring that we have a supply of examples of \(\Lambda\)-semibranching function systems. Then, Section 3 establishes that for row-finite higher-rank graphs, the characterization of those \(\Lambda\)-semibranching representations which are unitarily equivalent to representations on the infinite path space \(\Lambda^\infty\) is analogous to the known characterization for finite higher-rank graphs. In more detail, Theorem 3.6 and Theorem 3.8 give respectively a representation-theoretic and a measure-theoretic characterization of when a \(\Lambda\)-semibranching representation is equivalent to one arising from \(\Lambda^\infty\). Even when restricted to the setting of finite higher-rank graphs, Theorem 3.8 is stronger than the existing results in the literature. We also explore the relationship between monic representations and the periodicity of \(\Lambda\) in Section 3, and obtain in Corollary 3.12 a new necessary condition for the monicity of branching representations for directed graphs containing cycles without entrance.

Section 4 is the main contribution of this paper where we establish connections between irreducibility of a representation arising from \(\Lambda\)-semibranching function system and the dynamics associated to a \(k\)-graph. Here we provide
a variety of necessary (Propositions 4.6 and 4.13, and Theorem 4.8) and sufficient (Theorems 4.15 and 4.20, and Proposition 4.26) conditions for a \( \Lambda \)-semibranching function system to give rise to an irreducible representation of \( C^* (\Lambda) \). Many of these necessary and sufficient conditions deal with the ergodicity of the dynamics of the \( \Lambda \)-semibranching function system. We also wish to highlight Theorem 4.8, which shows that only cofinal \( k \)-graphs admit irreducible \( \Lambda \)-semibranching representations. Although we provide examples which indicate that our necessary conditions are not in general sufficient, when the measure space \( X \) of the \( \Lambda \)-semibranching function system is \( \Lambda^{\infty} \), the situation is different: Proposition 4.6 and Theorem 4.15 combine to imply that a \( \Lambda \)-semibranching representation on \( (\Lambda^{\infty}, \mu) \) is irreducible precisely when the coding maps are jointly ergodic with respect to \( \mu \). Motivated in part by Theorem 4.8, we also provide sufficient conditions in Theorems 4.15 and 4.20 for irreducibility of a \( \Lambda \)-semibranching representation arising from a proper subset \( X \) of \( \Lambda^{\infty} \). In particular, Example 4.22 shows that, using Theorem 4.20, one can use a \( \Lambda \)-semibranching function system to obtain an irreducible representation of \( C^* (\Lambda) \) even if \( \Lambda \) is not necessarily cofinal.

We conclude this paper in Section 5 by studying the irreducibility of atomic \( \Lambda \)-semibranching representations. Indeed, Theorem 5.3 shows that any irreducible \( \Lambda \)-semibranching representation on an atomic measure space is purely atomic in the sense of [18], and Theorem 5.5 shows in particular that irreducible representations on atomic measure spaces are monic. Finally, in Section 5.1, we present an application of \( \Lambda \)-semibranching representations in the context of the Naimark problem for graph algebras.
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2. Preliminary material

In this section we recall the definition of higher-rank graphs and their \( C^* \)-algebras from [37], together with results on \( \Lambda \)-semibranching function systems and their associated representations that extend those for finite higher-rank graphs in [21] and [17].

2.1. Definition of higher-rank graphs. Let \( \mathbb{N} = \{0, 1, 2, \ldots\} \) be the monoid of natural numbers under addition, and let \( k \in \mathbb{N} \) with \( k \geq 1 \). We write \( e_1, \ldots, e_k \) for the standard basis vectors of \( \mathbb{N}^k \), where \( e_i \) is the vector of \( \mathbb{N}^k \) with 1 in the \( i \)-th position and 0 everywhere else.
**Definition 2.1.** [37, Definition 1.1] A higher-rank graph or k-graph is a countable small category \( \Lambda \) with a degree functor \( d : \Lambda \rightarrow \mathbb{N}^k \) satisfying the factorization property: for any morphism \( \lambda \in \Lambda \) and any \( m, n \in \mathbb{N}^k \) such that \( d(\lambda) = m + n \in \mathbb{N}^k \), there exist unique morphisms \( \mu, \nu \in \Lambda \) such that \( \lambda = \mu \nu \) and \( d(\mu) = m, d(\nu) = n \).

When discussing \( k \)-graphs, we use the arrows-only picture of category theory; thus, objects in \( \Lambda \) are identified with identity morphisms, and the notation \( \lambda \in \Lambda \) means \( \lambda \) is a morphism in \( \Lambda \).

**Example 2.2.**

1. The higher-rank graphs with \( k = 1 \) (the 1-graphs) correspond to the categories whose objects are the vertices of a directed graph \( E \), and whose morphisms are the finite paths in \( E \). In this case, \( d(\lambda) \in \mathbb{N} \) is the number of edges in \( \lambda \).

2. The \( k \)-graph \( \Omega_k \) has \( \text{Obj}(\Omega_k) = \mathbb{N}^k \) and \( \text{Mor}(\Omega_k) = \{(m, n) \in \mathbb{N}^k \times \mathbb{N}^k : m \leq n \} \). We have \( d(m, n) = n - m \).

We often regard \( k \)-graphs as a \( k \)-dimensional generalization of directed graphs, so we call morphisms \( \lambda \in \Lambda \) paths in \( \Lambda \), and the objects (identity morphisms) are often called vertices. For \( n \in \mathbb{N}^k \), we write

\[
\Lambda^n := \{ \lambda \in \Lambda : d(\lambda) = n \}.
\]

With this notation, note that \( \Lambda^0 \) is the set of objects (vertices) of \( \Lambda \), and we will call elements of \( \Lambda^i \) (for any \( i \) edges). We write \( r, s : \Lambda \rightarrow \Lambda^0 \) for the range and source maps in \( \Lambda \) respectively. For vertices \( v, w \in \Lambda^0 \), we define

\[
v \Lambda w := \{ \lambda \in \Lambda : r(\lambda) = v, s(\lambda) = w \}
\]

and

\[
v \Lambda^n := \{ \lambda \in \Lambda : r(\lambda) = v, d(\lambda) = n \}.
\]

Our focus in this paper is on row-finite \( k \)-graphs with no sources. We say that \( \Lambda \) has no sources or is source-free if \( v \Lambda^n \neq \emptyset \) for all \( v \in \Lambda^0 \) and \( n \in \mathbb{N}^k \). It is well known that this is equivalent to the condition that \( v \Lambda^k \neq \emptyset \) for all \( v \in \Lambda \) and all basis vectors \( e_i \) of \( \mathbb{N}^k \). A \( k \)-graph \( \Lambda \) is row-finite if

\[
\#(v \Lambda^n) < \infty, \forall v \in \Lambda^0, \forall n \in \mathbb{N}^k.
\]

**Definition 2.3.** The adjacency matrices \( \{ A_i \}_{i=1}^k \) of a \( k \)-graph \( \Lambda \) are \( \Lambda^0 \times \Lambda^0 \) (infinite) matrices with entries \( A_i(v, w) = |v \Lambda^i w| \).

For \( m, n \in \mathbb{N}^k \), we write \( m \vee n \) for the coordinatewise maximum of \( m \) and \( n \). Given \( \lambda, \eta \in \Lambda \), we write

\[
\Lambda^\min(\lambda, \eta) := \{ (\alpha, \beta) \in \Lambda \times \Lambda : \lambda \alpha = \eta \beta, d(\lambda \alpha) = d(\lambda) \vee d(\eta) \}.
\]

If \( k = 1 \), then \( \Lambda^\min(\lambda, \eta) \) will have at most one element; this need not be true if \( k > 1 \).

\(^1\text{Recall that a small category is one in which the collection of arrows is a set.}\)
Related to the definition of $\Lambda_{\text{min}}(\lambda, \nu)$ is

$$\text{MCE}(\lambda, \nu) = \{\xi \in \Lambda : \exists (\alpha, \beta) \in \Lambda_{\text{min}}(\lambda, \nu) \text{ such that } \xi = \lambda \alpha = \nu \beta\}.$$  

Observe that if $r(\lambda) \neq r(\nu)$ then $\text{MCE}(\lambda, \nu) = \emptyset = \Lambda_{\text{min}}(\lambda, \nu)$; if $r(\lambda) = r(\nu)$ then $r(\xi) = r(\lambda)$ for all $\xi \in \text{MCE}(\lambda, \nu)$.

**Definition 2.4** ([37] Definitions 2.1). Let $\Lambda$ be a $k$-graph. An infinite path in $\Lambda$ is a $k$-graph morphism (degree-preserving functor) $x : \Omega_k \to \Lambda$, and we write $\Lambda^\infty$ for the set of infinite paths in $\Lambda$. Since $\Omega_k$ has a terminal object (namely $0 \in \mathbb{N}^k$) but no initial object, we think of our infinite paths as having a range $r(x) := x(0)$ but no source. For each $m \in \mathbb{N}^k$, we have a shift map $\sigma^m : \Lambda^\infty \to \Lambda^\infty$ given by

$$\sigma^m(x)(p, q) = x(p + m, q + m)$$

for $x \in \Lambda^\infty$ and $(p, q) \in \Omega_k$.

It is well-known that the collection of cylinder sets

$$Z(\lambda) = \{x \in \Lambda^\infty : x(0, d(\lambda)) = \lambda\},$$

for $\lambda \in \Lambda$, form a compact open basis for a locally compact Hausdorff topology on $\Lambda^\infty$ if $\Lambda$ is row-finite: see Section 2 of [37]. The cylinder sets also generate the standard Borel structure $\mathcal{B}_d(\Lambda^\infty)$ on $\Lambda^\infty$. In particular, if we enumerate the vertices, say $\{v_i\}_{i \in \mathbb{N}}$ of $\Lambda$, recall that the $\sigma$-algebra $\mathcal{A}$ of the disjoint union $\Lambda^\infty = \bigsqcup_{n \in \mathbb{N}} v_n \Lambda^\infty$ is defined to be

$$\mathcal{A} = \{A \subseteq \Lambda^\infty \text{ such that } A \cap v_j \Lambda^\infty \text{ Borel, } \forall j \in \mathbb{N}\}.$$  

We also have a partially defined “prefixing map” $\sigma_\lambda : Z(s(\lambda)) \to Z(\lambda)$ for each $\lambda \in \Lambda$:

$$\sigma_\lambda(x) = \lambda x = \begin{cases} \lambda(p, q), & q \leq d(\lambda) \\ x(p - d(\lambda), q - d(\lambda)), & p \geq d(\lambda) \\ \lambda(p, d(\lambda))x(0, q - d(\lambda)), & p < d(\lambda) < q \end{cases}.$$  

**Definition 2.5.** The orbit of an infinite path $x$ is

$$\text{Orbit}(x) = \{y \in \Lambda^\infty : \exists m, n \in \mathbb{N}^k \text{ s.t. } \sigma^n(x) = \sigma^m(y)\} = \{\lambda \sigma^n(x) : n \in \mathbb{N}^k, \lambda \in \Lambda\}.$$  

We say that a $k$-graph $\Lambda$ is cofinal if, and only if, for all $x \in \Lambda^\infty$ and $v \in \Lambda^0$, there exists $y \in \text{Orbit}(x)$ with $r(y) = v$.

Now we introduce the $C^*$-algebra associated to a row-finite, source-free $k$-graph $\Lambda$.

**Definition 2.6.** ([37, Definition 1.5]) Let $\Lambda$ be a row-finite $k$-graph with no sources. A Cuntz–Krieger $\Lambda$-family is a collection $\{t_\lambda : \lambda \in \Lambda\}$ of partial isometries in a $C^*$-algebra satisfying

1. \text{(CK1) } \{v_\nu : \nu \in \Lambda^0\} \text{ is a family of mutually orthogonal projections,}
2. \text{(CK2) } t_\lambda t_\eta = t_{\lambda \eta} \text{ if } s(\lambda) = r(\eta),
(CK3) $t^*_\lambda t_\lambda = t_{s(\lambda)}$ for all $\lambda \in \Lambda$,  
(CK4) for all $\nu \in \Lambda$ and $n \in \mathbb{N}$, we have $t_{\nu} = \sum_{\lambda \in \nu \Lambda} t^*_\lambda t_\lambda$.

The Cuntz–Krieger $C^*$-algebra $C^*(\Lambda)$ associated to $\Lambda$ is the universal $C^*$-algebra generated by a Cuntz–Krieger $\Lambda$-family, in the sense that for any Cuntz–Krieger $\Lambda$-family $\{t_{\lambda} : \lambda \in \Lambda\}$, there is an onto *-homomorphism $C^*(\Lambda) \to C^*((t_{\lambda} : \lambda \in \Lambda))$. We will usually write $s_\lambda$ for the generator of $C^*(\Lambda)$ corresponding to $\lambda \in \Lambda$.

Since the sum of two projections is a projection iff the summands are mutually orthogonal, (CK4) implies that $t_\lambda t^*_\lambda \perp t_{\eta} t^*_\eta$ if $\lambda \neq \eta$. Also, conditions (CK2) - (CK4) implies that for all $\lambda, \eta \in \Lambda$, we have

$$t^*_\lambda t_\eta = \sum_{(\alpha, \beta) \in \Lambda^\min(\lambda, \eta)} t^*_\alpha t^*_\beta.  \tag{6}$$

It follows that $C^*(\Lambda) = \overline{\operatorname{span}}\{s_\alpha s^*_\beta : \alpha, \beta \in \Lambda, s(\alpha) = s(\beta)\}$.

### 2.2. $\Lambda$-semibranching function systems, $\Lambda$-projective systems, and representations.

In [21], separable representations of $C^*(\Lambda)$ (when $\Lambda$ is finite) were constructed using $\Lambda$-semibranching function systems on measure spaces. Intuitively, a $\Lambda$-semibranching function system is a way of encoding the Cuntz-Krieger relations at the measure-space level: the prefixing map $t_\lambda$ corresponds to the partial isometry $s_\lambda \in C^*(\Lambda)$. The construction of a $\Lambda$-semibranching function system from [21, Section 3.1] extends verbatim to the row-finite case; we provide the details below.

**Definition 2.7.** [39, Definition 2.1] Let $(X, \mu)$ be a measure space, and let $I$ be a finite or countable set of indices. Suppose that, for each $i \in I$, we have a measurable subset $D_i \subseteq X$, with $0 < \mu(D_i) < \infty$ for all $i$, and a measurable map $\sigma_i : D_i \to X$. The family $\{\sigma_i\}_{i \in I}$ is a semibranching function system if the following hold.

1. Writing $R_i = \sigma_i(D_i)$, we have
   $$\mu(X \setminus \bigcup_i R_i) = 0,$$
   $$\mu(R_i \cap R_j) = 0 \text{ for } i \neq j,$$
   and $\mu(R_i) < \infty$ for all $i$.

2. The Radon–Nikodym derivative $\Phi_i := \frac{d(\mu \circ \sigma_i)}{d\mu}$ is strictly positive $\mu$-a.e. on $D_i$.

A measurable map $\sigma : X \to X$ is called a coding map for the family $\{\sigma_i\}_{i \in I}$ if $\sigma \circ \sigma_i = \operatorname{id}_{D_i}$ for all $i$.

Since $\mu(R_i) = \mu \circ \sigma_i(D_i) = \int_{D_i} \frac{d(\mu \circ \sigma_i)}{d\mu} d\mu$, and $\mu(D_i) > 0$, the hypothesis that the Radon–Nikodym derivative is strictly positive implies that $0 < \mu(R_i)$ always.

**Definition 2.8.** [21, Definition 3.2] Let $\Lambda$ be a row-finite source-free $k$-graph and let $(X, \mu)$ be a measure space. A $\Lambda$-semibranching function system on $(X, \mu)$
is a collection \( \{D_\lambda\}_{\lambda \in \Lambda} \) of measurable subsets of \( X \), together with a family of
prefixing maps \( \{\tau_\lambda : D_\lambda \to X\}_{\lambda \in \Lambda} \), and a family of coding maps \( \{\tau^m : X \to X\}_{m \in \mathbb{N}^k} \), such that the following conditions hold:

(a) For each \( m \in \mathbb{N}^k \), the family \( \{\tau_\lambda : d(\lambda) = m\} \) is a semibranching function system, with coding map \( \tau^m \).
(b) If \( \nu \in \Lambda^0 \), then \( \tau_\nu = \text{id} \).
(c) Let \( R_\lambda = \tau_\lambda(D_\lambda) \). For each \( \lambda \in \Lambda, \nu \in s(\lambda)\Lambda \), we have \( R_\nu \subseteq D_\lambda \) (up to a set of measure 0), and
\[
\tau_\lambda \tau_\nu = \tau_{\lambda \nu} \ 	ext{a.e.}
\]
(Note that this implies that up to a set of measure 0, \( D_{\lambda \nu} = D_\nu \) whenever \( s(\lambda) = r(\nu) \)).
(d) The coding maps satisfy \( \tau^m \circ \tau^n = \tau^{m+n} \) for any \( m, n \in \mathbb{N}^k \). (Note that this implies that the coding maps pairwise commute.)

As established in [21] in the case of finite k-graphs, any \( \Lambda \)-semibranching function system gives rise to a representation of \( C^*(\Lambda) \) via ‘prefixing’ and ‘chopping off’ operators that satisfy the Cuntz–Krieger relations. For the convenience of the reader, we recall the formula for these \( \Lambda \)-semibranching representations of \( C^*(\Lambda) \). The following theorem is an extension of [21, Theorem 3.5] to the row-finite case (cf. also [27, Theorem 3.5]); the proof for finite k-graphs given in [21] extends verbatim to the row-finite setting.

**Theorem 2.9.** [21, Theorem 3.5], [27, Theorem 3.5] Let \( \Lambda \) be a row-finite k-graph with no sources and suppose that we have a \( \Lambda \)-semibranching function system on a measure space \((X, \mu)\) with prefixing maps \( \{\tau_\lambda : \lambda \in \Lambda\} \) and coding maps \( \{\tau^m : m \in \mathbb{N}^k\} \). For each \( \lambda \in \Lambda \), define an operator \( S_\lambda \) on \( L^2(X, \mu) \) by
\[
S_\lambda \xi(x) = \chi_{R_\lambda}(x)(\Phi_\lambda(\tau^{d(\lambda)}(x)))^{1/2} \xi(\tau^{d(\lambda)}(x)).
\]
Then the operators \( \{S_\lambda : \lambda \in \Lambda\} \) form a Cuntz–Krieger \( \Lambda \)-family and hence generate a representation \( \pi \) of \( C^*(\Lambda) \) on \( L^2(X, \mu) \).

We now recall the definition of a \( \Lambda \)-projective system from [17]. Roughly speaking, a \( \Lambda \)-projective system on \((X, \mu)\) consists of a \( \Lambda \)-semibranching function system plus some extra information (encoded in the functions \( f_\lambda \) below).

**Definition 2.10.** Let \( \Lambda \) be a row-finite k-graph with no sources. A \( \Lambda \)-projective system on a measure space \((X, \mu)\) is a \( \Lambda \)-semibranching function system on \((X, \mu)\), with prefixing maps \( \{\tau_\lambda : D_\lambda \to R_\lambda\}_{\lambda \in \Lambda} \) and coding maps \( \{\tau^n : n \in \mathbb{N}^k\} \) together with a family of functions \( \{f_\lambda\}_{\lambda \in \Lambda} \subseteq L^2(X, \mu) \) satisfying the following conditions:

(a) For any \( \lambda \in \Lambda \), we have \( 0 \neq \frac{d(\mu \circ (\tau_\lambda)^{-1})}{d\mu} = |f_\lambda|^2 \);
(b) For any \( \lambda, \nu \in \Lambda \), we have \( f_\lambda \cdot (f_\nu \circ \tau^{d(\lambda)}) = f_{\lambda \nu} \).

Recall from [17, Remark 3.3] that the functions \( f_\lambda \) vanish outside \( R_\lambda \), because the same is true for the Radon–Nikodym derivative \( \frac{d(\mu \circ (\tau_\lambda)^{-1})}{d\mu} \).
Condition (b) of Definition 2.10 is necessary in order to associate a Cuntz–Krieger \( \Lambda \)-family to a \( \Lambda \)-projective system. To be precise, we have the following Proposition, which was established for finite \( k \)-graphs in [17, Proposition 3.4].

**Proposition 2.11.** Let \( \Lambda \) be a row-finite, source-free \( k \)-graph. Suppose that a measure space \( (X, \mu) \) admits a \( \Lambda \)-semibranching function system with prefixing maps \( \{ \tau_{\lambda} : \lambda \in \Lambda \} \) and coding maps \( \{ \tau^n : n \in \mathbb{N}^k \} \). Suppose that \( \{ f_{\lambda} \}_{\lambda \in \Lambda} \) is a collection of functions satisfying Condition (a) of Definition 2.10. Then the maps \( \{ f_{\lambda} \} \), \( \{ \tau^n \} \) and \( \{ f_{\lambda} \lambda \} \) form a \( \Lambda \)-projective system on \( \mathbb{B} \) if and only if the operators \( T_{\lambda} \in B(L^2(X, \mu)) \) given by

\[
T_{\lambda}(f) = f_{\lambda} \cdot (f \circ \tau^{d(\lambda)})
\]  

(7)

form a Cuntz–Krieger \( \Lambda \)-family with each \( T_{\lambda} \) nonzero (and hence give a representation of \( C^*(\Lambda) \)).

**Proof.** The proof given in [17, Proposition 3.4] for finite higher-rank graphs holds verbatim for row-finite \( k \)-graphs. \hfill \Box

We call the representation given in Equation (7) a \( \Lambda \)-projective representation.

**Example 2.12.** For any \( \Lambda \)-semibranching function system on \( (X, \mu) \), there is a natural choice of an associated \( \Lambda \)-projective system; namely, for \( \lambda \in \Lambda^n \) we define

\[
f_{\lambda}(x) := \Phi_{\lambda}(\tau^{n}(x))^{-1/2} \chi_{R_{\lambda}}(x).
\]  

(8)

Condition (a) is satisfied because of the hypothesis that the Radon–Nikodym derivatives be strictly positive \( \mu \) a.e. on their domain of definition. Since the operators \( S_{\lambda} \in B(L^2(X, \mu)) \) of Theorem 2.9 are given by

\[
S_{\lambda}(f) = f_{\lambda} \cdot (f \circ \tau^n),
\]

and Theorem 2.9 establishes that \( \{ S_{\lambda} \}_{\lambda \in \Lambda} \) is a Cuntz–Krieger \( \Lambda \)-family, Proposition 2.11 shows that Equation (8) indeed describes a \( \Lambda \)-projective system.

**Remark 2.13.** If \( \{ T_{\lambda} \}_{\lambda \in \Lambda} \) is a \( \Lambda \)-projective representation, then one computes that

\[
T^*_{\lambda} f = \frac{\chi_{D_{\lambda}} \cdot (f \circ \tau_{\lambda})}{f_{\lambda} \circ \tau_{\lambda}}.
\]

(9)

It now follows, using the fact that \( \tau_{\lambda} \circ \tau^{d(\lambda)} |_{R_{\lambda}} = \text{id} \), that

\[
T_{\lambda} T^*_{\lambda} = M_{\chi_{R_{\lambda}}}.
\]

Moreover, Example 2.12 tells us that Equation (9) also holds for any \( \Lambda \)-semibranching representation.

The following lemma will be used in Proposition 2.16 below, as well as later in Lemma 4.18.

**Lemma 2.14.** Let \( \{ \tau^n, \tau_{\lambda} \}_{\lambda, n} \) be a \( \Lambda \)-semibranching function system on \( (X, \mu) \). If \( \mu(B) = 0 \) then \( \mu(\tau^n(B)) = 0 \) for any \( n \in \mathbb{N}^k \).
Proof. Observe that $\tau^n(B) =_{a.e.} \bigcup_{d(\lambda) = n} (\tau_\lambda)^{-1}(B)$. Moreover, if $\mu(B) = 0$,
\[
\int_{(\tau_\lambda)^{-1}(B)} \frac{d(\mu \circ \tau_\lambda)}{d\mu} \, d\mu = (\mu \circ \tau_\lambda)((\tau_\lambda)^{-1}(B)) = \mu(B) = 0.
\]
However, the definition of a $\Lambda$-semibranching function system requires
\[
\Phi_\lambda = \frac{d(\mu \circ \tau_\lambda)}{d\mu} > 0
\]
a.e. on $D_{s(\lambda)}$. In other words, $\mu((\tau_\lambda)^{-1}(B)) = 0$ for all $\lambda \in \Lambda^n$, so $\mu(\tau^n(B)) = 0$. \square

Proposition 2.16 below shows that restricting a $\Lambda$-projective system to a subspace $(A, \mu)$ of $(X, \mu)$ will still give a $\lambda$-projective system, as long as the subspace is invariant.

Definition 2.15. Let $(X, \mu)$ be a measure space, and $T : X \to X$ a function. We say that $B \subseteq X$ is invariant with respect to $T$ if $\mu(T^{-1}(B) \Delta B) = 0$.

Given a measurable subset $A \subseteq \Sigma$ of a measure space $(X, \Sigma, \mu)$, we write $\mu_A := \mu(\cdot \cap A)$ for the measure given by restriction to $A$. We take the $\sigma$-algebra of $\mu_A$-measurable sets to be $\{B \cap A : B \in \Sigma\}$.

Proposition 2.16. Suppose there is a $\Lambda$-semibranching function system $\{\tau_\lambda, \tau^n\}$ on $(X, \mu)$. If $A \subseteq X$ is invariant with respect to $\tau^n$ for all $n$, and $\mu(A \cap D_v)$ is nonzero for all $v$, then the restriction of a $\Lambda$-projective system on $(X, \mu)$ to $(X, \mu_A)$ is again a $\Lambda$-projective system.

Proof. We first check that if $\{\tau_\lambda\}_{\lambda \in \Lambda}$ is a $\Lambda$-semibranching function system on $(X, \mu)$, then $\{\tau_\lambda\}_{\lambda \in \Lambda}$ also gives a $\Lambda$-semibranching function system on $(X, \mu_A)$. By hypothesis we have $\mu_A(D_v) > 0$ for all $v \in \Lambda^0$, and for any $n \in \mathbb{N}^k$,
\[
\mu_A \left( X \setminus \bigcup_{d(\lambda) = n} R_\lambda \right) = \mu \left( A \cap \left( X \setminus \bigcup_{d(\lambda) = n} R_\lambda \right) \right) \leq \mu \left( X \setminus \bigcup_{d(\lambda) = n} R_\lambda \right) = 0.
\]
We now argue that, for any $\lambda \in \Lambda$, the set
\[
Y_\lambda := \left\{ y \in D_{s(\lambda)} : \frac{d(\mu_A \circ \tau_\lambda)}{d\mu_A}(y) = 0 \right\}
\]
has $\mu_A$-measure zero. As $A$ is invariant, i.e., $\mu((\tau^{d(\lambda)})^{-1}(A) \Delta A) = 0$, the sets
\[
\{ x \in A : \tau^{d(\lambda)}(x) \notin A \} =_{a.e.} \{ x \in A : \text{ for all } z \in A, \, d(\eta) = d(\lambda), \, x \neq \tau_\eta(z) \}
\]
and
\[
\{ x \notin A : \tau^{d(\lambda)}(x) \in A \} =_{a.e.} \{ x \notin A : x = \tau_\eta(z) \text{ for some } z \in A, \, d(\eta) = d(\lambda) \}
\]
have measure zero.
Thus, their intersection with any measurable subset $\tau_\lambda(D)$ of $R_\lambda$ also has measure zero, so the fact that $\tau_\lambda$ is injective a.e.\footnote{because $\tau_{d^{(d)}}|_D = id|_D$} implies that (writing $x = \tau_\lambda(z)$ for $z \in D$)

$$0 = \mu(\{\tau_\lambda(z) \in A : z \in D \setminus A\}) = \mu(\{\tau_\lambda(z) \notin A : z \in A \cap D\}).$$

In other words, if $D \subseteq D_{\lambda} \cap A$, then

$$\mu(\tau_\lambda(D \cap A)) = \mu(\tau_\lambda(D)) = \mu(\tau_\lambda(D \cap A)).$$

We conclude that for any measurable set $D \subseteq D_{\lambda} \cap A$,

$$0 < \int_D \frac{d(\mu \circ \tau_\lambda)}{d\mu} \, d\mu = \mu(\tau_\lambda(D)) = \mu(\tau_\lambda(D) \cap A) = \mu(\tau_\lambda(D)).$$

As $\mu|_A = \mu_A$, the uniqueness of the Radon-Nikodym derivatives implies that

$$\frac{d(\mu \circ \tau_\lambda)}{d\mu} = \frac{d(\mu_A \circ \tau_\lambda)}{d\mu_A} \quad \text{a.e. on} \quad D_{\lambda} \cap A. \quad (10)$$

Recall from Condition (2) of Definition 2.7 that

$$X_\lambda := \left\{ x : \frac{d(\mu \circ \tau_\lambda)}{d\mu}(x) = 0 \right\}$$

has $\mu$-measure $0$. In other words, $Y_\lambda = X_\lambda \cap A$ up to sets of measure zero. Since $\mu(X_\lambda) = 0$ it follows that $\mu_A(Y_\lambda) = 0$ as claimed.

We have thus established that the maps $\{\tau_\lambda\}_{\lambda \in \Lambda}$ on $(X, \mu_A)$ satisfy Condition (a) of Definition 2.8, and Condition (b) holds by construction. The fact that $\mu_A(Y) \leq \mu(Y)$ for all $Y \subseteq X$ gives us Condition (c), and Condition (d) holds on $(X, \mu_A)$ because we have not changed the definition of any of the maps. It follows that $\{\tau_\lambda\}_{\lambda \in \Lambda}$ induces a $\Lambda$-semibranching function system on $(X, \mu_A)$.

To see that a $\Lambda$-projective system on $(X, \mu)$ restricts to one on $(X, \mu_A)$, suppose that we have functions $\{f_\lambda\}_{\lambda \in \Lambda}$ satisfying Definition 2.10 with respect to $\mu$. That is, each $f_\lambda$ is supported on $R_\lambda$ and $|f_\lambda|^2 = \frac{d(\mu \circ \tau_\lambda)^{-1}}{d\mu}, \mu$-a.e. on $R_\lambda$.

Let $D \subseteq R_\lambda$ be $\mu_A$-measurable; then there exists a $\mu$-measurable set $B \subseteq R_\lambda$ such that $D = A \cap B$. As $D \subseteq A$,

$$\int_D \frac{d(\mu \circ \tau_\lambda)^{-1}}{d\mu} \, d\mu = \int_D \frac{d(\mu \circ \tau_\lambda)^{-1}}{d\mu} \, d\mu_A.$$

Since $D = A \cap B \subseteq R_\lambda$ and $A$ is invariant, $\tau_\lambda^{-1}(D) = \{x : \tau_\lambda(x) \in D = B \cap A\}$ satisfies

$$\tau_\lambda^{-1}(D \setminus A) = \{x : \tau_\lambda(x) \in D, x \notin A\} \subseteq \{x : \tau_\lambda(x) \in A, x \notin A\} \subseteq \tau^{-1}(A \Delta (\tau^{-1}(A))$$

$$\subseteq \tau_{d^{(d)}}(\{y \in R_\lambda \cap A : \tau_{d^{(d)}}(y) \notin A\}) \subseteq \tau_{d^{(d)}}(\Delta (\tau_{d^{(d)}})^{-1}(A))$$

$$\subseteq \tau_{d^{(d)}}(\Delta (\tau_{d^{(d)}})^{-1}(A))$$

2because $\tau_{d^{(d)}}|_D = id|_D$.}
has measure zero by Lemma 2.14. Furthermore, as $D \subseteq B$, we conclude that $(\tau_\Lambda^{-1}(D) \setminus (\tau_\Lambda^{-1}(B) = \emptyset$ and hence $\tau_\Lambda^{-1}(D) \subseteq \text{a.e. } A \cap (\tau_\Lambda^{-1}(B))$. Similarly,

\[
(A \setminus \tau_\Lambda^{-1}(A)) \cap \tau_\Lambda^{-1}(B) = \{x \in A : \tau_\Lambda(x) \in B \setminus A\} = \tau^{d(\lambda)}(\{y : y \notin A, \tau^{d(\lambda)}(y) \in A\} \cap B)
\]

has measure 0, and so

\[
A \cap \tau_\Lambda^{-1}(B) \setminus (\tau_\Lambda^{-1}(D) = \tau_\Lambda^{-1}(A) \cap \tau_\Lambda^{-1}(B))
\]

has measure zero. Consequently, $(\tau_\Lambda^{-1}(D) = \text{a.e. } A \cap (\tau_\Lambda^{-1}(B))$. Thus,

\[
\int_D \frac{d(\mu \circ (\tau_\Lambda)^{-1})}{d\mu} d\mu = \mu(A \cap (\tau_\Lambda^{-1}(B)) = \mu_A((\tau_\Lambda^{-1}(B))
\]

\[
\quad = \int_D \frac{d(\mu_A \circ (\tau_\Lambda)^{-1})}{d\mu_A} d\mu_A.
\]

As $D$ was an arbitrary $\mu_A$-measurable set and Radon-Nikodym derivatives are unique, it follows that

\[
\left.\frac{d(\mu \circ (\tau_\Lambda)^{-1})}{d\mu}\right|_A = \frac{d(\mu_A \circ (\tau_\Lambda)^{-1})}{d\mu_A}.
\]

Consequently, if the functions $\{f_\Lambda\}_{\Lambda \in \Lambda}$ give a $\Lambda$-projective system on $(X, \mu)$, so that $|f_\Lambda|^2 = \frac{d(\mu \circ (\tau_\Lambda)^{-1})}{d\mu}$, then their restrictions $f_\Lambda|_A$ satisfy $|f_\Lambda|_A|^2 = \frac{d(\mu_A \circ (\tau_\Lambda)^{-1})}{d\mu_A}$.

The fact that the restrictions $f_\Lambda|_A$ satisfy Condition (b) of Definition 2.10 is immediate from the assumption that Condition (b) holds for the functions $f_\Lambda$. \[\square\]

**2.3. Measures on the infinite path space: the Carathéodory/Kolmogorov extension theorem.** In this section we will present some results that will guarantee the existence of (projection-valued) measures on the infinite path space $\Lambda^\infty$ of a row-finite source-free $k$-graph. Indeed, it will turn out that by using the Carathéodory/Kolmogorov extension theorems and their projection-valued analogues, it will be sufficient to define our measures on cylinder sets.

Recall that a measure $\mu$ on a measure space $(X, \mathcal{B})$ is $\sigma$-finite if there exists a sequence of subsets $S_n \in \mathcal{B}$ with $X = \bigcup_n S_n$ and $\mu(S_n) < \infty$, $\forall n$. Also recall that a family $S$ of subsets of a set $X$ is called a semiring of sets if it contains the empty set, $A \cap B \in S$ for all $A, B \in S$ and, for every pair of sets $A, B \in S$ with $A \subseteq B$, the set $B \setminus A$ is the union of finitely many disjoint sets in $S$. If $X \in S$, then $S$ is called a semialgebra. Semirings and semialgebras canonically generate associated rings and algebras of sets by taking finite unions. In particular a semiring (resp. semialgebra) is a ring (resp. algebra) if and only if is closed under finite unions.
Theorem 2.17 (Carathéodory/Kolmogorov). [2, Theorem 1.3.10] If $\mathcal{F}_0$ is an algebra of subsets of $X$, and $\mu$ is a countably additive function on $\mathcal{F}_0$ such that $X$ is $\sigma$-finite with respect to $(\mathcal{F}_0, \mu)$, then $\mu$ extends uniquely to a measure on the $\sigma$-algebra generated by $\mathcal{F}_0$.

We also note the following projection-valued measure extension of the above result:

Lemma 2.18. [3, Theorem 7] If $\mathcal{F}$ is a bounded projection-valued measure defined on a ring of sets $\mathcal{R}$, there exists one and only one (necessarily bounded) projection-valued measure $\mathcal{E}$ on $\sigma(\mathcal{R})$, the $\sigma$-ring generated by $\mathcal{R}$, such that $\mathcal{E}$ is an extension of $\mathcal{F}$. If $\mathcal{R}$ is an algebra, then $\sigma(\mathcal{R})$ equals the $\sigma$-algebra generated by $\mathcal{R}$.

We will apply the above results to construct (projection-valued) measures on $\Lambda^\infty$. In particular, in our applications we will often take $X = \nu \Lambda^\infty$ for a fixed vertex $\nu \in \Lambda^0$, and the algebra $\delta$ to be the collection of sets formed by taking finite intersections and unions of the cylinder sets $Z(\alpha)$ with $r(\alpha) = \nu$. To check that $\delta$ is an algebra, notice that $X = \nu \Lambda^\infty = Z(\nu)$ is in $\delta$ and use the following lemma, whose proof is a straightforward application of the definitions given above.

Lemma 2.19. Let $\Lambda$ be a row-finite $k$-graph and $\nu$ be a vertex in $\Lambda^0$. If $\alpha, \beta \in \nu \Lambda$ then:

1. $Z(\alpha) \cap Z(\beta) = \bigcup_{(\lambda, \nu) \in \Lambda^{\min}(\alpha, \beta)} Z(\alpha \lambda)$ is a finite disjoint union of cylinder sets;
2. $Z(\alpha) \setminus Z(\beta) = Z(\alpha) \setminus \bigcup_{\xi \in MCE(\alpha, \beta)} Z(\xi) = \bigcup \{Z(\alpha \lambda) : d(\alpha \lambda) = d(\alpha) \vee d(\beta) \text{ but } \alpha \lambda \notin MCE(\alpha, \beta)\}$ is also a finite disjoint union of cylinder sets;
3. $Z(\alpha) \cup Z(\beta)$ is therefore also a finite disjoint union of cylinder sets.

Before discussing projection-valued measures on $\Lambda^\infty$, we pause to reassure the reader that there do indeed exist real-valued measures on the infinite path space of row-finite $k$-graphs. One approach to constructing such measures is to find a vector $\xi \in \mathbb{R}^{\Lambda^0}$ which is an eigenvector for each adjacency matrix $A_i$ of $\Lambda$. Given such an eigenvector, write $\beta_i$ for the eigenvalue of $A_i$ with respect to $\xi$, and for $n = (n_1, \ldots, n_k) \in \mathbb{Z}^k$, write $\beta^n := \beta_1^{n_1} \cdots \beta_k^{n_k}$. Then, if we define

$$\mu(Z(\lambda)) := \beta^{-d(\lambda)} \xi_{s(\lambda)},$$

one can compute that $\mu$ is countably additive on the algebra $\delta$ of finite unions of cylinder sets, and hence, by Theorem 2.17, induces a measure on the $\sigma$-algebra generated by the cylinder sets. This is the content of the next theorem, which arose from discussions with Sooran Kang.

Theorem 2.20. Suppose that $\Lambda$ is a row-finite $k$-graph with no sources. If there exists a vector $\xi \in \mathbb{R}^{\Lambda^0}$ which is an eigenvector for each adjacency matrix $A_i$ of $\Lambda$,

---

3 Ash [2] uses the word “field” instead of “algebra.”
then the formula

\[ \mu(Z(\lambda)) = \beta^{-d(\lambda)} \xi_{s(\lambda)} \]  

(11)
defines a measure on the Borel \(\sigma\)-algebra of \(\Lambda^\infty\).

**Proof.** We will first show that \(\mu\) is well defined and finitely additive on cylinder sets; that is, if \(Z(\lambda) = \bigcup_{i=1}^{p} Z(\eta_i)\) then \(\sum_{i=1}^{p} \beta^{-d(\eta_i)} \xi_{s(\eta_i)} = \beta^{-d(\lambda)} \xi_{s(\lambda)}\).

Suppose \(Z(\lambda) = \bigcup_{i=1}^{p} Z(\eta_i)\). Since \(Z(\lambda) = \bigcup_{i=1}^{p} Z(\eta_i)\), MCE \((\lambda, \eta_i) \neq \emptyset \) for all \(1 \leq i \leq p\). (In fact, for any \(n \geq d(\lambda) \lor d(\eta_i)\) and for any \(\beta^i_j \in s(\eta_i)\Lambda^{n-d(\eta_i)}\), the fact that \(Z(\lambda) = \bigcup_{i=1}^{p} Z(\eta_i)\) implies that \(\eta_i \beta^i_j\) is an extension of \(\lambda\). Consequently, there must exist a corresponding \(\alpha^i_j \in s(\lambda)\Lambda^{n-d(\lambda)}\) so that \(\lambda \alpha^i_j = \eta_i \beta^i_j\). In other words, for any \(n \geq d(\lambda) \lor d(\eta_i)\), there is a bijection between \(\Lambda^{\min}(\lambda, \eta_i)\) and \(s(\eta_i)\Lambda^{n-d(\eta_i)}\).

Since \(\Lambda\) is row-finite, for each \(i\), the set \(\Lambda^{\min}(\lambda, \eta_i)\) is finite; write its elements as \(\{(\alpha^i_j, \beta^i_j)\}_{j \in J}\), where \(J\) is a finite index set. Let

\[ n = \forall_{i,j} d(\lambda \alpha^i_j) = \forall_{i,j} d(\eta_i \beta^i_j). \]

Then we have

\[
Z(\lambda) = \bigcup_{i=1}^{p} \left( \bigcup_{(\alpha^i_j, \beta^i_j) \in \Lambda^{\min}(\lambda, \eta_i)} \bigcup_{\xi_{ij} \in s(\alpha^i_j)\Lambda^{n-d(\alpha^i_j)}} Z(\lambda \alpha^i_j \xi_{ij}) \right).
\]

Observe that, for each \(i, j\), \(d(\alpha^i_j \xi_{ij}) = n-d(\lambda \alpha^i_j) + d(\alpha^i_j) = n-d(\lambda)\). Moreover, for any \(m \in \mathbb{N}^k\), \(Z(\lambda) = \bigcup_{\gamma \in s(\lambda)\Lambda^{m}} Z(\lambda \gamma)\). Taking \(m = n-d(\lambda)\) tells us that

\[
\bigcup_{\gamma \in s(\lambda)\Lambda^{m}} Z(\lambda \gamma) = Z(\lambda) = \bigcup_{i=1}^{p} \left( \bigcup_{(\alpha^i_j, \beta^i_j) \in \Lambda^{\min}(\lambda, \eta_i)} \bigcup_{\xi_{ij} \in s(\alpha^i_j)\Lambda^{n-d(\alpha^i_j)}} Z(\lambda \alpha^i_j \xi_{ij}) \right).
\]

(12)

Since both sides of the above equality are disjoint unions of cylinder sets of the same degree, the list of cylinder sets on the left must be precisely equal to the list of cylinder sets on the right. That is, each cylinder set \(Z(\lambda \gamma)\) must equal \(Z(\lambda \alpha^i_j \xi_{ij})\) for precisely one path \(\alpha^i_j \xi_{ij}\).

From the fact that \(\xi\) is an eigenvector for each adjacency matrix \(A_i\) with eigenvalue \(\beta_i\), we easily compute that for any \(m \in \mathbb{N}^k\),

\[
\mu(Z(\lambda)) = \sum_{\gamma \in s(\lambda)\Lambda^{m}} \mu(Z(\lambda \gamma)).
\]

(13)

It now follows from Equations (13) and (12) that

\[
\mu(Z(\lambda)) = \sum_{i=1}^{p} \sum_{(\alpha^i_j, \beta^i_j) \in \Lambda^{\min}(\lambda, \eta_i)} \sum_{\xi_{ij} \in s(\alpha^i_j)\Lambda^{n-d(\alpha^i_j)}} \mu(Z(\lambda \alpha^i_j \xi_{ij})).
\]

(14)
Since \( \lambda \alpha_i^j = \eta \beta_i^j \), we get

\[
\mu(Z(\lambda)) = \sum_{i=1}^{p} \sum_{(\alpha_i^j, \beta_i^j) \in \Lambda^{\text{min}}(\lambda, \eta_i) \xi_{ij} \in \epsilon(Z(\lambda))} \mu(Z(\eta \beta_i^j \xi_{ij})). \tag{15}
\]

On the other hand, for fixed \( 1 \leq i \leq p \),

\[
Z(\eta_i) = \bigcup_{(\alpha_i^j, \beta_i^j) \in \Lambda^{\text{min}}(\lambda, \eta_i)} \bigcup_{\xi_{ij} \in \epsilon(\lambda, \eta_i)} Z(\eta \beta_i^j \xi_{ij}). \tag{16}
\]

where \( n = \vee_{i,j} d(\lambda \alpha_i^j) = \vee_{i,j} d(\eta \beta_i^j) \). Again, \( d(\beta_i^j \xi_{ij}) = n - d(\eta \beta_i^j) + d(\beta_i^j) = n - d(\eta) \) is the same for all \( \xi_{ij} \). In other words, we can apply Equation (13) to \( \eta_i \) instead of \( \lambda \), using the decomposition of \( Z(\eta_i) \) from Equation (16) and setting \( m = n - d(\eta) \). It follows that

\[
\mu(Z(\eta_i)) = \sum_{(\alpha_i^j, \beta_i^j) \in \Lambda^{\text{min}}(\lambda, \eta_i)} \mu(Z(\eta \beta_i^j \xi_{ij})). \tag{17}
\]

Now combining (14), (15) and (17), we obtain

\[
\sum_{i=1}^{p} \mu(Z(\eta_i)) = \sum_{i=1}^{p} \sum_{(\alpha_i^j, \beta_i^j) \in \Lambda^{\text{min}}(\lambda, \eta_i)} \sum_{\xi_{ij} \in \epsilon(\lambda, \eta_i)} \mu(Z(\eta \beta_i^j \xi_{ij}))
\]

\[
= \sum_{i=1}^{p} \sum_{(\alpha_i^j, \beta_i^j) \in \Lambda^{\text{min}}(\lambda, \eta_i)} \sum_{\xi_{ij} \in \epsilon(\lambda, \eta_i)} \mu(Z(\lambda \alpha_i^j \xi_{ij}))
\]

\[
= \mu(Z(\lambda)).
\]

In other words, \( \mu \) is indeed well-defined and finitely additive on cylinder sets.

We now show that \( \mu \) is countably additive, and hence a measure on the algebra \( S \) of finite disjoint unions of cylinder sets. By construction, if \( S \subseteq S \) and \( S = \bigcup_{i \in \mathbb{N}} Z(\lambda_i) \), we are defining \( \mu(S) = \sum_{i} \mu(Z(\lambda_i)) \). To see that \( \mu \) is a measure, we merely need to check that \( \mu \) is additive on countable disjoint unions. Thus, suppose \( \bigcup_{i \in \mathbb{N}} Z(\lambda_i) = \bigcup_{j \in \mathbb{N}} Z(\eta_j) \). For each fixed \( i \in \mathbb{N} \) we have

\[
Z(\lambda_i) = \bigcup_{j \in \mathbb{N}} Z(\lambda_i) \cap Z(\eta_j), \quad \text{and} \quad Z(\lambda_i) \cap Z(\eta_j) = \bigcup_{\zeta \in \text{MCE}(\lambda_i, \eta_j)} Z(\zeta).
\]

The fact that \( \Lambda \) is row-finite ensures that MCE(\( \lambda_i, \eta_j \)) is finite for all \( i, j \), and also that each cylinder set \( Z(\lambda) \) is compact and open. It follows that, since \( \bigcup_{j \in \mathbb{N}} Z(\eta_j) \) is a cover for \( Z(\lambda_i) \), there are only finitely many indices \( j \) such that \( Z(\lambda_i) \cap Z(\eta_j) \neq \emptyset \).
Therefore, using the finite additivity of $\mu$, we have

$$
\sum_{i \in \mathbb{N}} \mu(Z(\lambda_i)) = \sum_{i \in \mathbb{N}} \sum_{j \in \mathbb{N}} \mu(Z(\lambda_i) \cap Z(\eta_j))
= \sum_{i,j \in \mathbb{N}} \sum_{\xi \in \text{MCE}(\lambda_i, \eta_j)} \mu(\xi)
= \sum_{j \in \mathbb{N}} \mu(Z(\eta_j)),
$$

as desired. Note that we are able to interchange the order of the summation over $i$ and $j$ since, for fixed $i$ (or equivalently for fixed $j$), only finitely many of the intersections $Z(\lambda_i) \cap Z(\eta_j)$ are non-empty.

Now, we use Carathéodory’s Theorem (Theorem 2.17) to extend $\mu$ uniquely to give a measure (also denoted $\mu$) on the Borel $\sigma$-algebra of $\Lambda^\infty$, as desired. □

The above analysis begs the question of when the adjacency matrices of $\Lambda$ admit a common positive eigenvector $\xi$. When $\Lambda$ is finite and strongly connected, [35, Corollary 4.2] guarantees that a unique such eigenvector (of $\ell^1$ norm 1) exists. For row-finite (not necessarily finite) $k$-graphs, if $k = 1$, Thomsen identified in [49] when an infinite directed graph $\Lambda$ will admit such an eigenvector $\xi$.

While we anticipate that much of Thomsen’s analysis could be extended to the setting of higher-rank graphs, for the moment we simply present one example where this can be done.

**Example 2.21.** Define matrices

$$
A_1 := \begin{pmatrix}
1 & 0 & 0 & 1 \\
1 & 0 & 0 & 1 \\
0 & 1 & 1 & 0 \\
0 & 1 & 1 & 0
\end{pmatrix}, \quad A_2 := \begin{pmatrix}
1 & 0 & 1 & 0 \\
1 & 0 & 1 & 0 \\
0 & 1 & 0 & 1 \\
0 & 1 & 0 & 1
\end{pmatrix}
$$

Let $I$ denote the $4 \times 4$ identity matrix, and define

$$
S := \begin{pmatrix}
A_1 & I & 0 & 0 & 0 & \ldots \\
I & A_1 & I & 0 & 0 & \ldots \\
0 & I & A_1 & I & 0 & \ldots \\
\vdots & \ddots & \ddots & \ddots & \ddots & \ddots
\end{pmatrix}, \quad T := \begin{pmatrix}
A_2 & I & 0 & 0 & 0 & \ldots \\
I & A_2 & I & 0 & 0 & \ldots \\
0 & I & A_2 & I & 0 & \ldots \\
\vdots & \ddots & \ddots & \ddots & \ddots & \ddots
\end{pmatrix}
$$

Let $\Lambda$ be the infinite 2-graph with vertex matrices $S, T$. Notice that $\Lambda$ consists of countably many copies $\{\Gamma_n\}_{n \in \mathbb{N}}$ of the Ledrappier 2-graph $\Gamma$ (cf. Example 5.4 of [22]); consecutive copies are linked by four “forward” edges and four “backward” edges of each color. Moreover, the vector $\xi = (1, 2, 4, 3, 4, 5, 4, ...) \in \mathbb{R}^k$ is an eigenvector for both $S$ and $T$, with eigenvalue 4.

Thus, using the Carathéodory/Kolmogorov Extension Theorem (Theorem 2.17 above) we obtain a measure $\mu$ on $\Lambda^\infty$ which extends the measure defined on cylinder sets by

$$
\mu(Z(\lambda)) = (4, 4)^{-d(\lambda)} \cdot \eta_s^{(\lambda)}, \quad \forall \lambda \in \Lambda.
$$
3. Monicity

The main results of this section are Theorem 3.6 and Theorem 3.8, which describe when a \( \Lambda \)-projective representation is equivalent to one arising from the infinite path space of \( \Lambda \). Theorem 3.6 gives a representation-theoretic description, while Theorem 3.8 explains the equivalence at the level of the measure space \((X, \mu)\) underlying the \( \Lambda \)-projective representation. In both cases, versions of these results were known for finite \( k \)-graphs, but Theorem 3.8 is stronger than the previously established results, even in the finite case. We conclude this section by providing a necessary condition for a \( \Lambda \)-projective representation to be monic in Proposition 3.9, and we discuss the relationship of this condition to the existence of cycles without entry and their higher-rank generalizations.

We first introduce, given a representation of \( \mathbb{C}^* \cdot \Lambda \) on a separable Hilbert space \( \mathcal{H} \), there is a unique regular projection-valued measure \( \Lambda^\infty \), which will prove to be an invaluable tool in this section.

Enumerate the vertices of the \( k \)-graph, say \( \{v_i\}_{i \in \mathbb{N}} \). Recall that the \( \mathcal{B} \)-algebra \( \mathbb{C}^* \cdot \Lambda \) of the disjoint union \( \Lambda^\infty = \bigsqcup_{n \in \mathbb{N}} v_n \Lambda^\infty \) is defined to be

\[
\mathcal{A} = \{ A \subseteq \Lambda^\infty \text{ such that } A \cap v_j \Lambda^\infty \text{ Borel, } \forall j \in \mathbb{N} \}.
\]

3.1. Projection-valued measures. Lemma 2.18 is central to the proof of the following Proposition.

**Proposition 3.1.** Let \( \Lambda \) be a row-finite \( k \)-graph with no sources. Given a representation \( \pi : \mathbb{C}^* \cdot \Lambda \rightarrow \mathcal{H} \), \( \{ \pi(s) = t_{\lambda} \}_{\lambda \in \Lambda} \), of a \( \mathbb{C}^* \)-algebra \( \mathbb{C}^* \cdot \Lambda \) on a separable Hilbert space \( \mathcal{H} \), there is a unique regular projection-valued measure \( P \) on the Borel \( \mathcal{B} \)-algebra \( \mathcal{B}_0(\Lambda^\infty) \) of the infinite path space \( \Lambda^\infty \) which is defined on cylinder sets by

\[
P(Z(\lambda)) = t_{\lambda} t_{\lambda}^* \quad \text{for all } \lambda \in \Lambda. \tag{18}
\]

Moreover, the restriction \( \pi \) of the representation \( \{ t_{\lambda} \}_{\lambda \in \Lambda} \) to the subalgebra \( \mathcal{C}_0(\Lambda^\infty) \) is given by

\[
\pi(f) = \int_{\Lambda^\infty} f(x) dP(x), \quad \forall f \in \mathcal{C}_0(\Lambda^\infty). \tag{19}
\]

**Proof.** First we will deal with the compact spectrum case by restricting to \( \nu \Lambda^\infty \), where \( \nu \in \Lambda^0 \).

Denote by \( S \) the algebra of finite unions of cylinder sets \( \{ Z(\lambda) : \lambda \in \nu \Lambda \} \). Given \( A \in S \), write it as a finite union of disjoint cylinder sets (this can be done by Lemma 2.19), say \( A = \bigsqcup_{i=1}^n Z(\lambda_i) \), and define \( P(A) = \sum_{i=1}^n t_{\lambda_i} t_{\lambda_i}^* \). Without loss of generality, since \( \Lambda \) is row-finite and source-free, we may assume that each \( \lambda_i \) has the same degree. Thus, (CK4) guarantees that the projections making up \( P(A) \) are mutually orthogonal, so that \( P(A) \) is a projection for any such \( A \).

Next we prove that \( P \) is well defined (and hence a projection-valued measure on \( S \)). Suppose that \( A \) can be written in two ways as a finite disjoint union of
cylinder sets, \( A = \bigcup Z(\lambda_i) = \bigcup Z(\eta_j) \). Then for each fixed \( i \in \mathbb{N} \) we have
\[
Z(\lambda_i) = \bigcup_j Z(\lambda_i) \cap Z(\eta_j),
\]
and that
\[
Z(\lambda_i) \cap Z(\eta_j) = \bigcup_{\zeta \in \text{MCE}(\lambda_i, \eta_j)} Z(\zeta).
\]

The fact that \( \Lambda \) is row-finite ensures that \( \text{MCE}(\lambda_i, \eta_j) \) is finite for all \( i, j \).

Set \( m_i = \bigvee_j d(\lambda_i) \lor d(\eta_j) \in \mathbb{N}^k \) to be the coordinate-wise maximum degree of all elements in \( \{\text{MCE}(\lambda_i, \eta_j)\}_j \), and write \( n_{i,j} = m_i - (d(\lambda_i) \lor d(\eta_j)) \in \mathbb{N}^k \). Note that since \( \bigcup_j Z(\lambda_i) = \bigcup_j Z(\eta_j) \), we in particular have that \( Z(\lambda_i) \subseteq \bigcup_j Z(\eta_j) \).

Thus every \( \alpha \in s(\lambda_i)\Lambda^{m_i-d(\lambda_i)} \) must satisfy \( Z(\lambda_i\alpha) \subseteq \bigcup_j Z(\eta_j) \). By the definition of \( m_i \), we then have that \( \lambda_i\alpha = \zeta\beta \) for a unique \( \zeta \in \text{MCE}(\lambda_i, \eta_j) \), \( \beta \in s(\zeta)\Lambda^{n_{i,j}} \). Moreover, if \( \zeta \in \text{MCE}(\lambda_i, \eta_j) \), \( \beta \in s(\zeta)\Lambda^{n_{i,j}} \) then the fact that \( \zeta \) extends \( \lambda_i \) and our choice of the degrees of \( \zeta, \beta \) imply that \( \zeta\beta = \lambda_i\alpha \) for some \( \alpha \in s(\lambda_i)\Lambda^{m_i-d(\lambda_i)} \).

Since \( t_\lambda \) is a partial isometry for all \( \lambda \in \Lambda \), it follows by (CK3) that
\[
t_\lambda = t_\lambda t_\lambda^* t_\lambda = t_\lambda \pi(s_{\lambda}(\zeta)) = t_\lambda \sum_{\beta \in s(\lambda)\Lambda^n} \pi(s_\beta s_\beta^*) = \sum_{\beta \in s(\lambda)\Lambda^n} t_\lambda \beta t_\beta^*
\]
for any \( n \in \mathbb{N}^k \). It now follows by using (CK3), (CK4), and (CK2) that
\[
P\left( \bigcup_i Z(\lambda_i) \right) = \sum_i t_\lambda \sum_{\alpha \in s(\lambda)\Lambda^{m_i-d(\lambda_i)}} t_\alpha t_\alpha^* = \sum_i t_\lambda \sum_{\alpha \in s(\lambda)\Lambda^{m_i-d(\lambda_i)}} t_{\lambda,\alpha} t_{\lambda,\alpha}^*
\]
\[
= \sum_i \sum_{\alpha \in s(\lambda)\Lambda^{m_i-d(\lambda_i)}} t_{\lambda,\alpha} t_{\lambda,\alpha}^* = \sum_j \sum_{\zeta \in \text{MCE}(\lambda_i, \eta_j)} \sum_{\beta \in s(\zeta)\Lambda^{n_{i,j}}} t_{\zeta,\beta} t_{\zeta,\beta}^* = \sum_i \sum_j \sum_{\zeta \in \text{MCE}(\lambda_i, \eta_j)} \sum_{\beta \in s(\zeta)\Lambda^{n_{i,j}}} t_{\zeta,\beta} t_{\zeta,\beta}^* = \sum_i \sum_j \sum_{\zeta \in \text{MCE}(\lambda_i, \eta_j)} \sum_{\beta \in s(\zeta)\Lambda^{n_{i,j}}} t_{\zeta,\beta} t_{\zeta,\beta}^*.
\]

Since all of the sums in question are finite, we can rearrange the order of summation; then, by a symmetric argument to the one given above (replacing \( m_i \) with \( n_j = \bigvee_j d(\eta_j) \lor d(\lambda_i) \) and \( \alpha \in s(\lambda_i)\Lambda^{m_i-d(\lambda_i)} \) with \( \gamma \in s(\eta_j)\Lambda^{n_{i,j}} \)) we see that
\[
P\left( \bigcup_i Z(\lambda_i) \right) = \sum_i \sum_j \sum_{\zeta \in \text{MCE}(\lambda_i, \eta_j)} \sum_{\beta \in s(\zeta)\Lambda^{n_{i,j}}} t_{\zeta,\beta} t_{\zeta,\beta}^* = \sum_i \sum_j t_{\eta_j} t_{\eta_j}^* = P\left( \bigcup_i Z(\lambda_i) \right) = P\left( \bigcup_j Z(\eta_j) \right).
\]

By Lemma 2.18 \( P \) extends to a unique measure on the Borel \( \sigma \)-algebra of \( \nu \Lambda^\infty \).

Now enumerate the vertices of \( \Lambda \), say \( \{v_j\}_{j \in \mathbb{N}} \). Recall that the \( \sigma \)-algebra \( \mathcal{A} \) of the disjoint union \( \Lambda^\infty = \bigcup_{n \in \mathbb{N}} \nu_n \Lambda^\infty \) is defined to be
\[
\mathcal{A} = \left\{ \mathcal{A} \subseteq \Lambda^\infty \text{ such that } \mathcal{A} \cap \nu_j \Lambda^\infty \text{ Borel, } \forall j \in \mathbb{N} \right\}.
\]

Define the wanted projection-valued measure \( P \) on \( \Lambda^\infty \) by
\[ P(A) = \sum_j P(A \cap v_j \Lambda^\infty). \]  

Note that \( P(A) = \sum_j P(A \cap v_j \Lambda^\infty) \) converges in the weak or strong operator topologies.

Moreover, if we take a compact set \( C \subseteq \Lambda^\infty \) Borel, then \( C \) is included in a finite union of the sets \( v_j \Lambda^\infty \), and so the projection-valued measure defined in Equation (20), when evaluated at \( C \), coincides with the projection-valued measure coming from taking disjoint unions of finitely many \( v_j \Lambda^\infty \) in this case. The uniqueness of the measure follows from the uniqueness of the extension to each \( \mathcal{B}_d(v_n \Lambda^\infty) \), and from the fact that every operator on \( L^2(\Lambda^\infty) \) must be of the form given in Equation (20), since the spaces \( L^2(v_n \Lambda^\infty) \) are orthogonal. The regularity of the measure \( P \) follows from the fact that \( \Lambda^\infty \) is \( \sigma \)-compact and metrizable, so all Borel sets are Baire sets. Consequently, [3, Theorem 18] implies that \( P \) is regular.

Next we show the integral description of the representation. Following [34, Section 37], define for \( f \) bounded

\[ \int_{\Lambda^\infty} f(x) dP(x) := A_f, \]

where \( A_f \in B(\mathcal{H}) \) is the unique operator such that for all \( \xi, \zeta \in \mathcal{H}, \langle A_f \xi, \zeta \rangle = \int_{\Lambda^\infty} f(x) dP_\xi(x), \) for the complex measure \( P_\xi \) defined by

\[ P_\xi(\mathcal{Z}(\lambda)) = \langle t_{\lambda}^* \xi, \zeta \rangle. \]

Note that our definition of \( A_f \) ensures that for all \( \gamma \in \Lambda, \)

\[ A_{\chi_{\gamma(y)}} = \pi(\chi_{Z(\gamma)}). \]

Suppose \( f_n \to f \in C_0(\Lambda^\infty) \) and \( f_n = \sum_{i=1}^{k_n} \alpha_i^n \chi_{Z(\lambda_i)}, \) where \( Z(\lambda_i) \cap Z(\lambda_j) = \emptyset \) for all \( i \neq j. \) Then for all \( \epsilon > 0, \) there is \( N \in \mathbb{N} \) such that if \( n \geq N \) we have

\[ \sup\{|f(x)| : x \not\in \bigcup_{i=1}^{k_n} Z(\lambda_i)\} < \epsilon \] and \( \sup\{|f(x) - \alpha_i^n| : x \in Z(\lambda_i)\} < \epsilon, \)

so

\[ |\langle (A_f - A_{f_n}) \xi, \zeta \rangle| = \left| \int_{\Lambda^\infty} (f - f_n) dP_\xi \zeta \right| \leq \epsilon |\langle \xi, \zeta \rangle|. \]

Since our construction of \( f_n \) ensures that \( A_{f_n} = \pi(f_n), \) the above inequality becomes

\[ |\langle (A_f - \pi(f_n)) \xi, \zeta \rangle| \leq \epsilon |\langle \xi, \zeta \rangle| \]

for all \( \xi, \zeta \in \mathcal{H} \) and all \( n \geq N. \) It follows that the sequence \( (\pi(f_n))_{n \in \mathbb{N}} \) converges to \( A_f \) in norm: if \( n \geq N, \)
\[ \|A_f - \pi(f_n)\|^2 = \|A_f - A_{f_n}\|^2 = \sup_{\|\xi\| = 1} \|(A_f - A_{f_n})\xi\|^2 \]
\[ = \sup_{\|\xi\| = 1} \langle (A_f - A_{f_n})\xi, (A_f - A_{f_n})\xi \rangle \]
\[ \leq \sup_{\|\xi\| = 1} \sup_{\|\zeta\| = \|A_f - A_{f_n}\|} \langle (A_f - A_{f_n})\xi, \zeta \rangle \]
\[ \leq \sup_{\|\xi\| = 1} \sup_{\|\zeta\| = \|A_f - A_{f_n}\|} \|A_f - A_{f_n}\| \|\xi\| \]
\[ \leq \sup_{\|\xi\| = 1} \|A_f - A_{f_n}\| \|\xi\| = \|A_f - A_{f_n}\|, \]

and consequently \( \|A_f - A_{f_n}\| \leq \varepsilon \) for large enough \( n \).

On the other hand, the continuity of \( \pi \) implies that \( \pi(f_n) \to \pi(f) \). It follows that
\[ A_f = \int_{\Lambda^\infty} f(x) dP(x) = \pi(f), \]
as claimed. \( \square \)

**Remark 3.2.** In [17, Proposition 3.8] the existence of the projection valued measure \( P \) was proved for finite \( k \)-graphs using the Kolmogorov extension theorem. Proposition 3.1 above gives an alternative approach to the proof of the existence of this projection valued measure.

We now record some properties of the projection-valued measure associated to a representation of \( C^*(\Lambda) \). The proofs are very similar to the proofs recorded in [17] in the case of finite \( k \)-graphs.

**Proposition 3.3.** ([17, Proposition 3.9 and Definition 4.1]) Let \( \Lambda \) be a row-finite, source-free \( k \)-graph, and fix a representation \( \{t_\lambda : \lambda \in \Lambda\} \) of \( C^*(\Lambda) \).

(a) For \( \lambda, \eta \in \Lambda \) with \( s(\lambda) = r(\eta) \), we have \( t_\lambda P(Z(\eta))t_\lambda^* = P(\sigma_\lambda(Z(\eta))) = P(Z(\lambda \eta)) \);

(b) For any fixed \( n \in \mathbb{N}^k \), we have
\[ \sum_{\lambda \in \mathcal{S}(\eta)\Lambda^n} t_\lambda P(\sigma_\lambda^{-1}(Z(\eta)))t^*_\lambda = P(Z(\eta)); \]

(c) For any \( \lambda, \eta \in \Lambda \) with \( r(\lambda) = r(\eta) \), we have \( t_\lambda P(\sigma_\lambda^{-1}(Z(\eta))) = P(Z(\eta))t_\lambda \);

(d) When \( \lambda \in \Lambda^n \), we have \( t_\lambda P(Z(\eta)) = P((\sigma^n)^{-1}(Z(\eta)))t_\lambda \).

**3.2. Monic representations.** We now observe that the definition of monic representation from [17], originally given in the context of finite \( k \)-graphs, also makes sense for row-finite graphs.

**Definition 3.4.** (cf. [17, Definition 4.1]) Let \( \Lambda \) be a row-finite \( k \)-graph with no sources. A representation \( \{t_\lambda : \lambda \in \Lambda\} \) of \( \Lambda \) on a Hilbert space \( \mathcal{H} \) is called **monic** if \( t_\lambda \neq 0 \) for all \( \lambda \in \Lambda \), and there exists a vector \( \xi \in \mathcal{H} \) such that
\[ \text{span}(t_\lambda t^*_\lambda \xi : \lambda \in \Lambda) = \mathcal{H}. \]
We say that such a vector $\xi$ is a monic vector for the representation.

Notice that a monic vector for $\{t_{\lambda}\}_\lambda$ is a cyclic vector for the restriction $\pi$ of the representation generated by $\{t_{\lambda}\}_\lambda$ to $C_0(\Lambda^\infty)$. We therefore obtain a Borel measure $\mu_\pi$ on $\Lambda^\infty$ given by

$$
\mu_\pi(Z(\lambda)) = \langle \xi, P(Z(\lambda))\xi \rangle = \langle \xi, t_{\lambda}t_{\lambda}^*\xi \rangle.
$$

(22)

An important feature of a monic vector is that its support must have full measure (cf. [17, Example 4.7]).

**Proposition 3.5.** Let $(X, \mu)$ be a $\sigma$-finite measure space. If a $\Lambda$-projective representation of $C^*(\Lambda)$ on $L^2(X, \mu)$ is monic then the support of any of its monic vectors $\xi$ can differ from $X$ by at most a set of measure 0.

**Proof.** Recall that if $\{t_{\lambda}\}_\lambda$ is a $\Lambda$-projective representation, then $t_{\lambda}t_{\lambda}^* = M_{\chi_{\mathcal{R}_\lambda}}$. Moreover, the support of any function in $\overline{\text{span}}\{\chi_{\mathcal{R}_\lambda}\} = \lambda \in \Lambda$ is contained in the support of $\xi$. So, if $X = \text{supp}(\xi) \cup S$ for a set $S$ with positive measure, the function $\chi_A$, where $A \subseteq S$ is any measurable set of finite positive measure in the complement of the support of $\xi$, is not in $\overline{\text{span}}\{\chi_{\mathcal{R}_\lambda}\}$. Consequently, $\{t_{\lambda}\}_\lambda$ cannot be a monic $\Lambda$-projective representation if $S = X \setminus \text{supp}(\xi)$ has positive measure. \qed

Note that the hypothesis that $(X, \mu)$ be $\sigma$-finite is necessary to guarantee the existence of a set $A$ as in the above proof. If we assume $\mu(R_v) < \infty$ for all $v$ then $\sigma$-finiteness is automatic.

The following theorem is the main result of this section, which generalizes the finite case given in [17, Theorem 4.2]. The condition $\mu(Z(\nu)) < \infty$ for all $n$ in the second part of the theorem below cannot be removed, see Remark 3.7.

**Theorem 3.6.** Let $\Lambda$ be a row-finite $k$-graph with no sources. If $\pi : C^*(\Lambda) \to \mathcal{H}$, with $\pi(s_{\lambda}) = t_{\lambda}$, is a monic representation of $C^*(\Lambda)$ on a Hilbert space $\mathcal{H}$, then $\{t_{\lambda}\}_\lambda$ is unitarily equivalent to a representation $\{s_{\lambda}\}_\lambda$ associated to a $\Lambda$-projective system on $(\Lambda^\infty, \mu_\pi)$ associated to the standard coding and prefixing maps $\sigma^\infty, \sigma_\lambda$ of Definition 2.4.

Conversely, if we have a representation $\pi$ of $C^*(\Lambda)$ on $L^2(\Lambda^\infty, \mu)$ with $\mu(Z(\nu)) < \infty$ for all $\nu \in \Lambda^0$, which arises from a $\Lambda$-projective system associated to the standard coding and prefixing maps $\sigma^\infty, \sigma_\lambda$, then the representation is monic, and $L^2(\Lambda^\infty, \mu)$ is isometric with $L^2(\Lambda^\infty, \mu_\pi)$.

**Proof.** The proof is very similar to the proof of [17, Theorem 4.2], and because of that we will only give a quick sketch of it, which highlights the differences between the finite and row-finite cases. The construction of a $\Lambda$-projective system on $\Lambda^\infty$ from a monic representation $\pi$ proceeds exactly as in [17, Theorem 4.2]. First, one defines the measure $\mu_\pi$ on cylinder sets $Z(\lambda) \subseteq \Lambda^\infty$ by

$$
\mu_\pi(Z(\lambda)) := \langle \xi, \pi(\chi_{Z(\lambda)})\xi \rangle,
$$

where $\xi$ is the cyclic vector for $\pi$. We use Caratheodory’s theorem to extend $\mu_\pi$ to a measure on $\Lambda^\infty$. Then the proof of [17, Theorem 4.2] can be followed.
to construct a $\Lambda$-projective system $\{f_\lambda\}_{\lambda \in \Lambda}$ associated to the usual coding and prefixing maps $\{\sigma^n, \sigma_{\lambda}\}_{n, \lambda}$ on $\Lambda^\omega$, such that the affiliated $\Lambda$-projective representation is immediately seen to be unitarily equivalent to $\pi$.

For the converse, suppose we have a representation $\pi$ of $C^*(\Lambda)$ on $L^2(\Lambda^\omega, \mu)$ which arises from a $\Lambda$-projective system. Then, in particular,

$$\pi(s_\lambda s^*_\lambda) = M_{\chi_{Z(\lambda)}}$$

is the operator of multiplication by $\chi_{Z(\lambda)} \in L^2(\Lambda^\omega, \mu)$.

Enumerate the vertices in $\Lambda^0$ as $\{v_n\}_{n \in \mathbb{N}}$ and define

$$\xi = \sum_{v_n \in \Lambda^0} \frac{\chi_{Z(v_n)}}{n \sqrt{\mu(Z(v_n))}} \in L^2(\Lambda^\omega, \mu).$$

(Note that $\mu(Z(v)) > 0$ for all $v$ by Condition (b) of Definition 2.8.) Then $\xi$ is cyclic for $C_0(\Lambda^\omega)$. To see this, it suffices to show that $\chi_{Z(\lambda)} \in \pi(C_0(\Lambda^\omega))(\xi)$ for all $\lambda \in \Lambda$. Given $\lambda \in \Lambda$ with $r(\lambda) = v_n$, we compute:

$$\pi(n \sqrt{\mu(Z(v_n))}) \chi_{Z(\lambda)} \xi = n \sqrt{\mu(Z(v_n))} \pi(s_\lambda s^*_\lambda) \xi = \chi_{Z(\lambda)},$$

since $Z(\lambda) \cap Z(v) \neq \emptyset$ only when $v = r(\lambda)$. The fact that $L^2(\Lambda^\omega, \mu)$ is isometric with $L^2(\Lambda^\omega, \mu_\pi)$ now follows from the first part of the proof.

\[\square\]

**Remark 3.7.**

1. In the proof of the converse direction above, if $\mu(\Lambda^\omega) < \infty$ then we could alternatively take $\xi = \chi_{\Lambda^\omega}$ to be our cyclic vector.

2. As shown in the proof above, the measure $\mu_\pi$ on $\Lambda^\omega$ associated to a monic representation $\pi : C^*(\Lambda) \to \mathcal{H}$ with monic vector $\xi$ must satisfy

$$\mu_\pi(Z(\lambda)) = \langle \xi, \pi(s_\lambda s^*_\lambda) \xi \rangle_{\mathcal{H}} < \infty, \forall \lambda \in \Lambda.$$

Additionally, $\mathcal{H}$ is isometric to $L^2(\Lambda^\omega, \mu_\pi)$ (see the proof of [17, Theorem 4.2]). If in particular $\mathcal{H} = L^2(\Lambda^\omega, \mu)$, then $L^2(\Lambda^\omega, \mu)$ and $L^2(\Lambda^\omega, \mu_\pi)$ are isometric, and so $\mu(Z(\lambda)) = \mu_\pi(Z(\lambda)) < \infty, \forall \lambda \in \Lambda \iff \mu(Z(v)) = \mu_\pi(Z(v)) < \infty$. This shows that $\mu(Z(v)) = \mu_\pi(Z(v)) < \infty$ is a necessary condition for the monicity of a representation $\pi : C^*(\Lambda) \to L^2(\Lambda^\omega, \mu)$.

Next we extend to row-finite graphs [17, Theorem 4.5], which shows that a $\Lambda$-semibranching system on $(X, \mu)$ induces a monic representation of $C^*(\Lambda)$, with monic vector the characteristic function of the whole space, if and only if the associated range sets generate the $\sigma$-algebra $\mathcal{F}$ of $X$. We also improve the aforementioned theorem by dropping the condition on the monic vector.

The following Theorem is the only result in this paper which depends explicitly on the $\sigma$-algebra $\mathcal{F}$, so for this result only, we denote the associated Hilbert space by $L^2(X, \mathcal{F}, \mu)$.

**Theorem 3.8.** Let $\Lambda$ be a row-finite, source-free $k$-graph and let $\{t_\lambda\}_{\lambda \in \Lambda}$ be a $\Lambda$-semibranching representation of $C^*(\Lambda)$ on $L^2(X, \mathcal{F}, \mu)$ with $\mu(X) < \infty$, where $\mathcal{F}$
denotes the $\sigma$-algebra on $X$. Let $\mathcal{R}$ be the collection of sets which are modifications of range sets $R_\lambda$ by sets of measure zero; that is, each element $Y \in \mathcal{R}$ has the form
\[
Y = R_\lambda \cup S \quad \text{or} \quad Y = R_\lambda \setminus S
\]
for some set $S$ of measure zero. Let $\sigma(\mathcal{R})$ be the $\sigma$-algebra generated by $\mathcal{R}$. The representation $\{t_\lambda\}_{\lambda \in \Lambda}$ is monic if and only if $\sigma(\mathcal{R}) = \mathcal{F}$. In particular, for a monic $\Lambda$-semibranching representation $\{t_\lambda\}_{\lambda \in \Lambda}$, the set
\[
S := \left\{ \sum_{i=1}^{n} a_i t_{\lambda_i}^* \sum_{k} \frac{1}{k} \chi_{D_{2k}} \mid n \in \mathbb{N}, \lambda_i \in \Lambda, a_i \in \mathbb{C} \right\}
\]
\[
= \left\{ \sum_{i=1}^{n} a_i \chi_{R_{\lambda_i}} \mid n \in \mathbb{N}, \lambda_i \in \Lambda, a_i \in \mathbb{C} \right\}
\]
is dense in $L^2(X, \mathcal{F}, \mu)$.

**Proof.** Observe first that, if $\lambda \in v_k \Lambda$, then for any $\Lambda$-semibranching representation $\{t_\lambda\}_{\lambda \in \Lambda}$, Remark 2.13 establishes that
\[
t_{\lambda} \sum_{k} \frac{1}{k} \chi_{D_{2k}} = M_{\chi_{R_\lambda}} \sum_{k} \frac{1}{k} \chi_{D_{2k}} = \frac{1}{k} \chi_{R_\lambda}.
\]
In other words, the two descriptions of $S$ given in the statement of the theorem are equivalent.

For the forward implication, suppose that the $\Lambda$-semibranching representation $\{t_\lambda\}_{\lambda \in \Lambda}$ is monic and that $\xi$ is a monic vector for the representation. By Proposition 3.5, the support of $\xi$ is equal to $X$ a.e.. Moreover, Remark 2.13 establishes that
\[
M := \text{span}\{t_{\lambda} t_{\lambda}^*(\xi) : \lambda \in \Lambda\} = \text{span}\{\chi_{R_\lambda} \xi : \lambda \in \Lambda\},
\]
which is dense in $L^2(X, \mathcal{F}, \mu)$. Furthermore, the support of any function in $M$ belongs to $\sigma(\mathcal{R})$ since the support of $\xi$ is $X$ a.e.. Therefore for any $f \in L^2(X, \mathcal{F}, \mu)$ there is a sequence $(f_j)_j$, with $f_j \in M$, such that
\[
\lim_{j \to \infty} \int_X |f_j - f|^2 \, d\mu = 0.
\]
In particular, $(f_j) \to f$ in measure. The rest of the proof follows now exactly as in the proof of Theorem 4.5 in [17].

For the converse, suppose $\sigma(\mathcal{R}) = \mathcal{F}$; we will show that $\chi_X$ is a monic vector for the representation by showing that $S$ is dense in $L^2(X, \mathcal{F}, \mu)$. Fix $f \in L^2(X, \sigma(\mathcal{R}), \mu)$ and $\varepsilon > 0$. Choose a simple function $\phi = \sum_{i=1}^{n} a_i \chi_{X_i}$, with $X_i \in \sigma(\mathcal{R})$, such that $\int_X |\phi - f|^2 \, d\mu < \varepsilon$, and set $A := \max |a_i|$. By [12, Lemma A.2.1(ii)], for each $i$, there is an element $B_i$ of the algebra $\mathcal{R}$ of sets generated by $\mathcal{R}$ such that $\mu(B_i \Delta X_i) < \frac{\varepsilon}{n(n-1)A^2}$. That is, each $B_i$ is a finite union of elements of $\mathcal{R}$, so for each $i$ there exists a finite collection $\{R_{i,j}\}_j$ of range sets such that
\[ \mu \left( B_i \Delta \left( \bigcup_j R_{\lambda_j} \right) \right) = 0. \] In other words, if we define \( \psi = \sum_{i=1}^n a_i X_{B_i} \), then \( \psi \in \mathcal{S} \). Moreover,

\[
\int_X |\psi - \phi|^2 \, d\mu = \int_X \left| \sum_{i} a_i (X_{B_i} \setminus X_{B_i'}) \right|^2 \, d\mu \leq \int \left( \sum_{i} |a_i| \mu(X_{B_i} \Delta B_i) \right)^2 \, d\mu
\]

\[
= \sum_{i} \int_{X_{B_i} \Delta B_i} |a_i|^2 \, d\mu + 2 \sum_{i \neq j} |a_i| |a_j| \mu((X_i \Delta B_i) \cap (X_j \Delta B_j)) < 2\varepsilon.
\]

The Cauchy-Schwarz inequality now implies that

\[
\int_X |\psi - f|^2 \, d\mu \leq \int_X (|\psi - \phi| + |\phi - f|)^2 \, d\mu
\]

\[
\leq \int_X |\psi - \phi|^2 \, d\mu + \int_X |\phi - f|^2 \, d\mu + 2 \int_X |\psi - \phi| |\phi - f| \, d\mu
\]

\[
< 2\varepsilon + \varepsilon + 2\sqrt{2}\varepsilon.
\]

It follows that \( \mathcal{S} \) is dense in \( L^2(X, \mathcal{F}, \mu) \) as claimed. \( \Box \)

We conclude this section with a necessary condition for monicity of a representation of a \( k \)-graph \( C^* \)-algebra.

**Proposition 3.9.** Let \( \Lambda \) be a row-finite source-free \( k \)-graph and fix a \( \Lambda \)-semi-branching function system on a \( \sigma \)-finite measure space \( (X, \mu) \). Suppose that a vertex \( v \) of \( \Lambda \) satisfies

\[
\forall \tau \in v \Lambda : \ R_{\tau} = R_{\tau v} = D_v. \tag{23}
\]

If there is a measurable subset \( X_v \) of \( D_v \) with \( 0 < \mu(X_v) < \mu(D_v) \), then no \( \Lambda \)-projective representation arising from this \( \Lambda \)-semibranching function system will be monic.

**Proof.** Let \( \{t_\lambda\}_{\lambda \in \Lambda} \) be a \( \Lambda \)-projective representation of \( C^*(\Lambda) \) on \( L^2(X, \mu) \), and write \( \pi \) for the induced representation of \( \mathcal{C}_0(\Lambda^{\infty}) \). Recall from Remark 2.13 that

\[
t_{\lambda} t_{\lambda}^*(f) = \pi(X_{Z(\lambda)})(f) = X_{R_{\lambda}} f
\]

for any finite path \( \lambda \in \Lambda \) and any \( f \in L^2(X, \mu) \).

Suppose that \( v \) and \( X_v \subseteq D_v \) are as in the statement of the theorem. We will show that no vector \( \xi \in L^2(X, \mu) \) can be monic. Recall from Proposition 3.5 that if \( \xi \) is monic for \( \pi \) then \( X \setminus \text{supp}(\xi) \) has measure zero. Choose, therefore, \( \xi \in L^2(X, \mu) \) with a.e. full support. Let

\[
M = \overline{\text{span}} \left\{ X_{R_{\lambda}} \xi : \lambda \in \Lambda \right\} = \overline{\text{span}} \left\{ t_{\lambda} t_{\lambda}^*(\xi) \right\} = \pi(\mathcal{C}_0(\Lambda^{\infty}))(\xi).
\]

Equation (23) implies that, if \( r(\lambda) = v \), then \( X_{R_{\lambda}} \xi|_{D_v} = \xi|_{D_v} \). So if \( f \in M \) then the support of \( f|_{D_v} \) is either \( D_v \) or has measure zero. Therefore \( X_{X_v} \notin M \) and hence \( \xi \) is not monic. \( \Box \)
Remark 3.10. By Definition 2.8, if we have a $\Lambda$-semibranching function system on $(X, \mu)$, then for every fixed $m \in \mathbb{N}^k$,

$$D_v = \bigcup_{\lambda \in \Lambda^m} R_\lambda,$$

and each $R_\lambda$ has positive measure. It follows that Equation (23) is satisfied iff

For every $m \in \mathbb{N}^k$ there is precisely one path of degree $m$ having range $v$.

(24)

Definition 3.11. In a directed graph (1-graph) $E$, a cycle is a finite path $e_1e_2 \cdots e_n$ with $s(e_n) = r(e_1)$. We say that a cycle has an entrance if there is an $i \leq n$ and an edge $e$ with $r(e) = s(e_i)$ but $e \neq e_{i+1}$.

Corollary 3.12. Let $E$ be a row-finite source-free directed graph which contains a cycle without entrance, and let $(X, \mu)$ be $\sigma$-finite. If a $\Lambda$-projective representation of $C^*(E)$ on $L^2(X, \mu)$ is monic, then for every vertex $v$ lying on a cycle without entrance, $D_v$ has no measurable subsets $X_v$ with $0 < \mu(X_v) < \mu(D_v)$.

Proof. By definition, if $v$ lies on a cycle without entrance, then $v$ satisfies Condition (24). The result now follows from Proposition 3.9. □

Remark 3.13. In [17, Example 4.7], the authors present an example of a $\Lambda$-semi-branching representation associated to a 1-graph, on $L^2([0, 1])$ (with usual Lebesgue measure), such that the vector $\chi_{[0,1]}$ is not monic. Indeed, in that graph, there is a vertex $v = v_2$ which supports a loop with no entrance, such that $D_v = (1/2, 1)$. Thus, the corollary above shows that the representation constructed in [17, Example 4.7] cannot be monic, and has no monic vectors.

Remark 3.14. Although Evans and Sims generalized the concept of “cycle without entrance” to higher-rank graphs in [16] (see [16, Remark 3.6]), we do not have an analogue of Corollary 3.12 for higher-rank cycles without entrance: the 2-graph of [16, Example 6.1] contains a generalized cycle without entrance but does not satisfy Condition (24). The cycline pairs introduced in [6, Definition 4.3] can also be viewed as a generalization of the notion of “cycles without entrance” to higher-rank graphs – by [6, Remark 4.9], a generalized cycle without entrance is a cycline pair if every extension of that generalized cycle without entrance is also a generalized cycle without entrance. However, even this stronger condition is not enough to guarantee Condition (24). Section 5.11 of [40] (cf. also [23, Section 5.1]) exhibits a 2-graph with one vertex for which Condition (24) fails, but which has nontrivial cycline pairs such as $(e_1, f_1)$.

4. Irreducibility

In this section, we describe a variety of necessary and sufficient conditions for a $\Lambda$-projective representation to be irreducible. We begin by defining the notions of ergodicity that we will use to analyze the irreducibility of $\Lambda$-projective representations, and describing them in both measure- and operator-theoretic
terms. Proposition 4.5 then identifies the commutant of a $\Lambda$-projective representation on $(X, \mu)$ in terms of invariant functions on $X$.

Section 4.1 highlights three necessary conditions for a $\Lambda$-projective representation to be irreducible, but shows by example that these conditions are not sufficient. However, in Section 4.2 we identify a variety of conditions under which a $\Lambda$-projective representation on the infinite path space $\Lambda^\infty$ must be irreducible. The final subsection, Section 4.3, includes a variety of other results related to the irreducibility of $\Lambda$-semibranching representations.

**Definition 4.1.** Let $(X, \mu)$ be a measure space. A function $T : X \to X$ is **ergodic** with respect to $\mu$ if whenever $\mu(A \Delta T^{-1}(A)) = 0$ (i.e., $A$ is invariant as in Definition 2.15) we have either $\mu(A) = 0$ or $\mu(X \setminus A) = 0$. A family of maps $\{T_i\}_{i \in I}$ is **jointly ergodic** with respect to $\mu$ if whenever $\mu(A \Delta T_i^{-1}(A)) = 0$ for all $i$, we have either $\mu(A) = 0$ or $\mu(X \setminus A) = 0$.

**Remark 4.2.** If $\mu(X) < \infty$, this definition agrees with the definition of ergodicity used in earlier papers such as [17].

**Definition 4.3.** Let $(X, \mu)$ be a measure space, and $T : X \to X$ a function. A measurable function $f$ is **invariant** with respect to $T$ if $f \circ T = f$ a.e.. We say that $f$ is **jointly invariant** with respect to a family of maps $\{T_i\}_{i \in I}$ if $f \circ T_i = f$ a.e. for all $i$.

The following lemma is undoubtedly well-known to experts; we include it here for completeness and ease of reference.

**Lemma 4.4.** Let $(X, \mu)$ be a measure space, and fix $T : X \to X$ and $T_i : X \to X$, $i \in I$. Then,

(a) $T$ is ergodic if, and only if, every invariant measurable function $f : X \to \mathbb{C}$ is constant a.e..

(b) The family $\{T_i\}$ is jointly ergodic if, and only if, every jointly invariant measurable function $f : X \to \mathbb{C}$ is constant a.e..

**Proof.** We prove (a) and leave the proof of (b) to the reader, as it is essentially the same.

Suppose first that every invariant measurable function on $X$ is constant. We choose $A \subseteq X$ such that $\mu(A \Delta T^{-1}(A)) = 0$. Then $\chi_A \circ T = \chi_A$ a.e. and so $\chi_A$ is constant a.e.. Therefore either $\chi_A = 0$ a.e. (and so $\mu(A) = 0$) or $\chi_A = 1$ a.e., in which case $\mu(A') = 0$.

Suppose now that $T$ is ergodic and let $f$ be a measurable invariant function. For each $r \in \mathbb{R}$, set

$I_r = \{x \in X : \text{Im } f(x) > r\}, \quad R_r = \{x \in X : \text{Re } f(x) > r\}, \quad E_r \in \{I_r, R_r\}$.

Notice that each $E_r$, for $r \in \mathbb{R}$, is measurable and invariant with respect to $T$, and that if $s > r$ then $I_s \subseteq I_r$ and $R_s \subseteq R_r$. Since $T$ is ergodic, we obtain that, for all $r$, $\mu(E_r) = 0$ or $\mu(X \setminus E_r) = 0$. Before we proceed, we quickly observe that a real-valued function $f$ is constant if, and only if, there exists $C$ such that for all $r \geq C$, $\mu(R_r) = 0$, and for all $r < C$, $\mu(X \setminus R_r) = 0$. 


Now, let $K_I = \sup \{ r : \mu(I_r) \neq 0 \}$ and $K_R = \sup \{ r : \mu(R_r) \neq 0 \}$. First, we will show that $K_I < \infty$; a similar argument will also establish that $K_R < \infty$. If $x \in \bigcap_{n \in \mathbb{N}} I_n$ then $f(x) = +\infty$. Consequently, $\mu(\bigcap_{n \in \mathbb{N}} I_n) = 0$ (in fact $\bigcap_{n \in \mathbb{N}} I_n = \emptyset$). As $f$ is invariant and $T$ is ergodic, for every $r$, either $\mu(I_r) = 0$ or $\mu(X \setminus I_r) = 0$. Notice that if $\mu(I_r) = 0$ for some $r$ then $\mu(I_s) = 0$ for all $s > r$ and in this case $K_I$ is finite. Suppose that $\mu(X \setminus I_r) = 0$ for all $r$. Then $\mu(X \setminus \bigcap_{n \in \mathbb{N}} I_n) = \mu \left( \bigcup_{n \in \mathbb{N}} X \setminus I_n \right) = 0$, which implies that $\mu(X) = 0$, a contradiction.

Moreover, $\mu(I_{K_I}) = 0$, since $I_{K_I} = \bigcup_{n \in \mathbb{N}} I_{K_I + \frac{1}{n}}$ and $\mu(I_{K_I + \frac{1}{n}}) = 0$ for all $n$. We now use the characterization of a constant function given above. For $r \geq K_I$ we have that $\mu(I_r) \leq \mu(I_{K_I}) = 0$ and, for $r < K_I$, there exists $r_1$ such that $r < r_1 < K_I$ and $\mu(X \setminus I_{r_1}) = 0$ (from the definition of sup and the fact that the invariant set $I_{r_1}$ satisfies $\mu(I_{r_1}) \neq 0$). Since $I_{r_1} \subseteq I_r$, this implies that $\mu(X \setminus I_r) = 0$. In other words, whenever $r < K_I$, there is a set of full measure on which $\Im f(x) > r$. It follows that $\Im f = K_I$ a.e.. A similar argument will show that $\Re f = K_R$ a.e., completing the proof that $f = K_R + iK_I$ is constant a.e..

One of the equivalent ways to describe irreducibility of a representation is via its commensurator. Therefore, we give a description of the commensurator of a representation associated to a $\Lambda$-projective system below.

**Proposition 4.5.** Let $\Lambda$ be a row-finite $k$-graph with no sources. Suppose that we have a $\Lambda$-projective system on a locally compact, $\sigma$-compact, Hausdorff space $(X, \mu)$, where $\mu$ is a Radon measure, and let $\{ T_\lambda : \lambda \in \Lambda \}$ be the associated representation of $C^*(\Lambda)$ on $L^2(X, \mu)$. Then, the commensurator of the operators $\{ T_\lambda : \lambda \in \Lambda \}$ consists of multiplication operators, and contains the set of multiplication operators by functions $h$ with $h \circ \tau^n = h$ $\mu$-a.e., for all $n \in \mathbb{N}^k$.

**Proof.** Let $T \in B(L^2(X, \mu))$ be an operator in the commensurator of the $\Lambda$-projective representation. Then $T$ commutes with the representation $\pi$ of the abelian subalgebra $C_0(\Lambda^{\infty})$ of $C^*(\Lambda)$, where

$$\pi(x_{Z(\lambda)}) = T_\lambda T_\lambda^* = M_{X_{\beta_\lambda}}.$$

By [1, Theorem 6.3.4 and Proposition 6.3.6], the fact that $\mu$ is a Radon measure on the locally compact, $\sigma$-compact, Hausdorff space $X$, enables us to invoke the proof of [42, Proposition 4.7.6] to conclude that $T = M_h$, for some $h \in L^\infty(X)$. It is easy to check that any multiplication operator $T = M_h$, where $h \circ \tau^n = h$ a.e. for all $n \in \mathbb{N}^k$, commutes with each operator $T_\lambda$. \hfill \Box

**4.1. Necessary conditions for irreducibility.** In this subsection we describe three necessary conditions for the irreducibility of a $\Lambda$-projective representation of $C^*(\Lambda)$ arising from $\Lambda$-projective systems. Proposition 4.6 tells us that all irreducible $\Lambda$-projective representations arise from $\Lambda$-semibranching function systems with jointly ergodic coding maps. From this, we deduce Theorem 4.8,
which states that only cofinal $k$-graphs admit irreducible $\Lambda$-semibranching representations. Finally, Proposition 4.13 describes how the functions $f_\lambda$ associated to an irreducible $\Lambda$-projective representation must interact. We also present a variety of examples, indicating the insufficiency of these necessary conditions to guarantee irreducibility.

**Proposition 4.6.** Let $\Lambda$ be a row-finite $k$-graph with no sources. Suppose that we have a $\Lambda$-projective system on $(X, \mu)$, and let $\{T_\lambda : \lambda \in \Lambda\}$ be the associated representation of $C^\ast(\Lambda)$ on $L^2(X, \mu)$. If the representation $\{T_\lambda : \lambda \in \Lambda\}$ is irreducible, then the coding maps $\tau^n$ are jointly ergodic with respect to the measure $\mu$.

**Proof.** Suppose the representation generated by $\{T_\lambda\}$ is irreducible, and suppose $A \subseteq X$ satisfies $\mu(A \Delta \tau^n(A)) = 0$ for all $n$. Then both $(\tau^n)^{-1}(A)$ and $A \setminus (\tau^n)^{-1}(A)$ have measure zero, for any $n \in \mathbb{N}^k$, and consequently

$$M_{\chi_{A \cap \tau_\lambda^{-1}(A)}} = M_{\chi_{A \setminus \tau_\lambda^{-1}(A) \cap \tilde{A}}} = M_{\chi_A},$$

It now follows from the definition of the operators $T_\lambda$ that, for all $\lambda \in \Lambda$, $M_{\chi_{\lambda}}$ commutes with $T_\lambda$ and $T_\lambda^*$. To see this, recall that

$$T_\lambda M_{\chi_{\lambda}}(f) = f_\lambda \cdot (\chi_{\lambda} \circ \tau^{d(\lambda)}) \cdot (f \circ \tau^{d(\lambda)})$$

while $M_{\chi_{\lambda}} T_\lambda(f) = \chi_{\lambda} \cdot f_\lambda \cdot (f \circ \tau^{d(\lambda)})$, so since $f_\lambda$ is supported on $R_\lambda$ it suffices to show that $\chi_{A \cap R_\lambda} = \chi_{R_\lambda} (\chi_{\lambda} \circ \tau^{d(\lambda)})$. Observe that

$$\chi_{R_\lambda}(\chi_{\lambda} \circ \tau^{d(\lambda)}) = \chi_{\tau_\lambda(A)},$$

and consequently it suffices to show that $\mu((A \cap R_\lambda) \Delta \tau_\lambda(A)) = 0$.

By definition, $(A \cap R_\lambda) \Delta \tau_\lambda(A) = \{\tau_\lambda(z) \in A : z \not\in \Lambda \} \cup \{\tau_\lambda(z) \not\in A : z \in \Lambda\}$. Our hypothesis that $A$ is invariant implies that

$$0 = \mu(A \Delta \tau^{d(\lambda)}(A)) = \mu(\{y \in A : y \neq \tau_\eta(z) \text{ for any } z \in \Lambda, d(\eta) = d(\lambda)\} \cup \{y \not\in A : \tau^{d(\lambda)}(y) \in \Lambda\})$$

Restricting the sets described in the previous equation to $R_\lambda$ will not increase their measure, so we also have

$$0 = \mu(\{y \in A \cap R_\lambda : y \neq \tau_\lambda(z) \text{ for any } z \in A\} \cup \{y \in R_\lambda \setminus A : \tau^{d(\lambda)}(y) \in A\}) = \mu(\{\tau_\lambda(z) \in A : z \not\in A\} \cup \{\tau_\lambda(z) \not\in A : z \in A\})$$

by using the fact that $\tau^{d(\lambda)} \circ \tau_\lambda = id|_{R_{\lambda(\lambda)}}$ a.e. and hence $\tau_\lambda$ is injective a.e.. We conclude that $T_\lambda$ commutes with $M_{\chi_{\lambda}}$ as claimed.

To see that $T_\lambda^*$ also commutes with $M_{\chi_{\lambda}}$, we use the fact that $T_\lambda M_{\chi_{\lambda}} = M_{\chi_{\lambda}} T_\lambda^*$. Thus, for any $f, g \in L^2(X, \mu)$,

$$\langle T_\lambda M_{\chi_{\lambda}} f, g \rangle = \langle M_{\chi_{\lambda}} T_\lambda f, g \rangle = \langle f, T_\lambda^* M_{\chi_{\lambda}} g \rangle$$

as $M_{\chi_{\lambda}}$ is self-adjoint. On the other hand, we also have

$$\langle T_\lambda M_{\chi_{\lambda}} f, g \rangle = \langle f, M_{\chi_{\lambda}} T_\lambda^* g \rangle.$$
so for all \( f, g \in L^2(X, \mu) \),

\[
\langle f, (T_\lambda^* M_{\lambda A} - M_{\lambda A} T_\lambda^*) g \rangle = 0.
\]

It follows that \( T_\lambda^* M_{\lambda A} - M_{\lambda A} T_\lambda^* = 0 \), so \( M_{\lambda A} \) commutes with \( T_\lambda^* \) as well, for all \( \lambda \in \Lambda \).

As the representation is irreducible, this implies that \( M_{\lambda A} \in \mathbb{C}1 = \mathbb{C} M_{\lambda x} \). Since \( M_{\lambda A} \) is a projection, it follows that either \( \mu(A) = 0 \) (if \( M_{\lambda A} = 0 \)) or \( \mu(A^c) = 0 \) (if \( M_{\lambda A} = 1 = M_{\lambda x} \)). Thus, the operators \( r^n \) are jointly ergodic with respect to the measure \( \mu \).

Next, we give an example that the converse of the above proposition does not hold in general.

**Example 4.7.** Let \( E \) be the graph with one vertex \( v \) and one edge \( e \). We will build a semibranching function system for \( E \) on the set \( \{0, 1\} \) with counting measure. Let \( R_e = \{0, 1\} = D_v \) and define the prefixing map \( f_e : D_v \to R_v \) by \( f_e(x) = x + 1 \mod 2 \). Then \( \{D_v, R_e, f_e\} \) is a branching system in the sense of [27, Definition 3.6]. By [27, Proposition 3.12 and Remark 3.11], this branching system gives rise to a semibranching function system. Let \( \pi \) be the induced representation of \( C^*(\Lambda) \) on \( \ell^2(\{0, 1\}) \). By Proposition 3.9 this representation is not monic. Hence, Theorem 5.5 implies that \( \pi \) is not irreducible. Indeed \( \ell^2\{0\} \) and \( \ell^2\{1\} \) are invariant subspaces of \( \ell^2\{0, 1\} \). On the other hand, there are no nonempty proper subsets of \( \{0, 1\} \) which are invariant by all of the powers of the coding map.

**Theorem 4.8.** Let \( \Lambda \) be a row-finite \( k \)-graph with no sources. Suppose \( \Lambda \) is not cofinal (Definition 2.5). Then there are no irreducible representations of \( C^*(\Lambda) \) arising from \( \Lambda \)-semibranching function systems.

**Proof.** Let \( x \in \Lambda^\infty \) and \( v \in \Lambda^0 \) be obtained from the fact that \( \Lambda \) is not cofinal. Given a \( \Lambda \)-semibranching function system \( \{\tau^n, \tau_\lambda\} \) on \( (X, \mu) \), let \( A \) denote the smallest set which contains \( R_{\tau(x)} \) and is invariant with respect to all the coding maps \( \tau^n \). Observe that \( \mu(A \cap R_v) = 0 \) so, since \( \mu(R_v) > 0 \) and \( \mu(A) \geq \mu(R_{\tau(x)}) > 0 \), it follows from Proposition 4.6 that any representation associated to a \( \Lambda \)-semibranching function system will be reducible.

**Remark 4.9.** However, \( \Lambda \)-semibranching function systems on non-cofinal \( k \)-graphs can give rise to irreducible representations if we restrict our attention to a minimal \( \mu \)-invariant subset; see Definition 4.17 and Theorem 4.20 below.

We now conclude this subsection by applying the work of Carlsen et al. [7] on irreducible representations of \( k \)-graphs to the setting of \( \Lambda \)-projective representations.

**Definition 4.10.** Let \( \Lambda \) be a row-finite source-free \( k \)-graph. Recall that a pair \( (\lambda, \nu) \in \Lambda \times \Lambda \) is a **cycline pair** if \( s(\lambda) = s(\nu) \) and \( \lambda x = \nu x \) for all \( x \in Z(s(\lambda)) \). We set

\[
\text{Per}(\Lambda) := \{d(\lambda) - d(\nu) : (\lambda, \nu) \text{ cycline}\}.
\]
If $\Lambda^0$ is a maximal tail — that is, for every $v_1, v_2 \in \Lambda^0$ there is $w \in \Lambda^0$ such that $v_1 \Lambda w \neq \emptyset$ and $v_2 \Lambda w \neq \emptyset$ — then [7, Theorem 4.2(1)] establishes that $\text{Per}(\Lambda)$ is a subgroup of $\mathbb{Z}^k$.

Following [7], we set $H_{\text{Per}}(\Lambda)$ to be the set of vertices which realize all of $\text{Per}(\Lambda)$: that is,

$$H_{\text{Per}}(\Lambda) = \{ v \in \Lambda^0 : \text{if } r(\lambda) = v \text{ and } \exists m \in \mathbb{N}^k : d(\lambda) - m \in \text{Per}(\Lambda), \text{ then } \exists \mu \in v \Lambda^m \text{ s.t. } (\lambda, \mu) \text{ cycline} \}.$$

Observe that if $(\lambda, \nu)$ is a cycline pair then $\sigma^{d(\lambda)} = \sigma^{d(\nu)}$ on $Z(\lambda) = Z(\nu)$. However, we need not have $\tau^{d(\lambda)} = \tau^{d(\mu)}$ on an arbitrary $\Lambda$-semibranching function system.

**Example 4.11.** Consider the following 1-graph $\Lambda$:

![Graph](image)

Define a $\Lambda$-semibranching function system on $[0, 1]$ (equipped with Lebesgue measure) by setting $D_{v_1} = (0, 1/2)$ and $D_{v_2} = (1/2, 1)$, and defining

$$\tau_g(x) = \tau_f(x) = \frac{x}{2}, \quad \tau_f(x) = \frac{3}{2} - x.$$

The coding map is then given by $\tau^1(x) = \begin{cases} 2x, & x \in (0, 1/2) \\ 3/2 - x, & x \in (1/2, 1) \end{cases}$.

One easily checks that the hypotheses of a $\Lambda$-semibranching function system are satisfied. Moreover, $(f, v_2)$ is a cycline pair, but $\tau^1 \neq \text{id}$ on $R_f \cap R_{v_2} = (1/2, 1)$.

**Proposition 4.12.** In any $\Lambda$-semibranching function system, if $(\lambda, \nu)$ is a cycline pair, then $\mu(R_\lambda \Delta R_\nu) = 0$.

**Proof.** Suppose $x \in R_\lambda$. By definition, $x = \tau_\lambda(y)$ for some $y \in D_{s(\lambda)} = D_{s(\nu)}$. Let $m = (d(\lambda) \lor d(\nu)) - d(\lambda)$; by the definition of a $\Lambda$-semibranching function system, we can write

$$D_{s(\lambda)} = \bigsqcup_{\eta \in s(\lambda) \Lambda^m} R_{\eta}$$

modulo sets of measure zero. Therefore, without loss of generality, we may assume $y = \tau_\eta(z)$ for some $\eta \in s(\lambda) \Lambda^m$ and some $z \in D_{s(\eta)}$.

The fact that $(\lambda, \nu)$ is a cycline pair implies, in particular, that since $d(\lambda \eta) = d(\lambda) \lor d(\nu) \geq d(\nu)$, we have $\lambda \eta = \nu \bar{\eta}$ for some $\bar{\eta} \in s(\nu) \Lambda$. Consequently, since $x = \tau_\lambda(y) = \tau_{\lambda\eta}(z)$, we must have $x = \tau_{\nu\bar{\eta}}(\tilde{z})$ for some $\tilde{z} \in R_{\eta}$. It follows that $x = \tau_\nu(\tau_{\eta}(\tilde{z})) \in R_\nu$, and so almost all $x \in R_\lambda$ are also in $R_\nu$, as claimed. \qed
Proposition 4.13. Let $\Lambda$ be a row-finite, source-free $k$-graph and let $\{T_\lambda\}_{\lambda \in \Lambda}$ be a $\Lambda$-projective representation of $C^*(\Lambda)$ on $L^2(X, \mu)$, with associated functions $f_\lambda$ defined on $R_\lambda$. If $\{T_\lambda\}_{\lambda \in \Lambda}$ is irreducible and for every cycline pair $(\lambda, \nu)$ we have $\tau^{d(\lambda)} = \tau^{d(\nu)}$ on $R_\lambda \cap R_\nu$, then there exists $z \in \mathbb{T}^k$ such that for every cycline pair $(\lambda, \nu)$ with $r(\lambda) = r(\nu)$ $\in H_{\text{Per}}(\Lambda)$, we have
\[
\frac{f_\lambda}{f_\nu} = z^{d(\lambda) - d(\nu)} \text{ on } R_\lambda \cap R_\nu.
\]

Proof. Suppose $\{T_\lambda\}$ is irreducible. As $T_\nu = M_{\lambda_\nu} \Lambda$ is non-zero for each $\nu \in \Lambda^0$, the maximal tail $T$ invoked in [7, Theorem 5.3(2)] is given in our case by $T = \Lambda^0$. Therefore, [7, Theorem 5.3(2)] implies that there exists $z \in \mathbb{T}^k$ (which implements a character of the periodicity group Per($\Lambda$)) such that $T_\lambda = z^{d(\lambda) - d(\nu)}T_\nu$ for all $(\lambda, \nu)$ as in the statement of the proposition. Moreover, if $(\lambda, \nu)$ is cycline, then by Proposition 4.12, $R_\lambda = R_\nu$ a.e. and therefore $f_\lambda, f_\nu$ are defined and nonzero on $R_\lambda \cap R_\nu$. From our hypothesis that $\tau^{d(\lambda)} = \tau^{d(\nu)}$ on this domain, it follows that
\[
T_\lambda = z^{d(\lambda) - d(\nu)}T_\nu \iff \frac{f_\lambda}{f_\nu} = z^{d(\lambda) - d(\nu)} \text{ on } R_\lambda \cap R_\nu.
\]

However, the converse of this proposition fails. In the discussion of the following example, we will interpret the 0th power of a loop $\lambda$ to mean the vertex $r(\lambda)$.

Example 4.14. Consider the 1-graph $\Lambda$ from Example 4.11. Observe that in this case $\Lambda^\infty = \{e^\infty, \{e^m f^\infty\}_{m \in \mathbb{N}}, f^\infty\}$, and that for all $m, n \in \mathbb{N}$,
\[
Z(f) = Z(f^m) = \{f^\infty\}; \quad Z(e^n) = \{e^n, \{e^m g f^\infty\}_{m \geq n}\};
\]
\[
Z(e^n g) = Z(e^n g f^m) = \{e^nf f^\infty\}.
\]
Therefore, every infinite path save for $e^\infty$ constitutes a clopen set, and so the topology and the Borel $\sigma$-algebra of $\Lambda^\infty$ is precisely the power set of $\Lambda^\infty$. Moreover, the set of cycline pairs is $\{(g^i f^m, g^i f^m) : i \in \{0, 1\}, m, n \in \mathbb{N}\}$, so Per($\Lambda$) = $\mathbb{Z}$. However, the set $H_{\text{Per}}(\Lambda)$ of vertices with maximal periodicity is $\{v_2\}$, since the paths $e^n$ all have source $v_1$ but do not appear in any cycline pair.

Define a measure $\mu$ on $\Lambda^\infty$ by
\[
\mu(Z(f)) = 1/4; \quad \mu(Z(e^n g)) = \frac{1}{2n+2}; \quad \mu(Z(e^n)) = \frac{1}{4} + \frac{1}{2n+1}.
\]
Observe that this measure gives $\mu(\{e^\infty\}) = 1/4$. Furthermore, $(\sigma^n)^{-1}(\{e^\infty\}) = \{e^\infty\}$ for all $n$, so $\mu(\sigma^{-1}(\{e^\infty\}) \Delta \{e^\infty\}) = 0$, but neither $\{e^\infty\}$ nor $\Lambda^\infty \setminus \{e^\infty\}$ has measure zero. Theorem 3.12(b) of [17] (or Proposition 4.6 above) now implies that any $\Lambda$-projective representation associated to $(\Lambda^\infty, \mu)$ will fail to be irreducible.

We now compute the Radon–Nikodym derivatives associated to the $\Lambda$-semibranching function system on $(\Lambda^\infty, \mu)$ given by the usual coding and prefixing
maps. First, the fact that the cylinder sets \( Z(g) = Z(gf^m) \) and \( Z(f) = Z(f^m) \) consist of single points makes it easy to compute that

\[
\Phi_g = \Phi_{gf^m} = 1 \text{ for all } m \in \mathbb{N}; \quad \Phi_f = \Phi_{f^m} = 1 \text{ for all } m \in \mathbb{N}.
\]

However, \( \Phi_e \) is not constant on its domain \( Z(v_1) \):

\[
\Phi_e(\varepsilon^\infty) = \frac{d(\mu \circ \sigma_e)}{d\mu}(\varepsilon^\infty) = 1, \quad \text{but } \Phi_e(\varepsilon^n g \varepsilon^\infty) = \frac{1}{2}.
\]

In particular, if (for each finite path \( \lambda \)) we set \( f_\lambda = \Phi^{-1/2}_\lambda \) on its domain \( Z(\lambda) \), then for \( (\lambda, \nu) = (\varepsilon^n, \varepsilon^m) \) cycline we have

\[
\frac{f_\lambda}{f_\nu} = \frac{f_{\varepsilon^n}}{f_{\varepsilon^m}} = 1 = 1^{d(\lambda) - d(\nu)}.
\]

Thus, the conclusion of Proposition 4.13 holds but the hypothesis fails.

We conclude by observing that the irreducible representation \( \pi_{\{f^n\}, 1} \) that Carlsen et al. [7] associate to the maximal tail \( \{v_1, v_2\} \), the element \( 1 \in \mathbb{T}^k \), and the cofinal path \( f^\infty \) is, up to rescaling, our \( \Lambda \)-projective representation on \( \Lambda^\infty \setminus \{e^\infty\} \).

### 4.2. Sufficient conditions for irreducibility

In this subsection we show that, although the necessary conditions for irreducibility described in the previous subsection are not necessarily sufficient, for \( \Lambda \)-projective representations on the infinite path space of a \( k \)-graph the situation is different. For example, we obtain a converse to Proposition 4.6 in Theorem 4.15 below (with \( E = X = \Lambda^\infty \)). If \( \Lambda \) has no sinks, then we obtain an alternative sufficient condition for irreducibility in Theorem 4.20. Finally, we identify another sufficient condition in Proposition 4.26 by relating the \( \Lambda \)-projective representation of \( C^*(\Lambda) \) on \( \Lambda^\infty \) to a representation of a related 1-graph. A variety of examples indicate that each of these sufficient conditions has a different domain of applicability.

**Theorem 4.15.** Let \( \Lambda \) be a row-finite \( k \)-graph with no sources. Suppose that the infinite path space \( \Lambda^\infty \) admits a \( \Lambda \)-projective system \( (\Lambda^\infty, \mu) \), for some Radon measure \( \mu \) with standard prefixing maps \( \{\sigma_n : n \in \mathbb{N}^k\} \), coding maps \( \{\sigma_n : n \in \mathbb{N}^k\} \), and functions \( \{f_\lambda : \lambda \in \Lambda\} \) satisfying Conditions (a) and (b) of Definition 2.10, with the measure of all cylinder sets finite. Let \( \{T_\lambda : \lambda \in \Lambda\} \) be the operators given by Equation (7) of Proposition 2.11. Let \( E \subseteq \Lambda^\infty \) satisfy the hypotheses of Proposition 2.16, so that the restriction \( \{T^{E\lambda}_\lambda : \lambda \in \Lambda\} \) of the \( \Lambda \)-projective representation to \( L^2(E, \mu) \) is again a \( \Lambda \)-projective representation. Then

(a) The commutant of the operators \( \{T^{E\lambda}_\lambda : \lambda \in \Lambda\} \) consists of multiplication operators by functions \( h \) with \( h \circ \sigma^n = h \cdot \mu_E \)-a.e., for all \( n \in \mathbb{N}^k \).

(b) If \( \sigma^n \) is ergodic with respect to \( \mu_E \) for some \( n \in \mathbb{N}^k \), then \( \{T^{E\lambda}_\lambda : \lambda \in \Lambda\} \) is irreducible.

(c) If \( \{\sigma^n\} \) is a jointly ergodic family with respect to \( \mu_E \), then \( \{T^{E\lambda}_\lambda : \lambda \in \Lambda\} \) is irreducible.
Proof. First we prove (a). Proposition 4.5 implies that if \( T \in B(L^2(\Lambda^\infty, \mu_E)) \) is an operator in the commutant of the \( \Lambda \)-projective representation \( \{T^E_{\lambda}\}_\lambda \), then \( T = M_h \) for some \( h \in L^\infty(E, \mu) \). We will show that \( h \circ \sigma^n = h \) a.e. for all \( n \in \mathbb{N}^k \).

By Proposition 4.5, this completes the proof of (a).

Since \( T \) commutes with \( T^E_{\lambda} \) for all \( \lambda \in \Lambda \), for any \( f \in L^2(E, \mu) \) we have \( T^T_{\lambda}Tf = TT^T_{\lambda}f \), and consequently

\[
h_{\lambda} f_{\lambda}|_E (f \circ \sigma^n) = (h \circ \sigma^n) f_{\lambda}|_E (f \circ \sigma^n)
\]
whenever \( d(\lambda) = n \), \( f \in L^2(E, \mu) \).

Fix \( \lambda \in \Lambda^\infty \) and consider \( f = \chi_{Z(\sigma^n) \cap E} \), which is a nonzero element of \( L^2(E, \mu) \) by hypothesis. The definition of a \( \Lambda \)-projective system and the above equation combine to reveal that \( h \circ \sigma^n = h \), \( \mu_E \)-a.e. on \( Z(\lambda) \). Since \( \Lambda^\infty = \bigsqcup_{\lambda \in \Lambda^\infty} Z(\lambda) \) for any \( n \in \mathbb{N}^k \), it follows that \( h \circ \sigma^n = h \) a.e. on \( E \).

For (b), choose \( T = M_h \) in the commutant of the representation \( \{T^E_{\lambda}\}_\lambda \), so that \( h = h \circ \sigma^n \) for all \( n \). Ergodicity of one of the coding maps \( \sigma^n \) implies, by item (a) of Lemma 4.4, that \( h \) is constant, and so \( \{T^E_{\lambda}\}_\lambda \) is irreducible.

Finally, (c) follows as (b) above, using item (b) of Lemma 4.4 this time. \( \Box \)

Remark 4.16. One can take \( E = \Lambda^\infty \) in the previous Theorem; in this case, combining Theorem 4.15 with Proposition 4.6, we have a necessary and sufficient characterization of the irreducibility of a \( \Lambda \)-projective representation on \( \Lambda^\infty \).

We obtain another sufficient condition for the irreducibility of the restriction to \( L^2(E, \mu) \) of the representation \( \{T^E_{\lambda}\}_\lambda \) if, instead of requiring that \( \mu(E \cap Z(\nu)) \) be nonzero for all vertices \( \nu \), we ask that \( E \) satisfy the following definition. Recall that a \( \mu \)-measurable set \( E \) is invariant with respect to a function \( T \) if \( \mu(E \Delta T^{-1}(E)) = 0 \), and note that if \( E \) is invariant with respect to \( T \), then \( \mu(E \cap T^{-1}(E)) = \mu(E) \).

Definition 4.17. Fix a Radon measure \( \mu \) on \( \Lambda^\infty \). A Borel subset of non-zero measure \( A \subseteq \Lambda^\infty \) is \( \mu \)-invariant if \( A \) is invariant with respect to the standard coding maps \( \sigma^n \), for all \( n \in \mathbb{N}^k \), i.e., \( \mu(A \Delta (\sigma^n)^{-1}(A)) = 0 \), \( \forall n \). A \( \mu \)-invariant subset \( E \subseteq \Lambda^\infty \) is minimal \( \mu \)-invariant if there is no \( \mu \)-invariant subset \( A \) of \( E \) with \( \mu(A \Delta E) \neq 0 \).

To obtain our next results, we restrict our attention to higher rank graphs with no sinks – that is, for every \( 1 \leq i \leq k \), and for every \( \nu \in \Lambda^0 \), we have \( \Lambda^{\nu} \nu \neq \emptyset \). If \( \Lambda \) has no sinks then, for every \( n \), the coding map \( \sigma^n : \Lambda^\infty \to \Lambda^\infty \) is surjective.

Lemma 4.18. Suppose \( \Lambda \) is a row-finite, source-free higher-rank graph with no sinks.

(a) Let \( A \subseteq \Lambda^\infty \), with \( \mu(A) > 0 \). If \( \mu((\sigma^n)^{-1}(A) \Delta A) = 0 \) for some \( n \), then \( \mu(A \Delta \sigma^n(A)) = 0 \).

(b) If \( E \subseteq \Lambda^\infty \) is \( \mu \)-invariant, \( \mu(E) > 0 \), and a subset \( A \subseteq E \) satisfies the condition \( \mu((\sigma^n|_E)^{-1}(A) \Delta A) = 0 \) for some \( n \), then \( \mu(A \Delta \sigma^n(A)) = 0 \).
(c) If $E$ is minimal $\mu$-invariant then $\{\sigma^n\}$ is a jointly ergodic family in $E$, that is, if $A \subset E$, with $\mu(A\Delta (\sigma^n|_E)^{-1}(A)) = 0$ for all $n$, then either $\mu(A) = 0$ or $\mu(E\setminus A) = 0$.

**Proof.**  
(a) By definition

$$A\Delta \sigma^n(A) = \{x \in A : x \neq \sigma^n(y) \text{ for all } y \in A\}$$

$$\cup \{x \in A^c : x = \sigma^n(y) \text{ for some } y \in A\}$$

and $(\sigma^n)^{-1}(A)\Delta A = \{x \in A : \sigma^n(x) \notin A\} \cup \{x \in A^c : \sigma^n(x) \in A\}$.

Assuming that $\Lambda$ has no sinks, each of the sets in the description of $A\Delta \sigma^n(A)$ above is contained in the image under $\sigma^n$ of one of the sets making up $(\sigma^n)^{-1}(A)\Delta A$. To be precise,

$$\sigma^n(\{x \in A : \sigma^n(x) \notin A\}) = \{y \in A^c : y = \sigma^n(x) \text{ for some } x \in A\}$$

and, since each coding map is surjective by hypothesis,

$$\sigma^n(\{x \in A^c : \sigma^n(x) \in A\}) \supseteq \{y \in A : y \neq \sigma^n(x) \text{ for any } x \in A\}.$$  

By Lemma 2.14, the claim follows.

(b) Let $E \subseteq \Lambda^\infty$, with $\mu(E) > 0$, be $\mu$-invariant. By item (a), $\mu(E\Delta \sigma^n(E)) = 0$ for all $n$. Let $A \subset E$ be such that $\mu((\sigma^n|_E)^{-1}(A)\Delta A) = 0$ for some $n$.

Notice that

$$(\sigma^n|_E)^{-1}(A)\Delta A = \{x \in A : \sigma^n(x) \notin A\} \cup \{x \in E \setminus A : \sigma^n(x) \in A\},$$

and that $A\Delta \sigma^n(A) \subseteq E$ a.e. Proceeding as in item (a), we conclude that

$$A\Delta \sigma^n(A) \subseteq \sigma^n ((\sigma^n|_E)^{-1}(A)\Delta A) \text{ a.e.,}$$

where the inclusion

$$\sigma^n(\{x \in E \setminus A : \sigma^n(x) \in A\}) \supseteq \{y \in A : y \neq \sigma^n(x) \text{ for any } x \in A\} \text{ a.e.}$$

follows from $A \subset E$ and $\mu(E\Delta \sigma^n(E)) = 0$. The proof now follows as in the proof of item (a), taking $B := (\sigma^n|_E)^{-1}(A)\Delta A$ and $C := A\Delta \sigma^n(A)$.

(c) Let $E$ be a minimal $\mu$-invariant set, and let $A \subset E$ be such that $\mu(A) > 0$ and $\mu(A\Delta (\sigma^n|_E)^{-1}(A)) = 0$ for all $n$. Consequently, $\mu(\{x \in A : \sigma^n(x) \notin A\}) = 0$ and $\mu(\{x \in E \setminus A : \sigma^n(x) \in A\}) = 0$. If $A$ is not $\mu$-invariant, then there exists $n \in \mathbb{N}^k$ such that $\mu(A\Delta (\sigma^n)^{-1}(A)) > 0$, and consequently $\mu(\{x \in A^c : \sigma^n(x) \in A\}) > 0$. As $E$ is $\mu$-invariant, $\mu(\{x \in E^c : \sigma^n(x) \in A\}) = 0$. We conclude that $\mu(\{x \in E \setminus A : \sigma^n(x) \in A\}) > 0$, which contradicts the fact that $\mu(A\Delta (\sigma^n|_E)^{-1}(A)) = 0$. In other words, $A$ must be $\mu$-invariant. By the minimality of $E$ it follows that $\mu(E \setminus A) = \mu(E\Delta A) = 0$, as desired.

**Remark 4.19.** Lemma 4.18 need not hold for $k$-graphs with sinks. For a simple example, consider the graph $E$ with vertices $v_1, v_2$ and edges $e_1, e_2$ such that $s(e_1) = r(e_1) = s(e_2) = v_1$ and $r(e_2) = v_2$. Then $\Lambda^\infty = \{e_1^\infty, e_2e_1^\infty\}$. Let $\mu$ be a measure on $\Lambda^\infty$ satisfying $\mu(\{e_1^\infty\}) > 0$ and $\mu(\{e_2e_1^\infty\}) = 0$. Then none of the conclusions of the above lemma hold. For example, for any $n \neq 0$, \[\boxed{\mu(\Lambda^\infty) \neq 0} \]
\{e_2 e_1^\infty\} \Delta \sigma^n \{e_2 e_1^\infty\} = \Lambda^\infty \text{ has positive measure, while } (\sigma^n)^{-1} \{e_2 e_1^\infty\} \Delta \{e_2 e_1^\infty\} = \{e_2 e_1^\infty\} \text{ has measure zero.}

**Theorem 4.20.** Let \( \Lambda \) be a row-finite, source-free \( k \)-graph with no sinks, and \( \mu \) a Radon measure on \( \Lambda^\infty \) which gives rise to a \( \Lambda \)-projective system. Suppose \( E \subseteq \Lambda^\infty \) is a minimal \( \mu \)-invariant subset. Then the restriction of \( \{T_{\lambda} : \lambda \in \Lambda\} \) to \( L^2(E, \mu) \) gives an irreducible representation of \( C^*(\Lambda) \).

**Proof.** We first show that \( T_{\lambda}(L^2(E, \mu)) \subseteq L^2(E, \mu) \). By Lemma 4.18, knowing that \( \mu((\sigma^n)^{-1}(E) \Delta E) = 0 \) for all \( n \) implies that \( \mu(E \Delta \sigma^n(E)) = 0 \) for all \( n \) as well. If we fix \( f \in L^2(E, \mu) \) and \( \lambda \in \Lambda \), then Condition (a) of Definition 2.10 implies that

\[
\int_E |T_{\lambda}(f)|^2 \, d\mu = \int_E |f\sigma^d(\lambda)|^2 \, d\mu = \int_E \left| f\sigma^d(\lambda) \right|^2 \, d\mu \frac{d(\muo(\sigma_{\lambda})^{-1})}{d\mu} \, d\mu
\]

\[
= \int_{\sigma^d(\lambda)(E)} |f|^2 \, d(\muo(\sigma_{\lambda})^{-1}) = \int_{(\sigma_{\lambda})^{-1}(E)} |f|^2 \, d\mu
\]

\[
\leq \int_{\sigma^d(\lambda)(E)} |f|^2 \, d\mu = \int_E |f|^2 \, d\mu < \infty,
\]

where the second line holds because \( (\sigma_{\lambda})^{-1}(E) \subseteq \sigma^d(\lambda)(E) \). It follows that, as claimed, \( T_{\lambda}(L^2(E, \mu)) \subseteq L^2(E, \mu) \).

Now, suppose \( T \) commutes with \( T_{\lambda}|_{L^2(E, \mu)} \) for all \( \lambda \in \Lambda \). Thanks to the fact that \( T_{\lambda}|_{L^2(E, \mu)} T_{\lambda}|_{L^2(E, \mu)} = M_{\chi_{Z(\lambda)}} \), a careful read of the proof of Theorem 4.15(a) reveals that, in this case as well, we can conclude that \( T = M_h \) for some \( h \in L^\infty(E, \mu) \). Thus, if \( f \in L^2(E, \mu) \) we have

\[
h \cdot f_{\lambda} \cdot (f \sigma^d(\lambda)) = f_{\lambda} \cdot (h \sigma^d(\lambda)) \cdot (f \sigma^d(\lambda)) \tag{25}
\]

as functions in \( L^2(E, \mu) \). The fact that \( f_{\lambda} \) is nonzero precisely on \( Z(\lambda) \) means that both sides of Equation (25) are supported on \( Z(\lambda) \cap E \).

If \( \mu(E \cap Z(\lambda)) \neq 0 \), the fact that \( E \) is invariant with respect to \( \sigma^d(\lambda) \) implies that \( \mu(E \cap Z(\lambda)) = \mu(E \cap Z(s(\lambda))) \), and so \( f = \chi_{Z(s(\lambda))} \) is a nonzero element of \( L^2(E, \mu) \). Consequently, Equation (25) implies that \( h = h \sigma^d(\lambda), \mu_E\text{-a.e. on } Z(\lambda), \) whenever \( \mu_E(Z(\lambda)) \neq 0 \).

Recall that, for any \( n \in \mathbb{N}^k \), we have \( E = \bigcup_{\lambda \in \Lambda^n} Z(\lambda) \cap E \). It now follows that \( h = h \sigma^n \) as functions in \( L^2(E, \mu) \) for all \( n \in \mathbb{N}^k \). So, \( h \) is jointly invariant with respect to \( \{\sigma^n\} \). Since, by Lemma 4.18, the maps \( \{\sigma^n\} \) are jointly ergodic in \( E \), it follows from Lemma 4.4 that \( h \) is constant, that is, \( h \in C^E \). Thus the restriction of \( \{T_{\lambda} : \lambda \in \Lambda\} \) to \( L^2(E, \mu) \) is indeed an irreducible representation.

**Remark 4.21.** If a monic representation of a sink-free, source-free, row-finite \( k \)-graph has an atom, then Theorem 4.20 implies that the restriction of the representation to the orbit of this atom is irreducible. We will study representations with atoms in detail in the next section. For non-atomic measures, a minimal invariant set should be seen as an analogue of an orbit of an atom.
The following example shows that Theorem 4.20 may apply when Theorem 4.15 does not. Indeed, this example shows that $\Lambda$-semibranching function systems may give rise to irreducible representations even when $\Lambda$ is not cofinal, if we can apply Theorem 4.20.

**Example 4.22.** Consider the following 1-graph $\Lambda$:

![Diagram of a 1-graph](image)

Define a measure $\mu$ on $\Lambda^\infty$ by

$$
\mu(Z(e^n)) = \frac{1}{2n+1}, \quad \mu(Z(u)) = \mu(Z(w)) = \frac{1}{4}, \quad \mu(Z(e^ng)) = \frac{1}{2n+3} = \mu(Z(e^nh)).
$$

(Recall that for a loop $\lambda$, we denote $\lambda^0 = s(\lambda)$.) One easily checks that the usual prefixing and coding maps $\{\sigma^n, \sigma_1\}$ make $(\Lambda^\infty, \mu)$ a $\Lambda$-semibranching function system. Observe that each infinite path in $\Lambda^\infty$ except for $e^\infty$ has nonzero $\mu$-measure. Set $E = \{e^ng ; n \in \mathbb{N}\} \cup \{f^\infty\}$. Since $E \cap Z(u) = \emptyset$, $E$ does not satisfy the hypotheses of Proposition 2.16 (and consequently of Theorem 4.15). However, $E$ is $\mu$-invariant, because $E = \sigma^{-1}(E)$. In fact, $E$ is minimal $\mu$-invariant: if $A \subseteq E$ and $\mu(A\Delta E) = \mu(E\setminus A) \neq 0$, then there is an infinite path $x \in E\setminus A$. Since each infinite path in $E$ has nontrivial measure, and $E$ is $\mu$-invariant, in order to have $\mu(A\Delta \sigma^{-1}(A)) = 0$ we must have $A = \sigma^{-1}(A)$. Consequently, $A$ cannot contain any path of the form $\lambda\sigma^n(x)$, for $\lambda$ a finite path in $\Lambda$ and $n \in \mathbb{N}$. As every path in $E$ is of this form, we conclude that the only proper $\mu$-invariant subset $A$ of $E$ is $A = \emptyset$, so $E$ is minimal $\mu$-invariant.

Theorem 4.20 now implies that any $\Lambda$-projective representation of $C^*(\Lambda)$ on $L^2(\Lambda^\infty, \mu)$ will restrict to an irreducible representation on $L^2(E, \mu)$.

Our final sufficient condition for the irreducibility of a $\Lambda$-projective representation relies on the link between $k$-graphs and directed graphs which we now describe.

If $\Lambda$ is a row-finite $k$-graph, recall that for each $1 \leq i \leq k$, we write $A_i$ for the $\Lambda^0 \times \Lambda^0$ (infinite) matrix with entry $A_i(v, w) = |v\Lambda^i w|$. Fix $J = (j_1, \ldots, j_k)$, with all $j_s \in \mathbb{N}_{>0}$, and define $A := A^J = A_1^{j_1} \cdots A_k^{j_k}$. Then $A$ can also be interpreted as the matrix of a row-finite 1-graph which we will call $\Lambda_A$. Note that every finite path $\lambda_A \in \Lambda_A$ can be viewed as a finite path $\lambda_A \in \Lambda$ of degree $|\lambda_A|J$ by using the “diagonal construction” (see [20] for the case $j_r = 1, \forall r$; the general case is similar). More formally, there is a functor $\Phi_A$ between the path categories of the 1-graph $\Lambda_A$ and the $k$-graph $\Lambda$ defined by

$$
\Phi_A(v_A) := \vec{v}_A, \quad \Phi_A(\lambda_A) := \vec{\lambda}_A, \quad \forall v_A \in \Lambda_A^0, \lambda_A \in \Lambda_A
$$
Now recall from [22, Lemma 5.1] (cf. also [20, Proposition 2.10]) that the infinite path space $\Lambda^\infty$ of $\Lambda$ is homeomorphic and Borel isomorphic to the infinite path space $\Lambda_A^\infty$ of the $\Lambda_A$:

**Proposition 4.23.** There is a canonical homeomorphism $\Psi_A$ between $\Lambda_A^\infty$ and $\Lambda^\infty\Lambda$ induced by $\Phi_A$. Moreover, $\Psi_A$ also induces an isomorphism of Borel structures.

**Proof.** The result follows from the observation that the cylinder sets of degree $nJ$, $n \in \mathbb{N}$, generate the topology in $\Lambda^\infty\Lambda$. This observation was established for row-finite source-free $k$-graphs in the references given above, and one easily checks that the proofs given there work for all source-free row-finite higher-rank graphs.

Moreover, since the Cuntz-Krieger relations for $C^*(\Lambda_A)$ are satisfied by $\{S_{\lambda_A} : \lambda_A \in \Lambda_A\}$, the universal property of graph $C^*$-algebras, see [4], implies that there exists a $*$-homomorphism $\varphi_A : C^*(\Lambda_A) \to C^*(\Lambda)$ such that $\varphi_A(S_{\lambda_A}) = S_{\lambda_A}$. Now, let $\pi : C^*(\Lambda) \to \mathcal{B}(L^2(\Lambda^\infty\Lambda, \mu))$ be a monic representation of $C^*(\Lambda)$.

**Proposition 4.24.** The composition $\pi_A := \pi \circ \varphi_A$ is a monic representation of $C^*(\Lambda_A)$.

**Proof.** By Proposition 4.23, we know that $L^2(\Lambda^\infty\Lambda, \mu_\pi) \cong L^2(\Lambda_A^\infty, \mu_\pi)$. Moreover, if $\sigma, \sigma^n$ denote the standard coding and prefixing maps for $\Lambda$, and we denote by $\tau, \tau^n$ the coding maps for $\Lambda_A$, we have

$$\tau^n \circ \Psi_A = \sigma^{nJ}, \quad \tau \circ \Psi_A = \sigma_A.$$

Therefore, by applying Theorem 3.6 we conclude that $\pi_A$ is monic.

In addition, Proposition 4.23 implies the following result.

**Proposition 4.25.** The measure $\mu_{\pi_A}$ on $\Lambda_A^\infty\Lambda$, obtained by integrating against the monic vector the projection-valued measure of Theorem 3.1, is the same as the measure $\mu_\pi$, when we identify $\Lambda^\infty\Lambda$ and $\Lambda_A^\infty\Lambda$ using Proposition 4.23. In particular the two coding maps satisfy $\sigma_A = \sigma^{(j_1, j_2, \ldots, j_k)}_\Lambda$.

Now recall from Theorem 4.15 that the representation $\pi$ (resp $\pi_A$) is irreducible if, and only if, the coding maps $\sigma^n, n \in \mathbb{N}^k$ (resp. $\sigma_A^n, m \in \mathbb{N}$) are jointly ergodic with respect to the measure $\mu_\pi$ (resp. $\mu_{\pi_A}$); here, additionally, $\mu_\pi = \mu_{\pi_A}$. We thus obtain the following result.

**Proposition 4.26.** Assume, with hypotheses as above, that the representation $\pi_A$ is irreducible. Then $\pi$ is irreducible.

**Proof.** By Theorem 4.15, it is enough to check that if $\mu_\pi((\sigma^n)^{-1}(B)\Delta B) = 0$ for all $n \in \mathbb{N}^k$, then either $\mu_\pi(B) = 0$ or $\mu_\pi(\Lambda^\infty\Lambda \setminus B) = 0$. For this, let $B \subset \Lambda^\infty\Lambda \cong \Lambda_A^\infty\Lambda$, with $(\sigma^n)^{-1}(B) = B$ for all $n \in \mathbb{N}^k$; then in particular $\mu_{\pi, A}((\sigma_A^n)^{-1}(B)\Delta B) = 0$ for all $m \in \mathbb{N}$. Since $\pi_A$ is irreducible, Theorem 4.15 now implies that $\mu_{\pi, A}(B) = 0$ or $\mu_{\pi, A}(\Lambda_A^\infty\Lambda \setminus B) = 0$, which also implies $\mu_\pi(B) = 0$ or $\mu_\pi(\Lambda^\infty\Lambda \setminus B) = 0$. □
4.3. Further results on irreducibility. In this subsection we explore a few more results related with the irreducibility of representations arising from \( \Lambda \)-semibranching function systems. Our first result regards the decomposition of a representation as a direct sum of irreducible representations. For purely atomic representations this follows by restricting the representation to the orbits, see [18, Corollary 3.4] and [14, Proposition 4.3]. So we will focus on the case of measures on \( \Lambda^\infty \) without atoms (since measures with atoms induce purely atomic representations, see Theorem 5.3). In this more general setting, we will need an extra hypothesis to obtain the desired decomposition (see Definition 4.27 below). The section concludes with Proposition 4.29, which relates the question of when two \( \Lambda \)-semibranching representations are disjoint to the supports of the associated measures.

**Definition 4.27.** Fix a Radon measure \( \mu \) on \( \Lambda^\infty \). Let \( E \subseteq \Lambda^\infty \) be a \( \mu \)-invariant Borel subset of non-zero measure. We say that \( E \) is \( \varepsilon \)-approximately ergodic if there exists \( \varepsilon \) such that if \( B \subset E \) is invariant and \( 0 < \mu(B) < \mu(E) \), then \( \varepsilon < \mu(B) < \mu(E) - \varepsilon \).

**Proposition 4.28.** Let \( \Lambda \) be a row-finite, source-free \( k \)-graph with no sinks, and \( \mu \) a Radon measure on \( \Lambda^\infty \) which gives rise to a \( \Lambda \)-projective system. Suppose that there exists an \( \varepsilon > 0 \) such that every \( \mu \)-invariant subset of non-zero measure is \( \varepsilon \)-approximately ergodic and that \( \mu(\Lambda^\infty) < \infty \). Then the representation \( \{T_\lambda : \lambda \in \Lambda\} \) splits as a direct sum of irreducible representations.

**Proof.** Our goal in this proof is to show that \( \Lambda^\infty = \bigsqcup E_i \), where each \( E_i \) is a minimal \( \mu \)-invariant set. Once we have this, the result follows from \( L^2(\Lambda^\infty) = \bigoplus L^2(E_i) \) and Theorem 4.20.

If the representation given by \( \{T_\lambda : \lambda \in \Lambda\} \) is irreducible, we are done. Suppose it is not. Then, applying Theorem 4.15(c) to the set \( E = \Lambda^\infty \), we see that there exists a \( \mu \)-invariant Borel subset \( B_1 \subseteq \Lambda^\infty \) such that \( 0 < \mu(B_1) < \mu(\Lambda^\infty) \). Notice that \( \Lambda^\infty \setminus B_1 \) is also \( \mu \)-invariant and \( 0 < \mu(\Lambda^\infty \setminus B_1) < \mu(\Lambda^\infty) \). By hypothesis, both \( B_1 \) and \( \Lambda^\infty \setminus B_1 \) are \( \varepsilon \)-approximately ergodic, so \( \varepsilon < \mu(B_1) < \mu(\Lambda^\infty) - \varepsilon \). If \( B_1 \) is a minimal \( \mu \)-invariant set, we let \( E_1 := B_1 \). If not, there is a \( \mu \)-invariant Borel subset \( B_2 \) of \( B_1 \) such that \( 0 < \mu(B_2) < \mu(B_1) \), \( B_1 \setminus B_2 \) is \( \mu \)-invariant and \( 0 < \mu(B_1 \setminus B_2) < \mu(B_1) \). By hypothesis, both \( B_2 \) and \( B_1 \setminus B_2 \) are \( \varepsilon \)-approximately ergodic. If \( B_2 \) is minimal \( \mu \)-invariant we let \( E_2 := B_2 \). If not, then \( \varepsilon < \mu(B_2) < \mu(B_1) - \varepsilon < \mu(\Lambda^\infty) - 2\varepsilon \) and proceed inductively. As \( \mu(\Lambda^\infty) \) is finite, this process must terminate; that is, one of the \( B_n \)'s must be a minimal \( \mu \)-invariant set, hence \( E_1 \) is defined.

Now, suppose that \( E_1 = B_N \). Notice that \( \mu(E_1) > \varepsilon \) and, furthermore, \( \Lambda^\infty \setminus E_1 = (\Lambda^\infty \setminus B_1) \cup (B_1 \setminus B_2) \cup \ldots \cup (B_{N-1} \setminus B_N) \), which is \( \mu \)-invariant and has non-zero measure. Applying the same procedure described in the paragraph above, starting with \( \Lambda^\infty \setminus E_1 \) instead of \( \Lambda^\infty \), we obtain a set \( E_2 \) such that \( \varepsilon < \mu(E_2) \) and \( E_2 \subseteq \Lambda^\infty \setminus E_1 \). Proceeding inductively, we define the \( E_n \).
Finally, since $\mu(\Lambda^\infty) < \infty$, $\mu(E_n) > \varepsilon$ for every $n$, and the $E_n$ are disjoint, we obtain the desired decomposition into minimal $\mu$-invariant sets, that is, $\Lambda^\infty = \sqcup E_n$.

In [17, Theorem 3.10] the authors prove that for finite $k$-graphs, and for representations of $C^*(\Lambda)$ arising from $\Lambda$-projective systems, on $\Lambda^\infty$, the task of checking when two representations are equivalent reduces to a measure-theoretical problem. To be precise, in the finite setting, two $\Lambda$-semibranching representations which arise from measures $\mu, \mu'$ on $\Lambda^\infty$ are disjoint if, and only if, $\mu, \mu'$ are mutually singular. As with Theorem 4.15, it is interesting to know if this result holds for general measure spaces. In fact, as before, the result only holds partially, as we show below.

**Proposition 4.29.** (Cf. [13, Theorem 2.12] and [17, Theorem 3.10]) Let $\Lambda$ be a row-finite $k$-graph with no sources. Suppose that $L^2(X, \mu)$ and $L^2(X, \mu')$ are two $\Lambda$-semibranching function systems as in Definitions 2.7 and 2.8, with $\sigma$-finite measures $\mu, \mu'$, identical $D_\lambda, R_\lambda$, and coding maps $\{r^n : n \in \mathbb{N}^k\}$. Choose non-negative functions $f_\lambda, f'_\lambda$ satisfying Definition 2.10 and let $\{T_\lambda : \lambda \in \Lambda\}$ and $\{T'_\lambda : \lambda \in \Lambda\}$ be the associated representations of $C^*(\Lambda)$ as in Proposition 2.11. If the representations $\{T_\lambda : \lambda \in \Lambda\}$ and $\{T'_\lambda : \lambda \in \Lambda\}$ are disjoint, then the two measures $\mu, \mu'$ are mutually singular.

Conversely, if $\mu, \mu'$ are finite measures which are mutually singular and $X = \Lambda^\infty$, then the associated $\Lambda$-projective representations are disjoint.

**Proof.** We first observe that [17, Proposition 3.6], although stated for finite $k$-graphs only, still holds for row-finite $k$-graphs.

Assume that the representations $\{T_\lambda\}, \{T'_\lambda\}$ are disjoint. Following [17, Proposition 3.6], decompose $d\mu' = h^2 d\mu + d\nu$, where $\nu$ is supported on $B$ and $\mu$ is supported on $A = X \setminus B$, the sets $A, B$ are invariant under the prefixing and coding maps, and $h \geq 0$. Since $A$ is invariant under the prefixing map $r^n$ for all $n$, $L^2(A, \mu')$ is an invariant subspace for the representation $\{T'_\lambda : \lambda \in \Lambda\}$.

Define the operator $W$ on $L^2(X, \mu')$ by $W(f) = f \cdot h$ if $f \in L^2(A, \mu')$, and $W(f) = 0$ on the orthogonal complement of $L^2(A, \mu') \subseteq L^2(X, \mu')$. To check that $W$ is intertwining, we recall from [17, Proposition 3.6(d)] and the non-negativity condition on $\{f_\lambda\}$ and $\{f'_\lambda\}$ that $f_\lambda \cdot h \sigma^{d(\lambda)} = f'_\lambda \cdot h$ on $A$. We consequently obtain the following equalities for $f \in L^2(A, \mu')$:

$$T_\lambda W(f) = f_\lambda (h \sigma^{d(\lambda)}) (f \sigma^{d(\lambda)}) = f'_\lambda h (f \sigma^{d(\lambda)}) = W T'_\lambda (f).$$

If $f \in L^2(A, \mu')^\perp$ then $W(f) = T'_\lambda(f) = 0$ and so the above equality holds on $L^2(X, \mu')$. Since $W$ intertwines the representations $\{T_\lambda: \lambda \in \Lambda\}, \{T'_\lambda: \lambda \in \Lambda\}$ of $C^*(\Lambda)$, we must have $W = 0$; hence $h = 0$, so $\mu, \mu'$ are mutually singular.

The proof of the final statement follows verbatim as in [17, Theorem 3.10], so we refrain from presenting it here.

**Example 4.30.** For a simple example that the converse of the above proposition does not hold when $X \neq \Lambda^\infty$, let $E$ be the graph with vertices $v_1, v_2$ and
edges \( e_1, e_2 \) such that \( s(e_i) = v_i, i = 1, 2, r(e_1) = v_2 \) and \( r(e_2) = v_1 \). As with Example 4.7, we first define a branching system in the sense of [27], which then gives us a semibranching function system. Let \( \mathcal{X} = \{1, 2, 3, 4\} \) and define \( R_{e_1} = D_{v_2} = \{1, 2\} \) and \( R_{e_2} = D_{v_1} = \{3, 4\} \). Let \( f_{e_1} : D_{s(e_1)} \to R_{e_1} \) be given by \( f_{e_1}(x) = x - 2 \) and \( f_{e_2} : D_{s(e_2)} \to R_{e_2} \) be given by \( f_{e_2}(x) = x + 2 \). Now we define two mutually singular measures. Let \( \mu_1(2i + 1) = 1 \) and \( \mu_1(2i + 2) = 0 \) \( i = 0, 1 \), and \( \mu_2(2i + 1) = 0 \) and \( \mu_2(2i + 2) = 1 \) \( i = 0, 1 \). Notice that both measures are non-zero on the sets \( D_{v_i}, i = 1, 2 \). So, following [27, Proposition 3.12 and Remark 3.11] we get two semibranching function systems. Let \( \pi_1 \) and \( \pi_2 \) be the induced representation on \( \ell_2(X, \mu_1) \) and \( \ell_2(X, \mu_2) \) respectively. They are clearly unitary equivalent, but the measures \( \mu_1 \) and \( \mu_2 \) are mutually singular.

5. On atomic irreducible representations of \( C^*(\Lambda) \)

The study of (irreducible) purely atomic representations of \( C^*(\Lambda) \) was initiated in [18]. Previously to this, in the algebraic context, irreducible representations of Leavitt path algebras (Chen modules) were studied in [9]. Many results in [18] (restricted to 1-graphs) and [9] can be put in correspondence, as is usual in the development of the theory of graph algebras. The most natural candidate for the analytical counterpart of a purely algebraic (semi)-branching system is to equip the (semi)-branching system with counting measure (see [24, 30, 31] for some of the algebraic results regarding representations arising from branching systems). However, it is not immediately obvious that a representation arising from a \( \Lambda \)-semibranching function system on a measure space \((X, \mu)\) which has an atom is purely atomic in the sense of [18]. We prove in Theorem 5.3 below that this is indeed the case, if the associated \( \Lambda \)-projective representation is irreducible. Our results in this section (when restricted to the 1-graph case) therefore clarify and strengthen the parallel between the algebraic and analytical settings. In particular, we show in Theorem 5.5 that any irreducible \( \Lambda \)-projective representation on an atomic measure space must be monic. Finally, we finish the paper with an application of our results in the context of Naimark's problem for \( k \)-graph \( C^* \)-algebras.

We begin our analysis by recalling the definition of purely atomic representations.

**Definition 5.1.** [18, Definition 3.1]

Let \( \Lambda \) be a row-finite \( k \)-graph with no sources. A representation \( \{t_a\}_{a \in \Lambda} \) of \( C^*(\Lambda) \) on a Hilbert space \( \mathcal{H} \) is called purely atomic if there exists a Borel subset \( \Omega \subset \Lambda^\infty \) such that the projection valued measure \( P \) defined on the Borel sets of \( \Lambda^\infty \) as in Proposition 3.1 satisfies

(a) \( P(\Lambda^\infty \setminus \Omega) = 0_{\mathcal{H}}, \)
(b) \( P(\{\omega\}) \neq 0_{\mathcal{H}} \) for all \( \omega \in \Omega, \)
(c) \( \bigoplus_{\omega \in \Omega} P(\{\omega\}) = 1_{\mathcal{H}}, \)

where the sum on the left-hand side of (c) converges in the strong operator topology.
Thus, a representation of $C^*(\Lambda)$ is said to be pure atomic if the corresponding projection-valued measure is purely atomic on the Borel $\sigma$-algebra $\mathcal{B}_0(\Lambda^{\infty})$ of $\Lambda^{\infty}$.

Let $\pi$ be a representation of $C^*(\Lambda)$ arising from a $\Lambda$-semibranching function system on $(X, \mu)$. In the results below, it will be key to find a “coding” of $X$ in the path space $\Lambda^{\infty}$. This will be accomplished by defining a map from a “large” subset of $X$ to the path space $\Lambda^{\infty}$. The ideas presented here generalize the constructions in [9, 32] to the $k$-graph setting.

Given a $\Lambda$-semibranching function system on $(X, \mu)$, define $Y \subseteq X$ by discarding a set of measure zero, so that

$$ Y = \bigcup_{v \in \Lambda^0} (Y \cap R_v), \quad Y \cap R_\lambda \subseteq Y \cap D_{r(\lambda)} \quad \forall \lambda \in \Lambda, $$

and for all $v \in \Lambda^0$ and all $n \in \mathbb{N}^k$,

$$ Y \cap R_v = \bigcup_{\lambda \in v \Lambda^n} Y \cap R_\lambda. $$

We define a map $\phi$ from $Y$ to $\Lambda^{\infty}$ as follows. Pick $y \in Y$; then $y \in R_{\lambda_1}$ for a unique $\lambda_1 \in \Lambda^{(1, \ldots, 1)}$. In fact, for any $n \in \mathbb{N}$, we have $y \in R_{\lambda_n}$ for a unique $\lambda_n \in \Lambda^{(n, \ldots, n)}$, and for each $k < n$ we have a decomposition of $\lambda_n$ as $\lambda_n = \lambda_k \lambda_{n,k}$, where $d(\lambda_{n,k}) = (n-k, n-k, \ldots, n-k)$. Thus, [37, Remark 2.2] implies that the sequence $(\lambda_n)_{n \in \mathbb{N}}$ determines a unique path in $\Lambda^{\infty}$; this is $\phi(y)$. Notice moreover that the prefixing and coding maps on $Y$ are taken via $\phi$ to the standard prefixing and coding maps $\sigma^n, \sigma_\lambda$ on $\Lambda^{\infty}$.

**Remark 5.2.** The map $\phi$ defined above does not need to be onto. The same example used in [32] in the algebraic context (for algebras associated to ultragraphs) also applies here. More precisely, let $E$ be the graph with one vertex $u$ and two edges, say $e_1$ and $e_2$. Let $R_{e_1}$ and $R_{e_2}$ be two infinite countable disjoint sets, $X = D_u = R_{e_1} \cup R_{e_2}$ with counting measure, and let $\tau_{e_i} : R_{e_i} \to D_u$ be any bijection, for $i \in \{1, 2\}$. Then $X$ is countable, but $\Lambda^{\infty}$ is not.

We can now show that an irreducible representation arising from a $\Lambda$-semibranching function system on $(X, \mu)$, where $\mu$ has an atom, must be purely atomic. The orbit of an infinite path was defined in Equation (5).

**Theorem 5.3.** Let $\Lambda$ be a row-finite source-free $k$-graph and $\pi$ be an irreducible representation of $C^*(\Lambda)$ arising from a $\Lambda$-semibranching function system on $(X, \mu)$, where $\mu$ has an atom, say $y \in X$. Then $\pi$ is pure atomic and the associated projection valued measure is supported on the orbit of $\phi(y)$.

**Proof.** Recall that the projection valued-measure $P$ associated to $\pi$ assigns to any Borel set $A \subseteq \Lambda^{\infty}$ a projection $P(A) \in \mathcal{B}(\mathcal{L}(X, \mu))$, see Proposition 3.1. Also recall that by Remark 2.13, on cylinder sets we have $t_{\lambda}^{* \lambda} = M_{\tau_{R_{\lambda}}}$. Let $y \in X$ be an atom for $(X, \mu)$ and let $\gamma = \phi(y)$. By [18, Proposition 3.8] it is enough to prove that $\{y\}$ is an atom of $P$ – that is, that $P(\{y\}) \neq 0$. We will show that $P(\{y\})(\delta_{y}) \neq 0$.
Observe first that \( P(Z(\gamma_n))(\delta_y) = t_\gamma t_{\gamma_n}^* (\delta_y) = M_{\chi_{\gamma_n}}(\delta_y) = \delta_y \), where \( \gamma_n \) are the initial segments of \( \gamma \) defined in the construction of \( \phi(\gamma) \). Moreover, for any \( n \),

\[
P(Z(r(\gamma)) \setminus Z(\gamma_n))(\delta_y) = \sum_{\gamma_n \neq \lambda \in c(p)(\Lambda^{(n)})} P(Z(\lambda))(\delta_y) = \sum_{\gamma_n \neq \lambda \in c(p)(\Lambda^{(n)})} M_{\chi_{\gamma_n}} \delta_y = 0.
\]

Since \( P \) is regular, \( P(Z(r(\gamma)) \setminus \{\gamma\})(\delta_y) = 0 \). However, since \( P(Z(r(\gamma)))(\delta_y) = \delta_y \), the finite additivity of \( P \) implies that

\[
P(\{\gamma\}) \delta_y = \delta_y.
\]

As \( \delta_y \in L^2(Y, \mu) \) is nonzero, we conclude that \( \{\gamma\} \) is an atom of \( P \). \( \square \)

We now state a row-finite version of [18, Theorem 3.12]. Since the proof of this theorem is analogous to the finite case proof given in [18] we refrain from presenting it here. We only remark that the forward direction of the proof in [18, Theorem 3.12] uses Theorems 3.13 and 4.2 in [17], for which we have row-finite versions, see Theorem 4.15 and Theorem 3.6 respectively.

**Theorem 5.4.** [18, Theorem 3.12] Let \( \Lambda \) be a row-finite \( k \)-graph with no sources. Let \( \{t_\lambda : \lambda \in \Lambda\} \) be a purely atomic representation of \( C^*(\Lambda) \) on a separable Hilbert space \( H \). Suppose that \( t_\lambda t_\lambda^* \neq 0 \) for all \( \lambda \in \Lambda \). Then the representation is monic if, and only if, for every atom \( x \in \Lambda^\infty \), \( P(\{x\}) \) is one-dimensional. Moreover, in this case the associated measure \( \mu \) arising from the monic representation (see Equation (22)) is atomic.

Using the above theorem we will show that any representation arising from a \( \Lambda \)-semibranhcing function system on \( (X, \mu) \), where \( \mu \) has an atom, is monic and so if such a representation is irreducible we conclude that it is unitarily equivalent to a representation arising from a \( \Lambda \)-semibranhcing function system on the path space with the standard coding and prefixing maps (see Theorem 3.6). This is the final step to complete the analytical correspondence with the results in [9, 32] for 1-graphs.

**Theorem 5.5.** Let \( \Lambda \) be a row-finite source-free \( k \)-graph and \( \pi \) be an irreducible representation of \( C^*(\Lambda) \) arising from a \( \Lambda \)-semibranhcing function system on \( (X, \mu) \), where \( \mu \) has an atom. Then \( \pi \) is monic.

**Proof.** Suppose that \( y \) is an atom for \( \mu \). Then, by Theorem 5.3, \( \pi \) is purely atomic and, furthermore, \( \pi \) is supported on the orbit of \( \phi(y) \). Since \( \pi \) is irreducible, by [18, Proposition 3.10(c)], we have that \( \dim(\text{Range}(P(\{\phi(y)\})) = 1 \); this is also true for the atoms in the orbit of \( \phi(y) \), see [18, Proposition 3.3]. Now apply Theorem 5.4. \( \square \)

We finish the paper with an application of our results in the context of Naimark’s problem for \( k \)-graph \( C^* \)-algebras.
5.1. Naimark’s problem for graph C*-algebras. Naimark’s problem asks if it is true that a C*-algebra that has only one irreducible ∗-representation up to unitary equivalence is isomorphic to the C*-algebra of compact operators on some (not necessarily separable) Hilbert space, see [41]. Recently, Suri and Tomforde showed that this problem has a positive answer for AF graph C*-algebras as well as for C*-algebras of graphs in which each vertex emits a countable number of edges, see [46]. It is therefore interesting to obtain a combinatorial description of graphs for which the associated C*-algebra is AF and has a unique irreducible representation up to unitary equivalence. This is partially done in [46]. In fact, in [46, Proposition 3.5] the authors show that if E is a directed graph such that C*(E) is AF and has a unique irreducible representation up to unitary equivalence, then one of two distinct possibilities must occur:

Either

1. E has exactly one source and no infinite paths; or
2. E is source-free and has an infinite path α := e₁e₂... with r⁻¹(r(e₁)) = {e₁} for all i ∈ ℕ.

We will show next that the converse of [46, Proposition 3.5] does not hold, that is, we will build a graph such that the associated C*-algebra is AF and satisfies item (2) above, but such that there are two non-equivalent irreducible representations.

Example 5.6. Let E be the graph with vertices {vᵢ}, i = 0, 1, 2, ..., and {wᵢ}, i = 1, 2, ..., and edges eᵢ and fᵢ such that r(eᵢ) = r(fᵢ) = v₀, s(eᵢ) = vᵢ and s(fᵢ) = wᵢ for i = 1, 2, ..., and r(eᵢ) = vᵢ₋₁, r(fᵢ) = wᵢ₋₁ for i = 2, 3, ...

Proposition 5.7. Let E be the graph of Example 5.6. Then C*(E) is AF and satisfies satisfies item (2) above, but there exist two non-equivalent irreducible representations of C*(E).

Proof. Since E has no loops, C*(E) is AF (see [38]).

Let π be the ∆-semibranching representation of C*(E) associated to (∆∞, μ), with the standard coding and prefixing maps and counting measure μ. Let p be the path e₁e₂e₃... and denote by [p] the orbit of p. Similarly, let q be the path f₁f₂f₃... and denote by [q] the orbit of q. By Theorem 5.3, both the restriction of π to [p], and its restriction to [q], are purely atomic. Moreover, [18, Theorem 3.10(c)] implies that both of these restrictions are irreducible. However, they are disjoint (hence not equivalent) by [18, Theorem 3.10(a)].

For k-graphs (with k > 1), some (partial) results on Naimark’s problem can be obtained as follows. First of all, note that if ∆ is a row-finite k-graph with C*(∆) having only one irreducible ∗-representation up to unitary equivalence, then C*(∆) must be simple by [46, Lemma 2.4] (which also holds in this case). Moreover, if C*(∆) is separable (this for example happens if ∆⁰ is finite) then, by Rosenberg’s theorem (see [46, Page 487] and [44, Theorem 4]), C*(∆) must

4In [46], the authors use the reverse convention regarding ranges and sources of edges. We have adapted their statement here to reflect our conventions.
be isomorphic to the compact operators. Furthermore, since \( C^*(\Lambda) \) is AF, by [16, Corollary 3.8] \( \Lambda \) does not contain generalized cycles with an entrance. On the other hand, if \( \Lambda^0 \) is finite and \( \Lambda \) contains no cycles then, by [16, Theorem 5.2], \( C^*(\Lambda) \) is a matrix algebra (because it is simple). Finally, if \( \Lambda \) is a locally convex \( * \)-graph such that \( \Lambda^0 \) is finite and \( \Lambda \) contains no cycles, then \( \Lambda^0 \) contains a unique source, and \( C^*(\Lambda) = M_{\Lambda^0}(C) \), see [16, Corollary 5.7].

References

[1] Arveson, William. An invitation to \( C^* \)-algebras. Graduate Texts in Mathematics, No. 39. Springer-Verlag, New York-Heidelberg, 1976. x+106 pp. ISBN 978-1-4612-6373-9. MR0512360, Zbl0344.46123, doi:10.1007/978-1-4612-6371-5. 533

[2] Ash, Robert B. Probability and measure theory. Second edition. With contributions by Catherine Dolan-Dade. Academic Press, San Diego-London, 2000. xii+516 pp. ISBN 0-12-065202-1 MR1810041, Zbl0944.60004. 519

[3] Berberian, Sterling K. Notes on spectral theory. Van Nostrand Mathematical Studies, No. 5. D. Van Nostrand Co., Inc., Princeton, N.J.-Toronto, Ont.-London, 1969. iii+121 pp. ISBN 978-0442006891 MR0190760, Zbl0138.39104. 519

[4] Blackadar, Bruce. Shape theory for \( C^* \)-algebras. Math. Scand. 56 (1983), 279–315. MR813640, Zbl0615.46066, doi:10.7146/math.scand.a-12100. 543

[5] Bezuglyi, S.; Jorgensen, Palle, E. T. Representations of Cuntz–Krieger relations, dynamics on Bratteli diagrams, and path-space measures. Trends in harmonic analysis and its applications. Contemp. Math. 650. Amer. Math. Soc., Providence, RI MR3441734, Zbl1351.46064, doi:10.1090/conm/650/13008.

[6] Brown, Jonathan H.; Nagy, Gabriël; Reznikoff, Sarah. A generalized Cuntz–Krieger uniqueness theorem for higher-rank graphs. J. Funct. Anal. 266 (2014), 2590–2609. MR3150172, Zbl1297.46037, doi:10.1016/j.jfa.2013.08.020. 531

[7] Carlsen, Toke M.; Kang, Sooran; Shotwell, Jacob; Sims, Aidan. The primitive ideals of the Cuntz-Krieger algebra of a row-finite higher-rank graph with no sources. J. Funct. Anal. 266 (2014), 2570–2589. MR3150171, Zbl1297.46037, doi:10.1016/j.jfa.2013.08.029. 508, 538

[8] Carlsen, Toke M.; Ruiz, Efren; Sims, Aidan. The primitive ideals of the Cuntz-Krieger algebra of a row-finite higher-rank graph with no sources. Proc. Amer. Math. Soc. 145 (2017), 1581–1592. MR3601549, Zbl1368.46042, doi:10.1090/proc/13321. 509

[9] Chen, Xiao-Wu. Irreducible representations of Leavitt path algebras. Forum Math. 1 (2015), 549–57. MR3334072, Zbl1326.46043, doi:10.1515/forum-2012-0020. 546, 547, 548

[10] Cuntz, Joachim. Simple \( C^* \)-algebras generated by isometries. Comm. Math. Phys. 57 (1977), 173–185. MR467330, Zbl0399.46045. 509

[11] Cuntz, Joachim; Krieger, Wolfgang. A class of \( C^* \)-algebras and topological Markov chains. Invent. Math. 56 (1980), 251–268. MR561974, Zbl0434.46045, doi:10.1007/BF01390048. 509

[12] Durrett, Richard. Probability: Theory And Examples. Second Edition. Cambridge University Press, Cambridge, 1996. 440 pp. MR1609153 Zbl1440.60001. 529

[13] Dutkay, Dorin E.; Jorgensen, Palle E.T. Monic representations of the Cuntz algebra and Markov measures. J. Funct. Anal. 267 (2014), 1011-1034. MR3217056, Zbl1303.47030, doi:10.1016/j.jfa.2014.05.016. 545

[14] Dutkay, Dorin E.; Haussermann, John; Jorgensen, Palle E.T. Atomic representations of Cuntz algebras. J. Math. Anal. Appl. 421 (2015), 215–243. MR3250475, Zbl1326.46043, doi:10.1016/j.jmaa.2014.07.005. 544

[15] Enomoto, Masatoshi; Watatani, Yasuo. A graph theory for \( C^* \)-algebras. Math. Japon. 25 (1980), 435–442. MR594544, Zbl0455.46053. 509
IRREDUCIBILITY AND MONICITY FOR REPRESENTATIONS OF $k$-GRAPH $C^*$-ALGEBRAS

16. Evans, Gwion D.; Sims, Aidan. When is the Cuntz-Krieger algebra of a higher-rank graph approximately finite-dimensional? J. Funct. Anal. 263 (2012), 183–215. MR2920846, Zbl 1251.46060, doi:10.1016/j.jfa.2012.03.024. 531, 550

17. Farsi, Carla; Gillaspy, Elizabeth; Jorgensen, Palle E. T.; Kang, Sooran; Packer, Judith. Monic representations of finite higher-rank graphs. Ergodic Theory Dynam. Systems 40 (2020), 1238–1267. MR4082262, Zbl 1453.46050, doi:10.1017/etds.2018.79. 508, 510, 514, 515, 526, 527, 528, 529, 531, 532, 537, 545, 548

18. Farsi, Carla; Gillaspy, Elizabeth; Jorgensen, Palle E.T.; Kang, Sooran; Packer, Judith. Purely atomic representations of higher-rank graph $C^*$-algebras. Integral Equations Operator Theory 90 (2018), Paper No. 67, 26 pp. MR3859437, Zbl 1406.46031, doi:10.1007/s00020-018-2493-z. 508, 510, 514, 515, 526, 527, 528, 529, 531, 532, 537, 545, 548

19. Farsi, Carla; Gillaspy, Elizabeth; Jorgensen, Palle E.T.; Kang, Sooran; Packer, Judith. Spectral triples and wavelets for higher-rank graphs. J. Math. Anal. Appl. 468 (2018), 766–798. MR3852552, Zbl 1405.46037, doi:10.1016/j.jmaa.2018.08.051. 508

20. Farsi, Carla; Gillaspy, Elizabeth; Julien, Antoine; Kang, Sooran; Packer, Judith. Separable representations, KMS states, and wavelets for higher-rank graphs. J. Math. Anal. Appl. 434 (2016), 241–270. MR340455, Zbl 1352.46049, doi:10.1016/j.jmaa.2015.09.003. 508, 510, 513, 514

21. Farsi, Carla; Gillaspy, Elizabeth; Kang, Sooran; Packer, Judith. Generalized gauge actions on $k$-graph $C^*$-algebras: KMS states and Hausdorff structure. Indiana Univ. Math. J. 70 (2021), 669–709. MR4257624, Zbl 1478.46062, doi:10.1512/iumj.2021.70.8340. 531

22. Gil Canto, Cristóbal; Gonçalves, Daniel. Representations of relative Cohn path algebras. J. Pure Appl. Algebra 224 (2020), 106310. MR4058244, Zbl 1436.16037, doi:10.1016/j.jpaa.2020.106310. 546

23. Glimm, J. Locally compact transformation groups. Trans. Amer. Math. Soc. 101 (1961), 124–138. MR136681, Zbl 0119.10802, doi:10.2307/1993415. 507

24. Glimm, J. Families of induced representations. Pacific J. Math. 12 (1962), 451–475. MR146297 Zbl 0121.10303. 507

25. Gonçalves, Daniel; Li, Hui; Royer, Danilo. Branching systems for higher rank graph $C^*$-algebras. Glasg. Math. J. 60 (2018), 731–751. MR3830545, Zbl 1402.46038, doi:10.1017/S0017089518000058. 508, 514, 535, 546

26. Gonçalves, Daniel; Royer, Danilo. Unitary equivalence of representations of graph algebras and branching systems. Funct. Anal. Appl. 45 (2011), 117–127. MR2848777, Zbl 1271.46043, doi:10.1007/s10688-011-0013-x. 508

27. Gonçalves, Daniel; Royer, Danilo. Graph $C^*$-algebras, branching systems and the Perron-Frobenius operator. J. Math. Anal. Appl. 391 (2012), 457–465. MR2903145, Zbl 1250.46036, doi:10.1016/j.jmaa.2012.02.051. 508

28. Gonçalves, Daniel; Royer, Danilo. On the representations of Leavitt path algebras, J. Algebra 333 (2011), 258–272. MR2785948, Zbl 1235.16014, doi:10.1016/j.jalgebra.2011.02.034. 508
[31] Gonçalves, Daniel; Royer, Danilo. Branching systems and representations of Cohn–Leavitt path algebras of separated graphs. J. Algebra 422 (2015), 413–426. MR3272085, Zbl 1307.16016, doi:10.1016/j.jalgebra.2014.09.020, 546

[32] Gonçalves, Daniel; Royer, Danilo. Irreducible and permutative representations of ultragraph Leavitt path algebras. Forum Math. 32 (2020), 417–431. MR4069944, Zbl 1441.16031, doi:10.1515/forum-2019-0270, 546

[33] Hajac, Piotr; Nest, Ryszard; Pask, David; Sims, Aidan; Zieliński, B. The K-theory of twisted multipullback quantum odd spheres and complex projective spaces. J. Noncommut. Geom. 12 (2018), no. 3, 823–863. MR3873013, Zbl 1414.46050, doi:10.4171/JNCG/292, 547, 548

[34] Halmos, P.R. Introduction to Hilbert space and the theory of spectral multiplicity. AMS Chelsea Publishing, Providence, RI, 1998. 114 pp. MR1653399, Zbl 1375.46022. 509

[35] Huef, Astrid an; Laca, Marcelo; Raeburn, Ian; Sims, Aidan. KMS states on the C*-algebra of a higher-rank graph and periodicity in the path space. J. Funct. Anal. 268 (2015), 1840–1875. MR3315580, Zbl 1329.46057, doi:10.1016/j.jfa.2014.12.006. 525

[36] Kang, Sooran; Pask, David. Aperiodicity and primitive ideals of row-finite k-graphs. Internat. J. Math. 25 (2014), 1450022, 25 pp. MR3189779, Zbl 1297.46039, doi:10.1142/S0129167X14500220. 522

[37] Kumjian, Alex; Pask, David. Higher-rank graph C*-algebras. New York J. Math. 6 (2000), 1–20. MR1745529, Zbl 0946.46044. 508

[38] Kumjian, Alex; Pask, David; Raeburn, Iain. Cuntz-Krieger algebras of directed graphs. Paciﬁc J. Math. 184 (1998), 161–174. MR1626528, Zbl 0917.46056, doi:10.2140/pjm.1998.184.161. 508, 510, 511, 512, 547

[39] Marcolli, Matilde; Paolucci, Anna-Maria. Cuntz-Krieger algebras and wavelets on fractals. Complex Anal. Oper. Theory 5 (2011), 41–81. MR2773056, Zbl 1225.46042, doi:10.1007/s11785-009-0044-y. 509, 549

[40] McNamara, Robert. KMS states of graph algebras with a generalised gauge dynamics. Ph.D. thesis, University of Otago, 2015. 508, 513

[41] Naimark, M.A. On a problem of the theory of rings with involution (Russian). Uspehi Matem. Nauk (N.S.) 6 (1951), no. 6(46), 160–164. MR0046574 Zbl 0045.21402. 531

[42] Pedersen, Gert K. Analysis Now. Graduate Texts in Mathematics, No. 118. Springer-Verlag, New York-Heidelberg, 1989. xiv+277 pp. MR971256, Zbl 0668.46002 doi:10.1007/978-1-4612-1007-8. 507, 549

[43] Robertson, D.; Sims, A. Simplicity of C*-algebras associated to higher-rank graphs. Bull. London Math. Soc. 39 (2007), 337–344. MR2323468, Zbl 1125.46045, doi:10.1112/blms/bdm006. 533

[44] Skalski, Adam; Zacharias, Joachim. Entropy of shifts on higher-rank graph C*-algebras. Houston J. Math. 34 (2008), 269–282. MR2383707, Zbl 1160.46046. 549

[45] Stanley, Richard. Enumerative combinatorics, volume 2. Cambridge Studies in Advanced Mathematics, 62. Cambridge University Press, Cambridge, 1999. xii+581 pp. MR1676282, Zbl 0928.05001 doi:10.1017/CBO9780511609589. 509
IRREDUCIBILITY AND MONICITY FOR REPRESENTATIONS OF $k$-GRAPH $C^*$-ALGEBRAS

[49] Thomsen, Klaus. On the positive eigenvalues and eigenvectors of a non-negative matrix. Operator algebras and applications—the Abel Symposium 2015, 277–302. MR3837602 Zbl 1367.15016.

[50] Williams, Dana P. A tool kit for groupoid $C^*$-algebras. Mathematical Surveys and Monographs, 241, American Mathematical Society, Providence, RI, 2019. xv+398 pp. MR3969970, Zbl 1456.46002 doi:10.1016/j.physletb.2019.06.021. 522

(Carla Farsi) DEPARTMENT OF MATHEMATICS, UNIVERSITY OF COLORADO - BOULDER, BOULDER, CO 80309-0365, USA
carla.farsi@colorado.edu

(Elizabeth Gillaspy) (CORRESPONDING AUTHOR) DEPARTMENT OF MATHEMATICAL SCIENCES, UNIVERSITY OF MONTANA, 32 CAMPUS DRIVE #0864, MISSOULA, MT 59812-0864, USA
elizabeth.gillaspy@mso.umt.edu

(Daniel Gonçalves) DEPARTAMENTO DE MATEMÁTICA, UFSC, FLORIANÓPOLIS - SC - 88040-900, BRAZIL
daemig@gmail.com

This paper is available via http://nyjm.albany.edu/j/2023/29-22.html.