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Abstract

In this paper, a novel Byzantine consensus protocol among \( n \) players is proposed for the partially synchronous model. In particular, by assuming that standard cryptography is unbreakable, and that \( n > \max\left(\frac{3}{2}k + 3t, 2(k + t)\right) \), this protocol is an equilibrium where no coalition of \( k \) rational players can coordinate to increase their expected utility regardless of the arbitrary behavior of up to \( t \) Byzantine players.

We show that a baiting strategy is necessary and sufficient to solve this, so-called rational agreement problem. First, we show that it is impossible to solve this rational agreement problem without implementing a baiting strategy, a strategy that rewards rational players for betraying its coalition, by exposing undeniable proofs of fraud. Second, we propose the Huntsman protocol that solves the rational agreement problem by building recent advances in the context of accountable Byzantine agreement in partial synchrony. This protocol finds applications in distributed ledgers where players are incentivized to steal assets by leading other players to a disagreement on two distinct decisions where they “double spend”.

1 Introduction

Consider \( n \) players, each with some initial value. Solving the Byzantine consensus problem consists of designing a protocol guaranteeing that the \( n - t \) non-faulty of these players agree by outputting the same value and despite the presence of up to \( t \) arbitrarily behaving Byzantine players. Standard cryptography, which permits oblivious signed transfers and assumes computationally bounded players, has recently been used to build undeniable proofs of the identity of the players that lead the system to a disagreement [11]. Although this construction was not used in the game theoretical context, one can easily see the application to a baiting strategy that incentivizes rational players to solve
consensus: one can reward rational players for pretending to join a coalition in order to deceive the coalition by exposing undeniable proofs of fraud.

Placed in the game theory context, one can see a consensus protocol among rational players as a Nash equilibrium, however, a Nash equilibrium only prevents one rational player from increasing its utility by deviating solely, but it fails at preventing multiple rational players from increasing their utility by colluding and by all deviating together. The resilience to this type of coalition mentioned originally in the 50s [7] is needed to solve consensus despite a coalition of $k$ players. Ben-Porath [9] shows that one can simulate a Nash equilibrium with a central trusted mediator provided that there is a punishment strategy to threaten rational players in case they deviate and Heller [24] strengthens Ben-Porath’s result to allow coalitions. Abraham et al. [2] applied these results to the fully distributed setting, by showing that one can simulate a mediator with cheap talks by assuming the standard cryptography assumptions as mentioned above. A $(k, t)$-punishment strategy guarantees that if up to $k$ rational players deviate, then more than $t$ non-deviating players, by playing the punishment strategy, can lower the utility of these rational players.

Another challenge when making consensus Byzantine fault tolerant is for the equilibrium to be immune to $t$ Byzantine players that act arbitrarily or whose utility functions are unknown. Abraham et al. [2] were the first to formalize $k$-resilience, $t$-immunity and $\epsilon$-$(k, t)$-robustness. A protocol is a $k$-resilient equilibrium if no rational coalition of size $k$ can increase their utility by deviating in a coordinated way. A protocol is $t$-immune if the expected utility of the $n - t$ non-faulty players is not decreased regardless of the arbitrary behavior of up to $t$ Byzantine players. A protocol is $\epsilon$-$(k, t)$-robust if no coalition of $k$ rational players can coordinate to increase their expected utility by $\epsilon$ regardless of the arbitrary behavior of up to $t$ Byzantine players, even if the Byzantine players join their coalition.

1.1 Our result

In this paper, we show that a baiting strategy, that one can implement with these undeniable proofs-of-fraud, is necessary and sufficient to devise a consensus protocol that is robust to a coalition of up to $k$ rational players and $t$ Byzantine players, a problem we call the rational agreement problem. This result holds under the assumption of partial synchrony, where there is an unknown bound on the delay of messages [14].

First, we introduce the notion of baiting strategy as a particular case of punishment strategy and show that it is impossible to solve the rational agreement problem without a baiting strategy: A $(k, f, m)$-baiting strategy is a $(k - m, f)$-punishment strategy such that $0 < m \leq k$, and the $m$ rational players that do not collude would lower their utility by not playing the baiting strategy and deviating with the rest of the players of the coalition.

Second, we present a solution to the rational agreement problem that relies on a baiting strategy. To this end, we devise the Huntsman protocol for the partially synchronous model that extends an existing consensus protocol that is
t-accountable for $t < n/3$ to become $\epsilon$-$(k, t)$-robust when $n > \max(\frac{3k+3t}{2}, 2(k+t))$. The key idea is to reward a single player if it exposes the coalition to which it belongs. If the reward is larger than the individual return that a rational gains from causing a disagreement, then rational players in a coalition can find that the strategy to form a coalition and cause a disagreement is strictly dominated by the strategy to betray the coalition in the sequential game.

The solution thus finds relevance in the context of a distributed ledger where a disagreement can allow a player to steal digital assets but where requiring players to deposit some of their assets can be used to threaten them. In particular, our protocol pre-decides decisions from a $t$-accountable consensus protocol that it extends with the Byzantine Fault Tolerant Commit-Reveal protocol (BFTCR) that consists of two reliable broadcasts and one additional broadcast. BFTCR ensures the existence of a baiting strategy (baiting-dominance) and that the protocol still solves agreement even after playing the baiting strategy (baiting-agreement). We also add an additional property outside the problem definition, lossfree-reward, which states that the increase in utility for baiting rational players comes at no cost to non-deviating players. For this purpose, we introduce a deposit per player and reward to baiters, so that the system can always pay the reward by taking the deposits of the proven coalition at no cost for non-colluding players.

1.2 Related work

Considering fault tolerant distributed protocols as games requires to cope with a mixture of up to $k$ rational players and $t$ faulty players. The idea of mixing rational players with faulty players has already been extensively explored in the context of secret sharing and multi-party computation [27, 17, 12, 2]. In particular, the central third-party mediator that is typically relied upon was implemented with synchronous cheap talks [2], that are communications of negligible cost through private pairwise channels. This extension was indeed illustrated with an $\epsilon$-$(k, t)$-robust secret sharing protocol where $n > k + 2t$. It was later shown [1] that mediators could be implemented with asynchronous cheap talks in $\epsilon$-$(k, t)$-robust protocol when $n > 3(k + t)$. This adaptation makes it impossible to devise even a 1-immune protocol that would solve the consensus problem [20] as the communication model becomes asynchronous [16]. In this paper, we focus instead on the partially synchronous model, where the bound on the delay of messages is unknown [14], to design a protocol that solves consensus among $n$ players, where up to $t$ are Byzantine players and $k$ are rational players.

Consensus has been explored in the context of game theory. Some work focused on the conditions under which termination and validity is obtained for a non-negligible cost of communication and/or local computation [20, 6], without considering the incentives for rational players to cause a disagreement. This incentive is quite apparent in the blockchain context, where Bitcoin users hacked the network to double spend by simply leading sets of players to a disagreement.
(or fork) for long enough\footnote{https://www.cnet.com/news/hacker-swipes-83000-from-bitcoin-mining-pools/}. Some results consider the problem of consensus in the presence of rational players but do not consider failures\cite{19}. Leader election\cite{2}, which can be used to solve consensus indirectly, and consensus proposals\cite{21} focus on ensuring fairness defined as all players having an equal probability of their proposal being decided. Some proposals study consensus without focusing on fairness and mix faulty players with rational players\cite{4,8}, however, they consider the synchronous communication model.

Several research results focus more particularly on ensuring agreement, with some deriving from the BAR (Byzantine-Altruistic-Rational) model. However, these works considered either no Byzantine players\cite{20,15}, no coalitions of rational players\cite{5}, synchronous communication\cite{20,22,31,23} or solution preference\cite{22}. By assuming a larger payoff for agreeing than for disagreeing, solution preference requires that rational players never have an incentive to sabotage the consensus properties. To the best of our knowledge, we present the first work that considers bounds for the robustness of agreement against coalitions of Byzantine and rational players in partial synchrony.

The baiting strategy that we introduced to reward traitors of a coalition is very similar to the betrayal used in the context of verifiable cloud-computing for counter-collusion contracts, assuming that the third party hosting the contracts is trusted\cite{13}. Our BFTCR protocol presents a novel implementation to select the winner of the baiting reward. There are a number of advantages of BFTCR compared to other state-of-the-art protocols. One may think that a solution similar to submarine commitments\cite{10} would work as well by, for example, hiding the proofs of fraud in a decision. However, such a solution does not prevent Byzantine players from always hiding in a submarine commitment their proofs of fraud, and revealing them only if a rational reveals their submarine commitment, which can act as a deterrent for rational players to not betray the coalition. Additionally, other protocols based on zero-knowledge proofs\cite{25} explicitly reveal the existence of an information to prove, which gives an additional advantage to other players in the coalition to also claim the same knowledge. To the best of our knowledge, BFTCR is the first protocol that tolerates coalitions of up to $k$ rationals and $t$ Byzantine players as long as $n > \max(\frac{3}{2}k+3t, 2(k+t))$.

1.3 Roadmap

The rest of the paper is structured as follows: Section\cite{2} presents our computational model and some preliminary definitions, Section\cite{3} introduces the definition of a baiting strategy and shows that it is impossible to solve the rational agreement problem without a baiting strategy, in Section\cite{4} we show bounds for a deposit and a reward to implement an effective baiting strategy, Section\cite{5} presents the Huntsman protocol, the first protocol that solves the rational agreement problem without synchrony and without solution preference.
2 Preliminaries

We consider a partially synchronous communication network, in which messages can be delayed by up to a bound that is unknown. For this purpose, we adapt the synchronous and asynchronous models of Abraham et al. \cite{2,1} to partial synchrony. We consider a game played by a set $N$ of players, where $|N| = n$, of type in $T = \{\text{Byzantine, rational, correct}\}$. In order to model partial synchrony, we introduce the scheduler as an additional player that will model the delay on messages derived from partial synchrony. The game is in extensive form, described by a game tree whose leaves are labeled by the utilities $u_i$ of each player $i$. We assume that players alternate making moves with the scheduler: first the scheduler moves, then a player moves, then the scheduler moves and so on. The scheduler’s move consists of choosing a player $i$ to move next and a set of messages in transit to $i$ that will be delivered just before $i$ moves (so that $i$’s move can depend on all the messages $i$ receives). Every non-leaf node is associated with either a player or the scheduler. The scheduler is bound to two constraints. First, the scheduler can choose to delay any message up to a bound, known only to the scheduler, before which he must have chosen all receivers of the message to move and provided them with this message, so that they deliver it before making a move. Second, the scheduler must eventually choose all players that are still playing. That is, if player $i$ is playing at time $e$, then the scheduler chooses him to play at time $e' \geq e$.

Each player $i$ has some local state at each node, which translates into the initial information known by $i$, the messages $i$ sent and received at the time that $i$ moves, and the moves that $i$ has made. An information set is the set of nodes in the game tree that contain the same local state for the same player, in that such player cannot distinguish them. The nodes where a player $i$ moves are further partitioned into information sets. We assume that the scheduler has complete information, so that the scheduler’s information sets just consist of the singletons.

Since faulty or rational players can decide not to move during their turn, we assume that players that decide not to play will at least play the default-move, which consists of notifying to the scheduler that this player will not move, so that the game continues with the scheduler choosing the next player to move. Thus, in every node where the scheduler is to move, the scheduler has as many moves as there are combinations of a player and of messages (including the empty set) that such player can deliver. Then, the selected player moves, after which the scheduler selects again the next player for the next node, and the messages it receives, and so on. The scheduler alternates thus with one player at each node down a path in the game tree up to a leaf. A run of the game is then a path in the tree from the root to a leaf.

Strategies. We denote the set of actions of a player $i$ (or the scheduler) as $A_i$, and a strategy $\sigma_i$ for that set of actions is denoted as a function from $i$’s information sets to a distribution over the actions.

We denote the set of all possible strategies of player $i$ as $\mathcal{S}_i$. Let $\mathcal{S}_I = \prod_{i \in I} \mathcal{S}_i$ and $A_I = \prod_{i \in I} A_i$ for a subset $I \subseteq N$. Let $\mathcal{S} = \mathcal{S}_N$ with $A_{-I} = \prod_{i \notin I} A_i$ and
$S_{-i} = \Pi_{i \notin I} S_i$. A joint strategy $\sigma = (\sigma_0, \sigma_1, ..., \sigma_{n-1})$ draws thus a distribution over paths in the game tree (given the scheduler’s strategy $\sigma_s$), being $u_i(\sigma, \sigma_s)$ player’s $i$ expected utility if $\sigma$ is played along with a strategy for the scheduler $\sigma_s$. A strategy $\theta_i$ strictly dominates $\tau_i$ for $i$ if for all $\phi_{-i} \in S_{-i}$ and all strategies $\sigma_s$ of the scheduler we have $u_i(\theta_i, \phi_{-i}, \sigma_s) > u_i(\tau_i, \phi_{-i}, \sigma_s)$.

Given some desired functionality $F$, a protocol is the recommended joint strategy $\sigma$ whose outcome satisfies $F$ for all strategies $\sigma_s$ of the scheduler, and an associated game $\Gamma$ for that protocol is defined as all possible deviations from the protocol [2]. In this case, we say that the protocol $\sigma$ implements the desired functionality. Note that both the scheduler and the players can use probabilistic strategies.

**Failure model.** $k$ players out of $n$ can be rational and up to $t$ of them can be Byzantine, while the rest are correct. Correct players follow the protocol: the expected utility of correct player $i$ is equal and positive for any run in which the outcome satisfies consensus, and 0 for any other run. Rational players can deviate to follow the strategy that yields them the highest expected utility at any time they are to move, while Byzantine players can deviate in any way, even not replying at all (apart from notifying the scheduler that they will not move). Rational players have greater utility for outcomes in which they caused a disagreement than from outcomes that satisfy consensus, but have no interest in deviating from consensus for anything else, in that they prefer to terminate and to guarantee validity. We will detail further the utilities of rational players after defining the consensus problem in this section.

We assume that if a coalition manages to cause a disagreement, then it obtains a payoff of at most $G$, which we call the total gain. This total gain may be, for example, the entire market value of the system. We assume that a coalition with $k$ rational players and $t$ Byzantine players split equally the total gain into $k$ parts, which we call the gain $g = G/k$, that is, Byzantine players are willing to give all the total gain from causing a disagreement to the rational players that collude (to incentivize the deviation for these rational players). Notice a disagreement of consensus can mean two or more disjoint groups of non-deviating players deciding two or more separate, conflicting decisions [29]. We speak of the disagreeing strategy as the strategy in which players collude to produce a disagreement, and of a coalition disagreeing to refer to a coalition that plays the disagreeing strategy. For ease of exposition, we consider in this work only disagreements into two values. Notice however that if the size of the coalition is less than half the total number of players $k + t < n/2$ (as is the case for the work that we present) then the coalition can only cause a disagreement into two values [29], whereas greater sizes of a coalition can cause disagreements into multiple values [28].

We let rational players in a coalition and Byzantine players (in or outside the coalition) know the types of all players, so that they know which players are the other Byzantine players, rational players and correct players, while the rest of the players only know the upper bounds on the number of rational and Byzantine players, i.e., $k$ and $t$ respectively, and their own individual type (that is, whether they are rational, Byzantine or correct).
Cheap talks. As we are in a fully distributed system, without a trusted central entity like a mediator, we assume **cheap-talks**, that is, private pairwise communication channels. We also assume negligible communication cost through these channels. Non-Byzantine players are also only interested in reaching consensus, and not in the number of messages exchanged. Similarly, we assume the cost of performing local computations (such as validating proposals, or verifying signatures) to be negligible.

Cryptography. We require the use of cryptography, for which we reuse the assumptions of Goldreich et al. [18]: polynomially bounded players and the enhanced trapdoor permutations. In practice, these two assumptions mean that players can sign unforgeable messages, and that they can perform oblivious transfer.

Robustness. Given that a Nash equilibrium only protects against single-player deviations, and our distributed system may be susceptible of a coalition of \( k \) rational and \( t \) Byzantine players, it is important to consider tolerating multiplayer deviations. We thus restate Abraham’s et al. [2] definitions of \( t \)-immunity, \( \epsilon \)-\((k, t)\)-robustness and the most recent definition of \( k \)-resilient equilibrium [1].

The notion of \( k \)-resilience is motivated in distributed computing by the need to tolerate a coalition of \( k \) rational players that can all coordinate actions. A joint strategy is \( k \)-resilient if no coalition of size \( k \) can gain greater utility by deviating in a coordinated way.

**Definition 2.1** \((k\text{-resilient equilibrium})\). A joint strategy \( \sigma \in S \) is a \( k \)-resilient equilibrium (resp. strongly \( k \)-resilient equilibrium) if, for all \( K \subseteq N \) with \( |K| \leq k \), all \( \sigma_K \in S_K \), all strategies \( \sigma_s \) of the scheduler, and for some (resp. all) \( i \in K \) we have \( u_i(\sigma_K, \sigma_{-K}, \sigma_s) \geq u_i(\sigma_K, \sigma_{-K}, \sigma_s) \).

The notion of \( t \)-immunity is motivated in distributed algorithms by the need to tolerate \( t \) Byzantine players. An equilibrium is \( t \)-immune if the utilities of the non-Byzantine players is not decreased by the deviations of up to \( t \) other players.

**Definition 2.2** \((t\text{-immunity})\). A joint strategy \( \sigma \in S \) is \( t \)-immune if, for all \( T \subseteq N \) with \( |T| \leq t \), all \( \sigma \in S_T \), all \( i \notin T \) and all strategies of the scheduler \( \sigma_s \), we have \( u_i(\sigma_{-T}, \sigma_T, \sigma_s) \geq u_i(\sigma, \sigma_s) \).

A joint strategy is an \( \epsilon \)-(\( k \),\( t \))-robust equilibrium if no coalition of \( k \) rational players can coordinate to increase their expected utility by \( \epsilon \) regardless of the arbitrary behavior of up to \( t \) Byzantine players, even if the Byzantine players join their coalition. We illustrate it however with \( \epsilon \) because of the use of cryptography, that is, in order to account for the (small) probability of the coalition breaking cryptography, as previously done by state of the art [2]:

**Definition 2.3** \((\epsilon \text{-}(k, t)\text{-robust equilibrium})\). A joint strategy \( \sigma \in S \) is an \( \epsilon \)-(\( k \),\( t \))-robust (resp. strongly \( \epsilon \)-(\( k \),\( t \))-robust) equilibrium if for all \( K, T \subseteq N \) such that \( K \cap T = \emptyset \), \( |K| \leq k \), and \( |T| \leq t \), for all \( \sigma_T \in S_T \), for all \( \phi_K \in S_K \), for some (resp. all) \( i \in K \), and all strategies of the scheduler \( \sigma_s \), we have
Notice we use the most recent definition of $k$-resilient equilibrium [1], which in turn slightly varies the definition of an $\epsilon$-$(k, t)$-robust equilibrium. We define here strong resilience and strong robustness to refer to the stronger versions of these properties [2]. The notion of $t$-immunity in game theory as per defined here-above is equivalent to the notion of Byzantine fault tolerance in distributed computing.

Given some game $\Gamma$ and desired functionality $F$, we say that a protocol $\sigma$ is a $k$-resilient protocol for $F$ if $\sigma$ implements $F$ and is a $k$-resilient equilibrium. For example, if $\sigma$ is a $k$-resilient protocol for the consensus problem, then in all runs of $\sigma$, every non-deviating player terminates and agrees on the same valid value. We extend this notation to $t$-immunity and $\epsilon$-$(k, t)$-robustness. The required functionality of this paper is thus reaching agreement.

**Punishment strategy.** We also restate the definition of a punishment strategy [2] as a threat that correct and rational players can play in order to prevent other rational players from deviating. For example, in society, the judicial system is an effective punishment strategy against committing a crime. Not terminating a protocol if just one player deviates can also be a punishment strategy against deviating from the protocol.

In the following we need to consider a set of players that will act against the coalition by bidding. The punishment strategy guarantees that if $k$ rational players deviate, then $t + 1$ players can lower the utility of these rational players by playing the punishment strategy.

**Definition 2.4** ($(k, t)$-punishment strategy). A joint strategy $\rho$ is a $(k, t)$-punishment strategy with respect to $\sigma$ if for all $K, T, P \subseteq N$ such that $K, T, P$ are disjoint, $|K| \leq k$, $|T| \leq t$, $|P| > t$, for all $\tau \in S_T$, for all $\phi \in S_K$, for all $i \in K$, and all strategies of the scheduler $\sigma_s$, we have:

$$u_i(\sigma_{\neq T}, \tau_T, \sigma_s) > u_i(\sigma_{N - (K \cup T \cup P)}, \phi_K, \tau_T, \rho_P, \sigma_s).$$

Intuitively, a punishment strategy represents a threat to prevent rational players from deviating, in that if they deviate, then players in $P$ can play the punishment strategy $\rho$ and the deviating rational players decrease their utility with respect to following $\sigma$.

**Accountability.** Previous work introduced signatures in consensus protocol messages, guaranteeing that for a disagreement to occur, at least $t + 1$ players must sign conflicting messages, and once these messages are discovered by a correct player, such player can prove the fraudsters to the rest of correct players through *Proofs-of-Fraud (PoFs)* [11, 28].

We also adapt to this model the property of accountability, recently defined for consensus [11]:

**Definition 2.5** ($t$-accountability). Let $\sigma$ be a protocol that implements agreement. Suppose that a disagreement takes place, then $\sigma$ is $t$-accountable if all
correct players will eventually gather enough proof that at least \( t + 1 \) players deviated to cause the disagreement.

In order to distinguish the value \( t \) from \( t \)-immunity and from \((k, t)\)-robustness, we set \( t = \left\lceil \frac{n}{4} \right\rceil - 1 \) in the rest of this paper. We will make use of \( f \) instead to refer to more restrictive bounds for Byzantine players, i.e., \( f \leq t \).

**Rational agreement.** In the remainder we are interested in proposing a consensus protocol that is immune to up to \( t \) Byzantine failures and robust to a coalition of up to \( k \) rational and \( f \) Byzantine players, so we restate the Byzantine consensus problem \([20]\) in the presence of rational players: The \textit{Byzantine consensus problem} is, given \( n \) players, each with an initial value, to ensure (i) \textit{agreement} in that no two non-deviating players decide different values; (ii) \textit{validity} in that the decided value has to be proposed; and (iii) \textit{termination} in that eventually every non-deviating player decides.

**Definition 2.6** (rational agreement). Consider a system with \( n \) players, a protocol \( \sigma \) solves the rational agreement problem if it implements consensus, and is \( t \)-immune and \(-\varepsilon\)-(\( k, f \))-robust for some \( k, f > 0 \) such that \( n \leq 3(k + f) \).

### 3 Impossibility Result

In this section, we introduce a baiting strategy as a particular case of punishment strategy and show that it is necessary to devise a consensus protocol resilient to a coalition of \( k \) rational players and immune to \( t \) Byzantine players.

Our solution to agreement in the presence of rational and Byzantine players, presented in Section 4, consists of rewarding rational players for betraying the coalition. One may wonder whether rewarding rational players in a coalition is the only way to obtain \(-\varepsilon\)-(\( k, f \))-robustness that tolerates coalitions of size \( n \leq 3(k + f)n \) in partial synchrony. To demonstrate the need for a reward, we first formalize a type of \(-\varepsilon\)-(\( k, f \))-punishment strategy, which we call a \((k, f, m)\)-baiting strategy. A \((k, f, m)\)-baiting strategy is a \((k-m, f)\)-punishment strategy such that \( k \geq m > 0 \), and these \( m \) rational players prefer to actually play the baiting strategy than to deviate with the rest of the players in the coalition. That is, \( m \) players of the coalition need to play the baiting strategy for it to succeed, and at least \( m \) rational players in the coalition prefer to play the baiting strategy than to deviate with the coalition.

**Definition 3.1** \((k, f, m)\)-baiting strategy. A joint strategy \( \eta \) is a \((k, f, m)\)-baiting strategy with respect to a strategy \( \sigma \) if \( \eta \) is a \((k - m, f)\)-punishment strategy with respect to \( \sigma \), with \( 0 < m \leq k \) and for all \( K, T, P \subseteq N \) such that \( K \cap T = \emptyset, |P \cap K| \geq m, P \cap T = \emptyset, |K| \leq k - m, |T| \leq f, |P| > t \), for all \( \sigma \in S_T \), all \( \phi_K \in S_K \setminus \{\sigma_K\} \), all \( \phi_P \in S_P \), all \( i \in P \), and all strategies of the scheduler \( \sigma_s \), we have:

\[
\forall \sigma, \phi_K, \phi_P, \tau_T, \tau_P, \sigma_s \in S_T, \forall \sigma \in S_T, \forall \phi_K \in S_K \setminus \{\sigma_K\}, \forall \phi_P \in S_P, \forall i \in P, \forall \sigma_s \in S_T,
\]

\[
u_i(\sigma, \phi_K, \phi_P, \tau_T, \tau_P, \sigma_s) \geq u_i(\sigma, \phi_K, \phi_P, \tau_T, \tau_P, \sigma_s).
\]
Additionally, we call this strategy a strong \((k, f, m)\)-baiting strategy in the particular case where for all rational coalitions \(K \subseteq N\) such that \(|K| \leq k + f\), \(|K \cap P| \geq m\) and all \(\phi_{K \setminus P} \in \mathcal{S}_{K \setminus P}\) we have:

\[
\sum_{i \in K} u_i(\mathcal{G}_{N-\{K \cup P\}}, \phi_{K \setminus P}, \eta_P, \sigma_s) \leq \sum_{i \in K} u_i(\mathcal{G}, \sigma_s).
\] (1)

A baiting strategy illustrates a situation where at least \(m\) rational players in the coalition may be interested in baiting other \(k + f - m\) rational and Byzantine players into a trap: the \(k + f\) of them collude to deviate initially, just so that these \(m\) players can prove such deviation by playing the baiting strategy, and get a reward for exposing this deviation. Such a strategy has a significant impact in a protocol to implement the agreement functionality. A strong baiting strategy defines a baiting strategy in which the fact that \(m\) deviating players play the baiting strategy does not yield higher payoff to the entire coalition as a whole (if such coalition was made only by rationals), compared to following the protocol. This prevents a coalition of rationals from colluding together so as to play the baiting strategy on themselves only with the purpose of splitting the baiting reward among the colluding members. Notwithstanding, neither a baiting strategy nor a strong baiting strategy show that if these \(m\) players play the baiting strategy, then the protocol implements the desired functionality.

The reason why a \((k, f, m)\)-baiting strategy is relevant to the consensus problem is that without such a strategy it is not possible to obtain a consensus protocol that is \((k, t)\)-robust where \(k > 0\). We show this result in Theorem 3.1. The proof is similar to that of the impossibility of \(t\)-immune consensus under partial synchrony for \(t \geq n/3\) [14], since a partition of rational and Byzantine players can exploit two disjoint partitions of correct players to lead them to different decisions. Let us recall that we do not assume solution preference, and thus the payoffs from a disagreement can be significantly greater than those of agreeing for rational players. We defer the proof to Appendix A.

**Theorem 3.1.** It is impossible to obtain a protocol \(\mathcal{G}\) that implements rational agreement unless there is a \((k, f, m)\)-baiting strategy with respect to \(\mathcal{G}\), with \(m > \frac{k + f - n}{2} + t\).

Theorem 3.1 shows the need for a baiting strategy to solve rational agreement for \(n \leq 3(k + f)\). In Section 4 we illustrate the values of a reward and deposit per player to make a strong baiting strategy. In Section 5 we solve rational agreement with cheap-talk to provide bounds for robustness in a fully distributed protocol.

### 4 A strong baiting strategy for the rational agreement problem

In this section, we focus on the key idea of this paper: what are the values required for a deposit per player and a reward to players for baiting the coalition
that make a baiting strategy. Thus, we show how to implement a strong baiting strategy by introducing a deposit and a reward. Note that we already proved in Section 3 that we need a baiting strategy for a protocol to solve the rational agreement problem. We focus here on the properties that we aim at for such a baiting strategy. Given a protocol \( \overrightarrow{\pi} \) that implements consensus and is \( t \)-immune, we will extend it to implement the rational agreement problem, in that we will prove all the three following properties:

- Baiting-dominance: There is a \((k, f, m)\)-baiting strategy \( \overrightarrow{\eta} \) with respect to \( \overrightarrow{\pi} \), for \( m > \frac{k + f - n}{2} + t \).
- Baiting-agreement: \( \overrightarrow{\eta} \) implements agreement.
- Lossfree-reward: \( \overrightarrow{\eta} \) is a strong baiting strategy and no non-deviating player gets its utility decreased by the outcome of \( m \) deviating players playing \( \overrightarrow{\eta} \), compared to the outcome of following \( \overrightarrow{\pi} \).

Baiting-dominance states the necessary condition that a baiting strategy exists, while baiting-agreement guarantees that playing such a baiting strategy still leads to agreement. Lossfree-reward guarantees that such a baiting strategy is a strong baiting strategy.

We introduce a deposit per player, and also require such deposit to be big enough so that the deposit taken from the exposed coalition is enough to pay the reward, satisfying lossfree-reward. We thus analyze in Theorem 4.1 the required values for such deposit and reward necessary to incentivize at least \( m \) rational players in a coalition to follow a baiting strategy, depending on the size of the coalition and on the maximum total gain from disagreeing \( G \). In Section 5 we show the first protocol that solves the rational agreement problem, the required reward and deposit depending on the maximum total gain of a disagreement \( G \) derived from the analysis that we do in this section.

In partial synchrony, it is trivial to obtain a \( k \)-resilient protocol that implements agreement for \( k < n \) and without Byzantine players, i.e., \( f = 0 \): players do not decide until they hear from all other players with the same decision. Similarly, it has been showed that it is possible to obtain \( t \)-immune protocols that implement agreement [14]. Before deepening into better results, we introduce the deposit per player \( L \) and a baiting reward \( R \). For this purpose, we assume a \( t \)-accountable consensus protocol, such as Polygraph [11].

**Dominating disagreements.** Since the protocol is \( t \)-accountable, we add a baiting reward \( R \) for player \( i \) if \( i \) can prove to the rest of the players that a coalition of at least \( t + 1 \) players are trying to cause a disagreement. If multiple players are eligible for the baiting reward, then only one is chosen at random to win the reward, and the rest are treated as fraudsters that did not bait. Players can prove that a coalition is trying to cause a disagreement through proofs-of-fraud (PoFs) which undeniably show two conflicting messages signed by the same set of players. The reward is only given to \( i \) if \( i \) exposes this coalition before the coalition causes the disagreement (i.e., before both partitions of correct players decide different decisions). In order to reduce the expected utility from playing
the baiting strategy, we require all players to place a minimum deposit $L$. If these PoFs expose at least $t+1$ players including the baiter (i.e., the player that follows the baiting strategy), then $t$ non-baiting players lose the deposit amount $L$, while the baiter is rewarded with a baiting reward $R$. Our goal is to set $R$ and $L$ so that we implement a baiting strategy for a set $M$ of rational players in the coalition, such that if others in the coalition bait, then for all $i \in M$, player $i$ is better off also trying to bait and getting the reward, while if the rest of the players in the coalition do not bait, then if $i$ baits then $i$ obtains a larger utility than if $i$ was not baiting too.

We explore here the possible runs, assuming that we already have such a baiting strategy, and what each of these runs means for the payoffs of a rational player $i$:

1. Rational players including $i$ contribute to reaching agreement and follow the protocol $\bar{\sigma}$, getting some utility $u_i(\bar{\sigma}_{-T}, \bar{\tau}_T) \geq \epsilon$ where $\epsilon > 0$.

2. Some rational players collude with $i$ and deviate to disagree, playing strategy $\bar{\phi}$ with some Byzantine players $T$ and other rational players $K$ such that $|K \cup T| \geq n/3$, $K \cap T = \emptyset$, obtaining utility $u_i(\bar{\sigma}_{N-K-T}, \bar{\phi}_{K \cup T}) = g$.

3. Player $i$ deviates to bait other rational players into colluding with some Byzantine players such that $|K \cup T| \geq n/3$, $K \cap T = \emptyset$, and this deviation consists of playing strategy $\bar{\eta}$ to expose the colluding players via PoFs and obtain the baiting reward. As a result, player $i$ obtains utility $u_i(\bar{\sigma}_{N-K-T}, \bar{\phi}_{K \cup T-M}, \bar{\eta}_M) = \frac{R}{m} - \frac{m-1}{m}L$, where $M$ is the set of players of the coalition that bait, i.e. $i \in M$, with $|M| = m$. $1/m$ represents the probability of winning the bait, while $(m - 1)/m$ the probability of not winning it.

4. Player $i$ deviates to disagree only to suffer a trap baited by another rational (or group of rational players), obtaining utility $u_i(\bar{\sigma}_{N-K-T}, \bar{\phi}_{K \cup T-M}, \bar{\eta}_M) \leq -L$.

5. In any run where the protocol does not terminate, player $i$ obtains utility $u_i(\bar{\sigma}_{N-T-{i}}, \tau_T, \theta_i) \leq 0$.

6. Player $i$ contributes to reaching agreement but a coalition causes a disagreement so $i$ obtains utility $-\infty$.

Notice that the runs 4, 5 and 6 are strictly dominated by following the protocol. Our goal is to make runs represented by 3 runs that also implement agreement and that strictly dominate runs represented by 2.

**Playing the reward.** We will obtain $\epsilon$-$(k, f)$-robustness by setting the reward $R$ and deposit $L$ such that at most $k + f - m \leq t$ players in a coalition will play the disagreeing strategy (i.e. not enough to actually cause a disagreement). For this, one might think that implementing a baiting strategy with the reward and deposit might not be enough: we need to discourage coalitions from actually playing the baiting strategy, since the system would have to pay the reward $R$, for
and thus the coalition can effectively steal some funds from the system. However, if the system can use the deposited amount $L$ from at least $t$ certified fraudsters in the coalition to pay for the baiting reward $R$, then the system does not lose any funds, while obtaining agreement. That is, as long as $R < \sum_{i=1}^{t} L$ then the coalition as a whole loses more funds than it gains from playing the baiting strategy, while the system obtains agreement, i.e., loss-free-reward. Instead, another approach could be to actually discourage playing the reward by setting $pR - (1 - p)L < 0$, but it is clear that this requires higher values of the deposit per player to discourage this, and so the former inequation will allow a lower deposit $L$.

Nevertheless, notice that if the coalition consists entirely of rational players then they do not actually play this strategy: they all individually lose more than they can gain from deviating. Notwithstanding, agreement will still be guaranteed at no cost to non-deviating players, although it is unclear whether Byzantine players with unexpected utilities and the goal to break the system would be interested in giving their funds to rational players, if it does not cause some damage on non-deviating players.

**Making enough rational players follow the baiting strategy.** Before we describe our implementation for a baiting strategy, we show in Theorem 4.1 which values of $L$ and $R$ make the disagreeing strategy a strictly dominated strategy by the baiting strategy for at least $m$ rational players (i.e., a dominated strategy even if player $i$ already knows that $m - 1$ other players are baiting too).

**Theorem 4.1.** Let $\bar{\sigma}$ be a protocol that implements rational agreement if at least $m$ rational players in a coalition play the baiting strategy $\bar{n}$, and suppose players cannot play $\bar{n}$ after seeing $m$ other players playing $\bar{n}$ (because of delivering messages that expose the coalition from other players). Then such protocol is $\epsilon$-$(k - f, f)$-robust for some $f$, with $f \leq t$, if the following three properties are satisfied:

1. Each player is required to deposit $L = d \cdot G$, being $d > \frac{m}{k(1-m+1)}$,
2. If multiple players bait, then the system chooses one at random to reward him with $R$ such that $dGt > R > \frac{G}{m}$ and
3. The protocol slashes the deposits of the provably fraudulent players that do not win the reward.

**Proof.** Recall that the gain is split equally among all $k$ rational players in the coalition $g = G/k$. To guarantee lossfree-reward, the sum of losses from the coalition must always be more than the reward given for the coalition to always lose funds while failing to disagree, that is $\sum_{i} L > R \iff L > \frac{R}{t}$.

As such, the baiting strategy must strictly dominate the strategy to disagree for rational players, even after a rational player sees another $m - 1$ other rational players also playing the same baiting strategy. Since the probability of winning the bait among $m$ players is uniform $p(m) = \frac{1}{m}$ we have that the utility for a player to play the baiting strategy knowing that another $m - 1$ players are playing the same strategy is $p(m)R - q(m)L$ where $q(m) = 1 - p(m)$. If instead the
player disagrees then the player’s utility is $G_k$. As such, we obtain that the baiting strategy strictly dominates the disagreeing strategy if $p(m)\mathcal{R} - q(m)\mathcal{L} > \frac{G_k}{k}$ and replacing $\mathcal{R}$ by $t\mathcal{L}$, and $\mathcal{L}$ by $d\mathcal{G}$ we obtain:

$$d > \left(k(tp(m) - q(m))\right)^{-1} \iff d > \left(k\left(\frac{t-m+1}{m}\right)\right)^{-1} \iff d > \frac{m}{k(t-m+1)}.$$ 

While for the reward, we already know $\sum_i \mathcal{L} > \mathcal{R}$ while also $\mathcal{R} > G$ and thus:

$$d\mathcal{G}t > \mathcal{R} > \frac{G}{k}$$

\[ \square \]

It is possible to derive from Theorem 4.1 results for the number of Byzantine players for a given deposit. That is, suppose that the baiting strategy only requires 1 rational player to play the baiting strategy, and let $\mathcal{L} = d \cdot \mathcal{G}$, then every coalition of size at least $t+1$ players has at least $k = t+1 - f$ rational players, and thus the maximum amount of Byzantine players tolerated for $\epsilon$-$(k-f,f)$-robustness is $f < t+1 - \frac{1}{n}$. For example, let us set the deposit $\mathcal{L} = d\mathcal{G}$ to $d = \frac{1}{n}$, i.e., the total deposit is $D = \mathcal{L} \cdot n = \mathcal{G}$, and $n = 100$, it follows that the protocol is $\epsilon$-$(k-f,f)$-robust and $f \leq 30$. If instead $d = \frac{1}{3n}$, then $f \leq 24$.

5 The Huntsman Protocol: Implementing Rational Agreement with Cheap-talk

In the previous sections, we designed a deposit mechanism so that $m$ rational players will play a baiting strategy instead of the disagreeing strategy, while guaranteeing lossfree-reward, provided that there is a protocol that already provides such baiting strategy. For this purpose, we introduced a deposit per player and a reward dependant on an estimated maximum gain of attackers, and analyzed the values to ensure that $m$ rational players follow that baiting strategy.

In this section, we provide a protocol that can make any $t$-accountable protocol solve rational agreement and be $\epsilon$-$(k,t)$-robust for $n > \frac{3}{2}k + 3f$ and $n > 2(k+f)$ in what we call the Huntsman Protocol.

First, we implement fifo-channels by requiring players to add a sequence number to their messages, so that a correct player $i$ does not deliver a message from player $j$ with a sequence number $s$ until all previous messages with sequence number $s' < s$ have been delivered. This way, if a coalition splits correct players into different partitions to achieve a disagreement, the messages from one partition cannot be delivered in the other, unless they are all delivered by order of increasing sequence number. This means that non-deviating players
will be able to tell that there is a disagreement before considering later messages from non-deviating players from the other partition.

We also assume that all players have deposited the required amount $L$ before starting the protocol. This deposit is either released back to their players after at least $n - t$ players decide a decision (whether this is the same or different decisions), or slashed to some players and released to others if a fraud is exposed, as we will show later.

In order to resolve disagreements before deciding them, we add a Byzantine Fault Tolerant (BFT) commit-reveal (BFTCR) phase at the end of a \(t\)-accountable consensus protocol shown in Algorithm 1 that consists of two reliable broadcasts per player, plus an additional broadcast per player. The purpose of the first group of reliable broadcasts is to reliably broadcast the encrypted PoFs, should a player own them, or an encrypted hash of the decision otherwise. We say that the commitment is the encrypted content that each player decides to broadcast in this first reliable broadcast. In line 14 players then start the second reliable broadcast by broadcasting a list of the first \(n - t\) delivered commitments. We define a valid candidate to win the reward $R$ as a member of a deviating coalition that committed to bait the coalition independently of what other $m$ players of the coalition did. The objective of the BFTCR protocol is to distinguish valid candidates from deviating players who try to become valid candidates only after they see that the disagreement will not succeed. Finally, the purpose of the calls to broadcast on lines 17 and 19 is to deliver the keys to decrypt the encrypted messages. A player $i$ thus reveals his commitment by broadcasting the key. Thus, the Huntsman protocol consists of an accountable consensus protocol (i.e., Polygraph [11]) with the added BFTCR phase before deciding, and with the requirements on a deposit per player and a reward for baiting as depicted in Section 4.

As such, we speak of a predecision for a decision of the \(t\)-accountable consensus protocol, whereas a decision is now the outcome of the BFTCR protocol. The protocol terminates when at least $n - t$ messages are decrypted with the same hash of the predecisions in line 24 or when at least $t + 1$ messages are decrypted (without counting players that are proven to be false through a PoF) with a reward to a chosen baiter and a punishment to the remaining players that are listed in the list of PoFs in line 34. Note that \(t\)-accountability does not guarantee that a baiter will gather enough PoFs before a disagreement takes place. We prove that baiters will gather enough PoFs before a disagreement as part of Theorem 5.1.

The BFTCR protocol selects the winner of the bait among the list of PoFs by running an additional consensus, in the call to select_winner in line 32, which executes an additional consensus where all participating players share the PoFs they know about and the valid candidates, along with the proofs that such players are valid candidates, to then select a winner from among the valid candidates. We refer to this consensus as the winner consensus. A correct player $i$ considers a baiter $j$ as a valid candidate if $i$ can see $j$'s commitment to bait in at least $t + 1$ messages from the second reliable broadcast. We prove in Theorem 5.3 that no deviating player can become a valid candidate after
seeing more than \( m - 1 \) other players baiting. In lines 33 and 34 fraudsters are punished and baiter is rewarded, respectively. Finally, the call to resolve(...) resolves the two disagreeing predecisions by deterministically choosing one of them (i.e., lexicographical order, or the union of both if the application allows it).

Algorithm 1 BFT commit-reveal protocol for player \( i \)

1: State:
2: \( \text{encrypted}_\text{msgs} \), list of delivered encrypted messages from the first group reliable broadcasts, initially \( \emptyset \)
3: \( \text{list}_\text{encrypted}_\text{msgs} \), list of delivered encrypted messages by other players from the first group of reliable broadcasts, initially \( \emptyset \)
4: \( \text{decrypted}_\text{msgs} \), list of delivered decrypted messages from the first group of reliable broadcasts, initially \( \emptyset \)
5: \( \{\text{RB}_1^j\}_{j=0}^m \), the first group of reliable broadcasts where \( j \) is the source
6: \( \{\text{RB}_2^j\}_{j=0}^m \), the second group of reliable broadcasts where \( j \) is the source
7: hashes, a dictionary where keys are hashes and value are integers, initially it does not contain any key or value
8: local_hash, local hash of the predecided value, according to this player
9: POF_received, boolean, initially False
10: \( i, \text{i_msg}, i_{\text{key}}, i_{\text{encrypted_msg}} \), player’s id, message, key, and encrypted message

11: \( \text{RB}_1^1.\text{start}(i_{\text{encrypted_msg}}) \)
12: Upon RB-delivering \( \text{encrypted_msg} \) from reliable broadcast \( \text{RB}_1^j \)
13: \( \text{encrypted}_\text{msgs}[j] \leftarrow \text{encrypted}_\text{msgs} \)
14: if (size(encrypted_msg) \( \geq n - t \)) then \( \text{RB}_1^2.\text{start}(\text{encrypted}_\text{msgs}) \)
15: Upon RB-delivering \( \text{encrypted}_\text{msgs} \), from reliable broadcast \( \text{RB}_2^j \)
16: \( \text{list}_\text{encrypted}_\text{msgs}[j] \leftarrow \text{encrypted}_\text{msgs}_j \)
17: if (size(list_\text{encrypted}_\text{msgs}) \( \geq n - t \) and size(encrypted_msg) \( \geq n - t \)) then broadcast(i_{\text{key}}, i)
18: Upon delivering key from \( j \) and RB-delivering from reliable broadcasts \( \text{RB}_1^1 \) and \( \text{RB}_2^j : \)
19: broadcast(key, j)
20: \( \text{decrypted}_\text{msgs}[j] \leftarrow \text{decrypt(encrypted}_\text{msgs}, \text{key}) \)
21: if (\( \text{decrypted}_\text{msgs}[j] \)\.type = HASH) then
22: \( \text{hash} \leftarrow \text{decrypted}_\text{msgs}[j]\.\text{get_hash}() \)
23: \( \text{hashes}[\text{hash}] \leftarrow 1 \)
24: if (\( \text{hashes}[\text{hash}] \geq n - t \) and local_hash = hashes[\text{hash}]) then deliver(hash)
25: else if (\( \text{decrypted}_\text{msgs}[j] \)\.type = POF) then
26: \( \text{POFs} \leftarrow \text{decrypted}_\text{msgs}[j]\.\text{get_POFs}() \)
27: if (verify(POFs)) then list_POFs[j] \( \leftarrow \text{POFs} \)
28: POF_received \( \leftarrow \text{True} \)
29: if (POF_received) then
30: \( \text{msgs_filtered} \leftarrow \text{keys(encrypted}_\text{msgs}) \setminus \text{keys(POFs)} \)
31: if (size(msgs_filtered) \( \geq t + 1 \)) then
32: baiter, fraudsters, predec_1, predec_2 \( \leftarrow \text{select_winner(list}_\text{encrypted}_\text{msgs}, \text{list}_\text{POFs}) \)
33: punish(fraudsters)
34: reward(baiter)
35: resolve(predec_1, predec_2)

Solving rational agreement with Cheap-talk.

We prove in this Section that the proposed Huntsman protocol implements
rational agreement and is an $\epsilon$-$(k, f)$-robust for $n > \frac{3}{2}k + 3f$ and $n > 2(k + f)$. For this purpose, we prove first that we implement a baiting strategy that solves baiting-agreement, baiting-dominance and lossfree-reward. We will prove them in this order. We will refer to the baiting strategy as the strategy that reveals the coalition with PoFs. We prove in Theorem 5.3 that this is a strong baiting strategy (i.e., baiting-dominance and lossfree-reward). (As $m$ depends on $k$ and $f$ we introduce the function $m(k, f)$ to refer to this value in the remainder of the paper). However, we first show in Theorem 5.1 that if $m(k, f) = \lfloor \frac{k + f - n}{2} + 1 \rfloor$ rational players play the baiting strategy, then the protocol implements agreement. That is, we prove baiting-agreement. Additionally, note that the winner consensus solves consensus for $n > 9/5(k + f)$ because at least $t + 1$ players of the coalition will not participate in it, as has already been shown [28], and we consider $n > 2(k + f)$. That is, because at least $t + 1$ players do not participate in the winner consensus (since they are provably fraudulent), at most $n' = n - (t + 1) < 2n/3$ players participate in the winner consensus. Since the maximum coalition size, i.e. $k + f$, is $k + f < n/2$, then the remaining players of the coalition that could participate in the winner consensus are $t' = n/2 - (t + 1) < n/6$, and thus $t' < n'/3$ and the winner consensus solves consensus.

**Theorem 5.1.** Let $n$ players execute the Huntsman protocol, out of which there can be a coalition of $k$ rational players and $f$ Byzantine players such that $n > 2(k + f)$ and $n > \frac{3}{2}k + 3f$. Suppose $m(k, f) = \lfloor \frac{k + f - n}{2} + 1 \rfloor$ rational players in the coalition play the baiting strategy. Then, the only possible outcome is to pay the reward and resolve the disagreement on the predecisions.

**Proof.** Suppose two predecisions that two partitions of players not in the coalition $A$ and $B$ predecided, such that $A \cap B = \emptyset$, and $|A| + |B| + k + f \leq n$. For any of the predecisions of the disagreement to be decided, players not in the coalition $A$ and $B$ must be able to decide at least one of the decisions either with $A$ or with $B$. Therefore, $|A| + k + f \geq n - t$ and also $|B| + k + f \geq n - t$. We consider now how many $m$ rational players out of $k$ must bait (i.e., must not contribute to disagree) for a disagreement to necessarily fail. This value must be such that $|A| + (k - m) + f < n - t$ and same for $B$’s partition, which solves to $m > \frac{k + f - n}{2} + t$. Therefore, as long as at least $m(k, f) = \lfloor \frac{k + f - n}{2} + 1 \rfloor$ rational players play the baiting strategy, the only possible outcome is for one of them to get the reward. and for the disagreement on predecisions to be resolved before deciding any of the two.

Notice also that if this reward is paid, then it is not possible to decide any of the hashes of the BFTCR protocol. The winner consensus starts for player $i$ when at least $t + 1$ players have been proven fraudulent to $i$. Since the players that are provably fraudulent do not count towards this winner consensus, that means that there are $n' = n - (t + 1)$ participants in the winner consensus. For the winner consensus to guarantee termination, it must guarantee that it requires at most $n - 2t'$ players replying to terminate, where $t'$ are the remaining players from the coalition after removing the $t + 1$ proven to be fraudulent. Let us define a function $g(k, f) = \min(f + k - (t + 1), f)$, then the winner consensus
must be robust against $t' = g(k, f)$ colluding players, meaning it requires $n - g(k, f)$ replies from different players, for a correct player to terminate. From this $n - g(k, f)$, at most $n - g(k, f) - (k + f)$ are replies from correct players. Since there are $n - k - f$ correct players, by the time the winner consensus terminates there might be $c = n - k - f - (n - g(k, f) - (k + f))$ correct players that have not participated in the winner consensus. As such, if $c + k + f \geq n - t$ then the coalition can still decide a decision after receiving the reward from the winner consensus. We thus require $c + k + f < n - t \iff g(k, f) + k + f < n - t \iff \min(f + k - t, f) + k + f < n - t$ which means that $n > \frac{3}{2}k + 3f$ and $n > 2(k + f)$ must be true for this to occur.

Next, we prove in Theorem 5.2 that the addition of a BFTCR protocol still guarantees consensus.

**Theorem 5.2.** Let $n$ players execute the Huntsman protocol, out of which there can be a coalition of $k$ rational players and $f$ Byzantine players such that $n > 2(k + f)$ and $n > \frac{3}{2}k + 3f$. Suppose $m(k, f) = \left\lceil \frac{k + f - n}{t - m(k, f) + 1} \right\rceil + 1$ rational players in the coalition play the baiting strategy if they participate in a disagreement on the predecisions. Then the Huntsman protocol satisfies consensus and is $t$-immune.

We show in Theorems 5.1 and 5.2 that, provided $m(k, f)$ rational players play the baiting strategy if there is a disagreement in the predecisions, the Huntsman protocol solves the rational agreement problem. We only have left to prove that baiting the coalition is in fact a strong $(k, f, m(k, f))$-baiting strategy that $m(k, f)$ players will play, to guarantee baiting-dominance and loss-free-reward. We show this in Theorem 5.3.

**Theorem 5.3.** Let $n$ players execute the Huntsman protocol, out of which there can be a coalition of $k$ rational players and $f$ Byzantine players such that $n > 2(k + f)$ and $n > \frac{3}{2}k + 3f$. Suppose each of the following predicates holds:

1. Each player is required to deposit $L = d \cdot G$, where $d > \max(k, f) \left\lceil \frac{m(k, f)}{k(t - m(k, f) + 1)} \right\rceil$,
2. If multiple players bait, then the system chooses one of these players at random to reward it with $R$ such that $dG > R > \max(k, f) \left( \frac{d}{m(k, f)} \right)$, and
3. The protocol slashes the deposits of the provably fraudulent players that do not win the reward.

Then the strategy to bait on the coalition is a strong $(k, f, m(k, f))$-baiting strategy.

Notice that the greater the size of the coalition, the greater $d$ must be in order for the protocol to be $c$-$(k, f)$-robust. However, for $n > \frac{3}{2}k + 3f$ with $n > 2(k + f)$, since for every two rational players that join the coalition one Byzantine must leave, the coalition that maximizes the total deposit $D = Ln = dGn$ is a coalition of $k = 1$ rational player and $f = t$ Byzantine players, and that means $d > \frac{1}{t + 1}$. Corollary proves such robustness.
**Corollary.** Let $\mathcal{P}$ be the Huntsman protocol. Then $\mathcal{P}$ is a $\epsilon$-$(k, f)$-robust for the rational agreement problem for $n > \frac{3}{2}k + 3f$ and $n > 2(k + f)$ if the following three properties are satisfied:

1. Each player is required to deposit $L = d \cdot G + \delta$, where $d = \left\lceil \frac{1}{n - 1} \right\rceil + \delta$ and $\delta > 0$,

2. If multiple players bait, then the system chooses one at random to reward him with $R = G + \frac{2}{7}$, and

3. The protocol slashes the deposits of the provably fraudulent players that do not win the reward.

Thus, there are only two possible outcomes of the Huntsman protocol:

- If the coalition is made by so many rational players that the utilities of deviating do not compensate the risk of losing the deposit, then the Huntsman protocol will provide agreement at predecision level, and no reward $R$ will be paid to any player,

- If the coalition has enough Byzantine players to make the deviation into two predecisions profitable, then enough $m(k, f)$ rational players in the coalition will bait so that the disagreement on predecisions can safely be resolved and decided, and one rational player among the baiters will receive a reward $R$, paid entirely by the deposits of the rest of the provably fraudulent players.

In both scenarios, the Huntsman protocol implements rational agreement, it is thus $\epsilon$-$(k, f)$-robust for $n > \frac{3}{2}k + 3f$ and $n > 2(k + f)$, and $t$-immune.

### 6 Conclusion

We have presented a necessary and sufficient baiting strategy to solve the rational agreement problem with partial synchrony. Based on this strategy, we also proposed a novel Byzantine consensus protocol among $n > \max(\frac{3}{2}k + 3f, 2(k + f))$ players, where $k$ players are rationals and $f$ are Byzantine. By building upon standard cryptography and a recent accountable Byzantine agreement protocol, this protocol tolerates the coordinated changes of strategy of $k$ rational players and $f$ Byzantine players. As future work, it would be interesting to explore whether our bound $n > \max(\frac{3}{2}k + 3f, 2(k + f))$ is tight, and considering the impact of non-negligible costs of computation and communication.

### References

[1] Ittai Abraham, Danny Dolev, Ivan Geffner, and Joseph Y. Halpern. Implementing mediators with asynchronous cheap talk. In *Proceedings of the*
[2] Ittai Abraham, Danny Dolev, Rica Gonen, and Joe Halpern. Distributed computing meets game theory: Robust mechanisms for rational secret sharing and multiparty computation. In PODC, pages 53–62, 2006.

[3] Ittai Abraham, Danny Dolev, and Joseph Y. Halpern. Distributed protocols for leader election: A game-theoretic perspective. ACM Trans. Econ. Comput., 7(1), 2019.

[4] Yehuda Afek, Yehonatan Ginzberg, Shir Landau Feibish, and Moshe S hullany. Distributed computing building blocks for rational agents. In PODC, page 406?415, 2014.

[5] Amitanand S. Aiyer, Lorenzo Alvisi, Allen Clement, Mike Dahlin, Jean-Philippe Martin, and Carl Porth. Bar fault tolerance for cooperative services. SIGOPS Oper. Syst. Rev., 39(5):45–58, October 2005. doi:10.1145/1095809.1095816

[6] Yackolley Amoussou-guenou, Bruno Biais, Maria Potop-butucaru, F Paris, and Sara Tucci-piergiovanni. Rational vs Byzantine Players in Consensus-based Blockchains. Proceedings of the 19th International Conference on Autonomous Agents and MultiAgent Systems, (Aamas):43–51, 2020.

[7] Robert J Aumarm. Acceptable points in general cooperative n-person games. Contributions to the Theory of Games (AM-40), Volume IV, 40:287, 2016.

[8] Xiaohui Bei, Wei Chen, and Jialin Zhang. Distributed consensus resilient to both crash failures and strategic manipulations. Technical report, arXiv, Feb. 2012. URL: http://arxiv.org/abs/1203.4324 [arXiv:1203.4324]

[9] Elchanan Ben-Porath. Cheap talk in games with incomplete information. Journal of Economic Theory, 108(1):45–71, 2003. URL: https://www.sciencedirect.com/science/article/pii/S002205310200011X doi:https://doi.org/10.1016/S0022-0531(02)00011-X

[10] Lorenz Breidenbach, Phil Daian, Florian Tramèr, and Ari Juels. Enter the hydra: Towards principled bug bounties and exploit-resistant smart contracts. In 27th USENIX Security Symposium (USENIX Security 18), pages 1335–1352, Baltimore, MD, August 2018. USENIX Association. URL: https://www.usenix.org/conference/usenixsecurity18/presentation/breidenbach

[11] Pierre Civit, Seth Gilbert, and Vincent Gramoli. Brief Announcement: Polygraph: Accountable Byzantine Agreement. In Hagit
[12] Varsha Dani, Mahnush Movahedi, Yamel Rodriguez, and Jared Saia. Scalable rational secret sharing. In PODC, pages 187–196, 2011.

[13] Changyu Dong, Yilei Wang, Amjad Aldweesh, Patrick McCorry, and Aad van Moorsel. Betrayal, distrust, and rationality: Smart counter-collusion contracts for verifiable cloud computing. In Proceedings of the 2017 ACM SIGSAC Conference on Computer and Communications Security, CCS '17, page 211–227, New York, NY, USA, 2017. Association for Computing Machinery. doi:10.1145/3133956.3134032.

[14] Cynthia Dwork, Nancy Lynch, and Larry Stockmeyer. Consensus in the presence of partial synchrony. Journal of the ACM (JACM), 35(2):288–323, 1988.

[15] Zahra Ebrahimi, Bryan Routledge, and Ariel Zetlin-Jones. Getting blockchain incentives right. Technical report, Tech. rep., Carnegie Mellon University Working Paper, 2019.

[16] Michael J Fischer, Nancy A Lynch, and Michael S Paterson. Impossibility of distributed consensus with one faulty process. Journal of the ACM (JACM), 32(2):374–382, 1985.

[17] Georg Fuchsbauer, Jonathan Katz, and David Naccache. Efficient rational secret sharing in standard communication networks. In Proceedings of the 7th International Conference on Theory of Cryptography (TCC), page 419?436, 2010.

[18] Oded Goldreich, Silvio Micali, and Avi Wigderson. How to play any mental game. In Annual ACM Symposium on Theory of Computing.

[19] Adam Groce, Jonathan Katz, Aishwarya Thiruvengadam, and Vassilis Zikas. Byzantine agreement with a rational adversary. In Artur Czumaj, Kurt Mehlhorn, Andrew Pitts, and Roger Wattenhofer, editors, Automata, Languages, and Programming, pages 561–572, 2012.

[20] Adam Groce, Jonathan Katz, Aishwarya Thiruvengadam, and Vassilis Zikas. Byzantine agreement with a rational adversary. In Artur Czumaj, Kurt Mehlhorn, Andrew Pitts, and Roger Wattenhofer, editors, Automata, Languages, and Programming, pages 561–572, Berlin, Heidelberg, 2012. Springer Berlin Heidelberg.
[21] Joseph Y. Halpern and Xavier Vilaça. Rational consensus. Technical Report 2005.10141, arXiv, 2020. URL: https://arxiv.org/abs/2005.10141

[22] Itay Harel, Amit Jacob-Fanani, Moshe Sulamy, and Yehuda Afek. Consensus in Equilibrium: Can One Against All Decide Fairly? In Pascal Felber, Roy Friedman, Seth Gilbert, and Avery Miller, editors, 23rd International Conference on Principles of Distributed Systems (OPODIS 2019), volume 153 of Leibniz International Proceedings in Informatics (LIPIcs), pages 20:1–20:17, Dagstuhl, Germany, 2020. Schloss Dagstuhl–Leibniz-Zentrum fuer Informatik. URL: https://drops.dagstuhl.de/opus/volltexte/2020/11806, doi:10.4230/LIPIcs.OPODIS.2019.20

[23] Dominik Harz, Lewis Gudgeon, Arthur Gervais, and William J. Knottenbelt. Balance: Dynamic adjustment of cryptocurrency deposits. In Proceedings of the 2019 ACM SIGSAC Conference on Computer and Communications Security, CCS ’19, page 1485–1502, New York, NY, USA, 2019. Association for Computing Machinery. doi:10.1145/3319535.3354221

[24] Yuval Heller. Minority-proof cheap-talk protocol (extended version). PhD thesis, Citeseer, 2005.

[25] A. Kosba, A. Miller, E. Shi, Z. Wen, and C. Papamanthou. Hawk: The blockchain model of cryptography and privacy-preserving smart contracts. In 2016 IEEE Symposium on Security and Privacy (SP), pages 839–858, 2016. doi:10.1109/SP.2016.55

[26] Leslie Lamport, Robert Shostak, and Marshall Pease. The Byzantine generals problem. ACM Trans. Program. Lang. Syst., 4(3):382–401, July 1982.

[27] Anna Lysyanskaya and Nikos Triandopoulos. Rationality and adversarial behavior in multi-party computation. In Cynthia Dwork, editor, CRYPTO, pages 180–197, 2006.

[28] Alejandro Ranchal-Pedrosa and Vincent Gramoli. Blockchain is dead, long live blockchain! accountable state machine replication for longlasting blockchain. arXiv preprint arXiv:2007.10541, 2020.

[29] Atul Singh, Pedro Fonseca, Petr Kuznetsov, Rodrigo Rodrigues, and Petros Maniatis. Zeno: Eventually consistent byzantine-fault tolerance. In Proceedings of the 6th USENIX Symposium on Networked Systems Design and Implementation, NSDI’09, page 109–184, USA, 2009. USENIX Association.

[30] Xavier Vilaça, Oksana Denysyuk, and Luís Rodrigues. Asynchrony and collusion in the n-party bar transfer problem. In Guy Even and Magnús M. Halldórsson, editors, Structural Information and Communication Complexity, pages 183–194, Berlin, Heidelberg, 2012. Springer Berlin Heidelberg.
[31] Xavier Vilaça, João Leitão, and Luís Rodrigues. N-party bar transfer: Motivation, definition, and challenges. In *Proceedings of the 3rd International Workshop on Theoretical Aspects of Dynamic Distributed Systems*, TADDS ’11, page 18–22, New York, NY, USA, 2011. Association for Computing Machinery. doi:10.1145/2034640.2034647

A Missing Proofs

**Lemma A.1.** It is impossible to obtain a protocol \( \varphi \) that implements the agreement functionality, is \( t \)-immune and \( (k, f) \)-robust, \( k \geq 0 \) and \( f = \max(t - k + 1, 0) \) unless there is a \( (k, f, m) \)-baiting strategy with respect to \( \varphi \), for \( m > \frac{k + f - n}{2} + t \).

**Proof.** We refer to Lamport et al.’s [26] work for the impossibility of increasing \( t \geq n/3 \) and obtaining agreement (i.e., for \( k = 0 \)).

For \( k > 0 \) with \( f < n/3 \), assume the contrary: let \( \varphi \) be a protocol such that there is no \( (k, f, m) \)-baiting strategy with respect to \( \varphi \) and \( \varphi \) is \( (k, f) \)-robust, for \( f = \max(t - k + 1, 0) \), \( k > 0 \). Since the protocol is \( t \)-immune and it works under partial synchrony, the protocol must not require more than \( n - t \) players participating in it in order to take a decision, or else the Byzantine players could prevent termination. Consider a partition of the network between 4 disjoint subsets \( N = K \cup A \cup B \cup F \), where \( K \) are the rational players (there is at least one), \( F \) are the Byzantine players, i.e., \( |F| + |K| = f + k \geq t + 1 \), and \( A \) and \( B \) are the rest of the players such that \( |A| + |B| \leq n - t - 1 \) and both \( |A| + |F| + |K| \geq n - t \) and \( |B| + |F| + |K| \geq n - t \) hold (recall \( t = \lceil \frac{n}{3} \rceil - 1 \)). Let \( \theta \) be the strategy in which the rational players in \( K \) deviate with Byzantine players in \( F \) and achieves a disagreement between players in \( A \) and players in \( B \). If the players in \( F \) and \( K \) are all Byzantine and rational players, then such a disagreement is always possible and the utility for each rational player is, by definition of the model, greater than that of reaching agreement. Notice also that since \( f = \max(t - k + 1, 0) \), if \( m > \frac{k + f - n}{2} + t \) rational players do not deviate to cause such disagreement, we have that at least one of \( |A| + |F| + |K| - m < n - t \) and \( |B| + |F| + |K| - m < n - t \) holds, or both: for this value of \( m \) the deviants cannot cause a disagreement, where as this does not hold for \( m \leq \frac{k + f - n}{2} + t \). It follows that it is necessary to encourage at least \( m > \frac{k + f - n}{2} + t \) rational players not to deviate into causing a disagreement, i.e. a \( (k, f, m) \)-baiting strategy is necessary.

**Theorem A.2 (Theorem 3.1).** It is impossible to obtain a protocol \( \varphi \) that implements rational agreement unless there is a \( (k, f, m) \)-baiting strategy with respect to \( \varphi \), for \( m > \frac{k + f - n}{2} + t \).

**Proof.** By definition, every \( (k, f) \)-robust protocol for \( n \leq 3(k + f) \) must also be \( (k, f) \)-robust, for some \( k \geq 0 \) and \( f = \max(t - k + 1, 0) \). Therefore it derives from Lemma [A.1]
Theorem A.3 (Theorem 5.2). Let \( n \) players execute the Huntsman protocol, out of which there can be a coalition of \( k \) rational players and \( f \) Byzantine players such that \( n > 2(k + f) \) and \( n > \frac{3}{2}k + 3f \). Suppose \( m(k, f) = \left\lfloor \frac{k + f - n}{t} \right\rfloor + 1 \) rational players in the coalition play the baiting strategy if they participate in a disagreement on the predecisions. Then the Huntsman protocol satisfies consensus and is \( t \)-immune.

Proof. Since \( f \leq t \), it is clear that if there is no disagreement on the predecisions, then rational and correct players are more than \( n - t \) and thus the protocol terminates and guarantees validity and agreement. If there is instead a disagreement on the predecision, then as long as \( m(k, f) \) players play the baiting strategy, by Theorem 5.1 the only outcome is to pay the reward and resolve the disagreement.

Theorem A.4 (Theorem 5.3). Let \( n \) players execute the Huntsman protocol, out of which there can be a coalition of \( k \) rational players and \( f \) Byzantine players such that \( n > 2(k + f) \) and \( n > \frac{3}{2}k + 3f \). Suppose each of the following predicates holds:

1. Each player is required to deposit \( \mathcal{L} = d \cdot G \), where \( d > \max(k, f) \left( \frac{m(k, f)}{k-m(k,f)+1} \right) \),
2. If multiple players bait, then the system chooses one of these players at random to reward it with \( R \) such that \( dGt > R > \max(k, f) \left( \frac{c}{m(k,f)} \right) \), and
3. The protocol slashes the deposits of the provably fraudulent players that do not win the reward.

Then the strategy to bait on the coalition is a strong \((k, f, m(k,f))\)-baiting strategy.

Proof. We show first that if \( m(k, f) \) rational players in the coalition play the baiting strategy, becoming valid candidates to win the reward, then the remaining \( k + f - m(k, f) \) cannot become valid candidates of the winner consensus after seeing \( m(k, f) \) players become valid candidates. Given that the non-baiting members of the coalition are trying to terminate a disagreement, they will still split non-deviating players into two partitions \( A \) and \( B \) for the BFTCR protocol. Hence, we look at how many rational players must take part in both partitions of the BFTCR protocol. Notice that \( |A| + |B| + f + k \geq n \), \( |A| + k + f > n - t \) and \( |B| + k + f > n - t \), and thus \( c = (n - t) - \frac{n + f - k}{2} \) is the number of members of the coalition that must participate in a partition for it to terminate, with \( A \cap B = \emptyset \) thanks to using fifo-channels. We are interested in calculating the minimum number of rational players out of these \( c \), this is why we include as many Byzantine players as possible, i.e., \( c - f \). Notice also that we want to see how many rational players must take part in both partitions, meaning that we are interested in \( c - f - \frac{k}{2} = (n - t) - \frac{n + f}{2} \geq m(k, f) \) for \( n > \frac{3}{2}k + 3f \). Both partitions will include at least \( m(k, f) \) repeated rational players, which will bait. What is left to prove is that by the time they reveal their commitment, the remaining players cannot collude to try and become valid.
candidates of the winner consensus too. That is, each of the $m(k, f)$ players can wait for $n - t$ deliveries of the second reliable broadcast before revealing their commitment by broadcasting their key, and they also can wait to at least deliver $\min(n - k - f, n - t)$ from each partition. This means that $|A| + k + f \geq n - t$ and same for $|B|$, i.e. $|B| + k + f \geq n - t$, which translates into the existence of $|A| + |B| \geq 2(n - t) - 2k - 2f$ correct players that delivered at least $m(k, f)$ commitments by baiters. Notice that $|A| + |B| \geq t + 1$ for $n > 2(k + f)$. Thus, we must calculate for which values of $k$ and $f$ the remaining players cannot become valid candidates, that is, for which values of $k$ and $f$ other players that did not bait yet cannot include the new commitment to bait in $t + 1$ valid second reliable broadcasts. Since the remaining set of correct players $C$ such that $|C| = n - f - k - |A| - |B|$ are $|C| = n - k - f - (2(n - t) - 2k - 2f)$, we calculate for which values of $k$ and $f$ we have $|C| + k + f - t \leq t$, which results in $n > 2(k + f)$. As a result, no deviating player can decide to bait and become a valid candidate for the winner consensus only after seeing another $m(k, f)$ players baiting, where becoming a valid candidate means having their commitment to bait included in at least $t + 1$ messages from the second reliable broadcast.

Finally, since $m(k, f)$ players are interested in playing the baiting strategy even after they see $m(k, f) - 1$ rational players playing the baiting strategy, then at least $m(k, f)$ play such strategy. If $m(k, f)$ play the baiting strategy, then from Theorem 5.1 the only outcome is to pay the reward once and resolve the disagreement. We have shown here that the reward must in turn be paid to one of the members in $m(k, f)$, that is, players cannot wait to see $m(k, f)$ playing the baiting strategy in order to play the baiting strategy. Thus, analogously to Theorem 4.1 we calculate $R$ and $L = dG$ so that the strategy to bait the coalition strictly dominates the strategy to finish the disagreement, obtaining a strong baiting strategy for $d > \max(k, f)\left(\frac{m(k, f)}{m(k, f) + 1}\right)$ and $dG > R > \max(k, f)\left(\frac{G}{m(k, f)}\right)$.

**Corollary** (Corollary 5). Let $\tilde{\sigma}$ be the Huntsman protocol. Then $\tilde{\sigma}$ is an $\epsilon$-(k, f)-robust for the rational agreement problem for $n > \frac{3}{2}k + 3f$ and $n > 2(k + f)$ if the following three properties are satisfied:

1. Each player is required to deposit $L = d \cdot G + \delta$, where $d = \frac{1}{\left\lceil \frac{1}{2}\right\rceil - 1} + \delta$ and $\delta > 0$,
2. If multiple players bait, then the system chooses one at random to reward him with $R = G + \frac{\delta}{2}$, and
3. The protocol slashes the deposits of the provably fraudulent players that do not win the reward.

**Proof.** Theorem 5.3 proves baiting-dominance and lossfree-reward, Theorem 5.1 proves baiting-agreement and Theorem 5.2 proves consensus. Finally, Theorem 4.1 proves rational agreement and $\epsilon$-(k, f)-robustness when $n > \frac{3}{2}k + 3f$ and $n > 2(k + f)$ for the aforementioned values of the deposit per player and the reward. \qed
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