Theoretical study on the stimulated Brillouin scattering in a sub-wavelength anisotropic waveguide: Acousto-optical coupling coefficients and effects of transverse anisotropies
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Abstract: A theoretical study on the stimulated Brillouin scattering (SBS) in a sub-wavelength anisotropic waveguide is conducted. The optical, photoelastic and mechanical anisotropies of the waveguide materials are all taken into account. First, the integral formulae for calculating the acousto-optical coupling coefficients (AOCCs) due to the photoelastic and moving interface effects in SBS are extended to an optically anisotropic waveguide. Then, with the extended formulae, the SBSs in an elliptical nanowire with strong transverse anisotropies are simulated. In the simulations, the elastic fields are computed with the inclusion of mechanical anisotropy. Observable effects of the strong transverse anisotropies are found in numerical results. Most notably, the SBS gains of some elastic modes are found to be very sensitive to the small misalignment between the waveguide axes and the principal material axes. Detailed physical interpretations of this interesting phenomenon are provided. This interesting phenomenon implies an attractive way for more sensitive tuning of the SBS gain without significantly changing the phononic frequency.
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1. Introduction

The stimulated Brillouin scattering (SBS) [1–3] is a three-order nonlinear optical process in which the pump, Stokes photons and the associated hypersonic phonons collectively interact. Like other nonlinear optical phenomena, the SBS is usually very significant in a waveguide (typically an optical fiber). It may induce undesirable noise, or be utilized to enable many practical applications including the Brillouin lasers or sensors [3, 4], slow or fast light [5, 6], efficient hypersonic phonon generation [7–10], optical pulse compression [11, 12] and so on. In bulk systems or waveguides at micron scales, the SBS is mainly mediated through the photoelastic (PE) responses of materials and, inversely, the optical forces due to electrostriction. With the rapid
development of integrated optics and sub-wavelength/nano optics and also with the emergence of nano opto-mechanics [13–15], more and more attention has been paid to the SBS at sub-wavelength scales [16–44]. Owing to the large surface-to-volume ratio at sub-wavelength scales, the perturbations on the optical waves due to the motion of a sharp interface (namely, the moving interface (MI) effect or moving boundary effect [44–48]) as well as optical radiation pressures [49–51] may also become physically relevant coupling mechanisms of SBS.

The behaviors of SBS may change radically at sub-wavelength scales. Rakich et al. [16–18] demonstrated that the SBS could be strongly dependent on the waveguide geometry at sub-wavelength scales, and large optical radiation pressure on boundaries could induce giant enhancement of SBS gain even for the generally weak forward SBS (FSBS). Large SBS gain enhancements due to the new coupling mechanisms were also reported by other researchers [19–25]. Among them, the studies on the FSBS in a hybrid photonic-phononic crystal waveguide which was not longitudinally invariant were reported in Refs. [24, 25]. On the other hand, different coupling mechanisms may interfere destructively to decrease the SBS gain dramatically. Florez et al. [26] found experimentally a Brillouin self-cancellation phenomenon, which arose from exactly opposing acousto-optical coupling coefficients (AOCCs) due to the PE and MI effects. Besides the new coupling mechanisms, surface acoustic waves [27] or even leaky acoustic modes [28] were also found to get involved in SBS at sub-wavelength scales. These new findings had significant implications for the development of the state of the art SBS-active devices [29–32].

In this new field of SBS, some researchers [33–41] had established systematic and comprehensive theoretical models. Among them, Wolff et al. [36] presented a systematic coupled-mode formulation, in which detailed derivations of the integral formulae for the AOCCs due to all the known coupling mechanisms in SBS were given. Sipe et al. [37] recast the problem in a Hamiltonian based framework, also leading to the derivations of these AOCCs. These theoretical models provide mathematically rigorous and physically clear analysis of the coupling mechanisms in SBS. However, we notice that the existing integral formulae for AOCCs of SBS cannot take into account the anisotropy of optical permittivity. In fact, there are very few studies on SBS considering material anisotropies, whether at bulk, micron or nano scales. Wolff et al. [20] included in their theoretical design the mechanical and photoelastic anisotropies of the considered material Germanium which were found to cause significant effects on SBS. However, optical anisotropy was not addressed by them due to the optically isotropy of Germanium. Smith et al. [42, 43] studied the SBS in meta-materials and found large SBS enhancement. However, for the cubic-latticed meta-materials they considered, the effective optical permittivities were still isotropic in the long wavelength limit.

In the present work, a theoretical study on the SBS in a sub-wavelength anisotropic waveguide is conducted. The optical, photoelastic and mechanical anisotropies of the waveguide materials are all taken into account. First, the integral formulae for calculating AOCCs due to the PE and MI effects in SBS are extended to an optically anisotropic waveguide. Then, with the extended formulae, the SBSs in an
elliptical nanowire with strong transverse anisotropies are simulated. In the simulations, the elastic fields are computed by including the mechanical anisotropy. Observable effects of the strong transverse anisotropies on SBS gains are found in numerical results.

2. Fundamentals of the work

2.1 Description of the physical fields involved in SBS

Fig. 1 (a) Schematic sketch of a waveguide which is translationally invariant in the z direction. The core and cladding are filled with materials I and II, respectively. (b) Cross section of the waveguide. (c) Enlarged partial view of a small segment on the boundary of the waveguide core assumed to undergo a small displacement $u$.

As shown in Fig. 1(a), we consider a waveguide that is translationally invariant in the $z$ direction. Assume that the pump and Stokes waves involved in a SBS process in the considered waveguide are two optical eigenmodes, whose electric field $\mathbf{E}$ and electric displacement field $\mathbf{D}$ can be written as:

$$\mathbf{E}^{(i)} = \frac{1}{2} \mathbf{e}^{(i)} + \text{c.c.} = \frac{1}{2} \mathbf{\tilde{e}}^{(i)} e^{i(\beta^{(i)} z - \omega^{(i)} t)} + \text{c.c.}, \quad (1)$$

$$\mathbf{D}^{(i)} = \frac{1}{2} \mathbf{d}^{(i)} + \text{c.c.} = \frac{1}{2} \mathbf{\tilde{d}}^{(i)} e^{i(\beta^{(i)} z - \omega^{(i)} t)} + \text{c.c.}. \quad (2)$$

Here, the subscripts $i=1$ or 2 with 1 denoting the Stokes wave and 2 the pump wave; $j = \sqrt{-1}$; $\beta$ and $\omega$ are the wave number and angular frequency of the optical wave, respectively; $t$ is time; and “c.c.” is the abbreviation for “complex conjugation”. In SBS, the optical fields are perturbed due to the PE and MI effects, and consequently their complex amplitudes $\mathbf{\tilde{e}}^{(i)}$ and $\mathbf{\tilde{d}}^{(i)}$ will generally be modulated by envelope functions varying slowly with $z$ and $t$.

On the acoustic part of the problem, we assume that an elastic wave in solids is involved. According to the well-known non-propagating phonon approximation [1~3], the elastic fields at any position $z$ can essentially be viewed as the local mechanical responses of the waveguide system to the optical forces induced by the electrostriction and radiation pressure effects (Note that in the present study we do not consider the situations in which the enslavement of acoustic wave may break down [34, 39, 40]). Assume that the total optical force density can be written as:
\[ F = \frac{1}{2} f + \text{c.c.} = \frac{1}{2} \tilde{f} e^{i(qz - \omega t)} + \text{c.c.} \]  

Here, the angular frequency \( \Omega \) and wavenumber \( q \) should satisfy the following phase matching conditions:

\[
\begin{align*}
\Omega &= \omega^{(2)} - \omega^{(1)}, \\
q &= \beta^{(2)} - \beta^{(1)}.
\end{align*}
\]

Then, the displacement field induced by the optical forces could be defined in the following form:

\[ \mathbf{u} = \frac{1}{2} \mathbf{u} + \text{c.c.} = \frac{1}{2} \tilde{\mathbf{u}} e^{i(qz - \omega t)} + \text{c.c.}. \]

Here, we note that a different font style is used for denoting the optically induced displacement field to differentiate it from the intrinsic elastic eigenmode of the waveguide mentioned later. Given the incident optical fields, the finite-element based computational methods for the resultant elastic fields are detailed in Refs. [9, 10, 18].

### 2.2 SBS Gain and acousto-optical coupling coefficients

The growth of the Stokes wave in a steady-state SBS process can generally be described by the following canonical equation [16]:

\[ \frac{dp^{(1)}}{dz} = G_B p^{(2)} p^{(1)} - \alpha^{(1)} p^{(1)} . \]

Here, \( P^{(1)} \) and \( P^{(2)} \) are the \( z \)-dependent guided powers of the Stokes and pump waves, respectively; \( G_B \) is the SBS gain; and \( \alpha^{(1)} \) is the linear loss-factor of the Stokes wave. According to Refs. [16~18], the SBS gain can be expressed as:

\[ G_B = \frac{\omega^{(1)}}{2 \beta^{(2)} p^{(1)}} \text{Re} \left[ \int \left( \mathbf{f}^* \cdot \frac{d\mathbf{u}}{dt} \right) d^2 \mathbf{r} \right] - \frac{\omega^{(1)}}{2 \beta^{(2)} p^{(1)}} \text{Im} \left[ \int \mathbf{f}^* \cdot \tilde{\mathbf{u}} d^2 \mathbf{r} \right] , \]

Here, the integrals are defined over the whole transverse plane of the waveguide.

If the elastic wavenumber \( q \) is determined, a set of elastic eigenmodes of the waveguide with different frequencies can be solved. By decomposing the optically induced displacement field in terms of such set of elastic eigenmodes, the SBS gain \( G_B \) can be further approximated by a weighted sum of the SBS gains of individual elastic eigenmodes as [18]

\[ G_B = \sum_m G_m \frac{(\Gamma_m/2)^2}{(\Omega_m - \Omega_m)^2 + (\Gamma_m/2)^2} . \]

Here, \( \Omega_m \) is the angular frequency of the \( m \)th elastic eigenmode of the corresponding mechanically lossless waveguide, which is changed to a complex value \( \Omega_m - j \Gamma_m/2 \) if the first-order effect of mechanical loss is considered; and the SBS gain \( G_m \) of the \( m \)th elastic eigenmode can be expressed as

\[ G_m = \frac{\omega^{(1)} \Omega_m |C_m|^2}{4 \beta^{(2)} p^{(1)} \Gamma_m} . \]

In Eq. (9), \( C_m = \int (\mathbf{f}^* \cdot \mathbf{u}_m) d^2 \mathbf{r} \), \( Q_m = \Omega_m / \Gamma_m \) and \( \xi_m = \Omega_m^2 / 2 \int \rho |\mathbf{u}_m|^2 d^2 \mathbf{r} \) are the AOCC, the mechanical \( Q \)-factor and the average elastic energy per unit length of
the $m^{th}$ elastic eigenmode, respectively.

The AOCC given above is defined in terms of optical forces. It can be further decomposed into the contributing parts corresponding to the electrostriction and radiation pressure effects. Alternatively, the AOCC can also be defined in terms of the converse physical effects, i.e. the PE and MI effects. According to the analysis in Ref. [36], if the irreversible coupling effects are negligible and the optical losses are sufficiently small, we should have

$$C = C_{ES} + C_{RP} = C_{PE} + C_{MI}. \quad (10)$$

Here, $C_{ES}$ and $C_{RP}$ are the AOCCs due to electrostriction and radiation pressure effects, respectively, and $C_{PE}$ and $C_{MI}$ are the ones due to the PE and MI effects, respectively. In the present study, we use Eqs. (8) and (9) to calculate the SBS gain. However, based on the relation (10), the total AOCC of each elastic eigenmode present in Eq. (9), will be calculated as the sum of $C_{PE}$ and $C_{MI}$ rather than $C_{ES}$ and $C_{RP}$.

If the waveguide materials are optically isotropic, then the AOCCs $C_{PE}$ and $C_{MI}$ can be expressed, respectively, as the following surface and contour integrals [26, 33, 36, 37]:

$$C_{PE} = - \varepsilon_0 \int \varepsilon_r^2 \bigl( \hat{\textbf{e}}^{(1)} \bigr)^* \cdot \left[ \left( \textbf{p} \cdot \hat{\textbf{s}}^* \right) \cdot \hat{\textbf{e}}^{(2)} \right] d^2 \textbf{r}, \quad (11)$$

$$C_{MI} = \oint_{\Sigma} \left[ \left( \varepsilon - \varepsilon^I \right) \left( \hat{\textbf{e}}^{(1)} \right)^* \cdot \hat{\textbf{e}}^{(2)} - \left( \frac{1}{\varepsilon^I} - \frac{1}{\varepsilon^I} \right) \left( \hat{\textbf{d}}^{(1)} \right)^* \cdot \hat{\textbf{d}}^{(2)} \right] \left[ \hat{\textbf{u}}^* \cdot \hat{\textbf{n}}_L \right] dl. \quad (12)$$

The contour integral is defined on the boundary of the waveguide core (denoted by “$\Sigma$” in Fig. 1 (b)). In Eq. (11), $\varepsilon_0$ is the permittivity of vacuum, $\varepsilon_r$ is the relative permittivity, $\textbf{p}$ is the PE tensor, and $\textbf{s}$ is the strain tensor. In Eq. (12), $\varepsilon^I$ and $\varepsilon^I$ are the permittivities of the materials I and II (see Fig. 1), respectively; the subscripts “$L$” and “$I$” refer to the normal and tangential components of a field vector on the boundary; and $\hat{\textbf{n}}_L$ is the unit normal vector. As a note, the two contour formulae given in different references may differ by a scaling factor due to different normalization criteria.

3. PE and MI acousto-optical coupling coefficients

in an anisotropic waveguide

3.1 General integral representations of acousto-optical coupling coefficients

In this section, Eqs. (11) and (12) will be extended to an optically anisotropic waveguide. To this end, the following general integral representations of the AOCCs [36],

$$C_{PE} = \int \left[ \left( \hat{\textbf{e}}^{(1)} \right)^* \cdot \left( \Delta \hat{\textbf{d}}_{PE}^{(1)} \right) \right] d^2 \textbf{r}, \quad (13)$$

$$C_{MI} = \oint_{\Sigma} \left[ \Delta \hat{\textbf{d}}_{MI}^{(2)} \cdot \left( \hat{\textbf{e}}^{(1)} \right)^* - \Delta \hat{\textbf{e}}_{MI}^{(1)} \cdot \left( \hat{\textbf{d}}_{L}^{(2)} \right)^* \right] \left[ \hat{\textbf{u}}^* \cdot \hat{\textbf{n}}_L \right] dl, \quad (14)$$

will serve as the basis of our derivations. In Eq. (13), $\Delta \hat{\textbf{d}}_{PE}^{(1)}$ is the PE perturbation on
the electric displacement field of the Stokes wave. In Eq. (14), \( \Delta d_{\parallel, MI} \) and \( \Delta e_{\perp, MI} \) are the changes of the discontinuous optical field components \( d_{\parallel} \) and \( e_{\perp} \) across the boundary, respectively. As shown in Fig. 1(c), they are caused by a small displacement of the boundary. It should be noted that Eq. (14) is not directly given in Ref. [36]. However, it is not difficult to derive it by following the derivation procedures presented in Sections III.A and III.D of Ref. [36] and simultaneously putting no restrictions on whether the materials are isotropic or not.

### 3.2 PE acousto-optical coupling coefficient

Let’s start from the following basic constitutive relation

\[
D = \varepsilon_0 \varepsilon_r \cdot E
\]

\[
= \varepsilon_0 \eta^{-1} \cdot E,
\]

where \( \varepsilon_r \) is the relative permittivity tensor and \( \eta \) the impermeability tensor. At the presence of the strain field \( s \), the PE effect results in a small change of the impermeability tensor expressed as [52]:

\[
\Delta \eta = p \cdot s.
\]

Then, we have

\[
\Delta(\eta^{-1}) = (\varepsilon_r^{-1} + p \cdot s)^{-1} - (\varepsilon_r^{-1})^{-1}
\]

\[
= [\varepsilon_r^{-1}(I + \varepsilon_r \cdot (p \cdot s))]^{-1} - \varepsilon_r
\]

\[
\approx -\varepsilon_r \cdot (p \cdot s) \cdot \varepsilon_r,
\]

where \( I \) is the unity tensor.

Consequently, the change of the electric displacement field \( D \) caused by the PE effect can be written as

\[
\Delta D = -\varepsilon_0 [\varepsilon_r \cdot (p \cdot s) \cdot \varepsilon_r] \cdot E.
\]

Then, the change of the electric displacement field phase-matched with the Stokes wave, i.e. \( \Delta d_{\text{PE}}^{(1)} \), can be written as:

\[
\Delta d_{\text{PE}}^{(1)} = -\varepsilon_0 [\varepsilon_r \cdot (p \cdot s^*) \cdot \varepsilon_r] \cdot e^{(2)}.
\]

Rewriting Eq. (19) by replacing the fields \( d, s \) and \( e \) with their complex amplitudes, and then substituting it into Eq. (13), we could eventually derive the AOCC due to the PE effect in an anisotropic waveguide:

\[
C_{\text{PE}} = -\varepsilon_0 \int \left[ \left( \tilde{e}^{(1)} \right)^* \cdot \left[ \varepsilon_r \cdot (p \cdot \tilde{s}^*) \cdot \tilde{e}^{(2)} \right] \right] d^2 r
\]

The correctness of Eq. (20) can be checked by assuming that the tensor \( \varepsilon_r = \varepsilon_r I \). Then, Eq. (20) expectedly becomes Eq. (11) in the isotropic case.
3.3 MI acousto-optical coupling coefficient

The extension of the MI AOCC to an anisotropic waveguide is not as straightforward as that for the PE AOCC presented above. The first and crucial step to do it is to represent the discontinuous field components \( \mathbf{E}_\perp \) and \( \mathbf{D}_\perp \) in terms of the continuous field components \( \mathbf{E}_\parallel \) and \( \mathbf{D}_\parallel \). To this end, we establish an in-plane Cartesian coordinate system \( x'-y' \) at any point at the interface. As shown in Fig. 1(b), the axes \( x' \) and \( y' \) are along the locally tangential and normal directions, respectively.

In the local coordinate system, the electric field \( \mathbf{E} \) and electric displacement field \( \mathbf{D} \) can be decomposed as

\[
\mathbf{E} = \mathbf{E}_\parallel,x' + \mathbf{E}_\parallel,z + \mathbf{E}_{\gamma'}, \quad (21)
\]

\[
\mathbf{D} = \mathbf{D}_\parallel,x' + \mathbf{D}_\parallel,z + \mathbf{D}_{\gamma'}. \quad (22)
\]

Then, according to the basic constitutive relation \( \mathbf{D} = \mathbf{\varepsilon} \cdot \mathbf{E} \), we have

\[
\begin{align*}
D_{\parallel,x'} - \varepsilon_{x'y'} E_{\gamma'} &= \varepsilon_{x'x'} E_{\parallel,x'} + \varepsilon_{x'z} E_{\parallel,z}, \quad (23a) \\
D_{\parallel,z} - \varepsilon_{zy} E_{\gamma'} &= \varepsilon_{zz} E_{\parallel,x'} + \varepsilon_{zz} E_{\parallel,z}, \quad (23b) \\
\varepsilon_{y'y'} E_{\gamma'} &= -\varepsilon_{y'x'} E_{\parallel,x'} - \varepsilon_{y'z} E_{\parallel,z} + D_{\gamma'}. \quad (23c)
\end{align*}
\]

Rewriting Eq. (23) in a compact matrix form, the discontinuous field components \( D_{\parallel,x'} \), \( D_{\parallel,z} \) and \( E_{\gamma'} \) can be represented in terms of the continuous ones \( E_{\parallel,x'} \), \( E_{\parallel,z} \) and \( D_{\gamma'} \) as:

\[
\begin{pmatrix}
D_{\parallel,x'} \\
D_{\parallel,z} \\
E_{\gamma'}
\end{pmatrix} = \boldsymbol{\zeta} \begin{pmatrix}
E_{\parallel,x'} \\
E_{\parallel,z} \\
D_{\gamma'}
\end{pmatrix}, \quad (24)
\]

where

\[
\boldsymbol{\zeta} = \begin{pmatrix}
1 & 0 & -\varepsilon_{x'y'} \\
0 & 1 & -\varepsilon_{zy'} \\
0 & 0 & \varepsilon_{y'y'}
\end{pmatrix}^{-1} = \begin{pmatrix}
\varepsilon_{x'x'} & \varepsilon_{x'z} & 0 \\
\varepsilon_{zy'} & \varepsilon_{zz} & 0 \\
-\varepsilon_{y'x'} & -\varepsilon_{y'z} & 1
\end{pmatrix} \quad (25a)
\]

\[
= \begin{pmatrix}
\varepsilon_{x'x'} - (\varepsilon_{x'y'})^2/\varepsilon_{y'y'} & \varepsilon_{x'z} - \varepsilon_{x'y'}/\varepsilon_{y'y'} & \varepsilon_{x'y'}/\varepsilon_{y'y'} \\
\varepsilon_{zy'} - \varepsilon_{x'y'}/\varepsilon_{y'y'} & \varepsilon_{zz} - (\varepsilon_{zy'})^2/\varepsilon_{y'y'} & \varepsilon_{zy'}/\varepsilon_{y'y'} \\
-\varepsilon_{y'x'}/\varepsilon_{y'y'} & -\varepsilon_{y'z}/\varepsilon_{y'y'} & 1/\varepsilon_{y'y'}
\end{pmatrix}. \quad (25b)
\]

In the step from Eqs. (25a) to (25b), the symmetry of the permittivity tensor \( \mathbf{\varepsilon} \) \((\varepsilon_{ij} = \varepsilon_{ji})\) is used.

Here, we would like to emphasize that the \( 3 \times 3 \) matrix \( \boldsymbol{\zeta} \) has the following interesting properties:

\[
\begin{align*}
\zeta_{12} &= \zeta_{21}, \quad (26a) \\
\zeta_{13} &= -\zeta_{31}, \quad (26b) \\
\zeta_{23} &= -\zeta_{32}, \quad (26c)
\end{align*}
\]

which will be essential in obtaining the final derivation result.

To highlight the final derivation result, the detailed derivation subsequent to Eq. (26) is put in Appendix A. The final contour-integral formula for the MI OACC can be written as:
\[ c_{\text{MI}} = \]
\[
\oint_{\Sigma} \left\{ \left[ \varepsilon_{x'x'} - \varepsilon_{x''x''} \right] / \varepsilon_{y'y'} \right. + \left. \left( \varepsilon_{x'y'} / \varepsilon_{y'y'} \right)^2 \right\} \left[ \tilde{e}_{1l,x}^{(2)} \left( \tilde{e}_{1l,x}^{(1)} \right)^* \right] + \left[ \varepsilon_{zz} - \varepsilon_{zz} - \varepsilon_{y'y'} \right] \]
\[
\left( \varepsilon_{x'y'}/\varepsilon_{y'y'} - \varepsilon_{x'y'}/\varepsilon_{y'y'} \right) \left[ \tilde{e}_{1l,x}^{(2)} \left( \tilde{d}_{1}^{(1)} \right)^* \right] + \left( \tilde{e}_{1l,x}^{(1)} \right)^* \left( \tilde{d}_{1}^{(2)} \right) \]
\[
\left( \varepsilon_{x'y'}/\varepsilon_{y'y'} - \varepsilon_{x'y'}/\varepsilon_{y'y'} \right) \left[ \tilde{e}_{1l,x}^{(2)} \left( \tilde{d}_{1}^{(1)} \right)^* \right] + \left( \tilde{e}_{1l,x}^{(1)} \right)^* \left( \tilde{d}_{1}^{(2)} \right) \]
\[
\left( \varepsilon_{x'y'}/\varepsilon_{y'y'} - \varepsilon_{x'y'}/\varepsilon_{y'y'} \right) \left[ \tilde{e}_{1l,x}^{(2)} \left( \tilde{d}_{1}^{(1)} \right)^* \right] + \left( \tilde{e}_{1l,x}^{(1)} \right)^* \left( \tilde{d}_{1}^{(2)} \right) \]
\[
\left( \varepsilon_{x'y'}/\varepsilon_{y'y'} - \varepsilon_{x'y'}/\varepsilon_{y'y'} \right) \left[ \tilde{e}_{1l,x}^{(2)} \left( \tilde{d}_{1}^{(1)} \right)^* \right] + \left( \tilde{e}_{1l,x}^{(1)} \right)^* \left( \tilde{d}_{1}^{(2)} \right) \]
\[
\left( \varepsilon_{x'y'}/\varepsilon_{y'y'} - \varepsilon_{x'y'}/\varepsilon_{y'y'} \right) \left[ \tilde{e}_{1l,x}^{(2)} \left( \tilde{d}_{1}^{(1)} \right)^* \right] + \left( \tilde{e}_{1l,x}^{(1)} \right)^* \left( \tilde{d}_{1}^{(2)} \right) \]

The obtained contour-integral is much more complex than in the isotropic case. However, it can be checked that if the dielectric tensors \( \varepsilon^1 \) and \( \varepsilon^{II} \) both reduce to scalars, Eq. (27) will reduce to Eq. (12) in the isotropic case accordingly.

### 3.4 Simplified formulae in an orthotropic case

So far, we have derived the general integral formulae for the PE and MI AOCCs in an optically anisotropic waveguide. Next, let’s consider a special case that the waveguide materials are both orthotropic and simultaneously they share a common set of principal axes. For convenience, the geometrical axes (the \( x-, y- \) and \( z- \) axes shown in Fig. 1(a)) are assumed to coincide with the common principal axes of the two materials. For such a special case, we will have \( \varepsilon_{ij} = \varepsilon_i \delta_{ij} \) in the global coordinate system and \( \varepsilon_{x'z} = \varepsilon_{y'z} = 0 \) in the in-plane local coordinate system defined in Fig. 1(b). Then, Eqs. (20) and (27) can be further simplified as:

\[ C_{\text{PE}} = -\varepsilon_0 \oint \left[ \varepsilon_{r,i} e_{r,j} \left( \tilde{e}_l^{(1)} \right)^* \right] \left( \tilde{e}_j^{(2)} p_{ijm} \tilde{s}_l^{\ast} \right) d^2 r \]  

\[ c_{\text{MI}} = \]
\[
\oint_{\Sigma} \left\{ \left[ \varepsilon_{x'x'} - \varepsilon_{x''x''} \right] / \varepsilon_{y'y'} \right. + \left. \left( \varepsilon_{x'y'} / \varepsilon_{y'y'} \right)^2 \right\} \left[ \tilde{e}_{1l,x}^{(2)} \left( \tilde{e}_{1l,x}^{(1)} \right)^* \right] + \left[ \varepsilon_{zz} - \varepsilon_{zz} - \varepsilon_{y'y'} \right] \]
\[
\left( \varepsilon_{x'y'}/\varepsilon_{y'y'} - \varepsilon_{x'y'}/\varepsilon_{y'y'} \right) \left[ \tilde{e}_{1l,x}^{(2)} \left( \tilde{d}_{1}^{(1)} \right)^* \right] + \left( \tilde{e}_{1l,x}^{(1)} \right)^* \left( \tilde{d}_{1}^{(2)} \right) \]
\[
\left( \varepsilon_{x'y'}/\varepsilon_{y'y'} - \varepsilon_{x'y'}/\varepsilon_{y'y'} \right) \left[ \tilde{e}_{1l,x}^{(2)} \left( \tilde{d}_{1}^{(1)} \right)^* \right] + \left( \tilde{e}_{1l,x}^{(1)} \right)^* \left( \tilde{d}_{1}^{(2)} \right) \]
\[
\left( \varepsilon_{x'y'}/\varepsilon_{y'y'} - \varepsilon_{x'y'}/\varepsilon_{y'y'} \right) \left[ \tilde{e}_{1l,x}^{(2)} \left( \tilde{d}_{1}^{(1)} \right)^* \right] + \left( \tilde{e}_{1l,x}^{(1)} \right)^* \left( \tilde{d}_{1}^{(2)} \right) \]
\[
\left( \varepsilon_{x'y'}/\varepsilon_{y'y'} - \varepsilon_{x'y'}/\varepsilon_{y'y'} \right) \left[ \tilde{e}_{1l,x}^{(2)} \left( \tilde{d}_{1}^{(1)} \right)^* \right] + \left( \tilde{e}_{1l,x}^{(1)} \right)^* \left( \tilde{d}_{1}^{(2)} \right) \]
\[
\left( \varepsilon_{x'y'}/\varepsilon_{y'y'} - \varepsilon_{x'y'}/\varepsilon_{y'y'} \right) \left[ \tilde{e}_{1l,x}^{(2)} \left( \tilde{d}_{1}^{(1)} \right)^* \right] + \left( \tilde{e}_{1l,x}^{(1)} \right)^* \left( \tilde{d}_{1}^{(2)} \right) \]
\[
\left( \varepsilon_{x'y'}/\varepsilon_{y'y'} - \varepsilon_{x'y'}/\varepsilon_{y'y'} \right) \left[ \tilde{e}_{1l,x}^{(2)} \left( \tilde{d}_{1}^{(1)} \right)^* \right] + \left( \tilde{e}_{1l,x}^{(1)} \right)^* \left( \tilde{d}_{1}^{(2)} \right) \]

(29)
For the calculation of $C_{MI}$ via Eq. (29), we need to further substitute the following expressions:

\begin{align}
\varepsilon_{xx'} &= n_x^2 \varepsilon_x + n_y^2 \varepsilon_y, \\
\varepsilon_{yy'} &= n_x^2 \varepsilon_x + n_y^2 \varepsilon_y, \\
\varepsilon_{x'y'} &= (\varepsilon_x - \varepsilon_y)n_x n_y, \\
\tilde{e}_{\parallel x'} &= \tilde{e}_x n_y - \tilde{e}_y n_x, \\
\tilde{d}_{y'} &= \tilde{d}_x n_x + \tilde{d}_y n_y, \\
(u') \cdot \hat{n}_{y'} &= \bar{u}_x n_x + \bar{u}_y n_y.
\end{align}

Here, $n_x$ and $n_y$ are the directional cosines of the normal vector $\hat{n}_{y'}$. They can be expressed as $n_x = -\sin(\theta)$ and $n_y = \cos(\theta)$ with the angle $\theta$ being defined in Figure 1(b).

In the finite-element software COMSOL Multiphysics, the calculations of $C_{PE}$ and $C_{MI}$ can be implemented via the built-in integration operators. Moreover, with the built-in variables “nx” and “ny” for defining a surface normal, the comparably complex contour integral calculation of $C_{MI}$ can be implemented much more conveniently.

In the computational aspect, there is another important issue needed to be addressed. In a longitudinally invariant waveguide, there is generally a fixed phase difference of $\pi/2$ between the longitudinal field component and the transverse ones for both kinds of waves. By adjusting the initial phases of the transverse field components to zero, the transverse and longitudinal field components will become purely real-valued and purely imaginary-valued, respectively. Consequently, just like the isotropic case [26, 35], it can be checked that the PE and MI AOCCs in the orthotropic case given by Eqs. (28) and (29) can both reduce to pure real numbers.

4. Numerical simulations

4.1 Simulation settings

As shown in Fig. 2, an elliptical nanowire is considered in the numerical simulations. As discussed in Sec. 3.4, the waveguide material is assumed to be orthotropic. The geometrical axes $x$, $y$ and $z$ are aligned with the principal material axes. But in the transverse plane, the symmetry axes of the ellipse (i.e. waveguide axes) are not assumed to be aligned with the principal material axes. There is an angle $\gamma$ between the major axis of the ellipse and the $x$-axis. Therefore, if the material property is transversely anisotropic, the orientation angle $\gamma$ should have effect on propagation.
properties of both the two kinds of waves and their interactions as well. In the present study, we focus on the effects of the orientation angle $\gamma$ on the SBS gains and AOCCs.

![Transverse geometry of the considered elliptical nanowire](image)

**Fig. 2 Transverse geometry of the considered elliptical nanowire**

The orthotropic material we select is the single-crystalline rutile (titanium dioxide), which exhibits a strong birefringence. With many notable merits, such as the high refractive index, large optical nonlinearity and transparency at visible and near-infrared wavelength, rutile has become a promising material for integrated optics in recent years [53–55]. The operating vacuum optical wavelength is selected as 633 nm, as the optical parameters of rutile are usually available at this wavelength in references. With the semi-major axis $r_1=140$ nm and semi-minor axis $r_2=90$ nm, the transverse dimensions of the considered waveguide fall well within the sub-wavelength regime.

As shown in Fig. 2, an extraordinary axis of the material is adopted as the y-axis, and then the x- and z-axes are two ordinary axes of the material. Under such definitions of the geometrical axes, the desired transverse anisotropy is enabled. The physical parameters used for rutile are listed in Ref. [56]. These parameters are originally taken from Refs. [52] and [57]. Additionally, a frequency-independent mechanical Q-factor of 1000 is set for the elastic wave. Here, we note that compared with the original references, different abbreviated subscripts may be used for some components of material property tensors, as the definitions of geometric axes do not follow general convention. For a uniaxial material, the extraordinary material axis is conventionally adopted as the z-axis rather than the y-axis in the present study.

In the present study, the intra-mode SBS induced by the fundamental optical mode is considered. The optical wavenumber $\beta$ is searched according to the assumed wavelength 633 nm. The elastic wavenumber $q$ is further determined as $q=0$ and $2\beta$ for FSBS and backward SBS (BSBS), respectively. Then, for the given wavenumber $q$, we compute the elastic eigenmodes, via which the PE and MI AOCCs at different phononic eigenfrequencies are further computed. Finally, the SBS gain at any given phononic frequency is calculated via Eq. (8). The finite-element software COMSOL Multiphysics is used for the computations.

For convenience, the initial guided powers of optical waves as well as the energy of each elastic eigenmode will all be normalized to unity in the computations. In the normalization, the optical guided power is calculated as $P = \frac{1}{2} \int \text{Re}[\hat{z} \cdot (\hat{\theta})^* \times \hat{z}] dA$. 

\( \mathbf{h} \} d^2 \mathbf{r} \) with \( \mathbf{h} \) the magnetic field. After the normalization, we should have \( \mathbf{e}^{(1)} = \mathbf{e}^{(2)} \) and \( \mathbf{e}^{(1)} = (\mathbf{e}^{(2)})^\dagger \) for FSBS and BSBS, respectively. And then, based on the above-mentioned material settings for the waveguide, the expressions of the PE and MI AOCCs can be further simplified. For FSBS, the two coupling coefficients are written as:

\[
C_{\text{PE}} = -\varepsilon_0 \int \left[ \varepsilon_{r_x}^2 |\tilde{\varepsilon}_x|^2 (p_{11} \tilde{s}_{xx}^* + p_{12} \tilde{s}_{yy}^*) + \varepsilon_{r,y}^2 |\tilde{\varepsilon}_y|^2 (p_{21} \tilde{s}_{xx}^* + p_{22} \tilde{s}_{yy}^*) + \\
\varepsilon_{r,x}^2 |\tilde{\varepsilon}_x|^2 (p_{31} \tilde{s}_{xx}^* + p_{32} \tilde{s}_{yy}^*) \right] d^2 \mathbf{r},
\]

\[
C_{\text{MI}} = \\
\oint \left\{ \varepsilon_0 \left[ (n_x^2 \varepsilon_{r,x} + n_y^2 \varepsilon_{r,y}) - 1 - ((\varepsilon_{r,x} - \varepsilon_{r,y}) n_x n_y)^2 / (n_x^2 \varepsilon_{r,x} + n_y^2 \varepsilon_{r,y}) \right] |\tilde{\varepsilon}_x n_y - \tilde{\varepsilon}_y n_x|^2 + (\varepsilon_{r,x} - 1) |\tilde{\varepsilon}_x|^2 \right\} - \frac{1}{\varepsilon_0} \left[ (1 / (n_x^2 \varepsilon_{r,x} + n_y^2 \varepsilon_{r,y}) - 1) |\tilde{d}_x n_x + \tilde{d}_y n_y|^2 \right] + \\
2 \left( (\varepsilon_{r,x} - \varepsilon_{r,y}) n_x n_y \right) / (n_x^2 \varepsilon_{r,x} + n_y^2 \varepsilon_{r,y}) \cdot \text{Re} \left( (\tilde{\varepsilon}_x n_y - \tilde{\varepsilon}_y n_x) (\tilde{d}_x n_x + \tilde{d}_y n_y)^* \right) \right\} [(\tilde{\varepsilon}_x)^* n_x + (\tilde{\varepsilon}_y)^* n_y] dl
\]

And for BSBS, they are written as:

\[
C_{\text{PE}} = -\varepsilon_0 \int \left[ \varepsilon_{r,x}^2 (\tilde{\varepsilon}_x)^2 (p_{11} \tilde{s}_{xx}^* + p_{12} \tilde{s}_{yy}^*) + \varepsilon_{r,y}^2 (\tilde{\varepsilon}_y)^2 (p_{21} \tilde{s}_{xx}^* + p_{22} \tilde{s}_{yy}^*) + \\
p_{22} \tilde{s}_{yy}^* + p_{32} \tilde{s}_{zz}^* \right) + \varepsilon_{r,x}^2 (\tilde{\varepsilon}_x)^2 (p_{31} \tilde{s}_{xx}^* + p_{32} \tilde{s}_{yy}^*) + 4 \varepsilon_{r,x} \varepsilon_{r,z} \tilde{\varepsilon}_x \tilde{\varepsilon}_z p_{55} \tilde{s}_{zz}^* \right] d^2 \mathbf{r}
\]

\[
C_{\text{MI}} = \\
\oint \left\{ \varepsilon_0 \left[ (n_x^2 \varepsilon_{r,x} + n_y^2 \varepsilon_{r,y}) - 1 - ((\varepsilon_{r,x} - \varepsilon_{r,y}) n_x n_y)^2 / (n_x^2 \varepsilon_{r,x} + n_y^2 \varepsilon_{r,y}) \right] (\tilde{\varepsilon}_x n_y - \tilde{\varepsilon}_y n_x)^2 + (\varepsilon_{r,x} - 1) (\tilde{\varepsilon}_x)^2 \right\} - \frac{1}{\varepsilon_0} \left[ (1 / (n_x^2 \varepsilon_{r,x} + n_y^2 \varepsilon_{r,y}) - 1) (\tilde{d}_x n_x + \tilde{d}_y n_y)^2 \right] + \\
2 ((\varepsilon_{r,x} - \varepsilon_{r,y}) n_x n_y) / (n_x^2 \varepsilon_{r,x} + n_y^2 \varepsilon_{r,y}) (\tilde{\varepsilon}_x n_y - \tilde{\varepsilon}_y n_x) (\tilde{d}_x n_x + \tilde{d}_y n_y)^* \right\} [(\tilde{\varepsilon}_x)^* n_x + (\tilde{\varepsilon}_y)^* n_y] dl
\]

Here, we note that since \( p_{44} = p_{66} = 0 \) and \( p_{55} \neq 0 \), there are no shear strains appearing
in the expression of $C_{MI}$ for FSBS, and only the shear strain $\tilde{\varepsilon}_{xz}$ appears in the corresponding expression for BSBS.

4.2 Effects of the waveguide’s orientation angle on SBS gain

Figures 3(a) and (b) show respectively the FSBS and BSBS spectra obtained at three different orientation angles $0^\circ$, $45^\circ$ and $90^\circ$. The obtained SBS spectra exhibit typical characteristics in the sub-wavelength regime. There are many resonant peaks corresponding to the elastic eigenmodes of the waveguide. The obtained maximum SBS gain is close to $10^5 \text{ m}^{-1}\text{W}^{-1}$, which are larger than the previously reported results [16~18] on the order of $10^4 \text{ m}^{-1}\text{W}^{-1}$ obtained for silicon waveguides with the same mechanical $Q$-factor of 1000. The larger SBS gain can be attributed to a larger optical power density, which is further resulted from the smaller waveguide dimensions suitable for the shorter optical wavelength of 633 nm.

![Fig. 3 (a) FSBS (b) BSBS gain spectra obtained at three different orientation angles $0^\circ$, $45^\circ$ and $90^\circ$.](image)

In Figure 3, it is observed that the resonant phononic frequencies and the corresponding SBS gains are both influenced significantly by the orientation angle $\gamma$ of the waveguide. The observation is quite understandable. Due to the strong transverse anisotropy of the material property, the elastic eigenfrequencies which determine the resonant phononic frequencies, as well as the elastic and optical eigenmodes which determine the magnitudes of AOCCs, should all be highly dependent on the orientation angle $\gamma$.

Next, we report a more interesting phenomenon. Figures. 4(a) and (b) show two neighboring peaks in the gain spectra obtained at five different orientation angles ranging from $0^\circ$ to $8^\circ$ for FSBS and BSBS, respectively. It is observed that the first peaks change very little with $\gamma$. By contrast, the second peaks are very sensitive to the small change of $\gamma$. When $\gamma$ increases from $0^\circ$ to just $1^\circ$, the gains at the second peaks are increased by approximately 632 and 27 times for FSBS and BSBS, respectively, but the corresponding phononic frequencies change very little; and then, each time the angle $\gamma$ doubles, the SBS gains nearly quadruple.
Fig. 4 Two neighboring resonant peaks in the (a) FSBS and (b) BSBS gain spectra obtained at five different orientation angles ranging from 0° to 8°. The second resonant peaks are marked by circles to show the variation with the angle $\gamma$.

To understand this interesting phenomenon, we examine the PE and MI AOCCs of the elastic eigenmodes corresponding to the second resonant peaks in Fig. 4. Tables 1 and 2 list these AOCCs as a function of the orientation angle $\gamma$ in the FSBS and BSBS cases, respectively. It is observed that the AOCCs at $\gamma=0^\circ$ are at least 100 times smaller than those at $\gamma=1^\circ$. We will show later that the AOCCs at $\gamma=0^\circ$ actually vanish and the obtained non-vanishing results are caused by discretization errors in the computation. Therefore, at $\gamma=0^\circ$, the AOCCs could have the largest derivatives with respect to $\gamma$. A very small change of $\gamma$ may result in large changes of AOCCs and SBS gains. Meanwhile, Tables 1 and 2 also show that the AOCCs vary almost linearly with the small angle $\gamma$ (Note that the linearity weakens gradually with the increase of $\gamma$). Consequently, owing to the quadratic dependence of SBS gains on AOCCs (see Eqs. (8) and (9)), doubling the angle $\gamma$ results in that the SBS gains nearly quadruple. As a note, in spite of the very small AOCCs at $\gamma=0^\circ$, the corresponding SBS gains are not so small. In fact, according to Eq. (8), the non-vanishing SBS gains are mainly attributed to the additive contributions from neighboring elastic eigenmodes.

| Table 1 Acousto-optical coupling coefficients $C_{PE}$ and $C_{MI}$ as a function of the orientation angle $\gamma$ in the FSBS case |
|-----------------|-----------|-----------|-----------|-----------|-----------|
| $\gamma$       | 0°        | 1°        | 2°        | 4°        | 8°        |
| $C_{PE}$ (N)   | $-3.28\times10^{-12}$ | $1.17\times10^{-9}$ | $2.33\times10^{-9}$ | $4.64\times10^{-9}$ | $9.07\times10^{-9}$ |
| $C_{MI}$ (N)   | $6.07\times10^{-11}$ | $7.07\times10^{-9}$ | $1.38\times10^{-8}$ | $2.67\times10^{-8}$ | $4.73\times10^{-8}$ |

| Table 2 Acousto-optical coupling coefficients $C_{PE}$ and $C_{MI}$ as a function of the orientation angle $\gamma$ in the BSBS case |
|-----------------|-----------|-----------|-----------|-----------|-----------|
| $\gamma$       | 0°        | 1°        | 2°        | 4°        | 8°        |
| $C_{PE}$ (N)   | $1.73\times10^{-11}$ | $3.87\times10^{-9}$ | $8.09\times10^{-9}$ | $1.58\times10^{-8}$ | $2.61\times10^{-8}$ |
| $C_{MI}$ (N)   | $-1.31\times10^{-12}$ | $1.02\times10^{-9}$ | $1.96\times10^{-9}$ | $3.77\times10^{-9}$ | $6.8\times10^{-9}$ |
Besides the ones shown in Figure 4, there are actually many such kind of $\gamma$-sensitive resonant peaks in the obtained SBS spectra. Next, we show the SBS spectra in the frequency range below 100 GHz. Figure 5 shows the FSBS and BSBS gain spectra obtained at five different orientation angles ranging from $0^\circ$ to $8^\circ$, and Figure 6 shows the corresponding results for orientation angles ranging from $90^\circ$ to $98^\circ$. The $\gamma$-sensitive resonant peaks are all marked by small circles. On average, the percentage of such kind of resonant peaks is as high as 28%. However, if $\gamma$ is not near $0^\circ$ or $90^\circ$, the $\gamma$-sensitive resonant peaks can hardly be found. As Figure 7 shows, at $\gamma=45^\circ$, only one resonant peak of such kind is found in the BSBS spectrum. That is to say, the observed interesting phenomenon is much more likely to occur if the waveguide axes are aligned with the principal material axes. The SBS gains of some elastic modes are very sensitive to the small misalignment between the two kinds of axes.

![Fig. 5](image1.png)

(a) Fig. 5 (a) FSBS and (b) BSBS gain spectra obtained at five different orientation angles ranging from $0^\circ$ to $8^\circ$. The $\gamma$-sensitive resonant peaks are all marked by small circles.

![Fig. 6](image2.png)

(a) Fig. 6 (a) FSBS and (b) BSBS gain spectra obtained at five different orientation angles ranging from $90^\circ$ to $98^\circ$. The $\gamma$-sensitive resonant peaks are all marked by small circles.
Fig. 7 BSBS gain spectra obtained at five different orientation angles ranging from 45° to 53°. A γ-sensitive resonant peak is marked by small circle.

4.3 Detailed modal field analysis

Fig. 8 Spatial profiles of the electric fields (a) $E_x$, (b) $E_y$ and (c) $E_z$ of the optical fundamental mode corresponding to the orientation angle 0°.

To gain more insight into the physics behind the obtained results, let’s analyze the spatial profiles of the optical and elastic modes involved in SBS. Take the case of γ=0° as an example. Figure 8 shows the spatial profiles of the electric fields of the optical fundamental mode at γ=0° . The fields $E_x$, $E_y$ and $E_z$ all have axisymmetric or anti-axisymmetric structures. $E_x$ ($E_y$) is symmetric (anti-symmetric) about both the x-axis and y-axis, while $E_z$ is symmetric about the x-axis and anti-symmetric about the y-axis. Note that in an orthotropic material, the symmetry property of the electric displacement field coincides completely with that of the electric field. Next, let’s first analyze the second resonant peak in the FSBS spectrum shown in Figure 4(a). Figure 9 shows the different field components of the elastic mode at the corresponding
eigenfrequency 25.7 GHz. The displacement field \( U_x (U_y) \) is anti-symmetric (symmetric) about the \( x \)-axis and symmetric (anti-symmetric) about the \( y \)-axis, while the strain fields \( S_{xx} \) and \( S_{yy} \) are both anti-symmetric about the geometrical axes.

![Fig. 9](image)

Fig. 9 Different field components of (a) \( U_x \), (b) \( U_y \), (c) \( S_{xx} \) and (d) \( S_{yy} \) of the elastic mode with the eigenfrequency 25.7 GHz corresponding to the case of \( \gamma = 0^\circ \) in Fig. 4(a)

Now, let’s examine Eq. (31), i.e. the expression of \( C_{PE} \) in the FSBS case. In terms of the axisymmetric structures of \(|\tilde{e}_x|\), \(|\tilde{e}_y|\) and \(|\tilde{e}_z|\), as well as the anti-axisymmetric structure of \( \tilde{s}_{xx} \) and \( \tilde{s}_{yy} \), it is not difficult to conclude that \( C_{PE} = 0 \). However, as mentioned above, due to the discretization errors in the computation, the calculated result does not absolutely vanish. The analysis of \( C_{MI} \) is comparably more complex. For the sake of convenience, we rewrite Eq. (32) in the following form:

\[
C_{MI} = \oint A(x,y) \left[ (\tilde{u}_x)^* n_x + (\tilde{u}_y)^* n_y \right] \, dl. \tag{35}
\]

The spatially dependent function \( A \) is the content inside the brace in Eq. (32), which is further written as an algebraic sum of three parts. Here, the three parts are denoted as \( A_1, A_2 \) and \( A_3 \), respectively. According to the symmetry properties of the electric fields, as well as those of the directional cosines \( n_x \) and \( n_y \) (\( n_x \) is symmetric about the \( x \) axis and anti-symmetric about the \( y \) axis, and \( n_y \) reverses), it can be checked that the parts \( A_1, A_2 \) and \( A_3 \) of \( A \) are all symmetric about both the two axes. However, the symmetry properties of \( \tilde{u}_x \) and \( \tilde{u}_y \), as well as those of \( n_x \) and \( n_y \), jointly result in the anti-symmetry of \( [(\tilde{u}_x)^* n_x + (\tilde{u}_y)^* n_y] \) about the \( x \) axis. Therefore, the contour integral of \( A \cdot [(\tilde{u}_x)^* n_x + (\tilde{u}_y)^* n_y] \), i.e. \( C_{MI} \), theoretically equals zero.
So far, based on the symmetry properties of the optical and elastic fields, we have obtained that the PE and MI AOCCs corresponding to the second resonant peak in Fig. 4(a) both vanish at $\gamma=0^\circ$. To analyze the second resonant peak in the BSBS spectrum shown in Fig. 4(b), we show the different field components of the elastic mode at the corresponding eigenfrequency 51.15 GHz in Fig. 10. Here, we note that compared with the FSBS case, there is one more strain field $S_{xz}$ involved in BSBS. According to the symmetry properties of these elastic fields, as well as those of the electric fields, it can be checked that both the PE and MI AOCCs still vanish. The detailed analysis is similar to the one presented above. Here, to avoid redundancy, we do not go further on it.

![Fig. 10 Different field components](image)

In fact, as reflected by Fig. 6, if the waveguide axes are aligned with the principal material axes ($\gamma=0^\circ$ or $90^\circ$), then the axisymmetric or anti-axisymmetric structures of the optical and elastic fields would result in possible vanishing of AOCCs. And additionally, if there is a small change of $\gamma$, the axial symmetries of the wave fields can be effectively broken, resulting in a dramatic increase of the magnitudes of
AOCCs and SBS gains. However, if the waveguide axes are far from being aligned with the principal material axes, then the wave fields do not have axial symmetries, resulting in much smaller possibilities for the AOCCs to vanish. Therefore, as reflected by Fig. 7, the kind of $\gamma$-sensitive resonant peaks can hardly be found.

5. Concluding remarks

In this work, the integral formulae for calculating the AOCCs due to the PE and MI effects in SBS are extended to an optically anisotropic waveguide. Then, based on the extended formulae, the SBSs in an elliptical nanowire made of the strongly birefringent material rutile are simulated. The extraordinary axis of rutile is assumed to be inside the waveguide’s transverse plane, so that a strong transverse anisotropy is realized. The numerical results show that:

(1) The SBS gains and the corresponding phononic frequencies are both significantly influenced by the orientation of the waveguide cross-section with respect to the principal material axes.

(2) More interestingly, the SBS gains of some elastic modes are found to be very sensitive to the small misalignment between the waveguide axes and the principal material axes.

Detailed physical interpretations of this interesting phenomenon are provided. If the waveguide axes are aligned with the principal material axes, the axisymmetric or anti-axisymmetric structures of the optical and elastic fields are quite possible to result in vanishing AOCCs. And on the other hand, a small misalignment between the two kinds of axes can effectively break the axisymmetries or anti-axisymmetries of the fields, resulting in dramatic increase of the magnitudes of AOCCs and SBS gains.

This interesting phenomenon implies an attractive way for more sensitive tuning of the SBS gain without significantly changing the phononic frequency, which can be implemented through a non-circular sub-wavelength waveguide with strong transverse anisotropies. Therefore, material anisotropy may provide a new design freedom in some state of the art applications of the SBS at sub-wavelength scales.
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Appendix A: detailed derivation for the MI acousto-optical coupling coefficient

Needless to say, Eq. (24) still holds if the optical field components appearing in it are replaced by their complex amplitudes. Then, we should have
\[
\Delta \tilde{e}_{\perp,\text{MI}} = \left( \tilde{e}_{\perp}^{I} - \tilde{e}_{\perp}^{II} \right) \hat{n}_{y}, \quad (A1a) \\
= \left[ \left( \zeta_{31}^{I} - \zeta_{31}^{II} \right) \tilde{e}_{\parallel, x'} + \left( \zeta_{32}^{I} - \zeta_{32}^{II} \right) \tilde{e}_{\parallel, z'} + \left( \zeta_{33}^{I} - \zeta_{33}^{II} \right) \delta_{y'} \right] \hat{n}_{y'}, \quad (A1b) \\
\Delta \tilde{d}_{\parallel,\text{MI}} = \left( \tilde{d}_{\parallel}^{I} - \tilde{d}_{\parallel}^{II} \right) \hat{n}_{y}, \\
= \left[ \left( \zeta_{11}^{I} - \zeta_{11}^{II} \right) \tilde{e}_{\parallel, x'} + \left( \zeta_{12}^{I} - \zeta_{12}^{II} \right) \tilde{e}_{\parallel, z'} + \left( \zeta_{13}^{I} - \zeta_{13}^{II} \right) \delta_{y'} \right] \hat{n}_{y'} + \\
\left[ \left( \zeta_{21}^{I} - \zeta_{21}^{II} \right) \tilde{e}_{\parallel, x'} + \left( \zeta_{22}^{I} - \zeta_{22}^{II} \right) \tilde{e}_{\parallel, z'} + \left( \zeta_{23}^{I} - \zeta_{23}^{II} \right) \delta_{y'} \right] \hat{n}_{y}, \quad (A2b) \\
\]

So far, we have obtained Eqs. (A1b) and (A2b), i.e., the representations of the changes \( \Delta \tilde{e}_{\perp,\text{MI}} \) and \( \Delta \tilde{d}_{\parallel,\text{MI}} \) of the discontinuous optical field components in terms of the continuous optical field components \( \tilde{e}_{\parallel} \) and \( \tilde{d}_{\parallel} \). Then, the substitution of them into the contour-integral formulae Eq. (14) for the MI AOCC yields

\[
\mathcal{C}_{\text{MI}} = \Phi_{2} \left\{ \left[ \left( \zeta_{11}^{I} - \zeta_{11}^{II} \right) \tilde{e}_{\parallel, x}^{(2)} + \left( \zeta_{12}^{I} - \zeta_{12}^{II} \right) \tilde{e}_{\parallel, z}^{(2)} + \left( \zeta_{13}^{I} - \zeta_{13}^{II} \right) \delta_{y}^{(2)} \right] \left( \tilde{e}_{\parallel, x}^{(1)} \right)^{*} + \\
\left[ \left( \zeta_{21}^{I} - \zeta_{21}^{II} \right) \tilde{e}_{\parallel, x}^{(2)} + \left( \zeta_{22}^{I} - \zeta_{22}^{II} \right) \tilde{e}_{\parallel, z}^{(2)} + \left( \zeta_{23}^{I} - \zeta_{23}^{II} \right) \delta_{y}^{(2)} \right] \left( \tilde{e}_{\parallel, z}^{(1)} \right)^{*} \right\} \left[ (\tilde{u})^* \cdot \hat{n}_{y} \right] dl. \quad (A3) \\
\]

Based on the interesting properties of the matrix \( \zeta \) shown by Eq. (26), we further have

\[
\mathcal{C}_{\text{MI}} = \Phi_{2} \left\{ \left[ \left( \zeta_{11}^{I} - \zeta_{11}^{II} \right) \tilde{e}_{\parallel, x}^{(2)} \left( \tilde{e}_{\parallel, x}^{(1)} \right)^{*} + \left( \zeta_{12}^{I} - \zeta_{12}^{II} \right) \tilde{e}_{\parallel, z}^{(2)} \left( \tilde{e}_{\parallel, z}^{(1)} \right)^{*} + \left( \zeta_{13}^{I} - \zeta_{13}^{II} \right) \delta_{y}^{(2)} \left( \delta_{y}^{(1)} \right)^{*} \right] \right\} \left[ (\tilde{u})^* \cdot \hat{n}_{y} \right] dl. \quad (A4) \\
\]

Then, substituting the elements of the matrix \( \zeta \) given in Eq. (25b) into Eq. (A4) eventually arrives at Eq. (27), i.e. the contour-integral formula for the AOCC due to the MI effect in an anisotropic waveguide.
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