Quasiconvex Elastodynamics: Weak-Strong Uniqueness for Measure-Valued Solutions
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Abstract
A weak-strong uniqueness result is proved for measure-valued solutions to the system of conservation laws arising in elastodynamics. The main novelty brought forward by the present work is that the underlying stored-energy function of the material is assumed to be strongly quasiconvex. The proof employs tools from the calculus of variations to establish general convexity-type bounds on quasi-convex functions and recasts them in order to adapt the relative entropy method to quasiconvex elastodynamics. © 2018 Wiley Periodicals, Inc.

1 Introduction

For $d = 2, 3$ let $Q = (0, 1)^d$ and $Q_T = (0, T) \times Q$ for some arbitrary finite $T > 0$. For $(t, x) \in Q_T$ and $S : \mathbb{R}^{d \times d} \to \mathbb{R}^{d \times d}$ a given mapping, we consider the system of conservation laws

\[
\begin{align*}
\partial_t u(t, x) - \text{div} S(F(t, x)) &= 0, \\
\partial_t F(t, x) - \nabla u(t, x) &= 0, \\
u(0, x) &= u^0(x), \\
F(0, x) &= F^0(x),
\end{align*}
\]

(1.1)

for the unknown functions $u : Q_T \to \mathbb{R}^d$ and $F : Q_T \to \mathbb{R}^{d \times d}$ under periodic boundary conditions. Imposing the additional constraint

\[
\text{curl } F(t, x) = 0 \quad \text{for any } t \in (0, T),
\]

(1.2)

system (1.1) reduces to the equations of motion of a (homogeneous) hyperelastic body in the absence of external forces. In this context, the mapping $S$ expresses the Piola-Kirchhoff stress tensor which, under the assumption of hyperelasticity, is given by

\[S(F) = DW(F), \quad F \in \mathbb{R}^{d \times d},\]
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where $W : \mathbb{R}^{d \times d} \to \mathbb{R}$ models the stored-energy function of the material. Indeed, by setting $F = \nabla y$ and $u = \partial_t y$, for some function $y : \mathbb{R}^d \to \mathbb{R}^d$ representing the deformation of the body, it follows that $y$ satisfies the quasi-linear wave equation

$$\frac{\partial^2 y(t, x)}{\partial t^2} - \text{div} \, S(\nabla y(t, x)) = 0,$$

which is the standard form of Cauchy’s equations of motion in elasticity. It is important to point out that the constraint (1.2) is an involution of system (1.1), meaning that if the initial data $F^0$ are curl-free, the evolution preserves the constraint for the solution $F$; see, e.g., [12]. The aim of this paper is to study the question of weak-strong uniqueness for measure-valued solutions to system (1.1) in $(0, T) \times Q$ under the assumption of (strong) quasiconvexity for the stored-energy function $W$. The notion of measure-valued solutions was originally introduced by DiPerna in [16] for conservation laws and by DiPerna and Majda in [17] for the Euler equations and, although it is a weak notion of solution, it is one that allows for a global existence theory in many physical systems. The question of weak-strong uniqueness is then natural as the minimal requirement for any notion of solution, namely that it must agree with the classical solution whenever the latter exists and has gained much attention in recent years; see [8, 15].

In the theory of conservation laws as well as in the equations of fluid dynamics, convexity of the energy is key to the analysis. In particular, the natural bounds that convexity induces on the energy allow for stability and weak-strong uniqueness results to be established via an application of the so-called relative entropy method (see [13]), a tool that has also proved useful in treating singular limits [23]. However, in nonlinear elasticity, the energy associated to system (1.1) takes the form

$$\frac{1}{2} |\mu|^2 + W(F),$$

and convexity of the stored-energy function $W$ is seen as inconsistent with frame-indifference since it imposes stringent positivity conditions on the stress, see, e.g., [27, prop. 17.5.3].

Instead, a natural notion of convexity in elasticity is that of quasiconvexity (Definition 2.1), a condition strictly weaker than convexity for $d \geq 2$. Indeed, at least in the static case, (1.3) reduces to the system

$$\text{div} \, S(\nabla y) = 0$$

with the associated variational problem of minimizing the energy functional

$$\mathcal{E}(y) := \int W(\nabla y).$$

In this context and modulo growth conditions, the assumption of quasiconvexity on $W$ is equivalent to the weak lower semicontinuity of $\mathcal{E}$ in the Sobolev space $W^{1,p}$, $p \in (1, \infty)$, which provides the existence of minimizers via the direct
method. In fact, quasiconvexity is almost necessary for the existence of minimizers as [7, cor. 5.2] suggests. It is hence not only natural to consider the problem of quasiconvex elastodynamics but also to conjecture that the quasiconvexity of $W$ must endow the dynamics with better properties, the weak-strong uniqueness result proved in the present article being one such property. As a matter of fact and to the best of the authors’ knowledge, this is the first result in which quasiconvexity is explicitly used in the evolution problem.

In fact, the nonlocal nature of quasiconvexity [21] poses great difficulties and other convexity conditions have been introduced, namely polyconvexity and rank-one convexity, satisfying the following chain of implications:

$$
\text{convexity} \Rightarrow \text{polyconvexity} \Rightarrow \text{quasiconvexity} \Rightarrow \text{rank-one convexity}.
$$

We note that all reverse implications are known to be false, apart from the case of rank-one convexity implying quasiconvexity and $d = 2$, which remains an open problem; see [28]. For precise definitions as well as proofs of the above implications and counterexamples, we refer the reader to [24, 28].

In terms of the evolution problem (1.1) and the above convexity conditions, local existence of classical solutions for the Cauchy problem has been shown in [13] (see also [18] for the wave equation (1.3)) under the assumption of (strong) rank-one convexity on $W$ (in particular, quasiconvexity). In this case, however, weak-strong uniqueness can only be established assuming small enough shocks in the weak solution (see [12, 13]), although the global existence of weak solutions is an open problem even in the case of convex $W$. In drawing analogies between statics and dynamics, we remark that the rank-one convexity of $W$ makes the static problem (1.4) elliptic and the evolution problem (1.1) hyperbolic.

Regarding polyconvexity, many physical energies fall into this category and the static theory admits minimizers even under the physical assumption that the energy density $W$ blows up as $\det V y \to 0^+$; see Ball [2]. The problem of extending Ball’s seminal result to quasiconvex functions remains an important open problem in elastostatics, and we will not be concerned with it here. For polyconvex energies and the evolution problem, the existence and weak-strong uniqueness of measure-valued solutions for the initial boundary value problem on the flat torus has been shown by Demoulini, Stuart, and Tzavaras in [14] and [15], respectively. In particular, the weak-strong uniqueness result in [15] employs the relative entropy method and the convexity of the energy for an enlarged system whose involutions make it equivalent to (1.1).

As a further motivation for the use of measure-valued solutions as well as our result, we note that the variational principle in elastostatics is motivated by an (in general only formal) argument showing that the dynamics produce infimizing sequences for the energy $E$ so that, in the limit $t \to \infty$, minimizers of the energy are

---

1 We also refer the reader to the monograph of Valent [29], where local well-posedness results are proved for the boundary value problem through the implicit function theorem and without any constitutive assumptions on $W$ in the form of convexity conditions.
attained when these exist. The rigorous justification of the variational principle is an open problem in elasticity, and the reader is referred to [5] and references therein for a discussion. However, as mentioned above, in the absence of quasiconvexity, the functional $E$ may not admit minimizers. Instead, the gradients of infimizing sequences typically develop oscillations and then it is the generated Young measures that minimize the relaxed problem

$$E_{\text{rel}} = \int \langle v_x, W \rangle.$$

This is precisely the framework under which microstructure in materials undergoing martensitic transformations is modeled; see, e.g., [6]. In this context, it is thus not unreasonable to consider measure-valued solutions in elastodynamics. Nevertheless, if $W$ is quasiconvex and minimizers do exist, then it is also natural to expect that the dynamics should produce stronger solutions than measures and that the measure-valued solutions should collapse to this stronger solution. This may serve as an interpretation of the weak-strong uniqueness result, although it is unknown whether such strong solutions exist globally under the quasiconvexity assumption.

In the present work, we consider the flat torus as our spatial domain and a suitable notion of dissipative measure-valued solutions to system (1.1) is defined (see Definition 3.2). For these solutions, a weak-strong uniqueness result is established for stored-energy functions $W$, which are strongly quasiconvex. The defined measure-valued solutions assume two additional properties compared to standard definitions (see, e.g., [15]), which are natural in the sense that any reasonable approximating system will fulfill these requirements. On the one hand, we assume that the measure-valued solutions are generated by a sequence of spatial gradients. Due to the induced involution of the system, this is natural but also essential in order to use the quasiconvexity assumption. On the other hand, the generating sequences are also required to enjoy a certain time regularity, in particular, $(\partial_t F^n)_n \subset L^\infty(0, T; H^{-1}(Q))$. This condition should also be satisfied by reasonable approximations, and it establishes an equivalence between measure-valued solutions of the wave equation (1.3) and the system of conservation laws (1.1). We remark that existence of such dissipative measure-valued solutions is simple to obtain, and it is thus not addressed in the current work (see Remark 3.3).

The article is organised as follows: in Section 2, we introduce some preliminary notation, definitions, and tools. These include our functional setting as well as a brief summary on Young measures and quasiconvexity. In Section 3, we lay out all assumptions made on the stored-energy function $W$, and we define the notion of measure-valued solutions for system (1.1). In Section 4, we state and prove the weak-strong uniqueness theorem for the defined dissipative measure-valued solutions, which is the main result of the paper. The proof of this result is based on a variant of the relative entropy method; however, the lack of convexity of $W$
presents a crucial obstacle. This obstacle is overcome by noting that the pointwise bounds provided by convexity are not required but an averaged version of them suffices. This is precisely the content of Theorem 5.1, where these averaged convexity-type bounds on the quasiconvex stored-energy $W$ are established. We stress that Theorem 5.1 is independent of the equations, and it is of broader interest. Its proof, motivated by the works in [1,9,10,30], is based on the calculus of variations and it is postponed until Section 5, where a precise statement is also given.

2 Notation and Preliminaries

In this section we fix the notation used in the paper and we recall definitions and useful facts about quasiconvex functions and Young measures that are used in what follows.

2.1 Notation and Function Spaces

We denote by $C^k(Q)$ and $C^\infty(Q)$ the spaces of $k$-times continuously differentiable and smooth functions, respectively, which are $Q$-periodic. We denote by $L^p(Q)$ the standard Lebesgue spaces of $Q$-periodic functions and by $\|\cdot\|_{L^p(Q)}$ their norm. The Sobolev space of $L^p$ $Q$-periodic functions with $k$ distributional derivatives in $L^p$ is denoted by $W^{k,p}(Q)$, and their norms by $\|\cdot\|_{k,p}$. In the case $p = 2$ and $k = 1$, we denote by $H^1_0(Q)$ the space of periodic functions in $W^{1,2}(Q)$ with zero average and the spatial average on the torus $Q$ of a function $f$ is denoted by $(f)_Q$. Finally, we let $H^{-1}(Q) := (H^1_0(Q))^\prime$. Concerning the time dependence, we consider the classical Bochner spaces $L^p(0,T;X)$, endowed with the norm

$$\|f\|_{L^p(X)} := \begin{cases} \left( \int_0^T \|f(s)\|_X^{p} \right)^{1/p} & \text{if } 1 \leq p < \infty, \\
\sup_{0 \leq s \leq T} \|f(s)\|_X & \text{if } p = +\infty, \end{cases}$$

where $X$ is a Banach space. In particular, the norm of $L^p(0,T;L^p(Q))$ is denoted by $\|\cdot\|_{L^p(Q_T)}$ when $X = L^p(Q)$. Whenever the target space is clear from the context, we will not distinguish between scalar, vector, and matrix-valued spaces. Finally, for a general regular domain $\Omega \subset \mathbb{R}^d$ that is not the $d$-dimensional flat torus, the space $W^{1,p}(\Omega)$ denotes the space of Sobolev functions in $W^{1,p}(\Omega)$ whose trace on the boundary of $\Omega$ vanishes.

2.2 Quasiconvexity

Throughout we assume that $p \geq 2$, and we define the auxiliary function $V : \mathbb{R}^k \to \mathbb{R}$ by

$$V(\xi) = (|\xi|^2 + |\xi|^p)^{1/2}$$

where $k = d$ or $k = d \times d$. 
DEFINITION 2.1. A continuous function $W: \mathbb{R}^{d \times d} \to \mathbb{R}$ is quasiconvex at the matrix $\xi \in \mathbb{R}^{d \times d}$ if the inequality

$$\int_Q \left[ W(\xi + \nabla \varphi(x)) - W(\xi) \right] dx \geq 0$$

holds for all $\varphi \in W^{1,\infty}(Q)$. The function $W$ is called quasiconvex if it is quasiconvex at each $\xi \in \mathbb{R}^{d \times d}$. If, in addition, there exists a constant $c_0 > 0$ such that

$$\int_Q \left[ W(\xi + \nabla \varphi(x)) - W(\xi) \right] dx \geq c_0 \int_Q |\nabla \varphi(x)|^2 dx$$

holds for all $\xi \in \mathbb{R}^{d \times d}$ and all $\varphi \in W^{1,\infty}(Q)$, we say that $W$ is strongly quasiconvex.

Remark 2.2. Quasiconvexity is usually defined with test functions $\varphi \in W^{1,\infty}_0(\Omega)$, where $\Omega \subset \mathbb{R}^d$ is a bounded domain. We remark that the definition presented above in terms of $Q$-periodic functions is equivalent, and we refer the reader to [11, prop. 5.13] for a proof.

With the above definition at hand, we next present a lemma listing some crucial properties of $W$ under quasiconvexity and growth assumptions. All properties are standard, and we refer the reader to [11] for the proofs in the case of quasiconvex functions; the extension to strongly quasiconvex functions is analogous and the last assertion is a corollary of (3).

LEMMA 2.3. Suppose that $W: \mathbb{R}^{d \times d} \to \mathbb{R}$ is continuous and strongly quasiconvex, and satisfies

$$|W(\xi)| \leq c(1 + |\xi|^p).$$

Then the following hold:

1. the defining inequality

$$\int_Q \left[ W(\xi + \nabla \varphi(x)) - W(\xi) \right] dx \geq c_0 \int_Q |\nabla \varphi(x)|^2 dx$$

holds for all $\varphi \in W^{1,p}(Q)$; i.e., $W$ is $p$-quasiconvex;
2. for any $x_0 \in \mathbb{R}^d$ and $r > 0$, denoting $Q(x_0, r) = x_0 + rQ$, it holds that

$$\int_{Q(x_0, r)} \left[ W(\xi + \nabla \varphi(x)) - W(\xi) \right] dx \geq c_0 \int_{Q(x_0, r)} |\nabla \varphi(x)|^2 dx,$$

for all $\varphi \in W^{1,p}_0(Q(x_0, r))$;
3. for some constant $c > 0$ and every $\xi, \eta \in \mathbb{R}^{d \times d}$,

$$|W(\xi) - W(\eta)| \leq c(1 + |\xi|^{p-1} + |\eta|^{p-1})|\xi - \eta|;$$
4. if, in addition, $W \in C^{1}(\mathbb{R}^{d \times d}, \mathbb{R})$, then

$$|DW(\xi)| \leq c(1 + |\xi|^{p-1}).$$
2.3 Young Measures

For $q \geq 0$ and $m, k \geq 1$ arbitrary, we let $C_q(\mathbb{R}^k)$ denote the subspace of continuous functions on $\mathbb{R}^k$, $C(\mathbb{R}^k)$, given by

$$(2.2) \quad C_q(\mathbb{R}^k) := \left\{ g \in C(\mathbb{R}^k) : \lim_{|\xi| \to \infty} \frac{g(\xi)}{|\xi|^q} = 0 \right\}.$$  

Under the above notation, the space $C_0(\mathbb{R}^k)$ denotes the space of continuous functions “vanishing at infinity,” and it can be identified with the completion of compactly supported, continuous functions in the $L^\infty$-norm. By the Riesz representation theorem, its dual, $C_0(\mathbb{R}^k)^*$, is isometrically isomorphic to the space of signed Radon measures on $\mathbb{R}^k$, $\mathcal{M}(\mathbb{R}^k)$, equipped with the total variation norm.

Let $\Omega \subset \mathbb{R}^m$ be a bounded domain and denote by

$$L_{w*}^\infty(\Omega, \mathcal{M}(\mathbb{R}^k))$$

the space of essentially bounded, weak-* measurable maps from $\Omega$ into $\mathcal{M}(\mathbb{R}^k)$, i.e., those mappings $v: x \mapsto v_x \in \mathcal{M}(\mathbb{R}^k)$ such that

- $\sup_{x \in \Omega} \|v_x\|_{\mathcal{M}(\mathbb{R}^k)} < \infty$ and
- for all $g \in C_0(\mathbb{R}^k)$ the function

$$x \mapsto \langle v_x, g \rangle := \int_{\mathbb{R}^k} g(\xi) d\nu_x(\xi)$$

is measurable.

A Young measure $\nu = (v_x)_{x \in \Omega}$ on $\Omega$ is an element of $L_{w*}^\infty(\Omega, \mathcal{M}(\mathbb{R}^k))$ taking values in the space of probability measures, i.e.,

$$\|v_x\|_{\mathcal{M}(\mathbb{R}^k)} = 1 \quad \text{a.e. in } \Omega.$$  

Note that by the separability of $C_0(\mathbb{R}^k)$, it holds that

$$L_{w*}^\infty(\Omega, \mathcal{M}(\mathbb{R}^k)) = L^1(\Omega, C_0(\mathbb{R}^k))^*,$$

and this duality defines a weak-* convergence of Young measures. Then, the fundamental theorem of Young measures (see, e.g., [4]), states that given a sequence $(Y_n)$ bounded in $L^q(\Omega, \mathbb{R}^k)$, $1 \leq q < \infty$, there exists a subsequence and a Young measure $\nu = (v_x)_{x \in \Omega}$ such that

$$(2.3) \quad g(Y_n) \rightharpoonup \langle v_x, g \rangle \quad \text{in } L^1(\Omega) \text{ for all } g \in C_q(\mathbb{R}^k).$$

We note that $C_q(\mathbb{R}^k)$ is itself separable when equipped with the norm $\|g(\cdot)/(1 + |\cdot|^q)\|_\infty$ and that the above convergence also holds whenever the sequence $(g(Y_n))$ is equi-integrable. In particular, the barycenter $\langle v_x, \text{id} \rangle$ of the generated Young measure identifies the weak limit of the sequence $(Y_n)$, i.e.,

$$Y_n \rightharpoonup \langle v_x, \text{id} \rangle \quad \text{in } L^q(\Omega).$$

Whenever (2.3) holds, we say that the sequence $(Y_n)$ generates the Young measure $\nu$, and we call $\nu$ a $q$-Young measure, i.e., a Young measure generated by a sequence
bounded in $L^q(\Omega)$. If, in addition, $Y_n = \nabla y_n$ for some $y_n \in W^{1,q}(\Omega)$, then we call $v$ a gradient $q$-Young measure. It can also be shown (see e.g., [20, 22]) that every Young measure $\nu$ satisfying
\[ \int_\Omega (v_x, |\cdot|^q) dx < \infty \]
is indeed a $q$-Young measure. We note that similar statements hold for $q = \infty$, but we will only be concerned with finite exponents.

In the following, we are interested in Young measures generated by sequences $(Y_n)$ bounded in the Bochner space $L^\infty(0, T; L^q(Q))$. Of course, $(Y_n)$ is then also bounded in $L^q(Q_T)$ and generates a $q$-Young measure $\nu = (v_{t,x})(t,x) \in Q_T$ satisfying
\[ \int_{Q_T} (v_{t,x}, |\cdot|^q) dx < \infty. \]

The following lemma, which is crucial in our analysis, shows that the above integrability can be improved to obtain $L^\infty$ bounds in the time variable. Its proof can be found in [8].

**Lemma 2.4.** Let $(Y_n)$ be a sequence of functions bounded in $L^\infty(0, T; L^q(Q))$, generating the $q$-Young measure $\nu = (v_{t,x})(t,x) \in Q_T$ in $L^q(Q_T)$. Then
\[ \sup_t \int_Q (v_{t,x}, |\cdot|^q) dx < \infty. \]

We end this section by remarking that, in our context,
\[ Y_n = (u^n, F^n) \in L^\infty(0, T; L^2(Q) \times L^p(Q)), \]
where $u^n \in \mathbb{R}^d$ and $F^n \in \mathbb{R}^{d \times d}$. Then, the sequence $(Y_n)$ generates a Young measure $\nu$ and the convergence
\[ g(Y_n) \to (v_x, g) \quad \text{in } L^1(Q_T) \]
holds for all $g \in C(\mathbb{R}^d \times \mathbb{R}^{d \times d})$ such that
\[ \lim_{|\lambda|+|\xi| \to \infty} \frac{g(\lambda, \xi)}{|\lambda|^2 + |\xi|^p} = 0. \]
Also, once $(Y_n)$ is bounded in $L^\infty(0, T; L^2(Q) \times L^p(Q))$, it holds that
\[ Y_n \to Y = (u, F) \in L^\infty(0, T; L^2(Q) \times L^p(Q)), \]
where, denoting by $\pi_d: \mathbb{R}^d \times \mathbb{R}^{d \times d} \to \mathbb{R}^d$ and $\pi_d \times \pi_d: \mathbb{R}^d \times \mathbb{R}^{d \times d} \to \mathbb{R}^{d \times d}$ the projections onto $\mathbb{R}^d$ and $\mathbb{R}^{d \times d}$, respectively,
\[ u(t, x) = (v_{t,x}, \pi_d) \quad \text{and} \quad F(t, x) = (v_{t,x}, \pi_d \times \pi_d) \quad \text{a.e. in } Q_T. \]
3 Definition of Measure-Valued Solutions

In this section we give the precise definition of measure-valued solutions for the system under consideration. We start by writing system (1.1) in a precise form: in \((0,T) \times Q\) we consider the following initial value problem for \(Q\)-periodic functions:

\begin{equation}
\begin{cases}
\partial_t u_i - \partial_{\alpha} S_{i\alpha}(F) = 0, \\
\partial_t F_{i\alpha} - \partial_{\alpha} u_i = 0, \\
u|_{t=0} = u^0, \\
F|_{t=0} = F^0. \\
\end{cases}
\end{equation}

Moreover, we assume that \(F\) satisfies the involution (1.2); namely, we assume that there exists \(y : \mathbb{R}^d \rightarrow \mathbb{R}^d\) such that

\begin{equation}
F(t, x) = \nabla y(t, x) \quad \text{for} \quad (t, x) \in (0, T) \times Q
\end{equation}

and, without loss of generality, we may assume that

\begin{equation}
\int_Q y(t, x) dx = 0.
\end{equation}

Concerning the tensor \(S\) we assume that for \(F \in \mathbb{R}^{d \times d}\)

\[ S(F) = DW(F) \quad \text{or equivalently} \quad S_{i\alpha}(F) = \frac{\partial W(F)}{\partial F_{i\alpha}}, \]

and that the stored-energy function \(W : \mathbb{R}^{d \times d} \rightarrow \mathbb{R}\) satisfies the following:

- (H1) \(W \in C^3(\mathbb{R}^{d \times d})\);
- (H2) \(W\) is strongly quasiconvex with constant \(c_0 > 0\);
- (H3) \(|W(\xi)| \leq c(1 + |\xi|^p)\) and \(|D^2 W(\xi)| \leq c(1 + |\xi|^p - 1)\);
- (H4) \(c(|\xi|^p - 1) \leq W(\xi)\).

**Remark 3.1.** We remark that the assumed growth on the second derivative of \(W\) in (H3) is not redundant. Indeed, there exist strongly quasiconvex functions with \(p\)-growth, yet with no polynomial control on the second derivative; see [1].

Concerning the initial data for the velocity, we assume that

\begin{equation}
u^0 \in L^2(Q) \quad \text{and} \quad \int_Q u^0 = 0,
\end{equation}

and for the deformation tensor we assume that there exists \(y^0 \in H^1_0(Q) \cap W^{1,p}(Q)\) such that

\begin{equation}
F^0 = \nabla y^0.
\end{equation}

We recall that system (3.1) is endowed with a natural entropy-entropy flux pair \((\eta, q)\) given by

\[ \eta(u, F) = \frac{1}{2} |u|^2 + W(F) \quad \text{and} \quad q(u, F) = u^T S(F) ; \]
i.e., \( q \) is a vector in \( \mathbb{R}^d \) with components
\[
q_\alpha = u_i S(F)_{i\alpha}.
\]
In particular, any classical solution to (3.1), i.e., a pair \((u, F)\) of Lipschitz functions on \(\bar{Q}_T\), periodic on \(Q\) satisfying (3.1), will automatically satisfy
\[
(3.6) \quad \partial_t \eta(u, F) + \text{div } q(u, F) = 0.
\]
In order to define a measure-valued solution we remark that natural approximations of (3.1) should produce a sequence of functions \((u^n, F^n)\) such that
\[
(3.7) \quad \sup_n \sup_{t \in (0,T)} \int_Q \eta(u^n, F^n) dx < \infty,
\]
and therefore the following uniform bounds hold:
\[
u^n \in L^\infty(0, T; L^2(Q)), \quad F^n \in L^\infty(0, T; L^p(Q)).
\]
Another natural uniform estimate for the approximation is a bound on the time derivatives of \(u^n\) and \(F^n\) in some negative Sobolev space. For our purposes, it is enough to assume that the Young measure is generated by a sequence \((u^n, F^n)\) satisfying the uniform bound
\[
(3.8) \quad \partial_t F^n \in L^\infty(0, T; H^{-1}(Q)).
\]
The definition of dissipative measure-valued solutions for the initial boundary value problem (3.1)–(3.3) follows:

**Definition 3.2.** The triple \((u, F, \nu)\) is a dissipative measure-valued solution of (3.1)–(3.3) with initial data \((u^0, F^0)\) satisfying (3.4) and (3.5) if the following properties hold:

1. **Integrability hypothesis.** The vector field \(u\) lies in \(L^\infty(0, T; L^2(Q))\) and the matrix field \(F\) in \(L^\infty(0, T; L^p(Q))\).
2. **Equations.** For every \(\varphi \in C_c^\infty([0, T); C^\infty(Q))\) and \(\Phi \in C_c^\infty([0, T); C^\infty(Q))\), the triple \((u, F, \nu)\) satisfies
\[
\int_Q u^0 \cdot \varphi(0, \cdot) dx + \int_0^T \int_Q u \cdot \partial_t \varphi \ dx \ dt = \int_0^T \int_Q \langle v_t, x \rangle \cdot \nabla \varphi \ dx \ dt,
\]
\[
\int_Q F^0 \cdot \Phi(0, \cdot) dx + \int_0^T \int_Q F \cdot \partial_t \Phi \ dx \ dt = \int_0^T \int_Q u \cdot \text{div } \Phi \ dx \ dt,
\]
where \(u = \langle v, \pi_d \rangle\) and \(F = \langle v, \pi_{d \times d} \rangle\).
3. **Generation of the Young measure.** The Young measure \(\nu = (v_t(x))_{(t,x) \in Q_T}\) is generated by a sequence \((u^n, F^n)\) satisfying (3.7) and (3.8).
(4) Energy dissipation. There exists a nonnegative Radon measure $\gamma$ such that the inequality
\[
\int_Q \theta(0) \eta(u^0, F^0) \, dx + \int_0^T \int_Q \dot{\theta}(v_{t,x}, \eta) \, dx \, dt + \gamma(dx \, dt) \geq 0
\]
holds for all nonnegative functions $\theta \in C^1_c([0, T])$.

**Remark 3.3.** To prove existence of such measure-valued solutions it suffices to approximate system (1.1) by, for example, the fourth-order regularization
\[
\frac{\partial u^\varepsilon}{\partial t} - \text{div} \, S(F^\varepsilon) = \varepsilon \Delta u^\varepsilon - \varepsilon \Delta (\Delta u^\varepsilon), \quad \frac{\partial F^\varepsilon}{\partial t} - \nabla u^\varepsilon = 0.
\]
We note that, under the above approximation, existence can be established assuming only the smoothness and $(p - 1)$-growth on $S$, whereas the quasiconvexity of $W$ is not required.

### 4 Main Result

In this section we state and prove our main result concerning the weak-strong uniqueness for measure-valued solutions. Its precise statement follows:

**Theorem 4.1.** Let $(\overline{u}^0, \overline{F}^0) \in W^{1,\infty}(Q)$ such that $\overline{F}^0 = \nabla \overline{\gamma}^0$ for some zero-average vector $\overline{\gamma}^0 \in W^{2,\infty}(Q)$, and let $(\overline{u}, \overline{F}) \in W^{1,\infty}([0, T] \times Q)$ be a classical solution to (3.1) with initial data $(\overline{u}^0, \overline{F}^0)$. If $(u, F, v)$ is a measure-valued solution of (3.1) with the same initial data $(\overline{u}^0, \overline{F}^0)$, then for almost all $(t, x) \in Q_T$,
\[
v_{t,x} = \delta_{\overline{u}, \overline{F}} \quad \text{and} \quad (u, F) = (\overline{u}, \overline{F}) \quad \text{a.e. in } (0, T) \times Q.
\]

**Remark 4.2.** We remark that dissipative, in particular entropic, weak solutions are naturally included in the presented weak-strong uniqueness result, as in the work of Dafermos [12] for rank-one convex energies and entropic weak solutions with sufficiently small shocks. We refer the reader to Remark 5.2 for a comparison between the present result and that of [12].

Further, we note that a possible extension of Theorem 4.1 to the wave equation (1.3) on bounded domains would also preclude cavitation. This seems natural as the canonical example producing cavities entails energies which blow up as the local volume ratio approaches 0 [3, 25, 26], and our growth assumptions exclude this type of behavior.

Let us introduce the relative entropy associated to system (3.1) and the classical solutions $(\overline{u}, \overline{F})$:
\[
\eta_{\text{rel}}(t, x, \lambda, \xi) := \frac{1}{2} |\lambda - \overline{u}|^2 + W(\xi) - W(\overline{F}) - S(\overline{F}) \cdot (\xi - \overline{F})
\]
and, similarly, at time $t = 0$,
\[
\eta_{\text{rel}}^0(x, \lambda, \xi) := \frac{1}{2} |\lambda - \overline{u}^0|^2 + W(\xi) - W(\overline{F}^0) - S(\overline{F}^0) \cdot (\xi - \overline{F}^0).
\]
where \((\bar{u}^0, \bar{F}^0)\) denotes the initial data for the classical solution \((\bar{u}, \bar{F})\). We remark that, by Lemma 5.3(a) in Section 5 (see also Remark 5.4), there exists a constant \(C > 0\) such that for almost all \((t, x) \in Q_T\) and all \((\lambda, \xi, \bar{u}) \in \mathbb{R}^d \times \mathbb{R}^{d \times d}\)

\[
|\eta_{rel}(t, x, \lambda, \xi)| \leq C (|\lambda - \bar{u}|^2 + |V(\xi - \bar{F})|^2)
\]

and

\[
|\eta_{rel}^0(x, \lambda, \xi)| \leq C (|\lambda - \bar{u}^0|^2 + |V(\xi - \bar{F}^0)|^2).
\]

The proof of Theorem 4.1 is based on a variant of the relative entropy method and relies heavily on Theorem 5.1 in Section 5. For the ease of the reader, here we instead state a proposition, which is a simple consequence of Theorem 5.1, and aids the exposition of the proof of Theorem 4.1. Its proof, along with Theorem 5.1, are postponed until Section 5.

**Proposition 4.3.** Let \((u, F, \nu)\) be a measure-valued solution to (3.1) associated to the initial data \((u^0, F^0)\) as in Definition 3.2. In addition, let \((\bar{u}, \bar{F}) \in W^{1,\infty}(Q_T)\) be a classical solution to (3.1) with initial data \((\bar{u}^0, \bar{F}^0)\) in \(W^{1,\infty}(Q)\) where \(\bar{F}^0 = \nabla \bar{\nu}^0\) for a zero average vector \(\bar{\nu}^0\). Then, for some constants \(C, C_0, C_1 > 0\), the following hold:

(a) for almost all \(t_0 \in (0, T)\)

\[
\int_Q \langle v_{t_0,x}, |V(\xi - \bar{F}(t_0, x))|^2 + |\lambda - \bar{u}(t_0, x)|^2 \rangle dx \leq C_1 \int_Q \langle v_{t_0,x}, \eta_{rel}(t_0, x, \lambda, \xi) \rangle dx + C_0 \int_Q |V(y(t_0, x) - \bar{\nu}(t_0, x))|^2 dx;
\]

(b) in addition, at the initial time \(t = 0\),

\[
\int_Q \eta_{rel}^0(x, u^0, F^0) dx \leq C \int_Q [u^0 - \bar{u}_0]^2 + |V(F^0 - \bar{F}^0)|^2] dx.
\]

We are ready to prove Theorem 4.1.

**Proof of Theorem 4.1.** Let \((u, F, \nu)\) be a dissipative measure-valued solution according to Definition 3.2 and \((\bar{u}, \bar{F})\) a classical solution. For every \(\varphi \in C_c^1(Q_T, \mathbb{R}^d)\) and \(\Phi \in C_c^1(Q_T, \mathbb{R}^{d \times d})\) it holds that

\[
\int_Q u^0 \cdot \varphi(0, \cdot) dx + \int_0^T \int_Q u \cdot \partial_t \varphi \, dx \, dt = \int_0^T \int_Q \langle v_{t,x}, S \rangle \cdot \nabla \varphi \, dx \, dt,
\]

\[
\int_Q F^0 \cdot \Phi(0, \cdot) dx + \int_0^T \int_Q F \cdot \partial_t \Phi \, dx \, dt = \int_0^T \int_Q u \cdot \text{div} \Phi \, dx \, dt,
\]

where \(u = \langle v, \nu_d \rangle\) and \(F = \langle v, \nu_{d \times d} \rangle\). Similarly, for the classical solution, it holds that

\[
\int_Q \bar{u}^0 \cdot \varphi(0, \cdot) dx + \int_0^T \int_Q \bar{u} \cdot \partial_t \varphi \, dx \, dt = \int_0^T \int_Q S(\bar{F}) \cdot \nabla \varphi \, dx \, dt.
\]
\( (4.8) \quad \int_Q \overline{F} \cdot \Phi(0, \cdot) dx + \int_0^T \int_Q \overline{F} \cdot \partial_t \Phi \, dx \, dt = \int_0^T \int_Q \bar{u} \cdot \text{div} \Phi \, dx \, dt. \)

Of course, by approximation, we may also take test functions that are merely Lipschitz continuous. Then, subtracting from (4.5)–(4.6) the respective equations for the classical solutions (4.7)–(4.8) and testing with \( \varphi = \theta(t) \bar{u} \) and \( \Phi = \theta(t) S(\bar{F}) \), where \( \theta \) is a smooth function of time, we infer that

\[
\begin{align*}
\int_Q \theta(0) \{(u^0 - \bar{u}^0) \cdot \bar{u}(0, \cdot) + (F^0 - \overline{F}^0) \cdot S(\overline{F}(0, \cdot))\} \, dx \\
+ \int_0^T \int_Q \dot{\theta} \{(u - \bar{u}) \cdot \bar{F} + (F - \overline{F}) \cdot S(\overline{F})\} \, dx \, dt \\
- \int_0^T \int_Q \theta(t) \{(u - \bar{u}) \cdot \partial_t \bar{u} + (F - \overline{F}) \cdot \partial_t S(\overline{F})\} \, dx \, dt \\
+ \int_0^T \int_Q \theta(t) \{(u - \bar{u}) \cdot \text{div} S(\overline{F}) + ((v_{t,x}, S) - S(\overline{F})) \cdot \nabla \bar{u}\} \, dx \, dt.
\end{align*}
\]

(4.9)

However, the equations for the classical solution say that

\( \partial_t \bar{u} = \text{div} S(\overline{F}) \) \quad \text{and} \quad \partial_t S(\overline{F}) = D(S(\overline{F})) \partial_t \overline{F} = D(S(\overline{F})) \nabla \bar{u}. \)

Substituting back into (4.9), we get

\[
\begin{align*}
\int_Q \theta(0) \{(u^0 - \bar{u}^0) \cdot \bar{u}(0, \cdot) + (F^0 - \overline{F}^0) \cdot S(\overline{F}(0, \cdot))\} \, dx \\
+ \int_0^T \int_Q \dot{\theta} \{(u - \bar{u}) \cdot \bar{F} + (F - \overline{F}) \cdot S(\overline{F})\} \, dx \, dt = \mathcal{R},
\end{align*}
\]

(4.10)

where \( \mathcal{R} \) is defined as

\[
\mathcal{R} := \int_0^T \int_Q \theta(t) \nabla \bar{u} \cdot (v_{t,x}, S(\xi) - S(\overline{F}) - D(S(\overline{F}))(\xi - \overline{F})) \, dx \, dt.
\]

We next make use of the entropy inequality,

\[
(4.11) \quad \int_Q \theta(0) \eta(u^0, F^0) + \int_0^T \int_Q \dot{\theta} \{(v_{t,x}, \eta)\} \, dx \, dt + \gamma(dx, dt) \geq 0
\]

for all nonnegative functions \( \theta \in C^1_c([0, T]). \) For the classical solution we also have that

\[
(4.12) \quad \int_Q \theta(0) \eta(\bar{u}^0, \overline{F}^0) + \int_0^T \int_Q \dot{\theta}(t) \eta(\bar{u}, \overline{F}) \, dx \, dt = 0.
\]
By using the definition of relative entropy, testing with \( \theta \in C^1_c([0, T]) \), and integrating in space and time, we get that
\[
\int_0^T \int_Q \dot{\theta} \{\nu_{t,x}, \eta_{rel}(t, x, \lambda, \xi)\} dx \, dt + \gamma(dx \, dt)
+ \int_Q \theta(0) \eta_{rel}^0(x, u^0, F^0) dx
= -\int_0^T \int_Q \dot{\theta} \{\nu_{t,x}, (\lambda - \bar{u}) \cdot \bar{u} + S(\bar{F}) \cdot (\xi - \bar{\xi})\} dx \, dt
- \int_Q \theta(0) \{(u^0 - \bar{u}^0) \cdot \bar{u}^0 + S(\bar{F}^0) \cdot (F^0 - \bar{F}^0)\} \, dx
+ \int_0^T \int_Q \dot{\theta} \{\nu_{t,x}, \eta\} dx \, dt + \gamma(dx \, dt)
+ \int_Q \theta(0) \eta_{rel}^0(x, u^0, F^0) dx
- \int_0^T \int_Q \dot{\theta} \eta(\bar{u}, \bar{F}) dx \, dt - \int_Q \theta(0) \eta(\bar{u}^0, \bar{F}^0) dx.
\]
(4.13)

By (4.10), the sum of the first two integrals on the right-hand side of (4.13) are equal to \(-R\), the sum of the third and fourth is positive by (4.11), and the remaining integrals add up to 0 by (4.12). Therefore, we conclude that
\[
\int_0^T \int_Q \dot{\theta} \{\nu_{t,x}, \eta_{rel}(t, x, \lambda, \xi)\} dx \, dt + \gamma(dx \, dt)
+ \int_Q \theta(0) \eta_{rel}^0(x, u^0, F^0) dx \geq -R.
\]
(4.14)

Next, in order to establish bounds on \( R \), let us consider the function
\[
G_S(t, x, \xi) = S(\xi) - S(\bar{F}) - DS(\bar{F}) \cdot (\xi - \bar{\xi})
= \int_0^1 (1 - s)D^2S(\bar{F} + s(\xi - \bar{F}))((\xi - \bar{\xi}) \cdot (\xi - \bar{F})) ds.
\]

We follow a technique similar to that in Lemma [5.3a]. If \(|\xi - \bar{F}| \leq 1\), we find that
\[
|G_S(t, x, \xi)| \leq |D^2S(\bar{F} + s(\xi - \bar{F}))((\xi - \bar{\xi}) \cdot (\xi - \bar{F}))| \leq C|\xi - \bar{F}|^2,
\]
where \( C = C(d, \|\bar{F}\|_{\infty}) \), due to the fact that \( D^2S \) is continuous (recall that \( W \in C^3(\mathbb{R}^d) \)) and \( \bar{F} \) is bounded. On the other hand, if \(|\xi - \bar{F}| > 1\), we infer that
\[
|G_S(t, x, \xi)| \leq |S(\xi) - S(\bar{F})| + |DS(\bar{F})| |\xi - \bar{F}|
\leq c(1 + |\xi - \bar{F}|^p - 1)|\xi - \bar{F}| + c|\xi - \bar{F}| \leq c|V(\xi - \bar{F})|^2,
\]
since \( DS \) is continuous with a \((p - 1)\)-growth (see assumption (H3)) and \( \bar{F} \) is bounded. This implies that there exists a constant \( C > 0 \) such that
\[
|G_S(t, x, \xi)| \leq C|V(\xi - \bar{F})|^2,
\]
(4.15)
Returning to the remainder term $\mathcal{R}$, through (4.15) and the fact that $\nabla \bar{u}$ is bounded, we get that

$$
|R| \leq C \int_0^T \int_Q \theta(t) \langle v_{t,x}, |V(\xi - \bar{F})|^2 \rangle \, dx \, dt.
$$

We are now in a position to deduce the weak-strong uniqueness. Let $(\theta_k) \subset C^1_c([0,T])$ be a bounded sequence, approximating the function

$$
\theta(\tau) = \begin{cases} 
1, & \tau \in [0,t), \\
(\tau - \tau)/\varepsilon + 1, & \tau \in [t,t + \varepsilon), \\
0, & \tau \in [t + \varepsilon, T),
\end{cases}
$$

such that $(\theta_k)$ is nonincreasing and $\dot{\theta}_k(\tau) \to \dot{\theta}(\tau)$ for all $\tau \neq t, t + \varepsilon$. Note that $\dot{\theta}_k \leq 0$ and, consequently, that $\dot{\theta}_k \gamma \leq 0$. Then, testing (4.14) with $\theta_k$ we find that

$$
\int_0^T \int_Q |\dot{\theta}_k| \langle v_{t,x}, \eta_{rel} \rangle \, dx \, d\tau \leq \mathcal{R} + \int_Q \eta^{0}_{rel}(x, u^{0}, F^{0}) \, dx.
$$

However, $v$ is generated by a sequence with uniformly bounded energy $\eta$ which, combined with (4.1), implies that the functions

$$
t \mapsto \int_Q \langle v_{t,x}, \eta_{rel} \rangle \, dx \quad \text{and} \quad t \mapsto \int_Q \langle v_{t,x}, |V(\xi - \bar{F})|^2 \rangle \, dx
$$

are integrable (indeed, even bounded). Then, since $\dot{\theta}_k$ is bounded uniformly in $k$, we may take the limit $k \to \infty$ to infer, by dominated convergence, that

$$
\frac{1}{\varepsilon} \int_t^{t+\varepsilon} \int_Q \langle v_{t,x}, \eta_{rel} \rangle \, dx \, d\tau \leq \int_Q \eta^{0}_{rel}(x, u^{0}, F^{0}) \, dx \\
+ C \int_0^{t+\varepsilon} \int_Q \langle v_{t,x}, |V(\xi - \bar{F})|^2 \rangle \, dx \, d\tau.
$$

Then, by sending $\varepsilon \to 0$, for almost all $t \in (0,T)$, we get

$$
\int_Q \langle v_{t,x}, \eta_{rel} \rangle \, dx \leq \int_Q \eta^{0}_{rel}(x, u^{0}, F^{0}) \, dx \\
+ C \int_0^t \int_Q \langle v_{t,x}, |V(\xi - \bar{F})|^2 \rangle \, dx \, d\tau.
$$
By Proposition 4.3 and the hypothesis that $\bar{u}^0 = u^0$ and $\bar{F}^0 = F^0$, we deduce that for almost all $t \in (0, T)$ and a suitable constant $C > 0$,

$$
\int_Q (v_{\tau,x}, |V(\xi - \bar{F}(t,x))|^2 + |\lambda - \bar{u}(t,x)|^2) dx
\leq C \int_0^T \int_Q (v_{\tau,x}, |V(\xi - \bar{F}))|^2) dx d\tau
+ C \int_Q |V(y(t,x) - \bar{y}(t,x))|^2 dx.
$$

(4.19)

In order to apply Grönwall’s inequality and conclude the proof, it remains to estimate the last term in the right-hand side of (4.19). Note that, since $F = \nabla y$ and $\bar{F} = \nabla \bar{y}$, we find that for any $\phi \in C_c^\infty([0, T); C^\infty(Q))$

$$
\int_0^T \int_Q (\nabla y - \nabla \bar{y})\phi_t - (u - \bar{u}) \text{div} \phi \, dx \, dt = 0.
$$

(4.20)

Let $\psi \in C_c^\infty((0, T); C^\infty(Q))$ with zero spatial average and consider for any $t \in (0, T)$ the unique solution of the following elliptic problem:

$$
\begin{align*}
-\Delta g(t,x) &= \psi(t,x), \\
\int_Q g(t,x) &= 0.
\end{align*}
$$

(4.21)

Then, taking $\phi = \nabla g$ in (4.20), we infer that

$$
\int_0^T \int_Q (y - \bar{y}) \psi_t + (u - \bar{u}) \psi \, dx \, dt = 0.
$$

(4.22)

Since $\partial_t F \in L^\infty(0, T; H^{-1}(Q))$ and $F = \nabla y$, it follows by the definition that $\partial_t y \in L^\infty(0, T; L^2(Q))$, and, integrating by parts the time derivative in (4.22), we get that

$$
\int_0^T \int_Q (y - \bar{y})_t \psi - (u - \bar{u}) \psi \, dx \, dt = 0
$$

(4.23)

for any $\psi \in C_c^\infty((0, T); C^\infty(Q))$. Note that this also implies the relation $\partial_t y = u$ almost everywhere in $Q_T$, giving the equivalence between system (3.1) and the wave equation (1.3).

By a straightforward density argument, we can test (4.23) with the function $(y - \bar{y})(1 + |y - \bar{y}|^{p-2}) - (y - \bar{y})|y - \bar{y}|^{p-2})Q$, where we recall that $\cdot Q$ denotes the spatial average over the cube $Q$. Indeed, since $d = 2, 3$, using the Sobolev embedding we infer that $(y - \bar{y})(1 + |y - \bar{y}|^{p-2}) \in L^\infty(0, T; L^2(Q))$;
see (4.26) below. Then,

\[
\frac{d}{dt} \int_Q \frac{|y(t, x) - \bar{y}(t, x)|^2}{2} + \frac{|y(t, x) - \bar{y}(t, x)|^p}{p} \, dx \\
\leq \int_Q |u(t, x) - \bar{u}(t, x)||y(t, x) - \bar{y}(t, x)| \, dx \\
+ \int_Q |u(t, x) - \bar{u}(t, x)||y(t, x) - \bar{y}(t, x)|^{p-1} \, dx,
\]

and the terms involving the average \(((y - \bar{y})|y - \bar{y}|^{p-2})_Q\) vanish due to the fact that \(u - \bar{u}\) and \(y - \bar{y}\) have zero spatial average.

Next, integrate in time and apply Young’s inequality to get that for almost all \(t \in (0, T)\)

\[
\int_Q \frac{|y(t, x) - \bar{y}(t, x)|^2}{2} + \frac{|y(t, x) - \bar{y}(t, x)|^p}{p} \, dx \\
\leq \int_0^t \int_Q |u(\tau, x) - \bar{u}(\tau, x)|^2 \, dx \, d\tau \\
+ \int_0^t \int_Q \frac{|y(\tau, x) - \bar{y}(\tau, x)|^2}{2} \, dx \, d\tau \\
+ \int_0^t \int_Q \frac{|y(\tau, x) - \bar{y}(\tau, x)|^{2p-2}}{2} \, dx \, d\tau.
\]

Since \(p \geq 2\), by Sobolev embeddings, for a.e. \(\tau \in (0, T)\) it holds that

\[
\|y(\tau) - \bar{y}(\tau)\|_{2p-2} \leq C(\|y(\tau) - \bar{y}(\tau)\|_p + \|\nabla y(\tau) - \nabla \bar{y}(\tau)\|_p)
\]

for some constant \(C\) possibly depending on \(p, d\) and the measure of \(Q\). Then, since \(2p - 2 \geq p\), we have that

\[
\int_0^t \frac{|y(\tau) - \bar{y}(\tau)|^{2p-2}}{2p-2} \, d\tau \\
\leq C \int_0^t \|y(\tau) - \bar{y}(\tau)\|_p^{2p-2} \, d\tau + C \int_0^t \|\nabla y(\tau) - \nabla \bar{y}(\tau)\|_p^{2p-2} \, d\tau \\
\leq C \sup_{\tau \in (0, T)} \|y(\tau) - \bar{y}(\tau)\|_p^{2p-2} \int_0^t \|y(\tau) - \bar{y}(\tau)\|_p \, d\tau \\
+ C \sup_{\tau \in (0, T)} \|\nabla y(\tau) - \nabla \bar{y}(\tau)\|_p^{2p-2} \int_0^t \|\nabla y(\tau) - \nabla \bar{y}(\tau)\|_p \, d\tau \\
\leq C \int_0^t \|y(\tau) - \bar{y}(\tau)\|_p^p + C \int_0^t \|\nabla y(\tau) - \nabla \bar{y}(\tau)\|_p^p.
\]
where in the last line we used the bounds on $y$ and $\bar{y}$ in $L^\infty(0, T; W^{1,p}(Q))$ and the fact that they have zero average. Then, from (4.25), we infer that for almost all $t \in (0, T)$

$$
\int_Q \left| y(t, x) - \bar{y}(t, x) \right|^2 + \frac{|y(t, x) - \bar{y}(t, x)|^p}{p} \leq C \int_0^t \int_Q \left| u(\tau, x) - \bar{u}(\tau, x) \right|^2 + C \int_0^t \int_Q \left| y(\tau, x) - \bar{y}(\tau, x) \right|^2 \\
+ C \int_0^t \int_Q \left| y(\tau, x) - \bar{y}(\tau, x) \right|^p + C \int_0^t \int_Q |F(\tau, x) - \bar{F}(\tau, x)|^p.
$$

By recalling the definition of $V$, Jensen’s inequality now gives

$$
\int_Q \left| V(y(t, x) - \bar{y}(t, x)) \right|^2 \, dx 
\leq C \int_0^t \int_Q \left( \left| V(\xi - \bar{F}) \right|^2 + |\lambda - \bar{\lambda}|^2 \right) \, dx \, d\tau \\
+ C \int_0^t \int_Q \left| V(y(\tau, x) - \bar{y}(\tau, x)) \right|^2 \, dx \, d\tau.
$$

Adding the term

$$
\int_Q \left| V(y(t, x) - \bar{y}(t, x)) \right|^2 \, dx
$$

to both sides of (4.19) and using (4.28), equation (4.19) now reads

$$
\int_Q \left[ \langle v_{\tau, x}, \left| V(\xi - \bar{F})\right|^2 + |\lambda - \bar{\lambda}|^2 \rangle + \left| V(y - \bar{y}) \right|^2 \right] \, dx 
\leq C \int_0^t \int_Q \left[ \langle v_{\tau, x}, \left| V(\xi - \bar{F})\right|^2 + |\lambda - \bar{\lambda}|^2 \rangle + \left| V(y - \bar{y}) \right|^2 \right] \, dx \, d\tau,
$$

which, by Grönwall’s inequality, implies that the Young measure must collapse to a Dirac mass, i.e., $v = \delta_{(\bar{u}, F)}$ a.e. and $y = \bar{y}$. Moreover, returning to (4.11) and using (4.12), we also deduce that

$$
\int_0^T \int_Q \gamma(\gamma \, dx \, dt) \geq 0
$$

for all nonnegative $\theta \in C^1_c([0, T))$ and hence $\gamma = 0$. This concludes the proof.

5 An Averaged Convexity-Type Bound for Quasiconvex Functions

The proof of the weak-strong uniqueness result, Theorem 4.1, was based on Proposition 4.3. This proposition is a simple consequence of a more general result, Theorem 5.1 below, which forms the main part of Section 5. We note that Theorem 5.1 is independent of the equations and is of interest in its own right. It essentially
states that, on smooth maps, quasiconvexity behaves like an integral version of convexity, and it is the result that allows us to adapt the relative entropy method to the quasiconvex setting.

For \((t, x) \in \bar{Q}_T\), let \(\bar{F} = \nabla \bar{y} \in C^0(\bar{Q}_T, \mathbb{R}^{d \times d})\) for some \(\bar{y}\) with zero spatial average and define the function \(G : \bar{Q}_T \times \mathbb{R}^{d \times d} \to \mathbb{R}\) by

\[
G(t, x, \xi) := W(\bar{F}(t, x) + \xi) - W(\bar{F}(t, x)) - S(\bar{F}(t, x)) \cdot \xi \\
= \int_0^1 (1 - s) D^2 W(\bar{F}(t, x) + s\xi) \cdot \xi \, ds.
\]

**THEOREM 5.1.** Assume that \(W \in C^2(\mathbb{R}^{d \times d})\) is strongly quasiconvex and satisfies a \(p\)-growth; i.e., for all \(\xi \in \mathbb{R}^{d \times d}\)

\[
|W(\xi)| \leq c(1 + |\xi|^p).
\]

In addition, let \(v^F = (v^F_{t, x})_{(t, x) \in \bar{Q}_T}\) be a family of probability measures generated by a sequence of spatial gradients \((\nabla y^k)\) such that

- \((y^k)\) is bounded in \(L^\infty(0; T; W^{1,p}(Q)) \cap L^\infty(0; T; H^1_0(Q))\), and

- \((\partial_t \nabla y^k)\) is bounded in \(L^\infty(0; T; H^{-1}(Q))\),

and write \(\nabla y = (v^F, \text{id})\) for its center of mass. Then, for almost all \(t_0 \in (0, T)\),

\[
\int_Q \langle v^F_{t_0,x}, |V(\xi - F(t_0, x)|^2 \rangle dx \\
\leq C_1 \int_Q \langle v^F_{t_0,x}, G(t_0, x, \xi - F(t_0, x)) \rangle dx \\
+ C_0 \int_Q |V(y(t_0, x) - \bar{y}(t_0, x))|^2 dx
\]

**Remark 5.2.**

(1) Inequality \((5.1)\) can be seen as a Gårding-type inequality for quasiconvex functions. In fact, it should be contrasted with [12, lemma 4.3], where a similar inequality is established in the case of (strongly) rank-one convex functions. The crucial difference here is that, unlike [12], there is no need to assume a condition of small local oscillations. In [12], the need for this assumption arises when “de-localising” the strong ellipticity condition, i.e., rank-one convexity, from a fixed \(x \in \mathbb{R}^d\) to a cube in \(\mathbb{R}^d\). In the present work, we also need to delocalise the strong quasiconvexity condition in the same way; however, we are able to achieve this through a result of K. Zhang [30] stating that smooth extremals of strongly quasiconvex energies are minimizers with respect to spatially localised variations; see Step 1 in the proof of Theorem 5.1.

(2) We point out that the assumption on the time derivative \((\partial_t \nabla y^k)\) being bounded in \(L^\infty(0; T; H^{-1}(Q))\) is used in order to infer the strong convergence of
We are now in a position to prove Proposition 4.3.

**Proof of Proposition 4.3.** Note that the proof of part (b) is an immediate consequence of Lemma 5.3(a) below (see also Remark 5.4). As for part (a), let \( \{u, F, \nu\} \) be a measure-valued solution as in Definition 3.2, and let \( \{u_k, F_k\} \) be a generating sequence, where \( F_k = D^2 y_k \) must hence satisfy the assumptions of Theorem 5.1.

Simply note that whenever \( g : \Omega_T \times \mathbb{R}^d \times \mathbb{R} \to \mathbb{R} \) is a function that admits an additive decomposition

\[
g(t, x, \lambda, \xi) = g_d(t, x, \lambda) + g_{d \times d}(t, x, \xi),
\]

where

\[
|g_d| \leq c(1 + |\cdot|^2) \quad \text{and} \quad |g_{d \times d}| \leq c(1 + |\cdot|^p),
\]

the action of \( \nu \) is equivalent to the action of \( \nu^u \otimes \nu^F \) where \( \nu^u, \nu^F \) are the measures generated by \( \{u_k\} \) and \( \{F_k\} \), respectively. Hence, it suffices to prove (5.1) and then simply add the term

\[
\int_{\Omega_T} \langle \nu^u_{t_0, x}, |\lambda - \bar{u}(t_0, x)|^2 \rangle \, dx
\]

to conclude the proof of Proposition 4.3.

Next, we present a series of lemmas that are crucial for the proof of Theorem 5.1. Lemma 5.3 below provides some crucial properties of \( G \), and its proof, originating in [1], is based on [9].

**Lemma 5.3.** Let \( W : \mathbb{R}^{d \times d} \to \mathbb{R} \) as in Theorem 5.1 and \( \bar{F} \in C^0(\overline{Q}_T, \mathbb{R}^{d \times d}) \). Then, for each \( (t, x), (t_0, x_0) \in \overline{Q}_T \), and \( \xi \in \mathbb{R}^d \), the function \( G \) satisfies the following:

(a) \( |G(t, x, \xi)| \leq C|V(\xi)|^2 \) for some constant \( C > 0 \).

(b) For every \( \delta > 0 \) there exists \( R = R_\delta > 0 \) such that, if \( |x - x_0| < R \) and \( |t - t_0| < R \), then

\[
|G(t_0, x_0, \xi) - G(t, x, \xi)| \leq \delta|V(\xi)|^2.
\]

**Proof.** To prove (a), first consider the case \( |\xi| \leq 1 \). By the continuity of the second derivative of \( W \) we obtain that

\[
|G(t, x, \xi)| \leq \int_0^1 |D^2 W(\bar{F}(t, x) + s\xi)||\xi|^2 \, ds \leq C|\xi|^2
\]

for some \( C = C(d, \|\bar{F}\|_\infty) \).
On the other hand, if $|\xi| > 1$, the triangle inequality and Lemma 2.3 parts (3) and (4), imply that

$$|G(t, x, \xi)| \leq |W(\bar{F}(t, x) + \xi) - W(\bar{F}(t, x))| + |S(\bar{F}(t, x))||\xi|$$

$$\leq c(1 + |\xi|^{p-1})|\xi| \leq c|V(\xi)|^2,$$

where the last estimate follows from the fact that $|\xi| > 1$. This proves (a).

For the proof of (b), we consider again the cases $|\xi| \leq 1$ and $|\xi| > 1$.

If $|\xi| \leq 1$, by assumption (H1) we infer that

$$|G(t_0, x_0, \xi) - G(t, x, \xi)| \leq \int_0^1 |D^2 W(\bar{F}(t_0, x_0) + s\xi) - D^2 W(\bar{F}(t, x) + s\xi)| |\xi|^2 \, ds$$

$$\leq C \omega(|x - x_0| + |t - t_0|)|\xi|^2,$$

where $\omega$ is a modulus of continuity depending on the uniformly continuous function $\bar{F}$.

On the other hand, if $|\xi| > 1$, by Lemma 2.3 and the continuity of $\bar{F}$, we deduce that

$$|G(t_0, x_0, \xi) - G(t, x, \xi)| \leq |W(\bar{F}(t, x) + \xi) - W(\bar{F}(t_0, x_0) + \xi)| + |W(\bar{F}(t, x)) - W(\bar{F}(t_0, x_0))|$$

$$\leq c(1 + |\xi|^{p-1})|\bar{F}(t, x) - \bar{F}(t_0, x_0)| + c|\bar{F}(t, x) - \bar{F}(t_0, x_0)||\xi|$$

$$\leq C |V(\xi)|^2 |\bar{F}(t, x) - \bar{F}(t_0, x_0)|,$$

where the last estimate follows from the fact that $|\xi| > 1$. Combining the two cases together, it is clear that, given $\delta > 0$, there exists an $R = R(\delta) > 0$ such that if $|x - x_0| < R$ and $|t - t_0| < R$, then

$$|G(t, x, \xi) - G(t_0, x_0, \xi)| \leq \delta |V(\xi)|^2.$$

This completes the proof of (b). \qed

**Remark 5.4.**

(1) Note that, letting $\xi = \xi - \bar{F}$, Lemma 5.3(a) implies that for almost all $(t, x) \in \mathcal{Q}_T$ and all $(\lambda, \xi) \in \mathbb{R}^d \times \mathbb{R}^d \times \mathbb{R}^d$,

$$|\eta_{rel}(t, x, \lambda, \xi)| \leq C \left(|\lambda - \bar{u}|^2 + |V(\xi - \bar{F})|^2\right).$$

Moreover, following the exact same proof as in Lemma 5.3(a), we also find that

$$|\eta_{rel}^0(x, \lambda, \xi)| \leq C \left(|\lambda - \bar{u}^0|^2 + |V(\xi - \bar{F}^0)|^2\right).$$

(2) We remark that only the $(p-1)$-growth of $S = DW$ is required for Lemma 5.3, and not the property of $W$ being quasiconvex.
Next we present a lemma that is frequently used. This is a simple observation that can be seen as a restatement of the continuity of translations; see also [19].

**Lemma 5.5.** Let \( v \in L^\infty(0, T; L^p(Q)) \) for any \( p \in [1, \infty) \). Then, up to a subsequence that is not relabeled and for almost all \( t_0 \in (0, T) \), it holds that
\[
\lim_{\varepsilon \to 0} \int_{Q_T} |v(t_0 + \varepsilon t / T, x) - v(t_0, x)|^p \, dx \, dt = 0.
\]

**Proof.** Consider \( t_0 \) as a variable and integrate in time twice to infer that
\[
\int_0^T \int_{Q_T} |v(t_0 + \varepsilon t / T, x) - v(t_0, x)|^p \, dx \, dt_0
= \int_0^T \int_{Q_T} |v(t_0 + \varepsilon t / T, x) - v(t_0, x)|^p \, dx \, dt_0 \, dt
= \int_0^T \|v(\cdot + \varepsilon t / T, \cdot) - v(\cdot, \cdot)\|^p_{L^p(Q_T)} \, dt.
\]
However, by the continuity property of translations, for almost all \( t \),
\[
\|v(\cdot + \varepsilon t / T, \cdot) - v(\cdot, \cdot)\|^p_{L^p(Q_T)} \to 0 \quad \text{as} \quad \varepsilon \to 0.
\]
Also, since \( v \in L^\infty(0, T; L^p(Q)) \), the above quantity is also bounded uniformly in \( \varepsilon \) so that, by dominated convergence,
\[
\lim_{\varepsilon \to 0} \int_0^T \int_{Q_T} |v(t_0 + \varepsilon t / T, x) - v(t_0, x)|^p \, dx \, dt \, dt_0 = 0.
\]
In particular, up to a subsequence (not relabeled), for almost all \( t_0 \),
\[
\lim_{\varepsilon \to 0} \int_{Q_T} |v(t_0 + \varepsilon t / T, x) - v(t_0, x)|^p \, dx = 0. \quad \square
\]

Let us note that to prove Theorem 5.1 we are required to localise our measure-valued solution in time, i.e., consider the measures \((v_{t_0, x})_{x \in Q}\). As it is perhaps evident, particularly after Lemma 5.5, the generating sequences for these measures will be given by a time scaling of the generating sequence for \( v = (v_{t, x})_{(t, x) \in Q_T} \). However, the lack of equi-integrability of the assumed generating sequence presents an obstacle, and here we present a final lemma that assures that an equi-integrable generating sequence of spatial gradients \((\nabla z^k)\) can be chosen which has the additional property that \((z^k)\) converges strongly to \( y(t_0, x) \) in \( L^p(Q_T) \). This can be seen as a time-dependent generalisation of the celebrated decomposition theorem of Kristensen [20]. At this stage, we remark that if, instead of measure-valued solutions, weak solutions are to be considered, no decomposition is required and the proof of Theorem 5.1 simplifies significantly.

**Lemma 5.6.** Let \( v^F = (v^F_{t, x})_{(t, x) \in Q_T} \) be a family of probability measures as in Theorem 5.1 Then, for almost all \( t_0 \in (0, T) \), there exists a sequence of
spatial gradients \( (\nabla z^k) \) also bounded in \( L^\infty(0, T; L^0(Q)) \), in particular, \( z_k \in L^\infty(0, T; W^{1,p}(Q)) \cap L^\infty(0, T; H^1_0(Q)) \), with the following properties:

1. \( (\nabla z^k) \) generates the measure \( (v^F_{t_0,x})_{x \in Q} \) as a \( p \)-Young measure;
2. \( (|\nabla z^k|^p) \) is weakly relatively compact in \( L^1(Q_T) \);
3. \( z^k \rightarrow y(t_0, \cdot) \) strongly in \( L^p(Q_T) \).

**Proof.** For \( t_0 \in (0, T) \) define

\[
y^k,\varepsilon(t, x) := y^k(t_0 + \varepsilon t, x).
\]

We claim that for a.e. \( t_0 \) an appropriate subsequence of \( (\varepsilon_k) \) can be chosen such that \( (\nabla y^k,\varepsilon_k) \) generates the measure \( (v^F_{t_0,x})_{x \in Q} \) and that \( y^k,\varepsilon_k \rightarrow y(t_0, \cdot) \) in \( L^p(Q_T) \). To this end, note that, up to a subsequence that is not relabeled, for any \( g \in C_p(\mathbb{R}^{d \times d}) \) and any Borel set \( E \subset Q_T \) for a.e. \( t_0 \in (0, T) \), it holds that

\[
\lim_{\varepsilon \to 0} \int_E \left| \{v^F_{t_0+\varepsilon t, x}, g\} - \{v^F_{t_0, x}, g\} \right| = 0.
\]

This is a consequence of Lemma 5.5 by noting that the function \( v(t, x) = \{v^F_{t, x}, g\} \) is an element of \( L^\infty(0, T; L^1(Q)) \) since, by Lemma 2.4,

\[
\sup_t \int_Q \{v^F_{t,x} \mid |p| < \infty.
\]

Hence, it follows that for any such \( g \) and \( E \), denoting by \( \chi_E \) the characteristic function of \( E \) and \( t_0 \) fixed a.e. in \( (0, T) \) using (5.2), we infer that

\[
\lim_{\varepsilon \to 0} \lim_{k \to \infty} \int_Q g(\nabla y^k,\varepsilon(t, x)) = \int_Q \chi_E \lim_{\varepsilon \to 0} \lim_{k \to \infty} \frac{1}{\varepsilon} \int_{t_0+\varepsilon} \chi_E ((t-t_0)T/\varepsilon, x) g(\nabla y^k(t, x))
\]

\[
= \lim_{\varepsilon \to 0} \lim_{k \to \infty} \int_Q \chi_E (t, x) \{v^F_{t_0+\varepsilon t, x}, g\}
\]

\[
= \int_E \{v^F_{t_0, x}, g\}.
\]

In addition, we find that

\[
\int_{Q_T} |y^k(t_0 + \varepsilon t, x) - y(t_0, x)|^p \leq C \int_{Q_T} |y^k(t_0 + \varepsilon t, x) - y(t_0 + \varepsilon t, x)|^p
\]

\[
+ C \int_{Q_T} |y(t_0 + \varepsilon t, x) - y(t_0, x)|^p =: I + II,
\]

where \( \varepsilon \) denotes the (nonrelabeled) subsequence chosen in (5.2). Noting that \( y \in L^\infty(0, T; L^p(Q)) \), Lemma 5.5 says that, up to extracting a further subsequence,
for a.e. \( t_0 \in (0, T) \)
\[
\lim_{\varepsilon \to 0} \Pi = 0.
\]
Regarding term I, note that
\[
(y^k) \subset L^\infty(0, T; W^{1,p}(Q)) \quad \text{and} \quad (\partial_t y^k) \subset L^2(0, T; L^2(Q))
\]
are both bounded in the respective spaces. Then, since \( W^{1,p}(Q) \subset L^p(Q) \subset L^2(Q) \), the Aubin–Lions lemma says that
\[
y^k \to y \quad \text{in} \ C(0, T; L^p(Q)),
\]
i.e.,
\[
\lim_{k \to \infty} I = \lim_{k \to \infty} \frac{1}{\varepsilon} \int_{t_0}^{t_0 + \varepsilon} \int_Q |y^k(t, x) - y(t, x)|^p \, dx \, dt
\leq \lim_{k \to \infty} \sup_t \int_Q |y^k(t, x) - y(t, x)|^p \, dx = 0.
\]
Returning to (5.4), we infer that for a.e. \( t_0 \in (0, T) \)
\[
(5.5) \quad \lim_{\varepsilon \to 0} \lim_{k \to \infty} \int_{Q_T} |y^k(t_0 + \varepsilon t/T, x) - y(t_0, x)|^p = 0.
\]
Now, for \( g \) and \( E \) in a countable dense subset of \( C_p(\mathbb{R}^{d \times d}) \) and of the collection of Borel subsets of \( Q_T \), respectively, we may choose a subsequence \((\varepsilon_k)\) such that (5.3) and (5.5) hold. In particular, for \( t_0 \) fixed almost everywhere in \( (0, T) \),
\[
\lim_{k \to \infty} \int_E g(\nabla y^{k,\varepsilon_k}(t, x)) = \int_E \{v^F_{t_0, x}, g\}
\]
for all elements of the countable subsets where \( g \) and \( E \) belong and, by density, for all \( g \in C_p(\mathbb{R}^{d \times d}) \) and all \( E \subset Q_T \), i.e.,
\[
g(\nabla y^{k,\varepsilon_k}) \to \{v^F_{t_0, x}, g\} \quad \text{in} \ L^1(Q_T)
\]
and \( (\nabla y^{k,\varepsilon_k}) \) generates the measure \( (v^F_{t_0, x})_x \). Note also that
\[
(\nabla y^{k,\varepsilon_k}) \subset L^\infty(0, T; L^p(Q))
\]
Next, we perform a suitable decomposition of \( (\nabla y^{k,\varepsilon_k}) \) to infer the existence of the required sequence \( (\nabla z^k) \). For \( n \in \mathbb{N} \) consider the truncation operator
\[
T_n(\xi) = \begin{cases} 
\xi, & |\xi| \leq n, \\
n|\xi|/|\xi|, & |\xi| > n.
\end{cases}
\]
We infer that
\[
(5.6) \quad \lim_{n \to \infty} \lim_{k \to \infty} \int_{Q_T} |T_n(\nabla y^{k,\varepsilon_k})|^p = \lim_{n \to \infty} \int_{Q_T} \{v^F_{t_0, x}, |T_n(\cdot)|^p\}
\]
\[
= \int_{Q_T} \{v^F_{t_0, x}, |\cdot|^p\},
\]
where the second equality follows from monotone convergence.

Moreover, note that

$$\lim_{n \to \infty} \lim_{k \to \infty} \int_{Q_T} |T_n(\nabla y^{k,\varepsilon_k}) - \nabla y^{k,\varepsilon_k}|$$

$$\leq \lim_{n \to \infty} \sup_k \int_{\{|\nabla y^{k,\varepsilon_k}| > n\}} 2|\nabla y^{k,\varepsilon_k}| \to 0,$$

due to the equi-integrability of $(\nabla y^{k,\varepsilon_k})$. Then, there exists a subsequence $(k_n)$, such that the functions

$$V_n(t, x) := T_n(\nabla y^{k_n,\varepsilon_{k_n}}(t, x))$$

simultaneously satisfy

$$\lim_{n \to \infty} \int_{Q_T} |V_n - \nabla y^{k_n,\varepsilon_{k_n}}| = 0,$$

$$\lim_{n \to \infty} \int_{Q_T} |V_n|^p = \int_{Q_T} (v_{t_0, x}, |\cdot|^p).$$

In particular, due to the bounds on $(y^{k,\varepsilon_k}, (V_n)$ is bounded in $L^\infty(0, T; L^p(Q))$. Also, by (5.8), $(V_n)$ generates the measure $(v_{t_0, x})$ and, by (5.9), $(|V_n|^p)$ must be weakly relatively compact in $L^1(Q_T)$.

Next, for almost all $t$, consider the Hodge decomposition of $V_n(t, \cdot) \in L^p(Q)$, that is,

$$V_n(t, \cdot) = \mathcal{P}^\text{curl}(V_n(t, \cdot)) + \mathcal{P}^\text{div}(V_n(t, \cdot)) =: \nabla z^R(t, \cdot) + g_R(t, \cdot)$$

where $\mathcal{P}^\text{curl}$, $\mathcal{P}^\text{div}$ denote, respectively, the projections onto the space of curl-free and divergence-free vector fields in $L^p(Q)$. In particular, we may also assume that $z^R(t, \cdot) \in W^{1,p}(Q)$ has zero average. We claim that $(\nabla z^R)$ is the required sequence.

For convenience, let us write $y^n = y^{k_n,\varepsilon_{k_n}}$ and recall that $\mathcal{P}^\text{curl}$ is a strong $(r, r)$ operator for any $1 < r < \infty$ (see, e.g., [20]), i.e., for a.e. $t \in (0, T),

$$\|\nabla z^R(t, \cdot)\|_{L^p(Q)} = \|\mathcal{P}^\text{curl}(V_n(t, \cdot))\|_{L^p(Q)} \leq C \|\nabla y^n(t, \cdot)\|_{L^p(Q)}$$

$$\leq C \sup_t \|\nabla y^n(t, \cdot)\|_{L^p(Q)}.$$

This shows that $(\nabla z^R)$ is bounded in $L^\infty(0, T; L^p(Q))$. To see that it generates $(v_{t_0, x})$, note that

$$\nabla y^n(t, \cdot) - \nabla z^R(t, \cdot) = \nabla y^n(t, \cdot) - V_n(t, \cdot) + g_R^n(t, \cdot)$$

$$= \nabla y^n(t, \cdot) - V_n(t, \cdot) + \mathcal{P}^\text{div}(V_n(t, \cdot))$$

$$= \nabla y^n(t, \cdot) - V_n(t, \cdot) + \mathcal{P}^\text{div}(V_n(t, \cdot) - \nabla y^n(t, \cdot)).$$
However, \( P_{\text{div}} \) is a weak \((1, 1)\) operator (see, e.g., [20]), i.e., for any fixed \( \varepsilon \) and almost all \( t \),
\[
L^d \left( \{ |\nabla y^n(t, \cdot) - \nabla z^n(t, \cdot)| > \varepsilon \} \right) \leq \frac{C}{\varepsilon} \| \nabla y^n(t, \cdot) - V_n(t, \cdot) \|_{L^1(Q)}.
\]
Then, by (5.8), it also holds that
\[
L^{d+1} \left( \{ |\nabla y^n - \nabla z^n| > \varepsilon \} \right) = \int_0^T L^d \left( \{ |\nabla y^n(t, \cdot) - \nabla z^n(t, \cdot)| > \varepsilon \} \right)
\]
\[
\leq \frac{C}{\varepsilon} \| \nabla y^n - V_n \|_{L^1(Q_T)} \to 0.
\]
(5.11)
This proves that \( \nabla z^n \) generates the measure \( (v_{t_0, x})_x \). To prove that \( (|\nabla z^n|^p)^p \) is equi-integrable in \( Q_T \), fix \( \varepsilon > 0 \) arbitrary and some \( q > p \). Since \( (|V_n|^p)^p \) is equi-integrable, there exists some \( (W_n) \) such that \( \|V_n - W_n\|_{L^p(Q_T)} \leq \varepsilon \) and \( \sup_n \|W_n\|_{L^q(Q_T)} < \infty \). This is an equivalent characterisation of equi-integrability that follows immediately from the definition; see also [20, lemma 3.2]. Then, the fact that \( P_{\text{curl}} \) is a strong \((r, r)\) operator for all \( 1 < r < \infty \) implies that
\[
\| \nabla z^n - P_{\text{curl}}(W_n) \|_{L^p(Q_T)} = \| P_{\text{curl}}(\nabla z^n - W_n) \|_{L^p(Q_T)}
\]
\[
\leq c \| V_n - W_n \|_{L^p(Q_T)} \leq \varepsilon \varepsilon
\]
and
\[
\sup_n \| P_{\text{curl}}(W_n) \|_{L^q(Q_T)} \leq c \sup_n \| W_n \|_{L^q(Q_T)} < \infty.
\]
This proves that \( (|\nabla z^n|^p)^p \) is weakly relatively compact in \( L^1(Q_T) \).

To conclude the proof, we need to establish that \( z^n \) converges strongly to \( y(t_0, \cdot) \) in \( L^p(Q_T) \). This is possible by exploiting the fact that \( \nabla y^n \) and \( V_n \) share the same oscillations and do not concentrate in \( L^q \) with \( q < p \). Indeed, we note that by (5.8) and the bound in \( L^\infty(0, T; L^p(Q)) \) of \( V_n \) and \( \nabla y^n \), it follows that
\[
\| V_n - \nabla y^n \|_{L^r(L^q)} \to 0 \quad \text{as } n \to \infty \quad \text{for any } r < \infty, \ q < p.
\]
(5.12)
By adding \( \nabla y^n \) to both members of (5.10) and taking the divergence one gets that
\[
- \Delta(z^n - y^n) = \text{div}(\nabla y^n - V_n).
\]
(5.13)
Note \( (z^n - y^n) \) has zero average because both \( z^n \) and \( y^n \) have zero average. Then, by standard elliptic estimates, we have that for any \( 1 < q < \infty \),
\[
\| \nabla(z^n(t, \cdot) - y^n(t, \cdot)) \|_{L^q(Q)} \leq C \| \nabla y^n(t, \cdot) - V_n(t, \cdot) \|_{L^q(Q)}
\]
(5.14)
Let us first treat the case \( d = 2 \) and \( p = 2 \). In this case, let us consider \( q \in (1, 2) \). By Sobolev embedding and (5.14), we infer that
\[
\| z^n(t, \cdot) - y^n(t, \cdot) \|_{L^2(Q)} \leq C \| \nabla(z^n(t, \cdot) - y^n(t, \cdot)) \|_{L^1(Q)}
\]
\[
\leq C \| \nabla(y^n(t, \cdot) - V_n(t, \cdot)) \|_{L^q(Q)}
\]
\[
\leq C \| \nabla y^n(t, \cdot) - V_n(t, \cdot) \|_{L^q(Q)}.
\]
Then, by integrating in time we have
\[
\int_0^T \| z^n(t, \cdot) - y^n(t, \cdot) \|^2_{L^2(Q)} dt \\
\leq C \int_0^T \| y^n(t, \cdot) - V_n(t, \cdot) \|^2_{L^q(Q)} dt \to 0,
\]
(5.15)
where the right-hand side goes to 0 as \( n \to \infty \) because of (5.12). Since \( y^n \to y(t_0, \cdot) \) in \( L^2(Q_T) \), from (5.15), we also have that \( z^n \to y(t_0, \cdot) \) in \( L^2(Q_T) \).

On the other hand, for \( d = 3 \), consider \( q = 3p/(p + 3) \). Note that \( q \leq 1 \).

Then, by the Sobolev embedding and (5.14) we have that
\[
\| z^n(t, \cdot) - y^n(t, \cdot) \|_{L^p(Q)} \leq C \| \nabla (z^n(t, \cdot) - y^n(t, \cdot)) \|_{L^q(Q)} \\
\leq C \| \nabla y^n(t, \cdot) - V_n(t, \cdot) \|_{L^q(Q)},
\]
and, by integrating in time,
\[
\int_0^T \| z^n(t, \cdot) - y^n(t, \cdot) \|^p_{L^p(Q)} dt \\
\leq C \int_0^T \| y^n(t, \cdot) - V_n(t, \cdot) \|^p_{L^q(Q)} dt \to 0.
\]
(5.16)
Again the right-hand side goes to 0 as \( n \to \infty \) because of (5.12), and since \( y^n \to y(t_0, \cdot) \) in \( L^p(Q_T) \), from (5.16) we also have that \( z^n \to y(t_0, \cdot) \) in \( L^p(Q_T) \). \( \square \)

We may now proceed to the proof of Theorem 5.1, which we split into two steps. We remark that Step 1 is crucial and is an adaptation of the arguments of Zhang [30] to show that smooth extremals of quasiconvex functionals are minimizers with respect to localised variations.

**Proof of Theorem 5.1.**

**Step 1.** For \( x_0 \in Q \) arbitrary and \( r > 0 \), let
\[
Q(x_0, r) = x_0 + rQ.
\]
There exists \( \tilde{R} = \tilde{R}(c_0, \| F \|_{\infty}) > 0 \) such that for all \( x_0 \in Q \) and \( t_0 \in (0, T) \) the inequality
\[
(5.17) \quad \frac{c_0}{2} \int_0^T \int_{Q(x_0, R)} |V(\nabla \psi)|^2 \leq \int_0^T \int_{Q(x_0, R)} G(t_0, x, \nabla \psi)
\]
holds for all \( \psi \in L^p(0, T; W_0^{1,p}(Q(x_0, R))) \) and \( R \leq \tilde{R} \).

**Proof of Step 1.** By Lemma 5.3 for \( \delta = c_0/2 \), there exists some \( \tilde{R} > 0 \) such that
\[
(5.18) \quad G(t_0, x_0, \xi) - \frac{c_0}{2} |V(\xi)|^2 \leq G(t_0, x, \xi)
\]
holds for all $x \in Q(x_0, R)$ with $R \leq \bar{R}$. Set $\xi = \nabla \psi$ with
\[ \psi \in L^p(0, T; W^{1,p}_0(Q(x_0, R))) \]
in (5.18) and integrate over space and time to get that
\begin{equation}
\int_0^T \int_{Q(x_0, R)} G(t_0, x, \nabla \psi) \leq \int_0^T \int_{Q(x_0, R)} G(t_0, x, \nabla \psi).
\end{equation}
Note that by the strong quasiconvexity of $W$ at the matrix $\bar{F}(t_0, x_0)$ it holds that
\begin{equation}
\int_0^T \int_{Q(x_0, R)} G(t_0, x_0, \nabla \psi) = \int_0^T \int_{Q(x_0, R)} W(\bar{F}(t_0, x_0) + \nabla \psi) - W(\bar{F}(t_0, x_0)) \geq c_0 \int_0^T \int_{Q(x_0, R)} |V(\nabla \psi)|^2,
\end{equation}
since for almost every $t_0 \in (0, T)$ and the fact that the trace of $\psi$ on the boundary vanishes, it also holds that
\[ \int_{Q(x_0, R)} S(\bar{F}(t_0, x_0)) \nabla \psi(t, \cdot) dx = 0. \]
Substituting (5.20) into (5.19) we infer (5.17).

**Step 2.** We next use a covering argument to establish (5.1) and conclude the proof.

**Proof of Step 2.** Cover $Q$ with a finite number of cubes, say $Q(x_j, r)$, centred at the points $x_j \in Q$ and of side length $2r < 2\bar{R}$ where $\bar{R}$ is as in Step 1. Since we are covering a cube with cubes, we may also assume that all cubes in the cover are mutually disjoint and contained in $Q$. We stress that the cover is fixed and finite, and the number of cubes depends only on $r$. Next, consider cutoff functions $\rho_j \in C^\infty_c(Q(x_j, r))$ such that $\rho_j \in [0, 1]$ and for some $0 < s < r$ to be chosen later,

\[ \rho_j = 1 \text{ in } Q(x_j, s), \quad \rho_j = 0 \text{ on } \partial Q(x_j, r), \quad \|\nabla \rho_j\|_\infty \leq \frac{C}{r - s}. \]

Let $\nabla z^k$ be the generating sequence for $(v_{t_0, x})_x$ obtained in Lemma 5.6 and define
\[ \psi^k(t, x) = z^k(t, x) - \bar{y}(t_0, x) \in L^p(0, T; W^{1,p}_0(Q)). \]
where \( \vec{y} \) is the zero average vector such that \( \nabla \vec{y} = \vec{F} \). Note that \( |\nabla \varphi^k|^p \) is equi-integrable and that \( \rho_j \varphi^k \in L^p(0, T; W_0^{1,p}(Q(x_j, r))) \). Hence, we may apply Step 1. Since \( \rho_j = 1 \) on \( Q(x_j, s) \) we infer that

\[
\frac{c_0}{2} \int_0^T \int_{Q(x_j,s)} |V(\nabla \varphi^k)|^2 + \frac{c_0}{2} \int_0^T \int_{Q(x_j,r) \setminus Q(x_j,s)} |V(\nabla (\rho_j \varphi^k))|^2 \\
\leq \int_0^T \int_{Q(x_j,s)} G(t_0, x, \nabla \varphi^k) + \int_0^T \int_{Q(x_j,r) \setminus Q(x_j,s)} G(t_0, x, \nabla (\rho_j \varphi^k)) \\
\leq \int_0^T \int_{Q(x_j,s)} G(t_0, x, \nabla \varphi^k) + c \int_0^T \int_{Q(x_j,r) \setminus Q(x_j,s)} |V(\nabla \varphi^k)|^2 \\
+ \left| V\left(\frac{\varphi^k}{r-s}\right)\right|^2,
\]

where the last inequality follows from the growth of \( G \) established in Lemma 5.3(a) and the fact that \( \rho_j \leq 1 \).

Summing the above inequalities over \( j \), we find that

\[
\frac{c_0}{2} \int_0^T \int_{Q} |V(\nabla \varphi^k)|^2 \leq \frac{c_0}{2} \sum_j \int_0^T \int_{Q(x_j,r) \setminus Q(x_j,s)} |V(\nabla \varphi^k)|^2 \\
+ \frac{c_0}{2} \sum_j \int_0^T \int_{Q(x_j,r) \setminus Q(x_j,s)} |V(\nabla (\rho_j \varphi^k))|^2 \\
\leq \int_0^T \int_{Q} G(t_0, x, \nabla \varphi^k) - \sum_j \int_0^T \int_{Q(x_j,r) \setminus Q(x_j,s)} G(t_0, x, \nabla \varphi^k) \\
+ c \sum_j \int_0^T \int_{Q(x_j,r) \setminus Q(x_j,s)} |V(\nabla \varphi^k)|^2 + \left| V\left(\frac{\varphi^k}{r-s}\right)\right|^2 \\
\leq \int_0^T \int_{Q} G(t_0, x, \nabla \varphi^k) + c \sum_j \int_0^T \int_{Q(x_j,r) \setminus Q(x_j,s)} |V(\nabla \varphi^k)|^2 \\
+ \left| V\left(\frac{\varphi^k}{r-s}\right)\right|^2,
\]

where the last inequality follows again by the growth of \( G \).

Absorbing the term with the minus sign from the left-hand side into the right-hand side and noting that the third term on the left-hand side is positive, we deduce
that for a different constant $c > 0$,

$$
\frac{c_0}{2} \int_0^T \int_Q |V(\nabla \varphi^k)|^2 \\
\leq \int_0^T \int_Q G(t_0, x, \nabla \varphi^k) + c \sum_j \int_{\Omega(x_j, r) \setminus \Omega(x_j, s)} |V(\nabla \varphi^k)|^2 \\
+ |V\left(\frac{\varphi^k}{r-s}\right)|^2.
$$

However, $|\nabla \varphi^k|^{p}$ is equi-integrable and, hence, so is $|V(\nabla \varphi^k)|^2).$ Then, we may choose $s$ so close to $r$ that

$$
\sup_k \int_0^T \int_{\Omega(x_j, r) \setminus \Omega(x_j, s)} |V(\nabla \varphi^k)|^2 \leq \frac{1}{c N} \frac{c_0}{4} \int_0^T \int_Q |V(\nabla \varphi)|^2,
$$

where $N$ is the number of cubes in the cover of $Q$ and $\nabla \varphi^k \rightharpoonup \nabla \varphi$ in $L^p(Q_T).$ This can be achieved if, of course, $\nabla \varphi$ is not identically zero (a.e.). We assume this to be the case for now and return to it at the end of the proof.

By the convexity of $|V(\cdot)|^2$ and the implied lower semicontinuity with respect to the weak convergence in $L^p$, we may extract a subsequence of $\varphi^k$ (not relabeled) such that for all $k$

$$
\int_0^T \int_Q |V(\nabla \varphi)|^2 \leq \int_0^T \int_Q |V(\nabla \varphi^k)|^2.
$$

Combining the above two inequalities with (5.21), we obtain

$$
\frac{c_0}{4} \int_0^T \int_Q |V(\nabla \varphi^k)|^2 \leq \int_0^T \int_Q G(t_0, x, \nabla \varphi^k) + C_0 \int_0^T \int_Q |V(\varphi^k)|^2,
$$

where $C_0 = c N/(r-s)$ is a potentially large constant. Next, note that $|V(\varphi^k)|^2 \rightharpoonup |V(\varphi)|^2$ strongly in $L^1(Q_T)$ and, by the equi-integrability of $|V(\nabla \varphi^k)|^2$, the remaining two quantities appearing in the above inequality are equi-integrable. Therefore, passing to the limit $k \to \infty$ we find that

$$
\frac{c_0}{4} \int_Q \langle \nu_{t_0,x}, (V - \nabla \varphi(t_0, x)) \rangle^2 dx \leq \int_Q \langle \nu_{t_0,x}, G(t_0, x, \cdot) - \nabla \varphi(t_0, x) \rangle dx \\
+ C_0 \int_Q |V(y(t_0, x) - \varphi(t_0, x))|^2 dx.
$$

This proves the result if $\nabla \varphi$ is not identically zero. If, instead, $\nabla \varphi = 0$ a.e., we find that $\varphi = 0$ since the $\varphi^k$ have zero spatial average, i.e., $\varphi^k \rightharpoonup 0$ in $L^p(Q_T)$. Returning to (5.21), we may send $s \to r$ and choose a subsequence $(k(s-r))$ such that

$$
\int_0^T \int_Q \left|V\left(\frac{\varphi^k(s-r)}{r-s}\right)\right|^2 \to 0 \quad \text{as } s \to r.
$$
Also, by the $p$-equi-integrability, it holds that
\[
\int_0^T \int_Q \int_{Q(x_j,s)} |V(\nabla \psi_{k(r-s)})|^2 \, dx \to 0 \quad \text{as } s \to r,
\]
and the Young measure representation of weak limits then gives
\[
\frac{c_{0}}{4} \int_Q \langle v_{t_{0},x}, |V(\cdot - \nabla \bar{y}(t_{0},x))| \rangle \leq \int_Q \langle v_{t_{0},x}, G(t_{0},x,\cdot - \nabla \bar{y}(t_{0},x)) \rangle.
\]
This completes the proof of Step 2 and thus of Theorem 5.1.
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