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We investigate the effect of the Continuous Spontaneous Localization (CSL) model on light-pulse atom interferometry. Using a path-integral approach with an additional stochastic potential accounting for CSL, we derive an exponential loss of the contrast that scales linearly with the interferometer time \( T \) if both interferometer arms are spatially separated. We compare our theoretical results with measurements from a cold rubidium atom interferometer based on counter-propagating two-photon transitions with pulse separation times up to \( T = 260 \text{ ms} \) and obtain the corresponding bounds on the CSL parameters.

I. INTRODUCTION

Collapse models are popular in giving a realistic interpretation of the wave function collapse, which solves the measurement problem. In these models, the Schrödinger equation is extended by adding terms that describe the collapse of the superposition of a particle’s wave function in position space into a localized state 13–15. In the Continuous Spontaneous Localization (CSL) model 4, the non-linear and stochastic terms describing the collapse depend on two newly introduced phenomenological parameters \( \lambda_{\text{CSL}} \) and \( r_C \). \( \lambda_{\text{CSL}} \) is the collapse rate and sets the strength of the collapse, while \( r_C \) is a length which sets the spatial resolution of the collapse. Bounds on these parameters have been deduced for various experiments and physical systems 5,12, for a recent review see 13,14.

The best interferometric tests of the CSL model currently stem from Talbot-Lau interferometry using molecules that have a mass of \( \sim 25000 \text{ u} \) 14, setting the bound of \( \lambda_{\text{CSL}} \lesssim 10^{-7} \text{ s}^{-1} \) for \( r_C = 10^{-7} \text{ m} \).

In this paper we study CSL effects on light-pulse cold atom interferometry, more specifically on the contrast of atom interferometry, more specifically on the contrast of the interference fringes. Similar work has been reported in 15 with a focus on many-body enhanced decoherence based on interferometry with Bose-Einstein condensates.

Our theoretical analysis is simplified compared to solving the CSL non-linear equation, since we are only interested in expectation values. Then, the non-linear CSL dynamics can be replaced by a stochastic Schrödinger equation 16

\[
i\hbar \frac{d}{dt} |\psi(t)\rangle = \left( \hat{H}_0 + \hat{V}_{\text{CSL}} \right) |\psi(t)\rangle,
\]

where \( \hat{V}_{\text{CSL}} \) is an additional stochastic potential which accounts for CSL. Eq. 1 does not lead to wave function collapse, yet it leads to the same master equation and, therefore, the same expectation values as the CSL non-linear equation. For composite systems, the CSL effective stochastic potential takes the form

\[
V_{\text{CSL}}(\hat{q}_1, \ldots, \hat{q}_N, t) = -\frac{\hbar \sqrt{\lambda_{\text{CSL}}}}{m_0(\sqrt{\pi}r_C)^{3/2}} \int dr \, w(r, t) \sum_{k=1}^N m_k \mathcal{e}^{-\frac{(r - \hat{q}_k)^2}{2r_C^2}},
\]

where \( N \) is the number of the nucleons composing the system, \( \hat{q}_k \) their positions, \( m_k \) is one atomic mass unit and \( w(r, t) \) is Gaussian white noise that is characterized by the expectation values \( \mathbb{E}[w(r, t)] = 0 \) and correlations \( \mathbb{E}[w(r, t)w(r', t')] = \delta(r - r')\delta(t - t') \). The electrons’ contribution is omitted because CSL is mass proportional, and their masses are negligible compared to that of the nucleons.

In the case of an atom, we can simplify eq. 2 further by approximating the protons’ and neutrons’ positions (up to a difference of order of femtometer, much smaller than the range of possible \( r_{C} \) ) \( \hat{q}_k = \hat{q} \), where \( \hat{q} \) is the position operator of the center of mass of the nucleus. We will also not consider the small difference in mass between neutrons and proton, hence they all have the same mass \( m = m_0 \). In this case, we can write eq. 2 as

\[
V_{\text{CSL}}(\hat{q}, t) = -\frac{\hbar \sqrt{\lambda_{\text{CSL}}N}}{(\sqrt{\pi}r_C)^{3/2}} \int dr \, w(r, t) \exp\left(-\frac{(r - \hat{q})^2}{2r_C^2}\right).
\]

This additional potential alters the time evolution of atomic systems that can be observed in precision measurements using atom interferometry.

In this paper, we employ cold atom interferometry in a fountain configuration to test CSL. By evaluating the contrast for different interrogation times in a symmetric Mach-Zehnder configuration, we can place upper bounds on the collapse rate \( \lambda_{\text{CSL}} \) for different values of \( r_C \). Towards this, we first derive the contrast of the interference fringes in a Mach-Zehnder interferometer (MZI) using a path-integral approach. Afterwards, we give a brief description of our light-pulse atom-interferometer experiment and present the experimental sequence and data...
used to put bounds on $\lambda_{\text{CSL}}$ for different values of $r_C$. In the conclusion, we discuss limitations and prospective developments in light-pulse atom interferometry that could improve this bound.

II. CONTRAST LOSS MECHANISM IN ATOM INTERFEROMETRY INDUCED BY CSL

Light-pulse atom interferometry is an important tool in modern metrology and has been used to measure inertial effects in e.g., gravitational accelerometers [17], gravity gradiometers [18] and gyroscopes [19]. It also found many applications in fundamental physics through measurements of the fine-structure constant [20, 21], the gravitational constant [22], tests of Lorentz invariance [23], general relativity [24], dark-energy theories [25], or the universality of free fall [26].

In this work, we present a light-pulse atom interferometric test of CSL. In order to compute the phase difference $\Delta \phi_{\text{CSL}}$ due to the presence of CSL, we follow the perturbative path integral approach described in [27], for a Mach-Zehnder configuration (see fig. 1):

$$\Delta \phi_{\text{CSL}} = \frac{1}{\hbar} \oint_{\text{ABCDA}} V_{\text{CSL}}(z(t), t) dt. \quad (4)$$

We note that, precisely speaking, the CSL effective potential depends on the position $q(t)$ in all the three space directions. However, for the effect we are computing, only the coordinate along the $z$ direction is relevant (see section A of the appendix).

Since $V_{\text{CSL}}$ is not deterministic, all predictions need to be computed by averaging over the noise. However, the averaged phase difference acquired during passage of the atom interferometer vanishes as a consequence of $\mathbb{E}[w(r, t)] = 0$. Therefore, CSL effects can not be observed as a phase shift.

On the other hand, the noise has a nonzero second moment since $\mathbb{E}[w(r, t)w(r', t')] = \delta (r - r') \delta(t - t')$. Therefore, we expect deviations in the variance of $\Delta \phi_{\text{CSL}}$. Through a straightforward calculation reported in section A of the appendix we show that

$$\mathbb{E}[\Delta \phi_{\text{CSL}}^2] = \mathbb{E} \left[ \frac{1}{\hbar^2} \oint_{\text{ABCDA}} \oint_{\text{ABCDA}} V_{\text{CSL}}(z(t), t)V_{\text{CSL}}(z(t'), t') dt dt' \right] = 4\lambda_{\text{CSL}} N^2 T \left[ 1 - \frac{\sqrt{\pi}}{2} \text{erf} \left( \frac{v_2 - v_1}{2r_C} T \right) \right]. \quad (5)$$

Here, $v_1$ and $v_2$ are the velocities of the two arms of the atom interferometer as shown in fig. 1. In the case of our light-pulse atom interferometer, this velocity difference is induced by driving Raman transitions with an effective wave number $k_{\text{eff}} = (v_2 - v_1)/(\hbar m_{\text{Rb}})$ and $m_{\text{Rb}}$ the mass of a $^{87}\text{Rb}$ atom.

A variance in the expectation value of the phase will result in a loss of fringe contrast of the atom interferometer which is determined by the relative population of the two ground states. This relative state population depends on the relative phase difference and is described by

$$P = \frac{1}{4} \mathbb{E} \left[ 1 + \exp(i\Delta \phi_0) \cdot \exp(i\Delta \phi_{\text{CSL}}) \right]^2 \quad (6)$$

where the phase difference in a light-pulse MZI is [28, 29]

$$\Delta \phi_0 = \left( k_{\text{eff}} g - \alpha \right) T^2, \quad (7)$$

with the gravitational acceleration $g$ (we omit a gravity gradient), $\alpha$ the two-photon detuning chirp rate and $T$ the pulse separation time of the MZI. By choosing an appropriate chirp rate $\alpha$, it is possible to compensate for the phase shift induced due to gravity by effectively moving the frame falling with the atoms [30], i.e. the frame depicted in fig. 1. In this case, the phase difference $\Delta \phi_0$ in eq. (7) is zero for all $T$.

The average over the noise in eq. (6) can be computed exactly since the noise is Gaussian to obtain

$$P = \frac{1}{2} \left[ 1 + \exp \left( -\frac{\mathbb{E}[\Delta \phi_{\text{CSL}}^2]}{2} \right) \cdot \cos(\Delta \phi_0) \right]. \quad (8)$$

Our result shows an exponential loss of contrast. The strength of this loss depends on the collapse rate $\lambda_{\text{CSL}}$, the correlation length $r_C$, the number of nucleons squared $N^2$, the time of the experiment $2T$ and the velocities of the two wave packets $v_1$ and $v_2$. 

---

FIG. 1. Atom interferometer in Mach-Zehnder configuration using stimulated Raman transitions between two hyperfine ground states $|F = 1\rangle$ and $|F = 2\rangle$. The paths are used in the path integral approach outlined in the text.
According to eqs. 5 and 8, there are two relevant regimes: (i) When $r_C$ is much larger than the maximum distance between the interferometer arms $(v_2 - v_1)T \sim 10^{-3}$ m, the loss of contrast gets smaller as $r_C$ increases. Consequently, the bound on $\lambda_{\text{CSL}}$ gets weaker for larger $r_C$. (ii) When $r_C \ll (v_2 - v_1)T \sim 10^{-3}$ m, the error function in eq. 7 becomes negligible and the damping factor $E[\Delta \phi_{\text{CSL}}^2]$ becomes independent of $r_C$. Therefore, the bound on $\lambda_{\text{CSL}}$ becomes constant, i.e. independent of $r_C$ as well.

While having the merit of being relatively simple and giving a good insight into the physics of the problem, the analysis presented until now completely neglects the finite size of the atomic wave packets $\ell$. This approach is a reasonable approximation as far as $r_C \geq \ell$. However, for smaller $r_C$ a wave packet analysis is required. This analysis is detailed in section B of the appendix: In order to observe interference, we require that the two wave packets in the interferometer have sufficient spatial overlap at time $2T$. This requirement leads to an upper bound for the ratio $\lambda_{\text{CSL}}/\ell^2$, i.e. the bound gets stronger as $r_C$ decreases. For the experimental parameters investigated in this work, this bound is stronger than the one obtained from eqs. 5 and 8 (which neglects the finite wave packet size) if $r_C \leq 3.8 \times 10^{-6}$ m.

III. EXPERIMENT & RESULTS

In this section we describe the measurement protocol for multiple contrast measurements over different interferometry times $2T$. We use the observed loss in contrast to estimate an upper bound for $\lambda_{\text{CSL}}$ in equation 8. See fig. 2 for a sketch and 51 for a more detailed description of the experimental apparatus.

The atom interferometer is formed by driving stimulated Raman transitions between the two hyperfine ground states $F = 1$ and $F = 2$ of $^{87}$Rb by counter-propagating laser beams. The velocity difference between the two arms of interferometer is $v_1 - v_2 \approx 11 \times 10^{-3}$ m s$^{-1}$. For a single measurement, a laser-cooled cloud of about $10^9$ $^{87}$Rb atoms is launched upwards using moving molasses with a temperature of $\sim 2 \mu$K into a magnetically shielded interferometry tube. Atoms within a narrow velocity class along the $z$ direction corresponding to a vertical temperature of $\sim 80$ nK are selected by Doppler sensitive stimulated Raman transitions and the other atoms are removed from the sample by a blow-away laser pulse. After selecting atoms in the first-order magnetically insensitive $m_F = 0$ states by employing a microwave pulse and another blow-away pulse, the remaining $\sim 2 \times 10^7$ atoms are interrogated by three consecutive laser pulses forming a Mach-Zehnder interferometer.

The maximum pulse separation time is limited by the height of our interferometry tube and is 260 ms. As the cloud falls, it eventually passes the detection region in which the relative population $P$ of the two ground states is determined via normalized fluorescence detection of $\sim 5 \times 10^5$ atoms within the sample.

In order to obtain an interference fringe, this procedure is repeated under variation of the two-photon detuning chirp rate $\alpha$ while the interferometry time $2T$ stays constant. Three interference fringes for different pulse separation times $T$ are shown in fig. 3. From these measurements, we obtain $C$ by a least-squares fit to

$$P(\alpha) = P_{\text{mean}} + \frac{1}{2} C \cos \left( (\alpha_0 - \alpha)T^2 \right)$$  \hspace{1cm} (9)$$

where $P_{\text{mean}}$, $C$ and $\alpha_0$ are free parameters.

As a proof-of-principle demonstration of the method presented in this paper, we analyze data that were col-


\[ \ln C(T) = \ln C_0 - 2\lambda_{\text{CSL}} N^2 T, \] 

where \( \ln C_0 \) and \( \lambda_{\text{CSL}} \) are free parameters. The loss of contrast \( C_0 \) independent of \( T \) is due to the uncertainty of \( \Delta \phi_0 \) in eq. (6). To give a conservative estimate, we neglect other mechanisms for loss of contrast inherent in the experiment and attribute them to a potential CSL effect. The CSL parameters excluded by our analysis are presented in fig. 5 alongside the results from other interferometric measurements.

In fig. 5 we evaluated our data explicitly including the term dependent on \( r_C \) in eq. (5) in order to get the correct bound for larger values of \( r_C \). For the approximated eq. (9), we obtain an upper bound on the collapse rate \( \lambda_{\text{CSL}} \leq 5.6(7) \times 10^{-5} \text{s}^{-1} \) where the bound on \( \lambda_{\text{CSL}} \) is not dependent on \( r_C \).

As discussed in section IV, we can obtain a stronger bound for small \( r_C \) by requiring that the two wave packets used in the interferometer have a relevant overlap at time \( 2T \). For our experimental parameters, this leads to a bound of \( \lambda_{\text{CSL}}/r_C^2 \leq 3.9 \times 10^6 \text{m}^{-2} \text{s}^{-1} \). This bound becomes stronger than \( \lambda_{\text{CSL}} \leq 5.6(7) \times 10^{-5} \text{s}^{-1} \) for \( r_C \leq 3.8 \times 10^{-6} \text{m} \) and is thus reported as the diagonal section of the red solid line in fig. 5.

FIG. 5. Exclusion plot for the CSL parameters comparing different interferometric methods as compiled in Ref. [13]: atom interferometry [25] (green dashed and red solid line), interferometry with entangled diamonds [34, 35] (orange dotted line) and molecular interferometry [9, 26] (blue dash-dotted line). Shaded areas indicate the excluded regions and Adler’s theoretical predictions [16] are shown for comparison. Note that stronger bounds on the CSL parameters can be established by non-interferometric experiments not shown in this figure [14].

IV. SUMMARY & OUTLOOK

Using the path integral formalism, we derived the variance of the phase difference occurring in a Mach-Zehnder atom interferometer due to the nonlinear and stochastic additions of CSL to the Schrödinger equation. This yields an exponential decrease of the contrast proportional to the interrogation time \( T \) and the square of the number of nucleons \( N^2 \). We measured the contrast for \( T \) ranging from 11 ms up to 260 ms and found bounds for the CSL parameters reported in fig. 5.

This result could further be improved by characterizing other mechanisms of contrast loss. We identify two major sources for decreased contrast in our experiment from numerical simulations: (i) the finite size and temperature of the atomic sample and its convolution with the Gaussian intensity profile of the laser beams leading to varying Rabi frequencies and, thus, reduced transfer efficiencies of the laser pulses; (ii) the finite temperature of the atomic sample along the laser beams giving rise to Doppler shifts, again resulting in reduced transfer efficiencies. However, these effects have not been studied experimentally for our setup, yet.

Using modern tools of atom interferometry, the bounds on \( \lambda_{\text{CSL}} \) could be further lowered. By employing high momentum transfer beam splitters [38] CSL could be tested for larger \( r_C \) using our method. Further improvements are within reach using ultracold atomic sources and squeezing techniques [39] and the mechanisms of contrast loss could be studied at extended interferometry times \( T \) such as in large atomic fountains [33], op-
Acknowledgments

We thank Angelo Bassi, Holger Müller, Matteo Carlenss and Francesco Intravaia for helpful comments.

This work is supported by the German Space Agency DLR with funds provided by the Federal Ministry of Economics and Technology (BMWi) under grant numbers DLR 50WM1953, 50WP1702, 50WP2102, 50WM2052 and 50WP1432. S.D. acknowledges support from the Fetzer Franklin Fund and INFN.

Author Contributions

S. Vowe: Conceptualization (lead); Data curation (supporting); Formal analysis (supporting); Methodology (supporting); Visualization (supporting); Writing - original draft (equal); Writing - review & editing (supporting). S. Donadi: Conceptualization (supporting); Methodology (lead); Visualization (supporting); Writing - original draft (equal); Writing - review & editing (supporting). V. Schkolnik: Data curation (lead); Writing - original draft (supporting); Writing - review & editing (supporting). A. Peters: Resources (equal); Writing - original draft (supporting). B. Leykauf: Data curation (supporting); Formal analysis (lead); Project administration (equal); Visualization (lead); Writing - original draft (supporting); Writing - review & editing (lead). M. Krutzik: Conceptualization (supporting); Project administration (equal); Resources (equal); Writing - original draft (supporting); Writing - review & editing (supporting).

Appendix A: Computation of eq. (5) of the main text

The evolution of $z(t)$ and $\dot{z}(t)$ in the free falling frame along the paths $ABC$ and $ADC$ is (see fig. 1 in the main text)

- AB: $z_{AB}(t) = v_2 t, \quad \dot{z}_{AB} = v_2$
- AD: $z_{AD}(t) = v_1 t, \quad \dot{z}_{AD} = v_1$

$\forall t \in [0, T]$

- BC: $z_{BC}(t) = v_2 T + v_1 (t - T), \quad \dot{z}_{BC} = v_1$
- DC: $z_{DC}(t) = v_1 T + v_2 (t - T), \quad \dot{z}_{DC} = v_2$

$\forall t \in [T, 2T]$

The terms in eqs. (4) and (5) of the main text can be evaluated by calculating the integrals along these paths. For example, the integral along the path ABC is given by

$$\int_{ABC} V_{CSL}(z(t), t) dt = \int_0^T V_{CSL}(z_{AB}(t), t) dt + \int_T^{2T} V_{CSL}(z_{BC}(t), t) dt$$

(A1)

and similarly for the other one.

We now derive the result in eq. (5):

$$\mathbb{E} [\Delta \phi^2_{CSL}] = \mathbb{E} \left[ \frac{1}{\hbar^2} \int_{ABC} \int_{ABCD} V_{CSL}(z(t), t) V_{CSL}(z(t'), t') dt dt' \right]$$

$$= \mathbb{E} \left[ \frac{1}{\hbar^2} \left( \int_{ABC} V_{CSL}(z(t), t) - \int_{ABC} V_{CSL}(z(t'), t') \right) \left( \int_{ABC} V_{CSL}(z(t'), t') - \int_{ADC} V_{CSL}(z(t'), t') \right) dt dt' \right]$$

(A2)

$$= \phi^{UU} - \phi^{UD} - \phi^{DU} + \phi^{DD},$$

where the superscript $U$ refers to the upper path ABC and $D$ to the lower path ADC (see fig. 1 in the main text). In eq. (A2), each of the four terms introduced in the last line has the form (here and below $X = U, D$ and $Y = U, D$)

$$\phi^{XY} := \mathbb{E} \left[ \frac{1}{\hbar^2} \int_0^T dt V_{CSL}^X(t) \int_0^T dt' V_{CSL}^Y(t') \right]$$

(A3)
and

\[ V_{\text{CSL}}^X(t) = -\frac{\hbar \sqrt{\lambda_{\text{CSL}}}}{(\sqrt{\pi}r_C)^{3/2}} \int ds \ w(s,t) e^{-(s-q_X(0))^2} \]  \hspace{1cm} (A4)

with \( q^{U(D)}(t) \) the trajectory along the points ABC(ADC). Then eq. (A3) becomes

\[ \phi_{XY} = \frac{\lambda_{\text{CSL}}N^2}{(\sqrt{\pi}r_C)^{3}} \int_0^{2T} dt \int_0^{2T} dt' \int ds \int ds' e^{-(s-q_X(0))^2} e^{-(s'-q_Y(0))^2} \ E[w(s,t)w(s',t')] \]

\[ = \frac{\lambda_{\text{CSL}}N^2}{(\sqrt{\pi}r_C)^{3}} \int_0^{2T} dt \int ds \ e^{-(s-q_X(0))^2} e^{-(s'-q_Y(0))^2} \]

\[ = \frac{\lambda_{\text{CSL}}N^2}{\sqrt{\pi}r_C} \int_0^{2T} dt \ e^{-(q_X(0)-q_Y(0))^2} . \]  \hspace{1cm} (A5)

We see immediately that

\[ \phi^{UU} = \phi^{DD} = 2\lambda_{\text{CSL}}N^2T, \]

while

\[ \phi^{UD} = \phi^{DU} = \lambda_{\text{CSL}}N^2 \int_0^{2T} dt \ e^{-(z_A(t)-z_D(t))^2} \]

\[ = \lambda_{\text{CSL}}N^2 \left( \int_0^T dt \ e^{-(z_{AB}(t)-z_{AD}(t))^2} + \int_T^{2T} dt \ e^{-(z_{BC}(t)-z_{DC}(t))^2} \right) \]

\[ = \lambda_{\text{CSL}}N^2 \left( \int_0^T dt \ e^{-((v_2-v_1)^2/4r_C^2)} + \int_T^{2T} dt \ e^{-(((v_2-v_1)^2(2T-t))^2/4r_C^2)} \right) \]

\[ = \lambda_{\text{CSL}}N^2 \frac{\sqrt{\pi} \text{erf} \left( \frac{v_2-v_1}{2r_C} \right) T}{\left( \frac{v_2-v_1}{2r_C} \right)}, \]  \hspace{1cm} (A7)

where we used\(^1\)

\[ z_{AB}(t) - z_{AD}(t) = (v_2-v_1)t, \quad z_{BC}(t) - z_{DC}(t) = (v_2-v_1)(2T-t). \]

\[ \text{(A8)} \]

and the fact that \( x^U(t) = x^D(t) \) and \( y^U(t) = y^D(t) \) as the paths differ only along the \( z \) direction. Inserting the results from eqs. (A6) and (A7) into eq. (A2) one obtains the result in eq. (5) in the main text.

**Appendix B: An analysis using wave packets**

In this appendix, we discuss CSL effects on atom interferometry performing a more detailed analysis which accounts for the finite extent of the wave packets. As we will see, this will not change the decay of the coherences between the wave packets, confirming the results from the calculation in the main text. However, we will also see that a new effect arises, which is relevant for small \( r_C \): by requiring that the two wave packets overlap at the end of the interferometer (i.e. at time \( t = 2T \)), we can set another bound on the CSL parameters.

We start by modelling the state of each atom, after the action of the first \( \pi/2 \)-pulse, as a superposition of two Gaussian wave packets with width \( \sigma \):

\[ |\psi(0)\rangle = \frac{|\psi_1\rangle + |\psi_2\rangle}{\sqrt{2}} \]  \hspace{1cm} (B1)

\(^1\) The paths considered here are those seen by an observer in the free falling frame. However, the result would be the same for an observer in the laboratory frame: this is because the effect of CSL on the phase shift depends only on the difference between the two paths, which is the same in both frames.
where
\[
\psi_j(x) = \frac{1}{(\sqrt{2\pi}\sigma)^2} e^{-\frac{x^2}{2\sigma^2} + ik_j z} \quad \text{with} \quad k_1 \neq k_2.
\] (B2)

The corresponding statistical operator is
\[
\rho(0) = \frac{1}{2} \sum_{i,j=1}^2 |\psi_i\rangle\langle\psi_j|.
\] (B3)

Given this initial state, the free evolution of the statistical operator from 0 to \(T\) can be computed using the relation
\[
\rho_{ij}^{\text{CSL}}(x, y, T) = \frac{1}{(2\pi)^3} \int dk \int dw e^{-ik\cdot w} F^{\text{CSL}}(k, x - y, t) \rho_{ij}^{\text{QM}}(x + w, y + w, T)
\] (B4)

where
\[
F^{\text{CSL}}(k, x - y, t) = \exp \left[ -\frac{\lambda_{\text{CSL}}}{m_0^2} t \left( 1 - \frac{1}{t} \int_0^t d\tau e^{-\frac{(z - w + \lambda/\epsilon)}{\sigma_T^2}} \right) \right]
\] (B5)

and \(\rho_{ij}^{\text{QM}}\) is the statistical operator evolved according to the free Schrödinger equation
\[
\rho_{ij}^{\text{QM}}(x, y, T) = e^{i(k_i \cdot x - k_j \cdot y)} \psi_i(x)\psi_j^*(y)
\] (B6)

where
\[
\psi_j(x) = \frac{1}{(\sqrt{2\pi}\sigma)^2} e^{-\frac{(x-x_j)^2}{2\sigma^2}},
\] (B7)

with \(x_j := \frac{\hbar T}{m} k_j\) and \(\sigma_T = \sigma \sqrt{1 + \frac{\hbar T}{2m\sigma^2}}\).

Starting from eq. (B4), we first perform the integration in \(w\), that gives:
\[
I_{ij}(x, y, T) := \int \, dw \, e^{-ik\cdot w} \rho_{ij}^{\text{QM}}(x + w, y + w, T)
\]
\[
= \left( \frac{\sigma}{\sigma_T} \right)^3 \exp \left\{ \frac{i}{2} \left[ k \cdot (x - x_i - x_j + y) + k_i \cdot (x + x_i + x_j - y) + k_j \cdot (x - x_i - x_j - y) \right] \right\} \times e^{-\frac{\sigma_T^2}{2} \frac{(k_k + k_j)^2}{\sigma_T^2}}
\] (B8)

and eq. (B4) becomes
\[
\rho_{ij}^{\text{CSL}}(x, y, T) = \frac{1}{(2\pi)^3} \int dk F^{\text{CSL}}(k, x - y, T) I_{ij}(x, y, T).
\] (B9)

This equation will be the starting point for the following analysis. First, we will study the dynamics of the off-diagonal terms \((i \neq j)\) and show that they are not affected by the finite size of the wave packets for all values of \(r_C\) (A); then we show how CSL diffusion affects the diagonal elements, i.e. the dynamics of each wave packet (B). By requiring that the wave packets have a relevant overlap at time \(2T\), we find a bound on the ratio \(\lambda/r_C^2\).

1. Study of the off-diagonal terms

We study the term \(\rho_{12}^{\text{CSL}}\). Then eq. (B9) becomes
\[
\rho_{12}^{\text{CSL}}(x, y, T) = \frac{1}{(2\pi)^3} \int dk F^{\text{CSL}}(k, x - y, T) I_{12}(x, y, T).
\] (B10)
The calculation for $\rho_2^{\text{CSL}}$ is identical with the simple replacement $k_1 \leftrightarrow k_2$. Looking at the terms in the last line of eq. (B8), one can see that the only relevant contributions to the integral are in the range where

$$|k| \simeq |k_1 - k_2| \pm \ell_{tr}^{-1} \quad \text{and} \quad |x - y| \simeq |x_1 - x_2| \pm \ell_T$$

(B11)

with $\ell_T = \sigma_T \sqrt{1 + \frac{\hbar^2 x^2}{4m^2 \sigma_T^2}}$ ($\sigma_T$ cannot be taken directly as the width of the Gaussian, being a complex quantity). For the setup considered here, we have

$$|k_1 - k_2| \simeq 1.6 \times 10^7 \text{ m}^{-1}, \quad |x_1 - x_2| \simeq 3 \times 10^{-3} \text{ m} \quad \text{and} \quad \ell_T \simeq 7 \times 10^{-5} \text{ m},$$

(to compute $\ell_T$ we took $\sigma = 10^{-6}$ m and $T = 190$ ms). Hence, $|x_1 - x_2| \gg \ell_T$ and $|k_1 - k_2| \gg \ell_{tr}^{-1}$. This confirms that if the wave packet size is much smaller than the distance between the two, the details about their extent are irrelevant when studying the coherences. Thus, we can approximate the factor accounting for CSL effects in eq. (B9) as

$$F^{\text{CSL}}(k, x - y, t) \simeq \exp \left[ -\lambda_{\text{CSL}} \frac{m^2}{m_0^2} \left( 1 - \frac{1}{T} \int_0^T d\tau \ e^{-\frac{(x_1 - x_2 + \frac{\hbar(k_1 - k_2)x}{m})^2}{4r_C^2}} \right) \right].$$

(B12)

i.e. the CSL factor becomes independent of $k$ and $x - y$ and can be taken out of the integral in eq. (B10). This implies

$$\rho_{12}^{\text{CSL}}(x, y, T) \simeq \exp \left[ -\lambda_{\text{CSL}} \frac{m^2}{m_0^2} T \left( 1 - \frac{1}{T} \int_0^T d\tau \ e^{-\frac{(x_1 - x_2 + \frac{\hbar(k_1 - k_2)x}{m})^2}{4r_C^2}} \right) \right] \rho_{12}^{\text{QM}}(x, y, T)$$

$$= \exp \left[ -\lambda_{\text{CSL}} \frac{m^2}{m_0^2} T \left( 1 - \frac{1}{T} \int_0^T d\tau \ e^{-\frac{\hbar^2}{4r_C^2} (k_1 - k_2)^2 \tau^2} \right) \right] \rho_{12}^{\text{QM}}(x, y, T)$$

(B13)

where we used $x_j := \frac{\hbar T}{k} k_j$ and performed the change of variable $T - \tau \rightarrow \tau$.

We have shown that CSL effects on the off diagonal elements are independent from the wave functions spatial extent and we will now take a closer look at two relevant regimes of $r_C$:

- $r_C \gg |x_1 - x_2|$: In this case, since $\frac{\hbar |k_1 - k_2| \tau}{m} \leq |x_1 - x_2|$ (with the equivalence when $\tau = T$), we can expand the exponential and obtain

$$\rho_{12}^{\text{CSL}}(x, y, T) \simeq \exp \left[ -\lambda_{\text{CSL}} \frac{\hbar^2}{12r_C^2} (k_1 - k_2)^2 T^2 \right] \rho_{12}^{\text{QM}}(x, y, T).$$

(B14)

- $r_C \ll |x_1 - x_2|$: Here, one gets

$$\rho_{12}^{\text{CSL}}(x, y, T) \simeq \exp \left[ -\lambda_{\text{CSL}} \frac{m^2}{m_0^2} T \right] \rho_{12}^{\text{QM}}(x, y, T).$$

(B15)

Eqs. (B14), (B15) describe the loss of coherences due to CSL from time 0 to time $T$. The evolution from $T$ to $2T$, after the $\pi$ pulse, is precisely the same, just starting with the two wave packets spatially separated and then converging to the same point. This implies that the final damping factor will be the same as in eqs. (B14), (B15) only with the exponents doubled. These damping factors are in agreement with the result in the main text.

2. Study of the diagonal terms

We now consider the evolution of the diagonal terms which are of the form

$$\rho_{ii}^{\text{CSL}}(x, y, T) = \frac{1}{(2\pi)^3} \int d\mathbf{k} F^{\text{CSL}}(\mathbf{k}, x - y, T) I_{ii}(x, y, T)$$

(B16)

with $i = 1, 2$ and

$$I_{ii}(x, y, T) = \left( \frac{\sigma}{\sigma_T} \right)^3 \exp \left\{ \frac{i}{2} \left[ k_1 \cdot (x - 2x_i + y) + 2k_i \cdot (x - y) \right] \right\} e^{-\frac{x_i^2}{2}} k^2 e^{-\frac{(x-y)^2}{8\sigma_T^2}}$$

(B17)
In this case, the two Gaussian in eq. \( \text{[B17]} \) imply that the relevant ranges for \( k \) and \( x - y \) are

\[
|k| \leq \pm \ell_T^{-1} \\
|x - y| \leq \pm \ell_T.
\]  

As before, we consider two regimes:

- \( r_C \gg \ell_T \): Here, the second term in the exponent of the CSL factor \( F^{\text{CSL}} \) in eq. \( \text{[B5]} \) is always very close to 1, hence, to the lowest order CSL effects are negligible. This is expected since by studying the diagonal elements we are focusing on the evolution of each single wave packet: when the size of a wave packet \( \ell_T \) is much smaller than \( r_C \), it is well known that CSL effects become negligible.

- \( r_C \leq \ell_T \): In this regime the diagonal elements are affected by the CSL induced collapse. This does not come as a surprise since, heuristically, \( r_C \) gives the spatial resolution of the collapse. The analysis of this regime is non-trivial because there are no approximations valid for all times to simplify \( F^{\text{CSL}} \) in eq. \( \text{[B5]} \). However, this regime is not relevant for our analysis since for such small values of \( r_C \) we can set much stronger bounds by requiring that the two wave packets have to overlap at the same region in space at time \( 2T \).

In fact, the CSL-induced noise responsible for the collapse also implies (together with the collapse of spatial superposition) a diffusion (quite similar to Brownian motion) that induces an increase of the average energy of the system. This heating effect for a mass \( m \) is given by CSL heating rate is \( [2] \)

\[
\langle H_t \rangle = \langle H_0 \rangle + \frac{3m \hbar^2 \lambda_{\text{CSL}}}{4m^2 r_C^2} t.
\]  

Corresponding to this heating, there is an increase in the position variance, which, focusing just in the \( z \) direction where interferometry is performed, is given by

\[
\langle \Delta z^2 \rangle_t = \langle \Delta z^2 \rangle_t^{\text{QM}} + \langle \Delta z^2 \rangle_t^{\text{CSL}}
\]  

where \( \Delta z^2 := z^2 - \langle z \rangle^2 \), \( \langle \Delta z^2 \rangle_t^{\text{QM}} \) is the standard quantum mechanical spread and

\[
\langle \Delta z^2 \rangle_t^{\text{CSL}} = \frac{\lambda_{\text{CSL}} \hbar^2}{6m^2 r_C} t^3.
\]

The last term accounts for the diffusion in space induced by CSL. It should be noted that eq. \( \text{[B21]} \) describes the spread of a statistical ensemble of atoms, not the spread of the individual atoms’ wave functions. Furthermore note that this increase of variance due to CSL is not in contradiction with the fact that the model collapses in position. The effect of CSL is indeed to shrink the wave packet, compared to what one would obtain just with only the Schrödinger evolution \( [2] \). However, the location where the wave packet will collapse is not always the same (otherwise there would be a clear violation of the Born rule). Overall this leads to an increase in the position variance, \( \langle \Delta z^2 \rangle_t^{\text{CSL}} \), which quantifies the extension of the space region where the wave packet is randomly diffused. For a detailed and quantitative analysis of this point with a simpler collapse model where all the dynamics can be solved exactly, see \[14\].

In order to see interferometric effects, a necessary condition is that the two wave packets recombine after the last \( \pi/2 \) pulse. This is not possible if the diffusion in position induced by the CSL model \( \sqrt{\langle \Delta z^2 \rangle_t^{\text{CSL}}} \) is much larger than the wave packet size \( \ell_{2T} = \sqrt{\langle \Delta z^2 \rangle_t^{\text{QM}}} \) at the final time \( 2T \). Hence, to be conservative we require \( \sqrt{\langle \Delta z^2 \rangle_t^{\text{CSL}}} \leq 0.1 \times \ell_{2T} \), which leads to

\[
\frac{\lambda_{\text{CSL}}}{r_C^2} \leq \frac{0.01 \cdot \ell_{2T} \cdot 6m^2}{\hbar^2 (2T)^3} \approx 3.9 \times 10^6 \text{ m}^{-2} \text{s}^{-1},
\]  

where we took according to the experiment \( 2T \approx 520 \text{ ms} \) and \( \ell_{2T} = \sqrt{\langle \Delta z^2 \rangle_t^{\text{QM}}} \approx 1.9 \times 10^{-4} \text{ m} \) when taking the initial wave packet spread as \( \sigma = 10^{-6} \text{ m} \) and \( m = 1.44 \times 10^{-25} \text{ kg} \) the mass of a \( {}^{87}\text{Rb} \) atom. Note that inequality \( \text{[B22]} \) states a necessary condition to observe interference in our experiment. Thus, we can exclude the part of the parameter space where eq. \( \text{[B22]} \) is not fulfilled. Furthermore note that, contrary to typical interference experiments where the reduction of the fringes visibility is due to the accumulation of different phases by each wave packet of the superposition, here the loss of contrast is due to the possibly small overlap of the two wave packets at final time \( 2T \).
The bound in eq. (B23) corresponds to the diagonal bound reported in Figure 5 in the main text. In particular, when \( r_c \lesssim 10^{-6} \) m, this bound is stronger than the one found due to the interferometric effects described in section A of the appendix. We note that this bound is conservative since we took as a size of the wave packet \( \ell \) which accounts only for the Schrödinger evolution; if one includes also the shrinking of the wave packet due to collapse, the bound may become even stronger.

[1] G. C. Ghirardi, A. Rimini, and T. Weber, Physical Review D 34, 470 (1986).
[2] A. Bassi and G. Ghirardi, Physics Reports 379, 257 (2003).
[3] A. Bassi, K. Lochan, S. Sadik, T. P. Singh, and H. Ulbricht, Reviews of Modern Physics 85, 471 (2013).
[4] G. C. Ghirardi, P. Pearle, and A. Rimini, Phys. Rev. A 42, 78 (1990).
[5] M. Bilardello, S. Donadi, A. Vinante, and A. Bassi, Physica A: Statistical Mechanics and its Applications 462, 764–782 (2016) arXiv:1605.01891 [quant-ph].
[6] M. Carlesso, A. Bassi, P. Falleri, and A. Vinante, Physical Review D 94, 124036 (2016).
[7] K. Piscicchia, A. Bassi, C. Curceanu, R. D. Grande, S. Donadi, B. C. Hiesmayr, and A. Pichler, Entropy 19, 319 (2017).
[8] A. Vinante, R. Mezzena, P. Falleri, M. Carlesso, and A. Bassi, Physical review letters 119, 110401 (2017).
[9] Y. Y. Fein, P. Geyer, P. Zwick, F. Kialka, S. Pedalino, M. Mayor, S. Gerlich, and M. Arndt, Nature Physics 15, 1242 (2019).
[10] S. L. Adler, A. Bassi, M. Carlesso, and A. Vinante, Phys. Rev. D 99, 103001 (2019).
[11] A. Vinante, M. Carlesso, A. Bassi, A. Chiasera, S. Varas, P. Falleri, B. Margesin, R. Mezzena, and H. Ulbricht, Phys. Rev. Lett. 125, 100404 (2020).
[12] D. Zheng, Y. Leng, X. Kong, R. Li, Z. Wang, X. Luo, J. Zhao, C.-K. Duan, P. Huang, J. Du, M. Carlesso, and A. Bassi, Phys. Rev. Research 2, 013057 (2020).
[13] M. Carlesso and S. Donadi, in Advances in Open Systems and Fundamental Tests of Quantum Mechanics, edited by B. Vacchini, H.-P. Breuer, and A. Bassi (Springer International Publishing, Cham, 2019) pp. 1–13.
[14] M. Carlesso, S. Donadi, L. Ferialdi, M. Paternostro, H. Ulbricht, and A. Bassi, Nature Physics 18, 243 (2022).
[15] B. Schrinski, K. Hornberger, and S. Nimmrichter, Quantum Science and Technology 2, 044010 (2017).
[16] S. L. Adler and A. Bassi, Journal of Physics A: Mathematical and Theoretical 40, 15083 (2007).
[17] A. Peters, K. Y. Chung, and S. Chu, Metrologia 38, 25 (2001).
[18] J. M. McGuirk, G. T. Foster, J. B. Fixler, M. J. Snadden, and M. A. Kasevich, Phys. Rev. A 65, 033608 (2002).
[19] T. L. Gustavson, P. Bouyer, and M. A. Kasevich, Phys. Rev. Lett. 78, 2046 (1997).
[20] A. Wicht, J. M. Hensley, E. Sarajlic, and S. Chu, Physica Scripta T102, 82 (2002).
[21] C. Yu, W. Zhong, B. Estey, J. Kwan, R. H. Parker, and H. Müller, Annalen der Physik 531, 1800346 (2019).
[22] A. Bertoldi, G. Lamporesi, L. Cacciapuoti, M. de Angelis, M. Fattori, T. Petelski, A. Peters, M. Prevedelli, J. Stuhler, and G. M. Tino, The European Physical Journal D - Atomic, Optical and Plasma Physics 40, 271 (2006).
[23] K.-Y. Chung, S.-w. Chio, S. Herrmann, S. Chu, and H. Müller, Phys. Rev. D 80, 016002 (2009).
[24] S. Dimopoulos, P. W. Graham, J. M. Hogan, and M. A. Kasevich, Phys. Rev. Lett. 98, 111102 (2007).
[25] P. Hamilton, M. Jaffe, P. Haslinger, Q. Simmons, H. Müller, and J. Khoury, Science 349, 849 (2015).
[26] D. Schlipphart, J. Hartwig, H. Albers, L. L. Richardson, C. Schubert, A. Roura, W. P. Schleich, W. Ertmer, and E. M. Rasel, Phys. Rev. Lett. 112, 203002 (2014).
[27] Pippa Storey and Claude Cohen-Tannoudji, J. Phys. II France 4, 1999 (1994).
[28] C. Antoine, Applied Physics B 84, 585 (2006).
[29] P. Cheinet, Conception et réalisation d’un gravimètre à atomes froids, Ph.d. thesis Université Pierre et Marie Curie - Paris VI (2006).
[30] B. C. Young, M. Kasevich, and S. Chu, in Atom Interferometry, edited by P. R. Berman (Academic Press, 1997) pp. 363–406.
[31] M. Hauth, C. Freier, V. Schkolnik, A. Senger, M. Schmidt, and A. Peters, Applied Physics B: Lasers and Optics 113, 49 (2013).
[32] C. Freier, M. Hauth, V. Schkolnik, B. Leykauf, M. Schilling, H. Wziontek, H. G. Scherner, J. Müller, and A. Peters, Journal of Physics: Conference Series 723, 012050 (2016).
[33] T. Kovachy, P. Asenbaum, C. Overstreet, C. A. Donnelly, S. M. Dickerson, A. Sugarbaker, J. M. Hogan, and M. A. Kasevich, Nature 528, 530 (2015).
[34] K. C. Lee, M. R. Sprague, B. J. Sussman, J. Nunn, N. K. Langford, X. M. Jin, T. Champion, P. Michelberger, K. F. Reim, D. England, D. Jaksch, and I. A. Walmsley, Science 334, 1253 (2011).
[35] S. Belli, R. Bonsignori, G. D’Auria, M. Farrari, M. Martini, S. Peirone, S. Donadi, and A. Bassi, Phys. Rev. A 94, 012108 (2016).
[36] S. Nimmrichter, K. Hornberger, P. Haslinger, and M. Arndt, Phys. Rev. A 83, 033608 (2002).
[37] M. Törös, G. Gasbarri, and A. Bassi, Physics Letters A 381, 3921 (2017).
[38] M. Gebbe, J. N. Siemf, M. Gersemann, H. Müntinga, S. Herrmann, C. Lämmerzahl, H. Ahlers, N. Gaaloul, C. Schubert, K. Hammerer, S. Abend, and E. M. Rasel, Nature Communications 12, 2544 (2021).
[39] B. Schrinski, K. Hornberger, and S. Nimmrichter, arXiv e-prints (2020), arXiv:2008.13580 [physics.quant-ph].

[40] V. Xu, M. Jaffe, C. D. Panda, S. L. Kristensen, L. W. Clark, and H. Müller, Science 366, 745 (2019).

[41] H. Müntinga, H. Ahlers, M. Krutzik, A. Wenzlowski, S. Arnold, D. Becker, K. Bongs, H. Dittus, H. Duncker, N. Gaaloul, C. Gherasim, E. Giese, C. Grzeschik, T. W. Hänsch, O. Hellmig, W. Herr, S. Herrmann, E. Kajari, S. Kleinert, C. Lämmerzahl, W. Lewoczko-Adamczyk, J. Malcolm, N. Meyer, R. Nolte, A. Peters, M. Popp, J. Reichel, A. Roura, J. Rudolph, M. Schiemangk, M. Schneider, S. T. Seidel, K. Sengstock, V. Tamma, T. Valenzuela, A. Vogel, R. Walser, T. Wendrich, P. Windpassinger, W. Zeller, T. Van Zoest, W. Ertmer, W. P. Schleich, and E. M. Rasel, Physical Review Letters 110, 1 (2013).

[42] M. D. Lachmann, H. Ahlers, D. Becker, A. N. Dinkelaker, J. Grosse, O. Hellmig, H. Müntinga, V. Schkolnik, S. T. Seidel, T. Wendrich, A. Wenzlowski, B. Carrick, N. Gaaloul, D. Lüdtke, C. Braxmaier, W. Ertmer, M. Krutzik, C. Lämmerzahl, A. Peters, W. P. Schleich, K. Sengstock, A. Wicht, P. Windpassinger, and E. M. Rasel, Nature Communications 12, 1317 (2021).

[43] D. C. Aveline, J. R. Williams, E. R. Elliott, C. Dutenhoffer, J. R. Kellogg, J. M. Kohel, N. E. Lay, K. Oudrhiri, R. F. Shotwell, N. Yu, and R. J. Thompson, Nature 582, 193 (2020).

[44] A. Bassi, Journal of Physics A: Mathematical and General 38, 3173 (2005).