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Abstract

In our latest studies, by introducing the novel order-preserving (OP) criterion, we have successfully addressed the widely concerned issue of the previously published mapped weighted essentially non-oscillatory (WENO) schemes that it is rather difficult to achieve high resolutions on the premise of removing spurious oscillations for long-run simulations of the hyperbolic systems. In the present study, we extend the OP criterion to the WENO-Z-type schemes as the forementioned issue has also been extensively observed numerically for these schemes. Firstly, we innovatively present the concept of the generalized mapped WENO schemes by rewriting the Z-type weights in a uniform formula from the perspective of the mapping relation. Then, we naturally introduce the OP criterion to improve the WENO-Z-type schemes, and the resultant schemes are denoted as MOP-GMWENO-X. Finally, extensive numerical experiments have been conducted to demonstrate the benefits of these new schemes. We draw the conclusion that, the convergence properties of the proposed schemes are equivalent to the corresponding WENO-X schemes. The major benefit of the new schemes is that they have the capacity to achieve high resolutions and simultaneously remove spurious oscillations for long simulations. The new schemes have the additional benefit that they can greatly decrease the post-shock oscillations on solving 2D Euler problems with strong shock waves.
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1. Introduction

Over the past several decades, the WENO methods \cite{37, 38, 26, 16, 36} have received considerable scholarly attention. The first WENO scheme that can obtain the designed convergence order of accuracy was proposed by Jiang and Shu \cite{16}, dubbed WENO-JS. By using the information of all \( r \)-point substencils of the ENO scheme \cite{11, 12, 13, 10}, WENO-JS maintains the ENO property near the region with discontinuities or large gradients and in the meantime achieves the designed convergence rates of accuracy. It was pointed out by Henrick et al. in \cite{14} that the fifth-order WENO-JS scheme can not recover the designed accuracy at critical points of order \( n_{cp} = 1 \). For function \( g \), one has \( g' = 0, g'' \neq 0 \) for \( n_{cp} = 1 \). Similarly, \( g' = 0, g'' = 0, g''' \neq 0 \) for \( n_{cp} = 2 \), etc. Then, the sufficient condition for optimality of the convergence rates of accuracy were derived in \cite{2}, and this sufficient condition can be extended to higher order cases trivially \cite{8}. In the work of Henrick et al. \cite{14}, a mapping function, namely \( (g^M)_{x(\omega^JS)} \), was designed and the resultant mapped WENO scheme, dubbed WENO-M, can achieve the designed convergence properties even in the presence of critical points. It is since the work of Henrick et al. \cite{14} that the study of different mapped WENO methods has gained momentum, and a series of new mapping functions \cite{7, 8, 19, 41, 22, 20} have been proposed by obeying the similar principles proposed by Henrick et al. \cite{14}.

Later, the work of Henrick et al. \cite{14} inspired the development of a new family of nonlinear weights, dubbed Z-type weights. From a different perspective, Borges et al. \cite{2} proposed another version of nonlinear weights by using available and previously unused information of the WENO-JS scheme. In other words, a global smoothness
indicator (GSI) of higher order, obtained via a linear combination of the original smoothness indicators of the WENO-JS scheme, was proposed and employed to devise the new nonlinear weights. The resultant scheme was denoted as WENO-Z. Because of the success of the WENO-Z scheme that its nonlinear weights can satisfy the sufficient conditions for optimality of the convergence order without any costly mapping processes, leading to superior results with almost the same computational effort of the WENO-JS method, different researchers have developed a multitude of techniques to design their Z-type weights \[9, 6, 5, 17, 1, 27, 25, 44, 32, 42, 43\] by obeying the similar principles proposed by Borges et al. \[2\]. In this paper, all the WENO schemes using Z-type weights is collectively called WENO-Z-type schemes. We will give a brief review of several WENO-Z-type schemes in subsection 2.3.

Despite the success mainly for short-output-time simulations, the family of mapped WENO schemes has a serious and ubiquitous problem in calculations with long output times, that is, they can hardly avoid spurious oscillations and meanwhile preserve high resolutions for long simulations. This disadvantage in long simulations of the mapped WENO methods was firstly noticed and carefully studied by Feng et al. \[7\] and it has attracted considerable attention over the past decade \[8, 41, 39, 40, 22, 23, 24, 21\]. However, up to now, far too little attention has been paid to the long-output-time simulations of the WENO-Z-type schemes. Indeed, our extensive calculations (see subsection 4.3 below) show that the WENO-Z-type schemes also terribly suffer from either losing high resolutions or generating numerical oscillations on long-run calculations. Nevertheless, undoubtedly, this issue is worthy of scholarly attention.

Accordingly, in this article, we would like to focus on the theme of addressing the aforementioned drawback of the WENO-Z-type schemes. First of all, we give the important observation and analysis of the implicit relationship between the nonlinear weights of the WENO-JS scheme and the Z-type weights, denoted as IMR (standing for implicit mapping relation) for simplicity. It can be found that the profiles of IMRs for various WENO-Z-type schemes are very similar to the traditional designed mapping curves (of the mapped WENO schemes) that embrace evident optimal weight intervals where the nonlinear weights are replaced by the ideal weights. It is well known that this kind of replacements appears favorable for reducing the dissipation and improving the resolution at least for short-output-time simulations. However, these replacements also generate the non-order-preserving (non-OP) points where the order of the nonlinear weights is disrupted. It has been demonstrated \[23, 24, 21\] that the non-OP points are extremely harmful for the WENO schemes to preserving high resolutions and meanwhile avoiding spurious oscillations for long-run calculations. Therefore, after advancing the new concept of the generalized mapped WENO schemes by reformulating the nonnormalized nonlinear Z-type weights in a uniform form from the perspective of the mapping relation, the OP property is introduced to modify the previously published WENO-Z-type schemes for the purpose of improving their performance in long simulations. Necessary theoretical analysis will be provided and extensive numerical experiments of 1D linear advection equation with various initial conditions for long output times will be conducted and carefully discussed to examine the enhancement of the new proposed schemes. In addition, we also carry out several problems modeled via 1D and 2D Euler equations to show the good performance of these schemes.

We organize the remainder of this article as follows. The preliminaries are reviewed in Section 2, where we briefly recall the procedures of several typical WENO schemes, including WENO-JS \[16\], WENO-Z \[2\] and some other WENO methods with Z-type weights. In Section 3 the analysis of the Z-type nonlinear weights from the perspective of the mapping relation is given, and the concept of the generalized mapped WENO schemes is proposed. The method to generally improve the previously published WENO-Z-type schemes by requiring the use of the OP property is devised in Section 4 and some examples of 1D linear advection equation are performed to manifest the major benefits of the proposed schemes in this Section. In Section 5 more numerical results of 1D and 2D Euler equations are provided for illustration. The conclusions are given in Section 6.

2. Brief review of the WENO-Z-type schemes

It was reported \[13\] that there are three versions of the odd-order WENO methods with \(r \geq 3\) when applied to hyperbolic systems. They are the classical WENO schemes (e.g., WENO-JS \[16\], WENO-ZS \[45\], WENO-NIS \[15\]), the mapped WENO schemes (e.g., WENO-M \[14\], WENO-PM\[7\], WENO-MAIMi \[22\], WENO-ACM \[20\]) and the WENO-Z-type schemes (e.g., WENO-Z \[2\], WENO-Z+ \[11\], WENO-NIP \[43\]). As the version of the mapped WENO schemes has been discussed carefully in our previous work \[24\], we mainly describe the other two versions in this section. In other words, we first introduce the classical WENO-JS scheme \[16\], along with the original WENO-Z scheme as designed in \[2\] and then several WENO schemes with improved Z-type weights.
For brevity’s sake, we denote our discussion to the following 1D scalar equation

\[ u_t + f(u)_x = 0. \]  

(1)

Let \( \bar{u}(x,t) = \frac{1}{\Delta x} \int_{x-\Delta x/2}^{x+\Delta x/2} u(\tau,t) d\tau \), within the Finite Volume Method (FVM) framework, we can transform Eq. (1) into the semi-discretized form

\[
\begin{cases}
\frac{d\bar{u}_j(t)}{dt} \approx L(u_j), \\
L(u_j) = -\frac{1}{\Delta x} (\bar{f}_{j+1/2} - \bar{f}_{j-1/2}).
\end{cases}
\]

(2)

where \( \bar{u}_j(t) \) is the approximation to \( \bar{u}(x,t) \), and \( \bar{f}_{j+1/2} = \bar{f}(u_{j+1/2}^*, u_{j+1/2}) \) is the numerical flux used to replace \( f(u) \). The WENO reconstruction techniques are used to calculate the \( u_{j+1/2}^* \). We will choose the global LF flux in this article.

**Remark 1.** In the discussion below, we only show the reconstruction of \( u_{j+1/2}^* \) as that of \( u_{j+1/2}^* \) is symmetric to it with respect to \( x_{j+1/2} \). And for brevity, the “+” sign in the superscript will be dropped without causing any confusion.

### 2.1. WENO-JS

In the 5th-order WENO-JS, \( u_{j+1/2} \) is approximated by

\[ u_{j+1/2} = \omega_0 u_{j+1/2}^0 + \omega_1 u_{j+1/2}^1 + \omega_2 u_{j+1/2}^2, \]

(3)

with

\[
\begin{align*}
\omega_0 &= \frac{1}{6} (2\bar{u}_{j-2} - 7\bar{u}_{j-1} + 11\bar{u}_{j}), \\
\omega_1 &= \frac{1}{6} (-\bar{u}_{j-1} + 5\bar{u}_{j} + 2\bar{u}_{j+1}), \\
\omega_2 &= \frac{1}{6} (2\bar{u}_{j} + 5\bar{u}_{j+1} - \bar{u}_{j+2}),
\end{align*}
\]

(4)

and (for \( s = 0, 1, 2 \))

\[ \omega_s^{JS} = \frac{\alpha_s^{JS}}{\sum_{i=0}^{2} \alpha_i^{JS}}, \]

\[ \alpha_s^{JS} = \frac{d_s}{(\epsilon + \beta_s)^2}, \]

(5)

where \( \epsilon \) is a small positive number, \( d_0 = \frac{1}{10}, d_1 = \frac{3}{10}, d_2 = \frac{1}{3} \). In [16], \( \beta_s \), dubbed LSI, are explicitly given as follows

\[
\begin{align*}
\beta_0 &= \frac{13}{12} (\bar{u}_{j-2} - 2\bar{u}_{j-1} + \bar{u}_{j})^2 + \frac{1}{4} (\bar{u}_{j-2} - 4\bar{u}_{j-1} + 3\bar{u}_{j})^2, \\
\beta_1 &= \frac{13}{12} (\bar{u}_{j-1} - 2\bar{u}_{j} + \bar{u}_{j+1})^2 + \frac{1}{4} (\bar{u}_{j-1} - \bar{u}_{j+1})^2, \\
\beta_2 &= \frac{13}{12} (\bar{u}_{j} - 2\bar{u}_{j+1} + \bar{u}_{j+2})^2 + \frac{1}{4} (3\bar{u}_{j} - 4\bar{u}_{j+1} + \bar{u}_{j+2})^2.
\end{align*}
\]

It was indicated by Henrick et al. [14] that the convergence rates of accuracy of WENO-JS may drop to 3rd-order at critical points. In the same article, they indicated that to ensure the overall scheme retaining fifth-order accuracy, it is sufficient to require

\[ \omega_s^* - d_s = O(\Delta x^3). \]

(6)

### 2.2. WENO-Z

Borges et al. [23] devised the first WENO-Z-type scheme, dubbed WENO-Z. By introducing the GSI, say, \( \tau_s = |\beta_0 - \beta_2| \), they compute the the nonlinear weights by

\[
\omega_s^2 = \frac{\alpha_s^2}{\sum_{j=0}^{2} \alpha_j^2}, \quad \alpha_s^2 = d_s \left( 1 + \left( \frac{\tau_s}{\beta_s + \epsilon} \right)^p \right), \quad s = 0, 1, 2,
\]

(7)
where the parameters $\beta$ and $\epsilon$ are the same as in the classical WENO-JS scheme, and $p$ is a tunable parameter. Borges et al. demonstrated that if $p = 1$, the WENO-Z scheme only achieves fourth-order convergence orders in the presence of critical points; if $p = 2$, it can recover the designed 5th-order convergence rates. Unless indicated otherwise, we choose $p = 2$ in the present study.

### 2.3. Other WENO-Z-type schemes

The significant contribution of WENO-Z is the inclusion of higher-order information by introducing the GSI, $\tau$, in the definition of the nonlinear weights. This helps the WENO-Z scheme get closer to the central scheme than the WENO-JS scheme and hence generate less dissipation. The formation of the nonlinear weights of WENO-Z gives an effective way for enhancing the capacity of WENO-JS. Thus, by obeying the similar principles of WENO-Z, a series of new Z-type nonlinear weights with various kinds of GSI are proposed. In this subsection, we briefly review other WENO schemes with different Z-type weights that will be further studied in the rest of this paper. It should be noted that there are so many different types of WENO-Z-type schemes [2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32, 33, 34, 35], and we only considered a limited number of them just for illustrative purposes in the present study.

**WENO-Z($\tau_1$):** Fan et al. [6, 5] proposed the WENO-Z($\tau_1$) scheme with the following Z-type nonlinear weights

$$\omega_i^s = \frac{\alpha_i^{Z\tau_1}}{\sum_{j=0}^{2} \alpha_j^{Z\tau_1}}, \quad \alpha_i^{Z\tau_1} = d_i \left( 1 + \left( \frac{\tau_1}{\eta_1 + \epsilon} \right)^2 \right), \quad s = 0, 1, 2,$$

where the LSI is calculated using the flexible and simple formula suggested by Shen and Zha [35], and we state them explicitly here

$$\eta_0 = \frac{1}{4} (\bar{u}_{j-2} - 4 \bar{u}_{j-1} + 3 \bar{u}_j)^2 + (\bar{u}_{j-2} - 2 \bar{u}_{j-1} + \bar{u}_j)^2,$$

$$\eta_1 = \frac{1}{4} (\bar{u}_{j-1} - \bar{u}_{j+1})^2 + (\bar{u}_{j-1} - 2 \bar{u}_j + \bar{u}_{j+1})^2,$$

$$\eta_2 = \frac{1}{4} (3 \bar{u}_j - 4 \bar{u}_{j+1} + \bar{u}_{j+2})^2 + (\bar{u}_j - 2 \bar{u}_{j+1} + \bar{u}_{j+2})^2.$$  

Fan et al. [6] proposed a fifth-, a sixth- and two eighth-order GSIs as

$$\begin{align*}
\tau_5 &= |\eta_0 - \eta_1|, \\
\tau_6 &= \left| \eta_5 - \frac{\eta_0 + 4 \eta_1 + \eta_2}{6} \right|, \\
\tau_{81} &= \left( |P_{01}^{(1)}| - |P_{02}^{(1)}| \right) \left( |P_{22}^{(2)}| - 2 |P_{12}^{(2)}| \right), \\
\tau_{82} &= \left( |P_{01}^{(1)}| - |P_{21}^{(1)}| \right) \left( |P_{02}^{(2)}| - 2 |P_{12}^{(2)}| \right),
\end{align*}$$

where

$$\eta_5 = \frac{1}{144} \left( \bar{u}_{j-2} - 8 \bar{u}_{j-1} + 8 b \bar{u}_{j+1} - \bar{u}_{j+2} \right)^2 + (\bar{u}_{j-2} - 16 \bar{u}_{j-1} + 30 \bar{u}_j - 16 \bar{u}_{j+1} + \bar{u}_{j+2})^2.$$  

and

$$\begin{align*}
|P_{01}^{(1)}| &= \frac{1}{2} \bar{u}_{j-2} - 2 \bar{u}_{j-1} + \frac{3}{2} \bar{u}_j, \\
|P_{12}^{(2)}| &= \bar{u}_{j-2} - 2 \bar{u}_{j-1} + \bar{u}_j, \\
|P_{02}^{(2)}| &= \bar{u}_{j-1} - 2 \bar{u}_j + \bar{u}_{j+1}, \\
|P_{21}^{(1)}| &= \bar{u}_{j-2} - 2 \bar{u}_{j-1} + \bar{u}_{j+1}.
\end{align*}$$

**WENO-Z+:** Acker et al. [11] proposed the WENO-Z+ scheme with the following Z-type nonlinear weights

$$\omega_i^{Z\tau_2} = \frac{\alpha_i^{Z\tau_2}}{\sum_{j=0}^{2} \alpha_j^{Z\tau_2}}, \quad \alpha_i^{Z\tau_2} = d_i \left( 1 + \left( \beta_\tau^+ + \epsilon \right)^2 + \lambda \left( \frac{\beta_\tau^+ + \epsilon}{\eta_5^\tau + \epsilon} \right) \right), \quad s = 0, 1, 2,$$

where $\lambda$ is recommended to be $\Delta^2 \tau^{1/3}$ in their work.
According to the recommendation of Shen et al. [25],
weights

\[
\omega_{s}^{ZA} = \frac{\alpha_{s}^{ZA}}{\sum_{l=0}^{2} \alpha_{l}^{ZA}}, \quad \alpha_{s}^{ZA} = d_{s}\left(1 + \frac{A\tau_{6}}{\beta_{s} + \epsilon}\right), \quad s = 0, 1, 2, \tag{11}
\]

where the LSI is defined by

\[
\beta_{s} = \gamma_{1}(\bar{u}_{s}^{(1)})^{2} + \gamma_{2}(\bar{u}_{s}^{(2)})^{2}, \quad s = 0, 1, 2, \tag{12}
\]

with

\[
\begin{align*}
\bar{u}_{s}^{(1)} &= (\bar{u}_{j-2} - 4\bar{u}_{j-1} + 3\bar{u}_{j})/2, \\
\bar{u}_{s}^{(2)} &= \bar{u}_{j-2} - 2\bar{u}_{j-1} + \bar{u}_{j}, \\
\bar{u}_{s}^{(0)} &= \bar{u}_{j-1} - 2\bar{u}_{j} + \bar{u}_{j+1}, \\
\bar{u}_{s}^{(1)} &= (-3\bar{u}_{j} + 4\bar{u}_{j+1} - \bar{u}_{j+2})/2, \\
\bar{u}_{s}^{(2)} &= \bar{u}_{j} - 2\bar{u}_{j+1} + \bar{u}_{j+2}.
\end{align*} \tag{13}
\]

In Eq. (11), the parameter \(A\) is recommended as

\[
A = \frac{\tau_{6}}{\beta_{0} + \beta_{2} - \tau_{6} + \epsilon}, \tag{14}
\]

with

\[
\tau_{6} = \gamma_{1}(|\bar{u}_{s}^{(1)}| - |\bar{u}_{s}^{(0)}|)^{2} + \gamma_{2}(|\bar{u}_{s}^{(2)}| - |\bar{u}_{s}^{(0)}|)^{2}. \tag{15}
\]

According to the recommendation of Shen et al. [25], \(\gamma_{1} = 1, \gamma_{2} = 13/12\) are used.

WENO-D/WENO-A: Wang et al. [42] proposed WENO-D and WENO-A with the following Z-type nonlinear weights

\[
\left\{ \begin{array}{l}
\text{WENO-D:} \quad \omega_{s}^{D} = \frac{\alpha_{s}^{D}}{\sum_{l=0}^{2} \alpha_{l}^{D}}, \quad \alpha_{s}^{D} = d_{s}\left(1 + \Phi\left(\frac{\tau_{5}}{\beta_{s} + \epsilon}\right)^{p}\right), \quad s = 0, 1, 2, \\
\text{WENO-A:} \quad \omega_{s}^{A} = \frac{\alpha_{s}^{A}}{\sum_{l=0}^{2} \alpha_{l}^{A}}, \quad \alpha_{s}^{A} = d_{s}\left(\max\left(1, \Phi\left(\frac{\tau_{5}}{\beta_{s} + \epsilon}\right)^{p}\right)\right), \quad s = 0, 1, 2,
\end{array} \right. \tag{16}
\]

where \(p = 2\) is used in their numerical examples, and \(\tau_{5} = |\beta_{0} - \beta_{2}|\). \(\Phi\) is computed by

\[
\Phi = \min[1, \phi], \quad \phi = \sqrt{\beta_{0} - 2\beta_{1} + \beta_{2}}. \tag{17}
\]

WENO-NIP: Yuan [43] proposed the WENO-NIP scheme with the following Z-type nonlinear weights

\[
\omega_{s}^{NIP} = \frac{\alpha_{s}^{NIP}}{\sum_{l=0}^{2} \alpha_{l}^{NIP}}, \quad \alpha_{s}^{NIP} = d_{s}\left(1 + \frac{\tau}{(\epsilon + \chi_{s})^{2}}\right), \quad s = 0, 1, 2, \tag{18}
\]

where

\[
\begin{align*}
\chi_{0} &= \theta|\bar{u}_{j-2} - 3\bar{u}_{j-1} + 2\bar{u}_{j}| + |\bar{u}_{j-2} - 2\bar{u}_{j-1} + \bar{u}_{j}|, \\
\chi_{1} &= \theta|\bar{u}_{j+1} - \bar{u}_{j} + \bar{u}_{j-1} - 2\bar{u}_{j} + \bar{u}_{j+1}|, \\
\chi_{2} &= \theta|\bar{u}_{j+1} - \bar{u}_{j} + \bar{u}_{j+1} - 2\bar{u}_{j+1} + \bar{u}_{j+2}|. \tag{19}
\end{align*}
\]

and \(\tau = |\bar{u}_{j-2} - 2\bar{u}_{j-1} + \bar{u}_{j} - 2\bar{u}_{j} + \bar{u}_{j+1}|^{2}\). As mentioned in [43], the requirement \(J \geq \frac{2\gamma_{0} \gamma_{1}}{\epsilon} \) needs to be satisfied. According to Yuan’s solutions [43], \(\theta = 0.1\) seems to be a better choice.

3. Study on the Z-type weights from the perspective of the mapping relation

It is well known [14] that the WENO-JS scheme cannot achieve the designed convergence order at critical points, and there are usually two ways to address this issue: one is to introduce a mapping function [14] the other is to introduce a GSI [6] [25] [41] [44]. Recently, the long-run simulations of the mapped WENO methods have been widely concerned [7] [8] [20] [21] [22] [23] [24]. The mapped WENO methods have one great drawback in common that it is very difficult to get high resolutions and remove spurious oscillations simultaneously for long-run simulations and many researches were devoted to amending it. However, any researches hardly focused on the performances of the WENO-Z-type schemes for this topic. In this study, this will be studied and discussed.
carefully. Actually, our numerical calculations indicate that the drawback of long-run simulations mentioned above also exist for the WENO-Z-type schemes. From Figs. \[\text{[3, 11]}\] below, we can see that most of the existing WENO-Z-type schemes suffer from either losing high resolutions or generating spurious oscillations. This issue will be addressed in this paper.

In practical calculations, for any output time \(t\), we can calculate uniquely the \(\omega_{\mathcal{S}}\) of each location \(x_j\) according to Eq. \[[5]\]. And also, for any WENO-X scheme, we can uniquely get its nonlinear weights, say \(\omega^X\), according to its nonlinear weights formula, like the formulas of the various Z-type weights as shown in subsection 2.3. Trivially, the relation of \(\omega_{\mathcal{S}} \sim \omega^X\) is uniquely determined. Thus, we call it Implicit Mapping Relation (IMR) of the WENO-X scheme as an explicit mapping function is not necessary for this case.

**Example 1.** (SLP) The following Linear Problem proposed by Shu et al. in \[[16]\], denoted as SLP, is widely used to examine the performance of high resolution schemes. It is defined by

\[
\left\{
\begin{array}{l}
\alpha u_t + \beta u_x = 0, \quad -1 < x < 1, \\
u(x, 0) = u_0(x).
\end{array}
\right.
\]  
(20)

Let \(G(x, \beta, z) = \exp \left(-\beta(x-z)^2\right)\), \(F(x, \alpha, a) = \left(\max(1-\alpha^2(x-a)^2, 0)\right)^{1/2}\), and the initial condition \(u_0(x)\) is given as

\[
u_0(x) = \begin{cases} 
\frac{1}{6} \left[G(x, \beta, z - \delta) + 4G(x, \beta, z) + G(x, \beta, z + \delta)\right], & -0.8 \leq x \leq -0.6, \\
1, & -0.4 \leq x \leq -0.2, \\
1 - \left|10(x - 0.1)\right|, & 0.0 \leq x \leq 0.2, \\
\frac{1}{6} \left[F(x, \alpha, a - \delta) + 4F(x, \alpha, a) + F(x, \alpha, a + \delta)\right], & 0.4 \leq x \leq 0.6, \\
0, & \text{otherwise},
\end{cases}
\]  
(21)

with \(a = \frac{1}{4}, \alpha = 10, \delta = \frac{1}{200}, z = -\frac{7}{10}\) and \(\beta = \log(2/36\delta^2)\).

Taking SLP as an example, by choosing \(t = 2\) and \(N = 800\), we plot the IMRs of the WENO-Z, WENO-Z\(\mathcal{P}(\tau_5)\), WENO-Z\(\mathcal{P}(\tau_{0.1})\), WENO-Z+, WENO-ZA, WENO-D, WENO-A and WENO-NIP schemes in Fig. \[\text{[1]}\] For comparison purpose, we also plot the designed mapping of WENO-JS, or say identity mapping, and that of WENO-M. It is very interesting that the IMRs of all the considered WENO-Z-type schemes are similar to the designed mapping of the WENO-M scheme in general. In other words, it is quite obvious that there are “optimal weight intervals” where the mappings, as well as the Z-type weight formulas, replace the nonlinear weights using the associated ideal weights. We refer to subsection 3.4.2 of \[[22]\] for more details about the “optimal weight intervals”. As far as we know, these features are not accounted for in previously published articles. However, it is indicated that \[[8, 40, 22]\] the optimal weight interval plays a critical part in recovering the designed convergence orders in the presence of critical points and improving the resolution of the corresponding WENO scheme. Therefore, based on this meaningful observation, we innovatively build the concept of Generalized Mapped WENO schemes.

**Definition 1.** (Generalized Mapped WENO scheme) If the IMR of WENO-X exhibits the key characteristic of the traditional mapped WENO scheme, that is, existing apparent optimal weight intervals, we say WENO-X is a Generalized Mapped WENO scheme.

In fact, the various Z-type weights can be written in the following generalized form

\[
\omega^X_s = \frac{\alpha^X_s}{\sum_{i=0}^{2} a^X_s},
\]  
(22)

\[
\alpha^X_s = \psi^X_{s,1}(d_s) + \frac{d_s(\rho^S + \epsilon)^2}{\sum_{i=0}^{2} \psi^X_{s,3}(d_s)} \cdot \psi^X_{s,2}(d_s) + \psi^X_{s,3}(d_s) = \psi^X_{s,1}(d_s) + \omega^S_s \cdot \psi^X_{s,2}(d_s) + \psi^X_{s,3}(d_s),
\]

where the \(\psi^X_{s,1}(d_s), \psi^X_{s,2}(d_s), \text{and } \psi^X_{s,3}(d_s)\) can be obtained trivially by some simple mathematical manipulations. As examples, we provide the \(\psi^X_{s,1}(d_s), \psi^X_{s,2}(d_s), \text{and } \psi^X_{s,3}(d_s)\) of the WENO-Z, WENO-Z\(\mathcal{P}(\tau_5)\), WENO-Z\(\mathcal{P}(\tau_{0.1})\), WENO-Z+, WENO-ZA, WENO-D, WENO-A and WENO-NIP schemes in Table \[\text{[1]}\]
Furthermore, we give a uniform formula of the nonlinear weights of all three versions of the odd-order WENO schemes, taking the form

\[ \omega^X_s = \frac{\alpha^X_s}{\sum_{i=0}^{s} \alpha^X_i}, \quad \alpha^X_s = (g^{GMX})_s(\omega^Y_s) = \psi^X_{s,1}(d_s) + \mathcal{H}^X(\omega^Y_s, d_s) \cdot \psi^X_{s,2}(d_s) + \psi^X_{s,3}(d_s), \quad s = 0, 1, 2, \]  

(23)

where \( \omega^Y_s \) is the nonlinear weights of some classical WENO scheme, and \( \omega^Y_s = \omega^{JS}_s \) is used usually. Also, \( \psi^X_{i}(d_s), i = 1, 2, 3 \) and \( \mathcal{H}^X(\omega^Y_s) \) can easily be obtained. As examples, we provide the \( \psi^X_{s,i}(d_s), i = 1, 2, 3 \) and \( \mathcal{H}^X(\omega^Y_s) \) of the WENO-JS, WENO-M, WENO-Z and WENO-Z+ schemes in Table 2.

**Definition 2.** (Generalized Mapping Function) We call \((g^{GMX})_s(\omega^Y_s)\) in Eq. (23) the Generalized Mapping Function of WENO-X, and for simplicity, \((g^{GMX})_s(\omega)\) is used without causing any confusion.

**Corollary 1.** If WENO-X is a traditional mapped WENO scheme, then its generalized mapping function is exactly its designed mapping function: if WENO-X is a WENO-Z-type WENO scheme, then its generalized mapping function is the nonnormalized form of the associated IMR.

The proof of Corollary 1 is very trivial and we omit it here just for the sake of brevity.

**Table 1:** \( \psi^X_{s,1}(d_s) \), \( \psi^X_{s,2}(d_s) \), and \( \psi^X_{s,3}(d_s) \) of various Z-type weights.

| Scheme, WENO-X | \( \psi^X_{s,1}(d_s) \) | \( \psi^X_{s,2}(d_s) \) | \( \psi^X_{s,3}(d_s) \) |
|----------------|-----------------|-----------------|-----------------|
| WENO-Z         | \( d_s \)       | \( \sum_{i=0}^{s} a^Z_i \cdot \tau^2_s \)       | 0               |
| WENO-ZS(\(t_5\)) | \( d_s \)       | \( \sum_{i=0}^{s} a^Z_{s,i} \cdot (\beta^Z_s + \epsilon)^2 \cdot \tau^2_s \) | 0               |
| WENO-ZS(\(t_{s1}\)) | \( d_s \)       | \( \sum_{i=0}^{s} a^Z_{s,i} \cdot (\beta^Z_s + \epsilon)^2 \cdot \tau^2_{s1} \) | 0               |
| WENO-Z+        | \( d_s \)       | \( \sum_{i=0}^{s} a^Z_{s,i} \cdot (\beta^Z_s + \epsilon)^2 \cdot \tau^2_s \) | \( d_s \cdot (\beta^Z_s + \epsilon) \) |
| WENO-ZA        | \( d_s \)       | \( \sum_{i=0}^{s} a^Z_{s,i} \cdot (\beta^Z_s + \epsilon)^2 \cdot A \) | 0               |
| WENO-D         | \( d_s \)       | \( \sum_{i=0}^{s} a^Z_{s,i} \cdot (\beta^Z_s + \epsilon)^2 \cdot \tau^2_{s1} \) | 0               |
| WENO-NIP       | \( d_s \cdot B \) | \( \sum_{i=0}^{s} a^Z_{s,i} \cdot (\beta^Z_s + \epsilon)^2 \cdot \tau^2_{s1} \) | 0               |

(1) \( B = \text{BOOL} \left( \max \left\{ 1, \Phi \left( \frac{t_5}{\beta^Z_s + \epsilon} \right) \right\} = 1 \right) \). \( \Phi \) is computed by Eq. (17).

(2) the other parameters are the same as in subsection 2.2 and subsection 2.3

**Table 2:** \( \psi^X_{s,i}(d_s), i = 1, 2, 3 \) and \( \mathcal{H}^X(\omega^Y_s) \) for WENO-JS, WENO-M, WENO-Z and WENO-Z+.

| Scheme, WENO-X | \( \omega^Y_s \) | \( \psi^X_{s,1}(d_s) \) | \( \psi^X_{s,2}(d_s) \) | \( \psi^X_{s,3}(d_s) \) | \( \mathcal{H}^X(\omega^Y_s, d_s) \) |
|----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| WENO-JS        | \( \omega^Y_s \) | 0               | 1               | 0               | \( \omega^Y_s \) |
| WENO-M         | \( \omega^Y_s \) | \( d_s \)       | 1               | 0               | \( \omega^Y_s \) |
| WENO-Z         | \( \omega^Y_s \) | \( d_s \)       | \( \sum_{i=0}^{s} a^Z_{s,i} \cdot \tau^2_s \) | 0               | \( \omega^Y_s \) |
| WENO-Z+        | \( \omega^Y_s \) | \( d_s \)       | \( \sum_{i=0}^{s} a^Z_{s,i} \cdot (\tau^2_s + \epsilon) \) | \( d_s \cdot (\beta^Z_s + \epsilon) \) | \( \omega^Y_s \) |
4. Design and properties of WENO-Z-type schemes with order-preserving generalized mappings

4.1. The new WENO-Z-type schemes

In order to provide convenience to the reader and clarify our major concern, we firstly restate the following notations and preliminaries, originally proposed in [24], that will be needed for the present study.

Definition 3. Construct the Min\_DIST function taking the form

\[
\text{Min\_DIST}(v_0, \cdots, v_{r-1}, \bar{\omega}_0, \cdots, \bar{\omega}_{r-1}; \omega) = v_t, \\
\quad t = \min \{ \text{INDEX} \left( \min \{ |\omega - \bar{\omega}_0|, \cdots, |\omega - \bar{\omega}_{r-1}| \} \right) \},
\]

(24)

where \( \bar{\omega}_s \) stands for the ideal weight and

\[
\text{INDEX} \left( \min \{ |\omega - \bar{\omega}_0|, \cdots, |\omega - \bar{\omega}_{r-1}| \} \right) = \{ q_1, \cdots, q_M \},
\]

(25)
if \( \min |\omega - \omega_0|, \cdots, |\omega - \omega_{r-1}| \) = \( |\omega - \omega_j| \) = \( |\omega - \omega_{g_j}| \).

**Definition 4.** Denote \( S = \{d_0, \ldots, d_{r-1}\} \) and \( \tilde{S} = \{\tilde{d}_0, \ldots, \tilde{d}_{r-1}\} \), and they satisfy: (1) the elements of \( S \) and \( \tilde{S} \) are only different in turn; (2) \( 0 < \tilde{d}_0 < \cdots < \tilde{d}_{r-1} < 1 \). Let \( g = (g^{GMX})_0(\omega), \ldots, (g^{GMX})_{r-1}(\omega) \), we define \( \tilde{g} = (\tilde{g}^{GMX})_0(\omega), (\tilde{g}^{GMX})_1(\omega), \ldots, (\tilde{g}^{GMX})_{r-1}(\omega) \), where \( (g^{GMX})_i(\omega) \) is computed by substituting \( \tilde{d}_i \) into the corresponding \( (g^{GMX})_i(\omega) \).

**Lemma 1.** Assume \( \tilde{d}_{-1} = 0, \tilde{d}_{r} = 1 \), and denote \( d_{-1} = \tilde{d}_{-1}, d_0 = (\tilde{d}_0 + \tilde{d}_1)/2, \cdots, d_{r-2} = (\tilde{d}_{r-2} + \tilde{d}_{r-1})/2, d_{r-1} = \tilde{d}_r \), then we have

\[
\min \left( \text{INDEX} \left( \min |\omega - \tilde{d}_0|, \cdots, |\omega - \tilde{d}_{r-1}| \right) \right) = j, \quad \text{for} \quad \forall \omega \in (d_{j-1}, d_j).
\]

**Proof.** We refer to the proof of the Lemma 3 in [24].

**Lemma 2.** Let \( \Omega = \{\omega|\text{Min-DIST}(\tilde{d}_0, \cdots, \tilde{d}_{r-1}; d_0, \cdots, d_{r-1}; \omega) = \tilde{d}_j\} \) and \( a, b \in \{0, 1, \cdots, r-1\} \), if \( a > b \), then for \( \forall \omega_a \in \Omega_a \) and \( \forall \omega_b \in \Omega_b \), one can get

1. \( \Omega_a = (d_{a-1}, d_a] \);
2. \( \omega_a > \omega_b, \tilde{d}_a > \tilde{d}_b \);
3. \( (g^{GMX})_a(\omega_a) > (g^{GMX})_b(\omega_b) \).

**Proof.** According to Definition [3] and Lemma [1] we can prove C1 trivially. As \( a > b \), then \( \Omega_b \) is on the left of \( \Omega_a \). It is already given that \( \omega_a \in \Omega_a, \omega_b \in \Omega_b \), so

\[
\omega_a > \omega_b, \quad \tilde{d}_a > \tilde{d}_b. \tag{26}
\]

Thus, the C2 is proved.

The proof of C3 is case by case. For simplicity but without loss of generality, we present the proof for the case of “WENO-X = WENO-Z” as an example. According to Eq. (23), we can get

\[
(g^{GMZ})_a(\omega_a) = \psi_1^2(\tilde{d}_a) + \mathcal{H}^2(\omega_a, \tilde{d}_a) \cdot \psi_2^2(\tilde{d}_a) + \psi_3^2(\tilde{d}_a),
\]

\[
(g^{GMZ})_b(\omega_b) = \psi_1^2(\tilde{d}_b) + \mathcal{H}^2(\omega_b, \tilde{d}_b) \cdot \psi_2^2(\tilde{d}_b) + \psi_3^2(\tilde{d}_b). \tag{27}
\]

From Table 2 we can obtain

\[
\mathcal{H}^2(\omega_a, \tilde{d}_a) = \omega_a, \quad \mathcal{H}^2(\omega_b, \tilde{d}_b) = \omega_b,
\]

\[
\psi_1^2(\tilde{d}_a) = \tilde{d}_a, \quad \psi_1^2(\tilde{d}_b) = \tilde{d}_b,
\]

\[
\psi_2^2(\tilde{d}_a) = \psi_2^2(\tilde{d}_b) = \sum_{i=0}^2 a_i^a \cdot r_i^a > 0,
\]

\[
\psi_3^2(\tilde{d}_a) = \psi_3^2(\tilde{d}_b) = 0. \tag{28}
\]

Then, from Eqs. (26) (27) (28), we get

\[
(g^{GMZ})_a(\omega_a) > (g^{GMZ})_b(\omega_b).
\]

Thus, C3 for the case of “WENO-X = WENO-Z” is proved. The other cases can also be proved analogously and they are omitted here to save space. Actually, from Fig. 2 below, it can be intuitively observed from the IMR curve of MOP-GMWENO-X, where MOP-GMWENO-X stands for the new WENO-Z-type scheme derived from the WENO-X scheme taking the OP property and we will present it in the following.

It has been reported [23] [24] that the OP property of the mapping plays an essential role in preserving high resolutions and meanwhile avoiding spurious oscillations for long-run calculations. Now, we extend the concept of the order-preserving mapping (see Definition 2 of [23] or Definition 1 of [24]) to the generalized mapping function as follows.
Definition 5. For \( \forall m > n, \) and \( \omega_m \in \Omega_m, \omega_n \in \Omega_n, \) if
\[
(g_{GMX})_m(\omega_m) > (g_{GMX})_n(\omega_n),
\]
then the set of generalized mappings \( \{g_{GMX}(\omega), s = 0, \cdots, r - 1\} \) is called to be order-preserving (OP) mapping. Otherwise, it is called to be non-order-preserving (non-OP) mapping.

In Algorithm 1, we introduce the OP property into the previously published WENO-Z-type schemes whose generalized mappings are non-OP. Before giving Algorithm 1, we rewrite the generalized mapping \( (g_{GMX})_s(\omega) \) defined in Eq. (29) in a more meaningful form
\[
(g_{GMX})_s(\omega_s) = g_{GMX}(\omega_s, \psi_{s,1}, \psi_{s,2}, \psi_{s,3}).
\]

Algorithm 1: The method to get new Z-type weights satisfying the OP property.

```
input : s, d, \omega_s, \psi_{s,m} \text{ with } m = 1, 2, 3
output: the new OP generalized mappings, namely \( \{(g_{MOP-GMX})_s(\omega_s), s = 0, 1, \cdots, r - 1\} \)
1 \( (g_{GMX})(\omega) \) is a generalized mapping function, \( \{(g_{GMX})_s(\omega), s = 0, 1, \cdots, r - 1\} \) is non-OP;
2 set \( s = 0; \)
3 while \( s \leq r - 1 \) do
4 compute \( \omega_s^{JS}; \)
5 set \( j = 1, d_{MIN} = |\omega_s^{JS} - \omega_0|; l'_s = 0; \)
6 while \( j \leq r - 1 \) do
7 while \( -d_{MIN} < \omega_s^{JS} - d_j < d_{MIN} \) do
8 \( d_{MIN} = |\omega_s^{JS} - d_j|; \)
9 \( l'_s = j; \)
10 end
11 \( j++; \)
12 end
13 set \( m = 1; \)
14 while \( m \leq 3 \) do
15 \( \psi_{s,m} = \psi_{s,m}; \)
16 \( m++; \)
17 end
18 \( s++; \)
19 end
20 set \( s = 0; \)
21 while \( s \leq r - 1 \) do
22 \( (g_{MOP-GMX})_s(\omega_s^{JS}) = g_{GMX}(\omega_s^{JS}, \psi_{s,1}, \psi_{s,2}, \psi_{s,3}); \)
23 \( s++; \)
24 end
```

Theorem 1. \( \{(g_{MOP-GMX})_s(\omega_s^{JS}), s = 0, 1, \cdots, r - 1\} \) computed by Algorithm 1 is OP.

Proof. Without loss of generality, assume \( \omega_m, \omega_n \in [0, 1] \) and \( \omega_m \in \Omega_m, \omega_n \in \Omega_n, \) then
\[
\begin{align*}
(g_{MOP-GMX})_m(\omega_m) &= g_{GMX}(\omega_m, \psi_{1,1}, \psi_{1,2}, \psi_{1,3}) \\
(g_{MOP-GMX})_n(\omega_n) &= g_{GMX}(\omega_n, \psi_{1,1}, \psi_{1,2}, \psi_{1,3})
\end{align*}
\]
Trivially, we have
\[
\begin{align*}
&g^{\text{GMX}}(\omega^\text{JS}\psi_{\zeta,1}, \psi_{\zeta,2}, \psi_{\zeta,3}) = (g^{\text{GMX}})^{i_0}(\omega^\text{JS}), \\
&g^{\text{GMX}}(\omega^\text{JS}\psi_{\zeta,1}, \psi_{\zeta,2}, \psi_{\zeta,3}) = (g^{\text{GMX}})^{i_0}(\omega^\text{JS}).
\end{align*}
\]
Up to now, the proof can be finished easily as Lemma 2 holds true. □

Now, we give the improved Z-type weights satisfying the OP property by
\[
\omega_{s}^{\text{MOP-GMX}} = \frac{\alpha_{s}^{\text{MOP-GMX}}}{\sum_{i=0}^{r-1} \alpha_{i}^{\text{MOP-GMX}}}, \quad \alpha_{s}^{\text{MOP-GMX}} = (g^{\text{MOP-GMX}})^{i_0}(\omega^\text{JS}), \quad s = 0, \ldots, r - 1,
\]
where \((g^{\text{MOP-GMX}})^{i_0}(\omega^\text{JS})\) is determined by Algorithm 1 and the resultant scheme is named MOP-GMWENO-X.

In Fig. 2 we plot the profiles of the generalized mappings. It can be seen that, for the improved WENO-Z-type schemes: (1) the OP property is obtained; (2) the widths of the “optimal weight intervals” are decreased compared to the WENO-X schemes.

Next, we conduct numerical examples to show that the convergence properties of the MOP-GMWENO-X schemes.

![Fig. 2: The IMRs for various MOP-GMWENO-X schemes.](image-url)
4.2. Convergence at critical points

Since Henrick et al. [14] pointed out that the WENO-JS scheme achieves only third-order convergence rate of accuracy at critical points of smooth solutions, it becomes a focus of discussion [6, 7, 11, 19, 22, 20, 23, 24, 2].

We compute the function $f(x) = x^3 + \cos(x)$ to test the convergence property of the MOP-GMWENO-X schemes at critical points. It is trivial to know that $f'(x_0) = 0$ and $f''(x_0) \neq 0$. For comparison purpose, the WENO-X schemes, as well as WENO-JS and WENO5 using ideal linear weights (denoted as WENO5-IW in this paper for simplicity), are also conducted.

Table 3 shows the $L_\infty$ convergence behaviors for the considered schemes at the critical point $x = 0$. As expected, the WENO-JS scheme only gets third-order accuracy. It should be noted that, in this test, the WENO-Z scheme can also only obtain third-order accuracy (in consistency with the results reported in [1]), leading to the fact that the MOP-GMWENO-Z+ scheme only gets third-order accuracy. Moreover, the WENO-JS, WENO-Z+ and MOP-GMWENO-Z+ schemes obtain the errors of at least 4 orders of magnitude larger than those of the the WENO-IW scheme. The other WENO-X schemes, say, WENO-Z, WENO-ZA, WENO-Z+ and the WENO-A, WENO-NIP, and the MOP-GMWENO-X schemes can get fifth-order accuracy, but only the WENO-Z (\(\tau_5\)), WENO-ZA, WENO-A, WENO-NIP schemes, and the MOP-GMWENO-X schemes, can obtain the errors with the same order of magnitude as those of the WENO-IW scheme. The errors generated by the WENO-Z, WENO-ZA, WENO-D schemes, and the MOP-GMWENO-X schemes, are about 3 orders of magnitude larger than those of the WENO-IW scheme. It is worthy to note that all the new WENO schemes perform similarly as the WENO-X schemes for this test.

4.3. Long-run simulations of 1D linear advection equation for comparison

4.3.1. With high-order critical points

For the purpose of demonstrating the improvement of the new WENO schemes that they can preserve high resolutions for the problem with high-order critical points at long output times, we perform the following test.

**Example 2.** We compute

$$u_t + u_x = 0, \quad x \in (7.5, 10.5),$$

with the following initial condition

$$u(x, 0) = \exp\left(- (x - 9.0)^{10}\right) \cos^9 \left(\pi(x - 9.0)\right).$$

(32)
Here, we set $\text{CFL} = (\Delta x)^{2/3}$.

To compare the dissipation, the following $L_1$ and $L_\infty$ errors are computed

$$
L_1 = h \sum_{i=1}^{N} \left| \frac{u_i^{\text{exact}} - (u_{0i})}{\Delta x} \right|,
$$

$$
L_\infty = \max_{1 \leq i \leq N} \left| u_i^{\text{exact}} - (u_{0i}) \right|.
$$

where $N$ is the number of the cells, $h$ the mesh size, $(u_{0i})$, the computing result and $u_i^{\text{exact}}$ the exact solution that can be easily computed by $u(x, t) = \exp \left( -((x - t) - 9.0)^5 \right) \cos^9 \left( \pi((x - t) - 9.0) \right)$.

For the scheme “Y”, its increased errors compared to WENO5-ILW are also been computed by

$$
\chi_1 = \frac{L_1^Y(t) - L_1^{\text{ILW}}(t)}{L_1^{\text{ILW}}(t)} \times 100\%,
$$

$$
\chi_\infty = \frac{L_\infty^Y(t) - L_\infty^{\text{ILW}}(t)}{L_\infty^{\text{ILW}}(t)} \times 100\%.
$$

where $L_1^{\text{ILW}}(t)$ and $L_\infty^{\text{ILW}}(t)$ stand for the $L_1$ and $L_\infty$ errors of WENO5-ILW respectively.

In Table 4 we show the results computed by considered schemes with $N = 300$ and $t = 300, 600, 900, 1200$. It can be seen that: (1) WENO-JS produces the largest $L_1$ and $L_\infty$ errors, leading to the largest increased errors, among all considered schemes for all output times; (2) the WENO-Z, WENO-Z[8], WENO-Z+, WENO-D and WENO-A schemes also generate very large $L_1$ and $L_\infty$ errors, although slightly smaller than the WENO-JS scheme, and their associated increased errors are extremely large naturally; (3) however, the MOP-GMWENO-Z, MOP-GMWENO-Z[8], MOP-GMWENO-D and MOP-GMWENO-A schemes can significantly decrease the increased errors to a tolerable level, as they can achieve much smaller $L_1$ and $L_\infty$ errors that actually get very close to that of WENO-ILW; (4) moreover, the MOP-GMWENO-Z[8], MOP-GMWENO-ZA and MOP-GMWENO-NIP schemes can also ensure that their $L_1$ and $L_\infty$ errors get close to that of WENO-ILW, and thus their increased errors are also at a tolerable level. It seems that the WENO-Z[8], WENO-ZA and WENO-NIP schemes can get solutions almost as accurate as, or even more accurate than, that of WENO-ILW, and this is good for this test. However, it should be pointed out that these schemes may suffer from lack of robustness as their dissipations are too small for long-run calculations. Indeed, we will demonstrate this in detail by numerical examples below.

Fig. 3 shows the solutions at $t = 1200$. For comparison purpose, we also plot the results computed by the WENO-JS [16] and WENO-M [14] schemes. From Fig. 3 it can be observed that: (1) WENO-JS shows the lowest resolution, followed by WENO-M; (3) the WENO-Z, WENO-Z[8], WENO-Z+, WENO-D and WENO-A schemes also show very low resolutions but the improved MOP-GMWENO-X schemes can significantly improve the resolutions; (4) the resolutions of MOP-GMWENO-Z[8], MOP-GMWENO-ZA and MOP-GMWENO-NIP are slightly smaller than that of the WENO-Z[8], WENO-ZA and WENO-NIP schemes but they are still far better than the WENO-JS, WENO-M, and the other WENO-Z-type schemes.

### 4.3.2. With discontinuities

To examine the major benefit of the new schemes that they are able to achieve high resolutions and meanwhile avoid spurious oscillations for long output time simulations, we solve

$$
\left\{ \begin{array}{l}
\frac{\partial u}{\partial t} + \frac{\partial u}{\partial x} = 0, \quad -1 < x < 1, \\
u(x, 0) = u_0(x).
\end{array} \right.
$$

with two different $u_0(x)$.

**Example 3.** (Case 1) The initial condition $u_0(x)$ is computed by

$$
u_0(x) = \begin{cases} 
1, & -1 < x \leq 0, \\
0, & 0 < x < 1.
\end{cases}
$$

This problem simply consists of two constant states separated by sharp discontinuities at $x = 0.0, \pm 1.0$.

**Example 4.** (Case 2) The SLP defined by Eq. (21).
In order to test the convergence properties, we compute both Case 1 and Case 2 to the final time $t = 2000$ with the CFL = 0.1. For the purpose of comparison, we also solve Case 1 and Case 2 by WENO-JS and WENO5-ILW.

In Tables 5 and 6, the $L_1$, $L_{\infty}$ errors and the convergence orders are presented. It can be observed that: (1) because of its highest dissipation, the WENO-JS scheme generates significantly larger numerical errors than all other schemes, leading to the smallest $L_1$ convergence orders; (2) the $L_1$ convergence orders of the MOP-GMWENO-X schemes are distinctly higher than the WENO-X schemes, and the $L_1$ errors produced by the MOP-GMWENO-Z, MOP-GMWENO-Zp($\tau_1$), MOP-GMWENO-Z+MOP-GMWENO-ZA, MOP-GMWENO-D and MOP-GMWENO-A schemes are slightly smaller than the WENO-X schemes in general; (3) the $L_1$ errors produced by the MOP-GMWENO-Nip scheme on solving Case 1 are also slightly smaller than the WENO-NIP scheme, while this holds true only for the computing case of $N = 800$ on solving Case 2 as the MOP-GMWENO-NIP scheme generates slightly and evidently larger $L_1$ errors for the computing cases of $N = 400$ and $N = 200$ respectively; (4) the $L_\infty$ errors produced by the MOP-GMWENO-Zp($\tau_1$) scheme are slightly larger on solving both Case 1 and Case 2; (5) the $L_{\infty}$ errors of the MOP-GMWENO-X schemes on solving Case 1 are smaller than the WENO-X schemes; (6) for Case 2, the $L_{\infty}$ errors of the MOP-GMWENO-X schemes are very close to, or even smaller for many cases.
than, the WENO-X schemes. In addition, by taking a view of the $x - u$ profiles, we find that the resolutions of the WENO-Z, WENO-Z$\eta$($\tau_5$), WENO-Z+, WENO-ZA, WENO-D and WENO-A schemes are significantly lower than the MOP-GMWENO-Z, MOP-GMWENO-Z$\eta$($\tau_5$), MOP-GMWENO-Z+, MOP-GMWENO-ZA, MOP-GMWENO-D and MOP-GMWENO-A schemes, and the WENO-Z$\eta$($\tau_{81}$) and WENO-NIP schemes produce spurious oscillations but the MOP-GMWENO-Z$\eta$($\tau_{81}$) and MOP-GMWENO-NIP schemes, as well as all other MOP-GMWENO-X schemes, can avoid these oscillations properly. To demonstrate this, we next perform detailed tests and show the solutions carefully.

We re-run both Case 1 and Case 2 by considered WENO schemes. Just for the purpose of providing better illustrations but without loss of generality, we set the output time to be $t = 200$ and use the uniform meshes of $N = 1600$ and $N = 3200$ this time.

Figures [4][5] and Figures [8][9] give the solutions of different schemes with $t = 200, N = 1600$ for Case 1 and Case 2, respectively. It can be observed that: (1) the MOP-GMWENO-Z, MOP-GMWENO-Z$\eta$($\tau_5$), MOP-GMWENO-Z+, MOP-GMWENO-ZA, MOP-GMWENO-D and MOP-GMWENO-A schemes generate no any spurious oscillations and obtain numerical results with significantly better resolutions than the WENO-Z, WENO-Z$\eta$($\tau_5$), WENO-Z+, WENO-ZA, WENO-D, WENO-A schemes, and the WENO-JS and WENO-M schemes; (2) the WENO-Z$\eta$($\tau_{81}$) and WENO-NIP schemes inevitably generate severe spurious oscillations while the MOP-GMWENO-Z$\eta$($\tau_{81}$) and MOP-GMWENO-NIP schemes can avoid these spurious oscillations successfully and at the same time they can achieve considerably high resolutions, as accurate as the other MOP-GMWENO-X schemes.

In Figures [6][7] and Figures [10][11] we give the solutions of different schemes respectively for the case of $t = 200, N = 3200$. We can see that: (1) with the increase of grid number, the spurious oscillations produced by WENO-Z$\eta$($\tau_{81}$) and WENO-NIP appear to be closer to the discontinuities, and the amplitudes of these spurious oscillations seem to become larger, however, MOP-GMWENO-Z$\eta$($\tau_{81}$) and MOP-GMWENO-NIP are still able to prevent the
spurious oscillations while provide greatly improved resolutions; (2) all the other MOP-GMWENO-X schemes still generate no any spurious oscillations and evidently provide much better resolutions than the WENO-X schemes and the WENO-JS and WENO-M schemes.

To summarize, we may conclude that the order-preserving property introduced in the present study, can help the WENO-Z-type schemes to get high resolutions and remove spurious oscillations at the same time for long-run simulations.

| N   | WENO-JS | WENO-M | WENO-Z | MOP-GMWENO-Z | MOP-GMWENO-Z | MOP-GMWENO-Z | MOP-GMWENO-Z | MOP-GMWENO-Z | MOP-GMWENO-Z | MOP-GMWENO-Z | MOP-GMWENO-Z | MOP-GMWENO-Z | MOP-GMWENO-Z |
|-----|---------|--------|--------|--------------|--------------|--------------|--------------|--------------|--------------|--------------|--------------|--------------|--------------|
|     | $1_{\text{L}}$ error | $1_{\text{L}}$ order | $\infty$ order | $1_{\text{L}}$ order | $\infty$ order | $1_{\text{L}}$ order | $\infty$ order | $1_{\text{L}}$ order | $\infty$ order | $1_{\text{L}}$ order | $\infty$ order | $1_{\text{L}}$ order | $\infty$ order | $1_{\text{L}}$ order | $\infty$ order |
| 200 | 1.03220E-01 | - | 4.67252E-01 | - | 4.81148E-01 | 0.0104 | 5.57154E-01 | 0.0104 | 3.37228E-01 | 0.0104 | 5.71105E-01 | 0.0104 | 3.37228E-01 | 0.0104 |
| 400 | 5.79848E-02 | 0.8323 | 7.08378E-01 | 0.0010 | 3.73228E-01 | 0.0104 | 5.71105E-01 | 0.0104 | 3.37228E-01 | 0.0104 | 5.71105E-01 | 0.0104 | 3.37228E-01 | 0.0104 |
| 800 | 3.25843E-02 | 0.8315 | 4.74042E-01 | 0.0009 | 2.93752E-01 | 0.0104 | 5.17829E-01 | 0.0104 | 3.73228E-01 | 0.0104 | 5.30365E-01 | 0.0104 | 3.73228E-01 | 0.0104 |

Table 5: Numerical errors and convergence orders of accuracy on Example 3 at $t = 2000.0$.  

To sumerize, we may conclude that the order-preserving property introduced in the present study, can help the WENO-Z-type schemes to get high resolutions and remove spurious oscillations at the same time for long-run simulations.
Table 6: Numerical errors and convergence orders of accuracy on Example \( \text{I} \) at \( t = 200.0 \).

| \( N \) | WENO-JS-LW | WENO-JS | WENO-Z | WENO-ZA | WENO-NIP | MOP-GMWENO-Z | MOP-GMWENO-Za | MOP-GMWENO-Zb |
|---|---|---|---|---|---|---|---|---|
| 200 | 2.97171E-01 | 1.15918E-01 | 5.1426E-01 | 5.1999E-01 | 6.32899E-01 | 7.99265E-01 | - | - |
| 400 | 0.9707 | 1.1131 | 4.7783E-01 | 4.7341E-01 | 5.99215E-01 | 8.20493E-01 | -0.0378 | - |
| 800 | 1.55876E-02 | 1.2505E-02 | 4.0106 | 4.1306E-01 | 5.50135E-02 | 8.14608E-02 | 0.0103 | - |

| \( N \) | \( L_1 \) error | \( L_1 \) order | \( \infty \) error | \( \infty \) order | \( L_1 \) error | \( L_1 \) order | \( \infty \) error | \( \infty \) order |
|---|---|---|---|---|---|---|---|---|
| 200 | 3.8095E-01 | 0.9359 | 6.8583E-01 | 0.4021 | 0.1814 | 1.7675E-01 | 1.3529 | 5.0136E-01 | 0.6171 |
| 400 | 0.2791 | 5.0456E-01 | 0.0407 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 |
| 800 | 0.2791 | 5.0456E-01 | 0.0407 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 |

Fig. 4: Results of different schemes on solving Example \( \text{I} \) (Case 1) with \( t = 200 \), \( N = 1600 \).
Fig. 5: Results of different schemes on solving Example 3 (Case 1) with $t = 200, N = 1600$.

Fig. 6: Results of different schemes on solving Example 3 (Case 1) with $t = 200, N = 3200$.

Fig. 7: Results of different schemes on solving Example 3 (Case 1) with $t = 200, N = 3200$.
Fig. 8: Results of different schemes on solving Example 3 (Case 2) with $t = 200, N = 1600$.

Fig. 9: Results of different schemes on solving Example 3 (Case 2) with $t = 200, N = 1600$.

Fig. 10: Results of different schemes on solving Example 3 (Case 2) with $t = 200, N = 3200$. 
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5. Numerical results

5.1. Accuracy test

To test the accuracy of different WENO schemes, we consider the smooth density perturbation advection problem \[29\). It is governed by the one-dimensional Euler equation

\[
\begin{aligned}
\frac{\partial U}{\partial t} + \frac{\partial F(U)}{\partial x} &= 0, \\
U &= \left( \begin{array}{c}
\rho \\
\rho u \\
\rho u^2 + p
\end{array} \right), \\
F(U) &= \left( \begin{array}{c}
\rho u \\
\rho u^2 + p \\
\rho u^2 + p + u(E + p)
\end{array} \right),
\end{aligned}
\]

(35)

where \( \rho \) is the density, \( u \) the velocity in the \( x \) direction, \( p \) the pressure, \( E \) the total energy, and \( p = (\gamma - 1)(E - \rho u^2/2), \gamma = 1.4 \). In all calculations of this subsection, the CFL number is set to be \( \Delta x^{3/2} \) to rule out the effect of the time advancement on the convergence order of accuracy. The \( L_1, L_\infty \) error of the density are computed by

\[
L_1 = h \sum_j |\rho_j^{exact} - (\rho_h)_j|, \quad L_\infty = \max_j |\rho_j^{exact} - (\rho_h)_j|,
\]

where \( h \) is the mesh size and \( h = \Delta x \). \((\rho_h)_j \) is the computing results and \( \rho_j^{exact} \) is the exact solution.

The initial conditions of this problem in our tests are given in Example 5 and Example 6 below.

![Fig. 11: Results of different schemes on solving Example 3 (Case 2) with \( t = 200, N = 3200 \).](image)

Example 5. The first accuracy test is defined by

\[
\rho(x, 0) = 1 + 0.2 \sin(\pi x), \quad u(x, 0) = 1, \quad p(x, 0) = 1.
\]

The exact solution is computed by

\[
\rho(x, t) = 1 + 0.2 \sin (\pi(x - ut)), \quad u(x, t) = 1, \quad p(x, t) = 1.
\]

The computational domain is \([0, 2]\) and the output time is taken to be \( t = 2.0 \).

The numerical errors of the density and the convergence orders of different WENO schemes are presented in Table 7. For comparison purpose, we also present the results computed by the WENO5-ILW scheme. As expected, all the considered WENO schemes can achieve the designed convergence orders. In addition, the \( L_1 \) and \( L_\infty \) errors of all considered schemes are very close to those of the WENO-ILW scheme for this smooth problem. Here, we point out that the MOP-GMWENO-X scheme and the WENO-X scheme are essentially the same method for smooth solution in the cases whose grid numbers are not too small (e.g., \( N \geq 20 \) here). Actually, the minor accuracy loss
of the MOP-GMWENO-X schemes that only occurs with very small grid numbers and will disappear immediately when the grid number increases very slightly is negligible and this has been discussed carefully and detailly in [23]. Furthermore, the MOP-GMWENO-X schemes have solutions with better accuracy than WENO-JS in general.

**Example 6.** The second accuracy test is defined by

\[
\rho(x, 0) = 1 + 0.2 \sin \left( \frac{\pi x}{\pi} \right), \quad u(x, 0) = 1, \quad p(x, 0) = 1.
\]

The exact solution is computed by

\[
\rho(x, t) = 1 + 0.2 \sin \left( \pi (x - u t) - \frac{\pi (x - u t)}{\pi} \right), \quad u(x, t) = 1, \quad p(x, t) = 1.
\]

Also, the computational domain is \([0, 2] \times [0, 2]\) and the output time is taken to be \(t = 2.0\).

Table 8 shows the numerical errors of the density and the convergence orders of different WENO schemes. Again, we give the results computed by the WENO5-ILW scheme. Firstly, it can be observed that WENO-JS provides the lowest accurate results among all considered schemes. Its \(L_\infty\) convergence rate of accuracy drops by nearly 2 orders that leads to the noticeable accuracy loss shown with the \(L_1\) convergence orders. However, it can be seen that the MOP-GMWENO-X and WENO-X schemes can recover the designed convergence orders even in the presence of critical points.

### 5.2. Two-dimensional Euler equations

To examine the enhancement of the MOP-GMWENO-X schemes, we solve the two-dimensional Euler equations in this subsection. Its strong conservative form is given as

\[
\frac{\partial U}{\partial t} + \frac{\partial F(U)}{\partial x} + \frac{\partial G(U)}{\partial y} = 0,
\]

where

\[
U = \begin{pmatrix}
\rho \\
\rho u \\
\rho v \\
E
\end{pmatrix},
F(U) = \begin{pmatrix}
\rho u \\
\rho u^2 + p \\
\rho u v \\
u(E + p)
\end{pmatrix},
G(U) = \begin{pmatrix}
\rho v \\
\rho v u \\
\rho v^2 + p \\
v(E + p)
\end{pmatrix},
\]

and \(\rho, u, p\) and \(E\) are the same as in Eq. (35) and \(v\) is velocity in the \(y\) direction. Similarly, we use the following equations of state for ideal gases to close Eq. (38):\(^{35}\)

\[
\rho = (\gamma - 1) \left( E - \frac{1}{2} \rho (u^2 + v^2) \right), \quad \gamma = 1.4.
\]

For brevity in the discussion, we only focus on two standard examples. The first one is the 2D Riemann problem \(^{34, 33, 18}\), and the second one is the shock-vortex interaction problem \(^{4, 28, 31}\). We choose the CFL number to be 0.5 in all calculations of this subsection.

#### 5.2.1. 2D Riemann problem

**Example 7.** We consider the 2D Riemann problem. Since the first test 2D Riemann problem was introduced by \(^{34}\), it has become a widely-used two-dimensional test case for the high-resolution numerical methods \(^{18, 19, 30}\). In our present example, the Configuration 9 of \(^{18}\) is taken. It is defined on the rectangular computational domain \([0, 1] \times [0, 1]\) that is divided into four quadrants by lines \(x = 0.5\) and \(y = 0.5\), and the following initial constant states in each quadrant are specified

\[
U(x, y, 0) = \begin{cases}
(1.0, 0.0, 0.3, 1.0)^T, & 0.5 \leq x \leq 1.0, 0.5 \leq y \leq 1.0, \\
(2.0, 0.0, -0.3, 1.0)^T, & 0.0 \leq x \leq 0.5, 0.5 \leq y \leq 1.0, \\
(1.039, 0.0, -0.8133, 0.4)^T, & 0.0 \leq x \leq 0.5, 0.0 \leq y \leq 0.5, \\
(0.5197, 0.0, -0.4259, 0.4)^T, & 0.5 \leq x \leq 1.0, 0.0 \leq y \leq 0.5.
\end{cases}
\]
In the last rows, we show the density cross-sectional slices at $y = 19$. In the first two rows, the solutions in the density profile of the WENO-X schemes and the MOP-GMWENO-X schemes that satisfy the further in the next example. In summary, we claim that this should be an additional benefit of the new proposed that the MOP-GMWENO-NIP scheme performs slightly better than the WENO-NIP scheme, and we will discuss this although both the WENO-NIP and MOP-GMWENO-NIP schemes produce evident post-shock oscillations, it appears produced by the WENO-X schemes (except WENO-NIP) are much larger than the MOP-GMWENO-X schemes; (4) moreover, from the close-up views in the third rows, it is easy to see that the amplitudes of the post-shock oscillations produced by the WENO-X schemes (except WENO-NIP) are much larger than the MOP-GMWENO-X schemes; (4) although both the WENO-NIP and MOP-GMWENO-NIP schemes produce evident post-shock oscillations, it appears that the MOP-GMWENO-NIP scheme performs slightly better than the WENO-NIP scheme, and we will discuss this further in the next example. In summary, we claim that this should be an additional benefit of the new proposed WENO schemes that satisfy the OP property.

5.2.2. Shock-vortex interaction

**Example 8.** This is a very favorable two-dimensional test case for high-resolution methods [4, 28, 31]. The computational domain is $[0, 1] \times [0, 1]$, and the initial condition is given by

$$\mathbf{U}(x, y, 0) = \begin{cases} \mathbf{U}_L = \left( \rho_L + \delta \rho, u_L + \delta u, v_L + \delta v, p_L + \delta p \right)^T, & x < 0.5, \\ \mathbf{U}_R = \left( \rho_R, u_R, v_R, p_R \right)^T, & x \geq 0.5, \end{cases}$$

with

$$\rho_L = 1, u_L = \sqrt{\gamma}, v_L = 0, p_L = 1,$$

$$\rho_R = \rho_L \left( \frac{\gamma - 1 + (\gamma + 1)p_R}{\gamma + 1 + (\gamma - 1)p_R} \right), u_R = \frac{\rho_L(1 - p_R)}{\gamma - 1 + p_R(\gamma + 1)}^{1/2}, v_R = 0, p_R = 1.3,$$

$$\delta \rho = \frac{\rho_L^2}{\rho_L} \frac{\delta T}{\gamma - 1}, \delta u = \frac{\epsilon}{r_c} (y - y_c) e^{a(1-r^2)}, \delta v = -\frac{\epsilon}{r_c} (x - x_c) e^{a(1-r^2)}, \delta p = \frac{\gamma \rho_L^2}{\rho_L} \frac{\delta T}{\gamma - 1},$$

where $r = \sqrt{(x - x_c)^2 + (y - y_c)^2}/r_c$, $\delta T = -(\gamma - 1) \epsilon^2 e^{2a(1-r^2)}/(4\alpha \gamma)$, and $\epsilon$ is 0.3, $r_c$ is 0.05, $\alpha$ is 0.204, $x_c$ is 0.25, $y_c$ is 0.5. The outflow condition is used on all edges. We discretize the computational domain into 800 × 800 cells and set $t = 0.35$.

We show the results computed by the MOP-GMWENO-X schemes and the WENO-X schemes in Fig. [12] to Fig. [15]. In the first two rows, the solutions in the density profile of the WENO-X schemes and the MOP-GMWENO-X schemes are given, respectively. In order to show the enhancement of the MOP-GMWENO-X schemes more clearly, in the last rows, we show the density cross-sectional slices at $y = 0.65$. We can observe that: (1) the main structure of this complicated flow is captured properly by all considered schemes; (2) the WENO-X schemes generate evident numerical oscillations, however, the MOP-GMWENO-X schemes, except MOP-GMWENO-NIP, can considerably decrease these oscillations; (3) it is interesting that the oscillation produced by WENO-NIP is extremely violent, leading to the fact that the MOP-GMWENO-NIP scheme produces oscillations with larger amplitudes than that of the other MOP-GMWENO-X schemes, even larger than the other WENO-X schemes; (4) in spite of this, we can easily find that the MOP-GMWENO-NIP scheme significantly reduces the oscillations comparing with the WENO-NIP scheme; (5) also, from the last rows, we can easily find that the amplitudes of the oscillations produced by the WENO-X schemes are much greater than the MOP-GMWENO-X schemes. As mentioned before, this should be a benefit of the WENO-Z-type schemes with OP generalized mappings.

The outflow condition is employed on all edges. We discretize the computational domain into 800 × 800 cells and set $t = 0.3$.

The solutions are shown in Fig. [12] to Fig. [15]. In the first two rows, we give the density profiles of the 2D Riemann problem simulated by the WENO-X schemes and MOP-GMWENO-X schemes respectively. In the last rows, we display the close-up view of the zone where the post-shock oscillations are generated. We can observe that: (1) the main structure of the 2D Riemann problem was captured properly by all the considered schemes; (2) in the solutions of the WENO-X schemes, evident post-shock oscillations can be observed, however, in almost all the solutions of the MOP-GMWENO-X schemes except MOP-GMWENO-NIP, the post-shock oscillations are dramatically reduced; (3) moreover, from the close-up views in the third rows, it is easy to see that the amplitudes of the post-shock oscillations produced by the WENO-X schemes (except WENO-NIP) are much larger than the MOP-GMWENO-X schemes; (4) although both the WENO-NIP and MOP-GMWENO-NIP schemes produce evident post-shock oscillations, it appears that the MOP-GMWENO-NIP scheme performs slightly better than the WENO-NIP scheme, and we will discuss this further in the next example. In summary, we claim that this should be an additional benefit of the new proposed WENO schemes that satisfy the OP property.

5.2.2. Shock-vortex interaction

**Example 8.** This is a very favorable two-dimensional test case for high-resolution methods [4, 28, 31]. The computational domain is $[0, 1] \times [0, 1]$, and the initial condition is given by

$$\mathbf{U}(x, y, 0) = \begin{cases} \mathbf{U}_L = \left( \rho_L + \delta \rho, u_L + \delta u, v_L + \delta v, p_L + \delta p \right)^T, & x < 0.5, \\ \mathbf{U}_R = \left( \rho_R, u_R, v_R, p_R \right)^T, & x \geq 0.5, \end{cases}$$

with

$$\rho_L = 1, u_L = \sqrt{\gamma}, v_L = 0, p_L = 1,$$

$$\rho_R = \rho_L \left( \frac{\gamma - 1 + (\gamma + 1)p_R}{\gamma + 1 + (\gamma - 1)p_R} \right), u_R = \frac{\rho_L(1 - p_R)}{\gamma - 1 + p_R(\gamma + 1)}^{1/2}, v_R = 0, p_R = 1.3,$$

$$\delta \rho = \frac{\rho_L^2}{\rho_L} \frac{\delta T}{\gamma - 1}, \delta u = \frac{\epsilon}{r_c} (y - y_c) e^{a(1-r^2)}, \delta v = -\frac{\epsilon}{r_c} (x - x_c) e^{a(1-r^2)}, \delta p = \frac{\gamma \rho_L^2}{\rho_L} \frac{\delta T}{\gamma - 1},$$

where $r = \sqrt{(x - x_c)^2 + (y - y_c)^2}/r_c$, $\delta T = -(\gamma - 1) \epsilon^2 e^{2a(1-r^2)}/(4\alpha \gamma)$, and $\epsilon$ is 0.3, $r_c$ is 0.05, $\alpha$ is 0.204, $x_c$ is 0.25, $y_c$ is 0.5. The outflow condition is used on all edges. We discretize the computational domain into 800 × 800 cells and set $t = 0.35$.

We show the results computed by the MOP-GMWENO-X schemes and the WENO-X schemes in Fig. [12] to Fig. [15]. In the first two rows, the solutions in the density profile of the WENO-X schemes and the MOP-GMWENO-X schemes are given, respectively. In order to show the enhancement of the MOP-GMWENO-X schemes more clearly, in the last rows, we show the density cross-sectional slices at $y = 0.65$. We can observe that: (1) the main structure of this complicated flow is captured properly by all considered schemes; (2) the WENO-X schemes generate evident numerical oscillations, however, the MOP-GMWENO-X schemes, except MOP-GMWENO-NIP, can considerably decrease these oscillations; (3) it is interesting that the oscillation produced by WENO-NIP is extremely violent, leading to the fact that the MOP-GMWENO-NIP scheme produces oscillations with larger amplitudes than that of the other MOP-GMWENO-X schemes, even larger than the other WENO-X schemes; (4) in spite of this, we can easily find that the MOP-GMWENO-NIP scheme significantly reduces the oscillations comparing with the WENO-NIP scheme; (5) also, from the last rows, we can easily find that the amplitudes of the oscillations produced by the WENO-X schemes are much greater than the MOP-GMWENO-X schemes. As mentioned before, this should be a benefit of the WENO-Z-type schemes with OP generalized mappings.
| N     | $\ell_1$ error | $L_1$ order | $L_\infty$ error | $L_\infty$ order |
|-------|----------------|-------------|------------------|------------------|
| 10    | 5.57925e-03   | 3.1012e-03  | 4.8837           | 4.8837           |
| 20    | 1.87285e-04   | 4.8968      | 4.7175e-04       | 4.7175e-04       |
| 40    | 5.94483e-06   | 4.9775      | 6.6039e-06       | 6.6039e-06       |
| 80    | 1.86489e-07   | 4.9495      | 4.6040e-07       | 4.6040e-07       |
| 160   | 5.83323e-09   | 4.9987      | 5.4812e-09       | 5.4812e-09       |
| 320   | 1.81943e-10   | 5.0027      | 1.4426e-10       | 1.4426e-10       |
| 640   | 1.81943e-10   | 5.0027      | 1.4426e-10       | 1.4426e-10       |

| N     | $\ell_1$ error | $L_1$ order | $L_\infty$ error | $L_\infty$ order |
|-------|----------------|-------------|------------------|------------------|
| 10    | 6.08762e-03   | 5.0113      | 4.9359           | 4.9359           |
| 20    | 1.88487e-04   | 5.0113      | 4.9359           | 4.9359           |
| 40    | 5.94486e-06   | 4.9687      | 6.6397e-06       | 6.6397e-06       |
| 80    | 1.86499e-07   | 4.9495      | 4.6040e-07       | 4.6040e-07       |
| 160   | 5.83323e-09   | 4.9987      | 5.4812e-09       | 5.4812e-09       |
| 320   | 1.81941e-10   | 5.0028      | 1.44251e-10      | 1.44251e-10      |
| 640   | 1.81941e-10   | 5.0028      | 1.44251e-10      | 1.44251e-10      |

| N     | $\ell_1$ error | $L_1$ order | $L_\infty$ error | $L_\infty$ order |
|-------|----------------|-------------|------------------|------------------|
| 10    | 6.08762e-03   | 5.0113      | 4.9359           | 4.9359           |
| 20    | 1.88487e-04   | 5.0113      | 4.9359           | 4.9359           |
| 40    | 5.94486e-06   | 4.9687      | 6.6397e-06       | 6.6397e-06       |
| 80    | 1.86499e-07   | 4.9495      | 4.6040e-07       | 4.6040e-07       |
| 160   | 5.83323e-09   | 4.9987      | 5.4812e-09       | 5.4812e-09       |
| 320   | 1.81941e-10   | 5.0028      | 1.44251e-10      | 1.44251e-10      |
| 640   | 1.81941e-10   | 5.0028      | 1.44251e-10      | 1.44251e-10      |

| N     | $\ell_1$ error | $L_1$ order | $L_\infty$ error | $L_\infty$ order |
|-------|----------------|-------------|------------------|------------------|
| 10    | 6.08762e-03   | 5.0113      | 4.9359           | 4.9359           |
| 20    | 1.88487e-04   | 5.0113      | 4.9359           | 4.9359           |
| 40    | 5.94486e-06   | 4.9687      | 6.6397e-06       | 6.6397e-06       |
| 80    | 1.86499e-07   | 4.9495      | 4.6040e-07       | 4.6040e-07       |
| 160   | 5.83323e-09   | 4.9987      | 5.4812e-09       | 5.4812e-09       |
| 320   | 1.81941e-10   | 5.0028      | 1.44251e-10      | 1.44251e-10      |
| 640   | 1.81941e-10   | 5.0028      | 1.44251e-10      | 1.44251e-10      |

| N     | $\ell_1$ error | $L_1$ order | $L_\infty$ error | $L_\infty$ order |
|-------|----------------|-------------|------------------|------------------|
| 10    | 6.08762e-03   | 5.0113      | 4.9359           | 4.9359           |
| 20    | 1.88487e-04   | 5.0113      | 4.9359           | 4.9359           |
| 40    | 5.94486e-06   | 4.9687      | 6.6397e-06       | 6.6397e-06       |
| 80    | 1.86499e-07   | 4.9495      | 4.6040e-07       | 4.6040e-07       |
| 160   | 5.83323e-09   | 4.9987      | 5.4812e-09       | 5.4812e-09       |
| 320   | 1.81941e-10   | 5.0028      | 1.44251e-10      | 1.44251e-10      |
| 640   | 1.81941e-10   | 5.0028      | 1.44251e-10      | 1.44251e-10      |

Table 7: The $L_1$, $L_\infty$ errors of the density and the convergence rates of accuracy of different WENO schemes for Examples.
Table 8: The $L_1$, $L_{\infty}$ errors of the density and the convergence rates of accuracy of different WENO schemes for Example 6.

| $N$  | $L_1$ error | $L_1$ order | $L_{\infty}$ error | $L_{\infty}$ order |
|------|-------------|-------------|--------------------|------------------|
| 10   | 2.55852e-02 | 3.8435      | 2.4257e-03         | -                |
| 20   | 1.85214e-03 | 3.8435      | 2.4257e-03         | -                |
| 40   | 6.72815e-05 | 3.8435      | 2.4257e-03         | -                |
| 80   | 1.54646e-06 | 4.9911      | 9.5182e-08         | -                |
| 160  | 7.74956e-08 | 4.9911      | 9.5182e-08         | -                |
| 320  | 1.20326e-09 | 4.9911      | 9.5182e-08         | -                |
| 640  | 3.85956e-09 | 4.9911      | 9.5182e-08         | -                |
| 1280 | 1.38223e-09 | 4.9911      | 9.5182e-08         | -                |
| 2560 | 4.36459e-10 | 4.9911      | 9.5182e-08         | -                |

| $N$  | $L_1$ error | $L_1$ order | $L_{\infty}$ error | $L_{\infty}$ order |
|------|-------------|-------------|--------------------|------------------|
| 10   | 2.04632e-02 | 3.8435      | 2.4257e-03         | -                |
| 20   | 1.13036e-03 | 3.8435      | 2.4257e-03         | -                |
| 40   | 4.56237e-05 | 3.8435      | 2.4257e-03         | -                |
| 80   | 1.04457e-06 | 4.9911      | 9.5182e-08         | -                |
| 160  | 5.49141e-08 | 4.9911      | 9.5182e-08         | -                |
| 320  | 1.01631e-09 | 4.9911      | 9.5182e-08         | -                |
| 640  | 3.12255e-09 | 4.9911      | 9.5182e-08         | -                |
| 1280 | 1.04067e-09 | 4.9911      | 9.5182e-08         | -                |
| 2560 | 3.18320e-10 | 4.9911      | 9.5182e-08         | -                |

| $N$  | $L_1$ error | $L_1$ order | $L_{\infty}$ error | $L_{\infty}$ order |
|------|-------------|-------------|--------------------|------------------|
| 10   | 2.04632e-02 | 3.8435      | 2.4257e-03         | -                |
| 20   | 1.13036e-03 | 3.8435      | 2.4257e-03         | -                |
| 40   | 4.56237e-05 | 3.8435      | 2.4257e-03         | -                |
| 80   | 1.04457e-06 | 4.9911      | 9.5182e-08         | -                |
| 160  | 5.49141e-08 | 4.9911      | 9.5182e-08         | -                |
| 320  | 1.01631e-09 | 4.9911      | 9.5182e-08         | -                |
| 640  | 3.12255e-09 | 4.9911      | 9.5182e-08         | -                |
| 1280 | 1.04067e-09 | 4.9911      | 9.5182e-08         | -                |
| 2560 | 3.18320e-10 | 4.9911      | 9.5182e-08         | -                |

| $N$  | $L_1$ error | $L_1$ order | $L_{\infty}$ error | $L_{\infty}$ order |
|------|-------------|-------------|--------------------|------------------|
| 10   | 2.04632e-02 | 3.8435      | 2.4257e-03         | -                |
| 20   | 1.13036e-03 | 3.8435      | 2.4257e-03         | -                |
| 40   | 4.56237e-05 | 3.8435      | 2.4257e-03         | -                |
| 80   | 1.04457e-06 | 4.9911      | 9.5182e-08         | -                |
| 160  | 5.49141e-08 | 4.9911      | 9.5182e-08         | -                |
| 320  | 1.01631e-09 | 4.9911      | 9.5182e-08         | -                |
| 640  | 3.12255e-09 | 4.9911      | 9.5182e-08         | -                |
| 1280 | 1.04067e-09 | 4.9911      | 9.5182e-08         | -                |
| 2560 | 3.18320e-10 | 4.9911      | 9.5182e-08         | -                |
Fig. 12: Density contours of Example 7. Left: WENO-Z and MOP-GMWENO-Z; Right: WENO-Zη(τ₅) and MOP-GMWENO-Zη(τ₅).
Fig. 13: Density contours of Example 7. Left column: WENO-Z(τ_{81}) and MOP-GMWENO-Z(τ_{81}); Right: WENO-Z+ and MOP-GMWENO-Z+.
Fig. 14: Density contours of Example 7. Left column: WENO-ZA and MOP-GMWENO-ZA; Right: WENO-D and MOP-GMWENO-D.
Fig. 15: Density contours of Example. Left column: WENO-A and MOP-GMWENO-A; Right: WENO-NIP and MOP-GMWENO-NIP.
Fig. 16: Density contours of Example 8 (Row 1 and Row 2) and the density cross-sectional slices at $y = 0.65$ (Row 3w). Left: WENO-Z and MOP-GMWENO-Z; Right: WENO-Z$\eta(\tau_5)$ and MOP-GMWENO-Z$\eta(\tau_5)$. 
Fig. 17: Density contours of Example 8 (Row 1 and Row 2) and the density cross-sectional slices at $y = 0.65$ (the last row). Left: WENO-$Z\eta(\tau_{81})$ and MOP-GMWENO-$Z\eta(\tau_{81})$; Right: WENO-$Z+$ and MOP-GMWENO-$Z+$.
Fig. 18: Density contours of Example 8 (Row 1 and Row 2) and the density cross-sectional slices at $y = 0.65$ (the last row). Left: WENO-ZA and MOP-GMWENO-ZA; Right: WENO-D and MOP-GMWENO-D.
Fig. 19: Density contours of Example 8 (Row 1 and Row 2) and the density cross-sectional slices at $y = 0.65$ (the last row). Left: WENO-A and MOP-GMWENO-A; Right: WENO-NIP and MOP-GMWENO-NIP.
6. Conclusions

In this paper we improved the family of the WENO-Z-type schemes. We have extended the order-preserving (OP) criterion to the WENO-Z-type schemes. As reported in the literature, the OP property plays a critical part in preserving high resolutions and meanwhile avoiding spurious oscillations for the traditional mapped WENO schemes on long simulations. As the fact that the real-time one-to-one relationships between the nonlinear weights of the WENO-JS scheme and those of the WENO-Z-type schemes are very similar to the designed mapping relationships of the traditional mapped WENO schemes, we generated the idea of establishing the concept of generalized mapped WENO scheme. Accordingly, we devised a uniform formula for the Z-type weights. And then, we designed a general algorithm to implement our idea. Therefore, the improved WENO-Z-type schemes, dubbed MOP-GM/WENO-X, have been proposed by naturally introducing the OP criterion. Compared to the traditional WENO-Z-type schemes, the improved WENO-Z-type schemes have the following enhancements: (1) they can amend the drawback of the traditional WENO-Z-type schemes of suffering from either generating spurious oscillations or losing high resolutions in long simulations of hyperbolic problems; (2) they can significantly decreasing the post-shock oscillations in the simulations of the 2D Euler problems with strong shock waves.
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