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Abstract

Unsupervised domain adaptation (UDA) aims to learn a model trained on source domain and performs well on unlabeled target domain. In medical image segmentation field, most existing UDA methods depend on adversarial learning to address the domain gap between different image modalities, which is ineffective due to its complicated training process. In this paper, we propose a simple yet effective UDA method based on frequency and spatial domain transfer under multi-teacher distillation framework. In the frequency domain, we first introduce non-subsampled contourlet transform for identifying domain-invariant and domain-variant frequency components (DIFs and DVF)s, and then keep the DIFs unchanged while replacing the DVF of the source domain images with that of the target domain images to narrow the domain gap. In the spatial domain, we propose a batch momentum update-based histogram matching strategy to reduce the domain-variant image style bias. Experiments on two cross-modality medical image segmentation datasets (cardiac, abdominal) show that our proposed method achieves superior performance compared to state-of-the-art methods. Codes are available at https://github.com/sliuEric/FSUDA.

1 Introduction

Deep learning has a wide range of applications in the medical field, including image segmentation (Huo et al. 2018; Chen et al. 2020), classification (Wollmann, Eijkman, and Rohr 2018; Zhang et al. 2019), detection (Xing et al. 2020; Shen et al. 2020), etc. The success of deep learning heavily depends on large amount of annotated data for model training, but the pixel-level annotation of medical images for segmentation is expensive and time-consuming, because the annotation usually can only be done by experienced radiologists. To tackle the difficulty of obtaining new annotated datasets, one solution is to utilize other annotated datasets (Csurka et al. 2017; Guan and Liu 2021). However, the differences on imaging principles and equipment parameters (scanners, protocols and modalities) lead to domain gap between datasets, and the performance of a model trained on one domain tends to deteriorate when it is directly used in another domain (Chen et al. 2020; AlBadawy, Saha, and Mazurowski 2018; Ghafforin et al. 2017). Unsupervised domain adaptation (UDA) is the technique to address this problem by training a network with labeled source domain data and unlabeled target domain data, aiming at improving the performance on target domain (Toldo et al. 2020).

The main objective of UDA is to minimize the influence of domain gap on the performance of the trained model in the target domain, which can be realized by either generating target-like images for model training or encouraging the model to focus on domain-invariant information instead of domain-variant information. In the UDA for medical image segmentation, most studies leverage adversarial learning to stylize source-domain images at the image level (Huo et al. 2018; Chen et al. 2020, 2019; Zeng et al. 2021; Dou et al. 2018; Zhu et al. 2017; Hoffman et al. 2018; Du and Liu 2021) to generate target-like images for model training. Other studies apply adversarial learning at the feature level to maximize the confusion between representations in source and target domains to make the model learn domain invariant representations (Tsai et al. 2018; Ma et al. 2022). Although satisfactory results have been achieved, the adversarial training process is complicated and is prone to collapse.

In recent years, several UDA methods without using adversarial learning have been developed in the CV field, which can be divided into two categories: spatial domain-based methods and frequency domain-based methods. Spatial domain-based methods generate target-like images by simple cutmix-like region replacement (Chen et al. 2021b), statistical information adjustment (He et al. 2021; Nam et al. 2021) or histogram matching (Xu et al. 2021). Frequency domain-based methods first transform images into frequency components by Discrete Fourier Transform (DFT) (Yang and Soatto 2020; Xu et al. 2021) or Discrete Cosine Transform (DCT) (Huang et al. 2021) and narrow domain gap by manipulating the frequency components. These methods have yielded promising results in the CV field, but no studies have been explored in medical image analysis.

In this paper, we propose a novel UDA method in the frequency domain and combine it with a spatial domain UDA method under a multi-teacher distillation framework to achieve better segmentation performance in the target domain. Specifically, we introduce Non-Subsampled Con-
tourlet Transform (NSCT) for the first time in frequency domain-based UDA. Compared to DFT and DCT, NSCT can produce finer, anisotropic, and multi-directional frequency components and reduce spectrum overlapping. We identify the domain-variant frequency components (DVFs) and domain-invariant frequency components (DIFs) in all NSCT frequency components and replace the DVFs of source domain images with that of target domain images while keeping the DIFs unchanged. Thus, the negative effects of the DVFs of source domain images are reduced in model training. In the spatial domain, we propose a batch momentum update-based histogram matching strategy to align the image styles. Finally, we train two segmentation models by using the above frequency domain UDA and spatial domain UDA strategies and use them as teachers to train a student model for inference in a multi-teacher distillation framework. Our method outperforms existing UDA methods in experiments on cross-modality cardiac and abdominal multi-organ datasets. The main contributions are summarized as follows:

- We introduce NSCT to perform frequency domain-based unsupervised domain adaptation for the first time.
- We propose a simple and effective UDA framework based on multi-teacher distillation to integrate frequency-domain and spatial-domain UDA strategies to further enhance the model’s UDA performance.
- Extensive experiments show that our method outperforms the state-of-the-art methods on cardiac and abdominal multi-organ segmentation datasets.

2 Related Work

Existing studies can be mainly divided into adversarial learning-based and non-adversarial learning-based methods.

2.1 Adversarial Learning-based Methods

Most of the UDA studies for medical image segmentation use adversarial learning to align domain-variant information to reduce domain gap (Huo et al. 2018; Chen et al. 2020, 2019; Zeng et al. 2021; Dou et al. 2018; Zhu et al. 2017; Hoffman et al. 2018; Du and Liu 2021), which can be further divided into image-level methods and feature-level methods. In image-level methods, Generative Adversarial Networks (GANs) or its variant CycleGAN (Zhu et al. 2017) are used for generating images with target-like appearance from source domain image for model training (Huo et al. 2018; Chen et al. 2020, 2019; Zeng et al. 2021; Dou et al. 2018; Zhu et al. 2017; Hoffman et al. 2018; Du and Liu 2021). Adversarial learning can also be used in the feature level to extract domain-invariant features to improve the model generalization on the target domain (Chen et al. 2020, 2019). The main problem of this kind of methods lies in the complicated training process and the difficulty in network convergence.

2.2 Non-adversarial Learning-based Methods

A series of methods without adversarial learning have been proposed to achieve UDA in a simple way in the CV field. These methods can be further classified into spatial-domain-based and frequency-domain-based methods. Spatial Domain-based Methods

Spatial domain-based methods directly adjust the source domain images or their features to narrow the gap with the target domain. For example, Nam et al. (Nam et al. 2021) used adaptive instance normalization to replace the style information revealed in channel-wise mean and standard deviation of the source domain images with that of randomly selected target domain images for style transfer before training. Some studies used histogram matching (Ma et al. 2021) or mean and variance adjustment (He et al. 2021) in the LAB color space to reduce domain gap.

Frequency Domain-based Methods

Frequency-domain-based methods first decompose the source and target domain images into frequency components (FCs) and narrow the domain gap by manipulating the FCs. For example, in the studies of Yang et al. (Yang and Soatto 2020) and Xu et al. (Xu et al. 2021), DFT is used for decomposition and the low frequency part of the amplitude spectrum of source images is replaced with that of target domain images to generate target-like images. In Huang et al. (Huang et al. 2021), DCT is used to decompose images into FCs, which are then divided into two categories: domain-variant FCs and domain-invariant FCs. Then the domain-variant FCs of a source image is replaced with the corresponding FCs of a randomly-selected target domain image, and a target-like image is reconstructed by inverse transformation for model training. However, the FCs of DCT is in a single decomposition scale and the spectral energy is mainly concentrated in the upper left corner including a little low-frequency information. In this paper, we adopted NSCT for decomposition, which can obtain multi-scale, multi-directional and anisotropic FCs.

3 Method

3.1 Problem Formulation

Given source domain data $D_s = \{(x_i^s, y_i^s)\}_{i=1}^{N_s}$, where $x_i^s \in \mathbb{R}^{H \times W}$ represents a source medical image with segmentation label $y_i^s \in \mathbb{R}^{n_c \times H \times W}$, and $n_c$ denotes the number of segmentation categories. Similarly, $D_t = \{(x_j^t)_{j=1}^{N_t}\}$ is the target domain data without segmentation labels. The objective of this paper is to train a segmentation model with $D_s$ and $D_t$ that performs well on the target domain.

The overall framework proposed in this paper is shown in Figure 1, where $x_i^s$ and $x_j^t$ are a source domain image and a target domain image, respectively, and $\hat{x}^t$ is the average image of a batch of target domain images. We use a frequency domain transfer (FT) module and a spatial domain transfer (ST) module to generate two sets of target-like images $x_i^{t \rightarrow s}$ and $x_i^{s \rightarrow t}$, respectively. Each image set is used to train a teacher model, and the two teachers are then utilized to train a student model in a multi-teacher distillation framework for inference. The FT module takes $x_i^s$ and $x_j^t$ as inputs and each of them are decomposed into 15 frequency components (FCs) using NSCT, which are denoted as $f_{j}^s$ and $f_{j}^t$, respectively. We empirically identify domain invariant frequency components (DIFs) and domain variant frequency components (DVFs) in the NSCT components. The DVFs...
in \( f_s^t \) are replaced with that in \( f_j^t \), and the resulted source domain FCs are used to generate \( x_{F_1}^{s-t} \) using inverse NSCT. Details of the FT module are presented in Section 3.2.

In the ST module, we first calculate the normalized histogram \( p_s(s_k) \) of the source domain image \( x_i^t \). At the same time, we randomly sample a batch of target domain images \( X = \{x_1^t, x_2^t, \ldots, x_B^t\} \in D_t \) and calculate their average image \( \bar{x}^t \) and its normalized histogram \( p_t(t_k) \). Then, \( p_s(s_k) \) is aligned with \( p_t(t_k) \) by histogram matching to obtain the transferred source domain image \( x_{S_1}^{s-t} \). In this process, we introduce momentum updates to \( p_t(t_k) \) to make it change steadily. Details of the ST module are shown in Section 3.3.

We use \( x_{F_1}^{s-t} \) and \( x_{S_1}^{s-t} \) to train two teacher models \( \xi_1 \) and \( \xi_2 \), respectively. Then, we utilize an entropy-based multi-teacher distillation strategy (Kwon et al. 2020) to integrate the information learned by the two teachers to train a student model for inference (see the dashed arrow data flow in Figure 1). Details of the distillation framework are presented in Section 3.4.

### 3.2 Frequency Domain Transfer Module

In this section, we will first briefly introduce NSCT for completeness and then present how it is used for frequency domain image transfer.

**Non-Subsampled Contourlet Transform (NSCT)**

NSCT can efficiently capture multi-scale visual information of images by decomposing an image into high-pass sub-bands representing details and low-pass sub-bands representing structural information (Zhu et al. 2019; Bhatnagar, Wu, and Liu 2013). Concretely, NSCT consists of two parts: a Non-Subsampled Pyramid (NSP) and a Non-Subsampled Directional Filter Bank (NSDFB), which are used to obtain multi-scale and multi-directional frequency components, respectively. We briefly introduce the three-layer NSCT used in this study here and more details can be found in the Supplementary Material Section 2.

As shown in Figure 2, for an input image \( x \), a low-frequency sub-band image \( LS_1 \) and a high-frequency sub-band image \( BS_1 \) are obtained after NSP decomposition. The low-frequency sub-bands at the \( l \)-th layer \( LS_l \) will continue to be decomposed by NSP to obtain \( LS_{l+1} \) and \( BS_{l+1} \). Then, the high-frequency sub-bands \( BS_l \) are further decomposed into \( 2^l \) multi-directional frequency sub-bands using NSDFB. After the \( L \)-level decomposition, the input image \( x \) is transformed into a series of FCs, including the low-frequency sub-band \( f(0) \), and a total number of \( \sum_{l=1}^{L} 2^l \) high-frequency sub-bands \( f(1) \sim f(\sum_{l=1}^{L} 2^l) \).

Taking an abdominal MRI image \( x_i^t \) as an example, we obtain its FCs \( f_s^t \) by three-layer NSCT decomposition:

\[
 f_s^t = NSCT(x_i^t) = \{f_s^t(0), f_s^t(1), \ldots, f_s^t(14)\} \tag{1}
\]
The visualization of each sub-band FC is shown in Figure 3. We can see that the FC of low frequency sub-band retain most of the semantic content of the image, while the FCs corresponding to high frequency sub-bands represent the structure and texture of the image in different directions.

**NSCT-based Frequency Transfer Strategy**

In order to narrow the domain gap using frequency components, we propose an NSCT-based frequency domain transfer strategy between the two domains.

First, for each source domain image, we decompose it into 15 FCs using NSCT, and then reconstruct a series of images from different combinations of these FCs. We train a baseline model using the original source domain images and train a transfer model using the images reconstructed from each FCs combination. Then DVFs and DIFs are identified according to the performance of all these models on a synthetic target domain data. Specifically, an improved performance of the baseline model implies that the removed FCs are domain-variant, and removing these FCs can prevent the model from learning too many domain-variant features to facilitate domain adaptation. On the contrary, a decreased performance over the baseline model implies that the rejected FCs are domain-invariant, and by retaining these components, the model is encouraged to learn domain-invariant features to facilitate domain adaptation.

Due to page limitation, the experimental details of identifying DIFs and DVFs are given in Supplementary Material Section 3, and we only give the results here, i.e. the FCs combination with the low-frequency $f_s^{(0)}$ and the third-layer high-frequency components $f_s^{(7,14)}$ achieve the best results. Therefore, we consider the low-frequency FC and the third-layer FCs as DIFs, and the other FCs as DVFs.

After identifying the DVFs and DIFs, for a source domain image $x_t$, we keep its DIFs unchanged and replace its DVFs with that of a randomly selected target domain image to obtain the adapted FCs $f_s^{x_t \rightarrow t}$. Then, inverse NSCT is applied on $f_s^{x_t \rightarrow t}$ to obtain the corresponding adapted image $x_t^{x_t \rightarrow t}$, which is used to train the frequency domain transfer-based segmentation teacher network $\xi_1$ with the loss function $L_{Fre}$ defined as follows:

$$L_{Fre} = \sum [L_{CE} (\hat{y}_{F_t}, y_t^i) + L_{Dice} (\hat{y}_{F_t}, y_t^i)]$$  \hspace{1cm} (2)

where $L_{CE}$ is the cross-entropy loss and $L_{Dice}$ is the Dice loss. $\hat{y}_{F_t}$ is the predicted segmentation result.

**3.3 Spatial Domain Transfer Module**

In order to further reduce the domain gap, we utilize the spatial domain transfer module to generate another target-like image for model training by histogram matching (Gonzalez 2009). We propose to use batch momentum update to calculate an average histogram of a batch of target domain images for matching, rather than the entire target domain, which tends to smooth the target domain histogram and ignores the intensity variants (Yaras et al. 2021).

Concretely, given the source domain image $x_s^i$ and a batch of target domain image $X = \{x_1^t, x_2^t, \ldots, x_B^t\}$, we first normalize all these images to make them have integer intensity values falling in the range of $[0, L - 1]$. The normalized histogram of $x_s^i$ is defined as $p_s(k) = n_k / HW$, where $s_k, k = 0, 1, \ldots, L - 1$ represents the $k^{th}$ intensity value, and $n_k$ is the number of pixels with intensity $s_k$. Similarly, the histogram of the average target image of the current batch $\bar{x}^t = 1/B \sum_{i=1}^{B} x_i^t$ is denoted as $p_t(t_k)$.

Then, we use the source image histogram to find the histogram equalization transformation $T$ as follows, and round the obtained value $\mu_k$ to the integer range $[0, L - 1]$.

$$\mu_k = T(s_k) = (L - 1) \sum_{j=0}^{k} p_s(s_j) = \frac{L - 1}{HW} \sum_{j=0}^{k} n_j$$  \hspace{1cm} (3)

where $k = 0, 1, \ldots, L - 1$, $n_j$ is the number of pixels with intensity value $s_j$. Similarly, we can use the histogram of the average target intensity image $p_t(t_k)$ to calculate its histogram equalization transformation function $G(t_q), q = 0, 1, \ldots, L - 1$. Then round the resulting values $G(t_q)$ to the integer range $[0, L - 1]$ and store the values in a table.

$$G(t_q) = \left( L - 1 \right) \sum_{i=0}^{q} p_t(t_i)$$  \hspace{1cm} (4)

For every value of $\mu_k$, we use the stored values of $G$ to find the corresponding value of $t_q$ so that $G(t_q)$ is closest to $\mu_k$ and then store these mappings from $\mu$ to $t$. Note that, if there are more than one values of $t_q$ satisfies the given $\mu_k$,
we will choose the smallest value. Finally, we use the found mapping to map each equalized source domain image pixel value \( \mu_k \) to the corresponding pixel with value \( \xi_q \) and we can obtain the final histogram-matched image \( x_i^{\eta \rightarrow t} \).

In addition, for the update of the average intensity image of the current batch in the target domain, we use the cumulative average based on batch momentum update to slowly change the current average image.

\[
\bar{x}_i^t = \eta \bar{x}_i^{t-1} + (1 - \eta) x_i^{t-1}
\]

where \( \eta \) is set as 0.7, \( \bar{x}_i^t \) is the average target image of current batch \( t \) and \( \bar{x}_i^{t-1} \) is that of last batch. Finally, we input \( x_i^{\eta \rightarrow t} \) for training the second segmentation teacher network \( \xi_2 \), and the loss function \( L_{spa} \) is defined as follows.

\[
L_{spa} = \sum [L_{CE}(\bar{y}_S, y_i^t) + L_{Dice}(\bar{y}_S, y_i^t)]
\]

where \( \bar{y}_S \) represents the predicted segmentation results.

3.4 Multi-teacher Knowledge Distillation for Domain Adaptation

Given the source domain data \( D_s = \{x_i^s, y_i^s\}_{i=1}^{N_s} \) and two trained teacher models \( \xi_1 \) and \( \xi_2 \), we train a student model for inference using the entropy-based dynamic multi-teacher distillation strategy (Kwon et al. 2020). As shown in Figure 1, we first input a source domain image \( x_i^s \) into \( \xi_1 \) and \( \xi_2 \) to obtain the predicted segmentation category probability maps \( \bar{y}_{F_1} \) and \( \bar{y}_{S_1} \), respectively. Then, we compute the entropy-based distillation loss to train the student network \( \psi \) with \( x_i^s \) and predict its probability maps \( \bar{y}_s \). The loss function for training the student network is:

\[
L_{MKD} = \sum_{i=1}^{N_s} \left( \alpha (L_{CE}(\bar{y}_s, y_i^t) + L_{Dice}(\bar{y}_S, y_i^t)) + \omega_{KD}^F L_{KD}(\bar{y}_{F_1}, \bar{y}_S) + \omega_{KD}^S L_{KD}(\bar{y}_S, \bar{y}_{F_1}) \right)
\]

where \( \delta = \bar{y}_{F_1}, \bar{y}_{S_1}, \sigma \) represents the softmax function, \( KL(\cdot) \) denotes the Kullback-Leibler divergence, and \( \tau \) is a temperature. \( \alpha \) is a trade-off hyperparameter, which is set as 10. \( H(\cdot) \) represents the entropy computation.

4 Experiments Results

4.1 Implementation Details

Datasets and Implementation Details

Abdominal Multi-organ Segmentation. We use the same Abdominal Multi-Organ dataset as SIFA (Chen et al. 2020), in which the publicly available CT data (Landman et al. 2015) with 30 volumes is the source domain data and the T2-SPIR MRI training data from ISBI 2019 CHAOS Challenge (Kavur et al. 2021) with 20 volumes is the target domain data. In each volume, a total of four abdominal organs are annotated, including liver, right (R.) kidney, left (L.) kidney, and spleen.

Multi-modality Cardiac Segmentation. We use Multi-modality Whole Heart Segmentation (MMWHS) 2017 Challenge dataset (Zhuang and Shen 2016), which consists of 20 unaligned MRI and CT volumes with ground truth masks on each modality. We use the MRI and CT images as the source and target domain data, respectively. A total of four cardiac structures are annotated, including ascending aorta (AA), left atrium blood cavity (LAC), left ventricle blood cavity (LVC), and myocardium of the left ventricle (MYO).

Evaluation Metrics. We employed two commonly-used metrics to evaluate the segmentation performance: the Dice similarity coefficient (Dice) and the Average Symmetric Surface Distance (ASD).

Experimental Setting. We applied TransUnet (Chen et al. 2021a) as the backbone of the two teacher networks and the student network. Our network was trained on an NVIDIA GTX 3090 GPU with a batch size of 32 and 50 epoch, using an ADAM optimizer with a learning rate of 1e-4. We used the official data split for training and testing, and more details are described in Supplementary Material Section 1.

4.2 Comparison Results

We compared our method with 10 existing state-of-the-art methods, including eight medical UDA methods: PnP-AdaNet (Dou et al. 2018), SynSeg-Net (Huo et al. 2018), CyCADA (Hoffman et al. 2018), Prior SIFA (Chen et al. 2019), SIFA (Chen et al. 2020), FDA (Yang and Soatto 2020), CUDA (Du and Liu 2021), ICMSC (Zeng et al. 2021) and two natural image UDA methods: AdaOutput (Tsai et al. 2018), CycleGAN (Zhu et al. 2017). Among them, we reproduced SIFA and FDA, and the results of the other studies are from their original papers. We also report the result of ‘W/o adaptation’ as the lower bound of UDA segmentation performance, which is obtained by directly using the model trained on the source domain data to the target domain without adaptation. Similarly, we report the result of ‘Supervised’ as the upper bound by training with labeled data in the target domain.

Abdominal Multi-organ Image Segmentation

The results of abdominal multi-organ segmentation are shown in Table 1. Our proposed method achieves the best average Dice and average ASD, and it outperforms the comparing methods by a large margin in terms of average Dice. In the four organs, our method achieves the best performance on three of them in terms of both Dice and ASD. Without adaptation, the trained model can only achieve an average Dice of 53.3% and an average ASD of 6.8 on the target domain images. When our proposed UDA method is used, the Dice is increased significantly by 35.9% and
### Table 1: Quantitative results on cross-modality abdominal multi-organ segmentation.

| Method                     | Dice ↑ | ASD ↓ |
|----------------------------|--------|-------|
|                            | Liver  | R.kidney | L.kidney | Spleen | Average |
| Supervised                 | 88.3   | 90.2     | 92.1     | 95.2    | 91.5    |
|                            | 1.1    | 1.5      | 0.8      | 1.2     | 1.2     |
| W/o adaptation             | 55.1   | 41.7     | 54.3     | 62.2    | 53.3    |
|                            | 4.3    | 9.8      | 5.3      | 7.9     | 6.8     |
| SynSeg-Net (TMI 18’)       | 87.2   | 90.2     | 76.6     | 82.2    | 83.5    |
|                            | 2.0    | 1.9      | 3.2      | 2.6     | 2.4     |
| AdaOutput (CVPR 18’)       | 85.3   | 87.3     | 76.8     | 79.4    | 83.1    |
|                            | 2.0    | 1.9      | 3.2      | 2.6     | 2.4     |
| CycleGAN (ICCV 17’)        | 88.8   | 89.3     | 78.1     | 80.2    | 84.1    |
|                            | 1.5    | 1.7      | 3.2      | 2.6     | 2.4     |
| CyCADA (ICML 18’)          | 88.7   | 90.0     | 79.7     | 81.3    | 84.9    |
| Prior SIFA (AAAI 19’)      | 88.5   | 90.0     | 79.7     | 81.3    | 84.9    |
| SIFA (TMI 20’)             | 90.0   | 89.1     | 80.2     | 82.3    | 85.4    |
|                            | 1.5    | 0.6      | 3.2      | 2.4     | 2.4     |
| FDA (CVPR 20’)             | 85.2   | 85.2     | 78.2     | 80.2    | 82.2    |
|                            | 1.8    | 1.2      | 3.2      | 2.4     | 2.2     |
| Ours                       | 89.6   | 90.0     | 90.3     | 87.0    | 89.2    |
|                            | 1.4    | 1.5      | 1.2      | 2.0     | 1.5     |

### Table 2: Quantitative results on cross-modality cardiac segmentation.

| Method                     | Dice ↑ | ASD ↓ |
|----------------------------|--------|-------|
|                            | AA     | LAC   | LVC   | MYO   | Average |
| Supervised                 | 92.3   | 91.9  | 91.2  | 85.7  | 89.6    |
|                            | 1.5    | 0.7   | 1.4   | 1.5   | 1.3     |
| W/o adaptation             | 60.4   | 37.5  | 38.2  | 48.0  | 46.0    |
|                            | 9.4    | 16.2  | 15.1  | 11.5  | 13.1    |
| PnP-AdaNet (Access 19’)    | 74.0   | 68.9  | 61.9  | 50.8  | 63.9    |
|                            | 12.8   | 6.3   | 14.7  | 17.4  | 12.8    |
| SynSeg-Net (TMI 18’)       | 71.6   | 69.0  | 51.6  | 40.8  | 58.2    |
|                            | 11.7   | 7.8   | 9.2   | 7.0   | 8.9     |
| AdaOutput (CVPR 18’)       | 65.2   | 76.6  | 54.4  | 43.6  | 59.9    |
| CycleGAN (ICCV 17’)        | 73.8   | 75.7  | 52.3  | 28.7  | 57.6    |
| CyCADA (ICML 18’)          | 72.9   | 77.0  | 62.4  | 45.3  | 64.4    |
| Prior SIFA (AAAI 19’)      | 81.1   | 77.8  | 51.2  | 28.5  | 56.9    |
| SIFA (TMI 20’)             | 81.3   | 79.5  | 73.8  | 61.6  | 74.1    |
| FDA (CVPR 20’)             | 80.8   | 76.2  | 75.7  | 60.5  | 73.4    |
| ICMSC (MICCAI 21’)         | 85.6   | 86.4  | 84.3  | 72.4  | 82.2    |
| CUDA (J-BHI 22’)           | 87.2   | 88.5  | 83.0  | 72.8  | 82.9    |
|                            | 7.0    | 2.8   | 5.2   | 6.8   | 5.5     |
| Ours                       | 86.8   | 87.5  | 84.6  | 82.4  | 85.3    |
|                            | 1.6    | 2.5   | 3.2   | 3.1   | 2.6     |

the ASD is reduced by 5.3. Noteworthily, the average Dice of our method is only 2.3% lower than the supervised upper bound. The visualization results are shown in Figure 4 (Rows 1-2). Without adaptation, the network can barely predict correct abdominal organs. The segmentation results of AdaptOut and CycleGAN show much noise and incorrect prediction masks. Our proposed method produces more precise segmentation results than CyCADA and SIFA.

### Multi-modality Cardiac Segmentation

The results of multi-modality cardiac segmentation are shown in Table 2. Again, our method achieves the best average Dice and average ASD and the margin over comparing method are fairly large in terms of both Dice and ASD. Compared to ‘W/o adaption’, our method can increase the average Dice by 39.3% and reduce the average ASD by 10.5. Our method achieves the best performance on all four parts of heart in terms of ASD and on three parts in terms of Dice. The visualization results are shown in Figure 4 (Rows 3-4). Compared with other UDA methods, our proposed method generates more accurate predicted cardiac structures.

### 4.3 Ablation Studies on Key Components

We conducted ablation studies on each key component proposed in our adaptation framework on both datasets and the results are shown in Table 3, where ‘+ Spatial Transfer’ and ‘+ Frequency Transfer’ means training the segmentation model with spatial domain and frequency domain transferred images, respectively, and ‘+ S&F Training’ means mixing transferred images from both spatial and frequency domains to train the segmentation model. Compared with ‘W/o adaptation’, both the spatial transfer and the frequency transfer strategy can significantly improve the segmentation performance on target domains. These results demonstrate the effectiveness of both transfer strategies. While simple mixing the spatial and frequency transferred images for model training is not effective, employing the multi-teacher knowledge distillation framework can improve the performance on target domains. These results indicate the effectiveness of the proposed multi-teacher distillation framework. The visualization of methods represent in Supplementary Material Section 4.

Figure 5 visualizes the segmentation results of one example in each dataset in the ablation study. Generally speaking,
Figure 4: Visual comparison of segmentation results produced by different methods for abdominal multi-organ MRI images (the first and second rows) and cardiac CT images (the third and fourth rows). The liver, right kidney, left kidney and spleen are colored in blue, purple, yellow and red respectively. The cardiac structures of AA, LAC, LVC and MYO are colored in red, purple, yellow and blue respectively.

| Method                  | Abdominal | Cardiac |
|-------------------------|-----------|---------|
|                         | Dice ↑    | ASD ↓   | Dice ↑    | ASD ↓   |
| W/o adaptation          | 53.3      | 6.8     | 46.0      | 13.1    |
| + Spatial Transfer(S)    | 88.6      | 1.4     | 83.7      | 3.2     |
| + Frequency Transfer(F)  | 87.3      | 2.0     | 84.6      | 2.4     |
| + S&F Training          | 88.4      | 1.9     | 83.9      | 3.6     |
| Proposed Framework      | **89.2**  | **1.5** | **85.3**  | **2.6** |

Table 3: The ablation studies on the effectiveness of key components.

Figure 5: Visualization results of cardiac parts and abdominal organs using different settings in the ablation study.

5 Conclusion

In this paper, we propose a novel multi-teacher distillation framework for UDA based on frequency domain and spatial domain image transfer. In the frequency domain, we use NSCT to decompose images into 15 FCs and generate target-like images by combining selected FCs from the source and the target domain images for model training. In the spatial domain, we utilize histogram matching based on batch momentum update strategy to generate another set of target-like images for model training. Two teacher models are obtained with the frequency domain transferred images and the spatial domain transferred images, and a student model is then trained for inference under a multi-teacher distillation framework. Comparisons to existing methods and ablation studies validate the effectiveness of our proposed method. The idea of combining spatial and frequency domain transfer strategies in a multi-teacher distillation framework have the potential to be used in other UDA tasks.
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