A low-complexity wavelet-based visual saliency model to predict fixations.
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Abstract— A low-complexity wavelet-based visual saliency model to predict the regions of human eye fixations in images using low-level features is proposed. Unlike the existing wavelet-based saliency detection models, the proposed model requires only two channels - luminance (Y) and chrominance (Cr) in YCbCr colour space for saliency computation. These two channels are decomposed to their lowest resolution using Discrete Wavelet Transform (DWT) to extract local contrast features at multiple scales. These features are integrated at multiple levels using 2D entropy based combination scheme to derive a combined map. The combined map is normalised and enhanced using natural logarithm transformation to derive a final saliency map. The experimental results show that the proposed model has achieved better prediction accuracy with significant complexity reduction compared to the existing benchmark models over two large public image datasets.
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I. INTRODUCTION

The complexity of a visual scene is resolved by the human visual system by selectively attending the relevant regions of interest. The selective attention mechanism is achieved through a sequence of saccadic eye movements called fixations [2]. Predicting the regions of human eye fixations is essential where the identified regions can be used to improve the intelligent processing of visual information in computer vision systems. Visual saliency models are used to predict fixations in images and they have found vital importance in many areas such as image and video compression [3], image segmentation [5], remote sensing [7], and robotics [10].

Two types of attention mechanisms have been modelled in literature namely, bottom-up and top-down attention [11]. Predicting fixations based on bottom-up attention is a data-driven process which relies on sensory information of the input image [12], such as colour, luminance, motion, edges and so on. Whereas, predicting fixations based on top-down attention is a goal-oriented process which depends on high-level factors such as scene context, past knowledge and user expectations [11].

In literature, several computational visual saliency models with various approaches have been proposed. In 1998, Itti et al. [13] proposed a biologically inspired bottom-up model based on intensity, colour and orientation. Oliva et al. [14] proposed a probabilistic model with scene context as a top-down cue. Zhang et al. [15] proposed a SUN (Saliency using Natural Statistics) model which incorporates top-down information with bottom-up saliency, combined based on Bayes’ rule. Hou et al. [16] proposed Spectral Residual (SR) model which uses amplitude spectrum of the Fourier transformed image to define saliency. In contrast to [16], Guo et al. [17] defined saliency using phase spectrum of the Fourier transformed image which was further extended to include motion features in [3]. Achanta et al. [18] proposed a frequency model, in which the difference of arithmetic mean vector of an image and its Gaussian blurred version is used to define image saliency. Chilukamari et al. proposed frequency models in [19, 20] to define saliency based on in-focus regions of an image.

The frequency models in [3, 16-18] are good at estimating image saliency on a global context but are inadequate as they do not contribute to local image saliency details. Conversely, computational models in Wavelet Transform (WT) domain [6, 8, 21, 22] have shown to be advantageous. This is mainly due to the property of WT that offers multi-resolution analysis which can be employed to perform local saliency analysis of an image at multiple scales. Murray et al. in [6] proposed a low-level vision model which uses biologically inspired Gabor-like wavelets to detect saliency at multiple scales. The model limitations occur from the centre-surround filtering process which makes it difficult to distinguish between true salient pixels and noisy pixels in the final saliency map. In contrast to [6], Imanoglu et al. [8] proposed a bottom-up model in the wavelet domain which incorporates global saliency along with local saliency information. The overall model outperforms the model in [6] but with high computational complexity involved. Ma et al. [22] proposed a bottom-up wavelet model to handle various contrast variations in different colour spaces. The limitations occur from Gaussian smoothing of saliency maps which causes heavy blurring and results in spatial information loss. Scharfenberger et al. [21] proposed a wavelet-based statistical model which defines saliency as non-redundant pixels at multiple scales. The model is mainly designed to deal with noisy images.

The aforementioned wavelet-based saliency detection methods have considerably achieved good prediction accuracy, but have not considered the complexity evaluation associated with the model. Many saliency applications deal with high-resolution images and real-time videos. It is a challenge to process excessive visual information with limited computational resources. Hence achieving good prediction accuracy while maintaining low computational complexity is critical for a saliency detection model and has a great impact on these applications in terms of efficiency and accuracy. The proposed model will focus on two objectives. Firstly, it aims to reduce the computational complexity of the model by limiting the number of colour channels required for saliency computation. Secondly, it aims to improve the prediction accuracy through an entropy-based feature combination scheme.

II. PROPOSED MODEL

The model predicts the regions of human eye fixations in static images using the local contrast features of luminance (Y) and chrominance (Cr) channels of YCbCr colour space, combined using 2D entropy scheme and enhanced using natural logarithm transformation. Development of the proposed model consists of following four stages.

A. Colour transformation

The bright-light vision of human eye makes it more sensitive to brightness when compared to colour [12]. In the
In the proposed work, the YCbCr colour space is preferred over RGB colour space as it can represent luminance (brightness) and chrominance channels separately. Thus, an input RGB image is converted to YCbCr space and convolved using a 2D Gaussian low-pass filter as in:

\[ f(x, y) = I(x, y) \ast G_{ss} \]  

where \( I(x, y) \) is the input image channel with \((x, y)\) being co-ordinates in 2D space, \( G_{ss} \) is a 2D Gaussian low-pass filter with filter size \( s = 3 \). '*' is the convolution operator and \( f(x, y) \) is the Gaussian smoothed channel. This filtering operation will eliminate very high-frequency noise present in the channels due to colour conversion.

B. Multi-scale feature extraction

The multi-resolution representation of the Discrete Wavelet Transform (DWT) provides an effective analysis of information content present in the images [23]. DWT uses a set of filters which decomposes the signal into independent frequency components (low-pass and high-pass). The local contrast variations are better represented in the high-pass frequency components of DWT which consists of details oriented in horizontal, vertical and diagonal directions at multiple scales [23]. Further, the experiments conducted by authors in [24] show that the relevant information can exist at different scales (from fine to coarse). Therefore, the local contrast features are extracted by decomposing the two effective channels Y and Cr (identified from the experimental results of TABLE I.) at \( N \) scales, where \( N \) is an integer given by \( N = \log_2(D_{\text{max}}) \) with \( D_{\text{max}} \) being the maximum dimension of the input image. The biorhogonal wavelet ‘bior4.4’ with symmetrical nature of its wavelets and scaling functions, is chosen for decomposition [25]. In addition, it has also provided better saliency results when compared to other wavelets (‘bior1.1’, ‘bior2.2’ and ‘bior3.3’) of the family. Equation (2) represents DWT applied to the channel \( f(x, y) \) at the \( i^{th} \) scale:

\[ (f^a_i(x, y), f^h_i(x, y), f^v_i(x, y)) = \text{DWT}(f_i(x, y)) \]  

where \( f(x, y) \in \{\text{Y, Cr}\}, \ i \in \{1, 2, ..., N\} \), \( f^a \) represents transformed matrix that consists of low-frequency approximation (a) coefficients and \( f^s \) with \( s \in \{h, v, d\} \) represents individual transformed matrices of \( h, v \) and \( d \) coefficients respectively.

The Inverse DWT (IDWT) is applied to the high frequency \( h, v \) and \( d \) coefficients at \( N \) scales to derive feature maps at multiple decomposition levels. The IDWT operation is given in:

\[ c_i(x, y) = \text{IDWT}(0, f^a_i(x, y)) \]

where \( c_i(x, y) \) is the feature map obtained at the \( i^{th} \) level. The approximation details are omitted during reconstruction.

C. Entropy based feature combination

Entropy of an image can be defined as a statistical measure of information content present in the image [26]. In the proposed work, 2D entropy of a feature map is used as a weight to prioritise the feature combination. A feature map with high entropy value indicates a high saliency content and gets higher priority compared to the feature map with low entropy value. The feature map at each level is multiplied with its 2D entropy value as given in:

\[ c'(x, y) = c(x, y) \times e_{n_i} \]

where \( c'(x, y) \) is a weighted feature map, \( e_{n_i} \) is 2D entropy of feature map \( c(x, y) \). The feature maps at \( N \) levels are combined as given in:

\[ C(x, y) = \sum_{i=1}^{N} |y_i'(x, y)| + cr_i'(x, y) \]

where \( |y_i'(x, y)| \) and \( |cr_i'(x, y)| \) are the absolute values corresponding to respective Y and Cr weighted feature maps and \( C(x, y) \) represents the combined map at \( N \) levels.

D. Normalisation and enhancement

The details in the combined map are smoothed using a 2D Gaussian low-pass filter with size \( 5 \). This will eliminate the high-frequency noise caused due to the wavelet processing. The combined map is normalised to a range \([0, 1]\) which will ensure the details lie within the same range. Finally, the normalised map is enhanced using natural logarithm transformation to obtain the final saliency map. This will compress the dynamic range of intensity values to relatively a smaller intensity range [27] and enhances the salient regions in the final saliency map. Equation (6) represents the smoothing and normalisation operation:

\[ C_M(x, y) = M(C(x, y) \ast G_{ss}) \]

where \( M(.) \) denotes a normalisation operator, \( C_M(x, y) \) denotes a normalised map and the filter size \( s = 5 \). Equation (7) represents the enhancement operation:

\[ f_{\text{map}}(x, y) = \ln(C_M(x, y) + 1) \]

where \( \ln(.) \) denotes natural logarithm transformation and \( f_{\text{map}}(x, y) \) represents a final saliency map.

III. EXPERIMENTAL RESULTS

The proposed model is developed using MATLAB software. It is tested on two large public image datasets namely, MIT [1] and CAT2000 [4]. The image datasets consist of images under test and corresponding human ground truth (HTG) maps. The MIT dataset [1] consists of 1003 natural indoor and outdoor scenes. The corresponding HGTs were obtained from eye fixations of 15 observers. The

| Channel combination | MIT dataset [1] AUC | MIT dataset [1] CC | CAT2000 dataset [4] AUC | CAT2000 dataset [4] CC |
|---------------------|---------------------|---------------------|--------------------------|--------------------------|
| \{Y, Cr\}           | 0.70 (0.24)         | 0.82 (0.70)         | 0.31 (0.78)              |                          |
| \{Y, Cb\}           | 0.69 (0.22)         | 0.76 (0.69)         | 0.29 (0.74)              |                          |
| \{Y\}               | 0.70 (0.24)         | 0.82 (0.70)         | 0.31 (0.77)              |                          |
|                     | 0.67 (0.20)         | 0.67 (0.61)         | 0.26 (0.37)              |                          |
The model [8] are computed by ignoring the focus of attention to obtain a fair comparison among the methods. The proposed model is able to detect true salient regions when evaluated qualitatively and quantitatively and compared with two state-of-the-art benchmark models, namely Murray et al. [6] and Imamoglu et al. [8]. The models detect saliency in images using wavelet coefficients which were developed in MATLAB with available open-source code. In order to obtain a fair comparison among the methods, the results for the model [8] are computed by ignoring the focus of attention concept. The qualitative results are shown in Fig. 1. The saliency maps provided in columns (A, B and C) indicate the grayscale information. The most salient pixels are represented with higher intensity values, in a decreasing order corresponding to the least salient pixels. The threshold or binary map provided in columns (a, b, and c) consists of salient regions (shown with white pixels) separated from background regions (shown with black pixels). The fixations in the first image coincide with the saliency maps of all the models. However, the saliency map of the proposed model has predicted reduced non-salient regions when compared to [6] and [8]. This can also be clearly observed in the fourth image. It can be seen from Fig. 1 that the saliency maps of the proposed model is able to detect true salient regions when compared to [6] which detects noise like salient regions. The results in the threshold maps show that the proposed method has provided a better correlation with fixations with reduced false detections when compared to [6] and [8].

The quantitative results are provided in TABLE II. The results show that the proposed model has outperformed in terms of CC and NSS with respect to [6] and [8], while provided similar or better performance in terms of AUC. The performance of the model is indicated using ROC (Receiver Operating Characteristics) curves as shown in Fig. 2 and 3. The higher portion of area under the curve (AUC) indicates better performance. Further, the computational complexity of the model has been evaluated over 100 images, randomly chosen from the MIT dataset [1] with resolution 768x1024 pixels. The results are compared with the models [6, 8] with the corresponding MATLAB code was obtained from online. The complexity evaluation results are provided in TABLE III. The test environment including, 16 GB RAM with a quad-core processor operating at a speed of 3.4GHz is used. It can be seen from the results in TABLE III. that the proposed model contributes to 91% of complexity reduction when compared to [8] and nearly 25% of complexity reduction when compared to [6].

![Fig. 1. Qualitative analysis of saliency maps. The input images of first two rows are obtained from MIT dataset [1] and the last two rows are obtained from CAT2000 dataset [4] respectively. Column A, B and C represents the saliency maps of Murray et al. [6], Imamoglu et al. [8] and Proposed model respectively. Columns a, b and c represents the corresponding threshold maps (obtained using Otsu's global threshold method [9]) with eye fixations (indicated by red markers).](image)
IV. CONCLUSION AND FUTURE WORK

A low-complexity visual saliency model based on Wavelet Transform (WT) is proposed. The model predicts salient regions based on local contrast features of luminance and chrominance channels at multiple scales. Unlike the existing wavelet-based saliency detection methods, the proposed model requires only two-channel information for saliency computation. The experimental results show that our model has achieved significant complexity reduction (91% when compared to [8] and 25% when compared to [6]) and it has outperformed in terms of CC and NSS with similar or better performance in terms of AUC when compared to the models in [6] and [8].

The future work will focus on incorporating the global saliency information and top-down features for saliency detection in static images. Moreover, the temporal correlation and motion cues will be utilised to dynamically predict saliency in video sequences.
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