I. INTRODUCTION

Nonlinear sigma models (NLSMs), quantum field theories in which the field is a map from spacetime to a target manifold \( \mathcal{T} \), have a long history of study in both high-energy and condensed matter physics [1, 13]. The earliest example of such a model was introduced in Ref. [1] by Gell-Mann and Lévy and applied to the theory of \( \beta \)-decay. Some time later these models were brought to the attention of condensed matter physicists when, for example, Haldane showed that the \( O(3) \) NLSM with theta term and coefficient (“theta angle”) \( \theta = 2 \pi S \) described the continuum limit of a spin-\( S \) Heisenberg chain in one spatial dimension [8]. The theta term is a particular topological term that can be added to the NLSM action when the dimension of the target manifold \( \mathcal{T} \) is the same as the dimension of spacetime. Very recently, interest in NLSMs with theta term has experienced a revival due to the proposal, formalized in Ref. [14], that the disordered phase of an \( O(D + 2) \) NLSM with theta term and \( \theta = 2 \pi k, k \in \mathbb{Z} \), can describe (a subset of) symmetry-protected topological (SPT) phases of bosons in \( D \) spatial dimensions (for general references on SPT phases we refer the reader to Refs. [15–20]). The work of many authors has provided a trove of evidence supporting this proposal [21–31]. However, despite the many successes of the NLSM description of SPT phases, several outstanding issues still require clarification. In particular, the ground state of the \( O(D + 2) \) NLSM, in the parameter regime relevant for the description of SPT phases, has only been studied on flat space [26]. A thorough study of the ground state (or states) of this theory, as well as the energy gap to the first excited states, should be carried out on arbitrary curved spatial manifolds (with various topologies) in order to establish the suitability of the \( O(D + 2) \) NLSM with theta term (in the disordered phase and at \( \theta = 2 \pi k, k \in \mathbb{Z} \)) as a model of bosonic SPT phases. For example, it is important to check that the model has a unique ground state no matter the underlying spatial manifold, as befits a system without topological order. It is the purpose of this paper to provide such a study.

Let us begin by providing the setup for the description of bosonic SPT phases in \( D \) spatial dimensions using \( O(D + 2) \) NLSMs [14]. The target manifold of the \( O(D + 2) \) NLSM is \( \mathcal{T} = S^{D+1} \), the unit \((D + 1)\)-sphere, and the NLSM field is a \((D + 2)\)-component unit vector field \( \mathbf{n} \) with components \( n^a, a = 1, \ldots, D + 2 \). If the SPT phase is protected by a symmetry group \( G \), then the symmetry transformation information is naturally encoded in the NLSM description of that phase via a homomorphism \( \sigma : G \rightarrow SO(D + 2) \), which assigns to each group element \( g \in G \) an \( SO(D + 2) \) matrix \( \sigma(g) \) which rotates the NLSM field \( \mathbf{n} \). The reason for mapping \( G \) into \( SO(D + 2) \) is that the \( O(D + 2) \) NLSM with theta term has an \( SO(D + 2) \) global symmetry, and so embedding \( G \) inside \( SO(D + 2) \) immediately guarantees the invariance of the NLSM description of the SPT phase under the action of \( G \), at least at the classical level. At the quantum level the symmetry is expected to be unbroken only in the disordered phase of the NLSM, which is the phase of interest for the description of SPT phases. For a given group \( G \), many distinct homomorphisms \( \sigma \) are possible, and the different possibilities (modulo a notion of “independent NLSMs” explained in Ref. [14]) correspond to different SPT phases with the symmetry of the group \( G \).
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1 For symmetries which also have a nontrivial action on spacetime, for example time-reversal symmetry, the homomorphism instead takes the form \( \sigma : G \rightarrow O(D + 2) \). In other words, for symmetries with a nontrivial action on spacetime one must allow for the possibility of orientation-reversing transformations on the target space of the NLSM.
The NLSM description has been shown to capture many of the physical properties of bosonic SPT phases. For example, it can predict the structure of the ground state wave functional \[ \text{functional} \] and the braiding statistics of point and loop-like excitations in gauged SPT phases \[ \text{gauge terms} \]. In addition, in Ref. \[ \text{Ref.} \] an explicit connection was made between the NLSM classification of SPT phases of Refs. \[ \text{Refs.} \] and the group cohomology classification of bosonic SPT phases of Ref. \[ \text{Ref.} \]. Very recently, the present authors demonstrated how the NLSM description of bosonic SPT phases can be combined with the theory of gauged Wess-Zumino actions to compute the topological electromagnetic response of some bosonic SPT phases in all dimensions \[ \text{dimensions} \].

All of these works strongly support the idea that the O(D + 2) NLSM in its disordered phase, with theta term and \( \theta = 2\pi k, k \in \mathbb{Z} \), and a suitable symmetry assignment \( \sigma : G \to SO(D + 2) \), can describe nontrivial SPT phases with symmetry group \( G \). However, several of the defining properties of an SPT phase are based on the behavior of the SPT phase when it is placed on (closed) spatial manifolds \( M \) of arbitrary topology, and the NLSM description of SPT phases has not yet been tested in this setting. To be precise, let \( M \) be an arbitrary smooth, closed, connected, oriented, \( D \)-dimensional manifold. We also equip \( M \) with a Riemannian metric. In this paper we prove the following three properties of the O(D + 2) NLSM when formulated on spatial manifolds \( M \) of this kind.

1. The ground state of the O(D + 2) NLSM in the disordered phase and at \( \theta = 2\pi k, k \in \mathbb{Z} \), on \( M \) is unique.

2. The ground state wave functional of the NLSM on \( M \) is independent of the metric on \( M \), and is proportional to the exponential of a suitably-defined Wess-Zumino term for the NLSM field \( n \), just as in the case on flat space \[ \text{flat space} \].

3. There is a finite energy gap between the ground state and the first excited state of the O(D + 2) NLSM (in the disordered phase and at \( \theta = 2\pi k, k \in \mathbb{Z} \)) on \( M \).

These three properties together imply that the O(D + 2) NLSM in the disordered phase and at \( \theta = 2\pi k, k \in \mathbb{Z} \), represents a system with SPT order, but not topological order (no topology-dependent ground state degeneracy). In particular, the fact that the ground state wave functional involves a Wess-Zumino term for \( n \) implies that the ground state is invariant under the action of the group \( G \) which protects the SPT phase. This is equivalent to the statement that the ground state does not spontaneously break the symmetry of the group \( G \), which is a crucial property of an SPT phase (see, for example, the discussion in the introduction of Ref. \[ \text{Ref.} \]).

In order to prove these statements we canonically quantize the O(D + 2) NLSM with theta term on \( (D + 1) \)-dimensional spacetimes of the form \( M \times \mathbb{R} \), where \( M \) is a \( D \)-dimensional spatial manifold and \( \mathbb{R} \) represents time. As stated above, we assume that the spatial manifold \( M \) is smooth, closed, connected, and oriented, and we equip \( M \) with a Riemannian metric. The canonical quantization of the O(N) NLSM on flat space and for various \( N \), in various dimensions, and with various topological terms has been considered previously in Refs. \[ \text{Refs.} \]. In particular, Ref. \[ \text{Ref.} \] considered the O(3) NLSM with theta term in one spatial dimension, and Refs. \[ \text{Refs.} \] considered the O(3) NLSM with Hopf term in two spatial dimensions. To carry out the quantization these references used Dirac’s method \[ \text{Dirac’s method} \] for the quantization of systems with second class constraints, and we follow the same route in this paper (with suitable modifications to account for the curvature of the space \( M \)). This formalism is necessary to handle the constraint that the NLSM field \( n \) be a unit vector field, which is equivalent to the statement that the target space \( \mathcal{T} \) of the O(D + 2) NLSM is the unit sphere \( S^{D+1} \). After the quantization we study this theory in its disordered limit, and in that limit we prove the three properties of this model which are stated above.

This paper is organized as follows. In Sec. \[ \text{Sec.} \] we introduce the NLSM with theta term and discuss the canonical quantization of this model on flat space. In Sec. \[ \text{Sec.} \] we compute the ground state wave functional and the energy gap of the NLSM in the disordered phase at \( \theta = 2\pi k, k \in \mathbb{Z} \) on flat space. In Sec. \[ \text{Sec.} \] we quantize the NLSM on curved spaces \( M \), and then compute the ground state wave functional and the energy gap, as well as prove the uniqueness of the ground state of the theory on \( M \). Sec. \[ \text{Sec.} \] presents our conclusions. The paper also includes several appendices containing additional background material necessary for the discussion in the main sections of the paper. In Appendix \[ \text{App.} \] we review the solution of the quantum mechanics problem of a particle constrained to the surface of a sphere \( S^{N-1} \), equivalent to the O(N) NLSM in one spacetime dimension. In Appendix \[ \text{App.} \] we explain the need for regularization of the NLSM Hamiltonian, and we also discuss an alternative regularization scheme from the one used in Sec. \[ \text{Sec.} \]. In Appendix \[ \text{App.} \] we review the symplectic geometry approach to the Hamiltonian mechanics of a continuum field theory. Finally, in Appendix \[ \text{App.} \] we explain a simple example of an intrinsic construction of a Wess-Zumino term for the NLSM field on \( M \) which does not require the use of a higher-dimensional manifold \( B \) which has \( M \) as its boundary.

II. NONLINEAR SIGMA MODELS, HAMILTONIAN FORMALISM, AND CANONICAL QUANTIZATION

In this section we introduce the NLSM with theta term and discuss its canonical quantization on flat space \( \mathbb{R}^{D} \) using Dirac’s method for quantization in the presence of constraints. We show in some detail that this system possesses only two second class constraints, regardless of the value of the coefficient \( \theta \) of the theta term. We then compute the classical Dirac brackets for the NLSM using the two second class constraints. Finally, following Dirac’s prescription, we obtain the commutation relations for the quantum theory from the Dirac brackets in the same way that one obtains the commutation relations from the Poisson brackets of an unconstrained classical the-
ory. We also discuss a functional Schroedinger representation of these commutation relations, previously used in a field theory context in Ref. [37], which we use throughout the paper for concrete calculations.

A. NLSM and theta term

The $O(N)$ NLSM in $D + 1$ spacetime dimensions is a theory of an $N$-component vector field $n$ with components $n^a$, $a = 1, \ldots, N$, subject to the constraint $\mathbf{n} \cdot \mathbf{n} = n^a n^a = 1$ (so $\mathbf{n}$ is a unit vector field). The action for the NLSM takes the form

$$S[\mathbf{n}] = \int d^{D+1}x \frac{1}{2f}(\partial^\mu n_\mu)(\partial_\mu n^\mu), \quad (2.1)$$

where $x^\mu$, $\mu = 0, \ldots, D$, $(x^0 = t)$ are the spacetime coordinates, $d^{D+1}x = dx^0 \cdots dx^D$, and we sum over all indices (Latin or Greek) which appear once as a superscript and once as a subscript. Also, we use the notation $\partial_\mu \equiv \partial / \partial x^\mu$. Latin indices are raised and lowered using the metric $\delta_{ab}$ and its inverse $\delta^{ab}$, while Greek indices are raised and lowered using the “mostly minus” Minkowski metric $\eta_{\mu\nu}$ (i.e., as a matrix $\eta = \text{diag}(1, -1, \ldots, -1)$) and its inverse $\eta^{\mu\nu}$. We use units in which $c = \hbar = 1$. In this section of the paper we work on flat, $(D + 1)$-dimensional Minkowski spacetime, denoted by $\mathbb{R}^{D,1}$. Finally, the quantity $f$ is a positive coupling constant with units of (length)$^{D-1}$ (so that the bare NLSM field is dimensionless). For $D > 1$ the model is in an ordered phase for small $f$ and a disordered phase for large $f$. For $D = 1$ there is no ordered phase, and the renormalization group flow at any scale is always towards the disordered phase [6].

The target manifold $\mathcal{T}$ of the $O(N)$ NLSM is the unit sphere $S^{N-1}$ and, in the special case that $N = D + 2$, the dimension of the target manifold is the same as the dimension of spacetime. For this particular value of $N$ there is an interesting topological term, called the theta term, which can be added to the action for the NLSM. This topological term is simply the pullback to spacetime of the volume form on $S^{D+1}$ via the map $\mathbf{n} : \mathbb{R}^{D,1} \to S^{D+1}$. We now explain this in more detail.

Let $\omega_{D+1}$ be the volume form on $S^{D+1}$ (with the radius of the sphere set to one). If the sphere is parametrized by the coordinates $n^a$, $a = 1, \ldots, D + 2$, subject to the constraint $n^a n_a = 1$, then the volume form in these coordinates is

$$\omega_{D+1} = \sum_{a=1}^{D+2} (-1)^{a-1} n^a dn^1 \wedge \cdots \wedge \widehat{dn^a} \wedge \cdots \wedge dn^{D+2}, \quad (2.2)$$

where the overline means to omit that term from the wedge product. In what follows we also use the notation $A_{D+1} \equiv \text{Area}(S^{D+1}) = \frac{\pi^{D+1}}{\Gamma(\frac{D+3}{2})}$ for the area of $S^{D+1}$ (so $A_1 = 2\pi$, $A_2 = 4\pi$, etc.). With this notation the theta term can be written compactly as

$$S_\theta[\mathbf{n}] = \frac{1}{A_{D+1}} \int_{\mathbb{R}^{D,1}} \mathbf{n}^* \omega_{D+1}, \quad (2.3)$$

where $\mathbf{n}^* \omega_{D+1}$ denotes the pullback to spacetime of the form $\omega_{D+1}$ via the map $\mathbf{n} : \mathbb{R}^{D,1} \to S^{D+1}$. In coordinates the theta term can be written as

$$S_\theta[\mathbf{n}] = \frac{1}{A_{D+1}} \int d^{D+1}x \epsilon_{a_1 \cdots a_{D+2}} n^{a_1} \partial_1 n^{a_2} \partial_2 n^{a_3} \cdots \partial_{D+1} n^{a_{D+2}}. \quad (2.4)$$

The full action for the NLSM with theta term takes the form

$$S[\mathbf{n}] = \int d^{D+1}x \frac{1}{2f}(\partial^\mu n_\mu)(\partial_\mu n^\mu) - \theta S_\theta[\mathbf{n}], \quad (2.5)$$

where the dimensionless parameter $\theta$ is the theta angle discussed in Sec. [4]. The Lagrangian which follows from this action is

$$\mathcal{L} = \frac{1}{2f}(\partial^\mu n_\mu)(\partial_\mu n^\mu) + \frac{\theta}{A_{D+1}} B_a(\partial_\mu n^\mu), \quad (2.6)$$

where we introduced

$$B_a = \epsilon_{a_0 a_1 \cdots a_{D+1}} \partial_1 n^{a_2} \cdots \partial_{D+1} n^{a_{D+2}}. \quad (2.7)$$

At this point we are now in a position to proceed with the canonical quantization of this system.

B. Quantization of constrained systems

Due to the constraint $n^a n_a = 1$ on the NLSM field, the canonical quantization of the NLSM requires Dirac’s theory of constrained Hamiltonian systems, and the use of Dirac brackets in particular [38]. Let us briefly sketch, following Ref. [39], the steps involved in the quantization of a constrained system. We first recall some basic definitions. A constraint $\phi$ is a function on phase space which is to be set equal to zero. Two functions $f$ and $g$ on phase space are strongly equivalent if they are equal throughout phase space. This is just ordinary equality of functions, $f = g$. Two functions $f$ and $g$ are called weakly equivalent if they become equal when all constraints $\phi$ are set to zero. Weak equivalence of two functions $f$ and $g$ is denoted by $f \approx g$.

The first step in the quantization of a constrained system is to find all of the constraints. This step involves the construction of a modified Hamiltonian $\hat{H}$ such that the time derivative of any constraint $\phi$, as given by the modified Hamiltonian, weakly vanishes. In other words, we have $\frac{d}{dt} \phi = \{\phi, \hat{H}\} \approx 0$.
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3 For $D > 1$ the coupling constant $f$ has units so the magnitude of the coupling constant can only be established with respect to a reference scale $f^*$. Such an $f^*$ is naturally provided by the location of the zero of the beta function $\beta(f)$ of the coupling constant $f$ for $D > 1$ (Ref. [6]) showed that there is no zero in $D = 1$). The value $f = f^*$ is the point at which the renormalization group flow of $f$ crosses over from a flow towards the ordered phase to a flow towards the disordered phase at low energies.
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where \( \{ \cdot, \cdot \} \) denotes the ordinary Poisson bracket. This is a consistency condition on the time evolution of the dynamical system, as constraints should not change with time. In general the modified Hamiltonian \( \hat{H} \) is distinct from the original Hamiltonian \( H \) obtained from the Lagrangian via a Legendre transformation.

The next step in the quantization is to isolate the \textit{second class constraints}, and then use these constraints to construct the \textit{Dirac bracket}. Recall that the second class constraints are those constraints which have non-vanishing Poisson brackets with each other. Let \( \psi_I(x) \), \( I = 1, \ldots, N_c \), denote the second class constraints in our system and define the functions \( M_{IJ}(x, y) \) by

\[
M_{IJ}(x, y) = \{ \psi_I(x), \psi_J(y) \}.
\]

The functions \( M_{IJ}(x, y) \) should be viewed as the components of a matrix \( \hat{M} \) with discrete indices \( I, J \) and continuous spatial indices \((x, y)\). In terms of this matrix the Dirac bracket for two functions \( f(x) \) and \( g(y) \) on phase space is given by

\[
\{ f(x), g(y) \}_D = \{ f(x), g(y) \} - \sum_{I, J=1}^{N_c} \int d^Dz \; d^Dz' \; \{ f(x), \psi_I(x) \} M_{IJ}^{-1}(x, z') \{ \psi_J(z'), g(y) \},
\]

where the functions \( M_{IJ}^{-1}(x, y) \) are the components of the inverse matrix to \( \hat{M} \) in the sense that

\[
\sum_{J=1}^{N_c} \int d^Dy \; M_{IJ}(x, y) M_{JK}^{-1}(y, z) = \delta_{IK} \delta^{(D)}(x - z).
\]

(10.20)

Finally, the equal-time commutators in the quantized theory are obtained from the classical Dirac brackets according to the rule

\[
\{ f(x), g(y) \}_D \to -i [\hat{f}(x), \hat{g}(y)],
\]

where \( \hat{f}(x) \) is the operator in the quantum theory corresponding to the classical function \( f(x) \). The quantum theory is then defined by the operator \( \hat{H} \) corresponding to the \textit{original} Hamiltonian \( H \) obtained from the Legendre transformation of the Lagrangian (not the modified Hamiltonian \( \hat{H} \) discussed above), combined with the equal-time commutators obtained from the classical Dirac brackets.

C. \textbf{Canonical quantization of the } \( O(D + 2) \) \textit{NLSM with theta term}

We now carry out the program outlined in the last section for the NLSM with theta term. To start, the momentum conjugate to \( n^a \) is

\[
\pi_a \equiv \frac{\partial \mathcal{L}}{\partial (\partial_t n^a)} = \frac{1}{f}(\partial_t n^a) + \frac{\theta}{\mathcal{A}_{D+1}} B_a,
\]

(12.12)

5 In a field theory the constraints are usually functions of the position \( x \) in space.

6 By construction, in the quantum theory defined in this way one has \([\hat{H}, \hat{\mathcal{O}}] \approx [\hat{H}, \hat{\mathcal{O}}] \) for any operator \( \hat{\mathcal{O}} \). Thus, the operator \( \hat{H} \) corresponding to the original Hamiltonian may be used in the quantum theory instead of the operator \( \hat{\mathcal{H}} \) corresponding to the modified Hamiltonian.
can be solved to yield a function $u(x)$ such that
\[ \{ \psi_1(x), H' \} \approx \{ \psi_1(x), H \} \]. \hspace{1cm} (2.18)

Finally, due to the identity $n^a(x)B_a(x) = 0$, we have $\{ \psi_1(x), H \} = 2f(n^a(x)\pi_a(x))$ for any value of $\theta$. This means that
\[ \{ \psi_1(x), H' \} \approx 2f(n^a(x)\pi_a(x)) \], \hspace{1cm} (2.19)
and so we find a second constraint
\[ \psi_2(x) = n^a(x)\pi_a(x) \], \hspace{1cm} (2.20)
which must also be set to zero for consistent time evolution of this system.

We now make a further modification to the Hamiltonian and define
\[ H'' = H + \sum_{I=1}^{2} \int d^Dy u_I(y)\psi_I(y) \], \hspace{1cm} (2.21)
where we introduced a second undetermined function $u_2(y)$, and investigate the conditions under which $\{ \psi_2(x), H'' \} \approx 0$. After some algebra we find that
\[ \{ \psi_2(x), H'' \} \approx \{ \psi_2(x), H \} + \int d^Dy u_1(y)\{ \psi_2(x), \psi_1(y) \}. \hspace{1cm} (2.22) \]

At this point it is possible that, depending on the form of $\{ \psi_2(x), \psi_1(y) \}$, the equation
\[ \{ \psi_2(x), H \} + \int d^Dy u_1(y)\{ \psi_2(x), \psi_1(y) \} = 0 \hspace{1cm} (2.23) \]
can be solved to yield a function $u_1(x)$ such that $\{ \psi_2(x), H'' \} \approx 0$. Below we show that this is indeed the case. This means that the constraints $\psi_1$ and $\psi_2$ account for all of the constraints in this problem, and it also means that the additional function $u_2(x)$ is not needed for the construction of the modified Hamiltonian. Therefore we can set $u_2(x) = 0$ at this point. However, we note here that the fact that $u_2(x)$ can be set to zero is specific to this particular problem. It is easy to imagine a scenario in which the function $u_2(x)$ would not be zero, for example if the Poisson bracket of $\psi_1$ and $\psi_2$ were to vanish, then requiring $\{ \psi_2(x), H'' \} \approx 0$ would yield a new constraint $\psi_3(x) = \{ \psi_2(x), H \}$. If that were the case, then it is very likely that we would need a non-zero $u_2(x)$ to construct a final modified Hamiltonian $\hat{H}$ such that $\{ \psi_3(x), \hat{H} \} \approx 0$. However, for the problem considered here we can safely set $u_2(x) = 0$, and so we find that the final modified Hamiltonian is given by
\[ \hat{H} = H + \int d^Dy u_1(y)\psi_1(y) \], \hspace{1cm} (2.24)
where $u_1(x)$ solves Eq. (2.23). Finally, we note that for the purposes of the quantization we do not need to know the exact form of $H$. This is fortunate because the Poisson bracket $\{ \psi_2(x), H \}$ is fairly complicated in the case that the parameter $\theta$ is non-zero.

Now that we know all of the constraints in the problem, we can look at their Poisson brackets with each other. For this system we find that the function $M_{IJ}(x,y)$ defined in Eq. (2.8) has the explicit form
\[ M_{IJ}(x,y) = 2i(\sigma^y)_{IJ} r^2(x)\delta^{(D)}(x-y) \], \hspace{1cm} (2.25)
where $(\sigma^y)_{IJ}$ is the $(I,J)$ element of the second Pauli matrix $\sigma^y$, and where we defined the radial coordinate
\[ r^2(x) = n_a(x)n^a(x) \]. \hspace{1cm} (2.26)
In terms of $r^2(x)$ the first second class constraint in the NLSM problem reads as $\psi_1(x) = r^2(x) - 1$. The inverse of $M_{IJ}(x,y)$ is
\[ M_I^{-1} J(x,y) = -\frac{i}{2}(\sigma^y)_{IJ} \frac{1}{r^2(x)} \delta^{(D)}(x-y) \]. \hspace{1cm} (2.27)

The fact that the inverse exists means that Eq. (2.23) can indeed be solved for the function $u_1(x)$, as we claimed above.

We can now use the components $M_{IJ}(x,y)$ from Eq. (2.27) to construct the classical Dirac brackets for this theory (see Eq. (2.9) for the definition of the Dirac bracket). To quantize the theory we then replace all functions $f(x)$ with operators $\hat{f}(x)$ and replace the Dirac brackets with commutators as shown in Eq. (2.11). After following these steps, we find that the equal-time commutation relations for the $O(D+2)$ NLSM with theta term, for any value of $\theta$, are given by
\[ [\hat{n}^a(x), \hat{n}^b(y)] = 0 \] \hspace{1cm} (2.28a)
\[ [\hat{n}^a(x), \hat{\pi}_b(y)] = i\left( \delta^a_b - \frac{\hat{n}^a(x)\hat{\pi}_b(y)}{\hat{r}^2(x)} \right) \delta^{(D)}(x-y) \] \hspace{1cm} (2.28b)
\[ [\hat{\pi}_a(x), \hat{\pi}_b(y)] = -\frac{i}{\hat{r}^2(x)}(\hat{\pi}_a(x)\hat{n}_b(y) - \hat{\pi}_b(y)\hat{n}_a(x))\delta^{(D)}(x-y) \]. \hspace{1cm} (2.28c)

At this point we note that by construction $\hat{r}^2(x)$ commutes with $\hat{\pi}_a(y)$ (in fact it commutes with any operator on the Hilbert space). Therefore $\hat{r}^2(x)$ is in the center of the algebra defined by the commutation relations in Eqs. (2.28) and
it is consistent to plug in the constraint $\dot{r}^2(x) = 1$. An explicit discussion about this point can be found in Ref. [40] in the context of the quantum mechanical problem of a free particle constrained to move on the surface of a sphere. The fact that $\dot{r}^2(x)$ commutes with any operator on the Hilbert space simply follows from the fact that the Dirac bracket of any functional $F$ on phase space with a constraint $\psi_f(x)$ is strongly equal to zero, $\{F, \psi_f(x)\}_D = 0$. From now on we work with the commutation relations obtained after this substitution. These have the form

$$[\hat{n}^a(x), \hat{n}^b(y)] = 0$$
$$[\hat{n}^a(x), \hat{\pi}_a(y)] = i(\delta^a_b - \hat{n}^a(x)\hat{n}^b(y))\delta^{(D)}(x - y)$$
$$[\hat{\pi}_a(x), \hat{\pi}_b(y)] = i(\hat{\pi}_a(x)\hat{\pi}_b(y) - \hat{\pi}_b(y)\hat{\pi}_a(x))\delta^{(D)}(x - y),$$

(2.29a, 2.29b, 2.29c)

and they have appeared in several papers on the canonical quantization of the $O(N)$ NLSM [33–37]. However, we emphasize that we have explicitly shown here that these commutators are valid for the NLSM with theta term for any value of the parameter $\theta$. We also note that there is an operator ordering ambiguity in the commutation relation for two momenta, however, we can say that the two terms on the right-hand side of Eq. (2.29c) should have the same ordering, so that the commutator has the important property that $[\pi_a(x), \pi_b(y)] = -[\pi_b(y), \pi_a(x)]$.

To make progress in analyzing the NLSM we employ a functional Schrodinger representation of the commutation relations of Eqs. (2.29) in which $\hat{n}^a(x)$ acts as multiplication by the function $n^a(x)$, and $\hat{\pi}_a(x)$ is given in terms of a functional derivative with respect to $n^a(x)$ as

$$\hat{\pi}_a(x) = -i\left(\delta^a_b - n_a(x)n^b(x)\right)\frac{\delta}{\delta n^b(x)}. \quad (2.30)$$

This choice reproduces all of the commutators shown in Eqs. (2.29) (with the operator ordering indicated there). This Schrodinger representation was used previously in Ref. [37] to construct soliton operators in the $O(3)$ NLSM with Hopf term in three spacetime dimensions. It has also been used in the study of the $O(N)$ NLSM in one spacetime dimension with Hamiltonian [40,48], which is equivalent to the quantum mechanics problem of a free particle in $\mathbb{R}^N$ confined to the surface of the sphere $S^{N-1}$. In Appendix A we review the solution of this quantum mechanical model using this Schrodinger representation. We use the results of Appendix A in Sec. III and Sec. IV to study the energy gap in the $O(D + 2)$ NLSM in the limit of infinitely large coupling $f$ on flat and curved space, respectively.

III. GROUND STATE WAVE FUNCTIONAL AND THE ENERGY GAP ON FLAT SPACE

In this section we study the $O(D + 2)$ NLSM with theta term in the disordered ($f \to \infty$) phase with $\theta = 2\pi k$, $k \in \mathbb{Z}$, on flat space $\mathbb{R}^D$. We give an alternative derivation, within the canonical formalism, of the result of Ref. [26] for the ground state wave functional of the NLSM at these parameter values. Finally, we use a lattice regularization of the NLSM to prove the uniqueness of the ground state and the existence of an energy gap in the disordered phase of the model at $\theta = 2\pi k$. This section should be viewed as a warm up for Sec. IV in which we discuss the ground state wave functional and the energy gap of the NLSM on an arbitrary spatial manifold $\mathcal{M}$.

A. Ground state wave functional at large $f$ and $\theta = 2\pi k$, $k \in \mathbb{Z}$

We first discuss the construction of the ground state wave functional. As discussed above, we consider the disordered phase of the model in which $f \to \infty$. In this limit the Hamiltonian operator is approximately given by

$$\hat{H} = \frac{f}{2} \int d^D x \left(\hat{\pi}_a - \frac{\theta}{A_{D+1}}\hat{B}_a\right)^2,$$

(3.1)

where we ignore terms proportional to $\frac{1}{f}$. Since the Hamiltonian in this limit is expressed as an integral over space of the square of a local operator, the lowest possible energy of any eigenstate is zero. This means that the ground state wave functional of the NLSM in this limit is determined only by the property that it is annihilated by the operators

$$\hat{D}^a_{\theta} = \hat{\pi}_a - \frac{\theta}{A_{D+1}}\hat{B}_a, \quad a = 1, \ldots, D + 2.$$

(3.2)

On the other hand, because of the specific form of the operator $\hat{n}^a(x)$ in the Schrodinger representation Eq. (2.30) used in this paper, the Hamiltonian needs to be regularized in some way before any excited states can be constructed. We discuss the need for regularization of the Hamiltonian in more detail in Appendix B. For now, however, we are only interested in the construction of the ground state wave functional, and so we can delay the issue of regularization of the Hamiltonian until the next subsection.

To start, consider the case where $\theta = 0$. Since $\hat{n}^a$ is proportional to a functional derivative with respect to $n^a$, and since the energy is bounded below by zero, we can see that the ground state wave functional is just a constant, $\Psi_{\theta=0}|n\rangle = 1$. A general state $|\Psi\rangle$ in the Hilbert space of the NLSM can be expanded in the “position basis” $\{|i\rangle\}$, which contains a state $|i\rangle$ for every possible configuration of the NLSM field.
on the space \( \mathbb{R}^D \). The field operator \( \hat{n}^a(x) \) is diagonal in this basis, \( \hat{n}^a(x) |n\rangle = n^a(x) |n\rangle \), where \( n^a(x) \) is the function corresponding to the particular state \( |n\rangle \). For a more precise formulation we should restrict the set \( \{ |n\rangle \} \) to include only those field configurations on \( \mathbb{R}^D \) with finite (classical) potential energy. This restriction implies a choice of boundary condition on the field configurations at spatial infinity, for example we could choose \( n(x) \to n_0 \), a particular constant field configuration, as \( |x| \to \infty \).

A general state in this basis takes the form

\[ |\Psi\rangle \propto \int [Dn]|\Psi[n]|n\rangle , \tag{3.3} \]

where \( |\Psi[n]\rangle \) is the wave functional (i.e., the amplitude of the basis state \( |n\rangle \) in the full state \( |\Psi\rangle \)), and the integration is over all possible configurations of the field \( n \) at every point in space (possibly subject to a boundary condition at spatial infinity ensuring finite energy). We define the measure \( [Dn] \) to be the product over all points \( x \) in space of the volume form \( \omega_{D+1} \) on the sphere \( S^{D+1} \). Since the ground state wave functional of the NLMS at \( \theta = 0 \) is just \( \Psi_{\theta=0}|n\rangle \), it follows that the state vector for the ground state is just an equal weight superposition of all basis states,

\[ |\Psi_{\theta=0}\rangle \propto \int [Dn]|n\rangle . \tag{3.4} \]

This state can be thought of as a continuum analogue of a trivial paramagnetic state.

Next, we look at the ground state for non-zero \( \theta \) in the particular case that \( \theta \) is an integer multiple of \( 2\pi \). In this case it is possible to remove the term \( \frac{\theta}{A_{D+1}} B_a \) from the operator \( \hat{D}_a^{(\theta)} \) via a well-defined unitary transformation, which means that the ground state in this case can be obtained by multiplying the ground state at \( \theta = 0 \) by a unitary operator. As we discussed in Sec. I the case \( \theta = 2\pi k \), \( k \in \mathbb{Z} \), is also interesting from a physical point of view because for these values of \( \theta \) the \( O(D+2) \) NLSM has been shown to capture many of the physical properties of SPT phases of bosons in \( D \) spatial dimensions \([14, 21–31]\).

The ground state wave functional at \( \theta = 2\pi k \) can be constructed using a Wess-Zumino (WZ) term for the NLSM field \( n \). Recall now that we are working in \((D+1)\)-dimensional Minkowski spacetime \( \mathbb{R}^{D+1} \), so that the physical space is just \( \mathbb{R}^D \). The WZ term is written as an integral over the extended space \( \mathcal{B} = [0, 1] \times \mathbb{R}^D \), where \( \mathbb{R}^D \) represents the original \( D \)-dimensional space, and \([0, 1]\) is an auxiliary direction of space used in the construction of the WZ term. We use the notation \( \hat{n}^a(x, s) \) to denote the extension of the NLSM field \( n^a(x) \) into the extra direction, where \( x \in \mathbb{R}^D \) and \( s \in [0, 1] \). Typically one chooses boundary conditions in the auxiliary direction so that \( \hat{n}^a(x, 0) = \delta^a_{D+2} \) (i.e., a trivial configuration) and \( \hat{n}^a(x, 1) = n^a(x) \), so that the physical space sits at \( s = 1 \).

We now show that for \( \theta = 2\pi k \), \( k \in \mathbb{Z} \), the ground state wave functional is

\[ |\Psi_{\theta=2\pi k}\rangle = e^{-ikSWZ}|n\rangle , \tag{3.5} \]

where \( SWZ|n\rangle \) is the WZ term.

\[ SWZ|n\rangle = \frac{2\pi}{A_{D+1}} \int_{\mathcal{B}} \hat{n}^a \omega_{D+1} \]

\[ = \frac{2\pi}{A_{D+1}} \int_0^1 ds \int d^Dx \epsilon_{a_1\ldots a_{D+2}} \hat{n}^{a_1} \partial_s \hat{n}^{a_2} \partial_1 \hat{n}^{a_3} \ldots \partial_D \hat{n}^{a_{D+2}} . \tag{3.6} \]

The WZ term involves the pullback of the volume form \( \omega_{D+1} \) on \( S^{D+1} \) to the extended space \( \mathcal{B} \) via the map \( \tilde{n}: \mathcal{B} \to S^{D+1} \). To prove Eq. \((3.5)\) we first recall the formula for the variation of the WZ term,

\[ \delta SWZ|n\rangle = -\frac{2\pi}{A_{D+1}} \int d^Dx \epsilon_{a_1\ldots a_{D+2}} \delta n^{a_1} \partial_1 n^{a_3} \ldots \partial_D n^{a_{D+2}} , \tag{3.7} \]

which is an integral only over the physical space \( \mathbb{R}^D \) (in the case that we can neglect terms coming from the boundary of physical space). Then we have

\[ \frac{\delta}{\delta n^a(x)} \Psi_{\theta=2\pi k}|n\rangle = i \frac{2\pi k}{A_{D+1}} \left( \epsilon_{aa_2\ldots a_{D+2}} n^{a_2} \partial_1 n^{a_3} \ldots \partial_D n^{a_{D+2}} \right) \Psi_{\theta=2\pi k}|n\rangle \]

\[ = i \frac{\theta}{A_{D+1}} B_a(x) \Psi_{\theta=2\pi k}|n\rangle . \tag{3.8} \]

Then, using \( \hat{\pi}_a(x) = -i(\delta_a^b - n_a(x) n^b(x)) \frac{\delta}{\delta n^a(x)} \) and the fact that \( n^b B_b = 0 \), we find that

\[ \hat{D}_a^{(\theta=2\pi k)} |\Psi_{\theta=2\pi k}\rangle = 0 , \tag{3.9} \]
Thus, we have succeeding in re-deriving the result of Ref. [26] for the ground state wave functional of this system within the canonical formalism.

The relationship between the ground state wave functionals at \( \theta = 0 \) and \( \theta = 2\pi k \) can be understood in terms of a unitary transformation of the Hamiltonian by the operator

\[
\hat{U}(k) = e^{-i k S_W x [n]} .
\] (3.11)

In the Schrödinger representation, and using a suitable test functional, one can show that

\[
\hat{U}(k, \theta = 2\pi k) \hat{U}(k) = \hat{D}_a(\theta = 0) = \hat{\pi}_a ,
\] (3.12)

which means that

\[
\hat{U}(k, \theta = 2\pi k) \hat{H}(\theta = 2\pi k) \hat{U}^{-1}(k) = \hat{H}(\theta = 0) ,
\] (3.13)

and that

\[
|\Psi_{\theta = 2\pi k} \rangle = \hat{U}(k) |\Psi_{\theta = 0} \rangle .
\] (3.14)

Note also that since \( \hat{U}(k) \) commutes with the potential energy term \( \frac{1}{2} (\nabla n^a)^2 \), Eq. (3.13) holds for the full Hamiltonian of Eq. (2.13) (i.e., not just in the large \( f \) limit). In fact, for any values of \( f \) and \( \theta \) the full Hamiltonian obeys the relation

\[
\hat{U}(1, f \theta) \hat{H}(\theta = 2\pi k) \hat{U}^{-1}(k) = \hat{H}(\theta = 0) ,
\] (3.15)

which shows that the spectrum of the \( O(D + 2) \) NLSM with theta term is \( 2\pi \)-periodic in the value of the parameter \( \theta \). This is a crucial result since it will let us simultaneously study the energy spectra for any values of \( \theta \) related by a \( 2\pi \) shift.

We see that the theta angle of the NLSM enters into the Hamiltonian of Eq. (2.13) as something like a gauge field, and the derivative operator \( \hat{D}_a(\theta) \) looks like a covariant derivative. In the case that \( \theta = 2\pi k \), \( k \in \mathbb{Z} \), we can interpret the phase of the ground state wave functional as being obtained from a gauge transformation which removes the “gauge field” term \( \hat{A}_D \) from \( \hat{D}_a(\theta) \) at the expense of an additional phase in the wave functional. This gauge transformation, however, can only be performed when \( \theta \) is an integer multiple of \( 2\pi \). This is because the exponential \( e^{-i k S_W x [n]} \) of the WZ term, which involves an extension of the field \( n^a \) into an auxiliary direction, is only well-defined (i.e., independent of the extension) when \( k \) is an integer [49]. To be precise, we note here that to apply the argument of Ref. [49] on the quantization of \( k \) we must replace flat space \( \mathbb{R}^D \) with a \( D \)-dimensional sphere so that space is a compact manifold (the radius of the sphere can be taken to be very large so that the curvature is nearly zero). The original infinite space \( \mathbb{R}^D \) is then obtained in the limit that the radius of the \( D \)-sphere goes to infinity. We now move on to a discussion of the uniqueness of the ground state and the calculation of the energy gap in the NLSM at \( \theta = 2\pi k \) and \( f \to \infty \).

### B. Uniqueness of the ground state and the energy gap at large \( f \) and \( \theta = 2\pi k, k \in \mathbb{Z} \)

In the previous subsection we showed that the NLSM Hamiltonians at \( \theta = 2\pi k \) and \( \theta = 0 \) are related by a unitary transformation, which means that the energy spectrum in this model at \( \theta = 2\pi k \) is identical to the spectrum at \( \theta = 0 \). In the context of applications to SPT phases, one of the most important properties of the NLSM at large \( f \) that we would like to verify is the uniqueness of the ground state and the existence of an energy gap between the ground state and all of the excited states. In this subsection we use a lattice regularization of the NLSM at large \( f \) to prove the uniqueness of the ground state and the existence of an energy gap at \( \theta = 0 \). Since the NLSM Hamiltonian at \( \theta = 2\pi k \) is related to the Hamiltonian at \( \theta = 0 \) by a unitary transformation, the uniqueness of the ground state and the existence of an energy gap at \( \theta = 2\pi k \) follow immediately from this result at \( \theta = 0 \).

In Appendix [E] we also present an alternative regularization procedure for the NLSM Hamiltonian in the disordered limit, and we show that this alternative procedure gives a result for the energy gap which is consistent with the result derived in this section using a lattice regularization. Therefore we expect that our result for the energy gap of the \( O(D + 2) \) NLSM in its disordered limit is independent of the specific details of the regularization scheme used in the calculation.

To start we consider a hypercubic lattice with spacing \( a \) and coordinates which are vectors with integer entries and denoted by boldface Latin letters \( j, k, \) etc. The continuum coordinate \( x \) is given in terms of the lattice coordinate \( j \) by \( x = aj \). In the lattice regularization the Dirac delta function is represented by \( \delta^{(D)}(x - y) \to \frac{1}{\pi a^D} \delta_{jk} \) if \( x = aj \) and \( y = ak \). If we define lattice operators \( \hat{n}^a(j) \) and \( \hat{\pi}_{a,j} \) by

\[
\hat{n}^a(aj) = \hat{n}^a_j , \quad \hat{\pi}_{a,j} = \frac{1}{a^D} \hat{n}_{a,j} ,
\] (3.16a)

where \( \hat{n}^a(aj) \) and \( \hat{\pi}_{a,j} \) are the continuum field operators at \( x = aj \), then the NLSM commutation relations of Eqs. (2.29) become

\[
\begin{align*}
\hat{n}^a_j \hat{n}^b_k &= 0 , \\
\hat{n}^a_j \hat{\pi}_{b,k} &= i(\delta^a_b - \hat{n}^a_j \hat{n}_{b,k}) \delta_{jk} , \\
\hat{\pi}_{a,j} \hat{n}_{b,k} &= i(\hat{\pi}_{a,j} \hat{n}_{b,k} - \hat{n}_{a,j} \hat{n}_{b,k}) \delta_{jk} .
\end{align*}
\] (3.17a)

The integration over space becomes \( f^{D} x \to a^D \sum_j \), and so the regularized Hamiltonian at large \( f \) and \( \theta = 0 \) takes the form

\[
\hat{H}(a) = \frac{f}{2 a^D} \sum_j \hat{\pi}_{a,j} \hat{n}_j^a .
\] (3.18)

Here we have written \( \hat{H}(a) \) to indicate the explicit dependence of the Hamiltonian on the cutoff \( a \).

The regularized Hamiltonian Eq. (3.18) is a sum of many identical Hamiltonians for an \( O(N) \) NLSM in one spacetime
dimension, with $N = D+2$. In Appendix A we review the solution of this quantum mechanics problem using Dirac’s formalism for quantizing constrained systems. Using the results from Appendix A we can rewrite the Hamiltonian as

$$\hat{H}(a) = \frac{f}{2a^D} \sum_j \hat{C}_j ,$$

(3.19)

where $\hat{C}_j$ is the quadratic Casimir of $so(D + 2)$ formed from the conserved charge operators in the $O(D + 2)$ NLSM on site $j$. We immediately deduce that the unique ground state of this system is the state with

$$\hat{C}_j = 0, \ \forall \ j,$$

(3.20)

i.e., the state which is the tensor product of the trivial representation of $SO(D + 2)$ on all sites $j$. The energy gap, which is equal to the energy of the first excited state, is (“m” stands for mass)

$$m(a) = \frac{f}{2a^D}(D + 1).$$

(3.21)

This energy corresponds to the case that one site in the lattice is excited to a state in the fundamental representation of $SO(D + 2)$. In the theory at large $f$ the first excited state is highly degenerate, but this degeneracy will be broken by the inclusion of a small kinetic energy term (with coefficient $\frac{1}{2}$), which will cause the energies of all degenerate states in the first excited state manifold to disperse.

We see that for a fixed bare coupling constant $f$, the energy gap $m(a)$ goes to infinity as we take the continuum limit $a \rightarrow 0$. On the other hand, it is more physical to make the coupling constant cutoff-dependent, $f \rightarrow f(a)$, and demand that $f(a)$ depend on the cutoff $a$ in such a way as to make the mass gap $m(a)$ independent of the cutoff $a$ used to define the theory. Following the procedure of Ref. [4], we demand that $\frac{dm(a)}{da} = 0$, which yields the renormalization group equation for $f(a)$ in the regime of large $f$,

$$a \frac{df(a)}{da} = Df(a).$$

(3.22)

We find that $f(a) \rightarrow \infty$ in the infra-red (i.e., low energy) limit $a \rightarrow \infty$, which confirms the validity of our expansion of the Hamiltonian in powers of $\frac{1}{a}$. Integrating Eq. (3.22) from some reference scale $a_0$ in the ultra-violet, at which $f = f_0$, to the scale $a$, we find that $f(a)$ is given in terms of $f_0$ as $f(a) = (\frac{a}{a_0})^D f_0$, so that the mass gap $m$ (which is now independent of $a$) is given in terms of $f_0$ and the reference scale $a_0$ by

$$m = \frac{f_0}{2a_0^D}(D + 1).$$

(3.23)

IV. QUANTIZATION, GROUND STATE WAVE FUNCTIONAL, AND ENERGY GAP ON CURVED SPACE

In this section we repeat the analysis of Secs. II and III in the case that the spacetime takes the form $\mathcal{M} \times \mathbb{R}$, where $\mathbb{R}$ represents the time direction and $\mathcal{M}$ is a curved, $D$-dimensional manifold representing space (the precise assumptions on the properties of $\mathcal{M}$ were stated in Sec. II and are repeated below). In particular, we will accomplish the goal of the paper, which is to prove the three properties of the NLSM on curved space which are stated in Sec. III: that we prove the uniqueness of the ground state and the existence of an energy gap in the $O(D + 2)$ NLSM in the disordered ($f \rightarrow \infty$) phase at $\theta = 2\pi k$, $k \in \mathbb{Z}$, on arbitrary spatial manifolds $\mathcal{M}$, and we also explicitly construct the ground state wave functional on $\mathcal{M}$. We find that the wave functional takes the form of an exponential of a WZ term for $n^a$, just as in the case on flat space [26]. To prove the uniqueness of the ground state and the existence of an energy gap in the NLSM on $\mathcal{M}$, we use a triangulation of the manifold to set up a lattice-like regularization of the NLSM Hamiltonian at large $f$. Within this regularization scheme, the demonstration of the uniqueness of the ground state and the computation of the energy gap can be done in a way which is very similar to the calculation on flat space from Sec. III.

The results of this section prove that the $O(D + 2)$ NLSM, in the parameter regime studied in this paper, possesses SPT order, but not topological order, and is therefore a suitable model for SPT phases. One interesting aspect of the theory on a curved space $\mathcal{M}$ is that for certain choices of manifold $\mathcal{M}$ the standard construction of the WZ term fails, and so alternative constructions are needed. We discuss the standard construction of the WZ term and one type of alternative construction in some detail in this section. Then, in Appendix D we give an explicit example of a third construction which can be used when the other two constructions fail. Before we discuss these details, however, we need to first explain the modifications to the canonical quantization procedure of Sec. II which are needed to study the NLSM in the canonical formalism on the curved space $\mathcal{M}$.

A. Canonical quantization of the NLSM on a curved space

In this subsection we discuss the canonical quantization of the $O(D + 2)$ NLSM with theta term on a spacetime of the form $\mathcal{M} \times \mathbb{R}$, where $\mathbb{R}$ represents the time direction and $\mathcal{M}$ is a smooth, closed, connected, oriented, $D$-dimensional manifold. We take the metric on spacetime to have the form (we use a “mostly minus” signature for the metric) $g = dt \otimes dt - G_{ij}(x)dx^i \otimes dx^j$,

(4.1)

where $i, j = 1, \ldots, D$ (and a sum over repeated indices is implied). On flat Minkowski space we have $G_{ij}(x) = \delta_{ij}$, but in the general case $G_{ij}(x)$ are the components of a Riemannian metric on $\mathcal{M}$. In addition, we have

$$\det[g] = (-1)^D \det[G].$$

(4.2)

By a common abuse of notation we will also use the letters $g$ and $G$ to denote $\det[g]$ and $\det[G]$, respectively, for the remainder of the paper.

To start, we use the formalism of Appendix C to understand how to quantize a free scalar field on a curved space. The key
piece of information we need is the appropriate form of the Poisson bracket for a free scalar field on a curved space. With this information in hand we can then use Dirac’s procedure to quantize the NLSM on a curved space, since the $O(D + 2)$ NLSM consists of $D + 2$ scalar fields, but subject to the additional constraint $n^a(x)n_a(x) = 1$. At this point we suggest that the reader skim through Appendix C to understand our notation for the symplectic geometry approach to studying field theories in the Hamiltonian formalism.

First, we outline our general strategy for determining the correct symplectic form $\Omega$ to use to describe a field theory on a curved space. Suppose that the system we would like to study on a curved space has a definition in terms of an action

$$S = \int d^{D+1}x \sqrt{(-1)^Dg} \mathcal{L} = \int d^{D+1}x \sqrt{\mathcal{G}} \mathcal{L},$$

(4.3)

where $\mathcal{L}$ is the Lagrangian and we assumed a metric on spacetime of the form of Eq. (4.1). In this case our strategy for determining the appropriate symplectic form is to choose $\Omega$ such that the Hamilton equations of motion obtained from $\Omega$ via Eq. (C10) coincide with the Euler-Lagrange equations of motion obtained from the action for our system on a curved space. Once we know the correct $\Omega$, we can use it to find the correct Poisson brackets from Eq. (C9). These Poisson brackets will then give us the information we need to find the commutation relations for the fields in the quantum field theory on the curved space $\mathcal{M}$.

Let us see how this all plays out in the case of a free scalar field $\phi$. In this case the Lagrangian is

$$\mathcal{L} = \frac{1}{2} (\partial^\mu \phi)(\partial_\mu \phi) = \frac{1}{2} \left[ (\text{\partial}_i \phi)^2 - G^{ij} \partial_i \phi \partial_j \phi \right],$$

(4.4)

where in the first line $\mu = 0, 1, \ldots, D$ (and $x^0 = t$). In the second line we specialized to the case of curved space only (i.e., a metric of the form shown in Eq. (4.1)), and we used the tensor $G^{ij}$ which satisfies the relation $G^{ij}G_{jk} = \delta^i_k$. The momentum conjugate to $\phi$ is $\pi = \frac{\partial \mathcal{L}}{\partial (\partial_\mu \phi)} = \partial_t \phi$, and the Hamiltonian is

$$H = \int d^Dx \sqrt{\mathcal{G}} (\pi \partial_t \phi - \mathcal{L}) = \frac{1}{2} \int d^Dx \sqrt{\mathcal{G}} \left( \pi^2 + G^{ij} \partial_i \phi \partial_j \phi \right).$$

(4.5)

Starting from the action $S = \int d^{D+1} \sqrt{\mathcal{G}} \mathcal{L}$, we can derive the Euler-Lagrange equation of motion for $\phi$,

$$\partial_t^2 \phi - \frac{1}{\sqrt{\mathcal{G}}} \partial_i \left( \sqrt{\mathcal{G}}G^{ij} \partial_j \phi \right) = 0.$$

(4.6)

Now that we know the Euler-Lagrange equation of motion for $\phi$, we can look for a choice of $\Omega$ so that the Hamilton equations obtained from it are equivalent to this Euler-Lagrange equation. We find that the choice of $\Omega$ which yields the correct equations of motion is

$$\Omega = \int d^Dx \sqrt{\mathcal{G}}(x) \delta \pi(x) \wedge \delta \phi(x).$$

(4.7)

Indeed, using this form of $\Omega$ with Eq. (C10) we find that

$$\partial_t \phi = \pi$$

(4.8a)

$$\partial_t \pi = \frac{1}{\sqrt{\mathcal{G}}} \partial_i \left( \sqrt{\mathcal{G}}G^{ij} \partial_j \phi \right),$$

(4.8b)

which is clearly equivalent to the equation of motion Eq. (4.6) derived from the action. Using the correct form of $\Omega$ we can now derive the form of the Poisson bracket for $\phi$ and $\pi$ on curved space. First, using Eq. (C8) we find that the vector fields on the phase space corresponding to the functionals $\phi(x)$ and $\pi(x)$ are

$$V_{\phi(x)} = -\frac{1}{\sqrt{\mathcal{G}(x)}} \delta \\delta \pi(x)$$

(4.9a)

$$V_{\pi(x)} = \frac{1}{\sqrt{\mathcal{G}(x)}} \delta \delta \phi(x).$$

(4.9b)

From these we find that

$$\{ \phi(x), \pi(y) \} = i \int_{x_0}^{y_0} \frac{dV_{\phi(x)} dV_{\pi(y)}}{\sqrt{\mathcal{G}(x)} \delta \pi(x)} \Omega$$

$$= \frac{1}{\sqrt{\mathcal{G}(x)}} \delta^{(D)}(x - y).$$

(4.10)

This then tells us that the correct commutation relation for the operators $\hat{\phi}(x)$ and $\hat{\pi}(y)$ in the quantized theory on curved space is

$$[\hat{\phi}(x), \hat{\pi}(y)] = i \frac{1}{\sqrt{\mathcal{G}(x)}} \delta^{(D)}(x - y).$$

(4.11)

Given this form of $\Omega$, we can also work out a general formula for the Poisson bracket of any two functionals $F_1$ and $F_2$ of the phase space variables. To do this we need to first solve Eq. (C8) for the vector field $V_{F}$ corresponding to a given functional $F$. If we write the vector field $V_{F}$ as

$$V_{F} = \int d^Dx \left( V_{\phi}^F \frac{\delta F}{\delta \phi(x)} + V_{\pi}^F \frac{\delta F}{\delta \pi(x)} \right),$$

(4.12)

then the solution of Eq. (C8) for the components of $V_{F}$ is

$$V_{F}^{\phi} = \frac{1}{\sqrt{\mathcal{G}(x)}} \frac{\delta F}{\delta \phi(x)}$$

(4.13a)

$$V_{F}^{\pi} = -\frac{1}{\sqrt{\mathcal{G}(x)}} \frac{\delta F}{\delta \pi(x)}. $$

(4.13b)

Plugging into Eq. (C9), we find that the Poisson bracket of any two functionals $F_1$ and $F_2$ in the theory of a free scalar field on a curved space is given by

$$\{ F_1, F_2 \} = \int d^Dx \frac{1}{\sqrt{\mathcal{G}(x)}} \left( \frac{\delta F_1}{\delta \phi(x)} \frac{\delta F_2}{\delta \pi(x)} - \frac{\delta F_1}{\delta \pi(x)} \frac{\delta F_2}{\delta \phi(x)} \right).$$

(4.14)
The only modification from the usual Poisson bracket on flat space is the extra factor of \( \sqrt{G(x)} \).

Now we combine this information with Dirac’s procedure for dealing with constraints in the Hamiltonian formalism to derive the commutation relations for the NLSM with theta term on the curved space \( \mathcal{M} \). The action for the \( O(D + 2) \) NLSM with theta term on curved space is

\[
S = \int d^{D+1}x \sqrt{G} \mathcal{L} \text{ with } \mathcal{L} = \frac{1}{2f} (\partial^\mu n^a)(\partial_\mu n^a) + \frac{1}{\sqrt{G}} \frac{\theta}{A_D+1} B_a (\partial_\mu n^a), \tag{4.15}
\]

where the contraction of Greek (spacetime) indices is now done with the metric \( g_{\mu\nu} \) from Eq. (4.1), and \( B_a \) was defined in Eq. (2.7). The momentum conjugate to \( n^a \) is now

\[
\pi_a = \frac{\partial \mathcal{L}}{\partial (\partial_t n^a)} = \frac{1}{f} (\partial_t n^a) + \frac{\theta}{\sqrt{G}} A_D+1 B_a, \tag{4.16}
\]

and the Hamiltonian on curved space takes the form

\[
H = \int d^Dx \sqrt{G} \left\{ \frac{f}{2} \left( \pi_a - \frac{1}{\sqrt{G}} \frac{\theta}{A_D+1} B_a \right)^2 + \frac{1}{2f} G^{ij} \partial_i n^a \partial_j n^a \right\}. \tag{4.17}
\]

Finally, from our discussion above on the canonical formalism for a single scalar field on curved space, we know that the correct Poisson bracket for two functionals \( F_1 \) and \( F_2 \) in the NLSM on curved space is

\[
\{F_1, F_2\} = \int d^Dx \frac{1}{\sqrt{G(x)}} \left( \frac{\delta F_1}{\delta n^a(x)} \frac{\delta F_2}{\delta \pi_a(x)} - \frac{\delta F_1}{\delta \pi_a(x)} \frac{\delta F_2}{\delta n^a(x)} \right). \tag{4.18}
\]

Using this Poisson bracket we may now proceed as in Sec. II and use Dirac’s procedure for handling constraints to quantize the NLSM on curved space. We skip the details as they are very similar to those in Sec. II and just present the results. The NLSM with theta term on curved space is again characterized by two second class constraints,

\[
\psi_1(x) = n^a(x) n_a(x) - 1 \quad \text{(4.19a)}
\]

\[
\psi_2(x) = n^a(x) \pi_a(x). \quad \text{(4.19b)}
\]

The Poisson bracket of these constraints, computed using the Poisson bracket of Eq. (4.15) for the NLSM on curved space, is \{\psi_1(x), \psi_j(y)\} = M_{IJ}(x, y) with

\[
M_{IJ}(x, y) = \frac{2i}{\sqrt{G(x)}} (\sigma^y)_{IJ} r^2(x) \delta^{(D)}(x - y), \tag{4.20}
\]

where \( r^2(x) = n_a(x) n^a(x) \). Its inverse, which is needed to compute the Dirac brackets for the NLSM on curved space, is

\[
M^{-I}_{J}(x, y) = -\frac{i}{2} \sqrt{G(x)} (\sigma^y)_{IJ} \frac{1}{r^2(x)} \delta^{(D)}(x - y). \tag{4.21}
\]

The components \( M^{-1}_{J}(x, y) \) can now be used to construct the classical Dirac brackets for the NLSM on curved space. Then, to quantize the NLSM on curved space we replace all functions \( f(x) \) with operators \( \hat{f}(x) \) on the Hilbert space, and we obtain the quantum commutation relations for the NLSM on curved space by replacing the Dirac brackets with commutators as in Sec. II for the NLSM on flat space. In addition, as in Sec. II, we set the operator \( r^2(x) = 1 \), which is consistent since this operator commutes with all other operators in the Hilbert space. Therefore we find that the commutation relations for the NLSM with theta term on curved space are

\[
[\hat{n}^a(x), \hat{n}^b(y)] = 0 \tag{4.22a}
\]

\[
[\hat{n}^a(x), \hat{\pi}_b(y)] = \frac{i}{\sqrt{G(x)}} (\delta^a_b - \hat{n}^a(x) \hat{n}_b(y)) \delta^{(D)}(x - y) \tag{4.22b}
\]

\[
[\hat{\pi}_a(x), \hat{\pi}_b(y)] = \frac{i}{\sqrt{G(x)}} (\hat{\pi}_a(x) \hat{n}_b(y) - \hat{\pi}_b(y) \hat{n}_a(x)) \delta^{(D)}(x - y). \tag{4.22c}
\]

Again, the only modification from the case of flat space is the extra factor of \( \sqrt{G(x)} \). As in the case on flat space, these commutation relations also admit a functional Schroedinger representation in which \( \hat{n}^a(x) \) acts as multiplication by \( n^a(x) \).
and now \( \hat{\pi}_a(x) \) acts as the functional derivative operator

\[
\hat{\pi}_a(x) = -\frac{i}{\sqrt{G(x)}} \left( \delta a^b - n_a(x) n^b(x) \right) \frac{\delta}{\delta n^b(x)}. \tag{4.23}
\]

In the next subsection we use this Schroedinger representation to solve for the ground state wave functional of the \( O(D + 2) \) NLSM in the disordered \( (f \to \infty) \) phase at \( \theta = 2\pi k \), \( k \in \mathbb{Z} \).

### B. Ground state wave functional at large \( f \) and \( \theta = 2\pi k \), \( k \in \mathbb{Z} \)

In the large \( f \) limit the Hamiltonian operator for the \( O(D + 2) \) NLSM with theta term on the curved space \( \mathcal{M} \) takes the form

\[
\hat{H} = \int d^D x \sqrt{G} \left( \frac{f}{2} \left( \hat{\pi}_a - \frac{1}{\sqrt{G}} \frac{\theta}{A_{D+1}} \hat{B}_a \right)^2 \right), \tag{4.24}
\]

where we again dropped the potential energy term with coefficient proportional to \( \frac{1}{\sqrt{G}} \). We now investigate the form of the ground state wave functional of this theory in the case where \( \theta = 2\pi k \), \( k \in \mathbb{Z} \), which is the case where the NLSM is expected to describe an SPT phase on the curved space \( \mathcal{M} \). As in the case on flat space, the ground state wave functional is determined by the condition that it be annihilated by the operators

\[
\hat{D}_a^{(\theta)}(x) = \hat{\pi}_a - \frac{1}{\sqrt{G}} \frac{\theta}{A_{D+1}} \hat{B}_a , \quad a = 1, \ldots, D + 2. \tag{4.25}
\]

In the functional Schroedinger representation used in this paper this operator takes the form

\[
\mathcal{D}_a^{(\theta)}(x) = \frac{1}{\sqrt{G(x)}} \left\{ -i \left( \delta a^b - n_a(x) n^b(x) \right) \frac{\delta}{\delta n^b(x)} - \frac{\theta}{A_{D+1}} B_a(x) \right\}. \tag{4.26}
\]

We see that the dependence of this operator on the metric of space is only through the overall factor of \( \frac{1}{\sqrt{G(x)}} \). This a consequence of the fact that the Dirac brackets for the NLSM on curved space have an explicit dependence on \( \sqrt{G(x)} \), while the theta term in the NLSM action is independent of the metric. This property of \( \mathcal{D}_a^{(\theta)}(x) \) is very important. It implies that the ground state wave functional at large \( f \) and \( \theta = 2\pi k \) on the curved space \( \mathcal{M} \) is independent of the metric on \( \mathcal{M} \), and can be constructed in the exact same way as on flat space, i.e., the ground state wave functional is the exponential of a WZ term for the NLSM field, \( \Psi_{\theta = 2\pi k} [n] = e^{-i k S_{WZ}[n]} \). As we mentioned at the beginning of this section, for certain choices of \( \mathcal{M} \) the standard construction of the WZ term fails, and so alternative constructions are needed. We now turn to a discussion of this issue.

The crucial property of the WZ term \( S_{WZ} [n] \), which allows for the construction of a functional annihilated by \( \mathcal{D}_a^{(\theta = 2\pi k)} \), is the formula Eq. (5.7) for its variation with respect to \( n^a(x) \). We now review two different methods for constructing an action whose variation is given by Eq. (5.7), and then we discuss specific examples of manifolds \( \mathcal{M} \) where both constructions fail. In these cases a third construction of the WZ term is available using the methods outlined in Ref. [50]. In Appendix D we give an explicit example of the construction of the WZ term using the methods of Ref. [50] in the simple case where the dimension of the space \( \mathcal{M} \) is \( D = 1 \).

The first construction of the WZ term that we discuss is the standard construction that appears in the literature [49]. This construction uses a higher-dimensional manifold \( \tilde{\mathcal{B}} \) which has \( \mathcal{M} \) as its boundary. In Sec. III we discussed this construction on flat space \( \mathcal{M} = \mathbb{R}^D \), and we now discuss how it works for a general curved spatial manifold \( \mathcal{M} \). For the standard construction of the WZ term for the NLSM field we first look for a \( (D + 1) \)-dimensional manifold \( \tilde{\mathcal{B}} \) which has \( \mathcal{M} \) as its boundary, \( \partial \tilde{\mathcal{B}} = \mathcal{M} \). Then, for a given NLSM field configuration \( n^a \) on \( \mathcal{M} \), we construct an extension \( \tilde{n}^a \) of the NLSM field configuration into the bulk of the manifold \( \tilde{\mathcal{B}} \) such that \( \tilde{n}^a|_{\partial \tilde{\mathcal{B}}} = n^a \). Finally, using the extended manifold \( \tilde{\mathcal{B}} \) and the extension \( \tilde{n}^a \) of the NLSM field, the standard construction of the WZ term for \( n \) is given by

\[
S_{WZ}[n] = \frac{2\pi}{A_{D+1}} \int_{\tilde{\mathcal{B}}} \tilde{n}^a \omega_{D+1}, \tag{4.27}
\]

where \( \tilde{n}^a \omega_{D+1} \) denotes the pullback of the volume form \( \omega_{D+1} \) of \( S^{D+1} \) to the extended space \( \tilde{\mathcal{B}} \) via the map \( \tilde{n} : \tilde{\mathcal{B}} \to S^{D+1} \). Since in this construction the WZ term depends on the choice of the manifold \( \tilde{\mathcal{B}} \), and the choice of extension of the NLSM field \( \tilde{n} \), we need to check that the exponential \( e^{-i k S_{WZ}[n]} \) is independent of these choices in order for the wave functional to be well-defined.

The exponential of the WZ term constructed in this way will be well-defined if it is independent of the specific choices of extended manifold \( \tilde{\mathcal{B}} \) and field extension \( \tilde{n}^a \). To check this, suppose we have two different choices of extended manifold \( \tilde{\mathcal{B}} \) and \( \tilde{\mathcal{B}}' \), with \( \partial \tilde{\mathcal{B}} = \partial \tilde{\mathcal{B}}' = \mathcal{M} \), and two different field extensions \( \tilde{n} \) and \( \tilde{n}' \), with \( \tilde{n}|_{\partial \tilde{\mathcal{B}}} = \tilde{n}'|_{\partial \tilde{\mathcal{B}}'} = n \). Let \( S_{WZ}[n] \) and \( S'_{WZ}[n] \) be the WZ terms defined using \( (\tilde{\mathcal{B}}, \tilde{n}) \) and \( (\tilde{\mathcal{B}}', \tilde{n}') \), respectively. Then we can write

\[
e^{-i k S_{WZ}[n]} = e^{-i k (S_{WZ}[n]-S'_{WZ}[n])} e^{-i k S'_{WZ}[n]}, \tag{4.28}
\]

If follows from this expression that the exponential of the WZ term will be well-defined if the difference \( S_{WZ}[n] - S_{WZ}[n] \)
of the two WZ terms is an integer multiple of $2\pi$ (we assume $k \in \mathbb{Z}$), since in that case we have $e^{-ikS_{WZ}[n]} = e^{-ikS_{WZ}[n]}$. The difference of WZ terms is in turn equivalent to a single integral
\[
I[\tilde{n}'] = \frac{2\pi}{A_{D+1}} \int_{\partial} \tilde{n}'\omega_{D+1},
\] (4.29)
where $\partial$ is a closed $(D+1)$-dimensional manifold formed by gluing $B$ to $B'$ along their common boundary $\partial\mathcal{M}$, and where $\tilde{n}'$ is the NLSM field configuration on the entire $(D+1)$-dimensional manifold $\partial\mathcal{M}$ formed in this way ($\tilde{n}$ and $\tilde{n}'$ agree at the boundary where $\partial\mathcal{M}$ takes place, and on the rest of $\partial\mathcal{M}$ they define the configuration $\tilde{n}'$). Since we are dealing with orientable manifolds, we must specify the orientation of the boundaries of $B$ and $B'$ when we glue them together to construct $\partial\mathcal{M}$. In the construction of $\partial\mathcal{M}$ discussed here the manifolds $B$ and $B'$ are glued together in such a way that the orientation of $\partial B'$ is opposite to the orientation of $\partial B$. This choice of orientations is forced on us because we are considering the difference of WZ terms.

We see that in order to determine whether the exponential of the WZ term is well-defined, it suffices to check that the integral in Eq. (4.29) is an integer multiple of $2\pi$ for any closed $(D+1)$-dimensional manifold $\partial\mathcal{M}$ and any NLSM field configuration $\tilde{n}'$ on $\partial\mathcal{M}$. To see that this is indeed the case, we note that
\[
\int_{\partial} \tilde{n}'\omega_{D+1} = \deg[\tilde{n}'] \int_{S^{D+1}} \omega_{D+1},
\] (4.30)
where $\deg[\tilde{n}'] \in \mathbb{Z}$ is the degree of the map $\tilde{n}' : \partial\mathcal{M} \to S^{D+1}$. It is an integer which counts how many times the space $\partial\mathcal{M}$ is “wrapped” around the sphere $S^{D+1}$ by the map $\tilde{n}'$ (see, for example, Ch. VI of Ref. [51]). Combining this with the fact that $\int_{S^{D+1}} \omega_{D+1} = A_{D+1}$, we find that
\[
I[\tilde{n}'] = 2\pi \deg[\tilde{n}'],
\] (4.31)
which proves that the exponential $e^{-ikS_{WZ}[n]}$ of the WZ term is well-defined for integer $k$.

Besides the standard construction of the WZ term using the higher-dimensional manifold $B$, it is also possible to define $S_{WZ}[n]$ as a functional integral in a theory of fermions defined on the manifold $\mathcal{M}$. This construction relies on a result of Abanov and Wiegmann, who constructed theories of fermions coupled to an NLSM field $n$ which produce a WZ term for $n$ after integrating out the fermions [11]. The coupling of the fermions to the NLSM field involves a mass parameter $M$, and the partition function $Z[n]$ for the theory of fermions coupled to $n$ can be computed in a gradient expansion in powers of $1/M$. From this partition function one can define an effective action for the NLSM field via $S_{eff}[n] = -\ln(Z[n])$. In Ref. [11] the authors calculated the variation of $S_{eff}[n]$ with respect to $n'(x)$, and they showed that the imaginary part of this variation has exactly the form of Eq. (5.7). Therefore, the results of Ref. [11] imply that one can define the WZ term using the partition function $Z[n]$ as
\[
S_{WZ}[n] = -\Im[\ln(Z[n])],
\] (4.32)
where $\Im[\cdots]$ denotes the imaginary part. We also note that this definition naturally produces a WZ term with an integer level $k = \text{sgn}[M]N_F$, where $N_F$ (a positive integer) is the number of flavors of fermions that couple to $n$. In particular, it does not seem possible to generate a WZ term with fractional level in this way.

So far we have presented two different ways of constructing the WZ term for the NLSM field $n$ on a curved space $\mathcal{M}$. One interesting aspect of considering the NLSM on general spaces $\mathcal{M}$ is that there are certain choices of $\mathcal{M}$ where neither of these constructions works. This can be seen as follows. First, the standard construction of the WZ term requires that there exists a $B$ such that $\partial B = \mathcal{M}$. However, there are some manifolds $\mathcal{M}$ which cannot be realized as the boundary of any higher-dimensional manifold. The precise conditions for $\mathcal{M}$ to be a boundary are given by the following theorem (see, for example, Ch. 4 of Ref. [52]).

**Theorem (Thom):** If all of the Stiefel-Whitney numbers of $\mathcal{M}$ are zero, then $\mathcal{M}$ can be realized as the boundary of some smooth compact manifold $B$.

In dimensions $D = 1, 2, \text{and } 3$, every orientable $\mathcal{M}$ is a boundary. The situation becomes more interesting for $D \geq 4$. In the case that $D \equiv 0 \mod 4$, it is easy to construct simple examples of orientable manifolds $\mathcal{M}$ which are not a boundary by taking products of $\mathbb{CP}^2$ for positive integer $r$, for example $\mathbb{CP}^2$ in $D = 4$ and $\mathbb{CP}^2 \times \mathbb{CP}^2$ and $\mathbb{CP}^4$ in $D = 8$. Orientable manifolds which are not a boundary also exist in dimensions $D \geq 4$ where $D$ is not equivalent to zero modulo four, for example in $D = 5, 9, 10,$ and $11$ [52]. Thus, we find that for many values of $D > 3$ there are choices of $\mathcal{M}$ where the standard construction of the WZ term fails.

The second construction of the WZ term, defined using a path integral for fermions on $\mathcal{M}$, can fail if the manifold $\mathcal{M}$ does not admit a spin structure. If $\mathcal{M}$ does not admit a spin structure then it is not possible to formulate a consistent theory of fermions on $\mathcal{M}$. The technical requirement for the existence of a spin structure on $\mathcal{M}$ is that $w_2 \in H^2(\mathcal{M}, \mathbb{Z}_2)$, the second Stiefel-Whitney class of $\mathcal{M}$, must vanish [53]. Note that we assume that $\mathcal{M}$ is orientable, and so we also require that the first Stiefel-Whitney class of $\mathcal{M}$, $w_1 \in H^1(\mathcal{M}, \mathbb{Z}_2)$, is trivial. In fact, a spin structure cannot be defined on an unorientable manifold, so this condition is crucial for the second construction of the WZ term using a path integral over fermions.

In some cases the first construction can fail but the second construction works. One example of such a case can be found in $D = 4$ when $\mathcal{M}$ is taken to be the Kummer surface. This four-dimensional manifold is not a boundary but does admit a spin structure (see, for example, Ch. XI of Ref. [54]). A particularly interesting example, also in $D = 4$, is the choice $\mathcal{M} = \mathbb{CP}^2$. In this case both constructions fail. Therefore we find that in general a third construction of the WZ term is needed. This third construction should not require $\mathcal{M}$ to be a boundary, and it should also not require that $\mathcal{M}$ admit a spin structure. We refer to such a construction as an “intrinsic construction” since it does not require an extension $B$ of $\mathcal{M}$. It turns out that such a construction does exist. In particular, in Ref. [50] Alvarez explained how to carry out this construc-
tion in detail using the language of Čech cohomology. In Appendix D we give an example of this type of construction in the simple case that \( D = 1 \).

To summarize, we find that the ground state wave functional of the \( O(D + 2) \) NLSM at \( \theta = 2\pi k \), \( k \in \mathbb{Z} \), in the disordered \( (f \to \infty) \) phase is

\[
\Psi_{\theta=2\pi k}[n] = e^{-ikS_{WZ}[n]}, \tag{4.33}
\]

where \( S_{WZ}[n] \) is a suitably defined WZ term for the NLSM field \( n \). As we discussed above, the specific construction of the WZ term will depend on the particular spatial manifold \( \mathcal{M} \), but the WZ term always exists. The ground state wave functional has several important properties. First, it is independent of the metric of space, which shows that the disordered phase of the NLSM at \( \theta = 2\pi k \) is a topological phase. Second, it possesses the full \( SO(D + 2) \) symmetry of the action for the NLSM with theta term. These two properties taken together imply that \( \Psi_{\theta=2\pi k}[n] \) can be the ground state wave functional of an SPT phase. As in Sec. III we can also understand the ground state wave functional as arising from a unitary transformation of the operator \( \hat{U}(\theta) \), which transforms the Hamiltonian at \( \theta = 2\pi k \) into the Hamiltonian at \( \theta = 0 \) as in Eq. (3.13). The ground state of the theory at \( \theta = 2\pi k \) can then be obtained by applying \( \hat{U}(\theta) \) to the ground state at \( \theta = 0 \) as in Eq. (3.14).

C. Uniqueness of the ground state and the energy gap at large \( f \) and \( \theta = 2\pi k \), \( k \in \mathbb{Z} \)

In this section we study the spectrum of the NLSM on the curved space \( \mathcal{M} \) by using a triangulation of the manifold to implement a lattice-like regularization of the NLSM Hamiltonian on \( \mathcal{M} \). Using this regularization we demonstrate the uniqueness of the ground state and the existence of an energy gap in the \( O(D + 2) \) NLSM in the disordered \( (f \to \infty) \) phase at \( \theta = 0 \) on \( \mathcal{M} \). Since the NLSM Hamiltonian at \( \theta = 2\pi k \) is related to the Hamiltonian at \( \theta = 0 \) by a unitary transformation, it will follow from the results of this section that the ground state of the NLSM in the disordered phase at \( \theta = 2\pi k \), \( k \in \mathbb{Z} \), on \( \mathcal{M} \) is also unique for all \( k \). Thus, this subsection completes our proof of the absence of topological order in the \( O(D + 2) \) NLSM in the disordered phase at \( \theta = 2\pi k \), \( k \in \mathbb{Z} \).

We start by recalling a few basic facts about triangulations of smooth manifolds, following the discussion in sections 3.2 and 5.3.2 of Ref. 55. Intuitively, a triangulation of a manifold is an approximation of the manifold by generalized triangles called simplices. A 0-simplex is a point, a 1-simplex is a line segment, a 2-simplex is a triangle, a 3-simplex is a tetrahedron, and so on. A simplicial complex \( K \) is a set of simplices in \( \mathbb{R}^n \) such that (i) all faces of simplices from \( K \) belong to \( K \), (ii) the intersection of any two simplices from \( K \) is a face for each of them, and (iii) any point that belongs to one of the simplices from \( K \) has a neighborhood which intersects only finitely many simplices from \( K \). For any such simplicial complex \( K \), the space \( |K| \) is the topological space which is the union of all simplices of \( K \) with the topology induced by \( \mathbb{R}^n \). Finally, a triangulation of a manifold \( \mathcal{M} \) is a homeomorphism \( \rho : \mathcal{M} \to |K| \), where \( K \) is a simplicial complex in \( \mathbb{R}^n \) for some \( n \) (with \( n \) greater than or equal to the dimension of \( \mathcal{M} \)). Any smooth closed manifold \( \mathcal{M} \) admits a triangulation.

Now let us pick particular triangulation \( (\rho, |K|) \) of \( \mathcal{M} \). Let \( \alpha = 1, \ldots, N_D \), label the distinct \( D \)-simplices in \( |K| \), and define \( S_\alpha \subset \mathcal{M} \) to be the inverse image of the \( D \)-simplex \( \alpha \) under the map \( \rho \) (\( \rho \) is a homeomorphism so it is invertible). We will also refer to \( S_\alpha \) as a \( D \)-simplex. For our purposes, the key property of the triangulation is that it allows for a decomposition of \( \mathcal{M} \) as \( \mathcal{M} = \sum_{\alpha=1}^{N_D} S_\alpha \), where the sum is the composition of oriented \( D \)-chains. To set up a “lattice” on \( \mathcal{M} \), we can then pick an arbitrary point \( p_\alpha \) in each \( S_\alpha \) to be the points of the lattice. In the lattice regularization on flat space each lattice point was associated with a hypercubic unit cell of volume \( a^D \), where \( a \) was the lattice spacing. In our regularization on curved space each point \( p_\alpha \) is associated with a \( D \)-simplex \( S_\alpha \), and each such \( D \)-simplex has a volume given by

\[
\text{Vol}_\alpha = \int_{S_\alpha} \text{Vol}_\mathcal{M}, \tag{4.34}
\]

where \( \text{Vol}_\mathcal{M} \) is the volume form on \( \mathcal{M} \) determined by its Riemannian metric. In a system of local coordinates \((U, \phi), U \subset \mathcal{M}, \phi : U \to \mathbb{R}^D, \) one has \( \text{Vol}_\mathcal{M} = d^Dx \sqrt{G(x)} \), if \( x \in \mathbb{R}^D \) denotes the image of a point \( p \in U \) under \( \phi \).

Using this regularization, integration of a function \( f(p) \) over \( \mathcal{M} \), weighted by the volume form \( \text{Vol}_\mathcal{M} \), can be discretized as

\[
\int_{p \in \mathcal{M}} \text{Vol}_\mathcal{M} f(p) \to \sum_{\alpha=1}^{N_D} \text{Vol}_\alpha f(p_\alpha). \tag{4.35}
\]

In addition, we can define a Dirac delta function \( \delta(p, p') \) on \( \mathcal{M} \) by

\[
\int_{p \in \mathcal{M}} \text{Vol}_\mathcal{M} f(p) \delta(p, p') = f(p'). \tag{4.36}
\]

Again, in a system of local coordinates \((U, \phi) \) one has \( \delta(p, p') = \frac{1}{\sqrt{G(x)}} \delta^{(D)}(x - x') \), where \( x, x' \in \mathbb{R}^D \) are the images of \( p \) and \( p' \) under the map \( \phi \). Then \( \delta(p, p') \) is discretized as

\[
\delta(p, p') \to \frac{1}{\text{Vol}_\alpha} \delta_{\alpha\beta} \tag{4.37}
\]

if \( p = p_\alpha \) and \( p' = p_\beta \), and \( \delta_{\alpha\beta} \) is the ordinary Kronecker delta.

Throughout this subsection we considered the NLSM in a particular coordinate patch of \( \mathcal{M} \) with local coordinates \( x \). However, using the Dirac delta function \( \delta(p, p') \) on \( \mathcal{M} \) we

---

7 The standard \( n \)-simplex is the region \( \Delta^\alpha \subset \mathbb{R}^{n+1} \) defined by \( \Delta^\alpha = \left\{ \sum_{i=1}^{n+1} y^i = 1, y^i \geq 0 \ \forall \ i \right\} \).
can also write the commutation relations for the NLSM on $\mathcal{M}$ as
\[
\begin{align*}
[\hat{n}^a(p), \hat{n}^b(p')] &= 0 \quad (4.38a) \\
[\hat{n}^a(p), \hat{\pi}_b(p')] &= i(\delta^a_b - \hat{n}^a(p)\hat{\pi}_b(p'))\delta(p,p') \quad (4.38b) \\
[\hat{\pi}_a(p), \hat{\pi}_b(p')] &= i(\hat{\pi}_a(p)\hat{\pi}_b(p') - \hat{\pi}_b(p')\hat{\pi}_a(p))\delta(p,p') \quad . \quad (4.38c)
\end{align*}
\]

For the lattice regularization of the NLSM using the triangulation discussed above, we define lattice variables by
\[
\begin{align*}
\hat{n}^a(p_a) &= \hat{n}^a_a \quad (4.39a) \\
\hat{\pi}_a(p_a) &= \frac{1}{\text{Vol}_a} \hat{\pi}_{a,a} \quad (4.39b)
\end{align*}
\]

for all points $p_a$ in the lattice constructed from the triangulation. The lattice variables obey the commutation relations
\[
\begin{align*}
[\hat{n}^a_a, \hat{n}^b_b] &= 0 \quad (4.40a) \\
[\hat{n}^a_a, \hat{\pi}_{b,b}] &= i(\delta^a_b - \hat{n}^a_a\hat{\pi}_{b,b})\delta_{a,b} \quad (4.40b) \\
[\hat{\pi}_{a,a}, \hat{\pi}_{b,b}] &= i(\hat{\pi}_{a,a}\hat{\pi}_{b,b} - \hat{\pi}_{b,b}\hat{\pi}_{a,a})\delta_{a,b} , \quad (4.40c)
\end{align*}
\]

and the regularized Hamiltonian takes the form
\[
\hat{H}(\rho, |K|) = \frac{f}{2} \sum_{a=1}^{N_D} \frac{1}{\text{Vol}_a} \hat{\pi}_{a,a} \hat{n}^a_a . \quad (4.41)
\]

Here we have written $\hat{H}(\rho, |K|)$ to indicate the dependence of the regularized Hamiltonian on the choice of a triangulation $(\rho, |K|)$ of $\mathcal{M}$. Just as in the case on flat space in Sec. IV.A the regularized Hamiltonian breaks up into a sum of decoupled Hamiltonians for an $O(D + 2)$ NLSM in one spacetime dimension. Therefore we can again apply the results of Appendix A to deduce that the ground state of the $O(D + 2)$ NLSM in the disordered ($f \to \infty$) phase on $\mathcal{M}$ is unique, and corresponds to the state where $\hat{\pi}_{a,a} \hat{n}^a_a = 0$ for all $a$. Unlike the case of flat space, however, there is now a different energy cost to creating an excitation on the different sites $p_a$ in the lattice. This is due the presence of the factor $(\text{Vol}_a)^{-1}$ in the summand in Eq. (4.41) (compare to Eq. (3.18) on flat space, which just contains an overall factor of $a^{-D}$). It follows that the energy gap for the regularized $O(D + 2)$ NLSM on $\mathcal{M}$ is given by
\[
m(\rho, |K|) = \frac{f}{2} \frac{(D + 1)}{\text{Vol}(\rho, |K|)} , \quad (4.42)
\]

where we defined $\text{Vol}(\rho, |K|)$ to be the volume of the largest $D$-chain $S_a$ in the triangulation $(\rho, |K|)$ of $\mathcal{M}$,
\[
\text{Vol}(\rho, |K|) = \max\{|\text{Vol}_a| |a \in \{1, \ldots, N_D\}\} . \quad (4.43)
\]

Thus, we have proven the uniqueness of the ground state and the existence of an energy gap in the $O(D + 2)$ NLSM in the disordered phase at $\theta = 0$. From the previous subsection we know that the Hamiltonian for the $O(D + 2)$ NLSM at $\theta = 2\pi k$, $k \in \mathbb{Z}$, is related to the Hamiltonian at $\theta = 0$ by a unitary transformation, so the result in this section then implies uniqueness of the ground state and the existence of an energy gap in the $O(D + 2)$ NLSM in the disordered phase at $\theta = 2\pi k$, $k \in \mathbb{Z}$, for all $k$. This result completes the demonstration that the $O(D + 2)$ NLSM in the disordered phase at $\theta = 2\pi k$ is a suitable model for SPT phases of bosons.

V. CONCLUSION

In this paper we performed an explicit study of the $O(D + 2)$ NLSM with theta term, in its disordered phase and with theta angle $\theta = 2\pi k$, $k \in \mathbb{Z}$, on arbitrary smooth, closed, connected, oriented $D$-dimensional spatial manifolds $\mathcal{M}$. We showed that in this parameter regime the ground state of the NLSM on $\mathcal{M}$ is unique, and there is a finite energy gap to the lowest lying excited states. In addition, we showed that the ground state wave functional of the NLSM on $\mathcal{M}$ is independent of the metric on $\mathcal{M}$, and takes the form of an exponential of a WZ term for the NLSM field $\mathbf{n}$, just like in the case on flat space [20]. These results taken together imply that the $O(D + 2)$ NLSM, in the disordered phase with $\theta = 2\pi k$, $k \in \mathbb{Z}$, is a suitable model for an SPT phase of bosons. In particular, our results show that this model does not possess topological order. Thus, our work places the NLSM approach to SPT phases of Ref. [14] on solid ground.

We close the paper with some additional comments and suggestions for future work. First, we mention one puzzle associated with the NLSM description of SPT phases. In several recent works [54–59] it was shown that important information about the classification of SPT phases with time-reversal symmetry $\mathbb{Z}_2^T$ can be extracted from the partition functions of these phases on unorientable Euclidean spacetime manifolds. For example, in two spacetime dimensions there is a single nontrivial bosonic SPT phase protected only by $\mathbb{Z}_2^T$, and in Ref. [56] it was shown that this SPT phase can be detected by its partition function $Z_{RP^2} = -1$ on the spacetime $RP^2$. An NLSM description of this SPT phase is available (see Sec. IV.B of Ref. [14]), but it seems problematic to calculate the partition function of the NLSM on $RP^2$. Mathematically, the issue is that the theta term for the $O(D + 2)$ NLSM involves the pullback to spacetime of the volume form on $S^{D + 1}$, and this pullback does not seem to make sense when the spacetime is not orientable. Therefore it would be interesting to see if there is some way to make sense of the NLSM description of SPT phases on unorientable spacetime manifolds.

A second possible direction for future work would be to extend the analysis of this paper to the case of the $O(D + 2)$ NLSM in the disordered limit when the theta angle $\theta$ is an odd multiple of $\pi$. In Ref. [14] the authors used a qualitative argument to map out the phase diagram of the $O(4)$ NLSM in $D = 2$ spatial dimensions with theta term and coefficient $\theta = \pi$. They proposed two possible phases for this theory when the coupling constant $f$ is large: (i) a gapless phase realized at some finite but large value of $f$, and (ii) a gapped phase which is realized in the extreme disordered limit of $f \to \infty$. In addition, the authors of Ref. [13] argued that the ground state in the gapped phase should be doubly degenerate (see also Ref. [12] on this point). It would be interesting to inves-
tigate the $f \to \infty$ phase directly within the canonical formalism, with the goal of proving that in this limit the spectrum is indeed gapped and that the ground state is doubly degenerate. It would also be interesting to investigate the dependence of the ground state degeneracy on the topology of the spatial manifold. This problem is quite interesting for the following reason. Typically, the boundary theory of an SPT phase is expected to preserve the symmetry of the SPT phase and be symmetric, but it must also possess intrinsic topological order. As we discussed in Sec. III, the boundary theory can be gapped and symmetric, with the goal of proving that in this limit the spectrum is indeed gapped and that the ground state is doubly degenerate.
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\section*{Appendix A: Canonical quantization of the $O(N)$ NLSM in 0 + 1 dimensions}

In this appendix we review the solution of the $O(N)$ NLSM in one spacetime dimension using the commutation relations of Eqs. (2.29) and the Schrödinger representation in Eq. (2.30). We use this solution in Secs. [III] and [IV] to compute the energy gap in regularized versions of the $O(D+2)$ NLSM in the disordered ($f \to \infty$) limit and with $\theta = 2\pi k$, $k \in \mathbb{Z}$, on flat and curved space, respectively. The $O(N)$ NLSM in one spacetime dimension is equivalent to the quantum mechanics problem of a free particle in $N$ spatial dimensions but confined to the surface of the unit sphere $S^{N-1}$. This is a famous problem in the quantization of constrained systems and has been studied by many authors [40, 43, 48]. One finds that the quantum mechanical Hamiltonian is proportional to the Laplace-Beltrami operator $\Delta_{LB}^{(N-1)}$ on the sphere $S^{N-1}$, so that the energy spectrum is given in terms of the eigenvalues of $\Delta_{LB}^{(N-1)}$. However, there is some controversy in the literature about whether an additional constant term, depending only on $N$, should appear in the quantum Hamiltonian for this problem. This constant term is irrelevant for the application to our discussion in the context of Secs. [III] and [IV] in which we are interested only in the difference between the energy of the ground state and first excited state. Therefore in this appendix we give a straightforward analysis of the $O(N)$ NLSM in one spacetime dimension, without worrying about subtleties (e.g., Weyl-ordering of operators to define the quantum Hamiltonian [40, 43, 48]) which could lead to an extra constant shift in the energy spectrum. Readers interested in the subtleties associated with this constant term should consult the references cited in this paragraph.

\subsection{Hamiltonian, commutation relations, and the energy spectrum}

We consider the $O(N)$ NLSM in one spacetime dimension. For general $N$ this system does not admit a theta term (a theta term is possible at $N = 2 = D + 2$ since $D = 0$ here). However, in this appendix we are only interested in discussing the quantization of the theory without theta term, and so we consider the case of a general $N$ with no theta term. Let $n = (n_1, \ldots, n_N)$ be the NLSM field. Again, the NLSM field is subject to the constraint $n \cdot n = n^a n_a = 1$. The Lagrangian in one spacetime dimension is

$$\mathcal{L} = \frac{1}{2f} (\partial_t n^a)(\partial_t n_a) .$$  \hfill (A1)

The canonical momentum conjugate to $n^a$ is $\pi_a = \frac{\partial \mathcal{L}}{\partial (\partial_t n_a)} = \frac{1}{f} (\partial_t n_a)$ and the Hamiltonian takes the form

$$H = \frac{f}{2} \pi^a \pi_a .$$  \hfill (A2)

In one spacetime dimension the analysis of constrained Hamiltonian systems from Sec. [II] leads to the commutation relations

$$[\hat{n}^a, \hat{n}^b] = 0$$  \hfill (A3a)

$$[\hat{n}^a, \hat{\pi}_b] = i \left( \delta^a_b - \frac{\hat{n}^a \hat{n}_b}{\hat{r}^2} \right)$$  \hfill (A3b)

$$[\hat{\pi}_a, \hat{\pi}_b] = i \frac{1}{\hat{r}^2} (\hat{\pi}_a \hat{n}_b - \hat{\pi}_b \hat{n}_a) ,$$  \hfill (A3c)

where $\hat{r}^2 = \hat{n}^a \hat{n}_a$. The operator $\hat{r}^2$ commutes with all other operators by construction and so it can be set equal to one at this point, exactly as in Sec. [II]. However, we find it more convenient for the exposition in this appendix to leave this operator in place and only set it to one at the end of the analysis. The Schrödinger representation used in this paper for the NLSM commutation relations can be adapted to the case where the operator $\hat{r}^2$ is kept in the commutation relations. In this case the operator $\hat{n}^a$ again acts as multiplication by the coordinate $n^a$, but the momentum operator $\hat{\pi}_a$ now takes the form

$$\hat{\pi}^a = -i \left( \delta^a_b - \frac{n_an^b}{\hat{r}^2} \right) \frac{\partial}{\partial \hat{n}^b} .$$  \hfill (A4)
In this representation the quantity $\hat{\pi}^a \hat{\pi}_a$ appearing in the Hamiltonian takes the explicit form

$$\hat{\pi}^a \hat{\pi}_a = -\left\{ \left(\delta^{ab} - \frac{n^a n^b}{r^2}\right) \frac{\partial^2}{\partial n^a \partial n^b} - \frac{(N-1)}{r^2} n^a \frac{\partial}{\partial n^a} \right\},$$

so that the Hamiltonian operator is

$$\hat{H} = -\frac{f}{2} \left\{ \left(\delta^{ab} - \frac{n^a n^b}{r^2}\right) \frac{\partial^2}{\partial n^a \partial n^b} - \frac{(N-1)}{r^2} n^a \frac{\partial}{\partial n^a} \right\}.$$  

(A5)

To diagonalize the Hamiltonian we now prove the following statement.

\textbf{Claim:} In the Schrödinger representation the squared sum of canonical momenta is related to $\Delta_{LB}^{(N-1)}$, the Laplace-Beltrami operator on the unit sphere $S_{N=1}$, by the equation

$$\hat{\pi}^a \hat{\pi}_a = -\frac{1}{r^2} \Delta_{LB}^{(N-1)}.$$  

(A7)

\textbf{Proof:} Before imposing the NLSM constraint, the components $n^a$ of the NLSM field are coordinates on $\mathbb{R}^N$. The ordinary Laplacian on $\mathbb{R}^N$ is given in terms of the Laplace-Beltrami operator $\Delta_{LB}^{(N-1)}$ on $S_{N=1}$ by (see, e.g., Sec. II.4 of Ref. [62])

$$\frac{\partial^2}{\partial n^a \partial n_a} = \frac{\partial^2}{\partial r^2} + \frac{(N-1)}{r} \frac{\partial}{\partial r} + \frac{1}{r^2} \Delta_{LB}^{(N-1)}.$$  

(A8)

Now using $\frac{\partial}{\partial r} = \frac{n^a}{r} \frac{\partial}{\partial n^a}$ and the relation

$$\frac{\partial^2}{\partial r^2} = \frac{n^a n^b}{r^2} \frac{\partial^2}{\partial n^a \partial n^b},$$

we find that

$$\hat{\pi}^a \hat{\pi}_a = \left[ \frac{\partial^2}{\partial n^a \partial n_a} - \left( \frac{\partial^2}{\partial r^2} + \frac{(N-1)}{r} \frac{\partial}{\partial r} \right) \right] = -\frac{1}{r^2} \Delta_{LB}^{(N-1)}.$$  

(A10)

This completes the proof. $\blacksquare$

As we discussed earlier in this section, since the operator $\hat{r}^2$ commutes with all other operators, the NLSM constraint $\hat{r}^2 = 1$ can be enforced at any time in the correctly quantized theory. At this point we can then set $\hat{r}^2 = 1$ to obtain the final form for the Hamiltonian of the $O(N)$ NLSM,

$$\hat{H} = -\frac{f}{2} \Delta_{LB}^{(N-1)}.$$  

(A11)

We note here that in more careful approaches to the quantization of this model the Hamiltonian operator takes the form $\hat{H} = \frac{f}{2} \left( -\Delta_{LB}^{(N-1)} + \mathcal{E}(N) \right)$, where $\mathcal{E}(N)$ is a constant shift of the energy depending only on $N$ (although in the literature there is still some disagreement about the correct value of $\mathcal{E}(N)$). In the straightforward approach used in this appendix this shift is not present.

The spectrum of $\Delta_{LB}^{(N-1)}$, as well as its eigenfunctions and their multiplicities, can be found in standard references on Riemannian geometry, for example Ref. [62]. Using these standard results we find that the eigenvalues of $\hat{H}$ are labeled by a positive integer $\ell$ and given explicitly by

$$E_{\ell} = \frac{f}{2} (\ell + N - 2), \quad \ell \in \mathbb{N},$$

(A12)

in agreement with previous results on the spectrum of this model. The ground state of this theory has energy zero (or $\frac{f}{2} \mathcal{E}(N)$ for a non-zero shift in the energies), and the difference between the energy of the ground state and first excited state is given by

$$m \equiv E_1 - E_0 = \frac{f}{2} (N - 1).$$  

(A13)

To get a complete understanding of the $O(N)$ NLSM in one spacetime dimension, we now give a full analysis of the symmetries of this system.

2. \textbf{Symmetry analysis}

Consider the Lie algebra $so(N)$ of the Lie group $SO(N)$. In the fundamental (i.e., $N \times N$) representation, one possible basis of the Lie algebra consists of the anti-symmetric $N \times N$ matrices $\mathbf{E}^{ij}$ which contain a 1 in the $(i,j)$ entry, a $-1$ in the $(j,i)$ entry, and zero in all other entries. Since $\mathbf{E}^{ij} = -\mathbf{E}^{ji}$, and since $i$ and $j$ must be distinct for this to make sense, we arrive at the correct number $N(N-1)/2$ of generators of $so(N)$. It is also convenient to define the matrices $\mathbf{E}^{ii}$ for any $i$ to be equal to the matrix with all entries equal to zero. The matrix elements of $\mathbf{E}^{ij}$ are

$$(\mathbf{E}^{ij})^{a}_{b} = \delta^{ia} \delta^j_b - \delta^{ja} \delta^i_b.$$  

(A14)

This definition also works when $i = j$ and yields the zero matrix in that case.

The Lagrangian of Eq. (A1) has an $SO(N)$ global symmetry which is reflected in the fact that it is invariant under the transformation $n^a \rightarrow R^a \, n^b$ for any $O(N)$ matrix $R$. The infinitesimal form of this transformation is $n^a \rightarrow n^a + \delta n^a = \epsilon (\mathbf{E}^{ij})^{a}_{b} n^b$, for a small constant $\epsilon$. By making $\epsilon$ time-dependent we derive the conserved currents of this model,

$$J_{ab} = \frac{1}{f} \left( \partial_t n_a n_b - \partial_t n_b n_a \right).$$  

(A15)

Since we are in $0 + 1$ dimensions the conserved charge operators are obtained from this current simply by replacing $\partial_t n_a$ with $\hat{\pi}_a$, so the conserved charge operators are (note that we have chosen a particular operator ordering here)

$$\hat{Q}_{ab} = \hat{\pi}_a \hat{n}_b - \hat{\pi}_b \hat{n}_a.$$  

(A16)

The commutator of two momenta from Eq. (A3) can be rewritten (at this point we set $\hat{r}^2 = 1$ in the commutators) in terms of these charge operators as

$$[\hat{\pi}_a, \hat{\pi}_b] = i \hat{Q}_{ab}.$$  

(A17)
In the Schrodinger representation (with $r^2 = 1$), the charges $\hat{Q}_{ab}$ take the simple form

$$\hat{Q}_{ab} = i(n_a \frac{\partial}{\partial n_b} - n_b \frac{\partial}{\partial n_a}).$$  \hspace{1cm} (A18)

When acting on functions of $n^a$ these derivative operators obey the Lie algebra of $so(N)$,

$$[\hat{Q}_{ab}, \hat{Q}_{cd}] = \delta_{ac} \hat{Q}_{bd} - \delta_{ad} \hat{Q}_{bc} + \delta_{bd} \hat{Q}_{ac} - \delta_{bc} \hat{Q}_{ad}. \hspace{1cm} (A19)$$

We now show that the Hamiltonian Eq. (A2) of this system is proportional to the quadratic Casimir of $so(N)$. It then follows that the problem of diagonalizing the Hamiltonian of the $O(N)$ NLSM reduces to a study of the representation theory of $so(N)$, which is already well-known. The quadratic Casimir of $so(N)$ is given by the sum of the squares of all the generators $\hat{Q}_{ab}$. We know that half of these are redundant since $\hat{Q}_{ab} = -\hat{Q}_{ba}$, but we can exploit this fact and the fact that $\hat{Q}_{aa} = 0$ to write the Casimir as simply

$$\hat{C} = \frac{1}{2} \hat{Q}_{ab} \hat{Q}^{ab}, \hspace{1cm} (A20)$$

where we have summed over all values of $a$ and $b$ with no restrictions. By explicit computation one can show that $\hat{C} = \hat{\pi}^a \hat{\pi}_a$ (when we set $r^2 = 1$ in Eq. (A5)), and so the Hamiltonian can be re-written as

$$\hat{H} = \frac{f}{2} \hat{C}. \hspace{1cm} (A21)$$

In this form one can clearly see the relationship between the Hamiltonian and the $SO(N)$ symmetry of this model.

**Appendix B: Regularization of the NLSM Hamiltonian**

In Sec. [III] we studied the energy gap of the NLSM in the disordered ($f \to \infty$) limit and at $\theta = 0$ using a lattice regularization. We briefly indicated there that some kind of regularization scheme was necessary to study the excited states of the NLSM, and then we immediately implemented the lattice regularization. In this appendix we explain in detail why it is necessary to regularize the NLSM Hamiltonian to study the excited states, and we also discuss an alternative regularization for the theory on flat space which does not use a lattice. We show that this alternative regularization gives results for the energy gap of the theory which are consistent with the result coming from the lattice regularization. Based on this evidence we expect that any sensible regularization scheme will give a result for the energy gap of the NLSM which agrees with our result computed using the lattice regularization. In this appendix we focus on the NLSM Hamiltonian at $\theta = 0$. As we explained in Sec. [III] the NLSM Hamiltonian at $\theta = 2\pi k$, $k \in \mathbb{Z}$, is related to the NLSM Hamiltonian at $\theta = 0$ by a unitary transformation. Therefore any result on the spectrum of this theory at $\theta = 0$ will also hold for the theory at $\theta = 2\pi k$ for integer $k$.

We start by explaining why the NLSM Hamiltonian must be regularized before excited states can be constructed. Recall that in the limit of large coupling $f$, the Hamiltonian for the $O(N)$ NLSM in $D$ spatial dimensions takes the form

$$\hat{H} = \frac{f}{2} \int d^Dx \, \hat{\pi}_a(x) \hat{\pi}^a(x), \hspace{1cm} (B1)$$

where $\hat{\pi}_a(x)$ takes the form shown in Eq. (2.30) in the Schrödinger representation used in this paper. The ground state of this Hamiltonian has zero energy and is characterized by the property that it is annihilated by $\hat{\pi}^a(x)$ for each $a$. Therefore, to construct the ground state we only have to consider the action of a single operator $\hat{\pi}^a(x)$ on functionals of the NLSM field. On the other hand, to construct excited states we need to act with the product $\hat{\pi}_a(x) \hat{\pi}^a(x)$. This operator is not well-defined in the NLSM field theory, as we now show.

To see the problem with the operator $\hat{\pi}_a(x) \hat{\pi}^a(x)$, we look at the action of $\hat{\pi}_a(x) \hat{\pi}^a(y)$ on some functional $F$ of the NLSM field. A short calculation shows that

$$\hat{\pi}_a(x) \hat{\pi}^a(y) F = (N - 1) \delta^{(D)}(x - y) n^a(x) \frac{\delta F}{\delta n^a(x)} + n^a(y) n^b(y) \frac{\delta^2 F}{\delta n^a(x) \delta n^b(y)} - n_a(x) n^b(x) n^a(y) n^c(y) \frac{\delta^2 F}{\delta n^b(x) \delta n^c(y)}. \hspace{1cm} (B2)$$

We see that the operator $\hat{\pi}_a(x) \hat{\pi}^a(y)$ will diverge as $y$ approaches $x$ because of the presence of the delta function in the first term of this expression. This contact divergence implies that the product $\hat{\pi}_a(x) \hat{\pi}^a(x)$ of momentum operators at the same point $x$ in space is ill-defined, and this is the basic reason why some regularization scheme is needed to construct excited states in this field theory.

Since the divergence in the operator $\hat{\pi}_a(x) \hat{\pi}^a(x)$ is due to the fact that both factors of $\hat{\pi}_a(x)$ are evaluated at the same point, i.e., the problem is associated with short distances, one way to regulate the operator is to discretize space by introducing a lattice. This is exactly the approach we took in Sec. [III]. However, other regularization schemes are also possible and should give expressions for the energy gap which agree with the answers obtained from the lattice regularization. To show this we now discuss one alternative regularization scheme,
in which we still consider the theory on a continuous space, but we introduce some non-locality to regulate the product \( \pi_a(x)\pi^a(x) \). In this regularization scheme we first rewrite the Hamiltonian as

\[
\hat{H} = \frac{f}{2} \int d^Dx d^Dy \ \pi_a(x)\pi^a(y) \delta^{(D)}(x-y), 
\]

and then replace the delta function \( \delta^{(D)}(x-y) \) with any known regularized expression for a delta function,

\[
\delta^{(D)}(x-y) \rightarrow \eta^{(D)}_\epsilon(x-y). 
\]

Here \( \eta^{(D)}_\epsilon(x-y) \) is some function of \( x-y \) which has the property that

\[
\lim_{\epsilon \rightarrow 0} \int d^Dx \ f(x) \eta^{(D)}_\epsilon(x-y) = f(y),
\]

for any test function \( f(x) \). The parameter \( \epsilon \) has units of length, and it is this small parameter which serves as a regulator for the theory in this regularization scheme. We consider a concrete example of a such a function \( \eta^{(D)}_\epsilon(x-y) \) later in this appendix. In terms of this function the regularized Hamiltonian takes the form

\[
\hat{H}(\epsilon) = \frac{f}{2} \int d^Dx d^Dy \ \pi_a(x)\pi^a(y) \eta^{(D)}_\epsilon(x-y). 
\]

This regularization scheme clearly introduces some non-locality into the theory, since the regularized Hamiltonian (with non-zero \( \epsilon \)) contains terms which involve the fields \( \pi_a \) at two different points in space.

Within this alternative regularization scheme we can also compute the energy gap between the ground state of the system and the first excited state. The vacuum state of the NLSM is known regularized expression for a delta function, \( \hat{H}(\epsilon) \eta^{(D)}_\epsilon(x-y) \). Experience with the lattice regularization of this expression Eq. (3.21) obtained from the lattice regularization, and the two expressions coincide if we choose the lattice spacing \( a \) to be related to the parameter \( \epsilon \) via \( a = \pi \epsilon \). Therefore we expect that any sensible regularization of the NLSM Hamiltonian will give results consistent with those that we derived in Sec. III using the lattice regularization.

Appendix C: Symplectic geometry approach to Hamiltonian formalism for field theories

In this appendix we review the symplectic geometry approach to the Hamiltonian dynamics of a classical field theory. This is essentially a “functional” version of what one does in the symplectic geometry approach to a classical dynamical system with finitely many degrees of freedom (a review of the latter for physicists is given in Ch. 11 of Ref. [63]). We apply this formalism in Sec. [IV] to determine the correct form of the Poisson bracket in the theory of a free scalar field on a \( D \)-dimensional curved space \( M \) with some Riemannian metric \( G_{ij} \), and then we use this information to quantize the \( O(D+2) \) NLSM with theta term on the curved space \( M \). One of the main advantages of the symplectic geometry approach is that it provides a formalism which one can rely on to understand the classical dynamics, and in particular the correct form of the Poisson bracket, in systems which cannot be analyzed by conventional methods more familiar to physicists. The correct form of the Poisson brackets is essential for quantization, and so this method is useful for the proper quantization of an unfamiliar system. This material is standard in the field theory literature. Therefore, in this section we simply give a summary of this material in the infinite-dimensional setting in exact analogy to the development on a finite-dimensional phase space as found, for example, in Ref. [63]. In addition, we note here that a very similar infinite-dimensional symplectic geometry approach is used in establishing the equivariant localization formulas for phase space path integrals in quantum mechanics (see, for example, Sec. 4.3 of Ref. [64]).

To start, consider a field theory on the \( D \)-dimensional space \( M \), and let \( \{\Phi^a(x)\}_{x \in M} \) (for some range of the index \( a \)) denote the coordinates on the infinite-dimensional phase space for the system under consideration. In the example of a free scalar field \( \phi(x) \) we could choose \( \Phi^1(x) = \phi(x), \ \Phi^2(x) = \pi(x) \), where \( \pi(x) \) is the momentum conjugate to \( \phi(x) \), but in general (as in the finite-dimensional case) it is not necessary to have a definite decomposition into “coordinates” and “momenta”. In fact, in many cases it is impossible to find a definition of coordinates and momenta which is valid on the entire phase space. We use the notation

\[
m(\epsilon) = \frac{f}{2} (D+1) (\pi \epsilon D). 
\]
\( \Phi(x) = (\Phi^1(x), \Phi^2(x), \ldots) \) to denote the collection of all field variables \( \Phi^a(x) \) at the single point \( x \). The functional derivatives \( \frac{\delta}{\delta \Phi^a(x)} \) with respect to the phase space coordinates form a basis of the tangent space at a point in this phase space. We also introduce the coordinate differentials \( \delta \Phi^a(x) \), which form a basis for the cotangent space at a point in phase space. We have the natural pairing between the basis elements of the tangent and cotangent spaces,

\[
\delta \Phi^a(x) \left( \frac{\delta}{\delta \Phi^b(y)} \right) = \delta^a_b \delta^{(D)}(x - y) . \tag{C1}
\]

\[
\alpha = \frac{1}{p!} \int \left( \prod_{j=1}^p d^D x_j \right) \alpha_{a_1 \cdots a_p} \left[ \vec{\Phi}(x_1), \ldots, \vec{\Phi}(x_p); x_1, \ldots, x_p \right] \delta \Phi^{a_1}(x_1) \wedge \cdots \wedge \delta \Phi^{a_p}(x_p) , \tag{C4}
\]

where \( \alpha_{a_1 \cdots a_p} \left[ \vec{\Phi}(x_1), \ldots, \vec{\Phi}(x_p); x_1, \ldots, x_p \right] \) are the components of \( \alpha \). The notation is meant to indicate that the components of \( \alpha \) can depend on the fields \( \Phi^a(x_j) \) at the coordinates \( x_j \), and they can also depend explicitly on the coordinates \( x_j \). The action of the exterior derivative \( \delta \) on \( p \)-forms is defined by the usual axioms: (i) \( \delta^2 F = 0 \) for any functional \( F \) on phase space, and (ii) \( \delta(\alpha \wedge \beta) = \delta \alpha \wedge \beta + (-1)^p \alpha \wedge \delta \beta \) for any \( p \)-form \( \alpha \) and any \( q \)-form \( \beta \) (i.e., \( \delta \) is an antiderivation). A general vector field \( V \) on the phase space has the form

\[
V = \int d^D x V^a \vec{\Phi}(x); x \cdot \frac{\delta}{\delta \Phi^a(x)} . \tag{C5}
\]

where \( V^a \vec{\Phi}(x); x \) are the components of \( V \). The interior multiplication of a form \( \alpha \) by a vector \( V \), denoted \( i_V \alpha \), is given by

\[
i_V \alpha = \frac{1}{(p-1)!} \int \left( \prod_{j=1}^p d^D x_j \right) V^a \alpha_{aa_2 \cdots a_p} \delta \Phi^{a_2}(x_2) \wedge \cdots \wedge \delta \Phi^{a_p}(x_p) , \tag{C6}
\]

The reason for defining these vector fields in this way is that they allow for a coordinate-independent definition of the Poisson bracket of two functionals \( F_1 \) and \( F_2 \) on the phase space. The Poisson bracket for \( F_1 \) and \( F_2 \) is given in terms of the corresponding vector fields \( V_{F_1} \) and \( V_{F_2} \) by

\[
\{ F_1, F_2 \} = i_{V_{F_1}} i_{V_{F_2}} \Omega . \tag{C9}
\]

Finally, Hamilton’s equations are equivalent to the single equation

\[
\delta H = -i_{V_H} \Omega , \tag{C10}
\]

where \( V_H \) is the vector field whose components are the time derivatives of phase space coordinates,

\[
V_H = \int d^D x \dot{\Phi}^a(x) \frac{\delta}{\delta \Phi^a(x)} , \tag{C11}
\]

and where the dot represents a time derivative, \( \dot{()} := \frac{d}{dt}() \).

\footnote{We use an opposite sign in this equation as compared with Ref. [63].}
Appendix D: Intrinsic construction of the Wess-Zumino term for $D = 1$

In this appendix we explain in detail a simple example of the intrinsic construction of the Wess-Zumino (WZ) term which we mentioned in Sec. [IV]. This intrinsic construction is the method of choice for constructing the WZ term when other standard constructions fail, for example in the case where the spatial manifold $M$ does not admit a spin structure and also cannot be realized as the boundary of any higher-dimensional manifold $B$. The details of the intrinsic construction are, however, more complicated than the more standard constructions. For this reason we only present the simplest example of the construction, which is the case where $M$ has dimension $D = 1$, but this intrinsic construction is available in all dimensions. The ideas behind this construction date back to work of Wu and Yang in Ref. [65] and were formalized by Alvarez in Ref. [50] using the language of Čech cohomology. The basic idea is to write the WZ term as a sum of integrals over the space $M$ of forms which are defined only locally in certain coordinate patches on the target manifold $T$ of the NLSM. This sum of integrals over $M$ is then supplemented with additional terms which account for the transition functions which are needed to go between coordinate patches on the target manifold. We also mention here that the methods of Ref. [50] were used in Ref. [66] to give an intrinsic definition of the Abelian Chern-Simons term on a three-dimensional manifold.

We now present the intrinsic construction of the WZ term for the case where the spatial manifold $M$ has dimension $D = 1$. Our discussion in this appendix applies only to the specific case where the target manifold of the NLSM is the sphere $S^2$. Other two-dimensional target spaces may require more coordinate patches to be covered properly. As we discussed in the main sections of this paper, we assume that $M$ is closed, oriented, and connected. For the case $D = 1$ this implies that $M$ is diffeomorphic to a circle. We take $x^1 \in [a, b]$ to be the coordinate on this circle, and the NLSM field is taken to obey periodic boundary conditions $n(a) = n(b)$. For $D = 1$ we have an $O(3)$ NLSM, and for the purpose of constructing the WZ term it will be convenient to parametrize the field variables $n^a$, $a = 1, 2, 3$, using spherical coordinates $\Phi$ and $\Theta$ as

\begin{align}
    n^1 &= \cos(\Phi) \sin(\Theta) \quad \text{(D1a)} \\
    n^2 &= \sin(\Phi) \sin(\Theta) \quad \text{(D1b)} \\
    n^3 &= \cos(\Theta) \quad \text{(D1c)}
\end{align}

In these coordinates the volume form on $S^2$ (the target manifold of the NLSM) takes the form

$$\omega_2 = \sin(\Theta) d\Theta \wedge d\Phi \quad \text{(D2)}$$

The sphere $S^2$ can be covered by two coordinate patches $U_N$ and $U_S$, defined in spherical coordinates as $U_N = \{(\Phi, \Theta) \mid \Phi \in [0, 2\pi), \Theta \in [0, \pi - \Theta_0)\}$ and $U_S = \{(\Phi, \Theta) \mid \Phi \in [0, 2\pi), \Theta \in (\Theta_0, \pi]\}$, for some fixed (perhaps small) angle $\Theta_0$. The patch $U_N$ contains the north pole but not the south pole, and the patch $U_S$ contains the south pole but not the north pole. On each patch the volume form can be expressed as a total derivative $\omega_2 = d\theta_N$ or $\omega_2 = d\theta_S$, with

\begin{align}
    \theta_N &= (1 - \cos(\Theta)) d\Phi \\
    \theta_S &= -(1 + \cos(\Theta)) d\Phi \quad \text{(D3a, D3b)}
\end{align}

On the intersection $U_N \cap U_S$ of the two coordinate patches we have $\theta_S - \theta_N = d\psi_{SN}$, where (up to an arbitrary constant)

$$\psi_{SN} = -2\Phi \quad \text{(D4)}$$

At this point we recall that the ordinary construction of the WZ term for the NLSM on $M$ uses an extended manifold $\tilde{B}$ with $\partial \tilde{B} = M$, and an extension $\tilde{n}$ of the NLSM field into $\tilde{B}$ such that $\tilde{n}|_{\partial \tilde{B}} = n$. In this case the standard construction for the WZ term is

$$S_{WZ}[n] = \frac{2\pi k}{A_2} \int_{\tilde{B}} \tilde{n}^* \omega_2 \quad \text{(D5)}$$

Using the spherical coordinates $\Theta$ and $\Phi$ we find that the variation of the WZ term obtained from this standard construction is

$$\delta S_{WZ}[n] = \frac{2\pi k}{A_2} \int_a^b dx^1 \sin(\Theta) (\delta \Theta \partial_1 \Phi - \delta \Phi \partial_1 \Theta) \quad \text{(D6)}$$

where $\partial_1 \equiv \frac{\partial}{\partial x^1}$. We now present the intrinsic construction of the WZ term, which yields an expression for $S_{WZ}[n]$ involving only integrations over the physical space $M$, and gives the same formula for the variation with respect to the NLSM field.

The intrinsic construction takes as its starting point a geometric interpretation of the WZ term. The NLSM field $n$ is a map from $M$ to $S^2$, and the image of $M$ under this map is a closed curve $\ell$ on $S^2$. The curve $\ell$ inherits an orientation from the orientation of $M$. On $S^2$ there exist regions $C$ and $C' = S^2 \setminus C$ such that $\partial C = \ell$ and $\partial C' = \tilde{\ell}$, where $\tilde{\ell}$ is the curve $\ell$ with the opposite orientation. Using this information we define the WZ term for the field configuration $n$ using the signed area of the regions $C$ or $C'$ as

$$S_{WZ}[n] = \frac{2nk}{A_2} \text{Area}[C] \quad \text{(D7)}$$

or

$$S_{WZ}[n] = -\frac{2nk}{A_2} \text{Area}[C'] \quad \text{(D8)}$$

The minus sign in the second equation is there to keep track of the fact that the boundary of $C'$ is $\tilde{\ell}$, which has the opposite orientation of $\ell = \partial C$. The reason for defining the WZ term in this way is that with this definition we have

$$e^{iS_{WZ}[n]} = e^{i(S_{WZ}[n] - S_{WZ}[\tilde{n}])} e^{iS_{WZ}[\tilde{n}]} = e^{i2nk} e^{iS_{WZ}[\tilde{n}]} \quad \text{(D9)}$$

Therefore, we see that the exponential of the WZ term will be independent of the choice of $S_{WZ}[n]$ or $S_{WZ}[\tilde{n}]$ as long as the level $k$ of the WZ term is quantized, $k \in \mathbb{Z}$, which is the
usual result. In what follows we work with the first formula Eq. (D7).

The formula Eq. (D7) instructs us to integrate the volume form $\omega_2$ over the region $C \subset S^2$. In the case where the curve $\ell$ is contained only in the coordinate patch $U_S$ on $S^2$, we have $\omega_2 = d\vartheta_S$ and so the WZ term takes the simple form

$$S_{WZ}[n] = \frac{2\pi k}{A_2} \int_{\ell} n^* \vartheta_S$$

$$= \frac{2\pi k}{A_2} \int_M n^* \vartheta_S$$

$$= \frac{-2\pi k}{A_2} \int_{\Phi} d\vartheta_S = \frac{-2\pi k}{A_2} \int_{\Phi} (1 + \cos(\Theta)) d\vartheta_S$$

where we used the expression for $\vartheta_S$ from Eqs. (D3). If instead the curve $\ell$ is contained only in $U_N$, then we have a similar expression for $S_{WZ}[n]$ with $\vartheta_S$ replaced with $\vartheta_N$. Finally, there is the possibility that the curve $\ell$ crosses through both coordinate patches on $S^2$. In this case the expression for $S_{WZ}[n]$ obtained from the formula Eq. (D7) is more complicated.

To construct the WZ term in the case where the curve $\ell$ passes through both coordinate patches on $S^2$, we do the following. First, we pick two points $s_1$ and $s_2$ on the interval $[a, b]$ such that $n_1 = n(s_1)$ and $n_2 = n(s_2)$ lie on opposite sides of the curve $\ell$ in the region $U_S \cap U_N$. Next, we divide the curve $\ell$ into two pieces $\ell_1$ and $\ell_2$ such that $\ell = \ell_1 + \ell_2$, where the sum is the composition of oriented 1-chains. Finally, we add a third curve $\ell_3$ which connects the points $n_1$ and $n_2$ by cutting through the region $U_S \cap U_N$, and we choose the orientation of this curve such that it is directed towards $n_2$. The curve $\ell_3$ also divides the region $C$ into two portions $C_1$ and $C_2$. We choose the points $s_1$ and $s_2$, and also the curve $\ell_3$, so that $C_1$ lies entirely in $U_S$ and $C_2$ lies entirely in $U_N$. This situation is illustrated in Fig. 1. In this case we can compute $\text{Area}[C]$ as

$$\text{Area}[C] = \text{Area}[C_1] + \text{Area}[C_2]$$

$$= \int_{\ell_1 + \ell_3} \vartheta_S + \int_{\ell_2 - \ell_3} \vartheta_N$$

$$= \int_{\ell_1} \vartheta_S + \int_{\ell_2} \vartheta_N + \int_{\ell_3} (\vartheta_S - \vartheta_N)$$

$$= \int_{\ell_1} \vartheta_S + \int_{\ell_2} \vartheta_N + \psi_{SN}(n_2) - \psi_{SN}(n_1)$$

Thus, we have the expression for the WZ term in the form

$$S_{WZ}[n] = \frac{2\pi k}{A_2} \left( \int_{n^{-1}(s_1)} n^* \vartheta_S + \int_{n^{-1}(s_2)} n^* \vartheta_N \right.$$

$$\left. + \psi_{SN}(n(s_2)) - \psi_{SN}(n(s_1)) \right)$$

where in the last step we used the equation $\vartheta_S - \vartheta_N = d\psi_{SN}$ on $U_S \cap U_N$. The integrals in this expression can be pulled back to $M$ to give a final expression for the WZ term in the form

$$S_{WZ}[n] = \frac{2\pi k}{A_2} \left( \int_{n^{-1}(s_1)} n^* \vartheta_S + \int_{n^{-1}(s_2)} n^* \vartheta_N \right.$$

$$\left. + \psi_{SN}(n(s_2)) - \psi_{SN}(n(s_1)) \right)$$

This form for the WZ term has the advantage that it only involves integrals over the physical space $M$, and does not require an extended space $\mathcal{B}$ or an extension $\tilde{n}$ of the field configuration (it also does not require a spin structure on $M$). Therefore we refer to this construction of the WZ term as an intrinsic construction. In addition, a short calculation shows that upon varying this expression with respect to the NLSM field, and using the explicit expression for $\psi_{SN}$ from Eq. (D6), the contributions from the points $s_1$ and $s_2$ cancel out. The end result for the variation of this form of the WZ term then turns out to be identical to Eq. (D6). Therefore we have succeeded in our original goal, which was to provide a construction of the WZ term for the NLSM theory on the manifold $M$ which does not require a higher-dimensional manifold $\mathcal{B}$ with $\partial\mathcal{B} = M$. Also, we note here that adding an arbitrary constant to the transition function $\psi_{SN}$, which still gives a solution to the equation $\partial_S - \partial_N = d\psi_{SN}$, will not change the final expression Eq. (D12) for the WZ term since $\psi_{SN}$ appears in the WZ term in the combination $\psi_{SN}(n(s_2)) - \psi_{SN}(n(s_1))$.

Finally, we must discuss what one must do in the case that the curve $\ell$ on $S^2$ has self-intersections. The map $n : M \rightarrow S^2$ is not required to be an embedding of $M$ (i.e., $n$ is not required to be injective), so in general the curve $\ell$ can have self-intersections. In this case we again define the WZ term using the signed area of the regions enclosed by $\ell$. For example, for the situation shown in Fig. 2 we define

$$S_{WZ}[n] = \frac{2\pi k}{A_2} (\text{Area}[C_1] - \text{Area}[C_2])$$

The reason for defining the WZ term in this way is that we ultimately want $S_{WZ}[n]$ to reduce to a line integral of $\vartheta_S$ or
\[ \partial_N \] along the curve \( \ell \), modulo the addition of suitable constant terms in the intersection \( U_S \cap U_N \) as discussed above. Since in the example in Fig. 2 the curve \( \ell \) wraps around the regions \( C_1 \) and \( C_2 \) in opposite directions, we attach opposite signs to the areas of these two regions in the definition of the WZ term so that \( S_{WZ}[n] \) reduces to a line integral of \( \partial_S \) or \( \partial_N \) along \( \ell \).

\[ \ell \]

**Fig. 2.** An example of a curve \( \ell \) with a self-intersection arising from a map \( n : \mathcal{M} \to S^2 \) which is not injective. In this case the WZ term should be computed using the signed area \( \text{Area}[C_1] - \text{Area}[C_2] \) of the two regions \( C_1 \) and \( C_2 \) enclosed by the curve \( \ell \), as shown in Eq. (113). This is because the curve \( \ell \) goes counterclockwise around the region \( C_1 \) but clockwise around the region \( C_2 \).
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