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Life-cycle production optimization of hydrocarbon fields: thermoeconomics perspective

R. Farajzadeh, a,b S. S. Kahrobaei, a,b A. H. de Zwart a and D. M. Boersma a

We suggest alternative objective functions based on the concept of thermoeconomics (or exergoeconomics) that could be used for simultaneous maximization of economics and energy efficiency of oil-production systems. The suggested functions are evaluated for an oil reservoir, where water is injected to improve its recovery factor. We find that life-cycle optimization of water-injection projects in terms of net present value (NPV) and net cumulative exergy (NCE) leads to consistent results. We show that managing reservoirs based on a long-term objective leads to significant reduction in their CO2 footprint. For oil production by water injection, commitment to reduce CO2 emission provides an opportunity to maximize the NPV of these projects. The sustainability of water injection into hydrocarbon reservoirs is highly dependent on the volumes of the injected and produced liquids. Above a critical water cut (80% in this study), the energy efficiency of the project decreases dramatically, and its CO2 footprint increases exponentially.

1. Introduction

To mitigate the adverse impacts of global warming, the greenhouse gas concentrations, especially carbon dioxide (CO2), in the atmosphere should be stabilized in a relatively short time.1 While negative emissions (i.e., CO2 capture, utilization and/or storage, CCUS) might be needed to achieve the target concentration levels, a more viable option is to find ways to reduce the amount of (direct and indirect) CO2 emission into the atmosphere.2–9

Hydrocarbons provide much of the world’s energy demand because of their abundance, ease of access and (low cost of) production, and more importantly their large (volumetric) energy density.10 However, use of hydrocarbons (or in general fossil fuels) as fuel and/or feedstock emits considerable amounts of CO2 into the atmosphere. The direct CO2 emissions from hydrocarbons are caused by combustion or oxidation reactions to release their chemical energy (or heat content). The indirect CO2 emissions arise during the exploration, drilling, extraction, transportation, and refining stages of the production cycle of the fuels, which can be 40% of the total life-cycle emissions.2,4–6 So long as there are no alternative energy sources, the direct emissions of CO2 from fossil fuels are inevitable and could not be significantly avoided. The main solution would be to capture the released CO2 and either utilize it as a chemical feedstock in other processes or store it permanently in subsurface formations.7–9,11–13 However, CO2 capture technologies are currently expensive and energy intensive.14–15

Therefore, for CO2 capture and storage (CCS) to be a more practical option, more energy-efficient capture technologies should be developed and/or the required energy during the capture and compression stages should originate from less carbon-intensive sources.16 On the other hand, the indirect emissions, which could be substantial depending on the applied extraction technology,17 can be significantly reduced by continuous optimization of the relevant processes and (quicker) integration and implementation of the energy-efficient technologies in the hydrocarbon-production systems.

The development of hydrocarbon reservoirs is generally designed to increase the financial gains over the lifetime of the selected production scheme. In the initial stages of the development, however, many (technical and non-technical) uncertainties exist, which leads to assumptions (and hence decisions) that might not necessarily hold during the operation of the field. Because of these inherent risks and uncertainties, researchers have implemented (real time) optimization schemes whose primary aim is to find a production strategy or field-development plan that yields the largest net present value (NPV) or ultimate oil recovery for the project.18–26 The simulations are performed on a large number of geological realizations (to reduce the risk of uncertainties) with the outcome to determine the optimum development option, well locations and spacing, and injection and production schemes (rates and pressures). In order to obtain the maximum NPV, the injection and production rates should be continuously monitored and if necessary altered.
The urge to reverse the global temperature rise necessitates more sustainable exploitation of hydrocarbon fields. Accordingly, the energy intensity and CO₂ footprint of the production schemes should also be considered during the decision-making and optimization processes.27–28 Thus, the optimization techniques should be modified with the objective functions to reduce the energy consumption and the eventual CO₂ emissions of the oil-recovery processes, from both surface and subsurface activities. Here, we adapt the concept of thermoeconomics (or exergoeconomics)29–31 and extend its application to oil extraction techniques. This approach is a common technique in the optimization of energy systems and aims at simultaneous maximization of project economics and energy efficiency.32–37

The main goal of this study is to examine the consistency between the economics and the objective to reduce CO₂ emissions during the production of oil. It will be shown that, contrary to the general perception, the intent to minimize CO₂ release provides an opportunity to manage oil reservoirs in a more efficient and sustainable manner, and to maximize their economic outcome. We choose waterflooding as an example because it is a widely used improved-oil-recovery (IOR) technique, in which water is injected to maintain reservoir pressure and improve the amount of recoverable oil. We use the concept of exergy and set the objective function to maximize the net cumulative exergy (NCE). Exergy is a thermodynamic concept that considers the conservation of mass, energy and irreversibilities in the system based on the second law of thermodynamics. It is a measure of quality of energy and is defined as the maximum “useful” work that can be obtained from an energy stream when brought in equilibrium with the reference environment with well-defined thermodynamic conditions.37,38–40 Exergy can be used to determine the energy-intensive components of the system, identify the losses and wastes, and finally maximize the efficiency of the system in an integrated manner.31

The structure of the paper is as follows: first, we identify the major sources of exergy gain and investment in waterflooding and provide the corresponding relations to quantify the net exergy of the process. Then, we briefly explain the optimization procedure and define the objective functions. Finally, we present the results of the optimization process accounting for CO₂ emission and highlight the main conclusions of this study.

2. Net cumulative exergy (NCE)

The net cumulative exergy (NCE) is the difference between the cumulative exergy invested and the exergy gained from the system over a period of time, i.e.

\[
NCE = Ex_{\text{gained}} - Ex_{\text{invested}}
\]  

For the waterflooding process, the energy gain is mainly from the produced oil and gas since the exergy of the produced water is negligible. For simplicity we assume that the reservoir is above its bubble-point pressure and thus the amount of the produced gas is negligible. For waterflooding, the injection water is typically treated and then injected into the reservoir using pumps. The water source is assumed to be near the reservoir and hence the energy invested to transport the required water to the field is neglected. The produced liquids should be lifted from the well using pumps (gas lifting is another common method, but it is more energy intensive). The produced oil is heated at the production site and then transported to the refinery. The distance between the oil field and the refinery is considered to be 500 km. The considered system is shown in Fig. 1. In summary for the integrated surface and subsurface system of this study the NCE can be written as

\[
NCE = Ex_{\text{oil}} - (Ex_{\text{water \ treatment}} + Ex_{\text{water \ pump}} + Ex_{\text{lift}} + Ex_{\text{heat}} + Ex_{\text{transport}})
\]  

The next section briefly describes the calculation of exergy of each subsystem.

2.1. Gained exergy (material stream)

The chemical exergy of the produced oil is its heating value and depends on its composition. The following equation is used to calculate the chemical exergy of the oil with specific gravity (SG).38

![Fig. 1](https://sustainableenergyfuels.org/article/fig1.png)

Fig. 1 The main components of the waterflooding process considered in this study. The red boxes represent the elements which require exergy investment, whereas the green boxes are the components with exergy gain. The exergy invested or gained from the boxes with the dashed line is assumed to be negligible. The analysis in this paper is up to the refinery (well to refinery gate).
Therefore, the cumulative exergy gained, $Ex_{\text{gained}}$, is

$$Ex_{\text{gained}} = ex_{\text{oil}} \times m_{\text{op}}$$



2.2. Invested exergy (work stream)

Water treatment. Prior to injection, water should be treated to meet the specifications imposed by the reservoir properties (mainly permeability to avoid pore plugging) and surface facilities and material.\(^1\) The required exergy can be obtained from

$$Ex_{\text{water}} = C_{\text{treat}} \times m_{\text{wi}}$$

where $Ex_{\text{water}}$ is the cumulative exergy for the water treatment, $C_{\text{treat}}$ is the specific exergy required for water treatment and $m_{\text{wi}}$ is the cumulative mass of the injected water. In this work, $C_{\text{treat}} = 18$ MJ kg\(^{-1}\), which is the energy required for the membrane technology.\(^1\) The same exergetic cost has been assumed for the treatment of the re-injected water.

Pumps. The practical pumping exergy of the injected water is calculated as

$$Ex_{\text{pump}} = \frac{m_{\text{wi}} \Delta p}{\rho_w \eta_{\text{total}}}$$

where $Ex_{\text{pump}}$ is the cumulative exergy of the pumps, $m_{\text{wi}}$ is the cumulative mass of injected water, $\rho_w$ is the water density [kg m\(^{-3}\)], $\Delta p$ [Pa] is the pressure difference between the injection and production wells (drawdown pressure), and $\eta_{\text{total}}$ is the total pump efficiency. In this study, $\Delta p$ is assumed to be constant at 2 bar, which is approximately equal to the pressure difference between the injection wells and the average reservoir pressure, based on the outcome of the simulations.

Artificial lift. The exergy to lift the produced liquids, i.e., water and oil, from the well to the surface is calculated using the following equation,

$$Ex_{\text{lift}} = \frac{(m_{\text{op}} + m_{\text{wp}}) gh}{\eta_{\text{total}}}$$

where $Ex_{\text{lift}}$ is the cumulative exergy required to lift the produced liquids. Also, $m_{\text{op}}$ and $m_{\text{wp}}$ are the cumulative mass of the produced water and oil, respectively, $g$ [m s\(^{-2}\)] is the gravitational acceleration and $h$ [m] is the depth of the reservoir.

Heating. The required exergy for heating the crude oil is calculated using the following equation,

$$Ex_{\text{heat}} = C_{\text{heat}} \times m_{\text{op}}$$

where $Ex_{\text{heat}}$ is the cumulative exergy for heating the crude oil and $C_{\text{heat}}$ is the specific energy required to heat the produced oil. Here, we assumed that $C_p = 3$ KJ kg\(^{-1}\) K\(^{-1}\) and $\Delta T = 20$ °C, which results in $Ex_{\text{heat}} = 60$ KJ kg\(^{-1}\).

Transportation. The exergy requirement for transportation of crude oil is calculated using the following expression,

$$Ex_{\text{transport}} = C_{\text{trans}} \times m_{\text{op}}$$

where $Ex_{\text{transport}}$ is the cumulative exergy of oil transport, and $C_{\text{trans}}$ is the specific energy spent on transporting oil. The exergy requirement for the transport of crude oil is assumed to be $\sim188$ J kg\(^{-1}\) km\(^{-1}\).\(^2,3\)

Therefore, the total cumulative invested exergy can be written as follows

$$Ex_{\text{invested}} = Ex_{\text{water}} + Ex_{\text{pump}} + Ex_{\text{lift}} + Ex_{\text{heat}} + Ex_{\text{transport}}$$

2.3. Exergy recovery factor

We define the exergy recovery factor, $Ex_{\text{RF}}$, as the ratio between the produced exergy corrected for material and process exergy requirements for its extraction and the gross exergy of the source,\(^1\) i.e.,

$$Ex_{\text{RF}} = \frac{Ex_{\text{gained}} - Ex_{\text{invested}}}{Ex_{\text{fuel}}}$$

The exergy recovery factor assumes values between $-\infty$ and 1 and is the measure of efficiency and sustainability of the system. In other words, $1 - Ex_{\text{RF}}$ is the fraction of the energy that has been "wasted" or "lost" in different components of the oil production system. The invested exergy can be used to calculate the CO\(_2\) footprint of the applied improved oil recovery technique.\(^3\) The amount of emitted CO\(_2\) depends on the CO\(_2\) footprint of the energy source. Notably, a lower exergy recovery factor does not necessarily correspond to a larger CO\(_2\) emission.

3. Objective functions

Three objective functions are used to optimize the rate of the injection and production wells to achieve a maximum economic value or energy efficiency. These functions are explained next.

3.1. Net present value (NPV)

The economic performance of a reservoir system, such as the net present value (NPV), is the most commonly used objective function for production optimization. The NPV is defined as follows ($J = \text{NPV}$)

$$J = \sum_{k=1}^{K} \left[ \left( q_{\text{op},k} \times r_o - q_{\text{wp},k} \times r_{\text{wp}} - q_{\text{wi},k} \times r_{\text{wi}} \right) \times \Delta t_k \right] \left( 1 + b \right)^{-q_t/\Delta t_k}$$

where $q_{\text{op},k}$ [m\(^3\) day\(^{-1}\)] is the oil production rate, $q_{\text{wp},k}$ [m\(^3\) day\(^{-1}\)] is the water production rate, $q_{\text{wi},k}$ [m\(^3\) day\(^{-1}\)] is the water injection rate, $r_o$ [$\text{S per m}^3$] is the unit price of the produced oil, $r_{\text{wp}}$ [$\text{S per m}^3$] is the cost of the produced water, $r_{\text{wi}}$ is the cost of the water injection [$\text{S per m}^3$], $\Delta t_k$ [day] is the difference between the consecutive time steps, $b$ is the discount factor, $t_k$ [day] is the
cumulative time corresponding to the time step \( k \), and \( r_t \) is the reference time period for discounting.

Table 1 shows the unit prices, which are used in eqn (12) to calculate the economic performance of the reservoir.

### 3.2. Net cumulative exergy

The exergy-based objective function is set to the cumulative net exergy gain from the reservoir. Replacing eqn (4)–(9) in eqn (1), the NCE can be rewritten in terms of the production and injection rates as follows \((V = NCE)\)

\[
V = \sum_{k=1}^{K} \left( \left[ q_{op,k} \rho_e (e_{exoil} - gh/\eta_{total} - C_{heat} - C_{trans}) \right. \right. \\
\left. \left. - q_{wp,k} \rho_w (gh/\eta_{total} - q_{wl,k} (\Delta p/\eta_{total} + \rho_w C_{trans})) \right] \times \Delta t_k \right).
\]

(13)

Table 2 shows the specific exergy values, which are used in eqn (13) to calculate the net cumulative exergy.

### 3.3. Modified NPV with CO2 emission penalty

The invested exergy can be included in the NPV definition by including a CO2-emission penalty fee. The amount of emitted CO2 is assumed to be directly related to the exergy invested to produce the hydrocarbon,

\[
m_{CO2} = Ex_{invested} \times e_{CO2},
\]

(14)

where \( m_{CO2} \) [kg] is the cumulative emitted CO2, and \( e_{CO2} \) [kJ J\(^{-1}\)] is the unit CO2 emission factor, which depends on the source of energy. In this study it is assumed that the energy required to produce the oil is supplied by the electricity grid network. The CO2 footprint of electricity generation is different in different parts of the world depending on the fuel used in the power plants. We use \( e_{CO2} = 0.65 \) [kJ CO2/kWh], which is the average value in the Middle East.\(^{45}\) Consequently, with the assumption of CO2 emission penalty, the NPV of the hydrocarbon production system can be modified as follows \((F = \text{modified NPV})\)

\[
F = \sum_{k=1}^{K} \left( \left[ q_{op,k} \times r_o - q_{wp,k} \times r_{wp} - q_{wl,k} \times r_{wi} - m_{CO2} \times r_{penalty} \right] \times \Delta t_k \right) / (1 + b)^{t/s}.
\]

(15)

where \( r_{penalty} \) [\$ per kg] is the CO2 emission fine and assumed to be 0.05 [\$ per kg] in this study.\(^{44}\)

### 3.4. Reactive control

Along with the optimization cases a simple reactive control scenario is also investigated, where the producers are shut in when their water cut (fraction of water in the total produced liquids) reaches 0.80.\(^{24}\) This value appears to be the critical water cut, above which the CO2 footprint of oil fields under waterflooding significantly increases (this will be shown later).

### 4. Life-cycle optimization

The optimization problems can be formulated as follows,

\[
\max_u f \quad \text{subject to: } u \in [u_{\min}, u_{\max}]
\]

(16)

where \( f \) is the objective function defined in eqn (12), (13) and (15), \( u \) is the control variable vector, and \( u_{\min} \) and \( u_{\max} \) are the bound constraints. In this study water injection rates are used as the control variable and are varied between 0 and 90 m\(^3\) day\(^{-1}\).

Gradient-based optimization is used to iteratively optimize the objective functions, \( f \), \( V \), and \( F \), by changing the injection rates as the control variables, \( u \), as shown in eqn (16). Moreover, simple bound constraints are used to ensure that the control variables (injection rates) stay within upper and lower bounds. For the present study we used an in-house reservoir simulator with adjoint functionality to calculate the gradients of the objective function.\(^{26,46,47}\) We used the limited-memory Broyden Fletcher Goldfarb Shanno (LBFGS) method to maximize the objective function.\(^{48}\)

### 5. Model description

To illustrate the impact of including CO2 footprint in waterflood optimization, a synthetic reservoir case was used. The “Egg Model” is a synthetic three-dimensional channelized reservoir model, which was first introduced by van Essen et al.\(^{21}\) for closed-loop reservoir management purposes. The model represents a channelized depositional system with seven vertical layers and a total of 18533 active grid blocks. Each grid block is 8 by 8 m with a height of 4 m. The model consists of 8 injectors and 4 producers (see Fig. 2). The injectors have a constant flow rate and a maximum injection pressure constraint, and the producers operate at a constant bottom hole pressure. The permeability of the reservoir varies between 80 and 7000 mD and it has a uniform porosity of 0.20. The uncertainty in the permeability field and the location of the high permeability channels is characterized by 100 different realizations. Table 3 provides the fluid properties as well as Corey exponents used in
this study. A detailed description of the Egg model can be found in Jansen et al. The initial pressure of the reservoir is 400 bar. The producers are operating at a bottom hole pressure of 395 bar and the injectors have a rate constraint varied between 1 and 79.5 m$^3$ day$^{-1}$. The reservoir is simulated for a period of 3600 days with 40 control time steps of 90 days for injection rates, which results in 40 controls, i.e. each well rate will be updated 40 times during the simulation to optimize the set objective function. Fig. 2 shows the reservoir permeability grids and the well locations.

6. Results and discussion

This section describes the outcome of the optimized simulations based on the different objective functions explained. Fig. 3 shows the reservoir permeability grids and the well locations.

| Table 3 Reservoir and fluid properties |
|--------------------------------------|
| Symbol | Variable | Value | Unit |
| φ | Porosity | 0.2 | — |
| $c_o$ | Oil compressibility | $1.0 \times 10^{-10}$ | Pa$^{-1}$ |
| $c_r$ | Rock compressibility | 0 | Pa$^{-1}$ |
| $c_w$ | Water compressibility | $1.0 \times 10^{-10}$ | Pa$^{-1}$ |
| $\mu_o$ | Oil dynamic viscosity | $5.0 \times 10^{-10}$ | Pa s |
| $\mu_w$ | Water dynamic viscosity | $1.0 \times 10^{-10}$ | Pa s |
| $k_{ro}$ | End-point relative permeability, oil | 0.80 | — |
| $k_{rw}$ | End-point relative permeability, water | 0.75 | — |
| $n_o$ | Corey exponent, oil | 4.00 | — |
| $n_w$ | Corey exponent, water | 3.00 | — |
| $S_{or}$ | Residual oil saturation | 0.10 | — |
| $S_{wc}$ | Connate-water saturation | 0.20 | — |
| $P_{init}$ | Reservoir initial pressure | 400 bar | — |
| $h$ | Reservoir depth | 4000 m | — |

The outcome of the optimization process (production and injection rates) is shown in Fig. 5 for the different scenarios and compared to the base case with no optimization. Notably for the optimized cases, the amount of the produced oil at the end of the project is less than that in the base case. However, this is achieved by injecting considerably more water in the base case. After the optimization process, the cumulative volumes of injected and produced water are reduced by 72% and 89%,
respectively. The amount of the produced oil is about 13% lower for the optimized cases (with only ~2.5% lower NPV between the optimized cases with and without CO2 penalty). The increase of CO2 penalty from 0.05 to 0.1 $ per kg is not expected to have an impact on the final optimized value of the NPV. This implies that the values of the objective functions are maximized because of significant reduction in water production. For the reactive-control case the cumulative volumes of the injected and produced water are reduced by 67%, and 82%, respectively. The produced oil is 15% less than that in the base case.

Following eqn (12) the major cost in the NPV stems from handling (pumping, treatment, etc.) of the injected and produced water. Fig. 6 shows the fractions of the total exergy and cost that is spent on the produced and injection water before and after all optimization processes as well as the reactive control case. For the geological realization and the
parameters used in this paper, the major exergy waste and destruction in a water-flood project are associated with the water production. Before the optimization more than 70% of the production cost is caused by the water production; however after the optimization this fraction decreases to 50% for all optimization cases. Hence, it shows that the NPV can increase significantly by reducing the water production, leading to improvements in energy and waterflood efficiency. A similar plot can be made to quantify the contribution of each component to the total invested exergy.

Fig. 7 and 8 present the histories of the produced oil and the water cut in the four producers for the different scenarios considered here. When no optimization is applied, oil is produced at high rates, albeit associated with injection and production of large volumes of water. In the optimized cases, the rate of oil production is smaller, which indicates that less energy (or money) should be invested to produce the oil. In the reactive-control scheme, the oil production stops once the water cut in the producers reaches the objective value. This value should be chosen such that the exergy gain from the project is maximized. This will, in many cases, lead to significant reductions in the green-house gas emissions related to the project. It can be seen from Fig. 9 that exergy loss or exergy invested to produce oil significantly increases when the water cut rises above 80%, which is why in this study the objective value was set to 80% for water cut in the reactive-control case. This value depends on the technologies used to treat the water as well as the efficiency of the pumps.

The effect of water production on NPV and NCE behavior can be analyzed further by plotting the NPV and cumulative invested exergy as a function of water cut for different optimization cases. Fig. 9a shows the NPV value of the base case and the optimized cases as a function of water cut for the three different optimization cases and the reactive control case. Fig. 9b shows the cumulative invested exergy a function of water cut for different optimization cases. Fig. 9a reveals that as the water cut

![Exergy or cost (investment) fractions of water injection and production for the different cases.](image)

![History of the oil rate in the producers for the optimized and non-optimized cases.](image)
increases above 80% in the base case the NPV decreases dramatically. However, after optimization, the water cut does not increase above 80% for all cases because of the significant reduction in water production and as a result the NPV does not decrease. A similar trend is observed for the cumulative invested exergy. As the water cut increases above 80% the invested

![Fig. 8](image1.png)

Fig. 8 History of the water cut in the producers for the optimized and non-optimized cases.

![Fig. 9](image2.png)

Fig. 9 (a) NPV and (b) cumulative invested exergy as a function of water cut for different cases.

![Fig. 10](image3.png)

Fig. 10 (Right) Cumulative exergy recovery factor and (left) rate exergy recovery factor as a function of time.
cumulative exergy starts to increase exponentially in the base case. After the optimization process (and for the reactive control case) the water cut remains below 80% for all cases and as a result the cumulative invested exergy does not increase significantly.

Fig. 10a shows the cumulative exergy recovery factor and Fig. 10b show the rate exergy recovery factor for the base case and the optimized cases. The rate exergy recovery factor is calculated using the rates of the injected/produced water and oil. Therefore, it does not include the large amount of oil or exergy gained during the early stages of the project. For our case, after 10 years more than 15% of the exergy gained from the oil is spent on producing it when no optimization is applied. The optimization process results in an increase of the rate exergy recovery factor to 98%, which means that only 2% of the exergy gained from oil is wasted throughout the process.

Finally, Fig. 11 shows the cumulative CO2 emission for all of the cases. It can be seen that any kind of production optimization can significantly reduce the CO2 emission from water flooding projects. Water management (both on injection and production sides) plays a key role in reducing the CO2 footprint of waterflooding projects. At high water cuts (>80%) the CO2 emissions increase exponentially, as was already observed in Fig. 9b when looking at the cumulative invested exergy. This may come at the expense of smaller volumes of produced oil or lower ultimate recovery for the reservoir (see Fig. 5). This creates an opportunity for other oil production technologies, such as polymer flooding, to produce oil with a lower CO2 footprint and more economic value.

7. Conclusion

Extraction of hydrocarbons from subsurface formations involves energy-intensive processes that could lead to significant release of CO2 into the atmosphere. The extent of CO2 emission depends on the type of oil, reservoir conditions (pressure, temperature, and heterogeneity), and more importantly the choice of the production scheme. Therefore, the decisions regarding reservoir management and/or selection of a certain recovery mechanism should consider their CO2 footprint. Here, based on the concept of thermoeconomics (or exergoeconomics), we suggest alternative objective functions that could be used in the optimization techniques for simultaneous maximization of economics and energy efficiency of the oil production projects. The suggested functions are evaluated for an oil reservoir, where water is injected to improve its recovery factor. We consider the net exergy gain during the life cycle of the water injection project. The following conclusions can be made from this study:

- Life-cycle optimization of water injection projects in terms of net present value (NPV) and net cumulative exergy (NCE) leads to consistent results.
- Managing reservoirs based on a long-term objective could lead to significant reduction in their CO2 footprint.
- For oil production by water injection, commitment to reduce CO2 emission provides an opportunity to maximize the NPV of the projects.
- The energy efficiency of the production system decreases dramatically, and its CO2 footprint increases exponentially for water cuts larger than 80%. This illustrates that water recycling in waterfloods to produce the ‘last’ barrels from the reservoir is an economically challenging and ineffective process from the CO2-emission point of view.
- Reduction of CO2 emission from oil-production projects may result in leaving some oil underground, which does not hurt the project economics. The higher remaining oil in the reservoir could be a target for a profitable and efficient polymer flood.
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