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Abstract: Generally, an intertrack interference (ITI) is a critical problem in bit-patterned magnetic recording (BPMR) systems that can attain an areal density (AD) up to 4 Tb/in². Unavoidably, at high ADs, a very narrow track width must be employed, leading to severe ITI and unacceptable system performance. To tackle the ITI, this article introduces a novel ITI suppression technique for coded dual-track dual-head (DTDH) BPMR systems. At the first turbo iteration, the weighted readback signal of the adjacent track served as an estimated ITI signal is utilized for subtracting from the target readback signal to subside the ITI effect, before passing the refined readback signal to a turbo equalizer. Nonetheless, for the second turbo iteration onwards, the estimated ITI signal generated by the soft information obtained from a decoder at each turbo iteration will be then employed to subtract from the target readback signal during the turbo decoding process. Computer simulation results demonstrate that the proposed system can provide better performance than the DTDH system using a hard ITI suppression technique as well as the conventional system using one read head to decode one data track for all ADs, because the proposed technique can estimate the ITI signal well. Furthermore, when considering the recording system under the effects of media noise and track mis-registration, we also found that the proposed system is more robust than other systems.

Index Terms: Bit-patterned magnetic recording, ITI suppression, soft information, turbo decoding.

I. INTRODUCTION

A current perpendicular magnetic recording (PMR) technology used to store data in hard disk drives is approaching its limit at 1 Terabit per square inch (Tb/in²), technically known as a super-paramagnetic limit [1]. To continuously support the need for storing enormous data in a digital era, one of the promising recording technologies called a bit-patterned magnetic recording (BPMR) has been introduced, which can achieve an areal density (AD) up to 4 Tb/in². Unfortunately, at high ADs, a very narrow track width must be employed, leading to severe ITI and unacceptable system performance. To tackle the ITI, this article introduces a novel ITI suppression technique for coded dual-track dual-head (DTDH) BPMR systems. At the first turbo iteration, the weighted readback signal of the adjacent track served as an estimated ITI signal is utilized for subtracting from the target readback signal to subside the ITI effect, before passing the refined readback signal to a turbo equalizer. Nonetheless, for the second turbo iteration onwards, the estimated ITI signal generated by the soft information obtained from a decoder at each turbo iteration will be then employed to subtract from the target readback signal during the turbo decoding process. Computer simulation results demonstrate that the proposed system can provide better performance than the DTDH system using a hard ITI suppression technique as well as the conventional system using one read head to decode one data track for all ADs, because the proposed technique can estimate the ITI signal well. Furthermore, when considering the recording system under the effects of media noise and track mis-registration, we also found that the proposed system is more robust than other systems.
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target track, whereas the nature of media noise is caused by the fluctuation of the island size, location, and magnetic saturation. Moreover, the write synchronization error results from mis-synchronization between the write clock and the bit island, leading to a crucial problem of insertion, deletion and substitution errors [4], [6], which can cause many errors in a data detection process. Finally, the skew angle is occurred when the angle of the read head is not aligned with the target track direction, this deteriorates the system performance if precaution is not taken to prevent it [7].

Several researchers have proposed the methods to mitigate the ITI effect in a BPMR system. For example, Nabavi and Kumar [3] developed the two-dimensional (2D) pulse response to represent the BPMR channel and proposed a 2D equalizer to combat ISI and ITI, where the system employed three read heads to scan three data tracks and decoded only the main data track. Next, Nabavi et al. [8] proposed a modified Viterbi detector, whose trellis has 4 states with 3 parallel branches between any two connected states, to alleviate the ITI embedded in the readback signal. The design of iterative decision feedback detection and 2D generalized partial response (GPR) equalization based on minimum mean-squared error (MMSE) followed by one-dimensional (1D) Viterbi algorithm [9] was also introduced and evaluated its performance under several ADs. This technique was claimed that it is a good candidate for an ultra-high capacity BPMR system. Then, Karakulak [10] presented the full-complexity 2D Viterbi detector, whose trellis has 64 states with 8 incoming/outgoing branches, to tackle the ITI, which can perform better than other 2D Viterbi detectors at an expense of high complexity.

Furthermore, Warisarn et al. [11] and Kovintavewat et al. [12] utilized a 2D modulation code to avoid fatal data patterns that cause severe ITI to be stored on a magnetic medium; however, these methods required large memory to encode and decode the data. Hence, Chang and Cruz [13] employed the joint track concept to design the equalizer suitable for a staggered BPMR system, whereas Fujii and Shinohara [14] proposed the ISI and ITI cancellation technique by using a multi-track iterative method for a shingled write recording system. Yao et al. [15] proposed and analyzed the 2D maximum-likelihood page detection to cope with the ISI and ITI effects in BPMR and page-oriented optical memory systems. Moreover, an array-reader-based magnetic recording approach [16] was presented to enhance recording capacity for both BPMR and 2D magnetic recording technologies, where multiple readback signals were utilized to process altogether. For example, the design of 2D equalizer was proposed by jointly processing based on an array-reader two-track detection system [17], whose performance gain can be achieved over a traditional single-reader single-track detection system. Finally, Koonkarnkhai and Kovintavewat [18] introduced a simple ITI mitigation for a 2-head 2-track (2H2T) BPMR channel, where two read heads were employed to read two data tracks and decoded them simultaneously. To subside the ITI, we subtracted the weighted readback signal of the 2nd track (acted as an ITI signal) from the 1st readback signal, and vice versa.

Nowadays, a modern signal processing technique for magnetic recording systems usually utilizes a multi-track multi-head concept that performs together with the turbo decoding process [19] to boost the system performance [14], [20], [21]. For instance, Koonkarnkhai et al. [20] introduced an iterative 2H2T detection method for a staggered BPMR system to lessen the ITI effect. To do so, at the first iteration, we subtracted the weighted readback signal obtained from the adjacent tracks (served as an estimated ITI signal) from the target readback signal, before passing the refined readback signal to the turbo decoder. Thus, at the second iteration onwards, the estimated ITI signal was reconstructed by the hard decision received from the output of the turbo decoder.

Nonetheless, this article presents a novel ITI suppression technique for a coded DTDH BPMR channel with regular island arrangement, which is an extended work from [22], where we thoroughly explain the proposed ITI suppression technique on how it operates and investigate its performance more in the presence of media noise and TMR. Specifically, the proposed technique employs two read heads to read two data tracks and decode them concurrently at the receiver side. Hence, the log-likelihood ratios (LLRs) of the coded bits obtained from the low-density parity-check (LDPC) decoder [23] are utilized to produce the weighted readback signals before subtracting them from the target readback signals. The proposed system can provide better bit-error rate (BER) performance if compared to the DTDH system with hard ITI suppression technique [20] and the conventional system for all ADs, particularly when the recording system severely encounters both media noise and TMR.

The rest of this article is organized as follows. The BPMR channel model for the proposed scheme is explained in Section II. Section III describes how the proposed system performs and summarizes the design of a 2 × 3 target and its compatible 1D equalizer. The performance of the proposed system will be investigated in Section IV. Finally, Section V gives the conclusion.
sequence \{a_k\} is encoded by a rate-8/9 LDPC encoder [23] to obtain a sequence \{b_{j,k}\}, where \( j = m \) is the target track, \( m \in \{1, 2\} \) is the \( m \)th read head, and \( j = m - 1, m + 1 \) is the adjacent track. Subsequently, a coded sequence \{b_{j,k}\} is fed to the BPMR channel. For simplicity, we assume that the \( m \)th read head will read data on the \( m \)th track. Generally, the readback signal of the \( m \)th read head corrupted by ITI and ISI can be written as

\[
y_k^m = \sum_{j=-\infty}^{\infty} \sum_{i=-\infty}^{\infty} h_{j,i} b_{m-j,k-i} + n_k^m, \tag{1}
\]

where \( h_{j,i}'s \) are the coefficients of the 2D channel response, which can be acquired by sampling the 2D Gaussian pulse response [3] at integer multiples of a bit pitch \( T_x \) and a track pitch \( T_z \), and \( n_k^m \) is additive white Gaussian noise with zero mean and variance \( \sigma^2 \) associated with the \( m \)th read head.

 Practically, the 2D Gaussian pulse response corrupted by media noise and TMR can be modeled as

\[
H(z + \Delta_T, x) = A \exp \left( -\frac{1}{2} \left[ \frac{x + \Delta_x}{c W_x} \right]^2 + \left( \frac{z + \Delta_T + \Delta_z}{c W_z} \right)^2 \right), \tag{2}
\]

where \( A = 1 \) is a normalized peak amplitude of the 2D pulse response, \( W_z \) and \( W_x \) are the pulse-width-at-half-maximum (PW50) of the cross- and along-track pulses, respectively, \( c = 1/2 \). 3458 is a constant to account for the relationship between PW50 and the standard deviation of a Gaussian function, \( \Delta_x \) is the along-track location fluctuation, \( \Delta_z \) is the cross-track location fluctuation. Note that this article only considers the media noise resulted from the location fluctuation, which will be referred to as “position jitter noise.” Hence, we model the media noise or position jitter noise \( (\Delta_x \text{ and } \Delta_z) \) as a truncated Gaussian probability distribution function with zero mean and variance \( \sigma^2_j \), where \( \sigma_j \) is specified as the percentage of \( T_z \). Additionally, \( \Delta_T \) is the head-offset or the distance between the center of the target track and that of the read head, where the percentage of TMR is defined as

\[
\text{TMR (\%)} = \frac{\Delta_T}{T_z} \times 100. \tag{3}
\]

At the receiver, the readback signals \( y_k^m \) are fed to the equalizers followed by the turbo decoding process, which iteratively exchanges the soft information between the 2D soft-output Viterbi algorithm (SOVA) [24] and the LDPC decoder for \( N_t \) iterations. In this article, the LDPC decoder is implemented based on a message-passing algorithm with \( N_i \) internal iteration [23], where \( N_i = 3 \) is considered.

III. PROPOSED SCHEME

This section explains how the proposed ITI suppression technique operates and briefly summarizes how to design the 2D target and its compatible 1D equalizer. In [20], the ITI suppression technique for the coded DTDH BPMR channel with a staggered array island medium was presented, which employed the hard decision from the LDPC decoder to estimate the ITI signal. To improve its performance further, this article proposes to utilize the soft information from the LDPC decoder to approximate the ITI signal for the BPMR channel with a regular array island medium [22].

Before explaining the proposed technique, we first assume that the head read reads the \( k \)th bit on the \( j \)th track, where the ISI is restricted to two adjacent symbols \( (k - 1) \) and \( (k + 1) \), and the ITI is limited to two adjacent tracks \( (j - 1) \) and \( (j + 1) \). Thus, we can consider \( (i, j) \in \{ \pm 1, 0 \} \) in (1). Then, the 2D channel pulse response can be illustrated in a matrix form as

\[
H(j T_z, i T_x) = H = \begin{bmatrix}
h_{-1} & h_0 & h_{1,1} \\
h_0 & h_{-1,0} & h_{-1,1} \\
h_{1,1} & h_{1,0} & h_{1,1}
\end{bmatrix}, \tag{4}
\]

\[A DTDH BPMR channel model with the soft ITI suppression technique.

FIGURE 2.
where $h_{0,0} = 1$ is supposed to be a normalized peak amplitude, $h_{-1,0}$ and $h_{1,0}$ represent the ITI, and $h_{0,-1}$ and $h_{0,1}$ represent the ISI.

### A. SOFT ITI SUPPRESSION TECHNIQUE

Suppose the proposed technique utilizes two read heads to read the data from track $j = 1$ and $j = 2$ that corresponds to the input data sequences $\{d_{1,k}\}$ and $\{d_{2,k}\}$, respectively, where $\{a_{0,k}\}$ and $\{a_{3,k}\}$ are considered as random data sequences. For simplicity, we assume a symmetric BPMR channel and the read heads are placed at the center of their tracks. Thus, we can employ $h_{1,1} = h_{-1,1} = h_{1,-1} = h_{1,0} = h_{-1,0}$, and $h_{0,1} = h_{0,-1}$ [8]. Note that if the read heads are positioned more towards inner tracks $j$ and $j+1$, we found that the system performance will be degraded (not shown here). This might be because although the ITI from tracks $j - 1$ and $j + 2$ is reduced, the amplitude of the target signal is decreased and the ITI from tracks $j$ and $j+1$ is also increased, thus lowering the quality of the readback signals. Therefore, the performance is deteriorated as the read head is moved away from its original position at the center of the track, which is similar to the result in [16].

At the first turbo iteration ($N_T = 1$), the switches in Fig. 2 are at the position A. To mitigate the ITI embedded in the 1st readback signal, we subtract the weighted version of the 2nd readback signal from the 1st readback signal. Similarly, to subside the ITI embedded in the 2nd readback signal, we subtract the weighted version of the 1st readback signal from the 2nd readback signal. This process is similar to [18], [20], where the refined readback signal in the noiseless channel of the 1st read head scanning the $j$th track can be written as

$$r_k^1 = y_k^1 - \alpha y_k^2,$$

and that of the 2nd read head scanning the $(j+1)$th track can be expressed as

$$r_k^2 = y_k^2 - \alpha y_k^1,$$

where $\alpha$ is a weighting factor. It has been shown in [18] that a good weighting factor can be easily obtained from

$$\alpha = \frac{h_{1,0}}{h_{0,1}} = \frac{h_{1,1}}{h_{0,1}} = \exp \left(-0.5 \left( \frac{T_z}{c W_z} \right)^2 \right).$$

Because $\alpha h_{1,0} \approx 0$ and $\alpha h_{1,1} \approx 0$, which can be neglected, the refined readback signals after the ITI suppression technique of the 1st and 2nd read heads (i.e., (5) and (6)) can be reduced to

$$r_k^1 = h_{1,1}b_{j-1,k+1} + h_{1,0}b_{j-1,k} + h_{1,1}b_{j-1,k-1} + h_{0,1}b_{j,k+1} + b_{j,k} + h_{0,1}b_{j,k-1} - \alpha h_{1,1}b_{j,k+1} - \alpha h_{1,1}b_{j,k-1} - \alpha h_{1,0}b_{j,k}$$

$$- h_{1,1}b_{j+2,k+1} - h_{1,1}b_{j+2,k-1} - h_{1,1}b_{j-1,k+1} + (h_{1,0} - \alpha) b_{j+1,k} + (h_{1,1} - \alpha h_{0,1}) b_{j+1,k-1},$$

and

$$r_k^2 = h_{0,1}b_{j+1,k+1} + b_{j+1,k} + h_{0,1}b_{j+1,k-1} + h_{1,1}b_{j+2,k} + h_{1,1}b_{j+2,k-1} - \alpha h_{1,1}b_{j+2,k+1} - \alpha h_{1,1}b_{j+2,k-1} - \alpha h_{1,0}b_{j+2,k}$$

$$- h_{1,1}b_{j+1,k+1} - h_{1,1}b_{j+1,k-1} + (h_{1,0} - \alpha) b_{j+1,k} + (h_{1,1} - \alpha h_{0,1}) b_{j+1,k-1},$$

respectively. It is clear that there is only one-side ITI effect that remains in the refined readback signals.

For the second turbo iteration onwards ($N_T \geq 2$), the switches in Fig. 2 are moved to the position B. To further lessen the ITI embedded in the 1st readback signal, we use the soft information $\lambda_k^1$ obtained from the LDPC decoder to reconstruct the estimated ITI signal, $\tilde{c}_k^1$, which will be utilized to subtract from the 1st readback signal. Similarly, we also utilize the soft information $\lambda_k^2$ to generate the estimated ITI signal, $\tilde{c}_k^2$, which will be employed to subtract from the 2nd readback signal to mitigate the ITI effect. Accordingly, the refined readback signals of the 1st and 2nd read heads can be obtained by

$$r_k^1 = y_k^1 - \tilde{c}_k^1,$$

$$r_k^2 = y_k^2 - \tilde{c}_k^2,$$

where $\tilde{c}_k^m$ for $m \in \{1, 2\}$ is the soft ITI signal associated with the $m$th track and the $k$th data bit.

It has been shown in Appendix that for a symmetric target, the soft ITI signal $\tilde{c}_k^m$ can be computed from

$$\tilde{c}_k^m = \left( \frac{W + X + Y + Z}{4 \cosh(\lambda_k^m/2) \cosh(\lambda_{k-1}^m/2) \cosh(\lambda_{k-2}^m/2)} \right),$$

where

$$W = x \sinh(\frac{\lambda_k^m + \lambda_{k-1}^m + \lambda_{k-2}^m}{2}),$$

$$X = y \sinh(\frac{\lambda_k^m + \lambda_{k-1}^m - \lambda_{k-2}^m}{2}),$$

$$Y = y \sinh(\frac{-\lambda_k^m + \lambda_{k-1}^m + \lambda_{k-2}^m}{2}),$$

$$Z = z \sinh(\frac{\lambda_k^m - \lambda_{k-1}^m - \lambda_{k-2}^m}{2}),$$

where $\lambda_{k-1}^m$ is the LLR from the $m$th head of the $k$th bit at the LDPC decoder output.
B. TARGET AND EQUALIZER DESIGN

In a conventional system, because the readback signal generally contains the two-side ITI effect from the upper and lower tracks, the $3 \times 3$ target or full complexity trellis’s structure (64 states with 8 incoming/outgoing branches) must be employed in a 2D SOVA detector. Nevertheless, with the proposed technique, the refined readback signals in (8) and (9) contain only the one-side ITI effect. Thus, we can utilize the $2 \times 3$ target so as to decrease the detector’s complexity, which has only 16 states with 4 incoming/outgoing branches [20]. Consequently, this section briefly summarizes how to design the $2 \times 3$ target and its compatible 1D equalizer based on an MMSE approach [25].

Consider the BPMR channel model in Fig. 2. Let $G_1$ and $G_2$ be the $2 \times 3$ target, and $f_1$ and $f_2$ be the 1D equalizer associated with the 1st and 2nd read heads, respectively. To design for $G_1$ and $f_1$, we write the target $G_1$ in a matrix form as

$$G_1 = \begin{bmatrix} g_{-1} & 0 \\ g_{0} & g_{-1} \\ g_{1} & 0 \\ 0 & g_{0} \\ 0 & g_{1} \end{bmatrix}.$$  \hspace{1cm} (17)

Let $f = [f_{-N} \ldots f_0 \ldots f_N]^T$ be a column vector of the equalizer $f_1$, $g = [g_{-1} \ldots g_{0} \ldots g_{1} \ldots g_{0}]^T$ be a column vector of the target $G_1$, where $[.]^T$ is the transpose operator, $g_{0}$ is set to be 1, $M = 2N + 1$ is the total number of equalizer taps, and the length of $g$ is $L = 6$. Therefore, $f$ and $g$ can be obtained by minimizing a mean-squared error (MSE) of the 1st read head, $e_k^1$, between an equalizer output and a desired output according to

$$E[T_{k}^2] = E[(f^T r_k - g^T b_k)(f^T r_k - g^T b_k)^T],$$  \hspace{1cm} (18)

where $E[.]$ is an expectation operator, $b_k = [b_{0,k} b_{1,k} b_{0,k-1} b_{1,k-1} b_{0,k-2} b_{1,k-2}]^T$ is a column vector of a binary input sequence $[b_{j,k}]$, and $r_k = [r_{1,k+N} \ldots r_{1,k} \ldots r_{1,k-N}]^T$ is a column vector of an equalizer input sequence $[r_{1,k}]$.

During the minimization process, a monic constraint must be imposed by setting $T_{k} g = 1$ to avoid the answer of $g = f = 0$. Thus, (18) can be rewritten as

$$E[T_{k}^2] = f^T R f + g^T B g - 2f^T T g - 2v \left( f^T g - 1 \right).$$  \hspace{1cm} (19)

where $I = [0 0 0 1 0 0]^T$, $\nu$ is a Lagrange multiplier, $R = E[r_{k} r_{k}^T]$ is an $M \times M$ auto-correlation matrix of $[r_{1,k}]$, $T = E[r_{k} b_{1,k}]$ is an $M \times L$ cross-correlation matrix of $[r_{1,k}]$ and $[b_{j,k}]$, and $B = E[b_{j,k} b_{j,k}]$ is an $L \times L$ auto-correlation matrix of $[b_{j,k}]$. By minimizing (19) with respect to $\nu$, $g$ and $f$, one obtains

$$\nu = \frac{1}{T^T (B - T^T R^{-1} T)^{-1} T}; \hspace{1cm} (20)$$

$$g = \nu (B - T^T R^{-1} T)^{-1} 1; \hspace{1cm} (21)$$

$$f = R^{-1} T g.$$  \hspace{1cm} (22)

For a symmetric channel without media noise and TMR, we can employ the equalizer $f_2 = f_1$ and the target $G_2$ equal to a flipped version of $G_1$ according to

$$G_2 = \begin{bmatrix} g_0 \\ g_{-1} \\ g_{1} \end{bmatrix} = \begin{bmatrix} g_{0} \ldots g_{0} \\ g_{-1} \ldots g_{-1} \\ g_{1} \ldots g_{1} \end{bmatrix}.$$ \hspace{1cm} (23)

It should be pointed out that because the refined readback signals contain less ITI, the 1D equalizer and the $2 \times 3$ target should be redesigned for each turbo iteration ($N_T \geq 2$). However, we found that we can still use a new set of the target and its equalizer designed at $N_T = 2$ for $N_T > 2$ because no significant performance improvement can be acquired (will be demonstrated in Section IV).

IV. NUMERICAL RESULT

Consider the coded BPMR channel in Fig. 2. We evaluate the system performance at the ADs of 2, 2.5, and 3 Tb/in$^2$ corresponding to $T_1 = T_2 = 18$ nm, $T_3 = T_4 = 16$ nm, and $T_5 = T_6 = 14.5$ nm [9], respectively. Each island in Fig. 1 is a square island with 11 nm for each side. This article considers the fly height between a head and a magnetic medium of 10 nm, a gap-to-gap width is 16 nm, the along-track PW$_{50}$ ($W_a$) is 19.8 nm, and the cross-track PW$_{50}$ ($W_c$) is 24.8 nm. Moreover, for the system without media noise and TMR, the weighting factor in (7) used in our system for the AD of 2, 2.5, and 3 Tb/in$^2$ is $\alpha = 0.2321$, $\alpha = 0.3154$, and $\alpha = 0.3876$, respectively.

Here, the signal-to-noise ratio (SNR) is defined as

$$\text{SNR} = 10 \log_{10} \left( \frac{1}{R_0^2} \right)$$ \hspace{1cm} (24)

in decibel (dB), where $R = 8/9$ is a code rate of the LDPC code. We also employ the 7-tap ($M = 7$) equalizer designed based on the MMSE approach [25], where the target and its equalizer are designed at the SNR to achieve BER of about $10^{-4}$ for the uncoded system without media noise and TMR. In addition, a block of 3640 information bits is encoded by a regular (3, 27) LDPC code [23] to obtain a coded block of length 4095 bits, where the parity-check matrix has 3 ones in each column and 27 ones in each row. Finally, each BER point is computed based on a minimum number of 10000 coded blocks and 1000 error bits.

First, we investigate the proposed technique whether or not it is essential to redesign the equalizer and its compatible target for every turbo iteration. To do so, let $S_i$ denotes a set of the equalizer and its compatible target designed at the $i$th iteration and by default used it only at the $i$th iteration (unless otherwise stated). For example, at AD = 2.5 Tb/in$^2$ and SNR = 10.63 dB, Fig. 3 demonstrates that redesigning $S_i$ for every iteration can gradually improve the system performance, where “Use $S_i$ for the $i$th iteration onwards” means that the system utilizes the same $S_i$ for the $i$th iteration and $i = \{j, j + 1, j + 2, \ldots\}$. Additionally, $N_T = 0.5$ is referred to as the system performance at the output of the 2D SOVA detector at the 1st iteration. It is apparent that the performance improvement is not considerable if $S_i^2$ is fixed and is employed for the $i$th iteration and $i = \{2, 3, 4, \ldots\}$. Therefore, from this point on, we consider only the system.
that redesigns a new set of the equalizer and its target at the 2nd iteration (i.e., $S^2$) and uses it for the remaining turbo iterations so as to reduce the memory required to store the equalizers and targets of all iterations.

Then, we explore the performance of the proposed system as a function of the number of turbo iterations ($N_T$’s) at the AD of 2.5 and 3 Tbit/in$^2$, as depicted in Fig. 4. Apparently, the BER performance gets better as $N_T$ goes. Nevertheless, we found that the performance improvement is very small, when the number of turbo iterations is more than 5 iterations. As a result, from this point on, all systems will be evaluated at the 5th turbo iteration ($N_T = 5$).

Next, we compare the BER performance of different systems at the AD of 2, 2.5, and 3 Tbit/in$^2$ in Fig. 5, where the performance of the proposed system is denoted as “Proposed (DTDH with soft decision)” and that of the system in [20] using a hard ITI mitigation technique is referred to as “DTDH with hard decision.” For the conventional system that employs a single read head and decode one single track, we denote it as “Conventional.” Note that in the SOVA detector, the conventional system employs the $3 \times 3$ target whose trellis has 64 states with 8 incoming/outgoing branches at each state, whereas the DTDH system can utilize the $2 \times 3$ target. As depicted in Fig. 5, the proposed system performs the best for all ADs, especially at high ADs. For instance, at $AD = 3 \,$ Tbit/in$^2$ and $BER = 10^{-5}$, it is clear that “Proposed (DTDH with soft decision)” can provide a performance gain of about 0.4 and 5.2 dBs over “DTDH with hard decision” and “Conventional,” respectively. This is because the proposed technique can estimate the ITI signal better than the hard ITI suppression technique.

To confirm that the proposed system can estimate the ITI signal well, we measure the MSE between the actual ITI signal, $c^m_k$, and the estimated one, $\tilde{c}^m_k$, according to

$$MSE = 10 \log_{10} \left( \frac{1}{B} \sum_{k=1}^{B} (c^m_k - \tilde{c}^m_k)^2 \right),$$

(25)
FIGURE 7. MSE performance as a function of $N_T$’s.

in dB, where $B = 4095$ is the length of a coded data sector. Fig. 6 compares the MSE between the system using soft ITI suppression technique (i.e., the proposed system) and that using hard ITI suppression technique (denoted as “DTDH with hard decision”) as a function of SNRs. Apparently, the proposed system yields lower MSE than “DTDH with hard decision,” especially at high ADs. Furthermore, we also compare the MSE of both systems as a function of a number of turbo iterations ($N_T$) in Fig. 7, where we use SNR = $10.63$ and $16.8$ dB for AD = $2.5$ and $3$ Tb/in$^2$, corresponding to the proposed system having BER of $10^{-4}$ and $10^{-5}$, respectively. Again, the proposed system provides lower MSE than “DTDH with hard decision” as $N_T$ goes. For example, at AD = $3$ Tb/in$^2$ and $N_T = 5$, the proposed system offers 5 dB lower than “DTDH with hard decision.” These results confirm why the proposed system is superior to “DTDH with hard decision.”

Moreover, we also investigate the system performance in the presence of media noise and TMR, which practically occurs in real applications. Fig. 8 illustrates the performance comparison of several systems in the presence of position jitter noise. It reveals that the proposed system outperforms the other systems for all position jitter amounts ($\sigma_j/T_x$’s). For instance, at AD = $3$ Tb/in$^2$ and $\sigma_j/T_x = 4\%$, the proposed system can provide the BER of 0.9 decade lower than “DTDH with hard decision” and is much superior to “Conventional.” Finally, the BER performance of different systems as a function of TMR amounts is compared in Fig. 9, where +TMR and −TMR denote the upward and downward directions, respectively. Clearly, the proposed system is more robust to TMR than “DTDH with hard decision,” and both DTDH systems outperform “Conventional.”

V. CONCLUSION

The ITI effect is a major problem in an ultra-high density BPMR system because it can deteriorate the overall system performance. To alleviate the ITI, we propose a novel ITI suppression technique for a coded DTDH BPMR system by utilizing the soft information of the adjacent track obtained from the LDPC decoder to estimate the ITI signal and subtracting it from the associated readback signal at each turbo iteration. As illustrated in the simulation results, the proposed system using the soft information from the LDPC decoder to estimate the ITI signal yields better performance than the DTDH system using the hard decision from the LDPC decoder to approximate the ITI signal. Nonetheless, the DTDH system using either a soft or a hard ITI suppression technique is superior to the conventional system that uses only one read head to decode one data track, particularly when AD is large. Furthermore, we found that the proposed system is also robust to TMR and media noise, if compared to both the DTDH system using a hard ITI suppression technique and the conventional system. Eventually, it should be pointed out that the proposed technique can also be applied for the $m$-track $m$-head ($m \geq 3$) detection in BPMR systems, as presented in [26].
TABLE 1. A relationship between the channel input and the channel output for a given channel.

| Input \{b_{m,k}, b_{m,k-1}, b_{m,k-2}\} | Generalized target | Symmetric target | \(d_i\) |
|-----------------------------------------|-------------------|------------------|------|
| \{-1, -1, -1\}                         | \(\neg h_{-1,-1} - h_{-1,0} - h_{-1,1}\) | \(-2h - h_{-1,0}\) | \(-x\) |
| \{-1, -1, 1\}                          | \(\neg h_{-1,-1} - h_{-1,0} + h_{-1,1}\) | \(-h_{-1,0}\) | \(-y\) |
| \{-1, 1, -1\}                          | \(h_{-1,-1} + h_{-1,0} - h_{-1,1}\) | \(-2h + h_{-1,0}\) | \(-z\) |
| \{-1, 1, 1\}                           | \(h_{-1,-1} + h_{-1,0} + h_{-1,1}\) | \(h_{-1,0}\) | \(y\) |
| \{1, -1, -1\}                          | \(h_{-1,-1} - h_{-1,0} + h_{-1,1}\) | \(h_{-1,0}\) | \(-y\) |
| \{1, -1, 1\}                           | \(h_{-1,-1} - h_{-1,0} - h_{-1,1}\) | \(h_{-1,0}\) | \(z\) |
| \{1, 1, -1\}                           | \(h_{-1,-1} + h_{-1,0} - h_{-1,1}\) | \(2h + h_{-1,0}\) | \(y\) |
| \{1, 1, 1\}                            | \(h_{-1,-1} + h_{-1,0} + h_{-1,1}\) | \(2h + h_{-1,0}\) | \(x\) |

Therefore, it is obvious to demonstrate that

\[
\Pr[b_{m,k} = 1 \mid \{\lambda_k^m\}] = \frac{e^{\lambda_k^m / 2}}{e^{\lambda_k^m / 2} + e^{-\lambda_k^m / 2}}, \tag{A.5}
\]

\[
\Pr[b_{m,k} = -1 \mid \{\lambda_k^m\}] = \frac{e^{-\lambda_k^m / 2}}{e^{\lambda_k^m / 2} + e^{-\lambda_k^m / 2}}. \tag{A.6}
\]

To obtain the channel output \(c_k^m\) = \(-x\), the channel input must be \(\{b_{m,k}, b_{m,k-1}, b_{m,k-2}\} = \{-1, -1, -1\}\). Thus, we obtain

\[
\Pr[c_k^m = -x \mid \lambda_k^m] = \frac{e^{\lambda_k^m / 2}}{e^{\lambda_k^m / 2} + e^{-\lambda_k^m / 2}} \times \frac{e^{-\lambda_k^m / 2}}{e^{\lambda_k^m / 2} + e^{-\lambda_k^m / 2}} \times \frac{e^{-\lambda_k^m / 2}}{e^{\lambda_k^m / 2} + e^{-\lambda_k^m / 2}}. \tag{A.7}
\]

Next, the channel input must be \(\{b_{m,k}, b_{m,k-1}, b_{m,k-2}\} = \{1, 1, 1\}\) to produce the channel output \(c_k^m = x\). Then, we get

\[
\Pr[c_k^m = x \mid \lambda_k^m] = \frac{e^{\lambda_k^m / 2}}{e^{\lambda_k^m / 2} + e^{-\lambda_k^m / 2}} \times \frac{e^{\lambda_k^m / 2}}{e^{\lambda_k^m / 2} + e^{-\lambda_k^m / 2}} \times \frac{e^{\lambda_k^m / 2}}{e^{\lambda_k^m / 2} + e^{-\lambda_k^m / 2}}. \tag{A.8}
\]

Similarly, to obtain the channel output \(c_k^m = -y\), the channel input must be \(\{b_{m,k}, b_{m,k-1}, b_{m,k-2}\} = \{-1, -1, -1\}\) or \(\{1, -1, -1\}\). Hence, we acquire

\[
\Pr[c_k^m = x \mid \lambda_k^m] = \frac{e^{\lambda_k^m / 2}}{e^{\lambda_k^m / 2} + e^{-\lambda_k^m / 2}} \times \frac{e^{-\lambda_k^m / 2}}{e^{\lambda_k^m / 2} + e^{-\lambda_k^m / 2}} \times \frac{e^{-\lambda_k^m / 2}}{e^{\lambda_k^m / 2} + e^{-\lambda_k^m / 2}}. \tag{A.8}
\]

\[
\Pr[c_k^m = -y \mid \lambda_k^m] = \frac{e^{-\lambda_k^m / 2}}{e^{\lambda_k^m / 2} + e^{-\lambda_k^m / 2}} \times \frac{e^{\lambda_k^m / 2}}{e^{\lambda_k^m / 2} + e^{-\lambda_k^m / 2}} \times \frac{e^{\lambda_k^m / 2}}{e^{\lambda_k^m / 2} + e^{-\lambda_k^m / 2}}. \tag{A.8}
\]
we get
\[
\Pr\left[ b_{m,k} = 1 \mid \lambda_k^m \right] \times \Pr\left[ b_{m,k-1} = -1 \mid \lambda_k^m \right] \times \Pr\left[ b_{m,k-2} = -1 \mid \lambda_k^m \right] = \left\{ \begin{array}{l}
\left( e^{-\lambda_k^m/2} + e^{-\lambda_k^m/2} \right) \\
\left( e^{\lambda_k^m/2} + e^{\lambda_k^m/2} \right) \\
\left( e^{\lambda_k^m/2} + e^{-\lambda_k^m/2} \right) \\
\left( e^{-\lambda_k^m/2} + e^{-\lambda_k^m/2} \right)
\end{array} \right\}. \tag{A.9}
\]

Finally, to obtain the channel output \( c_k^m = z \), the channel input must be \( \{b_{m,k}, b_{m,k-1}, b_{m,k-2}\} = \{1, -1, 1\} \). Hence, we acquire
\[
\Pr\left[ c_k^m = z \mid \lambda_k^m \right] = \Pr\left[ b_{m,k} = 1 \mid \lambda_k^m \right] \times \Pr\left[ b_{m,k-1} = -1 \mid \lambda_k^m \right] \times \Pr\left[ b_{m,k-2} = -1 \mid \lambda_k^m \right] = \left\{ \begin{array}{l}
\left( e^{-\lambda_k^m/2} + e^{-\lambda_k^m/2} \right) \\
\left( e^{\lambda_k^m/2} + e^{\lambda_k^m/2} \right) \\
\left( e^{\lambda_k^m/2} + e^{-\lambda_k^m/2} \right) \\
\left( e^{-\lambda_k^m/2} + e^{-\lambda_k^m/2} \right)
\end{array} \right\}. \tag{A.11}
\]

Next, to obtain the channel output \( c_k^m = -z \), the channel input must be \( \{b_{m,k}, b_{m,k-1}, b_{m,k-2}\} = \{-1, 1, -1\} \). Then, we get
\[
\Pr\left[ c_k^m = -z \mid \lambda_k^m \right] = \Pr\left[ b_{m,k} = -1 \mid \lambda_k^m \right] \times \Pr\left[ b_{m,k-1} = 1 \mid \lambda_k^m \right] \times \Pr\left[ b_{m,k-2} = 1 \mid \lambda_k^m \right] = \left\{ \begin{array}{l}
\left( e^{-\lambda_k^m/2} + e^{\lambda_k^m/2} \right) \\
\left( e^{\lambda_k^m/2} + e^{-\lambda_k^m/2} \right) \\
\left( e^{\lambda_k^m/2} + e^{\lambda_k^m/2} \right) \\
\left( e^{-\lambda_k^m/2} + e^{-\lambda_k^m/2} \right)
\end{array} \right\}. \tag{A.10}
\]
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