On the theory and numerical modeling of spall fracture in pure liquids

Mikhail M. Basko
Keldysh Institute of Applied Mathematics, Miusskaya square 4, 125047 Moscow, Russia

(Dated: 3 February 2021)

A novel phase-flip model is proposed for thermodynamically consistent and computationally efficient description of spallation and cavitation in pure liquids within the framework of ideal hydrodynamics. Aiming at ultra-fast dynamic loads, the spall failure of a liquid under tension is approximated as an instantaneous decomposition of metastable states upon reaching the spinodal stability limit of an appropriate two-phase liquid-gas equation of state. The spall energy dissipation occurs as entropy jumps in two types of discontinuous solutions, namely, in hypersonic spall fronts and in pull-back compression shocks. Practical application of the proposed model is illustrated with numerical simulations and a detailed analysis of a particular problem of symmetric plate impact. The numerical results are found to be in good agreement with the previously published molecular-dynamics simulations. Also, new approximate nonlinear formulae are derived for evaluation of the strain rate, fractured mass, and spall strength in terms of the observed variation of the free-surface velocity. The new formula for the spall strength clarifies complex interplay of the three first-order nonlinear correction terms and establishes a universal value of the correction factor for attenuation of the spall pulse, which in the limit of weak initial loads is independent of the equation of state.
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I. INTRODUCTION

For many decades, investigation of spall failure in matter under dynamic tension was conducted mainly for solids. In recent years, measurements of the spall strength in liquid metals, loaded by the traditional method of impactor plates, have been reported. Also, many new experiments have been performed where spall failure occurs in liquids, often in molten metals, at very high loading rates under the action of nanosecond and sub-picosecond laser pulses, or very short X-ray bursts. Adequate modeling of dynamic spall fracture in liquids is a challenging problem, especially when the geometry of the experiment is not one-dimensional and/or spall fracture is only part of a more complex problem as, for example, by modeling liquid tin targets for EUV lithography sources.

A well-established approach is to use the first-principle molecular dynamics (MD) simulations, which provide an important insight and allow calculation of the ultimate spall strength in liquids at high strain rates but are limited to sub-micron targets, are computationally very costly and, for that reason, not quite practical. A much simpler and computationally inexpensive alternative is to simply adopt the fully equilibrium (EQ) equation of state (EOS), obtained by applying Maxwell’s rule to the primitive EOS of the van-der-Waals (vdW) type. However, because the EQ EOS allows no negative pressures, it cannot describe tensile states, pull-back shocks, and only approximately reproduces mass distribution in the regions of spallation and cavitation.

Another often used model is based on combining an appropriate empirical EOS that admits negative pressures with an ad hoc limit on the tensile stresses: once and where the spall threshold is exceeded, an expanding void cavity with zero-pressure boundaries is introduced into the simulation. The principal flaw of this approach is its inability to adequately account for the liquid-vapor phase transition, especially when spall failure occurs practically simultaneously over a large quasi-uniform mass of metastable liquid, converting it into a finely dispersed liquid-vapor mixture.

In the present work, we investigate a novel phase-flip (PF) model based on the premise that all the information, needed for modeling cavitation and spallation in pure liquids, is provided by a two-phase liquid-gas vdw-type EOS, and no other material properties such as surface tension, viscosity, etc. are to be invoked. This is a clear aspect where our model differs from the energy-based scheme by Grady, preserving nonetheless the capability to adequately account for the energy dissipation by spallation. Aiming at description of ultra-fast dynamic processes, we assume the spall strength to attain its maximum possible value, i.e. to be defined by the thermodynamic stability limit of the vdw-type EOS along the spinodal curve. The spall fracture is then naturally associated with the spinodal decomposition, which, in line with the adopted minimalistic approach, is assumed to take place instantly. To justify the latter assumption, we invoke the theory of homogeneous bubble nucleation in metastable liquids.

The primary motivation for proffering the PF model is its potential to be easily and computationally cheaply integrated into large multi-dimensional fluid dynamics codes that are already loaded with many other complex physical processes like spectral radiation transfer, laser...
energy deposition, etc. when need arises to describe target fragmentation by spallation and cavitation under fast and intense initial loads. A notable example is the task to adequately describe the initial shattering of small liquid drops by picosecond laser pulses in EUV-lithography applications, where MD codes cannot be directly applied, and where the PF model promises to become a major improvement over the more primitive models employed in Refs. [9] and [10].

The full formulation and justification of the PF model is given in Sect. II, where we start by introducing the employed vdW-type EOS, describe and analyze the adopted spall criterion, and explore the kinematics of hypersonic spall fronts. To illustrate how the proposed model could be applied in practice, we perform a detailed analysis of the spallation process in a planar collision between identical flyer and target plates. Although real experiments are usually done for asymmetric configurations with target-to-flyer thickness ratios about 3–5, we choose the theoretically simplest symmetric case to display the key properties of our model, and to compare it with the available MD simulations. Our numerical results, presented in Sect. III, indicate that the PF model can reproduce the key aspects of the spall dynamics no less accurately than the MD simulations — provided that an adequate MD simulations. Our numerical results, presented in Sect. III, indicate that the PF model can reproduce the key aspects of the spall dynamics no less accurately than the MD simulations — provided that an adequate two-phase EOS is available. The difference emerges only in the microstructure of fracture zones, stipulated by statistical atomic-scale properties of an MD model, and determined by small-scale perturbations in the PF model.

Interpretation of plate impact experiments for determination of the spall strength $\sigma_{sp}$ relies on the theoretical relationship between $\sigma_{sp}$ and the observed variation $\Delta u_{fs}$ of the free-surface velocity (the “velocity pullback”), for which usually the linear acoustic approximation is used. In Sect. IV we develop a new variant of the post-acoustic approximation and derive a new formula relating $\sigma_{sp}$ to $\Delta u_{fs}$ in the case of a symmetric plate impact. The new formula is significantly more accurate than the acoustic one, and provides an important insight into the complex interplay of the first-order nonlinear correction terms. New post-acoustic formulae are also obtained for the strain rate and the fractured mass fraction.

II. THE PHASE-FLIP MODEL OF SPALL FRACTURE IN LIQUIDS

A. The employed two-phase EOS

Conceptually, the thermodynamics of a liquid-gas phase transition is adequately represented by the classical van der Waals EOS. In this work we make use of one of the simplest generalizations of this EOS (termed GWEOS)23,24 in the form

$$p(v, \theta) = \frac{\alpha \theta}{v - \kappa - 1} - \frac{\kappa}{v^n},$$  

$$e(v, \theta) = \alpha_c v \theta - \frac{1}{2} \kappa (\kappa - 1) v^{1-n},$$  

$$s(v, \theta) = \alpha_c (1 + \ln \theta) + \ln (v - \kappa - 1),$$

where $\kappa = (n+1)/(n-1)$, $\alpha = \kappa - \kappa^*$, and the exponent $n > 1$ together with a constant heat capacity $\alpha_c > 0$ are its two free dimensionless parameters. The EOS (1)–(3) is cast in its reduced form, where the pressure $p$, the specific volume $v$, and the observed variation $\Delta \sigma_{sp}$ are their two free dimensionless parameters.

In Sect. IV we develop a new variant of the post-acoustic formulae also obtained for the specific volume $v$, and $\theta$ is adjusted to fit as best as possible the experimental values of the normal specific volume $v_0$, the isentropic sound speed $c_0$, the vaporization enthalpy $h_{vap}$, and the specific heat $\alpha_c$ at $T = 20^\circ$ C. Table I shows how good a compromise has been achieved with the values

$$n = 1.5, \quad c_0 = 8.18, \quad \theta_0 = 0.45,$$  

used throughout this paper.

TABLE I. Comparison between the normal properties of water and those produced by GWEOS with parameters (3). For all quantities the reduced values are given

|         | $\theta_0$ | $\rho_0$ | $c_0$ | $h_{vap}$ | $\alpha_c$ | $b_0$ |
|---------|------------|---------|-------|-----------|------------|-------|
| GWEOS   | 0.450      | 3.9073  | 5.9939| 21.5      | 39.26      | 3.17  |
| H$_2$O  | 0.453      | 3.10    | 5.66  | 35.8      | 39.26      | 2.0   |

As is shown in Fig. 1, Eq. (1) exhibits all the standard features of the vdW EOS. The phase coexistence region lies between the binodal curve $b_i$ and the $p = 0$ line. The EQ EOS in this region, denoted $p_{EQ}(v, \theta)$, $e_{EQ}(v, \theta)$, and the position of the binodal itself are determined by applying the Maxwell rule $(884.85)$ to the MS isotherms $(11)$, as is illustrated with the horizontal segment of the $\theta = 0.93$ isotherm in Fig. 1. The spinodal curve $s_{sp}$, defined by the condition $\partial p/v, \theta)/\partial v = 0,$
lies under the binodal and delimits the region of absolute thermodynamic instability; hence, only the EQ states with $p > 0$, obtained by applying the Maxwell rule, are possible below the spinodal. In the intermediate metastable region between the binodal and the spinodal both the MS and the EQ branches of EOS are thermodynamically admissible and compatible with the equations of fluid dynamics. The latter is ensured by the positivity of the square of the isentropic sound speed

$$c^2 = \left( \frac{\partial p}{\partial \rho} \right)_s > 0$$

(5)
everywhere along and above the spinodal curve. Tension states with $p < 0$ are only possible for the MS states in the superheated-liquid region at $v < 1$. Note that, by assuming $p(v_0, \theta_0) = 0$, we put the normal state $(v_0, \theta_0)$ into the category of metastable ones.

On the other hand, no length scale for their heterogeneity can be derived from our basic thermodynamic relations. Without extra elements of physics (like the kinetics of bubble nucleation, surface tension, impurities, etc.), one can only assume that an EQ state represents a quasi-uniform finely dispersed liquid-gas mixture, where the characteristic sizes of either vapor bubbles or liquid drops are always much smaller than the smallest relevant length scale in the considered problem [see, for example, problem 1 to § 64 in]. Below we apply the term “fog” to such EQ states and treat them as perfectly homogeneous in the context of spallation and cavitation in pure liquids.

B. Spall criterion and the phase-flip approximation

Spall failure inside (i.e. away from boundaries) a volume of pure liquid occurs in the process of spontaneous decay of its metastable state due to thermodynamic fluctuations. This implies that, other factors being equal, the spall strength $\sigma_{sp}$ must increase with the increasing strain rate, which is confirmed by many experiments and the MD simulations. Hence, the theoretical maximum of $\sigma_{sp}$ — the ultimate strength — must be attained at the spinodal

$$\sigma_{sp} = -p_{sp}(v) = \frac{n - v(n + 1)}{v^{n+1}}, \quad \frac{n - 1}{n + 1} < v < \frac{n}{n + 1},$$

(6)

where the metastability decay rate is maximum.

In this work we adopt a simple and universal criterion that a given fluid element undergoes spall failure whenever its thermodynamic trajectory reaches the spinodal from the side of metastable liquid. The results obtained under this assumption should be in the first place applicable to tensile loads with the highest possible strain rates, like, for example, $\dot{\varepsilon} \approx 10^9$–$10^{10}$ s$^{-1}$ observed in laser experiments. In reality, of course, the tensile strength can only approach the spinodal limit from below, but how closely — about $0.3–0.5$ of the limiting value — is still debatable. Given this uncertainty and the uncertainty in the spinodal position for real materials, we do not try to soften this criterion or make it dependent on $\dot{\varepsilon}$, the more so that it would not affect the main results of this work.

Having set the pressure threshold for spallation, we need to add further assumptions about the kinetics and morphology of the ensuing fracture. Because the rate of spontaneous bubble nucleation very rapidly increases by many orders of magnitude as the MS liquid approaches the spinodal, we can make a simplifying assumption that spall failure occurs as an instantaneous and irreversible MS $\rightarrow$ EQ phase jump — the phase flip. The extremely short timescale, on the order of a few picoseconds, of spinodal decomposition in real liquids justifies this approximation for strain rates up to $\dot{\varepsilon} \approx 10^{11}$ s$^{-1}$. Because the rate of density variation $\dot{\varepsilon}$ is controlled by

![FIG. 1. Therodynamic $(v, p)$ plane of a fluid with a liquid-gas phase transition. Shown are the binodal bi and the spinodal sp curves with the critical point CP at $(v, p) = (1, 1)$. Curve PBO1S shows an MS isentrope, along which the release-wave states would evolve after being brought to P along the Hugoniot OP (dashed) starting from the normal state O. Dash-dotted curve $b_{sp}$ (orange) is the locus of isochoric post-flip states E as the initial state S slides along the spinodal sp; dash-dotted curve FEG (red) is the EQ isentrope passing through the chosen state E. The behavior of the MS (solid green) and EQ (dashed green) isotherms is illustrated for $\theta = 0.93$.](image-url)
hydrodynamics (i.e. by fluid inertia and pressure gradients), the phase flip must occur at a constant $\rho = v^{-1}$ whenever $\dot{\varepsilon}$ is finite. The only possibility where it could be accompanied by a density jump, would be inside a rarefaction shock, which can be excluded in the context of spallation because relaxation of tension means growth of pressure. In addition, energy conservation requires the local value of the specific internal energy $e$ to be preserved as well, which implies that the phase flip is always accompanied by a jump-like increase in pressure, temperature, and entropy.

In Fig. 1 the trajectory $PBO_1SE$ illustrates possible evolution of the thermodynamic state of a fluid element, undergoing spall failure: expansion along the MS isentrope $PBO_1S$ brings it to a negative-pressure state $S$ on the spinodal, followed by an instantaneous jump to the EQ “fog” state $E$ at a higher entropy; its subsequent evolution is governed by the EQ EOS branch so long as it remains under the binodal. If the tracked mass of “fog” emerges from under the binodal (say, by recompression along the EQ isentrope $EF$), it may later return to the two-phase region again as metastable liquid and undergo a secondary spall failure. Thus, the fluid elements in our scheme can exhibit a hysteresis-like thermodynamic behavior that is fully consistent with the first and second laws of thermodynamics.

Because metastable liquid can border vacuum at a finite density, one might conjecture that it would rupture by forming an expanding vacuum cavity, originating from the inception point where the spall threshold is first attained. To assess the feasibility of such scenario, we have to consider the compression shock pulse that would normally be launched into the surrounding stretched liquid by pressure relaxation in the fractured material (often called the “spall pulse”). Because this shock relaxes the tension in metastable liquid and pulls its thermodynamic state back from the spall threshold, we call it the pullback (pb) shock. For an expanding vacuum cavity to form, the pb shock would have to start immediately from the inception point. However, a closer examination in the next section reveals a different general pattern: once the spall threshold is reached at the inception point, the region of spall failure very rapidly (hypersonically) extends over some finite volume, bounded by a surface from where the pb shock does actually start, and which may be called the “spall horizon” of a given inception point. Due to the continued stretching, sustained by inertia of the fluid motion, no fluid element inside the spall horizon can be reached by the pb shock before it undergoes spall failure. In other words, the spall fracture in our model develops as a rapid phase transition between the MS and EQ EOS branches, occurring practically simultaneously throughout a certain finite mass. Since an EQ state can border vacuum only at zero density, there is no need to postulate any void openings, and the spalling (cavitation) liquid can be treated as everywhere continuous.

At first glance, the above spall criterion appears similar to that proposed earlier by Grady’s argumentation is the postulated linear dependence

$$l_{fr} = 2c_t w$$

(7)

of the typical fragment size $l_{fr}$ on the “waiting” time $t_w \propto \dot{\varepsilon}^{-1}$ elapsed after crossing the binodal. Here we argue that such a linear relation would be in stark disagreement with the theory of homogeneous nucleation, which predicts that the new phase in metastable liquids under tension $-p > 0$ appears in the form of vapor bubbles with the critical radius

$$r_{cr} = \frac{2\alpha_{st}}{p_{sat} - p} \approx \frac{2\alpha_{st}}{p}$$

(8)

where $\alpha_{st}$ is the surface tension, and $p_{sat} = p_{sat}(T) > 0$ is the saturated vapor pressure at the same temperature $T$ for which $p$ is calculated. Because the probability of spontaneous creation of such bubbles, proportional to $\exp(-G)$ where

$$G = \frac{16\pi \alpha_{st}^3}{3(p_{sat} - p)^2 T} = \frac{4\pi \alpha_{st}^2 r_{cr}^2}{3T} \gg 1$$

(9)

is the Gibbs number, is a very steep function of $p$ and $T$, the spall fracture of a uniformly stretched liquid occurs as a sudden emergence of myriad critical vapor bubbles with radii of a few nanometers, which practically instantaneously (i.e. with virtually no time for subsequent growth) begin to coalesce, breaking the molecular bonds that sustain tension. Within this picture, it is expected that $l_{fr} \approx r_{cr}$ and $t_w \propto \exp(G)$, which, together with Eq. (9), implies a highly nonlinear relation between $l_{fr}$ and $t_w \propto \dot{\varepsilon}^{-1}$, and significantly smaller values of $l_{fr}$ than predicted by Eq. (7). Therefore, when the goal is to explore the dependence of $\sigma_{sp}$ on the strain rate $\dot{\varepsilon}$, the simple relationship (7) must be replaced by a more adequate model based on the nucleation theory — as, for example, was proposed in 

[11, 35, 36].
In summary, unlike Grady’s scheme, our model describes energy dissipation due to spall fracture without involving the surface tension and viscosity, simply as the entropy increase in the phase-flip transitions and behind the pull-back shock fronts. In this respect it is similar to the viscous-free ideal hydrodynamics with dissipation due only to discontinuous shocks. The weak dependence of the spall strength on the strain rate is ignored by adopting the theoretically maximum value of $\sigma_{sp}$ allowed by thermodynamics.

C. Kinematics of spall fronts and the size of fracture zone

Consider a flow of liquid with a velocity field $u(t, x)$, where a certain region is stretched to develop negative pressures. The local rate of stretching is characterized by the strain rate, defined as

$$\varepsilon \overset{\text{def}}{=} -\frac{d \ln \rho}{dt} = \frac{d \ln v}{dt} = \nabla \cdot u,$$

where $d/dt = \partial/\partial t + u \cdot \nabla$ is the material time derivative, and the use is made of the fluid continuity equation

$$\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho u) = 0.$$

(11)

Next, we assume for simplicity that the flow is isentropic with a fixed value of entropy $s$ throughout the considered volume. Then the pressure becomes a known monotonic function $p(v) = p(v, s)$ of a single variable $v$ with $dp/dv < 0$ everywhere above the spinodal (curve $PBOs$ in Fig. 1): the spall strength $\sigma_{sp} = -p(v_{sp})$ and the spall density $\rho_{sp} = v_{sp}^{-1}$ take on universal values that are determined by the intersection of the isentrope $p(v)$ with the liquid branch of the spinodal (point $S$ in Fig. 1).

Spall failure is initiated at time $t_{sp}$ when the absolute minimum in the spatial pressure distribution $p(t_{sp}, x)$ attains the threshold value $p_{sp} = -\sigma_{sp}$ at some inception point $A$, as is illustrated in Fig. 2. Generally, when $p(t, x)$ and $p(v)$ are differentiable at $A$, one has $\nabla p = \nabla \rho = 0$ at this point. At later times $t > t_{sp}$ the condition $p(t, x) = p_{sp}$ will be satisfied on a certain surface around the inception point, which we call the spall front and which encompasses a fog bubble. As suggested by the term, all the liquid inside the fog bubble has been, upon passing through the spall front, instantaneously transformed into an EQ “fog” state at a positive pressure. The condition $\nabla p = 0$ by inception implies that the expansion of the fog bubble starts infinitely fast, but gradually slows down as $|\nabla \rho|$ increases. Because $p$ is a single-valued monotonically growing function of $\rho$, the normal (i.e. along the colinear $\nabla p$ and $\nabla \rho$ vectors) kinematic velocity of the spall front

$$u_{spf} = \frac{u \cdot \nabla \rho}{|\nabla \rho|} + \frac{\dot{\varepsilon}}{\nabla \ln \rho}$$

(12)

is readily calculated by differentiating the equation $\rho(t, x) = \text{constant}$, as is illustrated in Fig. 2. Note that in the comoving reference frame, where $u = 0$, the front velocity $u_{spf}$ is given by the second term on the right-hand side of Eq. (12).

The merely kinematic propagation of the spall front with velocity (12) continues until it is overtaken by the pb shock, generated by the pressure jump $\Delta p_{pb} = p_{EQ,sp} + \sigma_{sp}$ behind the spall front: here $p_{EQ,sp} > 0$ is the fog pressure in the post-flip EQ state (point $E$ in Fig. 1), calculated from the EQ EOS branch for the same values of $v_{sp}$ and the internal energy $e_{sp}$, as in the pre-flip MS state $(v_{sp}, p_{sp})$ (point $S$ in Fig. 1). The pb-shock front is locally coplanar with the spall front and propagates in the same direction with the normal velocity

$$u_{pbf} = \frac{u \cdot \nabla \rho}{|\nabla \rho|} + D_{pb},$$

(13)

where $D_{pb} = D_{pb}(s)$ is the velocity of the shock front, driven by the pressure jump $\Delta p_{pb}$, relative to the liquid in the pre-shock state $(v_{sp}, p_{sp})$; it is, of course, calculated by using the MS EOS branch. Similar to $v_{sp}$, $\sigma_{sp}$, and $\Delta p_{pb}$, the shock velocity $D_{pb}$ is uniquely determined by the entropy value $s$.

Once the condition $u_{pbf} \geq u_{spf}$ is met and the pb shock breaks out before the spall front, it recompresses and heats up the stretched liquid, preventing it from reaching the spall threshold. As a result, the expansion of the fog bubble in Lagrangian coordinates, i.e. relative to the fluid particles, comes to a halt. In other words, the mass of fractured liquid continues to grow so long as the effective spall Mach number, defined as

$$M_{sp} \overset{\text{def}}{=} \frac{u_{spf}}{u_{pbf}} = \frac{\dot{\varepsilon}}{D_{pb} |\nabla \ln \rho|} = \frac{\dot{\varepsilon} \rho c^2}{D_{pb} |\nabla \rho|},$$

(14)

stays above unity, $M_{sp} > 1$. Note that $M_{sp}$ is defined in the comoving frame, and relative not to the local
sound speed $c$ but to the pb-shock velocity $D_{pb} > c$; hence, we use the term hypersonic to a spall front with $M_{sp} = 1$, the condition $M_{sp} > 1$, when fulfilled on the spall-front surface, delimits the size and mass of the fog bubble. The bubble mass is always finite when $\dot{\varepsilon} > 0$ and $\nabla p = \nabla \rho = 0$ at the inception point. It may become zero in some singular cases where either $\dot{\varepsilon}$ change sign or $\nabla p$ is discontinuous at inception. In practice, a fair estimate of the fractured mass can often be made by analyzing the spatial distribution of $M_{sp}(t_{sp}, x)$ at the moment of inception $t_{sp}$. The above arguments and formulae can be readily generalized to non-isentropic flows, where $M_{sp}$ becomes a function of gradients of two independent thermodynamic variables.

III. NUMERICAL RESULTS FOR A SHOCK-LOADED PLANAR TARGET

A. Formulation of the problem and the initial state

In a common experiment for determination of the spall strength, two planar plates are collided to launch the initial load shocks in two opposite directions from the impact plane. In this work we focus our attention on the simplest version of such an experiment, where both plates have the same composition and dimensions. Then the problem is one-dimensional (1D) and symmetrical with respect to the impact plane, which we place at the origin $x = 0$ of the center-of-mass coordinate system and consider only one (right) plate at $x \geq 0$, which we refer to as the target. We set $t = 0$ at the moment when the load shock breaks out at the outer edge $x = h_1$, leaving behind the shocked material in a compressed state at zero initial velocity. Thus defined initial state $(v_1, p_1)$, point $P$ in Fig. 1 lies on the Hugoniot OP, originating from the normal state $(v_0, p_0)$ at point $O$ in Fig. 1. The intensity of the initial load is characterized by the particle (piston) velocity $u_p$, measured relative to the fluid in front of the loading shock. The latter means that, before the impact, the flyer and the target plates had, respectively, the velocities $+u_p$ and $-u_p$ in the center-of-mass frame; their density and thickness were $\rho_0$ and $h_0$. The value of $u_p$ uniquely determines the entropy $s$ throughout the subsequent flow, the spall strength $\sigma_{sp}$, as well as the pressure amplitude $\Delta p_{pb}$ and the front velocity $D_{pb}$ of the pb shock. Table I lists the key flow parameters that can be calculated directly from EOS for two chosen reference cases of the shock load.

Before specifying the initial target thickness $h_1$ (or its thickness $h_0$ before the shock load), we remark the following. One easily verifies that the above formulated problem is invariant with respect to rescaling of all the lengths and times by one and the same arbitrary factor. Therefore, having obtained the full solution for an initial target thickness $h_1$, we can rescale it to any other thickness $h'_{\text{I}}$, by multiplying times and lengths by the factor $h'_{\text{I}}/h_1$. In view of such scalability, all the simulations discussed below were done for $h_1 = 1$. Recalling that $v$, $p$, and $u$ are, respectively, everywhere in units of $V_{cr}$, $P_{cr}$, and $(P_{cr}V_{cr})^{1/2}$, the latter is equivalent to setting the units of length and time to $h_1$ and $h_1 (P_{cr}V_{cr})^{-1/2}$.

B. Simulation results for $u_p = 1.25$ and $u_p = 4.0$

Given an adequate two-phase EOS, implementation of our spall criterion into a standard Lagrangian hydrocode is straightforward. Here we present numerical results, obtained with the 1D DEIRA code that has been previously developed and extensively used for simulations of inertial confinement fusion targets. Figures 3 and 5 display the target density evolution on the $(x, t)$ plane calculated, respectively, for $u_p = 1.25$ and $u_p = 4.0$. For a detailed discussion, we focus on the $u_p = 1.25$ case, which lies moderately above the spall threshold of $u_{p, sp} \approx 0.82$. The high-load case of $u_p = 4.0$ mainly serves to make the nonlinear effects more conspicuous.

As the centered rarefaction wave, starting at $x = 1$, arrives at and is reflected from the symmetry plane $x = 0$, a tension region with $\rho < 3.90$ develops near the target center at $t \gtrsim 0.12$. Further on, as the pressure in this region falls to $p = -\sigma_{sp} = -11.15$, all the liquid mass at $0 < x < 0.19$ undergoes spall fragmentation within a short time interval of $t_{sp} = 0.21819 < t < 0.220$, making up the spall zone that continues to expand preserving its mass. A salient feature is the pb shock, launched from the outer boundary of the spall zone at $t = 0.220$, and giving a kick to the free surface velocity later at $t = 0.434$.

![FIG. 3. Color density map on the space-time diagram as calculated with the 1D DEIRA code for $u_p = 1.25$](image_url)

More insight into the spall dynamics can be gained by examining the profiles in Figs. 4 and 6 along the dimensionless Lagrangian coordinate

$$\bar{m} = \frac{m}{m_0}, \quad m = \int_0^x \rho(t, x') \, dx', \quad m_0 = \rho_0 h_0 = \rho_1 h_1,$$

(15)
the respective numbers are \( \bar{M} \), the mass, established at a slightly later moment \( t \) has a somewhat higher value of \( \bar{u}_p \) for versus the fractional target mass \( \bar{M} \) plotted for the time moment immediately preceding \( t_{sp} \). (Note that these profiles are invariant with respect to rescaling of the target thickness.) In Fig. 4 the spall failure occurs at \( t_{sp} = 0.21818 \) in the center \( \bar{m} = 0 \), where the pressure is minimum and \( \mathcal{M}_{sp} = \infty \). The outer limit of the spall zone is clearly marked by a precipitous drop of the effective spall Mach number \( \mathcal{M}_{sp} \), which crosses the \( \mathcal{M}_{sp} = 1 \) line at \( \bar{m} = 0.135 \); the actual fractured mass, established at a slightly later moment \( t = 0.220 \), has a somewhat higher value of \( \bar{m}_{sp} = 0.131 \). In Fig. 5, the respective numbers are \( \bar{m}_k = 0.572 \) and \( \bar{m}_{sp} = 0.568 \).

Two more observations to be made from Figs. 4 and 6 are (i) a virtually flat pressure profile across the incipient spall zone \( 0 < \bar{m} < \bar{m}_k \), and (ii) a jump by about a factor 2 in the value of the strain rate \( \dot{\varepsilon} \) at \( \bar{m} = \bar{m}_k \). Here we must recall that the exact solution to our problem contains weak discontinuities (see problem 1 to § 105 in [28]), i.e. discontinuities of \( \partial p/\partial x \), \( \partial p/\partial x \), \( \partial u/\partial x \) that are smeared by the artificial viscosity in numerical profiles of Figs. 3–6. In Figs. 4 and 6 the kink point \( \bar{m}_k \) in the pressure profile is just such a discontinuity. As a consequence, the exact profiles of \( \mathcal{M}_{sp} \), and \( \dot{\varepsilon} \) would both have jumps at \( \bar{m} = \bar{m}_k \). In our simulations the threshold value of \( \mathcal{M}_{sp} = 1 \) is bracketed with a wide margin by its pre- and post-jump values. Due to nonlinearity of the problem, the pressure profile at \( \bar{m} = \bar{m}_k \) is not exactly flat: it is monotonic with a minimum at \( \bar{m} = 0 \) for \( u_p = 1.25 \), and non-monotonic with a minimum at the kink point \( \bar{m}_k \) for \( u_p = 4.0 \). That is, the exact position of spall initiation may differ depending on the EOS details and the load intensity. The narrow peak of \( \mathcal{M}_{sp} \) just before \( \bar{m} = \bar{m}_k \) in Fig. 6 is caused by numerical smoothing of this corner point in the \( p \) and \( u \) profiles, and would not occur in the exact solution.

C. On morphology of the spall zone

The space-time image of Fig. 4 offers a convenient opportunity to make a comparison with the published MD simulation of a similar problem for liquid copper [12]. When rescaled to the critical point of copper [29], the pa-

---

### TABLE II. Shock-load and subsequent flow parameters that can be calculated directly from EOS for two selected values of the post-shock particle velocity \( u_p \). For detailed explanations see the text.

| \( u_p \) | \( u_1 \) | \( \rho_1 \equiv v_1^{-1} \) | \( c_1 \) | \( \rho_{01} \) | \( c_{01} \) | \( b \) | \( z_0 \) | \( p_{EQ, sp} \) | \( D_{ph, sp} \) | \( c_{sp} \) | \( \sigma_{sp} \) |
|---|---|---|---|---|---|---|---|---|---|---|---|
| 1.25 | 1.2170 | 4.4470 | 14.351 | 3.8928 | 5.9329 | 3.1405 | 1.0140 | 0.00256 | 4.144 | 1.266 | 11.149 |
| 4.0 | 3.7495 | 4.7919 | 46.732 | 3.6309 | 4.9757 | 2.6954 | 1.2963 | 0.01302 | 3.635 | 1.241 | 8.2190 |

---

**FIG. 4.** Profiles of the strain rate \( \dot{\varepsilon} \), the spall Mach number \( \mathcal{M}_{sp} \) (left ordinates), and of the pressure \( p \) (right ordinates) versus the fractional target mass \( \bar{m} \) just before the spall failure for \( u_p = 1.25 \). Only the inner half of the target mass is shown.

**FIG. 5.** Same as Fig. 4 but for \( u_p = 4.0 \).

**FIG. 6.** Same as Fig. 6 but for \( u_p = 4.0 \).
rameters of our \( u_p = 1.25 \) run are close to the MD case shown in Fig. 1 of Ref. [12]. The overall spall dynamics, the final size, and the qualitative structure of the spall zone look also quite similar. The spall strength \( \sigma_{sp} \approx 11 \rho_{cr} \), calculated in Ref. [12], practically coincides with the spinodal limit given in Table II. Significant differences emerge only when the structure of fractured liquid is examined in more detail.

In the results of Ref. [12], the spall zone has a width of some 600 interatomic distances and the fractured mass splits into three liquid drops separated by voids. Generally, one would expect the MD approach to produce some statistical distribution of liquid fragments, whose typical sizes would be determined by the atomic length scale, inherent in any MD model, and by statistical properties of the microscopic initial states used in the MD code runs.

The present model, in contrast, is expected to produce a fully deterministic pattern of spall fragmentation because it is based on the equations of ideal hydrodynamics and contains no length scale to stipulate a specific fragment size. According to the arguments of Sect. II C, the entire spall zone in the exact solution to our problem should look like a single fog bubble without any remaining liquid drops because the condition \( \mathcal{M}_{sp} \gg 1 \) is fulfilled everywhere throughout it. The many small droplets, observed in the spall zones of our Figs. 3 and 5, are, in fact, of spurious origin due to a short-wavelength (on the cell-size scale) numerical noise, generated by the simple numerical scheme of the DEIRA code when phase-flip pressure jumps occur at discrete time moments. As the mesh is refined, an ever more fine pattern of alternating liquid and fog cells develops, and no convergence to the exact solution is observed.

The above predicament for numerical modeling is closely related to the fact that our base model can ensure only conditional stability of the fragmentation morphology with respect to small perturbations. Because the spall Mach number [13] is controlled by the gradients of principal variables, the overall fragmentation pattern (i.e. the number, spacing and sizes of separate liquid fragments) becomes stable with respect to small perturbations when not only the variations of \( \rho, p \), and \( \mathbf{u} \) but those of their spatial derivatives are kept sufficiently small — hence the strong sensitivity of the fragmentation morphology to small perturbations due to finite differencing.

As an illustrative example, Fig. 4 displays the same case as in Fig. 3 but simulated with a perturbed initial density

\[
\rho(0, x) = \rho_1 \left[ 1 - 0.001 \cos(46\pi x) \right]
\]

under the unaltered pressure \( p(0, x) = p_1 \). One sees that even as small as a 0.1% density perturbation results in a dramatic change of the spall pattern: instead of a single fog bubble we have three liquid drops separated by four fog bubbles. Once well resolved by the mesh (43 cells per each drop in Fig. 7), the mass and other dynamic properties of these three drops remain stable with respect to further mesh refinement.

In summary, being fully deterministic for given initial and boundary conditions, our model should predict realistic morphology of the spall zone when realistic small perturbations are included into the problem formulation. By numerical implementation, a special care may be needed to suppress spurious short-wavelength perturbations due to finite differencing.

**IV. FIRST POST-ACOUSTIC APPROXIMATION FOR A SYMMETRIC PLANAR SPALL**

In most plate impact experiments, the spall strength \( \sigma_{th} \) is inferred from the time history of the free surface velocity \( u_{fs}(t) \) measured at the outer target edge. Figure 8 shows the plots of \( u_{fs}(t) \), calculated for two cases of the initial load in the above stated problem, one below \( (u_p = 0.8) \) and the other above \( (u_p = 1.25) \) the spall threshold. Given the density \( \rho_0 \) and the sound speed \( c_0 \) of the normal state, \( \sigma_{th} \) is most often evaluated in the linear acoustic approximation from the formula

\[
\sigma_{th, ac} = \frac{1}{2} \rho_0 c_0 \Delta u_{fs},
\]

where

\[
\Delta u_{fs} = u_{fs, max} - u_{fs, min}
\]

is the amplitude of the first dip in the \( u_{fs}(t) \) profile. However, contrary to what might be expected, formula (17) never becomes asymptotically accurate even in the limit of an infinitely weak load because of the pb-shock attenuation: below we show its error to be 40% for the considered case of symmetric plate collision. The situation becomes even worse when the acoustic formula

\[
\dot{\varepsilon}_{sp, ac} = \frac{\Delta u_{fs}}{2 \sigma_0 (t_{pb} - t_2)}, \quad \dot{m}_{sp, ac} = 1 - \frac{\sigma_0 t_{pb}}{2 \rho_0}
\]

for the spall strain rate \( \dot{\varepsilon}_{sp} \) and the fractured mass fraction \( \dot{m}_{sp} \) are invoked: the error in \( \dot{\varepsilon}_{sp} \) is often a factor 3–5,
while absurd negative values are easily obtained for $\bar{m}_{sp}$. In this section we go to the next order in the nonlinear terms and derive new formulae in what we call the first post-acoustic (PA) approximation, which provide significantly better accuracy than Eqs. (17) and (19) for the respective quantities.

FIG. 8. Time dependence of the free-surface velocity $u_f(t)$ at the outer target edge $\bar{m} = 1$, calculated with the DEIRA code for two cases of the initial shock load: one below ($u_p = 0.8$, blue dashes) and the other above ($u_p = 1.25$, black solid) the spall threshold.

A. Characteristics chart

As the loading shock arrives at the outer target edge $\bar{m} = 1$ at $t = 0$, a rarefaction wave $R1$ is launched in the negative direction towards the symmetry plane $\bar{m} = 0$, as is schematically shown in Fig. 9a. The fluid before the $R1$ front is at rest in the shock-compressed state $p_1 = v_1^0$, $p_1 = p(\rho_1, s_1)$ (point $P$ in Fig. 1); the fluid behind it moves with a constant positive velocity

$$u_1 = \int_0^{p_1} \frac{dp}{\rho c} = \int_0^{\rho_1} c \, d\ln \rho$$  \hspace{1cm} (20)

and is in the thermodynamic state $\rho_01$, $p_01 \equiv p(\rho_01, s_1) = 0$ (point $O1$ in Fig. 1). Here and below we assume that the MS EOS (11) is cast in the form $p = p(\rho, s)$. So long as no new shocks emerge and the entropy remains at its post-load-shock value $s = s_1$, the pressure $p = p(\rho, s_1) = p(\rho)$ and the sound speed $c = (dp/d\rho)^{1/2} = c(\rho)$ are functions of $\rho$ only.

The key to further analysis is the behavior of characteristics for the two governing hydrodynamic equations, whose Lagrangian form in our case is

$$\frac{\partial u}{\partial t} + \frac{\partial u}{\partial m} = 0, \hspace{1cm} (21)$$

$$\frac{\partial p}{\partial t} + \frac{\partial p}{\partial m} = 0, \hspace{1cm} (22)$$

where the mass coordinate $m$ and its normalized counterpart $\bar{m}$ are defined in Eq. (19). In terms of the normalized acoustic impedance

$$z = z(\rho) \equiv \frac{p c}{\rho_01 c_01}, \hspace{1cm} z_0 = \frac{p_0 c_0}{\rho_01 c_01},$$  \hspace{1cm} (23)

and the normalized time

$$t \equiv \frac{\rho_01 c_01}{\rho_0 h_0} t = \frac{c_0 t}{h_0 z_0},$$  \hspace{1cm} (24)

the two families of $C^{\pm}$ characteristics on the $(\bar{m}, t)$ plane are given by

$$\frac{d\bar{m}}{dt} = \begin{cases} +z, & C^+: \, dJ^+ \equiv du + dp/c = 0, \\ -z, & C^-: \, dJ^- \equiv du - dp/c = 0, \end{cases}$$  \hspace{1cm} (25)

and is the curved trajectory of the pb shock. As each of these $C^-$ characteristics reaches the symmetry plane $\bar{m} = 0$, it is reflected and continues as a $C^+$ characteristic, i.e. $C^+_{h1}$ is the reflected continuation of $C^-_{h1}$. Where the $R1$ fan borders a region of constant flow, it is a $\text{simple wave}$ with all the $C^-$ characteristics being straight. In Fig. 10 the $R1$ simple wave (shaded cyan) is confined to a partially curvilinear triangle bounded by the contour $1-t_1-M_1-1$, inside which $J^+$ is constant. In the left reflection zone $R12$ (shaded grey), bounded by the contour $t_1-M_1-t_2-t_1$, the flow is not a simple wave, and all the $C^+$ characteristics are curved.

As the $R1$ wave is reflected from the left edge $\bar{m} = 0$, it becomes the $R2$ simple wave (shown schematically in Fig. 9b) beyond the $R12$ reflection zone. If the pb shock is launched from point $M_{sp}$, lying on the $C^+_{h1}$ characteristic, the $R2$ simple-wave zone (shaded cyan in Fig. 11) is bounded by the contour $M_1-M_{sp}-M_2-t_2-M_1$, where $M_{sp}-M_2$ is the curved trajectory of the pb shock and $t_2-M_2$ is a curved segment of the $C^-_{h3}$ characteristic, being the

FIG. 9. Schematic velocity and pressure profiles in the left-propagating R1 (a) and right-propagating R2 (b) rarefaction waves. The right-propagating $R2$ wave is “propped up” from behind by the pull-back shock.
If we consider now an arbitrary isentropic simple wave, bordering zone O₁ in Fig. 10 and propagating in the positive direction, we can similarly parametrize the isentrope \( p(\rho) \) in terms of the particle velocity increment \( u' \) by integrating the equation

\[
du' = \frac{dp}{(\rho c)} = \frac{c}{\rho} \ln \rho,
\]

(29)

which expresses the fact that \( dJ = 0 \) throughout both the O₁ zone and the bordering simple-wave regions. In doing this, we can simply put \( p(\rho) = p_{H}(\rho) \) because the Hugoniot and the Poisson adiabats have a second-order contact at the common origin point, which implies \( dp/du' = dp_{H}/du' \) and \( d^2p/du'^2 = d^2p_{H}/du'^2 \) at \( u' = 0 \).

Having applied this argument to our R₁ and R₂ simple rarefaction waves, we obtain the following PA approximation to the required isentrope

\[
p(\bar{\rho}u') = \rho_{01}u'(c_{01} + bu'),
\]

(30)

\[
z(\bar{\rho}u') = 1 + 2b\bar{u}',
\]

(31)

where

\[
\bar{u}' = \frac{u'}{c_{01}}, \quad u' = \begin{cases} u - u_1 > 0, & \text{R1 wave,} \\ u - u_1 < 0, & \text{R2 wave.} \end{cases}
\]

(32)

Below, we refer to the second terms on the right-hand sides of Eqs. (30) and (31) as the \textit{pu-nonlinearity corrections}. They characterize the nonlinearity of the pertinent EOS and are proportional to the value of the fundamental gasdynamic derivative

\[
\Gamma = \frac{\gamma^4}{2v^3} \left( \frac{\partial^2 v}{\partial p^2} \right)_s = \frac{\gamma^3}{2c^2} \left( \frac{\partial^2 p}{\partial v^2} \right)_s = 2b
\]

(33)

in the state where \( \bar{u}' = 0 \). The accuracy of the PA approximation to the GWEOS isentrope, passing through the normal state with parameters from Table I, is illustrated in Fig. 11, where the essentially positive dimensionless ratio \( p/(\rho_{01}c_{01}u') \) is plotted versus \( \bar{u}' \). The error in \( p \) stays below 5% for \( |\bar{u}'| \lesssim 0.15 \), but exceeds 30% for \( \bar{u}' \gtrsim 0.5 \).
If Eqs. (30), (31) are deemed to be exact along a considered isentrope, they yield

\[
\rho(\vec{u}') = \rho_0 \left[ 1 - (2b)^{-1} \ln(1 + 2b\vec{u}') \right]^{-1} \\
= \rho_0 \left[ 1 + \vec{u}' - (b-1)\vec{u}'^2 + \ldots \right], \\
c(\vec{u}') = c_0(1 + 2b\vec{u}') \left[ 1 - (2b)^{-1} \ln(1 + 2b\vec{u}') \right]^{-1} \\
= c_0 \left[ 1 + (2b-1)\vec{u}' - b\vec{u}'^2 + \ldots \right].
\]

(34, 35)

Because neither \( \rho \) nor \( z \) can be negative, the applicability of the above formulæ is in any case limited to the range

\[-1/2b < \vec{u}' < (e^{2b}-1)/2b, \]

which is usually sufficient for application to spall experiments. In fact, if separate values of \( \rho(\vec{u}') \) or \( c(\vec{u}') \) are needed, one can justifiably restrict oneself to the zero- and first-order terms in powers of \( \vec{u}' \).

C. Evaluation of the strain rate

Introduction of nonlinear terms opens up a possibility to obtain an a priori estimate of the strain rate at spallation without invoking the \( u_f(t) \) curve — the possibility not available in the acoustic approximation. Our estimate is based on the assumption of time-independent linear velocity profile

\[
\frac{\partial u(t,m)}{\partial m} \approx \frac{\partial u(t_{1m},m)}{\partial m} \approx \frac{u_1}{m_{1m}} 
\]

(37)

throughout the reflection zone R12 — the LU approximation; here the mid-reflection time \( t_{1m} \) is defined as the moment when the characteristics \( C_1 \) and \( C_{h2} \) in Fig. 10 intersect at point \( M_1 \), and the zone O1 of constant flow behind R1 has its maximum extension \( m_0 - m_{1m} \) along the \( m \) coordinate. Figure 12 confirms that this approximation remains quite accurate even in the highly nonlinear case of \( u_p = 4.0 \).

The LU approximation (37) can be supported by the observation that the piece-wise linear profile of \( u \), displayed in Fig. 9, is in fact the exact solution of the nonlinear Euler equation for \( u(t,m) \), obtained by substituting Eq. (30) into Eq. (23): in this solution the width \( \Delta m = (\rho_1c_1 - \rho_0c_0)\bar{t} \) of the R1 wave grows linearly in time. When the reflection of such a linear in \( m \) rarefaction pulse from the \( m = 0 \) boundary is treated in the acoustic limit of \( c_1 - c_0 \ll c_1 \), both approximate equalities in (37) become exact. Also, the fluid state at mid-reflection is then everywhere uniform with \( \rho = \rho_0 \) and \( p = \rho_0c_0 \). Note that the slope (37) remains finite as both \( u_1 \) and \( m_{1m} \) become infinitely small in the limit of \( u_p \to 0 \), \( c_1 \to c_0 \).

To evaluate the mid-reflection coordinate \( \bar{m}_{1m} = m_{1m}/m_0 \), we use the obvious fact that the integral \( \oint d\bar{m} = 0 \) along any closed contour in the \( (\bar{m}, \bar{t}) \) plane. Then we combine this circulation rule with Eq. (25) and apply it to the perimeter of the R1 simple-wave zone. Whereas integration along straight characteristic segments, on which all flow parameters remain constant, is trivial, for any curved segment — like \( t_{11}M_1 \) in Fig. 10 — we assume the acoustic impedance to be approximately constant and equal to its arithmetic mean \( z = (z_a + z_b)/2 \) between the end values \( z_a \) and \( z_b \). Thus, the condition of zero \( \oint d\bar{m} \) yields the equation

\[
z_{a1}^{-1} + 2(1 + z_1)^{-1}\bar{m}_{1m} - (1 - \bar{m}_{1m}) = 0, \]

(38)

from which we get

\[
\bar{m}_{1m} = \frac{z_1 - z_1^{-1}}{z_1 + 3} = \frac{2\beta_1(1 + \beta_1)}{(2 + \beta_1)(1 + 2\beta_1)}.
\]

(39)
where, according to (31),
\[ z_1 = 1 + 2\beta_1, \quad \beta_1 = bu_1/c_{01}. \] (40)

Note that the acoustic limit corresponds to \( \beta_1 \ll 1 \).

Now, with \( \partial u/\partial m \) known from Eq. (37), the strain rate \( \dot{\varepsilon} \) can be calculated from Eq. (21) as
\[ \dot{\varepsilon} = \rho \frac{\partial v}{\partial t} = \rho \frac{\partial u}{\partial m}. \] (41)

Before finalizing our estimate of \( \dot{\varepsilon} \), we recall that the spatial derivatives of \( u \) and \( p \) are discontinuous on the \( C_{11} \) characteristic — as is manifested by the kinks at \( \tilde{m} = \tilde{m}_{sp} \) on the velocity profiles in Fig. 12. Hence, we have to choose between the two different values \( (\partial u/\partial m)_{\pm} \) obtained on the two sides \( m = m_{sp} \pm 0 \) of the spall boundary. Because it is the material at \( m < m_{sp} \) which undergoes spall fracture, we make the logical choice of \( (\partial u/\partial m)_- = u_1/m_{1m} \). In contrast, the often used acoustic formula (19) represents the value \( (\partial u/\partial m)_{\pm} \) in the unfractured material, which is exactly one half of \( (\partial u/\partial m)_- \) in the acoustic limit. Thus, having combined Eqs. (37)–(41), we obtain the following PA estimates for the strain rates at mid-reflection,
\[ \dot{\varepsilon}_{1m} = \frac{\rho_0 u_1}{m_{1m}} \frac{2 + \beta_1}{h_{0\tilde{u}}} \frac{(2 + \beta_1)(1 + 2\beta_1)}{2b(1 + \beta_1)}, \] (42)

and at spallation
\[ \dot{\varepsilon}_{sp} = \frac{\rho_{sp}}{\rho_0} \dot{\varepsilon}_{1m} = (1 - |\tilde{u}'_{sp}|)\dot{\varepsilon}_{1m}. \] (43)

The small correction \( |\tilde{u}'_{sp}| \simeq \sigma_{th}/\rho_0 c_{01}^2 \) accounting for the fluid expansion between the \( t_{1m} \) and \( t_{sp} \) moments, is typically a few percent even for the highest theoretical values of \( \sigma_{th} \) and can usually be neglected; the PA formula for \( |\tilde{u}'_{sp}| \) is given in the next section.

If time \( t_2 \) is known from the measurements of the free surface velocity \( u_{fs}(t) \), one readily obtains an alternative a posteriori LU estimate
\[ \tilde{m}_{1m} = 1 - \frac{1}{2} \frac{c_0 t_2}{h_{0\tilde{u}}}, \] (44)
\[ \dot{\varepsilon}_{1m} = \frac{c_0}{h_{0\tilde{u}}} \frac{u_1/c_{01}}{h_{0\tilde{u}}} \] (45)

which is a direct consequence of the LU approximation (37) and of the obvious fact that \( t_{1m} = t_2/2 \). Note that, having the dimension of \( t^{-1} \), the strain rate \( \dot{\varepsilon}_{1m} \) in Eqs. (42) and (45) scales in inverse proportion to the initial target thickness \( h_0 \).

Regarding practical application of Eqs. (42) and (43), we will distinguish two subcases of the PA approximation depending on the available thermodynamic information for the material in question, namely, a cruder PA0 version and a more accurate PA1 variant:

**PA0:** \( \rho_0, c_0, b_0 \rightarrow \) known, 
\( \rho_0, c_{01}, b, u_1 \rightarrow \) replaced by \( \rho_0, c_0, b_0, u_p \);

**PA1:** \( \rho_0, c_0, \rho_{01}, c_{01}, b, u_1 \rightarrow \) all known.

In the PA0 version, only the normal-state values of \( \rho_0, c_0, b_0 \) are assumed to be known, while for the PA1 case one needs also the parameters of the \( p = 0 \) state \( O_1 \) on the release isentrope behind the initial load shock. Analogously, the LU approximation is subdivided into a cruder LU0 and a more accurate LU1 versions.

**Table III. Comparison of the strain rates, evaluated in different versions of the PA and LU approximations, with those obtained in numerical simulations with the DEIRA code**

| \( u_p = 1.25 \), \( \Delta u_{fs} = 1.111 \) | DEIRA | PA1 | PA0 | LU1 | LU0 | ac |
|---------------------------------|---|---|---|---|---|---|
| \( m_{1m} \) | 0.40 | 0.350 | 0.356 | 0.401 | 0.392 | – |
| \( \langle h_0/c_0 \rangle \dot{\varepsilon}_{1m} \) | 0.51 | 0.578 | 0.587 | 0.505 | 0.532 | – |
| \( \langle h_0/c_0 \rangle \dot{\varepsilon}_{sp} \) | 0.41 | 0.500 | 0.508 | 0.437 | 0.461 | 0.086 |
| \( u_p = 4.0 \), \( \Delta u_{fs} = 1.063 \) | | | | | | |
| \( m_{1m} \) | 0.72 | 0.603 | 0.612 | 0.717 | 0.633 | – |
| \( \langle h_0/c_0 \rangle \dot{\varepsilon}_{1m} \) | 0.89 | 0.963 | 1.090 | 0.811 | 1.054 | – |
| \( \langle h_0/c_0 \rangle \dot{\varepsilon}_{sp} \) | 0.66 | 0.812 | 0.947 | 0.683 | 0.915 | 0.125 |

Table III compares the values of \( \tilde{m}_{1m}, \dot{\varepsilon}_{1m}, \) and \( \dot{\varepsilon}_{sp} \), evaluated in different versions of the PA and LU approximations, with those obtained in the numerical DEIRA runs for the two reference cases of the shock load; the ac column lists the values given by the acoustic formula (19); the strain rate is given in terms of the scale-invariant dimensionless product \( (c_0/h_0) \dot{\varepsilon} \). All the required EOS parameters are taken from Tables I and II; the values of \( \Delta u_{fs} \), used to calculate \( \dot{\varepsilon}_{sp, ac} \) and \( \tilde{u}'_{sp} \), as well as the times \( t_2 \) are inferred from the DEIRA produced plots of \( u_{fs}(t) \) as shown in Fig. 8 for the case of \( u_p = 1.25 \). The numbers in Table III demonstrate that the PA formulae (42), (43) provide a robust estimate of the strain rate at spallation with an accuracy of about 15–30%, which is not sensitive to the loading shock strength. The conventional acoustic formula (19), on the contrary, tends to underestimate \( \dot{\varepsilon}_{sp} \) by a significant factor of about 3–5, as was already noticed in MD simulations.12,42 If one can reliably measure the arrival time \( t_2 \) of the R2 rarefaction wave, Eqs. (42)–(43) yield even more accurate values of \( \tilde{m}_{1m} \) and \( \dot{\varepsilon}_{sp} \), which confirms the high accuracy of the LU approximation (37).

**D. Evaluation of the spall strength**

Similar to the acoustic formula (17), our PA estimate of the spall strength is based on the measured free-surface velocity pullback \( \Delta u_{fs} \). We begin by arguing that the outer boundary \( \tilde{m}_{sp} \) of the spall zone, represented by the pb-shock starting point \( M_{sp} \) in Fig. 13 should generally lie on the R1 trailing characteristic \( C_{11} \), where \( \partial p/\partial m \) and \( \partial u/\partial m \) have a jump. Firstly, we note that everywhere above and to the right of the \( M_1-t_2 \) segment of the \( C_{11} \) curve, where the pressure is negative in the R2
with the right-reflected characteristic of the curvilinear pb-shock trajectory up to its intersection with the density profile of the R2 simple wave. For this, we trace the attenuation of the spall pulse, caused by the decreasing effective spall Mach number \( M_{sp} \) to the velocity decrement \( u \) at least for not too large values of \( \beta_1 \) and \( \beta_2 \) the pb shock can only start from the \( C_{12} \) characteristic. In strongly nonlinear cases with \( \beta_1 \gtrsim 1 \), this fact is confirmed by numerical simulations (at least for the present EOS), as is shown in Fig. 9b.

With \( M_{sp} \) lying on the \( C_{12} \) characteristic above the \( M_1 \) point, we can use the analytic properties of the R2 simple wave, represented by Eqs. (30)–(35), to relate the spall strength \( \sigma_{sp} \) to \( \Delta u_{fs} \). The simple acoustic formula (17) is based on the premise that the negative-pressure spall pulse (see Fig. 9b), created at \( M_{sp} \), propagates without attenuation down to the free surface, where the well-known velocity doubling rule \( \Delta u_{fs} = -2u'_{sp} \) applies; then (17) follows directly from Eq. (30) in the limit of \( b|\overrightarrow{u'}| \ll 1 \).

In the PA approximation, we take into account the attenuation of the spall pulse, caused by the decreasing amplitude of the pb shock as it propagates up the rising density profile of the R2 simple wave. For this, we trace the curvilinear pb-shock trajectory up to its intersection with the right-reflected characteristic \( C_{h3} \) at point \( M_2 \) and apply the doubling rule

\[
\Delta u_{fs} = -2u'_{2}
\]

(48)

to the velocity decrement

\[
u'_{2} \equiv c_{01}\overrightarrow{u}'_{2} \equiv u(t_{2m}, m_{2m}) - u_1 < 0,
\]

(47)

at that point, which has coordinates \( (\bar{m}_{2m}, \bar{t}_{2m}) \) in Fig. 10. Having introduced the pb-attenuation correction \( \delta_{pb} \)

\[
\delta_{pb} \equiv \frac{u'_{sp}}{u'_{2}} - 1
\]

(50)

and invoking Eq. (30), we obtain the following PA formula for the spall strength

\[
\sigma_{sp} = -p(u'_{sp}) = \rho_{01}c_{01}^2 |\overrightarrow{u}'_{sp}| (1 - b|\overrightarrow{u}'_{sp}|)
\]

\[
= \frac{1}{2} \rho_{01}c_{01} \Delta u_{fs} \bar{c}_0^{-1} (1 + \delta_{pb}) [1 - \beta_2(1 + \delta_{pb})].
\]

(51)

where

\[
|\overrightarrow{u}'_{sp}| = (1 + \delta_{pb}) \Delta u_{fs}.
\]

(52)

The attenuation correction

\[
\delta_{pb} = \frac{2(1 - 2\beta_2)}{\omega + [\omega^2 - 2\beta_2(1 - 2\beta_2)(3\mu + 1)]^{1/2}}
\]

(53)

is found as the solution of the quadratic equation (A14), where

\[
\mu = \frac{1 + \beta_1}{1 + \frac{1}{2}\beta_1} \frac{1 - \frac{3}{2}\beta_2}{1 - \frac{1}{2}\beta_2}, \quad \omega = \frac{1}{2} + \mu (2 - 3\beta_2).
\]

(54)

Note that formula (51) may be considered as a generalization of the simple extrapolation of the Hugoniot into the negative-pressure region, advocated in Ref. [29], which takes a more consistent account of the first-order nonlinear terms. For the fractional mass of the spall zone we obtain

\[
\bar{m}_{sp} = \bar{m}_{1m} \left[ 1 - \frac{|u'_{sp}|}{u_1} \right]
\]

(55)

where \( \bar{m}_{1m} \) is given by Eq. (39). The derivation of Eqs. (50)–(55) is detailed in Appendix A.

Although the effect of the pb-shock attenuation is fairly well known and has been discussed in literature [11,12], the explicit formula (55) for the corresponding correction \( \delta_{pb} \) is an important new result of this paper. For the particular considered problem of symmetric plate collision, this correction is a function of two dimensionless parameters \( \beta_1 \) and \( \beta_2 \) representing (in relative terms), respectively, the intensity of the initial load and the amplitude of the spall pulse. Figure 13 displays the behavior of \( \delta_{pb}(\beta_1, \beta_2) \) in the allowed range of \( 0 \leq \beta_2 \leq 0.5 \), reveals that for \( \beta_2 \lesssim 0.3 \) the pb-attenuation correction stays within a narrow range \( 0.4 \leq \delta_{pb} < 0.56 \) for any value of \( \beta_1 > 0 \), i.e. for arbitrary velocity of the impactor plate. This observation is important for applications because in real experiments the limit of \( \delta_{pb} \approx 0.3 \) is hardly ever exceeded.

![FIG. 13. The pb-attenuation correction \( \delta_{pb} = \delta_{pb}(\beta_1, \beta_2) \) as a function of \( \beta_2 \) for three selected values of \( \beta_1 \)](image-url)
Of special interest is the seemingly paradoxical result that in the limit of $\beta_1, \beta_2 \rightarrow 0$ the pb-attenuation correction does not vanish but approaches the value
\[
\delta_{00} \equiv \delta_{pb}(0,0) = \frac{2}{5} \tag{56}
\]
that is not much lower than the upper limit of $\delta_{pb,max} \approx 0.56$. The latter is explained by the fact that for $\beta_1 \sim \beta_2 < 1$ the small amplitude of the pb shock has the same order of magnitude as the difference between its propagation speed and the local sound velocity. In this sense, attenuation of the pb shock is qualitatively similar to the attenuation of weak saw-tooth-like pulses calculated in the first-order nonlinear approximation and controlled by the value of the fundamental gasdynamic derivative $\Gamma$ defined in Eq. (33). Remarkably, in our case $\delta_{00}$ turns out to be a universal constant which depends neither on $\Gamma$ nor on target parameters. Its value can be calculated independently and more rigorously by direct integration of the equation (A1) for the pb-shock trajectory in the asymptotic limit of $\beta_1, \beta_2 \rightarrow 0$, which yields $\delta_{00} = \sqrt{2} - 1$ that is practically indistinguishable from $\delta_{00} = 0.4$ obtained from Eq. (56).

In our PA formula (51) for the spall strength, the nonlinear corrections appear as three different terms, namely, the modified (compared to the normal state) acoustic impedance $\rho_0 c_0 = z^{-1}_0 \rho_0 c_0$, the pb-attenuation correction $\delta_{pb}$, and the negative pu-nonlinearity correction $-\beta_2 (1 + \delta_{pb})$. The relative importance of these correction terms can be judged from the data in Tables II and IV.

The negative impedance correction $z^{-1}_0 - 1$ is small (a few percent) for moderate loads near the spall threshold, but significant for highly nonlinear cases with large $u_p$. The positive pb-attenuation correction $\delta_{pb}$ is always significant and must never be ignored, at least not in the experiments where the flyer and the target plates have comparable masses.

The relative impact of the pu-nonlinearity term depends on the value of $\beta_2$, which is insensitive to $u_p$ and reaches its maximum for the maximum possible spall strength. But even then the value $\beta_2 \approx 0.3$, obtained in our simulations and quoted in Table IV, appears as rather an absolute upper limit; more typical for liquid metals at maximum possible tension would be $\beta_2 \lesssim 0.1-0.15$, like the value $\beta_2 \approx 0.12$ obtained in the MD simulations for liquid copper. The latter implies that the pu-nonlinearity should be taken into account near the thermodynamic stability limit, i.e. by the negative pressure on the liquid branch of the spinodal in a two-phase EOS. The main advantage of the proposed model is that practice the simple formula (17) may frequently be more accurate than more complex expressions with only a partial account for the nonlinearity effects. On the whole, the data in Table IV confirm that Eqs. (51) and (55) provide a significant improvement over the traditional acoustic formulae for interpretation of spall experiments with symmetric initial loading.

Our final remark is on the applicability of the acoustic limit. Naively, one might expect that in the limit of small amplitudes of both the loading shock and the pb pulse, i.e. in the limit of $\beta_1, \beta_2 \rightarrow 0$, $z_0 \rightarrow 1$, the acoustic formula (17) should be asymptotically exact. Our present analysis demonstrates that, whenever a pull-back shock is present, this is not the case. Instead, for symmetrically loaded impact plates, the correct small-amplitude limit is given by the formula
\[
\sigma_{sp} = \frac{1}{2} (1 + \delta_{00}) \rho_0 c_0 \Delta u_{fs} = \frac{1}{2} \rho_0 c_0 \Delta u_{fs}, \tag{57}
\]
which exceeds the acoustic result by 41%, and which would be suitable for interpretation of experiments where $\beta_1 \lesssim 0.3$ and $\beta_2 \lesssim 0.05$.

**V. CONCLUSIONS**

The paper presents the results of detailed analysis of the phase-flip (PF) model of spallation in pure liquids, where spall failure is treated as an infinitely fast irreversible liquid-gas phase transition. The spall strength is set equal to its theoretical maximum determined by the thermodynamic stability limit, i.e. by the negative pressure on the liquid branch of the spinodal in a two-phase EOS. The main advantage of the proposed model is that

| TABLE IV. Comparison of the PA and acoustic (ac) approximations with the exact (EOS or DEIRA) results for the spall strength $\sigma_{th}$ and the spalled mass fraction $m_{sp}$, calculated for the two reference values of $u_p$. The values of $\Delta u_{fs}$ are taken from the $u_{fs}(t)$ curves produced by the DEIRA runs |
|-----------------|--------------------|--------------------|-----------------|
| **EoS/DEIRA**   | **PA1**            | **PA0**            | **ac**          |
| $u_p = 1.25$, $\Delta u_{fs} = 1.111$ | | | |
| $\beta_1$       | 0.6442             | 0.6614             | –               |
| $\beta_2$       | 0.2941             | 0.2939             | –               |
| $\delta_{pb}$   | 0.4370             | 0.4378             | –               |
| $\sigma_{sp}$   | 11.15 (EOS)        | 10.65              | 10.80           |
| $m_{sp}$        | 0.131 (DEIRA)      | 0.120              | 0.128           |
| $u_p = 4.0$, $\Delta u_{fs} = 1.063$ | | | |
| $\beta_1$       | 2.031              | 2.117              | –               |
| $\beta_2$       | 0.2879             | 0.2812             | –               |
| $\delta_{pb}$   | 0.4740             | 0.4800             | –               |
| $\sigma_{sp}$   | 8.219 (EOS)        | 8.147              | 10.75           |
| $m_{sp}$        | 0.568 (DEIRA)      | 0.477              | 0.492           |


it can be easily and in a thermodynamically fully consistent way incorporated into the framework of ideal hydrodynamics. Unlike in the approach proposed in Ref. 10 and 20, energy dissipation due to spall fracture is described without invoking the concepts of surface tension and/or viscosity, simply as the entropy jumps in the PF transitions and in shocks generated by the PF pressure jumps.

The process of spall fracture in the proposed model develops as a sudden appearance of one or more “fog” bubbles behind hypersonic spall fronts (representing a new type of discontinuity in ideal hydrodynamics) that are launched from one or more isolated inception points at local pressure minima. In our context, the term “fog” refers to the equilibrium matter state, to which a metastable liquid relaxes in the process of spinodal decomposition. The volume and mass of each fog bubble continue to grow until the spall front, precipitating the PF transition, is overtaken by the pull-back compression shock.

To illustrate how the PF model could be used in practice, the results of numerical modeling of a symmetric plate impact experiment are presented. In most aspects, they look quite similar to those found in the MD simulation of a small-scale system.

To derive new post-acoustic formulae for evaluation of the strain rate, the fractured mass fraction, and the spall strength in plate impact experiments where these quantities are to be inferred from the measured free-surface velocity. Though valid for the particular case of a symmetric plate impact, the new approximate formula for $\sigma_{th}$ reveals a non-trivial interplay of the three nonlinear correction terms, which in reality often compensate for one another. A notable new result is that the correction factor for the pb-shock attenuation never becomes close to unity, and in the limit $u_p \ll c_0$ of weak initial loads approaches a universal value $1 + \delta_{00} = \sqrt{2}$ for any equation of state.

The key assumption of instant phase relaxation, on which the proposed PF model is based, is justified by explosive increase of the rate of homogeneous bubble nucleation near the limit of thermodynamic stability. In reality, the respective phase relaxation timescale $\tau_{pr}$ remains finite and limited to $\tau_{pr} \gtrsim 1-3$ ps, as is indicated by pressure relaxation dynamics in MD simulations.

The process of spall fracture in the proposed model develops as a sudden appearance of one or more “fog” bubbles behind hypersonic spall fronts (representing a new type of discontinuity in ideal hydrodynamics) that are launched from one or more isolated inception points at local pressure minima. In our context, the term “fog” refers to the equilibrium matter state, to which a metastable liquid relaxes in the process of spinodal decomposition. The volume and mass of each fog bubble continue to grow until the spall front, precipitating the PF transition, is overtaken by the pull-back compression shock.

To illustrate how the PF model could be used in practice, the results of numerical modeling of a symmetric plate impact experiment are presented. In most aspects, they look quite similar to those found in the MD simulation of a small-scale system.

To derive new post-acoustic formulae for evaluation of the strain rate, the fractured mass fraction, and the spall strength in plate impact experiments where these quantities are to be inferred from the measured free-surface velocity. Though valid for the particular case of a symmetric plate impact, the new approximate formula for $\sigma_{th}$ reveals a non-trivial interplay of the three nonlinear correction terms, which in reality often compensate for one another. A notable new result is that the correction factor for the pb-shock attenuation never becomes close to unity, and in the limit $u_p \ll c_0$ of weak initial loads approaches a universal value $1 + \delta_{00} = \sqrt{2}$ for any equation of state.

The key assumption of instant phase relaxation, on which the proposed PF model is based, is justified by explosive increase of the rate of homogeneous bubble nucleation near the limit of thermodynamic stability. In reality, the respective phase relaxation timescale $\tau_{pr}$ remains finite and limited to $\tau_{pr} \gtrsim 1-3$ ps, as is indicated by pressure relaxation dynamics in MD simulations.

The hypersonic spall fronts, discussed in Sect. 11, have a finite width of $\sim u_{spf} \tau_{pr}$, where $u_{spf}$ is the spall-front velocity in the comoving system. Consequently, the proposed model becomes applicable on time scales $t \gg \tau_{pr}$ and length scales $l \gg c_0 \tau_{pr} \gtrsim 10$ nm, where $c_0$ is the sound velocity in the relevant zero-pressure metastable state. Also, the length scale of emerging fracture zones must exceed the typical size of critical vapor bubbles, which again sets a limit of $l \gg 10$ nm. If the strain-rate dependence of the spall strength is to be accounted for, the present assumption of the spinodal-limited spall strength can be relaxed along the lines proposed in Refs. 33, 11, and in other similar works.
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**Appendix A: Derivation of formula (53) for the pb-attenuation correction**

We begin by ascertaining that the trajectory $\bar{m}_{pb}(t)$ of the pb shock, as it propagates from point $M_{sp}$ to point $M_2$ in Fig. 10 against the background of the R2 simple wave where all flow characteristics are functions of a single parameter $u' < 0$ [see Eqs. (60)–(65)], is governed by the equation

$$\frac{d\bar{m}_{pb}}{dt} = \zeta(\bar{u}') = 1 - b|\bar{u}'|.$$  \hspace{1cm} (A1)

Indeed, the trajectory $m(t)$ of any shock front, traveling with a speed $D_f$ relative to the fluid in an initial state $(v_i, P_i)$, obeys the equation\(23\) (§ 16, Ch. I)

$$\frac{dm}{dt} = p_i D_f \left( \frac{p_f - p_i}{v_i - v_f} \right)^{1/2},$$  \hspace{1cm} (A2)

where $(v_f, p_f)$ is the final post-shock state. Important here is that the shock impedance remains invariant by interchanging the initial and final states. In our context, where the compression Hugoniot for a final state $p_f = p_H(u') > 0$ at $u' > 0$ and the initial state $p_i = p_H(0) = 0$ is given by Eqs. (27), (28), the normalized shock impedance takes the form

$$\frac{d\bar{m}}{dt} = 1 + bu'.$$  \hspace{1cm} (A3)

If we consider now the pb compression shock, whose initial pressure $p_i = p_H(u') < 0$ is given by Eq. (27) [identical to Eq. (30)] for some $u' < 0$ and the final pressure $p_f = p_H(0) = 0$, we conclude that, due to the $i \leftrightarrow f$ interchange symmetry, its impedance must be equal to that of the rarefaction shock (perhaps non-physical but mathematically conceivable) represented by the extension of
Eqs. (27), (28), and (A3) into the $u' < 0$ domain, i.e. by Eq. (A11). Note that, unlike its normalized impedance $\zeta$, the front speed of the pb shock

$$D_{pb} = c_0 - (b - 1)|u'|$$  \hspace{1cm} \text{(A4)}$$

is not equal to the extension of Eq. (29) to negative $u'$. The fact that $\rho M(u')$ in Eq. (28) is not exactly equal to $\rho(u')$ from Eq. (31) has no practical significance because, when expanded in powers of $u'$, the two formulae begin to diverge in $O(u'^2)$ terms only, which can be safely ignored for $|u'| \leq |u'|_{sp} \lesssim 0.1 \sim 0.15$ encountered in reality. Of negligible effect is also the essentially positive pressure behind the pb shock, which, being limited from above by $p_{BE,sp}$ (see Sect. II.C), can practically always be neglected in comparison with $\sigma_{sp}$, as is seen from Table II.

Next, we introduce an auxiliary characteristic $C_{sp}^{+}$ into the chart in Fig. 10, which belongs to the $C^+$ fan of the $R_2$ wave and crosses the right-reflected characteristic $C_{sp}^{-}$ at the same point $M_0$ as the pb shock. Because for $u' < 0$ the acoustic impedance $\zeta$ is smaller than the pb-shock impedance $\zeta$, $C_{sp}^{+}$ is straight and lies below the pb-shock trajectory everywhere between $M_0$ and its intersection with the $C_{t1}^+$ characteristic at point $M_{o2}$ with coordinates $(\tilde{m}_{o2}, \tilde{t}_{o2})$, which lie in the range

$$\tilde{m}_{sp} < \tilde{m}_{o2} < \tilde{m}_{1m}, \quad \tilde{t}_{1m} < \tilde{t}_{o2} < \tilde{t}_{sp}. \hspace{1cm} \text{(A5)}$$

When applied to points $M_{o2}$ and $M_{sp}$, the LU approximation (37) takes the form

$$\frac{u_1}{m_{1m}} = \frac{u_1 - |u'|_{sp}}{m_{sp}},$$

which relates $\tilde{m}_{o2}$ and $\tilde{m}_{sp}$ to the known quantity $\tilde{m}_{1m}$, leading, in particular, to Eq. (35).

Now, the two unknown quantities $\delta_{pb}$ and $\tilde{m}_{2m}$ can be calculated from the system of two equations

$$1 - \tilde{m}_{1m} + \frac{1 - \tilde{m}_{2m}}{(1 + z_2)^2} - \frac{\tilde{m}_{2m} - \tilde{m}_{o2}}{z_2} - \frac{(1 + z_2)^2}{z_2} = 0,$$ \hspace{1cm} \text{(A7)}$$

and

$$\frac{\tilde{m}_{2m} - \tilde{m}_{o2}}{z_2} - \frac{\tilde{m}_{2m} - \tilde{m}_{sp}}{(\zeta_2 + \zeta_{sp})/2} - \frac{\tilde{m}_{o2} - \tilde{m}_{sp}}{(z_2 + z_{sp})/2} = 0,$$ \hspace{1cm} \text{(A8)}$$

obtained, respectively, by applying the $\oint d\ell = \oint z^{-1} d\ell = 0$ circulation rule to the two closed contours $M_1$-$\tilde{l}_{o2}$-$M_{2m}$-$M_{o2}$-$M_1$ and $M_{o2}$-$M_{2m}$-$M_{sp}$-$M_{o2}$ in the $(\tilde{m}, \tilde{t})$ plane, and by using the mean impedance values along the curvilinear characteristic segments and the pb-shock trajectory. Here

$$z_2 = 1 - 2\beta_2, \quad \zeta_2 = 1 - \beta_2, \hspace{1cm} \text{(A9)}$$

are the normalized acoustic and pb-shock impedances at point $M_2$, and

$$z_{sp} = 1 - 2\beta_2(1 + \delta_{pb}), \quad \zeta_{sp} = 1 - \beta_2(1 + \delta_{pb}) \hspace{1cm} \text{(A10)}$$

are the same impedances at point $M_{sp}$; $\beta_2$ is defined in Eq. (52). Equations (A7) and (A8) are easily transformed to

$$\frac{\tilde{m}_{2m} - \tilde{m}_{o2}}{\tilde{m}_{o2} - \tilde{m}_{sp}} = \frac{2\tilde{m}_{2m} - 3\tilde{m}_{o2}}{2\tilde{m}_{o2} - 3\tilde{m}_{sp}},$$ \hspace{1cm} \text{(A11)}$$

while from Eq. (A9) we get

$$\tilde{m}_{o2} - \tilde{m}_{sp} = \tilde{m}_{1m}(\beta_2/\beta_1)\delta_{pb}. \hspace{1cm} \text{(A13)}$$

Having substituted Eqs. (A9) - (A11) together with Eqs. (A13) and (29) into Eq. (A12), we obtain the quadratic equation

$$(3\mu + 1)\beta_2^2\delta_{pb}^2 - 2\omega\delta_{pb} + 2(1 - 2\beta_2) = 0 \hspace{1cm} \text{(A14)}$$

for the attenuation correction $\delta_{pb}$, where $\mu$ and $\omega$ are defined in Eq. (53). The basic equations (A7), (A8) and the ensuing formulae are physically meaningful only if the impedance $1 \geq z_2 > 0$, i.e. under the condition

$$0 \leq \beta_2 \leq \frac{1}{2} \hspace{1cm} \text{(A15)}$$

It is not difficult to prove that the above condition guarantees positivity of the discriminant in Eq. (A14).
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