I. INTRODUCTION

Floquet engineering, i.e., controlling functionalities of physical systems by external periodic drives, has attracted renewed attention partly due to the advancement of laser technology [1–5]. A key concept is the (approximate) local Floquet Hamiltonian $H_F$ [2] that is generically only defined when the driving period $T$ is short compared to the system's characteristic response time. Then $H_F$ approximately reproduces the actual unitary dynamics at short and intermediate times. By cleverly designing the driving protocol, one can convert a commonplace undriven Hamiltonian $H_0$ into the “dressed” $H_F$ corresponding to intriguing physical systems such as topological insulators [6–8] and Floquet time crystals [9–11], part of which have been realized experimentally [12–16]. Despite its usefulness, the local Floquet Hamiltonian $H_F$ fails to describe long-time dynamics in interacting/nonlinear systems. This is because the unitary evolution by $H_F$ introduces a new Floquet energy conservation law absent in the original driven model and thus cannot capture heating, which accompanies periodic driving eventually bringing isolated systems to the featureless infinite-temperature state [17–19]. Nonetheless, especially for high-frequency drives, the heating has been rigorously proven to occur exponentially slowly in the driving frequency [20–23]. In one-dimensional systems, a tighter, faster than exponential, bound was later found [24]. At short and intermediate times, the dynamics is well approximated by the unitary evolution by $H_F$. While these rigorous results provide upper bounds, it is still elusive to obtain the heating rates accurately in concrete systems. This especially applies to large-amplitude high-frequency drivings, where $H_F$ can significantly differ from the time-average Hamiltonian [2].

Several theoretical works have attempted to understand heating dynamics quantitatively. Since heating is inherent to large systems, simulating those is numerically demanding and has become accessible only recently [25–33]. Beyond simulations, a theory based on Fermi's golden rule (FGR) has been developed to describe heating rates [34–36]. Yet, this theory is limited to weak drives, where $H_F \approx H_0$ up to small $1/\omega$ corrections. When strong, the driving is responsible for both heating and dressing ($H_0 \to H_F$), it is quite subtle to separate the two effects, and the simple FGR does not work well [32, 33] (see also Refs. [37, 38] for a random driving).

In this work, we develop a Floquet-theoretical extension of FGR (Floquet FGR) that can describe heating dynamics even in the strong-drive regime, where nontrivial Floquet engineering is possible with a well defined local Floquet Hamiltonian $H_F \neq H_0$. The Floquet FGR calculation rapidly converges with the system size, enabling us to access the thermodynamic limit (TDL) more efficiently than the direct simulation. We also show that, during heating dynamics, the system is thermal for $H_F$ at an instantaneous (inverse) temperature $\beta(t)$, which evolves self-consistently with the injected energy. This result implies that the Floquet-Hamiltonian description survives even after heating sets in, where the finite-temperature Floquet engineering is realized.

II. FLOQUET FGR

We consider a periodically-driven quantum many-body system whose Hilbert-space dimension $d$ is large but finite. Its time evolution is characterized by a Floquet unitary $U$, under which the stroboscopic evolution of a many-body (pure) state is given by $|\Psi_k\rangle = U^k |\Psi_0\rangle$ with $|\Psi_0\rangle$ being the initial state.

An approximate Floquet Hamiltonian $H_F$ plays a central role in understanding the periodically-driven system, and the associated approximate Floquet unitary $U_F$ is defined by

$$U_F \equiv e^{-iH_FT}, \quad (1)$$

where $T$ is the driving period (and $\omega \equiv 2\pi/T$). There are various ways to define $H_F$, and the following argument equally applies to them. For concreteness, we focus on the high-frequency (i.e., short-period) Magnus expansion [39, 40] which gives $H_F$ as a power series for $T$. 
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We study heating dynamics in isolated quantum many-body systems driven periodically at high frequency and large amplitude. Combining the high-frequency expansion for the Floquet Hamiltonian with Fermi’s golden rule (FGR), we develop a master equation termed the Floquet FGR. Unlike the conventional one, the Floquet FGR correctly describes heating dynamics, including the prethermalization regime, even for strong drives, under which the Floquet Hamiltonian is significantly dressed, and nontrivial Floquet engineering is present. The Floquet FGR depends on system size only weakly, enabling us to analyze the thermodynamic limit with small-system calculations. Our results also indicate that, during heating, the system approximately stays in the thermal state for the Floquet Hamiltonian with a gradually rising temperature.
For a stepwise drive (see Eqs. (11) and (12) below), this expansion corresponds to the Baker-Campbell-Hausdorff (BCH) formula, giving \( H_F \) by nested commutators between \( H_0 \) and the driving term \( V \) accompanied by \( T^N \) \((N = 1, 2, \ldots)\). Thus the dressing strength \( H_F - H_0 \) roughly increases with \( T||V||/\omega \).

The Magnus expansion is an asymptotic series and is generally not convergent. However, it was rigorously proven [22] and confirmed numerically [41] that the expansion up to an optimal order \( N_\ast = O(\omega) \) tends to converge to a local \( H_F \) and well approximates the Floquet unitary: \( U_F \approx U \). If we continued the expansion still higher orders than \( N_\ast \), the Magnus expansion would tend to diverge or, if converge in finite-size systems, approach a highly nonlocal Hamiltonian. Throughout this work, we only consider low-order expansions, in which \( H_F \) is local and \( U_F \approx U \). To the authors’ knowledge, finding the optimal order \( N_\ast \) is still an open question although reasonable estimates are given in inequality analyses [22, 23]. Since \( U_F \neq U \), the difference between the exact evolution \( |\Psi_k\rangle \) and approximate one \( |\Psi_k^{\text{app}}\rangle = U_F^k |\Psi_0\rangle \) grows with \( k \). This difference underlies the origin of Floquet heating. While previous works gave upper bounds on the heating rates [20, 22, 24], they usually do not allow for quantitative estimates of these rates, which is the main subject of this paper.

Our idea of describing the heating dynamics is to focus on transitions between the eigenstates of \( H_F \). As \( U = U_F \) and \( \{ U_F, H_F \} = 0 \), these states are approximately stationary under the actual evolution \( U \), while residual transitions between them are caused by

\[
\delta U \equiv U_F^k U - I, \tag{2}
\]

where \( I \) denotes the identity operator. If \( U_F = U \) held, \( \delta U = I \) and no transitions could occur. Let us comment that there is an ambiguity in defining \( \delta U \). Other possible choices are \( \delta U = U U_F^k \) or \( \delta U = U U_F^k U U_F^k \). We will find that these choices give the same physical result (see Eq. (4) below) and that the choice (2) is most natural (see Appendix A for details). We assume that \( H_F \) describes well the system dynamics within one period implying that \( \delta U \) is close to identity for local bounded Hamiltonians [22].

More precisely, we assume that at each moment of time the system is well described by Floquet diagonal ensemble: \( \rho(t) = \sum_n P_n(t) |n\rangle \langle n| \), where \( |n\rangle \) are the eigenstates of the Floquet Hamiltonian: \( H_F |n\rangle = E_n |n\rangle \) \((n = 1, 2, \ldots, d)\), and correspondingly \( U_F |n\rangle = e^{i\delta K_n T} |n\rangle \) \((\theta_n \equiv E_n T)\). The weights \( P_n(t) \) are determined by the master equation:

\[
\frac{dP_n(t)}{dt} = \sum_m [w_{m \rightarrow n} P_m(t) - w_{n \rightarrow m} P_n(t)], \tag{3}
\]

where \( w_{m \rightarrow n} \) are the transition rates from \( |m\rangle \) to \( |n\rangle \) given by (see below for its derivation):

\[
w_{m \rightarrow n} = \omega \sum_{\ell \in \mathbb{Z}} \delta(\theta_n - \theta_m - 2\pi\ell) |\langle n | \delta U | m \rangle|^2 \tag{4}
\]

for \( m \neq n \). Clearly, we can freely assign the diagonal elements \( w_{n \rightarrow n} \) without changing the master equation (3). Note that in isolated systems generally the only attractor of the master equation is an infinite temperature state [42], i.e. \( p_n = \text{const} \). We term this formalism as the Floquet FGR since it inherits the spirit of original FGR: The transition rate \( w_{m \rightarrow n} \) is time-independent and determined by the perturbation matrix elements \( \langle n | \delta U | m \rangle \).

The Floquet FGR is a natural extension of the standard (bare) FGR [34] for Hamiltonians of type \( H(t) = H_0 + V(t) \). In the standard FGR, we consider the energy eigenstates of the undriven Hamiltonian \( (H_0 |n\rangle = E_n^{(0)} |n\rangle) \) and the transitions between them when the driving amplitude \( ||V(t)|| \) is small. The two FGRs coincide when the driving amplitude is small and \( H_F \approx H_0 \) (see Appendix B for a proof).

Before closing this section, let us formally derive Eq. (4). The central idea of the derivation is an assumption that \( P_F = U_F^k U \) is a unitary operator, which is close to the identity \( I \). We can then write \( U \) as

\[
U = U_F U_F^k U = U_F \delta U \approx U_F (I + i\delta K), \tag{5}
\]

where \( \delta K \) is some “small” Hermitian operator. If e.g. \( U_F \) is obtained using the high frequency expansion then \( \delta K \) is suppressed correspondingly to the order of the expansion power of the driving frequency. Note that have \( \langle n | \delta U | m \rangle \approx i \langle n | \delta K | m \rangle \) for \( m \neq n \). We consider the transition probability \( p_{m \rightarrow n} \) from \( |n\rangle \) to \( |m\rangle \) \((m \neq n)\) during \( N \gg 1 \) Floquet cycles. In the leading-order approximation in \( \delta K \) it is given by

\[
p_{m \rightarrow n} \approx \langle n | U^{N} | m \rangle^2 \approx \left| \sum_{k=1}^{N} \langle n | U_F^{k} \delta K U_F^{N-k} | m \rangle \right|^2 \approx \left| \sum_{k=1}^{N} e^{i(\theta_n - \theta_m)k} \right|^2 \left| \langle n | \delta U | m \rangle \right|^2. \tag{6}
\]

Now, we note \( \sum_{k=1}^{N} e^{i(\theta_n - \theta_m)k} \approx 2\pi \sum_{l=-\infty}^{\infty} \delta(\theta_n - \theta_m - 2\pi l) \), which leads to

\[
\left| \sum_{k=1}^{N} e^{i(\theta_n - \theta_m)k} \right|^2 \approx 2\pi N \sum_{l\in\mathbb{Z}} \delta(\theta_n - \theta_m - 2\pi l), \tag{7}
\]

where the factor of \( N \) comes from the observation that for \( \theta_n - \theta_m = 2\pi l \) we have \( \sum_{k=1}^{N} e^{i(\theta_n - \theta_m)k} = \sum_{k=1}^{N} 1 = N \). Combining Eqs. (6) and (7) and defining the transition probability per unit time \( w_{m \rightarrow n} = p_{m \rightarrow n} / (NT) = p_{m \rightarrow n} / (2\pi N) \) we derive Eq. (4).

### III. SELF-CONSISTENT EVOLUTION OF TEMPERATURE

The master equation (3) together with the expression for the transition rates (4) is sufficient for computing
heating of Floquet systems. To advance further, we will assume, from now on, that $H_F$ is quantum ergodic and the eigenstate thermalization hypothesis [43–45] holds. In such a case, aside from initial transients, we can regard $|\Psi_k\rangle$ as thermal at an appropriate (inverse) temperature $\beta$ [42, 46–48]. Thus, at each time $t$, it is reasonable to set the canonical distribution

$$
\rho^F_{\beta(t)} = \sum_n P^\beta(t) |n\rangle \langle n|, \quad P^\beta(t) = e^{-\beta(t)E_n}/Z_t
$$

(8)

with the time-dependent temperature $\beta(t)$ and partition function $Z_t = \sum_n e^{-\beta(t)E_n}$. Within this ansatz, expectation values of observables $O$ are obtained as $\langle O \rangle_t = \sum_n \langle n|O|n\rangle P^\beta(t)$. In driven isolated systems, generally, the correct statistical ensemble is different from the Gibbs ensemble [49], but the emerging differences vanish in the TDL.

We then can obtain a self-consistent evolution equation for $\beta(t)$ by first computing the Floquet energy $E_F$ and its variance $\sigma_F^2$ corresponding to a given temperature $\beta(t)$:

$$
E_F = \sum_n E_n P^\beta(t), \quad \sigma_F^2 = \sum_n (E_n - E_F)^2 - E_F^2.
$$

(9)

Then, using the chain rule together with Eq. (3), we find

$$
\frac{d\beta}{dt} = -\frac{1}{\sigma_F^2} \frac{dE_F}{dt}, \quad \frac{dE_F}{dt} = \sum_{n,m} P^\beta(t)(E_n - E_m)w_{n\rightarrow m},
$$

(10)

where we used the fact that for a canonical ensemble: $\sigma_F^2 = -dE_F/d\beta$ [50].

**IV. NUMERICAL VERIFICATION**

Let us verify how well the Floquet FGR describes actual heating dynamics in concrete models. Following Ref. [26], we consider a periodically-driven spin-chain Hamiltonian $H(t) = H_0 + g(t)V$ with

$$
H_0 = J \sum_i \sigma^z_i \sigma^z_{i+1} + J' \sum_i \sigma^x_i \sigma^x_{i+2} + h_x \sum_i \sigma^x_i
$$

$$
+ J_x \sum_i \sigma^x_i \sigma^x_{i+1}, \quad V = h_x \sum_i \sigma^x_i,
$$

(11)

and $g(t) = \text{sgn}(\cos(\omega t))$, which give the Floquet unitary

$$
U = e^{-i(H_0+V)T/4} e^{-i(H_0-V)T/2} e^{-i(H_0+V)T/4}.
$$

(12)

Here, $\sigma^\alpha_i$s are the Pauli matrices acting on site $i = 1, 2, \ldots, L$, and the periodic boundary conditions are imposed. We set $J = -1, h_x = 0.6, J' = -0.4$, and $J_x = 0.75$, ensuring that $H_0$ is ergodic enough. Taking a thermal pure state [51, 52] at energy density $\epsilon_k$ as our initial state $|\Psi_0\rangle$ (see Appendix C for details), we numerically obtain $|\Psi_k\rangle = U^k |\Psi_0\rangle$ by the Krylov evolution method [53]. Below, we focus on the high-frequency drives $\omega \gtrsim 10 \gg J, J'$. In the other regime $\omega \lesssim 10$, the heating occurs very fast, and there is no well-defined Floquet Hamiltonian.

Typical heating dynamics of the energy density $\epsilon_k = \langle \Psi_k | H_0 | \Psi_k \rangle / L$ is shown in Fig. 1 for two parameter sets, $(\omega, h_x) = (13, 0.37)$ and $(16, 3.0)$. In both cases, strong finite-size effects make heating saturate at some energy density, and the infinite-temperature state ($\epsilon_k = 0$) can be reached only at large system sizes. Although the computational complexity limits us to $L \leq 24$, we observe systematic tendencies to the TDL.

For weak driving amplitudes, the Floquet and bare FGRs give similar results, both describing the heating dynamics well, as is evident from Fig. 1(a). The bare FGR’s accuracy is also consistent with Ref. [34]. Note that, to avoid the initial transients, we have evolved $\beta(t)$ from $t = 20T$, at which $\beta$ is chosen to satisfy $\text{tr}[\rho^F_{\beta(t)}(H_0)] = \epsilon_k = 20$, where $\rho^F_{\beta(t)}$ is given by Eq. (8). For the Floquet FGR, we have used $H_F$ obtained by the 6th-order Magnus expansion (we will discuss the order dependence below) and approximated the delta function in Eq. (4) by a Gaussian of width $\delta\theta = T\delta E$ with $\delta E = 0.03L$. As Fig. 1(a) shows, the FGRs capture the unitary dynamics in the TDL reasonably well. Remarkably, the FGR shows a rapid size convergence as $L$ increases giving a clear advantage of FGR in studying the TDL. In the following we will use $L = 14$ for FGR calculations.

For strong drivings, the Floquet FGR better describes...
dynamics than the bare one, as shown in Fig. 1(b). This happens because the bare FGR heating rates are proportional to $h_x^2$, obviously overestimating them at large $h_x$. Meanwhile, in the Floquet FGR, both $H_F$ and $\delta U$ depend intricately on $h_x$ capturing well the actual heating dynamics. The Floquet FGR’s accuracy justifies the assumption that, at each instance of time, the system is in approximate equilibrium for the dressed $H_F$.

V. SUPPRESSION OF HEATING AT STRONG DRIVES

To uncover further nontrivial aspects of strong drives, we systematically study how the heating rate depends on the driving amplitude $h_x$. With $\omega = 16$ fixed, we simulate the unitary evolution for various $h_x$ and extract the heating rates at an energy density $\epsilon_x = -0.48$ as the slope $d\epsilon_x/dt$ obtained by the linear least-squares fit (see Appendix D for detail). This energy density is chosen to minimize finite size effects for unitary evolution simulations, which are especially strong near the saturation energy as seen in Fig. 1 for $k \gtrsim 10^4$. The heating rates thus extracted from dynamics and from FGRs are shown in Fig. 2. Interestingly, the rate does not monotonically increase with $h_x$ but becomes maximum at $h_x \approx 3$ then decreases for further larger $h_x$. This nonmonotonic behavior implies the Floquet prethermalization (see also Appendix D) and is consistent with earlier results in similar models [54, 55].

The nonmonotonic heating rate in Fig. 2 is well captured by the Floquet FGR with $H_F$ obtained by the Magnus expansion at sufficiently high order. The Floquet-FGR results are obtained by the following three steps. First, we use the Magnus expansion of the Floquet unitary $U$ to compute the Floquet Hamiltonian as a power series of $T$. Note that for symmetric drives only odd terms show up in the expansion [2]. Second, we find the temperature $\beta$ that reproduces our target energy density $\epsilon = -0.48 = \text{tr}(\rho_{\text{eq}}^x H_0)/L$. Note that $\epsilon$ is the physical energy of the system. And finally, using Eqs. (4) and (10), we compute the temperature increase $d\beta$ in a small time step $dt$ and the corresponding new energy $\epsilon'$. Thus, we obtain the heating rate as $(\epsilon' - \epsilon)/dt$.

We remark that the Floquet FGR, even at the 6th order, fails to describe the heating rate for very large amplitudes $h_x \gtrsim 6$ (see Fig. 2). This is due to the failure of the Magnus expansion for $H_F$ as it contains terms of the order $O(T^N h_x^{N+1})$, which do not decrease with $N$. Applying the Floquet FGR in this limit would require a different approach for finding the approximate Floquet Hamiltonian, for example, high-frequency expansion in the rotating frame [2, 56, 57], replica resummation of the BCH series [58], or flow equation method [59, 60]. We anticipate that the Floquet FGR will remain accurate if we use one of those methods.

It is instructive to extend the previous analysis to the whole $(h_x, \omega)$-plane. The Floquet FGR enables this efficiently due to its weak system-size dependence. It is thus sufficient to use a relatively small system size $L = 14$ to extract the two-dimensional heat map shown in Fig. 3(a). Here different colors encode different heating rates $d\epsilon_x/dt$ calculated using the 6th-order Floquet FGR at a fixed temperature $\beta = 0.1$. There is a clear triangular-shaped region in the bottom-right corner of Fig. 3(a), where the Floquet FGR fails. This region precisely corresponds to the region of failure of the Magnus expansion. Also, the

FIG. 2. Heating rates extracted from unitary dynamics at energy density $\epsilon = -0.48$ by the linear least squares. The solid (dashed) curves show the heating rates obtained by the Floquet (bare) FGR, and the Floquet FGR’s order from 0th to 6th in the legend shows that of the Magnus expansion for $H_F$ (see also text). All the FGR calculations are for $L = 14$.

FIG. 3. (a) Heating rate $d\epsilon_x/dt$ calculated by the Floquet FGR with the 6th-order $H_F$ at temperature $\beta = 0.1$. (b) Bures distance $D_B(\rho_{\text{eq}}^x, \rho_{\text{eq}}^0)$ (13) between thermal states for $H_F$ and $H_0$ at temperature $\beta = 0.1$. In each panel, we have used $L = 14$. 

plot is cut below $\omega = 12$ as, at lower frequencies, there is no Floquet prethermal phase, and the Floquet Hamiltonian becomes ill-defined.

Aside from the corner, the heating-rate map in Fig. 3(a) is reliable and provides key information. First, as $\omega$ increases with $h_x$ fixed, the heating rate is rapidly suppressed as expected [20, 22, 24]. Second, the rate is a non-monotonic function of $h_x$ for all shown frequencies. Consequently, the heating rate is suppressed at either the top-left or top-right corner of Fig. 3(a).

From the point of view of Floquet engineering, the right-top corner in Fig. 3(a) is most interesting as there both the heating rate is suppressed and the Floquet Hamiltonian is strongly dressed, i.e., is significantly different from $H_0$. To quantify the difference between $H_F$ and $H_0$ we introduce the Bures distance between the corresponding thermal distributions [61, 62]:

$$D_B(\rho, \sigma) = \left[ 2(1 - \text{tr} \sqrt{\rho \sigma} \sqrt{\rho \sigma}^{1/2}) \right]^{1/2}$$

(13)

where $\rho = \rho_F^0$ and $\sigma = \rho_0^0$ are the thermal density matrices for $H_F$ and $H_0$, respectively, evaluated at the same temperature $\beta$. Large Bures distance means that the Floquet prethermal state is significantly different from the thermal state of the undriven Hamiltonian $H_0$. Figure 3(b) shows the Bures distance at $\beta = 0.1$, indicating the expected tendency of strong renormalization of $H_F$ at large driving amplitudes. We remark that Fig. 3(b) has clear linear structures separating different color regions. This reflects that the Magnus expansion is indeed dominated by the powers of the dimensionless ratio $h_x/\omega$.

VI. OTHER MODELS AND POSSIBLE EXPERIMENTS

Spin models analyzed above can be realized, for example, in trapped ions [63, 64], Rydberg atoms [65], nuclear spins [66], nitrogen-vacancy centers [67], superconducting qubits [68], and other systems. In particular, heating in Floquet spin systems was observed in Refs. [66, 69]. Even wider applications of the developed Floquet FGR can be anticipated in materials, where the recent advances of terahertz spectroscopy and pump-probe methods enable us to access time scales, where electron systems are effectively decoupled from phonons and thus can be treated as isolated [70, 71].

While analyzing specific experiments requires its own systematic analysis, which is beyond the scope of this work, we want to illustrate that the methodology developed here can be applied to interacting electrons described by a driven Hubbard model:

$$H_0 = -t_1 \sum_{i=1}^{L-1} \sum_{s=\uparrow, \downarrow} (c_{i,s}^\dagger c_{i+1,s} + \text{H.c.})$$

$$-t_2 \sum_{i=1}^{L-2} \sum_{s=\uparrow, \downarrow} (c_{i,s}^\dagger c_{i+2,s} + \text{H.c.}) + U \sum_{i=1}^{L} n_{i,\uparrow} n_{i,\downarrow} + H_{\text{sb}},$$

$$V = E_0 \sum_{i=1}^{L} \left( i - \frac{L+1}{2} \right) (n_{i,\uparrow} + n_{i,\downarrow}).$$

(14)

The undriven Hamiltonian $H_0$ is an ergodic Fermi-Hubbard chain of length $L$ that includes the next-nearest-neighbor hopping ($t_1 = 1$, $t_2 = 0.5$, and $U = 4$) and small symmetry-breaking term $H_{\text{sb}} = h_{b}(n_{1,\uparrow} - n_{1,\downarrow}) + \mu_b(n_{L,\uparrow} + n_{L,\downarrow})$ with $h_b = \mu_b = 10^{-3}$ on the chain boundaries [72]. Our driving term $g(t)V$ is the alternating electric field along the chain represented by the linear electric potential $V$ with $E_0$ being the electric-field strength. Like in the spin model, the total Hamiltonian is $H(t) = H_0 + g(t)V$, where $g(t) = \text{sgn}(\cos(\Omega t))$. Following Ref. [72], we consider even $L$’s and the 1/4-filling, for which $N_\uparrow + N_\downarrow = L/2$ and $N_\uparrow = N_\downarrow (N_\uparrow + 1)$ when $L/4$ is integer (noninteger). Their values and the corresponding Hilbert-space dimensions are shown in Table I. We simulate the unitary evolution by the Krylov evolution method, and the initial state is created by the method in Sec. C. The FGR calculations have also been done similarly with the exact diagonalization of $H_F$ and the thermal ansatz with the time-dependent temperature $\beta(t)$.

Like the spin model, the Floquet FGR works better than the bare one for strong drives in the Fermi-Hubbard model. Figure 4 shows a typical heating dynamics for such a case ($E_0 = 4$ and $\omega = 10$) from an initial energy $\epsilon = -0.25$, compared with the bare and 6th-order-Floquet FGRs starting from $t = 10T$. This result is qualitatively similar to that in the spin model in Fig. 1, evidencing the general applicability of the Floquet FGR and opening the possibility of experimental verification in Fermi-Hubbard models. Thus, one could use those models simulated in ultracold atoms [73] and possibly in solid-state materials if dissipation is negligible.

| $L$ | $N_\uparrow$ | $N_\downarrow$ | $D$ |
|-----|-------------|---------------|-----|
| 8   | 2           | 2             | 784 |
| 10  | 3           | 2             | 5400|
| 12  | 3           | 3             | 48400|
| 14  | 4           | 3             | 3312400|
VII. SUMMARY AND PROSPECT

We formulated the Floquet FGR by combining the high-frequency expansion with the conventional Fermi’s golden rule. We verified that it correctly describes heating dynamics of periodically-driven many-body quantum systems even in the strong-drive regime, where the bare FGR fails. The Floquet FGR is practically useful because it captures the TDL already at a small system sizes. High accuracy of the Floquet FGR indicates that, aside from initial transients, the system we analyzed can be characterized as an equilibrium state for the Floquet Hamiltonian $H_F$ with a slowly changing inverse temperature $\beta(t)$.

We leave some important generalizations for future work. First, we have focused on ergodic $H_F$ having no relevant conserved quantity and utilized the thermal ansatz (8). Yet, this ansatz should be modified appropriately when $H_F$ has conserved quantities like in, e.g., integrable models [57, 74, 75] and Floquet time crystals (or pi glasses) [27–29]. Second, it is interesting to combine this approach with other sophisticated schemes for finding approximate Floquet Hamiltonians. Finally, we are planning to apply the Floquet FGR approach to open systems to find transient and steady states in driven-dissipative systems [76, 77].

Note added.— The terminology, Floquet FGR, is also used for slightly different concepts in kinetics [78–81].
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Appendix A: Symmetry of transition rates

We show that $w_{m \to n}$ is approximately symmetric: $w_{m \to n} \approx w_{n \to m}$. For this, let us use the $w_{m \to n}$’s expression by $\delta U$ in Eq. (4). As $U_F^\dagger U$ is a unitary matrix, there exists a Hermitian matrix $\delta K$ such that $U_F^\dagger U = e^{i\delta K}$. Suppose that $H_F$ is a good Floquet Hamiltonian and $U_F \approx U$, meaning that $\langle n | \delta U | m \rangle \approx i \langle n | \delta K | m \rangle$ for $m \neq n$ and hence

$$w_{m \to n} \approx \omega \sum_{l \in \mathbb{Z}} \delta(\theta_n - \theta_m - 2\pi l) |\langle n | \delta K | m \rangle|^2. \quad (A1)$$

Here we note that $|\langle n | \delta K | m \rangle|$ is symmetric under interchange of $m$ and $n$ as $\delta K$ is Hermitian and that $\sum_{l \in \mathbb{Z}} \delta(\theta_n - \theta_m - 2\pi l)$ is also symmetric as $\delta(x)$ is an even function. Therefore, the approximate $w_{m \to n}$ in Eq. (A1) is symmetric $w_{m \to n} = w_{n \to m}$.

We remark that, when $\langle n | U | m \rangle$ is a symmetric matrix, $w_{m \to n} = w_{n \to m}$ holds exactly. To show this, we use $\langle n | \delta U | m \rangle = \langle n | U_F^\dagger U | m \rangle = e^{i\theta_n} \langle n | U | m \rangle$, having

$$w_{m \to n} \approx \omega \sum_{l \in \mathbb{Z}} \delta(\theta_n - \theta_m - 2\pi l) |\langle n | U | m \rangle|^2. \quad (A2)$$

This expression implies that, if $\langle n | U | m \rangle$ is a symmetric matrix, $w_{m \to n}$ is also symmetric.

As one can check easily, $\langle n | U | m \rangle$ is symmetric in the example model analyzed in the main text. More generally, $\langle n | U | m \rangle$ is symmetric if there exists an appropriate basis where the $H_F$ is real symmetric, and the driving protocol is time-reversal symmetric $H(T - t) = \mathcal{H}(t)$.

Appendix B: Equivalence of bare and Floquet FGRs for small driving amplitudes

Let us consider the following periodic Hamiltonian

$$H(t) = H_0 + g(t)V,$$

$$g(t) = \sum_{l \in \mathbb{Z}} g_l e^{-il\omega t},$$

$$g_l = \int_0^T ds \frac{T}{g(s) e^{il\omega s}}, \quad (B1)$$

where $g(t + T) = g(t)$ and the driving amplitude $|g(t)|$ is small. The bare FGR [34] is based on $H_0$’s eigenbasis $(H_0 | n \rangle = E^{(0)}_n | n \rangle)$ and gives the transition rate from $|m \rangle$ to $|n \rangle$ as

$$w_{m \to n}^{\text{bare FGR}} = 2\pi \sum_{l \in \mathbb{Z}} |V_{nm}|^2 |g_l|^2 \delta(E^{(0)}_n - l\omega) \quad (B2)$$

with $V_{nm} = o\langle n | V | m \rangle$ and $E^{(0)}_n = E^{(0)}_n - E^{(0)}_m$. 

FIG. 4. Typical heating dynamics in the open Fermi-Hubbard chain for a strong drive ($E_0 = 4$ and $\omega = 10$). Solid curves are the results obtained by numerically simulating the unitary evolution. Dotted (dash-dotted) curves show that obtained by the 6th-order-Floquet (bare) FGR at $L = 10$. 
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Our aim here is to prove the equivalence of bare and Floquet FGRs in the limit of \( g \to 0 \) (\( g \) symbolically stands for the driving amplitude). Specifically, we prove that Eq. (B2) coincides with Eq. (4) in the leading order of \( g \) as \( g \to 0 \). To prove this, we begin by noticing that \( H_F = H_0 + O(g) \), meaning that \( |m\rangle \to |m\rangle_0 \) and \( E_m \to E_m^{(0)} \) in this limit. Thus, we can approximate Eq. (4) as

\[
\frac{w_{m\to n}}{T} \approx \frac{2\pi}{T} \left\{ \sum_{l \in \mathbb{Z}} \delta(E_{nm}^{(0)} - E_{m}^{(0)} - 2\pi l)|\langle n | \delta U | m \rangle_0|^2 \right\}^{\frac{1}{2}}
\]

where we have used \( \delta(ax) = \delta(x)|a| \).

To obtain equivalence between Eqs. (B4) and (B2), we look into the matrix elements \( \langle n | \delta U | m \rangle_0 \). To do this, we recall

\[
\delta U = U_T^0 U \approx e^{iH_0 T} U \tag{B5}
\]

and notice that \( e^{iH_0 T} U \) is the one-cycle evolution in the interaction picture

\[
e^{iH_0 T} U = \exp \left[ -i \int_0^T ds g(s) V_I(s) \right] \tag{B6}
\]

with \( V_I(s) = e^{iH_0^* V} e^{-iH_0^* s} \) and \( \exp_+ \) denotes the time-ordered exponential. Substituting Eq. (B6) into Eq. (B5) and taking its matrix element, we have, for \( m \neq n \),

\[
\langle n | \delta U | m \rangle_0 \approx -i \int_0^T ds g(s) \langle n | V_I(s) | m \rangle_0 = -i V_{nm} \int_0^T ds g(s) e^{iE_{nm}^{(0)} s}. \tag{B7}
\]

Finally, we substitute Eq. (B7) into Eq. (B4) and invoke \( \delta(E_{nm}^{(0)} - l\omega) \) that allows us to replace \( E_{nm}^{(0)} \) by \( l\omega \), obtaining

\[
\frac{w_{m\to n}}{T} = \frac{2\pi}{T} \sum_{l \in \mathbb{Z}} \delta(E_{nm}^{(0)} - l\omega)|V_{nm}|^2 \left| \int_0^T ds g(s) e^{i\omega s} \right|^2 = 2\pi \sum_{l \in \mathbb{Z}} |V_{nm}|^2 |g|^2 \delta(E_{nm}^{(0)} - l\omega), \tag{B8}
\]

where we have used the definition of \( g_l \) in Eq. (B1). Equations (B2) and (B8) mean the equivalence between bare and Floquet FGRs in the limit of small driving amplitude \( g \to 0 \).

**Appendix C: Initial state preparation**

In the main text, we have stated that \( |\Psi_0\rangle \) is at the energy density \( \epsilon_0 \). The explicit procedure to generate \( |\Psi_0\rangle \) is what was developed in Ref. [51]. First, we take \( |\psi_0\rangle \) randomly following the uniform Haar measure on the whole Hilbert space of dimension \( 2^L \). Second, we make iteratively

\[
|\psi_{p+1}\rangle \equiv \frac{(l - \hat{h})|\psi_p\rangle}{\| (l - \hat{h})|\psi_p\rangle \|}, \quad u_p \equiv \langle \psi_p | \hat{h} | \psi_p \rangle, \tag{C1}
\]

where \( \hat{h} \equiv H_0/L \) and we have set \( l = 50 \). As shown in Ref. [51], the energy density \( u_p \) gradually decreases as we proceed, and we encounter \( p_0 \) such that \( u_{p_0+1} > \epsilon_0 \). Then, we set \( |\Psi_0\rangle = |\psi_{p_0}\rangle \). All the presented results are obtained for a single realization of \( |\psi_{p_0}\rangle \), and we have confirmed that average over realizations does not change the results very much especially for larger system sizes like \( L = 20 \).

**Appendix D: Heating rate extraction**

We supplement technical details for extracting heating rates shown in Fig. 2 in the main text. We simulate the unitary evolution for \( h_x = 0.25 \times j \ (j = 1, 2, \ldots, 25) \) with \( \omega = 16 \) being fixed. To obtain the heating rate from exact simulations, we initialize the system at \( \epsilon_0 = -0.5 - 0.05 h_x \) and extract the slope of the energy density \( \epsilon_k \) when it reaches a fixed value \( \epsilon_k = -0.48 \) from the linear least-squares fit. Figure 5 shows the simulated heating dynamics for each \( h_x \) at \( L = 20 \) with \( \omega = 16 \) being fixed.

We remark that the Floquet prethermalization is manifest in Fig. 5(b). For strong drives (\( H_F \neq H_0 \)), the system initially in a thermal state for \( H_0 \) is strongly kicked in the first few cycles and then gets stabilized. This early-stage dynamics (Floquet prethermalization) is well approximated by the unitary evolution by \( H_F \) rather than \( H_0 \). The Floquet FGR describes the heating after the perthermalization.

We extract the heating rates at a fixed value \( \epsilon = -0.48 \) from the simulated dynamics as follows. We find \( k_0 \) such that \( \epsilon_{k_0-1} < -0.48 < \epsilon_{k_0} \). To extract the slope of the energy density \( \epsilon_k \), we take \( K \) data points \( \{\epsilon_k\}_{k=0+K} \). In this work, we have used \( K = 20 \) to reduce the effect of fluctuations. The insets of Fig. 5 show the linear least squares fit for two representative \( h_x \) of 1.5 and 5.5. To convert into the heating rate \( de/dt \), we divide the slope by the driving period \( T \).
FIG. 5. Heating dynamics for various driving amplitude $h_x$ in (a) $0.25 \leq h_x \leq 3.25$ and (b) $3.5 \leq h_x \leq 6.25$ calculated at frequency $\omega = 16$ and system size $L = 20$. The inset shows the first 20 Floquet cycles in which $\epsilon_k > -0.48$ for $h_x = 1.5$ in panel (a) and $h_x = 5.5$ in panel (b). The inset also shows the linear least squares fit.

[1] N. Goldman and J. Dalibard, Periodically driven quantum systems: Effective Hamiltonians and engineered gauge fields, Physical Review X 4, 1 (2014).
[2] M. Bukov, L. D’Alessio, and A. Polkovnikov, Universal high-frequency behavior of periodically driven systems: from dynamical stabilization to Floquet engineering, Advances in Physics 64, 139 (2015).
[3] M. Holthaus, Floquet engineering with quasienergy bands of periodically driven optical lattices, J. Phys. B: At. Mol. Opt. Phys. 49, 13001 (2015).
[4] A. Eckardt, Colloquium: Atomic quantum gases in periodically driven optical lattices, Rev. Mod. Phys. 89, 11004 (2017).
[5] T. Oka and S. Kitamura, Floquet Engineering of Quantum Materials, Annual Review of Condensed Matter Physics 10, 387 (2019).
[6] T. Oka and H. Aoki, Photovoltaic Hall effect in graphene, Physical Review B 79, 081406(R) (2009).
[7] T. Kitagawa, E. Berg, M. Rudner, and A. Demler, Topological characterization of periodically driven quantum systems, Phys. Rev. B 82, 235114 (2010).
[8] B. Pérez-González, M. Bello, G. Platero, and Á. Gómez-León, Simulation of 1D Topological Phases in Driven Quantum Dot Arrays, Physical Review Letters 123, 126401 (2019).
[9] D. V. Else, B. Bauer, and C. Nayak, Floquet Time Crystals, Phys. Rev. Lett. 117, 90402 (2016).
[10] C. W. von Keyserlingk, V. Khemani, and S. L. Sondhi, Absolute stability and spatiotemporal long-range order in Floquet systems, Physical Review B 94, 085112 (2016).
[11] N. Y. Yao, A. C. Potter, I. D. Potirniche, and A. Vishwanath, Discrete Time Crystals: Rigidity, Criticality, and Realizations, Physical Review Letters 118, 030401 (2017).
[12] Y. H. Wang, H. Steinberg, P. Jarillo-Herrero, and N. Gedik, Observation of Floquet-Bloch States on the Surface of a Topological Insulator, Science 342, 453 (2013).
[13] M. C. Rechtsman, J. M. Zeuner, Y. Plotnik, Y. Lumer, D. Podolsky, F. Dreisow, S. Nolte, M. Segev, and A. Szameit, Photonic Floquet topological insulators, Nature 496, 196 (2013).
[14] G. Jotzu, M. Messer, R. Desbuquois, M. Lebrat, T. Uehlinger, D. Greif, and T. Esslinger, Experimental realization of the topological Haldane model with ultracold fermions, Nature 515, 237 (2014).
[15] S. Choi, J. Choi, R. Landig, G. Kucsko, H. Zhou, J. Isoya, F. Jelezko, S. Onoda, H. Sumiya, V. Khemani, C. Von Keyserlingk, N. Y. Yao, E. Demler, and M. D. Lukin, Observation of discrete time-crystalline order in a disordered dipolar many-body system, Nature 543, 221 (2017).
[16] J. Zhang, P. W. Hess, A. Kyprianidis, P. Becker, A. Lee, J. Smith, G. Pagano, I. D. Potirniche, A. C. Potter, A. Vishwanath, N. Y. Yao, and C. Monroe, Observation of a discrete time crystal, Nature 543, 217 (2017).
[17] A. Lazarides, A. Das, and R. Moessner, Equilibrium states of generic quantum systems subject to periodic driving, Phys. Rev. E 90, 12110 (2014).
[18] L. D’Alessio and M. Rigol, Long-time Behavior of Isolated Periodically Driven Interacting Lattice Systems, Phys. Rev. X 4, 10 (2014).
[19] H. Kim, T. N. Ikeda, and D. A. Huse, Testing whether all eigenstates obey the eigenstate thermalization hypothesis, Physical Review E 90, 052105 (2014).
[20] D. A. Abanin, W. De Roeck, and F. Hauke, Exponentially Slow Heating in Periodically Driven Many-Body Systems, Phys. Rev. Lett. 115, 256803 (2015).
[21] T. Mori, T. Kuwahara, and K. Saito, Rigorous Bound on Energy Absorption and Generic Relaxation in Periodically Driven Quantum Systems, Physical Review Letters 116, 1 (2016).
[22] T. Kuwahara, T. Mori, and K. Saito, Floquet-Magnus theory and generic transient dynamics in periodically driven many-body quantum systems, Annals of Physics 367, 96 (2016).
[23] D. A. Abanin, W. De Roeck, W. W. Ho, and F. Hauke, Effective Hamiltonians, prethermalization, and slow energy absorption in periodically driven many-body systems, Phys. Rev. B 95, 14112 (2017).
[24] A. Avdoshkin and A. Dymarsky, Euclidean operator growth and quantum chaos, Physical Review Research
[25] M. Bukov, M. Heyl, D. A. Huse, and A. Polkovnikov, Heating and many-body resonances in a periodically driven two-band system, Phys. Rev. B 93, 155132 (2016).

[26] F. Machado, G. D. Kahanamoku-Meyer, D. V. Else, C. Nayak, and N. Y. Yao, Exponentially slow heating in short and long-range interacting Floquet systems, Physical Review Research 1, 33202 (2019).

[27] F. Machado, D. V. Else, G. D. Kahanamoku-Meyer, C. Nayak, and N. Y. Yao, Long-Range Prethermal Phases of Nonequilibrium Matter, Physical Review X 10, 11043 (2020).

[28] D. J. Luitz, R. Moessner, S. Sondhi, and V. Khemani, Prethermalization without Temperature, Physical Review X 10, 21046 (2020).

[29] A. Pizzi, D. Malz, G. De Tomasi, J. Knolle, and A. Nunnenkamp, Time crystallinity and finite-size effects in clean Floquet systems, Physical Review B 102, 244207 (2020).

[30] B. Ye, F. Machado, C. D. White, R. S. Mong, and N. Y. Yao, Emergent Hydrodynamics in Nonequilibrium Quantum Systems, Physical Review Letters 125, 30601 (2020).

[31] C. Yin, P. Peng, X. Huang, C. Ramanathan, and P. Capellaro, Prethermal quasiconserved observables in Floquet quantum systems, Phys. Rev. B 103, 54305 (2021).

[32] C. Fleckenstein and M. Bukov, Prethermalization and thermalization in periodically driven many-body systems away from the high-frequency limit, Physical Review B 103, L140302 (2021).

[33] C. Fleckenstein and M. Bukov, Thermalization and prethermalization in periodically kicked quantum spin chains, Physical Review B 103, 144307 (2021).

[34] K. Mallayya and M. Rigol, Heating Rates in Periodically Driven Strongly Interacting Quantum Many-Body Systems, Physical Review Letters 123, 240603 (2019).

[35] K. Mallayya, M. Rigol, and W. De Roeck, Prethermalization and Thermalization in Isolated Quantum Systems, Phys. Rev. X 9, 21027 (2019).

[36] A. Rakcheev and A. M. Läuchli, Estimating heating times in periodically driven quantum many-body systems via avoided crossing spectroscopy (2020).

[37] H. Zhao, F. Mintert, R. Moessner, and J. Knolle, Random Multipolar Driving: Tunably Slow Heating through Spectral Engineering, Phys. Rev. Lett. 126, 40601 (2021).

[38] T. Mori, H. Zhao, F. Mintert, J. Knolle, and R. Moessner, Rigorous Bounds on the Heating Rate in Thue-Morse Quasiperiodically and Randomly Driven Quantum Many-Body Systems, arXiv:2101.07065 (2021).

[39] W. Magnus, On the exponential solution of differential equations for a linear operator, Communications on Pure and Applied Mathematics 7, 649 (1954).

[40] S. Blanes, F. Casas, J. A. Oteo, and J. Ros, The Magnus expansion and some of its applications, Physics Reports 470, 151 (2009).

[41] O. Howell, P. Weinberg, D. Sels, A. Polkovnikov, and M. Bukov, Asymptotic Prethermalization in Periodically Driven Classical Spin Chains, Physical Review Letters 122, 100602 (2019).

[42] L. D’Alessio, Y. Kafri, A. Polkovnikov, and M. Rigol, From quantum chaos and eigenstate thermalization to statistical mechanics and thermodynamics, Advances in Physics 65, 239 (2016).

[43] J. Deutsch, Quantum statistical mechanics in a closed system, Physical Review A 43, 2046 (1991).

[44] M. Srednicki, Chaos and quantum thermalization, Physical Review E 50, 888 (1994).

[45] M. Rigol, V. Dunjko, and M. Olshanii, Thermalization and its mechanism for generic isolated quantum systems, Nature 452, 854 (2008).

[46] A. Polkovnikov, K. Sengupta, A. Silva, and M. Vengalattore, Colloquium: Nonequilibrium dynamics of closed interacting quantum systems, Reviews of Modern Physics 83, 863 (2011).

[47] J. Eisert, M. Friesdorf, and C. Gogolin, Quantum many-body systems out of equilibrium, Nature Physics 11, 124 (2015).

[48] T. Moris, T. N. Ikeda, E. Kaminishi, and M. Ueda, Thermalization and prethermalization in isolated quantum systems: a theoretical overview, Journal of Physics B: Atomic, Molecular and Optical Physics 51, 112001 (2018).

[49] G. Bunin, L. D’Alessio, Y. Kafri, and A. Polkovnikov, Universal energy fluctuations in thermally isolated driven systems, Nature Physics 7, 913 (2011).

[50] M. Kardar, Statistical Physics of Particles (Cambridge University Press, 2007).

[51] S. Sugiuara and A. Shimizu, Thermal Pure Quantum States at Finite Temperature, Physical Review Letters 108, 240401 (2012).

[52] S. Sugiuara and A. Shimizu, Canonical Thermal Pure Quantum State, Physical Review Letters 111, 10401 (2013).

[53] C. Moler and C. Van Loan, Nineteen dubious ways to compute the exponential of a matrix, twenty-five years later, SIAM Review 45, 3 (2003).

[54] A. Das, Exotic freezing of response in a quantum many-body system, Physical Review B 82, 172402 (2010).

[55] A. Haldar, R. Moessner, and A. Das, Onset of Floquet thermalization, Physical Review B 97, 245122 (2018).

[56] M. Bukov, M. Kolodrubetz, and A. Polkovnikov, Schrieffer-Wolff Transformation for Periodically Driven Systems: Strongly Correlated Systems with Artificial Gauge Fields, Physical Review Letters 116, 125301 (2016).

[57] A. Haldar, D. Sen, R. Moessner, and A. Das, Dynamical Freezing and Scar Points in Strongly Driven Floquet Matter: Resonance vs Emergent Conservation Laws, Phys. Rev. X 11, 21008 (2021).

[58] S. Vajna, K. Klobas, T. Prosen, and A. Polkovnikov, Replica Resummation of the Baker-Campbell-Hausdorff Series, Physical Review Letters 120, 200607 (2018).

[59] M. Vogl, P. Laurell, A. D. Barr, and G. A. Fiete, Flow Equation Approach to Periodically Driven Quantum Systems, Physical Review X 9, 21037 (2019).

[60] M. Claassen, Flow Renormalization and Emergent Prethermal Regimes of Periodically-Driven Quantum Systems, arXiv:2103.07485 (2021).

[61] D. Bures, An extension of Kakutani’s theorem on infinite product measures to the tensor product of semifinite $\mathcal{W}$-algebras, Transactions of the American Mathematical Society 135, 199 (1969).

[62] D. Leibfried, R. Blatt, C. Monroe, and D. Wineland, Quantum dynamics of single trapped ions, Reviews of Modern Physics 75, 281 (2003).
[64] R. Blatt and C. F. Roos, Quantum simulations with trapped ions, Nature Physics 8, 277 (2012).

[65] S. Ebadi, T. T. Wang, H. Levine, A. Keesling, G. Somoghi, A. Omran, D. Bluvstein, R. Samajdar, H. Pichler, W. W. Ho, S. Choi, S. Sachdev, M. Greiner, V. Vuletić, and M. D. Lukin, Quantum phases of matter on a 256-atom programmable quantum simulator, Nature 595, 227 (2021).

[66] P. Peng, C. Yin, X. Huang, C. Ramanathan, and P. CapPELLaro, Floquet prethermalization in dipolar spin chains, Nature Physics 17, 444 (2021).

[67] J. Lang, R. Liu, and T. Monteiro, Dynamical-Decoupling-Based Quantum Sensing: Floquet Spectroscopy, Physical Review X 5, 10116 (2015).

[68] M. Kjaergaard, M. E. Schwartz, J. Braumuller, P. Krantz, J. I.-J. Wang, S. Gustavsson, and W. D. Oliver, Superconducting Qubits: Current State of Play, Annual Review of Condensed Matter Physics 11, 369 (2020).

[69] W. Beatrez, O. Janes, A. Akkiraju, A. Pillai, A. Odoo, P. Reshetikhin, E. Druga, M. McAllister, M. Elo, B. Gilbert, D. Suter, and A. Ajoy, Floquet prethermalization with lifetime exceeding 90s in a bulk hyperpolarized solid, arXiv:2104.01988 (2021).

[70] A. Ron, S. Chaudhary, G. Zhang, H. Ning, E. Zoghlin, S. Wilson, R. Averitt, G. Refael, and D. Hsieh, Ultr FaSt Enhancement of Ferromagnetic Spin Exchange Induced by Ligand-to-Metal Charge Transfer, Physical Review Letters 125, 197203 (2020).

[71] B. Liu, M. Forst, M. Fechner, D. Nicoletti, J. Porras, T. Loew, B. Keimer, and A. Cavalleri, Pump Frequency Resonances for Light-Induced Incipient Superconductivity in YBa$_2$Cu$_3$O$_{6.5}$, Physical Review X 10, 11053 (2020).

[72] R. Mondaini and M. Rigol, Many-body localization and thermalization in disordered Hubbard chains, Physical Review A 92, 041601 (2015).

[73] S. Scherg, T. Kohlert, P. Sala, F. Pollmann, B. Hebbe Madhusudhana, I. Bloch, and M. Aidelsburger, Observing non-ergodicity due to kinetic constraints in tilted Fermi-Hubbard chains, Nature Communications 12, 4490 (2021).

[74] V. Gritsev and A. Polkovnikov, Integrable Floquet dynamics, SciPost Physics 2, 21 (2017).

[75] A. Haldar and A. Das, Statistical Mechanics of Floquet Quantum Matter: The Exact and Emergent Conservation Laws, Journal of Physics: Condensed Matter (2021).

[76] G. Engelhardt, G. Platero, and J. Cao, Discontinuities in Driven Spin-Boson Systems due to Coherent Destruction of Tunneling: Breakdown of the Floquet-Gibbs Distribution, Physical Review Letters 123, 120602 (2019).

[77] T. N. Ikeda and M. Sato, General description for nonequilibrium steady states in periodically driven dissipative quantum systems, Science Advances 6, eabb4019 (2020).

[78] M. Genske and A. Rosch, Floquet-Boltzmann equation for periodically driven Fermi systems, Physical Review A 92, 02108 (2015).

[79] M. Knap, M. Babadi, G. Refael, I. Martin, and E. Demler, Dynamical Cooper pairing in nonequilibrium electron-phonon systems, Physical Review B 94, 214504 (2016).

[80] S. A. Weidinger and M. Knap, Floquet prethermalization and regimes of heating in a periodically driven, interacting quantum system, Scientific Reports 7, 45382 (2017).

[81] M. S. Rudner and N. H. Lindner, The Floquet Engineer’s Handbook, arXiv:2003.08252 (2020).

[82] P. Weinberg and M. Bukov, QuSpin: a Python Package for Dynamics and Exact Diagonalisation of Quantum Many Body Systems part I: spin chains, SciPost Phys. 2, 3 (2017).

[83] P. Weinberg and M. Bukov, QuSpin: a Python package for dynamics and exact diagonalisation of quantum many body systems. Part II: bosons, fermions and higher spins, SciPost Physics 7, 20 (2019).