A Transfer Deep Generative Adversarial Network Model to Synthetic Brain CT Generation from MR Images
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Background. The generation of medical images is to convert the existing medical images into one or more required medical images to reduce the time required for sample diagnosis and the radiation to the human body from multiple medical images taken. Therefore, the research on the generation of medical images has important clinical significance. At present, there are many methods in this field. For example, in the image generation process based on the fuzzy C-means (FCM) clustering method, due to the unique clustering idea of FCM, the images generated by this method are uncertain of the attribution of certain organizations. This will cause the details of the image to be unclear, and the resulting image quality is not high. With the development of the generative adversarial network (GAN) model, many improved methods based on the deep GAN model were born. Pix2Pix is a GAN model based on UNet. The core idea of this method is to use paired two types of medical images for deep neural network fitting, thereby generating high-quality images. The disadvantage is that the requirements for data are very strict, and the two types of medical images must be paired one by one. DualGAN model is a network model based on transfer learning. The model cuts the 3D image into multiple 2D slices, simulates each slice, and merges the generated results. The disadvantage is that every time an image is generated, bar-shaped “shadows” will be generated in the three-dimensional image.

Method/Material. To solve the above problems and ensure the quality of image generation, this paper proposes a Dual3D&PatchGAN model based on transfer learning. The model cuts the 3D image into multiple 2D slices, simulates each slice, and merges the generated results. The disadvantage is that every time an image is generated, bar-shaped “shadows” will be generated in the three-dimensional image. This model can eliminate the bar-shaped “shadows” produced by DualGAN’s generated images and can also perform two-way conversion of the two types of images. Results. From the multiple evaluation indicators of the experimental results, it can be analyzed that Dual3D&PatchGAN is more suitable for the generation of medical images than other models, and its generation effect is better.
As we all know, training a good machine learning algorithm requires a sufficient amount of medical image data. However, the difficulty of finding diseased samples and insufficient sample diversity will lead to unbalanced classification and worsen the final classification performance. The methods to solve the problem of image scarcity mainly include traditional image data enhancement, Variational Auto Encoders (VAE) [6, 7], and Generative Adversarial Networks (GANs) [8–12]. Traditional image data enhancement methods can increase the number of image samples to a certain extent, but a large-scale generation of image samples will increase the risk of overfitting. Although the VAE method solves the overfitting problem caused by a single generated image, the VAE method generates blurred images and cannot be used for the next step of medical image research. The reason is that VAE judges the quality of the generated image by directly calculating the mean square error between the generated image and the original image. GANs generate clear and usable medical images through continuous adversarial learning between the generator and the discriminator.

Although traditional image data enhancement techniques can alleviate the problem of the small number of medical samples, they produce highly relevant image training data. Although the VAE method can solve the problem of overfitting caused by a single generated image, it produces blurred images, which affects the usability of medical images. Therefore, whether to find a way to increase the diversity of medical image data and solve the problem of scarcity of medical image data is a problem that needs to be solved urgently. Traditional image data enhancement algorithms have been seldom used in recent years, because traditional image data enhancement methods, such as flip, translation, rotation, and cropping, can only simply increase the size of the data set and cannot add some new image information to the data set. This method does not contribute much to the diversity of image samples and cannot effectively improve the entire medical image algorithm research. Traditional image data enhancement methods can increase the size of image samples to a certain extent, but they cannot fundamentally solve the problem of scarcity of medical image data. Excessive use of traditional image data enhancement methods will also increase the risk of overfitting. Therefore, a large number of researchers began to apply GANs to the field of medical image generation.

In 2016, reference [13] proposed a generative adversarial network model that uses a fully convolutional network as a generator. This model is used in this paper to realize the conversion between MRI images and CT images of brain tumors [14]. References [15] proposed a new depth-differentiated generative adversarial network model for the imbalance of skin lesion image categories-DDGANs. This model integrates the generative countermeasure network structures DCGANs [16] and LAPGANs [17] and uses a single noise source to distinguish the input of multiple noise sources from LAPGANs. References [18] proposed a new pipeline model based on a generative confrontation network in response to the problem that the current medical image data set is not easy to obtain. The model can generate public and extensive data sets and will not be affected by privacy issues. References [19] proposed a new model Stain GANs based on generative adversarial networks. This model not only eliminates the dependence on reference images but also achieves a high degree of visual similarity with the target domain. Stain GANs is an unpaired image-to-image conversion model based on Cycle GANs [20]. The classification effect of breast tumors proves that the model can perform better conversion between images. This once again proves that the generative confrontation network can be well applied in the field of medical imaging.

The research on the application of GANs in the field of medical imaging has not ended but constantly ushered in new peaks. In 2019, DARSalman UH [21] and others proposed a multicontrast MRI generation method based on a conditional generative confrontation network. Unlike most traditional methods, this method performs end-to-end training of GANs, which synthesizes a target image with a similar contrast given the contrast of the source image. The use of the adversarial loss function improves the synthesis accuracy of high spatial frequency information in the target contrast. This method uses the information of adjacent cross-sections in each volume to improve the accuracy of the synthesis. GAN-based methods offer great hope for multicontrast synthesis in clinical practice. GAN is mainly used to increase the number of small samples and unsupervised learning. As more and more generative confrontation networks based on GANs are proposed, we can find that applying GANs to the medical image field can solve the problem of small medical image data. However, the generator structure of GANs is only composed of simple convolutional networks, which cannot quickly generate clear images. And because the original data is scarce, it cannot provide enough samples for the discriminator to train. In response to the above problems, this paper proposes a method based on transfer learning Dual3D&PatchGAN. The difference between this method and other methods is as follows.

1. The core idea of the method is different. Neither the fuzzy clustering method [22–26] nor the classic GAN confrontation generation idea uses the transfer learning mechanism [27–30]. Most of them are generated by “point-to-point” algorithms. In practical applications, the scope of such applications is very limited.

2. The network model is different. In many medical image generation models, a 2-dimensional model is often used for image generation. That is, the image is first cut into slices, a 2D network model is used to generate a simulated image, and the generated simulated slices are synthesized into a 3D image. The Dual3D&PatchGAN model is aimed at a 3D model, and the result generated each time is a three-dimensional block, which is often more accurate for the model result. In addition, the implementation
details are different. In the module that generates the network, when calculating the Softmax value, the entire image is often calculated. In this model, the original image is divided into several regions, and the Softmax value of each domain is calculated to obtain the average value

(3) The requirements of the data set are different. The traditional GAN model often requires paired training, that is, two medical images at the same location are required, and the shooting position angles should be strictly the same. The requirements for the data set are almost harsh. The Dual3D&PatchGAN model only needs two types of medical images and does not have too many requirements, which is meaningful for clinical practice.

(4) The conversion efficiency is different. The traditional GAN model can often convert CT images into MR images, which is a one-way process. When the model is trained each time, only one-way image conversion can be performed. The Dual3D&PatchGAN model is a conversion between two domains, which can be converted in both directions. In terms of conversion efficiency, the Dual3D&PatchGAN model is more efficient.

2. Backgrounds

In 2014, Goodfellow proposed the GANs model. The network is mainly composed of two core parts, one is the generative model G used to generate fake samples, and the other is the discriminant model D used to determine the authenticity. The structure of the network is shown in Figure 1.

The generator and discriminator in the GANs model compete with each other, and the generator generates a sample \( x = G(z ; \theta_g) \) based on the source picture. As a competitor, the discriminator \( p = D(z ; \theta_d) \) must generate samples for the discrimination and distinguish whether the generated samples are real or fake. The output of the discriminator is a probability value in the range of \([0, 1]\). The probability value is used to indicate the possibility that the input sample in the discriminator is a real sample. The learning process of GANs is a process of adversarial learning. The loss function of the discriminator is represented by \(-V(D, G)\), and the loss function of the generator is represented by \(V(D, G)\). In the GANs learning process, both the generator and the discriminator are trying to minimize their respective losses. The optimal solution of the entire network is defined as follows:

\[
\min_{G} \max_{D} V(D,G) = \mathbb{E}_{x \sim p_{data}} \left[ \log D(x) \right] + \mathbb{E}_{z \sim p_{z}} \left[ \log (1 - D(G(z))) \right].
\] (1)

During the training process, the generator continuously learns the ability to generate images, trying to make the discriminator judge the image generated by itself as a real sample, so that \(D(G(z))\) approaches 1. However, the training of the discriminator is a binary classification problem, which attempts to clearly distinguish between real data and generated data. It is hoped that the output \(D(x)\) of the real data will be close to 1, and the output \(D(G(z))\) of the generated data will be close to 0. When the output of the discriminator for each input sample is 1/2, it can no longer distinguish between fake samples and real samples. At this point, the entire network model training reaches convergence, and the model training ends.

3. Dual3D&PatchGAN Model

The images generated by the DualGAN model [31–33] based on transfer learning do not need to consider that the data sets must be paired one by one. At the same time, the quality of generating simulated medical images is higher. But as far as the experimental effect is concerned, the image generated by this method is easy to cause horizontal stripes. This article improves DualGAN so that its convolution is no longer limited to the two-dimensional model but focuses on the three-dimensional space. At the same time, improve its discrimination network and add PatchGAN module to further improve network performance. This paper proposes a
network model Dual3D&PatchGAN based on 3DGAN network and transfer learning. The model structure is shown in Figure 2. The network is composed of two pairs of generating network (G) and discriminating network (D). The task of generating network (G) is to continuously generate fake data to deceive and discriminate the network as much as possible, while the task of discriminating network (D) is to discriminate the fake images generated by the generating network as much as possible. At the same time, the two pairs of generating networks and discriminating networks also enable the two types of images to be converted to each other at the same time. In summary, the image conversion process of the Dual3D&PatchGAN model is shown in Figure 3. The goal of this model training is to make the two networks fit as closely as possible, and there will be multiple loss functions to limit the network model. Part of the loss function is shown in Eqs. (2) and (3).

\[
\text{Loss(before)} = \|b - G(G(b, x), x1)\|, \quad (2)
\]

\[
\text{Loss(after)} = \|a - G(a, 2), z1)\|. \quad (3)
\]

To illustrate the relevant parameters of the model, Table 1 lists the parameters of the generating network (G) in detail. The generative network (G) is divided into the first half and the second half, the first half is the analysis path (AH), and the second half is the synthesis path (SH).

The experimental process of Dual3D&PatchGAN model is shown in Figure 4. The implementation steps of the model proposed in this article are as follows:

1. **Image Preprocessing.** First, determine the medical images of the two domains. In this experiment, the medical CT domain and the medical MR domain are used. Second, collect images of the selected domain. When collecting, pay attention to selecting several images with clear details, consistent size, and excellent quality for the training set. At the same time, some images should be prepared for the test set. Since there are 9 sample data in the data set used, 8 sample data is used as the training set and 1 sample

![Table 1: Dual3D&PatchGAN generation network (G) parameters.](image)

| AH Value | SH Value |
|----------|----------|
| Convolution block | 3 × 3 × 3 | Convolution block | 3 × 3 × 3 |
| Downsampling | 2 × 2 × 2 max pooling | Up-sampling | 2 × 2 × 2 max pooling |
| Step size | 2 | Step size | 2 |
| Activation function | Rectified linear unit, ReLU | Activation function | Rectified linear unit, ReLU |
data is used as the test set each time, and the ratio of the training set to the test set is 8:1.

(2) **Make a Data Set.** Filter the images in the two selected domains again to remove blurry, artifacts and other unclear images in the image. The two types of medical images are placed in two folders, and the two types of images are marked with domains for model training. Type conversion of the original image. The original image format is .png, which needs to be converted to a .gif sequence. This is because the Dual3D&PatchGAN model is a 3-dimensional model, and the 3-dimensional space must be convolved.

(3) **Data Enhancement.** The original data set is expanded by means such as rotation and reflex. In this way, the model can learn as much knowledge as possible and increase the generalization ability of the model.

(4) **Model Training.** The images in the two domains are used as the two types of image input of the model, and 800 rounds of model training are performed.

(5) **Observation Model.** Since the entire model is created using the Tensorflow framework, Tensorboard can be used to observe the details of the entire model training and gradually determine the range of model parameters.

(6) **Grid Optimization.** For a specific data set, the network will have different degrees of deviation, so grid optimization is required. Its main function is to help the network find the best parameters for a specific data set. Through the above steps, the optimal value range of the network parameter has been determined, and the optimal value of the model parameter is gradually determined in this range.

(7) **Repeat the Training.** The grid optimization method is used to find the most suitable parameters, which are used for model training.

(8) **Check Again.** Observe the training details of the model again through Tensorboard to check whether the network model has reached the best fit. If it has not reached the best fit, readjust the model parameters.

---

**Figure 4:** Experimental flowchart of Dual3D&PatchGAN model.
PSNR is db. In Eq. (5), the value of the picture. PSNR calculation formula is as follows:

\[
\text{PSNR} = 10 \cdot \log_{10} \left( \frac{\text{MAX}^2}{\text{MSE}} \right). \tag{5}
\]

SSIM is an important index used to evaluate images. It is composed of three measurement factors, namely, brightness (L), contrast (C), and structure (S). The formulas for the three measurement factors are as follows:

\[
L(x, y) = \frac{2u_x u_y + c_1}{u_x^2 + u_y^2 + c_1}, \tag{6}
\]

\[
C(x, y) = \frac{2\sigma_{xy} + c_2}{\sigma_x^2 + \sigma_y^2 + c_2}, \tag{7}
\]

\[
S(x, y) = \frac{\sigma_{xy} + c_3}{\sigma_x \sigma_y + c_3}, \tag{8}
\]

where \(u_x\) is the mean value of \(x\), \(u_y\) is the mean value of \(y\), \(\sigma_x^2\) is the variance of \(x\), \(\sigma_y^2\) is the variance of \(y\), and \(\sigma_{xy}\) is the covariance of \(x\) and \(y\). The default value of \(K_1\) is 0.01, and the default value of \(K_2\) is 0.03. SSIM uses a special coupling method to couple the three measurement factors. The SSIM calculation formula is defined as follows:

\[
\text{SSIM}(x, y) = \left[ L(x, y)^\alpha \cdot C(x, y)^\beta \cdot S(x, y)^\gamma \right]. \tag{9}
\]

For the convenience of calculation, set \(\alpha, \beta, \gamma\) to 1, then the original formula can be simplified. After Eqs. (6)–(8) is substituted into Eq. (9), the simplified SSIM formula is as follows:

\[
\text{SSIM}(x, y) = \frac{(2u_x u_y + c_1)(2\sigma_{xy} + c_2)}{(u_x^2 + u_y^2 + c_1)(\sigma_x^2 + \sigma_y^2 + c_2)}. \tag{10}
\]

4.2. Experimental Environment. The experimental environment is the basic condition for conducting experiments. This section describes the experimental environment. The details are shown in Table 2.

4.3. Experimental Results and Analysis. To study the effectiveness and superiority of the Dual3D&PatchGAN model, four mainstream models were used as comparison algorithms in the experiment. Comparison algorithms mainly include medical image generation algorithm based on FCM [34], medical image generation algorithm based on WGAN [35], medical image generation algorithm based on CycleGAN transfer learning [36], and medical image generation algorithm based on Dual2DGAN model [37].
experimental data is the brain image data downloaded on the brainweb website. A total of 9 samples of brain CT images and magnetic resonance (MR) images were downloaded as experimental data sets. In order to analyze the effectiveness of the used model more objectively, the evaluation index based on the results generated by the five models is calculated. Analyze the image generation effect of each model through evaluation indicators.

Before each model is trained, the data must be cleaned first to eliminate images with artifacts, blur, incompleteness, and other undesirable factors and select images with better quality. The number of selected images should be as many as possible. Place the selected images according to the CT domain and MR domain, respectively. Due to the limited sample data in this experiment, data enhancement is performed on the selected CT domain and MR domain images. Data enhancement is to allow limited data to generate more data value. In this experiment, strategies such as flipping, rotation, cropping, deformation, and zooming were used to enhance the original data to ensure the learn-ability of the experimental data as much as possible. After the data required for the model is processed, the model can be trained.

The two data domains in this experiment are CT domain and MR domain images of 9-bit samples. Since the Dual3D&PatchGAN model is based on the idea of transfer learning, the data sets do not need to be paired, so when selecting the data set, only high-quality images in two domains need to be selected. The model needs to be trained multiple times. The data details during training can be viewed through Tensorboard and the output console, and the model parameters can be modified in time to improve the generalization ability of the model. After many sessions of training, a stable and well-performing network model is

| Sample | FCM      | CycleGAN  | WGAN     | Dual2DGAN | Dual3D&PatchGAN |
|--------|----------|-----------|----------|-----------|----------------|
| 1      | 12.4710  | 24.4511   | 19.9934  | 29.3316   | 28.7841        |
| 2      | 9.7536   | 27.6829   | 19.5638  | 25.4528   | 29.5963        |
| 3      | 13.5412  | 27.3729   | 21.5966  | 26.3986   | 31.7143        |
| 4      | 14.6819  | 25.4410   | 22.4536  | 23.5241   | 32.4196        |
| 5      | 12.2365  | 22.3596   | 27.5682  | 27.3551   | 27.5655        |
| 6      | 14.6512  | 28.5151   | 22.5510  | 29.6637   | 29.5122        |
| 7      | 17.7714  | 28.5974   | 22.5809  | 23.4510   | 33.4243        |
| 8      | 14.2287  | 24.2586   | 23.4814  | 27.5968   | 29.5399        |
| 9      | 15.6632  | 28.6624   | 21.1940  | 28.5129   | 30.0199        |
| Means  | 13.8887  | 26.3712   | 22.3314  | 26.8074   | 30.2842        |
| Variance| 5.1887   | 5.3292    | 5.4789   | 5.2985    | 3.4762         |

Figure 5: Comparison of PSNR indicators.
gradually established for subsequent operations. During each training, the CT and MR images of 8 samples are used as the training set, and the CT and MR images of the remaining sample are used as the test set for simulation image generation. Each test needs to store the test results and make an annotation. By checking the quality of the test image, the network model parameters can be dynamically adjusted, and the best parameter model can be found step by step. In practical applications, the sample usually has a medical image, such as an MR image. However, the lesion requires one or more other medical images as auxiliary means. In order to shorten the detection time and make the body receive as little radiation as possible, the use of a computer for image analog conversion is a feasible medical aid. Table 3 and Figure 5 show the PSNR of the images generated by each model. Table 4 and Figure 6 show the SSIM of the images generated by each model.

From the results of the two evaluation indicators, it can be analyzed that the FCM model has the worst effect and is not competent for the task of image generation. Among several network models, the generation performance of the network model used in this article is significantly higher than other network models. The stability of Dual3D&PatchGAN model is significantly better than other models. This is because the Dual3D&PatchGAN model is aimed at a 3D model, and the result generated each time is a three-dimensional block, which is often more accurate for the model result. Moreover, the transfer idea in the model effectively utilizes the information of the source domain data, thereby improving the generation performance. The Dual3D&PatchGAN model is based on the improvement of Dual2DGAN. The Dual3D&PatchGAN model is no longer limited to a 2-dimensional model, that is, it is no longer limited to a flat image on the image but can also be a 3-

| Sample | FCM   | CycleGAN | WGAN   | Dual2DGAN | Dual3D&PatchGAN |
|--------|-------|----------|--------|-----------|----------------|
| 1      | 0.5398| 0.6101   | 0.6705 | 0.6305    | 0.8252         |
| 2      | 0.4975| 0.7932   | 0.7732 | 0.7021    | 0.7895         |
| 3      | 0.5534| 0.7205   | 0.6250 | 0.6552    | 0.8102         |
| 4      | 0.5801| 0.7022   | 0.7532 | 0.7306    | 0.8521         |
| 5      | 0.5003| 0.6352   | 0.6609 | 0.8051    | 0.8012         |
| 6      | 0.5908| 0.6010   | 0.6920 | 0.7334    | 0.7965         |
| 7      | 0.4431| 0.6905   | 0.6679 | 0.6988    | 0.7849         |
| 8      | 0.4806| 0.5405   | 0.7001 | 0.7005    | 0.8502         |
| 9      | 0.5004| 0.6609   | 0.7203 | 0.6967    | 0.8106         |
| Means  | 0.5207| 0.6616   | 0.6959 | 0.7059    | 0.8139         |
| Variance | 0.0024| 0.0056   | 0.0022 | 0.0025    | 0.0006         |
dimensional image. Because this model adds the PatchGAN module, when calculating Softmax, the whole image is no longer calculated, but the image is divided into several small blocks. Each small block is calculated separately, summarized, and averaged to obtain the Softmax result, thus ensuring the accuracy of the calculation result. In addition, the model also adds a training sequence disturbance module and a random cropping module, which also disrupts the training sequence of the model to ensure the randomness of training. In the initial network model training, the learning rate is chosen to be a smaller fixed value, which is set to 2E-4 in this article. By looking at the Tendorboard in the Tensorflow framework, it is found that the loss function of the model is difficult to reduce, and it is often oscillating in the final stage. This means that it is difficult to obtain a stable training model. So this article sets the learning rate to 1E-5, and as the training time increases, the loss function gradually decreases. It can be seen from the experimental results that the images generated by DualGAN3D&PatchGAN have the best results.

5. Conclusion

In this paper, it is mainly used to generate medical images based on the idea of transfer learning. At the same time, several methods and ideas to solve this problem are discussed. Compared with the unique idea of fuzzy C-means and the traditional GAN model, Dual3D&PatchGAN based on 3D convolution is often more valuable, and it reduces the requirements for data sets. On the other hand, this method does not require the one-to-one pairing of two medical images. Due to the excellent performance of the GAN model, many scholars often use the GAN model to generate high-quality medical images. Coincidentally, this unique idea is also used in this paper, but the idea of transfer learning, 3D convolution, and PatchGAN is added to the network. We should further improve network performance, regarding the generation of medical images in multiple fields, while ensuring the quality of medical images, how to convert low-information images into high-information medical images is a question worth discussing, and we hope that some more exciting works will appear in the future.
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