We sought to move beyond single word and sentence processing experiments in order to examine textual effects on the processing of compound words in English. We developed minimal texts (sentences pairs that together constitute a story) that had neutral, semantic or lexical relations between the last word of the first sentence and the second word of the second sentence (which was always a compound noun). This generated minimal text triplets that differed only in the last word of the first sentence (e.g., “She walked down to the path/river/water. The waterfall roared in the distance”). Four experiments were conducted with a total 143 native speakers of English. Experiment 1 employed a Modified Maze Task to identify cross-sentence effects on compound processing. Sentence pairs with lexical links differed from those with semantic links, which, in turn differed from neutral pairs, providing evidence of cross-sentence influence on compound processing. In Experiments 2a, 2b, and 2c, we examined compound production using typing tasks. Results indicated that morphological effects found in single word typing persisted in text typing. In addition, constituent priming effects on typing were seen in both single word typing and sentence typing. Finally, morphological effects were correlated with overall story ratings. We thus conclude that morphological effects are not restricted to single word processing, but rather reflect the dynamics of real-world language processing.
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INTRODUCTION

A key challenge in the design of psycholinguistic research on lexical processing is to create experiments that have ecological validity and at the same time are sufficiently controlled so that specific variables and hypotheses regarding their effects can be examined. The achievement of ecological validity in lexical processing research can often be seen as the extent to which we are able to generalize experiment results to the processing of words in the world. We report on a series of experiments that have been designed to enhance ecological validity in the investigation of lexical processing by examining the processing of compound words within written texts. These texts have been constructed to more closely approximate naturally occurring language and at the same time be sufficiently controlled in their structure so that we can capture the interplay of factors in morphological processing. The specific structures that we have created can be described as minimal texts – two sentences that together constitute a story. An example of such a story is provided in 1) below:
1. “She walked down to the path. The waterfall roared in the distance.”

In this minimal text story, the second word of the second sentence is the compound “waterfall.” A great deal of psycholinguistic research on the processing of words in isolation has found that the internal morphological structure of such words plays a role in how they are processed (Libben et al., 2020). Our goal in this research was to trace the processing of compound words such as waterfall from its characteristics when presented in isolation to its characteristics when presented in such minimal texts. We thus ask the question: Is the morphological processing found in single word processing also found in text processing?

In text linguistics and corresponding psycholinguistic studies, text comprehension has been shown to depend on textual (more precisely, co-textual) top-down-processing (Kintsch and van Dijk, 1978; Beaugrande and Dressler, 1981; Dederding, 1983; Ehrlich, 1991; Graesser et al., 1997; Kintsch, 1998; Verhoeven and Perfetti, 2008). From the first sentence of a text onwards, expectations are created in the hearer/reader about what is to follow, and these co-textual expectations are then corrected and elaborated by the on-going text. Hearsers and readers use background knowledge to make predictions about what is going to happen next. This background knowledge has various sources. These include world knowledge, the situational context, and the preceding co-text. Expectations about what will be heard or read next constitute inferences (cf. Graesser et al., 1994; Clinton et al., 2015) that may affect the relative contribution of morphological processing during online processing. To the best of our knowledge, there exists a single paper (Smith et al., 2014) on the influence of situational context, but no studies on the impact of co-text on morphological processing.

Textual coherence is either established by the semantic and pragmatic means of relating text elements one to another or most directly via cohesive elements which bind text elements together on the textual surface, such as anaphoric pronouns or the definite article of a noun phrase which refer to their antecedents, or lexical repetition which, by default, signals anaphorically semantic identity or vicinity (unless differentiated through words, such as another, a different, etc., cf. Beaugrande and Dressler, 1981). In order to study textual anaphora (i.e., relations of an element to a preceding antecedent) one needs as minimal textual unit two coherent (and perhaps also cohesive) sentences. Thus, to take a specific example, if the first sentence of such a text is “She walked down to the river,” textual coherence can be enhanced if the next sentence begins with an anaphoric pronoun (e.g., “Her feet felt...”), or repetition (e.g., Walking always helped...), or a definite article (e.g., The waterfall roared...). This last type was the one employed in all our two-sentence texts.

A great deal of the literature on morphological effects in the processing of compound words such as waterfall has employed the priming technique (Forster and Davis, 1984) to address the question of whether the individual constituents water and fall are activated in the processing of the compound waterfall. The data, over a relatively large number of studies (see Sandra, 2019) provide evidence that this is the case – compound processing is facilitated by the prior presentation of one of its constituents (e.g., water—waterfall). In this research, we sought to track such priming effects from the domain of single word processing to the domain of minimal texts. Consider again, the two sentences in 1) above. Only by imagining pragmatically a bridging inference, might one suppose that the path might lead close to a waterfall. Would the story be made more coherent and would the processing of words within it be affected if the last word of the first sentence (i.e., path) were changed to a word such as river that bears a lexical semantic relation to the compound word waterfall? Such a case is shown in 2) below.

2. “She walked down to the river. The waterfall roared in the distance.”

And now, finally, would coherence and text processing be affected if the last word of the first sentence were changed so that it corresponded exactly to one of the constituents of the compound word waterfall as in 3) below? In this way, in addition to semantic coherence, the two-sentence text could also be said to possess cohesion.

3. “She walked down to the water. The waterfall roared in the distance.”

The research we report contrasts minimal texts such as 1), 2) and 3) in order to probe whether semantic and constituent priming effects that have been found in single word processing area also evident in the processing of minimal text. In this way, we are reporting a means to enhance the ecological validity of studies of processing and also to test the “ecological extendibility” of morphological effects in the processing of compound words.

Research on morphological processing in general and on compound processing in particular has suggested that lexical activation in reading involves automatic and obligatory access to the morphological constituents of words. The exact mechanism underlying this access is, to a large extent, still under debate (see Libben et al., 2020). However, despite the lack of agreement on whether constituent activation precedes whole-word recognition (Taft and Forster, 1976), follows it (Giraudo and Grainer, 2001) or occurs in parallel with it, (Baayen and Schreuder, 1999), there is a general consensus that morphological processing is not under strategic control by participants. Libben (2006), Libben (2014) argued that the morphological system is intrinsically organized to maximize opportunity for meaning activation (see Kuperman et al., 2009) and that this drive to maximize meaning opportunity results in obligatory activation of both whole-words and constituents.

It is important to note that in all the research referred to above, participants are focused on individual words in a manner that is unlikely to be representative of their normal real-world lexical processing (see Pollatsek et al., 2000). Visual lexical processing most often occurs in sentential and textual or discourse co-text and situational context. And, in such environments, any morphological processing of a single word would need to take its place among the many other processes and levels of processing that are active during text comprehension. Recently, studies have
been reported that have attempted to bridge single word processing and sentence processing contexts. Mousikou and Schroeder (2019) found morphological effects using masked priming with affixed German words in isolation and also in sentence reading using the fast priming technique in eye tracking. In addition, Huang, et al. (2020), found a cross-modal constituent priming in a study in which Chinese compound words were heard in sentence context and visual lexical decision targets consisted of monomorphemic associates.

Studies such as these underline the advantages of linking the domains of single word processing and sentence processing. As we have indicated above, our goal in the present study is to go beyond the sentence level and to advance research that spans (and indeed bridges) the domains of single word processing and text processing by focusing on compound words in two-sentence texts such as those shown in 1), 2), and 3) above. This approach makes it possible to probe key features of morphological processing in a manner that both retains experimental control and enhances ecological validity. It also allows us to investigate whether morphological effects that have been observed in the study of single word processing could perhaps be artifacts of those types of studies. Indeed, it is critical that this possibility be investigated. In a single word processing experiment, there is, by definition, a single target word to process. It is therefore possible that the morphological effects that have been obtained do not generalize well to more natural language processing situations in which the processing of a single word is just one of many psycholinguistic activities being carried out. However, if these effects do generalize, we would have evidence that phenomena such as morphological constituent priming and morphological parsing play a role in the processing of text and, importantly also in the production of text (in which the words to be produced are part of the execution of a production plan (as opposed to an immediate early response to a surprise stimulus). In the sections below, we describe the principles and procedures that we employed in order to bridge the investigation of lexical processing in single word experiments and lexical processing within texts. As we detail below, the present study focuses on English bimorphemic compound words. In our view, compound words represent an ideal stimulus type for an investigation such as this. The reason for this is that compounds are composed of identifiable constituents and those constituents can correspond to free-standing words.

**STIMULUS DESIGN**

**Core Compound Stimuli**

As pointed out by Dressler (2006) and Bauer (2016), compounds are core to word formation across languages. They thus provide a relatively simple and stable baseline from which to assess textual effects in lexical processing. A number of studies have shown that compound constituents are routinely activated in compound word processing (Libben 2014). There is also a relatively stable set of patterns that can be tracked across domains. One of these concerns the differences between morphological modifiers and heads. It is this difference that results in a compound such as houseboat being interpreted as a type of boat, but boathouse being interpreted as a type of house. In English, as a default, the morphological head is always the final element of the compound (with the exception of some unproductive patterns, e.g., daredevil, passport). In other languages however (e.g., Hebrew, Italian) it can be the initial element (Goral et al., 2008; Marelli et al., 2009).

Another matter that has been dominant in the compound processing literature concerns the extent to which a compound word is semantically transparent (e.g., Sandra, 1990; Zwislocki, 199; Ji, Gagné and Spalding, 2011; Davis et al., 2016). These factors have been reported to interact in English (Monahan et al., 2008; Fiorentino and Fund-Reznicek, 2009; Gagné and Spalding, 2009; Ji et al., 2011; Gagné and Spalding, 2014). This interaction was investigated in a compound typing task reported by Libben and Weber (2014). They classified compound words in terms of the extent to which the meaning of each constituent within the compound corresponds to its meaning as an independent word. Thus, a compound such as bedroom was classified as transparent-transparent (TT), a compound such as grapefruit was classified as opaque-opaque, a compound such as jailbird was classified as transparent-opaque, and finally a compound such as humbug, for which the meaning of neither constituent plays a role in the meaning of the compound as a whole, was classified as opaque-opaque (OO). They found that all four compound types showed elevated typing times at the compound constituent boundary. However, this boundary effect was attenuated for the OO compounds in comparison to the TT, OT, and TO compounds, which patterned together. Libben (2014) has argued that in order to understand the dynamics of compound processing, it is important to distinguish between a word such as water in isolation and its homographic counterpart as a constituent water-in the compound waterfall. The reason for this is that a lexical priming experiment may, in fact, place these representations in competition. In an isolated word constituent priming experiment, however, it is not clear whether a constituent prime is perceived as a separate word, or a foreshadowing of a constituent. However, in the types of stimuli that we have employed in this study [e.g., sentences 1), 2) and 3) above], putative primes are presented as part of the text preceding a target compound word. Thus, there can be little debate over whether the prime is functioning as an independent word. In this way, the paradigm we employ, namely one in which compound processing is studied in sentential context creates a special opportunity to disentangle the potential facilitatory effects of repetition and the potentially inhibitory effects of competition.

**The Creation of Two-Sentence Texts to Investigate Lexical Processing in Context**

In the experimental paradigm reported in this paper, we developed balanced and structured two-sentence texts in order to explore compound processing in context. These two-sentence texts constituted the core stimuli in the study. Each of the two sentences was six words in length. Together, the sentences were designed to represent a coherent and cohesive (either minimally or very cohesive) text through which the interaction between
Finally, the lexical condition is one in which the last word of the text is textually (i.e., text-semantically) consistent with the second sentence of the text and was immediately preceded by one of the three types of antecedent conditions (neutral, semantically-related, lexical compound constituent).

These three conditions map onto the sentence pair triplet shown in Table 1. Together this triplet constitutes a within-item manipulation in which a single compound word (in this case, waterfall) is preceded by a sentence in which the final word completes the textual baseline control condition in which the first sentence of the text is textually (i.e., text-semantically) consistent with the second sentence of the text, but does not cue the target compound word explicitly. We therefore label this as the neutral condition. This is contrasted to the semantic condition in which the final word of the first sentence is a semantic associate of the target compound (in this case river -> waterfall) and thus creates an additional link of coherence. Finally, the lexical condition is one in which the last word of the first sentence corresponds to a constituent of the compound (in this case, water -> waterfall) and thus represents, in addition, lexical repetition as a means of strengthening cohesiveness.

This stimulus structure shown in Table 1 constitutes the foundation of our investigation. By using this central structure, we sought to investigate morphological processing against the background of a common two-sentence minimal text structure. The common stimulus structure (two sentences of six words each) was designed to limit background variability in the experiment. The fixed positions of the compounds enabled us to ensure that they played a similar syntactic role in the sentence. Finally, the fixed position of the prime allowed us to standardize the distance of the prime to the target and to the sentence boundary, thus reducing textual and syntactic variability. Against this background, we could thus bring into the experiment, the key factors of transparency and morphological role (head vs. non-head) which, as we have noted above, have played an important role in the psycholinguistic literature on the online processing of compound words. To examine these effects, our stimuli were created so that half of the target stimuli were compounds containing two transparent (T-T) constituent morphemes (n = 28). The other half were partially transparent compounds, containing one semantically transparent and one opaque constituent. Of these, the modifier constituent was transparent (T-O) for 14 stimuli and the head was transparent (O-T) for the other 14 stimuli.

All prime words had the same lexical category within the first sentence of the text and were selected to be as comparable as possible in terms of lexical frequency. Lexical primes corresponded to the structures used in traditional constituent priming experiments in which a compound constituent serves as the prime and the entire compound serves as the target. However, because our design required that this priming relation be plausible in a two-sentence text, only semantic transparent constituents could be involved. The reason for this is that it would not be possible to create a coherent text in which the opaque constituent serves as the last word of the first sentence. Consider, for example, the first text with an OT compound shown in the Supplementary Material:

4. “He called everyday about the road/crack/hole. The pothole still hadn’t been fixed.”

Although all three priming alternatives create a coherent text, the use of the opaque first constituent (pot) would not. Rather it would result in a situation in which either the text is noncoherent or the compound meaning would need to be changed: “He called everyday about the pot. The pothole still hadn’t been fixed.”

For semantic primes, our design requirement that all priming conditions result in a coherent two-sentence text necessitated the use of semantic associates that were related to the compound as a whole, rather than any particular constituent. This can also be seen in the relation between the prime crack and the compound pothole in the example above.

Finally, the design resulted in the neutral primes being more related to the compound target than it would typically need to be in a single word priming experiment. The reason for this, again, is that it must result in a coherent two-sentence text (e.g., “He called everyday about the road. The pothole still hadn’t been fixed”). The resulting priming design is summarized in Table 2.

The stimulus design considerations discussed above and summarized in Tables 1, 2, enabled the development of the four experiments described below. These experiments call into two groups: Experiment 1 uses the Maze Task to examine priming effects in the reading of compounds in texts. Experiments 2a, 2b, and 2c all utilize the typing task as a window into within-word processing. Experiment 2a acquires baseline data for keystroke latencies in the typing of compound words. Experiment 2b adds a constituent priming paradigm to that typing paradigm, and Experiment 2c embeds primes and compound targets in

| Prime Category | Sentence Pair |
|----------------|---------------|
| Neutral        | She walked down to the path. The waterfall roared in the distance |
| Semantic       | She walked down to the river. The waterfall roared in the distance |
| Lexical        | She walked down to the water. The waterfall roared in the distance |
two-sentence minimal texts. Together, these experiments are designed to address the following questions:

Question (a): Are priming effects found in the processing of individual compound words also evident when the compound is part of a text and the putative prime is an antecedent word within that text?

Question (b): Can the typing paradigm be used to examine constituent priming effects in the processing of compound words?

Question (c): Are the elevated keystroke latencies found at the morphological boundary in the typing of single compound words also evident when the compound is part of a text?

By addressing Question (a), we hope to assess the extent to which we can relate the highly constrained designs of lexical and morphological priming within single-word experiments to the links that can naturally occur among words within texts.

By addressing Question (b), we examine whether there is opportunity to use the typing task to both tap lexical activation (which is often revealed through priming effects) and lexical production (which we expect to be less driven by the characteristics of stimulus presentation). Moreover, if the typing task can be used in this way, it makes a rich set of dependent variables, linked to particular locations within a word, available for analysis.

Finally, by addressing Question (c), we seek to determine whether the morphological effects that have been linked to the typing of words in isolation are also found when words are typed in more natural texts. If this is the case, it would increase our confidence that these effects are relevant to the processing of “words in the world.”

**EXPERIMENT 1: COMPOUND READING IN A MODIFIED MAZE TASK**

In this experiment, we investigated whether compound processing is influenced by lexical semantic association (e.g., river → waterfall) and additional lexical constituent overlap (e.g., water → waterfall) across sentences within minimal texts.

The experiment focused on reading times within a sentence. Building upon the report of Irsa et al. (2016) and the observations of Gallant and Libben (2020), we employed a Modified Maze Task. In this task, participants read text in a word-by-word manner as in a self-paced reading task. As noted by Forster et al. (2009), however, self-paced reading can lead participants to develop a reading rhythm. Because the focus of our study was a particular location (the compound word) in the text, we employed the maze task (Forster et al., 2009; Forster 2010).

The task offers methodological advantages in the investigation of self-paced reading, particularly in cases in which researchers are targeting incremental effects.

As in self-paced reading, sentences in the maze task are presented word-by-word. However, each target word is presented alongside a distractor item. Participants must select the target to continue “weaving their way” through the sentence. Thus, each decision juncture has the effect of a “speedbump,” forcing participants to incrementally integrate each successive target into the sentence context and facilitating the observation of highly processing.

Gallant and Libben (2020) argue that lexical choice junctures need not be placed at every sentence position in order to observe localized lexical effects during reading. Rather, by selectively introducing lexical choices at key sentence positions, such effects can be observed without introducing additional processing load and the potential for spurious pre-activation caused by the introduction of numerous distractor items. In Experiment 1, it was this simplification of the maze task that was employed.

As is detailed below, the maze task enables a focused examination of the amount of time to choose a compound word (e.g. waterfall) over a distractor word (e.g., alfalfa) in sentence reading. We hypothesized that, if an inter-sentential “priming effect” were to be obtained, then we would see lower decision response times for the lexical and semantic conditions, as compared to the neutral condition. Such a finding would constitute an affirmative answer to the question of whether priming effects found in the processing of individual compound words are also evident when the compound is part of a text and the putative prime is an antecedent word within that text.

**METHOD**

**Participants**

Twenty-three native speakers of English (13 female, 10 male) residing in the United States participated in the experiment. Participants were recruited to the experiment using Amazon’s Mechanical Turk crowdsourcing platform. Access to the experiment was restricted such that only Mechanical Turk workers with experience (>100 tasks complete) and a high approval rating (>80%) were eligible to participate. All

### Table 2: The three categories of compound stimuli and their associated prime words.

| Category | Example Compound | Neutral Prime | Semantic Prime | Lexical Prime 1 | Lexical Prime 2 | Distractor (Exper. 1) |
|----------|------------------|--------------|----------------|-----------------|----------------|----------------------|
| TT1      | waterfall        | path         | river          | water           | N/A            | alfalfa              |
| TT2      | teacup           | set          | China          | N/A             | cup            | alfalfa              |
| OT       | pothole          | road         | crack          | N/A             | hole           | avance               |
| TO       | bookworm         | series       | novel          | book            | N/A            | psyllium             |

*Note: T = transparent; O = opaque; TT1 = transparent-transparent compound primed by first constituent; TT2 = transparent-transparent compound primed by second constituent.*
TABLE 3 | Example priming conditions for one sentence-pair stimulus including the target and matched distractor (target = waterfall, distractor = alfalfa).

| Prime Category | First Sentence | Second Sentence |
|----------------|----------------|-----------------|
| Neutral        | She walked down to the path | The waterfall alfalfa roared in the distance |
| Semantic       | She walked down to the river | The waterfall alfalfa roared in the distance |
| Lexical        | She walked down to the water | The waterfall alfalfa roared in the distance |

participants were required to have shown a response accuracy above chance (50%). The age of participants ranged from 23 to 69 with a mean of 37 (SD = 12). All participants had completed high school and 18 had received some post-secondary education. No visual or motor-articulatory impairments were reported by any participants.

Materials

The stimuli used in Experiment 1 were the 56 sentence pairs described above and 56 monomorphemic lexical items used as distractors in the modified maze task. In the design of our modified maze task, it was important that distractors be grammatically acceptable (i.e., nouns), but that they not be semantically and pragmatically plausible continuations of the text. This consideration ensured that response latencies would have a greater chance of reflecting prime-target properties. Accordingly, as a measure of experiment control, all three priming versions of a two-sentence text were linked to a single distractor item. In order to ensure the comparability of distractors across the set of two-sentence texts, the following materials development procedure was employed: The English Lexicon Project database (Balota et al., 2004) was used to create a list of potential distractor words that were comparable to the compound stimuli in terms of number of letters, mean bigram frequency, and wordform frequency. A subset of 56 distractors were randomly selected from this initial list, and those 56 distractors were randomly assigned to the 56 two-sentence texts. An example result of this procedure is shown in Table 3, which contains the stimulus triplet for the compound waterfall and its assigned distractor item (alfalfa).

Procedure

The experiment was created in PsychoPy3 (Peirce et al., 2019) and hosted on the Pavlovia open behavioral-science platform. Participants accessed the experiment via a URL posted on Mechanical Turk. Each session began with a five-item demographic questionnaire asking for participants Mechanical Turk Worker ID, age, educational achievement, and native language. The final question asked participants whether they had any visual or motor-articulatory impairments.

Using the Modified Maze method, a single lexical choice juncture was placed at the target compound position (i.e., the second word of the second sentence). In each trial, participants read the sentence pairs word-by-word. The task began with a fixation point in the center of the screen, after which, the targets presented. Participants used the “up” arrow key to indicate that they were ready to proceed to the next target. This procedure continued until participants reached the lexical choice task, where the target compound and distractor appeared together in the middle of the screen separated by a ~10 cm gap. The participants then used the “right” and “left” arrow keys to select the item they felt best fit the sentence context. Once they made their selection, the procedure continued as normal until the end of the second sentence. The response latency of each arrow key press was recorded. Trials in which the distractor was chosen instead of the target were marked as error trials. The order of trials was re-randomized for each participant.

Immediately after reading each sentence pair, participants were asked to rate its coherence on a 5-point scale. Participants were shown the whole sentence pair again and were provided with a description of both extremes on the scale: “1 = Together, the two sentences do not seem to make a story at all” and “5 = Together the two sentences make a connected, believable and interesting story.” Participants indicated their rating by clicking on a rating scale. They were able to change their response prior to submitting it by clicking on a different position. Once they were satisfied with their rating, they submitted it using the spacebar (at which time all selected ratings and response times were recorded).

RESULTS

Trials with lexical choice RTs of greater than 2,000 ms (n = 263) were removed to ensure that the data reflected on-line lexical processing. All error trials were also removed (n = 79). The final subset of data used in the analysis contained 946 correct lexical choice responses from 23 participants.

A linear mixed effects model was created to determine whether the preceding co-text influenced lexical choice RT. The key variable included in this model is prime category, which represents the varying degree of textual coherence across sentence pairs in each stimulus triplet. Participant and compound noun were included as random effects and trial order and compound frequency were included as control variables. A summary of the model is provided in Table 4.

As is shown in Figure 1, model estimates indicated that lexical choices were significantly faster in both the semantic and lexical prime categories. Compared to the neutral condition, lexical choice RT was estimated to be 168 ms faster in the lexical
revealed within the modiﬁcation. Interpret these results to show that lexical priming effects are effects can span sentence boundaries within text. Finally, we transparent constituent. This therefore not included in the model shown in Table 1 (which also improved model ﬁt). Thus, for all compound types (TT, OT, and TO), recognition was affected by prior presentation of a transparent constituent. This finding is consistent with the view that the presence of semantic opacity in the compounds does not diminish the extent to which it is processed as a morphologically structured word (Libben, 2014). Finally, we interpret these results to show that lexical priming effects are revealed within the modiﬁed maze task paradigm and that these effects can span sentence boundaries within text.

EXPERIMENT 2A: COMPOUND WORD TYPING

In Experiment 1 reported above, we found evidence that compound processing is affected by lexical semantic association and lexical constituent overlap across sentences within a minimal text.

In Experiments 2a, 2b, and 2c we use a typing production paradigm that enables us to build upon Experiment 1 in order to look inside the processing of compound words and thus address our second and third questions:

Question (b): Can the typing paradigm be used to examine constituent priming effects in the processing of compound words?

Question (c): Are the elevated keystroke latencies found at the morphological boundary in the typing of single compound words also evident when the compound is part of a text?

The Typing Task

Experiments 2a, 2b, and 2c all involve the examination of lexical production effects as revealed by the typing task. As has been shown in a number of recent investigations (e.g., Weingarten et al., 2004; Libben and Weber, 2014; Gagné and Spalding, 2016; Libben et al., 2016), typing presents an effective window into the processes of lexical production. As a natural and well-practiced production activity it has high ecological validity. Importantly, typing enables us to focus on particular locations within a word in a straightforward and effective manner.

It is important at the outset to underline the fact that typing is a language production activity. Thus, in contrast to activities such as lexical decision, which can be seen as providing a measure of lexical access, the typing task tracks the unfolding of language production over time. This is particularly relevant to an understanding of the processing of compound words, which are the focus of the present study. On average, it has been found that the typing of a letter in a compound word takes about 200–300 ms (Libben and Weber, 2014). Thus, the full production of an eight-letter compound word will likely take more than 1,600 ms. This is at least twice the amount of time that is normally seen in lexical decision latencies to compound words. During that period of processing time, the typing paradigm offers a window into ongoing cognitive activity and its potential relation to the characteristics of a word and those of its sub-elements. It has been shown that lexical constituent boundaries within compounds emerge as identifiable structures within compound typing because they are associated with larger keystroke intervals. In other words, participants would take more time to type the medial “f” in the compound waterfall, than they would take to type surrounding letters (Sahel et al., 2008; Libben and Weber, 2014; Gagné and Spalding, 2016). Thus, these studies have linked compound morphological structure to online language production. Under such a view, compound constituents can be considered to be units of planning and execution, so that the typing of a compound such as waterfall is carried out as the typing of water, pausing, and then the typing of fall. In Experiments, 2a, 2b, and 2c, we investigate whether this correspondence between keystroke latencies and compound morphological structure can be affected by lexical priming and by the text environment in which the compound is typed.

In all three experiments, our primary focus was the typing of the compound words that constituted the second word of the second sentence in each sentence pair (e.g., waterfall in the example shown in Table 1). In Experiment 2a, we examined the typing of the compound word in isolation. This allowed us to assess whether morphological constituent boundary effects are seen for these words when they are presented in isolation. In Experiment 2b, we built on this by examining priming effects in the single-word typing of these stimuli. To the best of our knowledge, this is the first reported study of constituent priming in compound word typing. Finally, in Experiment 2c, we were in a position to build on the single-word typing experiments to examine whether between-sentence priming effects are seen and to examine whether there are effects of morphological structure when compounds are typed in sentence context and how typing patterns may relate to participants’ ratings of the extent to which the sentence pairs form a story.
METHOD

Participants
Thirty-one participants (female = 19, male = 12) were recruited using Mechanical Turk. The same selection criteria as Experiment 1 were applied. All participants were native speakers of English residing in the United States. The age of participants ranged from 21 to 61 with a mean of 36 (SD = 10). The majority of participants were university graduates (n = 17). The remaining participants had either completed high school (n = 4), an MA (n = 5), or some college courses (n = 5). No participants reported any visual or motor-articulatory impairments.

Materials
The stimuli in this experiment were the 56 compound words that constituted the core of the study. All compounds were English nouns and were composed of two constituents. The compound words ranged in length from seven to twelve letters (mean = 8.4). The set of 56 compounds contained 28 fully transparent compounds and 28 that contained an opaque constituent (14 Opaque-Transparent and 14 Transparent-Opaque).

Procedure
This experiment was designed to collect baseline compound typing data against which we could compare the primed compound typing data from Experiment 2b and the compound typing within texts in Experiment 2c. Accordingly, the task was designed to contain as little experimental manipulation as possible. From the perspective of the participants, this experiment was a simple copying task. A compound word appeared in the middle of the computer screen and they were asked to type it immediately below. The stimulus remained on the screen during the typing process.

Each session began with the same 5-item demographic questionnaire from Experiment 1. There were 60 trials in total: four practice trials and 56 experiment trials. Thus, each compound was seen once and typed once. The order of compounds was in a different random order for each participant.

Each trial began with a 1,000 ms fixation point in the middle of the screen, after which the target word was presented. A marker (“>>>”) also appeared below the target, indicating the position on the screen where the participants typed input would appear. Participants copied out the word using a computer keyboard. When they had finished typing the word, they pressed the “return” key. This initiated the start of the next trial. Prior to pressing the “return key,” participants were able to correct typing errors using the “backspace” key. All keystrokes and their corresponding latencies were recorded.

RESULTS

Data Preparation
To begin, trials containing typing errors were removed (n = 275). This included trials in which typing errors were made and subsequently corrected. One participant, with 0% typing accuracy, was removed as a result. To ensure that typed responses reflected on-line, automatic processing, trials containing inter-keystroke intervals (IKIs) greater than 2,000 ms (n = 91) were removed. Participants’ mean inter-keystroke intervals were analyzed to identify any potential outliers in terms of typing ability. A cut-off was set at three standard deviations from the group mean. However, no outlier participants were identified. After data trimming, the final data set used in the analysis contained 11,236 individual keystroke responses from 1,370 out of 1,736 trials (22% item removal). This rate accorded with previous patterns in the analysis of typing data—error rates tend to be high because any error in any part of the string requires its removal (because any error can affect typing times at other parts of the string).

Modeling of Within-Word Typing
Linear mixed effects modeling was used to analyze compound typing. Participant, compound word, and individual letter were included as random factors. Individual letter was included to capture variance originating from the arrangement of keys on the keyboard and the idiosyncrasies of participants’ typing styles and hand positions.

Our analysis focused on five letters within a compound word target—the two letters preceding the constituent boundary, the first letter of the second constituent (taken to be the constituent boundary position), and the two following letters. Thus, for the compound word waterfall, these five letters would be e, r, f, a, l, where the time taken to type the letter “f” was seen as the time taken at the constituent boundary. This was the key variable of analysis, allowing us to test whether there was elevation of typing times at the constituent boundary, as had been reported by Libben and Weber (2014) as well as Gagné and Spalding (2016).

The linear mixed effects model is shown in Table 5. As can be seen in this table, the model included the lexical frequencies of the free-standing words that corresponded to the compound modifier and compound head (e.g., water and fall for the compound waterfall). As is shown in the model, higher constituent lexical frequencies for the head constituent were associated with lower typing times. The effect of lexical frequency of the modifier did not reach significance (p = 0.07). We saw lower typing times associated with compounds that had higher modifier positional family sizes (i.e., the number of different compounds that begin with a particular constituent). In contrast, typing within compounds with longer heads was slower. Finally, as expected, the control variable, trigram frequency, was associated with lower typing times. A trigram consisted of the letter being typed and the letters immediately preceding and succeeding it. As a control variable, it captured the automaticity developed through repeated production of letter combinations.

Neither whole-word frequency nor semantic transparency showed significant effects and were, therefore, not included in the model, improving model fit.

Results provide evidence for morphological processes in the planning and execution of compound word typing. As shown in Figure 2, a significant elevation in IKI latency was observed at the boundary position between morphological constituents. This
shows that the morphological structure of a compound word provides an organizational framework by which compounds can be decomposed, planned, and produced using constituent level production units. The presence of constituent boundary effect in typing latencies across TT, OT, and TO compounds is consistent with the results of Libben and Weber (2014).

A significant facilitatory effect of modifier positional morphological family size was also observed ($t = -2.21$, $p = 0.03$), despite being highly colinear with modifier word frequency ($-0.547$). Following Wurm and Fisicaro (2014), we opted not to residualize these predictors, and instead, included both in the model. This result supports the notion that compound production is more fluent when the modifier constituent commonly occurs in that position.

### EXPERIMENT 2B: PRIMED COMPOUND TYPING

In this experiment, we compared the typing of our core compound stimuli across three priming conditions: neutral, semantic, and lexical. The prime words used in this experiment were the same words that appear in the sentence conditions shown in Table 1. This was done to determine what types of priming effects are found when the compounds are produced as isolated words, thus setting the stage for our investigation of morphological effects in text typing in Experiment 2c. As we have stated above, to the best of our knowledge this is the first reported study of a constituent priming experiment which involves the typing of target stimuli. Thus, in addition to serving as a bridge to the typing of two-sentence texts in Experiment 2c, this experiment examined the extent to which constituent priming effects can be obtained when the dependent variable is keystroke latency within compounds.

### METHOD

#### Participants

Twenty-nine participants (female = 4, male = 25) were recruited using Amazon Mechanical Turk. The same previous selection criteria were applied. All participants were native speakers of
English residing in the United States. The age of participants ranged from 23 to 63 with a mean age of 39 (SD = 12). The majority of participants were university graduates (n = 20). The remaining participants had either completed high school (n = 2), an MA (n = 5), or some college courses (n = 2). No participants reported any visual or motor-articulatory impairments.

**Materials**

The core visual stimuli for Experiment 2b included the same 56 core compound stimuli from Experiment 2a as well as the 168 prime words which appear in position six of the sentence pair stimuli used in Experiment 1 (i.e., the final word of the first sentence). Each of the 56 core stimuli appeared in each of three prime conditions: lexical, semantic, and neutral, which were counterbalanced across sessions.

**Procedures**

The procedure mirrored that of Experiment 2, except for the inclusion of an unmasked prime which was presented visually prior to the compound stimulus. All participants saw all compound targets once, in one of three priming conditions. Each trial began with a 2,000 ms fixation cross in the center of the screen. This was followed by the presentation of the prime word for 100 ms. Following this, the screen went blank for 300 ms buffer, after which the compound stimuli were presented. After this point, the procedure was identical to Experiment 2a—participants typed the compound word. The compound stimulus remained on the screen during typing and the trial was terminated when the participant pressed the “return” key.

**RESULTS**

**Data Preparation**

The same data preparation method was identical to that used in Experiment 2a. Trials containing typing errors (n = 261) and those containing IKI greater than 2,000 ms (n = 96) were removed. The resulting data set included 11,711 individual keystroke responses from 1,267 out of 1,624 trials. Thus, 357 trials (28%) were removed from the analysis.

**Modeling**

Linear Mixed Effect models were constructed for both typing onset latency and morpheme boundary IKI latency. As we have indicated above, the IKI at the constituent boundary during the typing of a compound word can be seen as reflecting the initiation of a motor plan for the typing of the second constituent of the compound. Interpreting the typing latency at the onset of typing, however, is somewhat more complex. The reason for this is that word-onset latency likely has a greater number of components. It has a forward-looking component because it involves the initiation of a motor plan for the typing of the first constituent (as well as the sequence of constituents for the word as a whole). In the paradigm that we have employed, however, it also has a retrospective component. Because typing can begin as soon as the compound appears on the screen, we expect that the time taken to initiate the typing of the compound will reflect the complexity of the processes involved in its recognition.

**Typing Onset Latency**

Our analysis of typing onset latency focused on three types of priming – neutral, semantic, and lexical. We also examined which of the two compound constituents was primed in the lexical condition. For TO compounds and the first set of TT compounds, this was always the first constituent. For OT compounds and the second set of TT compounds, this was always the second constituent. We also included a control variable, Trial Order, to capture practice effects over the course of the experiment. As can be seen in the linear mixed effects model in Table 6 and in Figure 3, lexical priming to the modifier (i.e., the first) constituent of the compound resulted in faster typing onset, as compared to all other priming conditions. Thus, compound typing onset is most affected when the first constituent to be typed was presented visually as a prime word. As is also shown in Table 6, participants took less time to initiate typing as they progressed through the experiment.

**Within Word Typing**

As in Experiment 2a, the analysis of typing times within the compound word was focused on the first letter of the second constituent (as the constituent boundary), the two letters leading up to it, and the two letters following it. As can be seen in the linear mixed effects model shown in Table 7, typing times were elevated at the boundary position, thus replicating the pattern seen in Experiment 2a. The pattern of effects for the additional variables also accorded with the pattern seen in Experiment 2a. Head frequency, modifier positional family size, and trigram frequency increased typing speed; head length slowed it down. The results with respect to the effect of modifier frequency were aligned with those of Experiment 2a—they showed a trend toward facilitation, but failed to reach significance (p = 0.14). Finally, as in Experiment 2a, within word typing times were not affected by whole-word frequency or compound transparency.

**EXPERIMENT 2C: SENTENCE TYPING**

This experiment builds upon Experiment 1, 2a, and 2b by examining the production of the two sentence minimal texts used in Experiment 1 in a typing task. Our analysis focused on the typing of the compound word that occurred as the second word of the second sentence in the text. We examined whether the morphological effects that we observed in single-word typing are also seen when lexical production is part of the production of meaningful coherent text. This question is critical to our understanding of whether morphological processing could be an artifact of the attention that can be allocated to the internal structure of a word under conditions in which that word is presented in isolation.

We also examined lexical priming during the production of text. In a classical lexical priming paradigm, each trial contains only two stimuli—the prime and the target. Our goal in this
TABLE 6 | Linear Mixed Effects modeling of typing onset latency of the modifier compound constituent for compounds typed in isolation in Experiment 2b.

| Fixed Effect                                         | Estimate | Std. Err | df  | t-value | p-value  |
|------------------------------------------------------|----------|----------|-----|---------|----------|
| (Intercept)                                          | 6.93     | 0.06     | 29  | 108.80  | <0.001   |
| Prime Condition: lexical - modifier constituent      | −0.06    | 0.02     | 1,102| −3.72   | <0.001   |
| Prime Condition: lexical - head constituent          | 0.01     | 0.01     | 1,130| 0.55    | 0.58     |
| Prime Condition: semantic                            | 0.001    | 0.01     | 1,135| 0.05    | 0.96     |
| Trial Order                                          | −0.001   | <0.001   | 1,139| −4.42   | <0.001   |

FIGURE 3 | Model estimates of typing onset latencies for prime conditions and the constituent primed for compounds typed in isolation in Experiment 2b.

FIGURE 4 | Model estimates of typing onset latencies for prime conditions and the constituent primed for compounds typed in sentence context in Experiment 2c.
experiment was to understand the extent to which the priming patterns observed in Experiment 2b would also be seen under more natural text processing conditions in which the prime target relations coexist with other within-text relations.

**METHOD**

**Participants**
Participants were recruited using Mechanical Turk with the same previous eligibility restrictions as were used for Experiments 1, 2a, and 2b. Data were collected from 61 (female = 33, male = 28) participants living in the United States. Participants ranged in age from 23 to 62, with an average of 40. One participant reported being near sighted. No other participants reported any visual impairments. Most participants were university graduates (n = 39). Other had completed high school (n = 8) or graduate school (n = 3). Some participants also indicated that they had completed some college courses (n = 9). Two participants did not respond to this question.

**Procedure**
Each session of Experiment 2c began with the same five-item demographic questionnaire used in previous experiments. Each trial began with a 2,000 ms buffer followed by the presentation of the target sentence pair as a single line of text centered in the middle of the screen. Thus, unlike Experiment 1, where sentence pairs were presented incrementally, here the entire pair was presented all at once. As participants typed out the sentence pair, their typed input appeared on the screen directly below the target next to a marker (“>>>”). The two-sentence text remained on the screen during the typing process. Each individual keystroke and its response latency relative to the beginning of the trial was recorded. Once participants had finished typing, they submitted their response by pressing the “return/enter” key. Participants then completed the same sentence pair rating task (as in Experiment 1) and went on to the next trial.

**Materials**
The same 56 core sentence pairs used in Experiment 1 were used in this experiment (see description in Table 1 and full stimulus list in the Supplementary Material).

**RESULTS**

**Data Preparation**
Compound typing data were extracted from the overall data set and trimmed following the same criteria as were used for Experiment 1 and 2a. Trials containing typing errors prior to or during the typing of the compound word were removed (n = 622). Trials in which errors were made after the typing of the compound were retained. Correct trials containing IKI greater than 2,000 ms were also removed (n = 146). The final data set included 24,823 individual keystroke responses from 2,648 out of 3,416 trials (22.5% item loss).

**Modelling of Typing Onset Latency**
As in Experiment 2b, priming effects were examined in a linear mixed effects model using typing onset time as the dependent variable. This enabled us to assess whether the results accorded with those of Experiment 2b—namely that lexical primes associated with the compound modifier showed faster onset times. It is also important to note that, in addition to differing in terms of text vs. single word processing, this experiment differed from Experiment 2b in two other ways: First, in this experiment, both the prime and that target were typed, whereas, in Experiment 2b, only the target was typed. Second, in this experiment, the prime and target were visible from the outset of the trial, whereas, in Experiment 2b, the prime was removed from the screen before the target was shown.

To model the effect of priming of typing onset in text, a model was created using the same predictors from Experiment 2b. We also included two additional control variables. These were the average initial keystroke latency for the compound word in Experiment 2a, labelled “Baseline” in the model, and that word’s average naming latency from the English Lexicon Project (Balota et al., 2004). This variable was labelled “Mean Naming RT” in the model.

A summary of the model is shown in Table 8. As can be seen in this table, the pattern of priming effects corresponded to those seen for the typing of words in isolation. Lexical primes for the modifier constituent of the compound resulted in faster typing onset times (see Figure 4). We took the results of this experiment to indicate that lexical priming can be observed in two-sentence

| Fixed Effect                  | Estimate | Std. Err | df  | t-value | p-value |
|------------------------------|----------|----------|-----|---------|---------|
| (Intercept)                  | 5.70     | 0.14     | 160 | 42.24   | <0.001  |
| Typing Position: -1          | -0.12    | 0.02     | 4,408| -5.34   | <0.001  |
| Typing Position: Boundary    | 0.41     | 0.03     | 1867 | 15.76   | <0.001  |
| Typing Position: +1          | -0.01    | 0.02     | 5,546| -0.72   | 0.47    |
| Typing Position: +2          | -0.06    | 0.02     | 5,176| -2.62   | 0.01    |
| Head Constituent Length      | 0.02     | 0.01     | 50,74| 1.97    | 0.05    |
| Trigram Frequency (log)      | -0.05    | 0.01     | 1706 | -3.76   | <0.001  |
| Modifier Word Frequency      | -0.03    | 0.02     | 47,23| -1.50   | 0.14    |
| Modifier Positional Family Size | -0.002  | 0.001    | 48,03| -2.02   | 0.05    |
| Head Word Frequency          | -0.07    | 0.02     | 49,92| -3.79   | <0.001  |
text typing. We note, however, that text typing is, by its nature, more complex than single word typing and therefore also likely subject to more performance variability. In addition, we note that the typing onset measure in this text typing experiment is less likely to reflect ease of word recognition because, in contrast to the single word typing task reported in Experiment 2b, compounds in this experiment are presented long before they are typed.

**Modeling of Within-Word Typing**

To investigate whether the constituent boundary effects during within-word typing found in Experiments 2a and 2b, were also evident when compounds were typed as part of a text, a model containing the same predictors as in Experiment 2a and 2b was constructed.

As in Experiments 2a and 2b, there was a significant elevation in IKI latency at the constituent boundary. In addition, the effects of modifier frequency, head frequency, modifier positional family size, and trigram frequency accorded with the effects seen in Experiment 2a and 2b. This experiment, however, we did not see an effect of head length. We thus conclude that the morphological structure of a compound affects typing latencies during compound processing in text, as they do when words are typed in isolation. As in the previous experiments, neither whole-word compound frequency nor transparency were significant predictors (i.e., there was no difference among the categories of TT, OT, and TO compounds). A summary of this model is shown in Table 9.

Ratings of texts collected at the end of each trial were analyzed to determine whether the lexical priming conditions contributed in any way to participants’ perception of connectedness across sentences. Rating collected in Experiments 1 and 2c were combined. Several key control variables, such as response latency and prime effect were included. In order to adequately compare response latency across the two experiments, z-scores for the total response time of each trial were calculated on a participant-by-participant basis. These z-scores were used in the model to reflect individual variation in response latencies across trials. Since prime conditions were counterbalanced, individual priming effects for each participant could not be determined. Thus, mean response latencies for each compound in each condition was calculated in Experiments 1 and 2c. Priming effect coefficients were then obtained by dividing mean responses to each compound in the semantic and lexical conditions by those in the neutral condition. This produced a coefficient indicating the proportional difference in response latency across priming conditions that could be compared across all compounds and between both experiments.

Coherence ratings were converted to individual z-scores to capture the degree of individual rating variation from trial-to-trial. A linear mixed effect model was created for this dependent variable. Participants and items were included as random effects, and prime effect and response latency were included as control variables. The summary of the fixed effects for this model are presented in Table 10.

The estimates produced by this model indicate that participants perceived sentence pairs to be more connected when they exhibited lexical constituent overlap or lexical semantic association between lexical items spanning the sentence boundary. Compared to neutral, the highest relative ratings were observed in the lexical priming condition ($t = 5.9$, $p < 0.001$). A significant effect was also observed in the semantic condition ($t = 2.9$, $p = 0.005$). This pattern of results is shown in Figure 5 and accords with our expectations. As we discuss again below, this accord raises the question of the directionality of causality. The data do not, in themselves, reveal whether it is the lexical co-activation that makes the text feel more coherent or whether more coherent texts enable greater lexical coactivation. At present, it seems to us that both may play a role. In this way, the accord between our text rating results and text processing results may reflect the interactive nature of language processing within texts.

**GENERAL DISCUSSION**

In this study, we set out to understand morphological effects in compound processing by examining production and priming in a more natural linguistic context—one that goes beyond the processing of words in isolation.

The core stimuli in the study were two-sentence texts. Each sentence in the text was composed of six words. In each text, the second word of the second sentence was a compound noun. These compound words were the focus of our study.

We constructed the two-sentence texts so that we could control the relationship between the last word of the first sentence and the second word of the second sentence (which was always a compound noun). There were three types of relationships: neutral (e.g., path → waterfall), semantic (e.g.,

| Fixed Effect                        | Estimate | Std. Err | df  | t-value | p-value |
|-------------------------------------|----------|----------|-----|---------|---------|
| (Intercept)                         | 3.13     | 0.98     | 48  | 3.19    | 0.003   |
| Prime Condition: lexical           | -0.08    | 0.03     | 1966| -2.99   | 0.002   |
| Prime Condition: semantic          | -0.03    | 0.03     | 1945| -1.27   | 0.20    |
| Constituent Primed: Head           | -0.02    | 0.03     | 122 | -0.76   | 0.45    |
| Baseline                            | 0.24     | 0.14     | 48  | 1.68    | 0.10    |
| Mean Naming RT                     | <0.001   | <0.001   | 48  | 2.60    | 0.01    |
| Trial Order                         | 0.002    | <0.001   | 1974| -4.31   | <0.001  |
| Prime Condition: Lexical * Constituent Primed: Head | 0.08     | 0.04     | 1953| 2.21    | 0.03    |
| Prime Condition: Semantic * Constituent Primed: Head | 0.003    | 0.04     | 1946| 0.10    | 0.92    |

TABLE 8 | Linear Mixed Effects modeling of typing onset latency of the modifier compound constituent for compound typed in two-sentence texts in Experiment 2c.
river → waterfall), and lexical (e.g., water → waterfall). In Experiment 1, a maze task was employed to determine whether the speed with which the word such as waterfall could be chosen as a correct sentence continuation would differ depending on whether it was preceded in the text by a neutral, semantically related, or lexically related antecedent. Results indicated significant differences among all three levels, with the fastest response times associated with lexical relations. In Experiments 2a, 2b, and 2c, this finding was further investigated within a typing paradigm. In Experiment 2a, we verified that the compound words in our minimal texts showed a typing profile in which the time required to type individual medial letters within a word is greatest at the boundary between morphological constituents. In other words, in the typing of the compound word waterfall, it takes longer to type the letter “f” than it does to type adjacent letters. We interpreted this to constitute a signature of morphological processing – a signature that was present irrespective of the semantic transparency of the compound. In Experiment 2b, we verified that this signature remains under all conditions of priming (neutral, semantic, lexical). In addition, we found that production onset (i.e., the speed with which the first letter of the compound word was typed) was faster in the lexical condition than in either the semantic or neutral conditions (which did not differ from each other).

### Table 9

| Fixed Effect                        | Estimate | Std. Err | df  | t-value | p-value |
|------------------------------------|----------|----------|-----|---------|---------|
| (Intercept)                        | 5.74     | 0.11     | 126 | 53.1    | <0.001  |
| Typing Position: −1                | 0.03     | 0.01     | 12,500 | 1.85 | 0.06    |
| Typing Position: Boundary          | 0.54     | 0.01     | 12,650 | 38.37 | <0.001  |
| Typing Position: +1                | 0.01     | 0.01     | 12,840 | 0.78 | 0.44    |
| Typing Position: +2                | 0.01     | 0.01     | 12,670 | 0.78 | 0.44    |
| Head Constituent Length            | 0.02     | 0.01     | 53  | 1.20    | 0.24    |
| Trigram Frequency (log)            | −0.08    | 0.01     | 6,776 | −8.53 | <0.001  |
| Modifier Word Frequency            | −0.03    | 0.02     | 51  | −1.09   | 0.28    |
| Modifier Positional Family Size    | −0.003   | 0.002    | 51  | −2.07   | 0.04    |
| Head Word Frequency                | −0.08    | 0.02     | 51  | −4.12   | <0.001  |

### Table 10

| Fixed Effect                        | Estimate | Std. Err | df  | t-value | p-value |
|------------------------------------|----------|----------|-----|---------|---------|
| (Intercept)                        | 4.22     | 0.10     | 77  | 44.42   | <0.001  |
| Prime Condition: Lexical           | 0.17     | 0.03     | 4,477 | 6.68 | <0.001  |
| Prime Condition: Semantic          | 0.06     | 0.03     | 4,471 | 2.49 | 0.01    |
| Response Latency (Z-score)         | −0.05    | 0.01     | 4,472 | −3.36 | <0.001  |
| Experiment: Sentence Typing (Exp 2c) | −0.39    | 0.12     | 67  | −3.25   | 0.002   |

**Figure 5** | Model estimates of sentence pair coherence rating by prime condition. Ratings are based on z-scores for each participant, indicating how much each rating deviated from that participant’s mean rating.
Having established, through Experiments 2a and 2b, the typing profiles for the core compound stimuli in isolation, we were in a position to examine whether those profiles persisted in the processing of text. This was the goal of Experiment 2c. In this experiment, participants were presented with the entire two-sentence texts and were asked to type them. We found that the morphological boundary effects seen in the typing of isolated words were replicated in the typing of words in context. We also found lexical priming effects in typing onset that were parallel to those found in single compound word typing (Experiment 2b). We thus conclude that the typing task can be used to investigate priming relations for compound words presented both in isolation and in text and that the morphological boundary signature that we observed in the typing of single compound words is also found in the typing of text. In our view, this constitutes evidence that the role of compound constituents as planning units in production is not restricted to single word processing. Indeed, our expectation is that the underlying dynamic would be in the opposite direction. It seems to us that morphological structure enables the language production system to reduce the size of the unit to be produced. Thus, morphology may play a greater role in situations in which processing demands are increased (e.g., in the free composition of text).

Turning our attention to priming, although we found constituent facilitation effects in text typing that bear similarity to the constituent priming effects found in visual priming experiments, it seems to us that the priming paradigm – so prevalent in the single-word processing literature – may have different underlying dynamics when transposed to a text processing environment. This is even more so when it is text production that is being considered. One reason for this is that the typed production task is not primarily a recognition task in the way that, for example, lexical decision is. The traditional interpretation of priming effects in a lexical decision task is that priming facilitates the “activation” of a target word. In this way, it can be considered to be a bottom-up facilitator. In our two-sentence texts, we expect that such bottom-up effects would be quite weak. On average, more than 2 s elapsed between the onset of the prime (as the last word of sentence 1) and the target (as the second word of sentence 2). However, because it is text that was being processed, it seems to us to be reasonable to posit that a function of a prime word in our minimal texts (and in a more generalized text environment) would be to set up expectations that can be described as “top-down” processing.

This leads us to a consideration of how the properties of text processing may be related to the processing of smaller linguistic units such as words and word constituents. Our first relevant finding in this domain of inquiry is that the priming patterns that we had embedded into the sentence stimuli, affected not only the lexical processing of the compounds under investigation, but also the ratings of the text as a whole. Specifically, lexical primes were associated with the highest text ratings. This was followed by semantic primes and then by neutral primes. These findings underline, in our view, the fact that although language activity can be analyzed at distinct levels (e.g., at the level of word structure, sentence structure, and text structure), real-world language processing is characterized by the integration of information and the creation of meaning.

Methodological Considerations

It seems to us that the modified maze task that we employed in Experiment 1 has great potential to unlock the interplay of lexical processing and text processing effects. This paradigm, introduced by Gallant and Libben (2020) builds upon the maze task created by Forster et al. (2009). As noted by Forster (2010), the maze task provides more reliable data than self-paced reading in cases in which there is a need to isolate processing times at specific text locations. In our study that need was critical, as we wished to use the task to investigate whether prime condition differences in Sentence 1 influenced target word processing in Sentence 2.

The use of the typing task in Experiments 2a, 2b, and 2c demonstrates the ease with which the task enables researchers to “scale up” experiments, while retaining task similarity and dependent variable comparability. Moreover, the typing task is naturally suited to studies that focus on incremental processing. Because it allows for within-word measurements, it is naturally suited to the investigation of morphological processing which is, by definition, a within-word phenomenon. The typing task also opens up new opportunities for conceptualizing the dynamics of lexical processing. For example, throughout this study, we have conceptualized morphological processing in compound production as advantageous. Yet, it seems that the signature of that advantage is a decrease in speed – perhaps best characterized as a disfluency at particular locations. In this way, typing offers us the opportunity to relate the location of demands on computational resources to properties of the language produced and thus, potentially, to ongoing psycholinguistic processes.

Our maze task finding corresponded to the expected pattern of processing ease. The target compound word was selected with greatest speed when it was preceded by a constituent prime. This was followed by the condition in which the compound was preceded by a semantic prime. The neutral prime condition resulted in the longest maze task latencies.

CONCLUSION

This study examined three questions: 1) Are priming effects found in the processing of individual compound words also evident when the compound is part of a text and the putative prime is an antecedent word within that text? 2) Can the typing paradigm be used to examine constituent priming effects in the processing of compound words? 3) Are the elevated keystroke latencies found at the morphological boundary in the typing of single compound words also evident when the compound is part of a text?

Our interpretation of the data obtained from four experiments is that the answer to all the questions is “yes.” We found corresponding constituent priming effects and morphological processing effects across experiments and, indeed, almost identical patterns in the analysis of maze task speed and the analysis of text ratings. We see this as suggesting the confluence of text effects and lexical effects
(which, themselves typically bundle together form and meaning overlap). Thus, it may be advantageous to consider priming in sentence and text environments as more a matter of “interactive fit”, which, by definition cannot be unidirectional.
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