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Abstract—The paper discusses the possibility of developing a hybrid adaptive resonance theory neural network architecture that can model the dynamics of speech perception and production starting from the sound constituents of phonemes. The architecture is composed of an adaptive resonance theory network coupled with a recurrent neural network. The hybrid network was trained to learn and generate successfully the elemental patterns of the main single vowel sounds in the English alphabet. The proposed configuration proved adequate to self-stabilize in real-time its learning independently of a teacher.
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I. INTRODUCTION

One main research interest in the field of neural networks is to develop models for the functions of mind and brain. The progress on this direction was dependent on the results obtained from the interdisciplinary research into brain function involving the fields of neurophysiology, psychology and mathematics. Among other issues, of much interest is modeling how the somatosensory cortex represents and processes the time-varying sensory stimuli. This is a challenging task because it requires the account for network self-organization, at one hand, and plasticity or network’s stability in a dynamic regime of learning, at the other hand. One of the first proposed structures that considered the effect of time on the network processing were the recurrent neural networks (RNNs) [1]. More modern approaches of RNNs employed the concept of ‘reservoir’ computing (a randomly generated RNN) in order to obtain a spatial representation of a time varying input signal, that may put in evidence a memory trace or trajectory of the recent network inputs [2][3]. In order to obtain a higher stability of the unsupervised learning, different mechanisms of plasticity were combined, using the same framework of reservoir computing as was discussed in [4]. Another perspective to the problem of learning stability in competitive networks was offered by the adaptive resonance theory (ART) [5][6][7]. A key problem of many contemporary neural networks is that they cannot learn rapidly new information in a dynamic environment without forgetting old information. ART addresses this so-called stability–plasticity dilemma. The ART model belongs to the class of competitive learning models and was initially inspired by researches that identified adaptive perceptual mechanisms in the visual cortex of mammals [8]. In principle, these mechanisms pertain to the process of vision normalization by which the visual perception can adapt to different optical factors and overcome the biological limitations of the primary visual apparatus. The initially developed adaptive resonance architectures were named ART1 and ART2 [9][10]. ART1 is the basic architecture that can stably learn a corresponding classification code of an arbitrary sequence of binary input vectors. ART2 networks can accept both binary and analog patterns, but the learning mechanism is the same. The major components of the architecture are called the attentional subsystem and the orienting subsystem. The attentional subsystem has two layers of neurons fully interconnected. One layer receives the input vector patterns and has the role of a short-term memory (STM). The activity traces of STM exist only during the presence of the input vector. The second layer has the role of a long-term memory (LTM) because it can record information for an extended period. The LTM layer allows the competitive learning after both layers achieve a resonant state. Information circulates back and forth between these layers, due to a feedback mechanism of the orienting subsystem, until a stable state ensues (equivalent of resonance). In this state, the learning of new information takes place without destroying old information. Learning doesn’t take place prior to achieving the resonant state. ART architectures proved to overcome the problem of learning stability and are considered suitable building blocks for developing hierarchical structures that can manifest complex behavior [11][12].

In the present paper, the objective is to develop an ART hierarchical architecture that may account for adaptive speech perception and generation starting from the lowest level of sound constituents that establish phonemes. A challenging issue in the speech perception modeling is the compositionality constraint. This requires the explanation of how the combination of the sound constituents and the temporal order in which they appear lead to the formation of the perception of the meaning of words and language ultimately. The model should also be capable to reveal how the phonetic sounds combine in a proper dynamic sequence to form a pattern in the cortex that is classified according to a corresponding meaning. For instance, if the phonemes that compose a word are uttered in a correct sequence, but more distantly separated in time, they do not create a proper pattern for meaningful classification. The impressions of the phonemes fade away without combining one to another in the series, although one can still remember what phonemes have been uttered and their order. Another
requirement in modeling the neural network is the adaptability to the input length. Speech is a continuous process. Words may come in series, one after another, practically of any length and number and the network should be able to cope with them. The present approach considers that the ART model offers the necessary flexibility to deal with the requirements mentioned above and might be a suitable candidate for modeling the adaptive speech perception and generation.

The rest of the paper is organized as follows: In Section 2, the ART-type network structure and learning process are presented. Section 3 presents the simulation results of phoneme perception and generation, and the conclusions are drawn in the last section.

II. ART-TYPE NETWORK TOPOLOGY AND TRAINING

The present approach was thought to be consistent with the classic findings from speech perception and production theory that speech is perceived in direct relation to the capability of producing it even during passive listening [12]. The proposed hybrid architecture is composed of an ART module coupled with a recurrent neural network (RNN) as depicted in Figure 1. In the simplest form, the ART network consists of two interconnected layers. The bottom-up weights of connection from Layer 1 to Layer 2 constitute the matrix $W_{21}$ that has one row for each unit of Layer 2 and one column for each unit of Layer 1. The top-down connection matrix $W_{12}$ has one row for each unit of Layer 1 and one column for each unit of Layer 2. In the beginning, the input activation vector is encoded as bottom-up patterns in Layer 1. The output of Layer 1 is transmitted to Layer 2 where its units compete according to the value of their net-input and determines which row in the $W_{12}$ matrix is closest to the input vector. The output from Layer 2 is the top-down expectation pattern that is send back to Layer 1 for comparison with the input vector. A resonant condition is attained if the patterns match within a vigilance parameter. Once reached the resonant state, the weights on both layers are updated to encode the input pattern. If large mismatches occur between bottom-up and top-down patterns, a reset signal is generated to start over the learning process. Learning activity in the two layers of the network leads to the formation of short-term memory (STM) and long-term memory (LTM) patterns. STM traces exist only during a single application of an input vector. Information that remains in the weights of the bottom-up and top-down connections for a longer period is called LTM. The version of ART used in the present experiments is derived from [9]. The top-down weights $W_{12}$ are initialized to 0. This will prevent the network reset when a new unit of Layer 2 is being selected to encode a new input pattern. The bottom-up weights $W_{21}$ can be initialized to small random values, but in order to favor an uncommitted node over previously mismatched nodes a uniform initialization was preferred, with a value very close to $1/(1 - d) \sqrt{N}$, where $d$ is a parameter, $0 < d < 1$, and $N$ is the dimension of Layer 1. The processing equation of Layer 1 corresponds to the shunting model:

$$dx_k/dt = -Ax_k + (1 - Bx_k)I^*_k - (C + Dx_k)I_k$$  \hspace{1cm} (1)

where $A$, $B$, $C$, and $D$ are constants. $I^*_k$ is an excitatory input to the $k$th unit and $I_k$ is an inhibitory input. The first term in (1) is a linear decay term, and the second and third terms provide nonlinear gain control. Layer 2 follows also the shunting model in its general form. The main difference from Layer 1 is that each unit receives a positive feedback from itself and sends inhibitory signals to the other units of the layer. This enables the network to store a pattern for an extended period and, also to perform a winner-take-all competition between units. The net-inputs to Layer 2 are the result of the dot products of the weight vector $W_{21}$ and the output of Layer 1:

$$net_2 = [W_{21} \cdot O_1].$$  \hspace{1cm} (2)

The winner is that unit with the largest net-input value that will select the prototype pattern closest to the output of Layer 1. Since Layer 2 is a winner-take-all competitive layer, the output value of this layer is $g(x_2) = d$ for the winning unit and 0 otherwise. After resonance has been established, only weights to or from the winning unit will get updated to the output value of Layer 1.
The second part of the proposed architecture has the structure of an RNN. Its input layer contains \( N \) units, the same dimension of the input vector of ART. The input to the RNN is provided by the LTM of ART. There are \( M \) units in both the hidden layer and the context layer that have the feedback role of a supplementary memory about the previous inputs. Each context unit has also a feedback connection to itself. The training of the RNN follows the standard generalized delta rule. In general, learning of RNNs requires a supervisor to supply the exemplars or input-output pairs. The present architecture is capable to self-stabilize in real-time its learning without using the exemplars or input-output pairs. The present architecture is training of the RNN follows the standard generalized delta rule. The hidden layer and the context layer that have the feedback role layers are:

The equations for the weight training of the hidden and output layers was the hyperbolic tangent function. The training goal is experiments the activation function provided by the LTM of ART. There are structure of an RNN. Its input layer contains produce a new value \( x(t+1) \), the sound amplitude that was produced based on the previous steps. High values of this number, comparable to the input layer, may lead to overfitting.

III. PHONEME PERCEPTION AND GENERATION

The present research was focused upon the main five single vowel sounds found in the English alphabet, /u/, /i/, /e/, /o/ and /a/ The vowel waveforms have a discernable periodic nature due to the combination of the main formants of their composition. A specific elemental pattern of period length could be identified in the waveform of any vowel. The repetition in time of such elementals produces the final vowel sound. The proposed speech perception and production technique is based on learning and reproducing the elemental patterns of the phonemes. The whole process of phoneme perception and generation consisted of three stages: (i) Stably self-learning the phoneme elemental patterns in the ART network; (ii) training the RNN to learn with a minimum error the shape of a particular elemental; (iii) generation of elemental patterns by the trained RNN in closed loop with previous data based on the ART network.

In the first stage of the experiments, the adaptive perception of ART network was tested for the main period pattern of the vowels. The sound data were sampled at 96 kHz with 16 bits. Layer 1 dimension was 360 and Layer 2 had 5 units. The vocal samples were arranged in the natural order of the alphabet, and the vigilance parameter was set to 0.9. The five input samples and the resulted LTM that was stably learned by ART are presented in Figure 2. As expected, the competition in Layer 2 revealed that the network became stable after the second iteration with the resonance established on unit 1 with pattern 1, on unit 2 with pattern 2 and so on. Occupying all five units of Layer 2 in the temporal order of application. The high value of the vigilance parameter ensured a very close reproduction of the input vector, as can be noticed from the figure.

As the ART module proved capable of stably memorizing the input patterns for all the five vowels, in the next stage the RNN module was trained to learn the corresponding elemental patterns of the vowels based on the codes that are stored in the ART LTM. The training data was organized as \( \text{IoPairs} \) exemplars out of a series of three periods. The number of units in the hidden layer (context layer) of RNN determines the amount of influence of previous steps. High values of this number, comparable to the input layer, may lead to overfitting.

A series of simulations were performed for learning the five elemental patterns of ART LTM with the following parameters: input layer, 360 – 410 units; hidden (context) layer, 100 – 140 units; \( r = 0.1; m = 0.1; \mu = 0.01 \). Convergence was noticed after several epochs. The performance of the RNN to learn the shapes of the elemental fluctuations can be observed from Figure 3. The RNN results were quite good. The most challenging shapes are those for /e/ and /i/ due to the presence of higher harmonics. It is useful to test the network capability to reproduce anticipated elemental patterns in so called “open loop,” when the generated samples are used as previous data. The results are presented in Figure 4, for the challenging case of vowel /i/. The shape “1” is the original input signal. The shape “2” was produced by the RNN with previous data supplied by the ART LTM. The shape “3” was generated in open loop. As expected, the open loop signal has the tendency to gradually become divergent after the first period. Without
the contribution of the ART by its LTM, the RNN alone is not capable of producing long sequence patterns.

FIGURE II. THE ART LTM PERCEPTION OF THE INPUT SAMPLES FOR THE MAIN VOWELS /A/, /E/, /I/, /O/, AND /U/.

FIGURE III. THE GENERATED PATTERNS (BLACK) BASED ON ART LTM TRAINING DATA (GRAY).

FIGURE IV. ANTICIPATED PATTERNS (VOWEL /I/). “1” – ACTUAL PATTERN (GRAY); “2” – THE PRODUCED SIGNAL IN CLOSED LOOP (BLACK); “3” - THE PRODUCED SIGNAL IN OPEN LOOP.

IV. CONCLUSIONS

The purpose of this work was to explore the possibility of speech perception and production starting from the lowest level of sound constituents of phonemes. The proposed architecture consists of an ART module in the core coupled with an RNN. The ART component has the role of adaptive perception and, also the role of training the RNN module to produce the perceived sound patterns, without the presence of a teacher. The present architecture is capable to self-stabilize its learning in real-time. An advantage of using the ART configuration is the seamless response to an increased capacity for stably learning larger patterns. The LTM part of ART can be easily connected to an RNN that have been proved to offer good results in generating or predicting time-series for relatively short periods as is the case of phonemes. When the input to the RNN is supplied by the LTM of ART, a self-organizing ensemble capable of speech perception and production can be developed. The hybrid network was trained to learn and generate successfully the elemental patterns of the main single vowel sounds in the English alphabet. The results obtained after simulation encourage to continue the research work on this direction.
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