Excitation spectrum and supersolidity of a two-leg bosonic ring ladder
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We consider a system of weakly interacting bosons confined on a planar double lattice ring subjected to two artificial gauge fields. This system is known to display three phases, the Meissner phase where the flow of particles is carried at the edges of the system without transverse current, a vortex phase characterized by non-zero transverse current, and a biased-ladder phase, characterized by an imbalance of the population of the two rings. We use the Bogoliubov approximation to determine the excitation spectrum in the three phases, the dynamic structure factor and the quantum fluctuation corrections to the first-order correlation function. Our analysis reveals supersolid features as well as Josephson modes, corresponding to out-of-phase modes of the finite ring.
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I. INTRODUCTION

Supersolidity is a combined effect of solid order and superfluid flow. In a bosonic system, a supersolid may be formed by breaking two symmetries: a) the continuous translational symmetry in order to create a crystal order (or discrete translational symmetry on a lattice) and b) the U(1) symmetry in order to create a Bose-Einstein condensate. The latter is a superfluid thanks to irrotationality of the velocity field associated to the condensate wavefunction. The concept of supersolidity was first introduced in the context of liquid Helium more than fifty years ago [1][2]. With ultracold atoms, supersolidity has been observed with Bose-Einstein condensates in a cavity [3][6] as well as in dipolar quantum gases [7][10]. Both experimental realizations of supersolidity are based on long-range interactions [11], a key ingredient first introduced by Gross [12]. Another route to reach supersolidity is to have a peculiar single-particle dispersion, eg one with two degenerate minima. An example of this second case is provided by spin-orbit coupled Bose gases where supersolidity has also been studied [13][14]. Experimentally, crystal order in spin-orbit coupled Bose gases has been evidenced by the observation of stripes [15]. However, the visibility of the fringes of the density is limited by interspecies interactions and is a major issue to overcome.

In this work, we consider a two-leg bosonic ring lattice subjected to two gauge fields. Here, thanks to the peculiar geometry of the system the inter-species interactions can be completely suppressed hence providing a new arena for studying supersolidity in a condition of high fringe visibility. As for the case of a spin-orbit coupled Bose gas, in a two-leg bosonic ring ladder there is no explicit long-range interaction but it emerges as an effective low-energy property due to the effect of gauge field and tunnel coupling between the rings.

The bosonic ladder under a gauge field in a linear geometry has been the object of intense theoretical work, by means of DMRG simulations [16] and field theoretical methods [17][18]. Those studies have provided a complete characterization of the phase diagram of this system, showing various phase. Among them, we mention the chiral superfluid phases, the chiral Mott insulating phases displaying Meissner currents [18][19] and vortex-Mott insulating phases [20]. In the weakly interacting regime, on which we will focus on this work, an additional phase has been predicted [21]: the biased-ladder phase, characterized by an imbalanced population of the bosons between the two legs, explicitly breaking Z2 symmetry. In parallel to these theoretical advances, the experimental realization of the bosonic flux ladder has been reported in optical lattices [22] as well as for lattices in synthetic dimensions, both for fermionic and bosonic quantum gases [23][24].

In this paper we provide several indications for supersolid features of the double-ring ladder system subjected to different flux in each leg. First of all, we study the properties of the excitation spectrum in order to demonstrate the first-order coherence. In the Meissner phase we find a single Goldstone mode, associated to Bose-Einstein condensation in the only minimum of the single-particle dispersion relation. In the biased ladder phase, in addition to the phonon branch we predict the existence of a roton minimum. This is the precursor of the vortex phase, in agreement with previews studies [21]. In the vortex phase, two Goldstone modes are observed, associated to the spontaneous breaking of U(1) and translational symmetry. A further proof of the coherence properties of the system is provided by the calculation of the first-order spatial correlation function.

As a second step, we then provide various indications of spatial crystal-like order. First of all, in the excitation spectrum of the vortex phases we find a folding of the Brillouin zone. This is a consequence of the formation of spatial modulations in the mean-field condensate density due to the formation of a vortex lattice along the ring. Furthermore, the analysis of the static structure factor shows the emergence of a peak at finite wavevector, corresponding to the density modulation along the rings.

Combining together the various evidences of coherence
model the system using the Bose-Hubbard Hamiltonian: \( H = H_0 + H_{\text{int}} = \sum_{l=1,p=1,2} N_p \left( \hat{a}_{l,p}^\dagger \hat{a}_{l+1,1} e^{i\phi_p} + \hat{a}_{l+1,p}^\dagger \hat{a}_{l,1} e^{-i\phi_p} \right) - K \sum_{l=1} N_s \left( \hat{a}_{l,1}^\dagger \hat{a}_{l,2}^\dagger + \hat{a}_{l,2} \hat{a}_{l,1} \right) + U \sum_{l=1} N_s a_{l,1}^\dagger a_{l,1} a_{l,p}^\dagger a_{l,p} \right) \) where the position of a particle on each ring is indicated by an integer \( l \in [1, N_s] \) with \( N_s \) the number of sites in each ring, and \( \hat{a}_{l,p}^\dagger, \hat{a}_{l,p} \) are respectively the bosonic destruction and creation operators at site \( l \) each ring, with \( p = 1, 2 \) indicating the inner and outer ring respectively. In Eq. (4), \( J_1 \) and \( J_2 \) are the tunneling amplitudes from one site to another along each ring, \( K \) is the tunneling amplitude between the two rings, connecting only sites with the same position index \( l \) and \( \Phi_{1,2} \) are the fluxes threading each ring.

A. Bogoliubov De-Gennes equations

In order to obtain the excitation spectrum of the double ring in the Bogoliubov approximation, we start from the Heisenberg equations of motion for the bosonic field operators \( \hat{a}_{l,\alpha} \) and we replace \( \hat{a}_{l,\alpha} \) in the quantum Hamiltonian (1) by \( \hat{a}_{l,\alpha} = \Psi_{l,\alpha}^{(0)} + \delta \Phi_{l,\alpha} \). The field \( \Psi_{l,\alpha}^{(0)} \) is the ground state condensate wave function, solution of the coupled discrete non linear Schrödinger equations (2)

\[
\begin{align*}
\mu \Psi_{l,1} &= -J \Psi_{l+1,1} e^{i(\Phi_{l,1} - \Phi_{l+1,1})} - J \Psi_{l-1,1} e^{-i(\Phi_{l,1} - \Phi_{l-1,1})} - K \Psi_{l,2} + U |\Psi_{l,1}|^2 \Psi_{l,1} \\
\mu \Psi_{l,2} &= -J \Psi_{l+1,2} e^{i(\Phi_{l,2} - \Phi_{l+1,2})} - J \Psi_{l-1,2} e^{-i(\Phi_{l,2} - \Phi_{l-1,2})} - K \Psi_{l,1} + U |\Psi_{l,2}|^2 \Psi_{l,2},
\end{align*}
\]

where \( \Phi = \Phi_{1,2} / 2, \phi = \Phi_{1} - \Phi_{2} \) and \( \mu \) is the chemical potential. In the following, we will consider for simplicity the case \( \Phi = 0 \). The next step consists in the expansion and truncation of the Hamiltonian (1) to quadratic order in \( \delta a_{l,p}, \delta a_{l,p}^\dagger \), yielding the Bogoliubov Hamiltonian

\[
\hat{H}_{\text{Bag}} = \left( \delta a_{1,1}^\dagger, \delta a_{1,2}^\dagger, \delta a_{2,1}, \delta a_{2,2} \right) H^{(2)} \left( \begin{array}{c}
\delta a_{1,1}^\dagger \\
\delta a_{1,2}^\dagger \\
\delta a_{2,1} \\
\delta a_{2,2}
\end{array} \right),
\]

where \( \delta \hat{a}_{p} = (\delta a_{1,p}^\dagger, \delta a_{2,p}^\dagger, ..., \delta a_{N_s,p}^\dagger) \) and the matrix \( H^{(2)} \) can be written in the following form

\[
H^{(2)} = \begin{pmatrix}
A_1 & B_1 & -K & 0 \\
B_1^\dagger & A_2^\dagger & 0 & -K \\
-K & 0 & A_2 & B_2 \\
0 & -K & B_2 & A_2^\dagger
\end{pmatrix},
\]

The matrix \( A_p \) with \( p = 1, 2 \) is given by

\[
A_p = \begin{pmatrix}
2U |\Psi_{1,p}^{(0)}|^2 & -J e^{i\phi_p} & \cdots & -J e^{-i\phi_p} \\
-J e^{-i\phi_p} & 2U |\Psi_{2,p}^{(0)}|^2 & \cdots & \cdots \\
& \ddots & \ddots & \ddots \\
& \cdots & -J e^{i\phi_p} & 2U |\Psi_{N_s-1,p}^{(0)}|^2 & -J e^{-i\phi_p} \\
& \cdots & \cdots & -J e^{-i\phi_p} & 2U |\Psi_{N_s,p}^{(0)}|^2
\end{pmatrix},
\]
and $B_p$ and $K_p$ are diagonal matrices of dimension $N_x \times N_x$, i.e. $B_p = \text{diag}(U(\Psi^{(0)}_1)^2, \ldots, U(\Psi^{(0)}_N)^2), K = KI$, with $I$ the identity matrix. We search then a transformation to quasi-particle operators $\hat{\gamma}_\nu$ for an excitation in mode $\nu$, such that the Bogoliubov Hamiltonian takes diagonal form:

$$H_{Bog} = \sum_\nu \hbar \omega_\nu \hat{\gamma}_\nu \hat{\gamma}_\nu^\dagger$$

We use the following general transformation, where the operators $\hat{\gamma}_\nu$ follow usual bosonic commutation rules, $[\hat{\gamma}_\nu, \hat{\gamma}_{\nu'}^\dagger] = \delta_{\nu,\nu'}$.

$$\delta \hat{\alpha}_{t,p} = \sum_\nu \hat{h}_{\nu,t}^{(p)} \hat{\gamma}_\nu - Q_{\nu,t}^{(p)} \hat{\gamma}_\nu^\dagger,$$  

As next step, we substitute Eq. (7) into the equation of motion, and use the following properties

$$[\hat{\gamma}_\nu, H] = \hbar \omega_\nu \hat{\gamma}_\nu$$

$$[\hat{\gamma}_\nu^\dagger, H] = -\hbar \omega_\nu \hat{\gamma}_\nu^\dagger.$$  

Finally, by equating the coefficients of the different modes $\{h_{\nu}^{(p)}, Q_{\nu}^{(p)}\}$ we obtain that the modes have to verify the following eigenvalue problem, corresponding to the Bogoliubov-De Gennes equations for the ring ladder:

$$\begin{pmatrix} h_{\nu}^{(1)} \\ Q_{\nu}^{(1)} \\ h_{\nu}^{(2)} \\ Q_{\nu}^{(2)} \end{pmatrix} = \begin{pmatrix} A_1 - \mu I & B_1 \\ -B_1^* & A_1^* - \mu I \\ -K & 0 \\ 0 & K \end{pmatrix} \begin{pmatrix} h_{\nu}^{(1)} \\ Q_{\nu}^{(1)} \\ h_{\nu}^{(2)} \\ Q_{\nu}^{(2)} \end{pmatrix},$$

where $h_{\nu}^{(p)} = (h_{\nu,1}^{(p)}, h_{\nu,2}^{(p)}, \ldots, h_{\nu,N}^{(p)})^T$ and $Q_{\nu}^{(p)} = (Q_{\nu,1}^{(p)}, Q_{\nu,2}^{(p)}, \ldots, Q_{\nu,N}^{(p)})^T$ and the chemical potential is $\mu = \langle \Psi_0 | H_0 | \Psi_0 \rangle + 2 \langle \Psi_0 | H_{int} | \Psi_0 \rangle$. The eigenmodes satisfy the following orthogonality relations which follow from commutation relations among $\hat{\gamma}_\nu$:

$$\sum_{\nu', p} h_{\nu',t}^{(p)} (h_{\nu,t}^{(p)})^* - Q_{\nu',t}^{(p)} (Q_{\nu,t}^{(p)})^* = \delta_{\nu,\nu'},$$

where $h_{\nu,t}^{(p)} = (h_{\nu,1,t}^{(p)}, h_{\nu,2,t}^{(p)}, \ldots, h_{\nu,N,t}^{(p)})^T$ and $Q_{\nu,t}^{(p)} = (Q_{\nu,1,t}^{(p)}, Q_{\nu,2,t}^{(p)}, \ldots, Q_{\nu,N,t}^{(p)})^T$.

B. Dynamical structure factor

The dynamical structure factor is a powerful tool to study correlations in many-body systems both theoretically and experimentally. It corresponds to the space- and time- Fourier transform of the density-density correlation function. The poles of the dynamical structure correspond to the collective excitation spectrum of the system. In the simplest case of a single-component one-dimensional system, the dynamical structure factor is defined as follows [26]

$$S(q, \omega) = \sum_{s \neq 0} |\langle s | \hat{\rho}_q | 0 \rangle|^2 \delta(\omega - \omega_s),$$

where $q$ and $\omega$ are the momentum and energy transferred by the probe to the sample, $|s\rangle$ are many-body eigenstates of the system and $|0\rangle$ is the ground state, $\hat{\rho}_q$ is the density fluctuation operator in momentum space and $\omega_s = E_s - E_0$ is the energy difference between excited and ground state.

For the case of coupled rings, since the excitations belong to both rings, we need to define several dynamical structure factors: $S_{p,p'}(q, \omega)$ with $p, p' = 1, 2$ being the ring index, and

$$S_{p,p'}(q, \omega) = \sum_{s \neq 0} |\langle s | \hat{\rho}_q^{(p,p')} | 0 \rangle|^2 \delta(\omega - \omega_s)$$

with

$$\hat{\rho}_q^{(p,p')} = \sum_k \hat{\alpha}_{k,p'}^\dagger \hat{\alpha}_{k,q} \hat{\alpha}_{k,p'}.$$  

and $q$ and $k$ are wavevectors corresponding to the longitudinal momentum along each ring, i.e., we have set $\hat{\alpha}_{k,p} = (1/\sqrt{N_x}) \sum_j \exp(ikj) \hat{\alpha}_{j,p}$. Using the expansion [7] onto Bogoliubov modes, one can show that in the Bogoliubov approximation the dynamical structure factors are given by

$$S_{p,p'}(q, \omega) = 

\sum_{s \neq 0} \left| \sum_t \left( \Psi_t^{(p)} h_{k,t}^{(p)} - \Psi_t^{(p')} Q_{k,t}^{(p')} \right) \epsilon^q \right|^2 \delta(\omega - \omega_s)$$

In order to understand the low energy properties of the system, instead of using the operators $\hat{\alpha}_{k,p}$, it is useful to refer to the operators $\hat{\beta}_k$ and $\hat{\beta}_k^\dagger$ that diagonalize
the single-particle non-interacting Hamiltonian $H_0$ (see Appendix A and Eq.\[A2\] for its definition) and introduce the structure factors $S_{\lambda,\lambda'}$ where $\lambda, \lambda' = \alpha$ or $\beta$ referring to the corresponding operators. In particular, the low-energy properties of the system under study are governed by the lowest excitation branch associated to the operator $\hat{\beta}_k$ and can be accessed by studying the dynamical structure factor $S_{\beta,\beta}$:

$$S_{\beta,\beta}(q, \omega) = \sum_{s \neq 0} | \langle s | \hat{\rho}^{(\beta)}_q | 0 \rangle |^2 \delta(\omega - \omega_s)$$  \hspace{1cm} (17)

where we have defined $\hat{\rho}^{(\beta)}_q = \sum_k \hat{\beta}^\dagger_{k+q} \hat{\beta}_k$.

### C. Static structure factor

The static structure factor yields information on spatial long-range order, e.g., crystal or density wave order, hence it is particularly suited to address the spatial modulations emerging in the vortex phase (see Sec.III below). The static structure factor is defined as

$$S_p(p') = \sum_s Z_s^{(p,p')}(q)$$  \hspace{1cm} (18)

where $Z_s(q) = \left| \langle s | \hat{\rho}^{(p,p')}_q | 0 \rangle \right|^2$. In order to access the properties of supersolidity we need to compute the total static structure factor $S_{tot}(q) = S(q) + S_c(q)$, which takes into account both elastic and inelastic scattering. Inelastic scattering is captured by $S(q)$ and elastic scattering corresponds to the so-called disconnected dynamical structure factor $S_c(q) = Z_{s=0}(q)$ \[27\].

### III. EXCITATION SPECTRUM AS A PROBE OF THE PHASES OF THE TWO-LEG BOSONIC RING LADDER

For the lattice ring three phases are known: the Meissner (M), vortex (V) and biased ladder (BL) phase. A schematic phase diagram for the infinite-ladder limit is illustrated in Fig.2. It is obtained by minimizing the mean-field energy with respect to the Ansatz $|\Psi\rangle = \frac{1}{\sqrt{N}} \left( \cos(\theta) \hat{a}^\dagger_{k+1} + \sin(\theta) \hat{a}^\dagger_{k-1} \right)^N |0\rangle$ \[21\]. The Meissner phase is characterized by vanishing transverse currents $j_{i,\perp} = iK(\hat{a}^\dagger_{i+1} - \hat{a}^\dagger_{i-1})$; the longitudinal currents on each ring, defined as $j_{i,p} = iJ(\hat{a}^\dagger_{i,p} - \hat{a}^\dagger_{i+1,p} e^{i\Phi_F} - \hat{a}^\dagger_{i+1,p} e^{-i\Phi_F} - \hat{a}^\dagger_{i+1,p} e^{i\Phi_F} - \hat{a}^\dagger_{i-1,p} e^{-i\Phi_F})$, are opposite and the chiral current, i.e. $J_c = \sum \langle j_{1,1} - j_{1,2} \rangle$ is saturated. The vortex phase is characterized by a modulated density, jumps of the phase of the wave function, and non-zero, oscillating transverse currents which create a vortex pattern. The biased ladder phase has only longitudinal currents as in the Meissner phase, but displays and imbalanced population between the two rings.

#### A. Meissner phase

In the Meissner phase, the ground-state solution for the condensate wave function is uniform in space and corresponds to a condensate occupying the $k = 0$ state.

The lowest branch of the spectrum shows a single phononic mode close to $k = 0$. This is the Goldstone mode associated to the spontaneous breaking of the $U(1)$ symmetry. Notice that even though we solve two equations for the condensate wavefunctions on each ring (see Eqs.\[2\] and \[10\]), only the global phase is free to fluctuate while the relative phase is fixed by the tunnel coupling among the two rings. A simplified expression for the dispersion relation of this branch can be obtained by performing the Bogoliubov approximation on the lower branch of the single-particle spectrum \[21\]. It reads

$$\epsilon_k^M = \frac{1}{2} \sqrt{(Un + 2\epsilon_k)^2 - (2Unu_kv_k)^2}$$  \hspace{1cm} (19)

with $\epsilon_k = E_-(k) - E_-(0)$ and $u_k, v_k$ defined in Appendix A. An analytical solution of the full two-band problem is provided in Appendix B.

Fig.3 shows the dynamical structure factor as obtained by the numerical diagonalization of the Bogoliubov De-Gennes equations. The poles of the dynamical structure factor in the frequency-wavevector plane are in excellent agreement with Eq.\[19\], also shown in the figure.

The dispersion relation $\epsilon_k$ obtained from the full solution (Eq.\[B2\]) and the corresponding group velocity $v_g = \partial \epsilon_k / \partial k$ is shown in Fig.3 for various values of the interaction strength. The main effect of the coupling at strong interactions is to change the sound velocity, to decrease the region where the spectrum is linear and modify the shape of the dispersion at finite momenta, where the group velocity displays a minimum.
### B. Biased-ladder phase

In the biased-ladder phase, as well as in the vortex phase, the single-particle dispersion relation has two minima at \( k = k_1, k_2 \). In the biased-ladder phases only one of the two minima is macroscopically populated. The excitation spectrum shows a phononic Goldstone mode and a rotonic structure [21]. A similar behaviour is found in spin-orbit coupled Bose gases [28]. At fixed flux \( \phi \), when decreasing the coupling \( K \) between the ring, the vortex phase is accessed through a softening of the roton minimum. The system enters the vortex phase when the roton minimum decreases down to a critical (non zero) value thus indicating a first-order transition, similarly to what predicted for dipolar gases [29].
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Figure 3: Excitation spectrum (solid black line) and dynamical structure factor \( S_{\beta\phi} \) in the lowest branch basis in the Meissner phase, in the frequency-wavevector plane (color map, \( q \) in units of \( 1/a \) with \( a \) lattice spacing and \( \omega \) in units of \( J \)) for \( Un/J = 0.2, \phi = \pi/2, K/J = 3 \).
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Figure 4: Upper panels: dispersion relations in the frequency-wavevector plane in the Meissner phase for (a) \( \phi = \pi/4, K/J = 0.1 \) and (b) \( \phi = \pi/4, K/J = 1 \) for various values of the interaction strength indicated on panel (d). Bottom panels: corresponding group velocity as a function of wave-vector \( q \) for (c) \( \phi = \pi/4, K/J = 0.1 \) and (d) \( \phi = \pi/4, K/J = 1 \). The solid lines correspond to the Meissner excitation spectrum taking into account both lower and upper branch of the non-interacting problem (see Eq. [19]), the dashed lines correspond to the lowest band approximation (see Eq. [19]).
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Figure 5: (a) Dynamical structure factor for the biased-ladder phase, with \( N_s = 100, Un/J = 0.01, \phi = \pi/2, K/J = 1.15 \), (b) dynamical structure factor for the biased-ladder phase, with \( N_s = 100, Un/J = 0.05, \phi = \pi/2, K/J = 1.4 \).

### C. Vortex Phase

At the mean field level, the vortex phase is characterised by a macroscopic occupation of a superposition state involving two single-particle momentum modes \( k = k_1, k_2 \) corresponding to the minima of the single-particle dispersion relation [21].

The numerical result for the dynamical structure factor \( S_{\beta\phi}(q, \omega) \) in the vortex phase is shown in Fig. 6. We find various minima of the dispersion relation for \( q = 0 \) and \( q = k_2 - k_1 \) as well as at the points \( q = 2\pi \) and \( q = 2\pi - (k_2 - k_1) \). Two linear dispersion branches are found around each of these minima, characterized by two different sound velocities. These branches correspond to the two Goldstone modes associated to the breaking of U(1) and spatial translational symmetry, and hence may be viewed as phase modes and crystal modes [30, 32].

An analysis of the dynamical structure factor in log scale (see Fig. 6b) shows a folding of the Brillouin zone for the excitations, corresponding to the underlying ground-state vortex superlattice felt by the Bogoliubov excitations. Specifically, for the parameters chosen in the calculation of Fig. 6 we have that the ground state density...
profile has a modulation with wavevector $k_1 - k_2$, leading to a $2\pi$-times folding of the excitation spectrum, i.e. 5-times in the case of Fig. [3].

The overall features of the excitation spectrum can be understood by comparing it with the one in the $K = 0$ case. In this regime the rings are independent and the excitation spectrum is given by two branches, obtained by solving the Bogoliubov equations for each ring separately:

$$\epsilon_k^{(1)} = -\frac{1}{2} \left( \epsilon_{k+k_1} - \epsilon_{k-k_1} \pm \sqrt{(\epsilon_{k+k_1} + \epsilon_{k-k_1})^2 + 4U|\psi_0|^2(\epsilon_{k+k_1} + \epsilon_{k-k_1})} \right)$$

$$\epsilon_k^{(2)} = -\frac{1}{2} \left( \epsilon_{k+k_2} - \epsilon_{k-k_2} \pm \sqrt{(\epsilon_{k+k_2} + \epsilon_{k-k_2})^2 + 4U|\psi_0|^2(\epsilon_{k+k_2} + \epsilon_{k-k_2})} \right)$$

where $\epsilon_k = 2J(1 - \cos(k))$.

Exploiting a low-energy model (see Appendix [C]) we can then understand qualitatively the behaviour of the excitation spectrum at small but finite $K$. In this regime, the excitations can tunnel from one ring to the other with $k$-dependent interaction parameters $\tilde{U}$ and $\tilde{\tilde{U}}$ (see Appendix [C]). These scattering events break the degeneracy of the sound velocities around each minimum.
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Figure 6: (a) Dynamical structure factor $S_{\beta\beta}(q, \omega)$ in the vortex phase for $K/J = 0.8$ in linear (a), and logarithmic (b) scale; (c) dynamical structure factor $S_{\beta\beta}(q, \omega)$ for $K/J = 0$. The other parameters for all the panels are $\phi = \pi/2$, $N_s = 80$, $K/J = 0.8$ and $Un/J = 0.2$.

In Fig. [4] we show the various dynamical structure factors $S_{p,p'}(q, \omega)$ in the ring basis. All the excitations branches observed in $S_{\beta\beta}(q, \omega)$ are visible, with variable spectral weight depending on the choice of $p, p'$. The off-diagonal dynamical structure factors show the symmetry relation $S_{12}(q, \omega) = S_{21}(q, -\omega)$.

**D. Experimental probe of the dynamical structure factor**

In ultracold atomic gases the dynamical structure factor can be measured using two-photon optical Bragg spectroscopy [33], according to the following scheme: two laser beams are impinged upon the condensate, and the difference in the wave vectors of the beams defines the momentum transfer $hq$, and the frequency difference defines the energy transfer $\hbar\omega$ to the fluid. Both the values of $q$ and $\omega$ can be tuned by changing the angle between the two beams and varying the frequency difference of the two laser beams. Several experiments have reported
the observation of the dynamical structure factor with ultracold atoms (see eg Refs. [10, 34, 36]).

A way of probing the excitation spectrum of the double ring studied in this work is to use angular momentum spectroscopy \cite{77}. In this case, one needs two laser beams denoted by 1, 2 in high-order Laguerre-Gauss modes with optical angular momenta \( l_1, l_2 \) and frequencies \( \omega_{1,2} \). Their corresponding electric fields read \( E_{1,2}(r) = f_{l_1,2}(r) e^{-i \omega_{1,2} t - i \phi_{l_1,2}} \) where the radial mode functions \( f_j(r) \propto (r/r_0)|l| e^{r^2/2r_0^2} \) need to be chosen in order to match the shape of the double ring to probe.

IV. COHERENCE PROPERTIES AND SUPER SOLIDITY

A. One-body density matrix

In order to study the coherence properties of the system we consider the one-body density matrix \( \rho^{(1)}_{\alpha,\alpha'}(j,l) = \langle \hat{a}^{\dagger}_{\alpha,j} \hat{a}_{\alpha',l} \rangle \), which in the Bogoliubov approximation reads \cite{38, 39}

\[
\rho^{(1)}_{p,p'}(j,l) = \sqrt{\rho_{p,p'}^{(0)} \rho_{l,p'}^{(0)}} \exp \left( -\frac{1}{2} \sum_s |q_{s,j,l,p'}^{(0)}| \frac{Q_{s,j,l,p'}^{(0)}}{|\Psi_{j,l,p'}^{(0)}|} \right),
\]

where the function in the exponential relates to the fluctuation of the phase of the condensate and \( \rho_{p,p'}^{(0)} \) stands for the mean-field ground-state density profile of each ring. Since in the vortex phase the system is inhomogeneous the one-body density matrix does not depend only on the coordinate difference \( j - l \). Therefore, to estimate the coherence we study the averaged first-order correlation function defined as

\[
\theta^{(1)}_{p,p'}(l) = \sum_j \rho^{(1)}_{j,j+1, p,p'} / \sqrt{\rho_{j,j} \rho_{j+1,p,p'}} \quad (22)
\]

Figure 8 shows the \( g^{(1)} \) correlations in the vortex phase along the inner ring. As the coupling \( K/J \) between the rings increases, we notice that the correlations in the ring decrease. However, even for large values of \( K/J \) the coherence in the vortex phase stays high even at large distances. This corresponds to a large condensate fraction, thereby implying Bose-Einstein condensation (BEC) and superfluidity.

B. Static structure factor - probe of spatial order

In order to probe the spatial crystalline order expected in the vortex phase we compute the total static structure factor \( S_{\text{tot}}(k) \) (see Sec.IIC), which is illustrated in Fig 14B. We clearly see a peak at wavevectors \( k = k_2 - k_1 \) and \( k = 2\pi - (k_2 - k_1) \), revealing the crystalline order associated to the spatial modulations of the condensate density profile.

V. SMALL RING LIMIT AND NATURE OF THE EXCITATIONS

We report in this section a study on the nature of the excitations in the different phases of the system.

For this purpose, we calculate the density fluctuations \( \delta n^{\nu}_{l,p} \) defined as \( \langle s | \hat{n}_{l,p} | 0 \rangle \) which can be obtained from of the Bogoliubov eigenmodes \( h^{(p)}_{\nu,l} \) and \( Q^{(p)}_{\nu,l} \) according to

\[
\delta n^{\nu}_{l,p} = 2 \text{Re} \left[ \Psi_{l,p}^{(0)} h^{(p)}_{\nu,l} - (\Psi_{l,p}^{(0)})^* Q^{(p)}_{\nu,l} \right]. \quad (23)
\]
Our results for the density fluctuations of chosen low-energy modes are shown in Fig. 10. Among the various types of excitation modes, in addition to the phononic Goldstone modes propagating along each ring, we identify the Josephson mode, typical of a finite ring system, which is characterized by spatially homogeneous density fluctuations and out-phase oscillations of the relative populations among the two rings, as in the small-amplitude dynamics of the Josephson effect 40, 41.

We see in Fig. 10 that a uniform Josephson mode occurs at low energy in the Meissner phase for low enough coupling among the rings, whereas higher excited modes are of phonons of charge (i.e., in-phase) type. Close to the phase boundary, in the vortex phase we find that the lowest excitation is a spin (i.e., out-of-phase) oscillation. In the nearby Meissner phase the lowest excitation becomes phonon of charge type, as well as in the biased-ladder phase.

The Josephson modes are found in the Meissner phase for weak tunnel coupling \( K/J \) and weak flux \( \phi \). In order to estimate the parameter regime where phonon or Josephson modes are present in the ring, we provide here below some estimates based on energy scales. In the Meissner phase, close to \( k \rightarrow 0 \) the spectrum has a linear behaviour,

\[
\varepsilon_k^M \approx E_{\text{ph}} k \quad (24)
\]

where

\[
E_{\text{ph}} = \frac{2\pi J^2}{K N} \sqrt{\frac{U}{J}} \left[ \frac{K^2}{J^2} \cos(\phi/2) + \left( \frac{U}{J} - \frac{2K}{J} \right) \sin(\phi/2)^2 \right] \quad (25)
\]

When comparing it to the energy of the Josephson mode which scales as the band gap between the upper and lower branch of the excitation spectrum \( E_{\text{gap}} \approx K \) we predict that the region where Josephson modes are allowed, i.e., when \( E_{\text{gap}} < E_{\text{ph}} \), appears at very low \( K \) and

In conclusion, in this work we have performed a detailed study of the excitation spectrum of a weakly interacting Bose gas in a two-leg bosonic ring ladder subjected to two artificial gauge fields. For all the three phases expected at weak interactions, i.e., the Meissner, vortex and biased-ladder phase, we have solved the Bogoliubov-de Gennes equations for the ring ladder and calculated the dynamical structure factor. For a cigar-shaped gas and for a one-dimensional gas in a linear atomic waveguide, the dynamical structure factor has been already experimentally measured. Here we propose that it is accessed in the ring geometry by angular momentum spectroscopy.

Our main predictions are a single phonon-like dispersion at long wavelength in the Meissner phase, a roton minimum emerging in the biased-ladder phase and two phononic branches in the vortex phase. Furthermore, we find evidence of the underlying spatially modulated structure of the vortex phase in the spectrum by a folding of the Brillouin zone of the excitations.

Using the Bogoliubov excitations eigenmodes, we have also calculated the first-order correlation function, monitoring the coherence of the gas, and found that it remains high all over the rings. This feature, together with the diagonal long-range order in the vortex phase is hallmarking the supersolid nature of the fluid. The emergence of supersolidity in this system is quite remarkable, as, at difference from the spin-orbit coupled Bose gas, the visibility of the fringes can be tuned thanks to the absence of interspecies contact interactions in the current model. Finally, we have shown the emergence of Josephson exci-
tations in a finite ring, corresponding to population imbalance oscillations among the two rings.

In outlook, it would be interesting to study the excitation spectrum at larger interaction strengths, where the nature of the ground state changes onto a fragmented condensate [42] or a fragmented Fermi sphere [43] at intermediate and large interactions respectively. The knowledge of the excitation spectrum is also useful for atomtronics applications [44, 45], eg for the study of transport in the linear-response regime, when two leads are attached to the ring [46–48].

Acknowledgments

We thank L. Amico and S. Moroni for stimulating discussions. We acknowledge funding from the ANR Super-Ring (Grant No. ANR-15-CE30-0012).

Appendix A: Non interacting regime

We first proceed by analyzing the non-interacting problem. The diagonalization of $H_0$ (see Appendix A for details) yields the following two-band Hamiltonian:

$$
H_0 = \sum_k \hat{\alpha}_k^\dagger \hat{\alpha}_k E_+ (k) + \hat{\beta}_k^\dagger \hat{\beta}_k E_- (k),
$$

(A1)

where,

$$
\begin{pmatrix}
\hat{\alpha}_{k,1} \\
\hat{\alpha}_{k,2}
\end{pmatrix} = \begin{pmatrix}
v_k & u_k \\
-u_k & v_k
\end{pmatrix}
\begin{pmatrix}
\hat{\alpha}_k \\
\hat{\beta}_k
\end{pmatrix},
$$

(A2)
where functions \( u_k \) and \( v_k \) depend on the parameter \( \phi \) and \( K/J \), and are given here for simplicity in the case \( \Phi = 0 \) treated in this work,

\[
v_k = \left[ \frac{1}{2} \left( 1 + \frac{\sin(\phi/2) \sin(k)}{\sqrt{(K/2J)^2 + \sin^2(\phi/2) \sin^2(k)}} \right) \right] \quad (A3)
\]

\[
u_k = \left[ \frac{1}{2} \left( 1 - \frac{\sin(\phi/2) \sin(k)}{\sqrt{(K/2J)^2 + \sin^2(\phi/2) \sin^2(k)}} \right) \right] . \quad (A4)
\]

the momentum in units of inverse lattice spacing takes discrete values given by \( k = \frac{2\pi n}{N_s} \), with \( n = 0, 1, 2...N_s - 1 \) and the dispersion relation \( E_\pm \) reads

\[
E_\pm(k) = -2J \cos(\phi/2) \cos(k) \\
\pm \sqrt{K^2 + (2J)^2 \sin(\phi/2)^2 \sin(k)^2}. \quad (A5)
\]

\[
\epsilon(q) \begin{pmatrix} h_q^{(1)} \\ Q_q^{(1)} \\ h_q^{(2)} \\ Q_q^{(2)} \end{pmatrix} = \begin{pmatrix} \epsilon_+(q) + Un & -Un & -K & 0 \\
Un & -\epsilon_-(q) - Un & 0 & K \\
-K & 0 & Un & -Un \\
0 & K & -\epsilon_+(q) + Un \end{pmatrix} \begin{pmatrix} h_q^{(1)} \\ Q_q^{(1)} \\ h_q^{(2)} \\ Q_q^{(2)} \end{pmatrix}. \quad (B1)
\]

where \( \epsilon_\pm(q) = -2J[\cos(k \pm \phi/2) - \cos(\phi/2)] + K. \)

This matrix is diagonalizable and the positive eigen-values read

\[
\epsilon(q) = \frac{1}{\sqrt{2}} \left\{ \epsilon_+^2 + \epsilon_-^2 + 2(\epsilon_+ + \epsilon_-) Un + 2K^2 \\
\pm \sqrt{\left(\epsilon_+^2 - \epsilon_-^2\right)^2 + 4Un \left(\epsilon_+^4 + \epsilon_-^4 - \epsilon_-^2 \epsilon_+ + \epsilon_+^2 \epsilon_-\right) + 4K^2 \left[ (\epsilon_+ + \epsilon_-)^2 + 4Un (\epsilon_+ + \epsilon_- + Un) \right]} \right\}^{1/2} \quad (B2)
\]

For a similar derivation see Ref.[49].

**Appendix C: Bogoliubov excitation spectrum for the lowest single-particle branch**

In this part, using the following ansatz \( \Psi \)

\[
|\Psi\rangle = \frac{1}{\sqrt{N!}} \left( \hat{\beta}^\dagger_{k1} e^{-i\psi_1} + \hat{\beta}^\dagger_{k2} e^{-i\psi_2} \right)^N |0\rangle \quad (C1)
\]

for the ground state, we study the excitation spectrum of the vortex phase by analyzing the Bogoliubov excitations on top of the lowest single-particle excitation branch \( \beta \). The contributions from the upper branch, which corresponds to particles created by the operators \( \hat{\alpha}_k \), are negligible when the interaction strength is much smaller than the gap among the lower and upper branch of the single-particle spectrum.

In order to perform the Bogoliubov analysis we start from the original Hamiltonian \( \{1\} \) and compute the interacting part of the Hamiltonian in the free particle diagonal basis \( \{\beta^\dagger_k, \beta_k\} \) (see [17]). we obtain

\[
\hat{H}_{int} = \frac{U}{2N_s} \sum_{q,k,r} K(q - r + q, k, r) \hat{\beta}^\dagger_{k-q} \hat{\beta}^\dagger_{r+q} \beta_k \beta_r \quad (C2)
\]

where the kernel \( K \) is given by \( K(q_1, q_2, q_3, q_4) = u_{q_1} u_{q_2} u_{q_3} u_{q_4} + v_{q_1} v_{q_2} v_{q_3} v_{q_4} \). Here we see that the restriction to the lowest branch yields a one-dimensional Bose gas with effective non-zero range interaction potential. We then proceed by per-
forming the Bogoliubov approximation: we assume that the states \( k_1 \) and \( k_2 \) are macroscopically occupied and so approximate the operators in those states by \( \tilde{C} \)-numbers:

\[
\beta_{k_1} = \sqrt{N_0/2} e^{i\psi_1} \tag{C3}
\]

\[
\beta_{k_2} = \sqrt{N_0/2} e^{i\psi_2} \tag{C4}
\]

where \( N_0 \) is the number of condensed particles in the whole system. We then rewrite the Hamiltonian keeping up all terms up to quadratic order in operators \( \tilde{\beta}_{k \neq k_1, k_2} \), \( \tilde{\beta}_{k \neq k_1, k_2} \). In order to conserve particle number within the Bogoliubov approximation we write the number of condensed particles as a function of the total particle number using relation \( N_0 = N - \sum_{k \neq (k_1, k_2)} \tilde{\beta}_k^\dagger \tilde{\beta}_k \). This procedure yields the following quadratic Hamiltonian:

\[
\hat{H} = E^{(0)} + \hat{H}_{\text{Bog}}, \tag{C5}
\]

where \( H^{(0)} \) is the mean field energy in the vortex phase given by:

\[
E^{(0)} = NE_{-}(k_1) + \frac{UN_n}{4} \left[ 1 + 2u_{k_1} v_{k_1} \right] \tag{C6}
\]

\[
\hat{H}_{\text{Bog}} = \sum_{k \neq (k_1, k_2)} \tilde{\epsilon}_k \hat{\beta}_k^\dagger \hat{\beta}_k + \sum_k \tilde{\beta}_{k2 \rightarrow k}^\dagger \tilde{\beta}_{k \rightarrow k}^\dagger U_{1,k} + h.c + \sum_k \tilde{\beta}_{k \rightarrow k}^\dagger \tilde{\beta}_{k \rightarrow k} \left( U_{2,k} + h.c \right) + \sum_k \tilde{\beta}_{k \rightarrow k}^\dagger \tilde{\beta}_{k \rightarrow k} U_{12,k} + h.c + \sum_k \tilde{\beta}_{k \rightarrow k}^\dagger \tilde{\beta}_{k \rightarrow k} \tilde{U}_{12,k} + h.c \tag{C7}
\]

and the coefficients \( \tilde{\epsilon}_k \) and \( U_k \) correspond to the Feynman diagrams of Fig. 12 and read

\[
\tilde{\epsilon}_k = E_{-}(k) - E_{-}(k_1) - \frac{1}{2N_s} \left( u_{k_1}^2 + v_{k_1}^2 \right) + \frac{1}{2} \left( u_{k_1}^2 + v_{k_1}^2 \right) + \frac{U}{N_s} \left( u_{k_1}^2 + v_{k_1}^2 \right) \tag{C8}
\]

\[
U_{1,k} = \frac{U}{4N_s} K(k_1, k_2, k_1 + k_2 + k, -k) \tag{C9}
\]

\[
U_{2,k} = \frac{U}{4N_s} K(k_2, k_2, k_2 + k, -k) \tag{C10}
\]

\[
U_{12,k} = \frac{2U}{4N_s} K(k_1 + k_2, k_1 + k_2 + k, -k_1, k_2) \tag{C11}
\]

\[
\tilde{U}_{12,k} = \frac{2U}{4N_s} K(k_1, k_2, k_1 + k_2, -k + k, k) \tag{C12}
\]

Appendix D: Dynamical structure factor of the non-interacting case and full expression in the Bogoliubov approximation

By taking the ground state as being \( |0\rangle = \frac{1}{\sqrt{2}}(|k_1\rangle + |k_2\rangle) \) the dynamical structure factor readily reads

\[
S_{\beta,\beta}(q, \omega) = \frac{1}{2} \left( \delta(\omega - \omega_q + k_1) + \delta(\omega - \omega_q + k_2) \right) \tag{D1}
\]

Figure 12: Scheme depicting the main collision channels for the the effective interactions among particles belonging to the lower branch of the single-particle excitation spectrum.

with \( \omega_q = E_{-}(k) - E_{-}(k_1) \). We see that it consists of two band that correspond only for \( k_1 = k_2 = 0 \) (Meissner phase) or \( k_1 = -k_2 = -\pi \).

Using Eq. (7) and Eq. (16), the dynamical structure factor in the Bogoliubov approximation reads

\[
S_{\beta,\beta}(q, \omega) = \sum_{s \neq 0} \sum_k u_{k+q} v_k \left( \tilde{h}_{s,k+q}^\dagger \tilde{\Psi}_{k+q}^\dagger (\tilde{\Psi}_{s,k}^\dagger - \tilde{\Psi}_{s,k}^\dagger \tilde{\Psi}_{s,k+q})^* \right) + \sum_{s \neq 0} \sum_k u_{k+q} v_k \left( \tilde{h}_{s,k+q}^\dagger \tilde{\Psi}_{k+q}^\dagger (\tilde{\Psi}_{k+q}^\dagger - \tilde{\Psi}_{k+q}^\dagger \tilde{\Psi}_{s,k+q})^* \right) + \sum_{s \neq 0} \sum_k u_{k+q} v_k \left( \tilde{h}_{s,k+q}^\dagger \tilde{\Psi}_{k+q}^\dagger (\tilde{\Psi}_{k+q}^\dagger - \tilde{\Psi}_{k+q}^\dagger \tilde{\Psi}_{s,k+q})^* \right) \tag{D2}
\]

where \( \tilde{h}_{s,k}, \tilde{Q}_{s,k} \) and \( \tilde{\Psi}_{s,k}^\dagger \) are the Fourier transforms of \( h_{\nu,\ell}^{(\alpha)} Q_{\nu,\ell}^{(\alpha)} \) of the excitation and of condensate wavefunction \( \tilde{\Psi}_{s,\alpha}^\dagger \) respectively.