Bayesian optimization (BO) is a model-based approach to sequentially optimize expensive black-box functions, such as the validation error of a deep neural network with respect to its hyperparameters. In many real-world scenarios, the optimization is further subject to a priori unknown constraints. For example, training a deep network configuration may fail with an out-of-memory error when the model is too large. In this work, we focus on a general formulation of Gaussian process-based BO with continuous or binary constraints. We propose constrained Max-value Entropy Search (cMES), a novel information theoretic-based acquisition function implementing this formulation. We also revisit the validity of the factorized approximation adopted for rapid computation of the MES acquisition function, showing empirically that this leads to inaccurate results. On an extensive set of real-world constrained hyperparameter optimization problems we show that cMES compares favourably to prior work, while being simpler to implement and faster than other constrained extensions of Entropy Search.

1 Introduction

Consider the problem of tuning the hyperparameters of a large neural network to minimize its validation error. This validation error is a black-box in that neither its analytical form nor gradients are available, and each (noisy) point evaluation requires time-consuming training from scratch. In Bayesian optimization (BO) the black-box function \( y(x) \) is queried sequentially at points selected by optimizing an acquisition function, based on a probabilistic surrogate model (e.g., a Gaussian process) fit to the evaluations collected so far [1,2,3]. In many real-world settings, this black-box optimization problem is subject to stochastic constraints. For example, we may want to maximize the accuracy of a machine learning model while limiting its training time or prediction latency. Here, objective and constraint are real-valued functions which are jointly observed. Alternatively, we may want to tune a deep neural network (DNN) while avoiding training failures due to out-of-memory (OOM) errors. In this latter case, the constraint feedback is binary, and the objective is not observed at points where the constraint is violated.

It is custom to treat a constraint on par with the objective, using a joint or conditionally independent random function model. On the one hand, unfeasible evaluations carry a cost (e.g., wasted resources, compute node failure), so their occurrence should be minimized. On the other hand, avoiding the unfeasible region should not lead to convergence to suboptimal hyperparameters. Often, good configurations lie at the boundary of the feasible region. For example, setting a high learning rate when training a DNN can lead to better performance but could make the training diverge. Ideally, a user should be able to control the probability of the final solution satisfying the constraints.

In the absence of constraints, Gaussian process (GP) based BO typically uses simple acquisition functions, such as Expected Improvement (EI) [1] or Upper Confidence Bound (UCB) [4]. Unfortunately, their extension to the constrained case poses conceptual difficulties [5,6,7]. Entropy Search (ES) [8] or Predictive Entropy Search (PES) [9,10] render acquisition functions tailored to constrained BO [7]. However, these are much more complex and expensive to evaluate than EI. Max-value Entropy Search (MES) was recently introduced as a simple and efficient alternative to PES [11], but...
has not been extended to handle stochastic constraints.

In this work, we focus on BO with continuous or binary feedback constraints. The continuous feedback case is simpler to implement and has received much attention in the literature, while binary feedback constraints are underserved in prior work despite their relevance in practice. We develop Max-value Entropy Search with constraints (cMES), a novel information theoretic acquisition function that generalizes MES. cMES can handle both continuous and binary feedback, while retaining the computational efficiency of its unconstrained counterpart [11]. We evaluate cMES on a range of constrained black-box optimization problems, demonstrating that it tends to outperform previously published methods such as constrained EI [5]. We also consider a simple, but strong adaptive percentile baseline, which is an improved variant of the high-value heuristic from [6]. Despite its simplicity, it can outperform constrained EI. We therefore encourage the community to also consider this new baseline in future research.

As a byproduct of our evaluations, we analyze the impact of different ways of sampling the (constrained) maximum \( y_* \) from the posterior distribution. We find that the independent “mean field” approximation proposed in [11] leads to poor results, providing an explanation for this finding. Jointly dependent sampling works well and remains tractable in our experiments, even though it scales cubically in the size of the discretization set.

The remainder of the paper is organized as follows. We review the background and related work in Section 2, introduce the proposed methodology in Section 3, present experimental results in Section 4, and outline conclusions and further developments in Section 5.

2 Constrained Bayesian Optimization

Let \( y(x) : \mathcal{X} \to \mathbb{R} \) represent a black-box function over a set \( \mathcal{X} \subset \mathbb{R}^p \). For instance, \( y(x) \) is the validation error of a deep neural network (DNN) as a function of its hyperparameters \( x \) (e.g., learning rate, number of layers, dropout rates). Each evaluation of \( y(x) \) requires training the network, which can be expensive to do. Our aim is to minimize \( y(x) \) with as few queries as possible. Bayesian optimization (BO) is an efficient approach to find a minimum of the black-box function \( y(x) \), where \( x \in \mathcal{X} \) [2][12][5]. The idea is to replace \( y(x) \) by a Gaussian process surrogate model [13][3], updating this model sequentially by querying the black-box at new points. Query points are found by optimizing an acquisition function, which trades off exploration and exploitation. However, conventional models and acquisition functions are not designed to take constraints into account.

Our goal is to minimize the target black-box \( y(x) \), subject to a constraint \( c(x) \leq \delta \). In this paper, we limit our attention to modeling the feasible region by a single function \( c(x) \). As the latent constraints are pairwise conditionally independent, an extension to multiple constraints is straightforward, yet notationally cumbersome. Both \( y(x) : \mathcal{X} \to \mathbb{R} \) and \( c(x) : \mathcal{X} \to \mathbb{R} \), are unknown and need to be queried sequentially. The constrained optimization problem we would like to solve is defined as follows:

\[
y_* = \min_{x \in \mathcal{X}} \{ y(x) \mid c(x) \leq \delta \}, \tag{1}
\]

where \( \delta \in \mathbb{R} \) is a confidence parameter. The latent functions \( y(x) \) and \( c(x) \) are assumed to be conditionally independent in our surrogate model, with different GP priors placed on them.

We consider two different setups, depending on what information is observed about the constraint. Most previous work [5][6][7] assumes that real-valued feedback is obtained on \( c(x) \), just as for \( y(x) \). In this case, both latent function can be represented as GPs with Gaussian noise. Unfortunately, this setup does not cover practically important use cases of constrained hyperparameter optimization. For example, if training a DNN fails with an out-of-memory (OOM) error, we cannot observe the amount of memory requested just before the crash, neither do we usually know the exact amount of memory available on the compute instance in order to calibrate \( \delta \). Covering such use cases requires handling binary feedback on \( c(x) \), even though this is technically more difficult. An evaluation returns \( z_y \sim N(z_y(y(x), \alpha_y^{-1}) \) and \( z_c \in \{-1, +1\} \), where \( z_c = -1 \) for a feasible, \( z_c = +1 \) for an unfeasible point. We never observe the latent constraint function \( c(x) \) directly. We assume \( z_c \sim \sigma(z_c,c(x)) \), where \( \sigma(t) = \frac{1}{e^{t} - 1} \) is the logistic sigmoid, but other choices are possible. We can then rewrite the constrained optimization problem [1] as follows:

\[
y_* = \min_{x \in \mathcal{X}} \{ y(x) \mid P(z_c = +1|x) = \sigma(c(x)) \leq \sigma(\delta) \}.
\]

This formulation is similar to the one proposed in [6]. The confidence parameter \( \sigma(\delta) \in (0,1) \) controls the size of the (random) feasible region for defining \( y_* \). Finally, note that in the example of OOM training failures, the criterion observation \( z_y \) is obtained only if \( z_c = -1 \): if a training run crashes, a validation error is not obtained for the queried configuration. Apart from a single experiment in [6], we are not aware of previous constrained BO work covering the binary feedback case, as we do here.
Related Work

The most established technique to tackle constrained BO is constrained EI (cEI) \cite{Frazier09}. If the constraint is denoted by \( c(x) \leq 0 \), a separate regression model is used to learn the constraint function \( c(x) \) (typically a GP), and EI is modified in two ways. First, the expected amount of improvement of an evaluation is computed only with respect to the current feasible minimum. Second, hyperparameters with a large probability of satisfying the constraint are encouraged by optimizing \( cEI(x) = P\{c(x) \leq 0\}EI(x) \), where \( P\{c(x) \leq 0\} \) is the posterior probability of \( x \) being feasible under the constraint model, and \( EI(x) \) is the standard EI acquisition function.

Several issues with cEI are detailed in \cite{Frazier09}. First, the current feasible minimum has to be known, which is problematic if all initial evaluations are unfeasible. A workaround is to use a different acquisition function initially, focussed on finding a feasible point \cite{Frazier09}. In addition, the probability of constraint violation is not explicitly accounted for in cEI. A confidence parameter equivalent to ours features in \cite{Frazier09}, but is only used to recommend the final hyperparameter configuration. Another approach was proposed in \cite{Frazier09}, where PES is extended to the constrained case. Constrained PES (cPES) can outperform cEI and does not require the workarounds mentioned above. However, it is complex to implement, expensive to evaluate, and unsuitable for binary constraint feedback.

Drawing from numerical optimization, different generalizations of EI to the constrained case are developed in \cite{Frazier09} and \cite{Frazier09}. The authors represent the constrained minimum by way of Lagrange multipliers, and the resulting query selection problem is solved as a sequence of unconstrained problems. These approaches are not designed for the binary constraint feedback, and either require numerical quadrature \cite{Frazier09} or come at the cost of a large set of extra hyperparameters \cite{Frazier09}. In contrast, our acquisition function can be optimized by a standard unconstrained optimizer, thus is simple to integrate into BO packages such as GPyOpt \cite{Frazier09}.

3 Max-Value Entropy Search with Constraints

In this section we derive cMES, a novel max-value entropy search acquisition function scoring the value of an evaluation at some \( x \in X \). Our method supports, both, real-valued and binary constrained feedback. Since the binary feedback case is more challenging to derive, and is not covered by prior work, we here focus on \( z_c \in \{-1, +1\} \), where \( P(z_c = +1|x) = \sigma(c(x)) \). The derivation for \( z_c \in \mathbb{R} \) is provided in Section A.1 of the supplemental material.

We assume \( y(\cdot) \) and \( c(\cdot) \) are given independent Gaussian process priors, with mean zero and covariance functions \( k_y(x, x') \) and \( k_c(x, x') \) respectively. Moreover, data \( D = \{x_i, z_{yi}, y_{ci}|i = 1, \ldots, n\} \) has already been acquired. Since \( z_{yi} \sim N(y(x_i), \alpha_y^{-1}) \), the posterior for \( y(\cdot) \) is a GP again \cite{Frazier09}, with marginal mean and variance given by

\[
\mu_y(x) = k_y(x) T M^{-1} y,
\sigma_y^2(x) = k_y(x, x) - k_y(x) T M^{-1} k_y(x),
\]

where \( y = [y_{ni}] \in \mathbb{R}^n \), \( M = [k_y(x_i, x_j)] + \alpha_y^{-1} I \in \mathbb{R}^{n \times n} \), and \( k_y(x) = [k_y(x, x_i)] \in \mathbb{R}^n \). For real-valued constraint feedback (i.e., \( z_c \in \mathbb{R} \)), we can use the same formalism for the posterior over \( c(\cdot) \). In the binary feedback case, we use expectation propagation \cite{Frazier09} in order to approximate the posterior for \( c(\cdot) \) by a GP.

In the sequel, we denote the posterior marginals of these processes at input \( x \) by \( P(y) = N(y|\mu_y, \sigma_y^2) \) and \( P(c) = N(c|\mu_c, \sigma_c^2) \), dropping the conditioning on \( D \) and \( x \) for convenience. Details on \( \mu_c(x) \), \( \sigma_c^2(x) \) are given in \cite{Frazier09} Sect. 3.6.1.

The unconstrained MES acquisition function is given by

\[
I(y; y_*) = H[P(y)] - E_{y_*}[H[P(y|y_*)]],
\]

where the expectation is over \( P(y_*|D) \), and \( y_* = \min_{x \in X} y(x) \) \cite{Frazier09}. Here, \( H[P(y)] = \int P(y)(-\log P(y)) dy \) denotes the differential entropy and \( P(y|y_*) \propto P(y)I(y \geq y_*) \) is a truncated Gaussian. First, it should be noted that this is a simplifying assumption. In PES \cite{Frazier09}, the related distribution \( P(y|x_*) \) is approximated, where \( x_* \) is the argmin. Several local constraints on \( y(\cdot) \) at \( x_* \) are taken into account, such as \( \nabla x_{\cdot} y = 0 \). This is not done in MES, which simplifies derivations considerably. Second, the expectation over \( y_* \) is approximated by Monte Carlo sampling.

The cMES acquisition we develop is a generalization of MES. For binary feedback, this extension modifies the mutual information criterion as follows:

\[
I((y, z_c); y_*) = H[P(y, z_c)] - E_{y_*}[H[P(y, z_c|y_*)]],
\]

where \( y_* \) is the constrained minimum from \cite{Frazier09}. Note that we use the noise-free \( y \) in place of \( z_y \) for simplicity, as done in \cite{Frazier09}. A variant incorporating Gaussian noise is described in Section A.2 of the supplemental material. We first show how to approximate the entropy difference for fixed \( y_* \), then how to sample from \( P(y_*|D) \) in order to approximate \( E_{y_*}[\cdot] \) by Monte Carlo.
Entropy Difference for fixed \( y_* \)

Suppose that we observed \( c \) in place of \( z_c \). What would \( P(y, c|y_*) \) be? If \( c \leq \delta \), then \( y \geq y_* \), while if \( c > \delta \), our belief in \( y \) remains the same. In other words, \( P(y, c|y_*) = Z^{-1} P(y) P(c|y_*) \), where \( P(c|y_*) = 1 - I_{y_*/y} I_{y_*/y} \) is an indicator function. The entropy difference \( H[P(y, c)] - H[P(y, c|y_*)] \) can now be expressed in terms of

\[
\gamma_c = \frac{\delta - \mu_c}{\sigma_c}, \quad \gamma_y = \frac{y_\ast - \mu_y}{\sigma_y},
\]

\[
Z_c = \mathbf{E}[I_{(c \leq \delta)}] = \Phi(\gamma_c), \quad Z_y = \mathbf{E}[I_{(y \leq y_\ast)}] = \Phi(\gamma_y),
\]

where \( \Phi(\cdot) = \mathbf{E}[I_{(n \leq 0)}] \) and \( n \sim N(0,1) \) is the cumulative distribution function for a standard normal variate. For example, \( Z = \mathbf{E}[k(y, c)] = 1 - Z_c Z_y \). Details are given in Section A.1 of the supplemental material, essentially providing the eMES derivation for real-valued constraint feedback.

For a binary response \( z_c \in \{ \pm 1 \} \), we need to take into account that less information about \( y_* \) is obtained. Since \( P(z_c|c) = \sigma(z_c|c) \) is not Gaussian, we approximate

\[ Q(z_c)Q(c|z_c) \approx P(z_c|c)P(c), \quad z_c \in \{ \pm 1 \}, \]

where the \( Q(c|z_c) \) are Gaussians. We make use of Laplace’s approximation, in particular the accurate approximation \( Q(z_c) \approx P(z_c) \) is detailed in [20 Sect. 4.5.2]. Now:

\[ P(y, z_c|y_\ast) = \int P(y)P(z_c|c)P(c)k(y, c)dc \approx \int P(y)Q(z_c)Q(c|z_c)k(y, c)dc = P(y)Q(z_c)\hat{k}(y, z_c), \]

\[ \hat{k}(y, z_c) = 1 - I_{(y \leq y_\ast)}F(z_c), \]

\[ F(z_c) = \mathbf{E}[Q(c|z_c)I_{(c \leq \delta)}]. \]

While \( \hat{k}(y, z_c) \) is not an indicator, it is piece-wise constant, allowing for an analytically tractable computation of the entropy difference:

\[
H[P(y)] + H[Q(z_c)] - H[P(y, z_c|y_\ast)] = -\log Z - \log(1 - F(z_c)) + \log(1 - Z_c Z_y), \]

\[
B = Z_y Z_c Z - 1 \left( \exp(-\log Z_y - \log Z_c - 1) \right)^{-1}, \]

where \( F(z_c) = \mathbf{E}[Q(c|z_c)I_{(c \leq \delta)}], \)

\[ Z_c = \mathbf{E}[Q(z_c)], \]

\[ Z_y = \mathbf{E}[Q(c|z_c)]. \]

Function \( h(x) = N(x|0,1)/\Phi(-x) \) denotes the hazard function for the standard normal distribution. A derivation of this expression is given in Section A.3 of our supplemental material, along with recommendations for a numerically robust implementation. All terms depending on \( c \) and \( z_c \) are independent of \( y_* \), and can therefore be precomputed.

Sampling from \( P(y_*|D) \)

In the constrained case, we aim to sample from \( P(y_*|D) \), where \( y_* = \min_{x \in x} \{ y(x) \mid c(x) \leq \delta \} \). Here, \( y(\cdot) \) and \( c(\cdot) \) are posterior GPs conditioned on the current data \( D \). This primitive is known as Thompson sampling for a GP model [21 22]. For commonly used infinite-dimensional kernels, it is intractable to draw exact sample functions from these GPs, let alone to solve the conditional optimization problem for \( y_* \). Several approximations have been considered in prior work.

In [7], a finite-dimensional random kitchen sink (RKS) approximation is used to draw approximate sample paths, and the constrained problem is solved for these. Since the RKS basis functions are nonlinear in \( x \), so are the objective and constraint function, and solving for \( y_* \) requires complex machinery. Moreover, each kernel function has a different RKS expansion, and the latter is not readily available for many kernels used in practice. A simpler approach is used in [11]. They target the cumulative distribution function (CDF) of \( y_* \), which can be written as expectation over \( y(\cdot) \) and \( c(\cdot) \) of an infinite product. This is approximated by restricting the product over a finite set \( \mathcal{X} \), and by assuming independence of all \( y(x) \) and \( c(x) \) for \( x \in \mathcal{X} \). Given these assumptions, their CDF approximation can be evaluated by computing marginal posteriors over points in \( \mathcal{X} \), which scales linearly in \( |\mathcal{X}| \).

Figure 1: Distribution of the sampled blackbox minimum \( y_* \) obtained via the ground truth (joint sampling) in contrast with the highly biased samples obtained via independent sampling. In the independent sampling case, the sampled objective minima do not become more accurate as more points in \( \mathcal{X} \) are used, but diverge to -\infty.

While this gives rise to a tractable approximation of the CDF, we found this approximation to result in poor overall performance in our experiments. A simple alternative is to restrict ourselves to a finite set \( \mathcal{X} \) (we use a Sobol sequence [23]), but then draw jointly dependent samples of \( y(\mathcal{X}) \) and \( c(\mathcal{X}) \) respectively, based on which \( y_* \) (restricted to \( \mathcal{X} \)) is trivial to compute (Section A.4 in the supplemental material). While joint sampling scales cubically in the size of \( \mathcal{X} \), sampling
takes less than a second for $|\mathcal{X}| = 2000$, the size we used in our experiments.

In Table 4, we compare BO for different variants of cMES, using joint or marginal sampling of $y_\ast$, respectively. It is clear that joint sampling leads to significantly better results across the board. As noted in [6], $y_\ast$, drawn under their independence assumption is underbiased. We show this in Figure 4, where the size of this bias is very significant. Importantly, the bias gets worse the larger $\mathcal{X}$ is: $y_\ast$ diverges as $|\mathcal{X}| \to \infty$. This means that the regime of $|\mathcal{X}|$ where the bias is small enough not to distort results, is likely small enough to render joint sampling perfectly tractable. While for high-dimensional configuration spaces, a discretization set of size $|\mathcal{X}| = 2000$ may prove insufficient, and more complex RKS approximations may have to be used [2], the simple jointly dependent Thompson sampling solution should always be considered as a baseline.

4 Experiments

In this section, we compare our novel cMES acquisition function against competing approaches in a variety of settings. We start with binary feedback scenarios, where the latent constraint function $c(\cdot)$ is accessed indirectly via $z_c \in \{-1, +1\}$, the model for $c(\cdot)$ uses a Bernoulli likelihood, and inference is approximated analytically tractable. In this latter case, we compare directly via $z \in \{-\sigma_\ast, \sigma_\ast\}$, where an observation of $z$ is observed with each evaluation (feasible or not); and a Bernoulli likelihood, and inference is approximated.

In all scenarios, we compare against constrained EI (cEI) [6], which can be used with binary feedback. Since EI needs a feasible incumbent, we minimize the probability of being unfeasible as long as no feasible points have been observed [6]. As baselines, we use random search [24], as well as a novel heuristic called adaptive percentile (AP). AP is a variant of the high-value heuristic introduced in [6], where a single GP $y(\cdot)$ is used. Whenever an evaluation is unavailable, AP plugs in the $p$-percentile of all previously observed objective values as target value. We consider $perc \geq 50$, noting that $perc = 100$ corresponds to plugging in the maximum observed so far. We compare against PESC [7] for real-valued feedback, as it does not support binary feedback.

In all experiments, we compute cMES by drawing the constrained optimum $y_\ast$, via jointly dependent Thompson sampling as detailed in Section 3 using a discretization set $\mathcal{X}$ of size 2000. The subscript observe indicates the observed-objective scenario ($y_\ast$ always observed), and for cMES $p$ denotes $\sigma(\delta)$. Unless said otherwise, methods are implemented in GPYOpt [15], using a Matérn $\frac{3}{2}$ covariance kernel with automatic relevance determination hyperparameters, optimized by empirical Bayes [13]. Integer-valued hyperparameters are dealt with by rounding to the closest integer after continuous optimization of the acquisition function, and one-hot encoding is used for categorical variables.

To build up intuition, we start with an artificial 2D constrained optimization problem. We then compare all methods on a range of ten constrained hyperparameter optimization (HPO) problems, involving real-world datasets and machine learning methods from scikit-learn [25].

4.1 2D Constrained Optimization Problem

We compared the behavior of cMES and cEI on a 2D constraint optimization problem. The synthetic black-box function consists of three quadratics in 2D ($\mathcal{X} = [-1, 1]^2$) with a disconnected feasible region, the smallest component of which contains the global optimum. Formally, $y(x, y) = \min \left((x_1-x)^2+(y_1-y)^2+0.3, (x_2-x)^2+(y_2-y)^2+0.6, (x_3-x)^2+(y_3-y)^2+0.9\right)$, with $(x_1, y_1) = (-0.7, 0.5), (x_2, y_2) = (0.5, 0.3), \text{ and } (x_3, y_3) = (-0.3, -0.3)$. We consider the unobserved-objective scenario, and define the feasible region by $y(x, y) < 1.2$.

We warm-started both cEI and cMES with the same 5 points randomly drawn from the search space, and ran constrained BO under the same fixed budget.

Figure 2 shows the objective surface, the probability of satisfying the constraint, and the acquisition function values, for both the cEI and the cMES. As the objective value is unobserved upon violations of the constraint, the GP model placed on the objective is not updated after querying unfeasible points. The cMES is able to better account for the constraint surface and finds the valley in the upper right corner, converging to a better solution.

4.2 Ten real-world hyperparameter tuning problems

We then considered ten constrained HPO problems, spanning different scikit-learn algorithms [25], libsvm datasets [26], and constraint modalities. The first six problems are about optimizing an accuracy metric (AUC for binary classification, coefficient of determination for regression), subject to a constraint on
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Figure 2: 2D toy example. Visualization of the evaluations proposed by cEI (above) and cMES (below). Both methods were initialized with the same 5 random points. The areas with objective values greater than 1.2 are unfeasible, and centers of the three dark valleys correspond to two local and one global optima.

Figure 2 (a) and (b)

model size, a setup motivated by applications in IOT or on mobile devices. The remaining four problems require minimizing the error on positives, subject to a limit on the error on negatives as is relevant in medical domain applications. A summary of algorithms, datasets, and fraction of feasible configurations is given in Table 7. In the table, we denote as $d$ the input dimension description of the blackbox function, in the following format: total number of dimensions (number of real dimensions, number of integer valued dimensions, number of categorical dimensions).

When sampling a problem, and then a hyperparameter configuration at random, we hit a feasible point with probability 51.5%. Also note that for all these problems, the overall global minimum point is unfeasible. Further details about these problems and the choice of thresholds for the constraints are provided in Section B of the supplement.

We ran each method to be compared on the ten HPO problems described above, using twenty random repetitions each. We start each method with evaluations at five randomly sampled candidates. To account for the heterogeneous scales of the 10 blackboxes and be able to compare the relative performance of the competing methods, common practice is to aggregate results based on the average rank (lower, better) \[27, 28, 29\]. Specifically, we rank methods for the same HPO problem, iteration, and random seed according to the best feasible value they observed so far, then average over all these. Note that in initial rounds, some methods may not have made feasible observations. For example, if five of ten methods have feasible evaluations, then the former are ranked 1, ..., 5, while the latter are equally ranked \((6 + 10)/2 = 8\).

The results for the binary-feedback case in Table 2 and Figure 4 point to a number of conclusions. First, among methods operating in the unobserved scenario, cMES achieves the best overall average rank. While cEI uses fewer unfeasible evaluations, it is overly conservative and tends to converge to worse optima. Second, the AP baseline for $perc = 100$ is surprisingly effective, outperforming cEI. Third, using the value of $y(\cdot)$ in the unfeasible region, where the (unfeasible) global optimum resides, degrades performance for cMES. Finally, Figure 4 shows that cMES ($p = 0.9$) is particularly efficient in early iterations, outperforming all competing methods by a wide margin. Individual results for each of the 10 optimization problems are given in Figure 5 of the supplemental material. We also compared all previous methods as well as PESC in the standard real-valued feedback, observed-objective scenario. The results over the 10 problems are summarized in Figure 5 and Table 3, showing that cMES outperforms competing approaches.
Table 1: Constrained HPO problems in our experiments. See text for more details.

| Model               | Dataset | Constraint | Threshold | Feasible points | $d$ |
|---------------------|---------|------------|-----------|-----------------|-----|
| XGBoost             | mg      | model size | 50000 bytes | 72%             | 7 (5, 2, 0) |
| Decision tree       | mpg     | model size | 3500 bytes  | 48%             | 4 (2, 1, 1) |
| Random forest       | pyrim   | model size | 5000 bytes  | 26%             | 4 (1, 2, 1) |
| Random forest       | cpusmall| model size | 27000 bytes | 80%             | 4 (1, 2, 1) |
| MLP                 | pyrim   | model size | 27000 bytes | 79%             | 11 (5, 5, 1) |
| kNN + rnd. projection| australian| model size | 28000 bytes | 29%             | 5 (1, 1, 3) |
| MLP                 | heart   | error on neg. | 13.3% | 30% | 12 (6, 5, 1) |
| MLP                 | higgs   | error on neg. | 60% | 38% | 12 (6, 5, 1) |
| Factorization machine | heart      | error on neg. | 17% | 39% | 7 (3, 3, 1) |
| MLP                 | diabetes| error on neg. | 80% | 74% | 12 (6, 5, 1) |

Table 2: Binary feedback. Aggregated results for the competing constrained HPO methods.

| Optimizers | Unfeasible fraction | Ranking avg |
|------------|---------------------|-------------|
| $cMES$      | 46.75           | 3.08        |
| $cEI$       | 33.01           | 3.43        |
| $cMES_{observe}$ | 53.31     | 3.63        |
| $cEI_{observe}$ | 40.44     | 3.26        |
| $AP$        | 27.87           | 3.38        |
| Random      | 49.83           | 4.21        |

Table 3: Real-valued feedback. Aggregated results for the competing constrained HPO methods.

| Optimizers | Unfeasible fraction | Ranking avg |
|------------|---------------------|-------------|
| $cMES_{observe}$ | 44.59     | 2.68        |
| $cEI_{observe}$ | 40.84     | 3.0         |
| $PESC_{observe}$ | 48.96     | 3.09        |
| $AP$        | 27.87           | 2.79        |
| Random      | 49.83           | 3.45        |

Figure 3: Binary feedback, unobserved objective. Impact of the number of drawn samples $|Y^*|$.

Figure 4: Binary feedback. Average rank per iteration for the best-performing methods in each category.

Figure 5: Real-valued feedback. Average rank per iteration for the best-performing methods in each category.

Figure 6: Binary feedback, observed objective. Impact of the number of drawn samples $|Y^*|$.
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Table 4: Binary feedback. Performance of cMES under joint and marginal sampling.

| Optimizers          | Marginal avg rank | Joint avg rank |
|---------------------|-------------------|----------------|
| cMES, \( p = 0.1 \) | 6.52              | **6.05**       |
| cMES, \( p = 0.5 \) | 6.1               | **5.77**       |
| cMES, \( p = 0.9 \) | 6.21              | **5.35**       |
| cMES\_observe, \( p = 0.1 \) | 7.24 | **7.04** |
| cMES\_observe, \( p = 0.5 \) | 7.03 | **6.85** |
| cMES\_observe, \( p = 0.9 \) | 7.36 | **6.45** |

Table 5: Binary feedback, unobserved objective. Impact of the number of drawn samples \(|Y^*|\).

| Optimizers | Avg rank |
|------------|----------|
| cMES, \( p = 0.5 \), \(|Y^*| = 40\) | 5.59 |
| cMES, \( p = 0.9 \), \(|Y^*| = 40\) | 5.5 |
| cMES, \( p = 0.95 \), \(|Y^*| = 40\) | 5.22 |
| cMES, \( p = 0.1 \), \(|Y^*| = 10\) | 5.58 |
| cMES, \( p = 0.5 \), \(|Y^*| = 10\) | 5.48 |
| cMES, \( p = 0.9 \), \(|Y^*| = 10\) | 5.09 |
| cMES, \( p = 0.5 \), \(|Y^*| = 2\) | 5.59 |
| cMES, \( p = 0.9 \), \(|Y^*| = 2\) | 5.6 |
| cMES, \( p = 0.95 \), \(|Y^*| = 2\) | 5.49 |
| cEI | 5.89 |

Table 6: Binary feedback, observed objective. Impact of the number of drawn samples \(|Y^*|\).

| Optimizers          | Avg rank |
|---------------------|----------|
| cMES\_observe, \( p = 0.5 \), \(|Y^*| = 40\) | 5.34 |
| cMES\_observe, \( p = 0.9 \), \(|Y^*| = 40\) | 5.73 |
| cMES\_observe, \( p = 0.95 \), \(|Y^*| = 40\) | 5.33 |
| cMES\_observe, \( p = 0.1 \), \(|Y^*| = 10\) | 5.87 |
| cMES\_observe, \( p = 0.5 \), \(|Y^*| = 10\) | 5.7 |
| cMES\_observe, \( p = 0.9 \), \(|Y^*| = 10\) | 5.4 |
| cMES\_observe, \( p = 0.5 \), \(|Y^*| = 2\) | **5.2** |
| cMES\_observe, \( p = 0.9 \), \(|Y^*| = 2\) | 5.68 |
| cMES\_observe, \( p = 0.95 \), \(|Y^*| = 2\) | 5.37 |
| cEI\_observe | 5.4 |

All experiments with cMES draw the constrained optimum \(y^*\) via joint sampling as described in Section. To gain more insight into the “mean field” assumption of [1], we reran cMES on the 10 constrained optimization problems using their marginal sampling approach to draw \(y^*\). The average rankings are reported in Table where we draw 10 samples of \(y^*\) at each iteration either via marginal or joint sampling, both in the observed and unobserved-objective settings and a range of values of \(p\). It is clear that marginal sampling degrades optimization performance across the board, confirming our observations from Section.

We also studied the impact of drawing an increasing number of \(y^*\) samples. Let \(Y^*\) be a set of all sampled minima, and let \(|Y^*|\) be its size. In our experiments, using more than 10 samples of \(y^*\) does not lead to improvement of the algorithm performance. Results are summarized in Figure and Table and Table.

5 Conclusion

In this work, we introduced cMES, a novel acquisition function for Bayesian optimization in the presence of unknown constraints. Our proposed acquisition function can be used both with real-valued and binary constraint feedback. The binary case is relevant in practice, yet underserved in prior work. In an empirical comparison over a wide range of real-world HPO problems, cMES was shown to outperform baselines.

In future work, we will explore modalities where constraints can be evaluated independently of the objective. While cEI alone cannot be used to decide whether to evaluate \(y(x)\) or \(c(x)\) in isolation, as shown in our supplemental material it is easy to extend cMES to the separate evaluation case. Experiments with this mode as well as with multiple constraint functions are open directions for future work. We would also like to be able to more directly control the ratio of unfeasible evaluations, which requires changes to the policy beyond the acquisition function. Given our findings about shortcomings of the “mean field” independence assumption made in MES [11], it could also be important to find alternatives for posterior sampling of the constrained optimum \(y^*\). While joint posterior sampling works well in our experiments, its cubic scaling prevents usage for high-dimensional BO search spaces.
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Supplementary material

A Derivations

Consider the problem of Bayesian Optimization (BO) with unknown constraints. There are two real-valued functions $y(x)$, $c(x)$ over a common space $X$. The first models the criterion to be minimized, the second parameterizes the constraint. An evaluation produces $z_y, z_c$ according to likelihood functions. First,

$$z_y \sim N(z_y|y(x), \alpha_y^{-1}).$$

For $z_c$, we consider two different options. In one scenario, we may observe $c(x)$ directly, up to Gaussian noise:

$$z_c \sim N(z_c|c(x), \alpha_c^{-1}).$$

In a different scenario, we may observe a binary target only:

$$z_c \sim \sigma(z_c,c(x)), \quad z_c \in \{\pm 1\}.$$

Here, $z_c = -1$ means the evaluation at $x$ is feasible, and $z_c = +1$ means it is infeasible. We use the logistic parameterization,

$$\sigma(t) = \frac{1}{1+e^{-t}},$$

but any other likelihood could be used instead. The constrained optimization problem we would like to solve is

$$y_* = \min_{x \in X} \{y(x) \parallel c(x) \leq \delta\}. \quad \text{(2)}$$

Here, $\delta$ is a confidence parameter. In the case of binary feedback, $z_c \in \{\pm 1\}$, we can also write

$$y_* = \min_{x \in X} \{y(x) \parallel P(z_c = +1|x) = \sigma(c(x)) \leq \sigma(\delta)\},$$

where the confidence parameter is $\sigma(\delta) \in (0, 1)$. Importantly, both $y(\cdot)$ and $c(\cdot)$ are unknown up front and have to be learned from noisy samples $z_y, z_c$.

We assume that some data $D$ has already been acquired, based on which independent Gaussian posterior processes are obtained for $y(x)$ and $c(x)$. The marginals of these are denoted by $N(y|\mu_y, \sigma_y^2)$ and $N(c|\mu_c, \sigma_c^2)$, where we drop the indexing by $x$. In the sequel, we drop both the conditioning on $x$ and on $D$ from the notation. For example, we write $P(y,c)$ instead of $P(y,c|D,x)$:

$$P(y,c) = P(y)P(c) = N(y|\mu_y, \sigma_y^2)N(c|\mu_c, \sigma_c^2).$$

The MES acquisition function [1] without constraints is given by:

$$I(y; y_*) = H[P(y)] - E [H[P(y|y_*)]],$$

where the expectation is over $P(y_*|D)$, and $y_* = \min_{x \in X} y(x)$. Here, $P(y|y_*) \propto P(y)I_1(y \geq y_*)$ is a truncated Gaussian. It should be noted that this is a simplifying assumption. In PES [9], the related distribution $P(y|\bar{x}_*)$ is approximated, where $\bar{x}_*$ is the argmin. Several local constraints on $y(\cdot)$ at $\bar{x}_*$ are taken into account, such as $\nabla_{\bar{x}_*} y = 0$. This is not done in MES, which simplifies derivations dramatically. Second, the expectation over $y_*$ is approximated by Monte Carlo sampling.

A.1 Real-valued Constraint Feedback

In this section, we assume that the constraint function $c(\cdot)$ can be observed directly, so that we obtain real-valued feedback from both $y(\cdot)$ and $c(\cdot)$. Our generalization of MES to the constrained case uses

$$A_I(x) = I((y,c); y_*) = H[P(y,c)] - E [H[P(y,c|y_*])],$$

where the expectation is over $P(y_*|D)$, and $y_*$ is the constrained minimum [1]. There are two points to be worked out:

- **Expression** $H[P(y,c)] - H[P(y,c|y_*)]$ for fixed $y_*$

- **Efficient approximate sampler** from $P(y_*|D)$, where $y_*$ is given by [1], given that $y(\cdot)$ and $c(\cdot)$ are sampled from their respective posterior distributions (assumed to be independent).
In fact, the formulation so far ignores that we observe \( z_y, z_c \) at \( x \), not \( y(x), c(x) \). Even though this is ignored in the original MES paper, a better acquisition function would therefore be

\[
A_2(x) = I_z((z_y, z_c); y_*) = H[P(z_y, z_c)] - E[H[P(z_y, z_c|y_*)]].
\]

(4)

We start with the entropy difference in (3), where noise models are ignored, and come back to the noisy case (4) below. We will define \( P(y, c|y_*) \) in the same “local” way as in MES, avoiding all complications as considered in PES. What do we learn by conditioning on \( y_0 \)? If \( c \leq \delta \), then \( y_0 \geq y_* \). Otherwise \( (c > \delta) \), our belief in \( y \) remains the same. Therefore:

\[
P(y, c|y_*) = Z^{-1} P(y, c) I_{c > \delta \& y \geq y_*} = Z^{-1} P(y, c)(1 - I_{c \leq \delta} I_{y \leq y_*}).
\]

Here, we replaced \( y < y_* \), by \( y \leq y_* \), which makes no difference for a distribution with a density. In the remainder of this section, \( E[\cdot] \) is always over \( P(y, c) \), unless otherwise indicated. Denote

\[
\kappa(y, c) := 1 - I_{c \leq \delta} I_{y \leq y_*} \implies P(y, c|y_*) = Z^{-1} P(y, c) \kappa(y, c).
\]

We need some notation:

\[
\gamma_c := \frac{\delta - \mu_c}{\sigma_c}, \quad \gamma_y := \frac{y_* - \mu_y}{\sigma_y}, \quad z_c = E[I_{c \leq \delta}] = \Phi(\gamma_c), \quad z_y = E[I_{y \leq y_*}] = \Phi(\gamma_y).
\]

Here, \( \Phi(t) = E[I_{|n| \leq 1}] \), \( n \sim N(0, 1) \), is the cumulative distribution function for a standard normal variate. The normalization constant is

\[
Z = E[\kappa(y, c)] = 1 - z_c z_y.
\]

Also,

\[
H[P(y, c|y_*)] = Z^{-1} E[\kappa(y, c)(\log Z - \log P(y, c))] = \log Z + Z^{-1} E[\kappa(y, c)(-\log P(y, c))].
\]

Note that the \(-\log \kappa(y, c)\) drops out, because \( \log 1 = 0 \). If we parameterize \( c = \mu_c + \sigma_c n_c \), \( y = \mu_y + \sigma_y n_y \), where \( n_c, n_y \) are independent \( N(0, 1) \) variates, we have that

\[
-\log P(y, c) = \frac{1}{2} (n_c^2 + n_y^2 + \log(2\pi \sigma_c^2) + \log(2\pi \sigma_y^2)).
\]

Plugging this in:

\[
H[P(y, c|y_*)] = \log Z + \frac{1}{2} (\log(2\pi \sigma_c^2) + \log(2\pi \sigma_y^2)) + \frac{1}{2Z} E[(1 - I_{n_c \leq \gamma_c} I_{n_y \leq \gamma_y})(n_c^2 + n_y^2)].
\]

At this point, we need the simple identity:

\[
E[I_{n_c \leq \gamma_c} n_c^2] = E[I_{n_y \geq \gamma_y}] = \gamma N(\gamma) = E[\phi(\gamma)] - \gamma N(\gamma), \quad N(x) := N(x/0, 1).
\]

Concentrating on the final expectation term:

\[
(2Z)^{-1} E[\ldots] = Z^{-1} - (2Z)^{-1} E[I_{n_c \leq \gamma_c} I_{n_y \leq \gamma_y} (n_c^2 + n_y^2)]
\]

\[
= Z^{-1} - (2Z)^{-1} \left( Z_y (Z_c - \gamma_c N(\gamma_c)) + Z_c (Z_y - \gamma_y N(\gamma_y)) \right) = Z^{-1} \left( Z + \frac{1}{2} (Z_y \gamma_c N(\gamma_c) + Z_c \gamma_y N(\gamma_y)) \right).
\]

The hazard function of the standard normal is defined as

\[
h(x) := \frac{N(x)}{\Phi(-x)}.
\]

Noting that \( H[P(y, c)] = H[P(y)] + H[P(c)] \) and \( H[P(y)] = (1 + \log(2\pi \sigma_y^2))/2 \), some algebra gives

\[
H[P(y, c|y_*)] = H[P(y, c)] + \log Z + \frac{\gamma_c h(-\gamma_c) + \gamma_y h(-\gamma_y)}{2(\exp(-\log Z_c + \log Z_y) - 1)}.
\]

Here, we used

\[
\frac{Z_y Z_c}{Z} = \frac{Z_y Z_c}{1 - Z_y Z_c} = \frac{1}{\exp(-\log Z_c - \log Z_y) - 1}.
\]

All in all:

\[
H[P(y, c)] - H[P(y, c|y_*)] = -\log Z - \frac{\gamma_c h(-\gamma_c) + \gamma_y h(-\gamma_y)}{2(\exp(-\log Z_c + \log Z_y) - 1)}.
\]

Note that \( \log Z_c, \log Z_y \) are negative. The only case when this expression becomes problematic is if both \( \log Z_c \) and \( \log Z_y \) tend to zero. This happens only if both \( y \) is much smaller than \( y_* \) and \( c \) is much smaller than \( \delta \). If \( y_* \) is sampled from \( P(y_*|D) \), this is very unlikely to be the case. We need numerically robust code for computing \( \log \Phi(x) \) and \( h(x) \).
A.2 Entropy Difference for Noisy Targets

As noted above, we would ideally compute the entropy difference for the noisy targets \( z_y, z_c \) instead of the latents \( y, c \), so use the acquisition function \( A_3(\mathbf{x}) \) instead of \( A_1(\mathbf{x}) \). How would this look like for the case where both \( z_y \) and \( z_c \) are real-valued with Gaussian likelihood? Define

\[
\Psi(z_y, z_c) = \int P(z_y, y)P(z_c, c)\kappa(y, c) \, dy dc = P(z_y)P(z_c) \left( 1 - \tilde{Z}_y(z_y)\tilde{Z}_c(z_c) \right),
\]

where \( \tilde{Z}_y(z_y) \) is defined as \( Z_y \), but with \( P(y) \) being replaced by the posterior \( P(y|z_y) \). Then:

\[
P(z_y, z_c|y_*) = Z^{-1}\Psi(z_y, z_c), \quad Z = 1 - Z_yZ_c.
\]

To our knowledge, there is no simple closed-form expression for \( H[P(z_y, z_c|y_*)] \). The problem is that \( \Psi(z_y, z_c) \) is not the product of a Gaussian with an indicator, and in particular \( \log \Psi(z_y, z_c) \) is a complex function.

Here is a simple idea which may work better than just ignoring the noise and using \( A_1(\mathbf{x}) \). Complications arise because the expectations over \( P(y|z_y) \) and \( P(c|z_c) \) in \( \Psi(z_y, z_c) \) do not result in a term which is the product of Gaussians and indicators. We can mitigate this problem by approximating \( P(y|z_y) \) with \( \delta(y - E[y|z_y]) \). Doing so results in

\[
\Psi(z_y, z_c) = P(z_y)P(z_c)\left( 1 - I_{\{E[y|z_y] \leq y_*\}}I_{\{|z_c| \leq \delta\}} \right).
\]

Here, \( P(z_y) = N(\mu_y, \sigma_y^2 + \alpha_y^{-1}) \), \( P(z_c) = N(\mu_c, \sigma_c^2 + \alpha_c^{-1}) \). Since \( E[y|z_y] \) is an affine function of \( z_y \), this can be brought into the same form as is used in the noise-free case, but \( y \) is replaced by \( z_y \), \( y_* \) by a different value, and \( P(y) \) by \( P(z_y) \). Namely,

\[
E[y|z_y] = \mu_y + \frac{\sigma_y^2}{\sigma_y^2 + \alpha_y^{-1}}(z_y - \mu_y) = \mu_y + \rho_y^2(y_* - \mu_y), \quad \rho_y = \frac{\sigma_y^2\alpha_y^{-1}}{1 + \sigma_y^2\alpha_y^{-1}},
\]

so that

\[
E[y|z_y] \leq y_* \iff z_y \leq \tilde{y}_* := \mu_y + \rho_y^2(y_* - \mu_y).
\]

We can now simply use the derivation from above. In fact,

\[
\tilde{z}_y = \frac{y_* - \mu_y}{\sigma_y^2 + \alpha_y^{-1}} = \frac{y_* - \mu_y}{\sigma_y\rho_y}, \quad \tilde{z}_c = \frac{\delta - \mu_c}{\sigma_c\rho_c}, \quad \rho_y = \frac{\sigma_y^2\alpha_y^{-1/2}}{\sqrt{1 + (\sigma_y^2\alpha_y^{-1/2})^2}}
\]

just have to be used instead of \( \gamma_y, \gamma_c \).

A.3 Binary Constraint Feedback

For binary response \( z_c \in \{\pm 1\} \), we have to take into account that much less information is obtained by sampling the constraint at \( \mathbf{x} \). Here, a sensible approach is to ignore the noise on \( y \), but not ignore the likelihood \( c \rightarrow z_c \). In other words, we can try to approximate

\[
A_3(\mathbf{x}) = I((y, z_c); y_*) = H[P(y, z_c)] - E[H[P(y, z_c|y_*)]].
\]

In this case, we use some approximate inference method for

\[
Q(z_c)Q(c|z_c) \approx P(z_c|c)P(c), \quad z_c \in \{\pm 1\},
\]

where \( Q(c|z_c) \) are Gaussians. In our current code, we use Laplace’s approximation, where mode finding is approximated by a single Newton step. Also, \( Q(z_c) \) is using the highly accurate approximation given in [21], Sect. 4.5.2. Now:

\[
\Psi(y, z_c) := \int Q(z_c)Q(c|z_c)P(y)\kappa(y, c) \, dc = P(y)Q(z_c)\tilde{\kappa}(y, z_c),
\]

\[
\tilde{\kappa}(y, z_c) := (1 - I_{\{y \leq y_*\}}F(z_c)) \cdot F(z_c) = E_Q[\kappa(z_c|z)]I_{\{|c| \leq \delta\}},
\]

and

\[
P(y, z_c|y_*) \approx Z^{-1}\Psi(y, z_c), \quad Z = 1 - Z_y\tilde{Z}_c, \quad \tilde{Z}_c = E_Q[F(z_c)].
\]

Importantly, \( \tilde{\kappa}(y, z_c) \) is piece-wise constant, while not an indicator function anymore. Note that \( \tilde{Z}_c \neq Z_c \) in general, due to the approximation we use, but it should be close.

In the following, \( E[\cdot] \) is over \( P(y)Q(z_c) \), \( E_P[\cdot] \) is over \( P(y) \), and \( E_Q[\cdot] \) is over \( Q(z_c) \). First,

\[
H[P(y, z_c|y_*)] = \log Z + Z^{-1}E[\kappa(y, z_c) (- \log P(y) - \log Q(z_c) - \log \tilde{\kappa}(y, z_c))]
\]

\[
= \log Z + \frac{1}{2} \log(2\pi\sigma_y^2) + E_Q[G(z_c)],
\]

\[
G(z_c) := Z^{-1}E_P[\kappa(y, z_c) \left( \frac{\alpha_y}{2} - \log Q(z_c) - \log \tilde{\kappa}(y, z_c) \right)].
\]
We split this in three parts, using the derivation of the noise-free case above. First:

\[
G_1(z_c) = Z^{-1}E_P\left[\tilde{k}(y, z_c)n_y^2/2\right] = \frac{1}{2Z} \left(1 - F(z_c)(Z_y - \gamma_y N(\gamma_y))\right).
\]

Next:

\[
G_2(z_c) = Z^{-1}E_P\left[\tilde{k}(y, z_c)(-\log Q(z_c))\right] = Z^{-1}(1 - Z_y F(z_c))(-\log Q(z_c)).
\]

Finally, note that if \(y \geq y_\ast\), then \(\log \tilde{k}(y, z_c) = \log 1 = 0\), so we can replace \(\tilde{k}(y, z_c)\) by \(1_{\{y \leq y_\ast\}}(1 - F(z_c))\), therefore:

\[
G_3(z_c) = Z^{-1}E_P\left[\tilde{k}(y, z_c)(-\log \tilde{k}(y, z_c))\right] = Z^{-1}Z_y(1 - F(z_c))(-\log(1 - F(z_c))).
\]

Next, the expectation over \(Q(z_c)\). First,

\[
G_1(z_c) = \frac{1}{2Z} \left(1 - F(z_c)Z_y + F(z_c)\gamma_y N(\gamma_y)\right),
\]

so that

\[
E_Q[G_1(z_c)] = \frac{1}{2} + \frac{Z_y \tilde{Z}_c}{2Z} \gamma_y h(-\gamma_y).
\]

Next, using \(1 - Z_y F(z_c) = Z - Z_y (F(z_c) - \tilde{Z}_c)\):

\[
E_Q[G_2(z_c)] = Z^{-1}E_Q \left[(1 - Z_y F(z_c))(-\log Q(z_c))\right]
= H[Q(z_c)] - \frac{Z_y \tilde{Z}_c}{Z} \tilde{Z}_c^{-1}E_Q \left[(F(z_c) - \tilde{Z}_c)(-\log Q(z_c))\right].
\]

Finally,

\[
E_Q[G_3(z_c)] = \frac{Z_y \tilde{Z}_c}{Z} \tilde{Z}_c^{-1}E_Q \left[(1 - F(z_c))(-\log(1 - F(z_c)))\right].
\]

Altogether, we obtain

\[
H[P(y)] + H[Q(z_c)] - H[P(y, z_c|y_\ast)] = -\log Z
- B \left(\gamma_y h(-\gamma_y)/2 + \tilde{Z}_c^{-1}E_Q \left[(1 - F(z_c))(-\log(1 - F(z_c))) + (F(z_c) - \tilde{Z}_c)\log Q(z_c)\right]\right),
\]

where

\[
B = \frac{Z_y \tilde{Z}_c}{Z} \exp(-\log Z_y - \log \tilde{Z}_c) - 1.
\]

We would compute \(\log Z_y, h(-\gamma_y), \log F(z_c), \log(1 - F(z_c)), \) then \(\log \tilde{Z}_c\) by \(\log\text{sumexp}\). In fact, if

\[
\gamma_c(z_c) = \frac{\delta - E_Q[c|z_c]}{\sqrt{\text{Var}_Q[c|z_c]}},
\]

then

\[
\log F(z_c) = \log \Phi(\gamma_c(z_c)), \quad \log(1 - F(z_c)) = \log \Phi(-\gamma_c(z_c)).
\]

The term \(\tilde{Z}_c^{-1}E_Q[\ldots]\) is computed by folding the normalization into the argument inside \(E_Q[\ldots]\), which is computed as

\[
\left(e^{\log F(z_c) - \log \tilde{Z}_c} - 1\right) \log Q(z_c) - e^{\log(1 - F(z_c)) - \log \tilde{Z}_c} \log(1 - F(z_c)).
\]

We then multiply with \(Q(z_c)\) and sum over \(z_c = -1, +1\).

### A.4 Sampling from \(P(y_\ast|D)\)

In the constrained case, we aim to sample from \(P(y_\ast|D)\), where \(y_\ast = \min_{x \in X} \{y(x) \parallel c(x) \leq \delta\}\). Here, \(y(\cdot)\) and \(c(\cdot)\) are posterior GPs conditioned on the current data \(D\). At least for commonly used infinite-dimensional kernels, it is intractable to draw exact sample functions from these GPs, let alone to solve the conditional optimization problem for \(y_\ast\).

In [7], a finite-dimensional random kitchen sink (RKS) approximation is used to draw approximate sample paths, and the constrained problem is solved for these. Since the RKS basis functions are nonlinear in \(x\), so are objective and constraint function, and solving for \(y_\ast\) requires complex machinery. A simpler approach is used in [11]. They target the cumulative distribution function (CDF) of \(y_\ast\), which can be written as expectation over \(y(\cdot)\) and \(c(\cdot)\) of an infinite product. This is approximated by restricting the product over a finite set \(\hat{X}\), and by assuming independence of all \(y(x)\) and \(c(x)\) for \(x \in \hat{X}\). While this gives rise to a tractable approximation of the CDF, we found this approximation to be problematic in
our experiments. As noted in [11], $y_*$ drawn under these assumptions are underbiased. In fact, due to the independence assumption, this bias gets worse the larger $\hat{X}$: $y_*$ diverges as $|\hat{X}| \to \infty$.

In our experiments, we follow [11] by restricting our attention to a finite set $\hat{X}$ (we use a Sobol sequence [23]), but then draw joint samples of $y(\hat{X})$ and $c(\hat{X})$ respectively, based on which $y_*$ (restricted to $\hat{X}$) is trivial to compute. While joint sampling scales cubically in the size of $\hat{X}$, sampling takes less than a second for $|\hat{X}| = 2000$, the size we used in our experiments.

More precisely, the posterior for $y(\cdot)$ conditioned on data $z_y = \{y_i\} \in \mathbb{R}^n$ is defined in terms of the Cholesky factor $L$ and the vector $p$, where

$$LL^T = K + \alpha_y^{-1}I, \quad p = L^{-1}z_y,$$

where $K = k_y(X, X) \in \mathbb{R}^{n \times n}$ is the kernel matrix on the training set ($X = \{x_i\} \in \mathbb{R}^{n \times p}$), and $\alpha_y$ is the noise precision. The posterior distribution of $y(\hat{X})$ is a Gaussian with mean and covariance

$$\hat{\mu} = Mp, \quad \hat{M} = K_{*,*} = L^{-T}, \quad \hat{\Sigma} = K_{*,*} - \hat{M}M^T,$$

where $K_{*,*} = k_y(\hat{X}, X) \in \mathbb{R}^{m \times n}, m = |\hat{X}|$, and $K_{*,*} = k_y(\hat{X}, \hat{X}) \in \mathbb{R}^{m \times m}$. Samples of $y(\hat{X})$ are drawn as

$$\hat{Y} = \hat{\mu} + \hat{M}^T \epsilon, \quad \hat{M}^T = \hat{\Sigma}, \quad \epsilon = [\nu_{\epsilon}] \in \mathbb{R}^{m \times k}, \nu_{\epsilon} \sim N(0, 1).$$

Due to the Cholesky factorization, joint sampling scales cubically in $m$. On the other hand, sampling takes less than one second for sizes smaller than 2000.

### A.5 Scoring Constraint or Criterion Evaluation

In some situations, we may be able to evaluate criterion and constraints independent of each other. For example, one may be much cheaper to evaluate than the other. To this end, we would like to score the value of sampling $y(x)$ or $c(x)$ at $x$.

To this end, we just marginalize the joint distributions worked out above. First, consider the case where $z_y, z_c$ are real-valued, and we would like to score the value of sampling $z_y$ (the case of sampling $z_c$ is symmetric then). Note that this is the noisy case, where $\sigma_y$ is replaced by $\sigma_y \rho_y \gamma_y$ by $\tilde{\gamma}_y$, etc. We have that

$$\Psi(z_y) = P(z_y)(1 - I_{|\epsilon_{y} - z_{y}|} \leq \tilde{\gamma}_y) \times Z = 1 - \tilde{Z}_y Z_c.$$

Then, $P(z_y|x) = Z^{-1} \Psi(z_y)$. Note that $Z_c = \tilde{Z}(\gamma_c)$ without the noise. In fact, the marginal does not depend on the noise $c \rightarrow z_c$, so the same expression is obtained in the case $z_c \in \{\pm 1\}$. In the following, we use that

$$\log(1 - I_{|\epsilon_{y} - z_{y}|}) = I_{|\epsilon_{y} - z_{y}|}(1 - Z_c) \log(1 - Z_c).$$

Then:

$$H[P(z_y|x)] = \log Z + \frac{1}{2} \log(2\pi \text{Var}[z_y]) + Z^{-1}E\left[(1 - Z_c I_{n_y} \leq \tilde{\gamma}_y) n_y^2 / 2\right] + I_{n_y \leq \tilde{\gamma}_y}(1 - Z_c) \log(1 - Z_c).$$

Some algebra gives

$$H[P(z_y)] - H[P(z_y|x)] = -\log Z - \tilde{\gamma}_y h(-\tilde{\gamma}_y) / 2 - Z_c^{-1}(1 - Z_c) \log(1 - Z_c), \quad Z = 1 - \tilde{Z}_y Z_c.$$

By symmetry, if $z_c \in \mathbb{R}$ with Gaussian noise:

$$H[P(z_c)] - H[P(z_c|x)] = -\log Z - \tilde{\gamma}_c h(-\tilde{\gamma}_c) / 2 - Z_c^{-1}(1 - Z_c) \log(1 - Z_c), \quad Z = 1 - Z_c \tilde{Z}_c.$$

Finally, consider $z_c \in \{\pm 1\}$. Here,

$$\tilde{\kappa}(z_c) = 1 - Z_y F(z_c), \quad Z = 1 - Z_y \tilde{Z}_c, \quad P(z_c|x) = Z^{-1}Q(z_c) \tilde{\kappa}(z_c).$$

Then:

$$H[P(z_c|x)] = \log Z + Z^{-1}E_Q[\tilde{\kappa}(z_c) - \log Q(z_c)] - \log \tilde{\kappa}(z_c)] + \log Q(z_c).$$

Some algebra gives

$$H[Q(z_c)] - H[P(z_c|x)] = -\log Z + Z^{-1}E_Q[\tilde{\kappa}(z_c) - \log \tilde{\kappa}(z_c)] - B \tilde{Z}_c^{-1}E_Q[(F(z_c - \tilde{Z}_c) \log Q(z_c)], \quad B = \frac{Z_c \tilde{Z}_c}{Z} \frac{1}{\exp(-\log Z_y - \log Z_c - 1)}.$$
Table 7: Constrained HPO problems in our experiments. Here $d$ is the input dimension description of the blackbox function, in the following format: total number of dimensions (number of real dimensions, number of integer valued dimensions, number of categorical dimensions).

A.6 Observe $y(x)$ only in Feasible Region

In this section, we deal with binary feedback $z_c \in \{-1, +1\}$. For some important applications, feedback $z_c$ on $y(x)$ is obtained only if $z_c = -1$ (feasible). For example, BO may be used to tune parameters of deep neural networks. A function evaluation $z_c$ of a test set metric may fail, because training crashed due to out of memory errors ($z_c = +1$). Note that $y^*$ itself does not depend on values of $y(x)$ in the infeasible region.

It seems hard to properly define the entropy difference (conditioned on $y^*$) in this case. One idea is to simply use the entropy difference from Section A.3. Even though this assumes noise-free feedback for $y$, the value conveys information about $y^*$ only if $x$ is feasible. Another idea is to consider the mixture of $Q(z_c = -1)$ times the entropy difference from Section A.3 plus $Q(z_c = +1)$ times the entropy difference from Section A.5. At least for $Q(z_c)$ away from $1/2$, this could be a more reasonable score. Note that the part $-\log Z - B\tilde{Z}_c^{-1}E_Q[(F(z_c) - \tilde{Z}_c)\log Q(z_c)]$ appears in both entropy difference expressions.

B Real-world Hyperparameter Tuning Problems

We considered a range of 10 constrained HPO problems, spanning different scikit-learn algorithms [25], libsvm datasets [26], and constraint modalities. The first six problems are about optimizing an accuracy metric (AUC for binary classification, coefficient of determination for regression) subject to a constraint on model size, a setup motivated by applications in IOT or on mobile devices. The remaining four problems require minimizing the error on positives, subject to a limit on the error on negatives, as is relevant for example in applications in medical domains; here, one hyperparameter to tune is the fraction of the positive class in the data (both training and validation), which is adjusted by resampling with replacement. A summary of algorithms, datasets, and fraction of feasible configurations is given in Table 7. When sampling a problem, and then a hyperparameter configuration at random, we hit a feasible point with probability 51.5%. Also note that for all these problems, the overall global minimum point is unfeasible.

All our example functions require a threshold, either on the size of trained model, or on the error on negatives. For a given HPO problem, the threshold is chosen as follows. First, we sample 2000 random values of the criterion function, without constraint. This allows us to access an effect of a particular threshold on the value of objective, and on a fraction of points which are unfeasible. We select a threshold at random, such that a total fraction of unfeasible points is between 20% and 80%. An example visualization for XGBoost is given in Figure 7.

The results for binary feedback on each individual blackbox are given in Figure 8 where we report the current minimum found up to each BO iteration for each competing method. Results are averaged over 20 repetitions and 95% confidence intervals on the minimal objective value are computed via bootstrap.

†www.github.com/facebookincubator/bootstrapped.
Figure 7: A tradeoff between model performance ($r^2$) and threshold value for XGBoost, on mg dataset. Smaller threshold results in a smaller number of weak learners, thus degrading the performance of the model.
Figure 8: Current optimum per iteration for the best-performing methods in each category.