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Abstract: The present study applies a bootstrapped data envelopment analysis (DEA) procedure to compute bias-corrected measures of agricultural total factor productivity (TFP) change and its components (technical change and technical efficiency change) using a panel data of 19 regions of Bangladesh covering a 23-year period (1987–2009), thereby overcoming the limitation of the lack of statistical inference of the conventional non-parametric DEA. Results revealed that overall productivity grew at a modest rate of 0.03%, mainly powered by technological progress at 0.03% and a negligible decline in technical efficiency at 0.004% with large disparities amongst regions. Six regions in the middle order shifted ranks with regard to TFP change following bias correction. The estimated confidence intervals demonstrated that many regions underwent either progress or regress in productivity performance over time. Investments in research and development (R&D), agricultural extension, and crop diversification are suggested to improve regional inequality and declining technical efficiency.
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1. Introduction

Agriculture is one of the most important economic sectors in Bangladesh, as it contributes 14.23% to the country’s GDP (BER 2018) and employs 41% of the labor force (BBS 2018). Bangladesh is also one of the most densely populated nations of the world (964 persons per Km²) with an estimated population of 142.3 million, of which 75% live in rural areas (BBS 2010). The nation also suffers from one of the lowest land–man ratios of the world (0.2 ha per person), making it very difficult to achieve food security (Rahman and Salim 2013). As a result, Bangladesh has designed and implemented various agricultural policies for quick transformation of the agricultural sector through rapid technological progress aimed at alleviating poverty and raising the standard of living of its increasing population (Rahman 2003). The process started from the early 1960s to diffuse High Yielding Varieties (HYV) of rice technology with corresponding support in the provision of modern inputs, such as chemical fertilizers, pesticides, irrigation equipment, institutional credit, product procurement, storage and
marketing facilities (Rahman 2003). However, the diffusion of HYV technology went through various cycles, picking up during its inception stage (i.e., 1970s), then slowing during the early 1980s, then picking up again from the late 1980s in response to policy reforms aimed at liberalization of the procurement and distribution of agricultural inputs and a reduction of import duties on agricultural equipment (Hossain and Akash 1994). As a result, irrigation coverage, which is a major pre-requisite for the expansion of HYV rice technology, increased dramatically to 51.5% of gross cropped area in 2000–2001 from 22.5% in 1980-1981 (Praduman et al. 2008). In addition, various policies were also undertaken gradually from the 1990s, aimed at ensuring food grain availability and food security in the long run. However, the realization of these aims remained unfulfilled as the country is still identified as a food deficit nation with occasional self-sufficiency in some years (Alam et al. 2011). Therefore, agricultural productivity growth and efficiency improvement remain a top priority for Bangladesh in order to meet food needs for its rapidly increasing population.

Improving productivity and efficiency are the two fundamental strategies to develop a country’s economy. Productivity growth in agriculture has been the subject matter of intense research over the last five decades due to: (i) its determinant role in economic growth of low-income regions; (ii) its ability to produce higher quality goods in a more efficient manner, thereby leading to lower costs to consumers, as well as release resources to other sectors and raise per capita income; and (iii) its ability to grow output at a sufficiently rapid rate to meet increasing demands for food, owing to steady population growth (Trueblood and Coggins 2003). Bangladesh is no exception as it requires these three aspects to be fulfilled by its agricultural sector.

Several studies have used the non-parametric Data Envelopment Analysis (DEA) approach to measure productivity and efficiency in the agricultural sector. Chen et al. (2008) and Yao and Li (2010) used DEA to construct their best-practice frontier in the agricultural sector. DEA was also used by Suhariyanto and Thirtle (2001), Trueblood and Coggins (2003), Coelli and Rao (2005), and Headey et al. (2010) to estimate growth in agricultural productivity and its components at an international scale. The principal advantage of DEA is that it does not require any assumption regarding the behaviour of the market and price information (Rahman 2003). However, the use of DEA and Malmquist indices to measure productivity and efficiency were criticized for not providing statistical precision of the estimates (Caves et al. 1982; Färe et al. 1994; Coelli et al. 1998), which is required to determine whether the observed differences of the estimated results are systematic or not. To overcome this drawback, the present study employs the bootstrap method proposed by Simar and Wilson (1999), originally introduced by Efron (1979), to provide statistical accuracy of the DEA estimator. In this process, the DEA estimator is re-sampled and then the re-sampled estimates are used to calculate bootstrap confidence intervals that determine desired statistical inferences. Simar and Wilson (1998, 1999) have proven that DEA can allow for the addition of random errors while maintaining all of the method’s advantages. Bootstrapping to estimate confidence intervals for the DEA scores have previously been used in several studies (e.g., Odeck 2009; Vasiliev et al. 2011; Čechura 2012) who pointed out that the observed differences in the estimates obtained by applying conventional DEA methods may not be significant.

Many studies have analyzed total factor productivity (TFP) growth of Bangladesh agriculture using non-parametric approaches but none has computed confidence intervals of the efficiency and productivity scores to provide statistical inferences. For example, Pray and Ahm (1991), Dey and Evenson (1991), Suhariyanto and Thirtle (2001), Rahman (2007), and Rahman and Salim (2013) measured Bangladesh agricultural TFP growth using a range of non-parametric approaches including DEA. However, none of these studies used bootstrapping procedure to correct bias of the DEA or TFP indices, which may lead to biased conclusions. Also, except Rahman and Salim (2013), all previous studies of productivity growth in Bangladesh agriculture used dated data ending in1992. Therefore, this research contributes to the existing literature by providing a bias-corrected measure of agricultural TFP change and its components for 19 regions of Bangladesh for a recent 23-year period (1987–2009), so that the
results complement or conform with Rahman and Salim (2013), who used data for a longest 61-year period (1948–2008) using a linear programming technique.

Given this background, the objectives of this study are to: (i) examine growth of TFP and its components (i.e., technical change (TECH) and technical efficiency change (EC)); and (ii) test the robustness of these results by estimating confidence intervals using bootstrap method. To fulfill these objectives, we first use DEA to estimate Malmquist indices to assess TFP growth, TECH, and EC over the study period of 1987–2009, and finally use the bootstrapping technique to determine accuracy of the DEA estimates.

2. Methodology

2.1. Efficiency and Productivity Measurement Using Data Envelopment Analysis (DEA)

The non-parametric DEA and Malmquist index method was pioneered by Caves et al. (1982) and developed further by Färe et al. (1994), and it provides a decomposition of firms’ productivity change into efficiency change and technological change (Coelli et al. 1998). The use of non-parametric DEA approach is quite popular for several reasons. First, it does not need the assumptions regarding the functional form of the production technology and does not require price data. Second, for multiple inputs and outputs, DEA does not require aggregation. Third, because DEA is predicated on linear programming techniques, it is possible to identify the “best practice” for every firm. Finally, its ability to decompose productivity growth into two components: changes in technical efficiency over time (catching-up) and technical change (shifts in technology over time) (Färe et al. 1994).

DEA is a linear programming methodology suitable for both input-oriented and output-oriented specification of the production technology. Input-oriented measure refers to production technology that considers maximum possible proportional reduction in input usage, with output levels held fixed. In the output-oriented case, the DEA method seeks maximum proportional increase in output production, with input levels held constant. Both measures derive the same technical efficiency scores when technology exhibits constant returns to scale (CRS), but not when technology exhibits variable returns to scale (VRS). In this study we considered an output distance function under CRS technology because it would be fair to assume that one usually attempts to maximize output from a given set of inputs in agriculture, rather than the inverse.

2.2. The Malmquist TFP Index

The Malmquist index is defined using distance functions. By estimating input or output distance functions, DEA can also be used to decompose Malmquist TFP change into movements of the frontier (technical change—TECH) and movements toward the frontier (technical efficiency change—EC) (see Coelli and Rao 2005 for further discussion). Specifically, for a pair of input–output vectors \((x_s, y_s)\) and \((x_t, y_t)\) at two time points, \(s\) and \(t\), the Malmquist TFP index is defined using the output distance functions computed for the observed input–output vectors in periods \(s\) and \(t\), evaluated at the technologies prevailing in periods \(s\) and \(t\). Following Caves et al. (1982), Färe et al. (1994), and Coelli and Rao (2005), the Malmquist TFP index can be defined as follows:

\[
m_o(y_t, x_t, y_s, x_s) = \left[ \frac{d_t(y_t, x_t)}{d_t(y_s, x_s)} \cdot \frac{d_s(y_t, x_t)}{d_s(y_s, x_s)} \right]^{1/2} \tag{1}
\]

where \(d_t(y_t, x_t)\) represents the output distance from the period \(t\) observation to the period \(s\) technology as the reference technology. A value of \(m_o\) greater than one will indicate positive TFP growth while a value less than one indicates a TFP decline. Note that Equation (1) is the geometric mean of two TFP indices. The first index is estimated with respect to period \(s\) technology and the second with respect to period \(t\) technology. An equivalent way of writing this productivity index is
\[
m_{0}(y_s, x_s, y_t, x_t) = \frac{d_{0}^{t}(y_t, x_t)}{d_{0}^{s}(y_s, x_s)} \times \left( \frac{d_{0}^{t}(y_t, x_t)}{d_{0}^{s}(y_s, x_s)} \times \frac{d_{0}^{t}(y_s, x_s)}{d_{0}^{s}(y_t, x_t)} \right)^{1/2} \tag{2}
\]

The ratio outside the square brackets measures the technical efficiency change (EC) between period \(s\) and \(t\). That is, the efficiency change is equivalent to the ratio of the technical efficiency in two periods. The technical efficiency change can be further decomposed into 'pure' efficiency and scale efficiency (Coelli et al. 1998). The remaining part of the index in Equation (2) is a measure of technological change (TECH). It is the geometric mean of the shift in technology between the two periods. EC is greater than, equal to, or less than unity as technical efficiency improves, remains unchanged, or declines between two periods.

Equation (2) indicates that the computation of TFP change between two periods, \(s\) and \(t\), requires solution of four output-distance functions. Following Färe et al. (1994), the distance functions are calculated by using DEA-like linear programming (LP) models. The required LPs under the constant returns to scale (CRS) technology are:

\[
\left[ d_{0}^{t}(y_t, x_t) \right]^{-1} = \max_{\varphi, \lambda} \varphi,
\text{st} \quad -\varphi y_{it} + Y_t \lambda \geq 0,
\quad x_{it} - X_t \lambda \geq 0,
\quad \lambda \geq 0,
\tag{3}
\]

\[
\left[ d_{0}^{s}(y_s, x_s) \right]^{-1} = \max_{\varphi, \lambda} \varphi,
\text{st} \quad -\varphi y_{is} + Y_s \lambda \geq 0,
\quad x_{is} - X_s \lambda \geq 0,
\quad \lambda \geq 0,
\tag{4}
\]

\[
\left[ d_{0}^{t}(y_s, x_s) \right]^{-1} = \max_{\varphi, \lambda} \varphi,
\text{st} \quad -\varphi y_{it} + Y_t \lambda \geq 0,
\quad x_{it} - X_s \lambda \geq 0,
\quad \lambda \geq 0,
\tag{5}
\]

and

\[
\left[ d_{0}^{s}(y_t, x_t) \right]^{-1} = \max_{\varphi, \lambda} \varphi,
\text{st} \quad -\varphi y_{is} + Y_s \lambda \geq 0,
\quad x_{is} - X_t \lambda \geq 0,
\quad \lambda \geq 0,
\tag{6}
\]

In production economics, solving these linear programming problems is called Data Envelopment Analysis (Yin 2000).

2.3. Bootstrapping to Estimate Confidence Intervals

The DEA approach is best suited for measuring productivity in multi-output and multi-input technologies even in the absence of price data (Headey et al. 2010). However, the major criticism of the DEA approach is the lack of information about estimates’ uncertainty and biased measures of estimates of efficiency. The other drawback of the DEA is that its results may be affected by sampling variation. Bootstrapping methods have been developed to correct bias in DEA estimators and to construct confidence intervals for assessing sampling variability of the results using homogenous bootstrap procedure (Simar and Wilson 1999). A number of studies have applied this method (e.g., Kuosmanen et al. 2006; Abatania et al. 2012; Gitto and Mancuso 2012). However, most of the bootstrap applications are in the non-agricultural sector (e.g., Simar and Wilson 1999; Gitto and Mancuso 2012). Use of the bootstrap method to determine precision of the estimates in the agricultural sector is rare and a few available are confined to only farm-level cross-sectional data.
(Balcombe et al. 2008; Abatania et al. 2012; Bagchi and Zhuang 2016). Therefore, our application of the bootstrap procedure to panel data for the agricultural sector is another aspect of our contribution to the existing relevant literature.

According to Simar and Wilson (1998), the idea underlying bootstrapping is to approximate a true sampling distribution by mimicking data generating process (DGP). However, the problem arises due to simulation of a true sampling distribution by consistent mimicking of DGP. They argued that if the distance estimation values are close to unity and resampling done directly from the set of original data to build pseudo-samples, then it will provide inconsistent bootstrap estimation of the confidence intervals. To overcome this problem, Simar and Wilson (1998) suggested using a smooth bootstrap procedure. They applied a univariate kernel estimator of the density of the original distance function estimates to construct the pseudo-data. In addition, the Malmquist index uses panel data instead of a single cross-section of data, with the possibility of temporal correlation. For this reason, Simar and Wilson (1999) modified the bootstrap procedure to protect the temporal correlation that exist in the data by employing a bivariate smoothing procedure that takes all these features into account to achieve consistent replication of the DGP.

The basics of obtaining bootstrapping efficiency scores are to construct a large number of pseudo-data set \( y^* = (x^*_i, y^*_i); \quad i = 1, \ldots, n; \quad t = 1, 2 \) and re-estimate the DEA model with this new data set. After many repetitions of the process, we obtain a good approximation of the true distribution of the sampling. This implies that the DGP is now different. Once we have a large bootstrap sample \( \{\hat{\theta}^*_t\}_{b=1}^B \), then our most important task is to know how to make inference. If we have a consistent DGP estimator, the bootstrap distribution will mimic the original sampling distribution of the estimators of interest. Then, by using the bootstrap sample we can estimate the level of bias of each of the estimations \( \hat{\theta}_i \) as:

\[
\overline{\text{bias}}_i = \hat{\theta}^{*}_i - \hat{\theta}_i
\]

(7)

where, \( \overline{\theta}^*_i = \frac{1}{B} \sum_{b=1}^B \hat{\theta}^*_i \), then it is possible to obtain a bias-corrected estimator for \( \theta_i \) as:

\[
\hat{\theta}_i = 2 \hat{\theta}_i - \overline{\theta}^*_i
\]

(8)

Furthermore, the empirical distribution of \( \{\hat{\theta}^*_t\}_{b=1}^B \) provides, after correction for bias, confidence intervals for \( \hat{\theta}_i \):

\[
(\hat{\theta}_{i, \text{low}}, \hat{\theta}_{i, \text{upp}}) = (\hat{\theta}^{*}_i(\alpha), \hat{\theta}^{*}_i(1-\alpha))
\]

(9)

where \( \hat{\theta}^{*}_i(\alpha) \) is the 100th \( \alpha \)th percentile of the empirical distribution of the corrected for bias distribution denoted by \( \{\hat{\theta}^{*}_t\}_{b=1}^B \).

To estimate confidence intervals through bootstrap technique, consider the unknown distribution \( \hat{M}_i(t_1, t_2) - M_i(t_1, t_2) \) to be approximated by the distribution \( \hat{M}^{*}_i(t_1, t_2) - \hat{M}_i(t_1, t_2) \) where \( \hat{M}_i(t_1, t_2) \) is the DEA estimate of index as indicated previously and \( \hat{M}^{*}_i(t_1, t_2) \) to be the bootstrap estimator of the Malmquist productivity index. If we knew the distribution of \( \hat{M}_i(t_1, t_2) - M_i(t_1, t_2) \), then the ideal confidence interval would be

\[
\text{Prob}(-b_\alpha \leq \hat{M}_i(t_1, t_2) - M_i(t_1, t_2) \leq -a_\alpha) = 1 - \alpha
\]

(10)

To find the values of \( a_\alpha \) and \( b_\alpha \) would be trivial for the usual confidence levels (\( \alpha = 0.10, \alpha = 0.05 \)). Unfortunately, the distribution is unknown. Since we do not know the distribution, we can use the bootstrap values such that (Simar and Wilson 1999):

\[
\text{Prob}(-b^{*}_\alpha \leq \hat{M}^{*}_i(t_1, t_2) - \hat{M}_i(t_1, t_2) \leq -a^{*}_\alpha | Z) = 1 - \alpha
\]

(11)
Also, as it is true that $B \rightarrow \infty$

$$\left[\hat{M}_i(t_1, t_2) - M_i(t_1, t_2)\right] \approx \left[\hat{M}_i^*(t_1, t_2) - M_i(t_1, t_2)\right]$$

(12)

It can be written from Equations (11) and (12)

$$\text{Prob}(−b^*_{\alpha} \leq \hat{M}_i(t_1, t_2) - M_i(t_1, t_2) \leq -a^*_{\alpha}|Z) \approx 1 - \alpha$$

(13)

It involves mechanical sorting of the values $\left[\hat{M}_i^*(t_1, t_2)(b) - \hat{M}_i(t_1, t_2)\right]$ $b = 1, \ldots, B$ in increasing order and then deleting $(\alpha/2 \times 100)$ percent of the elements at either end of this sorted array, and finally setting $-b^*_\alpha$ and $-a^*_\alpha$ at that two extreme points, meeting the condition $a^*_\alpha \leq b^*_\alpha$. This method is known as the percentile method.

Once we obtain both values, by rearranging the terms in (13) we then obtain:

$$(\hat{M}_i(t_1, t_2) + a^*_\alpha \leq M_i(t_1, t_2) \leq \hat{M}_i(t_1, t_2) + b^*_\alpha)$$

which is a $(1 - \alpha)%$ confidence interval indicating that productivity indices progress or regress at a significant level from its base if the interval does not include unity.

This bootstrap procedure for Malmquist productivity indices was implemented using FEAR software package program developed by (Wilson 2010).

2.4. Data and Variables

This section presents definition of inputs and outputs and the dataset used in this research. The panel data used for this study covers a 23-year period (1987–2009) disaggregated into 19 regions of Bangladesh. At present there are 64 districts which are conventionally divided into 19 regions (greater districts), as most of the time series data are still available only at the greater district level. All data comes from various issues of the Yearbook of Agricultural Statistics for the years 1992–2012 published annually by the Bangladesh Bureau of Statistics (BBS).

Aggregate crop output includes four major crop groups at the regional level over the study period 1987–2009 and is measured in metric tons, namely (i) ‘cereals’—includes local varieties of rice and HYV rice grown in each of the three seasons (Aus—pre-monsoon, Aman—monsoon, and Boro—dry winter season), wheat, and maize; (ii) ‘cash crops’—includes jute, cotton, and sugarcane; (iii) ‘pulses’—includes gram, mungbean, lentil, khesari, and arhar; and (iv) ‘potatoes’—includes potatoes and sweet potatoes.

Five inputs are specified: land, labor, animal power, fertilizer, and irrigation. Area (in hectares) under all crops recorded for the output series is considered as the ‘land area under cultivation’. ‘Labor’ refers to economically active population engaged in agriculture. Economically active population is defined as all persons engaged or seeking employment in an economic activity, whether as employers, own-account workers, salaried employees or unpaid workers assisting in the operation of a family farm or business. This variable obviously overstates labor input used in agricultural production. However, since Bangladesh is still at the lower end of the development stage, the level of overstatement is likely to be low as the sector employs 48% of the labor force (BBS 2010). ‘Animal power’ refers to the number of draft animals and is estimated using linear trend interpolation from actual counts available in the agricultural censuses of 1983–1984, 1996, and 2008. ‘Fertilizer’ is measured in actual nutrient content (in metric tons) of three major types of fertilizers, i.e., active ingredients of nitrogen (N), potassium (K), and phosphorus (P) obtained from urea, triple super phosphate, muriate of potash, and di-ammonium phosphate fertilizers. ‘Irrigation’ refers to the proportion of total cultivated land area under irrigation and includes irrigation by all means, such as power pump, shallow tube-well, deep tube-well, hand tube-well, and traditional methods.

Although the data used in this study are 10 years old, little has changed in cultivation methods, intercultural operation, and practices over this period in Bangladesh. Consequently, we assume that
there will be no significant changes in the result. Many research articles have also been published using many-years-old data. For example, Coelli et al. (2003) and Rahman (2007) used dataset for the period of 1961–1992 and 1964–1992 but published in 2003 and 2007, respectively. Therefore, we argue that our findings are capable of providing important information to policy makers.

3. Results and Discussion

We present the results in subsections. The discussion begins by regional analyses of the changes in productivity, technology, and efficiency indices based on original and bootstrapped methods. Finally, overall growth rate of productivity, technology, and efficiency indices for the nation as a whole over the study period based on original and bootstrapped methods are discussed.

3.1. Growth in TFP and Its Components by Region

In this section, we examine movements in the level of TFP growth and its components (TECH and EC). This section also illustrates the annual growth rate of TECH, EC, and TFP including ranking of regions based on both original and bootstrapped TFP indices. Table 1 presents the movements in the level of TFP growth and its components (TECH and EC) from the initial year (1987) to the terminal year (2009) for both original and bootstrapped measures across the regions. The first two columns show that for most of the regions, the level of efficiency change increased, except for Noakhali, whose initial level of efficiency change is higher than the terminal level. The level of technological change for most of the regions also increased, which indicates that the technology has improved in agricultural practices in Bangladesh.

This finding is supported by Hossain et al. (2012) and Rahman and Barmon (2018). Rahman and Barmon (2018) reported that the total factor energy productivity was mainly driven by the technological progress of the gher farming system in Bangladesh. Hossain et al. (2012) reported that technological change was the main driving force for the improvement of TFP of rice in Bangladesh, whereas Rodriguez and Elasraag (2015) reported that the technological change negatively contributes to the TFP growth. It can be argued that the upward shift in technological progress is the result of diffusion of Green Revolution (GR) technology and other factors, such as significant increase in use of chemical fertilizer, extended the irrigated area, infrastructural development, research and extension expenditure, farmers’ accessibility to high yielding varieties (HYV) of seed, and availability of market information. For example, fertilizer consumption (in the form of active nutrients) increased from 0.18 million tons in 1973 to 1.70 million tons in 2006, and the proportion of irrigated area in gross cropped area (GCA) increased from 11.0% in 1973 to 37.5% in 2006 in Bangladesh agriculture (Rahman 2010).
Table 1. Technical efficiency change, technological change, and level of productivity across the regions for both original and bootstrapped measures.

| Regions       | Efficiency Change (EC) | Technology Change (TECH) | Productivity Change (TFP) |
|---------------|------------------------|--------------------------|---------------------------|
|               | Org. Bias Corr.        | Org. Bias Corr.          | Org. Bias Corr.           |
|               | 1987 2009              | 1987 2009                | 1987 2009                 | 1987 2009 | 1987 2009 | 1987 2009 |
| Rangpur       | 1.000                  | 1.126                    | 1.045                     | 1.453     | 1.171     | 1.139     | 1.453     | 1.171     | 1.462     | 1.186     |
| Rajshahi      | 1.150                  | 1.039                    | 1.205                     | 1.012     | 1.215     | 0.949     | 1.179     | 1.164     | 1.262     | 1.142     | 1.270     |
| Comilla       | 0.847                  | 0.908                    | 0.929                     | 0.901     | 0.995     | 1.010     | 0.905     | 1.014     | 0.842     | 0.918     | 0.838     | 0.913     |
| Jessore       | 0.632                  | 1.058                    | 0.679                     | 1.071     | 1.232     | 0.912     | 1.130     | 0.896     | 0.779     | 0.965     | 0.766     | 0.958     |
| Jamalpur      | 1.000                  | 1.127                    | 1.022                     | 0.368     | 1.082     | 0.332     | 1.055     | 0.368     | 1.082     | 0.369     | 1.075     |
| Sylhet        | 1.000                  | 1.120                    | 1.051                     | 0.871     | 0.981     | 0.790     | 0.945     | 0.871     | 0.981     | 0.872     | 0.987     |
| Noakhali      | 1.048                  | 1.122                    | 1.230                     | 0.815     | 0.972     | 0.752     | 0.966     | 0.854     | 1.186     | 0.842     | 1.185     |
| Pabna         | 0.912                  | 1.000                    | 0.987                     | 1.032     | 0.831     | 0.922     | 0.763     | 0.907     | 0.758     | 0.922     | 0.752     | 0.935     |
| Mymensingh    | 0.811                  | 1.158                    | 0.885                     | 1.182     | 0.888     | 0.822     | 0.820     | 0.814     | 0.721     | 0.952     | 0.724     | 0.960     |
| Kushia        | 0.894                  | 1.250                    | 0.969                     | 1.261     | 0.746     | 0.882     | 0.681     | 0.875     | 0.666     | 1.103     | 0.659     | 1.100     |
| Chittagong    | 1.000                  | 1.128                    | 1.036                     | 1.009     | 0.987     | 0.912     | 0.959     | 1.009     | 0.987     | 1.018     | 0.991     |
| Kishoreganj   | 0.678                  | 0.905                    | 0.718                     | 0.890     | 0.930     | 0.949     | 0.865     | 0.958     | 0.630     | 0.859     | 0.620     | 0.851     |
| Dinajpur      | 1.000                  | 1.119                    | 1.047                     | 0.805     | 1.026     | 0.729     | 0.993     | 0.805     | 1.026     | 0.805     | 1.034     |
| Tangail       | 1.000                  | 1.104                    | 1.048                     | 0.761     | 0.975     | 0.696     | 0.932     | 0.761     | 0.975     | 0.762     | 0.970     |
| Faridpur      | 1.000                  | 1.065                    | 1.062                     | 0.490     | 1.669     | 0.452     | 1.617     | 0.490     | 1.669     | 0.480     | 1.705     |
| Bogra         | 0.949                  | 1.013                    | 1.037                     | 0.596     | 0.766     | 0.550     | 0.751     | 0.566     | 0.766     | 0.557     | 0.776     |
| Barisal       | 1.015                  | 1.090                    | 1.139                     | 0.845     | 0.973     | 0.773     | 0.975     | 0.858     | 1.122     | 0.841     | 1.109     |
| Khulna        | 1.000                  | 1.124                    | 1.045                     | 0.669     | 1.036     | 0.605     | 0.999     | 0.669     | 1.036     | 0.672     | 1.039     |
| Dhaka         | 1.000                  | 1.124                    | 1.051                     | 1.113     | 1.061     | 1.005     | 1.017     | 1.113     | 1.061     | 1.120     | 1.063     |
| Mean          | 0.935                  | 1.033                    | 1.022                     | 1.061     | 0.827     | 1.008     | 0.757     | 0.987     | 0.774     | 1.041     | 0.769     | 1.043     |
The last four columns in Table 1 reveal that the level of productivity change has improved for both original and bootstrapped method. The average rate of productivity growth rate is estimated at 0.03% per annum (p.a.) for Bangladesh over the period (though this low growth rate is not satisfactory (Table 2). The lower productivity growth rate may partly be attributed to the static or declining yield rate of major crop and increased requirement to use inputs and partly to other factors such as reduced sown area due to increasing population, land fragmentation, deterioration of soil fertility, and rapid depletion of groundwater. In fact, the total rice output of the nation declined at a rate of 1.1% p.a. during 1987–1998 (Otsuka 2000). The yield rate of modern rice also declined at an annual rate of 1.2% over the period 1968–1969 to 1993–1994 (Rahman 2002). However, the input use rate significantly increased due to the widespread diffusion of GR technology. For example, the growth rate of fertilizer use increased (in the form of active nutrient) from 14.25 kg/ha in 1973 to 127.18 kg/ha in 2006, and annual growth rate was 6.3%. Similarly, pesticides use increased at an annual growth rate of 8.5% over the period 1977 to 2002. The HYV seed of rice and wheat uses increased at an annual growth rate 5.9% during the period of 1973–2006 (Rahman and Rahman 2010). These imply that the comparatively high proportion of these inputs is required just to attain the existing level of productivity. Rahman and Salim (2013) noted that average farm in Bangladesh agriculture has been declining from 1.4 ha in 1960 to 0.6 ha in 2008. Giang et al. (2019) observed that the farm size was positively correlated with the total factor productivity. The reduction in average farm has a significant negative impact on technical efficiency and productivity of crop (Rahman and Rahman 2009). Losses of soil fertility is also an important factor for low productivity level of Bangladesh agriculture. Bangladesh has suffered declining soil fertility more than 65% of its total agricultural land (Task Force Report 1991). It is reported by the MOA (2008) that the soil fertility had losses of 10–70% in 11 out of 30 agroecological zones in Bangladesh over the period of 1968–1998. Due to this serious loss of soil fertility, productivity of two key inputs, fertilizer and pesticides, have declined by 3.8% and 6.5%, respectively, which has an adverse impact on crop productivity (Rahman 2007). Over-exploitation of ground water may cause salinization and rising the sea level, and most importantly it will seriously affect irrigation as well as drinking water. During Boro rice cultivation, 80% of the country’s irrigation comes from the groundwater, and in the dry season 63% of irrigation is provided by the groundwater extraction by shallow tube wells. Due to this over-exploitation of groundwater, the non-renewable water input becomes more expensive or unavailable and the groundwater level go down to the sea level, resulting in the salinization problem that may seriously affect the crop productivity (Sattar 2011).

Pabna experienced the highest technical efficiency improvements growing at the rate of 0.04% p.a., followed by Noakhali at 0.03% p.a., shown in Table 2. Overall, technical efficiency change is greater than unity for five regions (26%), whereas 11 regions recorded stagnant EC, and the remaining three regions experienced declining EC estimated at 0.09% p.a. for Khulna, 0.04% for Chittagong, and 0.03% for Sylhet. Khulna is the coastal region with salinity problems in the south and Sylhet is a hilly region at the upper north-east of the country and, therefore, efficiency decline is not surprising.

Table 2. Annual Growth Rate (%) of Malmquist Productivity Indices and its components and ranking based on TFP scores across the regions.

| Regions   | EC       | TECH     | TFP       | TFP Ranking |
|-----------|----------|----------|-----------|-------------|
|            | Org.     | Bias Corr. | Org.     | Bias Corr. | Org.     | Bias Corr. | Org.     | Bias Corr. |
| Rangpur    | 0.000    | 0.026    | 0.191    | 0.182    | 0.191    | 0.197    | 1         | 1         |
| Rajshahi   | 0.000    | 0.028    | 0.137    | 0.126    | 0.137    | 0.141    | 2         | 2         |
| Comilla    | 0.000    | 0.026    | 0.125    | 0.112    | 0.125    | 0.126    | 3         | 3         |
| Jessore    | 0.000    | 0.024    | 0.121    | 0.111    | 0.121    | 0.122    | 4         | 4         |
| Jamalpur   | 0.009    | 0.022    | 0.082    | 0.075    | 0.091    | 0.093    | 5         | 5         |
| Sylhet     | -0.031   | -0.019   | 0.104    | 0.091    | 0.074    | 0.065    | 6         | 7         |
| Noakhali   | 0.031    | 0.042    | 0.040    | 0.032    | 0.068    | 0.069    | 7         | 6         |
| Pabna      | 0.044    | 0.052    | -0.012   | -0.019   | 0.033    | 0.029    | 8         | 9         |
| Mymensingh | 0.000    | 0.015    | 0.029    | 0.025    | 0.029    | 0.033    | 9         | 8         |
Table 2. Cont.

| Regions     | EC | TECH | TFP | TFP Ranking |
|-------------|----|------|-----|-------------|
|             | Org | Bias Corr. | Org | Bias Corr. | Org | Bias Corr. | Org | Bias Corr. |
| Kushtia     | 0.000 | 0.027 | 0.026 | 0.017 | 0.026 | 0.029 | 10 | 10 |
| Chittagong  | -0.043 | -0.034 | 0.057 | 0.050 | 0.014 | 0.011 | 11 | 12 |
| Kishoreganj | 0.000 | 0.018 | 0.012 | 0.007 | 0.012 | 0.015 | 12 | 11 |
| Dinaipur    | 0.024 | 0.047 | -0.027 | -0.043 | -0.004 | -0.002 | 13 | 13 |
| Tangail     | 0.017 | 0.033 | -0.054 | -0.058 | -0.037 | -0.032 | 14 | 14 |
| Faridpur    | 0.000 | 0.026 | -0.038 | -0.046 | -0.038 | -0.037 | 15 | 15 |
| Bogra       | 0.000 | 0.026 | -0.050 | -0.061 | -0.050 | -0.047 | 16 | 16 |
| Barisal     | 0.000 | 0.025 | -0.071 | -0.084 | -0.071 | -0.072 | 17 | 17 |
| Khulna      | -0.091 | -0.082 | 0.015 | 0.017 | -0.076 | -0.073 | 18 | 18 |
| Dhaka       | 0.000 | 0.022 | -0.107 | -0.112 | -0.107 | -0.107 | 19 | 19 |
| Mean        | -0.004 | 0.017 | 0.030 | 0.022 | 0.030 | 0.029 | |

Rahman and Salim (2013) also reported that Noakhali is the second highest region on the basis of technical efficiency improvement and that the south and north-eastern part of the country (i.e., Khulna, Barisal, and Sylhet) showed declining technical efficiency. In our study, Chittagong includes Chittagong Hill Tracts, which is not suitable for conventional agriculture as the region is mainly characterized by mountainous terrain with most areas being classified as state forests. The resident tribal population of this region is mostly familiar with the jhum (slash and burn) agriculture (Rahman and Salim 2013). Therefore, the observed decline in EC of Chittagong may have been influenced by poor performance of Chittagong Hill Tracts. Rahman and Salim (2013) identified Chittagong Hill Tracts as the poorest performing region for the reasons cited above.

Rangpur had the highest level of TFP growth estimated at 0.2% p.a. followed by Rajshahi, Comilla, and Jessore (with TFP growth rates of above 0.1% p.a.), largely powered by technological progress. Rajshahi has the second leading position over the study period. Several factors contribute to increased productivity and technological progress in these four regions. It can be argued that the TFP growth in this region may partly be attributable to the Barind Multipurpose Development Authority (BMDA) and partly to other factors such as soil structure, as it is located in floodplain on the bank of a major river Padma. BMDA expanded the irrigated area in this region, allowing at least three crops to be harvested as opposed to only a single rain fed crop in the past (MoEF 2002). Because of the Padma river, all three types of rich soils (i.e., loamy, sandy-loam, and silt) are available in Rajshahi, which are highly suitable for all types of crops. Comilla is one of the most intensive agricultural regions of Bangladesh and has been at the forefront of adaptation of modern technology where the adoption rate of HYV rice technology reached 80% and 100% in Aman and Boro season by 1999 (BBS 1999). Despite being an economically backward region, Rangpur experienced an outstanding performance due to rapid expansion of irrigated area at a rate of 18–19% p.a. and an increase in fertilizer usage at 13–15% p.a. (Rahman 2002).

In contrast, three regions, namely Dhaka, Khulna, and Barisal experienced large decline in TFP. Lack of technical progress as well as decline in efficiency can be attributed to the biophysical constraints faced by these regions. Khulna and Barisal are coastal regions with low lying areas that face major cyclones and flood almost every year. Another reason for poor performance in Khulna region is that most of the farmers in this region have now adopted the integrated prawn–fish–rice culture (Rahman et al. 2011). Soil quality of the Khulna region has deteriorated because of gradual accumulation of salt over the years due to the shrimp cultivation, which is also an important reason for large decline in TFP in this region. Karim (2006) reported that shrimp cultivation needs salt water and the sluice gates are allowed to open for the exchange of saline water from river water, which causes water lodging in the agricultural land. He argued that salinization is the main reason of low yield of most of the field crops including transplanted rice in the Khulna region, and wheat, jute, sugarcane production was seriously affected because of soil salinization. The result of large decline in TFP score
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in Dhaka is similar to the result found by Dey and Evenson (1991) for the period 1973–1989 and Rahman and Salim (2013) for the period 1948–2008, but in contrast with Rahman (2007) for the period 1964–1992. Rahman (2007) reported that the intensive use of modern inputs in the less advantaged areas such as coastal and north-eastern regions did not produce the same level of increase in output, and efficiency differences increased, leading to TFP decline. He also argued that TFP decline may be attributed to the re-use of HYV rice seeds from generation to generation, which yields lower productivity since genetic purity is compromised.

3.2. Ranking of Regions with regard to TFP Growth after Correction for Bias

Now we consider the bias-corrected TFP scores of the regions, which are somewhat different from the original TFP scores. The last two columns of Table 2 show that after correcting for bias, six regions (32%) changed ranks. However, one should also note that the top five ranks and the bottom six ranks are identical between both methods. The shift in ranks is in the middle order of the regions. Nevertheless, this ranking comparison demonstrates the need and power of bootstrapping for evaluating performance of individual regions. It also suggests that caution is necessary when we compare performance considering only the original scores as highlighted by Simar and Wilson (1999). The confidence intervals for Malmquist indices and its components are relatively wider, which provides additional justification for bootstrapping. The original TFP estimates revealed that 12 out of 19 regions experienced productivity improvements and the remaining declined. Simar and Wilson (1999) suggest that it is more important to know that whether the observed differences are statistically significant or not rather than whether the estimates are increasing or decreasing. It is argued that if a firm demonstrates lower bound of confidence interval value greater than 1 and upper bound confidence interval value of less than 1, then it implies that the firm has experienced significant progress and regress, respectively. Therefore, given the evidence presented in Table 2, we can conclude that there is a large uncertainty about the extent of agricultural TFP growth in the regions of Bangladesh.

3.3. TFP Change and Its Components by Year

Table 3 summarizes overall TFP growth performance by year using both original and bootstrapped estimates. Overall, TFP growth is estimated at a rate of 0.03% p.a. with overall increase of 0.6% over the sample period. The overall TFP growth rate is mainly powered by technical progress at an annual rate of 0.03% and slight decline in efficiency 0.004% over the period. This situation is similar to the results obtained by Rahman (2007) for 1964–1992. Rahman (2007) applied the sequential Malmquist index to calculate the TFP index for Bangladesh agriculture. He concluded that TFP grew at an average rate of 0.9% per annum, mainly powered by technological progress estimated at 1.9% p.a. and overall technical efficiency decline of 1.0% p.a. This result is also similar with Chen et al. (2008) for China for the period of 1990–2003, which reported that the national TFP grew at 1.5% p.a. due to technological progress at 4.7% and declined in technical efficiency at 1.9%. Anik et al. (2017) observed the positive TFP growth rate of Bangladesh with a similar growth pattern of residual scale and mix efficiency change but they experienced no change in technical scale and mix efficiency for the period of 1980–2013.

Table 3 shows that the increase in TFP index has not been uniform and fluctuation has occurred from year to year. It has also revealed that the progress/regress of TFP index is not only powered by increase or decrease in technology or technical efficiency. For instance, in 1993, technical efficiency improved (as expressed by EC index) but failed to maintain output maximizing technology. This lagging performance in technology outweighed improvement in efficiency, such that overall productivity fell. Conversely, in 1991, technical efficiency diminished but experienced overall productivity growth due to progress in technology. Yet another example is 2008, which showed a negative TECH and a positive EC, resulting in no change of TFP. These examples demonstrate the advantages of a decomposable productivity measure where productivity growth/regress is explained by either efficiency improvements or technological progress, or both. Finally, the dynamic behavior of TFP index over the study period across the regions can be attributed to a number of factors including biophysical character of the
regions; natural disaster; mechanical, biological, and organizational aspects of technical progress; and increase in the number of economically active population owing to steady increase in population over time.

Table 3. Summary of overall growth rate of Bootstrap Malmquist productivity indices across the all regions over the study period 1987–2009.

| Year | EC Org. | EC Bias Corr. | TECH Org. | TECH Bias Corr. | TFP Org. | TFP Bias Corr. |
|------|---------|---------------|-----------|-----------------|---------|---------------|
| 1987 | 0.000   | 0.000         | 0.000     | 0.000           | 0.000   | 0.000         |
| 1988 | -6.500  | 2.200         | -17.300   | -24.300         | -22.600 | -23.100       |
| 1989 | 5.800   | 0.800         | 8.400     | 14.800          | 14.700  | 15.300        |
| 1990 | 2.300   | 0.900         | 6.400     | 8.200           | 8.800   | 9.000         |
| 1991 | -2.000  | -1.100        | 55.700    | 54.500          | 52.500  | 52.800        |
| 1992 | -4.000  | 1.800         | -3.700    | -8.300          | -7.500  | -7.400        |
| 1993 | 1.700   | 1.900         | -32.600   | -31.400         | -31.600 | -31.600       |
| 1994 | 2.500   | 2.300         | -5.600    | -5.100          | -3.200  | -3.100        |
| 1995 | -1.700  | -1.700        | 2.200     | 0.400           | 0.400   |               |
| 1996 | 1.700   | -0.100        | 15.400    | 17.300          | 17.400  | 17.500        |
| 1997 | -3.000  | -1.000        | 6.000     | 4.000           | 2.900   | 2.900         |
| 1998 | -0.500  | -3.000        | 5.300     | 8.400           | 4.700   | 5.000         |
| 1999 | 4.400   | 4.000         | -22.300   | -18.900         | -19.000 |               |
| 2000 | 1.000   | 0.200         | 5.700     | 6.700           | 6.800   |               |
| 2001 | 0.800   | 1.100         | 0.500     | 0.200           | 1.200   | 1.200         |
| 2002 | 0.100   | 0.400         | 14.100    | 13.700          | 14.200  | 14.200        |
| 2003 | -0.100  | -0.100        | -0.200    | -0.300          | -0.400  | -0.400        |
| 2004 | -0.100  | -0.300        | -1.300    | -1.000          | -1.400  | -1.400        |
| 2005 | 0.100   | -1.000        | -3.300    | -2.300          | -3.200  | -3.300        |
| 2006 | -5.600  | -3.300        | -1.700    | -3.800          | -7.200  | -7.100        |
| 2007 | -1.800  | 1.200         | 10.900    | 8.000           | 9.000   | 9.000         |
| 2008 | 1.500   | 1.500         | -1.500    | -1.200          | 0.000   | -0.200        |
| 2009 | 3.300   | 6.100         | 0.800     | -1.300          | 4.100   | 4.300         |
| Mean | -0.100  | 0.400         | 0.700     | 0.500           | 0.600   | 0.700         |
| Std. dev | 0.030 | 0.022 | 0.165 | 0.169 | 0.164 | 0.165 |
| Lower bound | 0.842 | 0.885 | 0.957 |
| Upper bound | 1.107 | 1.110 | 1.049 |

The comparison of the original and bootstrapped Malmquist indices revealed the same direction in productivity and technology change but opposite directions in efficiency change. From Table 3, we noticed that the overall progress in bias-corrected productivity appears to be larger than the original estimate, while the technological progress is smaller than the original TECH. In the original sample, efficiency change is declining (at 0.01% p.a.) but the bias-corrected estimate shows improvement in efficiency change (at 0.04% p.a.). It indicates that the lack of correction of original sampling variability might be the cause of improving or declining TFP indices and its components. For this reason, Simar and Wilson (1998) suggest that one should be careful when making performance comparisons based on original efficiency scores.

Figure 1a–c present graphical representation of bootstrapped TFP and its components for all regions over the study period. We observe that the confidence interval is highest for EC compared to TFP and TECH. Frequency distribution of original and bootstrap TFP, EC, and TECH for the regions is presented in Figure 1d. Comparing the bootstrap to the original estimates, it can be concluded that the bootstrap technique helps in reducing ambiguity of the result.
4. Conclusions and Policy Implications

The study applies both DEA and bootstrapped methods to Malmquist indices of agricultural TFP change and its components (TECH and EC) for 19 regions of Bangladesh covering a 23-year period (1987–2009).

The productivity of Bangladesh agriculture grew at a rate of 0.03% p.a., powered mainly by technological progress which is estimated at the same rate of 0.03% p.a. However, efficiency change over time has deteriorated at a negligible rate of 0.004% p.a. Large regional disparities exist with respect to TFP growth and its components over time. Correction of bias using bootstrapped procedure resulted in six regions changing ranks, which are in the middle order, while the top five and bottom six ranks remained identical with regard to mean TFP indices. From the regional results, it was found that there exist large disparities among the regions in TFP growth performance.

The use of bootstrapped procedure provided confidence in our results, corrected bias of original estimates, and also demonstrated existence of wide range of variations across regions and over time with respect to estimated TFP, TECH, and EC indices.

A number of policy implications can be drawn from the results. In order to stimulate TFP growth, it is important to address the underlying causes of declining efficiency and the thrust in policy should be aimed at measures to improve production efficiency by removing misallocation of resources. Attention is also needed to address regional inequality by focusing on failing and inefficient regions. One obvious pathway to improve resource allocation amongst farmers is to invest in well-functioning agricultural extension systems. Rahman and Salim (2013) noted that mix-efficiency in Bangladesh agriculture is declining sharply, implying that farmers are failing to gain from economies of scope. They have demonstrated that investment in extension significantly improves mix-efficiency improvements. For improving the technical efficiency, better education should be provided to the farming populations (Liu et al. 2019).

Furthermore, attention should be paid to develop varieties that are suitable for unfavorable regions (e.g., regions which are frequently affected by flood, coastal regions affected by saline water, and regions mainly dependent on monsoon rain), which can be made possible through increased...
investment in Research and Development (R&D). Rahman and Salim (2013) and Coelli et al. (2003) noted that R&D investment positively influences technical progress as well as TFP growth. Policy should be taken to grow fewer water consuming crops and make the most of use of surface water by digging canals and dredging rivers to reduce the overemphasizing groundwater extraction.

Diversification of the cropping system also positively influences technical progress (Rahman and Salim 2013). Government of Bangladesh already realized the need to diversify its cropping system in order to move away from cereal monoculture dominated by rice and has allocated 8.9% of the total agricultural budget to promote crop diversification (Rahman 2009). In this context, policy should be taken to increase the extension expenditure and irrigation infrastructure facilities that will significantly increase the crop diversity (Rahman and Kazal 2015).

The challenge faced by Bangladesh is formidable but the realization of these policies will result in a growing agricultural sector, which is the main source of providing food, income, and employment for its rapidly increasing population.
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