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SUMMARY Facial expressions are generated by the actions of the facial muscles located at different facial regions. The spatial dependencies of different spatial facial regions are worth exploring and can improve the performance of facial expression recognition. In this letter we propose a joint convolutional bidirectional long short-term memory (JCBLSTM) framework to model the discriminative facial textures and spatial relations between different regions jointly. We treat each row or column of feature maps output from CNN as individual ordered sequence and employ LSTM to model the spatial dependencies within it. Moreover, a shortcut connection for convolutional feature maps is introduced for joint feature representation. We conduct experiments on two databases to evaluate the proposed JCBLSTM method. The experimental results demonstrate that the JCBLSTM method achieves state-of-the-art performance on Multi-PIE and very competitive result on FER-2013.

key words: facial expression recognition, convolutional neural network, long short-term memory, shortcut connection

1. Introduction

Facial expression recognition, which aims at recognizing human emotions via images or videos automatically, is a fundamental research topic in human-computer interaction and computer vision domains. A growing number of applications based on the facial expression recognition technology were proposed during the past several years. For example, we can design digital cameras which are capable of taking photos automatically when smile is detected. In dealing with facial expression recognition problems, feature extraction plays an important role. Robust features such as local binary patterns (LBP) and scale invariant feature transform (SIFT) are widely adopted for this purpose. In order to extract features with more discriminative ability for facial expressions, some researchers proposed to combine conventional methods with sparse representation and developed various effective algorithms. In [1], Yan et al. proposed sparse locality preserving projection to obtain the intrinsic manifold of facial features and select features simultaneously. Zheng [2] extracted features on image grids in a multi-scale manner and proposed group sparse reduced-rank regression (GSRRR) to model the relationship between feature vector and the sample label, in which facial regions related to expressions can be selected due to the group sparsity.

Nowadays deep learning methods, especially convolutional neural networks (CNNs) [3] and recurrent neural networks (RNNs) [4], have dominated the pattern recognition and computer vision communities. Especially, CNNs have been widely applied in facial expression recognition field in recent years. For example, Zhang et al. [5] developed 1D CNN consisting of 1D convolutional and 1D max pooling layer to explore high-level semantic information from the feature matrix for multi-view facial expression recognition.

Conventional deep CNNs consist of multiple convolutional filtering and pooling layers which are stacked alternately. By progressively enlarging the receptive field, the convolutional filters are sequentially performed on local spatial regions of intermediate feature maps, so as to capture image features from low-level textural to high-level semantic. Thus CNNs may be regarded as a composite function of local spatial filtering. However, the locally performed convolutional filter can hardly model the spatial dependency relation, especially large-range spatial dependencies within the image.

The investigation of exploring the effect of spatial relation information in image classification tasks has been done in recent years. In [6] Shi et al. transformed 2D image to 3D tensor and developed the convolutional LSTM to capture the spatial correlation. Zuo et al. [7] converted CNN output into four directed sequences and utilized traditional RNN to learn the spatial dependencies of different image regions. Liang et al. [8] proposed a novel recurrent CNN model by integrating recurrent units into every convolutional layer. Since the receptive field of the convolutional layer grows larger as the depth of recurrent connections increases, the context information is incorporated in each convolutional layer.

It is known that the generation of facial expression involves movements of several organs such as eyebrows, eyes and lips, which are also described as action units (AUs). A group of AUs appear together when certain emotion is expressed, e.g., the raised cheek (AU6) and pulled up lip cor-
ner (AU12) together present the happy expression. More AUs will be involved as the facial expression becomes more complicated. In this letter, we will investigate the facial expression recognition problem by leveraging the correlations between AUs and learning the spatial dependency information among different image regions through long short-term memory (LSTM) [9]. To this end, we propose a joint convolutional bidirectional LSTM (JCBLSTM). In this method, CNN is firstly employed to extract discriminative middle-level features and then bidirectional LSTM is utilized to learn the spatial dependencies within the generated sequences from CNN feature maps. Moreover, a shortcut connection [10] is added for CNN to boost the information flow in the network.

The remainder of this letter is organized as follows: In Sect. 2, we propose the JCBLSTM method for facial expression recognition. Experiments are presented in Sect. 3. Section 4 concludes the letter.

2. JCBLSTM Method

In this section, we will propose the JCBLSTM method for facial expression recognition. Figure 1 illustrates the framework of the JCBLSTM method, which integrates CNN with LSTM to learn discriminative features and image-level spatial correlations simultaneously. In this framework, the image samples are transferred into a series of convolutional layers to extract middle-level facial texture features. Then, the rows or columns of the feature maps in the last convolutional layer are regarded as ordered sequences along two directions. Moreover, LSTM is deployed respectively to model the spatial relationship in them and the outputs of the bidirectional LSTM are added up together. Finally, the fully connected vectors from both CNN and LSTM are concatenated together as the overall feature representation to predict the expression labels. As CNN and LSTM are connected seamlessly, the whole framework can be trained in an end-to-end manner.

2.1 Transferred VGG-Face for Image Feature Extraction

As shown in Fig. 1, the goal of the convolutional layers is to learn discriminative middle-level facial texture features for the subsequent LSTM and the joint feature representation. To this end, we employ the convolutional structure of VGG-Face network [11], which was originally trained for the purpose of face recognition. As the released VGG-Face model is trained on large scale face databases, we are able to fine-tune the convolutional layers with limited sample images and training iterations while still obtain discriminative facial expression related texture features. Feature maps output from the last convolutional layer, i.e., conv5_3†, are fed in the subsequent bidirectional LSTM layers.

2.2 Bidirectional LSTM for Image Spatial Dependency

As facial expressions are composed of different AUs, such as the movements of brows and lips, spatial relationship between different facial regions plays an important role in facial expression recognition. However, convolutional filters fail to capture such relationship due to the fact that they are performed locally on image regions. Therefore, exploring the spatial dependencies within facial expression image is very desired to improve the facial expression recognition performance. Consequently, we adopt the LSTM method for this purpose, in which we regard each row or column in feature maps as a directed sequence. Then, the generated sequence is ordered from left to right or from top to bottom separately (see Fig. 1). It is notable that each element in the sequence actually represents the receptive field of conv5_3, which is a relatively large region in the original image sample.

As is shown in Fig. 1, we employ LSTM along both directions in our method. Then, the LSTM responses of the two spatial sequence, from left to right (o_\text{l}) and from top to bottom (o_\text{t}), are concatenated and added up together. The procedure is summarized as the following equations:

\[
\begin{align*}
o_{\text{l}} &= \sigma(W_{o_{\text{l}}}x_{\text{l}} + U_{o_{\text{l}}}h_{t-1} + b_{o_{\text{l}}}) \\
o_{\text{t}} &= \sigma(W_{o_{\text{t}}}x_{\text{t}} + U_{o_{\text{t}}}h_{t-1} + b_{o_{\text{t}}}) \\
o &= o_{\text{l}} + o_{\text{t}}
\end{align*}
\]

where o is the final output of bidirectional LSTM. W_{o_{\text{l}}}, U_{o_{\text{l}}}, W_{o_{\text{t}}}, and U_{o_{\text{t}}} are weight matrices for corresponding directions and the activation function is \(\sigma(x) = \frac{1}{1 + e^{-x}}\).

2.3 Short Path for Convolutional Layers

With the CNN-LSTM structure, discriminative facial texture features and spatial region relationship information can be modeled simultaneously. Furthermore, in order to enhance the information flow in the network, especially in favor of convolutional layers to learn discriminative features for facial expression recognition, we introduce an extra short path for convolutional layers in JCBLSTM. Shortcut connections, which can be constructed in various ways, are helpful for information flow between early layers and later layers. As shown in Fig. 2, the ReLU, pooling and fully connected layers on the right side make up the short path

---

†There are 3 convolutional layers in the fifth convolutional set.
Fig. 2  Illustration of information flow in the short path for convolutional layers. Solid arrows indicate the forward pass procedure while dotted arrows indicate the gradient information flow in the back propagation procedure.

for VGG-Face feature maps. In the back propagation during training procedure, in addition to being passed through the complicated bidirectional LSTM module, gradient information can be easily propagated back to the convolutional layers through the shortcut connection.

Another advantage of the shortcut connection is that the facial texture features and the spatial dependency information can be concatenated in the subsequent fully connected layer. Therefore, both features are fused together so as to model facial expressions more accurately and boost the overall performance of our framework.

3. Experiments

In this section we will verify the proposed JCBLSTM by conducting experiments on two facial expression databases, namely Multi-PIE [12] and FER-2013 [13]. Both databases consist of images under various poses and illuminations.

3.1 Experiments on Multi-PIE Database

Multi-PIE database contains facial expression images collected under laboratory controlled environment. For each subject, images under 15 view points and 19 illumination conditions were taken. Similar to the protocol used in [2], we select 100 subjects who performed all six facial expressions under seven views, i.e., from 0° to 90°, increased by 15°. Among them 80 subjects are selected as training samples and the remaining 20 subjects are testing samples. For each subject we use all images taken under 19 illumination conditions in both training and testing phases.

We conduct experiments to verify the effectiveness of spatial dependencies and shortcut connection in facial expression recognition task. As is shown in Table 1, the recognition rate of the finetuned VGG-Face network alone is 88.63%, which has already surpassed the previous state-of-the-art method [15]. VGG-Face & BLSTM method refers to the framework without shortcut connection and joint feature representation, i.e., only the output of bidirectional LSTM is utilized to classify the samples. This method performs better than the finetuned VGG-Face network which indicates that spatial relation information learned by bidirectional LSTM improves the model ability in facial expression recognition. Our proposed JCBLSTM performs best among all methods and achieves the state-of-the-art accuracy of 90.89%. This demonstrates that spatial dependencies and the shortcut connection for convolutional layers together boost the performance of the original CNN architecture. The confusion matrix of JCBLSTM is shown in Fig. 3. Except for disgust and smile, accuracies of other expressions are satisfactory.

3.2 Experiments on FER-2013 Database

Facial Expression Recognition 2013 (FER-2013) database was released in the facial expression recognition challenge of ICML 2013. It was collected using the Google image search API with a bunch of emotion-related words. Various head poses, illumination conditions and occlusions exist in the database. It consists of 35887 image samples with 7 categories. The competition organizers divided the database into training set, public test set and private test set. Here we conduct experiments to compare the model performances on private test set as the competition does.

Results of different methods are listed in Table 2. As the samples are all 48 × 48 gray images under various conditions, the overall performances are not that high as Multi-PIE. From the aspect of loss status during training procedure shown in Fig. 4, compared to Multi-PIE, the loss curve of FER-2013 can not decrease to a very low status. The winning solution in the competition utilized L2-SVM loss function to train CNN and achieved an accuracy of 71.16%. JCBLSTM performs slightly better than the winner and the
multi-scale CNNs. From the confusion matrix shown in Fig. 5, disgust and angry, fear and sadness are easily confusing facial expressions. Given that we achieve the competitive result without using any extra data, our method demonstrates the importance and effectiveness of incorporating spatial relation information with facial texture features in facial expression recognition task.

4. Conclusions

In this letter we propose the JCBLSTM framework to address the facial expression recognition task based on the consideration that there is spatial relationship information contained in different regions of the image which are worth exploring. We employ VGG-Face convolutional module and bidirectional LSTM to extract discriminative middle-level texture features and spatial dependencies in the constructed feature sequence. Experiments on two facial databases demonstrate the effectiveness and superiority of our proposed method. In the future, we can investigate the dependency within images in other tasks such as scene recognition and image captioning. Besides that we would like to extend our method to 3D version such that dependency information can be explored between sequential video frames.
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