Photon echoes using atomic frequency combs in Pr:YSO — experiment and semiclassical theory
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Abstract

Photon echoes in rare-earth-doped crystals are studied to understand the challenges of making broadband quantum memories using the atomic frequency comb (AFC) protocol in systems with hyperfine structure. The hyperfine structure of Pr$^{3+}$ poses an obstacle to this goal because frequencies associated with the hyperfine transitions change the simple picture of modulation at an externally imposed frequency. The current work focuses on the intermediate case where the hyperfine spacing is comparable to the comb spacing, a challenging regime that has recently been considered. Operating in this regime may facilitate storing quantum information over a larger spectral range in such systems.

In this work, we prepare broadband AFCs using optical combs with tooth spacings ranging from 1 MHz to 16 MHz in fine steps, and measure transmission spectra and photon echoes for each. We predict the spectra and echoes theoretically using the optical combs as input to either a rate equation code or a density matrix code, which calculates the redistribution of populations. We then use the redistributed populations as input to a semiclassical theory using the frequency-dependent dielectric function. The two sets of predictions each give a good, but different account of the photon echoes.

I. INTRODUCTION

Quantum memory is a crucially important technology. Perhaps most prominently, it will play an important role in long-range quantum networks [1, 2], which will be required to fully realize the power of quantum computers and other quantum technologies: quantum repeaters will be necessary to overcome transmission losses in these networks [3], and most current approaches to quantum repeaters depend on optical quantum memory [4, 5], a device for storing quantum states and recovering them at a later time. A practical quantum memory would enable long-lived storage and high-fidelity, high-efficiency retrieval of broadband single photons. Rare-earth-ion-doped crystals are promising candidates for implementing quantum memory due to their long ground-state lifetimes, large inhomogeneous bandwidths, and narrow homogeneous bandwidths [6]. Various approaches to quantum memory have been developed for rare-earth-crystal platforms. The atomic frequency comb (AFC) protocol is one such scheme [7]. The central idea is to store single photons in a material with a
frequency-comb absorption spectrum, with comb-tooth spacing $f_{\text{rep}}$, and then to recover
photon echoes after a time $T_{\text{rep}} = 1/f_{\text{rep}}$.

Pr$^{3+}$:Y$_2$SiO$_5$ (Pr:YSO) is suitable for various optical storage techniques, and it was the
first material used to demonstrate on-demand AFC quantum memory [8]. It has been studied
extensively, including work on photon echoes [9, 10], spectral-hole burning [11], optical filter-
ing [12], electromagnetically induced transparency [13], and stimulated Raman adiabatic
passage [14, 15]. The latter technique was used for selective retrieval of pulses [16], and
further studies investigated the rephasing of these coherent populations [17] and on-demand
retrieval based on spontaneous Raman scattering [18]. Storage of optical pulses has been
demonstrated with stopped light using electromagnetically induced transparency [19, 20]
and a memory has been realized at the single-photon level using stopped light in a spectral
hole [21]. Gradient-echo quantum memory was demonstrated [22], and AFC quantum mem-
ory has also been demonstrated at the single-photon level [23, 24]. Recently, Pr:YSO has
been used for high-rate entanglement distribution as a step towards the implementation of
quantum repeaters [25] and on-demand quantum memory [26].

The AFC protocol has also been studied in other rare-earth-ion-doped crystals, which
have similarly advantageous optical properties. Ref. [27] studied the effect of comb-tooth
shape on echo efficiency. Storage and retrieval of single photons has been demonstrated:
time-bin qubits [28, 29] and entanglement with another photon [30] storage. Temporal mul-
timode storage has been studied [31]. Pulse storage and retrieval has also been demonstrated
using Stark shifts [32], superhyperfine levels [33] and hybridized electron-nuclear hyperfine
levels [34]. Gigahertz bandwidths were demonstrated using Tm$^{3+}$ [30] and Er$^{3+}$ [35] ions.
Er$^{3+}$ has also been studied for use in quantum repeaters [36].

One attractive feature of the AFC protocol highlighted in Ref. [7] is that in principle
it enables retrieval efficiency arbitrarily close to unity. In practice, however, experimental
demonstrations have achieved limited efficiency: Refs. [37, 38] used cavity enhancement to
reach efficiencies just over 50%.

Many rare-earth species and isotopes, including Pr:YSO, have hyperfine structure, which
presents an obstacle to preparing high-bandwidth AFCs. To circumvent this challenge, past
works on AFCs in Pr:YSO have followed two approaches: (1) use AFC bandwidth smaller
than the hyperfine spacing [18, 21, 23], or (2) use AFC tooth spacing larger than the en-
tire 37 MHz spectral width of the hyperfine levels [39]. (Ref. [24] used a combination of
these methods.) Here, we explore the intermediate regime in which the AFC bandwidth is larger than 37 MHz and the AFC tooth spacings are comparable to the hyperfine spacing. While some past studies on AFCs worked in this regime [33, 40], here we systematically investigate AFC formation and echo retrieval for a range of comb-tooth spacings. We experimentally demonstrate AFC formation and echo retrieval across a range of comb-tooth spacings. Through this systematic study, we hope to elucidate the dynamics between AFC bandwidth and hyperfine structure, which could aid in the design of future high efficiency AFC-based quantum memories.

We also develop a semiclassical theory of photon echoes which calculates the effect of the experimental optical fields applied to the crystal. Historically, photon echo phenomena have been understood as collective emission by atoms prepared in a Dicke state [41], whereas here we achieve good results with a semiclassical model in which individual Pr$^{3+}$ ions, treated quantum mechanically, interact with a classical electromagnetic field. Although several authors have noted the presence of a semiclassical limit [7, 42, 43], and the formalism of this limit was presented in a recent review article [44], there does not appear to be a realistic calculation of photon echoes for rare-earth-doped crystals in the literature, particularly not one which calculates the AFC based on an observed optical signal as well as the photon echoes. We calculate the atomic population shifts that occur during AFC preparation; the change to the dielectric response due to these shifts; and the echoes that arise from a pulse interacting with the highly dispersive medium. We present two sets of results, one corresponding to AFCs as predicted by the rate equations and a second set as predicted by the density matrix formalism. Given the redistribution of population which is a quantitative description of the AFC, the photon echo is described within the same formalism of highly dispersive linear optical response.

Regarding other calculations in this area, Theil et al. [45] gave a theoretical account matching experimental results of pulse echo linewidths in three rare-earth crystals Tm$^{3+}$:YAG, Tm$^{3+}$:LiNbO3 and Tm$^{3+}$:YGG. More frequently, the calculations are models [46] or done to propose experiments [47, 48] rather than to do a careful comparison.

The YSO crystal structure has two distinct Y sites where Pr$^{3+}$ impurities can occur. Here we study Pr$^{3+}$ ions at site 1 [49, 50], which have $^3H_4 \rightarrow {}^1D_2$ ($g \rightarrow e$) optical transitions at 605.977 nm. The homogeneous linewidth of these optical transitions is less than 1 kHz and can be observed when the crystal is cooled to liquid helium temperatures to eliminate
FIG. 1: Each Pr\(^{3+}\) ion in Pr:YSO has 6 excited states and 6 ground states, all of which are two-fold degenerate in the absence of an external magnetic field. (a) Thus, each ion has 9 different transition energies \(a-i\). (b) Conversely, any laser frequency within the 4.4 GHz inhomogeneous bandwidth addresses one of these transitions for 9 different ion classes \(A-I\).

(c) Table of transition frequencies for all ion classes addressed by a single laser frequency at zero detuning. Each row shows all 9 transitions for one ion class. Rows are grouped by common ground states. Since the laser frequency addresses transition \(x\) for class \(X\), the diagonal elements are zero. The bold-face diagonal-block elements indicate transitions with depopulated ground states, leading to peaks in the transmission spectrum in Fig. 2, while the other elements indicate troughs. The bold-face elements depend only on the excited-state spacings, while the others also depend on the ground-state spacings.
phonon broadening; the inhomogeneous broadening, arising from local variations in the crystal structure surrounding each Pr$^{3+}$ ion, is typically several gigahertz [51]. In the absence of an external magnetic field, the hyperfine states are all two-fold degenerate, and the ground- and excited-state manifolds each have three distinct energy levels (Fig. 1). Therefore, each ion has nine transition energies labeled $a - i$ in ascending order; conversely, for any laser frequency within the inhomogeneous bandwidth, there are nine different classes of ions $A - I$ for which one of these transitions is resonant with the laser, with the laser addressing transition $x$ for class $X$.

As a result of the hyperfine structure, spectral-hole burning at even a single frequency results in multiple features (Fig. 2). The large transmittance peak at zero detuning occurs because all 9 classes become transparent at this frequency. The smaller peaks occur because

FIG. 2: Pr:YSO transmission spectrum after spectral-hole burning at zero detuning, as measured experimentally (black) and as predicted by density matrix calculation (red). The curves have been normalized to unit transmittance. The transition frequencies from Fig. 1c are shown here.
some subset of the classes become transparent: for example, only 3 of the 9 classes that would normally absorb at 9.42 MHz detuning are depopulated. Due to power broadening, our measurement cannot distinguish features separated by less than 0.2 MHz, but such closely-spaced peaks may appear as broader peaks or shoulders. The transmission peaks in Fig. 2 correspond to population depletion at detuning frequencies shown in bold in Fig. 1c. The other frequencies correspond to population enhancement, hence transmission dips in most cases.

The excited-state spacings in Pr:YSO are nearly equal, leading to a comb-like response to spectral-hole burning at a single frequency. This occurs because (1) the transparency for classes \(A, D, G\) at 4.58 MHz detuning overlaps with the transparency for \(B, E, H\) at 4.84 MHz, and (2) an additional transparency occurs for \(A, D, G\) at 9.42 MHz, further extending the comb-like response (similar reasoning for classes \(C, F, I\) and \(B, E, H\) explains the peaks at \(-9.42\) MHz, \(-4.84\) MHz, and \(-4.58\) MHz). This observation suggests that the material has a naturally periodic spectrum. Although it has been noted in previous works, for example Ref. [33], that this periodicity dictates which tooth spacings are compatible with AFC formation, here we carefully examine tooth spacings close to the periodicity. In fact, we find that AFC formation is optimal \textit{not} for tooth spacings exactly matching the excited-state hyperfine spacings, but rather a few hundred kilohertz detuned from those values.

II. EXPERIMENT

We use our experimental setup for two different measurement protocols, a comb-measurement protocol and a pulse-echo protocol, each of which proceeds in two stages. In the first stage of both protocols, we prepare an AFC. In the second stage, we either probe the transmission spectrum (the comb-measurement protocol), or observe the transmission and echoes of a pulse sent to the AFC (the pulse-echo protocol).

We use a tunable diode laser near 1212 nm, which is amplified in a fiber Raman system and then doubled, producing a beam at the \(^3H_4 \rightarrow ^1D_2\) optical transition. To stabilize the laser frequency, we use Pound-Drever-Hall feedback [52] to lock the infrared light to a reference cavity with a Zerodur (Schott Glass), spacer, held in a vacuum chamber. This beam is modulated using double-passed acousto-optic modulators (AOMs) to prepare the
FIG. 3: Optical frequency comb generated by AOM frequency modulation and observed by heterodyne mixing with a local oscillator (black curve). Here, the modulation frequency, and thus the tooth spacing, is 4.8 MHz. Our theoretical calculations require averaging, as described in the Appendix, to obtain a strictly periodic approximation to this signal. Also shown is the Fourier transform of the signal (orange points) of Fig. 5 and the transform with a small shift required to achieve phase periodicity (green points).

In our setup (Fig. 4), we use a Pr:YSO crystal with 0.05% substitution of Pr for Y, housed in a cryostat maintained below 4 K. Two beams are focused to overlapping waists inside the crystal. Beam 1 is the burn beam described above: we vary the tooth spacing of this optical frequency comb in 0.1 MHz steps, from 1.0 MHz to 16 MHz. The first stage of both
measurement protocols consists of 30 seconds of nearly continuous burning with Beam 1, aiming to imprint the optical frequency comb on the atomic transmission spectrum and establish an AFC. In our comb-measurement protocol, Beam 2 is the probe beam described above. During the 4 ms frequency sweep of the probe beam, we acquire the transmission spectrum of the crystal. In the pulse-echo protocol, Beam 2 is the 10 ns pulse described above. We monitor emission from the crystal to detect the transmitted pulse and its echoes. Due to the different natures of the output signals from the two measurements, detectors with different response bandwidths are required. In the second stage of each measurement protocol, the 1 s measurement cycle is synchronized to an electrical pulse indicating the cryostat pump cycle, in order to minimize effects of vibrations. We repeat the measurements for approximately 30 cycles [53] and average the results. In addition to the 30 s burn in stage 1, in stage 2 of each cycle, 930 ms is spent burning the crystal to reinforce the AFC.

III. THEORY

Most discussions of the AFC protocol rely on preparation of a Dicke state of the atomic ensemble [7, 8, 31, 33, 35, 39, 40, 42, 43, 54–58]; in this paper, however, we show that the AFC transmission spectra and echo pulses can be obtained using only semiclassical concepts, provided the beams are in coherent states. Not all authors invoke the Dicke state. Chanelière et al. [59] also outlines a semiclassical treatment of photon echoes in AFCs, but the calculation of the susceptibility is not explicit. Burman and Le Gouet [60] have made an analysis of both uniform and random AFCs in highly dispersive media using the Maxwell-Bloch equations for a two-level system, with an emphasis on analytic modelling.

In Section III A, we describe the theory required for calculating the dielectric response function. In Section III B we show that this function can be used to calculate the propagation of light pulses through the crystal. Finally, in Section III C we describe our method for determining how an incident field changes the ground-state population distribution.

A. Calculating the dielectric response function

The Clausius-Mossotti relation gives the macroscopic dielectric function $\varepsilon(\omega)$ of a solid in terms of the polarizabilities $\alpha_k(\omega)$ of its constituent atoms. The relation remains valid
FIG. 4: (a) We prepare an AFC by burning the crystal for 30 seconds with an optical frequency comb (Beam 1). We pick off some of this beam to beat against a local oscillator for a balanced heterodyne measurement of the optical spectrum with which we drive the crystal. We use Beam 2 to make two different measurements (see text). Both measurements are repeated for approximately 30 cycles and the results are averaged. Each cycle is synchronized with the cryostat pump cycle to minimize the effect of vibrations.

(b) Timing diagram for one cycle of the AFC measurement (not to scale). During the 4 ms probe period, the laser frequency is swept across the AFC bandwidth to measure transmission. The short pulses on either side of the probe are used to demarcate the sweep duration to help automate data analysis; to minimize their effect on the measurements, they are tuned to a frequency 20 MHz outside the AFC and sweep bandwidths. (c) Timing diagram for one cycle of the echo measurement (not to scale).

for particles embedded in a homogeneous medium if \( \varepsilon(\omega) \) is interpreted as the dielectric constant relative to the undoped crystal dielectric constant \( \epsilon_0 \varepsilon_{\text{bkg}} \): [61]:

\[
3 \varepsilon(\omega) - 1 = \frac{1}{\epsilon_0 \varepsilon_{\text{bkg}}} \sum_k N_k \alpha_k(\omega).
\]

(1)

Here, the index \( k \) denotes different species of oscillators, \( N_k \) is the number density of such oscillators, \( \epsilon_0 \) is the vacuum permittivity, and \( \omega \) is the frequency [62]. When applied to optical frequencies, Eq. (1) is often called the Lorentz-Lorenz relation [63]. In our problem,
values of $k$ represent the ion classes forming the inhomogeneous band and the ground-state occupancies of the ions. We do not calculate the background dielectric constant of the YSO crystal $\varepsilon_{\text{bkg}}$, but instead assume the refractive index value found in the literature $n_{\text{bkg}} = \sqrt{\varepsilon_{\text{bkg}}} = 1.8$ [64].

The validity of the Clausius-Mossotti equation depends on our ability to define regions within the solid where charge does not pass. If such units do not exist [65], then intrinsically solid-state approaches such as band theory [66] or the modern theory of polarizability [67] are required to calculate the dielectric function. In the present case, the Pr$^{3+}$ impurity ions (a) have open 4f shells which are located in the interior of the ions, (b) are dilute, hence located far from each other on the scale of an atomic bond length, and (c) individually have very narrow resonances, whose energies differ from ion to ion by many times the resonance width. Each of these circumstances inhibits any conventional quantum mechanical interactions such as overlap of wave functions leading to bonding-antibonding splittings or band structure. Hence, Martin’s criterion [65] of a well-defined surface to separate the various oscillating charges is satisfied, building our confidence in the applicability of the Clausius-Mossotti equation. The surface in question is simply a sphere drawn around each individual Pr$^{3+}$ ion well outside of the 4f electrons.

The sum over $k$ in Eq. (1) may be written as a sum over the ground-state hyperfine levels $i$, integrated over the detuning $\Delta_0$ of their lowest-energy hyperfine transition $a$ (Fig. 1). We measure $\Delta_0$ relative to the center of the inhomogeneous band $\omega_0$. We define

$$B_i(\omega) = \frac{1}{\epsilon_0\varepsilon_{\text{bkg}}} \int d\Delta_0 \rho_i(\Delta_0) \alpha_i(\omega, \Delta_0)$$

(2)

to rewrite Eq. (1) as

$$\frac{3\epsilon(\omega) - 1}{\epsilon(\omega) + 2} = \sum_i B_i(\omega)$$

(3)

where $\alpha_i(\omega, \Delta_0)$ is the polarizability of an ion for radiation at frequency $\omega$, assuming it is in ground-state hyperfine level $i$ and its lowest-energy transition is at frequency $\omega_0 + \Delta_0$; and $\rho_i(\Delta_0)$ is the density of such ions. In our application, the frequency $\Delta_0$ runs over the inhomogeneous band, which is 4.4 GHz wide [51], hence very narrow compared with the optical transition of 495 THz. The density $\rho_i$ includes both the assumed Gaussian background due to inhomogeneous broadening as well as any laser-induced redistribution of population, as occurs in AFC preparation. Redistribution preserves $\sum_i \rho_i(\Delta_0)$: spectral-hole burning can change the population distribution within the ground-state manifold but
it cannot remove impurity ions or change their resonant frequencies. We assume there is no excited-state population. Experimentally, this is ensured by a 10 ms delay after hole burning — about 61 times the mean time for spontaneous emission — before the pulses generating the echoes begin.

In this work, \( i \) runs over the three ground states \( |g, \frac{1}{2}\rangle, |g, \frac{3}{2}\rangle, \) and \( |g, \frac{5}{2}\rangle \), and we consider transitions to the three excited states \( |e, \frac{1}{2}\rangle, |e, \frac{3}{2}\rangle, \) and \( |e, \frac{5}{2}\rangle \). However, our formalism applies to arbitrary numbers of ground and excited states: this makes it readily adaptable to cases where the degenerate hyperfine levels are split due to external fields, and even to calculations for other dopant ions.

In the rotating-wave approximation (RWA), the atomic polarizability has the Drude-Lorentz form

\[
\alpha_i(\omega, \Delta_0) = f_0 \sum_j \frac{f_{ij}}{\omega_0 + \Delta_0 + \Delta^{(0)}_{ij} - \omega - i\gamma} 
\]

where \( j \) indexes the Pr\(^{3+} \) ions’ excited-state hyperfine levels, \( \gamma \) is the inhomogeneous width, the \( f_{ij} \) are the relative transition probabilities, and \( f_0 \) is a constant related to the dimensional oscillator strength. The \( f_{ij} \) are constrained by conservation of probability \( \sum_i f_{ij} = \sum_j f_{ij} = 1 \) [51]. The constants \( \Delta^{(0)}_{ij} \) are the transition frequencies relative to the \( |g, \frac{1}{2}\rangle \rightarrow |e, \frac{1}{2}\rangle \) transition (Fig. 1a). Note that the RWA leads to the near-resonance term in Eq. (4) as well as a term in the ultraviolet, which we have omitted: in our application, the neglected term is at least 5 orders of magnitude smaller than the term retained.

Ref. [11] gives oscillator strengths for the 9 hyperfine transitions in Pr:YSO. Within a manifold, the transition rates are proportional to these oscillator strengths. Oscillator strengths differ from squares of matrix elements by a factor proportional to the transition frequencies. This factor is \( 1 + O(10^{-7}) \) because the hyperfine splittings are less than 50 MHz and the reference transition frequency is 495 THz.

Eq. (4) allows us to write

\[
\alpha_i(\omega, \Delta_0) = \alpha_i(\omega - \Delta_0, 0). \tag{5}
\]

Using the convention \( \omega = \omega_0 + \Delta \), the polarizability can be written as

\[
\tilde{\alpha}_i(\Delta) = f_0 \sum_j \frac{f_{ij}}{\Delta^{(0)}_{ij} - \Delta - i\gamma}. \tag{6}
\]
Similarly, we define $\tilde{\varepsilon}(\Delta) = \varepsilon(\omega)$ and $\tilde{B}_i(\Delta) = B_i(\omega)$. We may rewrite Eq. (2) as

$$\tilde{B}_i(\Delta) = \frac{1}{\epsilon_0} \int d\Delta_0 \rho_i(\Delta_0) \tilde{\alpha}_i(\Delta - \Delta_0)$$

(7)

and Eq. (3) as

$$3 \frac{\tilde{\varepsilon}(\Delta) - 1}{\tilde{\varepsilon}(\Delta) + 2} = \sum_i \tilde{B}_i(\Delta).$$

(8)

Eq. (7) is a convolution integral. As such, it can be evaluated rapidly by Fast Fourier transforms (FFTs), using the convolution theorem. A similar formulation was presented earlier [68].

To find the dielectric response of the unperturbed impurity band in our study, the three ground-state hyperfine levels were each assumed to have an identical Gaussian density of states with a full width at half maximum (FWHM) of 4400 MHz (standard deviation $\sigma_{\text{inh}} = 1869$ MHz). When the crystal is unperturbed, all three states have equal occupancy. The frequency step is 50 kHz with $2^{20}$, i.e., over 1 million, points used in the FFT, leading to a bandwidth of 52 GHz, which is more than $28 \sigma_{\text{inh}}$. The polarization sums were formed on this grid leading to a function proportional to the polarizability, or equivalently $\varepsilon(\omega) - 1$. The proportionality constant was set at the peak absorption as described in Section III B.

**B. Pulse propagation**

Taking the beam direction in the crystal to be the $+z$ direction, a scalar wave propagating in such a medium obeys

$$U(z) = U_0 e^{i k z} = U_0 e^{i n_1 k z} e^{-n_2 k z}$$

(9)

where $U_0$ is the incident optical amplitude, $k = 2\pi n_{\text{bkg}}/\lambda$ is the wavevector in an undoped YSO crystal, $n = \sqrt{\varepsilon} = n_1 + i n_2$ is the adjustment to the refractive index $n_{\text{bkg}}$ due to the dopant ions, and $\lambda$ is the free-space wavelength. The transmission is given by

$$T(z) = \left| \frac{U(z)}{U_0} \right|^2 = e^{-2 n_2 k z}.$$

(10)

Assuming $T = 9.9$ dB, as observed in our single-frequency-burn measurements in the 10 mm long crystal, we evaluate Eq. (10) at the center of the inhomogeneous band, finding $n_2(\omega_0) = 1.1 \times 10^{-5}$. Here $n_1(\omega_0) = 1$, leading to $\varepsilon(\omega_0) - 1 = 2 i n_2(\omega_0)$ where we neglect the term $[n_2(\omega_0)]^2$. 
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In practice, we find the sum of convolution integrals \( \sum_i \tilde{B}_i(\Delta) \), divide by \( \sum_i \tilde{B}_i(0) \) for the unperturbed system and multiply by \( \tilde{\varepsilon}(0) - 1 \), found experimentally, to obtain \( \tilde{\varepsilon}(\Delta) - 1 \). Thus, we avoid an explicit value for the density of impurity ions.

Our model of photon echoes consists of applying Eq. (9) to each Fourier component of a pulse incident on the crystal with a waveform given by \( U_0(t) \). Because the pulse has a narrow bandwidth about a central frequency, the transform variable is the detuning \( \Delta \). Because the crystal has an antireflective (AR) coating, reflections are neglected. The dielectric response is given by \( \tilde{\varepsilon}(\Delta) \). At the exit face, the frequency components are back transformed to the time domain yielding \( U_1(t) \) at the exit face. Symbolically,

\[
U_1(t) = \mathcal{F}^{-1} \left\{ \mathcal{F} [U_0(t)] \exp \left[ i\tilde{n}(\Delta)kz \right] \right\}
\]

where \( \tilde{n}(\Delta) = [\tilde{\varepsilon}(\Delta)]^{1/2} \) and \( \mathcal{F} \) is the Fourier transform from time domain to the domain of detuned frequency \( \Delta \). A similar method was used by Teja et al. [40].

C. Calculations of ground-state population redistribution

We calculate the AFC spectra, i.e., the redistribution of the ground-state population using two different methods, namely by solving the rate equations and by using a density matrix formalism. Each approach has strengths and weaknesses. The density matrix formalism is more generally applicable, while the rate equations may be derived from the density matrix under certain physical conditions. When the rate equations are valid, only the populations, and not the coherences, need be calculated. In both cases, we treat each ion class independently: a more thorough analysis could consider the interplay between different classes, to include spectral diffusion effects, for example, but this is beyond the scope of our present work.

The rate equations, introduced by Einstein in 1905, have played a huge role in understanding optical systems such as lasers that depend on redistribution of population of quantum levels. The density matrix is a more sophisticated level of theory which also includes quantum coherence. While the rate equation captures the effects of absorption, stimulated emission, and spontaneous emission, it cannot capture coherent phenomena such as Rabi oscillations and coherent population redistribution mechanisms such as Stimulated Raman Adiabatic Passage (STIRAP) [69]. Indeed, the name “counterintuitive pulse sequence” asso-
associated with STIRAP is “counterintuitive” under the unstated assumption that the intuition was built on the rate equations.

The text of Grynberg et al. [70] discusses the validity conditions for the rate equations. Neither of the two conditions they discuss apply: neither do the coherences relax substantially faster than the populations are transferred, nor is the correlation time of the laser small compared to the decay time associated with the (power-broadened) absorption line. Despite a question of the region of validity, we present results of atomic frequency combs based on the rate equations. We also present a calculation of the redistribution of population using the density matrix.

We considered using the stochastic Schrödinger equation (SSE) [71] as well. An average of the SSE is formally equivalent to the density matrix [72], although the SSE has advantages for single-particle dynamics [71]. Ref. [72] suggests that the density matrix is favored algorithmically for small matrices, and the SSE is favored for large ones. Ref. [72] describes a cross-over when the dimension of the Hamiltonian exceeds 200. Here, the Hamiltonian is only of dimension 6, suggesting the density matrix formalism will be more efficient. This is true, but it understates the case. Because our Hamiltonian is periodic, it is possible to obtain a solution in the logarithm of the number of periods. Attal et al. [73] make a similar observation to accelerate a similar calculation using the rate equation. We were not able to find a comparable algorithm for the SSE, making the density matrix the better method for this application.

1. Rate Equation Formalism

In our rate equation calculations, we assume the entire population is initially distributed equally among the 3 ground-state levels, and describe their occupancies with a vector

\[
N(t = 0) = \begin{pmatrix} N_{1/2}(0) \\ N_{3/2}(0) \\ N_{5/2}(0) \end{pmatrix} = \begin{pmatrix} 1/3 \\ 1/3 \\ 1/3 \end{pmatrix}. \tag{12}
\]

Based on our linewidth measurements, we assign each ion class a Lorentzian absorption distribution around each of its transitions. To determine the amount of optical power addressing a given transition, we integrate the product of this distribution and the measured input optical spectrum used for hole burning. Repeating this process for all 9 transitions, we
form a $3 \times 3$ matrix $I_{kj}$ of powers addressing the transitions from $|g, j\rangle$ to $|e, k\rangle$. We assume that the transition rates from $g$ to $e$ are proportional to these matrix elements, motivated by the fact that our sample has a high optical depth, so that there is a high probability of absorption regardless of the oscillator strength of a particular transition. Furthermore, we assume that the excited states decay to ground states within a time increment of our calculation, according to the oscillator strength matrix $p_{lk}$ describing transitions from $|e, k\rangle$ to $|g, \ell\rangle$ (the squares of the matrix elements in Table I). The rate matrix $R_{\ell j}$ describing population redistribution from $|g, j\rangle$ to $|g, \ell\rangle$ has elements

$$R_{\ell j} = \sum_k p_{lk} I_{kj}, \quad \ell \neq j$$

$$R_{jj} = -\sum_{\ell \neq j} R_{\ell j}$$

Note that the off-diagonal elements are necessarily non-negative, since ions excited from $|g, j\rangle$ can only increase the population of $|g, \ell \neq j\rangle$; since these ions do not change the total population of all the ground states, the diagonal elements $R_{jj} \leq 0$. The time evolution of the populations is calculated by

$$\Delta N_{\ell}(t) = \sum_j R_{\ell j} N_j(t) \Delta t,$$

$$N(t + \Delta t) = N(t) + \Delta N(t).$$

2. Density Matrix Formulation

The Lindblad master equation for the density matrix $\rho$ is

$$\frac{d\rho}{dt} = -i[H, \rho] + \frac{d\rho}{dt}_{\text{relax}},$$

where $H$ is the Hamiltonian and $\frac{d\rho}{dt}_{\text{relax}}$ describes the relaxation. We assume the relaxation is purely due to spontaneous emission and use the form given by Ref. [70].

The further development of this equation requires an explicit form for the Hamiltonian. Unfortunately, published Hamiltonian parameters are in conflict and are internally inconsistent. Parameters for the Hamiltonian determined experimentally by Longdell et al. [74] were later found to be in conflict with the empirical optical oscillator strengths of Nilsson et al. [11]. In an attempt to resolve this conflict, Lovrić et al. [75] remeasured the Hamiltonian
TABLE I: Transition probability amplitudes between the $^3H_4$ and $^2D_1$ (g and e) manifolds (the manifolds g and e are not to be confused with the transitions g and e). State labels are those of Fig. 1. The signs, magnitudes, and reported uncertainties are found using the Euler angle fitting procedure described in the text.

|        | $|e,\frac{1}{2}\rangle$ | $|e,\frac{3}{2}\rangle$ | $|e,\frac{5}{2}\rangle$ |
|--------|--------------------------|--------------------------|--------------------------|
| $|g,\frac{1}{2}\rangle$ | 0.753(23)                | -0.602(28)               | -0.265(24)               |
| $|g,\frac{3}{2}\rangle$ | -0.634(27)               | -0.772(22)               | -0.048(08)               |
| $|g,\frac{5}{2}\rangle$ | -0.176(17)               | 0.204(19)                | -0.963(07)               |

parameters. Unfortunately, these new parameters result in an oscillator-strength matrix with two columns swapped when compared with Nilsson et al. and even with their own work, as has been pointed out previously [76].

Since we were unable to find the Hamiltonian elsewhere in the literature, we derived a Hamiltonian that is consistent with the hyperfine level structure and oscillator strengths [75] and that takes the conventional form $\frac{1}{2}I \cdot Q \cdot I$, where $I$ is a vector of length 3 representing the spin $\frac{5}{2}$ nuclear spin states and $Q$ is a rank-2 traceless symmetric tensor giving the orientation of these spins in a given manifold relative to the crystal axes. There are 10 degrees of freedom to be determined: the ground- and excited-state manifolds each have 2 energy spacings (Fig. 1) and 3 Euler angles indicating their orientation with respect to the crystal axes. However, it is actually sufficient to know only the relative orientation of the manifolds, so we only need to determine 3 Euler angles. The $3 \times 3$ oscillator-strength matrix given in Ref. [51] provides four constraints on these Euler angles. Using a least-squares fit we find Euler angles $\alpha_E = 10.3(15)\degree$, $\beta_E = -164.4(15)\degree$, and $\gamma_E = -130.7(15)\degree$ (digits in parentheses, here and throughout, are total uncertainties at one standard error, and represent the uncertainty of the least significant digits). The RMS deviation of the squares of the matrix elements in Table I from the oscillator strength values given in Ref. [51] is 0.013. This value may be compared with the quadrature sum of the experimental uncertainty of 0.01 in Ref. [51] and the RMS uncertainty from the above fitting procedure, leading to a combined uncertainty of 0.023.
Returning to the Lindblad Master equation, we proceed to a rotating frame
\[ \rho_{k\gamma,\ell\delta} = \sigma_{k\gamma,\ell\delta} e^{-i[\omega_0 + (\gamma - \delta)\Delta]t}. \] (16)

Here, \( \gamma \) and \( \delta \) index the optical manifold (with 1 for \( g \) and 2 for \( e \)), \( k \) and \( \ell \) index the hyperfine level within a given manifold, and \( \Delta \) is the detuning. Whereas \( \rho \) varies with an optical frequency (~500 THz), \( \sigma \) varies with the hyperfine splitting, a radio frequency (RF) of order 10 MHz, as shown in Fig. 1a. This change of variables allows the optical frequencies to be removed analytically and allows the program to solve numerically on the RF time scale. A time step of \( \approx 1 \) ns is chosen, with a small adjustment often required to let the time step be commensurate with the period \( T_{\text{rep}} \). The density matrix in the rotating frame is given by
\[ \frac{d\sigma}{dt} = \mathcal{L}\sigma, \] (17)

defining the Lindblad matrix \( \mathcal{L} \) from context. This equation is solved by discretizing time and assuming that the Lindblad matrix is piecewise-constant in time. In each time step, the solution is
\[ \sigma(t + \delta t) = \exp(\mathcal{L}\delta t)\sigma(t). \] (18)

In practice, the matrix exponential is found through its Taylor series in the form used in Horner’s method, namely
\[ \exp(M) = 1 + M(1 + \frac{M}{2}(1 + \frac{M}{3}(...))) \] (19)
for any matrix \( M \). The terms are evaluated from the innermost parenthesis, starting from \( \frac{M}{30} \). This method proves to be more accurate than evaluating the eigenvalues and eigenvectors with the linear algebra package LAPACK [77] and taking the exponential, stabilizing the solutions.

To evaluate the solution for a large number of frequency-modulated periods, we make use of the identity
\[ \int_0^{2T_{\text{rep}}} dt \exp[\mathcal{L}(t)t] = \left[ \int_0^{T_{\text{rep}}} dt \exp[\mathcal{L}(t)t] \right]^2, \] (20)
where \( T_{\text{rep}} \) is the period of \( \mathcal{L}(t) \). Iterating Eq. (20) enables calculation for any integer multiple of the period \( nT_{\text{rep}} \) in a time proportional to \( \log(n) \). Since the pulse duration is typically
millions of times $T_{\text{rep}}$, this yields an enormous savings in computation time compared to propagating in small time steps for the duration of the burn beam. The computation time to evaluate the propagator for a single period takes longer than its extension to millions of periods.

Finally, the Rabi overall coupling strength $\Omega_0$ is a fitting parameter. We compare theory to experiment for the single-frequency burn given in Fig. 2. The linewidth is a function of $\Omega_0$, and the value that matches the FWHM of the central peak is shown in the plot. The five prominent transmission features are in good agreement with the experiment as well as the antiholes at positive detuning. The more complex pattern at negative detuning is in somewhat less satisfactory agreement with the experiment. For the AFCs, we present values for $\Omega_0 = 0.0125$. We also calculated for 8 other values between $\Omega_0 = 0.0032$ and 0.02. The results are quite similar in the range of 0.005 to 0.02, although the peak coefficient of correlation with the experimental results below is maximized with the value presented.

The techniques developed in this section can be applied to periodic optical excitations of the crystal. In practice, the burn beam produced in the experiment is not exactly periodic, and the procedure for obtaining a periodic approximation to it is fairly subtle (Fig. 5). Details about this signal averaging step are in the Appendix.

In principle, spatial effects play a role in spectral-hole burning. For example, along the burn beam propagation direction, transmission peaks will become sharper as the beam is progressively filtered by the crystal. We leave these refinements to future work.

To simulate our experimental AFC preparation, we run the density matrix code at 7001 frequencies over a bandwidth of 350 MHz (in 50 kHz steps which are smaller than the narrowest features experimentally observed when applying a single-frequency burn to the crystal, as shown in Fig. 2), yielding predicted ground-state population fractions for each of three hyperfine levels. Outside of the 350 MHz band, the populations are assumed to be undisturbed. We multiply all population fractions by the Gaussian density of states given in Section III A to obtain the absorbing populations throughout the inhomogeneous band. The highly dispersive dielectric function of the AFC was calculated from these populations using Eq. (8) and the equations leading to it in Section III A.
FIG. 5: Input optical signals at 4.8 MHz optical-comb tooth spacing. (a) A portion of the output of the optical heterodyne signal showing the RF modulation of the optical input. (b) Real part of analytic signal (Fourier transform with negative frequencies removed) obtained by a stroboscopic average of the magnitude of the analytic signal and, separately, the instantaneous frequency with a small frequency shift to ensure periodicity. (c) Spectroscopic average of instantaneous frequency vs. time for the signal in part (b).

IV. RESULTS

A. AFC transmission

A typical dielectric function calculated in the presence of an AFC is shown in Fig. 6. The AFC modifies only a small central region of the dielectric function: at large detunings, the AFC dielectric function approaches the unperturbed dielectric function. The key feature of the AFC dielectric function is its rapid oscillations with frequency.

The transmission spectra can be calculated from the dielectric function using Eq. (10). Fig. 7 shows experimental results along with the corresponding theoretical spectra for both the rate equation and density matrix. The theories capture many features of the experimen-
FIG. 6: Dielectric function calculated for the AFC with $f_{\text{rep}} = 4.9$ MHz with the probe pulse in frequency domain superimposed. (a) The dielectric function is given over the inhomogeneous band. (b) The dielectric function is given over the small portion of the inhomogeneous band which is modified due to the presence of the AFC. The guide lines indicate that the lower graph is a magnified version of a portion of the upper graph. The real (solid black line) and imaginary (red dotted line) parts of the dielectric function are shown. The specific function plotted is indicated on the $y$ axis. A 10 ns Gaussian pulse, representing the experimental pulse for photon echo generation (solid blue line) at the bottom of each panel is also shown.

tal transmission spectra, such as the widths and shapes of transmission windows between comb teeth, as well as transitions to non-periodic forms. The rate equations tend to predict more regular combs than the density matrix theory. We see that combs with large fundamental Fourier components occur a few hundred kHz above and below 4.7 MHz, as opposed to at 4.7 MHz where the combs are not dominated by the fundamental [78, 79]. The effect of these features is discussed further in Section IV B.
FIG. 7: *(top 3)* Transmission spectra prepared using optical combs of varying tooth spacing $f_{\text{rep}}$ from density matrix calculation, experiment, and rate-equation calculation; *(center 3)* the corresponding echo pulses produced; *(bottom)* the energy in the first-order echo pulse from density matrix (red), experiment (blue), and rate equation (yellow). In the first two rows, the vertical offset of each curve indicates $f_{\text{rep}}$; the curves highlighted in red indicate local minima of the experimental first-order echo energy with respect to $f_{\text{rep}}$. These minima are indicated by vertical dashed lines in the bottom plot.

FIG. 8: Echo pulses from the density matrix calculation, experiment, and rate equation calculation, for $f_{\text{rep}}$ ranging from 1 MHz to 16 MHz, in steps of 0.1 MHz. The lines are offset vertically by the repetition rate.
B. Photon echoes

The input pulse was modeled as a Gaussian in the time domain with 10 ns FWHM, corresponding to 88 MHz FWHM in the frequency domain. The pulse bandwidth is compared with the AFC bandwidth in Fig. 6, showing that it is a good match for the oscillatory region of the AFC dielectric function. After discarding spurious points arising from the artificial periodicity of the FFT, we obtain a time span of 10 $\mu$s, several times longer than the 1 $\mu$s time period in which the pulses appear. Fig. 7 shows the experimental AFCs (top center) alongside density matrix (top left) and rate equation (top right) calculations, and the corresponding pulses (bottom). Fig. 8 shows the echo pulses over a wider range of $f_{\text{rep}}$ values. Although Fig. 6 is given for one of the density matrix calculations at a single repetition rate, we find the dielectric function separately for each theory at each repetition rate.

The initial pulse near 0 $\mu$s is present in both experiment and theory. The echo pulses appear on hyperbolas, with the $N^{\text{th}}$-order echo emission occurring at $T = N/f_{\text{rep}}$. Fig. 7 highlights a number of features common to the experiment and the theory. Most notably, $f_{\text{rep}}$ the largest first-order echoes do not align well with the excited-state hyperfine energy spacing values (dashed lines in panel 5): the largest echoes occur for $f_{\text{rep}}$ detuned slightly above and below these energy spacings. Indeed, the echo efficiency at one of those spacings is near its lowest value. The patterns of drop-out of the first and second photon echoes is predicted well: for example, the absence of a photon echo for $f_{\text{rep}} = 2.5$ MHz is predicted by both theories and it is experimentally observed, despite photon echoes for both $f_{\text{rep}} = 2.4$ MHz and 2.6 MHz. Also common to both theories and experiment are valleys near 3.5 MHz and 4.5 MHz, although the drop-out is over-predicted by theory for the 4.5 MHz case. There are also small echoes in both experiment and density matrix theory for $f_{\text{rep}}$ between 2.0 MHz and 3.5 MHz, at nearly fixed delay times between 0.20 $\mu$s and 0.25 $\mu$s. These are much less prominent in the rate equation calculation.

V. CONCLUSIONS

We present a semiclassical theory of photon echoes that gives a good account of the pulses arising in an AFC experiment in Pr:YSO with fine-grained systematic spectral coverage. The theory has two variants, one in which the AFC is predicted by the Rate Equations and a
second in which the AFC is predicted by a Density Matrix. In contrast to most descriptions of AFC’s in the literature, our approach does not invoke the Dicke state [41]. The theory involves obtaining the dielectric function of the contribution of the Pr$^{3+}$ ions to the crystal from (a) a rate-equation or density-matrix description of the relevant hyperfine levels in the Pr$^{3+}$ impurity ions leading to the atomic polarizability (up to a constant) along with the input optical signals that prepared the AFC, (b) the Clausius-Mossotti relation, and (c) a fit to the maximum absorption in the case of a crystal without an AFC (thus fixing the constant). The photon echoes are modeled by letting the probe pulse pass through the AFC, here modeled as a highly dispersive medium. There does not appear to have been any similar attempt to simulate realistic atomic frequency combs based on the actual optical fields used to prepare them. Further, by generating over 100 AFCs for our systematic study, we demonstrate the predictive power of our theoretical model.

Looking ahead, having a predictive model will enable tailoring the AFC preparation protocol to optimize the efficiency of the system as a quantum memory. The fact that the predictive model is relatively simple in that it relies on long-established principles of the response of an oscillator to classical electromagnetic fields will hopefully enable applications.
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APPENDIX

Signal averaging

The theory requires knowledge of the periodic signal entering the crystal. Here, we describe how that periodic signal is obtained from the RF recorded after heterodyne mixing, shown in Fig. 4a. Signal averaging is used to extract the periodic signal from 20 $\mu$s samples of data discretized in 0.2 ns steps. The algorithm for averaging the signals is given below.
Results for the case of a modulation frequency $f_{\text{rep}} = 4.8 \text{ MHz}$ are shown in Fig. 5, including the data before and after the averaging procedure. The instantaneous frequency shown in Fig. 5c may be compared to the intended waveform, an ideal triangle-wave modulation: the discrepancy is due to limitations of the waveform generator.

The quality of the averaged signal may be assessed by comparing its Fourier transform to the Fourier transform of the input signal, as shown for the example of 4.8 MHz in Fig. 3. The averaged spectrum is necessarily discrete. The experimental spectrum shows strong peaks that are broadened in analogy with x-ray-diffraction Bragg peaks broadened through thermal motions of the atoms, as described by the Debye-Waller factor. The alignment of the discrete points to the peaks of the black curve validates the averaging process. Matches of similar quality were obtained for each of the 161 modulation frequencies from 1 MHz to 16 MHz in steps of 0.1 MHz. The signal averaging algorithm has the following steps:

1. The mean is subtracted from the sample and the sample is smoothed with a 7-point symmetric binomial filter.

2. Locations of zero crossings (i.e., sign switches in adjacent smoothed data points) are found. If there are two zero crossings in consecutive time steps, the pair is not considered in the next step.

3. The instantaneous frequency $f \approx \frac{1}{2\pi} \frac{\Delta \phi}{\Delta t}$ is calculated by assigning a phase shift of $\Delta \phi = \pi$ to adjacent zero crossings which also give the time interval $\Delta t$.

4. The instantaneous frequency is averaged stroboscopically given the known driving period.

5. The envelope is obtained by extracting the analytic signal from the smoothed data of step 2 above. The analytic signal is obtained through discrete FFT followed by zeroing out the negative frequencies, followed by the inverse FFT. The envelope is the absolute value of the analytic signal.

6. The envelope is averaged stroboscopically to create a periodic function.

7. The periodic phase is obtained by integrating the averaged instantaneous frequencies obtained in step 3 over a period. A small linear adjustment in the phase is made to enforce strict periodicity of both amplitude and phase.
8. The signal, a complex quantity, is formed as the product of the envelope from step 6 and the phasor of the periodic phase from step 7. (The phasor of a phase $\phi$ is $e^{i\phi}$.)

9. The signal is shifted in the Fourier domain to remove the central modulating frequency. This corresponds physically to incorporating the central frequency of the AOM into the optical reference signal. The effect is to create a function that may be sampled with more widely spaced points. In practice, there is a 5:1 downsampling at this step from 0.2 ns to near 1 ns. The step sizes are not exactly equal for different repetition rates because each time step must be an integer divisor of the corresponding period.
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