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This paper addresses the analytical formation control and cooperative guidance problem for multiple hypersonic gliding vehicles under distributed communication. The gliding flight of the hypersonic gliding vehicle is divided into formation control phase and time coordination phase. In formation control phase, based on the idea of path tracking, the formation controller is designed using the second-order consensus protocol with normal positions as the coordination variables. In time coordination phase, based on the quasi-equilibrium gliding condition and the assumption of uniform deceleration motion, the analytical expression of time to go is derived. Then, the cooperative guidance method is developed using the first-order consensus protocol with time to go as the coordination variable. The proposed method takes full consideration of the characteristics of hypersonic gliding vehicle, such as complex nonlinear dynamics, no thrust, and quasi-equilibrium gliding condition, and no online numerical iteration is needed, which is well applicable for hypersonic gliding vehicles. Simulation results demonstrate the effectiveness of the formation control and cooperative guidance method.

1. Introduction

Hypersonic gliding vehicles (HGVs), which fly in the near space at the speed of over March 5 with no power, own high speed, high precision, strong maneuverability, and unpredictable trajectories, are attracting continuous attention around the world [1]. The research on trajectory design and guidance method is one of the focuses in the study of hypersonic gliding vehicles [2]. A traditional guidance method for HGVs is the nominal trajectory tracking guidance, which is derived from shuttle entry guidance and has been applied in practice successfully [3–5]. Recently, with the increasing requirements for autonomy and robustness, predictor-corrector guidance, which corrects the guidance command according to the predicting terminal error, has also been widely studied [6, 7]. On the other hand, with the successful development of HGVs, countries around the world have also conducted targeted researches on hypersonic defense weapons, including interceptors and directed energy weapons, which have greatly reduced the penetration capability and combat effectiveness of a single HGV [8]. Under this background, developing the cooperative strike technology and studying cooperative guidance for HGVs can greatly improve the penetration probability and combat effectiveness against enemy defense systems.

Cooperative guidance generally refers to the guidance method that allows multiple vehicles to fly to the target or the predetermined position at the same time. According to whether there is communication between vehicles during the flight, cooperative guidance can be divided into open-loop cooperative guidance and closed-loop cooperative guidance [9]. In open-loop cooperative guidance, which is also called time-constrained guidance, the expected time value has been determined before launching and no information interaction is needed between vehicles during the flight. Since Jeon et al. [10] first proposed a time-constrained guidance law for antiship missiles in 2006, scholars have extensively studied open-loop cooperative guidance using different methods, such as improved proportional navigation [10–12], optimal control [13, 14], sliding mode control [15–17],
trajectory shaping [18–20], and trajectory optimization [9, 21, 22]. On the other hand, closed-loop cooperative guidance can be divided into centralized cooperative guidance and distributed cooperative guidance according to the different communication modes among vehicles. In centralized cooperative guidance, there is one central node in the entire cluster that can interact with all vehicles, while in distributed cooperative guidance the vehicles in the cluster only need to exchange information with several neighbors. Centralized cooperative guidance usually designs a two-layer centralized cooperative guidance architecture based on coordination variables [23, 24]. And distributed cooperative guidance usually adopts a multiagent consensus control algorithm to deal with coordination variables [25–28]. The distributed filtering for general nonlinear systems subject to denial-of-service attacks is developed [29, 30].

However, most of the existing researches focus on the cooperative guidance for missiles and unmanned airborne vehicle (UAV) with assumptions of ideal kinematics and constant speed. For HGVs, during the entry and gliding phase, the air density changes greatly, the range of speed is large, the vehicle dynamics change drastically, and no thrust is available [8]. Only considering the ideal kinematics of the vehicle can hardly meet the actual flight needs. Therefore, the cooperative guidance must be studied considering the characteristics of HGVs. For HGV cooperative guidance problem, Liang et al. [31] used the shooting method to optimize the longitudinal bank angle profile to meet the terminal range and height constraints, and the width of lateral heading angle corridor was iterated to meet the coordination time constraint. The adjustment capability of coordination time was further analyzed. Yu et al. [32] divided the entry trajectory into two segments. In the first segment, an angle of attack scheme was adopted, and the bank angle was iterated to satisfy the range constraint. In the second segment, the bank angle was zero, and the angle of attack was iterated to the time constraint, where the terminal speed constraint is relaxed. Fang et al. [8] trained the BP neural network offline and predicted the time to go online in real time. Then, the width of the heading angle corridor was iterated online to satisfy the time constraint and a time-constrained entry guidance method was implemented. Wang et al. [33] used a polynomial with two undetermined coefficients to design the altitude-velocity profile, and the time-constrained entry guidance was achieved by predicting the remaining range and time and correcting the two trajectory coefficients online. Then, an online cooperative guidance strategy was proposed. Base on the work of [33], Li et al. [34] studied the cooperative entry guidance with bank angle profiles. However, these cooperative guidance methods for HGVs all need online numerical iteration, which may not be practical due to the low hardware level and computing capability onboard.

Moreover, for cooperative engagement of multiple HGVs, it is necessary to consider not only the time cooperation to achieve the saturation attack on the target but also the formation flight of multiple vehicles [35]. Formation flight can effectively reduce the probability of the enemy detection system recognizing our vehicles by implementing velocity direction control and maintaining a reasonable spacing, improve the ability to resist electronic interference through the data links between vehicles to exchange information, and improve the probability of target capture and the capability of cooperative search through the cooperation of each vehicle’s detection system, thereby improving overall combat effectiveness. Formation control methods for UAVs and missiles have been widely studied recently [36–38]. And they can be classified into three modes, leader-follower mode [39–41], virtual structure mode [41–43], and behavior based mode [37, 38]. However, to the authors’ knowledge, there is little work about the formation control for HGVs. Besides, the formation control methods developed for UAVs are not applicable for high-speed, high-dynamic HGVs due to the following reasons. (1) In contrast to UAVs with simple kinematics, HGVs have complex and highly nonlinear dynamics, for the aerodynamic forces vary greatly with the change of flight states. (2) In contrast to UAVs where the velocity is assumed to be completely controllable, the velocity of HGV decreases monotonously in most time since the thrust is unavailable. Considering these features, the formation control for HGVs faces unique difficulties.

Motivated by above discussions, a distributed analytical formation control and cooperative guidance method aiming at the features of HGVs, such as highly nonlinear dynamics, no thrust, and quasi-equilibrium gliding condition, is proposed in this paper. The gliding flight of a HGV is divided into two phases. In the first half of gliding flight, the cooperative formative formation control method is studied to improve the cooperative penetration and search capability; in the second half of gliding flight, the cooperative guidance method is developed to realize time-consistency control. Aiming at the problem of formation control, a distributed formation control method is designed by taking a normal position as a coordination variable and using a multiagent consensus theory, learning from the idea of path following. The time to go is estimated analytically based on quasi-equilibrium gliding condition and uniform deceleration motion assumption. Then, a distributed cooperative guidance method is designed using consensus control algorithms without online numerical iteration. Finally, the effectiveness of formation control and cooperative guidance method is verified by numerical simulation.

The rest of this paper is organized as follows: in Section 2, the formation control and cooperative guidance problem are described. Section 3 gives the whole distributed formation control and cooperative guidance algorithm. The simulation results are presented in Section 4, and the conclusion is summarized in Section 5.

2. Problem Formulation

2.1. Equations of Motion. Ignoring the curvature and rotation of the earth, a plane rectangular coordinate system is established with the initial ground projection of any given vehicle as the origin. The Oz-axis points to the target location, and the Oy-axis is perpendicular to the local horizontal plane and points upward. The Ox-axis is set by the right-hand
relationship. Then, the relative motion of the vehicles and target is shown in Figure 1, where \( M_1 \) and \( M_2 \) represent the arbitrary two HGVs included in the vehicle cluster, respectively. In this coordinate system, the three-degree-of-freedom point-mass equations of motion of an arbitrary HGV are as follows [32]:

\[
\begin{align*}
\dot{x}_i &= V_i \cos \theta_i \cos \psi_i, \\
\dot{y}_i &= V_i \sin \theta_i, \\
\dot{z}_i &= V_i \cos \theta_i \sin \psi_i, \\
\dot{V}_i &= -D_i - g \sin \theta_i, \\
\dot{\theta}_i &= \frac{L_i \cos \sigma_i}{V_i} - \frac{g \cos \theta_i}{V_i}, \\
\dot{\psi}_i &= \frac{L_i \sin \sigma_i}{V_i} \cos \theta_i,
\end{align*}
\]

where \( V_i \) represents the velocity of the \( i \)-th vehicle, \( \theta_i \) denotes the flight path angle, and \( \psi_i \) is the heading angle; \( g \) is the acceleration of gravity; \( \sigma_i \) represents the bank angle; \( L_i \) and \( D_i \) are the lift and drag accelerations, respectively; and \( L_i \) and \( D_i \) can be expressed as

\[
\begin{align*}
L_i &= \frac{1}{2m_i} \rho_i V_i^2 C_L(\alpha_i, V_i) S_i, \\
D_i &= \frac{1}{2m_i} \rho_i V_i^2 C_D(\alpha_i, V_i) S_i,
\end{align*}
\]

where \( m_i \) and \( S_i \) denote the mass and reference area of the \( i \)-th vehicle, respectively; \( \alpha_i \) is the angle of attack; \( C_L \) and \( C_D \) represent the lift and drag coefficients, respectively; and \( \rho_i \) denotes the air density which can be calculated by

\[
\rho_i(y_i) = 1.225 e^{-y_i/710}.
\]

2.2. Control Objective. The objectives of formation control and cooperative guidance in this paper are as follows.

In the first half of gliding flight, the objective is implementing velocity direction control and maintaining a reasonable spacing to improve the cooperative search capability and reduce the probability of the enemy detection system recognizing our vehicles. Therefore, it is required to design the guidance commands \( \alpha_i \) and \( \sigma_i \) such that all the vehicles satisfy the following conditions:

\[
\lim_{i \to \infty} |x_i - x_j| = \Delta X, \quad \lim_{i \to \infty} |y_i - y_j| = \Delta Y, \quad i, j = 1, 2, \ldots, n,
\]

where \( \Delta X \) and \( \Delta Y \) are the desired distances between two vehicles in the lateral plane and longitudinal plane in a formation configuration, respectively.

In the second half of gliding flight, the objective is achieving the cooperative guidance with time-consistency control to reach the terminal guidance handover at the same time and improve the penetration efficiency of our vehicles. It is required to design the guidance law to make all the vehicles satisfy the following conditions:

\[
|t_{f_i} - t_{f_j}| \leq \Delta t, \quad i, j = 1, 2, \ldots, n,
\]

where \( t_{f_i} \) is the time of arriving at the terminal guidance handover of the \( i \)-th vehicle and \( \Delta t \) is the allowed arrival time error.

3. Formation Control and Cooperative Guidance Law Design

In the light of whether there is communication between vehicles during the flight, cooperative guidance is classified into open-loop cooperative guidance and closed-loop cooperative guidance. And closed-loop cooperative guidance is further divided into centralized cooperative guidance and distributed cooperative guidance according to the different communication modes. The centralized cooperative guidance has the disadvantages of high communication cost, poor robustness, and difficulty in expansion. In actual application, in the event of an accident with the central node, the entire cluster will be paralyzed. Distributed communication means that the vehicle in the cluster only exchanges information with several adjacent vehicles, thereby reducing the communication cost and improving the robustness and reliability of the system. Consequently, it is of great practical significance to study distributed formation control and cooperative guidance.

In this paper, the process of distributed formation control and cooperative guidance is as follows. In the initial phase, the altitude is high, the aerodynamic control ability is weak, and each vehicle flies according to the predetermined scheme. After the altitude is gradually reduced, it turns into the formation control phase. Each vehicle calculates the guidance commands with the normal positions as the coordination variables through the consensus control algorithm.

![Figure 1: Formation coordinate system](image-url)
analytically, so that the normal positions tend to be consistent and the formation flight is realized. In the second half of gliding flight, which is called time coordination phase, each vehicle calculates the guidance commands with the time to go as the coordination variable analytically, so that the time to go tends to be consistent, and each finally reaches the terminal guidance handover synchronously.

3.1. Consensus Control Algorithms for Multiagent System. Firstly, the consensus control algorithms for a multiagent system are given directly without proof. It is supposed that there is a multiagent system composed of $n$ agents that can communicate with each other [25]. The communication topology among agents in this multiagent system can be described by a directed graph $G(v, E, A)$. $v = \{v_1, v_2, \ldots, v_n\}$ is the set of nodes.$E \subseteq v \times v$ denotes a set of edges. $A = [a_{ij}] \in \mathbb{R}^{n \times n}$ denotes the weighted adjacency matrix of $G$, where $a_{ij} = 1$ denotes that agent $i$ can receive information from agent $j$ and $a_{ij} = 0 (i \neq j)$ denotes that agent $i$ cannot receive information from agent $j$. $L = [l_{ij}] \in \mathbb{R}^{n \times n}$ is the Laplacian matrix of $G$, where

$$l_{ij} = \begin{cases} \sum_{k=1;k \neq i}^{n} a_{ik}, i = j, \\ -a_{ij}, i \neq j. \end{cases}$$

Then, the following lemmas are given directly.

**Lemma 1** [27, 44]. Consider a first-order multiagent system (7),

$$\dot{x}_i = u_i, \quad i = 1, 2, \cdots, n,$$

where $x_i$ is the agent state and $u_i$ is the control input. If the consensus protocol is designed as

$$u_i = -\sum_{j=1}^{n} a_{ij}(x_i - x_j), \quad i, j = 1, 2, \cdots, n,$$

the system states can achieve consensus asymptotically, that is,

$$\lim_{t \to \infty} |x_i - x_j| = 0, \quad i, j = 1, 2, \cdots, n.$$  

If the consensus protocol is designed as

$$u_i = -\sum_{j=1}^{n} a_{ij}(x_i - x_j) - \xi(x_i - x_d), \quad i, j = 1, 2, \cdots, n,$$

where $\xi > 0$ is the control gain and $x_d$ is the desired state. The system states can asymptotically converge to $x_d$, that is,

$$\lim_{t \to \infty} |x_i - x_d| = 0, \quad i = 1, 2, \cdots, n.$$  

**Lemma 2** [27, 44]. Consider a second-order multiagent system (12),

$$\begin{cases} \dot{x}_i = v_i, \\ \dot{v}_i = u_i, \quad i = 1, 2, \cdots, n, \end{cases}$$

where $x_i$ and $v_i$ are the agent states and $u_i$ is the control input. If the consensus protocol is designed as

$$u_i = -\sum_{j=1}^{n} a_{ij}(x_i - x_j) - \gamma \sum_{j=1}^{n} a_{ij}(v_i - v_j), \quad i, j = 1, 2, \cdots, n,$$

where $\gamma > 0$ is the control gain. The system states can achieve consensus asymptotically, that is,

$$\lim_{t \to \infty} |x_i - x_j| = 0, \lim_{t \to \infty} |v_i - v_j| = 0, \quad i, j = 1, 2, \cdots, n.$$  

If the consensus protocol is designed as

$$u_i = -\sum_{j=1}^{n} a_{ij}(x_i - x_j) - \gamma \sum_{j=1}^{n} a_{ij}(v_i - v_j) - \xi(v_i - v_d), \quad i, j = 1, 2, \cdots, n,$$

where $v_d$ is the desired state. Then, $x_i$ can achieve consensus asymptotically and $v_i$ can asymptotically converge to $v_d$, that is,

$$\lim_{t \to \infty} |x_i - x_j| = 0, \lim_{t \to \infty} |v_i - v_d| = 0, \quad i, j = 1, 2, \cdots, n.$$  

3.2. Formation Control Law Design. For distributed formation control, in the initial phase, the aerodynamic capability of each vehicle is weak, so the scheme of the angle of attack and bank angle can be given beforehand and the vehicle flies according to the scheme. After entering the formation control phase, if the three position variables are directly controlled and the control variables are the angle of attack and bank angle, the formation control problem will be an under-actuated problem and is difficult to deal with, because there is no thrust. Since the purpose of formation control phase is to control the velocity direction and spacing of HGVs, the flight time and speed are not strictly required. With reference to the idea of path tracking in trajectory tracking [45], only the normal motions are controlled to make the normal motions consistent, and the formation function of velocity direction control and reasonable spacing can be achieved.

First, considering the lateral plane, the coordination variable can be chosen as $\Delta \dot{x}_i = \dot{x}_i + \Delta x_i$, where $\Delta x_i$ is a constant distance of the $i$-th vehicle in the formation. When coordination variables are consistent, we can obtain $\dot{x}_i = \dot{x}_d$ and $\dot{x}_i = \Delta x_i - \Delta x_d$, that is, the lateral distance maintained between the two vehicles is $\Delta x_i - \Delta x_d$. The first derivative and second derivative versus time of $\dot{x}_i$ can be calculated by

$$\dot{x}_i = V_i \cos \theta_i \cos \psi_i,$$

$$\ddot{x}_i = -D_i \cos \theta_i \cos \psi_i - L_i \sin \sigma_i \sin \psi_i - L_i \cos \sigma_i \sin \theta_i \cos \psi_i.$$


Using the consensus protocol (13) to design the control law for lateral plane,

\[-D_i \cos \theta_i \cos \psi_i - L_i \sin \sigma_i \sin \psi_i - L_i \cos \sigma_i \sin \theta_i \sin \psi_i = -K_1 \sum_{j=1}^n a_{ij}(\dot{x}_i - \dot{x}_j) - K_2 \sum_{j=1}^n a_{ij}(\dot{y}_i - \dot{y}_j),\]

where \(K_1, K_2 > 0\) are the control gains. Under the control law (18), \(\dot{x}_i\) and \(\dot{y}_i\) can achieve consensus asymptotically and lateral formation is formed.

Then, considering the longitudinal plane, the coordination variable is chosen as \(\dot{y}_i = y_i + \Delta y_i\), where \(\Delta y_i\) is a constant distance. When coordination variables are consistent, we can get \(\dot{y}_i = \dot{y}_i\) and \(y_i - y_j = \Delta y_j - \Delta y_i\); that is, the longitudinal distance maintained between the two vehicles is \(\Delta y_j - \Delta y_i\). The first derivative and second derivative versus time of \(\dot{x}_i\) can be derived by

\[\begin{align*}
\dot{y}_i &= V_i \sin \theta_i, \\
\ddot{y}_i &= -D_i \sin \theta_i - g + L_i \cos \sigma_i \cos \theta_i.
\end{align*}\]

Using the consensus protocol (15) to design the control law for longitudinal plane,

\[-D_i \sin \theta_i - g + L_i \cos \sigma_i \cos \theta_i = -K_1 \sum_{j=1}^n a_{ij}(\dot{y}_i - \dot{y}_j) - K_2 \sum_{j=1}^n a_{ij}(\dot{y}_i - \dot{y}_j) - \xi(\dot{y}_i - \dot{y}_d),\]

where \(\dot{y}_d\) is the desired change rate of altitude of a HGV. Under the control law (20), \(\dot{y}_i\) can achieve consensus asymptotically and \(\dot{y}_i\) can asymptotically converge to \(\dot{y}_d\).

The actual control inputs in formation are the angle of attack \(\alpha_i\) and bank angle \(\sigma_i\), \(\alpha_i\), and \(\sigma_i\) are implicit in the terms \(D_i, L_i, \cos \sigma_i, L_i \sin \sigma_i\) in the right side of equations (18) and (20). In other words, equations (18) and (20) are nonlinear functions of two independent variables about \(\alpha_i\) and \(\sigma_i\). However, equations (18) and (20) cannot be solved analytically and it is too complicated using numerical methods. To this end, we design the following solution process. First, calculate the drag accelerations \(D_i\) using the angle of attack \(\alpha_i\) of the last guidance cycle. Then, \(L_i \cos \sigma_i\) can be solved in the equation (20) with the calculated \(D_i\). After that, \(D_i\) and \(L_i \cos \sigma_i\) are known in equation (18), and \(L_i \sin \sigma_i\) can be derived. Finally, according to the following BTT-180 control logic [46], we can obtain \(L_i\) and \(\sigma_i\). Using the current states of the vehicle, the lift coefficient \(C_L\) can be inversely calculated, and then, the angle of attack \(\alpha_i\) can be calculated according to the aerodynamic model.

\[L_i = \sqrt{(L_i \cos \sigma_i)^2 + (L_i \sin \sigma_i)^2},\]

\[
\begin{align*}
\alpha_i &= C_L^{-1}\left(\frac{2mL_i}{\rho V^2 S_i}\right),
\end{align*}\]

In each guidance cycle, \(D_i\) is updated in real time, and the above steps are repeated to calculate the guidance commands \(\alpha_i\) and \(\sigma_i\). The error caused by using the angle of attack \(\alpha_i\) of the last guidance cycle will be gradually eliminated in the continuous updating.

Remark 1. The idea of path tracking is adopted in this section, and only the normal motion is controlled to reduce the dimension of formation control. Then, the formation function of velocity direction control and reasonable spacing can also be realized. Besides, the point-mass dynamics and the change of velocity are considered, which is distinctly different from existing formation control methods for UAVs.

Remark 2. In the control law (20), the term \(\dot{y}_d\) makes the HGV maintain a constant descent rate in formation and satisfy quasi-equilibrium gliding condition without oscillations. Therefore, this formation control law conforms better to the dynamic characteristics of HGVs.

3.3. Cooperative Guidance Law Design. The phase from the end of formation control phase to the handover of terminal guidance is the time coordination phase. In this phase, a distributed analytical cooperative guidance law is designed to make all the vehicles reach the terminal guidance handover at the same time, thus improving the penetration efficiency of the cluster.

It is assumed that the quasi-equilibrium gliding condition is satisfied in HGVs during the flight. Quasi-equilibrium gliding condition (QEGC) means that the change rate of the flight path angle is zero and flight path angle is a constant, that is \(\dot{\theta}_i = 0\) and \(\dot{\theta}_i = \text{const} [2]\). Under QEGC, we have

\[\dot{\theta}_i = L_i \cos \sigma_i - g \cos \theta_i = 0.\]

Considering the flight path angle is rather small and close to zero, \(\cos \theta_i \approx 1\) is obtained. Then, we get

\[L_i \cos \sigma_i = g.\]
which implies that the component of lift force in the longitudinal plane is balanced with gravity. According to equation (1), the change rate of velocity is derived as

$$\dot{V}_i = -D_i - g \sin \theta_i = -L_i \frac{C_D}{C_L} - g \sin \theta_i,$$

$$= - \frac{C_D}{C_L \cos \sigma_i} g - g \sin \theta_i. \tag{24}$$

When the angle of attack does not change much, the lift-to-drag ratio of the HGV is approximately constant. When the lateral maneuver of the HGV is small, $\cos \sigma_i \approx 1$. In addition, $\sin \theta_i$ is constant under QEGC. Then, according to equation (24), the acceleration $\dot{V}_i$ can be assumed a constant.

Furthermore, simulation analysis is carried out. Figures 2 and 3 are the velocity curve and acceleration curve of a HGV, respectively. As shown in the figures, the HGV satisfies QEGC, and the velocity decreases linearly and the acceleration is close to a constant value after stabilization. The simulation result is consistent with the theoretical analysis. Therefore, it can be assumed that the vehicle flies with uniform deceleration in the range direction ($z$ direction). According to the formula of uniform deceleration motion,

$$s_{go} = V_{g0} t_{go} + \frac{1}{2} a_i t_{go}^2, \tag{25}$$

where $s_{go}$ is the range to go, $V_{g0} = V_i \cos \theta_i$ is the horizontal velocity, $t_{go}$ is the time to go, and $a_i = \dot{V}_{g0}$ is the acceleration. And the terminal time is $t_{fi} = t_i + t_{go}$. Using equation (25), we can estimate the time to go analytically according to the current acceleration

$$t_{go} = \frac{-V_{g0} + \sqrt{V_{g0}^2 + 2a_i s_{go}}}{a_i}. \tag{26}$$

In order to realize the distributed control of the time to go, $t_{go}$ is chosen as the coordination variable, and the time derivative of $t_{go}$ is calculated as

$$\dot{s}_{go} = V_i \dot{t}_{go} + a_i \dot{t}_{go} + \frac{1}{2} \ddot{a}_i \dot{t}_{go}^2 + a_i \dot{t}_{go} \dot{t}_{go} - V_{g0},$$

$$= \dot{t}_{go} \left( V_{g0} + a_i \dot{t}_{go} \right) + a_i \dot{t}_{go} + \frac{1}{2} \ddot{a}_i \dot{t}_{go}^2,$$

$$= -1 - \frac{\ddot{a}_i \dot{t}_{go}^2}{2 \left( V_{g0} + a_i \dot{t}_{go} \right)}, \tag{27}$$

where $a_i = \dot{V}_{g0} = (V_i \cos \theta_i)'$. Under QEGC, the flight path angle is rather small and close to zero, and $\cos \theta_i \approx 1, \sin \theta_i \approx 0$. Thus, we have

$$a_i = \dot{V}_{g0} = (V_i \cos \theta_i)' \approx \dot{V}_i = (-D_i - g \sin \theta_i)' \approx -\dot{D}_i. \tag{28}$$
The formula of $-\dot{D}_i$ is further deduced.

$$-\dot{D}_i = -\frac{S_i}{2m_i} \left( \dot{\rho}_i V_i^2 C_D + 2\dot{\rho}_i V_i \dot{V}_i C_D + \rho_i V_i^2 \frac{\partial C_D}{\partial \alpha} \dot{\alpha}_i \right). \quad (29)$$

Substituting equations (28) and (29) into (27), we obtain

$$\dot{t}_{go} = -1 + \frac{S_i t_{go}^2}{4m_i} \left( \dot{\rho}_i V_i^2 C_D + 2\dot{\rho}_i V_i \dot{V}_i C_D + \rho_i V_i^2 \frac{\partial C_D}{\partial \alpha} \dot{\alpha}_i \right). \quad (30)$$

In equation (30), the change rate of angle of attack $\dot{\alpha}_i$ is chosen as the control input. Then, the dynamic equation of time to go $t_{go}$ is calculated by

$$\dot{t}_{go} = F + G\dot{\alpha}_i, \quad (31)$$

where $F = -1 + \frac{S_i t_{go}^2}{4m_i} \left( \dot{\rho}_i V_i^2 C_D + 2\dot{\rho}_i V_i \dot{V}_i C_D + \rho_i V_i^2 \frac{\partial C_D}{\partial \alpha} \dot{\alpha}_i \right)$ and $G = (\rho_i V_i^2 S_i t_{go}^2/(4m_i (V_0 + a_i t_{go}))) (\partial C_D/\partial \alpha)$. Using the consensus protocol (10) to design the distributed control law for time to go,

$$\dot{\alpha}_i = \frac{-\sum_{j=1}^n a_{ij} (t_{go} - t_{go_j}) - \xi (t_{go} - t_{go_j}) - F}{G}, \quad (32)$$

where $t_{go_j} = t_{f_j} - t$ is the desired time to go and $t_{f_j}$ is the desired terminal time. The term $t_{go_j}$ in the control law (32) can make the terminal times of vehicles converge to the desired terminal time consistently and avoid the divergence of the control law.

It is noted that although the control input is the change rate of angle of attack $\dot{\alpha}_i$ in equation (31), the guidance command that the guidance system outputs to the attitude control system is still the angle of attack $\alpha$ in practical application. Therefore, the real guidance command $\alpha$ should...
be calculated by integrating \( \dot{\alpha} \) in real time. In addition, to avoid the frequent changes of the angle of attack, no guidance command is updated and \( \dot{\alpha} = 0 \) when \( |r_{go} - r_{go_j}| < 1 \) \( (j = 1, 2, \cdots, n) \).

The above control of time to go is based on longitudinal motion. For lateral motion, to make the lateral states consistent, the lateral control law is still adopted as \( (18) \). The difference is that the angle of attack \( \alpha \) has been decided in longitudinal motion and \( D_i, L_i \) are fixed. Then, according to equation \( (18) \), we obtain

\[
-D_i \cos \theta_i \cos \psi_i - L_i \cos \sigma_i \sin \psi_i - L_i \cos \sigma_i \sin \theta_i \cos \psi_i
\]

\[
= -K_1 \sum_{j=1}^{n} a_{ij} (\hat{x}_i - \hat{x}_j) - K_2 \sum_{j=1}^{n} a_{ij} (\hat{x}_i - \hat{x}_j), \sin \sigma_i \sin \psi_i + \cos \sigma_i \sin \theta_i \cos \psi_i = \Theta,
\]

\[
\Theta = \frac{K_1 \sum_{j=1}^{n} a_{ij} (\hat{x}_i - \hat{x}_j) + K_2 \sum_{j=1}^{n} a_{ij} (\hat{x}_i - \hat{x}_j) - D_i \cos \theta_i \cos \psi_i}{L_i}
\]

\[
(33)
\]

Merging equation \( (33) \), we can get

\[
\sqrt{\sin^2 \psi_i + \sin^2 \theta_i \cos^2 \psi_i} \sin \left[ \sigma_i + \arctan \left( \frac{\sin \theta_i}{\tan \psi_i} \right) \right] = \Theta,
\]

\[
(34)
\]

where \( (\sin \theta_i/\tan \psi_i) \approx 0 \). Then, the command of bank angle is solved

\[
\sigma_i = \arcsin \left( \frac{K_1 \sum_{j=1}^{n} a_{ij} (\hat{x}_i - \hat{x}_j) + K_2 \sum_{j=1}^{n} a_{ij} (\hat{x}_i - \hat{x}_j) - D_i \cos \theta_i \cos \psi_i}{L_i \sqrt{\sin^2 \psi_i + \sin^2 \theta_i \cos^2 \psi_i}} \right)
\]

\[
(35)
\]

In summary, in time coordination phase, the command of the angle of attack is calculated for each vehicle according to control law \( (32) \) to make the time to go consistent, and all vehicles reach the terminal guidance handover at the same time. The command of bank angle is solved according to control law \( (35) \) to make lateral motion consistent.

Remark 3. Generally, the amplitude of lateral motion of a HGV is far less than the amplitude in the range direction. Therefore, the influence of lateral control law \( (35) \) on control of time to go can be ignored.

Remark 4. The approximations and simplifications by QEGC, constant lift-to-drag ratio, and uniform deceleration motion when the guidance law is derived will cause control errors in one guidance cycle. However, the errors will be continuously corrected during online guidance.

Remark 5. The formation control laws \( (18) \) and \( (20) \) and cooperative guidance laws \( (32) \) and \( (35) \) are all analytical forms, and no numerical iteration is needed.

Therefore, the online computing burden is much lower than existing cooperative guidance methods \([8, 31–34]\).

### 4. Simulation Results

In this section, simulations are carried out to illustrate the effectiveness of the proposed formation control and cooperative guidance scheme. The CAV-H \([47]\) is adopted as the simulation model. Considering the scenario of formation and cooperative flight with three HGVs, the distributed communication topology for three HGVs is shown in Figure 4.

The initial states of three vehicles are shown in Table 1. BTT-180 control mode is adopted, and the constraints for control variables are \( 0 \leq \alpha \leq 25^\circ, |\sigma| \leq 180^\circ \). The flight phase is set as follows. The first 75 s is the initial phase. 75 s to 320 s is the formation control phase. From 320 s to terminal guidance, handover is the time coordination phase. The terminal guidance handover is when the vehicle is 150 km from the target. The position of target is 0, 0, and 1600 km.

| Vehicle | x (km) | y (km) | z (km) | V (m/s) | \( \theta \) (\(^\circ\)) | \( \psi \) (\(^\circ\)) |
|--------|--------|--------|--------|--------|----------------|----------------|
| Vehicle 1 | 0 | 60 | 0 | 3500 | 0 | 90 |
| Vehicle 2 | 4 | 61 | 0 | 3510 | 0 | 90 |
| Vehicle 3 | -4 | 59 | 0 | 3520 | 0 | 90 |

| Configuration | Vehicle 1 | Vehicle 2 | Vehicle 3 |
|---------------|-----------|-----------|-----------|
| Case 1 | \( \Delta x_1 = 0 \) km, \( \Delta y_1 = 0 \) km | \( \Delta x_2 = 2 \) km, \( \Delta y_2 = 0 \) km | \( \Delta x_3 = -2 \) km, \( \Delta y_2 = 0 \) km |
| Case 2 | \( \Delta x_1 = 0 \) km, \( \Delta y_1 = 0 \) km | \( \Delta x_2 = 1 \) km, \( \Delta y_2 = -1 \) km | \( \Delta x_3 = -1 \) km, \( \Delta y_2 = -1 \) km |
Figure 5: Continued.
The scheme of angle of attack and bank angle in initial phase is set as follows:

\[
\begin{align*}
\alpha &= 15^\circ, \\
\sigma &= 0^\circ, t < 75\, s.
\end{align*}
\] (36)

The termination condition of simulation for each vehicle is when the vehicle is 150 km from the target.

4.1. Simulations with Different Formation Configurations. In this section, two different formation configurations are considered, as shown in Table 2. In Case 1, the three vehicles are at the same horizontal plane. Vehicle 1 is in the middle, Vehicle 2 is in the right, and Vehicle 3 is in the left. The horizontal spacing is 2 km. In Case 2, the configuration of three vehicles is like a triangular shape. Vehicle 2 and Vehicle 3 are 1 km lower than Vehicle 1. The horizontal spacing is 1 km.

It can be seen from Figure 5 and Table 3 that the two formation configurations can be both realized well with
the proposed formation control method. In the first half of gliding flight, which is the formation control phase, the commands of the angle of attack and bank angle are calculated by consensus control algorithms, thus bringing about the consistency control of coordination variables. In Case 2, the angles of attack of Vehicle 2 and Vehicle 3 are less than the one of Vehicle 1, because Vehicle 2 and Vehicle 3 fly lower than Vehicle 1 in formation configuration. The results also show that the longitudinal trajectory of each vehicle is smooth, achieving a stable descent and satisfying QEGC. In the second half of gliding flight, which is the time coordination phase, each vehicle can decelerate properly by adjusting the command of angle of attack, so as to achieve the consistency control of time to go, and the terminal time errors are less than 1 s in Table 3. The lateral maneuver exists, and the bank angle is not zero only when the formation is formed. There is no lateral maneuver at other times, and the bank angles are all zero.
4.2. Simulations with Lateral Maneuver. In this section, to increase the penetration probability, the lateral sinusoidal maneuver is considered. The formation configuration is the same as Case 1 in Section 4.1. To realize the lateral sinusoidal maneuver, the control law (18) for lateral plane is changed into

$$-D_i \cos \theta_i \cos \psi_i - L_i \sin \sigma_i \sin \psi_i - L_i \cos \sigma_i \sin \theta_i \cos \psi_i$$

$$= -K_1 \sum_{j=1}^{n} a_{ij}(\chi_i - \chi_j) - K_2 \sum_{j=1}^{n} a_{ij}(\dot{\chi}_i - \dot{\chi}_j) - \xi(\chi_i - \chi_d),$$

(37)

where $\dot{\psi}_i = A_m \omega \cos [\omega(t - 75) + \phi_0]$ is the desired change rate of $x$ direction, $A_m = 1$ km is the lateral maneuver amplitude, $\omega = 0.0333$ rad/s is the maneuver frequency, and $\phi_0 = 0^\circ$ is the initial phase.

As shown in Figure 6 and Table 4, the formation configuration with lateral maneuver can also be realized with the proposed formation control method. The longitudinal trajectory of each vehicle is smooth, achieving a stable descent, while the lateral trajectory presents a sinusoidal shape. When the formation is stable, each vehicle still needs a certain bank angle to provide lateral overload to maintain lateral maneuver. However, due to the small amplitude of lateral maneuver designed, it has little effect.
on the overall longitudinal motion. If the designed lateral maneuver is very large, the penetration probability can be increased, but the range capability of the vehicle will be greatly reduced. Therefore, some trade-offs should be made.

4.3. Simulations with Parameter Perturbations. The formation control and cooperative guidance with aerodynamic parameter perturbation are further considered in this section. The formation configuration is the same as Case 1 in Section 4.1. Consider the cases of aerodynamic parameter perturbation +10% and −10%, respectively.

As seen in Figure 7 and Table 5, the formation control and cooperative guidance with aerodynamic parameter perturbations can be achieved with the proposed method. The longitudinal trajectory of each vehicle is smooth and decreases steadily. When the aerodynamic parameters increase, the formation trajectory is higher. This is because when the lift coefficient increases, in order to keep the lift constant to balance gravity, the dynamic pressure must be reduced. When the flight altitude increases, the density decreases and the corresponding dynamic pressure decreases. On the contrary, when the aerodynamic parameters decrease, the formation trajectory becomes lower.

5. Conclusion

In this paper, a distributed formation control and cooperative guidance method in analytical form is proposed considering the dynamic characteristics of HGVs. The gliding flight of a HGV is divided into formation control phase and time coordination phase. In formation control phase, the formation controller is designed using the second-order consensus protocol with the normal positions as the coordination variables. In time coordination phase, the expression of time to go is deduced and the analytical cooperative guidance law is studied using the first-order consensus protocol with the times to go as the coordination variables. In contrast to traditional formation control methods for missiles and UAVs, the high-speed and high-dynamic model with no thrust is taken into account. Compared to traditional cooperative guidance methods for HGVs, the analytical guidance command is given and no online numerical iteration is needed. Simulation results show that the proposed method can achieve different functions of formation control and time coordination with robustness, which can be applied to HGVs. Besides, in distributed communication architecture, the consumption of communication resource is less with strong robustness and reliability.
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