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Abstract

We consider the exterior Dirichlet problem for the heterogeneous Helmholtz equation, i.e. the equation \( \nabla \cdot (A \nabla u) + k^2 nu = -f \) where both \( A \) and \( n \) are functions of position. We prove new a priori bounds on the solution under conditions on \( A \), \( n \), and the domain that ensure nontrapping of rays; the novelty is that these bounds are explicit in \( k \), \( A \), \( n \), and geometric parameters of the domain. We then show that these a priori bounds hold when \( A \) and \( n \) are \( L^\infty \) and satisfy certain monotonicity conditions, and thereby obtain new results both about the well-posedness of such problems and about the resonances of acoustic transmission problems (i.e. \( A \) and \( n \) discontinuous) where the transmission interfaces are only assumed to be \( C^0 \) and star-shaped; the novelty of this latter result is that until recently the only known results about resonances of acoustic transmission problems were for \( C^\infty \) convex interfaces with strictly positive curvature.
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1 Introduction

This paper is concerned with proving a priori bounds on the solutions of the heterogeneous Helmholtz equation

\[
L_{A,n} u := \nabla \cdot (A \nabla u) + k^2 nu = -f,
\]

where \( k > 0 \) is the wavenumber, \( u = u(x) \) with \( x \in \mathbb{R}^d \), \( d = 2, 3 \), and where

1. \( A \) is a symmetric, real-valued, positive-definite matrix function of \( x \),
2. \( n \) is a real-valued function of \( x \), bounded away from zero, and
3. both \( I - A \) and \( 1 - n \) have compact support.

The PDE (1.1) arises by taking the Fourier transform in time (with Fourier variable \( k \)) of the heterogeneous wave equation

\[
\nabla \cdot (A \nabla U) - \frac{1}{c^2} \frac{\partial^2 U}{\partial t^2} = -F,
\]

for \( U = U(x,t) \), where \( n(x) = c(x)^{-2} \). Important applications of (1.1)/(1.2) include describing the transverse-magnetic (TM) and transverse-electric (TE) modes of Maxwell’s equations (see, e.g., [61, Remark 2.5]) and forming the so-called “acoustic approximation” of the elastodynamic wave equation (see, e.g., the derivation in [23, §1.2] and the references therein).

We consider the exterior Dirichlet problem (EDP); i.e. Equation (1.1) is posed in the exterior of a bounded obstacle, with Dirichlet boundary conditions on the obstacle, the Sommerfeld radiation condition at infinity, and data \( f \) with compact support. Observe that the assumptions that \( I - A \)
and 1 − n have compact support mean that operator $L_{A,n}$ becomes the homogeneous Helmholtz operator $L := \Delta + k^2$ outside a compact set. In the case when the obstacle is the empty set, the EDP becomes the full-space problem.

We allow one or both of A and n to be discontinuous, and such BVPs are usually called transmission problems; e.g., when the obstacle is the empty set, and A and n are discontinuous on a common interface, the EDP becomes the classic problem of transmission through one penetrable obstacle.

A standard model problem in the numerical analysis of the Helmholtz equation is the truncated exterior Dirichlet problem (TEDP), where the radiation condition is approximated by truncating the (unbounded) exterior domain and applying an impedance boundary condition on the artificial boundary (see, e.g., [46, §3.2], [7, §5.1], and the references therein for discussion of this approximation). When the obstacle is the empty set, the TEDP becomes the interior impedance problem (IIP). Although we focus on the EDP, we show in Appendix A how our results apply to the TEDP.

Goal and motivation. Our goal is to obtain a priori bounds on the solution to the EDP that are explicit in $k > 0$, $A$, and $n$. These a priori bounds then allow us to prove existence and uniqueness results about the solution of the EDP via Fredholm theory, and also to prove results about the location of resonances in the complex $k$-plane (via the classical link between $k$-explicit a priori bounds for $k$ real and resonance-free regions under the real-$k$ axis; see, e.g., [91]).

Obtaining $k$-explicit a priori bounds on the solutions of (1.1) is a classic problem [9, 90, 11, 14, 72, 73, 74, 18, 15, 8, 16, 17, 67, 81] which has recently been the focus of renewed interest from the numerical-analysis community (with this interest mostly focused on the TEDP/IIP). Indeed, there has been sustained interest in proving a priori bounds on either the TEDP or the IIP when $A \equiv 1$ and $n \equiv 1$ [54, 27, 42, 30, 82, 7] and recent interest in proving bounds when one or both of $A$ and $n$ are variable [13, 24, 6, 69, 61, 79, 39].

One of our main motivations for proving bounds that are not only explicit in $k$, but also explicit in $A$ and $n$ is that such bounds can then be used to prove a priori bounds and results about the well-posedness of (1.1) when $A$ and $n$ are random fields; this is considered in the companion paper [71].

Recap of existing well-posedness results. In 2-d, the unique continuation principle (UCP) holds (and gives uniqueness) when $A$ is $L^\infty$ and $n \in L^p$ for some $p > 1$ [2]. In 3-d, the UCP holds when $A$ is Lipschitz [38, 49] and $n \in L^{3/2}$ [48, 94]; see [39] for these results applied specifically to Helmholtz problems. Fredholm theory then gives existence and an a priori bound on the solution; this bound, however, is not explicit in $k$, $A$, or $n$.

An example of an $A \in C^0,\alpha$ for all $\alpha < 1$ for which the UCP fails in 3-d is given in [34]. Nevertheless, the UCP can be extended from Lipschitz $A$ to piecewise-Lipschitz $A$ by the Baire-category argument in [4] (see also [52, Proposition 2.11]), with well-posedness then following by Fredholm theory as before – we discuss this argument of [4] further in §2.4.

Recap of existing a priori bounds on the EDP in trapping and nontrapping situations. In this overview discussion, for simplicity, we consider the case of zero Dirichlet boundary conditions on $\partial \Omega_-$, where $\Omega_-$ denotes the obstacle.

When $A$, $n$, and $\Omega_-$ are all $C^\infty$ and such that the problem is nontrapping (i.e. all billiard trajectories starting in an exterior neighbourhood of $\Omega_+ := \mathbb{R}^d \setminus \Omega_-$ and evolving according to the Hamiltonian flow defined by the symbol of (1.1) escape from that neighbourhood after some uniform time), then either (i) the propagation of singularities results of [56] combined with either the paramatrix argument of [90] or Lax–Phillips theory [50], or (ii) the defect-measure argument of [15] proves the estimate that, given $k_0 > 0$ and $R > 0$,

$$\|\nabla u\|_{L^2(\Omega_+)} + k \|u\|_{L^2(\Omega_+)} \leq C_1(A, n, \Omega_-, R, k_0) \|f\|_{L^2(\Omega_-)}$$

(1.3)

for all $k \geq k_0$, where $\Omega_R := \Omega_+ \cap B_R(0)$, and $C_1(A, n, \Omega_-, R, k_0)$ is some (unknown) function of $A, n, \Omega_-, R$, and $k_0$, but is independent of $k$. Without the nontrapping assumption, and assuming

\footnote{The arguments in [15] actually require that, additionally, $\partial \Omega_-$ has no points where the tangent vector makes infinite-order contact with $\partial \Omega_-$.}
n \equiv 1 \text{ (but still } A, \Omega_ \in C^\infty), \text{ the Carleman-estimate argument of } [14] \text{ proves the estimate}

\| \nabla u \|_{L^2(\Omega_n)} + k \| u \|_{L^2(\Omega_n)} \leq C_2(A, n, \Omega_-, R, k_0) \exp \left( k C_3(A, n, \Omega_-, R, k_0) \right) \| f \|_{L^2(\Omega_n)}, \quad (1.4)

and this estimate has recently been obtained in [81] for the case when \( \Omega_- = \emptyset, A \equiv I, \text{ and } n \text{ is Lipschitz. The estimates (1.3), (1.4) are known as cut-off resolvent estimates, with, e.g., (1.3), often written as}

\| R_\chi(k) \|_{L^2(\Omega_+)} \leq \frac{C_1}{k}, \quad \| R_\chi(k) \|_{L^2(\Omega_+)} \leq C_4, \quad (1.5)

\text{where } R_\chi(k) := \chi(\nabla \cdot (A \nabla) + k^2 n)^{-1} \chi, \text{ for } \chi \text{ a } C^\infty \text{ function with compact support, is the cut-off resolvent with zero Dirichlet boundary conditions on } \partial \Omega_- \text{ and the Sommerfeld radiation condition at infinity, and } C_1, C_4 \text{ are independent of } k \text{ (but dependent on } A, n, \Omega_-, R, \text{ and } k_0). \)

\text{The situation when } A \text{ and } n \text{ can jump is more complicated, since rays can be trapped by jumps of a particular sign. For the full-space problem (i.e. no Dirichlet obstacle) and } A \text{ and } n \text{ jumping across a single common } C^\infty \text{ interface, [8] proved that the bound (1.4) holds regardless of the sign of the jumps. The situation when the common interface is } C^\infty \text{ and has strictly positive curvature is well-understood thanks to the work of [18, 74, 73]: when the sign of the jumps is such that the problem is trapping, there exists a sequence of resonances super-algebraically close to the real axis and the resolvent grows super-algebraically [74], but when the jumps are nontrapping the estimate (1.5) holds [18]. Furthermore, when the interface is Lipschitz and star-shaped, the resolvent estimate (1.5) was recently proved for certain nontrapping jumps in [61].}

**Informal discussion of the main results, and their novelty.** Our focus is on determining conditions on } A \text{ and } n \text{ for which we can prove that the nontrapping resolvent estimate (1.3) holds, with the constant } C_1(A, n, \Omega_-, R, k_0) \text{ given explicitly in terms of } A, n, R, k_0, \text{ and geometric parameters describing } \Omega_-.

\text{We prove that the nontrapping resolvent estimate (1.3) holds for the EDP when } \Omega_- \text{ is Lipschitz and star-shaped and one of the following three conditions holds}

\begin{align*}
A(x) - (x \cdot \nabla)A(x) &\geq \mu_1 \quad \text{and} \quad n(x) + x \cdot \nabla n(x) \geq \mu_2, \quad (1.6) \\
2A(x) - (x \cdot \nabla)A(x) &\geq \mu_3 \quad \text{and} \quad n(x) = 1, \quad (1.7) \\
A(x) = I \quad \text{and} \quad 2n(x) + x \cdot \nabla n(x) &\geq \mu_4, \quad (1.8)
\end{align*}

\text{for almost every } x \in \Omega_+, \text{ where } \mu_j > 0, j = 1, \ldots, 4, \text{ and where the inequalities for } A \text{ are understood in the sense of quadratic forms. For example, under (1.6) we prove in Theorem 2.5 below that}

\begin{equation}
\mu_1 \| \nabla u \|_{L^2(\Omega_n)}^2 + k^2 \| u \|_{L^2(\Omega_n)}^2 \leq C_1 \| f \|_{L^2(\Omega_n)}^2, \tag{1.9}
\end{equation}

\text{for all } k > 0, \text{ where}

\begin{equation}
C_1 := 4 \left[ \frac{R^2}{\mu_1} + \frac{1}{\mu_2} \left( R + \frac{d - 1}{2k} \right)^2 \right]. \tag{1.10}
\end{equation}

\text{observe that if we impose the condition that } k \geq k_0 \text{ for some } k_0 > 0, \text{ then } C_1 \text{ can be bounded above, independently of } k, \text{ for } k \geq k_0, \text{ and the bound (1.9) is therefore of the form (1.3).}

\text{We prove these results using the vector-field/commutator argument of Morawetz, with the commutation relations expressed as the identities in } \S 4. \text{ Recall that these identities were used in [63, 62] with the vector field } x \text{ to prove the resolvent estimate (1.3) when } \Omega_- \text{ is smooth and star-shaped, } A \equiv I, \text{ and } n \equiv 1; \text{ we use the same vector field here, hence the star-shaped restriction on } \Omega_- \text{ and the appearance of the vector field } x \text{ in (1.6)-(1.8). One could conceivably generalise these results to wider classes of domains using the vector fields in [64, Section 4] and [11], but we do not explore this here.}

\text{We first prove these bounds under the assumption that both } A \text{ and } n \text{ are Lipschitz (Theorem 2.5), but we then use approximation and density arguments to prove them when } A, n \in L^\infty, \text{ with (1.6)-(1.8) understood in a distributional sense (which then allows both } A \text{ and } n \text{ to be discontinuous); see Condition 2.6 and Theorem 2.7. These arguments were inspired by analogous results in [89] in the setting of rough-surface scattering and } A \equiv I.

\text{The main novelty of these bounds is as follows.}
To our knowledge, the bound (1.9) is the first a priori bound on the solution of the EDP, with explicit dependence of the constant on $A$ and $n$, in a case when both $A$ and $n$ vary.

Our bound for $A, n \in L^\infty$ in Theorem 2.7 implies new results about the well-posedness of the EDP in 3-d. Indeed, as stated above, the best well-posedness results for this problem are for piecewise-Lipschitz $A$ via the unique continuation principle, the argument of [4], and Fredholm theory; we show in §2.2 and §2.4 below how Theorem 2.7 proves well-posedness of the EDP for certain $A$ not covered by the argument in [4].

Our bound for $A, n \in L^\infty$ in Theorem 2.7 contains the first resolvent estimate for the transmission problem involving penetrable obstacles that are star-shaped, but not Lipschitz (and thus their boundaries can have, e.g., cusps). By [91, Lemma 2.3], this estimate then implies that the cut-off resolvent has a resonance-free strip beneath the real axis. Until recently the only results about resonances of the transmission problem were for $C^\infty$ convex obstacles with strictly positive curvature [18, 74, 73, 19, 35]; the recent paper [61] obtained results for Lipschitz star-shaped obstacles, and the present paper removes the Lipschitz assumption.

In addition, we explicitly show in §7 both (i) the relationship of the condition (1.8) to the nontrapping of rays (partly using results in [75]), and (ii) why one expects the condition (1.8) to arise when using Morawetz’s identities. The point (i) is implicit in results about geometric controllability of the wave equation (see, e.g., [5], [95], [1, Theorem 2.8]) and the reasons for (ii) are essentially known in the semiclassical-analysis community, but we could not find either (i) or (ii) explicitly stated in the literature, and neither appears to be known by a large number of users of Morawetz’s identities in the applied-analysis/numerical-analysis communities.

Outline of the paper. In §2 we formulate the EDP and state our main results. In §3 and §4 we collect preliminary results needed for the proofs, with §4 containing Morawetz’s identities and associated results. In §5 and §6 we prove the main results. In §7 we explain the relationship of the condition (1.8) to the nontrapping of rays, and why one expects this condition to arise when using Morawetz’s identities. In Appendix A we outline how our results can be extended to the TEDP.

## 2 Formulation of the problem and statement of the main results

### 2.1 Formulation of the problem and geometric definitions

Notation: $L^\infty(\Omega)$ denotes complex-valued $L^\infty$ functions on a Lipschitz open set $\Omega$. When the range of the functions is not $\mathbb{C}$, it will be given in the second argument; e.g. $L^\infty(\Omega, \mathbb{R}^{d \times d})$ denotes the space of $d \times d$ matrices with each entry a real-valued $L^\infty$ function on $\Omega$. We write $A \subset B$ (i.e. $A$ is compactly contained in $B$). We use $\gamma$ to denote the trace operator $H^1(\Omega) \to H^{1/2}(\partial \Omega)$ and use $\text{dist}(\cdot, \cdot)$ to denote the distance function.

**Definition 2.1 (Exterior Dirichlet Problem (EDP))** Let $\Omega_-$ be a bounded Lipschitz open set such that the open complement $\Omega_+ := \mathbb{R}^d \setminus \overline{\Omega_-}$ is connected. Let $\Gamma_D := \partial \Omega_-$. Given:

- $f \in L^2(\Omega_+)$ with supp$f$ a compact subset of $\mathbb{R}^d$,
- $g_\partial \in H^1(\Gamma_D)$,
- $n \in L^\infty(\Omega_+, \mathbb{R})$ such that $1 - n$ has compact support and
  
  \[
  0 < n_{\text{min}} \leq n(\mathbf{x}) \leq n_{\text{max}} < \infty \text{ for almost every } \mathbf{x} \in \Omega_+,
  \]  

- $A \in L^\infty(\Omega_+, \mathbb{R}^{d \times d})$ such that $I - A$ has compact support, $A$ is symmetric, and there exist $0 < A_{\text{min}} \leq A_{\text{max}} < \infty$ such that
  
  \[
  A_{\text{min}}|\xi|^2 \leq (A(\mathbf{x})\xi) \cdot \overline{\xi} \leq A_{\text{max}}|\xi|^2 \text{ for almost every } \mathbf{x} \in \Omega_+ \text{ and for all } \xi \in \mathbb{C}^d,
  \]

\[
\frac{\partial}{\partial t} u - \Delta u = f + g_\partial n \quad \text{in } \Omega_+ \setminus \Gamma_D,
\]

\[
u \cdot \nabla u + (1 - n) u |_{\Gamma_D} = g_\partial 
\]

\[
\begin{cases} 
  u = 0 & \text{in } \partial \Omega_-
\end{cases}
\]

In this paper we will consider $\Omega_+$ to be a bounded Lipschitz open set.
we say \( u \in H^1_{loc}(\Omega_+) \) satisfies the exterior Dirichlet problem if
\[
\mathcal{L}_{A,n}u := \nabla \cdot (A \nabla u) + k^2 n u = -f \quad \text{in } \Omega_+,
\]
\[
\gamma u = g_D \quad \text{on } \Gamma_D,
\]
and \( u \) satisfies the Sommerfeld radiation condition
\[
\frac{\partial u}{\partial r}(x) - i k u(x) = o \left( \frac{1}{r^{(d-1)/2}} \right)
\]
as \( r := |x| \to \infty \), uniformly in \( \frac{x}{r} := x/r \).

Some remarks:

(i) The equation (2.3) is understood in the following weak sense:
\[
\int_{\Omega_+} \nabla u \cdot (A \nabla \phi) - k^2 n u \phi = \int_{\Omega_+} f \phi \quad \text{for all } \phi \in C^\infty_0(\Omega_+),
\]
where \( C^\infty_0(\Omega_+) := \{ \phi \in C^\infty(\Omega_+) : \text{supp } \phi \text{ is a compact subset of } \Omega_+ \} \).

(ii) We can legitimately impose the radiation condition (2.4) on the function \( u \in H^1_{loc}(\Omega_+) \) since \( u \) satisfies the equation \( \Delta u + k^2 u = 0 \) outside a ball of finite radius, and then \( u \) is \( C^\infty \) outside this ball by elliptic regularity.

(iii) One usually prescribes \( g_D \in H^{1/2}(\Gamma) \), but the Morawetz identities that we use to obtain a bound on the solution require that \( g_D \in H^1(\Gamma) \).

(iv) If \( \Omega_+ = \emptyset \), then \( \Omega_+ = \mathbb{R}^d \) and the EDP becomes the full-space problem.

**Geometric definitions:** Let \( B_a(x_0) := \{ x \in \mathbb{R}^d : |x - x_0| < a \} \), where \( |.|_2 \) denotes the vector 2-norm (from here on we drop the subscript 2). When \( x_0 = 0 \) we write \( B_a \) for \( B_a(x_0) \). We let \( \Omega_R := \Omega_+ \cap B_R \).

We now define the notions of star-shaped and star-shaped with respect to a ball.

**Definition 2.2** (i) \( \Omega \) is star-shaped with respect to the point \( x_0 \) if, whenever \( x \in \Omega \), the segment \( [x_0, x] \subset \Omega \).

(ii) \( \Omega \) is star-shaped with respect to the ball \( B_a(x_0) \) if it is star-shaped with respect to every point in \( B_a(x_0) \).

These definitions make sense even for non-Lipschitz \( \Omega \), but when \( \Omega \) is Lipschitz one can characterise star-shapedness with respect to a point or ball in terms of \( (x - x_0) \cdot \nu(x) \) for \( x \in \partial \Omega \), where \( \nu(x) \) is the outward-pointing unit normal vector at \( x \in \partial \Omega \).

**Lemma 2.3** ([59, Lemma 5.4.1]) (i) If \( \Omega \) is Lipschitz, then it is star-shaped with respect to \( x_0 \) if and only if \( (x - x_0) \cdot \nu(x) \geq 0 \) for all \( x \in \partial \Omega \) for which \( \nu(x) \) is defined.

(ii) If \( \Omega \) is Lipschitz, then \( \Omega \) is star-shaped with respect to \( B_a(x_0) \) if and only if \( (x - x_0) \cdot \nu(x) \geq a \) for all \( x \in \partial \Omega \) for which \( \nu(x) \) is defined.

## 2.2 The main results (with \( A \) and \( n \) satisfying (1.6))

As mentioned in §1, there are three sets of conditions on \( A \) and \( n \), (1.6)-(1.8), under which we prove results. For clarity of exposition, in this subsection we describe the main results when \( A \) and \( n \) satisfy (1.6); in §2.3 we then describe the results when \( A \) and \( n \) satisfy either (1.7) or (1.8).

Our first result is the nontrapping resolvent estimate when \( A \) and \( n \) satisfy (1.6) and are both Lipschitz.

**Condition 2.4** (\( A \) and \( n \) both Lipschitz, \( g_D \equiv 0 \), \( \Omega_- \) star-shaped) \( d = 2,3, \Omega_- \) is star-shaped with respect to the origin, \( A \in \mathcal{C}^{0,1}(\overline{\Omega_+}, \mathbb{R}^{d \times d}) \), \( n \in \mathcal{C}^{0,1}(\overline{\Omega_+}, \mathbb{R}) \), \( g_D \equiv 0 \), and there exist \( \mu_1, \mu_2 > 0 \) such that
\[
A(x) - (x \cdot \nabla)A(x) \geq \mu_1, \quad \text{in the sense of quadratic forms, for almost every } x \in \Omega_+,
\]
and
\[
n(x) + x \cdot \nabla n(x) \geq \mu_2 \quad \text{for almost every } x \in \Omega_+.
\]
Recall that if $\Omega$ is a bounded Lipschitz open set then $C^{0,1}(\overline{\Omega}) = W^{1,\infty}(\Omega)$ (see, e.g., [32, §4.2.3, Theorem 5]), and so the conditions (2.6) and (2.7) make sense for Lipschitz $A$ and $n$.

**Theorem 2.5 (Bounds on the EDP under Condition 2.4)** If $\Omega_-, A, n, f,$ and $g_D$ satisfy the requirements in the definition of the EDP (Definition 2.1), along with the requirements in Condition 2.4, then the solution of the EDP exists and is unique. Furthermore, given $R > 0$ with $\text{supp}(I - A), \text{supp}(1 - n),$ and $\text{supp} f$ all compactly contained in $\Omega_R$, then (1.9) holds for all $k > 0$ where $C_1$ is given by (1.10).

When $A$ and $n$ are $C^1$, the conditions (2.6) and (2.7) can be rewritten as

$$-r^2 \frac{\partial}{\partial r} \left( \frac{A}{r} \right) \geq \mu_1 \quad \text{and} \quad \frac{\partial}{\partial r}(rn) \geq \mu_2,$$

suggesting that the most general $L^\infty A$ and $n$ for which we can prove a bound are

$$A(x) = \mu_1 I - r \overline{\Pi}(x) \quad \text{and} \quad n(x) = \mu_2 + \frac{\overline{\pi}(x)}{r},$$

where both $\overline{\Pi} \in L^\infty(\Omega_+, \mathbb{R}^{d \times d})$ and $\overline{\pi} \in L^\infty(\Omega_+, \mathbb{R})$ are monotonically non-decreasing in the radial direction. To minimise technicalities arising from the factors of $r$ (and the singularity of $1/r$ at the origin), we prove a bound under the following slightly-more-restrictive conditions.

**Condition 2.6 (An analogue of Condition 2.4 with $A$ and $n$ in $L^\infty(\Omega_+)$)** $d = 2, 3$, $\Omega_-$ is star-shaped with respect to the origin, $g_D \equiv 0$, $A$ and $n$ satisfy the requirements in the definition of the EDP (Definition 2.1),

$$A(x) = A_{\max} I - \Pi(x) \quad \text{for almost every } x \in \Omega_+,$$

where $\Pi \in L^\infty(\Omega_+, \mathbb{R}^{d \times d})$ is monotonically non-decreasing in the radial direction in the sense of quadratic forms, i.e., for all $h \geq 0$,

$$\text{ess inf}_{x \in \Omega} \left[ \Pi(x + he_r) - \Pi(x) \right] \geq 0$$

in the sense of quadratic forms, where $e_r$ is the unit vector in the radial direction, and

$$n(x) = n_{\min} + \pi(x) \quad \text{for almost every } x \in \Omega_+,$$

where $\pi \in L^\infty(\Omega_+, \mathbb{R})$ is monotonically non-decreasing in the radial direction, i.e., for all $h \geq 0$,

$$\text{ess inf}_{x \in \Omega} \left[ \pi(x + he_r) - \pi(x) \right] \geq 0.$$

**Theorem 2.7 (Bounds on the EDP under Condition 2.6)** If $\Omega_-, A,$ and $n$ satisfy the requirements in the definition of the EDP (Definition 2.1), along with the requirements in Condition 2.6, then the solution of the EDP exists and is unique. Furthermore, given $R > 0$ with $\text{supp}(I - A), \text{supp}(1 - n),$ and $\text{supp} f$ all compactly contained in $\Omega_R$, then (1.9) holds for all $k > 0$, with $\mu_1 = A_{\max}$ and $\mu_2 = n_{\min}.$

We now highlight three particular situations in which Condition 2.6 is satisfied with $A$ and $n$ piecewise constant. In these examples, we use $1_G$ to denote the indicator function of a set $G$.

**Condition 2.8 (First particular case of Condition 2.6)** $\Omega_- = \emptyset$, $\Omega_1, \Omega_2,$ and $\Omega_3$ are as in Figure 1a, and

$$A(x) = \left( \sum_{j=1}^3 a_j 1_{\Omega_j} \right) I, \quad n(x) = \sum_{j=1}^3 n_j 1_{\Omega_j},$$

where $a_1 \geq a_2 \geq a_3 = 1$ and $0 < n_1 \leq n_2 \leq n_3 = 1$. 
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(a) The subdomains on which $A$ and $n$ are constant in Condition 2.8.

(b) The subdomains on which $A$ and $n$ are constant in Condition 2.9.

(c) An admissible $\Omega_T$ in Condition 2.10 (shape taken from [83]).

Figure 1: Examples illustrating Condition 2.6; in all three, the black dot marks the origin.
Condition 2.9 (Second particular case of Condition 2.6) \( \Omega_- = \emptyset \),

\[
A(x) = \left( 1_{\mathbb{R}^d \setminus B_1(0)}(x) + \sum_{j=1}^{\infty} a_j 1_{G_j}(x) \right) \mathcal{I}
\]

and

\[
n(x) = 1_{\mathbb{R}^d \setminus B_1(0)}(x) + \sum_{j=1}^{\infty} n_j 1_{G_j}(x),
\]

where

\[
A_{\text{max}} = a_1 \geq \ldots \geq a_j \geq a_{j+1} \geq \ldots \geq 1 = A_{\text{min}},
\]

\[
n_{\text{min}} = n_1 \leq \ldots \leq n_j \leq n_{j+1} \leq \ldots \leq 1 = n_{\text{max}},
\]

and the sets \( G_j \) are defined by

\[
G_j := B_{j/(j+1)}(0) \setminus B_{(j-1)/j}(0).
\]

Condition 2.10 (Particular case of Condition 2.6 corresponding to the transmission problem) \( \Omega_- = \emptyset \),

\[
A(x) = \left( a_1 1_{\Omega_T}(x) + a_0 1_{\mathbb{R}^d \setminus \overline{\Omega_T}}(x) \right) \mathcal{I} \quad \text{and} \quad n(x) = n_1 1_{\Omega_T}(x) + n_0 1_{\mathbb{R}^d \setminus \overline{\Omega_T}}(x),
\]

(2.8)

where \( a_0, a_1, n_0, \) and \( n_1 \) are positive real numbers satisfying

\[
1 = a_o \leq a_i \quad \text{and} \quad 1 = n_o \geq n_i,
\]

(2.9)

and \( \Omega_T \) is a \( C^0 \) bounded open set that is star-shaped with respect to a point.

When \( A \) and \( n \) satisfy Condition 2.10 and \( \Omega_T \) is additionally Lipschitz, the Helmholtz EDP of Definition 2.1 reduces to the Helmholtz transmission problem (see, e.g., [53, Lemma 4.19]).

Definition 2.11 (The Helmholtz transmission problem) Let \( k > 0 \) and let \( n_1, n_o, a_1, a_o \) be positive real numbers. Let \( \Omega_T \) be a bounded connected Lipschitz open set. Let \( f_i \in L^2(\Omega_T) \), \( f_o \in L^2(\mathbb{R}^d \setminus \overline{\Omega_T}) \), and assume that \( f_o \) has compact support. The Helmholtz transmission problem is: find \( u_i \in H^1(\Omega_T) \) and \( u_0 \in H^1_{\text{loc}}(\mathbb{R}^d \setminus \overline{\Omega_T}) \) such that

\[
\begin{align*}
   a_i \Delta u_i + k^2 n_i u_i &= f_i \quad \text{in } \Omega_T, \\
   a_o \Delta u_o + k^2 n_o u_o &= f_o \quad \text{in } \mathbb{R}^d \setminus \overline{\Omega_T}, \\
   u_o &= u_i \quad \text{on } \partial \Omega_T, \\
   a_o \frac{\partial u_o}{\partial \nu} &= a_i \frac{\partial u_i}{\partial \nu} \quad \text{on } \partial \Omega_T,
\end{align*}
\]

(2.10)

and \( u_o \) satisfies the Sommerfeld radiation condition (2.4) with \( k \) replaced by \( k \sqrt{n_o/a_o} \).

Since the definition of the conormal derivative requires that \( \Omega_T \) be Lipschitz (see, e.g., [53, Lemma 4.3]), the transmission problem for non-Lipschitz \( \Omega_T \) must be understood as the EDP with \( A \) and \( n \) given by (2.8).

Theorem 2.7 can be used to obtain a result about the resonances of the EDP under Condition 2.6; and thus in particular about resonances of the transmission problem corresponding to Condition 2.10. To state this result, we introduce the following notation. Let \( R(k) \) denote the solution operator of the EDP of Definition 2.1 when \( g_D \equiv 0 \); i.e. \( R(k) : f \mapsto u \). Although \( R(k) \) depends also on \( A \) and \( n \), in what follows we consider these fixed and consider \( k \) as variable. Given \( \chi \in C_0^\infty(\mathbb{R}^d) \) such that \( \chi \equiv 1 \) in a neighbourhood of \( \Omega_- \), define the cut-off resolvent

\[
R_\chi(k) := \chi R(k) \chi;
\]

then \( R_\chi(k) : L^2(\Omega_+) \rightarrow H^1(\Omega_+) \) for \( k \in \mathbb{R} \setminus \{0\} \). The resonances of the EDP are then defined to be the poles of the meromorphic continuation of \( R_\chi(k) \) into \( \Im k < 0 \).
Corollary 2.12 (Resonance-free strip beneath the real-\( k \) axis) The operator family \( R_\lambda(k) \) is well-defined and holomorphic for \( \Im k > 0 \). If \( \Omega_-, A, \) and \( n \) satisfy the requirements in the definition of the EDP (Definition 2.1), along with the requirements in Condition 2.6, then there exist \( C_2 > 0, j = 1, 2, 3 \) (independent of \( k \) but dependent on \( A, n, \) and \( \Omega_- \)) such that \( R_\lambda(k) \) extends from the upper-half plane to a holomorphic operator family on \( \{\Re k \geq C_3, \Im k \geq -C_2 \} \) satisfying the estimate
\[
\|R_\lambda(k)\|_{L^2(\Omega_+)} 
\leq \frac{C_3}{|k|} \tag{2.11}
\]
in this region.

This corollary follows from the bound of Theorem 2.7 using the result [91, Lemma 2.3]. Recall that [91, Lemma 2.3] takes a resolvent estimate for \( k \) real (such as (1.5)/(1.9)) and converts it into a resolvent estimate in a strip beneath the real-\( k \) axis (such as (2.11)). In principle, one could go into the details of [91, Lemma 2.3] and make the width of the strip \( (C_2 \text{ in Corollary 2.12}) \) explicit in the constant from the bound for \( k \) real. Since Theorem 2.7 gives an explicit expression for that constant, we would have an explicit lower bound for the width of the strip.

Remark 2.13 (Bounds for non-Lipschitz \( \Omega_- \)) In formulating the EDP we assumed that \( \Gamma_D := \partial \Omega_- \) was Lipschitz. We see below that our proofs of the bounds in Theorems 2.5 and 2.7 also hold in the non-Lipschitz case; i.e. with the only assumptions on \( \Omega_- \) that it is a \( C^0 \) bounded open set that is star-shaped with respect to the origin (the BVP is then understood as the variational problem (3.5) below). These arguments were inspired by the arguments in [22, where the bound (1.9) was proved for such \( \Omega_- \) when \( A \equiv I \) and \( n \equiv 1 \).

Remark 2.14 (\( H^2 \)-regularity) The standard finite-element-error analysis of the Helmholtz equation is most comfortable when the solution of the adjoint BVP is in \( \text{H}^2 \) (\( \text{H}^2_{\text{loc}} \) for exterior problems), with a bound on the \( \text{H}^2 \)-norm of the adjoint BVP playing a key role (for the reasons behind this see, e.g., [83, Theorem 6.32 and Remarks 26 and 31] and the references therein). When \( \Omega_- \subseteq \mathbb{C}^1,1, A \in \mathbb{C}^{0,1}(\overline{\Omega_-}, \mathbb{R}^{d\times d}) \), and \( g_D \in \mathbb{H}^{3/2}(\Gamma_D) \), the solution of the EDP (Definition 2.1) is in \( \mathbb{H}^1_{\text{loc}}(\Omega_+) \), and the bound in Theorem 2.5 can then be combined with [53, Theorem 4.18 (i)] or [40, Theorems 2.3.3.2 and 2.4.2.5] to produce a bound on the \( H^2 \)-norm. (When \( A \not\equiv I \), however, [53, Theorem 4.18 (i)] and [40, Theorem 2.3.3.2] do not state explicitly how the constants in the bound depend on \( A \), although this dependence could in principle be determined.)

Remark 2.15 (\( A \) and \( n \) perturbations) The case when \( A \) and \( n \) are \( L^\infty \) perturbations of \( A_0 \) and \( n_0 \) satisfying Condition 2.4/2.6 is investigated more in [71, Remark 1.14], but we mention here the particular case when \( n = n_0 + \eta \). Writing the PDE as
\[
\nabla \cdot (A u) + k^2 n_0 u = -f - k^2 \eta u \tag{2.12}
\]
and applying Theorem 2.5/2.7, we see that if \( \|\eta\|_{L^\infty(\Omega_n)} \) is sufficiently small, then bounds similar to those in Theorem 2.5/2.7 hold, since one can absorb the contribution from the \( k^2 \eta u \) term in (2.12) into the \( \mu_2 k^2 \|u\|_{L^2(\Omega_n)}^2 \) appearing on the left-hand side of (1.9).

In Theorems 2.5 and 2.7 the right-hand side of the PDE, \( f \), is in \( L^2(\Omega_+) \) with compact support. A standard argument appearing in, e.g., [22, Text between Lemmas 3.3 and 3.4], [7, Proof of Corollary 1.10] can then be used to prove bounds for \( f \in (H^1_{0,D}(\Omega_R))^\prime \) where \( H^1_{0,D}(\Omega_R) \) is the space in which the variational formulation of the EDP with \( g_D \equiv 0 \) is formulated (i.e. \( H^1 \) with a zero Dirichlet boundary condition on \( \Gamma_D \); see (3.4) below). A bound with data in \( (H^1)^\prime \) is then equivalent to a bound on the inf-sup constant (see, e.g., [80, Theorem 2.1.44]). In stating this corollary, we use the norm
\[
\|v\|^2_{H^1_0(\Omega_n)} := \|\nabla v\|^2_{L^2(\Omega_n)} + k^2 \|v\|^2_{L^2(\Omega_n)} \quad \text{for} \quad v \in H^1_0(\Omega_R). \tag{2.13}
\]

Corollary 2.16 (Bound on the inf-sup constant of the EDP under Condition 2.4/2.6) Let \( \Omega_-, A, \) and \( n \) satisfy the requirements in the definition of the EDP (Definition 2.1), along with
the requirements in Condition 2.4/2.6. Given \( F \in (H^1_0(D, \Omega_R'))' \) let \( u \) be the solution of the variational formulation of the EDP (3.5) below. Then \( u \) exists, is unique, and satisfies the bound

\[
\|u\|_{H^1_0(\Omega_R)} \leq \frac{1}{\min(A_{\min}, n_{\min})} \left( 1 + 2 \sqrt{\frac{C_1}{\min(\mu_1, \mu_2)}} n_{\max}^k \right) \|F\|_{(H^1_0(\Omega_R))'},
\]

(2.14)

for all \( k > 0 \), where \( C_1 \) is given by (1.10). Thus, the inf-sup constant of the sesquilinear form \( a(\cdot, \cdot) \) defined by (3.6) satisfies the lower bound

\[
\inf_{u \in H^1_0(D, \Omega)} \sup_{v \in H^1_0(D, \Omega) \setminus \{0\}} \frac{|a(u, v)|}{\|u\|_{H^1_0(\Omega)} \|v\|_{H^1_0(\Omega)}} \geq \min(A_{\min}, n_{\min}) \left( 1 + 2 \sqrt{\frac{C_1}{\min(\mu_1, \mu_2)}} n_{\max}^k \right)^{-1}.
\]

2.3 The analogues of the results in §2.2 when \( A \) and \( n \) satisfy (1.7) or (1.8)

**Condition 2.17** (A Lipschitz, \( n = 1, g_D \equiv 0, \Omega_- \) star-shaped) \( d = 2, 3, \Omega_- \) is star-shaped with respect to the origin, \( A \in C^{0,1}(\Omega_+, \mathbb{R}^{d \times d}) \), \( n = 1, g_D \equiv 0 \), and there exists \( \mu_3 > 0 \) such that

\[
2A(x) - (x \cdot \nabla)A(x) \geq \mu_3, \text{ in the sense of quadratic forms, for almost every } x \in \Omega_+.
\]

(2.15)

**Condition 2.18** (n Lipschitz, \( A \equiv I, g_D \not\equiv 0, \Omega_- \) star-shaped w.r.t. a ball) \( d = 2, 3, \Omega_- \) is star-shaped with respect to a ball centred at the origin, \( A \equiv I, n \in C^{0,1}(\Omega_+) \) and there exists \( \mu_4 > 0 \) such that

\[
2n(x) + x \cdot \nabla n(x) \geq \mu_4 \text{ for almost every } x \in \Omega_+.
\]

(2.16)

Observe that the conditions on \( A \) and \( n \) varying on their own, i.e. (2.15) and (2.16), are less restrictive than the conditions on \( A \) and \( n \) varying together, i.e. (2.6) and (2.7).

**Theorem 2.19** (Bounds on the EDP under Conditions 2.17 and 2.18)

(i) If \( \Omega_- \), \( A \), \( n \), \( f \), and \( g_D \) satisfy the requirements in the definition of the EDP (Definition 2.1), along with the requirements in Condition 2.17, then the solution of the EDP exists and is unique. Furthermore, given \( R > 0 \) with both \( \text{supp}(I - A) \) and \( \text{supp} f \) compactly contained in \( \Omega_R \),

\[
\mu_3 \left( \|\nabla u\|_{L^2(\Omega_R)}^2 + k^2 \|u\|_{L^2(\Omega_R)}^2 \right) \leq C_2 \|f\|_{L^2(\Omega_+)}^2,
\]

(2.17)

for all \( k > 0 \), where

\[
C_2 = \frac{4}{\mu_3} \left( R^2 + \left( R + 1 + \frac{d}{2k} \right)^2 \right) \left( 1 + 4A_{\max} + \frac{24(A_{\max})^2}{k^2} \right)^2 + \frac{4\mu_3}{k^2}.
\]

(ii) If \( \Omega_- \), \( A \), \( n \), \( f \), and \( g_D \) satisfy the requirements in the definition of the EDP (Definition 2.1) along with the requirements in Condition 2.18, then the solution of the EDP exists and is unique. Let \( L_D := \max_{x \in \Gamma_D} |x| \), and let \( aL_D \) be the radius of the ball with respect to which \( \Omega_- \) is star-shaped. Given \( R > 0 \) with both \( \text{supp}(1 - n) \) and \( \text{supp} f \) compactly contained in \( \Omega_R \),

\[
\mu_4 \left( \|\nabla u\|_{L^2(\Omega_R)}^2 + k^2 \|u\|_{L^2(\Omega_R)}^2 \right) + \frac{aL_D}{2} \left\| \frac{\partial u}{\partial \nu} \right\|_{L^2(\Gamma_D)}^2 \leq C_3 \|f\|_{L^2(\Omega_+)}^2 + C_4 \|\nabla_D g_D\|_{L^2(\Gamma_D)}^2 + C_5 k^2 \|g_D\|_{L^2(\Gamma_D)}^2
\]

(2.18)

for all \( k \geq \sqrt{3/8R^{-1}} \), where

\[
C_3 = \frac{4}{\mu_4} \left( R^2 + \left( 2R + \frac{d - 2}{2k} \right)^2 \right) \left( 1 + \frac{3}{2} n_{\max} \right)^2 + \frac{2\mu_4}{k^2 n_{\max}}.
\]

(2.19)
\[ C_4 = 2 \left( 1 + \frac{3}{2} \mu_{\text{max}} \right) L_D \left( 1 + \frac{4}{a} \right), \]

and

\[ C_5 = 2 \left( 1 + \frac{3}{2} \mu_{\text{max}} \right) \frac{4}{a L_D} \left( 2R + \frac{d - 2}{2k} \right)^2 + \frac{2 \eta^2}{a L_D k^2}. \]

Observe that, given \( k_0 > 0 \), each of \( C_j, j = 2, \ldots, 5 \) can be bounded above, independently of \( k \), for \( k \geq k_0 \).

Analogy of Remarks 2.13, 2.14, and 2.15, and Corollary 2.16 hold for the results of Theorem 2.19. The only exception is that the assumption that \( \Omega_- \) is Lipschitz cannot be removed (as described in Remark 2.13) from Part (ii) of Theorem 2.19, since the bound (2.18) involves the normal derivative on the boundary, and one needs the domain to be Lipschitz for the normal derivative to be well-defined.

Remark 2.20 (Star-shaped vs. star-shaped with respect to a ball) In Conditions 2.4 and 2.17 we assumed that \( g_D \equiv 0 \) and \( \Omega_- \) is star-shaped, and we obtained bounds under these conditions in Theorems 2.5 and 2.19(i) (respectively) using Morawetz identities. Morawetz identities can be used to obtain bounds when \( g_D \neq 0 \) or \( \Omega_- \) is star-shaped with respect to a ball, but when \( A \equiv I \) the calculations involving the surface gradient are more involved than the case \( A \equiv I \) (compare (4.9) and (4.12) below); we therefore exclude the case \( g_D \neq 0 \) from Theorems 2.5 and 2.19(i) for brevity.

On the other hand, Condition 2.18 (where \( A \equiv I \)) allows \( g_D \neq 0 \) and \( \Omega_- \) that are star-shaped with respect to a ball. Recall that \( g_D \neq 0 \) is needed to cover scattering of a plane-wave; indeed, in this case, \( u \) in Definition 2.1 is the scattered field and \( g_D \) equals minus the trace of the incident plane wave (which is not zero); see, e.g., [21, Page 107]. Note that if \( \Omega_- \) is only star-shaped and additionally \( g_D \equiv 0 \), then the bound (2.18) holds with all the norms over \( \Gamma_D \) removed.

Remark 2.21 (Bounds on the full-space problem) Taking the obstacle \( \Omega_- \) to be the empty set, changing \( \Omega_R \) to \( B_R \), and ignoring all the norms on \( \Gamma_D \), the results of Theorem 2.19 apply to the full-space problem.

Remark 2.22 (Dimensional arguments) From dimensional arguments, we expect the factors \( C_1, C_2, \) and \( C_3 \) to have the dimension of \((\text{length})^2\), and \( C_4 \) and \( C_5 \) to have dimension of length (see, e.g., [60, Remarks 3.6 and 3.8]). This is the case provided that we (a) interpret the \( R + 1 \) in \( C_2 \) as having the dimension of length, and (b) interpret the \((A_{\text{max}})^2/k^2\) in \( C_2 \) as having an extra \((\text{length})^{-2}\) factor (and thus being dimensionless). These apparent discrepancies arise because we choose a distance to be equal to one in the proof of the bound (2.17): we apply the Morawetz identity in a ball of radius \( R + 1 \), as opposed to \( R + b \) for some arbitrary \( b \) with dimensions of length. Thus in (a) above we have \( R + 1 \) instead of \( R + b \) and in (b) we have \( k^2 = ((R + 1) - R)^2 k^2 \) instead of \( b^2 k^2 = ((R + b) - R)^2 k^2 \).

2.4 Discussion of previous work

This discussion focuses on the exterior Dirichlet and full-space problems; nevertheless, there is a substantial literature on well-posedness and \( k \)-explicit bounds for the Helmholtz equation when either the obstacle \( \Omega_- \) is unbounded or at least one of \( \text{supp}(I - A) \), \( \text{supp}(1 - n) \), and \( \text{supp} f \) is not compact (e.g. scattering by infinite rough surfaces and/or infinite rough layers); see [61, Remark 3.9] and the references therein for an overview of results about these problems.

Existence and uniqueness results. As discussed in §1, the unique continuation principle (UCP) gives uniqueness of the solution of (1.1) when \( A \) is Lipschitz and \( n \in L^\infty \).

The Baire-category argument of [4] uses the fact that a UCP is known for the time-harmonic Maxwell system with Lipschitz coefficients [68] to prove uniqueness of the solution of the time-harmonic Maxwell problem posed in \( \mathbb{R}^3 \) with piecewise-Lipschitz coefficients, provided that the subdomains on which the coefficients are defined satisfy [4, Assumption 1]. This assumption allows a large class of subdomains (including any bounded finite collection), but does not allow the subdomain boundaries to concentrate from below on a surface in \( \Omega_+ \), and thus the subdomains in Figure 1b are ruled out (see [4, Figure 1]).
The argument in [4] equally applies to the Helmholtz equation with piecewise-Lipschitz $A$ and piecewise-$L^\infty$, proving uniqueness (and hence, by Fredholm theory, well-posedness) of the BVPs corresponding to Condition 2.8 (see Figure 1a) and Condition 2.10 (see Figure 1e), but not of the BVP corresponding to Condition 2.9 (see Figure 1b).

**Bounds on the EDP/full-space problem when $A$ and $n$ are continuous.** The paper [9] considers $A \in C^1$, $n \equiv 1$, $A \to I$ uniformly as $r \to \infty$, [11] considers $A \equiv I$, $n \in C^1$, $n \to 1$ as $r \to \infty$, and both prove weighted estimates rather than cut-off resolvent estimates. The paper [9] uses Morawetz identities with the vector field $x$, and hence requires $\Omega_-$ to be star-shaped with respect to ball. The paper [11] considers a more general class of domains than star-shaped [11, Definition 2.1] by modifying vector field $x$ in a neighbourhood of the obstacle (see also [10]). The results of [9] are obtained under inequalities about norms of $A$ in $\Omega_+$ that essentially guarantee that (1.7) holds; the results of [9] are obtained under a condition [9, Equation 4.3] similar to (1.8), but different since the vector field is no longer $x$.

The paper [72] considers the full-space problem, but with supp$(1 - n)$ not compact. They use Morawetz identities with the vector field $x$, and effectively prove a cut-off resolvent estimate under a condition [72, Equation 1.8], similar to (1.8), that limits the decrease of $n$ in the radial direction.

**Bounds on the EDP/full-space problem when $A$ and $n$ are not continuous (transmission problems).** The nontrapping resolvent estimate (1.3) for the full-space problem when $A$ and $n$ have a single common nontrapping jump across a $C^\infty$ interface with strictly positive curvature was obtained in [18] (following earlier work in [73])$^2$. With the transmission problem written as in Definition 2.11, the nontrapping case is when

$$\frac{n_i}{n_o} \leq \frac{a_i}{a_o},$$

(2.20)

and the trapping case is when this inequality is reversed. In the trapping case, when the interface $\partial\Omega_T$ is $C^\infty$ with strictly positive curvature, [74] proved that there is a sequence of resonances super-algebraically close to the real axis. The worse-case bound of exponential growth in $k$ (1.5) for general $C^\infty$ $\partial\Omega_T$ was then proved in [8].

In [61], a resolvent estimate was proved for the nontrapping problem where $A$ and $n$ have one jump across a star-shaped Lipschitz $\partial\Omega_T$, and satisfy the slightly-stronger condition than (2.20) that (2.9) holds, i.e. that

$$\frac{n_i}{n_o} \leq 1 \leq \frac{a_i}{a_o};$$

the corresponding resonance-free region was then deduced (as in Corollary 2.12 above) from the results of [91]. Theorem 2.7 and Corollary 2.12 therefore contain the generalisations of the results of [61] to non-Lipschitz (but still star-shaped) $\partial\Omega_T$$^3$.

In the case when $A \equiv I$ and $n$ has one jump on a sphere (i.e. transmission through a penetrable ball), a priori estimates of Sobolev norms of arbitrary order on spherical surfaces in $\Omega_R$ were obtained in [16, 17], with the spherical surfaces needing to be a sufficient distance from the obstacle in the trapping case. Resolvent estimates when both $A$ and $n$ are discontinuous across a sphere, but $n$ is complex were obtained in [67].

In terms of the methods used, [18, 73, 74] use microlocal analysis and propagation of singularities, [67, 61] use Morawetz identities with the vector field $x$, and [16, 17] use separation of variables and results about the asymptotics of Bessel and Hankel functions.

**Local energy decay of EDP for the wave equation.** The relationship between a resolvent estimate on the time-harmonic problem and local-energy decay for solutions of the corresponding wave equation is well-understood in scattering theory (see, e.g., [91, Theorem 1.1]). We therefore mention briefly the following results on local-energy decay for the EDP for the wave equation (1.2),

$^2$In fact, [18] also considers the analogous nontrapping transmission problem for the EDP when the impenetrable obstacle $\Omega_-$ is nontrapping.

$^3$Although [61] considers more-general transmission conditions than in (2.10), namely $u_o = u_i + g_D$ and $a_o(\partial u_o/\partial n) = a_i(\partial u_i/\partial n) + g_N$ for arbitrary $g_D \in H^1(\partial\Omega_T)$ and $g_N \in L^2(\partial\Omega_T)$.
which are essentially equivalent to resolvent estimates on (1.1). Again these use Morawetz identities with the vector field $x$, and therefore require $\Omega$- to be star-shaped. The report [51] considers $A \equiv I$, $n \in C^1$, and radial, and obtains local energy decay under essentially the condition (1.8). The paper [96] considers $A, n \in C^1$, with $A$ scalar, and obtains local energy decay under essentially under the condition (1.6); the paper [12] is the analogue of [96] except with matrix-valued $A$. For more recent extensions and generalisations of these arguments and results, see [57] and the references therein.

3 Preliminary results and inequalities

3.1 Background theory of the EDP

We now give the variational formulation of the EDP with zero Dirichlet data. This formulation is based on Green’s identity; for a proof of this identity, see, e.g., [53, Lemma 4.3].

Lemma 3.1 (Green’s identity and conormal derivative) Let $\Omega$ be a bounded Lipschitz open set. If $A \in L^\infty(\Omega, \mathbb{R}^{d \times d})$, $u \in H^1(\Omega)$, and $\nabla \cdot (A \nabla u) \in L^2(\Omega)$ (understood as in (2.5)) then there exists a uniquely defined $\phi \in H^{-1/2}(\partial \Omega)$ such that

$$
\langle \phi, \gamma v \rangle_{\partial \Omega} = \int_\Omega \nabla \cdot (A \nabla u) + \int_\Omega (A \nabla u) \cdot \nabla v \quad \text{for all } v \in H^1(\Omega),
$$

where $\langle \cdot, \cdot \rangle_{\partial \Omega}$ denotes the duality pairing on $\partial \Omega$. Furthermore, if $u \in H^2(\Omega)$ and $A \in C^{0,1}(\overline{\Omega}, \mathbb{R}^{d \times d})$ then $\phi = \nu \cdot \gamma(A \nabla u)$ and thus we denote $\phi$ by $\partial u / \partial \nu_A$.

Recall the notation that $B_R := \{x : |x| < R\}$ and let $\Gamma_R := \partial B_R = \{x : |x| = R\}$. Define $T_R : H^{1/2}(\Gamma_R) \to H^{-1/2}(\Gamma_R)$ to be the Dirichlet-to-Neumann map for the equation $\Delta u + k^2 u = 0$ posed in the exterior of $B_R$ with the Sommerfeld radiation condition (2.4). The definition of $T_R$ in terms of Hankel functions and polar coordinates (when $d = 2$) or spherical polar coordinates (when $d = 3$) is given in, e.g., [22, Equations 3.5 and 3.6] [66, §2.6.3], [55, Equations 3.7 and 3.10]. Two key properties of $T_R$ that we use below are contained in the following lemma.

Lemma 3.2 (Two key properties of $T_R$)

(i) $\mathcal{R}( - \langle T_R \phi, \phi \rangle_{\Gamma_R} ) \geq 0$ for all $\phi \in H^{1/2}(\Gamma_R)$,

where $\langle \cdot, \cdot \rangle_{\Gamma_R}$ denotes the duality pairing on $\Gamma_R$.

(ii) There exists $C > 0$, independent of $k$, such that

$$
|\langle T_R(\gamma u), \gamma v \rangle_{\Gamma_R}| \leq C \|u\|_{H^1_0(\Omega_R)} \|v\|_{H^1_0(\Omega_R)} \quad \text{for all } u, v \in H^1(\Omega_R).
$$

References for the proof. (i) is proved in [22, Corollary 3.1] or [66, Theorem 2.6.4], and (ii) is proved in [55, Lemma 3.3].

Lemma 3.3 (Variational formulation of EDP with $g_D \equiv 0$) With $\Omega$, $f$, $n$, and $A$ as in Definition 2.1, choose $R > 0$ such that $\text{supp}(I - A)$, $\text{supp}(1 - n)$, and $\text{supp} f$ are all compactly contained in $B_R$. Let $\Omega_R := \Omega \cap B_R$ and let

$$
H^1_{0,D}(\Omega_R) := \{v \in H^1(\Omega_R) : \gamma v = 0 \text{ on } \Gamma_D\}.
$$

The variational formulation of the EDP of Definition 2.1 with $g_D = 0$ is:

$$
\text{find } u \in H^1_{0,D}(\Omega_R) \text{ such that } a(u, v) = F(v) \quad \text{for all } v \in H^1_{0,D}(\Omega_R),
$$

where

$$
a(u, v) := \int_{\Omega_R} ( (A \nabla u) \cdot \nabla v - k^2 nu \pi ) - \langle T_R \gamma u, \gamma v \rangle_{\Gamma_R} \quad \text{and} \quad F(v) := \int_{\Omega_R} f \pi.
$$
Proof of Lemma 3.3. If \( u \in H^1_{loc}(\Omega_+) \) satisfies the EDP of Definition 2.1 with \( g_D \equiv 0 \) then its restriction to \( \Omega_R \) is in \( H^1_{0,D}(\Omega_R) \). Then, applying Green’s identity (3.1) in \( \Omega_R \) and using the fact that \( u \) satisfies \( \Delta u + k^2 u = 0 \) in a neighbourhood of \( \Gamma_R \), we find that \( u|_{\Gamma_R} \) satisfies the variational problem (A.5).

Conversely, given \( u \in H^1_{0,D}(\Omega_R) \) satisfying the variational problem (3.5), by letting \( v \in C_c^\infty(\Omega_R) \) in (3.5), we see that \( u \) satisfies the Helmholtz equation in \( \Omega_R \) in the sense of (2.5). With \( \Omega_R^g := \mathbb{R}^d \setminus \Omega_R \) and \( h_R := \gamma u \) on \( \Gamma_R \), we extend \( u \) by setting \( u|_{\Omega_R^g} \) to be the solution of the Dirichlet problem for the homogeneous Helmholtz equation in \( \Omega_R^g \) satisfying the Sommerfeld radiation condition (2.4), with Dirichlet data on \( \Gamma_R \) equal to \( h_R \). Using the variational problem (3.5), Green’s identity, and the definition of \( T_R \), one can show that the Neumann traces on either side of \( \Gamma_R \) of the extended function are equal. The fact that both the Dirichlet and Neumann traces are continuous across \( \Gamma_R \) then implies that the extended function satisfies \( \Delta u + k^2 u = 0 \) in a neighbourhood of \( \Gamma_R \) and thus is \( C^\infty \) in this neighbourhood. The extended function is therefore in \( H^1_{loc}(\Omega_+) \) and satisfies the EDP.

\[ \square \]

Lemma 3.4 (Continuity of the sesquilinear form) The sesquilinear form \( a(\cdot, \cdot) \) of the EDP defined by (3.6) is continuous on \( H^1(\Omega_R) \).

Proof of Lemma 3.4. This follows from the Cauchy-Schwarz inequality and the inequalities (2.1), (2.2), (3.3).

\[ \square \]

Lemma 3.5 (Existence and uniqueness from an a priori bound) If, under the assumption of existence, one has a bound on the solution of the EDP in terms of the data, then the solution exists and is unique.

Proof. We first consider the case when \( g_D \equiv 0 \). The sesquilinear forms of both the EDP and TEDP with \( g_D \equiv 0 \) satisfy Gårding inequalities. Indeed, in the case of the EDP, (3.2) and (2.2) imply that, for any \( v \in H^1_{0,D}(\Omega_R) \),

\[ \Re a(v, v) \geq A_{min} \| \nabla v \|^2_{L^2(\Omega_R)} - k^2 n_{max} \| v \|^2_{L^2(\Omega_R)}, \]

where \( \| v \|_{H^1(\Omega_R)} \) is defined by (2.13). A bound on the solution, under the assumption of existence, shows that the solution of the BVP (if it exists) is unique. Since the sesquilinear form is continuous and satisfies a Gårding inequality, Fredholm theory implies that the solution of the variational problem exists and is unique; see, e.g., [53, Theorem 2.34], [31, §6.2.8], [83, Theorem 6.31].

When \( g_D \neq 0 \), uniqueness of the solution still follows from the a priori bound. We recall that there exists \( \tilde{\gamma} : H^{1/2}(\Gamma_D) \to H^1_{0,D}(\Omega_+) \) such that \( \gamma \tilde{\gamma} \phi = \phi \) for all \( \phi \in H^{1/2}(\Gamma_D) \); see, e.g., [53, Theorem 3.37]. Given \( u \) satisfying the EDP with \( g_D \neq 0 \), we have that \( u - \tilde{\gamma} g_D \) satisfies the EDP with zero Dirichlet data and with suitably modified \( f \) and \( g \) (the compact support of \( \tilde{\gamma} g_D \) ensures that \( u - \tilde{\gamma} g_D \) satisfies the radiation condition). Existence of the solution of the EDP then follows from the case \( g_D \equiv 0 \).

We now recall a regularity result due to Nečas.

Theorem 3.6 (Nečas’ regularity result [65, §5.1.2, 5.2.1], [53, Theorem 4.24]) Let \( \Omega \) be a bounded Lipschitz open set, let \( A \in C^{0,1}(\bar{\Omega}, \mathbb{R}^{d \times d}) \) with \( A_{ij} = A_{ji} \) and let \( A \) satisfy the inequality (2.2) with \( \Omega_+ \) replaced by \( \Omega \) and \( A_{min} > 0 \). If \( u \in H^1(\Omega) \) with \( \nabla \cdot (A \nabla u) \in L^2(\Omega) \) (understood in the sense of (2.5)), then \( \partial u/\partial \nu_A \in L^2(\partial \Omega) \) if and only if \( \gamma u \in H^1(\partial \Omega) \).

This result is proved using the analogue of the identity (4.8) below with the vector field \( \mathbf{x} \) replaced by a general vector field.

We now apply this result to the solution of the EDP. It is convenient to introduce the following notation: for \( \Omega \) a bounded Lipschitz open set and \( A \in C^{0,1}(\bar{\Omega}, \mathbb{R}^{d \times d}) \) with \( A_{ij} = A_{ji} \), define the space

\[ V(\Omega) := \left\{ v \in H^1(\Omega) : \nabla \cdot (A \nabla v) \in L^2(\Omega), \partial v/\partial \nu_A \in L^2(\partial \Omega), \gamma v \in H^1(\partial \Omega) \right\}. \]
Observe that Theorem 3.6 implies that either of the conditions $\partial v / \partial v A \in L^2(\partial \Omega)$ and $\gamma v \in H^1(\partial \Omega)$ can be left out of the definition of $V(\Omega)$ (since one implies the other).

**Corollary 3.7 (Nečas’ regularity result applied to the EDP)** Let $R$ be such that $\Omega_\nu = \Omega_R$. If $A \in C^{0,1}(\Omega_R, \mathbb{R}^{d \times d})$, $A_{ij} = A_{ji}$, and $A$ satisfies the inequality (2.2) with $A_{\min} > 0$, then the solution of the EDP of Definition 2.1 is in $V(\Omega_R)$.

**Proof of Corollary 3.7.** The facts that $f \in L^2(\Omega_R)$ and $u \in H^1(\Omega_R)$ imply that $\nabla \cdot (A \nabla u) \in L^2(\Omega_R)$, and the fact that $g_D \in H^1(\Gamma_D)$ implies that $\gamma u \in H^1(\Gamma_D)$). Interior $H^2$-regularity of the operator $L_{A,n}$ on compact subsets of $\Omega_R$ [53, Theorem 4.16], [31, §6.3.1] and the fact that $f \in L^2(\Omega_\nu)$ with compact support imply that $\gamma u \in H^1(\Gamma_R)$ and $\partial u / \partial v A \in L^2(\Gamma_R)$. Applying the Nečas result in $\Omega_R$ then gives that $\partial u / \partial v A \in L^2(\Gamma_D)$ and we are done. □

When $A \equiv I$, we have the following density result for the space $V(\Omega)$.

**Lemma 3.8 ([25, Lemmas 2 and 3])** If $\Omega$ is Lipschitz and $A \equiv I$, then $D(\Omega) := \{ u|_{\Omega} : u \in C^\infty(\mathbb{R}^d) \}$ is dense in $V(\Omega)$.

This result, which relies on results in [47] and [28], allows us to easily apply the integrated Morawetz identity, (4.13), below to the solution of the EDP when $A \equiv I$. Lemma 3.8 can be generalised to the case $A \in C^1$ using [58, Proposition 7.4]. However, when $A \not\equiv I$ we use simpler techniques that bypass this density issue by first proving the a priori bounds for smooth star-shaped domains, and then using the following approximation result.

**Lemma 3.9 (Approximation of star-shaped domains [22, Lemma 3.7])** Let $S := \{ x \in \mathbb{R}^d : |x| = 1 \}$. If $\Omega_\nu$ is $C^0$ and starshaped then, for every $\phi \in C_\text{comp}^\infty(\Omega_\nu)$ and $R > \sup_{x \in \Gamma} |x|$, there exists $f \in C^\infty(S, \mathbb{R})$ with $\min_{x \in S} f(x) > 0$ such that

$$\text{supp} \phi \subset \Omega'_\nu := \left\{ sf(\tilde{x})\tilde{x} \in \mathbb{R}^d : \tilde{x} \in S, s > 1 \right\},$$

and $\mathbb{R}^d \setminus B_R \subset \Omega'_\nu \subset \Omega_\nu$.

### 3.2 Preliminary inequalities

We repeatedly use both the Cauchy-Schwarz inequality and the inequality

$$2ab \leq \varepsilon a^2 + \frac{b^2}{\varepsilon} \quad \text{for } a, b, \text{ and } \varepsilon > 0$$

(following [31, §B.2] we refer to (3.7) as the Cauchy inequality).

We now use Green’s identity to bound the $L^2$ norm of $\nabla u$ in terms of the $L^2$ norm of $u$ (and vice versa) along with norms of the data and traces of $u$. This is a well-known method: see, e.g., [62, Theorem 1.1] and [82, Lemma 2.2], and note that the idea is similar to that of Caccioppoli in the Calculus of Variations.

**Lemma 3.10 (Bounding the $H^1$ semi-norm of $u$ via the $L^2$ norm and $L^2$ norm of $f$)** Assume there exists a solution to the EDP of Definition 2.1.

(i) Let $R > 0$ be such that $\Omega_\nu$, supp$(I - A)$, supp$(1 - n)$, and supp$f$ are all compactly contained in $\Omega_R$. Then, for all $k > 0$,

$$A_{\min} \left\| \nabla u \right\|_{L^2(\Omega_R)}^2 \leq \frac{3}{2} n_{\max} k^2 \left\| u \right\|_{L^2(\Omega_R)}^2 + \frac{1}{2n_{\max} k^2} \left\| f \right\|_{L^2(\Omega_R)}^2 + \left\| \gamma u \right\|_{L^2(\Gamma_D)} \left\| \frac{\partial u}{\partial v A} \right\|_{L^2(\Gamma_D)},$$

(ii) Let $R > 0$ be such that $\Omega_\nu \subset \subset \Omega_R$. Then, for all $k > 0$,

$$n_{\min} k^2 \left\| u \right\|_{L^2(\Omega_R)}^2 \leq 4 \left( A_{\max} + \frac{6(A_{\max})^2}{n_{\min} k^2} \right) \left\| \nabla u \right\|_{L^2(\Omega_R)}^2 + \frac{2}{n_{\min} k^2} \left\| f \right\|_{L^2(\Omega_R)}^2 + 4 \left\| \gamma u \right\|_{L^2(\Gamma_D)} \left\| \frac{\partial u}{\partial v A} \right\|_{L^2(\Gamma_D)}.$$
Proof. (i) Applying Green’s identity (3.1) with \( \Omega = \Omega_R \), with \( u \) the solution of the EDP, and with \( v = u \), we obtain

\[
- \left\langle \frac{\partial u}{\partial n_A}, \gamma u \right\rangle_{\Gamma_D} + \int_{\Gamma_R} \frac{\partial u}{\partial r} \cdot \nabla u = \int_{\Omega_R} (A\nabla u) \cdot \nabla u - k^2 n|u|^2 - \pi f,
\]

where we have used the fact that \( u \in C^\infty \) in a neighbourhood of \( \Gamma_R \) (by elliptic regularity) to write the duality pairing on \( \Gamma_R \) as an integral. The key point now is that the inequality (3.2)/(4.23) involving the term on \( \Gamma_R \) in (3.10) allows us to obtain an upper bound on \( \int_{\Omega_R} (A\nabla u) \cdot \nabla u \). Indeed, taking the real part of (3.10), using the inequality (3.2)/(4.23), and then the Cauchy-Schwarz inequality and the inequalities on \( A \) and \( n \) (2.2) and (2.1), we obtain that

\[
A_{\min} \| \nabla u \|^2_{L^2(\Omega_R)} \leq n_{\min} k^2 \| u \|^2_{L^2(\Omega_R)} + \| u \|_{L^2(\Omega_R)} \| f \|_{L^2(\Omega_R)} + \| \gamma u \|_{L^2(\Gamma_D)} \left\| \frac{\partial u}{\partial n_A} \right\|_{L^2(\Gamma_D)}.
\]

The result (3.8) then follows from using the Cauchy inequality (3.7) on \( \| u \|_{L^2(\Omega_R)} \| f \|_{L^2(\Omega_R)} \).

(ii) The sign property of the inequality (3.2)/(4.23) does not allow us to obtain an upper bound on \( k^2 \int_{\Omega_R} n|u|^2 \) via the argument in Part (i). Instead we apply Green’s identity in \( \Omega_{R+1} \) with \( u \) the solution of the EDP and \( v = \chi u \), where \( \chi(x) := \chi(r) \) is such that \( \chi \equiv 1 \) on \([0, R]\), \( \chi(R + 1) = 0 \), and \( \chi(r) = F(R + 1 - r) \) for \( r \in [R, R + 1] \), where \( F(t) := t^2(3 - 2t) \). Observe that \( F \) increases from 0 to 1 as \( t \) increases from 0 to 1, and thus \( \chi \) decreases from 1 to 0 as \( r \) increases from \( R \) to \( R + 1 \). This particular choice of \( F \) is motivated by the fact that there exists an \( M > 0 \) such that

\[
\frac{\left( F'(t) \right)^2}{F(t)} \leq M \quad \text{for all} \quad 0 \leq t \leq 1;
\]

in fact, one can easily verify that this last inequality holds with \( M = 12 \).

Applying Green’s identity (3.1) as described above we obtain

\[
- \left\langle \frac{\partial u}{\partial n_A}, \gamma u \right\rangle_{\Gamma_D} + \int_{\Omega_{R+1}} \chi(A\nabla u) \cdot \nabla u + (A\nabla u) \cdot (\pi \nabla \chi) - k^2 n\chi|u|^2 - \chi \pi f \quad (3.12)
\]

(where we use the convention on \( \Gamma_D \) that the normal points out of \( \Omega_R \) and thus into \( \Omega_{R+1} \)); observe that, since \( \chi(R + 1) = 0 \), there is no contribution from \( \Gamma_R \), and thus we have avoided the issue with the sign in the inequality (3.2)/(4.23). Now, by the Cauchy-Schwarz and Cauchy inequalities

\[
\left| \int_{\Omega_{R+1}} (A\nabla u) \cdot (\pi \nabla \chi) \right| \leq \frac{\varepsilon}{2} \int_{\Omega_{R+1}} \chi|u|^2 + \frac{1}{2\varepsilon} \int_{\Omega_{R+1}} |A\nabla u|^2 \frac{|\nabla \chi|^2}{\chi}. \quad (3.13)
\]

Then, using the second inequality in (2.2), the inequality (3.11) with \( M = 12 \), and choosing \( \varepsilon = n_{\min} k^2 \) we obtain that

\[
\left| \int_{\Omega_{R+1}} (A\nabla u) \cdot (\pi \nabla \chi) \right| \leq \frac{n_{\min} k^2}{2} \int_{\Omega_{R+1}} \chi|u|^2 + \frac{6(A_{\max})^2}{n_{\min} k^2} \int_{\Omega_{R+1}} |\nabla u|^2.
\]

Using this last inequality in (3.12), we find that

\[
\frac{n_{\min} k^2}{2} \int_{\Omega_{R+1}} \chi|u|^2 \leq \left( A_{\max} + \frac{6(A_{\max})^2}{n_{\min} k^2} \right) \left\| \nabla u \right\|^2_{L^2(\Omega_{R+1})} + \int_{\Omega_{R+1}} \chi \pi f + \| \gamma u \|^2_{L^2(\Gamma_D)} \left\| \frac{\partial u}{\partial n_A} \right\|^2_{L^2(\Gamma_D)}.
\]

Using the Cauchy inequality (3.7) again on the term \( \int_{\Omega_{R+1}} \chi \pi f \) with weight \( \varepsilon = n_{\min} k^2 \), we obtain (3.9).

Remark 3.11 (Dimensions of the factors in (3.8) and (3.9)) The dimensions of the factors in front of the norms in (3.8) and (3.9) are as expected apart from

\[
\left( A_{\max} + \frac{6(A_{\max})^2}{n_{\min} k^2} \right);
\]

this expression should be non-dimensional, but instead the second term has dimension (length)^2. This discrepancy is because there is the factor \( 1 = ((R + 1) - R)^2 \) (the distance between \( B_{R+1} \) and \( B_R \) squared) multiplying the \( k^2 \)'s, providing the missing \( (\text{length})^{-2} \).
4 Morawetz-type identities and associated results

4.1 Morawetz-type identity for the operator $L_{A,n}$

When writing these identities, it is convenient to use the notation that $\langle a, b \rangle := \sum_{j=1}^{d} a_j b_j$ for $a, b \in \mathbb{C}^d$.

**Lemma 4.1 (Morawetz-type identity)** Let $\Omega \subset \mathbb{R}^d$, $d \geq 2$. Let $v \in C^2(\Omega)$, $A \in C^1(\Omega, \mathbb{R}^{d \times d})$ with $A_{ij} = A_{ji}$, $n \in C^1(\Omega, \mathbb{R})$, and $\alpha, \beta \in C^1(\Omega, \mathbb{R})$. Let

$$L_{A,n} v := \nabla \cdot (A \nabla v) + k^2 n \cdot v,$$

and let

$$M v := x \cdot \nabla v - ik\beta v + \alpha v.$$  \hspace{1cm} (4.1)

Then

$$2\Re(M \overline{L_{A,n} v}) = \nabla \cdot \left[ 2\Re(M \overline{A \nabla v}) + x \left( k^2 n |v|^2 - \langle A \nabla v, \nabla v \rangle \right) \right] - (2\alpha - d + 2) \langle A \nabla v, \nabla v \rangle$$

$$+ \left( \langle (x \cdot \nabla) A \nabla v, \nabla v \rangle - (d - 2\alpha) n_x + x \cdot \nabla n \right) k^2 |v|^2$$

$$- 2\Re(ik\overline{\nabla}(A \nabla v, \nabla \beta)) - 2\Re(\overline{\nabla}(A \nabla v, \nabla \alpha)).$$  \hspace{1cm} (4.2)

Observe that the term $\langle (x \cdot \nabla) A \nabla v, \nabla v \rangle$ equals $2i \partial_A j \partial_v \overline{\partial_v v}$ under the summation convention (note that, here and in the rest of the paper, we use the convention that repeated indices are summed over, but all indices are lowered).

**Proof.** Splitting $M v$ up into its component parts, we see that the identity (4.2) is the sum of the following three identities:

$$2\Re(x \cdot \nabla L_{A,n} v) = \nabla \cdot \left[ 2\Re(x \cdot \nabla A \nabla v) + x \left( k^2 n |v|^2 - \langle A \nabla v, \nabla v \rangle \right) \right] + (d - 2) \langle A \nabla v, \nabla v \rangle$$

$$+ \left( \langle (x \cdot \nabla) A \nabla v, \nabla v \rangle - (d - 2\alpha) n_x + x \cdot \nabla n \right) k^2 |v|^2,$$  \hspace{1cm} (4.3)

$$2\Re(ik\beta \overline{L_{A,n} v}) = \nabla \cdot \left[ 2\Re(ik\beta \overline{A \nabla v}) \right] - 2\Re(ik\overline{\nabla}(A \nabla v, \nabla \beta)),$$  \hspace{1cm} (4.4)

and

$$2\Re(\alpha \overline{L_{A,n} v}) = \nabla \cdot \left[ 2\Re(\alpha \overline{A \nabla v}) + 2\alpha k^2 |v|^2 - 2\alpha \langle A \nabla v, \nabla v \rangle - 2\Re(\overline{\nabla}(A \nabla v, \nabla \alpha)) \right].$$  \hspace{1cm} (4.5)

To prove (4.4) and (4.5), expand the divergences on the right-hand sides (remembering that $\alpha$ and $\beta$ are real and that $A$ is symmetric, so $\langle A \xi, \xi \rangle$ is real for any $\xi \in \mathbb{C}^d$).

The basic ingredient of (4.3) is the identity

$$\langle x \cdot \nabla v \rangle \nabla \cdot (A \nabla v) = \nabla \cdot \left[ (x \cdot \nabla) A \nabla v - \langle A \nabla v, \nabla v \rangle - (x \cdot \nabla) \overline{\nabla v} \cdot A \nabla v \right].$$  \hspace{1cm} (4.6)

To prove this, expand the divergence on the right-hand side and use the fact that the second derivatives of $v$ commute. We would like each term on the right-hand side of (4.6) to either be single-signed or be the divergence of something. To deal with the final term we use the identity

$$2\Re((x \cdot \nabla) \overline{A \nabla v}) = \nabla \cdot \left[ x \langle A \nabla v, \nabla v \rangle - d \langle A \nabla v, \nabla v \rangle - \langle (x \cdot \nabla) A \nabla v, \nabla v \rangle \right],$$  \hspace{1cm} (4.7)

which can be proved by expanding the divergence on the right-hand side and using the fact that $A$ is symmetric. Therefore, taking twice the real part of (4.6) and using (4.7) yields

$$2\Re((x \cdot \nabla) \overline{L_{A,n} v}) = \nabla \cdot \left[ 2\Re((x \cdot \nabla) A \nabla v) - x \langle A \nabla v, \nabla v \rangle \right] + (d - 2) \langle A \nabla v, \nabla v \rangle$$

$$+ \langle (x \cdot \nabla) A \nabla v, \nabla v \rangle.$$  \hspace{1cm} (4.8)

Now add $k^2$ times

$$2\Re(x \cdot \nabla v) = \nabla \cdot \left[ x n |v|^2 \right] - d n |v|^2 - x \cdot \nabla n |v|^2$$
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(which is the analogue of (4.7) with the vector $\nabla v$ replaced by the scalar $v$ and the matrix $A$ replaced by the scalar $n$) to (4.8) to obtain (4.3).

Our next goal is to prove an integrated version of the identity (4.2) over a domain using the divergence theorem (Lemma 4.2 below). Before doing this, we need to introduce some notation regarding tangential differential operators (we mainly follow the notation in [70, §2]).

Let $\Omega$ be a bounded Lipschitz open set with outward pointing unit normal vector $\nu$. Recall that the surface gradient $\nabla_{\partial \Omega} : H^1(\partial \Omega) \to L^2(\partial \Omega, \mathbb{C}^d)$ is such that, if $u$ is $C^1$ in a neighbourhood of the boundary $\partial \Omega$,

$$\nabla u = \nabla_{\partial \Omega} u + \nu \frac{\partial u}{\partial \nu},$$

(4.9)

for an explicit expression for $\nabla_{\partial \Omega} u$ in terms of a parametrisation of the boundary, see, e.g., [21, Page 276]. We now defined an operator analogous to $\nabla_{\partial \Omega}$ when the normal derivative $\partial u/\partial \nu$ is replaced by the conormal derivative $\partial u/\partial \nu_A$.

Given $A \in C^{0,1}(\overline{\Omega}, \mathbb{R}^{d \times d})$ with $A_{ij} = A_{ji}$, and $u$ a $C^1$ function in a neighbourhood of $\partial \Omega$ let $T(u)$ be the differential operator defined by

$$T_j(u) := A_{ij} \left( \partial_i u - \frac{\partial u}{\partial \nu_A} \nu \right)$$

(4.10)

where

$$\nu := A_{ij} \nu_i \nu_j.$$  

(4.11)

These definitions and the fact that $\partial u/\partial \nu_A = \nu_j A_{ij} \partial_i u$ imply that $T_j(u) \nu_j = 0$, so $T(u)$ is a tangential differential operator. Observe that (4.10) implies that

$$\nabla u = A^{-1} T(u) + \frac{\nu}{\nu_A} \frac{\partial u}{\partial \nu_A},$$

(4.12)

and so when $A \equiv I$, $T(u) = \nabla_{\partial \Omega} u$ (compare (4.12) to (4.9)); $T(u)$ can therefore be understood as the surface gradient in the metric induced by $A$.

Just as there exists an expression for $\nabla_{\partial \Omega} u$ in terms of a parametrisation of $\partial \Omega$, in principle one can find an expression for $T(u)$ in terms of parametrisation of $\partial \Omega$ (e.g., using material in [70, §2]). We do not need this explicit form of $T(u)$ in what follows, but we use the fact that we can define $T$ as a mapping from $H^1(\partial \Omega)$ to $L^2(\partial \Omega, \mathbb{C}^d)$.

Lemma 4.2 (Integrated form of the Morawetz-type identity (4.2)) Let $\Omega$ be a bounded Lipschitz open set, with boundary $\partial \Omega$ and outward-pointing unit normal vector $\nu$. Let $\gamma$ denote the trace map and $\partial/\partial \nu_A$ the conormal derivative (defined by Lemma 3.1). If $v \in \mathcal{D}(\Omega) := \{ u : u \in C^\infty(\mathbb{R}^d), A \in C^{0,1}(\overline{\Omega}, \mathbb{R}) \}$ with $A_{ij} = A_{ji}$, $n \in C^{0,1}(\overline{\Omega}, \mathbb{R})$, and $\alpha, \beta \in C^{0,1}(\overline{\Omega}, \mathbb{R})$, then

$$\int_{\Omega} 2\Re(\overline{M} \nabla L_{A,n} v) + (2\alpha - d + 2) \langle A \nabla v, \nabla v \rangle - \langle (x \cdot \nabla) A \nabla v, \nabla v \rangle + ((d-2)\alpha + x \cdot \nabla n) k^2 |v|^2$$

$$+ 2\Re(ik \sigma (A \nabla v, \nabla \beta)) + 2\Re(\overline{\sigma} (A \nabla v, \nabla \alpha))$$

$$= \int_{\partial \Omega} (x \cdot \nu) \left( \frac{1}{\nu} \left| \frac{\partial v}{\partial \nu_A} \right|^2 - \langle A^{-1} T(v), T(v) \rangle + k^2 n |v|^2 \right)$$

$$+ 2\Re \left( (x, A^{-1} T(v)) + ik \beta \sigma + \alpha \overline{\sigma} \right) \frac{\partial v}{\partial \nu_A}$$

(4.13)

where $\nu$ is defined by (4.11) and $T(\cdot)$ is defined in terms of a parametrisation of the boundary as discussed above.

Proof of Lemma 4.2. Recall that the divergence theorem $\int_{\Omega} \nabla \cdot F = \int_{\partial \Omega} F \cdot \nu$ is valid when $F \in C^1(\Omega, \mathbb{C}^d)$ [53, Theorem 3.34], and thus for $F \in H^1(\partial \Omega, \mathbb{C}^d)$ by the density of $C^1(\overline{\Omega})$ in $H^1(\Omega)$ [53, Theorem 3.29] and the continuity of trace operator from $H^1(\Omega)$ to $H^{1/2}(\partial \Omega)$ [53, Theorem
3.37]. Recall that the product of an $H^1(\Omega)$ function and a $C^{0,1}(\overline{\Omega})$ function is in $H^1(\Omega)$, and the usual product rule for differentiation holds for such functions. This result implies that

$$F = 2\Re(\mathcal{M}v A\nabla v) + x(k^2 n|v|^2 - \langle A\nabla v, \nabla v \rangle)$$

is in $H^1(D, \mathbb{C}^d)$ and then (4.2) implies that $\nabla \cdot F$ is given by the integrand on the left-hand side of (4.13). To complete the proof, we need to show that $F \cdot \nu$ equals the integrand on the right-hand side of (4.13). Since $v \in D(\overline{\Omega})$ and $A$ is Lipschitz, $(A \cdot \nabla v) \cdot \nu = \partial v / \partial \nu_A$, and we see that we only need to show that

$$2\Re \left( (x \cdot \nabla v) \frac{\partial v}{\partial \nu_A} \right) - (x \cdot \nu) \langle A\nabla v, \nabla v \rangle = (x \cdot \nu) \left( \frac{1}{\nu} \left| \frac{\partial v}{\partial \nu_A} \right|^2 - \langle A^{-1}T(v), T(v) \rangle \right)$$

$$+ 2\Re \left( \langle x, A^{-1}T(v) \rangle \frac{\partial v}{\partial \nu_A} \right), \quad \text{(4.14)}$$

with $T(\cdot)$ given by (4.10). By multiplying (4.10) by $\overline{\partial_j v}$, we find that

$$A_{ij} \partial_i \nu \overline{\partial_j v} = T_j(v) \overline{\partial_j v} + \left| \frac{\partial v}{\partial \nu_A} \right|^2 \frac{1}{\nu}, \quad \text{(4.15)}$$

and by taking the complex conjugate of (4.10) and multiplying by $(A^{-1})_{jk} T_k(v)$ we find that

$$(A^{-1})_{jk} T_k(v) \overline{T_j(v)} = (A^{-1})_{jk} A_{ij} T_i(v) \left( \frac{\partial v}{\partial \nu_A} - \frac{\partial v}{\partial \nu_A} \nu \right),$$

$$= T_k(v) \nu_k \quad \text{(4.16)}$$

(since $T_k(v) \nu_k = 0$). Putting (4.15) and (4.16) together we get

$$A_{ij} \partial_i \nu \overline{\partial_j v} = (A^{-1})_{jk} T_k(v) \overline{T_j(v)} + \left| \frac{\partial v}{\partial \nu_A} \right|^2 \frac{1}{\nu}. \quad \text{(4.17)}$$

Next we use (4.12) to show that

$$x_i \frac{\partial v}{\partial \nu_A} = \left( x_i (A^{-1})_{ji} T_j(v) + \frac{\partial v}{\partial \nu_A} x_i \nu \right) \frac{\partial v}{\partial \nu_A} = x_i (A^{-1})_{ji} T_j(v) \frac{\partial v}{\partial \nu_A} + \frac{(x \cdot \nu) \left| \frac{\partial v}{\partial \nu_A} \right|^2}{\nu} \quad \text{. (4.18)}$$

Using (4.17) and (4.18) in the left-hand side of (4.14) (and recalling that $A$, and hence also $A^{-1}$, is symmetric) we see that (4.14) holds and the proof is complete. ■

Remark 4.3 (Bibliographic remarks on Morawetz-type identities for $\mathcal{L}_{A,n}$) The idea of multiplying second-order PDEs with first-order expressions has been used by many authors; multiplying $\Delta v$ by a derivative of $v$ goes back to Rellich [76, 77], and multiplying $\nabla \cdot (A\nabla v)$ by a derivative of $v$ goes back to Hörmander [43] and Payne and Weinberger [70] (e.g., the identity (4.2) with $n, \alpha$, and $\beta$ all equal zero appears as [70, Equation 2.4]).

In the context of the Helmholtz equation, the identity (4.2) with $A \equiv I$, $n \equiv 1$, $\mathbf{x}$ replaced by a general vector field, and $\alpha$ and $\beta$ replaced by general scalar fields was the heart of Morawetz’s paper [62] (following the earlier work by Morawetz and Ludwig [63]– see Lemma 4.4 below). The identity with $A$ and $n$ equal 1 was used by Bloom in [9], and the identity (4.2) with $A \equiv I$ and variable $n$ was used in Bloom and Kazarnov in [11].

4.2 The Morawetz-Ludwig identity for the operator $\mathcal{L}v := (\Delta + k^2) v$

Lemma 4.4 (Morawetz-Ludwig identity, [63, Equation 1.2]) Let $v \in C^2(\Omega)$ for some $\Omega \subset \mathbb{R}^d$, $d \geq 2$. Let $\mathcal{L}v := (\Delta + k^2) v$ and let

$$\mathcal{M}_{\alpha} v := r \left( v_r - ikv + \frac{\alpha}{r} v \right),$$
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where $\alpha \in \mathbb{R}$ and $v_r = x \cdot \nabla v / r$. Then

$$
2\Re(\mathcal{M}_\alpha v \mathcal{L}v) = \nabla \cdot \left[ 2\Re(\mathcal{M}_\alpha v \nabla v) + (k^2|v|^2 - |\nabla v|^2) x \right] + (2\alpha - (d-1))(k^2|v|^2 - |\nabla v|^2) - (|\nabla v|^2 - |v_r|^2) - |v_r - ik v|^2.
$$

(4.19)

The Morawetz-Ludwig identity is a particular example of the identity (4.2) with $A \equiv I$, $n \equiv 1$, $\beta = r$, and $\alpha$ a constant, and some further manipulation of the non-divergence terms (using the fact that $x = \beta \nabla \beta$). For a proof, see [63], [84, Proof of Lemma 2.2], or [85, Proof of Lemma 2.3].

The Morawetz-Ludwig identity (4.19) has two key properties. With this identity written as $
abla \cdot \mathcal{Q}(v) = P(v)$, the key properties are:

1. If $u$ is a solution of $\mathcal{L}u = 0$ in $\mathbb{R}^d \setminus B_R$ satisfying the Sommerfeld radiation condition (2.4), then

$$
\int_{\Gamma_R} \mathcal{Q}(u) \cdot \hat{x} \to 0 \quad \text{as } R \to \infty,
$$

(4.20)

(independent of the value of $\alpha$ in the multiplier $\mathcal{M}_\alpha u$); see [63, Proof of Lemma 5], [84, Lemma 2.4].

2. If $\mathcal{L}u = 0$ and $2\alpha = (d-1)$, then

$$
P(u) \geq 0.
$$

(4.21)

Since $I - A$ and $1 - n$ both have compact support, $\mathcal{L}_{A,n} = \mathcal{L}$ outside a sufficiently large ball. The two properties above of the Morawetz-Ludwig identity mean that if the multiplier that we use on the operator $\mathcal{L}_{A,n}$ is equal to $\mathcal{M}_{(d-1)/2}$ outside a large ball, then there is no contribution from infinity. A convenient way to encode this information is in the following lemma (which first appeared in [22, Lemma 2.1]).

**Lemma 4.5 (First inequality on $\Gamma_R$ used to deal with the contribution from infinity)**

Let $u$ be a solution of the homogeneous Helmholtz equation in $\mathbb{R}^d \setminus B_{R_0}$, $d = 2, 3$, for some $R_0 > 0$, satisfying the Sommerfeld radiation condition (2.4). Let $\alpha, \beta \in \mathbb{R}$ with $\beta \geq R$ and $2\alpha \geq d - 1$. Then, for $R > R_0$,

$$
\int_{\Gamma_R} R \left( \frac{|\partial u|^2}{\partial r} - |\nabla_S u|^2 + k^2|u|^2 \right) - 2k\beta |\hat{u}| \cdot \hat{x} \lesssim \int_{\Gamma_R} \hat{u} \cdot \nabla u + 2\alpha R \int_{\Gamma_R} \frac{\partial u}{\partial r} \leq 0,
$$

(4.22)

where $\nabla_S$ is the surface gradient on $r = R$.

We have purposely chosen the two constants in (4.22) to be $\beta$ and $\alpha$, emphasising the fact that the left-hand side of (4.22) is $\int_{\Gamma_R} \mathcal{Q}(u) \cdot \hat{x}$ with $\mathcal{Q}(u)$ arising from the multiplier $\mathcal{M}u := x \cdot \nabla u - ik\beta u + \alpha u$.

**Proof of Lemma 4.5.** We first show that it is sufficient to prove (4.22) with $\beta = R$ and $2\alpha = d - 1$. Indeed, the two inequalities

$$
\Re \int_{\Gamma_R} \hat{u} \frac{\partial u}{\partial r} \, ds \leq 0 \quad \text{and} \quad \Im \int_{\Gamma_R} \hat{u} \frac{\partial u}{\partial r} \, ds \geq 0
$$

(4.23)

can be proved using the explicit expression for the solution of the Helmholtz equation in the exterior of a ball (i.e. an expansion in either trigonometric polynomials, for $d = 2$, or spherical harmonics, for $d = 3$, with coefficients given in terms of Bessel and Hankel functions) and then proving bounds on the particular combinations of Bessel and Hankel functions; see [66, Theorem 2.6.4, p.97] or [22, Lemma 2.1] (observe that the first inequality in (4.23) is equivalent to the inequality (3.2)). If we establish (4.22) with $\beta = R$ and $2\alpha = d - 1$, then the two inequalities in (4.23) give the result for $\beta \geq R$ and $2\alpha \geq d - 1$.

We now integrate (4.19) with $v = u$ and $2\alpha = d - 1$ over $B_{R_1} \setminus B_R$, use the divergence theorem, and then let $R_1 \to \infty$ (note that using the divergence theorem is allowed since $u$ is $C^\infty$ by elliptic regularity). The first key property of the Morawetz-Ludwig identity (4.20) implies that the surface
integral on \(|x| = R_1\) tends to zero as \(R_1 \to \infty\) \([84, \text{Lemma 2.4}]\). Then, recalling that \(\tilde{x} := x/r\), and using the decomposition \(\nabla u = \nabla_S u + \nabla_S \tilde{x}\) on the integral over \(\Gamma_R\) (or equivalently using the right-hand side of (4.13) with \(A \equiv I, n \equiv 1, \beta = r, 2\alpha = d - 1, \partial\Omega = \Gamma_R, \) and \(\nu = \tilde{x}\)), we obtain that
\[
\int_{\Gamma_R} Q(u) \cdot \tilde{x} = \int_{\Gamma_R} R \left( \left| \frac{\partial u}{\partial r} \right|^2 - |\nabla_S u|^2 + k^2 |u|^2 \right) - 2kR \Im \int_{\Gamma_R} \tilde{u} \frac{\partial u}{\partial r} + (d - 1)\Re \int_{\Gamma_R} \tilde{u} \frac{\partial u}{\partial r} 
\]
\[
= - \int_{\mathbb{R}^d \setminus B_R} \left( (|\nabla u|^2 - |u_r|^2) + |u_r - iku|^2 \right) \leq 0
\]
(where this last inequality is the second key property (4.21)); i.e. we have established (4.22) with \(\beta = R\) and \(2\alpha = d - 1\) and we are done.

To prove the bound (2.18) in Part (ii) of Theorem 2.19, we actually need the inequality (4.22) with \(2\alpha = d - 2\). We now prove this result using Lemma 4.5 and the multiplier \(M u := x \cdot \nabla u - i k\beta u + \alpha u\) with \(\alpha\) variable. The price we pay is that \(\beta\) must be larger (\(\geq 2R\) instead of \(\geq R\)), and the inequality only holds for \(kR\) sufficiently large.

**Lemma 4.6** (Second inequality on \(\Gamma_R\) used to deal with the contribution from infinity) Let \(u\) be a solution of the homogeneous Helmholtz equation in \(\mathbb{R}^d \setminus B_{R_0}\), for some \(R_0 > 0\), satisfying the Sommerfeld radiation condition. Let \(\alpha, \beta \in \mathbb{R}\) with \(\beta \geq 2R\) and \(2\alpha \geq d - 2\). If \(kR \geq \sqrt{3/8}\), then (4.22) holds.

**Proof of Lemma 4.6.** From the two inequalities (4.23), it is sufficient to prove the result with \(\beta = 2R\) and \(2\alpha = d - 2\); i.e. to prove that
\[
\int_{\Gamma_R} R \left( \left| \frac{\partial u}{\partial r} \right|^2 - |\nabla_S u|^2 + k^2 |u|^2 \right) - 2k(2R) \Im \int_{\Gamma_R} \tilde{u} \frac{\partial u}{\partial r} + (d - 2)\Re \int_{\Gamma_R} \tilde{u} \frac{\partial u}{\partial r} \leq 0.
\]  
(4.24)

The overall idea of the proof is the following: we apply the identity arising from the multiplier
\[
M u := x \cdot \nabla u - i(2R)ku + \frac{d - 2 + \chi}{2} u
\]
(4.25)
in \(B_{2R} \setminus B_R\), where \(\chi = \chi(r)\) is a \(C^1\) function such that \(\chi(R) = 0\) and \(\chi(2R) = 1\); i.e. \(\chi\) brings \(2\alpha\) up from \(d - 2\) on \(\Gamma_R\) to \(d - 1\) on \(\Gamma_{2R}\). The contribution from \(\Gamma_{2R}\) is dealt with using Lemma 4.5, i.e. the Morawetz-Ludwig identity (and this is why we chose \(\beta = 2R\) in the multiplier), and the contribution from \(B_{2R} \setminus B_R\) can be controlled by choosing \(\chi\) appropriately and making \(R\) sufficiently large.

We chose \(R > R_0\) (so that \(\tilde{u} = 0\) in \(\mathbb{R}^d \setminus B_R\)) and write the identity arising from the multiplier (4.25) (i.e. (4.2) with \(A \equiv I, n \equiv 1, 2\alpha = d - 2 + \chi,\) and \(\beta = 2R\)) as \(\nabla \cdot Q(u) = P(u)\). By applying the divergence theorem (justified since \(u \in C^\infty\), by elliptic regularity, and \(\chi \in C^1[1,R,2R]\)) we have
\[
\int_{\Gamma_R} Q(u) \cdot \tilde{x} + \int_{B_{2R} \setminus B_R} P(u) = \int_{\Gamma_{2R}} Q(u) \cdot \tilde{x}.
\]
(4.26)
The right-hand side of (4.26) is given by the right-hand side of (4.13) with \(A, n, \alpha,\) and \(\beta\) as above, \(\partial\Omega = \Gamma_{2R}\) and \(\nu = \tilde{x}\), and thus equals
\[
\int_{\Gamma_{2R}} 2R \left( \left| \frac{\partial u}{\partial r} \right|^2 - |\nabla_S u|^2 + k^2 |u|^2 \right) - 2k(2R) \Im \int_{\Gamma_{2R}} \tilde{u} \frac{\partial u}{\partial r} + (d - 1)\Re \int_{\Gamma_{2R}} \tilde{u} \frac{\partial u}{\partial r}.
\]
which is \(\leq 0\) by (4.22). We therefore have that
\[
\int_{\Gamma_R} Q(u) \cdot \tilde{x} + \int_{B_{2R} \setminus B_R} P(u) \leq 0.
\]
(4.27)
The definition of the multiplier (4.25) and the explicit expression for \(\mathbf{Q}(u) \cdot \hat{\mathbf{x}}\) contained in the right-hand side of (4.13) imply that \(\int_{\Gamma_R} \mathbf{Q}(u) \cdot \hat{\mathbf{x}}\) equals the left-hand side of (4.24). Therefore, from (4.27) we see that to prove (4.24) we only need to show that, once \(R\) is sufficiently large,

\[
\int_{B_{2R} \setminus B_R} P(u) \geq 0. \tag{4.28}
\]

Using the definition of the multiplier (4.25), we find

\[
\int_{B_{2R} \setminus B_R} P(u) = \int_{B_{2R} \setminus B_R} \chi |\nabla u|^2 + (2 - \chi)k^2|u|^2 + \Re(\overline{\nu} \nabla u \cdot \nabla \chi). \tag{4.29}
\]

By the Cauchy-Schwarz and Cauchy inequalities, and the fact that \(|\nabla \chi| = |\chi'|\), we have

\[
\left| \int_{B_{2R} \setminus B_R} 2\Re(\overline{\nu} \nabla u \cdot \nabla \chi) \right| \leq \int_{B_{2R} \setminus B_R} |u||\nabla u||\chi'| \leq \int_{B_{2R} \setminus B_R} \chi^{1/2} |\nabla u||u| \frac{|\chi'|}{\chi^{1/2}},
\]

\[
\leq \frac{\varepsilon}{2} \int_{B_{2R} \setminus B_R} |\nabla u|^2 + \frac{1}{2\varepsilon} \int_{B_{2R} \setminus B_R} \frac{|\chi'|^2}{\chi} |u|^2,
\]

for any \(\varepsilon > 0\). Letting \(\varepsilon = 2\) and using the resulting inequality in (4.29), we have

\[
\int_{B_{2R} \setminus B_R} P(u) \geq \int_{B_{2R} \setminus B_R} \left( (2 - \chi)k^2 - \frac{|\chi'|^2}{4\chi} \right) |u|^2.
\]

The only requirements on \(\chi\) we have imposed so far are that \(\chi \in C^1([R, 2R])\) with \(\chi(R) = 0\) and \(\chi(2R) = 1\). We now assume that \(0 \leq \chi(r) \leq 1\) for \(r \in [R, 2R]\). To obtain the inequality (4.28) (and hence (4.24), and hence the result) we need to choose \(\chi\) such that

\[
\frac{|\chi'|^2(r)}{\chi(r)(2 - \chi(r))} \leq 4k^2 \quad \text{for} \quad R \leq r \leq 2R. \tag{4.30}
\]

We let \(\chi(r) := F((r - R)/2R)\) where \(F(t) = t^2(3 - 2t)\). Observe that \(F\) increases from 0 to 1 as \(t\) increases from 0 to 1, and thus \(\chi\) increases from 0 to 1 as \(r\) increases from \(R\) to \(2R\). As in the proof of Lemma 3.10, this choice of \(F\) is motivated by the fact that there exists an \(M > 0\) such that (3.11) holds (and thus the left-hand side of (4.30) will be bounded). One can easily verify that

\[
\frac{(F'(t))^2}{F(t)(2 - F(t))} \leq 6 \quad \text{for} \quad 0 \leq t \leq 1,
\]

and then the chain rule implies that (4.30) is satisfied (and hence (4.22) holds) if \(kR \geq \sqrt{3}/8\). \(\blacksquare\)

5 Proofs of the main results in §2.2

Proof of Theorem 2.5 under the additional assumption that \(\Omega_\omega\) is \(C^{1,1}\). By Lemma 3.5, it is sufficient to prove the bound (1.9) under the assumption of existence.

Since \(\Omega\) is \(C^{1,1}\) and \(\gamma u = 0\) on \(\Gamma_D\), elliptic regularity implies that \(u \in H^2(\Omega_R)\) for every \(R > 0\); see, e.g., [53, Theorem 4.18]. Since \(D(\Omega_R)\) is dense in \(H^2(\Omega_R)\) [53, Page 77] and the integrated identity (4.13) is continuous in \(v\) with respect to the topology of \(H^2(\Omega)\) (this requires the inequality \(\|T(\gamma v)\|_{L^2(\partial \Omega)} \leq C\|\gamma v\|_{H^1(\partial \Omega)}\), which holds since \(T(u)\) is tangential; see [53, Lemma 4.23(i)]), (4.13) holds for \(\Omega = \Omega_R\) and \(v = u\). Then we let \(\beta = R\) and \(2\alpha = d - 1\), we use the fact that \(\gamma u = 0\) on \(\Gamma_D\) to simplify the terms on \(\Gamma_D\), and we use the facts that \(A \equiv I\) and \(n \equiv 1\) in a neighbourhood of \(\Gamma_R\) to simplify the terms on \(\Gamma_R\). The result is

\[
\int_{\Omega_R} \langle (A - (x \cdot \nabla)A) \nabla u, \nabla u \rangle + (n + x \cdot \nabla n)k^2|u|^2 + \int_{\Gamma_D} \frac{x \cdot \nu}{n} \left| \frac{\partial u}{\partial n} \right|^2.
\]
\begin{equation}
2\Re \int_{\Omega_n} \mathcal{M}u \, f + \int_{\Gamma_n} R \left( \left| \frac{\partial u}{\partial r} \right|^2 - |\nabla_S u|^2 + k^2 |u|^2 \right) - 2kR \Re \int_{\Gamma_n} \frac{\partial u}{\partial r} + (d-1)R \int_{\Gamma_n} \frac{\partial u}{\partial r},
\end{equation}

where $\nabla_S$ is the surface gradient on $\Gamma_R$, $\nu$ is defined by (4.11) above, and the normal vector $\nu$ on $\Gamma_D$ is taken to point out of $\Omega_-$ (and thus into $\Omega_+$).

Our choices of $\beta$ and $2\alpha$ ensure that the combination of the integrals over $\Gamma_R$ in (5.1) is $\leq 0$ by Lemma 4.5, and the fact that $\Omega_-$ is star-shaped (along with Part (i) of Lemma 2.3) implies that the integral over $\Gamma_D$ is $\geq 0$. Using the conditions on $A$ and $n$ (2.6) and (2.7), the definition of the multiplier $\mathcal{M}u$ (4.1), and the Cauchy-Schwarz and Cauchy inequalities, we find that

\begin{equation}
\begin{aligned}
\mu_1 \| \nabla u \|^2_{L^2(\Omega_n)} + \mu_2 k^2 \| u \|^2_{L^2(\Omega_n)} &\leq 2\Re \int_{\Omega_n} \left( x \cdot \nabla u + ik R \pi + \frac{d-1}{2} \pi \right) f, \\
&\leq 2 \left( R \| \nabla u \|^2_{L^2(\Omega_n)} + \left( R + \frac{d-1}{2k} \right) k \| u \|^2_{L^2(\Omega_n)} \right) \| f \|^2_{L^2(\Omega_+)} , \\
&\leq \ve_1 \| \nabla u \|^2_{L^2(\Omega_n)} + \ve_2 k^2 \| u \|^2_{L^2(\Omega_n)} + \left( \frac{1}{\ve_1} R^2 + \frac{1}{\ve_2} \left( R + \frac{d-1}{2k} \right)^2 \right) \| f \|^2_{L^2(\Omega_+)}
\end{aligned}
\end{equation}

for any $\ve_1, \ve_2 > 0$. Choosing $\ve_1 = \mu_1/2$ and $\ve_2 = \mu_2/2$ we get the result (1.9). \qed

To reduce the smoothness of $\Omega$ from $C^{1,1}$ to Lipschitz (and hence prove Theorem 2.5), we need the following lemma; this lemma is also the main ingredient in the proof of Corollary 2.16.

**Lemma 5.1 (Bound for $f \in L^2$ implies bound for $F \in (H^1)'$)** Assume that $\Omega_-$, $A$, and $n$ are such that, given $f \in L^2(\Omega_+)$ with compact support, the solution of the EDP of Definition 2.1 with $g_D \equiv 0$ exists, is unique, and satisfies the bound

\begin{equation}
\mu_1 \| \nabla u \|^2_{L^2(\Omega_n)} + \mu_2 k^2 \| u \|^2_{L^2(\Omega_n)} \leq C(A, n, \Omega_-, R, k) \| f \|^2_{L^2(\Omega_+)} \quad \text{for all } k > 0,
\end{equation}

and for some $\mu_1, \mu_2, C > 0$. Given $F \in (H^1_0(\Omega_R))'$, let $\bar{u}$ satisfy the variational formulation of the EDP (3.5) with $g_D \equiv 0$. Then $\bar{u}$ exists, is unique, and satisfies the bound (2.14) with $u$ replaced by $\bar{u}$ and $C_1$ replaced by $C$.

**Proof of Lemma 5.1.** Existence and uniqueness of $\bar{u}$ follows from Lemma 3.5. Define

\begin{equation}
\begin{aligned}
ap_+(u, v) &:= \int_{\Omega_R} \left( (A \nabla u) \cdot \nabla v + k^2 nu \pi \right) - \langle T_R \gamma u, \gamma v \rangle_{\Gamma_R}, \\
\end{aligned}
\end{equation}

define $u_+ \in H^1_0(D(\Omega_R))$ to be the solution of the variational problem $a_+(u_+, v) = F(v)$ for all $v \in H^1_0(D(\Omega_R))$, and define $w \in H^1_0(D(\Omega_R))$ to be the solution of the variational problem $a(w, v) = 2k^2 \int_{\Omega_R} nu_+ \pi$ for all $v \in H^1_0(D(\Omega_R))$. The whole point of these definitions is that $\bar{u} = u + w$, $a_+(\cdot, \cdot)$ is coercive, and $w$ satisfies an EDP with data in $L^2(\Omega_R)$. Indeed,

\begin{equation}
\Re a_+(v, v) \geq A_{\min} \| \nabla v \|^2_{L^2(\Omega_n)} + k^2 n_{\min} \| v \|^2_{L^2(\Omega_n)} \geq \min(A_{\min}, n_{\min}) \| v \|^2_{H^1_0(\Omega_n)},
\end{equation}

and so by the Lax–Milgram theorem

\begin{equation}
\| u_+ \|^2_{H^1_0(\Omega_n)} \leq \left( \min(A_{\min}, n_{\min}) \right)^{-1} \| F \|_{(H^1_0(\Omega_n))^*}.
\end{equation}

Combining the bounds (5.2) and (5.3), we have

\begin{equation}
\| u \|^2_{H^1_0(\Omega_n)} \leq \frac{C}{\min(\mu_1, \mu_2)} (2k^2)^2 \| u_+ \|^2_{L^2(\Omega_n)} \leq \frac{C}{\min(\mu_1, \mu_2)} (\max n)^2 k^2 \| u \|^2_{H^1_0(\Omega_n)} \leq \frac{4C(\min n)^2}{\min(\mu_1, \mu_2) (\max n)^2} (\max n)^2 \| F \|^2_{(H^1_0(\Omega_n))^*}.
\end{equation}
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The bound (2.14) with \( u \) replaced by \( \tilde{u} \) and \( C_1 \) replaced by \( C \) follows from using this last bound along with (5.3) and fact that \( \tilde{u} = u_+ + w \).

**Proof of Theorem 2.5.** By Lemma 3.5, we only need to show that, under the assumption of existence of a solution, the bound (1.9) holds.

Let \( u \) solve the variational problem (3.5) with \( \Omega \) Lipschitz and star-shaped (actually, we only need \( \Omega \) to be \( C^0 \) and star-shaped to apply Lemma 3.9). Let \( W := \{\phi|_{\Omega_R} : \phi \in C_0^\infty(\Omega+)\} \). In this proof only, we use the notation that \( ||u||_\mu := \mu_1||\nabla u||_{L^2(\Omega_n)}^2 + \mu_2k^2||u||_{L^2(\Omega_n)}^2 \). Since \( ||\cdot||_\mu \) is equivalent to \( \|\cdot\|_{H^1(\Omega_R)} \), and \( W \) is dense in \( H^1_{0,D}(\Omega_R) \) [53, Page 77], given \( \varepsilon > 0 \), there exists a \( u_\varepsilon \in W \) such that \( ||u - u_\varepsilon||_\mu < \varepsilon \). Let \( \phi_\varepsilon \in C_0^\infty(\Omega+) \) be such that \( u_\varepsilon = \phi_\varepsilon \) on \( \Omega_R \). Applying Lemma 3.9 to \( \phi_\varepsilon \), we have that there exists \( f_\varepsilon \in C^\infty(S, \mathbb{R}) \) with \( \min_{\bar{\Omega} \in S} f(\bar{x}) > 0 \), supp\( \phi_\varepsilon \subset \Omega^\varepsilon_+ \) and \( \mathbb{R}^d \setminus \overline{B}_R \subset \Omega^\varepsilon_+ \subset \Omega^\varepsilon_+ \), where

\[
\Omega^\varepsilon_+ := \left\{ sf_\varepsilon(\bar{x})\bar{x} \in \mathbb{R}^d : \bar{x} \in S, s > 1 \right\}
\]

is \( C^\infty \) and star-shaped. Let \( \Omega^\varepsilon_R := \Omega^\varepsilon_+ \cap BR \); with this definition \( u_\varepsilon \in H^1_{0,D}(\Omega^\varepsilon_R) \). Given \( v \in H^1_{0,D}(\Omega^\varepsilon_R) \), let \( v \) be denoted by extension by zero from \( \Omega^\varepsilon_R \) to \( \Omega^\varepsilon_R \) and we can therefore regard \( H^1_{0,D}(\Omega^\varepsilon_R) \) as a subspace of \( H^1_{0,D}(\Omega^\varepsilon_R) \).

Let \( a_\varepsilon(u, v) \) be defined by (3.6) with \( \Omega_R \) replaced by \( \Omega^\varepsilon_R \) and observe that, for all \( v \in H^1_{0,D}(\Omega^\varepsilon_R) \),

\[
a_\varepsilon(u_\varepsilon, v) = a(u_\varepsilon, v) - a(u - u_\varepsilon, v).
\]

Let \( u', u'' \in H^1_{0,D}(\Omega^\varepsilon_R) \) be defined as the solutions of the variational problems

\[
a_\varepsilon(u', v) = F(v) \quad \text{and} \quad a_\varepsilon(u'', v) = -a(u - u_\varepsilon, v) \quad \text{for all} \quad v \in H^1_{0,D}(\Omega^\varepsilon_R).
\]

The key features of these definitions are that: (i) \( u_\varepsilon = u' + u'' \), (ii) \( u' \) and \( u'' \) satisfy EDPs with the obstacle \( C^\infty \) and star-shaped, and with \( A \) and \( n \) satisfying the analogue of Condition 2.4 with \( \Omega \) replaced by its subset \( \Omega^\varepsilon_+ \), (iii) \( u' \) satisfies the EDP with the same right-hand side as \( u \), and (iv) \( u'' \) satisfies the EDP with right-hand side depending on \( u - u_\varepsilon \), which can be made arbitrarily small.

Using (a) our proof of Theorem 2.5 with \( C^{1,1} \) and star-shaped \( \Omega' \), (b) Lemma 5.1 and (c) the definition of \( u_\varepsilon \), we have that both \( u' \) and \( u'' \) exist, are unique, and satisfy

\[
||u'||_\mu \leq \sqrt{C_1} ||f||_{L^2(\Omega_n)} \quad \text{and} \quad ||u''||_{H^1(\Omega_n)} \leq C \overline{C}_C ||u - u_\varepsilon||_\mu \leq C \overline{C}_C \varepsilon. \tag{5.4}\]

respectively, where \( C_1 \) is given by (1.10), \( C \) is the constant on the right-hand side of (2.14), and \( \overline{C}_C \) is the continuity constant of the sesquilinear form \( a(\cdot, \cdot) \) in the norm \( ||\cdot||_\mu \); the exact forms of \( C \) and \( \overline{C}_C \) are not important in what follows, the key point is that they are both independent of \( \varepsilon \). Since

\[
||u||_\mu \leq ||u'||_\mu + \varepsilon \leq ||u''||_\mu + ||u''||_\mu + \varepsilon,
\]

the result that \( ||u||_\mu \leq \sqrt{C_1} ||f||_{L^2(\Omega_n)} \) follow from the bounds (5.4), the fact that \( ||\cdot||_\mu \) is equivalent to \( \|\cdot\|_{H^1(\Omega_n)} \), and the fact that \( \varepsilon \) was arbitrary; the proof is therefore complete.

**Proof of Theorem 2.7.** By Lemma 3.5, we only need to show that, under the assumption of existence of a solution, the bound (1.9) holds.

The first step is to approximate \( A \) by \( A_\delta \in C^\infty(\Omega_+, \mathbb{R}^{d \times d}) \) and \( n \) by \( n_\delta \in C^\infty(\Omega_+, \mathbb{R}) \) such that

\[
||A_\delta - A||_{L^2(\Omega_n)} \quad \text{and} \quad ||n_\delta - n||_{L^2(\Omega_n)} \to 0 \quad \text{as} \quad \delta \to 0.
\]

\( A_\delta \) satisfies (2.6) with \( \mu_1 = A_{\min} \), and \( n_\delta \) satisfies (2.7) with \( \mu_2 = n_{\min} \). We first show how to use mollifiers to construct such an \( n_\delta \) (the construction of \( A_\delta \) is analogous); to do this when \( \Omega \) is nonempty, we need to define \( n \) as a slightly larger set than \( \Omega_+ \). For \( \mathbf{x} \in \Omega_+ \), we let \( \pi(\mathbf{x}) := 0 \), so that \( n(\mathbf{x}) = n_{\min} \) for \( \mathbf{x} \in \overline{\Omega_+} \); it follows immediately that the extended \( \pi(\mathbf{x}) \) is monotonically non-decreasing in the radial direction on all of \( \mathbb{R}^d \). Let \( \psi \in C_0^\infty(\mathbb{R}^d) \) be defined by

\[
\psi(\mathbf{x}) := \begin{cases} 
C \exp \left( \frac{|\mathbf{x}|}{|\mathbf{x}| - 1} \right) & \text{if } |\mathbf{x}| < 1, \\
0 & \text{if } |\mathbf{x}| \geq 1,
\end{cases}
\]
where $C$ is chosen so that $\int_{\mathbb{R}^d} \psi(x) dx = 1$. Define $\psi_\delta(x) := \psi(x/\delta)/\delta^d$, so that $\psi_\delta(x) = 0$ if $|x| > \delta$ and $\int_{\mathbb{R}^d} \psi_\delta(x) dx = 1$. Define $n_\delta$ by

$$n_\delta(x) := (n * \psi_\delta)(x) = n_{\min} + (\pi * \psi_\delta)(x) = n_{\min} + \int_{|y|<\delta} \pi(x-y)\psi_\delta(y) dy.$$  

Standard properties of mollifiers (see, e.g., [31, §C.4 Theorem 6]) imply that $\|n_\delta - n\|_{L^2(\Omega_n)} \to 0$ as $\delta \to 0$, and also that $n_{\min} \leq n_\delta(x) \leq n_{\max}$ for all $x \in \mathbb{R}^d$. To show that $n_\delta$ satisfies (2.7), we first observe that if $n$ is C$^1$ then (2.7) is equivalent to

$$n + \frac{\partial n}{\partial r} \geq \mu_2$$

(where the derivatives are standard derivatives, as opposed to weak derivatives). Thus it is sufficient to show that

$$n + \frac{\partial n}{\partial r} \geq n_{\min}. \quad (5.5)$$

Since $n_\delta \geq n_{\min}$, (5.5) holds if $\partial (\pi * \psi_\delta) / \partial r \geq 0$. However,

$$(\pi * \psi_\delta)(x + he_r) - (\pi * \psi_\delta)(x) = \int_{|y|<\delta} \left[ \pi(x-y+he_r) - \pi(x-y) \right] \psi(y) dy \quad (5.6)$$

which is $\geq 0$ for all $h \geq 0$, since $\pi$ is monotonically nondecreasing in the radial direction; hence $\partial (\pi * \psi_\delta) / \partial r \geq 0.$

We now define $A_\delta$ in an analogous way: $\Pi$ is extended so that $\Pi(x) := 0$ inside the scatterer, and

$$A_\delta(x) := (A * \psi_\delta)(x) = A_{\max} I - (\Pi * \psi_\delta)(x)$$

(where the convolution is understood element-wise). Again, standard properties of mollifiers imply that $\|A_\delta - A\|_{L^2(\Omega_n)} \to 0$ as $\delta \to 0$ and $A_\delta(x) \geq A_{\min}$ for all $x \in \mathbb{R}^d$ (in the sense of quadratic forms). Finally, (5.6) with $\pi$ replaced by $\Pi$ shows that $\partial (\Pi * \psi_\delta) / \partial r \geq 0$, and so $A_\delta$ satisfies (2.6) with $\mu_1 = A_{\max}$.

Having achieved the desired approximations of $A$ and $n$, we now use them to prove that the bound (1.9) holds under the assumption of existence. This proof follows a similar format to the proof of Theorem 2.5: we approximate $u$ by a smooth function $u_\varepsilon$, and then write $u_\varepsilon$ as $u' + u''$, for suitably chosen $u'$ and $u''$. As in the proof Theorem 2.5, let $W := \{\phi|_{\Omega_n} : \phi \in C_0^\infty(\Omega_\varepsilon)\}$. In this proof only, we use the notation that $\|u\|_{L^2(\Omega_n)} := A_{\min} \|\nabla u\|_{L^2(\Omega_n)} + n_{\min} k^2 \|u\|_{L^2(\Omega_n)}$. Since $\|\cdot\|$ is equivalent to $\| \cdot H^1_0(\Omega_\varepsilon) \|$, and $W$ is dense in $H^1_{0,D}(\Omega_R)$ [53, Page 77], given $\varepsilon > 0$, there exists a $u_\varepsilon \in W$ such $\|u - u_\varepsilon\| < \varepsilon$, and then

$$a(u_\varepsilon, v) = F(v) - a(u - u_\varepsilon, v) \quad \text{for all } v \in H^1_{0,D}(\Omega_R).$$

Define $a_\delta(u, v)$ by (3.6) with $A$ and $n$ replaced by $A_\delta$ and $n_\delta$ respectively; then

$$a_\delta(w, v) = a(w, v) + k^2 \int_{\Omega_n} (n - n_\delta)w \nabla v - \int_{\Omega_n} ((A - A_\delta)\nabla w) \cdot \nabla v$$

for all $w, v \in H^1_{0,D}(\Omega_R)$. We then have that

$$a_\delta(u_\varepsilon, v) = F(v) - a(u - u_\varepsilon, v) + k^2 \int_{\Omega_n} (n - n_\delta)u_\varepsilon \nabla v - \int_{\Omega_n} ((A - A_\delta)\nabla u_\varepsilon) \cdot \nabla v$$

for all $v \in H^1_{0,D}(\Omega_R)$. Given $u$ and $u_\varepsilon$, let $u', u'' \in H^1_{0,D}(\Omega_R)$ be the solutions of the variational problems

$$a_\delta(u', v) = F(v) \quad \text{for all } v \in H^1_{0,D}(\Omega_R)$$

and

$$a_\delta(u'', v) = -a(u - u_\varepsilon, v) + k^2 \int_{\Omega_n} (n - n_\delta)u_\varepsilon \nabla v - \int_{\Omega_n} ((A - A_\delta)\nabla u_\varepsilon) \cdot \nabla v \quad \text{for all } v \in H^1_{0,D}(\Omega_R)$$
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(it is straightforward to check that the right-hand side of this last equation is a well-defined functional on \( H^1_{0,D}(\Omega_R) \)). Since \( A_\delta \) and \( n_\delta \) satisfy Condition 2.4, Theorem 2.5 implies that \( u' \) exists and is unique and Corollary 2.16 implies that \( u'' \) exists and is unique.

The key features of these definitions are that (i) \( u_\varepsilon = u' + u'' \), (ii) both \( u' \) and \( u'' \) satisfy EDPs with coefficients \( A_\delta \) and \( n_\delta \), (iii) \( u' \) satisfies the EDP with the same right-hand side as \( u \), and (iv) \( u'' \) satisfies the EDP with each term on the right-hand side depending on one of \( u - u_\varepsilon \), \( n - n_\delta \), and \( A - A_\delta \), each of which can be made arbitrarily small.

Indeed, since \( A_\delta \) and \( n_\delta \) satisfy Condition 2.4, by Theorem 2.5, the bound (1.9) holds with \( u \) replaced by \( u' \), \( \mu_1 = A_{\text{min}} \), and \( \mu_2 = n_{\text{min}} \); i.e.

\[
\|u'\| \leq \sqrt{C_1} \|f\|_{L^2(\Omega_+)}.
\] (5.7)

Furthermore, by Corollary 2.16 and the definition of the norm on \( (H^1_{0,D}(\Omega_R))^\prime \),

\[
\|u''\|_{H^1_{0}(\Omega_R)} \leq \tilde{C} \left( C_c \|u - u_\varepsilon\|_{H^1_{0}(\Omega_R)} + k \|(n - n_\delta)u_\varepsilon\|_{L^2(\Omega)} + \|(A - A_\delta)\nabla u_\varepsilon\|_{L^2(\Omega)} \right),
\] (5.8)

where \( \tilde{C} \) is the constant on the right-hand side of (2.14) and \( C_c \) is the continuity constant of the sesquilinear form \( a(\cdot, \cdot) \) in the \( \| \cdot \|_{H^1_{0}(\Omega_R)} \) norm; the exact forms of \( \tilde{C} \) and \( C_c \) are not important in what follows, the key point is that they are both independent of \( \varepsilon \) and \( \delta \). Now, since \( u_\varepsilon \in C^\infty(\Omega_R) \),

\[
\|\langle n - n_\delta \rangle u_\varepsilon\|_{L^2(\Omega_R)}^2 = \int_{\Omega_R} |n - n_\delta|^2 |u_\varepsilon|^2 \leq \|u_\varepsilon\|_{L^\infty(\Omega_R)}^2 \|n - n_\delta\|_{L^2(\Omega_R)}^2.
\]

An analogous inequality holds for \( A - A_\delta \), and thus, since both \( \|A - A_\delta\|_{L^2(\Omega_R)} \) and \( \|n - n_\delta\|_{L^2(\Omega_R)} \to 0 \) as \( \delta \to 0 \), given \( \varepsilon > 0 \) there exists a \( \delta > 0 \) such that \( \|\langle n - n_\delta \rangle u_\varepsilon\|_{L^2(\Omega_R)} < \varepsilon \) and \( \|(A - A_\delta)\nabla u_\varepsilon\|_{L^2(\Omega_R)} < \varepsilon \). Therefore, using these inequalities in (5.8) we have

\[
\|u''\|_{H^1_{0}(\Omega_R)} \leq \tilde{C}(C_c + 2)\varepsilon.
\] (5.9)

The result \( \|u\| \leq \sqrt{C_1} \|f\|_{L^2(\Omega_+)} \) then follows from combining the inequalities

\[
\|u\| \leq \|u_\varepsilon\| + \varepsilon \leq \|u'\| + \|u''\| + \varepsilon,
\]

with the bounds (5.7) and (5.9) (using the fact that \( \| \cdot \| \) is equivalent to \( \| \cdot \|_{H^1_{0}(\Omega_R)} \)), and recalling that \( \varepsilon \) was arbitrary.

**Proof of Corollary 2.12.** The result [91, Lemma 2.3] implies that the assertion will hold if (i) \( R_\chi(k) \) is holomorphic for \( \Re k > 0 \), (ii) \( R_\chi(k) \) is well-defined for \( k \in \mathbb{R} \setminus \{0\} \) and there exist \( C_4 \geq 0 \) and \( k_0 > 0 \) such that

\[
\|R_\chi(k)\|_{L^2(\Omega_+) \to L^2(\Omega_+)} \leq \frac{C_4}{k} \quad \text{for all } k \geq k_0.
\] (5.10)

We note that the set-up in [91] concerns scattering by a bounded, \( C^\infty \) obstacle, where \( A \) and \( n \) are piecewise \( C^\infty \); nevertheless, the particular result [91, Lemma 2.3] assumes only that the differential operator equals \( \mathcal{L} := \Delta + k^2 \) outside a large ball, and nothing about the scatterer or smoothness of the coefficients, and thus is applicable here.

By Theorem 2.7, \( R_\chi(k) \) is well-defined for \( k \in \mathbb{R} \setminus \{0\} \) and the bound on the real axis (5.10) holds, and thus we only need to show that \( R_\chi(k) \) is well-defined and holomorphic for \( \Re k > 0 \). When \( \Re k > 0 \), an a priori bound on the solution of the EDP (with \( g_D \equiv 0 \)) can be found using Green’s identity (see, e.g., [7, Lemma 3.3], [36, Theorem 2.7]). By Lemma 3.5, the operator family \( R_\chi(k) \) is therefore well-defined for \( \Re k > 0 \). Analyticity follows by applying the Cauchy–Riemann operator \( \partial / \partial \bar{k} \) to the variational problem (3.5); \( \partial u / \partial \bar{k} \) then satisfies the EDP with \( f = 0 \) and \( g_D \equiv 0 \), and is therefore zero by the uniqueness results.

**Proof of Corollary 2.16.** Existence, uniqueness, and the bound (2.14) follow from Lemma 5.1. The result about the inf-sup constant then follows from, e.g., [80, Theorem 2.1.44].
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6 Proofs of the results in §2.3

The proof of Theorem 2.19 follows the proof of Theorem 2.5 closely; the main difference is that, in the bound from the Morawetz identity, we only obtain either \( \|\nabla u\|_{L^2}^2 \) (Part (ii)) or \( \|u\|_{L^2} \) (Part (iii)) on the left-hand side (as opposed to the full weighted-\( H^1 \) norm), and we use the inequalities (3.9) and (3.8) to put the missing part of the weighted-\( H^1 \) norm back in.

Proof of Theorem 2.19. (i) As in the proof of Theorem 2.5, we first assume that \( \Omega \) is \( C^{1,1} \). The steps to then use the bound in this case to prove the bound in the case when \( \Omega \) is Lipschitz are identical to those in Theorem 2.5, and so we omit them.

We follow the proof of Theorem 2.5, but this time we replace \( R \) by \( R + 1 \) and also change \( \alpha \); i.e. we apply the Morawetz identity in \( \Omega_{R+1} \) with \( v = u \) (justified as in the proof of Theorem 2.5 since we’re assuming \( \Omega_- \) is \( C^{1,1} \)), \( \beta = R + 1 \), and \( 2\alpha = d \). Recalling that we’re assuming that \( n \equiv 1 \), and that \( \text{supp } f \subset \Omega_R \), we find that the analogue of (5.1) is

\[
\int_{\Omega_{R+1}} (2A - (x \cdot \nabla)A) \nabla u, \nabla u \rangle + \int_{\Gamma_{n+1}} \frac{x \cdot \nu}{\nu} \partial u \partial_{\nu A}^2 = 2R \int_{\Omega_{R+1}} \overline{\nabla u} f
\]

\[+ \int_{\Gamma_{R+1}} (R + 1) \left( \frac{\partial f}{\partial r} \right)^2 + k^2 |u|^2 - |\nabla f u|^2 \right) - 2k(R + 1) \int_{\Gamma_{R+1}} \frac{\partial u}{\partial r} + d R \int_{\Gamma_{R+1}} \frac{\partial u}{\partial r}
\]

(6.1)

The combination of the integrals over \( \Gamma_{R+1} \) is \( \leq 0 \) by Lemma 4.5, and the fact that \( \Omega_- \) is star-shaped implies that the integral over \( \Gamma_D \) is \( \geq 0 \). Using the condition on \( A (2.15) \) and the Cauchy-Schwarz inequality we have

\[\mu_3 \|u\|_{L^2(\Omega_{R+1})}^2 \leq 2 \left( R \|\nabla u\|_{L^2(\Omega_{R+1})} + \left( R + 1 + \frac{d}{2k} \right) k \|u\|_{L^2(\Omega_R)} \right) \|f\|_{L^2(\Omega_+)} \cdot \] (6.2)

Our choice of \( \alpha \) has given us no \( k^2 \|u\|_{L^2(\Omega_R)}^2 \) on the left-hand side, but we reintroduce this term using the inequality (3.9). Indeed, recalling that \( n \equiv 1 \), and combining (6.2) with (3.9) we have

\[k^2 \|u\|_{L^2(\Omega_R)}^2 \leq \frac{C}{\mu_3} \left( R \|\nabla u\|_{L^2(\Omega_R)} + \left( R + 1 + \frac{d}{2k} \right) k \|u\|_{L^2(\Omega_R)} \right) \|f\|_{L^2(\Omega_+)} + \frac{2}{k^2} \|f\|_{L^2(\Omega_+)} \cdot \] (6.3)

where

\[C := 4 \left( A_{\text{max}} + \frac{6(A_{\text{max}})^2}{k^2} \right) . \]

Therefore, multiplying (6.3) by \( \mu_3 \) and combining with (6.2), we obtain

\[\mu_3 \left( \|\nabla u\|_{L^2(\Omega_{R+1})}^2 + k^2 \|u\|_{L^2(\Omega_{R+1})}^2 \right)
\]

\[\leq 2(1 + C) \left( R \|\nabla u\|_{L^2(\Omega_{R+1})} + \left( R + 1 + \frac{d}{2k} \right) k \|u\|_{L^2(\Omega_R)} \right) \|f\|_{L^2(\Omega_+)} + \frac{2\mu_3}{k^2} \|f\|_{L^2(\Omega_+)}^2 , \]

\[\leq \epsilon_1 \|\nabla u\|_{L^2(\Omega_{R+1})}^2 + \epsilon_2 k^2 \|u\|_{L^2(\Omega_{R+1})}^2 + \left( \frac{1 + C^2}{\epsilon_1} R^2 + \frac{1 + C^2}{\epsilon_2} \left( R + 1 + \frac{d}{2k} \right)^2 \right) \|f\|_{L^2(\Omega_+)}^2.
\]

for any \( \epsilon_1, \epsilon_2 > 0 \). Choosing \( \epsilon_1 = \epsilon_2 = \mu_3/2 \), we obtain the result (2.17).

(ii) We apply the Morawetz identity in \( \Omega_R \) with \( v = u \) but this time with \( \beta = 2R \) and \( 2\alpha = d - 2 \). In this case, however, since \( A \equiv 1 \), our use of the identity is allowed for Lipschitz \( \Omega_- \)... by the density result of Lemma 3.8. Indeed, Corollary 3.7 implies that the solution of the EDP is in \( V(\Omega_R) \) for every \( R > 0 \). The integrated identity (4.13) holds with \( D = \Omega_R \) and \( v = u \) by (i) the density of \( D(\Omega_R) \) in \( V(\Omega_R) \) (Lemma 3.8), and (ii) the fact that (4.13) is continuous in \( v \) with respect to the topology of \( V(\Omega) \) (using, as in Part (i), the fact that \( \|T(\gamma)\|_{L^2(\partial \Omega)} \leq C\|\gamma\|_{H^1(\partial \Omega)} \) [53, Lemma 4.23(i)])}. Recalling that we’re assuming that \( A \equiv 1 \) and \( g_D \neq 0 \), the analogue of (6.1) is now

\[
\int_{\Omega_R} (2n + x \cdot \nabla n) k^2 |u|^2
\]
\begin{align*}
+ \int_{\Gamma_D} (\mathbf{x} \cdot \mathbf{\nu}) \left( \frac{\partial u}{\partial \nu} \right)^2 - |\mathbf{\nabla}_D g_D|^2 + k^2 |u|g_D|^2 \right) + 2R \left( (\mathbf{x} \cdot \mathbf{\nabla}_D g_D + ik(2R)g_D + \frac{(d - 2)}{2} g_D) \frac{\partial u}{\partial \nu} \right) \\
= 2R \int_{\Omega_R} \nabla u f + \int_{\Gamma_R} R \left( \left| \frac{\partial u}{\partial \nu} \right|^2 - |\mathbf{\nabla}_S u|^2 + k^2 |u|^2 \right) - 2k(2R) \int_{\Gamma_R} \frac{u}{\partial \nu} + (d - 2) R \int_{\Gamma_R} \frac{\partial u}{\partial \nu} \tag{6.4}
\end{align*}

If $kR \geq \sqrt{3/8}$ then the combination of integrals over $\Gamma_R$ is $\leq 0$ by Lemma 4.6 (note that Lemma 4.5 is not applicable since $2\alpha = d - 2$). Using the condition on $n$ (2.16) and the Cauchy-Schwarz inequality we have

\begin{align*}
\mu_4 k^2 \|u\|_{L^2(\Omega_{n+1})}^2 + \int_{\Gamma_D} (\mathbf{x} \cdot \mathbf{\nu}) \left| \frac{\partial u}{\partial \nu} \right|^2 \\
\leq 2 \left( R \|\nabla u\|_{L^2(\Omega_{n+1})} + 2R + \frac{d - 2}{2k} \right) k \|u\|_{L^2(\Omega_{n+1})} \|f\|_{L^2(\Omega_{n+1})} + \int_{\Gamma_D} (\mathbf{x} \cdot \mathbf{\nu}) \left| \mathbf{\nabla}_D g_D \right|^2 \\
- 2R \int_{\Gamma_D} (\mathbf{x} \cdot \mathbf{\nabla}_D g_D + ik(2R)g_D + \frac{(d - 2)}{2} g_D) \frac{\partial u}{\partial \nu} \tag{6.5}
\end{align*}

(where we have used the fact that $n_{\text{min}} > 0$ in neglecting the $|g_D|^2$ term on $\Gamma_D$). Using the inequality $|\mathbf{x}| \leq L_D$ on $\Gamma_D$, along with the Cauchy-Schwarz and Cauchy inequalities, we have

\begin{align*}
- 2R \int_{\Gamma_D} (\mathbf{x} \cdot \mathbf{\nabla}_D g_D + ik(2R)g_D + \frac{(d - 2)}{2} g_D) \frac{\partial u}{\partial \nu} \\
\leq 2 \left( L_D \|\nabla_D g_D\|_{L^2(\Gamma_D)} + 2R + \frac{d - 2}{2k} \right) k \|g_D\|_{L^2(\Gamma_D)} \|f\|_{L^2(\Gamma_D)} \left\| \frac{\partial u}{\partial \nu} \right\|_{L^2(\Gamma_D)} \\
\leq (\varepsilon_1 + \varepsilon_2) \left\| \frac{\partial u}{\partial \nu} \right\|_{L^2(\Gamma_D)}^2 + \frac{1}{\varepsilon_1} L_D^2 \|\nabla_D g_D\|^2_{L^2(\Gamma_D)} + \frac{1}{\varepsilon_2} \left( 2R + \frac{d - 2}{2k} \right)^2 \|g_D\|^2_{L^2(\Gamma_D)} \tag{6.6}
\end{align*}

for any $\varepsilon_1, \varepsilon_2 > 0$. Combining (6.6) with (6.5), using the inequality $\mathbf{x} \cdot \mathbf{\nu} \geq aL_D$ on $\Gamma_D$ in the left-hand side, and choosing $\varepsilon_1 = \varepsilon_2 = aL_D/4$, we obtain

\begin{align*}
\mu_4 k^2 \|u\|^2_{L^2(\Omega_{n+1})} + aL_D \frac{1}{2} \left\| \frac{\partial u}{\partial \nu} \right\|^2_{L^2(\Gamma_D)} \\
\leq 2 \left( R \|\nabla u\|^2_{L^2(\Omega_{n+1})} + 2R(1 + \frac{d - 2}{2k}) k \|u\|^2_{L^2(\Omega_{n+1})} \right) \|f\|^2_{L^2(\Omega_{n+1})} \\
+ L_D \left( 1 + \frac{4}{a} \right) \|\nabla_D g_D\|^2_{L^2(\Gamma_D)} + \frac{4}{aL_D} \left( 2R + \frac{d - 2}{2k} \right)^2 \|g_D\|^2_{L^2(\Gamma_D)} \tag{6.7}
\end{align*}

Our choice of $\alpha$ has given us no $\|\nabla u\|^2_{L^2(\Omega_{n+1})}$ on the left-hand side, but we reintroduce this term using the inequality (3.8). Indeed, recalling that $A \equiv I$, and combining (6.7) with (3.8) we have

\begin{align*}
\|\nabla u\|^2_{L^2(\Omega_{n+1})} \leq \frac{3\alpha_{\text{max}}}{2\mu_4} \left[ 2 \left( R \|\nabla u\|^2_{L^2(\Omega_{n+1})} + 2(R + 1) + \frac{d - 2}{2k} \right) k \|u\|^2_{L^2(\Omega_{n+1})} \right] \|f\|^2_{L^2(\Omega_{n+1})} \\
+ L_D \left( 1 + \frac{4}{a} \right) \|\nabla_D g_D\|^2_{L^2(\Gamma_D)} + \frac{4}{aL_D} \left( 2R + \frac{d - 2}{2k} \right)^2 \|g_D\|^2_{L^2(\Gamma_D)} \\
+ \frac{1}{2k^2\alpha_{\text{max}}} \|f\|^2_{L^2(\Omega_{n+1})} + \frac{1}{\|g_D\|^2_{L^2(\Gamma_D)}} \left\| \frac{\partial u}{\partial \nu} \right\|^2_{L^2(\Gamma_D)} \tag{6.8}
\end{align*}

Combining (6.7) and (6.8), we have

\begin{align*}
\mu_4 \left( \|\nabla u\|^2_{L^2(\Omega_{n+1})} + k^2 \|u\|^2_{L^2(\Omega_{n+1})} \right) + aL_D \frac{1}{2} \left\| \frac{\partial u}{\partial \nu} \right\|^2_{L^2(\Gamma_D)} \\
\leq \left( 1 + \frac{3}{2n_{\text{max}}} \right) \left[ 2 \left( R \|\nabla u\|^2_{L^2(\Omega_{n+1})} + 2R + \frac{d - 2}{2k} \right) k \|u\|^2_{L^2(\Omega_{n+1})} \right] \|f\|^2_{L^2(\Omega_{n+1})}
\end{align*}
+ L_D \left( 1 + \frac{4}{a} \right) \| \nabla_{\Gamma_D} g D \|^2_{L^2(\Gamma_D)} + \frac{4}{a L_D} \left( 2R + \frac{d - 2}{2k} \right)^2 k^2 \| g D \|^2_{L^2(\Gamma_D)} \right) \\
 + \frac{\mu_4}{2k^2 n_{\max}} \| \mathcal{F} l \|^2_{L^2(\Omega_+)} + \mu_4 \| g D \|^2_{L^2(\Gamma_D)} \left\| \frac{\partial u}{\partial n} \right\|_{L^2(\Gamma_D)}.

The result (2.18) then follows from using the Cauchy inequality on the right-hand side.

Although the bound (2.18) is only valid for $k \geq \sqrt{3/8R}^{-1}$, to obtain existence and uniqueness for all $k > 0$ in these cases, we can use the unique continuation principle; see, e.g., [39, Theorem 2.5] and the references in §1.

7 Geometric interpretation of the condition $2n + x \cdot \nabla n > 0$

Before stating the main results of this section (Lemma 7.5 and Theorem 7.7) we need to recall the definitions of the bicharacteristics and rays of the wave equation (see, e.g., [44], [45], [26, Chapter VI], and the expository accounts in [87, §8.7], [88]). In this section, we only consider the full-space problem for the wave equation and the Helmholtz equation, i.e., we have $x \in \mathbb{R}^d$, and we only consider the case when $A \equiv I$ (but see Remark 7.11 for some comments on the case $A \neq I$).

**Definition 7.1 (Bicharacteristics of the wave equation)** The bicharacteristics of the wave equation

$$
\Delta U - n \frac{\partial^2 U}{\partial t^2} = 0, \quad x \in \mathbb{R}^d, \ t \in \mathbb{R}, \ n \in C^1(\mathbb{R}^d),
$$

are the solutions $(x(s), t(s), \xi(s), \tau(s))$, with $x, \xi \in \mathbb{R}^d, \ t, \tau \in \mathbb{R}$, of the Hamiltonian system

$$\dot{x}_i = \frac{\partial}{\partial x_i} p(x, t, \xi, \tau), \quad \dot{\xi}_i = -\frac{\partial}{\partial x_i} p(x, t, \xi, \tau), \quad \ddot{\xi}_i = -\frac{\partial}{\partial t} p(x, t, \xi, \tau),$$

where dot denotes differentiation with respect to $s$ and

$$p(x, t, \xi, \tau) := |\xi|^2 - n(x) \tau^2 \quad (7.3)$$

(i.e., $p$ is the principal symbol of the wave equation (7.1)). That is, the bicharacteristics are the solutions of the system of equations

$$\dot{x}_i = 2\xi_i, \quad \dot{\xi}_i = -2n \tau, \quad \ddot{\xi}_i = \left( \frac{\partial n}{\partial x_i} (x) \right) \tau^2, \quad \dddot{\xi}_i = 0. \quad (7.4a)$$

The null bicharacteristics are the bicharacteristics for which $p = 0$.

**Remark 7.2 (Using $t$ instead of $s$ as the parameter along the bicharacteristics)** Since $\dot{\tau} = 0$ in (7.4b), $\tau$ is a constant function of $s$. Without loss of generality, assume that $\tau$ is negative. Then, since $n > 0$, (7.4a) implies that $\dot{t} > 0$ and thus $t$ is an increasing function of $s$. We can therefore use $t$ instead of $s$ as the variable along the bicharacteristics.

**Remark 7.3 (Bicharacteristics and singularities)** The significance of bicharacteristics in the study of the wave equation stems from the result of [29, §VI] that (in the absence of boundaries) singularities of pseudodifferential operators (understood in terms of the wavefront set) travel along null bicharacteristics; see, e.g., [45, Chapter 24], [97, §12.3].

**Definition 7.4 (Rays)** The rays of the wave equation are given by $x(s)$, where $(x(s), t(s), \xi(s), \tau(s))$ is a null bicharacteristic of the wave equation; i.e., the rays are the projection of null bicharacteristics in the $x$ variables.
Lemma 7.5 (Geometric interpretation of the condition $2n + x \cdot \nabla n > 0$) If $x(s)$ is a ray of the wave equation (defined by Definition 7.4), then

$$\frac{1}{2} \frac{d^2}{ds^2} \left( \frac{1}{2} |x(s)|^2 \right) = 2n(x(s)) + x(s) \cdot \nabla n(x(s)).$$  \hspace{1cm} (7.5)

We postpone the proof of Lemma 7.5 to §7.2 (after we have recapitulated the necessary results from semiclassical analysis in §7.1), and we now use this result to relate the condition $2n + x \cdot \nabla n > 0$ to $n$ being trapping/nontrapping.

Definition 7.6 (Trapping/nontrapping $n$) Given $n \in C^4(\mathbb{R}^d)$ with supp$(1-n)$ compact, consider the bicharacteristics defined by (7.4) with $\tau = -1$ and thought of as a function of $t$ by Remark 7.2. We say that $n$ is nontrapping if, given $B_R(0) \supset$ supp $n$, there exists a $T(R) > 0$ such that all bicharacteristics with $|x(t_0)| < R$ satisfy $|x(t)| > R$ for all $t \geq T(R)$; i.e. all rays starting inside $B_R(0)$ at time $t_0$ have left $B_R(0)$ by time $T$. We say that $n$ is trapping if $n$ is not nontrapping.

Theorem 7.7 (Relationship of the condition $2n + x \cdot \nabla n > 0$ to trapping/nontrapping) Let $n \in C^4(\mathbb{R}^d)$ with supp$(1-n)$ compact.

(i) If there exists a $\mu > 0$ such that $2n + x \cdot \nabla n \geq \mu$ for all $x \in \mathbb{R}^d$, then $n$ is nontrapping.

(ii) (Due to [75].) If $d = 3, n(x) = n(r)$ (with $r := |x|$) and there exists an $r_1$ such that

$$2n(r_1) + r_1 \frac{\partial n}{\partial r}(r_1) < 0,$$  \hspace{1cm} (7.6)

then $n$ is trapping and there exists a sequence of resonances exponentially close to the real-$k$ axis.

Proof. (i) Since $n_{\text{min}} > 0$ and $dt/\text{ds} = 2n \geq 2n_{\text{min}}$ it is sufficient to show that, with the bicharacteristics thought of as a function of $s$, there exists an $S(R) > 0$ such that all bicharacteristics with $|x(s_0)| < R$ satisfy $|x(s)| > R$ for all $s \geq S(R)$. Without loss of generality, we take $s_0 = 0$.

If $f \in C^2(\mathbb{R})$ with $(d^2f/ds^2)(s) \geq \mu > 0$ for all $s$, then

$$\frac{df}{ds}(s) - \frac{df}{ds}(0) = \int_0^s \frac{d^2f}{ds^2}(s) \text{ds} \geq \mu s, \text{ and similarly } f(s) \geq \frac{\mu s^2}{2} + \left( \frac{df}{ds}(0) \right) s + f(0).$$

Thus, given $f(0)$ and $(df/ds)(0)$ with $f(0) < R^2/2$ and $|(df/ds)(0)| < \infty$, there exists an $S(R)$ such that $f(s) > R^2/2$ for all $s \geq S(R)$. Applying this result to $f(s) = |x(s)|^2/2$, and using Lemma 7.5, we obtain the result in (i).

(ii) With $n = c^{-2}$, the condition $2n + x \cdot \nabla n > 0$ becomes $x \cdot \nabla c < c$, which is $rc'(r) < c$ if $c$ is radial. This condition can then be rewritten as

$$\frac{d}{dr} \left( \frac{r}{c(r)} \right) > 0 \text{ or } \frac{d}{dr} \left( \frac{c(r)}{r} \right) < 0.$$  \hspace{1cm} (7.7)

Since there exists an $r_1$ such that (7.6) holds, $(d/dr)(c(r)/r)|_{r=r_1} > 0$ and then, since $c \in C^4$, there exist $r_0$ and $r_2$ with $r_0 < r_1 < r_2$ and

$$\frac{c(r_0)}{r_0} < \frac{c(r_2)}{r_2},$$  \hspace{1cm} (7.8)

without loss of generality, we can take $r_2$ such that $c(r)/r$ is monotonically decreasing for $r \geq r_2$ (observe that the assumption supp$(1-n)$ is compact implies that $c \equiv 1$ for sufficiently large $r$). Ralston showed in [75] that if (a) (7.8) holds, and (b) one has energy decay for solutions of the wave equation in $r > r_2$ with zero Dirichlet boundary conditions imposed at $r = r_2$, then there is a sequence of resonances exponentially close to the real-$k$ axis. Since $c(r)/r$ is monotonically decreasing for $r \geq r_2$, $2n + x \cdot \nabla n > 0$ in this region, and then either the results of [51], or [91, Theorem 1.1] combined with the bound (2.18) show that (b) holds.

Remark 7.8 (The condition $2n + x \cdot \nabla n > 0$ and the boundary rigidity problem) We highlight that the condition (7.7) also appears in [41, 92] as a sufficient condition for the solution of the boundary rigidity problem in the case of a sphere when $c = c(r)$. Recall that in this problem, one seeks to find $c$ from knowing the travel times (i.e. knowing the geodesics between any two points of the boundary); see, e.g., [86] and the references therein.
7.1 Semiclassical principal symbol and the associated bicharacteristics

The moral of this section is that the rays of the wave equation (7.1) can be understood by studying the bicharacteristics of semiclassical principal symbol of the Helmholtz equation.

Given the differential operator (in multi-index notation)
\[ P(x, h) = \sum_{|\alpha| \leq N} a_\alpha(x)(-i h \partial)^\alpha, \]  
its semiclassical principal symbol \( \sigma(P)(x, \xi) \) is given by
\[ \sigma(P)(x, \xi) = \sum_{|\alpha| \leq N} a_\alpha(x)\xi^\alpha; \]  
see, e.g., [97, §12.3]. Writing the Helmholtz equation \( \Delta u + k^2 nu = 0 \) as
\[ Lu := -h^2 \Delta u - nu = 0 \]  
with \( h = k^{-1} \), we then have that the semiclassical principal symbol is given by
\[ \sigma(L) = |\xi|^2 - n(x). \]  

Definition 7.9 (Semiclassical bicharacteristics of the Helmholtz equation) The semiclassical bicharacteristics of the Helmholtz equation (7.11) are the solutions \((x(s), \xi(s))\), with \( x, \xi \in \mathbb{R}^d \), of the Hamiltonian system,
\[ \dot{x}_i = \frac{\partial}{\partial \xi_i} \sigma(L)(x, \xi), \quad \dot{\xi}_i = -\frac{\partial}{\partial x_i} \sigma(L)(x, \xi), \]  
with \( \sigma(L)(x, \xi) \) given by (7.12). That is, the bicharacteristics are the solution of the system
\[ \dot{x}_i = 2\xi_i, \quad \dot{\xi}_i = \frac{\partial n}{\partial x_i}(x). \]  

The null semiclassical bicharacteristics are the semiclassical bicharacteristics for which \( \sigma(L) = 0 \).

Corollary 7.10 The rays of the wave equation are the projection of the null semiclassical bicharacteristics of the Helmholtz equation in the \( x \) variables.

Proof. From the second equation in (7.4b), a bicharacteristic of the wave equation has \( \tau \) as a constant function of \( s \). By rescaling, we can take \( \tau = -1 \) without loss of generality, and then \( p \) (defined by (7.3)) equals \( \sigma(L) \) (defined by (7.12)). The rays are the projections of the solutions of (7.4), when \( p = 0 \), in the \( x \) variables, and, since \( \tau = -1 \), the rays are governed by the first equations in each of (7.4a) and (7.4b). Since \( p = \sigma(L) \), these two equations are identical to the equations of the semiclassical bicharacteristics of the Helmholtz equation (7.13). \( \square \)

For \( f \) and \( g \) functions of \( x, \xi, \) and \( s \), we define the Poisson bracket \( \{ f, g \} \) by
\[ \{ f, g \} := \sum_j \left( \frac{\partial f}{\partial \xi_j} \frac{\partial g}{\partial x_j} - \frac{\partial f}{\partial x_j} \frac{\partial g}{\partial \xi_j} \right), \]  
(see, e.g., [97, §2.4]) and recall that for a quantity \( f(x(s), \xi(s); s) \) evolving via the Hamiltonian flow associated with the Hamiltonian \( H \),
\[ \frac{df}{ds} = \{ H, f \} + \frac{\partial f}{\partial s} \]  
by the chain rule. Recalling the definition of the commutator \([ A, B ] := AB - BA \), we have that, for \( A \) and \( B \) differential operators of the form (7.9),
\[ \sigma([A, B]) = \frac{h}{i} \{ \sigma(A), \sigma(B) \}; \]  
see, e.g., [97, Remark (ii), Page 68].
7.2 Proof of Lemma 7.5

By Corollary 7.10, the rays are described by the Hamiltonian flow associated with \( \sigma(L) \) (7.12). By (7.15) and the definition of the Poisson bracket (7.14), for \( x(s) \) on a ray,

\[
\frac{d}{ds} \left( \frac{1}{2} |x|^2 \right) = \left\{ |\xi|^2 - n(x), \frac{1}{2} |x|^2 \right\} = 2 \sum j x_j \xi_j = 2x \cdot \xi \tag{7.17}
\]

(where we have suppressed the dependence of \( x \) and \( \xi \) on \( s \) to keep the expressions compact).

Thus,

\[
\frac{d^2}{ds^2} \left( \frac{1}{2} |x|^2 \right) = \left\{ |\xi|^2 - n(x), \frac{d}{ds} \left( \frac{1}{2} |x|^2 \right) \right\} = \left\{ |\xi|^2 - n(x), 2x \cdot \xi \right\} = 2(2|\xi|^2 + x \cdot \nabla n(x)). \tag{7.18}
\]

Since \( \sigma(L)(x(s), \xi(s)) = 0 \) for all \( s \) (as the rays are the \textit{null} semiclassical bicharacteristics), we have from (7.12) that \( |\xi|^2 = n(x) \) on rays, and thus (7.18) becomes (7.5).

7.3 Understanding why the condition \( 2n(x) + x \cdot \nabla n(x) > 0 \) arises from using Morawetz identities

The explanation of why the condition \( 2n(x) + x \cdot \nabla n(x) > 0 \) arises when we use Morawetz identities to obtain bounds on the solution of \( (\Delta + k^2 n)u = -f \) has three points.

1. The Morawetz/Rellich identities in §6 can be understood as commutator arguments.

2. In the setting of commutator arguments (and ignoring any contributions from infinity or boundaries), the Morawetz/Rellich identities control the first derivatives of the solution if \( d^2(|x(s)|^2/2)/ds^2 > 0 \) when \( x(s) \) is a ray.

3. As we saw in Lemma 7.5, when \( x(s) \) is a ray, \( d^2(|x(s)|^2/2)/ds^2 > 0 \) is equivalent to \( 2n(x) + x \cdot \nabla n(x) > 0 \).

We now explain Points 1 and 2 (in §7.3.1 and §7.3.2 respectively).

7.3.1 Morawetz/Rellich identities as commutator arguments

With \( P \) a formally self-adjoint operator, we consider the PDE \( Pu = -f \) posed on the whole space \( \mathbb{R}^d \) (i.e., we ignore any complications due to boundaries) and we proceed formally without worrying about boundedness of norms over \( \mathbb{R}^d \). We depart slightly from the notation in the rest of the paper and use \( \langle \cdot, \cdot \rangle \) to denote the \( L^2 \) inner-product, and \( \| \cdot \| \) to denote the \( L^2 \) norm.

The heart of a commutator argument consists of finding operators \( M, B, \) and \( Q \), such that

\[
\langle [M, P]u, u \rangle = \pm \| Bu \|^2 + \langle QPu, u \rangle. \tag{7.19}
\]

Without loss of generality, assume that (7.19) holds with the plus sign. If \( \|u\| \) can be controlled by \( \|Bu\| \), then (7.19) gives an estimate on \( \|u\| \) in terms of \( \|Mf\|, \|M^* f\|, \) and \( \|Qf\| \). Indeed, (7.19) and the PDE \( Pu = -f \) imply that

\[
\|Bu\|^2 = \langle Qf, u \rangle - \langle Mf, u \rangle + \langle Mu, f \rangle. \tag{7.20}
\]

After bounding the left-hand side below by \( \|u\| \) and converting the last inner-product to \( \langle u, M^* f \rangle \), an estimate on \( \|u\| \) in terms of \( \|Mf\|, \|M^* f\|, \) and \( \|Qf\| \) can be obtained by the Cauchy-Schwarz inequality (see also the explanation of this type of argument in [78, §6]).

We claim that, when \( P = \Delta, (7.19) \) is satisfied with the plus sign, \( M = x \cdot \nabla, B = \nabla \), and \( Q = 0 \), and furthermore that this is equivalent to the Rellich identity (4.3) with \( v = u, A \equiv I \), and \( k = 0 \). Indeed, one can easily check that \( [x \cdot \nabla, \Delta] = -2\Delta \), and then (7.19) holds since

\[
\langle \Delta u, u \rangle = -\|\nabla u\|^2 \tag{7.21}
\]

by integration by parts (recalling that we’re ignoring any boundary terms). Then (7.20) becomes

\[
2\|\nabla u\|^2 = -\langle x \cdot \nabla f, u \rangle + \langle x \cdot \nabla u, f \rangle. \tag{7.22}
\]
The Rellich identity (4.3) with $v = u$, $A \equiv I$, $k = 0$, and $\Delta u = -f$, integrated over $\mathbb{R}^d$, becomes
\[(d-2)\|\nabla u\|^2 = -2\Re\langle x \cdot \nabla u, f \rangle. \tag{7.23}\]

To reconcile (7.22) and (7.23), observe that

\[\langle x \cdot \nabla f, u \rangle = -\langle f, \nabla \cdot (x u) \rangle = -d\langle f, u \rangle - \langle f, x \cdot \nabla u \rangle\]

and then using both this and (7.21) in (7.22) we obtain (7.23).

Here we have focused on the case $P = \Delta$, but similar considerations apply when $P = \Delta + k^2$ because of the commutator relation $[x \cdot \nabla, (\Delta + k^2)] = -2\Delta$.

### 7.3.2 Morawetz/Rellich identities and the condition $d^2(\|x\|^2/2)/ds^2 > 0$

As in (7.11), we let $L := -h^2\Delta - n(x)$. The arguments in §7.3.1 (with $Q = 0$) indicate that we should try to make the commutator $[-x \cdot \nabla, L]$ single-signed, i.e., a positive or negative operator. Seeking to achieve single-signedness at highest-order is then equivalent to making $\sigma([-x \cdot \nabla, L])$ single-signed.

From the definition (7.10), we have
\[\sigma(-ihx \cdot \nabla) = x \cdot \xi. \tag{7.24}\]

Using (7.24) along with (7.16), (7.12), and (7.18), we find that
\[\sigma([-x \cdot \nabla, L]) = -\frac{i}{h} \sigma([-ihx \cdot \nabla, L]) = -\left\{x \cdot \xi, |\xi|^2 - n(x)\right\} = \frac{1}{2} \frac{d^2}{ds^2} \left(\frac{1}{2} |x|^2\right),\]

and thus we expect to get a bound from using the multiplier $x \cdot \nabla$ when $d^2(\|x(s)\|^2/2)/ds^2 > 0$. All these calculations have ignored the contribution from infinity (which is dealt with using the Morawetz-Ludwig multiplier in Lemma 4.4) and from boundaries (which is where we require Dirichlet boundary conditions on the obstacle).

**Remark 7.11 (The operator $-h^2x \cdot (A(x) \nabla) - n(x)$ with $A \not\equiv I$)** When $L := -h^2x \cdot (A(x) \nabla) - n(x)$ with $A \not\equiv I$, the multiplier $x \cdot \nabla$ no longer has such a nice connection to rays. Indeed, the connection of the multiplier $x \cdot \nabla$ to rays when $A \equiv I$ relied on the fact that, when $x(s)$ is a ray,
\[\frac{1}{2} \frac{d}{ds} \left(\frac{1}{2} |x(s)|^2\right) = \sigma \left(\frac{h}{1} x \cdot \nabla\right);\]

see (7.17) and (7.24). However, we now have that
\[\sigma(L)(x, \xi) = (A(x)\xi) \cdot \xi - n(x),\]

and thus
\[\frac{1}{2} \frac{d}{ds} \left(\frac{1}{2} |x|^2\right) = \frac{1}{2} \left\{\sigma(L), \frac{1}{2} |x|^2\right\} = x \cdot (A(x)\xi),\]

which is not $x \cdot \xi = \sigma((h/1)x \cdot \nabla)$ when $A \not\equiv I$. Furthermore, when $A \not\equiv I$, the modulus function no longer measures distance with respect to the metric induced by $A$, and so the quantity $d^2(\|x(s)\|^2/2)/ds^2$ is less connected to the geometry (and is therefore less meaningful) than when $A \equiv I$.

### A The truncated exterior Dirichlet problem (TEDP)

As described in the introduction, there has been recent interest in proving bounds on this problem when one or both of $A$ and $n$ are variable [13, 23, 6, 69, 61, 79, 39]. We therefore give in this section the analogues for the TEDP of our results for the EDP, indicating how the proofs of the EDP results need to be modified to obtain these.
A.1 Definition of the TEDP

**Definition A.1 (Truncated Exterior Dirichlet Problem (TEDP))** Let \( \Omega \) be a bounded Lipschitz open set such that the open complement \( \Omega^+ := \mathbb{R}^d \setminus \Omega \) is connected. Let \( \tilde{\Omega} \) be a bounded connected Lipschitz open set such that \( \Omega^- \subset \subset \tilde{\Omega} \). Let \( \Omega := \tilde{\Omega} \setminus \Omega^- \), \( \Gamma_D := \partial \Omega^- \), and \( \Gamma_I := \partial \tilde{\Omega} \), so that \( \partial \Omega = \Gamma_D \cup \Gamma_I \) and \( \Gamma_D \cap \Gamma_I = \emptyset \) (see Figure 2).

Given
- \( f \in L^2(\Omega) \)
- \( g_D \in H^1(\Gamma_D) \)
- \( g_I \in L^2(\Gamma_I) \)
- \( \vartheta \in L^\infty(\Gamma_I, \mathbb{R}) \) with
  \[
  0 < \vartheta_{\text{min}} \leq \vartheta(x) \leq \vartheta_{\text{max}} < \infty \quad \text{for almost every } x \in \Gamma_I,
  \]
- \( n \in L^\infty(\Omega, \mathbb{R}) \) satisfying (2.1) with \( \Omega^+ \) replaced by \( \Omega \),
- \( A \in L^\infty(\Omega, \mathbb{R}^{d \times d}) \) such that \( \text{dist}(\text{supp}(I-A), \Gamma_I) > 0 \), \( A \) is symmetric, and there exist \( 0 < A_{\text{min}} \leq A_{\text{max}} < \infty \) such that (2.2) holds with \( \Omega^+ \) replaced by \( \Omega \),

we say \( u \in H^1(\Omega) \) satisfies the truncated exterior Dirichlet problem if

\[
\mathcal{L}_{A,n} u := \nabla \cdot (A \nabla u) + k^2 nu = -f \quad \text{in } \Omega,
\]

\[
\gamma u = g_D \quad \text{on } \Gamma_D,
\]

and

\[
\frac{\partial u}{\partial n} - ik\vartheta \gamma u = g_I \quad \text{on } \Gamma_I.
\]

**Remark A.2 (The behaviour of \( A, n, \) and \( \vartheta \) on the impedance boundary \( \Gamma_I \))** In the definition of the TEDP, we have made \( A \equiv I \) in a neighbourhood of the impedance boundary \( \Gamma_I \), but allowed \( n \) to vary in this neighbourhood. With the impedance boundary condition viewed as an approximation to the Sommerfeld radiation condition (2.4), it would perhaps make more sense to impose the condition that \( n \equiv 1 \) in a neighbourhood of \( \Gamma_I \) and then let the function \( \vartheta \) in the impedance condition (A.2) be equal to one. However, the interior impedance problem with \( A \equiv I \), \( n \) varying in the whole of the domain, and \( \vartheta \) varying on the impedance boundary is considered in [6, 13, 23, 33, 39], and so we include this situation in Definition A.1 to make contact with these other works. We note that \( \vartheta = n^{1/2} \) in [33, 39], \( \vartheta = (n_{\text{max}})^{1/2} \) in [6, 23], and \( \vartheta \) is a general function (satisfying (A.1)) in [13].
A.2 Bounds on the TEDP for Lipschitz A and n

The following three sets of conditions are the TEDP-analogues of Conditions 2.4, 2.17, and 2.18.

**Condition A.3** (A and n both Lipschitz, \( g_D \equiv 0 \), \( \Omega_\ast \) star-shaped, \( \tilde{\Omega} \) star-shaped w.r.t. a ball) \( \Omega_\ast \) is star-shaped with respect to the origin, \( \tilde{\Omega} \) is star-shaped with respect to a ball centred at the origin, \( g_D \equiv 0 \), \( A \in C^{\alpha,1}(\tilde{\Omega},\mathbb{R}^{d\times d}) \), \( n \in C^{\alpha,1}(\tilde{\Omega},\mathbb{R}) \), and there exist \( \mu_1, \mu_2 > 0 \) such that (2.6) and (2.7) hold with \( \Omega_\ast \) replaced by \( \tilde{\Omega} \).

**Condition A.4** (A Lipschitz, \( n \equiv 1 \), \( g_D \equiv 0 \), \( \Omega_\ast \) star-shaped, \( \tilde{\Omega} \) star-shaped w.r.t. a ball) \( \Omega_\ast \) is star-shaped with respect to the origin, \( \tilde{\Omega} \) is star-shaped with respect to a ball centred at the origin, \( g_D \equiv 0 \), \( A \in C^{\alpha,1}(\tilde{\Omega},\mathbb{R}^{d\times d}) \), \( n \equiv 1 \), and there exists \( \mu_3 > 0 \) such that (2.15) holds with \( \Omega_\ast \) replaced by \( \tilde{\Omega} \).

**Condition A.5** (n Lipschitz, \( g_D \neq 0 \), both \( \Omega_\ast \) and \( \tilde{\Omega} \) star-shaped w.r.t. a ball) \( \Omega_\ast \) is star-shaped with respect to a ball centred at the origin, \( \tilde{\Omega} \) is star-shaped with respect to a ball centred at the origin, \( A \equiv I, n \in C^{\alpha,1}(\tilde{\Omega}) \), and there exists \( \mu_4 > 0 \) such that (2.16) holds with \( \Omega_\ast \) replaced by \( \tilde{\Omega} \).

The following theorem is the TEDP-analogue of Theorems 2.5 and 2.19.

**Theorem A.6** (Bounds on the TEDP under Conditions A.3-A.5)

(i) If \( \Omega_\ast, \tilde{\Omega}, A, n, \vartheta, f, g_D, \) and \( g_I \) satisfy the requirements in the definition of the TEDP (Definition A.1), along with the requirements in Condition A.3, then the solution of the TEDP exists and is unique. Let \( L_I := \max_{x \in \Gamma_I}|x| \) and let a \( L_I \) be the radius of the ball with respect to which \( \tilde{\Omega} \) is star-shaped. Finally let \( n_{\max, \Gamma_I} := \text{ess sup}_{x \in \Gamma_I} n(x) \). Then

\[
\mu_1 \left\| \nabla u \right\|_{L^2(\Omega)}^2 + \mu_2 k^2 \left\| u \right\|_{L^2(\Omega)}^2 + a L_I \left\| \nabla \vartheta (\gamma u) \right\|_{L^2(\Gamma_I)}^2 + 2 \left\| \gamma u \right\|_{L^2(\Gamma_I)}^2 \leq C_1 \left\| f \right\|_{L^2(\Omega)}^2 + C_1 \left\| g_I \right\|_{L^2(\Gamma_I)}^2
\]

for all \( k > 0 \), where

\[
C_1 := 4 \left[ \frac{L_I^2}{\mu_1} + \frac{1}{\mu_2} \left( \beta + \frac{d-1}{2k} \right)^2 \right], \quad \tilde{C}_1 := 2 \left[ 2 \left( 1 + \frac{2}{a} \right) + \frac{\beta}{\vartheta_{\min} L_I} + \frac{(d-1)^2}{4} \right] L_I.
\]

and

\[
\beta := \frac{L_I}{\vartheta_{\min}} \left( 1 + n_{\max, \Gamma_I} + \frac{1}{(k L_I)^2} + 2(\vartheta_{\max})^2 \left( 1 + \frac{2}{a} \right) \right).
\]

(ii) If \( \Omega_\ast, \tilde{\Omega}, A, n, \vartheta, f, g_D, \) and \( g_I \) satisfy the requirements in the definition of the TEDP (Definition A.1), along with the requirements in Condition A.4, then the solution of the TEDP exists and is unique. Let \( L_I := \max_{x \in \Gamma_I}|x| \) and let a \( L_I \) be the radius of the ball with respect to which \( \tilde{\Omega} \) is star-shaped. Then

\[
\mu_3 \left( \left\| \nabla u \right\|_{L^2(\Omega)}^2 + k^2 \left\| u \right\|_{L^2(\Omega)}^2 \right) + a L_I \left\| \nabla \vartheta (\gamma u) \right\|_{L^2(\Gamma_I)}^2 + L_I k^2 \left\| \gamma u \right\|_{L^2(\Gamma_I)}^2 \leq C_2 \left\| f \right\|_{L^2(\Omega)}^2 + C_2 \left\| g_I \right\|_{L^2(\Gamma_I)}^2,
\]

for all \( k > 0 \), where

\[
C_2 = 2 \left[ \frac{2}{\mu_3} \left( 1 + 2 A_{\max} \right)^2 \left( \frac{L_I^2}{\mu_1} + \left( \beta + \frac{d-1}{2k} \right)^2 \right) + \frac{\mu_3}{k^2} \right], \quad \tilde{C}_2 = \left[ 1 + 2 A_{\max} \right] \tilde{C}_1 + \frac{4 \mu_3^2 \beta}{L_I k^2}.
\]

where \( \tilde{C}_1 \) is given in (A.3) and \( \beta \) is given by (A.4).

(iv) If \( \Omega_\ast, \tilde{\Omega}, A, n, \vartheta, f, g_D, \) and \( g_I \) satisfy the requirements in the definition of the TEDP (Definition A.1), along with the requirements in Condition A.5, then the solution of the TEDP exists and is unique. Let \( L_I := \min_{x \in \Gamma_I}|x| \) and let a \( L_I \) be the radius of the ball with respect to which \( \tilde{\Omega} \) is
star-shaped. Let $L_D := \min_{x \in \Gamma_D} |x|$ and let $aDL_D$ be the radius of the ball with respect to which $\Omega_-$ is star-shaped. Then

$$
\mu_4 \left( \left\| \nabla u \right\|_{L^2(\Omega)}^2 + k^2 \left\| u \right\|_{L^2(\Omega)}^2 \right) + a_1L_I \left\| \nabla_{\partial D}(\gamma u) \right\|_{L^2(\Gamma_I)}^2 + L_Ik^2 \left\| \gamma u \right\|_{L^1(\Gamma_I)} + \frac{a_DL_D}{2} \left\| \partial u \right\|_{L^2(\Gamma_D)}^2
\leq C_3 \|f\|_{L^2(\Omega)}^2 + \tilde{C}_3 \|g_I\|_{L^2(\Gamma_I)}^2 + C_4 \|\nabla_{\Gamma_D}g_D\|_{L^2(\Gamma_D)}^2 + C_5k^2 \|g_D\|_{L^2(\Gamma_D)}^2,
$$

for all $k > 0$, where

$$
C_3 = 2 \left[ \frac{2}{\mu_4} \left( 1 + \frac{3}{2}n_{\text{max}} \right)^2 \left( L_I^2 + \left( \beta + \frac{d-2}{2k} \right)^2 + \frac{\mu_4}{2k^2n_{\text{max}}} \right) \right] \quad \text{and} \quad C_4 := 2 \left( 1 + \frac{3}{2}n_{\text{max}} \right) L_D \left( 1 + \frac{4}{a_D} \right), \quad \text{and} \quad C_5 \equiv 2 \left[ \left( 1 + \frac{3}{2}n_{\text{max}} \right) \frac{4}{a_DL_D} \left( \beta + \frac{d-2}{2k} \right)^2 + \frac{2\mu_4^2}{a_DL_D} \right].
$$

Observe that, given $k_0 > 0$, each of the $C_j$ and $\tilde{C}_j$, $j = 1, \ldots, 5$, can be bounded above, independently of $k$, for $k \geq k_0$.

Analogues of Remarks 2.13, 2.14, 2.15, and 2.21 and Corollary 2.16 hold for the bounds in Theorem A.6. Furthermore, just as Condition 2.4 with Lipschitz coefficients was relaxed to Condition 2.6 for $L^\infty$ coefficients in the case of the EDP, Condition A.3 can be relaxed to allow $L^\infty$ coefficients, and an analogue of Theorem 2.7 proved for the TEDP.

### A.3 Discussion of previous work on bounds for the TEDP with variable $A$ and $n$

We first discuss results for $d = 2, 3$ in the case that $A$ and $n$ are continuous. The TEDP and IIP with scalar Lipschitz $A$ and Lipschitz $n$ were considered in [13]. In the case $A = 1$, a resolvent estimate was proved using Morawetz identities with vector field $x$ under the condition (1.8). In the case $A \neq 1$, the conditions on $A$ and $n$ in [13] are more restrictive than (1.6) (this is because [13] do not commute $\mathcal{L}_{A,n}$ with $x \cdot \nabla$, but rearrange equation (1.1) into an equation for $\Delta u$ and commute this equation with $x \cdot \nabla$). In [37] a new variational formulation of the IIP with $A \equiv I$ and $n$ Lipschitz was obtained using Morawetz identities with the vector field $x$, generalising the formulation for $A \equiv I$ and $n \equiv 1$ in [60]. This formulation is coercive under conditions essentially equivalent to (1.8), and this coercivity then implies that a resolvent estimate holds.

Turning to results where one of $A$ and $n$ is not continuous, a resolvent estimate for the TEDP where $A \equiv I$, $n$ is piecewise constant with jumps on $C^\infty$ convex interfaces with strictly positive curvature, and the problem is nontrapping was proved in [20] (by adapting the results of [18]). Morawetz identities with the vector field $x$ were used to prove resolvent estimates for the IIP where (i) $d = 2$, $A$ is Lipschitz, $n$ is complex and both $A$ and $n$ have a common (nontrapping) jump [69], (ii) $d = 2$, $A \equiv I$, and $n$ is piecewise constant with nontrapping jumps in [23, 6], and (iii) $A \equiv I$ and $n = 1 + \eta$ is a random variable with $\|\eta\|_{L^\infty} \leq C/k$ (with $C$ independent of $k$) almost surely [33]; this last result is essentially the random-variable analogue of the bound discussed in Remark 2.15 with $n_0 = 1$.

Resolvent estimates for the Helmholtz equation posed on a 1-d bounded interval with at least one of the endpoints having an impedance boundary condition were obtained for $A \equiv I$ and $n \in C^1$ in [3], for $A \equiv I$ and piecewise-constant $n$ in [23, 24, 79], and for piecewise-$C^1$ scalar $A$ and piecewise-$C^1$ $n$ in [39]. The results in [3, 23, 39] were proved using variants of Morawetz identities (see the discussion in [39, §5]) and the results in [79] were proved using the explicit expression for the Green’s function in 1-d.

### A.4 TEDP-analogues of the results in §3 and §4

Lemma A.7 (Variational formulation of TEDP with $g_D \equiv 0$) With $\Omega_-, n, A, f$, and $g_I$ as in Definition A.1, let

$$
H^1_{0,D}(\Omega) := \{ v \in H^1(\Omega) : \gamma v = 0 \text{ on } \Gamma_D \}.
$$
The variational formulation of the TEDP of Definition A.1 with \( g_D = 0 \) is:

\[
\text{find } u \in H^{1}_0(D, \Omega) \text{ such that } a(u, v) = F(v) \quad \text{for all } v \in H^{1}_0(D, \Omega),
\]

where

\[
a(u, v) := \int_{\Omega} \left( (A u) \cdot \nabla v - k^2 n u \, v \right) - ik \int_{\Gamma} \gamma u \, \overline{v} \quad \text{and} \quad F(v) := \int_{\Omega} f + \int_{\Gamma} g_I \overline{v}. \tag{A.6}
\]

**Remark A.8 (Continuity of \( a(\cdot, \cdot) \))** The sesquilinear form \( a(\cdot, \cdot) \) of the TEDP defined by (A.6) is continuous on \( H^1(\Omega) \); this follows in a similar way to the EDP, except using the multiplicative trace inequality \( \|\gamma u\|_{L^2(\partial \Omega)} \leq C\|u\|_{H^1(\Omega)} \) [40, Theorem 1.5.1.10, last formula on Page 41] to deal with the term on \( \Gamma_1 \).

**Remark A.9 (The Nečas regularity result)** The natural analogue of the Nečas regularity result Corollary 3.7 holds for the TEDP. The only difference in the proof is that, since there are different types of boundary conditions on \( \Gamma_D \) and \( \Gamma_I \), we introduce a \( C^\infty \) boundary, \( \Gamma_* \), between \( \Gamma_D \) and \( \Gamma_I \) and apply the Nečas result first between \( \Gamma_* \) and \( \Gamma_D \), and then between \( \Gamma_* \) and \( \Gamma_R \) (using interior \( H^2 \)-regularity of the operator \( \mathcal{L}_{A, n} \) and the trace theorem [53, Theorem 3.38] to get that \( \gamma u \in H^1(\Gamma_*) \) and \( \partial u / \partial \nu_A \in L^2(\Gamma_*) \)).

**Lemma A.10 (Bounding the \( H^1 \) semi-norm of \( u \) via the \( L^2 \) norm and \( L^2 \) norm of \( f \))** Assume there exists a solution to the TEDP of Definition A.1. Then, for all \( k > 0 \),

\[
A_{\min} \|\nabla u\|_{L^2(\Omega)}^2 \leq \frac{3}{2} k^2 n_{\max} \|u\|_{L^2(\Omega)}^2 + \frac{1}{2k^2 n_{\max}} \|f\|_{L^2(\Omega)}^2 + \|\gamma u\|_{L^2(\Gamma_D)} \left( \frac{\|\partial u\|_{L^2(\Gamma_D)}}{\|\partial \nu_A\|_{L^2(\Gamma_D)}} \right) + \|\gamma u\|_{L^2(\Gamma_I)} \|g_I\|_{L^2(\Gamma_I)}, \tag{A.7}
\]

and

\[
\frac{1}{2} k^2 n_{\min} \|u\|_{L^2(\Omega)}^2 \leq A_{\max} \|\nabla u\|_{L^2(\Omega)}^2 + \frac{1}{2k^2 n_{\min}} \|f\|_{L^2(\Omega)}^2 + \|\gamma u\|_{L^2(\Gamma_D)} \left( \frac{\|\partial u\|_{L^2(\Gamma_D)}}{\|\partial \nu_A\|_{L^2(\Gamma_D)}} \right) + \|\gamma u\|_{L^2(\Gamma_I)} \|g_I\|_{L^2(\Gamma_I)}. \tag{A.8}
\]

**Sketch proof.** Applying Green’s identity (3.1) with \( \Omega \) the domain in the Definition of the TEDP, \( u \) the solution of the TEDP, and \( v = u \), we find

\[
- \left( \frac{\partial u}{\partial \nu_A}, \gamma u \right)_{\Gamma_D} + ik \partial \gamma u + g_I, \gamma u \right)_{\Gamma_I} = \int_{\Omega} (A \nabla u) \cdot \nabla u - k^2 n |u|^2 = f.
\]

The results (A.7) and (A.8) are obtained by taking the real part of this identity, using (2.1), the Cauchy-Schwarz inequality, (2.2), and then the Cauchy inequality (on the term involving both \( u \) and \( f \)).

**A.5 The boundary terms in the integrated Morawetz identity (4.13) under an impedance condition.**

The inequality in the following lemma can be seen as an analogue of the inequalities in Lemmas 4.5 and 4.6 above. Indeed, the inequalities in Lemmas 4.5 and 4.6 are used to deal with the contribution from \( \Gamma_R := \partial B_R \) when bounding the solution of the EDP in \( \Omega_R := \Omega_+ \cap B_R \). The inequality (A.9) below is used to deal with the contribution from \( \Gamma_I \) (the boundary with the impedance condition) when bounding the solution of the TEDP in \( \Omega \).

**Lemma A.11 (Inequality on \( \Gamma_I \) used to deal with the impedance boundary condition)** Let the domains \( \Omega_+ \) and \( \Omega \), and the functions \( \vartheta \) and \( g_I \) be as in the definition of the TEDP (Definition A.1). Let \( v \in V(\Omega) \) satisfy the impedance boundary condition \( \partial v / \partial n - ik \vartheta v = g_I \) on
$\Gamma_I$. Let $L_I := \max_{x \in \Gamma_I} |x|$ and assume that $\tilde{\Omega}$ is star-shaped with respect to the ball of radius $aL_I$. Let $\alpha \in \mathbb{R}$ be arbitrary and let $\beta$ be given by (A.4). Then

$$\int_{\Gamma_I} (x \cdot \nu) \left( \left| \frac{\partial v}{\partial \nu} \right|^2 - |\nabla_{\operatorname{d}a}(\gamma v)|^2 + k^2 n|\gamma v|^2 \right) + 2R \left( (x \cdot \nabla_{\operatorname{d}a}(\gamma v) + ik\beta \gamma v + \alpha \frac{\partial v}{\partial \nu} \right)$$

$$\leq -\frac{aL_I}{2} \|\nabla_{\operatorname{d}a}(\gamma v)\|_{L^2(\Gamma_I)}^2 - k^2 L_I \|\gamma v\|_{L^2(\Gamma_I)}^2 + \left( 2 \left( 1 + \frac{2}{a} \right) + \frac{k}{\theta_{\min} L_I} + \alpha^2 \right) L_I \|g\|_{L^2(\Gamma_I)}^2.$$  

(A.9)

**Proof.** The impedance boundary condition implies that

$$I := \int_{\Gamma_I} (x \cdot \nu) \left( \left| \frac{\partial v}{\partial \nu} \right|^2 - |\nabla_{\operatorname{d}a}(\gamma v)|^2 + k^2 n|\gamma v|^2 \right) + 2R \left( (x \cdot \nabla_{\operatorname{d}a}(\gamma v) + ik\beta \gamma v + \alpha \frac{\partial v}{\partial \nu} \right)$$

$$= \int_{\Gamma_I} (x \cdot \nu) \left( |i k \partial \gamma v + g_I|^2 - |\nabla_{\operatorname{d}a}(\gamma v)|^2 + k^2 n|\gamma v|^2 \right) + 2R \left( (x \cdot \nabla_{\operatorname{d}a}(\gamma v) + ik\beta \gamma v \right)$$

$$- \frac{aL_I}{2} \|\nabla_{\operatorname{d}a}(\gamma v)\|_{L^2(\Gamma_I)}^2 + 2R \left( (x \cdot \nabla_{\operatorname{d}a}(\gamma v) + ik\beta \gamma v \right) g_I.$$

Using the Cauchy-Schwarz and Cauchy inequalities, as well as the inequalities $aL_I \leq x \cdot \nu(x) \leq L_I$ and (A.1), we find that

$$I \leq 2L_I \left( \theta_{\max} k \|\gamma v\|_{L^2(\Gamma_I)}^2 + \|g_I\|_{L^2(\Gamma_I)}^2 \right) - aL_I \|\nabla_{\operatorname{d}a}(\gamma v)\|_{L^2(\Gamma_I)}^2 + k^2 \theta_{\max} L_I \|\gamma v\|_{L^2(\Gamma_I)}^2$$

$$+ L_I \left( \varepsilon_1 \|\nabla_{\operatorname{d}a}(\gamma v)\|_{L^2(\Gamma_I)}^2 + \frac{k^2 \theta_{\max}^2}{\varepsilon_1} \|\gamma v\|_{L^2(\Gamma_I)}^2 \right) = 2L_I \left( \frac{\beta}{\theta_{\min}} \|\gamma v\|_{L^2(\Gamma_I)}^2 + \frac{1}{\varepsilon_2} \|g_I\|_{L^2(\Gamma_I)}^2 \right)$$

$$+ L_I \left( \varepsilon_2 \|\nabla_{\operatorname{d}a}(\gamma v)\|_{L^2(\Gamma_I)}^2 + \frac{1}{\varepsilon_2} \|g_I\|_{L^2(\Gamma_I)}^2 \right) + \left( 1 + \frac{2}{a} \right) \|\gamma v\|_{L^2(\Gamma_I)}^2 + \left( \frac{2}{a} + \varepsilon_3 \right) \|\gamma v\|_{L^2(\Gamma_I)}^2,$$

for any $\varepsilon_j > 0$, $j = 1, 2, 3, 4$. Choosing $\varepsilon_1 = \varepsilon_2 = a/4$, we have

$$I \leq -k^2 L_I \left( \frac{2}{\beta \theta_{\min}} \frac{\beta}{L_I} - \varepsilon_3 \frac{\beta^2}{L_I} \right) \|\gamma v\|_{L^2(\Gamma_I)}^2$$

$$- \frac{aL_I}{2} \|\nabla_{\operatorname{d}a}(\gamma v)\|_{L^2(\Gamma_I)}^2 + \left( 2 \left( 1 + \frac{2}{a} \right) + \frac{1}{\varepsilon_3} \right) \|g_I\|_{L^2(\Gamma_I)}^2.$$

Our goal is to choose $\beta$ large enough so that the bracket in front of $\|\gamma v\|_{L^2(\Gamma_I)}^2$ on the right-hand side is positive (in fact, we'll choose $\beta$ so that the bracket equals one), but this is only possible if $\varepsilon_3$ is chosen appropriately. Letting $\varepsilon_3 = \theta_{\min} / \beta$ and $\varepsilon_4 = 1/L_I$ we have

$$I \leq -k^2 L_I \left( \frac{2}{\beta \theta_{\min}} \frac{\beta}{L_I} - \varepsilon_3 \frac{\beta^2}{L_I} \right) \|\gamma v\|_{L^2(\Gamma_I)}^2$$

$$- \frac{aL_I}{2} \|\nabla_{\operatorname{d}a}(\gamma v)\|_{L^2(\Gamma_I)}^2 + \left( 2 \left( 1 + \frac{2}{a} \right) + \frac{1}{\varepsilon_4} \right) \|g_I\|_{L^2(\Gamma_I)}^2.$$

We then choose $\beta$ as in (A.4) and the result (A.9) follows. $\blacksquare$

## A.6 Outline of the proof of Theorem A.6

This follows the proof of Theorems 2.5 and 2.19 very closely; the main difference that we now use Lemma A.11 to deal with the terms arising from the impedance boundary $\Gamma_I$ instead of Lemmas 4.5 and 4.6 to deal with the terms arising from the boundary $\Gamma_R$. Applying the Morawetz identity in $\Omega$ is justified in Part (iii) by the density result of Lemma 3.8 (as in Part (ii) of Theorem 2.19). For Parts (i) and (ii), we first prove the bounds for $C^{1,1}$ star-shaped $\Omega_-$, and then use identical arguments to those in the proof of Theorem 2.5 to extend these bounds to Lipschitz star-shaped $\Omega_-$. When proving the bounds for $C^{1,1}$ star-shaped $\Omega_-$, using the Morawetz identity in $\Omega$ is justifying by (a) introducing a $C^\infty$ boundary, $\Gamma_*$, between $\Gamma_D$ and $\Gamma_I$ such that $A \equiv I$ both in
a neighbourhood of $\Gamma_*$ and between $\Gamma_*$ and $\Gamma_I$, (b) using $H^2$-regularity to justify applying the identity between $\Gamma_D$ and $\Gamma_*$, and (c) using Lemma 3.8 to justify applying the identity between $\Gamma_*$ and $\Gamma_I$.

For (i), we choose $\beta$ as in (A.4) and let $2\alpha = d - 1$. For (ii), we choose $\beta$ as in (A.4) and let $2\alpha = d$. We use (A.8) to introduce $k^2 \|u\|_{L^2(\Omega)}^2$ (just as we used (3.9)) to introduce $k^2 \|u\|_{L^2(\Omega_d)}$ in the proof of Part (i) of Theorem 2.19. For (iv), we choose $\beta$ as in (A.4) and let $2\alpha = d - 2$. We use (A.7) to introduce $\|\nabla u\|_{L^2(\Omega)}^2$ (just as we used (3.8)) to introduce $\|\nabla u\|_{L^2(\Omega_d)}$ in the proof of Part (ii) of Theorem 2.19. The treatment of the terms on $\Gamma_D$ is essentially identical to that in Part (ii) of Theorem 2.19.
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