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Abstract—Recently, studies of visual question answering have explored various architectures of end-to-end networks and achieved promising results on both natural and synthetic datasets, which require explicitly compositional reasoning. However, it has been argued that these black-box approaches lack interpretability of results, and thus cannot perform well on generalization tasks due to overfitting the dataset bias. In this work, we aim to combine the benefits of both sides and overcome their limitations to achieve an end-to-end interpretable structural reasoning for general images without the requirement of layout annotations. Inspired by the property of a capsule network that can carve a tree structure inside a regular convolutional neural network (CNN), we propose a hierarchical compositional reasoning model called the “Linguistically driven Graph Capsule Network”, where the compositional process is guided by the linguistic parse tree. Specifically, we bind each capsule in the lowest layer to bridge the linguistic embedding of a single word in the original question with visual evidence and then route them to the same capsule if they are siblings in the parse tree. This compositional process is achieved by performing inference on a linguistically driven conditional random field (CRF) and is performed across multiple graph capsule layers, which results in a compositional reasoning process inside a CNN. Experiments on the CLEVR dataset, CLEVR compositional generation test, and FigureQA dataset demonstrate the effectiveness and composition generalization ability of our end-to-end model.

Index Terms—Visual Question Answering, Visual Reasoning, Graph Neural Networks, Human Machine Interaction.

1 INTRODUCTION

Visual question answering (VQA) that predicts the correct answer given an image and a textual question requires the agent to possess the co-reasoning capability to connect vision and linguistic knowledge. A desirable agent must be capable of perceiving both visual evidence and language semantic meaning and then performing logical inference based on its observations. This task combines computer vision and natural language processing and requires both the perception and inference abilities, causing it to attract increased interest in recent years.

The pioneering studies on VQA [1], [2], [3] focused on utilizing neural networks and learning the mapping from inputs to answer outputs. Despite the steadily improving performance of current pipelines, they have exhibited fundamental limitations, whereby an end-to-end neural network often learns the dataset bias instead of fully understanding the image and language [4], [5]. For instance, even on a dataset [6] with minimal biases and intricate compositional questions, the end-to-end neural networks [7] with a simple fusion architecture still achieve exceptionally good results without using additional layout annotations. In addition to the end-to-end neural networks, numerous efforts have been devoted to structural modeling [8], [9] to pursue the interpretable reasoning capability. A series of studies on modular networks [10], [11] were proposed to first detect atomic elements and then integrate elements to infer the final results. However, such studies rely heavily on the ground truth layouts, and their performance drops rapidly if the layout annotations are inaccessible. Such drawbacks severely hinder the application potential of these studies on general and unconstrained VQA tasks for natural image scenarios.

As a matter of fact, humans can recognize novel concepts...
by incorporating learned concepts \[12\]. This compositional generalization ability allows people to solve a plethora of problems using a limited set of basic skills and is one of the major differences between human intelligence and the current deep neural networks. To address the composition issue, there are successful hierarchical and compositional models \[13\] that explicitly represent an entity with parts. Meanwhile, the capsule network \[14\], \[15\] models different parts and properties of an entity by grouping the feature channels into multiple capsules. It advances in using capsules at the same level to represent different properties appearing in different instances and using capsules at lower levels to compose higher-level capsules. The activation and composition processes of capsules are determined during inference, which is similar to previous structured models. Motivated by this observation, we propose to combine the merits of both the traditional compositional model and the end-to-end trainable CNN via the capsule network \[14\] to obtain a model that possesses the compositional generation ability and performs well under the general settings. Although the capsule network \[14\], \[15\] demonstrates interesting grouping properties in some toy experiments, it still shows unsatisfactory results on the large-scale image datasets since the diverse visual compositions cannot be captured by learning grouping weights in a black-box manner without a proper guidance.

We thus propose a novel Linguistically driven Graph Capsule Network (LG-Capsule) to learn the adaptive reasoning routines for each image-question pair by guiding the capsule network via each individual parsed linguistic layout. Each linguistically driven capsule in our LG-Capsule network contains a multimodal representation of the visual evidence and a fragment of the question. Our proposed LG-Capsule network then performs transformation and merges routing for these capsules across multiple layers. The capsules in one layer are learned and merged from the bottom to the top, leading to fragments represented by capsules being combined from words into phrases, clauses and finally a sentence. In contrast to the original capsule network that clusters the lower-level capsules by agreement, our merging process is guided by the semantic parse tree of the question. For each capsule, our LG-Capsule network predicts a unary potential that indicates the probability of which higher-level capsule can be activated. Furthermore, for each pair, a binary potential is assigned to indicate whether the capsules should be routed together or not. The end-to-end conditional random field (CRF) then maximizes the probabilities and uses the final result as routing weights. As the random field is a fully connected graph with nodes representing the capsules and edges representing linguistic guidance, we name it linguistically driven graph routing. After forwarding all the capsule layers, the structured parse tree with soft connections is carved inside the CNN and entangled with visual patterns. The obtained complete question-image embedding is used to predict the final answer.

Our contribution can be summarized as follows. 1) We propose an end-to-end trainable LG-Capsule network that can incorporate external structured information into retaining the good compositional generalization capability while maintaining performance on general tasks. 2) We propose utilizing a linguistic parse tree to guide the LG-Capsule network and tailor it to the visual question answering task. Extensive experiments have shown that our LG-Capsule network obtains comparable results on the CLEVR dataset and achieves a superior performance on the CLEVR compositional generalization test and the FigureQA dataset, which demonstrates its capability for both fully supervised and compositional generalization tasks.

2 RELATED WORKS

Visual question answering. The VQA task requires coreasoning over both image and text to infer the correct answer. Earlier works used the CNN-LSTM-based architecture and trained the neural networks in an end-to-end manner. Among the studies, those applying the attention mechanism \[4\], \[16\], \[17\], \[18\], \[19\], \[20\] have improved the answering accuracy by large margins on a natural image VQA benchmark \[21\]. Subsequently, joint embedding of image and question representation \[3\], \[22\], \[23\], \[24\] has been widely studied. The combination of the attention mechanism and compact bilinear multimodal fusion has further improved performance \[29\], \[30\]. However, it has been argued that these black-box models might be attaining promising performance by exploiting the dataset bias instead of understanding the questions and images \[4\], \[5\]. This argument has led to the proposal of unbiased datasets \[4\], \[6\], \[27\], \[28\], \[29\], \[30\], among them, CLEVR \[6\] has become a widely used benchmark of relational reasoning \[7\], \[31\].

Other strands of research have attempted to leverage information beyond image-question pairs, such as retrieving the external common knowledge and basic factual knowledge to answer the questions \[32\], \[33\], \[34\] or actively obtaining extra information and predicting the answer \[28\], \[35\], \[36\], \[37\] tried to learn the complementary relationship between questions and answers and introduced question generation as a dual task to improve the VQA performance. \[38\] dynamically selected example questions and answers during training, and encoded examples into a support set for answering the questions.

Structured Reasoning on VQA. The recently proposed methods tried to incorporate structured information to address compositional visual reasoning while providing interpretation ability. Among them, neural modular networks \[10\], \[39\], \[40\] have attracted substantial interest. Rather than using a fixed structure, these studies use neural modules to solve a particular subtask and assemble them following a structured layout to predict the final answer. Other approaches include structural attention, graph convolution networks and symbolic inference. For instance, \[9\] was proposed to learn how to attend the image with CRF. \[41\] applied a graph convolution network to obtain the question-specific graph representation and interactions in images. \[42\] also utilized a graph convolution network but embedded the retrieved knowledge with image representation as a node, and they evaluated their method on the FVQA \[33\] knowledge-based VQA dataset. \[43\] transformed images to scene graphs and questions to functional layouts and then performed symbolic inference on the graph.

Capsule network. Recently, Sabour et al. \[14\] and Hinton \[15\] et al. proposed dividing each layer in a neural net-
work into many small groups of neurons called “capsules”. The capsules can represent various properties of an object. Specifically, a capsule can be activated if its represented property appears in a certain instantiation, and it can be routed to higher-level capsules iteratively to solve the problem. The intuition of local pattern activation and combination is reminiscent of previous structured models, such as the deformable part-based model [13]. In contrast to these models, the capsule network includes a neural network and has exhibited interesting properties on multiple datasets.

However, the existing capsule network studies only learn the grouping weights based on the discriminating loss only. They do not incorporate human priors and have not been evaluated on large-scale datasets. In this work, attempting to overcome this limitation, we leverage a human prior on language to guide the routing process and evaluate the capsule model on widely accepted VQA benchmarks.

3 LINGUISTICALLY DRIVEN GRAPH CAPSULE NETWORK
3.1 Overview

Given the free-form questions Q and images I, our LG-Capsule network learns to predict the answers y. As shown in Figure 2, we first parse a question into a dependency parse tree using an off-the-shelf Stanford Parser [44] and transform it to linguistic layout G. Then, we fuse the image feature and each word in the questions. Each resulting feature map is denoted by the capsule \( x^l_i \), the encoded sentence fragments of which contains a single word of the question, and we denote it by sentence perception field \( c^l_i \).

Then, these capsules are concatenated as the input feature maps \( X^0 \) into our model.

Our model is constituted by several consecutive capsule layers. We denote the number of capsules by \( n_c \); \( x_i^l \) is the \( i \)-th capsule in layer \( l \), and \( c_i^l \) is its sentence perception field. The \( l \)-th layer receives inputs as the feature map \( X^l = \left\{ x_i^l \right\}_{i=1:n_c} \) the sentence perception field \( C^l = \left\{ c_i^l \right\}_{i=1:n_c} \) of capsules and the linguistic layout \( G^{l+1} \) towards layer \( l+1 \). It performs routing and transformation on the input \( X^l \) and the outputs feature maps \( X^{l+1} \) and the corresponding perception field \( C^{l+1} \).

Inside each layer, the routing process aims to select the several higher-level capsules that can best describe the lower-level capsules and decide which lower-level capsules should be merged together based on linguistic guidance. Specifically, we use the unary potential \( \psi(i) \) to indicate the probability of activating each higher-level capsule and the binary potential \( \phi(i,j) \) to encourage \( i \) and \( j \) to select the same capsule if they are merged in the parsed tree. We maximize both potentials simultaneously by formulating a label assignment problem in a fully connected CRF, the nodes of which represent the capsules, and the nodes’ labels represent the selection of higher-level capsules. Thus, the routing weights are obtained by performing inference in a linguistically driven graph.

After forwarding through several layers, the tree-structured routing path is generated across these layers, and the last layer encodes the entire question-image embedding. We perform global average pooling on the last feature map and pass it through a multilayer perceptron to predict the final answer.
3.2 Linguistic layout generation

We first generate the linguistic layout given the input question \( Q \). We obtain the dependency parse tree by parsing the question with the off-the-shelf universal Stanford Parser [43]. Next, we group the words according to whether they belong to the same subtree.

Specifically, we denote the node’s level \( l \) by the distance between that node and the furthest leaf node. Consider a subtree rooted at the node \( i \) at the level \( l \), and let \( Tr(i) \) denote the set of words in this subtree; then, we group these words into a set and denote it by \( g_i \). All sets that are at the same level form a list \( g_i \). For example, we group nodes at the levels 0 and 1 into \( g_0 = \{ \{ \text{are} \}, \{ \text{there} \}, \{ \text{more} \}, \ldots, \{ \text{tiny} \}, \{ \text{cylinders} \} \} \) and \( g_1 = \{ \{ \text{than} \}, \{ \text{tiny} \}, \{ \text{cylinders} \} \} \). The generated layout \( G = \{ g_0, g_1, \ldots, g_H \} \) is used to guide the aggregated routing process at different levels of capsule layers, where \( H \) is the maximum level of the parse tree.

3.3 Word-level multimodal embedding

To obtain the input feature map for our model, we first extract the image feature \( v \) and the word embedding vector \( w \). The image feature \( v \) is extracted from conv4 of ResNet-101 [45] that was pretrained on ImageNet or a five-layer CNN trained from scratch. The embedding vector \( w \) that was pretrained on ImageNet or a five-layer CNN trained from scratch. The embedding vector \( w \) is a one-hot vector and \( r_{ij} = 1 \). For example, the two-level multimodal representation of the image feature and a single word embedding vector \( w \) can be formulated as a labeling problem in a CRF, the nodes \( c_i \) that contain their merged sentence perception field:

\[
\phi_{i,j}(k_1, k_2) = \begin{cases} 
1 & k_1 = k_2 \land c_i \cup c_j \supseteq y^{(l+1)}_a \\
-1 & k_1 = k_2 \land c_i \cup c_j \supseteq y^{(l+1)}_a \\
0 & \text{otherwise.}
\end{cases}
\]

Intuitively, the binary potential \( \phi(i, j) \) can be 1 to encourage \( i \) and \( j \) to activate the same high-level capsule if they are merged in the parse tree or can be −1 to prevent them from merging early.

**CRF inference** The routing weights \( r_i \) should maximize both the unary and binary potentials globally. This problem can be formulated as a labeling problem in a CRF, the nodes \( c_i \) of which are the capsules in the current layer, and labels \( y^{(l+1)}_a \) are the capsules in the next layer. An optimized labeling gives the corresponding route weights \( c_i \). To enable training in an end-to-end manner, we use the method proposed in [48] that implements the mean-field algorithm with a neural network.

**Soft perception field** Generally, the routing weights \( r_i \) cannot be a one-hot vector, and the maximum operation can-
Fig. 3. Routing process inside the capsule layer. We first generate the unary potential for each capsule and assign the binary potential for each pair of capsules based on the linguistic layout. Then, we build a fully connected graph and perform the CRF inference to maximize these two potentials across all capsules. The inference results are the routing weights of this layer. As illustrated, the words “than” and “cylinders” should be merged together; thus, the binary potential of their edge is 1 if they select the same high-level capsule. The edges that do not connect to “cylinders” are omitted for clarity.

| Method                    | Count | Exist | Compare Integer | Compare Attribute | Query | Overall |
|---------------------------|-------|-------|-----------------|-------------------|-------|---------|
| N2NMN* [10]              | 68.5  | 85.7  | 84.9            | 88.7              | 90.0  | 83.7    |
| IEP* [11]                | 92.7  | 97.1  | 98.7            | 98.9              | 98.1  | 96.9    |
| TbD+reg+hres* [47]       | 97.6  | 99.2  | 99.4            | 99.6              | 99.5  | 99.1    |
| NS-VQA* (270 programs)   | 99.7  | 99.9  | 99.9            | 99.8              | 99.8  | 99.8    |
| CNN+LSTM+SAN [11]        | 59.2  | 77.9  | 75.1            | 70.8              | 80.9  | 73.2    |
| LBP-SIG [9]              | 61.3  | 79.6  | 80.7            | 76.3              | 88.6  | 78.0    |
| Dependercity Tree [48]   | 81.4  | 94.2  | 81.6            | 97.1              | 90.5  | 89.3    |
| CNN+LSTM+RN [31]         | 90.1  | 97.8  | 93.6            | 97.1              | 97.9  | 95.5    |
| CNN+GRU+FiLM [7]         | 94.5  | 99.2  | 93.8            | 99.0              | 99.2  | 97.6    |
| MAC [49]                 | 97.1  | 99.5  | 99.1            | 99.5              | 99.5  | 98.9    |
| LG-Capsule (our method)  | 95.6  | 98.7  | 97.2            | 98.8              | 98.8  | 97.9    |

TABLE I
Comparison of question answering accuracy on the CLEVR dataset. The performance on question types Count, Exist, Compare Integer, Compare Attribute and Query is reported in the respective columns. (*) indicates that the model has been trained with program annotations.

not be differentiated with respect to the index, which thus prevents the entire model from being trained end-to-end. To address this problem, we relax the capsule perception field \( c_i \). Instead of using 0 or 1 to represent which words have been encoded in the capsule \( i \), we allow the field to perceive a word with a weight between (0, 1).

For example, suppose that \( n_q \) is the length of the question; then, \( c_i \) is a \( n_q \)-dimensional vector, the elements of which represent to what degree it encodes a word. At the input layer 0, the capsule \( i \) is the fusion between the image and \( i \)-th word in the question; then, \( c_0 \) is a one-hot vector with elements, all of which are 0 except for the \( i \)-th entry. Then, if the softmax-normalized routing weights are \( r_{ij}^{0} = 0.9 \) and \( r_{jk}^{0} = 0.05 \), the sentence perception scores of the \( i \)-th word for the capsules \( j \) and \( k \) are \( c_j^0 = 0.9 \) and \( c_k^0 = 0.05 \), respectively.

Formally, we first transform the guided layout \( G \) to an \( n_q \times n_q \) correlation matrix \( G' \), representing the compatibility of two words at different layers, which is 1 if they should be merged at layer \( l \).

\[
g^l(i, j) = \begin{cases} 
1 & \exists a \quad i, j \in g^l_{a} \\
-1 & \exists a, b \quad i \in g^l_{a}, j \in g^l_{b}, a \neq b \\
0 & \text{otherwise},
\end{cases}
\]  

where \( g \) is the linguistic layout described in Sec. 3.2.

Next, we need to obtain the binary potential. We use \( \phi(i, j) \) to denote the compatibility of the capsules \( i \) and \( j \). The greater the number of compatible words contained by \( i \) and \( j \) is, the higher this value should be: \( \phi(i, j) = c_j^T \times c_i \). For all capsule pairs, we write the binary potential compactly in the matrix form:

\[
\phi = C^T g^{l+1} C^l
\]

Then, we expand each binary potential \( \phi(i, j) \) into a diagonal \( n_c \times n_c \) matrix as described above. We use this binary potential and the unary potential to build the CRF, and obtain the routing weights for all the capsules \( R^l \). Given \( R^l \), we propagate the perception score conditioned on the routed weights:

\[
C^{l+1} = R^T C^l
\]

By relaxing the sentence perception field to a perception score, we allow all structured components to be soft, and our model can be trained end-to-end while only using the answer as supervision.

### 4 Experiment

In this section, we validate the effectiveness and generalization capability of our models on the CLEVR dataset, the CLEVR computational generalization test, and the FigureQA dataset.

#### 4.1 Datasets

**CLEVR** [6] is a synthesized dataset designed to achieve minimal biases and test compositional reasoning. It consists of 100,000 images, 853,554 questions and the corresponding image scene graphs and questions’ functional program.
layouts. Given the scene graphs, the images are rendered using objects of random shapes, colors, materials and sizes. The questions are generated based on functional program layouts that consist of functions that can select a certain color, a shape, or compare two objects. Thus, a VQA model should be able to encode the targeted objects and their relations to answer the questions correctly.

The CLEVR composition generalization test (CLEVR-CoGenT) [6] is proposed to investigate the composition generalization ability of a VQA model. This dataset contains synthesized images and questions similar to those in CLEVR but has two conditions: in condition A, all cubes are gray, blue, brown, or yellow, and all cylinders are red, green, purple, or cyan. In condition B, cubes and cylinders swap color palettes. Thus, a model cannot achieve good performance on condition B by simply memorizing and overfitting the samples in condition A.

FigureQA [30] is also a synthesized dataset. This dataset contains 100,000 images and 1,327,368 questions for training. In contrast to CLEVR, the images are scientific-style figures. The dataset includes five classes: line plots, dotted-line plots, vertical and horizontal bar graphs, and pie charts. The questions also concern various relationships between elements in the figures, such as the maximum and the area under the curve. Similar to CLEVR-CoGenT, this dataset also has two conditions. A total of 100 unique colors are divided into two sets; one is used on vertical bar graphs, line charts, and pie charts, and the other is used on horizontal bar graphs and dotted-line charts. The color palettes are swapped between two conditions to evaluate models on unseen color combinations.

4.2 Implementation details

For the CLEVR and CLEVR-CoGenT datasets, we employ the same settings as those used in [6], [11] to extract the image feature and word encoding. The images are resized to 224 × 224, and 1024 × 14 × 14 feature maps are extracted from conv4 of ResNet-101 pretrained on ImageNet. The 1024-dimensional feature maps are concatenated with a 2-channel coordinate map and are projected onto a 128-dimensional space using a single 3 × 3 convolutional layer. The words are first embedded as 200-dimensional vectors. Then, we apply a bidirectional GRU with 512-dimensional hidden states for both directions to extract the words’ encoding vector. The 128 × 14 × 14 feature maps are fused with the 1024-dimensional word embedding using bilinear pooling [3]. The questions in CLEVR and CLEVR-CoGenT datasets have the maximum length of 46, and the heights of their parse trees are mostly less than 4. Thus, we prune the parse trees, keep the top-4 levels, and set the number of capsule layers to 4. The input feature maps at the layer 0 have a total of 46 capsules, and each capsule is a 128 × 14 × 14 feature map. Because the maximum number of the level-1 nodes in the parsed tree is 9, we set the number of capsules produced by each layer to 9; each capsule has 16 feature channels. Lastly, the classifier can convolve the 144-dimensional feature maps to 512 dimensions and feed the result into two fully connected layers with output sizes of 1024 and 29, where 29 is the number of candidate answers.

We resize the images of FigureQA to 256 × 256. Then, we use a five-layer CNN to extract the image features. Each layer has a 3 × 3 kernel and a stride of 2. The dimensions of the feature map in the first four layers are 64, and the last layer has 128-channel outputs. Words are embedded into 1024-dimensional vectors, and 128 × 8 × 8 feature maps are fused with the 1024-dimensional word embedding, which is the same as in the CLEVR dataset. The questions in FigureQA have the maximum length of 11, and the maximum heights of their parse trees are 6. Thus, in FigureQA, our model has 6 capsule layers, and layer-0 feature maps have 11 capsules. We set the number of capsules of the following feature maps to 8; each has 16-dimensional features. Lastly, the classifier projects 128-dimensional feature maps to 512, 1024 and 2 dimensions to output the final answers.

To reduce the computational complexity for CLEVR and FigureQA, we prune the leaf nodes that are not nouns in the parse tree and prune the leaf nodes that are neither nouns nor words denoting colors for CLEVR-CoGenT. For all three of these datasets, we align the questions to the right by padding with 0s from the left and align the linguistic layout to the bottom. We train our model on the training set and evaluate it on the validation and test sets. The model is trained with the Adam optimizer [50]. The base learning rate is 0.0003 for CLEVR and CLEVR-CoGenT and is 0.0001 for FigureQA. The batch size is 64. The weight decay parameters β1 and β2 are 0.00001, 0.9, and 0.999 , respectively.

4.3 Comparison with the state-of-the-art methods

4.3.1 CLEVR dataset

Table 1 shows the performance of all the compared methods on the CLEVR test set. The end-to-end modular network [10], program execution engine [11], transparency by design [47], and neural symbolic visual question answering [45] are referred to as “N2NMN”, “IEP”, “TbD” and “NS-VQA”, respectively. All these methods use the functional programs’ layout as the extra training signal. “N2NMN”, “IEP” and “TbD” achieve their best results by using all of the program layouts. Although “NS-VQA” uses only 3 samples from each of the 90 question families, it leverages the scene graphs to train a scene parser.

| Model                  | Training on A | Testing on A | Testing on B |
|------------------------|---------------|--------------|--------------|
| IEP [11]               | 96.6          | 73.7         |
| NS-VQA [43]            | 99.8          | 63.9         |
| NS-VQA+Ori [45]        | 99.8          | 99.7         |
| CNN+LSTM+SA [11]       | 80.3          | 68.7         |
| CNN+GRU+FiLM [7]       | 98.3          | 75.6         |
| CNN+GRU+FiLM+1Shot [7] | 98.3          | 78.8         |
| TbD+reg [47]           | 98.8          | 75.4         |
| LG-Capsule             | 98.34         | 84.06        |

TABLE 2

Comparison of question answering accuracy on the CLEVR-CoGenT validation set. Each method is trained on condition A only, and is evaluated on both conditions A and B.

| Model                  | Training on A | Testing on A | Testing on B |
|------------------------|---------------|--------------|--------------|
| Text only [30]         | 50.01         | 50.01        |
| CNN+LSTM [30]          | 56.16         | 56.00        |
| CNN+LSTM on VGG-16 features [30] | 52.31 | 52.47 |
| RN [50]                | 72.54         | 72.40        |
| LG Capsule             | 90.58         | 90.70        |

TABLE 3

Comparison of question answering accuracy on the FigureQA validation and test sets that have alternative color schemes.
“N2MN”, “IEP” and “NS-VQA” also have variants that use different numbers of programs during training, and it has been shown that their performance degrade if fewer program layout examples are used.

In contrast, our model can achieve a comparable state-of-the-art performance without using any dataset-specific layout, thus illustrating the visual question answering ability of our LG-Capsule network in the regular setting. We further demonstrate the advantage of our model in compositional generalization ability in the following experiments.

### 4.3.2 CLEVR compositional generalization test

We report the answering accuracy values of different models on CLEVR-CoGenT in Table 2. The accuracy values are obtained by training the models in Condition A, and evaluating accuracy in both Condition A and Condition B. As shown in Table 2 while achieving a comparable accuracy in Condition A our proposed LG-Capsule network significantly outperforms all the compared methods except NS-VQA+Ori [43] by large margins in Condition B without fine-tuning on the alternative color scheme. Note that, NS-VQA+Ori requires to use both scene graph and a question’s functional layout as additional supervised signals. Without additional training signals as our model for a fair comparison, its accuracy downgrades into 63.9%, i.e., nearly 20% worse than our model (63.9 vs 84.06). This verifies the superiority of our model over all the compared methods in terms of the composition generalization ability.

### 4.3.3 FigureQA dataset

Table 3 presents the comparison of our model and the existing methods on the FigureQA dataset. The baseline methods “Text only”, “CNN+LSTM”, “CNN+LSTM on VGG-16 features” and “RN [31]” are originally from [30]. As shown, our LG-Capsule network surpasses the best of all compared methods (i.e., the relational network that performs very well on the CLEVR dataset) by a large margin (18.3%). Considering the property of FigureQA and its difference to the CLEVER dataset, this result demonstrates that our model can consistently performs well across different datasets and verifies the superior generalization ability of our model over all the compared methods.

### 4.4 Ablation Studies

We evaluate the effectiveness of our linguistically driven routing process on CLEVR-CoGenT and FigureQA. The results are shown in Table 4. The baseline model is a regular convolutional neural network without routing. This CNN has exactly the same architecture as that of our model. The row “+unary” shows the results of our model that uses only the unary potential for routing. The capsules in this model variant select the high-level capsules independently and thus do not require CRF inference. The model variant “+unary+binary” learns the binary potential based on the answer classification loss only. We concatenate the features of each capsule’s pairs and use two fully connected layers to predict the \( n_c \) matrix described in section 3.4. The last row “+unary+binary+Parser” represents our LG-Capsule model that uses the parsed tree to generate the binary potential. Table 4 shows that different model variants achieve the similar accuracy on Condition A; however, the accuracy on unseen examples in Condition B varies considerably. Our model outperforms the baseline by 5.87% and 3.55% on CLEVR-CoGenT and FigureQA. These performance gains demonstrate the superiority of our linguistically driven routing process in terms of compositional generalization ability.

### 4.5 Visualization of routing results

We visualize our routing results in Figure 4. The input questions, image, and linguistic guidance are shown on the left, while the routing results are shown on the right. The first example combines terms “gray” and “objects”, matching the parse tree. However, it first combines “yellow objects” with “how many”, encodes “yellow objects” and “gray objects” separately, and then combines them to predict the answer.
at last. The example follows the linguistic guidance at first but demonstrates a more reasonable routing process than the parse tree to answer the question. The second example merges the terms “cylinders”, “balls” and “are” and carves a tree similar to the parse tree.

5 Conclusion

We propose a novel Linguistically driven Graph Capsule Network (LG-Capsule) that can be trained in an end-to-end manner while incorporating linguistic information to achieve compositional generalization capability. Specifically, we use the unary potential for each capsule to activate proper high-level capsules and the binary potential for each capsule pair to incorporate a linguistic prior into the questions’ structures. The end-to-end CRF is applied to maximize two types of potential, and the final results are achieved by each capsule pair to incorporate linguistic priors into the CNN and entangled with visual patterns. In the future, we will progressively refine the model to further enrich its generalization performance and discriminative power.
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