Ring artifact correction using detector line-ratios in computed tomography
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Abstract: Ring artifacts in computed tomography (CT) images degrade image quality and obscure the true shapes of objects. While several correction methods have been developed, their performances are often task-dependent and not generally applicable. Here, we propose a novel method to reduce ring artifacts by calculating the ratio of adjacent detector elements in the projection data, termed the line-ratio. Our method estimates the sensitivity of each detector element and equalizes them in sinogram space. As a result, the stripe pattern can be effectively removed from sinogram data, thereby also removing ring artifacts from the reconstructed CT image. Numerical simulations were performed to evaluate and compare the performance of our method with that of conventional methods. We also tested our method experimentally and demonstrated that our method has superior performance to other methods.

OCIS codes: (170.3880) Medical and biological imaging; (170.6960) Tomography.
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1. Introduction

Computed tomography (CT) is an imaging technique used to produce three-dimensional images from a two-dimensional projection data set [1]. CT has been used for various medical applications, including the diagnosis of cancers, organ defects, and various diseases. Moreover, CT is also used in industry to identify circuit defects, locate cracks in mechanical parts, and verify soldering completeness [2–4]. As CT becomes a valuable tool in medicine, industry, archaeology, and other fields, various types of CT artifacts will need to be effectively removed in order to produce useful reconstructed tomographic images [5]. One such example is the ring artifact, which is a CT artifact observed in both medical and nonmedical CT images whose presence is known to degrade image quality [6].

Charge-coupled devices (CCDs) and flat panel detectors (FPDs) are frequently used as X-ray detectors in many CT systems. However, uniform sensitivity of detector elements is hardly achievable; moreover, non-uniform detector sensitivity contributes to ring artifacts in reconstructed CT images. To compensate for these artifacts, the flat-field correction (FFC) method has been used [7]. In the FFC method, the non-uniformity of the detector elements is estimated and compensated for using flat-field data. Even though the FFC method can reduce ring artifacts to some extent, a substantial number of ring patterns still remain, due to imperfect measurements of the flat-field X-ray intensity and other object-dependent effects. Another method of reducing ring artifacts is to scan a known object, estimate the detector non-uniformity, and compensate for this non-uniformity. However, one drawback of this method is that different objects often require different measurement conditions, such as various tube voltages and collimator apertures [6].

Another class of ring artifact correction methods is made up of the post-processing methods, in which various signal-processing techniques are applied to the reconstructed images or the acquired projection data before reconstruction [8–29]. These post-processing approaches have been studied in two different domains: the image-domain and the sinogram-domain. In image-domain post-processing methods, the concentric ring patterns are estimated in the reconstructed images, and the estimated ring patterns are subtracted from these...
reconstructed images. In sinogram-domain post-processing methods, the non-uniformity of the detector elements is estimated by processing the measured sinogram data. Then, the stripe patterns caused by element non-uniformity can be reduced based on these estimations. After reduction of stripe patterns, images are reconstructed to generate ring-artifact-compensated images. Both approaches result in substantial reduction of ring artifacts. However, image-domain methods process reconstructed images only after the artifacts have been generated. Thus, the performance of such methods can be limited by the artifacts inherent in Filtered Back-Projection (FBP) reconstruction, which cannot be easily detected and removed by post-processing in the image domain [7]. In contrast, sinogram-domain approaches process raw data before reconstruction, an approach by which ring artifacts can be removed more effectively. Thus, recent studies have focused on sinogram-domain approaches, such as low-pass or median filtering applications, on sinogram data to reduce ring artifacts [9, 14, 16, 19, 23–26, 28, 29].

However, conventional sinogram-domain methods do not always perform well; moreover, such methods usually need to be improved before they can be considered generally applicable. For example, conventional methods such as mean or median filtering of sinogram data demonstrate fundamental limitations caused by their filter properties. Since significant information is lost by both methods during the filtering process, conventional sinogram-domain methods may smooth detailed features in the original images, or introduce additional artifacts into the reconstructed images. Furthermore, ring artifacts may not be sufficiently reduced if the filter coefficients are not adequate [1, 2]. In order to overcome these problems, one study introduced an iterative method to adaptively reduce ring artifacts [3]; however, the iterative process described in that study needs object-dependent optimization.

In this paper, we propose a novel sinogram-domain-based ring artifact correction method. In this method, the non-uniform sensitivities of the detector elements are estimated using line-ratios, which are derived from the individual detector elements. These estimated line-ratios are applied to each element, thereby reducing the stripe patterns in the sinogram data. This method effectively equalizes the sensitivities of all detector elements, which removes the stripe patterns from the sinogram data and reduces the amount of ring artifacts in the reconstructed CT image. We performed numerical simulations to evaluate the performance of our method, and compared its performance with that of conventional methods. Our method was also tested with experimental data.

2. Concept and implementation

2.1. Cause of ring artifacts

Identical detector elements are virtually impossible to manufacture. For example, detector elements cannot be cut in batches of equal size. In addition, the surface roughness of detector elements varies according to the treatment process. Photodiodes connected to scintillator cells may vary in spectral response and conversion efficiency. Cumulatively, all of these differences result in different gains for each detector element. These differences can be modeled in the following equation (Eq. (1) [2, 4]):

\[ D(t, \varphi) = F(t, \varphi) \cdot E(t) \]  

where \( D \) is the distorted sinogram data, \( F \) is the ideal sinogram data with perfect uniformity of detector elements, \( E \) is the error due to the different gain of each detector element as described above, \( t \) represents the location of each detector element in the detector space or each row in the sinogram data, and \( \varphi \) is the projection angle.

Since \( E \) is a function of \( t \) and does not depend on \( \varphi \), the non-uniform sensitivity of the detector bins manifests itself as a stripe pattern in the sinogram data, \( D(t, \varphi) \). Therefore, \( E \) can be efficiently estimated by the line-ratio method. Here, we focus on cases in which \( F \) can be estimated by \( D/E \). However, it is also possible that several detector elements can also be completely broken. In this case, \( D \) does not depend on \( F \) due to severe defectiveness or hysteresis. Here, the detectors should be repaired or replaced to prevent ring artifacts.
Interpolation using adjacent bins may be incorporated, but this situation is not taken into account in this paper.

2.2 Basic idea

Data measured by ideal detectors with perfect uniformity depend only on the densities and shapes of the objects to be imaged. Therefore, the ratios of the adjacent detector elements depend only on the objects defined in Eq. (2), and the expected average ratio of all projection angles is close to 1 (Eq. (3), since the different ratios at different projection angles compensate for one another. Figure 1 shows that the wide range of individual ratios in (c) becomes close to 1 in (e) when averaged over all projection angles. (Exception occurs at the end of the object where projection values become zero. To factor out this exception, the expected ratios can be obtained by the median ratios as shown in (f).)

\[ R_F(t, \phi) = \frac{F(t+1, \phi)}{F(t, \phi)} \quad (2) \]

\[ \frac{1}{M} \sum_{t=1}^{M} R_F(t, \phi) = \frac{1}{M} \sum_{t=1}^{M} \frac{F(t+1, \phi)}{F(t, \phi)} = 1 \quad (3) \]

where \( R_F(t, \phi) \) is the ratio between projections at the uniform-sensitivity detector elements, \( t \) and \( t + 1 \), at a specific angle, \( \phi \), and \( M \) is the total number of projection angles.

In contrast, for detectors with non-uniform sensitivity, the ratio of measured values in adjacent detector elements can be calculated by Eq. (4):

\[ R(t, \phi) = \frac{D(t+1, \phi)}{D(t, \phi)} = \frac{F(t+1, \phi) \cdot E(t+1)}{F(t, \phi) \cdot E(t)} \quad (4) \]
\[ \frac{1}{M} \sum_{\varphi} R(t, \varphi) = \frac{1}{M} \sum_{\varphi} \frac{D(t+1, \varphi)}{D(t, \varphi)} \]
\[ = \frac{1}{M} \sum_{\varphi} \frac{F(t+1, \varphi) \cdot E(t+1)}{F(t, \varphi) \cdot E(t)} \]
\[ = \frac{E(t+1)}{E(t)} \frac{1}{M} \sum_{\varphi} F(t+1, \varphi) \]
\[ = \frac{E(t+1)}{E(t)} \sum_{\varphi} F(t, \varphi) \quad (5) \]

This equation factors in the effect of non-uniform sensitivity, and the expected average ratio over all projection angles maintains the sensitivity difference between the two detector elements. The difference is maintained because the sensitivity difference between the detector elements is the same over all projection angles, as represented in Eq. (5). Therefore, the sensitivity difference between adjacent detector elements can be extracted from the ratios along all projection angles. This can be done by taking the expected average ratio, or some modified version of this ratio that best represents the sensitivity difference. This ratio will hereafter be referred to as the representative ratio.

2.3. Methods

2.3.1. Sensitivity difference estimation

To estimate the sensitivity differences between the detector elements, the representative ratio can be calculated from all ratios, as detailed in Eq. (5). For example, the mean or median values of all ratios can be calculated. However, some of the ratios at certain angles may be too large, not because of a sensitivity difference, but because the density difference of the original objects in the sinogram led to a biased estimation of the representative ratio. Therefore, these large ratios should not be included in the calculation of the representative ratio. We found that relatively large values in the sinogram tended to result in large ratios between adjacent detector elements, which were more influenced by the density difference of the objects, rather than by the sensitivity difference of detector elements. Therefore, only values less than a certain threshold in the sinogram were included for the calculation of the representative ratio. Each threshold for each detector element, \( T(t) \), was determined by the median value of all \( D(t, \varphi) \) values over all projection angles. Therefore, the selected set of \( R_s(t, \varphi) \) was determined as in Eq. (6):

\[ R_s(t, \varphi) = \{ x \in R(t, \varphi) \mid D(t, \varphi) < T(t) \} \quad (t = 1, 2, \ldots, N) \]

The representative ratio \( R_m(t) \) is now determined by the median of \( R_s(t, \varphi) \).

\[ R_m(t) = median(R_s(t, \varphi)) \quad (7) \]

\( R_m(t) \) can be used as a correction factor to compensate for the sensitivity difference between two adjacent detector elements, \( t \) and \( t + 1 \). Moreover, \( R_m(t) \) can be applied to all elements for all \( t \), in a cascading way, to compensate for all sensitivity differences.

2.3.2. Correction factor

Correction factors for all detector elements can also be estimated from \( R_m(t) \). All detector elements are numbered from 1 to \( N \), and the representative ratio of the sensitivity between the (N-1)th and Nth detector elements becomes \( R_m(N-1) \). Likewise, the ratio of sensitivity between the (N-2)th and (N-1)th detector elements can be represented as \( R_m(N-2) \). By using these two ratios, the ratio of sensitivity between the (N-2)th and Nth detector elements can also be obtained by multiplying \( R_m(N-1) \) with \( R_m(N-2) \). Therefore, for an arbitrary detector
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element, \( t \), the sensitivity ratio can be represented as \( R_m(N-1) \cdot R_m(N-2) \cdots R_m(N-t) \), as described in Eq. (8):

\[
C(t) = \begin{cases} 
\prod_{i=1}^{N-t} R_m(N-i) & (1 \leq t \leq N-1) \\
1 & (t = N)
\end{cases}
\]  

(8)

In this instance, \( C(t) \) is the correction factor and can be applied to equalize the sensitivity of the detector elements. In some cases, \( C(t) \) may contain some degree of object dependency that is not related to the sensitivity. Since this object dependency manifests as low frequency components in \( C(t) \), a simple high pass filtering step can be applied to \( C(t) \) to remove its object dependency and obtain the final correction factor, \( C_f(t) \).

Finally, the corrected sinogram data, \( \bar{D} \), are obtained by multiplying each projection data set by \( C_f(t) \), as detailed in Eq. (9):

\[
\bar{D}(t, \varphi) = C_f(t) \cdot D(t, \varphi)
\]  

(9)

A ring-free image can now be reconstructed from this corrected sinogram. The entire process for ring artifact removal is shown in Fig. 2.

Fig. 2. Flow chart of the line-ratio-based ring artifact removal algorithm.

3. Simulations and experiments

To evaluate the performance of our ring artifact removal algorithm, we used both numerical simulation CT data and real CT data. Numerical simulation CT data exhibiting various ring patterns were generated; in addition, real CT data were also obtained. We compared our proposed method with two other conventional methods, the moving average (MA) method [13] and the median filtering (MedF) method [14]. The same reconstruction algorithm, the FBP algorithm with the Ram-Lak filter, was used for reconstruction from the corrected sinograms [30].

3.1. Simulation data

To validate the performance of our method, we designed an experiment with simulation data. A sinogram was generated from these simulation data by using numerical phantoms and applying a radon transform. Using the appropriate reconstruction algorithms, an ideal image with no artifacts was obtained. Then, the sensitivities of some of the detector elements were altered to produce ring artifacts. Here, we used three synthetic phantoms to simulate the ring artifact removal process.

Synthetic phantom 1 was the numerical Shepp-Logan phantom, as shown in Fig. 3(a). After performing a radon transform step to generate the sinogram, some detector elements
were randomly amplified to generate noise-free stripes in the sinogram. This distorted sinogram was then reconstructed into an image with ring artifacts, as shown in Fig. 3(b). In Figs. 4 and 5, the images resulting from synthetic phantoms 2 and 3, respectively, are shown. Synthetic phantom 2 was modeled after human organs, and synthetic phantom 3 was created from an actual CT image [31]. These synthetic phantoms were also tested with the same process used to add ring artifacts in synthetic phantom 1.

The resolution of all synthetic phantoms was $1024 \times 1024$ pixels, and the projection data from the synthetic phantoms yielded 360 degree views, from 0 to 359 degrees. The MA, MedF, and line-ratio methods were applied to all synthetic sinograms, with dimensions of $1024 \times 360$ matrices. The kernel sizes for the MA and MedF methods were 11 pixels and 7 pixels, respectively.

To quantitatively compare the results generated by the three algorithms, the Mean Square Error (MSE), a measurement which describes the difference between the ground-true image and each corrected image, was calculated using Eq. (10) [32]:

$$\text{MSE} = \frac{1}{mn} \sum_{i=0}^{m-1} \sum_{j=0}^{n-1} [I(i, j) - \hat{I}(i, j)]^2$$

(10)

where $m$ and $n$ are the dimensions of the image, and $i$ and $j$ are the pixel locations.

### 3.2 Real CT data

We obtained two sets of raw projection data from an industrial CT system. One set of data was derived from a polymethyl methacrylate object with a relatively low density (Fig. 7), and the other set of data was derived from an aluminum object with a relatively high density (Fig. 8). As shown in Fig. 7, the first real data set (Real Data 1) was acquired using a cone-beam CT system, from SEC, with a $2048 \times 2048$ FPD. This data set encompassed 400 total views, over a range of 360 degrees. The detector element was 0.198 mm in width, the source-axis distance (SAD) was 193.978 mm, and the source-detector distance (SDD) was 915 mm. The second real data set (Real Data 2) was also projected as 200 views per full-scan. Each scan was obtained from a CBCT scanner, with $1200 \times 1200$ FPDs, as shown in Fig. 8. In this data set, the detector bins were 0.085 mm in width, the SAD was 65 mm, and the SDD was 500 mm.

### 4. Results

#### 4.1 Simulation studies

The numerical phantoms used to evaluate the efficiency of ring artifact removal in a simulation study are shown in Figs. 3-5. The ground truth images are shown in (a) of Figs. 3-5, whereas the ring artifact images with different ring patterns and strengths are shown in (b). The compensated images generated by the MA, MedF, and line-ratio methods, respectively, are shown in (c)-(e). The profiles of all compensated images are shown in (f) of Figs. 3-5, in order to easily compare these images. All profiles were extracted from the white line in each figure, which is designated with an arrow.

The compensated image generated by the MA method, shown in (c), exhibits a reduced number of ring artifacts compared with the original image; however, the image also contains wide and fluctuating rings that did not exist in the original ring artifact image (b). This observation may reflect another artifact that makes identification or judgment of the image difficult. The image generated after application of the MedF method, shown in (d), shows that the MedF method performed better than the MA method with respect to removal of the original rings. Moreover, the MedF method generated less additional artifacts than the MA method. However, neither of these methods could effectively correct images without introducing additional artifacts. The additional artifacts in MA- and MedF-compensated images presumably result from the specific limitation of these approaches, namely, only the mean curve is used to identify and to compensate for defective detector elements [12,13].
These two conventional methods calculate the mean curve, then remove the peaks from this mean curve. However, the shape of the actual mean curve varies according to the density and components of the object being imaged. Therefore, by changing the density and/or the shape of the object, the mean curve could contain peaks that do not cause ring artifacts. The MA and MedF methods remove all peaks, including the peaks originating from the density and specific components of the object. Thus, these methods cannot accurately distinguish whether a peak actually originates from the ring artifact or whether additional artifacts have been introduced.

Compared with the two conventional methods, the line-ratio method (e) exhibited the best performance. The line-ratio method effectively removed ring artifacts without introducing additional artifacts. Although the profiles of images generated using the MA and MedF methods (f) show that many peaks resulting from ring artifacts were suppressed, these images still exhibited ring artifacts. Moreover, these images differed considerably from the ideal profile without ring artifacts, and these differences led to the introduction of additional artifacts into the images. In contrast, ring artifacts were effectively removed with the line-ratio method; moreover, the line-ratio method did not introduce any additional artifacts. The line-ratio method can therefore remove peaks from ring artifacts; moreover, the profile of the image generated by the line-ratio method was almost identical to that of the ideal profile.

Fig. 3. Comparative results of ring artifact reduction after applying synthetic phantom 1. (a) Without ring artifacts, (b) with ring artifacts, (c) after the MA method, (d) after the MedF method, (e) after the line-ratio method, (f) profiles of each method, and (g)-(k) are the magnified views of the boxed area in (a)-(e), respectively.
Fig. 4. Comparative results of ring artifact reduction after applying synthetic phantom 2. (a) Without ring artifacts, (b) with ring artifacts, (c) after the MA method, (d) after the MedF method, (e) after the line-ratio method, (f) profiles of each method, and (g)-(k) are the magnified views of the boxed area in (a)-(e), respectively.
Fig. 5. Comparative results of ring artifact reduction after applying synthetic phantom 3. (a) Without ring artifacts, (b) with ring artifacts, (c) after the MA method, (d) after the MedF method, and (e) after the line-ratio method. (f) Profiles of each method. (g)-(k) are the magnified views of the boxed area in (a)-(e), respectively.

For quantitative analysis, the MSE values were calculated from all simulation data shown in Table 1 (Fig. 6). The line-ratio method performed better for all simulation data than either the MA method or the MedF method.

| Simulation Data     | MSE         | MA method | MedF method | Line-ratio method |
|---------------------|-------------|-----------|-------------|-------------------|
| Synthetic Phantom 1 | 7.10E-05    | 2.35E-06  | 7.13E-07    |                   |
| Synthetic Phantom 2 | 2.05E-05    | 3.54E-06  | 1.00E-06    |                   |
| Synthetic Phantom 3 | 1.69E-05    | 1.60E-05  | 2.67E-06    |                   |
| Average             | 3.61E-05    | 7.28E-06  | 1.46E-06    |                   |
4.2 Resulting images from real CT data

Each ring artifact removal algorithm was applied to real CT data (Figs. 7 and 8). The ring artifact images (a), images after the MA method (b), images after the MedF method (c), and images after the proposed line-ratio method (d) are shown in Figs. 7 and 8. To facilitate image comparison, the same region of interest (ROI) in the center of each image was used (e).

The MA and MedF methods are capable of slightly reducing the number of ring artifacts; however, neither of these methods is able to remove serious artifacts. The MA and MedF methods were also unable to remove wide and/or fluctuating rings, such as those depicted in the ring artifact image shown in Figs. 7(a) and 8(a). This failure to remove certain types of rings is probably due to the fact that the MA and MedF methods remove the peaks in the mean curve to compensate for ring artifacts. As previously discussed, this peak removal process is not sufficient to identify, and compensate for, differences in detector sensitivity. Therefore, wide and/or fluctuating rings can remain, as shown in Figs. 7 and 8(b), (c).

As shown in Figs. 7(d) and 8(d), the line-ratio method removes ring artifacts more effectively than the conventional methods. Unlike the MA and MedF methods, the line-ratio method removes rings uniformly, without introducing additional artifacts. The line-ratio method also cleanly removes ring artifacts, even very strong ring artifacts. The degrees of ring artifact removal by the line-ratio method and the conventional methods are demonstrated in the magnified images shown in Fig. 7(e) and 8(e), which facilitates comparison of the three methods and clearly shows that the line-ratio method is superior. The profiles extracted from the line designated with an arrow in each image also illustrate which method is best for removing ring artifacts, as shown in Figs. 7(f) and 8(f).
Fig. 7. Comparative results of ring artifact reduction on the first real data set (Real Data 1) (a) with ring artifacts, (b) after applying the MA method, (c) after applying the MedF method, and (d) after applying the line-ratio method. (e) Magnified images of (a)-(d). (f) Profiles of each method.

Fig. 8. Comparative results of ring artifact reduction on the first real data set (Real Data 2) (a) with ring artifacts, (b) after applying the MA method, (c) after applying the MedF method, and (d) after applying the line-ratio method. (e) Magnified images of (a)-(d). (f) Profiles of each method.
4. Conclusion

The non-uniform sensitivity of detector elements is known to introduce ring artifacts into reconstructed CT images. While several methods have been developed to remove ring artifacts, the performances of these methods are object-dependent, and therefore these methods are not optimal solutions. The MA and MedF methods are also insufficient for reducing ring artifacts, because the mean curves used in the MA and MedF methods cannot adequately deal with the large differences in sensitivity between various detector elements. While the iterative approach developed in [18] removed ring artifacts more effectively than these two methods, the iterative approach was computationally laborious, since it entailed searching for a correction factor until a certain criterion was satisfied. In addition, the computation time was shown to increase with the number of detector channels.

In contrast, the line-ratio method proposed here approaches the ring artifact problem fundamentally and efficiently, by taking into account variations in detector sensitivity. Moreover, our method is relatively simple and effective compared with other iterative methods, since it does not use an iterative process or need to satisfy a stop criterion. Another advantage of our method is its robustness for handling noise. In real data with noise, our method clearly removed the ring artifacts, as shown in Figs. 7 and 8.

Here, we tested and compared the line-ratio method with two conventional methods, the MA method and the MedF method. We verified the effectiveness of the line-ratio method and validated its performance with both synthetic and real data. We found that the line-ratio method was more effective and more adaptive in removing ring artifacts than either the MA method or the MedF method. Compared with conventional methods, the MA method and the MedF method, our proposed method offers superior performance for effectively removing ring artifacts.
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