Second-order kinetic energy-conservative analysis of incompressible turbulence under a collocated grid system
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Abstract. The study presented in this paper investigates the second-order conservation error of kinetic energy of an incompressible flow under a collocated grid. A collocated grid is often used to numerically analyse the flow around an aerofoil. The kinetic energy conservation error under a collocated grid is often greater than that under a staggered grid. The results of analysis based on coarse computational grids, such as LES analysis, are considerably affected by the kinetic energy conservation error. This study shows the results of numerical analysis in which the kinetic energy has a second-order conservation error under the collocated grid. This higher-order kinetic energy is strictly validated using inviscid flow. Furthermore, the results of conservation errors of higher-order statistics of kinetic energy are discussed in this study. The numerical analysis is then validated using a turbulent channel flow. The statistics obtained by this analysis agree well with those of previous studies in turbulent channel flows.

1. Introduction
The Navier-Stokes equation is one of the governing equations of incompressible turbulent flows, for which the derivation of analytical solutions is not possible. Therefore, to aid the research of incompressible turbulent flows, wind tunnel experiments and numerical analysis methods are used. Wind tunnel experiments are carried out cautiously, so as to reduce the uncertainty of experimental measurements, such as that due to hot-wire measurements, thereby accurately reproducing the targeted turbulent flow [1–4]. Similarly, in numerical analysis, error reduction has been a priority in previous studies. In the numerical analysis of incompressible turbulent flows, the conservation laws of the governing equations should be held in the discretised governing equations. Also, to increase the accuracy of the numerical analysis, it is necessary to reduce the conservation error of the kinetic energy, i.e. the secondary conservation error [5].

By improving the accuracy of the kinetic energy conservation law in addition to those held in the governing equations, secondary conservation, highly accurate numerical analysis is realised. The advantage of this technique is further found in large-eddy simulations, in which the coarser computational grid is used, as the source terms of the conservation error depend directly on the spatial accuracy [5]. A discretisation technique has been developed under the staggered grid to explicitly
achieve secondary conservation [5]. This discretisation technique has also been used to discretise governing equations based on cylindrical coordinate systems [6]. Also, there are examples for the numerical analysis of incompressible turbulent flow using the discretisation technique. Some of these works [7-8] performed a numerical analysis of grid-generated turbulence often used in experimental measurements by utilising the discretisation technique with secondary conservation.

A collocated grid has been used instead of a staggered grid to simulate the flow around an air foil with flow separation [9-10]. Previously conducted studies attempted to improve the analysis of incompressible turbulent flows under a collocated grid [11-14]. Some of these studies focused on the conservation error of kinetic energy under a collocated grid. Another study improved the order of accuracy of the kinetic energy conservation error under a collocated grid by introducing a straightforward method [15]. This work improved the accuracy of the conservation error of kinetic energy to the second order. In addition, a study conducted recently used a CFD solver [16]. In the simulation, it was shown that the conservation error of kinetic energy might not decrease when a CFD solver is used. On the other hand, few computing methods based on collocated grids were able to reduce the conservation error of kinetic energy.

The purpose of this study is to develop and validate a computational code, characterised by higher-order conservation of kinetic energy under a collocated grid, by using a numerical method proposed in a previously conducted study [15]. In this study, the conservation error of the kinetic energy is accurate to the second order with respect to time. Compared with the numerical analysis method, the use in this study of a second-order time integration scheme, such as the second-order Adams Bashforth scheme, makes the order of accuracy of the conservation error sufficiently high. In this study, a three-dimensional periodic inviscid flow is used to determine the conservation error of kinetic energy. The use of an inviscid flow enables the determination of the conservation error with greater accuracy. The conservation error of the intensity of fluctuation of kinetic energy, having a dimension of the fourth-order of velocity, is also computed. A numerical analysis is further performed, using a turbulent channel flow, to provide an example of the actual turbulent flow fields [17-19].

2. Inviscid flow analysis

2.1. Numerical methods

In this study, the analysis of an incompressible turbulent flow is undertaken. The governing equations are the continuity equation and the Navier-Stokes equation. They are given as follows:

\[ \frac{\partial u_i}{\partial x_i} = 0 \]

\[ \frac{\partial u_i}{\partial t} = - \frac{\partial u_i u_j}{\partial x_j} - \frac{\partial p}{\partial x_i} + \frac{\partial \tau_{ij}}{\partial x_j}, \text{ where } \tau_{ij} = \frac{1}{Re} \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right). \]  

(1)

Here, \( t \) is non-dimensional time, \( x_i \) is the physical space for the \( i^{th} \) component, \( u_i \) is the normalised instantaneous velocity of the \( i^{th} \) component, \( p \) is the normalised pressure, and \( Re \) is the Reynolds number. Since an inviscid flow is analysed in this section, the viscous terms in Equation (1) are not used. Equation (1) for the inviscid flow gives the following equation under the collocated grid system:

\[ \delta F_i/\delta x_i = 0 \text{ and } \delta u_i/\delta t = - \delta_i (F_j \bar{u}_j)/(\delta x_j - \delta p/\delta x_i) = 0. \]  

(2)

Here, \( F_i \) is the velocity component defined on the surface of the computational cell for the \( i^{th} \) component. The velocity component \( u_i \) for the \( i^{th} \) component and pressure \( p \) are defined at the centre of the computational cell. The discretisation and approximation forms used in the above equation are given by the second-order difference scheme as follows:

\[ \delta f/\delta x_1 = (f(x_1 + h/2, x_2, x_3) - f(x_1 - h/2, x_2, x_3)) / h, \]

\[ \delta f/\delta x_2 = (f(x_1, x_2 + h, x_3) - f(x_1, x_2 - h, x_3)) / 2h, \]

(3)

and

\[ \delta f/\delta x_3 = (f(x_1, x_2, x_3 + h) - f(x_1, x_2, x_3 - h)) / 2, \]

where the same forms are used for the other components.
Equation (2), which is discretised under the collocated grid, is solved using the time integration method. Here, the second-order Adams-Bashforth scheme is used for conducting the analysis. Using this scheme, the governing equations are solved for the temporal direction as follows:

\[
\tilde{u}_i^{n+1} = u_i^n - (3/2) \Delta t N_i^n + (1/2) \Delta t N_i^{n-1},
\]

\[
\delta_i \left( \frac{\delta (p^{n+1})}{\delta x_i} / \delta x_i \right) = (1 / 2 \Delta t) \delta_i \left( \overline{u_i^{n+1/2}} \right) / \delta x_i
\]

\[
u_i^{n+1} = \tilde{u}_i^{n+1} - 2 \Delta t \delta_i \frac{p^{n+1}}{\delta x_i},
\]

\[
F_i^{n+1} = \overline{u_i^{n+1/2}} - 2 \Delta t \delta_i \frac{p^{n+1}}{\delta x_i},
\]

where \( N_i^n = \delta_i \left( \overline{F_i^{n+1/2}} \right) / \delta x_i \).

In the discretised governing equations for incompressible flow under the staggered grid, the error in conservation of kinetic energy is given as a power function in the time integration method, where the order of accuracy is consistent with the value of power. Thus, by implementing a higher-order time integration method such as the fourth-order Runge-Kutta method, the error in conservation of kinetic energy can be reduced to a negligible value. However, in a collocated grid system, even if an accurate method discretises the convection term, the characteristics of the error in conservation of kinetic energy are different from those of the staggered grid. Specifically, the error in conservation of kinetic energy is proportional to the first power of the time increment. This effect is caused by the discretisation of pressure terms in the kinetic energy equation for the collocated grid. In a numerical simulation of incompressible flow, a high-order time-integration method is generally used. Therefore, for the analysis under a collocated grid, the error in conservation of kinetic energy is more significant than that in the staggered grid.

A previous study focused on the discretisation of pressure terms and reduced the conservation error under the collocated grid. This study proposed to reduce the conservation error using a method that analyses pressure increments instead of the pressure, which is similar to the SMAC method. The time evolution procedure of this method is as follows:

\[
\tilde{u}_i^{n+1} = u_i^n - (3/2) \Delta t \left( N_i^n + \delta_x p^n / \delta x_i \right) + (1/2) \Delta t \left( N_i^{n-1} + \delta_x p^{n-1}/ \delta x_i \right),
\]

\[
\delta_i \left( \frac{\delta (\Delta p^{n+1})}{\delta x_i} / \delta x_i \right) = (1 / 2 \Delta t) \delta_i \left( \overline{u_i^{n+1/2}} \right) / \delta x_i
\]

\[
u_i^{n+1} = \tilde{u}_i^{n+1} - 2 \Delta t \delta_i \frac{\Delta p^{n+1}}{\delta x_i},
\]

\[
F_i^{n+1} = \overline{u_i^{n+1/2}} - 2 \Delta t \delta_i \frac{\Delta p^{n+1}}{\delta x_i},
\]

\[
p^{n+1} = p^n + \Delta p^{n+1}.
\]

In this method, the kinetic energy conservation error is proportional to the square of the time increment. In this study, the error in conservation of kinetic energy is reduced using this method.

### 2.2. Results of the inviscid flow analysis

In this study, in order to validate the characteristics of conservation of kinetic energy for the numerical analysis, an inviscid flow with periodic boundary conditions is used. Inviscid flow has been used to validate the characteristics of conservation of kinetic energy in earlier studies. In this study, a three-dimensional inviscid flow is used. The governing equations are the continuity equations and the Euler equations. The second-order central difference method was used to discretise the spatial derivative. A second-order Adams-Bashforth method was used as a time integration scheme. The Poisson equation was solved through the BiCGStab scheme. The initial flow field, which satisfied the continuity equation, was calculated from the divergence of the random vector potential. The initial velocity field is normalised and its kinetic energy is unity. Deviation from the constant energy is shown as a function of time increment. The present study calculates the absolute difference between the values of mean kinetic energy at \( t = 0 \) and \( t = 10 \). Computational domain size of the 3D periodic box is \( 2 \pi \times 2 \pi \times 2 \pi \). The number of computational grids are \( 16^3 \). Cases 1 and 2 denote numerical cases using Equation (4) and Equation (5), respectively.
This study focuses on the order of accuracy in the conservation error of kinetic energy with respect to the time increment. Figure 1(a) shows the absolute error in the conservation of the kinetic energy between the values of mean kinetic energy at $t = 0$ and $t = 10$, as a function of time increment. Here, analytically, the fluctuating kinetic energy does not change between these two times. As shown in the figure, the conservation error decreases as the time increment decreases. For Case 1, where the MAC method is used, the conservation error is proportional to the time increment itself. On the other hand, for Case 2, where the SMAC method is used, the conservation error is proportional to the square of the time increment, which is also used in the present study. As shown in the figure, it is validated that the conservation error of the present analysis has second-order accuracy of time increment. The conservation error of Case 2 is much smaller than that of Case 1 with a smaller time increment.

2.3. Discussion

The kinetic energy has the dimension of the square of velocity. Turbulence statistics with dimension of the fourth power of velocity are also used in various studies. For example, the computation of the kurtosis factor of the velocity field requires the mean of the square of velocity as well as the mean of the fourth power of velocity. In this study, the intensity of the fluctuating kinetic energy is used as a flow statistic, which has the dimension of the fourth power of velocity. Figure 1(b) shows temporal variations of the kinetic energy and the intensity of the energy in the inviscid flow field. In the figure, $\Delta t$ is set to 0.1, to increase the magnitude of the conservation error. The conservation error of the fourth power of velocity increases with time more rapidly than the conservation error of the kinetic energy. Figure 1(b) suggests that the present analysis with second-order accuracy of the conservation error is useful for investigating higher-order turbulence statistics.

This study then compiles the results shown in Figure 1(b) in a mathematical form, for which the following relations are used:

$$\tilde{k} = k + k$$ and $$\langle k^2 \rangle = \langle (\tilde{k})^2 \rangle - K^2.$$  \hspace{1cm} (6)

Here, $\tilde{k}$, $K$, and $k$ are instantaneous kinetic energy, mean kinetic energy (defined as $K = \langle \tilde{k} \rangle$) and fluctuation of kinetic energy. Another relation is given as follows:

$$\langle k^2 \rangle = \langle (\tilde{k})^2 \rangle - K^2 = (F - 1) K^2,$$ \hspace{1cm} (7)
where $F$ is flatness factor. The above equation gives the following simplified equation:

$$
\frac{\langle k^2 \rangle}{\langle k^2 \rangle|_{t=0}} = \frac{[(F - 1)/(F - 1)]}{(K^2 / K|_{t=0})^2} = \frac{K^2}{K|_{t=0}}^2.
$$

(8)

Therefore, using conservation error $\varepsilon(t)$, conservation error of mean kinetic energy $K$ and the intensity of kinetic energy are given as follows:

$$
K / K|_{t=0} = 1 + \varepsilon(t) \text{ and } \frac{\langle k^2 \rangle}{\langle k^2 \rangle|_{t=0}} = (1 + \varepsilon(t))^2 = 1 + 2 \varepsilon(t) + \ldots.
$$

(9)

Therefore, the linear gradient of conservation error in the intensity of kinetic energy has twice the magnitude as that of the mean kinetic energy itself.

3. Analysis using a turbulent channel flow

3.1. Numerical methods for simulating the turbulent channel flow

Based on the results of the validation of the conservation error using an inviscid flow, this study further validates the present analysis using an actual turbulent flow, as shown in Figure 2. Turbulent channel flows have been widely used in previous studies (e.g. [19]) to validate numerical analyses. The turbulent channel flow in this study is driven by a constant pressure gradient. Here, the friction Reynolds number $Re_\tau(=u_\tau h/\nu)$ is set to 180, where $u_\tau$, $h$ and $\nu$ are the friction velocity, the half width of the channel, and kinematic viscosity, respectively. This value of the friction Reynolds number is the same as that in a previous study [17], to which the present result is compared. The mean velocity and the Reynolds stress are used in this validation method. The root mean square (RMS) value of the velocity fluctuation is also calculated in the validation process, because RMS components of the velocity fluctuation are not included in the Reynolds equation of the mean flow.

The present analysis code of Case 2 simulates the turbulent channel flow. Here, the spatial derivative is discretised using the second-order central difference scheme. The convection and pressure terms are temporally integrated by the third-order Runge-Kutta method, while the viscous terms are temporally integrated using the Crank Nicholson scheme. The Poisson equation at the fractional step is directly solved using Fourier transform and the TDMA scheme. The number of grid points $N_x \times N_y \times N_z$ are, $N_x \times N_y \times N_z = 256 \times 128 \times 128$. Here $N_x$, $N_y$, and $N_z$ are the number of grid points for the streamwise, transverse, and spanwise directions, respectively. For the computational domain size normalised by the half width, $L_x \times L_y \times L_z$ is set to $L_x \times L_y \times L_z = 5 \times 2 \times 8 \times 7$. The size of computational domain is sufficiently large, based on previous studies [19]. The grid widths normalized by the viscous length for streamwise and spanwise directions, $\Delta x^+$ and $\Delta z^+$, are 11.0 and 5.0, respectively.

**Figure 2.** Schematics of turbulent channel flow, computational domain and boundary condition: Here, boundary conditions for directions parallel to the wall are set to a periodic condition.
Figure 3. Validation results using the turbulent channel flow: Results of streamwise mean velocity $u^+$ shown in (a); Results of shear stress are shown in (b).

Figure 4. Validation results using rms values of velocity fluctuation; RMS values of streamwise velocity fluctuation, transverse velocity fluctuation, and spanwise velocity fluctuation, used to validate the present simulation, are shown in (a), (b), and (c), respectively.
3.2. Validation results and discussion

Figure 3(a) shows the transverse profiles of the streamwise mean velocity. As shown in the figure, the result obtained by the present analysis is similar to that of the previous study, which is also indicated by the solid line in the figure. This similarity is found over the transverse computational region. The similarity of the present streamwise mean velocity around the free stream shows that the present value of the wall friction coefficient is also similar to that of the previous study.

Figure 3(b) shows results on the transverse profile of shear stresses. The total shear stress is derived as the sum of Reynolds stress and viscous stress. The viscous stress is determined with the help of the transverse derivative of a profile of streamwise mean velocity. The profile of the Reynolds stress in the present analysis is in good agreement with that of the previous study. As also shown in the figure, the total stress, expressed as the sum of Reynolds stress and viscous stress, agrees with the linear function, which is derived as an analytical result. This agreement indicates that the turbulent channel flow with a constant pressure gradient is accurately simulated in the present analysis. The streamwise mean velocity and Reynolds stress are included in the Reynolds equation representing the mean flow. The results in Figure 3 show that the mean flow obtained by the present analysis agrees well with that of previous studies. Therefore, the results shown in Figure 3 validate the present analysis from the viewpoint of the mean flow.

Figure 4 shows the calculated RMS values of velocity fluctuation for the streamwise direction, transverse direction and spanwise direction, respectively. The three intensities of the velocity fluctuations are not included in the Reynolds equation to describe the mean flow. Therefore, three RMS values of velocity fluctuation are needed to validate the turbulent flow field obtained in this analysis sufficiently. As shown in this figure, the three transverse profiles obtained in this study are in good agreement with those of a previous study. These agreements indicate that the present numerical simulation is able to analyse the velocity field of turbulent channel flow with sufficient accuracy.

3.3. Analysis using turbulent channel flow under coarse grid conditions

If conservation error of the kinetic energy is sufficiently small, low-order turbulence statistics may be obtained with relatively good accuracy, even if a coarse grid is used. The following computational conditions are used to examine the dependence of the present numerical simulation on computational grid: \( N_x \times N_y \times N_z = 16 \times 128 \times 16 \), \( N_x \times N_y \times N_z = 32 \times 128 \times 32 \), and \( N_x \times N_y \times N_z = 64 \times 128 \times 64 \).
where the size of the computational domain is the same for all the grid conditions. Here, the grid resolution for the transverse direction is the same for different computational grid conditions.

Figure 5(a) shows the dependence of the streamwise mean velocity on the grid system. As shown in the figure, the streamwise mean velocity obtained under the computational conditions of \( N_x \times N_y \times N_z = 16 \times 128 \times 16 \) and \( N_x \times N_y \times N_z = 32 \times 128 \times 32 \) deviates from those of the previous study. On the other hand, the mean velocity under the computational conditions of \( N_x \times N_y \times N_z = 64 \times 128 \times 64 \) is relatively similar to that of the previous study. These results are qualitatively consistent with those of a previous study. Figure 5(b) shows the transverse profiles of shear stresses for the computational condition of \( N_x \times N_y \times N_z = 64 \times 128 \times 64 \). As shown in the figure, Reynolds stress can be calculated with sufficient accuracy even when the coarser grid is used. As shown in the previous study, a sufficiently fine computational grid is required when other turbulence statistics are to be investigated.

4. Conclusions
A numerical analysis method under a collocated grid system has significant needs to simulate incompressible turbulent flow, such as the flow around an air foil with flow separation. The purpose of this study is to develop a numerical analysis method for an incompressible flow, with higher-order kinetic energy conservation characteristics, under a collocated grid, and to validate it. As opposed to the numerical analysis under a staggered grid, there is a limit to the improvement of the characteristics of conservation of kinetic energy under a collocated grid. By focusing on a time integration scheme, an accuracy of the second-order for characteristics of conservation of kinetic energy, with respect to time increment, is realised in this numerical analysis. In this paper, a method for improving the characteristics of conservation of kinetic energy to the second-order accuracy was outlined in the section of numerical analysis. The latter was further validated using an inviscid fluid analysis and a turbulent channel flow. The analysis using an inviscid flow was required in this study because the kinetic energy is analytically preserved in the inviscid flow.

In this study, conservation characteristics of kinetic energy were validated in a three-dimensional periodic inviscid flow. The validation indicated that the conservation error of kinetic energy has a second-order accuracy with respect to time increments. This result was discussed using higher-order statistics, such as the intensity of the kinetic energy fluctuation. The analysis was further validated using a turbulent channel flow. The results of the simulation were in good agreement with those of a previous study in terms of streamwise mean velocity, shear stresses, and RMS value of the components of velocity fluctuation. Furthermore, the present analysis was validated under computational conditions of coarser grid systems, where the influence of the conservation error of the kinetic energy was more significant. The streamwise mean velocity and shear stresses could be obtained with relatively sufficient accuracy, even using a coarser grid system. For future works, the present numerical analysis should be applied to simulate flow around an air foil with flow separation.
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