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In one-dimensional, heterogeneous systems, the whole traffic dynamics depend strongly on the behavior of the leading vehicle. This result holds for a class of vehicular traffic models satisfying the following properties. The interactions are unidirectional. The dynamics of the particles maximize the velocity or reduces the gap between particles. The particles are hard. We use this result to show a link between traffic models and graphs theory with the consequence that as driving styles spread through social contagion and appear randomly, the inhomogeneities of the system becomes dynamical, or \textit{annealed}, toward specific regions in the space of parameters. Interpreting parameters as entries of vectors defined in the parameters space appear analogies between the evolutionary dynamics of these systems and asymptotic behaviors of the \textit{n-vector model}. When the time-scale ratio of imitation to the mutation processes, $\tau_i/\tau_m$, is small an organized state where “orientation” corresponds to the set of parameters of the slowest strategies is favored, and if this ratio is big an unorganized state without a preferential orientation is favored.

\section{I. INTRODUCTION}

Vehicular traffic severely impacts our daily lives. Long commute times have implications for the driver’s well-being \cite{1, 2} and have noticeable economic impacts \cite{3}. Practical solutions in traffic-related problems are often based on insights emerging from understanding the underlying mechanisms of simplified theories.

Since the seminal work of Lighthill and Whitham on traffic flow modeling \cite{4, 5}, much effort has been spent to formulate a comprehensive and concise vehicular traffic theory \cite{6–13}. The models can be separated in three categories according to the level of detail \cite{13}: macroscopic models, as the flow model proposed by Lighthill and Whitham; mesoscopic models such as car-following models \cite{14} and kinetic models \cite{15}; and microscopic models, like cellular automaton (CA) models \cite{6, 11, 12, 16}. In traffic flow models, one applies concepts from hydrodynamics to traffic considered as a continuous flow. The typical quantities of interest are average velocities, density, and current. In the mesoscopic models, there is a more detailed description of the individual behavior, and some variables are treated as continuous. Microscopic models present the most detailed information on individual behaviors. In CA models, one uses cells, either occupied or empty, to represent the environment. The system vehicles plus drivers are particles that hop cells according to a given set of rules for each individual, which depend on the cell state, the neighbors of that cell, external parameters, and may depend on random factors \cite{6, 17}.

Papageorgiou was the first to question whether continuous models could reach the quantitative and qualitative accuracy verified in other fields of physics \cite{18}. A step toward realism and accuracy in microscopic models is given with the introduction of heterogeneous populations as a homogeneous algorithm submitted to a quenched disorder on its parameters \cite{19–25}. This variation of parameters brings into discussion the differences in behaviors of the human drivers and vehicles performances of real traffic.

The experimental measurements of the behavior in different places and observation of highly heterogeneous traffic where many types of vehicles coexist suggest that these behaviors are not trivially related by a change in the parameters of a single model. This leads us to introduce multi-behavioral populations as an extension of the concept of heterogeneous populations but also regarding differences in algorithmic nuclei. The particles in these populations have different parameters and may follow different (but environmentally compatible) algorithms. We shall dedicate a section to its analysis and define them in the same way as heterogeneous populations.

A specially important instance where the study of heterogeneous populations helps to understand traffic-related phenomena is the emergence of social dilemmas analysis. Many interesting attempts to take social preferences into discussion are made when an additional fast highway is built to connect two previously unconnected locations \cite{26}, taking the fast lane to reduce the time travel \cite{27}, lane changing \cite{28, 29}, driving lane selection protocols \cite{30}, route selection \cite{31}, nearby junction-like traffic structures \cite{32, 33} and overtaking \cite{34}. These works show that individual preferences may significantly impact the averaged properties of the system.
Human drivers are capable and adaptable. When in social dilemmas, they would change their behaviors to comply with the optimum strategy. As far as we know, the study of the dynamics of the driver’s preferences is absent in the literature. Notice that heterogeneous populations cannot simulate this new situation which may be seen as the advent of new drivers, new vehicles with different characteristics, depreciation of the vehicles and the street conditions, and so on because its heterogeneities are static. As a first approximation to attack this problem, we postulate analogous to the well-known local imitation and the mutation processes but applied to traffic systems, which we shall define precisely in the main text. Here we justify such similarities as follows. The behavior of the driver is strongly dependent on the behavior of the drivers nearby. Therefore, we model the local imitation dynamics as the transformation of the driver’s behavior to the behavior of a better-fit neighbor. In other words, the imitation process is analogous to a death-birth process where a low fitness particle “dies” given place to the offspring to a better-fitted neighbor [49–51]. The mutation dynamics is related to unpredictable changes in random factors that are not in direct control of the driver which is closely related to the mutation processes in evolutionary theory applied on biology [55,56,12,43]. Notice that the evolutionary process of behaviors presented here is equivalent to the introduction of heterogeneity by annealed disorders on the parameters but driven towards behaviors (or set of parameters) the evolution favors.

One may point out that if the distribution of characteristics of the vehicles is similar, then cultural preferences and law enforcement are important to the evolution of the driver’s behaviors in different places. For example, in single-laned streets is socially acceptable to use all the space available to overtake in India, but the same behavior is punishable in Germany. In the former, the evolution of behaviors is driven by reward, but it is driven by punishment in the latter. We are now in a position to formulate our main question as follows. Suppose we have a heterogeneous model able to simulate the average behavior of drivers using a number \( m \) of external parameters within a given error margin, where does an arbitrary evolutionary process leads this population?

All previously cited works regarding heterogeneous populations present different algorithms, but a recurring feature is the spontaneous formation of clusters behind slow leaders. In the survey of these works, we synthesized three simple properties they all share and heuristically show that any uni-dimensional model satisfying those properties should behave the same way. Surprisingly, this result simplifies considerably the evolution of behaviors on very general grounds in such a way that the evolutionary dynamics no longer depend on the hidden assumptions fomenting it: it is the same whether it is rewarding-based or punishing-based. The stable cluster formation in heterogeneous populations implies a link to graph theory that rewards us with a link to a well-known problem in theoretical evolution: the evolution of a population spatially disposed on a directed-linear graph [41,48]. The leader always wins the evolutionary struggle.

Regarding the parameters of a given particle as entries of a vector offers a parallel between evolutionary dynamics and statistical mechanics. The spontaneous cluster formation result and the dynamical effects of the evolutionary processes imply analogies between the evolutionary dynamics of this system and the temporal evolution of the \( n \)-vector model, where \( n = m \) is the number of parameters suffering variation in the model. Indeed, there is either an orientation ordering of these “vectors” or randomization of the orientations when imitation or mutation are, respectively, the dominating processes. We shall present this discussion in more detail in the main text, including the reason why the similarity is closer to the \( n \)-vector model than to active-matter models such as the presented by Vicsek and Chaté [49,52]. These results are also valid to multi-behavioral populations.

We organize this paper as follows. In section II we state the premises that determine a group of models we are working with and derive results regarding the equilibrium attained in heterogeneous populations that we shall use to obtain the two main results of this work. We just enunciate the results, the arguments are heuristic and highly abstract, so we present them in the Appendix and give two concrete examples in the main text. We present the first in section III. We use the heterogeneous version of the NaSch model [53] due to the simplicity of calculations. The simulation results of this model corroborate to the main results and we show a transition from an organized state at \( \tau_l/\tau_m \rightarrow 0 \) to a random orientation state when \( \tau_l/\tau_m \) increase in value, with special attention to the neighborhood of \( \tau_l/\tau_m = 1 \). We reserve section IV to introduce multi-behavioral populations and verify the results in these models. Unexpected results related to these populations are also discussed in that section. We discuss the results in section IV.

II. GENERAL RESULTS

A particle an object representing the combination of the vehicle and its driver to us. It occupies \( d \) sites and has a set of \( m \) intrinsic parameters that control its behavior. The state of the system at time \( t \) is defined by the position and the velocity of each particle. The interaction between particles takes place when one particle changes its motion in response to another particle. This defines the interaction radius, \( R \), as a maximum distance among particles where interactions may occur. We define the interaction radius of the \( j \)-th particle as its maximum velocity, \( R_j = v_{\text{max},j} \). In general, let \( \chi_{j,i}(t) \) be the distance between the \( j \)-th and the \( i \)-th particles at the instant \( t \) \((x_j(t) > x_i(t)), \chi_{j,i}(t) = x_j(t) - x_i(t) - d_j \geq 0 \), we shall say that if \( \chi_{j,i}(t) > R_j \) the particles are dynamically
independent at the instant $t$.
We shall consider one-dimensional vehicular traffic models satisfying the following three properties:

**P1:** (Directed interactions) A particle can only affect the dynamics of the particles behind it.

**P2:** (Hard-particle) Two particles cannot occupy the same site or pass through each other.

**P3:** (Velocity maximization) The dynamics of each particle drive it to either increase its velocity to a given limit, $v_{\text{max}}$, or to reduce the gap to the next particle, observing the properties above.

Property **P1** is a formulation of the observation that the behavior of the vehicles in front of a driver is much more important to its behavior than the behavior of drivers behind him. Property **P2** we state that accidents and overtaking are neglected (forbidden). Property **P3** states that particles strive to have the maximum speed allowed when not interacting (in the free state) and decrease the gap up to a given point to the next particle when interactions are important (in the congested state). This property is a formulation of the daily experience that drivers strive for minimizing the commuting time in a safe way. It worth mentioning that these properties do not fix any algorithm.

Those properties and definitions are compatible with all uni-dimensional CA to the best of our knowledge. We will define some parameters for the sake of clarity.

**Definition 1.** The slowest strategy is the one that reaches the slowest average speed in the given environment.

**Definition 2.** Let $x_j(t)$ be the position of the $j$-th particle at the time $t$, the measured velocity of $j$-th particle in a time interval $\Delta t = t_2 - t_1$ is given by

$$v_j = \frac{\Delta x_j}{\Delta t} = \frac{x_j(t_2) - x_j(t_1)}{t_2 - t_1}.$$

**Definition 3.** Let $\bar{a}$ be the time-average of the variable $a$. We define $\bar{x}_j$ and $\bar{v}_j$ as the limits $\bar{x}_j \to \bar{x}_j^*$ and $\bar{v}_j \to v^*$, for all $1 \leq j \leq N$. These variables, when the limits exists, characterize a steady state of the system.

We shall use those definitions in systems obeying the cited properties. Under periodic boundary conditions and random initial conditions, we can show the following results.

**Auxiliary result 1.** In uni-dimensional, heterogeneous, particle-flow systems satisfying the propositions P1, P2, and P3, there is a stable steady state characterized by $\bar{x}_j^*$ and $v^*$, for all $1 \leq j \leq N$, at densities where a leader can be distinguished.

This result is compatible with real-traffic measurements and is derived in the case of the heterogeneous TASEP model in [54].

This is a simple but powerful result. In heterogeneous models obeying the premises, exists a stable steady state, where the $j$-th particle is, on average, at a distance $\bar{x}_j^*$ from a following $i$-th particle, and they share the same average velocity. These results will enormously facilitate the understanding of the evolutionary dynamics of behaviors in those systems. We shall disassemble this result in two.

**Auxiliary result 2.** (Connection to Graph Theory) In systems satisfying the conditions of the Auxiliary result 1, there is a graph, $\Omega$, that may represent the interaction nets on the system. $\Omega$ is a directed, random graph with a single leader.

This result is exemplified in figure 1. As $\omega_{i,k} = 0$ for all $t$ and for all $i$ such that $(i - k) > R_k$ in an enumeration where the $N$-th particle is the leader, then $\omega_{i,k} = 0$ and these particles cannot be linked. If the $i$-th particle is the leader, the reason why $\omega_{i,k} = 0$ is not geometry, but a consequence of the isolation of the leader.

One may then point out that $\Omega$ exists even at high densities. Nevertheless, only under the conditions satisfying the Auxiliary result 1 the single-leader and directed properties of these graphs, which will be important in what follows, appear. In this case, if there are many slow particles in the system, we may even divide $\Omega$ in a set of independent graphs, each obeying the properties states by the Auxiliary result 2.

As the variable used as payoff in the works attacking the social dilemma in traffic problem is the average velocity, it is convenient to state here a result regarding this variable.

**Auxiliary result 3.** (Maximum velocity limit) In systems satisfying the conditions of the Auxiliary result 1, the average velocity in the steady-state of any particle in a heterogeneous population is not higher than the average velocity of the slowest particle in this population.
FIG. 1. Graph representation of a simple example. A representation of a possible simulational situation of some model obeying the premises (above). The blue disks are fast-strategies particles and the red disks are slow-strategies. All are numbered with reference to the first and the interaction radius of all is equal to 3 sites. Below, a representation of the interaction network of the particles in this system. The interactions are directed, as represented by the arrows in the figure, and are not first-neighbors. The connectivity is not shown to simplify the visualization. Notice that the 5-th particle does not have a link to the leading particle as it is beyond its interaction radius (there are 3 vehicles between the 5-th vehicle and the leader so that $\omega_{1,5} = 0$ for all $t$) but there is a closed path from the leader to this particle so that the behavior of the leader can be transmitted down this net to the 5-th particle.

Assuming that the average velocity is a function of the parameters of the model and an evolutionary dynamics acts to increase this variable we can understand the changes of the behavior of the particles as a drive of the system to modify the disorders in a way to increase velocity. The system would erase the quenched disorders and stabilize in the set of parameters characterizing this maximum. The auxiliary results imply that this evolutionary development is not as straightforward as it seems.

**Definition 4.** A local imitation process is any process where the behavior of a randomly chosen particle is transmitted to a neighbor it is interacting over a characteristic interval $\tau_i$. The success probability increases with the target’s payoff and it is not null when the payoffs are the same.

The details of the process may depend on various complicated sub-processes. It is important to emphasize that definition 5 also does not fixate the local imitation algorithm. It just states the only happens among interacting particles, its probability increases with the advantage in doing so, and random drift is possible.

We enunciate the first main result of this work as follows.

**Main result 1.** (Domination of the slowest) In systems under the conditions of the Auxiliary result 1 under a local imitation process, the outcome is a population using the strategy that returns the slowest average velocity present in the initial configuration.

This means that if a primordial population of particles following similar strategies were put in a one-dimensional environment, the final evolutionary outcome would be the same, even though different social pressures are in play. Also, in all of the heuristics presented so far was assumed that there is only one slow strategy in the system. It may happen that more slow strategies have the same average velocity in the given conditions. In this case, the results do not rule out coexistence and will be important in the discussion of multi-behavioral populations later.

The uni-dimensional character of the problem and random drift leads the system to its evolutionary fixed points that correspond to the slower velocities in the group.
Let the parameters of a particle be \((x_1, x_2, \ldots, x_m)\). We interpret it as the components of a vector in the \(m\)-dimensional space of parameters. The **Main result 1** describes a mechanism that drives these vectors to a preferable vector, \((x^*_1, x^*_2, \ldots, x^*_m)\). We place the vectors corresponding to the parameters of the particles in the nodes of the graph \(\Omega\). The heterogeneity in the system is now an annealed disorder driven to the orientation of the leader, which is parallel to \((x^*_1, x^*_2, \ldots, x^*_m)\), as illustrated in figure 2.

It is possible to trace a path from the leader to the last particle passing through all other particles. Therefore, the evolution of this system closely resembles the evolution of a uni-dimensional \(m\)-vector model with free boundaries and the first vector (leader) fixed in a given direction. The differences are: the number of interacting neighbors depends on the interaction radius; the interactions are directed, and; the number of interacting particles is not fixed, because as the system evolves, the graph loses its leaders. The first and last differences are not detrimental, as it just replaces a spin chain for another smaller chain with the same properties. The uni-directional character of the interactions also seems not to be detrimental once the orientation of the first vector is fixed and the system does not have “thermal” fluctuations.

Let us define mutation.

**Definition 5.** A mutation process is the independent random change of one of the parameters of the particle to a neighboring value in the space of parameters, occurring at an interval \(\tau_m\).

The drivers may change their behavior independently of the influence of their neighbors. It can be related to automobile fleet renewal, upgrade the vehicle equipment, reactions to the behavior of other drivers or the road conditions, etc. We enunciate the second main result of this work as follows:

**Main result 2.** (Domination of the slowest of all ) Systems under the conditions of the **Auxiliary result 1**, subjected to mutation associated to local imitation dynamics presents two distinct behaviors in the limits \(\tau_i/\tau_m \to \infty\) and \(\tau_i/\tau_m \to 0\). In the former limit, the long-time distribution will be analogous to a random walk. In the latter, the slowest strategies reachable in the parameter space will dominate the population.

The evolution through imitation dynamics selects the better fitted. Here, we see that instead of improving the payoff of the individual, it depletes it. Including mutation, the evolutionary pressures can lead to the lower payoff possible. As far as we know, these are the only systems these results appear.

With regard to the comparison to the \(m\)-vector model, the mutation tends to randomize the orientations by definition. It seems to have a similar effect as a “thermal” noise, but we should be careful here because the leader of the graph \(\Omega\) is no longer stationary. If \((x^*_1, x^*_2, \ldots, x^*_m)\) is related to the slower strategy possible, then when a fluctuation happens that orient a particle closer to it than the leading particle, the structure of \(\Omega\) breaks and reappear with this particle as the leader. If \(\tau_m \gg \tau_i\) such that the system can “thermalize” in the new configuration, we can suppose \(\Omega\) static but with the first vector subjected to an uneven noise that *drives* it to \((x^*_1, x^*_2, \ldots, x^*_m)\) as represented in figure 3.

On the other hand, if \(\tau_m \gg \tau_i\) is not true, then the fragmentation of the main cluster happens.

Interestingly, at high concentrations, \(\Omega\) is a cyclical graph and cannot be fragmented. As all particles are connected, the evolution of this system is now more closely related to the \(m\)-vector model with periodic boundary conditions, and
FIG. 3. The same as figure 2 but the addition of mutation. Here $\tau_m \gg \tau_i$, and the leader has the closest orientation to the slowest of all strategies in the parameters space that is represented as a red arrow in the box (in this example this orientation is unique, although this is not necessary in the general case). The imitation dynamics align the orientation of the 2-nd particle to the orientation of the leader in a single event and the mutation dynamics causes a random, small flip around it. In case a big flip occurs such that the node vector becomes closer to the red vector than the leader, it becomes the new leader after the system relaxes in the new configuration.

The effects of the mutation dynamics are now identical to thermal noise. We do not have a drive to the orientation of the leader any longer as leaders are nonexistent, but by similarity with to the m-vector model, we expect order when $\tau_i/\tau_m \to 0$ and disorder when $\tau_i/\tau_m \to \infty$. The nature of the transition from the disorder at $\tau_i/\tau_m \to \infty$ to order at $\tau_i/\tau_m \to 0$ at low densities as well as the possible change of behavior of the evolutionary dynamics between low densities and high densities should be addressed and further discussed in future works.

We end this very abstract discussion we justify the analogy to the m-vector model instead to active-matter models [49–52] that one would though to be fitter as the particles are Mobile. The reason is that very little of the discussion depends on the dynamics of the positions of the particles. Since the Auxiliary result 2, what was important was whether the position of the particle was inside the interaction radius of the particles following it or not, not the real positions. With this fact in mind and interpreting whether or not the particles are inside of the interaction radius from one another as a probability we could associate the dynamical problem to a static problem.

III. EXAMPLE I: HETEROGENEOUS NASCH MODEL

In the model proposed by Nagel and Schreckenberg [53] (NaSch), the particles first accelerate one unity up to the maximum velocity $v(t) = MIN(v(t-1)+1, v_{\text{max}})$. Evaluate the space and in the second step $v(t) = MIN(v(t), \chi(t))$. The is a randomization of the velocities in the third step: $v(t) = MAX(0, v(t)-1)$ with probability $p$. After all particles have their velocity updated, the positions are updated in the fourth step: $x(t) = x(t-1) + v(t)$ (the boldface represents vector notation).

The property P3 is observed in the first NaSch step and the properties P1 and P2 in the second step. See [53] for a thoroughly discussion.

Using the boundary conditions as $x(t)_N + i = x(t)_i + L$, and the approximation $\bar{v} = (1-p)v + p(v-1)$, we make an approximation for the average velocity in the function of the concentration that works well at low and high concentrations using the overall velocity $V = \sum_{i=1}^{N} v_i$, to estimate $v$:

$$\bar{v} = \frac{V}{N} = \begin{cases} v_{\text{max},s} - p_s & \text{in free state} \\ (1-p_s)(1/c - 1) & \text{in congested state} \end{cases}$$

This approximation is exact when $p_j = 0 \forall i$. At low densities, where the first step dominates the dynamics, the result is trivial considering that the slow population, $(v_{\text{max},s}, p_s)$, leads. In the congested phase, we may neglect the second term in $\bar{v}$ because $(v-1)$ is either zero or non-applicable for the majority of the particles to obtain the result. As the second NaSch step is the more important in all densities in a heterogeneous population, we may approximate the average distance between particles as:
FIG. 4. The average velocity of the population as a function of the concentration (above) for mixed populations measured over 10 initial random configurations. The error bars are smaller than the size of the symbols. The partial concentrations and strategies characterizing each population are presented in the main text. The populations \( A \) are a homogeneous slow population. The mean velocities of the heterogeneous populations are localized in the region limited below by the homogeneous slow population curve and limited above by the curves \( f(c) = (v_s - p_s) \) and \( g(c) = (1 - p_s) \cdot (1/c - 1) \) represented as solid lines. Notice that the higher the concentration of faster strategies the closer the population is to the superior limit. Below, the frequency histogram of the relative distance between the particles. Notice the peaks at \( d = v_{max,s} = 2 \).

FIG. 5. Study of the evolution of the system dictated by the imitation dynamics presented in the text. Panels a), b), and c) show the measurements of the average maximum speed \( (v) \) and the average deceleration parameter \( (p) \). The black dots surrounded by a circle indicate the initial values of the populations. The red dot surrounded by a red circle is the slower strategy point, \((2, 0.18)\). The colored dots correspond to the averages measured consecutively. Notice the steady path towards the slower strategy. The evolutionary path as a straight line is atypical. Since as the \((2, 0.18)\) strategy expands the average changes in proportional steps in the \( v_{max} \) ax and the \( p \) ax (see how we build the set \( S \)). Panel a) shows the relative data for a very low concentration \( c = 0.05 \), panel b) shows the data for a relatively low concentration \( c = 0.15 \) and panel c) shows the data for a moderate concentration \( c = 0.35 \). The slow convergence of the \( E \) population is due to the few slow specimens in this population (if \( n_s \) is the number of slow strategies out of \( N \) individuals, then the probability for a particle to be selected to the imitation tryout with a slow particle as a target is proportional to \( n_s/N \)).

\[
\chi_{j,j+1} = p_j q_{j+1} (\bar{v}_s - 1) + p_j p_{j+1} \bar{v}_s + q_j p_{j+1} (\bar{v}_s + 1).
\]  

Equations 1 and 2 are equivalent to the statements of the Auxiliary results. As an example, we will consider the following set of strategies:

\[
S = \{(1 + n, 0.19 - 0.01n) : n \in \{1, 2, 3, 4, 5, 6, 7, 8\}\}
\]

The initial distribution of the types in the population is described by the vector \((c_1, c_2, c_3, c_4, c_5, c_6, c_7, c_8)\), where
FIG. 6. Study of the evolution of the system under the imitation-mutation processes on similar initial conditions as presented in figure 5 at three different values of $\tau_i/\tau_m$ at small concentrations, $c = 0.05$. The points are averages of $p$ and $v_{\text{max}}$ over the population. The mutation algorithm allows a randomly chosen particle to change either its velocity or deceleration factor to a close value, but the changes are limited to $v_{\text{max}} \in [1, \infty)$ and $p \in [0, 0.99]$. The slower possible strategy is $\omega = (1,0.99)$ represented as a red circle. The black circles are the initial points of the populations, the same as presented in figure 5. Panel a) show the data relative to a situation where the mutation is much more frequent than imitation $\tau_i/\tau_m = 10^{-3}$. The dynamics are a random walk bounded in $[0,0.99]$ in the $p$ axis but unbounded on the right in the $v_{\text{max}}$ axis. The panel b) show the data relative to the imitation dynamics as frequent as $\tau_i/\tau_m = 1$. The velocities do not grow to as high values as in panel a), and the observed behavior is very complicated. In panel c) we show the data relative to mutation much less frequent than imitation $\tau_i/\tau_m = 10^{-3}$.

In this case, the attraction to the point $(1,0.99)$ is clear. The different time scales of attraction in the parameters $v_{\text{max}}$ and $p$, evidenced by the path’s almost straight angle and the spacing among the points, can be explained based on equations [1]. It states that the velocity of the $j$-th particle does not depend strongly on $p_j$. For it to become important, the $j$-th must become the leader. In other words, when every particle has the same $v_{\text{max}}$, the particle with higher $p$ leads, but for the system to thermalize in this new configuration takes time, causing the differences in time scales.

c_i$ is the initial fraction of type $i$ ($\sum_i c_i = 1$). We work with five representative initial conditions:

\[
A = (1, 0, 0, 0, 0, 0, 0) \\
B = (0.50, 0.05, 0.05, 0.05, 0.05, 0.05, 0.20) \\
C = (0.125, 0.125, 0.125, 0.125, 0.125, 0.125, 0.125) \\
D = (0.20, 0.05, 0.05, 0.05, 0.05, 0.05, 0.50), \text{ and} \\
E = (0.05, 0.0, 0, 0, 0, 0, 0.95).
\]

We considered the lane size equal to 10,000 sites. The measurements were averaged over 10 random initial conditions over $10^3$ time-steps after a transient of $10^3$ time steps. We present the results in figure 4.

We propose a local imitation process as follows. Every $10^2$ time-steps 5% is randomly chosen. During the following $10^2$ time-steps we record the velocity of this focal particle, $\bar{v}_f$, and the velocity of the particle in front of it, $\bar{v}_t$. If the target particle spends more than 80% of the time inside its interaction radius, considered as equal to the maximum velocity of the focal particle, then this particle imitates the parameters of its target with probability $p_t = \bar{v}_t/(\bar{v}_f + \bar{v}_t)$. Notice that $\tau_i$ here is $\tau_i \approx 2 \times 10^2 \times (1/0.05) = 4 \times 10^3$ time-steps.

We present the evolutionary trajectory of the population in the parameters space in figure 5. There is an attraction to the point $(2, 0.18)$, which is the set of parameters related to the slower strategy in all heterogeneous populations.

To add mutation we randomly choose 5% of the population to be subjected to the process in variable time-scales. With equal probability, we choose between $v_{\text{max}}$ or $p$ to be changed, with the former being subjected to a change of $\delta = 1$ and the latter to $\delta = 0.01$. The variation $\delta$ can be negative or positive with equal probability up to the bound of the parameters. The maximum velocity is defined in the set $v_{\text{max}} \in [1, \infty)$ and the randomization, $p \in [0, 0.99]$. Since the imitation dynamics happens each $10^3$ time-steps sampling the same portion of the population, the simulations were made over three different combinations of time-scales: after every $10^3$ imitation time-steps ($2 \times 10^5$ time-steps), or $\tau_i/\tau_m = 0.001$; $10^3$ each imitation time-steps, or $\tau_i/\tau_m = 1000$, and; every time the mutation happens the imitation follows $\tau_i/\tau_m = 1$. We show the results of the evolution under these rules over $10^5$ time-steps in figure 6.

IV. EXAMPLE II: MULTI-BEHAVIORAL MODELS

Despite the effort, incorporating more features into known models does not exhaust all the intrinsic characteristics of the many driving preferences. Trucks have lower accelerations than sports vehicles and decelerate upon comparably
If becomes slower. These results suggest that multi-behavioral populations present multiple average velocity minimums $\chi$ of parameters, $\Pi$ and the distance between particles curves in figure 7. Remarkably, we have two distance maximums at $p = 0$. (In the original model $p_f = 0$), which is the cruise-control NaSch model (NaSch-CC) [55]. The stochastic model proposed by Fukui and Ishibashi (SFI) [56] make a similar modification to the NaSch model as the NaSch-CC model but the maximum velocity randomization is higher: $p_f > p$. (In the original paper $p = 0$). Takayasu et al. proposed a model (TT) similar to the TASEP model but with a delayed acceleration in case the gap among vehicles is lower than a limit, $\chi_s$. This model requires two parameters $v_{\text{max}}$ and $\chi_s$ and in the original work $v_{\text{max}} = 1$ and $\chi_s = 2$. We will also consider the model proposed by Benjamin et al. (BJH) [58] that implements a slow-to-start rule of temporal nature. A stopped vehicle will accelerate with probability $1 - p_s$ and, in case it did not move, it will try again in the next time-step with probability $p_s$. The model proposed by Barlović et al. (VDR) [59, 60] generalizes the NaSch model for an intuitive slow-to-start rule using the randomization of the stopped, $p_0$. Finally, the model proposed by Brilon e Wu (TO) [61] uses temporal headways to obtain a more realistic particle-particle interaction compared to the NaSch model. It requires a safe time-gap $G_s$, the maximum velocity, $v_{\text{max}}$, the randomization, $p$, an acceleration probability, $p_{\text{acc}}$, and a deceleration probability, $p_{\text{dec}}$. Consult the original works for a thorough presentation of the models.

One may join the models NaSch, NaSch-CC, SFI, and VDR in a single, comprehensive model requiring the set of parameters $(v_{\text{max}}, p, p_0, p_f)$ (for example, we define the VDR model in the subspace $(v_{\text{max}}, p, p_0, 0)$). The incorporation of the other models is not possible because they have different implementations. Nevertheless, one may join all algorithms introducing a discreet parameter $\beta$ that controls the behavior the particle will manifest expanding the space of parameters, $\Pi$ to contain all the parameters plus $\beta$: $\Pi_e = (v_{\text{max}}, p, p_0, p_f, p_{\text{acc}}, p_{\text{dec}}, \chi_s, \chi_t, \beta)$. For example, if $\beta = 1$ then we say the particle will follow the NaSch model $(v_{\text{max}}, p)$. The reason to introduce this parameter is to introduce multi-behavioral populations as quenched disorder in the same way as heterogeneous populations but in the extended parameters space, $\Pi_e$. Here, $\beta \in [1, 7]$ with each integer associated with the algorithm of each model in the respective order.

The parameters were uniformly distributed in the intervals: $v_{\text{max}} \in [4, 9]$; $p \in [0.1, 0.5]$; $p_f \in [0.9, 0.95]$; $p_0 \in [0.9, 0.95]$; $p_{\text{acc}} \in [0.8, 0.95]$; $p_{\text{dec}} \in [0.9, 0.95]$; $\chi_s \in [0.2]$; $\chi_t \in [1.2, 1.3]$ and; $\beta \in [1, 7]$. We present the velocity and the distance between particles curves in figure 7. Remarkably, we have two distance maximums at $\chi = 4$ and $\chi = 0$, exchange particles from one maximum to another with increasing density and the curves in all densities crossing a single point. Notice that at $c < 0.4$, the BJH heterogeneous model is slower, but at $c > 0.4$, the TO model becomes slower. These results suggest that multi-behavioral populations present multiple average velocity minimums.
FIG. 8. Time series of the frequency of the models in multi-behavioral populations under imitation. The global density is fixed in \( c = 0.25 \). At the top, the environment is homogeneous. The winner is the SFI model. At the bottom, the environment has a reducing velocity that causes big variations in the local density. Surprisingly, the winner is the NaSch model.

that control the collective behavior at different conditions.

As the extended space of parameter is 10-dimensional we present a visualization of the evolution of this system with time series of the frequency of behaviors in figure 8. As the handling of so many parameters is computationally expensive, we modify the environment to reduce the maximum velocity to \( v_{\text{max}} = 2 \) in \( 0.01\% \) of the road to simulate high-density bubbles. It was expected to observe the domination of two strategies in the two set-ups, but not the NaSch model as it is not one of the slower strategies at any concentrations (see figure 7). This suggests that the evolution of multi-behavioral populations is a complex phenomenon that depends on the environmental conditions and the competing strategies. The evolution in these populations seems to have similar dynamics to the famous Axelrod’s Tournament [62].

As the Main result 2 foresee an orienting tendency at \( \tau_i/\tau_m \to 0 \) and the converse at \( \tau_i/\tau_m \to \infty \), in our final experiment we define a “order parameter” as:

\[
\theta = \frac{1}{N} \sum_{j=1}^{N} \frac{\mathbf{m}_j \cdot \bar{\mathbf{m}}}{||\mathbf{m}_j||},
\]

(3)

\( \mathbf{m}_j \) is a vector characterized by the parameters of the \( j \)-th particle, \((v_{\text{max}}, p, p_0, p_f, p_{\text{acc}}, p_{\text{dec}}, \chi_s, \chi_t)\) but depends on the parameter \( \beta \).

We consider \( \beta \) as the parameter of a projection in \( \Pi_e \). The NaSch model, for example, is represented as \( m_i = (v_{\text{max},i}, p_i, 0, 0, 0, 0, 0, 0, 1) \). This way, only variables subjected to evolutionary pressures enter in the calculation of the vector averaged over the population, \( \bar{\mathbf{m}} \), which corresponds to partition \( \Pi_e \) in dominions. Notice that the higher possible value of \( \theta \) is one, which happens only in homogeneous population which corresponds in \( \Pi_e \) to all particles to belong in a single ordered dominion.

The generality of the Main result 2 implies that in very long runs, \( \theta = \theta(\tau_i/\tau_m) \) and, additionally, in very large systems two asymptotic behaviors are expected: \( \theta(\tau_i/\tau_m \to 0) \to 1 \) and \( \theta(\tau_i/\tau_m \to \infty) \to \alpha(\beta) < 1 \). In the first case, the imitation dynamics drive the system to a global orientation of vectors and species. In the second case, the mutation dynamics dominates and disorient the vectors. The precise value in this limit depends on the scope of the parameters of the models initially present in the simulation. We illustrate the curve \( \theta(\tau_i/\tau_m) \) for different sizes of the system at a concentration fixed at \( c = 0.05 \) in figure 9.

The results suggest new phenomena in the neighborhood \( \tau_i/\tau_m \in [0.01, 10] \) where a fall for very small \( \theta \) gets more pronounced as we increase the size of the system. Notice that the smaller value \( \theta \) can get is not related to a random disposition of the vectors, but the population dividing itself in ordered dominions with different directions and this is responsible for the fall at low \( \tau_i/\tau_m \). Even after a long time there is coexistence of behaviors. By similarity to the \( n \)-vector model, there is no reason to expect a “real” phase transition here, but further study on the stability of these coexistence and the universal shape of the curves should be addressed in future works.
FIG. 9. The parameter \( \theta \) in function of \( \tau_i/\tau_m \). We updated the fraction of the population selected in each mutation process to 10\%, and the imitation happens for all particles after 100 steps. The species only change by imitation. The parameters and species initialization are the same as figure 8. There is a transient of \( 10^6 \) time-steps to begin the evolutionary processes, and after \( 10^6 \) time-steps, we average \( \theta \) over \( 10^5 \) time-steps and over 50 configurations. The similarity of all these curves is a consequence of the generality of the main results.

V. DISCUSSIONS AND CONCLUSION

Single-laned heterogeneous traffic models under periodic boundary conditions satisfying properties \( P_1 \), \( P_2 \) and \( P_3 \) exists a stable, steady-state at low densities. In this state, the average velocity of all vehicles is equal to the average velocity of the slower particle in the system and the existence of an average distance headway between particles which details depend on the algorithm. We use this to show a link between the net of interactions among the particles in the system and a directed, random graph with a single leader when the density of particles is low and a directed, cyclical, random graph when the density is high.

The introduction of local imitation dynamics as a mechanism to change the parameters of the particles to couple with the parameters of a particle it is interacting with promotes the evolution of behavior in the system transforming the quenched disorder that introduced heterogeneity in the system into an annealed disorder driven towards the most successful set of parameters. Surprisingly, the most successful strategy in the population is the slower strategy. Therefore, at low densities, the final outcome of the evolution of behaviors by “social contact” in these systems is a homogeneous state formed with the slower strategy initially in the population, regardless of the algorithm of imitation or the nature of the subtended social pressures, given that this process is local and random drift is allowed. At high densities, this result also holds, but the time needed to reach it can be very big as the process acquire similar characteristics to a \( M \)-dimensional random walk, where \( M \) is the number of different behaviors.

The mutation promotes independent, random changes in the parameters of the particles. The imitation dynamics brings into discussion the “self-improvement” towards shorter commutes and the mutation dynamics consider changes
due to random factors not associated with the commute time minimization. Associating to each particle, requiring \( m \) parameters, a \( m \)-dimensional vector defined in the space of parameters, we make a physical analogy: the imitation dynamics align vectors, and the mutation dynamics misalign these vectors. This suggest a similarity to the statistical mechanical \( n \)-vector model with \( n = m \). If imitation and mutation occur at characteristic times \( \tau_i \) and \( \tau_m \), respectively, then at low densities the asymptotic behavior of this coupling is an ordering of the vectors at \( \tau_i/\tau_m \to 0 \) and orientational disorder at \( \tau_i/\tau_m \to \infty \). What happens in-between deserves further study.

The similarity is not rigorous as the interactions are not necessarily first-neighbors (but \( R/L = 0 \) in the thermodynamic limit), are directed, the size of the interacting system is not constant, and we did not write down a Hamiltonian operator for the system. This concern is important at low densities where the mutation process effects are not dynamically conserved but in situations where the multidimensional character of the system does not manifest. More study is necessary to include these systems.

About uni-dimensional continuous models, the heuristics used in the arguments are valid in continuous models and, therefore, the main results should also be valid in these systems. Nevertheless, the properties \( P1 \), \( P2 \), and \( P3 \) are translated in continuous language as the following. Suppose a piece of the system, \( \rho(x(t), t) \), evolves in time according to an operator \( H_t \) such that \( \rho(x(t), t) \) can be approximated by an application of \( H_t \) in some state \( \rho(x(0), 0) \): \( \rho(x(t), t) = H_t \rho(x(0), 0) \). The continuous version of \( P1 \) is the explicitly dependency of \( H_t \) as \( H_t = H_t(y_1, y_2,...,y_m, \alpha_1, \alpha_2,...) \) where \( y_i \) is the value of the \( i \)-th parameter of the model (\( 1 \leq i \leq m \)) and the \( \alpha \)'s are parameters related to the state of the system in front of \( x(t) \) (such as local density and average velocity) at all times. Let \( x_i(0) \) and \( x_j(0) \) the locations of different pieces of the system in \( t = 0 \) such that \( x_i(0) > x_j(0) \), then the continuous version of property \( P2 \) is simply the non-holonomic constraint \( x_i(t) > x_j(t) \) for all \( t \). Property \( P3 \) do not need translation to the continuous language but the individual to the local density of particles. To the best of our knowledge, no continuous models explicitly present these conditions.

From an empirical perspective, one may argue that automated vehicles would improve traffic as they adapt their strategy to reduce the commute time safely. Our results shed skepticism on the viability of this solution because, as long as there are non-automated vehicles (slow strategies) on the road, the automatization does not make significant changes in the traffic flow.

Concerning the evolution of behaviors, one may argue that parameters such as \( v_{\text{max}} \) have a physical interpretation of the externally given limit that all particles in the system are supposed to be able to reach, so it makes little sense to let it “evolve”.

We observe that all mathematical and computational models use experimental parameters of different natures to calibrate their results. Some are directly related to the driver’s preferences such as the parameter \( p \), which can “evolve”.

The study of the evolution of multi-behavioral models is important to understand phenomena related to the mixing of different populations.
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This appendix is dedicated to show the results presented in the main text. The arguments are strongly heuristic and we shall state the result followed by its argument. We left the commentaries and the definitions to the main text.

**Auxiliary result 1**: In uni-dimensional, heterogeneous, particle-flow systems satisfying the propositions P1, P2, and P3, there is a stable steady state characterized by $\chi_j^*$ and $v^*$, for all $1 \leq j \leq N$, at densities where a leader can be distinguished.

**Argument**. Suppose that the single slow particle in the population is the $(j+1)$-th particle. In this case, $\chi_{j,j+1}$ surely decreases, due to P3 if $\chi_{j,j+1}(t) > R_j$ as the $j$-th particle have greater velocity than that of the $(j+1)$-th particle by hypothesis, and P1 that implies that the $(j+1)$-th particle will not have its own velocity affected by the behavior of the $j$-th particle. On the other hand, according to P2 it must be true that $\chi_{j,j+1}(t) \leq R_j$. Now, the properties P1, P2 and P3 do not fixate the behavior of the $j$-th particle when it is interacting with another particle so we will briefly show that these intrinsic rules does not matter except in pathological cases.

Suppose that prior from the measurements above, we have made other measurements of the $\chi_{j,j+1}(t)$ and made a histogram of the frequencies of these states. Whether the update algorithm is deterministic or stochastic the measurements presented in equation [9] should have the same results as the obtained from the constructed histogram when measured during a interval sufficiently big. In this case suppose that $\chi_{j,j+1}(t)$ obeys a distribution $p(\chi_{j,j+1})$ to be measured in the interval $[0, R_j]$ for the distance among those particles to be in this interval and let $q(\chi_{j,j+1})$ be the distribution for the distance to have a value such that $\chi_{j,j+1}(t) > R_j$ we may write:

$$
\chi_{j,j+1} = \frac{1}{M} \sum_{i=1}^{M} \chi_{j,j+1}(t_i) \to \chi_j^*, \text{ when } M \to \infty.
$$

The convergence holds (in average, not in individual measurements) because, on one hand, $\chi_{j,j+1}$ is ‘attracted’ to the interval $[0, R_j]$ for all $1 \leq j \leq N$ as the particles are dynamically independent for $\chi_{j,j+1} < R_j$. Now, the properties P1, P2 and P3 do not fixate the behavior of the $j$-th particle when it is interacting with another particle so we will briefly show that these intrinsic rules does not matter except in pathological cases.

VII. APPENDIX
\[ \chi_{j,j+1} = \frac{1}{M} \sum_{i=1}^{M} \chi_{j,j+1}(t_i) = \sum_{i=1}^{R_j} ip(i) + \sum_{i=R_j+1}^{L} iq(i). \] (5)

But by **P3** and the dynamical independence when \( \chi_{j,j+1}(t) > R_j \), \( q(\chi_{j,j+1}) \) must decrease as \( \chi_{j,j+1} \) increases to values over \( R_j \). In the thermodynamic limit, unless \( q(\chi_{j,j+1}) \) decreases at a rate slower than \( i^{-2} \) we may either drop this term entirely, in which case the sum in [5] \( 1 \) will be a sum of integers limited in the interval \([0, R_j]\), or keep the few leading terms of the second summing in which case the sum in [5] \( 2 \) will be a sum of integers limited in the interval \([0, R_j + \theta]\) where it was taken the first \( \theta \) terms above \( R_j \). Either way, we have a distribution with finite variation measured over (arbitrarily big) \( M \) independent events, so the average must exist, is unique for each particle and is defined as equal to \( \chi_j^* \).

To argue that decreasing rates of the **two-particles distance distribution** slower than \( i^{-2} \) are pathological, we observe that, after the agglutination behind the slower particle by \( \chi_j \), we observe that, after the agglutination behind the slower particle by \( \chi_j \) and represent the interaction nets on the system. As \( \chi_j \) evolves, there is an attracting steady-state where with the slowest strategy in the population as leaders. If this particle is the \( j \)-th, then the enumeration \( \sigma = (j+1, j+2, ..., N-1, N, 1, ..., j-1, j) \) is invariant under any dynamics of the particles that satisfies \( \textbf{P2} \) and represent the ordering of the particles with regard to the effective positions as one measures \( x_j > x_{j-1} > x_{j+1} \) up to a constant related to the beginning of the measurements. As \( \chi_{i,k}(t) = x_i(t) - x_k(t) - d_i \), define the frequency of interactions between the \( i \)-th and the \( k \)-th
particles \((x_i > x_k)\), measured over an interval \(T\), as \(\omega_{i,k} = T_{x_i,k \leq R_k}/T\), where \(T_{x_i,k \leq R_k}\) is the the accumulated time in which the relative position is such that \(y_{i,k} \leq R_k\).

Now we construct \(\Omega\) as a graph which takes the enumeration \(\sigma\) as nodes and \(\omega_{i,k}\) as the connectivity between the \(i\) and \(k\) nodes. \(\Omega\) has a single leader because \(\omega_{j,k} = 0\) for all \(1 \leq k \leq N, k \neq j\), as the leader do not interact with any other particle. It is random because \(\omega_{i,k} = [0,1]\) for all \(1 \leq i, k \leq N, k \neq i\) and is directed by \(P1\) concluding the argument.

**Auxiliary result 3:** In systems satisfying the conditions of the Auxiliary result 1, the average velocity in the steady-state of any particle in a heterogeneous population is not higher than the average velocity of the slowest particle in this population.

*Argument.* From Auxiliary result 1 all particles, in the steady-state, have the same average velocity and we can calculate this velocity for one of them. Again, from Auxiliary result 1 we know that the leader of the cluster is the slowest in the population, it follows that \(\bar{v}^* = \bar{v}_k\).

**Main result 1:** (Domination of the slowest) In systems under the conditions of the Auxiliary result 1 under a local imitation process, the final outcome of this evolutionary process is a population using the strategy that returns slowest average velocity present in the initial population.

*Argument.* This result can be thought of as a direct consequence of the Auxiliary result 2 in combination with the well-known result presented in [44, 47, 48], that states that populations with individuals located in the nodes of directed graphs with single leaders undergoing local imitation processes are dominated by whatever strategy that occupy the leading position. As the probability of the slowest strategy to occupy the first position is one, this strategy will dominate the population. This view is somewhat unsatisfactory because the homogeneous population formed in the 'head' of the cluster locally invalidate the Auxiliary result 1.

Another interesting approach is as follows. The leader cannot imitate anyone as it interacts with no one. The next particle can only imitate the leader and, as the payoff measure is the average velocity of the individual, the states dominated by faster strategies are unreachable because the details of the imitation dynamics, but among the possible evolutionary fixed points where only one strategy remains, to take a step to the left. The details of the probabilities of going left or right in this random walk depends on the become slow corresponds to take a step to the right, and choosing a fast strategy to become a slow particle corresponds to the probability to choose a fast particle to become a slow particle as the selection is random. This means that the evolutionary dynamics now becomes a uni-dimensional random walk in which, for example, choosing a fast strategy to become slow corresponds to take a step to the right, and choosing a fast strategy to become a slow particle corresponds to take a step to the left. The details of the probabilities of going left or right in this random walk depends on the details of the imitation dynamics, but among the possible evolutionary fixed points where only one strategy remains, the states dominated by faster strategies are unreachable because the Auxiliary result 1 implies that faster strategies do not lead stable structures. The only stable steady-state is, therefore, a state composed of only slow strategies.

**Main result 2:** (Domination of the slowest of all) Systems under the conditions of the Auxiliary result 1, subjected to mutation associated to local imitation dynamics presents two distinct behaviors in the limits \(\tau_i/\tau_m \to \infty\) and \(\tau_i/\tau_m \to 0\). In the former limit, the long-time distribution will be analogous to a random walk. In the latter, the slowest strategies reachable in the parameter space will dominate the population.

*Argument.* If \(\tau_i/\tau_m \to \infty\), then the mutation process is more important than the imitation process which we neglect. The mutation process is a random walk in the space of parameters with no means to select the better fit by definition. This means that mutation alone would not provide the dynamics an effective drive towards one direction or another. In case the parameters are contained in a closed space then eventually all the values will be visited and without the selection, the probability to measure any of them is equal to all. If the parameter, say \(X_t\), is bounded in only one end, say \(X_0\), define auxiliary variable \(Y_t = X_t - X_0\) if \(X_0\) is a lower bound, or \(Y_t = X_0 - X_t\) if \(X_0\) is an upper bound. With this transformation, the effect of the mutation dynamics in \(Y_t\) is of a random walk that can only assume positive values. If neither end is bounded, then the result follows trivially from the definition of the process.

In the case \(\tau_i/\tau_m \to 0\) and observing the independence of the imitation and the mutation processes, the **Main result 1** states that the imitation dynamics, that dominates the evolutionary dynamics at short intervals, will eventually bring the system to a homogeneous slow population. The mutation dynamics cause the appearance of new strategies that are perceived as faster, slower, or equal to the strategy dominating the population. Now, **Main result 1** states that the faster strategy will be washed out by the imitation dynamics regardless of how fast it is. On the other hand, if
this particle mutates to a slower strategy, then the same result states that this strategy will dominate the population. Therefore, we have a stochastic process that \textit{drives} the system, in the strategies space, to the locations occupied by the parameters characteristics of the slower strategies, which do not need to be singled-valued. Notice that although the \textbf{Auxiliary result 2} is still valid, the ordering of the interaction’s net is constantly reset by the mutation process, such that $\Omega$ is no longer stationary.