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Abstract

The existence of label noise imposes significant challenges (e.g., poor generalization) on the training process of deep neural networks (DNN). As a remedy, this paper introduces a permutation layer learning approach termed PermLL to dynamically calibrate the training process of the DNN subject to instance-dependent and instance-independent label noise. The proposed method augments the architecture of a conventional DNN by an instance-dependent permutation layer. This layer is essentially a convex combination of permutation matrices that is dynamically calibrated for each sample. The primary objective of the permutation layer is to correct the loss of noisy samples mitigating the effect of label noise. We provide two variants of PermLL in this paper: one applies the permutation layer to the model’s prediction, while the other applies it directly to the given noisy label. In addition, we provide a theoretical comparison between the two variants and show that previous methods can be seen as one of the variants. Finally, we validate PermLL experimentally and show that it achieves state-of-the-art performance on both real and synthetic datasets.

1 Introduction

Deep Neural Networks (DNNs) have achieved outstanding performance on many vision problems, including image classification (Krizhevsky, Sutskever, and Hinton 2012), object detection (Redmon et al. 2016), semantic segmentation (Long, Shelhamer, and Darrell 2015), and scene labeling (Farabet et al. 2012). The success in these challenges heavily relies on the availability of huge and correctly labeled datasets, which are very expensive and time-demanding to collect. To overcome this challenge, a number of crowdsourcing platforms such as Amazon’s Mechanical Turk and nonexpert sources such as Internet Web Images, where labels are inferred by surrounding text or keywords, have been developed over the past years (Xiao et al. 2015a). Although these methods reduce the labeling cost, the labels derived from these techniques are unreliable due to the high noise rate caused by human annotators or extraction algorithms (Paolacci, Chandler, and Ipeirotis 2010; Scott, Blanchard, and Handy 2013). In addition, more challenging tasks usually require domain expert annotators and thus are highly prone to mislabeling (Frénay and Verleysen 2013; Lloyd et al. 2004), such as breast tumor classification (Lee et al. 2018).

Training on such noisy datasets negatively impacts the performance of DNNs (i.e., poor generalization) due to the memorization effect (Maennel et al. 2020). Interestingly, the authors in (Zhang et al. 2021) illustrated that DNNs can easily fit randomly labeled training data. This property is especially problematic when training in the presence of label noise since typical DNNs tend to memorize the noisy instances leading to a subpar classifier.

To overcome this impediment, we propose a learnable permutation layer that is applied to one of the training loss arguments (i.e., model prediction or label). Each training sample has an independent permutation layer associated with a learnable parameter $\alpha$. The purpose of the permutation layer is to correct the loss of noisy samples through permuting predictions or labels during training, allowing the model to learn safely from them. During inference, the permutation layer is discarded. Our contributions can be summarized as follows:

1. We propose a permutation layer learning framework PermLL that can effectively learn from datasets containing noisy labels.
2. We theoretically analyze two variants of PermLL. The first approach applies the permutation layer to the predictions, while the second applies the permutation to the labels. We show that the approach of learning the labels directly, proposed in Joint Optimization (Tanaka et al. 2018), can be seen as a special case of PermLL.
3. We provide a theoretical analysis of the two proposed methods, showing that applying the permutation layer to the predictions has better theoretical properties.
4. We empirically demonstrate the effectiveness of PermLL on synthetic and real noise, achieving state-of-the-art performance on CIFAR-10, CIFAR-100, and Clothing1M.

2 Related Work

In recent years, a considerable number of methods have been proposed to deal with different types of label noise. Label noise can come from a closed-set or an open-set. In the closed-set case, the true label of a noisy sample is guaranteed to belong to the dataset’s predefined set of labels,
while in the open-set noise the true label could fall outside the predefined labels. Under closed-set noise, the label noise can be further categorized into instance-independent label noise and instance-dependent label noise (Natarajan et al. 2013; Xiao et al. 2015a). For instance-independent label noise, the noise is conditionally independent on the sample feature given its clean label. Therefore, the label noise can be characterized as a transition matrix (Frénay and Verleysen 2013). Instance-dependent label noise, on the other hand, depends on both sample features and the true label (Xiao et al. 2015a). In this paper, we only consider a closed-set noise setting, covering both instance-dependent and instance-independent noise.

Many methods have been proposed to learn robustly from noisy labeled datasets. These methods can be categorized based on how they handle corrupted samples into sample selection and loss correction methods. The reader may refer to (Song et al. 2022; Frénay and Verleysen 2013) for a more thorough review.

Sample selection. Sample selection methods provide a heuristic to isolate clean samples from noisy ones. Then, the noisy samples are either discarded or used as unlabeled samples in a semi-supervised manner (Malach and Shalev-Shwartz 2017; Han et al. 2018; Yu et al. 2019; Li, Socher, and Hoi 2020; Song et al. 2021). To name a few, Decouple (Malach and Shalev-Shwartz 2017) trains two networks on samples where they have disagreements in the prediction. Co-teaching (Han et al. 2018) uses two networks, each selecting small-loss samples in a mini-batch to train the other. Inspired by Decouple, Co-teaching+ (Yu et al. 2019) improves on Co-teaching by training two networks on samples that have small-loss and prediction disagreement. Unlike these methods, our work follows a loss correction approach.

Loss correction. Methods of this type cope with label noise by correcting the loss of noisy samples. Therefore, this line of work is more relevant to our approach. Several methods modify the loss function by augmenting their models with a linear layer during training. Some works utilize an estimated transition matrix to correct the loss (Patrini et al. 2017a; Hendrycks et al. 2018; Xia et al. 2019; Yao et al. 2020). Notably, (Patrini et al. 2017a) first estimates the noise transition matrix using the model’s predictions in an initial training phase. Then, the model is re-trained with either a forward or backward correction. The performance of such methods highly depends on the quality of the estimated transition matrix. Similarly, other methods augment their models with a noise adaptation layer (Chen and Gupta 2015; Sukhbaatar et al. 2014). Unlike transition matrix-based methods, the adaptation layer is learned simultaneously with the model. A major drawback of the previously mentioned methods, using a transition matrix or an adaptation layer, is that they treat all samples equally. PermLL, however, employs an instance-dependent permutation layer that can deal with samples differently.

Another prominent line of work mitigates the effect of label noise by refurbishing the labels. For example, Bootstrapping (Reed et al. 2014) generates training targets that are obtained by a convex combination of the model prediction and the noisy labels using a single parameter \( \beta \) for all samples. To remedy this, (Arazo et al. 2019) dynamically adjusts the parameter \( \beta \) for every sample using a beta mixture model fitted to the training loss of each sample. Such bootstrapping techniques require careful hyperparameter scheduling, increasing their complexity. Joint Optimization (Tanaka et al. 2018) proposes a more straightforward approach that jointly learns the model’s parameters and the labels. In addition, (Tanaka et al. 2018) uses regularization terms to impose a known prior distribution on the labels and to avoid getting stuck in local optima. Inspired by (Tanaka et al. 2018), PENCIL (Yi and Wu 2019) learns label distributions instead of constant labels.

In contrast to the aforementioned literature, our proposed method employs a learnable instance-dependent permutation layer that is applied to one of the training loss arguments (i.e., model prediction or label). From the previously mentioned methods, Joint Optimization (Tanaka et al. 2018) is the most relevant to our work. However, instead of learning the labels, we learn instance-dependent permutation layers. In addition, we are different in several other aspects: i) our method works well without any regularization terms and thus has fewer hyperparameters. ii) Unlike (Tanaka et al. 2018), we are not limited to datasets with only few classes. iii) (Tanaka et al. 2018) is, in fact, a special case of our formulation.

3 Methodology

We develop a learning scheme that is robust to label noise. In our treatment, we consider c-class classification problems.

Given a noisy training data \( D := \{(x^i, \hat{y}^i)\}_{i=1}^N \) where \( x^i \in \mathbb{R}^m \) are the input features, \( \hat{y}^i \in \{1, \ldots, c\} \) is the noisy label, and \( N \) is the number of training samples, we aim to learn a classifier \( f_\theta \) on \( D \) while mitigating the impact of label noise.

Notation. Consider a classifier \( f_\theta : \mathbb{R}^m \rightarrow p(c) \), where \( p(c) \) is a probability simplex over \( c \) classes, i.e., \( p(c) = \{z \in \mathbb{R}^c | z \geq 0, 1^T z = 1\} \). Let \( P(i, j) \) be an elementary permutation matrix that permutes the \( i^{th} \) and \( j^{th} \) components of a vector; obtained by permuting the \( i^{th} \) and \( j^{th} \) rows of the identity matrix. In addition, let \( \hat{y}^k \) and \( y^k \) be the noisy and the underlying clean label of the \( k^{th} \) sample, respectively. We denote the softmax function by \( S \), i.e., \( S(z)_i = e^{z_i} / \sum_j e^{z_j} \). Let \( e_i \) be a standard basis vector with 1 in the \( i^{th} \) coordinate and 0 elsewhere. Vectors are denoted as bold letters (e.g., \( z \)). The maximum and minimum values in the vector \( z \) are represented as \( z_{\text{max}} \) and \( z_{\text{min}} \). We use superscript to denote the sample index (e.g., \( x^k, \hat{y}^k \) and \( \alpha^k \)).

3.1 Instance-Dependent Permutation Layer

To combat the effect of label noise, we propose adding an instance-dependent permutation layer, sometimes referred to simply as the permutation layer. In this section, we introduce the notion of an instance-dependent permutation layer and demonstrate how it is constructed for a given training sample.
Definition 1. For a training sample \((x^k, \tilde{y}^k)\), we define the instance-dependent permutation layer \(P_{\alpha^k}\) as
\[
P_{\alpha^k} = \sum_{i=1}^{c} S(\alpha^k)_i, P(\tilde{y}^k, i)
\]

The permutation layer for the \(k^{th}\) training sample \(P_{\alpha^k}\) is constructed as a convex combination of the permutation matrices in the set \(\{P(\tilde{y}^k, 1), P(\tilde{y}^k, 2), \ldots, P(\tilde{y}^k, c)\}\). This set consists of all single-swap permutation matrices involving the element \(\tilde{y}^k\). The convex combination is obtained using the learnable parameter \(\alpha^k\). Ultimately, we want to learn \(\alpha^k\) such that \(P_{\alpha^k} = P(\tilde{y}^k, \tilde{y}^k)\).

### 3.2 Permutation Layer Integration

The proposed instance-dependent permutation layer alleviates the impact of label noise by correcting the loss. As demonstrated in Figure 1, we provide two approaches of incorporating the permutation layer into the learning procedure. Both approaches aim to capture the noise influencing \(y^k\), i.e., \(P(\tilde{y}^k, y^k)\). The first approach applies the permutation layer to the noisy label \(e_{\tilde{y}^k}\), as in equation (1). In this case, the permutation layer clean the noisy label, \(P(\tilde{y}^k, y^k) e_{\tilde{y}^k} = e_{\tilde{y}^k}\). In the second approach, we instead apply the permutation layer to the model's prediction \(f_\theta(x^k)\), as in equation (2). Thus, the prediction \(f_\theta(x^k)\) is permuted to have a noise matching the noise on \(y^k\), i.e., \(P_{\alpha^k} = P(\tilde{y}^k, y^k)\).

\[
\mathcal{L}_1 = \frac{1}{N} \sum_{i=1}^{N} \ell(f_\theta(x^i), P_{\alpha^k} e_{\tilde{y}^k}) \tag{1}
\]
\[
\mathcal{L}_2 = \frac{1}{N} \sum_{i=1}^{N} \ell(P_{\alpha^k} f_\theta(x^i), e_{\tilde{y}^k}) \tag{2}
\]

Note that these two approaches are analogous to the forward and backward corrections in (Patrini et al. 2017a). Looking closely at equation (1), we can see that it is in fact equivalent to learning the label directly. In other words minimizing \(\mathcal{L}_1\), with respect to \(\theta\) and \(\{\alpha_i\}_{i=1}^{N}\), is equivalent to minimizing \(\sum_{i=1}^{N} \ell(f_\theta(x^i), S(\alpha_i))\). The approach of directly learning the label was first proposed in (Tanaka et al. 2018), and then adopted by (Yi and Wu 2019). The following proposition demonstrates this equivalence by showing that applying a permutation to the label \(P_{\alpha^k} e_{\tilde{y}^k}\) yields \(S(\alpha^k)\).

**Proposition 1.** Given a training sample \((x^k, \tilde{y}^k)\), we have:
\[
P_{\alpha^k} e_{\tilde{y}^k} = S(\alpha^k)
\]

**Proof.** \(P_{\alpha^k} e_{\tilde{y}^k} = \sum_{i=1}^{c} S(\alpha^k)_i, P(\tilde{y}^k, i) e_{\tilde{y}^k}\)
\[
= \sum_{i=1}^{c} S(\alpha^k)_i, e_i = S(\alpha^k)
\]

In the next section, we further analyze these two approaches, and analytically show that they possess different theoretical properties.

### 3.3 Permutation Layer Properties: Theoretical Analysis

Although the two approaches of employing the permutation layer seem equivalent, they are in fact substantially different. In this section, we compare these approaches and analytically show that applying the permutation to the prediction has two key advantages: (i) The optimization does not get stuck in a local optimum after solving for the permutation layer parameters \(\alpha_i\). (ii) The norm of the gradient \(\|\nabla_{\alpha^k} \mathcal{L}_2\|\) is affected by the model's confidence, i.e., \(\mathcal{L}_2\) is "confidence-aware".

**Getting stuck in a local minimum.** As noted by (Tanaka et al. 2018), alternating minimization of the KL-divergence loss with respect to the labels and the model parameters suffers from premature convergence to local optima. This stems from the fact that the minimum of the loss (i.e., \(\mathcal{L} = 0\)) is attained immediately after solving with respect to the labels. In Proposition 2, we build on the observation in (Tanaka et al. 2018) and show that for any loss function satisfying assumption 1, the minimization of \(\mathcal{L}_1\) gets stuck in a local minimum, i.e., the minimum is attained when solving for \(\alpha\). On the other hand, Proposition 3 shows that minimizing \(\mathcal{L}_2\) does not stop prematurely, i.e., the minimum is not attained when solving for \(\alpha\).

**Assumption 1.** Let \(\ell(p, q) : p(c) \times p(c) \rightarrow \mathbb{R}^+\), where \(\mathbb{R}^+\) is the set \(\{x \in \mathbb{R} | x \geq 0\}\). We assume that \(\ell(p, q) = 0\) if and only if \(p = q\).

**Implications of Assumption 1.** This assumption includes most well-known loss functions such as p-norm loss functions and KL-divergence. However, the cross-entropy loss generally does not satisfy this assumption (unless \(\max_i q_i = 1\), which is the case in Proposition 3).

**Proposition 2.** Let \(\ell\) be a loss function satisfying assumption 1. Then, we have
\[
\ell(f_\theta(x), P_{\alpha^k} e_{\tilde{y}^k}) = 0
\]
where \(\alpha^k(\theta) = \arg\min_{\alpha} \ell(f_\theta(x), P_{\alpha} e_{\tilde{y}^k})\)

**Proof.** From proposition 1, we have \(P_{\alpha} e_{\tilde{y}^k} = S(\alpha^k)\). Then, \(\alpha^k(\theta) = \arg\min_{\alpha} \ell(f_\theta(x), S(\alpha))\)
\[
\Rightarrow S(\alpha^k(\theta)) = f_\theta(x)
\]
Finally, by assumption 1 we have
\[
\ell(f_\theta(x), P_{\alpha^k(\theta)} e_{\tilde{y}^k}) = \ell(f_\theta(x), f_\theta(x)) = 0
\]

**Proposition 3.** Let \(\ell\) be a loss function satisfying assumption 1, and \(\theta_i\) be some choice for the model's parameter such that \(\max_j [f_\theta_i(x)]_j < 1\). Then, we have
\[
\ell(P_{\alpha^k(\theta_i)} f_\theta_i(x), e_{\tilde{y}^k}) > 0
\]
where \(\alpha^k(\theta_i) = \arg\min_{\alpha} \ell(P_{\alpha} f_\theta_i(x), e_{\tilde{y}^k})\)
Believed to be noisy

Finally, by assumption 1, 

\[ \frac{\partial L}{\partial \alpha_j} = |\nabla_j L \cdot \frac{\partial \hat{f}}{\partial \alpha_j}| \]

\[ \leq |\nabla_j L| \cdot |\frac{\partial \hat{f}}{\partial \alpha_j}| \]

(3.1)

Figure 1: The diagram illustrates the two variants of integrating the permutation layer. We assume that the noisy and underlying clean labels are: \( \tilde{y}^1 = e_3, y^1 = e_2, \tilde{y}^2 = y^2 = e_1, \tilde{y}^N = e_4, y^N = e_3 \), and that the instance-dependent permutation layers are learned successfully, i.e., \( P_{\alpha} = P(\tilde{y}^k, y^k) \). When permuting labels, the loss is computed between the predictions and the corrected labels. However, when we instead permute the predictions, the loss is computed between the noisified predictions \( P(\tilde{y}^k, \tilde{y}^k) \) and the noisy labels \( y^k \). Light and dark colors represent 0 and 1, respectively.

Proof. We start by showing that the two arguments of \( \ell \) are not equal. It is enough to show that \( \ell(\hat{P}_{\alpha^*}, f_{\theta_i}(x)) \neq \ell(e_y) \).

\[ \hat{P}_{\alpha^*}(f_{\theta_i}(x))_y = e_y^T R_{\alpha^*}(f_{\theta_i}(x)) \]

\[ = e_y^T \sum_{j=1}^{C} S(\alpha^*(\theta_i))_j P(\tilde{y}, j) f_{\theta_i}(x) \]

\[ = \sum_{j=1}^{C} S(\alpha^*(\theta_i))_j e_y^T f_{\theta_i}(x) \]

\[ = S(\alpha^*(\theta_i))^T f_{\theta_i}(x) \leq \max_j [f_{\theta_i}(x)]_j < 1. \]

Therefore,

\[ \hat{P}_{\alpha^*}(f_{\theta_i}(x)) \neq e_y \]

Finally, by assumption 1, \( \ell(\hat{P}_{\alpha^*}, f_{\theta_i}(x), e_y) > 0 \)

Note that for classifiers with a softmax layer, i.e., \( f_{\theta_i}(x) = S(h_{\theta_i}(x)), \max_j [f_{\theta_i}(x)]_j < 1 \) for all \( \theta_i \).

Confidence-aware. Another advantage of applying the permutation to the prediction is that the gradient norm \( ||\nabla \ell || \) is proportional to the confidence of the classifier’s prediction, as in Proposition 4. With this approach, unconfident predictions cause minimal updates on \( \alpha \), while confident ones prompt more notable updates. We measure the confidence of a prediction \( f_{\theta}(x) \) using \( f_{\theta}(x)_{\max} - f_{\theta}(x)_{\min} \). We believe this behavior to be generally desirable, especially for classifiers that provide well-calibrated predictions during training (Thulasidasan et al. 2019).
Now, we obtain an upper bound for \( \frac{\partial f}{\partial \alpha_j} \)

\[
\left| \frac{\partial f}{\partial \alpha_j} \right| \leq \sum_{i \neq j} S(\alpha_j) S(\alpha_k) [f_\theta(x^k)]_{\max} - f_\theta(x^k)_{\min} \leq 1
\]

Using the triangle inequality and the fact that \( |P(\tilde{y}^k, j)f_\theta(x^k) - P(\tilde{y}^k, i)f_\theta(x^k)| \leq [f_\theta(x^k)]_{\max} - f_\theta(x^k)_{\min} \), we have

\[
\left| \frac{\partial f}{\partial \alpha_j} \right| \leq \sum_{i \neq j} S(\alpha_j) S(\alpha_k) [f_\theta(x^k)]_{\max} - f_\theta(x^k)_{\min} \leq 1
\]

Combining (3.1) and (3.2), the partial derivative of \( L \) is

\[
\left| \frac{\partial L}{\partial \alpha_j} \right| \leq \frac{1}{4} [f_\theta(x^k)_{\max} - f_\theta(x^k)_{\min}] \left\| \nabla f_\theta(x^k) \right\|_1
\]

By Assumption 2, we conclude that

\[
\left\| \nabla f_\theta(x^k) \right\|_1 \leq \frac{C}{4} [f_\theta(x^k)_{\max} - f_\theta(x^k)_{\min}] \left\| \nabla f_\theta(x^k) \right\|_1
\]

The result in proposition 4 can be motivated intuitively by the following example.

**Example:** Consider a training sample \((x^k, \tilde{y}^k)\) where the classifier’s prediction has equal probabilities \( f(x^k) = \frac{1}{C} \), or equivalently \( f(x^k)_{\max} - f(x^k)_{\min} = 0 \). Then, it is easy to see that \( L(P_\alpha f(x^k), \tilde{y}^k) = L(P_\alpha f(x^k), \tilde{y}^k) \) for all \( \alpha^1, \alpha^2 \in \mathbb{R}^c \). This is obvious since applying the permutation layer on \( \frac{1}{C} \) does not change its value, e.g., \( P_\alpha \frac{1}{C} = \frac{1}{C} \). Finally, we can conclude that \( \nabla \alpha L(P_\alpha f(x^k), \tilde{y}^k) = 0 \).

Figure 2 illustrates the confidence-aware property of \( L_2 \) by plotting the relationship between \( \left\| \nabla \alpha L \right\|_1 \) and the confidence of the first class \( p_1 \), in a binary classification problem. This also shows that \( L_1 \) lacks this property.

### 3.4 Permutation Layer Learning

We simultaneously learn the model’s parameters \( \theta \) and the parameters of the permutation layer \( \{\alpha^i\}_{i=1}^N \) using gradient descent. In fact, the optimization problem has a closed-form solution with respect to \( \{\alpha^i\}_{i=1}^N \). However, similar to (Yi and Wu 2019), we use gradient descent to allow for gradual changes of the parameters and to take advantage of the confidence-aware property described in proposition 4. The permutation layer parameters, \( \{\alpha^i\}_{i=1}^N \), are updated as follows:

\[
\alpha^{i+1} = \alpha^i - \eta_i \nabla \alpha_i L
\]

for \( 1 \leq i \leq N \), where \( \eta_i \) is the learning rate of the permutation layer. The initialization of the permutation layer weights is determined by the hyperparameter \( I_\alpha \). Precisely, \( I_\alpha \) affects the initialization as follows:

\[
S(\alpha^i) = \begin{cases} I_\alpha, & \text{if } j = \tilde{y}^i \\ \frac{1 - I_\alpha}{C - 1}, & \text{if } j \neq \tilde{y}^i \end{cases}
\]

where \( \frac{1}{C} < I_\alpha < 1 \). We avoid setting \( I_\alpha \) very close to 1 to allow for a more desirable gradient flow, i.e., avoiding vanishing gradients. The effects of the choices of \( \eta_i \) and \( I_\alpha \) are analyzed in section 4.4. Note that the permutation layer is discarded at inference time.
Table 1: Results on CIFAR10 and CIFAR100 on symmetric and asymmetric label noise with different noise levels. We report the mean and standard deviation test accuracy of our method over three random initializations. All methods use Resnet-34.

| Dataset       | Method                  | Symmetric noise | 40% noise | 60% noise | 80% noise | Asymmetric noise | 20% noise | 40% noise |
|---------------|-------------------------|-----------------|-----------|-----------|-----------|-----------------|-----------|-----------|
| CIFAR10       | Bootstrap (Reed et al. 2014) | 86.23 ± 0.23     | 62.47 ± 0.06 | 56.32 ± 0.23 | 49.67 ± 0.35 | 82.13 ± 0.23     | 74.99 ± 0.34 | 71.37 ± 0.36 |
|               | Forward (Patrini et al. 2017a) | 89.83 ± 0.20     | 62.47 ± 0.06 | 56.32 ± 0.23 | 49.67 ± 0.35 | 82.13 ± 0.23     | 74.99 ± 0.34 | 71.37 ± 0.36 |
|               | Joint (Tanaka et al. 2018)  | 90.70 ± 0.24     | 62.47 ± 0.06 | 56.32 ± 0.23 | 49.67 ± 0.35 | 82.13 ± 0.23     | 74.99 ± 0.34 | 71.37 ± 0.36 |
|               | SL (Wang et al. 2019)     | 89.83 ± 0.20     | 62.47 ± 0.06 | 56.32 ± 0.23 | 49.67 ± 0.35 | 82.13 ± 0.23     | 74.99 ± 0.34 | 71.37 ± 0.36 |
|               | SELC (Lu and He 2022)     | 91.16 ± 0.08     | 62.47 ± 0.06 | 54.62 ± 0.20 | 46.37 ± 0.24 | 82.13 ± 0.23     | 74.99 ± 0.34 | 71.37 ± 0.36 |
|               | PermLL                   | 93.17 ± 0.11     | 62.47 ± 0.06 | 54.62 ± 0.20 | 46.37 ± 0.24 | 82.13 ± 0.23     | 74.99 ± 0.34 | 71.37 ± 0.36 |

Table 2: Test accuracy results on Clothing-1M compared to state-of-the-art methods. PermLL outperforms all other methods despite its simplicity. Methods denoted with * use heavy augmentations (e.g mixup), semi-supervised training and multiple networks to achieve their results.

| Method                  | Result | Method                  | Result |
|-------------------------|--------|-------------------------|--------|
| CE                      | 69.10  | ERL* (Liu et al. 2020) | 74.81  |
| Forward (Reed et al. 2014) | 69.84  | DivideMix* (Li, Socher, and Hoi 2020) | 74.76  |
| Pencil (Yi and Wu 2019) | 73.49  | UniCor* (Karm et al. 2022) | 74.98  |
| INPL (Kim et al. 2021)  | 74.15  | MLNT (Li et al. 2019) | 73.47  |
| Joint (Tanaka et al. 2018) | 72.16  | PermLL                  | 74.99  |

4 Experiments

4.1 Datasets

To evaluate the effectiveness of PermLL, we use three standard image classification benchmarks: CIFAR-10, CIFAR-100 (Krizhevsky, Hinton et al. 2009) and Clothing-1M (Xiao et al. 2015b). Since the CIFAR10/100 datasets are known to be clean, we simulate a noisy learning setting by injecting synthetic noise into the training labels. Two types of synthetic label noise are used: symmetric and asymmetric noise. For the symmetric noise, we take a fraction of the labels and flip them to one of the classes with a uniform random probability. Asymmetric noise attempts to mimic the mistakes that naturally occur by annotators in the real world. We follow (Patrini et al. 2017b) for injecting the asymmetric noise in CIFAR-10: truck → automobile, deer → horse, bird → airplane, cat ↔ dog. In the case of asymmetric noise for CIFAR-100, we flip labels of subclasses within randomly selected superclasses cyclically with a total of 20 superclasses. Following (Liu et al. 2020; Tanaka et al. 2018), we hold out 10% of the training data as a validation set.

Clothing1M, on the other hand, is a large dataset of images from online clothing shops containing realistic noise. The noise level is estimated to be around 38.5% (Xiao et al. 2015b). This dataset contains four sets: a noisy training set (1M samples), a clean training set (50K samples), a clean validation set (14K samples), and a clean testing set (10K samples). In our experiments, we completely exclude the 50K samples in the clean training set as PermLL does not assume the availability of a clean training set.

4.2 Implementation

For CIFAR-10 we use a ResNet34 (He et al. 2016) and an SGD optimizer with learning rate of 0.002, momentum of 0.9, a weight decay of 0.0005 and a batch size 128. The model is trained for 120 epochs and the learning rate is decayed by a factor of 10 at epochs 80 and 100. Additionally, we apply standard augmentation and data preprocessing: padding followed by random cropping, random horizontal flip, and data normalization, similar to (Liu et al. 2020; Tanaka et al. 2018; Yi and Wu 2019). The same setup is used for CIFAR-100 except that the weight decay used is 0.001, and the learning rate decays once by a factor of 10 at epoch 100. For all noise settings in CIFAR10 we set $x = 0.25$, and $y = 1.5$. For CIFAR100 we use $x = 0.225$, with $y = 3$ for symmetric noise and $y = 6$ for asymmetric noise.

For Clothing1M we use a pretrained Resnet50 from TorchVision (Paszke et al. 2019) and an SGD optimizer with learning rate of 0.001, momentum of 0.9, a weight decay of 0.0005 and a batch size 64. The model is trained for 15 epochs and the learning rate is decayed by a factor of 10 at epochs 5, 10 and 13, with $x = 0.275$ and $y = 80$. Standard augmentation and data preprocessing are applied; the images are normalized, resized to 256x256, randomly cropped to 224x224, and randomly horizontally flipped. Similar to previous methods (Liu et al. 2020; Li, Socher, and Hoi 2020), during training, we sample balanced batches (based on the noisy labels) as Clothing1M contains significant class imbalance. All experiments were implemented using PyTorch (Paszke et al. 2019) and were run on NVIDIA V100 and NVIDIA RTX A6000 GPUs.
4.3 Results

Table 1 shows the results of PermLL on CIFAR10/100 with symmetric and asymmetric synthetic noise. We compare our results with state-of-the-art methods that use a similar setup (e.g., same architecture and augmentation). To ensure fairness, we use the same architecture, batch size, and augmentation as other baselines when possible (as described in 4.2). PermLL consistently outperforms all other methods in symmetric noise. This is especially clear in the high noise CIFAR100 setting, in which PermLL achieves an improvement of \( \sim 6\% \) and \( \sim 12\% \) in terms of test accuracy for 60\% and 80\% symmetric noise, respectively, while using the same hyperparameters for all noise percentages. In the case of simulated asymmetric noise, our method attains comparable performance at 20\% noise. In the 40\% simulated asymmetric noise, our method achieves low performance compared to the baselines. However, we observe that PermLL does not face the same issue when faced with real asymmetric instance-dependent noise.

To validate the efficacy of PermLL in real noise environments, we use the Clothing-1M dataset as a benchmark. We report the test accuracy in Table 2 of PermLL and compare it with state-of-the-art methods. We achieve high performance and outperform all baselines, slightly outperforming Unicon. It is worth noting that the comparison might not be entirely fair as methods denoted with (*) use semi-supervised training, heavy augmentation, and multiple networks to achieve their results. Nevertheless, PermLL remarkably achieves very competitive results despite its relative simplicity, demonstrating its practicality and strength.

4.4 Hyperparameter Analysis

In this section, we analyze the effect of PermLL hyperparameters on learning correct permutation layers, similar to (Tanaka et al. 2018; Yi and Wu 2019). Recall that, we ultimately want to learn \( \alpha^t \) such that \( P^{\alpha^t} = P^{\tilde{y}^t, y^t} \) for all \( i \), where \( \tilde{y}^t \) and \( y^t \) are the clean and noisy labels, respectively. Therefore, we consider a permutation layer to be correct if \( \text{arg max}_j \alpha^t_{ij} = y^t \) for all \( i \).

Figure 3 (a) shows the impact of changing the permutation layer’s learning rate \( \eta_\alpha \) on the percentage of correct permutations throughout training. A small \( \eta_\alpha \) delays or halts learning the permutation layers, causing the model to memorize the noisy labels. In contrast, a large \( \eta_\alpha \) results in early and erroneous permutations. Furthermore, an extremely large \( \eta_\alpha \) reduces the percentage of correct permutations below its initial value, as early wrong predictions cause harmful large updates on the permutation layer parameters. Similarly in Figure 3 (b), we study the effect of changing \( I_\alpha \). The effect appears to be inversely similar to the effect of changing \( \eta_\alpha \). Analogous to the case of a high \( \eta_\alpha \), extremely small \( I_\alpha \) significantly reduces the permutation accuracy. Figure 3 (c) illustrates the relationship between \( I_\alpha \) and \( \eta_\alpha \), showing their influence on the percentage of correct permutations over a larger scale. The percentage of correct permutations suffers the most when \( I_\alpha \) is low and \( \eta_\alpha \) is high. We can also notice that as we increase \( \eta_\alpha \) we also need to increase \( I_\alpha \) to maintain a good permutation accuracy.

5 Conclusion

We proposed PermLL, a loss correction framework for learning from noisy labels. PermLL generalizes the idea of learning the labels directly, proposed in previous methods, by using instance-dependent permutation layers that can be applied to either the labels or the predictions. We theoretically investigated the differences between the two approaches and demonstrated that applying the permutation layer to the predictions has advantageous properties. Additionally, we experimentally validated the effectiveness of PermLL on synthetic and real datasets by achieving state-of-the-art performance. Finally, we analyzed the effect of adjusting the hyperparameters of PermLL on the percentage of correctly learned permutation layers.
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