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Abstract

During the reversible insertion of ions, lattices in intercalation materials undergo structural transformations. These lattice transformations generate misfit strains and volume changes that, in turn, contribute to the structural decay of intercalation materials and limit their reversible cycling. In this paper, we draw on insights from shape-memory alloys, another class of phase transformation materials, that also undergo large lattice transformations but do so with negligible macroscopic volume changes and internal stresses. We develop a theoretical framework to predict structural transformations in intercalation compounds and establish crystallographic design rules necessary for forming shape-memory-like microstructures in intercalation materials. We use our framework to systematically screen open-source structural databases comprising \( n > 5,000 \) pairs of intercalation compounds. We identify candidate compounds, such as \( \text{Li}_{x}\text{Mn}_2\text{O}_4 \) (Spinel), \( \text{Li}_x\text{Ti}_2(\text{PO}_4)_3 \) (NASICON), that approximately satisfy the crystallographic design rules and can be precisely doped to form shape-memory-like microstructures. Throughout, we compare our analytical results with experimental measurements of intercalation compounds. We find a direct correlation between structural transformations, microstructures, and increased capacity retention in these materials. These results, more generally, show that crystallographic designing of intercalation materials could be a novel route to discovering compounds that do not decay with continuous usage.

Introduction

Intercalation is the reversible insertion of guest species (e.g., molecules, atoms or ions) into a material’s lattice structure, see Fig. 1(a). This reversible insertion makes intercalation materials well-suited for sustainable energy storage, such as graphite in hydrogen storage, electrodes in lithium batteries, and chalcogenides in electrochromic applications [1–7]. This intercalation, however, is typically accompanied by an abrupt structural transformation of the material that shortens its lifespan.

At the microscopic scale, this intercalation-induced transformation leads to a misfit between neighboring lattices which, in turn, leads to a stressed interface. At the macroscopic scale, this transformation induces volume changes of the intercalation material [8] and leads to non-uniform intercalation behavior [9]. These unwanted features can nucleate microcracks [10], see Fig. 1(b); result in mechanically damaged surfaces (delamination), see Fig. 1(c) [11, 12]; and, in extreme cases, lead to the amorphization of the intercalation material [13, 14]. The structural transformation and its accompanying coherency stress thus contribute to the decay of intercalation materials, which, as a result, need to be replaced [15]. However, common applications such as lithium batteries require these materials to survive thousands of intercalation cycles.

In shape memory alloys (SMAs), another class of phase transformation materials, the structural changes of lattices are also accompanied by large strains. Despite the large transformation strains, SMAs form characteristic microstructures with small coherency stresses (austenite-martensite interface), negligible volume changes (self-accommodating), and low fatigue (\( \lambda_2 = 1 \)). In these materials, lattices of different orientations rotate and/or shear to fit with each other resulting in the formation of twin boundaries, see...
Figure 1: (a) Schematic illustration of intercalation during which guest species are reversibly inserted into a material’s lattice structure. This insertion induces structural transformation of the material resulting in stressed interfaces and volume changes. On repeated intercalation, (b) the material’s stressed interfaces nucleate microcracks [10] (Reprinted with permission from Electrochemical Society and Institute of Electrical and Electronics Engineers) and (c) its volume changes lead to delamination [11] (Reprinted with permission from American Chemical Society). These chemo-mechanical degradations eventually lead to a decay in material performance.

Fig. 2(a) [16]. These finely twinned microstructures minimize coherency stresses at the phase boundary, and, for specific geometric conditions, adapt to the macroscopic material shape. These microstructures, if stabilized in intercalation electrodes, could mitigate the chemo-mechanical challenges plaguing solid-state battery materials.

Intercalation materials and SMAs share several similarities. First, during phase transformation, lattices in both materials undergo reversible structural changes at a critical point. For example, intercalation electrodes transform between the intercalated (lithiated) and reference (delithiated) phases at critical intercalant (guest-species such as Li) concentrations, while SMAs transform between the austenite and martensite phases at the Curie temperature, see Fig. 2. Second, during phase transformations, atoms of the host intercalation material and atoms of the SMA undergo cooperative and homogeneous displacements. For example, an intercalation material’s lattices undergo structural changes during Li-diffusion, which is analogous to the SMA’s lattices undergoing structural changes during thermal diffusion [18].

These structural changes in the host intercalation material are supported by, in-situ, X-ray diffraction experiments that show abrupt lattice transformations. Recently, researchers imaged a nanotwinned microstructure in a Spinel cathode (Li$_x$Mn$_2$O$_4$) that forms during electrochemical lithiation (discharging), see Fig. 2(b) [17]. These nanotwinned microstructures resemble the austenite-martensite interface in SMAs, and are formed to relieve coherency stresses at the phase boundary. In another study, researchers showed that ordered microstructures with plate-like features form in LiFePO$_4$ electrodes to lower stresses in the particle geometry [10]. While these elementary features of twinned microstructures have been observed in some intercalation materials, shape-memory-like microstructures with self-accommodating or low-fatigue characteristics have not.

The self-accommodating and low-fatigue (or $\lambda_2 = 1$) microstructures have important advantages that could address the chemo-mechanical challenges in intercalation materials. The self-accommodation mi-
Figure 2: Phase transformation microstructures in intercalation materials bear a striking resemblance to microstructures in shape memory alloys. (a) An austenite-martensite interface showing finely twinned domains in the Cu-14.0%Al-3.9%Ni shape-memory alloy. Image courtesy of Chu and James [16]. (b) A bright field image of a partially transformed Li$_{x}$Mn$_2$O$_4$ showing finely twinned domains. Reproduced with permission from American Chemical Society [17].

crystalline structure, adapts to the original shape of the material without any macroscopic change in volume, despite significant structural changes at the atomic scale [19]. The $\lambda_2 = 1$ microstructure corresponds to an exactly compatible and stress-free phase boundary that can move back and forth in the material, reversibly, several thousand times, and yet induce ultra-low fatigue [20, 21]. These microstructures are observed in shape-memory alloys and other functional materials and have contributed to a phenomenal improvement in their performance [22].

The self-accommodating or $\lambda_2 = 1$ microstructures form when the material’s lattice parameters satisfy very specific geometric relationships [23]. We hypothesize that although some intercalation materials approximately satisfy these lattice parameter conditions, the majority of the intercalation compounds do not satisfy the crystallographic geometric constraints that are necessary to form the special microstructures with chemo-mechanical advantages. Additionally, we hypothesize that intercalation materials that approximately satisfy the geometric constraints show improved material performance (e.g., reversible cycling and capacity retention). In this paper, we test these hypotheses by conducting a systematic search of the structural data of intercalation materials and analyzing microstructures that form in these materials during phase transformation.

The central aim of this work is to quantify structural transformations in commonly used intercalation materials and to establish crystallographic design rules necessary to reduce coherency stresses and volume changes. In the Methods section, we outline our theoretical framework to quantify structural transformation pathways and establish the crystallographic design rules necessary to form shape-memory-like microstructures in intercalation materials. In the Results section, we use our newly developed framework for two studies: In Study 1, we analyze the structural transformations in commonly used crystal structures (e.g., Layered, Spinel, Olivine) and identify families of intercalation compounds that are capable of forming shape-memory-like microstructures. In Study 2, we apply our algorithms to the Materials Project database to analyze whether any known intercalation compound can form shape-memory-like microstructures during phase transformation. Our results show that none of the existing intercalation compounds exactly satisfy the geometric constraint for self-accommodating or highly reversible microstructures; however, intercalation compound groups, such as the Spinels, Tavorite, Phosphates, and NASICON, satisfy a few of the fundamental design principles. These compounds can be systematically doped either using
first-principles calculations or site-selective synthesis to precisely satisfy lattice parameter relationships [24–27]. Throughout, we compare our analytical results with experimental observations and show a direct correlation between structural transformations, microstructural patterns, and material performance. Our results, more broadly, establish a theoretical framework that enables the discovery of novel intercalation compounds with reduced chemo-mechanical challenges.

Results

In Study 1, we apply our theoretical framework to commonly used cathode compounds (see Fig. 3(a)), and compare our analysis with microstructural measurements of Li$_{1.1}$Mn$_{2}$O$_4$ and X-ray diffraction measurements for $n = 25$ intercalation compounds. In Study 2, we apply our framework to a larger structural database of intercalation compounds (i.e., Materials Project database comprising structural data for over 5,158 pairs of reference/intercalated compounds). We systematically search and analyze this database to determine whether any known intercalation compound satisfies the crystallographic design principles identified in Table 2. Our findings show that Spinels, Tavorite, Phosphates, and NASICON, are a group of intercalation compounds that approximately satisfy the fundamental design principles necessary to form crystallographic microstructures. We identify specific candidate compounds that approximately satisfy the geometric conditions for forming $\lambda_2 = 1$ and/or self-accommodation microstructures, and could be systematically doped to precisely satisfy the geometric constraints described in Table 2. Overall, our analysis shows a direct correlation between structural transformations of unit cells, microstructural patterns, and intercalation material performance.

Study 1

We compute the stretch tensors $U$ for $n = 25$ representative intercalation compounds, see Supplementary Table 7. These intercalation compounds are the commonly used cathodes from the Layered, Olivine, Phosphate, Intermetallic, and Oxide families. Figure 3: (a) Crystal structures of commonly used intercalation cathodes in lithium batteries. We extract structural data of intercalation cathodes ($n = 25$) from these families in Study 1. (b) Our analysis shows that only 7 out of 25 intercalation compounds show a change in lattice symmetry during phase transformation.

---

1Intercalation compounds such as Li$_x$V$_2$O$_5$ undergo multiple phase transformations as a function of Li-content. In these cases, we categorize the end products across each phase transformation stage as a distinct pair of intercalation compounds.
NASICON, or Spinel families, which have stable structures and large interstitial spaces for reversible ion insertion, see Fig. 3(a) [28]. We analyze the lattice geometries of $n = 25$ compounds from the X-ray diffraction data and compute their corresponding structural transformation pathways. We find that $\sim 28\%$ of the compounds undergo symmetry-lowering structural transformations during charge/discharge cycles, see Fig. 3 and Supplementary Table 7. This lattice-symmetry lowering transformation is necessary to form twin interfaces and crystallographic microstructures described in Table 2. Furthermore, we identify that intercalation compounds with Spinel and Pyrophosphate structures approximately satisfy the crystallographic design principles (i.e. form twins, austenite/martensite microstructures) and with precise lattice-geometries can form stress-free phase transformation microstructures. Below we present our microstructural analysis using $\text{Li}_x\text{Mn}_2\text{O}_4$ as a representative compound. The analyses of other intercalation compounds are presented in the Supplementary Information.

**Twin interface**

$\text{Li}_x\text{Mn}_2\text{O}_4$ (LMO) is a Spinel compound that undergoes a first-order phase transformation between $\text{LiMn}_2\text{O}_4$ (reference phase) and $\text{Li}_2\text{Mn}_2\text{O}_4$ (intercalated phase). Using our algorithm, we determine that the cubic-to-tetragonal structural transformation of LMO minimizes the distance function $\|U^2 - I\|^2$. This cubic ($\text{LiMn}_2\text{O}_4$) to tetragonal ($\text{Li}_2\text{Mn}_2\text{O}_4$) transformation generates three variants and their corresponding stretch tensors are listed in Table 1. This transformation pathway, predicted by our algorithm, is consistent with the experimental measurements [17], and the lattice correspondence matrices determined by our code are in agreement with those in the International Tables for Crystallography [29].

Any two variants of the tetragonal-intercalated phase satisfy the compatibility condition to form a twin interface, see Table 2. Table 1 lists the twin solutions, namely vectors $\mathbf{a}$, $\hat{\mathbf{n}}$ and rotation tensors $\mathbf{Q}$, for $U_2$ and $U_3$ variants. We use these solutions to geometrically construct the orientation of a twin interface in Fig. 4(a). The computed twin plane $K = (0.7570, 0, 0.6534)$ closely matches the experimental measurement $(1, 0, 1)$ in Cartesian coordinates, see Fig. 4(a-c).

| Stretch tensor | Twin solution | A/M solution |
|---------------|---------------|--------------|
| $U_1 = \begin{bmatrix} 0.9690 & 0 & 0 \\ 0 & 1.1226 & 0 \\ 0 & 0 & 0.9690 \end{bmatrix}$ | $\mathbf{a} = [0.2002, 0, 0.2319]$, $k = -1$ | $f = 0.2158$, $k = 1$ |
| $U_2 = \begin{bmatrix} 1.1226 & 0 & 0 \\ 0 & 0.9690 & 0 \\ 0 & 0 & 0.9690 \end{bmatrix}$ | $\hat{\mathbf{n}} = (0.7071, 0, 0.7071)$ | $\mathbf{b} = [0.0996, 0.0646, 0.0043]$ |
| $U_3 = \begin{bmatrix} 0.9690 & 0 & 0 \\ 0 & 0.9690 & 0 \\ 0 & 0 & 1.1226 \end{bmatrix}$ | $\mathbf{Q} = \begin{bmatrix} 0.9893 & 0 & 0.1461 \\ 0 & 1 & 0 \\ -0.1461 & 0 & 0.9893 \end{bmatrix}$ | $\mathbf{Q'} = \begin{bmatrix} 0.9982 & -0.0514 & 0.0316 \\ 0.0515 & 0.9987 & -0.0006 \\ -0.0315 & 0.0022 & 0.9995 \end{bmatrix}$ |

Table 1: Microstructural solutions for intercalation cathode $\text{Li}_2\text{Mn}_2\text{O}_4$. The stretch tensors $U_1, U_2, U_3$ are computed from lattice geometry measurements reported in Ref. [17]. Using variants $U_2, U_3$, we construct the solutions to twin interfaces and the austenite/martensite microstructure shown in Fig. 4.

---

*Variants are lattices of different orientations belonging to the same phase of the material. These variants are related to each other via a symmetry operation.*
Figure 4: Geometric construction of twin microstructures in Li$_2$Mn$_2$O$_4$. (a) Using the analytically derived twin solutions for Li$_2$Mn$_2$O$_4$ in Table 1, we geometrically construct a twin interface using variants $U_2$ and $U_3$. A cross-sectional view of the twin interface shows a twin-plane $K = (0.7570, 0, 0.6534)$. (b) A 3D construction of the austenite/martensite interface in Li$_2$Mn$_2$O$_4$. Here, the cubic-reference phase (LiMn$_2$O$_4$) forms a coherent interface with finely twinned tetragonal-intercalated phase (Li$_2$Mn$_2$O$_4$). We predict the volume fraction of the twinned mixture to be $f = 0.2158$. (c) Our geometric construction closely matches the previously imaged (Bright field) LMO sample showing (101) twining plane in Cartesian coordinates and volume fraction $f = 0.2$. Reproduced with permission from American Chemical Society [17].

**Austenite-Martensite microstructure**

The structural transformation of Li$_x$Mn$_2$O$_4$ generates coherency stresses at the phase boundary between the cubic LiMn$_2$O$_4$ phase and the tetragonal Li$_2$Mn$_2$O$_4$ phase. To minimize these coherency stresses, the tetragonal variants form a finely twinned mixture that fits compatibly with the cubic phase and results in the characteristic austenite-martensite microstructure, see Fig. 4(c).

We use the stretch tensors $U_2$ and $U_3$ of Li$_x$Mn$_2$O$_4$, computed in Table 1, to solve for the austenite-martensite microstructure. The stretch tensors satisfy the compatibility condition in Table 2 for a volume fraction $f = 0.2158$. Table 1 lists a solution of the austenite-martensite interface, namely vectors $b$, $\hat{m}$, and the rotation tensors $Q'$, for corresponding volume fractions $f$. Our analytical prediction of the volume fraction for the austenite-martensite microstructure $f = 0.2158$ is consistent with the experimental measurements of $f = 0.2$ by Erichsen et al., [17], see Fig. 4(a) and (c). Similarly, solutions to the austenite-martensite interface can be computed for other intercalation compounds that undergo symmetry-lowering transformation.

**Special microstructures**

We next compute the stretch tensors for each intercalation compound in Supplementary Table 7 ($n = 25$) and examine whether they form special microstructures, such as the self-accommodation and the $\lambda_2 = 1$ microstructure.

From Table 2 in Methods, we recall that self-accommodation microstructures must satisfy (a) volume preserving structural transformation, i.e., $|\text{det} U - 1| = 0$, and (b) have non-zero stretch along $c$-axis of the lattice during transformation. Fig. 5(a) is a polar plot illustrating the volume change of intercalation compounds, $|\text{det} U - 1|$, from the geometric center at which $|\text{det} U - 1| = 0$. The majority of the intercalation compounds do not preserve their volume during intercalation; but a few compounds, such

---

3Following similar steps, other solutions of the austenite-martensite interface can be obtained between other tetragonal variants, see Supplementary Table 5.
Figure 5: (a) A polar plot illustrating the deviation of the volume changes of representative intercalation compounds from the geometric center (identified by $|\text{det } U - 1| = 0$ condition). Please note that intercalation materials with a monoclinic reference phase are identified by “□” and with other reference phases by “○”. For materials with monoclinic reference phase, the geometric center corresponds to $|\text{det } M - 1| = 0$ [19]. (b) A polar plot illustrating the deviation of the middle eigenvalues of representative intercalation compounds from the geometric center (identified by $|\lambda_2 - 1| = 0$ condition).

as $\alpha$-Li$_x$VOPO$_4$, Li$_x$CrMnO$_4$, Li$_x$Mn$_2$O$_4$, have negligible volume changes, $|\text{det } U - 1| \leq 0.05$. Although these compounds have small volume changes, they do not satisfy the remaining geometric conditions to form self-accommodating microstructures, see Supplementary Table 9. However, these compounds serve as suitable candidates that could be systematically doped to satisfy the geometric constraints for forming self-accommodating microstructures during intercalation.

From Table 2, we note that an exact interface forms between the austenite phase and one variant of the martensite phase when the middle eigenvalue is $\lambda_2 = 1$. We compute the middle eigenvalues for each intercalation compound and estimate the distance $|\lambda_2 - 1|$. Fig. 5(b) is a polar plot illustrating the radial distance of each intercalation compound from the geometric center at which $|\lambda_2 - 1| = 0$. Six of the twenty-five intercalation compounds, including $\alpha$ – Li$_x$VOPO$_4$ and Li$_x$CrMnO$_4$, lie close to the geometric center with $|\lambda_2 - 1| \leq 0.1$.

Overall, Figs. 5(a-b) show that none of the intercalation compounds from our representative set exactly satisfy the geometric constraints for self-accommodation and/or $\lambda_2 = 1$ condition. A few compounds (e.g., $\alpha$-Li$_x$VOPO$_4$, Li$_x$CrMnO$_4$, and Li$_x$Mn$_2$O$_4$), however, approximately satisfy the geometric constraints and would serve as candidate materials which can be systematically doped to precisely satisfy the self-accommodation and/or $\lambda_2 = 1$ conditions. These materials would be starting compounds for first-principles calculations or topochemical synthesis that can be atomically engineered leading to novel intercalation cathodes with low hysteresis and high reversibility.

In addition to the $\lambda_2 = 1$ condition, we examine whether these intercalation compounds satisfy the remaining cofactor conditions necessary to form highly-reversible microstructures [20], see Supplementary Table 10. We note that none of the compounds precisely satisfy these strong compatibility conditions.
Study 2

We next apply our framework to analyze the structural transformations of \( n = 5,142 \) pairs of intercalation compounds in the Materials Project database. The Materials Project is an open-access database documenting the structural properties of known and computationally predicted intercalation compounds. We compute the stretch tensor for each pair of these intercalation compounds and analyze whether they undergo lattice-symmetry change during transformation and form self-accommodating and \( \lambda_2 = 1 \) microstructures. Finally, we compare our microstructural analysis with experimental reports on intercalation material performance (e.g., capacity retention, number of cycles). The findings from our analysis identify select candidate compounds that can be systematically doped to form shape-memory-like microstructures. More generally, our analysis shows a direct link between structural transformation, microstructures, and material performance.

Symmetry-lowering transformation

Our microstructural analysis shows that only \( \sim 22\% \) \((n = 1,127)\) of the known intercalation compounds undergo a lattice symmetry change during transformation, see Fig. 6(a-b). This lattice symmetry change during transformation is necessary to generate two or more variants that, in turn, are necessary to form shape-memory-like microstructures.

Fig. 6(a) is a heat map showing the number of intercalation compounds that undergo a lattice symmetry change during transformation. We find that majority of the intercalation compounds \((n = 4,015)\) do not change their lattice symmetries when transformed between the reference and intercalation phases and are concentrated at the diagonal of the heat map in Fig. 6(a). These intercalation compounds commonly undergo dilational strains which change the size of a lattice but not its symmetry. Intercalation compounds that undergo a change in lattice symmetry are located away from the diagonal of the heat map in Fig. 6(a).

Fig. 6(b) is a histogram that shows how many intercalation compounds generate two or more variants during transformation. From the \( n = 1,127 \) intercalation compounds undergoing symmetry-lowering transformation, nearly 50\% of them generate two variants. For example, the tetragonal ⇔ orthorhombic transformation in \( \text{Li}_{0.5-1}\text{MoO}_2 \) generates \( N = 2 \) variants. Other structural transformations, such as the cubic ⇔ triclinic in \( \text{Li}_{0.5-1}\text{NiO}_2 \) generates \( N = 24 \) variants. However, these transformations, which generate multiple variants, are rare and correspond to only \( \sim 1\% \) of the intercalation compounds. These compounds that generate multiple variants \( N \) during transformation have a greater number of twin solutions and would offer increased flexibility to form shape-memory-like microstructures. Overall, Figs. 6(a-b) show that majority of the intercalation materials do not undergo symmetry-lowering transformations and thus do not generate multiple variants. These insights help explain the absence of shape-memory-like microstructures in intercalation materials.

\(^5\)We omit 16 intercalation compounds from our microstructural analysis due to significant errors \((\geq 6\%)\) in reporting unit cell volume changes on the Materials Project database. \(^6\)The number of variants \( N \) generated during transformation is defined as the ratio of the number of rotations in the point group of Bravais lattices. For example the cubic \((24 \text{ rotations})\) ⇔ tetragonal \((8 \text{ rotations})\) transformation in \( \text{Li}_{0.5-2}\text{Mn}_3\text{CrO}_8 \) intercalation compounds generates \( N = 24/8 = 3 \) variants.
Figure 6: (a) A heat map showing the total number of intercalation compounds \( n \) that undergo a lattice-symmetry change during intercalation. Our analysis shows that 78\% of the compounds documented in the Materials Project database do not change their lattice symmetry on intercalation. These compounds are shown on the diagonal of the heat map. However, fewer than 22\% of the compounds undergo a lattice-symmetry change during transformation (e.g., \( n = 9 \) compounds undergo cubic (reference phase) to tetragonal (intercalation phase) transformation on intercalation) and are shown at corresponding positions that are away from the diagonal. (b) A histogram of the total number of variants \( N \) generated during the phase transformation. If a compound undergoes symmetry change during phase transformation, it generates multiple \( N \geq 2 \) variants. Specific details to compute the number of variants are described in the Supplementary Information. Polar plots illustrating (c) the deviation of the volume changes of intercalation compounds from the geometric center (identified by \( |\text{det}U - 1| = 0 \) condition), and (d) the deviation of the middle eigenvalues of intercalation compounds from the geometric center (identified by \( |\lambda_2 - 1| = 0 \) condition). Please note that intercalation materials with a monoclinic reference phase are identified by “□” and with other reference phases by “○”.

Shape-memory-like microstructures

We note that many intercalation compounds undergoing symmetry lowering transformations in Fig. 6(b) decompose into smaller products on cycling (e.g., \( \text{Mn}_3\text{CrO}_8 \rightarrow \text{CrO}_2 + \text{MnO}_2 \)), making them unsuitable
for forming shape-memory-like microstructures. However, a smaller set of compounds \((n = 15\) pairs of compounds) do not decompose on intercalation and undergo displacive structural transformations. Our microstructural analysis of these select compounds identifies potential candidates that approximately satisfy the crystallographic design rules for forming self-accommodating and/or \(\lambda_2 = 1\) microstructures.

Fig. 6(c) is a polar plot that shows the volume change of an intercalation compound, quantified by \(|\det U - 1|\), during transformation. Intercalation compounds that form self-accommodation microstructures satisfy the crystallographic design rule \(|\det U - 1| = 0\). This condition represents a zero volume change during transformation and corresponds to the geometric center of the polar plot. Fig. 6(c) shows that majority of the intercalation compounds, such as the Cs\(_{80-}\)WCl\(_6\) undergoes a large volume change \(\sim 30\%\) on intercalation (i.e., \(|\det U - 1| = 0.3\)), and do not satisfy the condition for self-accommodation. However, select compounds, such as the Li\(_{1-2}\)Ti\(_2\)(PO\(_4\))\(_3\) from the NASICON family, K\(_0-1\)Mn(PO\(_3\))\(_3\) from the Phosphate family, and Rb\(_2\)Na\(_{0-1}\)MnF\(_6\) from the Fluorite family have negligible volume changes with \(|\det U - 1| \leq 0.07\), and approximately satisfy the crystallographic design rule for self-accommodation. These compounds would serve as promising candidates that can be systematically doped to exactly satisfy \(|\det U - 1| = 0\). [34].

Fig. 6(d) is a polar plot that shows the middle eigenvalues \(\lambda_2\) of intercalation compounds during transformation. The middle eigenvalue \(\lambda_2\) quantifies the relative stretch of lattices during transformation, and the crystallographic design rule \(\lambda_2 = 1\) corresponds to microstructures with exactly compatible and stress-free phase-boundaries. Similar to the case in Fig. 6(c), our analysis shows that many intercalation compounds do not exactly satisfy the \(\lambda_2 = 1\) condition. However, 6 out of 15 intercalation compounds, including Li\(_{1-2}\)Ti\(_2\)(PO\(_4\))\(_3\) and K\(_0-1\)Mn(PO\(_3\))\(_3\), lie close to the geometric center with \(|\lambda_2 - 1| \leq 0.04\). This finding is in line with the emergence of LiTi\(_2\)(PO\(_4\))\(_3\) as a robust cathode coating material for solid-state batteries [32]. These results once again show that intercalation compounds in the NASICON and Phosphate families are potential candidates that can be crystallographically engineered to satisfy the geometric constraints to form \(\lambda_2 = 1\) microstructures during intercalation. These materials could be doped using techniques, such as the site-selective topochemical synthesis, and is a subject of ongoing research [26].

Comparison with experiments

We next compare our analytical results with previously published experimental literature on intercalation cathodes (Refs. [35-49]). Specifically, we examine the effect of geometric constraints (e.g., self-accommodation quantified by \(|\det U - 1|\) and stress-free phase boundaries quantified by \(|\lambda_2 - 1|\)) on the performance of intercalation materials (e.g., capacity retention). We find that intercalation cathodes approximately satisfying the crystallographic design rules show improved capacity retention and reversibility.

Fig. 7(a-b), respectively, show the capacity retention of commonly used intercalation cathodes as a function of the self-accommodation constraint \(|\det U - 1|\) and the \(\lambda_2\) microstructure constraint \(|\lambda_2 - 1|\). We note that intercalation cathodes that approximately satisfy the geometric constraints \(|\det U - 1| \rightarrow 0\) and \(|\lambda_2 - 1| \rightarrow 0\) have greater capacity retention. For example, intercalation cathodes such as \(\beta - \) Li\(_{1-2}\)IrO\(_3\) with \(|\det U - 1| = 0.0045\) and \(|\lambda_2 - 1| = 0.0190\) have 95% capacity retention even after cycling them for over 30 times [41]. By contrast, intercalation cathodes such as Na\(_{0-1}\)MnPO\(_4\) with \(|\det U - 1| = 0.2334\) and \(|\lambda_2 - 1| = 0.1525\) show only 64% capacity retention after \(\sim 20\) charge/discharge cycles [35]. Moreover, Fig. 7(a-b) shows that compounds with \(|\det U - 1| \rightarrow 0\) and \(|\lambda_2 - 1| \rightarrow 0\) not only show increased capacity retention, but are also likely to be cycled for several hundred times (e.g., Na\(_{1-2}\)FeP\(_2\)O\(_7\) and Na\(_{0.5-1}\)NbO\(_2\) are cycled 1000 and 600 times, respectively). These examples show that structural transformations of individual lattices, in addition to the thermodynamic and kinetic driving forces, could affect the performance of intercalation materials.

---

\(^7\)The intercalation compounds documented on Materials Project have been predicted using high-throughput computing, and the chemical stability of these compounds is often not ascertained using experiments [32, 33]. For our analysis, we screen intercalation compounds that are stable (i.e., do not decompose into smaller compounds) and analyze their structural transformation pathways.
Figure 7: Capacity retention of intercalation cathodes as a function of (a) self-accommodation geometric constraint $|\text{det} U - 1|$ and (b) highly-reversible geometric constraint $|\lambda_2 - 1|$. Intercalation materials that closely satisfy the geometric constraints, i.e., $|\text{det} U - 1| \to 0$ and $|\lambda_2 - 1| \to 0$ show higher capacity retention. In these plots, we denote materials with a monoclinic reference phase by “□” and other reference phases by “●”. Materials that do not show a change in lattice symmetry during intercalation are identified by “⊕”.

Fig. 7(a-b) shows a few outlier compounds. For example, Na$_{0.85}$FePO$_4$ and Li$_{0.85}$FeSO$_4$F have good capacity retention despite having $>10\%$ volume changes [13, 39, 42]. In Na$_{0.85}$FePO$_4$ the large volume changes on intercalation amorphizes a fraction of the crystalline material. This amorphous region acts as a buffer for the nanocrystalline Na$_{0.85}$FePO$_4$ particles and contributes to increased capacity retention despite the large volume changes in Na$_{0.85}$FePO$_4$ nanocrystals [13]. Other outlier compounds include $\beta$-Li$_{0.35}$IrO$_3$ and NMC-II, which closely satisfy the crystallographic design rules, and yet have lowered capacity retention [41, 48]. In these examples, other electrochemical factors such as electrolyte decomposition [41], and poor reversibility [48] are found to be dominant factors that affect the cycling stability of the material.

Overall, Fig. 7(a-b) shows that intercalation cathodes that approximately satisfy the crystallographic design rules show improved capacity retention and can be reversibly cycled multiple times. These results further emphasize that the structural transformation of individual lattices, in addition to electrode composition, thermodynamic, and kinetic properties, is an important parameter in the design of intercalation materials.

Discussion

Our microstructural analysis shows that only a small percentage of known intercalation compounds form twins and austenite/martensite microstructures during intercalation and, a vast majority of the compounds do not satisfy the design principles for self-accommodation and/or $\lambda_2 = 1$ microstructures. This was the case in Study 1, in which selected compounds from the Spinel family form twins and austenite/martensite microstructures; however, their lattice geometries did not exactly satisfy the geometric constraints for self-accommodation and/or $\lambda_2 = 1$ microstructures. In Study 2, less than 22% of intercalation compounds reported on the Materials Project database undergo symmetry lowering transformation and thus form twins; however, none of these materials precisely satisfy the geometric constraints for self-accommodation and/or $\lambda_2 = 1$ microstructures. These compounds are promising candidates that can be systematically doped to satisfy precise lattice geometries. In the remainder of this section, we discuss some limitations...
of our findings, compare our results with prior work on understanding intercalation material reversibility, and present the potential impact of our work on the materials discovery program.

Two features of this work limit the conclusions we can draw from our microstructural analysis. First, we minimize a distance function \( |U^{-2} - I|^2 \) to identify an optimal stretch tensor \( U \). This distance function quantifies the total strain of a structural transformation; however, minimizing this function can generate more than one solution for the stretch tensor. In these cases, we choose the stretch tensor describing a lattice-symmetry lowering transformation as this would generate energy minimizing microstructures. Second, the accuracy of the computed structural data of intercalation compounds on the Materials Project database affects our microstructural analysis. For example, we identify candidate compounds that approximately satisfy the design constraints for self-accommodation and/or \( \lambda_2 = 1 \) microstructures; however, we have limited information on the chemical stability of these compounds. Many of these compounds were predicted using first-principle calculations, and rigorous experimental investigations would be necessary to ascertain their chemical stability. With these reservations in mind, we next discuss the impact of our findings on the materials discovery program.

A key feature of our work is that we establish a theoretical framework and crystallographic design rules to guide the discovery of intercalation materials with minimum volume changes and interfacial stresses. For example, our results identify intercalation compounds that approximately satisfy the design rules necessary to form self-accommodation and/or \( \lambda_2 = 1 \) microstructures. These compounds serve as potential candidates that can be systematically engineered (e.g., using site-selective topochemical synthesis) to satisfy precise lattice geometries. This theory-guided search for intercalation compounds would accelerate the discovery of novel intercalation materials with improved reversibility.

Another significant feature of our work is that we show a direct link between structural transformations, microstructures, and material behavior. For example, we compute the stretch tensor for \( Li_{1-2}Mn_2O_4 \) and quantitatively predict the microstructural features measured in Fig. 4. Furthermore, our analysis in Fig. 7 shows that intercalation compounds that approximately satisfy the self-accommodating (i.e., \( |\text{det}U - 1| = 0 \) and \( \lambda_2 = 1 \) design constraints have enhanced (\( \geq 80\% \)) capacity retention. In another example, we show compounds such as \( Na_{1-2}FeP_2O_7 \) that closely satisfy the design constraints \( |\text{det}U - 1| \to 0 \) and \( |\lambda_2 - 1| \to 0 \) are also highly reversible (\( > 1000 \) times). These examples demonstrate that structural transformation pathways of individual lattices, in addition to the electrochemical operating conditions and diffusion kinetics, play an important role in material performance and reversibility.

To summarize, we quantify structural transformations in intercalation compounds and establish crystallographic design rules necessary to form shape-memory-like microstructures in intercalation materials. Our findings show that majority of the known intercalation compounds do not satisfy the crystallographic design rules necessary to form microstructures that are self-accommodating and/or have stress-free interfaces (i.e., \( \lambda_2 = 1 \) microstructure). However, we identify candidate intercalation compounds such as the spinel \( Li_xMn_2O_4 \) and NASICON \( Li_xTi_2(PO_4)_3 \) that approximately satisfy the crystallographic design rules. These compounds serve as promising candidates that can be systematically doped to satisfy precise lattice geometries and thus form microstructures with minimum volume changes and/or stress-free interfaces. More generally, our analysis and the crystallographic design principles serve as a theoretical guide to discovering a new generation of intercalation materials with reduced volume changes and stress-free microstructures.

**Methods**

**Crystallographic Design Principles**

In this section, we outline the theoretical framework that we use to compute the structural transformation of unit cells during intercalation and to analyze how these transformations collectively generate microstructures at the continuum scale, see Fig. 8. Before we outline our framework, we describe a Cauchy-Born rule that is central to our analysis: The Cauchy-Born rule is a basic hypothesis used in the mathematical
formulation of solid mechanics which relates the deformation of the bulk solid to the movement of atoms in a crystal [50]. This rule gives an exact correspondence between the continuum microstructures at a material point and the structural transformations of individual lattices. This Cauchy-Born rule allows us to impose special lattice geometries as a necessary condition for characteristic microstructures (e.g., austenitemartensite, self-accommodating, \( \lambda_2 = 1 \)) to form during phase transformations.\(^8\) We use the Cauchy-Born rule in our theoretical framework and establish the crystallographic design principles necessary to form shape-memory-like microstructures in intercalation compounds.

---

Figure 8: Workflow steps of our theoretical framework. (a-b) We first extract structural data of over 5,000 pairs of intercalation compounds from the Materials Project database. We then apply our developed structural transformation algorithm (c-d) to determine unit cells in the reference and intercalated phases, and (e-f) construct the optimal stretch tensor to describe the transformation pathway. Finally, we use the computed stretch tensor for each compound to identify potential candidates that can form (g) twin boundaries, austenite/martensite (A/M), (h) self-accommodating, or (i) highly reversible microstructures. (j) The solutions of these compounds are stored in the microstructural database.

---

\(^8\)Other factors, such as material thermodynamics and diffusion kinetics could affect microstructural evolution; however, none of these factors are known to be as important as the specific lattice geometries of the material [21].
Structural Transformation

We describe the structural transformation of unit cells in intercalation compounds using a stretch tensor $U$. This stretch tensor maps a unit cell in the reference phase (i.e., before intercalation) to the corresponding unit cell in the intercalated phase (i.e., after intercalation). This stretch tensor, for a given compound, is not unique and can have multiple solutions based on how we choose the unit cells for reference and intercalated phases, see Fig. 9. In this section, we describe our algorithm that determines an optimal stretch tensor for a given intercalation compound. We use these optimal stretch tensors to predict microstructural patterns at the continuum scale.

![Figure 9: A schematic illustration of primitive and conventional unit cells in reference and intercalated (or transformed) phases. (a) Vectors $\{e_{R1}, e_{R2}\}$ enclose a smallest repeatable unit cell (or the primitive cell) in the reference phase. (b) Vectors $\{e_{I1}, e_{I2}\}$ enclose a primitive cell in the intercalated phase. The primitive cell of the reference phase contains twice as many atoms as that of the primitive cell of the intercalated phase. In subfigure (b) We illustrate three representative examples of conventional unit cells–A, B, C–which contain the same number of atoms as the primitive cell of the reference phase. We note that these conventional cells can be described in multiple ways, and thus the stretch tensor $U$ mapping unit cells between reference and intercalated phases can have more than one solution.

Fig. 9 shows a schematic illustration of a unit cell in the reference phase, which is described using three linearly independent lattice vectors $E_R = \{e_{R1}, e_{R2}, e_{R3}\}$. These lattice vectors enclose the smallest repeatable volume and constitute a primitive unit cell. On transformation the materials undergo a structural change and a unit cell is now described by lattice vectors $E_I = \{e_{I1}, e_{I2}, e_{I3}\}$. However, this definition of a unit cell is not unique as other combinations of lattice vectors describing unit cells $E_{IA} = \{e_{I1}^A, e_{I2}^A, e_{I3}^A\}$ or $E_{IB} = \{e_{I1}^B, e_{I2}^B, e_{I3}^B\}$ generate the same lattice points in 3D space, see Fig. 9. These latter unit cells, called conventional cells, typically enclose a larger volume (relative to $E_I$) and can be described in multiple ways. Each conventional cell is related to the primitive unit cell via a lattice correspondence matrix $P \in \mathbb{Z}^3$ as $E_{IA} = E_I P^A$, and several correspondence matrices can exist based on our choice of the conventional cells. Based on our choice of unit cells for the reference and intercalation phases, we would have more than one stretch tensor describing the transformation between the two phases.

Following Refs. [51, 52], we propose an algorithm to identify an optimal stretch tensor, from a list of potential stretch tensors, by minimizing the transformation pathways between the reference and intercalation phases. A brief description of mathematical quantities introduced in this paper is provided in the Supplementary Table 2.

\[A\] stretch tensor is a mathematical quantity, i.e., a rank-2 matrix, which provides a linear mapping of unit cells between the reference and intercalation phases. Similarly, the unit cells in the reference phase can be described in multiple ways.
lated unit cells. We describe this algorithm in detail in the Supplementary Information, and outline the three key steps below:

1. Determine the primitive unit cells of reference and intercalated phases and identify all potential lattice correspondence matrices $P$ for a given compound. In the Supplementary Information, we outline the specific steps to compute $P$ using a pair of primitive unit cells as an example.

2. Compute the stretch tensor $U$ mapping a unit cell of the reference phase to the corresponding unit cell of the intercalated phase. The general form for the mapping is given by $\mathbf{F} \mathbf{E}_R P_R = \mathbf{E}_I P_I$ in which $\mathbf{F}$ is the deformation gradient, and the transformation stretch tensor $U$ is the unique positive-definite square root of $\mathbf{F}^T \mathbf{F}$. This stretch tensor $U$ is unique for a given pair of correspondence matrices $P_R, P_I$, and we determine all possible stretch tensors by cycling through the set of correspondence matrices identified in the first step.

3. Identify an optimal lattice correspondence (and thus the stretch tensor) that minimizes a distance function representing the total strain of a structural transformation: $\text{dist}(P_R, P_I, E_R, E_I) = \|U^{-2} - I\|^2$. Here, $\|\cdot\|$ is the Frobenius norm, $\|A\|^2 = A : A = \text{Tr}(A^T A)$. By minimizing this distance function over the set of stretch tensors computed in the second step, we determine the optimal lattice correspondence and the transformation stretch tensor for a given intercalation compound.

Further details of this algorithm using $\text{Li}_x\text{Fe}_2(\text{MoO}_4)_3$ as an example is described in the Supplementary Information. In principle, this algorithm can be applied to determine stretch tensors for any crystalline material undergoing a first-order phase transformation; however, for the present work, we apply our theoretical framework to intercalation compounds commonly used in batteries. We use the computed optimal stretch tensors in our microstructural analysis—that is, we determine whether an intercalation compound satisfies the crystallographic design principles described in the next section.

**Microstructures**

The crystallographic theory of martensites is an energy minimization theory \(^{23}\) in which the material’s energy is described as a function of a lattice deformation gradient $\mathbf{F}$. The lattice deformation gradient at the atomic scale penalizes the elastic energy arising from lattice misfit. Minimizing this elastic energy then results in the formation of finely twinned microstructures at the continuum scale, see Fig. 2. This theory has been widely used to explain the characteristic microstructures in shape memory alloys, ferroelectrics, ferromagnets, and more recently in light-interactive materials \(^{53–55}\). We use this theory to establish the geometric conditions necessary to form shape-memory-like microstructures in intercalation materials.

Following the crystallographic theory of martensites, we next list the design principles necessary to form the four candidate shape-memory-like microstructures in Table 2. These design principles identify specific lattice geometries quantified by stretch tensors $U$ that are necessary to form twins, austenite/martensite, self-accommodating, and $\lambda_2 = 1$ (stress-free) microstructures. We identify these microstructures to have several advantages (as described below) and that, if stabilized in intercalation materials, would help mitigate their chemo-mechanical degradation:

1. Shape-memory-like microstructures, such as the twins and austenite/martensite microstructure, reduce the elastic energy arising from misfit strains between neighboring lattices and across phase boundaries, respectively. This reduced energy suppresses microcracking of intercalation materials with repeated usage.

2. The self-accommodation microstructure, adapts to the original shape of the material without any macroscopic change in volume, despite significant structural changes at the atomic scale. These microstructures have the potential to eliminate large volume changes of intercalation electrodes, which in turn lead to delamination in the composite electrode/electrolyte system.

\(^{11}\) Please see Supplementary Table 2 for the physical meaning of a deformation gradient.
3. The $\lambda_2 = 1$ microstructure corresponds to an exactly compatible and stress-free phase boundary, which forms between the reference and intercalated phases. These microstructures eliminate interfacial stresses that commonly arise during phase transformations, and have contributed to a phenomenal improvement in the reversible cycling of phase transformation materials [22]. We provide a detailed perspective on these microstructures in the Supplementary Information.

| Microstructure               | Geometric condition | Notation                          | Advantages                |
|------------------------------|---------------------|-----------------------------------|---------------------------|
| Twin                         | $QU_I - U_J = a \otimes \hat{n}$ | Stretch tensors $U_I$ $U_J$        | Exactly compatible        |
|                              |                     | Rotation matrix $Q$               |                           |
|                              |                     | Vectors $a \neq 0$, $\hat{n}$    |                           |
| Austenite/Martensite         | $Q'(fQU_J + (1-f)U_I)$ | Rotation matrices $Q'$, $Q$       | Energy minimizing         |
|                              | $= I + b \otimes \hat{m}$ | Volume fraction $f$               |                           |
|                              |                     | Identity matrix $I$               |                           |
|                              |                     | Vectors $b \neq 0$, $\hat{m}$    |                           |
| Self-accommodating           | $\det U = 1$        | Stretch tensor $U$               | No macroscopic change     |
|                              | Non-zero stretch along c-axis |               | in shape and volume       |
| $\lambda_2 = 1$             | $QU_I - I = b \otimes \hat{m}$ | Rotation matrix $Q$               | Stress-free phase         |
|                              |                     | Vectors $b \neq 0$, $\hat{m}$    | boundary                  |

Table 2: Crystallographic design principles to form twin interfaces, austenite/martensite microstructures, self-accommodating, and $\lambda_2 = 1$ microstructures in intercalation materials. The stretch tensors of a material must satisfy specific geometric conditions to form shape-memory-like microstructures. Further details on the notations used here are listed in Supplementary Table 1.
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The listed self-accommodation condition applies to all Bravais lattice symmetries except the monoclinic symmetry in the reference phase. For these cases, we use $\det M = 1$ and further details are described in Supplementary Information.
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In these notes, we briefly describe the symbols and terminologies used in the paper, provide further details on the structural transformation algorithm, and outline the crystallographic design rules necessary to form shape-memory-like microstructures. We explain these concepts using representative intercalation compounds such as Li\(_x\)Fe\(_2\)(MoO\(_4\))\(_3\) and Li\(_x\)Mn\(_2\)O\(_4\).
# Symbols and Terminologies

| Notation | Brief description |
|----------|------------------|
| $e_i$    | Lattice vector   |
| $E = \{e_1, e_2, e_3\}$ | Primitive unit cell spanned by $e_i (i = 1, 2, 3)$ |
| $E_R, E_I$ | Primitive unit cell of reference and intercalated phase |
| $P_R, P_I$ | Lattice correspondence matrix of reference and intercalated phase |
| $E^A = E P^A$ | Conventional cell related to $E$ via a lattice correspondence $P^A$ |
| $n$      | Number of intercalation compounds |
| $N$      | Number of variants |
| $I$      | Identity matrix |
| $F$      | Deformation gradient tensor |
| $U, U_N$ | Transformation stretch tensor. Variants $U_N$ are related to each other via a symmetry operation |
| $M$      | Necessary and sufficient condition for a monoclinic compound to form self-accommodating microstructure (see Ref. [1] Section 3.4) |
| $Q, Q'$  | Rotation matrices |
| $a, b, \hat{m}, \hat{n}$ | Vectors |
| $K$      | Twin plane direction |
| $k$      | A constant which can take a value of ±1 |
| $\lambda_i$ | Eigenvalues when solving $QU_I - I = b \otimes \hat{m}$ |
| $f$      | Volume fraction |
| $\theta$ | Orientation of the twin plane |
| $|\det U - 1| = 0$ | Volume preservation |
| $|\lambda_2 - 1| = 0$ | Condition to form stress-free interface |
| $p, q$   | Number of host-atoms in reference and intercalated unit cells |
| $m = \frac{p}{q}$ | Ratio of host-atoms |
| $d$      | largest edge ratio |
| $\{a, b, c, \alpha, \beta, \gamma\}$ | Lattice parameters |

Supplementary Table 1: Summary of symbols
| Terminology                  | Description                                                                                                                                                                                                 |
|-----------------------------|------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|
| Deformation gradient \( \mathbf{F} \) | The deformation gradient \( \mathbf{F} \) quantifies the deformation in continuum mechanics. It is a second order tensor which maps line elements in the reference configuration into line elements (consisting of the same material particles) in the deformed configuration. |
| Stretch tensor \( \mathbf{U} \)       | During phase transformation, the reference phase typically has a different lattice geometry from the transformed (or intercalated) phase. A stretch tensor maps a unit cells of the reference phase to the corresponding unit cell of the transformed phase. This tensor describes the local stretching (or contraction) at a material point. |
| Eigenvalues                  | A set of scalars associated with a linear system of equations. In our calculations, these values correspond to the lattice stretches during transformation.                                                        |
| Variant                      | Variants are lattices of different orientations belonging to the same phase of the material. These variants are related to each other via a symmetry operation.                                                  |
| Bravais lattice              | A Bravais lattice is an infinite set of points in three-dimensional space generated by the translation of a single point \( \mathbf{0} \) through three linearly independent lattice vectors \( \mathbf{E} = \{ \mathbf{e}_1, \mathbf{e}_2, \mathbf{e}_3 \} \). |
| Primitive unit cell          | The lattice vectors \( \mathbf{e}_i \) enclosing the smallest repeatable volume constitute a primitive unit cell \( \mathbf{E} \).                                                                                     |
| Conventional unit cell       | The latter lattice vectors \( \mathbf{e}_i' \) enclosing a larger volume (relative to \( \mathbf{E} \)) constitute a conventional unit cell \( \mathbf{E}' \). A conventional cell of a crystal structure can be described in multiple ways, however, all the conventional and the primitive cells generate the same set of lattice points in 3D space. |
| Lattice correspondence \( \mathbf{P} \) | A conventional cell is related to the primitive cell via a lattice correspondence matrix \( \mathbf{P} \), i.e., \( \mathbf{E}' = \mathbf{EP} \).                                                                 |
| Frobenius norm \( \| \cdot \| \) | A matrix norm which is defined as the square root of the sum of the absolute squares of elements in a matrix. It is also equal to the square root of the matrix trace of \( \mathbf{A}^T \mathbf{A} \), i.e., \( \| \mathbf{A} \| = \sqrt{\text{Tr}(\mathbf{A}^T \mathbf{A})} \) |
Structural transformation

In this section, we describe how we compute individual lattice deformations from the crystal structure database in detail. Following Chen et al. [2], we determine the transformation pathway between reference and intercalated lattices by minimizing a distance function. This minimization technique helps to identify a stretch tensor—with minimum structural distortion—from a group of potential stretch tensors that map reference to intercalated phases. Below, we outline the three tasks to derive an optimal deformation tensor, see Supplementary Figure 1.

Supplementary Figure 1: The flowchart illustrates the three steps of our algorithm. (a) We determine the primitive basis $E_{R}, E_{I}$ and correspondence matrices $P_{R}, P_{I}$ of the reference and intercalated phases. The conventional unit cells are represented in the form of primitive unit cells, $E' = EP$, and the irreducible fraction $m$ is the ratio of atoms in the reference unit cell to the intercalated unit cell. (b) We next determine all potential structural transformation tensors $F$ that map a unit cell of the reference phase to that of the intercalated phase. (c) We minimize the distance function to determine the optimal stretch tensor $U = \sqrt{F^T F}$ and its variants. The computed stretch tensors are stored in the structural transformation database and used for microstructural analysis. (d) We identify all lattice correspondence matrices $P$ in (a) according to the largest edge ratio $d$ for the reference and intercalated primitive cells of a given compound.

1. Identify unit cells

In the first task, we determine the primitive bases and the lattice correspondence matrices for the reference and intercalated phases of a given compound, see Supplementary Figure 1(a). The primi-
tive cell is the smallest, repeatable unit that generates the crystal structure. However, the primitive cells of the reference and intercalated phases for a given compound are not always described to contain the same number of host-atoms.\(^1\) For example, in Li\(_x\)Fe\(_2\)(MoO\(_4\))\(_3\) intercalation compound, the primitive lattice of the reference phase contains twice as many atoms as the primitive lattice of the intercalated phase, see Supplementary Table 3 and Supplementary Figure 2. Consequently, the intercalated phase should be transformed to a larger unit cell (via a suitable correspondence matrix) to determine the structural transformation pathway. In this task, we identify all potential correspondence matrices \(P\) for the reference (and/or intercalated) primitive phases. Below, we outline the specific steps to compute \(P\) using a pair of primitive unit cells as an example. Similar steps are followed to compute \(P\) of the primitive cell for one phase to match the fixed conventional cell for the other.

(i) We calculate the ratio of host-atoms in the unit cells of the reference and intercalated phases for a given compound, an irreducible fraction \(m = \frac{p}{q}\) with \(p, q \in \mathbb{Z}\). This ratio can be of three types \(m \in \mathbb{Z}\), \(\frac{1}{m} \in \mathbb{Z}\), and \(m \not\in \mathbb{Z}\). For example, the ratio of atoms in the reference and intercalated phases of Li\(_x\)Fe\(_2\)(MoO\(_4\))\(_3\) compound (see Supplementary Table 3) is \(m = 2\). We next use the values of \(m, p, q\), to identify all potential correspondence matrices in steps (ii) – (iii).

(ii) We determine the largest edge ratio \(d\), which is rounded-off to the nearest integer, for the reference and intercalated primitive cells of a given compound. For example, in Li\(_x\)Fe\(_2\)(MoO\(_4\))\(_3\) compound the largest edge corresponds to the reference phase (e.g., \(a_R = 15.7380\) Å) and the smallest edge corresponds to the intercalated phase (e.g., \(b_I = 9.4837\) Å). The edge ratio is therefore \(d = \frac{15.7380}{9.4837} \approx 2\). Physically, this ratio determines the bounds on the elements \(p_{ij}\) of the correspondence matrix \(P\).

(iii) We next construct lattice correspondence matrices \(P\) such that each element satisfies \(p_{ij} \in [-d, d]\). A total of \(d^9\) matrices can be constructed, however, we only store matrices that satisfy \(\det(P_R) = q\) and \(\det(P_I) = p\) in the structural database.\(^2\) For Li\(_x\)Fe\(_2\)(MoO\(_4\))\(_3\) compound a total of 147,696 correspondence matrices satisfied \(\det(P_I) = m = 2\).

We follow steps (i) – (iii) to determine the primitive bases and suitable correspondence matrices for all intercalation compounds and use them to determine the stretch tensors \(U\).

---

\(^1\)Please note that in intercalation materials, the total number of atoms refers to the atoms of the host-material and does not account for the guest (or intercalating) species.

\(^2\)This is to ensure the volume change between the reference and intercalated phases matches the volume scaling of the correspondence matrix. However, when \(p = 1\) or \(q = 1\), we define \(P_R = I\) or \(P_I = I\), respectively. For further details please see Ref. [2].
2. Compute stretch tensor

In the second task, we compute the transformation stretch tensor $U$ that maps a unit cell of the reference phase to the corresponding unit cell of the intercalated phase. The general form for the mapping is given by:

$$F E_R P_R = E_I P_I$$

(S.1)

in which $F$ is the deformation gradient, and the transformation stretch tensor $U$ is the unique positive-definite square root of $F^T F$. This stretch tensor $U$ is unique for a given pair of correspondence matrices $P_R, P_I$, and we determine all possible stretch tensors by cycling through the set of correspondence matrices. For example, in $\text{Li}_x\text{Fe}_2(\text{MoO}_4)_3$ we determine a total of 36,924 stretch tensors by cycling through its set of correspondence matrices.

3. Minimize the distance function

In the third task, we determine the optimal lattice correspondence (and thus the transformation stretch tensor) that minimizes the total strain of the structural transformation. We note that multiple lattice correspondences and transformation stretch tensors could describe different structural transformation pathways between the reference and intercalated phases. Following Chen et al. [2], we introduce a distance function that represents the total strain of a structural transformation:

$$\text{dist}(P_R, P_I, E_R, E_I) = \|U^{-2} - I\|^2$$

(S.2)

in which $\|\cdot\|$ is the Frobenius norm, $\|A\|^2 = A : A = \text{Tr}(A^T A)$. By minimizing Eq. (S.2) over the set of stretch tensors, we determine the optimal lattice correspondence and the transformation stretch tensor for a given intercalation compound. In $\text{Li}_x\text{Fe}_2(\text{MoO}_4)_3$, we identify a stretch tensor $U$ that minimizes the distance function, see Supplementary Table 3. In principle, this algorithm can be applied to determine stretch tensors for any crystalline material undergoing a first-order phase transformation, however, for the present work we apply our theoretical framework to intercalation compounds commonly used in batteries. We use the stretch tensor identified by our algorithm to investigate whether the material can form shape-memory-like microstructures.
|                         | Fe$_2$(MoO$_4$)$_3$ | Li$_2$Fe$_2$(MoO$_4$)$_3$ |
|-------------------------|---------------------|---------------------------|
| Space group             | $P2_1/c$            | $Pbcn$                    |
| Crystal symmetry        | monoclinic          | orthorhombic              |
| Volume ($\text{Å}^3$)   | 2156.5              | 1141.98                   |
| $\{a, b, c\}$ ($\text{Å}$) | $\{15.7380, 9.2352, 15.7040\}$ | $\{12.8946, 9.4837, 9.3384\}$ |
| $\{\alpha, \beta, \gamma\}$ ($^\circ$) | $\{90, 109.1209, 90\}$ | $\{90, 90, 90\}$ |
| Atoms and their Wyckoff position | Mo1 – Mo6 : 4e | Mo1 : 4c Mo2 : 8d |
| Predicted stretch tensor $\mathbf{U}$ | $\begin{bmatrix} 1.0116 & 0 & 0.0080 \\ 0 & 1.0269 & 0 \\ 0.0080 & 0 & 1.0196 \end{bmatrix}$ |

Supplementary Table 3: Detailed information of Fe$_2$(MoO$_4$)$_3$ and Li$_2$Fe$_2$(MoO$_4$)$_3$ [3].
Supplementary Figure 2: Crystallographic and Bravais lattice representations of unit cells of (a-b) Fe$_2$(MoO$_4$)$_3$ (reference phase) and (c-d) Li$_2$Fe$_2$(MoO$_4$)$_3$ (intercalated phase). (a) and (b) The unit cell Fe$_2$(MoO$_4$)$_3$ spanned by vectors $\mathbf{e}_{R1}, \mathbf{e}_{R2}, \mathbf{e}_{R3}$ describe the primitive unit cell of Fe$_2$(MoO$_4$)$_3$. (c) and (d) Similarly, the vectors $\{\mathbf{e}_{I1}, \mathbf{e}_{I2}, \mathbf{e}_{I3}\}$ enclose the primitive unit cell of the intercalated phase Li$_2$Fe$_2$(MoO$_4$)$_3$. (c-d) also show three representative examples of conventional unit cells identified by ‘A’, ‘B’ and ‘C’. On minimizing the distance function across all potential conventional cells we identify that Fe$_2$(MoO$_4$)$_3$ transforming to the B-type Li$_2$Fe$_2$(MoO$_4$)$_3$ unit cell has minimum structural distortions. This is consistent with the experimental results [3].
Crystallographic Theory of Martensites

In this section, we give an overview of lattice deformation and outline the necessary conditions to form shape-memory-like microstructures (i.e., twin boundaries, austenite-martensite interface, self-accommodating microstructures, and \( \lambda_2 = 1 \) microstructures). These microstructures form in materials with very specific lattice geometries, which satisfy the crystallographic design rules described below. In our analysis, we use these design rules as a quantitative guide to investigate whether any known intercalation compound can form shape-memory-like microstructures.

Twin interface

Twin interfaces are energy minimization deformations in which lattices rotate and/or shear to fit compatibly with each other. These twins form in materials that undergo lattice-symmetry lowering during phase transformation.

For example, in Supplementary Figure 3, a cubic lattice in the reference phase transforms into a lower-symmetry tetragonal lattice. This transformation can generate three variants of the tetragonal lattices, which are described by stretch tensors \( U_1, U_2, U_3 \).\(^3\) A twin boundary forms when any two lattice variants, with deformation tensors \( U_I \) and \( U_J \), satisfy the kinematic compatibility condition:

\[
Q U_I - U_J = a \otimes \hat{n}
\]  

for a given rotation matrix \( Q \) and vectors \( a \neq 0 \) and \( \hat{n} \). The deformation tensors have positive determinants. For our purposes, we note that Eq. (S.3) has a solution if and only if its eigenvalues \( \lambda_i \), which describe relative lattice stretches, satisfy \( \lambda_1 \leq 1, \lambda_2 = 1 \) and \( \lambda_3 \geq 1 \). The solution to Eq. (S.3) then describes a twin plane that connects the two lattice variants \( U_I \) and \( U_J \) coherently. These twin boundaries often have zero (or negligible) elastic energy, and thus stabilizing these microstructural features would reduce internal stresses in intercalation materials.

Let us construct a twin interface using \( \text{Li}_2\text{Mn}_2\text{O}_4 \) as a representative example. Supplementary Table 4 lists the stretch tensors for \( \text{Li}_2\text{Mn}_2\text{O}_4 \), and we construct a twin interface formed between two variants \( U_1, U_2 \). These variants form a twin interface if they satisfy the compatibility condition Eq. (S.3) for a given rotation \( Q \) and vectors \( a \neq 0 \) and \( \hat{n} \). Following Ref. [4] we construct the twin interface as follows:

1. Calculate the matrix \( C = (U_1U_2^{-1})^TU_1U_2^{-1} \)

2. If \( C = I \), then there is no solution to Eq. (S.3)
Supplementary Figure 3: A schematic illustration of the twin interface formation. (a) During phase transformation the crystal structure of the material changes. For example, a high-symmetry cubic lattice \( \mathbf{I} \) (reference phase) transforms to low-symmetry tetragonal lattices (intercalated) \( \mathbf{U}_N \). This symmetry-lowering transformation generates three distinct variants \( \mathbf{U}_1, \mathbf{U}_2, \mathbf{U}_3 \). (b) These lattice variants then rotate and/or shear to form a twin interface. The twin interface in subfigure (b) is generated by solving Eq. (S.3) for a spinel compound [5].

3. If \( \mathbf{C} \neq \mathbf{I} \), it is possible to verify that \( \mathbf{C} \) is symmetric and positive-definite. Thus the matrix \( \mathbf{C} \) can be given by:

\[
\mathbf{C} = \lambda_1 \hat{\mathbf{e}}_1 \otimes \hat{\mathbf{e}}_1 + \lambda_2 \hat{\mathbf{e}}_2 \otimes \hat{\mathbf{e}}_2 + \lambda_3 \hat{\mathbf{e}}_3 \otimes \hat{\mathbf{e}}_3
\]  

(S.4)

where \( \lambda_i > 0 \) are eigenvalues of the matrix \( \mathbf{C} \), and \( \hat{\mathbf{e}}_i \) are eigenvectors of \( \mathbf{C} \) corresponding to \( \lambda_i \). Eq. (S.3) has a solution if and only if the eigenvalues satisfy \( \lambda_1 \leq \lambda_2 = 1 \leq \lambda_3 \).

4. If above-mentioned conditions are satisfied, then there are exactly two solutions give by:

\[
\begin{align*}
\mathbf{a} &= \rho \left( \sqrt{\frac{\lambda_3(1-\lambda_1)}{\lambda_3-\lambda_1}} \hat{\mathbf{e}}_1 + k \sqrt{\frac{\lambda_1(\lambda_3-1)}{\lambda_3-\lambda_1}} \hat{\mathbf{e}}_3 \right) \\
\hat{\mathbf{n}} &= \frac{\sqrt{\lambda_3} - \sqrt{\lambda_1}}{\rho \sqrt{\lambda_3 - \lambda_1}} \left( -\sqrt{1-\lambda_1} \mathbf{U}_2^T \hat{\mathbf{e}}_1 + k \sqrt{\lambda_3 - 1} \mathbf{U}_2^T \hat{\mathbf{e}}_3 \right)
\end{align*}
\]  

(S.5)

where \( k = \pm 1, \rho \neq 0 \) is chosen to make \( |\hat{\mathbf{n}}| = 1 \). Choosing \( k = 1 \) gives one solution while \( k = -1 \) gives the other. In both situation, we obtain \( \mathbf{Q} \) by substituting \( \mathbf{a} \) and \( \hat{\mathbf{n}} \) back into Eq. (S.3).

5. We substitute the values of stretch tensors \( \mathbf{U}_1, \mathbf{U}_2 \) for \( \text{Li}_2\text{Mn}_2\text{O}_4 \) and list its twin solutions in Supplementary Table 4. We follow similar steps to compute the twin interfaces for other intercalation compounds listed in the main paper.
### Stretch tensor Twin solutions

|                |                |                |                |                |
|----------------|----------------|----------------|----------------|----------------|
| **U₁** =       | a₁ = [0.2319, 0.2001, 0] | **Q₁** =       |                |                |
| \[
\begin{bmatrix}
0.9690 & 0 & 0 \\
0 & 1.1226 & 0 \\
0 & 0 & 0.9690
\end{bmatrix}
\] | \[\begin{bmatrix}
-0.7071 & 0.7071 & 0 \\
-0.1461 & 0.9893 & 0 \\
0 & 0 & 1
\end{bmatrix}
\] |
| **n₁** =       | K₁ = (-0.6534, 0.7570, 0) |                |                |                |
| \[-0.7071, 0.7071, 0\] |
| **U₂** =       | a₂ = [0.2319, -0.2001, 0] | **Q₂** =       |                |                |
| \[
\begin{bmatrix}
1.1226 & 0 & 0 \\
0 & 0.9690 & 0 \\
0 & 0 & 0.9690
\end{bmatrix}
\] | \[\begin{bmatrix}
0.9893 & -0.1461 & 0 \\
0.1461 & 0.9893 & 0 \\
0 & 0 & 1
\end{bmatrix}
\] |
| **n₂** =       | K₂ = (-0.6534, -0.7570, 0) |                |                |                |
| \[-0.7071, -0.7071, 0\] |
| **U₃** =       | \[\begin{bmatrix}
0.9690 & 0 & 0 \\
0 & 0.9690 & 0 \\
0 & 0 & 1.1226
\end{bmatrix}
\] |                |                |                |

Supplementary Table 4: Twin solutions for **U₁** and **U₂** variants of Li₂Mn₂O₄

### Austenite-Martensite interface

In phase transformation materials, the twin interfaces are rarely found in isolation. Instead, complex microstructures, such as those in Supplementary Figure 4(a), that comprises a mixture of finely twinned interfaces are commonly observed. These complex microstructures form as a consequence of energy minimization and are commonly observed in ferroelastic materials, such as the shape memory alloys, and have recently been reported in intercalation cathodes.

Ball and James [6] explain the origin of the austenite-martensite microstructures in shape-memory alloys using an energy minimization theory. In this crystallographic theory, the free energy of the material is described as a function of the lattice deformation gradient that penalizes the elastic energy arising from lattice misfit. Minimizing this energy then results in the formation of finely twinned microstructures. For example, during the cubic-to-tetragonal phase transformation, the phase boundary separating the two phases is elastically stressed because of the lattice misfit strains, see Supplementary Figure 4(a). This elastic energy can be minimized by forming a finely twinned mixture in the tetragonal phase that fits coherently with the cubic phase.

Analytically, an austenite-martensite microstructure forms when any two lattice variants, with deformation tensors **U_I** and **U_J**, satisfy the kinematic compatibility condition for some scalar 0 ≤ f ≤ 1:⁴

\[
Q'(fQU_J + (1 - f)U_I) = I + b \otimes \hat{m}.
\]  

⁴The scalar f corresponds to the volume fraction of different variants in the martensite mixture.
Here the reference lattice is represented by $I$, rotation matrices by $Q, Q'$, and vectors $b \neq 0$ and $\hat{m}$.

The austenite-martensite interface describes energy minimizing deformations that reduce coherency stresses at the phase boundary. This interface forms for specific lattice geometry conditions and in materials that can undergo a symmetry-lowering phase transformation. These microstructures, if stabilized in intercalation electrodes, would address structural problems related to stressed phase boundaries in cathodes and help mitigate the chemo-mechanical challenges during the charging/discharging process.

Supplementary Figure 4: (a) Schematic illustration of an austenite-martensite interface. Here, a finely twinned microstructure (with variants $U_1, U_2$) forms a coherent interface with the reference phase. (b) In a self-accommodating microstructure, finely twinned variants coherently arrange themselves to occupy a region in the reference phase, without any macroscopic change in shape. (c) In the $\lambda_2 = 1$ microstructure, a perfectly compatible interface forms between the reference phase and a single variant of the intercalated phase. This interface is stress-free.

As an example, we construct austenite/martensite interfaces for $Li_2Mn_2O_4$ using its stretch tensors from Supplementary Table 4. Following Ref. [4], we identify rotation tensors $Q'$, vectors $b, \hat{m}$, volume fraction of the martensite mixture $f$, for the austenite/martensite microstructure in $Li_2Mn_2O_4$. Supplementary Table 5 lists these solutions using $U_1$ and $U_2$ as the representative stretch tensors in Eq. (S.6).
Self-accommodating microstructure

Self-accommodation is a material’s ability to undergo phase transformations without any macroscopic change in its volume, despite crystal structure changes at the atomic scale, see Supplementary Figure 4(b). As noted previously, phase transformations are accompanied by an abrupt change in lattice geometries that induces coherency or misfit strains between neighboring phases. However, in some phase transformation materials (e.g., shape memory alloys), lattice variants can arrange themselves to form a compatible and stress-free microstructure that does not induce coherency stresses at the phase boundary. These microstructures accommodate the original shape of the material and thus have zero macroscopic volume changes. These self-accommodating microstructures, if stabilized in intercalation cathodes, would address the structural degradation problems related to volume changes and interfacial stresses in active particles.

Self-accommodating microstructures form in phase transformation materials that satisfy very specific lattice geometry conditions. Following Bhattacharya [1], the necessary and sufficient conditions

| \( f = 0.2158 \) | \( b_1 = [0.0996, 0.0043, 0.0646] \) | \( Q'_1 = \begin{bmatrix} 0.9982 & -0.0316 & -0.0514 \\ 0.0315 & 0.9995 & -0.0022 \\ 0.0514 & 0.0006 & 0.9987 \end{bmatrix} \) |
| \( k = 1 \) | \( \hat{m}_1 = [0.8653, 0.0375, -0.4998] \) |

| \( f = 0.2158 \) | \( b_2 = [-0.0996, -0.0043, 0.0646] \) | \( Q'_2 = \begin{bmatrix} 0.9982 & -0.0316 & 0.0514 \\ 0.0315 & 0.9995 & 0.0022 \\ -0.0514 & -0.0006 & 0.9987 \end{bmatrix} \) |
| \( k = -1 \) | \( \hat{m}_2 = [-0.8653, -0.0375, -0.4998] \) |

| \( f = 0.7842 \) | \( b_3 = [0.0043, 0.0996, 0.0646] \) | \( Q'_3 = \begin{bmatrix} 0.9191 & -0.0288 & -0.0022 \\ 0.0339 & 1.0855 & -0.0514 \\ 0.0038 & 0.0558 & 0.9987 \end{bmatrix} \) |
| \( k = 1 \) | \( \hat{m}_3 = [0.0375, 0.8653, -0.4998] \) |

| \( f = 0.7842 \) | \( b_4 = [-0.0043, -0.0996, 0.0646] \) | \( Q'_4 = \begin{bmatrix} 0.9191 & -0.0288 & 0.0022 \\ 0.0339 & 1.0855 & 0.0514 \\ -0.0038 & -0.0558 & 0.9987 \end{bmatrix} \) |
| \( k = -1 \) | \( \hat{m}_4 = [-0.0375, -0.8653, -0.4998] \) |
tions to generate self-accommodating microstructures are of two types: (a) There must be volume preservation during phase transformation, i.e., $\det \mathbf{U} = 1$; (b) For non-cubic symmetries of the reference phase, there must be no stretch along the $c-$axis of the lattice during transformation.

Supplementary Table 6 lists the necessary and sufficient conditions to form self-accommodation microstructures. For cubic symmetry, $\det \mathbf{U} = 1$ is the only necessary and sufficient condition. For tetragonal, orthorhombic and hexagonal symmetry in the reference phase, other than satisfying $\det \mathbf{U} = 1$, more conditions are constrained on elements $D_{ij}$ of the matrix $\mathbf{D} = \mathbf{U}^T \mathbf{U}$. For monoclinic symmetry, we use $\det \mathbf{M} = 1$ as the necessary and sufficient condition, and further details can be found in Ref. [1].

| Symmetry of the reference phase | Necessary and sufficient conditions |
|---------------------------------|-------------------------------------|
| Cubic                           | $\det \mathbf{U} = 1$               |
| Tetragonal                      | (1) $\det \mathbf{U} = 1$          |
|                                 | (2) $\frac{1}{D_{11}D_{22} - D_{12}^2} \leq 1 \leq D_{33}$ |
| Orthorhombic                    | (1) $\det \mathbf{U} = 1$          |
|                                 | (2) $\frac{1}{D_{11}D_{22} - D_{12}^2} \leq 1 \leq D_{33}$ |
|                                 | (3) $\frac{1}{D_{22}D_{33} - D_{23}^2} \leq 1 \leq D_{11}$ |
|                                 | (4) $\frac{1}{D_{11}D_{33} - D_{13}^2} \leq 1 \leq D_{22}$ |
| Monoclinic                      | $\det \mathbf{M} = 1$              |
|                                 | For further details, see Ref. [1] Section 3.4 |
| Hexagonal                       | (1) $\det \mathbf{U} = 1$          |
|                                 | (2) $\frac{1}{D_{11}D_{22} - D_{12}^2} \leq 1 \leq D_{33}$ |

Supplementary Table 6: Necessary and sufficient conditions for forming self-accommodating microstructures. $\mathbf{U}$ is the transformation stretch matrix. $\mathbf{D} = \mathbf{U}^T \mathbf{U}$ and $D_{ij}$ are the components of $\mathbf{D}$. In monoclinic symmetry, $\det \mathbf{M} = 1$ is used as the necessary and sufficient condition.

$\lambda_2 = 1$ microstructure

A special case of Eq. (S.6) is at volume fractions $f = 0$ and $f = 1$. With these volume fractions, a planar interface forms between the reference phase and a single variant of the intercalated phase.
This phase boundary is exactly compatible and would have zero interfacial stresses. These stress-free phase boundaries, if stabilized in intercalation materials, can move back and forth during (dis)charge processes without inducing significant internal stresses.

These stress-free microstructures form when the reference and intercalated phases satisfy the kinematic compatibility condition. From Eq. (S.6) with \( f \in \{0, 1\} \) and suitably redefining \( Q \) and \( U \), we have:

\[
QU - I = b \otimes \hat{m}
\]

Eq. (S.7) has solution if and only if the middle eigenvalue \( \lambda_2 = 1 \), and the other two eigenvalues satisfy \( 0 < \lambda_1 \leq 1 \) and \( \lambda_3 \geq 1 \). The solution to Eq. (S.7) describes a coherent plane between the reference phase and a single variant of the transformed phase.\(^5\) These stress-free \( \lambda_2 = 1 \) microstructures have been shown to dramatically lower fatigue. For example, in Ti-Ni-Cu shape-memory alloys, another material, the \( \lambda_2 = 1 \) microstructures have enhanced its reversible phase transformation cycles for over ten million times with ultra-low fatigue [7].

Besides the \( \lambda_2 = 1 \) condition, researchers have identified other compatibility conditions, referred to as the cofactor conditions, which permit stress-free microstructures to form during phase transformations. Materials satisfying these cofactor conditions have solutions to Eq. (S.6) for any volume fraction \( 0 \leq f \leq 1 \), and the resulting microstructures are stress-free [8]. Among the cofactor conditions listed in Ref. [8], the \( \lambda_2 = 1 \) condition has emerged as a critical condition for enhanced reversibility.

Eqs. (S.3), (S.6) and (S.7) serve as the design principles necessary to form shape-memory-like microstructures in crystalline materials. These design principles establish a direct link between individual lattice deformations and continuum microstructures in phase transformation materials. These principles can be used to systematically investigate whether any known intercalation material can form shape-memory-like microstructures.

\(^5\)Note, this differs from the twin interface in Eq. (S.3) that connects two variants of the same phase.
Additional results for Study 1

In this section, we summarize the stretch tensors and geometric constraints of commonly used intercalation cathodes $n = 25$ that we analyzed in Study 1 of the main paper. These results are also shown in Figs. 5-7 of the main paper, and the values are listed below as additional information.

Supplementary Table 7 lists the stretch tensors of $n = 25$ intercalation cathodes computed using our theoretical framework in Study 1. These stretch tensors are computed using structural data input from XRD experiments in Refs. [3, 9–30]. For each compound, we identify its symmetry lowering transformations that are summarized in Fig. 5 of the main paper.
| Family   | Compound     | Exp. Bravais lattice# | Ref. | Predicted symmetry | Predicted stretch tensor |
|----------|--------------|------------------------|------|--------------------|-------------------------|
| Layered  | CoO₂         | hP                     | [9]  | Hexagonal →        | \[\begin{bmatrix} 0.9996 & 0 & 0 \\ 0 & 0.9996 & 0 \\ 0 & 0 & 1.0970 \end{bmatrix}\] |
|          | LiCoO₂       | hR                     | [9]  | Hexagonal          |                         |
|          | NiO₂         | hR                     | [10] | Hexagonal →        | \[\begin{bmatrix} 1.0249 & 0 & 0 \\ 0 & 1.0249 & 0 \\ 0 & 0 & 1.0527 \end{bmatrix}\] |
|          | LiNiO₂       | hR                     | [10] | Hexagonal          |                         |
| Spinel   | LiMn₂O₄      | cF                     | [11] | *Cubic →          | \[\begin{bmatrix} 0.9690 & 0 & 0 \\ 0 & 0.9690 & 0 \\ 0 & 0 & 1.1226 \end{bmatrix}\] |
|          | Li₂Mn₂O₄     | tI                     | [11] | Tetragonal         |                         |
|          | LiCrMnO₄     | cF                     | [12] | *Cubic →          | \[\begin{bmatrix} 0.9958 & 0 & 0 \\ 0 & 0.9958 & 0 \\ 0 & 0 & 1.0583 \end{bmatrix}\] |
|          | Li₂CrMnO₄    | tI                     | [12] | Tetragonal         |                         |
|          | Ni₀.₅Mn₁.₅O₄ | cF                     | [13] | Cubic →           | \[\begin{bmatrix} 0.9695 & 0 & 0 \\ 0 & 0.9695 & 0 \\ 0 & 0 & 0.9695 \end{bmatrix}\] |
|          | LiNi₀.₅Mn₁.₅O₄ | cF                  | [13] | Cubic              |                         |
| Olivine  | FePO₄        | oP                     | [14] | Orthorhombic →     | \[\begin{bmatrix} 1.0593 & 0 & 0 \\ 0 & 1.0730 & 0 \\ 0 & 0 & 1.0336 \end{bmatrix}\] |
|          | NaFePO₄      | oP                     | [14] | Orthorhombic       |                         |
|          | MnPO₄        | oP                     | [15] | Orthorhombic →     | \[\begin{bmatrix} 1.0971 & 0 & 0 \\ 0 & 1.0735 & 0 \\ 0 & 0 & 1.0473 \end{bmatrix}\] |
|          | NaMnPO₄      | oP                     | [16] | Orthorhombic       |                         |
| Compound   | Structure | Formula | Symmetry | Transformed Matrix |
|------------|-----------|---------|----------|-------------------|
| Olivine MnPO$_4$ oP | [15] | Orthorhombic | $\begin{bmatrix} 1.0857 & 0 & 0 \\ 0 & 1.0343 & 0 \\ 0 & 0 & 0.9945 \end{bmatrix}$ |
| LiMnPO$_4$ oP | [15] | Orthorhombic | $\begin{bmatrix} 1.0373 & 0 & 0 \\ 0 & 1.0522 & 0 \\ 0 & 0 & 0.9802 \end{bmatrix}$ |
| FePO$_4$ oP | [17] | Orthorhombic | $\begin{bmatrix} 1.0112 & 0 & 0 \\ 0 & 1.0118 & 0 \\ 0 & 0 & 0.9958 \end{bmatrix}$ |
| CoPO$_4$ oP | [18] | Orthorhombic | $\begin{bmatrix} 0.9911 & 0 & -0.0025 \\ 0 & 1.1440 & 0.0142 \\ -0.0025 & 0.0142 & 0.9238 \end{bmatrix}$ |
| LiCoPO$_4$ oP | [18] | Orthorhombic | $\begin{bmatrix} 0.9911 & 0 & -0.0025 \\ 0 & 0.9426 & 0.0351 \\ -0.0023 & 0.0351 & 1.0402 \end{bmatrix}$ |
| Tavorite $\epsilon$-VOPO$_4$ mP | [19] | Monoclinic | $\begin{bmatrix} 1.0112 & 0 & 0 \\ 0 & 1.0118 & 0 \\ 0 & 0 & 0.9958 \end{bmatrix}$ |
| $\alpha$-LiVOPO$_4$ aP | [19] | Triclinic | $\begin{bmatrix} 1.0112 & 0 & 0 \\ 0 & 1.0118 & 0 \\ 0 & 0 & 0.9958 \end{bmatrix}$ |
| FeSO$_4$F aP | [20] | Triclinic | $\begin{bmatrix} 1.1910 & 0 & -0.0023 \\ 0 & 0.9426 & 0.0351 \\ -0.0023 & 0.0351 & 1.0402 \end{bmatrix}$ |
| LiFeSO$_4$F aP | [20] | Triclinic | $\begin{bmatrix} 1.1910 & 0 & -0.0023 \\ 0 & 0.9426 & 0.0351 \\ -0.0023 & 0.0351 & 1.0402 \end{bmatrix}$ |
| NaFeSO$_4$F mP | [21] | Monoclinic | $\begin{bmatrix} 1.0116 & 0 & 0.0080 \\ 0 & 1.0269 & 0 \\ 0.0080 & 0 & 1.0196 \end{bmatrix}$ |
| NASICON Fe$_2$(MoO$_4$)$_3$ mP | [3] | Monoclinic | $\begin{bmatrix} 1.0116 & 0 & 0.0080 \\ 0 & 1.0269 & 0 \\ 0.0080 & 0 & 1.0196 \end{bmatrix}$ |
| Li$_2$Fe$_2$(MoO$_4$)$_3$ oP | [3] | Monoclinic | $\begin{bmatrix} 1.0116 & 0 & 0.0080 \\ 0 & 1.0269 & 0 \\ 0.0080 & 0 & 1.0196 \end{bmatrix}$ |
| Crystal System | Compound | Symmetry | Formula | Reference |
|---------------|----------|----------|---------|-----------|
| NASICON       | Fe$_2$(WO$_4$)$_3$ | $mP$ | [22] Monoclinic | $\begin{bmatrix} 0.9962 & 0 & 0.0085 \\ 0 & 1.0233 & 0 \\ 0.0085 & 0 & 1.0234 \end{bmatrix}$ |
|               | Li$_2$Fe$_2$(WO$_4$)$_3$ | $oP$ | [22] Monoclinic |
| Perovskite    | ReO$_3$  | $tP$ | [23] Tetragonal | $\begin{bmatrix} 0.9645 & 0 & 0 \\ 0 & 0.9645 & 0 \\ 0 & 0 & 1.0281 \end{bmatrix}$ |
|               | LiReO$_3$ | $tP$ | [23] Tetragonal |
|               | LiReO$_3$ | $tP$ | [23] Tetragonal | $\begin{bmatrix} 0.9744 & 0 & 0 \\ 0 & 0.9744 & 0 \\ 0 & 0 & 1.0956 \end{bmatrix}$ |
|               | Li$_2$ReO$_3$ | $tP$ | [23] Tetragonal |
| Pyrophosphate | LiFeP$_2$O$_7$ | $mP$ | [24] Monoclinic | $\begin{bmatrix} 0.9667 & 0 & 0.0033 \\ 0 & 1.0157 & 0 \\ 0.0033 & 0 & 0.9991 \end{bmatrix}$ |
|               | Li$_2$FeP$_2$O$_7$ | $mP$ | [24] Monoclinic |
|               | VP$_2$O$_7$ | $mP$ | [25] Monoclinic | $\begin{bmatrix} 1.0072 & 0 & -0.0254 \\ 0 & 1.0310 & 0 \\ -0.0254 & 0 & 0.9964 \end{bmatrix}$ |
|               | LiVP$_2$O$_7$ | $mP$ | [25] Monoclinic |
|               | NaFe$_3$(PO$_4$)$_2$(P$_2$O$_7$) | $oP$ | [26] Orthorhombic | $\begin{bmatrix} 1.0231 & 0 & 0 \\ 0 & 1.0209 & 0 \\ 0 & 0 & 0.9951 \end{bmatrix}$ |
|               | Na$_4$Fe$_3$(PO$_4$)$_2$(P$_2$O$_7$) | $oP$ | [26] Orthorhombic |
|               | $\beta$-NaFeP$_2$O$_7$ | $aP$ | [27] Triclinic | $\begin{bmatrix} 1.0185 & -0.0108 & -0.0254 \\ -0.0108 & 1.0068 & -0.0156 \\ -0.0254 & -0.0156 & 1.0091 \end{bmatrix}$ |
|               | Na$_2$FeP$_2$O$_7$ | $aP$ | [27] Triclinic |
| Compound           | Bravais Lattice | Symmetry | Transformation Pathway | Stretch Tensor         |
|--------------------|-----------------|----------|------------------------|------------------------|
| Fluorophosphate VPO$_4$F $mC$ [28] | Monoclinic | $\rightarrow$ | $\begin{bmatrix} 1.0607 & 0.0090 & 0.0155 \\ 0.0090 & 0.9648 & 0.0107 \\ 0.0155 & 0.0107 & 1.0683 \end{bmatrix}$ |
| LiVPO$_4$F $aP$ [28] | Triclinic | | $\begin{bmatrix} 1.0110 & 0.0181 & -0.0186 \\ 0.0181 & 1.0360 & -0.0259 \end{bmatrix}$ |
| Li$_2$VPO$_4$F $mC$ [28] | Monoclinic | | $\begin{bmatrix} -0.0186 & -0.0259 & 1.0270 \end{bmatrix}$ |
| VPO$_4$F $mC$ [29] | Monoclinic | $\rightarrow$ | $\begin{bmatrix} 1.0849 & -0.0105 & 0.0356 \\ -0.0105 & 0.9243 & 0.0063 \end{bmatrix}$ |
| NaVPO$_4$F $mC$ [29] | Triclinic | | $\begin{bmatrix} 0.0356 & 0.0063 & 1.1305 \end{bmatrix}$ |
| NaFePO$_4$F $oP$ [30] | Orthorhombic | | $\begin{bmatrix} 1.0217 & 0 & 0 \\ 0 & 0.9808 & 0 \end{bmatrix}$ |
| Na$_2$FePO$_4$F $oP$ [30] | Orthorhombic | | $\begin{bmatrix} 0 & 0 & 1.0351 \end{bmatrix}$ |

Supplementary Table 7: Database of representative intercalation compounds. # The symbols for Bravais lattices follow the nomenclature used in the International Union of Crystallography tables [31]. This column lists the experimentally documented Bravais lattice symmetries from Ref. [3, 9–30]. Specifically, c, h, t, o, m and a stand for cubic, hexagonal, tetragonal, orthorhombic, monoclinic and triclinic respectively. *Our theoretical framework predicts multiple structural transformation pathways for these compounds. In our calculations, we choose the structural transformation pathway (i.e., the stretch tensor) that describes a symmetry lowering transformation. This is because these transformations generate two or more variants and are suitable to form energy minimizing twin deformation microstructures.
Supplementary Table. 8 lists the middle eigenvalues and total volume of intercalation cathodes that undergo a symmetry lowering transformation in Study 1. These results are summarized in the polar plots shown in Fig. 5 of the main paper.

| Transformation    | Symmetry          | Eigenvalues of C | $\lambda_2(I/U)$ | detU  |
|-------------------|-------------------|------------------|------------------|-------|
| $Li_xMn_2O_4$     | Cubic $\rightarrow$ Tetragonal | $\{1.3421, 1, 0.7451\}$ | 0.9390 | 1.0541 |
| $x = 1 \rightarrow 2$ | $N = 3$           |                  |                  |       |
| $Li_xCrMnO_4$    | Cubic $\rightarrow$ Tetragonal | $\{1.1296, 1, 0.8853\}$ | 0.9916 | 1.0494 |
| $x = 1 \rightarrow 2$ | $N = 3$           |                  |                  |       |
| $\alpha$-$Li_xVOPO_4$ | Monoclinic $\rightarrow$ Triclinic | $\{1.0571, 1, 0.9459\}$ | 0.9824 | 1.0472 |
| $x = 0 \rightarrow 1$ | $N = 2$           |                  |                  |       |
| $Li_xVPO_4F$     | Monoclinic $\rightarrow$ Triclinic | $\{1.0564, 1, 0.9466\}$ | 1.0996 | 1.0928 |
| $x = 0 \rightarrow 1$ | $N = 2$           |                  |                  |       |
| $Na_xVPO_4F$     | Monoclinic $\rightarrow$ Triclinic | $\{1.0508, 1, 0.9516\}$ | 1.1374 | 1.1323 |
| $x = 0 \rightarrow 1$ | $N = 2$           |                  |                  |       |
| $Na_xFeSO_4F$   | Monoclinic $\rightarrow$ Triclinic | $\{1.0072, 1, 0.9928\}$ | 0.9045 | 0.8574 |
| $x = 1 \rightarrow 0$ | $N = 2$           |                  |                  |       |
| $Li_xVPO_4F$     | Monoclinic $\rightarrow$ Triclinic | $\{1.0624, 1, 0.9413\}$ | 0.9880 | 0.9308 |
| $x = 2 \rightarrow 1$ | $N = 2$           |                  |                  |       |

Supplementary Table 8: Candidate cathode materials from the database of representative intercalation compounds. Here eigenvalues of $C = (FG^{-1})^TFG^{-1}$ can be derived by solving Eq. (S.3). $\lambda_2$ value can be obtained by solving Eq. (S.7).
Supplementary Table 9 lists the self-accommodation geometric constraints of cathode materials, which have a monoclinic symmetry in the reference phase. We note that although some intercalation cathodes satisfy $|\det M - 1| \to 0$, these compounds do not satisfy the other geometric constraints $0 < M_{11} < 1 + \delta^2$ and $0 < M_{33} < 1$ necessary to form self-accommodating microstructures.

| Transformation         | $M$                        | $\det M$ | $1 + \delta^2$ | $M_{11}$ | $M_{33}$ |
|------------------------|-----------------------------|----------|-----------------|----------|----------|
| $\alpha$-Li$_{0\rightarrow1}$VOPO$_4$ | $\begin{bmatrix} 1.0181 & -0.0003 & 0.0056 \\ -0.0003 & 0.7676 & -0.0589 \\ 0.0056 & -0.0589 & 1.1715 \end{bmatrix}$ | 0.9119   | 1.0001         | 1.0181   | 1.1715   |
| Li$_{0\rightarrow1}$VPO$_4$F | $\begin{bmatrix} 0.8908 & -0.0361 & -0.0239 \\ -0.0361 & 1.0741 & -0.0425 \\ -0.0239 & -0.0425 & 0.8787 \end{bmatrix}$ | 0.8373   | 1.0008         | 0.8908   | 0.8787   |
| Na$_{0\rightarrow1}$VPO$_4$F | $\begin{bmatrix} 0.8544 & 0.0465 & -0.0539 \\ 0.0465 & 1.1702 & -0.0279 \\ -0.0539 & -0.0279 & 0.7857 \end{bmatrix}$ | 0.7799   | 1.0006         | 0.8544   | 0.7857   |
| Na$_{1\rightarrow0}$FeSO$_4$F | $\begin{bmatrix} 0.8952 & 0.0007 & 0.0766 \\ 0.0007 & 1.4186 & 0.0083 \\ 0.0766 & 0.0083 & 1.0777 \end{bmatrix}$ | 1.3603   | 1              | 0.8952   | 1.0777   |
| Li$_{2\rightarrow1}$VPO$_4$F | $\begin{bmatrix} 1.1181 & -0.0568 & 0.0478 \\ -0.0568 & 1.0041 & -0.0266 \\ 0.0478 & -0.0266 & 1.0337 \end{bmatrix}$ | 1.1543   | 1.0009         | 1.1181   | 1.0337   |

Supplementary Table 9: Self-accommodating condition check for candidate cathode materials with a monoclinic reference phase. More details can be found in Ref. [1] Section 3.4.
Supplementary Table. 10 lists the cofactor conditions for intercalation cathodes (Study 1) that undergo symmetry lowering transformation. Of these conditions, $\lambda_2 = 1$ is found to be the most dominant condition [8] and the results are summarized in Fig. 5(b) of the main paper.

| Transformation | $\lambda_2$ | $\mathbf{a} \cdot \text{Ucof}(\mathbf{U}^2 - \mathbf{I})\mathbf{n} = 0$ | $\text{tr}\mathbf{U}^2 - \text{det}\mathbf{U}^2 - \frac{|\mathbf{a}|^2|\mathbf{n}|^2}{4} - 2 \geq 0$ |
|---------------|------------|---------------------------------|---------------------------------|
| Li$_{1\rightarrow2}$Mn$_2$O$_4$ | 0.9390 | 0.0031 | 0.0036 |
| Li$_{1\rightarrow2}$CrMnO$_4$ | 0.9916 | 0.0001 | -0.0020 |
| $\alpha$-Li$_{0\rightarrow1}$VOPO$_4$ | 0.9824 | 0 | 0.0472 |
| Li$_{0\rightarrow1}$VPO$_4$F | 1.0996 | -0.0002 | 0.0029 |
| Na$_{0\rightarrow1}$VPO$_4$F | 1.1374 | -0.0004 | 0.0294 |
| Na$_{1\rightarrow0}$FeSO$_4$F | 0.9045 | 0 | 0.0273 |
| Li$_{2\rightarrow1}$VPO$_4$F | 0.9880 | 0 | -0.0020 |

Supplementary Table 10: Cofactor condition check for candidate cathode materials. More information can be found in [8].
### Supplementary Table 11: Performance summary of intercalation compounds under cycling.

| Compounds | Voltage window | $|\det \mathbf{U} - 1|/ |\lambda_2 - 1|$ | # of cycles | C rate | Capacity | Ref. | Notes |
|-----------|----------------|-----------------|-------------|---------|----------|------|-------|
| $\beta - \text{Li}_{1-2}\text{IrO}_3$ | 2.0V-4.0V | 0.0045 | 0.0190 | 30 | C/10 | 95% | [32] |
| $\beta - \text{Li}_{0.35-1}\text{IrO}_3$ | 4.0V-4.45V | 0.0132 | 0.0170 | 30 | C/10 | 86% | [32] |
| Na$_{1-2}$FeP$_2$O$_7$ | 2.5V-4.0V | 0.0337 | 0.0372 | 1000 | 100 mA/g | 91% | [33] |
| Li$_{0.4-2}$Ru$_{0.75}$Sn$_{0.25}$O$_3$ (LRSO) | 2.0V-4.6V | 0.0340 | 0.0311 | 60 | C/10 | 88% | [34] |
| Li$_{0.14-1}$Ni$_{0.13}$Mn$_{0.54}$Co$_{0.13}$O$_2$ (Li-rich NMC-I) | 2.0V-4.8V | 0.0302 | 0.0202 | 25 | C/5 | 82% | [35] |
| Na$_{0.5-1}$Fe$_3$(PO$_4$)$_2$(P$_2$O$_7$) | 1.7V-4.5V | 0.0394 | 0.0423 | 100 | C/5 | 86% | [36] |
| $\beta - \text{Li}_{0-0.35}\text{IrO}_3$ | 4.45V-4.8V | 0.0431 | 0.0590 | 30 | C/10 | 49% | [32] |
| Na$_{0.5-1}$NbO$_2$ | 0.0V-2.0V | 0.0457 | 0.0068 | 600 | 30 mA/g | 82% | [37] |
| Li$_{0.14-1.44}$Ni$_{0.13}$Mn$_{0.54}$Co$_{0.13}$O$_2$ (Li-rich NMC-II) | 1.2V-4.8V | 0.0517 | 0.0390 | 25 | C/5 | 68% | [35] |
| Li$_{1-2}$Mn$_2$O$_4$ | 2.2V-3.3V | 0.0541 | 0.0610 | 10 | 0.5mA/cm$^2$ | 42% | [38] |
| Li$_{1-3}$Ti$_2$(PO$_4$)$_3$ | 2.0V-3.4V | 0.0651 | 0.0280 | 40 | C/10 | 77% | [39] |
| Li$_{0.2-1.2}$Ti$_{0.4}$Mn$_{0.4}$O$_2$ (LTMO) | 1.5V-4.8V | 0.0653 | 0.0431 | 50 | 10 mA/g | 65% | [40] |
| Li$_{0-1}$FePO$_4$ | 2.0V-4.5V | 0.0699 | 0.0760 | 100 | 750 mA/g | 64% | [41] |
| Li$_{0-1}$Mn$_2$O$_4$ | 3.5V-4.3V | 0.0846 | 0.0556 | 200 | C/2 | 61% | [42] |
| Li$_{0-1}$FeSO$_4$F | 2.5V-4.2V | 0.1156 | 0.0496 | 50 | C/10 | 92% | [20] |
| Na$_{0-1}$FePO$_4$ | 2.2V-4.3V | 0.1749 | 0.1221 | 50 | 7.5 mA/g | 88% | [43] |
| Na$_{0-1}$VPO$_4$F | 3.0V-4.5V | 0.2201 | 0.1374 | 20 | 10 mA/g | 74% | [45] |
| Na$_{0-1}$MnPO$_4$ | 2.5V-4.5V | 0.2334 | 0.1525 | 20 | C/20 | 64% | [46] |

Supplementary Table 11: Performance summary of intercalation compounds under cycling.
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