ACFNet: Adaptively-Cooperative Fusion Network for RGB-D Salient Object Detection
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Abstract The reasonable employment of RGB and depth data show great significance in promoting the development of computer vision tasks and robot-environment interaction. However, there are different advantages and disadvantages in the early and late fusion of the two types of data. Besides, due to the diversity of object information, using a single type of data in a specific scenario tends to result in semantic misleading. Based on the above considerations, we propose an adaptively-cooperative fusion network (ACFNet) with ResinRes structure for salient object detection. This structure is designed to flexibly utilize the advantages of feature fusion in early and late stages. Secondly, an adaptively-cooperative semantic guidance (ACG) scheme is designed to suppress inaccurate features in the guidance phase. Further, we proposed a type-based attention module (TAM) to optimize the network and enhance the multi-scale perception of different objects. For different objects, the features generated by different types of convolution are enhanced or suppressed by the gated mechanism for segmentation optimization. ACG and TAM optimize the transfer of feature streams according to their data attributes and convolution attributes, respectively. Sufficient experiments conducted on RGB-D SOD datasets illustrate that the proposed network performs favorably against 18 state-of-the-art algorithms.
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1 Introduction

For the interaction between robots and the environment, only using RGB image information is easy to form misjudgment, so depth information is an important tool for robots. The maximum use of depth images will greatly improve the salient object detection (SOD) results and promote the development of human-computer interaction. With the progress of sensor accuracy and the maturity of industrial technology, some off-shelf RGB-D sensors have been widely adopted by robot systems. This trend will be more pronounced as the cost of depth sensors decreases. Compared with RGB image information, depth information is more robust in some specific scenes. Therefore, using depth information and RGB data at the same time is of great significance to enhance the robot’s perception of the environment.

Salient object detection simulates human visual attention to find salient object areas in the field of vision. It has been widely used in computer vision tasks, such as pedestrian Re-ID [65], foreground analysis [20] [19], semantic segmentation [56] and so on. The early SOD methods are mainly based on low-level features and hand-crafted features [2] [13] [29], but the design of these features requires strong prior knowledge and the generalization ability of the model is weak. With the development of deep learning, deep features with strong semantic information are used for multi-level feature fusion, which greatly improves model performance.

RGB images have rich color data which includes the appearance information and texture details of the objects. But sometimes the color information can be deceptive and lead to the misjudgment of the object’s environment. Depth images have robust structural information in certain situations. However, depth images
Fig. 1: Visual comparison of our method and other approaches. (a) RGB (b) Depth (c) GT (d) Ours (e) S2MA [35] (f) D3Net [16]. Given depth images like (b), how to balance the influence of depth data and RGB data to accurately detect salient objects? The depth information of the first row is easy to lead to misjudgment, so that the right half of the house (e) is lost. The depth data in the 2nd row is helpful to accurately identify the right half of the doll, which is not fully utilized by (e) and (f).

are not sensitive to the internal details on the plane, as shown in Fig.1. Therefore, excellent algorithms [4] [63] [51] based on the two kinds of data are constantly proposed.

In order to better introduce our algorithm, according to the fusion structure, we follow [68] [5] to roughly divide the existing network into three main structures: input fusion [21] [12] [67], early fusion [5], late fusion [48] [20] [50] [35], and multi-scale fusion [9] [28] (as shown in Fig.2 (a) (b) (c) (d)). Most papers pay more attention to the encoder stage for the classification of fusion methods. According to [68], we further divide the late fusion into later fusion [35] and late result fusion [28] as shown in Fig.2 (c).

In general, the early fusion structure can comprehensively utilize the rich details of the two kinds of low-level features, but the noise of low-level features, the unhelpful data in special cases (especially the depth images), and the lack of semantic information may mislead deeper features. The late fusion structure can better judge the validity of the two types of input at the semantic level, but due to the different environments of salient objects, sometimes the advantages of comprehensively inferring based on lower-level features are weakened. Therefore, how to dynamically balance the advantages of early fusion and late fusion is the key issue of our research. In addition, the valueless depth images (depth data in the 9th row of Fig.5) or the undecidable nature of some RGB images (RGB data in the 2nd row of Fig.5) can also have a serious negative impact on the results. [16] proposed a depth depurator unit (DDU) to determine whether to use RGB-D generated results or RGB only generated results (Fig.2 (a)).

In this paper, we design an adaptively-cooperative fusion network (ACFNet) based on RGB information semantic guidance and depth information semantic guidance. Firstly, we design a network structure of three encoders and three decoders, which has the advantages of early fusion and late fusion. We not only send the stage features (R2’,R3’,R4’,D2’,D3’,D4’) of Decoder1-R and Decoder1-D in Fig.2 to Decoder2-F but also use the final outputs of their respective decoders as inputs for strong semantic guidance. Because the final outputs of the first two ResNets (FPN outputs of Encoder1-R and Encoder1-D) are the inputs of the 3rd ResNet and the combination of the FPN outputs and the stage outputs form the residual structure at the macro level, this structure is named ResinRes. Secondly, in order to avoid the inaccurate guidance of strongly semantic information of RGB features or depth features, a gate unit is designed to evaluate the semantic credibility to suppress the bias guidance. Finally, a type-based attention module is adopted to further enhance the final output of each FPN. Our contributions are summarized as follows:

(1) We propose a ResinRes network structure, which flexibly utilizes the advantages of early and late fusion. A adaptively-cooperative semantic guidance (ACG) scheme is designed to facilitate the adaptive cooperation of different semantic features.

(2) An type-based attention module (TAM) is proposed to optimize features and enhance the perception of different scale objects. ACG and TAM optimize the transfer of feature streams according to the data attribute and convolution attribute of features respectively.

(3) Sufficient experiments conducted on 8 RGB-D SOD datasets illustrate that our model performs favorably against 16 state-of-the-art algorithms. To prove the universality of the proposed model, we also verified the model effect on an RGB-NIR dataset for the multi-spectral SOD task. The model performs favorably against 6 state-of-the-art algorithms for RGB-NIR SOD.
2 RELATED WORK

2.1 Salient Object Detection with Multiple Cues

Early salient object detection (SOD) is mainly based on hand-crafted features and low-level features, such as color contrast, center prior, etc. With the development of deep learning, convolutional neural networks using multi-scale features have become the dominant method. The U-shaped network represented by FPN and UNet has become the current mainstream structure. In order to further obtain a more accurate pixel-level prediction of salient objects, scholars use a variety of cues to train better models. These cues include edge cue, eye fixation cue, central region cue, multi-spectral cue, and depth information cue. We use edge guidance to improve algorithm performance.

With the development of sensors collecting depth information, depth data has become an important cue to improve the saliency detection effect. A large number of outstanding algorithms for salient object detection based on RGB-D images have been proposed. As a representative method of input fusion, uses a depth-enhanced dual attention mechanism to strengthen the mask-guided attention.

Inspired by this idea, we design a type-based attention module (TAM).

3 PROPOSED METHOD

In this section, we first introduce the design motivation of the ResinRes network structure. Then we explore the implementation of adaptively-cooperative semantic guidance (ACG) scheme. Finally, we discuss the details of the type-based attention module (TAM).

3.1 ResinRes Structure

In the previous work, input fusion, early fusion, late fusion, and other fusion schemes have been explored. Early fusion is helpful to promote comprehensive inferring of low-level features. However, late fusion comprehensively judges the credibility of two types of data at the semantic level, which helps to prevent the local noise of individual low-level features from being amplified at the semantic level. Therefore, we design a Resin-
Fig. 2: Different network architecture design. We define the output features of each stage in the FPN structure. On the left side of each picture, red, green, and blue squares represent RGB images and gray squares represent depth maps. The red areas in the middle represent the encoders. The yellow parts on the right represent the decoder and output. The orange arrow on the right side of figure (a) indicates whether to use the 1st or 2nd network of figure (a) according to the output similarity of the 2nd and 3rd network. The 3 networks in figure (a) represent different inputs: RGB, RGB-D (input fusion), and D. (b), (c) and (d) represent early fusion, late fusion, and multi-scale fusion respectively. (e) is a special case of (d).

3.2 Adaptively-Cooperative Semantic Guidance

The ResinRes structure synthesizes multiple fusion structures. Therefore, it is also a special case of multi-scale fusion. In this section, we further design an adaptively cooperative semantic guidance (ACG) scheme to dynamically balance their advantages (early fusion (EF), middle fusion (MF), and late fusion (LF)), fully exploit the depth information, and suppress invalid feature patterns. It is worth noting that we use the unsupervised gate unit to assist multi-modal feature fusion. Our gate unit is simple and easy to implement, and the parameter learning of the ACG module is formed spontaneously with the training process. Compared with [16], our ACG module suppresses and balances features within the network, rather than selecting final output results.

Specifically, R and D are features with rich semantic information generated by a single type of data. They are adopted to guide the low-level features R2’, D2’, and the final outputs R and D of ResNet-50s form a macro residual structure. Besides, they are sent together into another ResNet-50 encoder, so we call this structure ResinRes. Because of the structural symmetry of ACFNet, we only show the details of Encoder1-D on the right of Fig.3. In Encoder2-F, we remove stage 1 and stage 2 (the dotted line on the left side of Encoder2-F) of ResNet-50 to simplify the network.
Fig. 3: Adaptively-cooperative fusion Network. Encoder1 consists of two encoders, which are RGB image encoder (Encoder-R) and depth image encoder (Encoder-D). Decoder1 is composed of two feature pyramid networks (FPN), which integrate two kinds of multi-level features respectively. In the 2nd phase, the Encoder2-F takes the outputs of decoder 1 and encoder 1 as the inputs. The gate unit of ACG uses the outputs of the 5th stage of Encoder-R and Encoder-D to generate weights, which are used to adaptively regulate Encoder2-F. Decoder2 is also a feature pyramid network. After the output of each decoder, there is a type-based attention module (TAM) for feature enhancement. All encoders are ResNet-50. Stage 1,2 of Encoder2-F are removed. The top right corner shows the details of the network. In the lower right corner, we analyze the various fusion structures of ACFNet.

Different modalities), R3’, R4’, D3’, D4’, the side outputs of ResNet-50, are used for encoding materials in later stages. RGB features (R3’, R4’), depth features (D3’, D4’) and hybrid features (F3, F4) cooperate adaptively under the regulation of the ACG.

Considering the local inefficiency of depth data (the left side of the butterfly in Fig.3) and the local ambiguity of RGB data (the 1st row in Fig.3), in special cases, we propose the ACG module to evaluate the credibility of single modal semantic information. ACG synthetically compares the deepest features of Encoder1-R and Encoder1-D to allow the network to learn the weight of each guidance position. This process is similar to the classification prediction of input data in a classification network. The difference is that our prediction result is not the probability of a certain category, but the credibility of depth features and RGB features.

The specific process is as follows:

\[ G_{1r}, G_{2r}, G_{3r} = G_r = \text{Gap}(S(C^3(Cat(S_{5r}, S_{5d})))) \]  
\[ G_{1d}, G_{2d}, G_{3d} = G_d = \text{Gap}(S(C^3(Cat(S_{5r}, S_{5d})))) \]  

where S_{5r}, S_{5d} are the outputs of stage 5 of Encoder1-R and Encoder1-D, respectively. G_r and G_d correspond to the purple and green dots in Fig.3, ACG. Cat(·) stands for concatenation. C^3(·) represents convolution and batch normalization operations and it transforms the input feature into 3 channels. S(·) is sigmoid. Gap is global average pooling. Fig.3 shows the change process of feature shape (4096×H×W→3×H×W→3×1×1).

The input of each stage of Encoder2-F can be expressed as:

\[ I_1 = \text{Cat}(F_2 * 1, R * G_{1r}, D * G_{1d}) \]  
\[ I_2 = \text{Cat}(F_3 * 1, R_3' * G_{2r}, D_3' * G_{2d}) \]  
\[ I_3 = \text{Cat}(F_4 * 1, R_4' * G_{3r}, D_4' * G_{3d}) \]

When G_{1r} = G_{2r} = G_{3r} = G_{1d} = G_{2d} = G_{3d} = 0, the network can be considered as early fusion. When G_{1r} = G_{1d} = 1, G_{2r} = G_{2d} = G_{3r} = G_{3d} = 0, the late result fusion structure plays a leading role. Similarly, we can deduce the situation when middle fusion or later fusion is the dominant structure. The above are extreme cases. We introduce them in detail in the supplementary materials.

3.3 Type-Based Attention Module

To further improve the network performance, we use type-based attention modules (TAM) to enhance the output of each decoder (FPN). The widely used feature pyramid network (FPN) architecture is used to integrate the multiple output features of the encoder. Taking the 2nd phase decoder as an example, the spe-
cific process is as follows:

\[ F_{4\text{fpn}} = C_{3\times3}(F_4 + U(F_5)) \]
\[ F_{3\text{fpn}} = C_{3\times3}(F_3 + U(F_{4\text{fpn}})) \]
\[ F = C_{3\times3}(F_2 + U(F_{3\text{fpn}})) \]

The dilated convolution has a larger receptive field than normal convolution, and the mixture of convolutions with various dilation rates \([8, 56]\) is beneficial to the perception of salient objects of different scales \([41]\). Inspired by the SAC module of \([41]\), we design a type-based attention module (TAM) to maximize the ability of different types of convolution in different scenarios, as shown in Fig. 4. We design a multi-layer perception for each type of convolution to evaluate the contribution of each type of feature. The traditional channel attention module \([57]\) to enhance the expression ability of features at the spatial dimension. The process is as follows:

\[ I_{1\times1}, I_{3\times3} = C_{1\times1}(I), C_{3\times3}(I) \]
\[ I_{3\times3-3}, I_{3\times3-5}, I_{3\times3-7} = C_{3\times3-3}(I), C_{3\times3-5}(I), C_{3\times3-7}(I) \]
\[ G = MLP(\text{Flatten}(\text{Gap}(F))) \]
\[ T_A = C_{3\times3}^{64}(\text{Cat}(F_{1\times1} \ast G_1, F_{3\times3} \ast G_2, F_{3\times3-3} \ast G_3, F_{3\times3-5} \ast G_4, F_{3\times3-7} \ast G_5)) \]

Where \( I \) is the input feature, \( C_{3\times3-3}(\cdot) \) denotes convolution, batch normalization and sigmoid operations. \( 3 \times 3 - 3 \) represents \( 3 \times 3 \) convolution and dilation ratio is 3, \( F_{3\times3-3} \) represents the feature obtained by \( C_{3\times3-3} \). Gap is the global average pooling in the spatial dimension. The shape of Gap(F) is \( 64 \times 1 \times 1 \). Flatten(\cdot) is flatten operation. MLP is a multi-layer perceptron composed of fully-connected layers. The numbers of neurons in three layers (MLP) are 64-4-1. To save space, we use Eq.11 to represent the calculation process of \( G_1, G_2, G_3, G_4, G_5 \). The superscript of \( C_{3\times3}^{64} \) means that the input feature is transformed into 64 channels by a convolution operation.

After reallocating weights to the features obtained by different types of convolution, we use the spatial attention module \([57]\) to enhance the expression ability of features at the spatial dimension. The process is as follows:

\[ F_{SA} = T_A \times C_{3\times3}^{1}(\text{Cat}(\text{Gap}(F_{TA}), \text{Gmp}(F_{TA}))) \]
\[ \text{output} = C_{3\times3}(I + F_{SA}) \]

It is worth noting that \( \text{Gap} \) and \( \text{Gmp} \) are global average-pooling and global max-pooling on the channel axis, respectively.

\[ L = L_{bce} + L_{iou} \]

Binary cross entropy (BCE) loss and a IoU loss are adopted to supervise the outputs.

\[ L_{bce} = -\sum_{(x, y)}[G(x, y)\log(P(x, y))+(1-G(x, y))\log(1-P(x, y))] \]

where \( P(x, y) \in [0, 1] \) is the prediction value of saliency map at pixel \((x, y)\). \( G(x, y) \in [0, 1] \) is the ground truth (GT) label of the point \((x, y)\).

IoU loss evaluates the similarity between the prediction result and GT from a holistic perspective rather than from a single pixel.

\[ L_{iou} = 1 - \frac{\sum_{(x, y)}[G(x, y) \ast P(x, y)]}{\sum_{(x, y)}[P(x, y) + G(x, y) - G(x, y) \ast P(x, y)]} \]

5 EXPERIMENTS

5.1 Datasets and Evaluation Metrics

We verify the effectiveness of our proposed algorithm on 8 datasets. \( \text{NJUD} \) \([30]\) contains 1,985 RGB images with corresponding label and depth images, which are from Internet and stereo camera. \( \text{NLPR} \) \([37]\) (RGBD1000) contains 1,000 RGBD images obtained by Kinect. Some images have multiple salient objects. \( \text{RGBD135} \) \([1]\) contains 135 RGBD images captured by Kinect and the
In the test phase, input images are resized to 352 × 352. The maximum epoch is set to 30. We train the network using gradient descent (SGD) for the backbone and 5e-2 for other parts. Stochastic Linear decay and warm-up strategies are adopted in the training process. (288, 320, 352) are used for data augmentation. The 3rd one removes the 1,2 stages of ResNet-50. Random crop, random horizontal flip, and random size change are used during training. We follow the dataset partition of [6] [7] [5]. 

5.2 Implementation

We apply the ResNet-50 (pre-trained on ImageNet) as backbone. All three encoders are ResNet-50 and the 3rd one removes the 1,2 stages of ResNet-50. Random crop, random horizontal flip, and random size change strategy (288, 320, 352) are used for data augmentation. Linear decay and warm-up strategies are adopted in the training phase. Maximum learning rates are set to 5e-3 for the backbone and 5e-2 for other parts. Stochastic gradient descent (SGD) is used to train the network (momentum is 0.9, the weight decay is 5e-4). Batchsize is set to 16. The maximum epoch is set to 30. We train the model on a PC (16GB RAM, RTX 2080Ti GPU). In the test phase, input images are resized to 352 × 352.

5.3 Ablation Analysis

Structural analysis: The first 4 lines of Tab. 2 are input fusion (IF), early fusion (EF), late result fusion (LF), and three-stream structure (TSS). The EF and LF can be represented by the brief structure in the lower right corner of Fig. 3. The ResinRes structure combines the two structures. Fig. 2 (d) and the 2nd network in Fig. 2 (a) show TSS and IF, respectively. Experiments show that different network structures perform differently on different types of datasets. In the 6th line (without depth), the FPN structure is used to integrate all levels of features of a single encoder (ResNet-50) without using depth information. The 7th line is our ResinRes structure without gate unit. Due to the improvement of network complexity, the overall performance is better than the above structures. The 8th line indicates that the adaptive-cooperative semantic guidance (ACG) is added to the ResinRes structure. It is worth noting that here we change the activation function of the features regulated by the gate unit from ReLu to sigmoid to make ACG perform better. ACG helps the network suppress unreliable information and balance the EF and LF structures, which makes the network more flexible and performs better. In the last line, type-based attention modules (TAM) are added to further strengthen the network. The baseline is the same as the network structure of the 6th line experiment (ResNet50+FPN), but only BCE loss is used in the training process, which verifies the effectiveness of IoU loss.

Module analysis: To further verify the effectiveness of the proposed TAM module, more comparative experiments are shown in Tab. 3. The 1st line is the final network ACFNet with TAMS, as shown in the Fig 3. The 3rd line (TAM w/o MLP) removes the multi-layer perceptron (MLP) from the TAM. MLP is the key to adaptively adjust the influence of different convolution features. After removing the weight evaluation (MLP) of each type of feature in TAM, the effect of TAM becomes worse, as shown in Tab. 3 3rd line. The 2nd line (CAM-SE) adds a channel attention module (SE block) after concatenation operation on the basis of the 3rd line. It is worth noting that here we change the activation function of the features regulated by the gate unit from ReLu to sigmoid to make CAM perform better. CAM-SE directly adds different weights to all features in the channel dimension. CAM-SE is the traditional channel attention, while our method focuses more on the adaptive cooperation of different types of convolutions. Experiments show that TAM performs best.
Table 1: Quantitative evaluation. We compare 18 RGB-D SOD methods on 8 RGB-D datasets. The maximum and mean F-measure ($F_{max}$, $F_{avg}$, larger is better), weighted F-measure ($F_w$, larger is better), E-measure ($E_m$, larger is better), S-measure ($S_m$, larger is better) and MAE (smaller is better) of different salient object detection methods is shown in the table. The best three results are highlighted in red, blue and green. *: traditional methods.

e: a typical algorithm based on edge cues. n: representative algorithm without depth cues. -: the authors of the results 'a' represents ACFNet using data augmentation Due to space constraints, we didn’t show $F_{max}$ and $F_{avg}$.

| Model         | LPSF Dataset | NJUD Dataset | NLPF Dataset | RGBDEdge Dataset |
|---------------|--------------|--------------|--------------|------------------|
|               | $F_2 \uparrow$ | $E_m \uparrow$ | $S_m \uparrow$ | $MAE \downarrow$ |
| DES(BISUC)    | 0.272         | 0.465        | 0.441        | 0.414            |
| DCMC(SPL)*    | 0.579         | 0.842        | 0.742        | 0.161            |
| CDCP(ICCWW)*  | 0.497         | 0.737        | 0.654        | 0.206            |
| DF(TIP)       | 0.618         | 0.841        | 0.776        | 0.151            |
| CTMF(TCVB)    | 0.695         | 0.851        | 0.796        | 0.120            |
| PCANet(CVPR)  | 0.714         | 0.846        | 0.800        | 0.113            |
| AFNet(ACCESS) | 0.671         | 0.810        | 0.788        | 0.114            |
| CFPF(CVPR)    | 0.775         | 0.867        | 0.828        | 0.088            |
| MRC(MIRROS)   | 0.663         | 0.840        | 0.789        | 0.132            |
| TANET(TIP)    | 0.718         | 0.845        | 0.801        | 0.111            |
| DMRA(ICC)     | 0.811         | 0.901        | 0.801        | 0.119            |
| D3Net(TNNSL)  | 0.756         | 0.860        | 0.822        | 0.099            |
| SMZC(AMAV)    | 0.772         | 0.876        | 0.819        | 0.094            |
| DaNet(AMAV)   | 0.749         | 0.875        | 0.834        | 0.082            |
| DCF(CVPR)     | 0.788         | 0.884        | 0.841        | 0.082            |
| cmSalGAN(TM16) | 0.787        | 0.870        | 0.853        | 0.097            |
| GCPNet(AAxA)  | 0.745         | 0.850        | 0.822        | 0.105            |
| ACFNet(a)     | 0.704         | 0.856        | 0.840        | 0.079            |

Table 2: Ablation experiments. The 1st, 2nd and 3rd lines are input fusion (IF), early fusion (EF), late result fusion (LF), and three-stream structure (TSS). The 5th line (w/o depth) is obtained by using only Decorder-I and FPN. Depth images are not used. ResinRes is the network we designed. The 7th line uses the ACG. The 8th line adds TAM based on the 7th line. We follow the previous work to use part of the datasets (relatively large datasets) to do ablation experiments.

| Model         | STEREO Dataset | NJUD Dataset | LPSF Dataset |
|---------------|----------------|--------------|--------------|
|               | $F_2 \uparrow$ | $E_m \uparrow$ | $S_m \uparrow$ | $MAE \downarrow$ |
| IF            | 0.416         | 0.914        | 0.892        | 0.049            |
| EF            | 0.384         | 0.915        | 0.906        | 0.048            |
| LF            | 0.815         | 0.918        | 0.903        | 0.015            |
| TSS           | 0.839         | 0.920        | 0.899        | 0.046            |

| Model         | RGBD Edge Dataset |
|---------------|-------------------|
|               | $F_2 \uparrow$ | $E_m \uparrow$ | $S_m \uparrow$ | $MAE \downarrow$ |
| Baseline      | 0.820         | 0.911        | 0.895        | 0.036            |
| w/o depth     | 0.843         | 0.932        | 0.902        | 0.046            |
| ResinRes      | 0.850         | 0.918        | 0.921        | 0.035            |
| ResinRes+G    | 0.860         | 0.920        | 0.898        | 0.041            |
| ResinRes+G+TAM| 0.856         | 0.922        | 0.896        | 0.041            |

<ref>Table 1</ref> <ref>Table 2</ref>
Table 3: Analysis of type-based attention module (TAM). The 1st line is the results of ACFNet (Fig.3), where TAM is shown in Fig.6. In the 3rd line, all the MLP of each TAM is removed and the weights of features obtained by various types of convolution are not recalibrated. The 2nd line (CAM-SE) adds channel attention modules after concatenation operation on the basis of the 3rd line. The channel attention mechanism we use here is SE block [26].

| Model | STEREO \( F_x^y \uparrow \) | STEREO \( E_m^y \uparrow \) | MAE \( S_m^y \uparrow \) | SIP \( F_x^y \uparrow \) | SIP \( E_m^y \uparrow \) | MAE \( S_m^y \uparrow \) | NJUD \( F_x^y \uparrow \) | NJUD \( E_m^y \uparrow \) | MAE \( S_m^y \uparrow \) | LFSD \( F_x^y \uparrow \) | LFSD \( E_m^y \uparrow \) | MAE \( S_m^y \uparrow \) |
|-------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|
| TAM   | .856 .922 .904 .041 | .841 .925 .857 .045 | .876 .919 .911 .039 | .850 .869 .853 .083 | | | | | | | | |
| NJUD  | | | | | | | | | | | | |
| LFSD  | | | | | | | | | | | | |
| TAM-w/o MLP | .851 .918 .903 .042 | .834 .923 .886 .049 | | | | | | | | | |
| CAM-SE | .855 .917 .902 .041 | .826 .916 .876 .052 | .878 .908 .914 .039 | .780 .859 .836 .087 | | | | | | | |

**Decoder analysis:** The basic structure of the decoder can be divided into 2 types (parallel and progressive). FPN is representative of progressive. Hypercolumn [24] is a representative of parallel. We make many attempts on the decoder structure of Encoder1-R and Encoder1-D respectively. As shown in Tab.4, R and D represent the decoder structure of Encoder1-R and Encoder1-D respectively. F represents the FPN structure. H represents the Hypercolumn structure. After experiments, our network decoders use the FPN structure uniformly.

Table 4: Decoder analysis. R and D represent the decoder structure of Encoder1-R and Encoder1-D respectively. F represents the FPN structure. H represents the Hypercolumn structure.

| Model | STEREO \( F_x^y \uparrow \) | STEREO \( E_m^y \uparrow \) | MAE \( S_m^y \uparrow \) | SIP \( F_x^y \uparrow \) | SIP \( E_m^y \uparrow \) | MAE \( S_m^y \uparrow \) | NJUD \( F_x^y \uparrow \) | NJUD \( E_m^y \uparrow \) | MAE \( S_m^y \uparrow \) | LFSD \( F_x^y \uparrow \) | LFSD \( E_m^y \uparrow \) | MAE \( S_m^y \uparrow \) |
|-------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|
| D-F, R-H | .855 .041 | .883 .039 | .830 .051 | .781 .092 | | | | | | | | |
| D-H, R-F | .858 .041 | .879 .038 | .835 .050 | .760 .094 | | | | | | | | |
| D-H, R-H | .855 .041 | .883 .038 | .842 .047 | .779 .087 | | | | | | | | |
| D-F, R-F | .859 .040 | .883 .017 | .847 .046 | .802 .079 | | | | | | | | |

5.4 Analysis of ACG

We show the ACG data analysis in Fig.6. The left figure of Fig.6 shows the average weights of \( G_{1r}, G_{2r}, G_{3r}, G_{1d}, G_{2d}, G_{3d} \) positions in all test datasets. The green line and purple line represent the weights of depth features and RGB features, respectively. The 2nd and 3rd figures in Fig.6 show the independent analysis of 8 test datasets. Here we use solid lines to represent \( G_{1r}, G_{2r}, G_{3r} \), and dotted lines to represent \( G_{1d}, G_{2d}, G_{3d} \). We can find that depth features are generally suppressed, which indicates that RGB data plays a leading role. In some datasets, depth information is suppressed seriously because of its low reliability. Because the depth information of RGBD135 is relatively reliable, we can even see that \( G_{2d} > G_{2r} \). Besides, because feature \( R' \) is the deepest RGB feature with rich semantic information, its weight is usually high. \( R \) is the final output feature of pure RGB data through the FPN structure, so its weight is also high. The above regulation is a global dynamic process.

We show the values of \( G_{1r} \) and \( G_{1d} \) for specific images in Fig.5. The green number and the purple number represent the values of the weight \( G_{1r} \) and \( G_{1d} \) of the RGB and Depth data of each picture respectively. From top to bottom, the credibility and utilization value of depth images are declining. This is consistent with our intuitive feelings.

On the penultimate row (Fig.5), our model spontaneously find that the depth feature has high credibility, so it automatically gives a high weight (\( G_{1d} = 0.591 \)) to the depth feature of the statue of liberty, which helps our model detect more accurately. Compared with the algorithms without depth information (SCRN [59], GC-PANet [10], ResNet50+FPN) and other structures (IF, EF, LF, TSS), our algorithm has obvious advantages. In the last row, GCPANet misjudged the left half of the lighter because it didn’t use the depth data. In addition, the EF structure in the last row and the DMRA algorithm [29] in the 10th row both rely too much on the depth information (the right half of the depth data is inaccurate), resulting in misjudgment of the right half of the lighter. The above experiments show that ACG plays a key role in balancing the influence of different types of features.

5.5 Visual Analysis of The Second Phase

We show the feature visualization results of Encoder2 and Decoder2 in Fig.7. In Encoder2, \( F_3 \) is obtained from the low-level features \( R_{2'}, D_{2'} \) and guidance features \( R, D \). \( F_4 \) is obtained from features \( R_{3'}, D_{3'} \) and \( F_3 \). \( F_5 \) is obtained from features \( R_{4'}, D_{4'} \) and \( F_4 \). The above inferring process is consistent with Fig.3. We add red circles to the features \( R \) and \( D \) obtained from the single-mode data to indicate the error locations. The blue circles highlight the correct part of the features. The weights of the features regulated by ACG are marked by black numbers. The features in the blue boxes are the feature maps of each stage of the Decoder2 (FPN), which are consistent with Eq.6-8. Fea-
Fig. 5: Qualitative comparisons with state-of-the-art algorithms. From top to bottom, the credibility and utilization value of depth images are decreasing. In the last two rows, the results of the algorithms (SCRN, GCPANet, ResNet-50+FPN) without depth data and the saliency maps of different structures (IF, EF, LF, TSS) are compared.

The feature TAM is the output feature optimized by the TAM module.

In Fig. 7, the depth maps of the first two examples are relatively accurate, so the weight of feature $D$ is relatively high. The feature $D$ in the first example plays a leading role due to its accuracy and successfully suppresses the background interference in feature $R$. The features $R$ and $D$ in the second picture both have inaccurate positions, and these noises are successfully suppressed by adaptive cooperative fusion (ACG). The depth features in the last two examples will cause false guidance, so the weights are very low. The depth data in the third example is not helpful for the specific location of the object, so the weight of $R$ is far greater than that of $D$. All the above processes are realized spontaneously by the network, which can prove the effectiveness of adaptively cooperative semantic guidance.
5.6 Comparison with State-of-the-arts

**RGB-D salient object detection:** We compare the proposed method with 18 state-of-the-art methods, including DES [14], DCMC [15], CDCP [69], DF [43], CTMF [23], PCANet [6], AFNet [51], CPFP [63], MMCI [7], TANet [4], DMRA [39], D3Net [16], S2MA [35], DANet [67], CTMF [23], PCANet [6], AFNet [51], CPFP [63], MMCI [7], TANet [4], DMRA [39], D3Net [16], S2MA [35], DANet [67], CTMF [23], PCANet [6], AFNet [51], CPFP [63], MMCI [7], TANet [4], DMRA [39], D3Net [16], S2MA [35], DANet [67]. Experiments show that our model also performs best in multi-spectral salient object detection task.

**Multi-spectral salient object detection:** To verify the universality of our model, we also verify our model on the new multi-spectral salient object detection (RGB-NIR) dataset [47], as shown in Table 5. The dataset contains 780 pairs of images. Each pair of images contains RGB images and near-infrared (NIR) images. We follow [47] to complete the experiments of supervised learning and unsupervised learning. In supervised learning, we complete the training in the training dataset of RGB-NIR SOD dataset and the test in the test dataset of RGB-NIR SOD dataset. In unsupervised learning, we adopt the same scheme to generate pseudo-NIR images of training dataset (MSRA-B) as [47]. We use MSRA-B (with paired pseudo-NIR images) as a training dataset. We test the trained model in the whole RGB-NIR dataset (780). Here we just verify the universality of the ACFNet. For details of experiment, please refer to [47].

We compare the proposed method with 6 state-of-the-art methods, including RC [12], LRK [45], CWS [22], FT [3], DCL [31], SOD8s+ [47]. Experiments show that our model also performs best in multi-spectral salient object detection task.

| Model       | $F_{\text{max}}$ | $F_{\text{avg}}$ | MAE  |
|-------------|------------------|------------------|------|
| RC          | 7.3              | 6.64             | 1.46 |
| LRK         | 6.64             | 5.66             | 1.79 |
| CWS         | 5.78             | 5.06             | 2.45 |
| FT          | 0.04             | 0.37             | 0.19 |
| DCL         | 8.37             | 7.79             | 0.77 |
| SOD8s+      | 8.50             | 8.03             | 0.66 |

| Model       | $F_{\text{max}}$ | $F_{\text{avg}}$ | MAE  |
|-------------|------------------|------------------|------|
| ACFNet      | 9.04             | 8.53             | 0.43 |

5.7 Quantitative Evaluation

Tab. 4 shows the results of the proposed model and 18 state-of-the-art SOD methods on 8 RGB-D datasets and also demonstrates that the ACFNet performs favorably against other state-of-the-art algorithms. Moreover, the PR curves (Fig. 7) show that our approach outperforms other methods. The model size is 83.76M. The computational complexity is 33.07GMac. Our network is a real-time fast network. The speed of GRNet is 0.030s (33FPS), which is faster than most previous algorithms (CTMF (0.63s), MMCI (0.05s), TANet (0.07s), DMRA (0.06s), CPFP (0.17s), D3Net (0.05s), DCF (0.032s), JL-DCP (0.111s), DANet (0.031s)).

5.8 Qualitative Evaluation

Fig. 5 shows the visual examples produced by ACFNet and others. From the top to the bottom, the utiliza-
Fig. 7: Visualizations of features. The red and blue circles represent the wrong and correct positions of the single-mode data analysis results, respectively. The visualization results of the features of each position in decoder2 are shown in the blue boxes. The black arrows indicate the feature transfer process of encoder2. From top to bottom, the ratio \( \frac{G1_d}{G1_r} \) is getting smaller. ACG makes the network more believe in the guidance of RGB feature \((R)\) and suppresses the depth feature \((D)\).

5.9 Failure Cases

For future scholars to design better algorithms, we provide some failure cases in Fig.8. Compared with Ground Truth and saliency maps, it can be found that neither the RGB SOD method (GCPANet \([10]\)) nor RGB-D SOD methods (S2MA \([35]\), D3Net \([16]\)) can locate the salient object accurately. (1) Cluttered background area. When the background around the object is cluttered and complex, and the depth information is not accurate, our algorithm can not accurately segment the edge of the salient object, as shown in the 1st row. (2)
The depth map is invalid. When the depth map in the 2nd row is not helpful to find the object, our method can not accurately locate the text on the plane. (3) Salient object is small. When the size of the 2nd and 3rd row objects are small, our algorithm ignores the small size salient objects. Because the size of the shallowest feature adopted by our algorithm is 88, which improves the speed of the model, but it may be unfavorable for finding small objects.

Fig. 8: Failure examples.

6 CONCLUSIONS

In this paper, we propose a ResinRes network structure, which combines the advantages of early fusion and late fusion. An adaptively cooperative semantic guidance (ACG) scheme is designed to facilitate the adaptive cooperation of different semantic features in the ResinRes network. We further propose a type-based attention module (TAM) to optimize features. ACG and TAM optimize the transfer of feature streams according to the data attribute (RGB and Depth) and convolution attribute (normal convolutions and dilated convolutions) of features respectively. Sufficient experiments conducted on 8 RGB-D SOD datasets demonstrate the superiority of our method. In the future, we may add recurrent structure to ACFNet to optimize performance and apply it to the RGB-T task to verify its usability. Besides, the ACG scheme may further improve its weight analysis accuracy through more complex structural design.
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