Evaluating the Resilience of Variational Quantum Algorithms to Leakage Noise
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As we are entering the era of constructing practical quantum computers, suppressing the inevitable noise to accomplish reliable computational tasks will be the primary goal. Leakage noise, as the amplitude population leaking outside the qubit subspace, is a particularly damaging source of error that error correction approaches cannot handle. However, the impact of this noise on the performance of variational quantum algorithms (VQAs), a type of near-term quantum algorithms that is naturally resistant to a variety of noises, is yet unknown. Here, we consider a typical scenario with the widely used hardware-efficient ansatz and the emergence of leakage in two-qubit gates, observing that leakage noise generally reduces the expressive power of VQAs. Furthermore, we benchmark the influence of leakage noise on VQAs in real-world learning tasks. Results show that, both for data fitting and data classification, leakage noise generally has a negative impact on the training process and final outcomes. Our findings give strong evidence that VQAs are vulnerable to leakage noise in most cases, implying that leakage noise must be effectively suppressed in order to achieve practical quantum computing applications, whether for near-term quantum algorithms and long-term error-correcting quantum computing.

I. INTRODUCTION

While quantum computing is one of the most promising new trends in information processing, the noisy qubits in the Noisy Intermediate-Scale Quantum (NISQ) era [1–6] limit its immediate applicability. Thus, correcting, mitigating, or avoiding the quantum errors to achieve valid computation results is a major topic in current era [7–21]. Variational quantum algorithms (VQAs) [32–30] have emerged as the one of leading candidates to achieve application-oriented quantum computational advantage on NISQ devices, owing to their hybrid quantum-classical approach which has potential noise resilience [31–33]. To date, VQAs have already been demonstrated successfully for a variety of machine learning tasks, such as classification [24, 27, 34], generative modeling [23, 35], optimization [36], and quantum chemistry problems [37–42].

Despite the continuing improvement of such experimental demonstrations, a critical question remains as to how noise affects the performance of VQAs. This issue has been explored extensively in recent years, with many valuable findings. Generally, the resilience of VQAs exists for a wide class of noise, as analyzed in Refs. [31–33]. Yet such noise resilience is highly limited as the noise level rising. As suggested in [43–47], large noise may leads to problems such as performance degradation or barren plateaus. Among all the works mentioned above, leakage error is not included in their error models, which is a notable omission given the severity of leakage error. Leakage error refers to the accidental qubit activations outside of the computational space in two-level quantum computers. Usual quantum error correction protocols cannot correct (and may even exacerbate) leakage error [48, 49]. Even if the probability of these leakage errors is modest, they will accumulate and eventually corrupt the error correction code. Thus, analyzing the impact of leakage error on VQAs is crucial for the near-term application of quantum computing.

In this paper, we investigate performance of VQAs with the occurrence of leakage error. We first analyze the effect model of leakage error in the execution of quantum circuits, and propose an expressibility measure that predicts the performance of variational ansatz with noiseless environment and leakage error. Next, based on the assumption of the leakage occurrence during two-qubit gates, the most typical leakage noise in superconducting quantum computing, we conduct numerical experiments to benchmark the impact of leakage error on applications of data fitting and data classification when using the widely used hardware-efficient ansatz, with varying the system size, circuit depth, and leakage probability. The simulation results of expressibility, data fitting and data classification all suggest VQAs are vulnerable to leakage error. Moreover, our results on chain, ladder and lattice processor also show that better connectivity architectures also do not contribute to leakage error immunity. This work facilitates a deeper understanding of how noise impacts the performance of VQAs, and provides new insight on the key issues of NISQ techniques.

II. THEORETICAL ANALYSIS

In this section, we will theoretically analyze the impact of leakage error on VQAs, including the measurement results and the expressibility.
A. Leakage Error in Quantum Circuits

As stated above, the phenomenon of leakage refers to the state activation out of the usual two-level computation space \(|0\rangle\) and \(|1\rangle\). Let’s first take a look at how leakage error affects the output of quantum computing. Take one-qubit for instance, the leakage noise introduces activated states as

\[ |\psi\rangle = \alpha_0 |0\rangle + \alpha_1 |1\rangle + \alpha_2 |2\rangle + \alpha_3 |3\rangle + \ldots \]

If high energy levels of the qubits, \(|2\rangle, |3\rangle\), etc, can be readout properly, one can directly utilize the post-selection strategy to rule out events with leakage errors. Thus, here we assume that states leaking to higher energy levels cannot be readout correctly, where their probabilities of being misread as \(|0\rangle\) and \(|1\rangle\) are \(\beta\) and \(1 - \beta\), respectively. In this case, the read populations of \(|0\rangle\) and \(|1\rangle\) are

\[ p_0 = |\alpha_0|^2 + \beta(1 - |\alpha_0|^2 - |\alpha_1|^2), \]
\[ p_1 = |\alpha_1|^2 + (1 - \beta)(1 - |\alpha_0|^2 - |\alpha_1|^2). \]

As a consequence, the expectation of any observable in \(|\psi\rangle\) is deviated from its original value. For instance, the expectation of \(O = \text{Diag}(\lambda_0, \lambda_1)\) will be

\[ \langle \psi | O | \psi \rangle \]
\[ = \lambda_0 (|\alpha_0|^2 + \beta(1 - |\alpha_0|^2 - |\alpha_1|^2)) \]
\[ + \lambda_1 ((|\alpha_1|^2 + (1 - \beta)(1 - |\alpha_0|^2 - |\alpha_1|^2)) \]
\[ = (|\alpha_0|^2 + |\alpha_1|^2) \langle \phi | O | \phi \rangle \]
\[ + (1 - |\alpha_0|^2 - |\alpha_1|^2)(\lambda_0 \beta + \lambda_1 (1 - \beta)), \]

in which \(|\phi\rangle = \frac{1}{\sqrt{|\alpha_0|^2 + |\alpha_1|^2}} (\alpha_0 |0\rangle + \alpha_1 |1\rangle)\).

For non-diagonal observable \(H\), there are two ways to perform the measurement—diagonalization and Pauli decomposition. For the diagonalization method, we implement the measurement by rotating the measurement basis to diagonalize \(H\):

\[ VHV^\dagger = \begin{pmatrix} \lambda_0 & 0 \\ 0 & \lambda_1 \end{pmatrix} \]

the expectation will be

\[ \langle \psi | H | \psi \rangle \]
\[ = \lambda_0 (|V_{00}|^2 \alpha_0 + V_{01} \alpha_1|^2 + \beta(1 - |\alpha_0|^2 - |\alpha_1|^2)) \]
\[ + \lambda_1 (|V_{10}|^2 \alpha_0 + V_{11} \alpha_1|^2 + (1 - \beta)(1 - |\alpha_0|^2 - |\alpha_1|^2)) \]
\[ = (|\alpha_0|^2 + |\alpha_1|^2) \langle \phi | H | \phi \rangle \]
\[ + (1 - |\alpha_0|^2 - |\alpha_1|^2)(\lambda_0 \beta + \lambda_1 (1 - \beta)). \]

For the Pauli decomposition method, we implement the measurement by sum of Pauli matrices \(H = \sum h_i \sigma_i\), the expectation will be

\[ \langle \psi | H | \psi \rangle \]
\[ = h_0 + h_1 \langle \psi | \sigma_x | \psi \rangle + h_2 \langle \psi | \sigma_y | \psi \rangle + h_3 \langle \psi | \sigma_z | \psi \rangle \]
\[ = (|\alpha_0|^2 + |\alpha_1|^2) \langle \phi | H | \phi \rangle \]
\[ + (1 - |\alpha_0|^2 - |\alpha_1|^2)(h_0 + (h_1 + h_2 + h_3)(2\beta - 1)). \]

FIG. 1. The 3-dimensional simplex \(\Delta^3\) and uniform distribution samples in it (corresponding to system size \(n = 2\)). The black dots are the samples \(F_{\text{uniform}}\), which distributes evenly inside the simplex. A well-performing ansatz should output similar samples. Our expressibility measure evaluate minus MMD distance between \(F_{\text{uniform}}\) and the ansatz’s output samples. The dashed lines inside the simplex are helpers to view the shape in depth.

We observe the two implementation methods will generally yield different expectation value for the same non-diagonal observable, which is due to the misreading mechanism stated above, and the limitation of rotation \(V\) in the 2-level computational space. Such results suggest the leakage state after a misreading channel cannot simply be viewed as pure or mixed 2-level states.

The direct effect of leakage is the deviation of the measurement results, determined by the population of higher-energy states, the misreading probability \(\beta\) and \(1 - \beta\), the observable \(H\), the measurement implementation. This gives us an intuitive impression on the impact of leakage error on quantum computing. As more qubits and gate operations are introduced, the analysis will become complicated, especially for VQAs, which would adjust the parameters of quantum operations during the training procedure. We thus propose a more powerful tool to evaluate the performance of VQAs with leakage error, by estimating the expressibility.

B. The Expressibility Measure for VQAs with Leakage error

VQAs utilize parameterized quantum circuit (PQC) models that can be trained for a variety of machine learning tasks. Given a fixed circuit structure, the operation of the PQC is parameterized by the variables \(\theta\), as illustrated in Fig. 2. We therefore denote the map from the parameters \(\theta\) to the quantum circuit as \(U(\cdot)\). To predict the performance of the corresponding VQAs before applying the PQC to a certain application, we need to evaluate the expressibility (or expressivity) of the map \(U(\cdot)\) [43, 50–53], which indicates its ability to generate eligible outputs for a general purpose. For in-
stance, Sukin Sim et al. quantify the expressibility by estimating the statistical properties of a PQC’s outputs, given uniformly distributed parameters \( \theta \) and a fixed initial state [53]. Specifically, they calculate the Kullback-Leibler (KL) divergence [54] of two distribution functions

\[
\text{Expr}_1(U) = D_{\text{KL}}(f_{U} \| f_{\text{Haar}}).
\]  

(1)

In Equation (1), the PQC is assigned with randomly generated parameters sampled from uniform distribution in \([0, 2\pi]\). \( f_{U_i} \) is the distribution function of the overlap \( F_U = |\langle \psi_1 | \psi_2 \rangle|^2 \) of the PQC’s arbitrary two outcomes given random parameters \( \theta \), and \( f_{\text{Haar}} \) is the distribution function of the overlap \( F_{\text{Haar}} = |\langle \phi_1 | \phi_2 \rangle|^2 \) of arbitrary two states in the uniform distribution (the Haar distribution) of the Hilbert space. The initial state of the ansatz is fixed as \( |0\rangle \). By comparing the fidelity distribution \( F_U \) and \( F_{\text{Haar}} \), Expr\(_1\) implies the ansatz’s capability of approximately generating outputs in Haar distribution, which meet the demand of applications like finding the ground state for an arbitrary Hamiltonian, or preparation of an arbitrary pure state.

However, Expr\(_1\) assumes the ansatz’s outputs are pure states, which is no more suitable for expressibility evaluation in the leakage case. As shown in Subsection II A, the expectation value of misread leakage state varies with the choice of measurement basis. To remove the Hilbert output space assumption of Expr\(_1\), we consider the outputs as real-valued vectors—the population of basis states. By computational basis measurement, the higher-energy states are read in a fixed way, which can then be viewed as the natural output of the ansatz. Any state with leakage solely corresponds to one real vector in the restricted hyperplane in \( \mathbb{R}^{2^n-1} \), which is also a standard simplex in \( \mathbb{R}^{2^n-1} \):

\[
\Delta^{2^n} := \{ (p_0, …, p_{2^n-2}) \in \mathbb{R}^{2^n-1} | \sum_{i=0}^{2^n-2} p_i < 1, \quad p_i \geq 0 \quad \forall i = 0, …, 2^n - 2 \}. \tag{2}
\]

We thus propose a real-valued output version method for expressibility estimation, as the uniformity of the ansatz outputs in the simplex \( \Delta^{2^n} \). Moreover, to cover higher-order statistics of the ansatz’s output distribution \( F_U \), we directly calculate the distance between \( F_U \) and the uniform distribution \( F_{\text{uniform}} \) in the simplex. For achieving efficient and robust high-dimensional distance evaluation, we choose the Maximum Mean Discrepancy (MMD) [55, 56]

\[
\text{MMD}(P, Q) := \| \mathbb{E}_{X \sim P}[\varphi(X)] - \mathbb{E}_{Y \sim Q}[\varphi(Y)] \|_{H^\varphi}, \tag{3}
\]

as the distance measure, in which \( \varphi(\cdot) \) is the function that maps the samples \( X, Y \) to the reproducing kernel Hilbert space. The expressibility of the ansatz \( U(\theta) \) is defined as the minus MMD distance, as

\[
\text{Expr}_2(U) = -\text{MMD}(F_U, F_{\text{uniform}}). \tag{4}
\]

By definition, it is easy to find \( \text{Expr}_2 = 0 \) if and only if \( F_U = F_{\text{uniform}} \), while a similar proposition is yet to be proven for Expr\(_1\) [53]. Replacing \( \varphi(\cdot) \) by a kernel \( k(x, y) = \langle \varphi(x), \varphi(y) \rangle_{H^\varphi} \), it is then efficient to estimate the MMD with the samples of \( F_U \) and \( F_{\text{uniform}} \) (noted as \( X_i, Y_i, i = 1, …, N \), respectively), as

\[
\text{MMD}(P, Q) \approx \frac{1}{N^2} \left| \sum_{i, j=1}^{N} k(X_i, X_j) + k(Y_i, Y_j) - 2k(X_i, Y_j) \right|, \tag{5}
\]

in which we use the kernel \( k(x, y) = e^{-\|x-y\|^2_\sigma} \). The parameter \( \sigma \) is taken as 0.01 in our calculation to optimize the prediction performance. The initial state of the ansatz is taken as \( |+\rangle \). Our proposed method enables us to comprehensively evaluate whether the output of the variational quantum circuit with different circuit parameters can be well spread into the entire output space (the simplex), that is, the high expressibility. Since we assume the outputs are real vectors, Expr\(_2\) is more suitable for predicting ansatz’s performance in machine learning applications like real data fitting or classification.

III. NUMERICAL EXPERIMENTS

The performance of VQAs heavily depends on the expressibility of the employed ansatz. However, different machine learning tasks and training methods may have different requirements for the output quantum states. We thus conduct numerical experiments to benchmark the actual impact of leakage error in various machine learning tasks, and validate the capability of prediction by our expressibility measure. For the sake of typicality, we consider the most commonly used hardware-efficient PQC ansatz [57–61], shown in Fig. 2, which consists of alternating trainable single-qubit layers and fixed entangling layers. For superconducting transmons, two-qubit gates constitute the dominant source of leakage, while single-qubit gates and measurement operations have negligible leakage probabilities which we ignore in the simulation. We model the leakage in CZ gates as an exchange between \(|11\rangle \) and \(|02\rangle \) during the CZ gate, i.e., \(|11\rangle \mapsto \sqrt{1 - 4L}|11\rangle + e^{i\phi}\sqrt{4L}|02\rangle \) and \(|02\rangle \mapsto \sqrt{1 - 4L}|02\rangle - e^{i\phi}\sqrt{4L}|11\rangle \), in which leakage probability \( L \) is typically \( 1.25 \cdot 10^{-3} \) [62, 63].
FIG. 3. The expressibility difference between ideal ansatz and ansatz with leakage error, varying with system size $n$, circuit depth $d$, and leakage probability $L$. In (a), we show an overall 3D heatmap of the expressibility difference. In (b-f), the five subfigures are the slices taken from (a), showing the case of different system sizes. In these figures, each lattice shows the average difference over 20 independent experiments. The average standard deviation of the means is about $5 \cdot 10^{-4}$.

Besides, we also assume the transitions phase $\phi = 0$ for simplicity. The misread coefficient $\beta$ is experimentally tunable and may be set as some specific values to minimize the effects of leakage in a certain computing task. We focus on the simplest case where higher-energy states are misread as $|1\rangle$ ($\beta = 0$) in the experiments, since it is generally more probable that higher-level state being misread as $|1\rangle$ other than $|0\rangle$ in most superconducting quantum systems. Eventually, there are only three hyperparameters in our experiments: the system size $n$, the depth of the circuit $d$, and the leakage probability $L$. In all the experiments below, we take uniformly random initial parameters at the start of training.

A. Expressibility Estimation

We first estimate the expressibility of the employed ansatz with noiseless environment and leakage error, respectively, by using the method proposed in Sec. II B. In our simulation, the hyperparameters are chosen as: system size $n = 2, \ldots, 6$, circuit depth $d = 1, \ldots, 6$ (We count the depth as the number of layers, which consist of trainable single-qubit layer and a fixed entangling layer, in the circuit, as shown in Fig. 2.), leakage probability $L$ proportionally ranges from $1.25 \cdot 10^{-4}$ to $1.25 \cdot 10^{-2}$. Under each combination of hyperparameters, we take 10000 samples from the circuit’s output distribution and the uniform distribution to estimate the expressibility. Figure 3 shows the expressibility difference between noiseless ansatz and ansatz with leakage error, $\text{Expr}_{\text{noiseless}} - \text{Expr}_{\text{leakage}}$. It can be observed that the noiseless ansatz always has a higher expressibility. Moreover, the expressibility difference rises as the leakage probability $L$ and circuit depth $d$ increase.

B. Data Fitting

Next we compare the performance of VQAs with noiseless environment and leakage error on the application of data fitting—the most fundamental functionality of machine learning models. We set initial states as $|+\rangle^\otimes n$, and randomly sample vectors from the uniform distribution in $\Delta^{2^n-1}$ as the targets. The loss function is the fidelity between the target distribution $q$ and the output $p(\theta)$ of VQA, as

$$f(\theta) = 1 - \left( \sum \sqrt{p_i(\theta) q_i} \right)^2,$$

where $\theta$ is the trainable parameters in the PQC.

Figure 4 shows the logarithm (in base 10) of the ratio of the loss values of VQAs with noiseless environment and leakage error at epoch 200. The ratio rises as the leakage probability $L$ and circuit depth $d$ increase, suggesting that more leakage occurs with increasing depth and leakage probability. The highest ratio $10^{6.57}$ is achieved in the case of $n = d = 6$, $L = 0.0125$, while the lowest ratio $10^{-0.28}$ is at in the case of $n = 4$, $d = 2$, $L = 0.000789$. In all the cases of these hyperparameters, the training of VQAs in the both noiseless and noisy environment converges. Figure 5 shows the loss curve during the training in the case that highest ratio appears,
FIG. 4. The logarithm of accuracy ratio of ideal ansatz and ansatz with leakage error, varying with system size $n$, circuit depth $d$, and leakage probability $L$. In (a), we show an overall 3D heatmap of the ratio logarithm. In (b-f), the five subfigures are the slices taken from (a), showing the case of different system sizes. In these figures, each square shows the average result over 100 independent experiments. The average standard deviation of the means is about 0.05.

FIG. 5. The training curve in the case of $n = d = 6, L = 0.0125$. Each point (from Epoch 1 to Epoch 200) on the curve is an average result over 100 independent experiments. The standard deviations of the means for these independent experiment results are no more than 0.003.

which demonstrate the convergence. These results suggest that leakage error can degrade the performance of data fitting, this overall phenomenon is consistent with the prediction by expressibility.

**C. Data Classification on the Iris Dataset**

Furthermore, we investigate the effect of leakage error on a real-world application of VQA—the classification of Iris [64, 65], which consists of 150 4-element vectors of three classes. We choose the *virginica* and *versicolor* classes for binary classification. The data vectors are encoded into amplitudes of 2-qubit quantum states as the circuit input. And we use the mean square error (MSE) cost function

$$C(\theta) = \sum_{i=1}^{M} (\langle \psi_i | U(\theta) | \psi_i \rangle - y_i)^2,$$

for training, in which $\theta$ are the trainable parameters, $M = 100$ is the number of samples, $|\psi_i\rangle$ are the encoded input quantum states and $y_i$ are the corresponding labels.

We use 4-fold cross-validations for evaluating the performance of VQAs with noiseless environment and leakage error. Figure 6 shows the cross validation score difference between noiseless VQAs and VQAs with leakage error, at different circuit depth $d$ and leakage probability $L$. The difference rises as the leakage probability $L$ and circuit depth $d$ increase, also indicating that leakage error will degrade the performance of the classification, in consistency with the results in data fitting experiments.
D. The Impact of Leakage Error on VQAs on the Quantum Processors with Different Architectures

Usually, the entangling layers would be slightly changed according to the topological architecture of the quantum processor, such as chain, ladder, and lattice (shown in Fig. 7), for the purpose of improving the efficiency of the quantum hardware. Here, we assume that the an entangling layer is realized by implementing CZ gates for all nearest-neighbor coupled qubit pairs, and then compare the expressibility of the ansatz implemented on the quantum processor with various architectures. Figure 7 shows the expressibility estimation results for the ansatz with noiseless environment and leakage error, where the ansatz consists of 9 qubits and 5 depths, and the entangling layers are assumed to be implemented on the chain, ladder, and lattice processor architectures. We find that in the noiseless case, the expressibility of these ansatz rises with increasing processor connectivity, suggesting the advantage of better connectivity. However, when leakage error occurs, such advantage vanishes, as the expressibilities of the three ansatz drop to the same level.

IV. CONCLUSION

To evaluate the resilience of VQA to leakage noise, we quantify the ansatz expressibility and perform comparative tests in different types of machine learning tasks. The results clearly show the detrimental effect of leakage error on VQA, as it decreases the expressibility and lowers the training accuracy. In the numerical experiments, the model we choose is typical in terms of the hardware-efficient ansatz and the leakage occurrence in superconducting transmons [62, 63, 66, 67]. Furthermore, we note that the calculation of measurement outcomes in Sec. II A is independent of specific leakage occurrence models, and the expressibility evaluation in III A is independent of the choice of cost functions and training process of VQA. Thereby, our results are not only typical, but also has a certain generality. The rising of performance degradation with the increasing of circuit depth and leakage probability suggests the prominence of developing the leakage-reduction scheme for qubits and quantum operations, both for near- and long-term practical quantum computing.

Besides, the generalized expressibility measure we proposed is designed from the perspective of quantum machine learning with real-valued outputs, and can in principle be adapted to analyze a wide range of various VQA with different architectures.

The case considered in our work is the VQAs based a two-level quantum system in $|0\rangle$ and $|1\rangle$ space. The role of leakage error in high-dimensional VQAs, which employ high-dimensional quantum manipulation and detection techniques, may be substantially different, and it may even constitute a physical activation function. Thus, the impact of leakage in different scenarios still needs to be re-characterized.
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