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Abstract

Wireless control systems rely on wireless networks to exchange information between spatially distributed actuators, plants and sensors. The noise in wireless channels renders traditional control policies suboptimal, and their performance is moreover directly dependent on the allocation of wireless resources between control loops sharing the wireless medium, making the design of control and resource allocation policies critical to achieve reliable performance of the wireless control system. The co-design of control-aware resource allocation policies and communication-aware controllers, however, is a challenging problem due to its infinite dimensionality, existence of constraints on the use of communication resources or performance of individual plants, and need for explicit knowledge of the plants and wireless network models. To overcome those challenges, we propose a constrained reinforcement learning approach to design model-free control-aware communication policies and communication-aware control policies for wireless control systems. We demonstrate the near optimality of control system performance and stability using near-universal policy parametrizations and present a practical model-free algorithm to learn the co-design policy. Numerical experiments show the strong performance of learned policies over baseline solutions.
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1. Introduction

The use of wireless networks to exchange information between actuators, plants and sensors in control systems can add significant flexibility and cost savings to the deployment, installation and maintenance of control systems [3]. However, the replacement of wired communications with wireless makes the careful design of control and communication policies to keep the control system operational a critical and challenging problem [3, 4]. Wireless networks are
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characterized by rapidly changing channel transmission conditions known as fading \([5, 6]\); they are also, in general, noisier than standard wired communication and subject to packet losses as the fading conditions deteriorate. That implies that components of a wireless control system (WCS) might have to occasionally operate under noisy or missing information — whereas traditional closed loop control systems are usually designed under the assumption that communication is fast and reliable \([3]\). Designing wireless control systems involves then finding an optimal way to allocate the resources available in the network among the plants sharing that communication medium, as well as devising control policies that are able to maintain plants operating reliably in face of eventual information loss. Moreover, a robust design of communication and control should allow for the addition of constraints to either wireless resources or control operation. Finding an optimal solution to this constrained co-design problem, however, is often intractable; meanwhile, finding approximate solutions inevitably requires knowledge of the underlying dynamics of the controlled plants and communication network, which might be inaccurate or often unavailable in practice.

In standard wireless networks, resource allocation involves optimizing communication performance measures such as throughput, resource consumption, and latency against stochastic noise and wireless fading in the communication channel\([7–10]\). The resulting problem consists in optimizing some performance measure over an allocation function, which leads to an infinite dimensional optimization problem that is often hard to solve. Resource allocation problems, however, can be cast as statistical learning problems \([10]\), motivating the use of data-driven approaches to overcome the challenging nature of the problem and design allocation policies in wireless networks \([11–15]\).

To enable the remote operation of autonomous systems over wireless networks, the design of resource allocation and control policies should explicitly take into account the interplay between network resources and the dynamics of the plants sharing the network. Resource allocation and scheduling for control systems have been studied extensively, see \([16–22]\) to name a few. Meanwhile, the co-design of resource allocation and control policies for linear WCSs is studied in \([23–27]\). By introducing a decentralized information structure \([26, \text{Proposition 1}]\), for example, the joint optimization problem can be decoupled into separate control and allocation or scheduling problems, making the co-design problem more tractable: the optimal control policy is a standard LQR controller, and near-optimal communication policies can be found via approximate dynamic programming. Separating the design of control, scheduling and estimation policies, under the appropriate assumptions, is also the approach taken in \([23–25, 27]\). The design of control and triggering policies for networked, possibly nonlinear systems is studied in \([28]\), whereas the design of control and power transmission policies for possibly nonlinear systems is approached in \([29]\). Although communication costs are penalized, the proposed approach does not take resource constraints into account.

The inaccuracy or unavailability of models in practice, however, limits the applicability of the approaches mentioned above, especially in the presence of wireless fading effects, which leads to rapid changes in network perfor-
mance and impacts the performance of the control policy. Recent advances in machine learning, on the other hand, have motivated the search for data-driven approaches — notably reinforcement learning (RL) — to aid the design of resource allocation and scheduling policies in WCSs [1, 30–33]. Model-free value-based RL methods are used to design scheduling policies for WCSs in [30, 31]. A learned scheduling policy is combined with a model-based controller optimized for the wireless scheduler in [33], while the use of actor-critic algorithms to co-design communication and control policies in a simple event-triggered communication model is proposed in [32]. A thorough design of control and communication policies in WCSs, however, should necessarily include (i) wireless fading states in the communication/control design and (ii) allow for the inclusion of hard long-term constraints on the performance of the system in terms of, e.g., resource utilization or plant safety constraints.

In this paper, we then discuss the model-free co-design of control and resource allocation policies in wireless control systems over fading channels with limited, centralized network access, and subject to additional long-term constraints. The wireless channel is noisy and subject to packet loss based on a channel state and the resource allocated to that particular signal, and thus proper allocation of limited network resources as well as the design of control policies is fundamental to achieve good performance. The co-design problem is formulated as finding optimal resource allocation and control policies, using plant and channel states as inputs, that jointly optimize system performance under further system constraints (Section 2). This however results in a hard optimization problem that is intractable to solve exactly and fundamentally relies on precise model knowledge of control system dynamics and communication models.

The novelty of the paper lies in casting the joint design problem in WCSs as a constrained reinforcement learning problem (Section 3). Using near-universal parametrizations to parametrize resource allocation and control policies, we rely on recent results from the literature on constrained reinforcement learning to bound the gap between the optimal solution of the codesign problem and the solution found by a near-universal parametrization (Section 3). We also show that, if the optimal solution of the codesign problem is sufficiently stable, so will be the solution found by a near-universal parametrization (Section 3). We further present a primal-dual learning algorithm to find codesign policies that alternates between updating the model parameters via reinforcement learning iterations and updating a dual variable that enforces constraint satisfaction, all without explicit knowledge of plant dynamics or communication models (Section 4). Numerical experiments (Section 5) show the strong performance of such policies over baseline allocation solutions, highlighting the benefits the proposed approach brings to the design of control systems over wireless fading channels. Throughout the paper, uppercase letters refer to matrices and lowercase letters to vectors. Positive (semi)definiteness of a matrix is indicated by $X \geq 0$. 

3
2. Wireless Control Systems

Here we consider a collection of \( m \) independent plants communicating over a common wireless network as shown in Figure 1. At each time instant \( t \), plants send their current state vector \( x_t^{(i)} \in \mathbb{R}^p, i = 1, \ldots, m \), to an edge device containing a shared wireless access point (AP) and a centralized, remote controller (RC). Based on that information, the RC computes the corresponding control actions and sends the control signals back to the plants. The dynamics of each plant \( i \) is given by a discrete, time-invariant function \( f^{(i)} : \mathbb{R}^p \times \mathbb{R}^q \rightarrow \mathbb{R}^p \) mapping a current state vector \( x_t^{(i)} \) and corresponding control input \( u_t^{(i)} \in \mathbb{R}^q \) to the next state of the system. Each plant is further affected by some random i.i.d. noise \( w_t^{(i)} \in \mathbb{R}^p \) with mean zero and covariance matrix \( W \in \mathbb{R}^p, W > 0, \) standing for eventual disturbances, leading to

\[
x_{t+1}^{(i)} = f^{(i)}(x_t^{(i)}, u_t^{(i)}) + w_t^{(i)}, i = 1, \ldots, m. \tag{1}
\]

Note that in (1) the control signal \( u_t^{(i)} \) is computed remotely and then sent to the plants over a wireless network. In standard control systems, one usually assumes perfect communication between plant and controller, and the control policy is designed to optimize a performance criterion involving the plant states and control actions, as in the classical linear quadratic regulator problem. That assumption does not hold in this setting, however. Operating control systems over a wireless channel is made complicated by the fact that the wireless communication medium over which the control loop is closed is inherently noisy and the network is resource limited. This, in turn, causes the plant to occasionally operate in open loop due to either packet loss or withheld transmission. If the transmission of the control signal is successful, the feedback control loop is closed, and the plant executes the correct control action as instructed by the RC. When the plant cannot reliably receive the signal, however, we assume it does not execute any control action. Under this model, the control input \( u_t^{(i)} \) is governed by

\[
u_t^{(i)} = \begin{cases} 
g^{(i)}(x_t^{(i)}), & \text{closed loop,} \\
0, & \text{open loop,} \end{cases} \tag{2}
\]

with \( g^{(i)} : \mathbb{R}^p \rightarrow \mathbb{R}^q \) a remote control policy implemented at the RC using current state information.

Remark 1. Note that in (2) we can consider a more general formulation with the switched dynamics

\[
u_t^{(i)} = \begin{cases} 
g^{(i)}(x_t^{(i)}), & \text{closed loop,} \\
\tilde{g}^{(i)}(u_{t-1}^{(i)}), & \text{open loop,} \end{cases} \tag{3}
\]

where we further consider a local control policy \( \tilde{g}^{(i)} : \mathbb{R}^q \rightarrow \mathbb{R}^q \) that can be implemented by the plant using only
Figure 1: Wireless control system made up by a collection of $m$ independent plants with internal states $x^{(i)}$, $i = 1, \ldots, m$. Plants communicate with a remote, or edge, controller (RC) over a wireless communication network. The wireless network consists of different channels with wireless fading states $h^{(i)}$. Access to the network is managed by an access point (AP) co-located with the RC.

previous control information when the feedback loop is open. Simple cases of the local policy include, e.g., using the previous input, i.e., $\tilde{g}^{(i)}(u^{(i)}_t) = u^{(i)}_{t-1}$, or no input, i.e., $\tilde{g}^{(i)}(u^{(i)}_t) = 0$ as in (2). Numerical experiments in this paper consider the latter case, and thus we adopt formulation (2) in the remainder of the paper for the sake of clarity. In principle, one could design the local control policy as well, but that results in an (even) harder optimization problem that we do not address here. We refer the interested reader to [26] for a more detailed discussion.

**Remark 2.** Observe in Fig. 1 and the switched dynamics in (2) that the open-loop configuration of the wireless control system is restricted to the actuation, or “downlink”, stage of the control cycle and not the sensing, or “uplink”, stage of the cycle. This is to say that we assume that the AP always has state information of all plants available and can thus allocate resources and compute control decisions, but control packets may be lost. This model is reasonable in practice as sensing devices, e.g. cameras, are more likely to be stationary in the environment and require high data rate transmissions, thus motivating the use of wired connections that do not suffer packet loss. Alternatively, the possible mobility of the plants themselves necessitates a wireless connection to the AP, which is practically feasible due to lower data rates needed to transmit control signals. In any case, we point out that the methodology developed in this work can be easily extended to the case of wireless uplink.

### 2.1. Wireless communication model

Wireless communication channels are prone to packet loss due to random disturbances present in the medium. Moreover, wireless channels are characterized by rapidly changing transmissions strengths, known as wireless fading [5, ch. 2]. The current wireless fading in the channel and the resource level with which an information packet is sent will in turn impact the reliability of that communication channel. Let $h^{(i)} \in \mathcal{H} \subseteq \mathbb{R}^+_+$ be a random variable drawn from a probability distribution $\chi(h)$ representing the transmission power of the transmitter associated to plant
Let also \( \alpha^{(i)} \in \mathbb{R}^{n} \) the resource allocated to the signal sent by plant \( i \). Given the communication model, current channel states \( h := [h^{(1)}, \ldots, h^{(m)}] \), and set of allocated resources \( \alpha := [\alpha^{(1)}, \ldots, \alpha^{(m)}] \), each plant experiences a signal-to-noise-ratio (SNR) given by a function \( \varsigma^{(i)}(h, \alpha) : \mathbb{R}^{m \times n} \times \mathbb{R}^{m \times n} \to \mathbb{R}^{+} \), with

\[
\varsigma^{(i)}(h, \alpha) := h^{(i)} \alpha^{(i)}. \tag{4}
\]

The SNR value experienced by each plant will determine the probability of successfully receiving the control signal. Let then \( v : \mathbb{R}^{+} \to [0, 1] \) a function that, given an SNR value, returns the probability of successful transmission. Under SNR \( \varsigma \) a particular communication channel is limited by its capacity, and a packet can almost surely be successfully decoded so long as the fixed transmission rate \( r \) does not exceed the channel capacity, otherwise it is almost surely lost [5, ch. 5]. In practice, fixed packet sizes lead to a delivery rate function \( v(\varsigma) \) that takes a continuum of values in \([0, 1]\).

In the context of wireless control systems, \( v(\varsigma) \) gives the probability of closing the control loop at time instant \( t \) under some resource allocation \( \alpha_t \) and channel state \( h_t \). The controller dynamics in (2) can then be written as

\[
u_t^{(i)} = \begin{cases} \begin{align*}
g^{(i)}(x_t^{(i)}), & \text{w.p. } v(\varsigma^{(i)}(h_t, \alpha_t)), \\ 0, & \text{w.p. } 1 - v(\varsigma^{(i)}(h_t, \alpha_t)).
\end{align*} \end{cases} \tag{5}
\]

Note that, according to this model, it is possible to use the amount of resource assigned to a particular control signal to regulate the reliability of that packet transmission. As can be seen in (5), allocating more resource to the control signal sent to a particular plant will increase the probability of that control loop closing, and, in turn, of the plant executing the correct control action. Most practical systems, however, have limited resources to be distributed between the communication channels, and properly distributing communication resources among the plants is thus essential to maintain reliable operation of the control system. At the same time, the decisions made to determine the wireless resource \( \alpha_t \) and the control input \( u_t \) are intrinsically linked by the control and communication structure outlined in equations (1)-(5). In the following section we formulate the co-design of control and communication policies that optimize system performance in the presence of a wireless fading channel.

2.2. Optimal design over fading channels

Under the centralized shared access model shown in Figure 1, we consider the optimal design of both the control system and wireless network. As seen in (5), the performance of a control policy is closely tied to the state of the communication channel, given by the fading condition \( h_t \), as well as the resources allocated by the AP, given by
Under limited resources, the optimal design problem consists of both a controller design and resource allocation design that cooperatively keep all the plants in desirable states. For the latter case, resource allocation is clearly guided by need, in terms of various plant states $x^{(i)}_t$ for $i = 1, \ldots, m$, and guided by cost, in terms of fading states $h^{(i)}_t$ for $i = 1, \ldots, m$. As both of these change over time, we search for a resource allocation function $\alpha(h,x)$ that, given current fading states $h^t := [h^{(1)}_t, \ldots, h^{(m)}_t]$ and plant states $x^t := [x^{(1)}_t, \ldots, x^{(m)}_t]$, distributes resources available in $\mathcal{A}$ while respecting the constraints on resource utilization or performance of the plants, which can be represented by some utility function $l(x, h, \alpha) : \mathbb{R}^{mp} \times \mathbb{R}^m \times \mathbb{R}^m \rightarrow \mathbb{R}^r$. Note that the generic structure of the resource allocation function $\alpha(h,x)$, set $\mathcal{A}$ and utility function $l(x, h, \alpha)$ may encompass a wide range of problems in communication systems, e.g., power allocation, user scheduling and frequency allocation.

The controller, on the other hand, consists of a mapping $u(h, x) : \mathbb{R}^m \times \mathbb{R}^{mp} \rightarrow \mathbb{R}^{mq}$ that, given plant states and channel conditions, returns control signals to be executed by the plants. Observe that, relative to the standard control policy defined in (2), we have expanded the policy to include the channel state $h$ as input. This is necessary due to the fact that the channel state will have an impact on the resource allocation as governed by the communication policy $\alpha(h,x)$, which in turn effects the probability of closing the control loop. By utilizing the channel state as an input, the control policy is capable of considering these effects in determining its control action. We also assume that the AP and RC only have access to noisy observations of the plant states and channel conditions, i.e., control and allocation decisions are computed based on

$$[\hat{h}_t; \hat{x}_t] = [h^t; x^t] + u^{(o)}_t,$$

where the observation noise $u^{(o)}_t$ is a zero-mean disturbance with covariance $W^{(o)}$. The observation noise stands for potential measurement errors of channel and control states, and observing measurement errors during training allows the co-design policy to account for imperfectness of channel or control state information during deployment. Note that the observation noise makes the resource allocation problem a partially observable Markov decision process; we thus restrict our attention to Markovian control and allocation policies in order to solve the codesign problem in a model-free manner using a primal-dual reinforcement learning approach. We further assume control actions are restricted to the set $\mathcal{U}$, which may define, e.g., a range of values, i.e. $\mathcal{U} := [u_{\min}, u_{\max}]^m$.

The optimal design of a wireless control system can thus be formulated as the joint selection of resource allocation policy $\alpha(h,x)$ and control policy $u(h,x)$ to keep plants operating around an equilibrium point or desirable state under a given set of wireless channel conditions and resource constraints. The performance of the resource allocation and control policies is measured by a quadratic cost that penalizes deviations of the plants states from the equilibrium point (assumed to be 0 without loss of generality) and large control efforts. The optimal co-design problem takes the
form

\[
P^* = \min_{\pi} \mathbb{E}_{\mathcal{X}_0} \left[ \sum_{t=0}^{\infty} \gamma^t (x_t^T Q x_t + u_t^T R u_t) \right] \\
\text{s.t.} \mathbb{E}_{\mathcal{X}_0} \left[ \sum_{t=0}^{\infty} \gamma^t l^{(i)}(x, h, \alpha) \right] \leq 0, i = 1, \ldots, r
\]

(7)

with \( Q \geq 0, R > 0 \) cost matrices weighing the contribution of the plants states and control actions, respectively, to the overall cost; \( \gamma \in [0, 1] \) a discount factor, and \( l^{(i)}(\cdot) \) the \( i \)-th component of the constraint. At each time \( t \), the AP uses resource \( \alpha_t^{(i)} = \alpha(h_t, x_t)_i \) to send the control signal \( u_t^{(i)} = u(h_t, x_t)_i \) back to plant \( i \). The communication exchange subsequently occurs with success rate given by \( v(\varsigma^{(i)}(h_t^{(i)}, \alpha_t^{(i)})) \) and plant \( i \) evolves via the switched dynamics in (5) accordingly. Having access to information about both channel conditions and plant states allows the AP to balance communication (adjusting channels’ transmission conditions and assigned resource, for example) and control needs (prioritizing more unstable plants, for example) while simultaneously selecting a corresponding control action. We further emphasize in (7) that the set of permissible resource allocation actions \( \mathcal{A} \) and associated SNR function \( \varsigma(h, \alpha) \) moreover defines the communication architecture and network deployment scenario under which the control systems operate. We also emphasize that the objective of this approach is not to train a single policy that works well across different realizations, but rather to propose a method that can learn policies tailored to a specific wireless control system.

Observe that the co-design problem in (7) involves optimizing a performance metric over the allocation and control functions \( \alpha(h, x) \) and \( u(h, x) \) while satisfying the constraints established by \( l(x, h, \alpha) \). This leads to a constrained, infinite-dimensional optimization problem that is, in practice, very challenging to solve — even in the absence of constraints. Existing approaches have aimed to approximate solutions for linear systems by finding or imposing a separation principle between the communication and control layer decisions [23, 25, 26]. Those approaches fundamentally rely on model knowledge — i.e. plant dynamics, communication network models, and channel distributions — and optimal separation of communication and control policies often requires decentralized information structures. The lack of model knowledge in practice and the challenging nature of the problem have previously motivated the use of learning techniques for resource allocation and wireless control, cf., e.g., [30, 31]. Here, on the other hand, we leverage constrained reinforcement learning to design algorithms that can learn feasible resource allocation and control policies and be implemented without any model knowledge of plants or communication models. Before proceeding, we illustrate in the following examples the form taken by the constraints and associated resource allocation set \( \mathcal{A} \) in some commonly considered communication and control models.
Example 1 (Sum-Power Constraints). Traditionally, in wireless communication networks, one wants to minimize the total power used by the AP, in which case the long-term constraint can be written as

\[
E_{x_0}^{π(·)} \left[ \sum_{t=0}^{∞} \gamma^t \left( \sum_{i=1}^{m} α_t^{(i)} \right) \right] \leq p_{\text{max}},
\]

with \( p_{\text{max}} \) the maximum power budget to be used by the AP.

Example 2 (Region Constraints). One often wants to limit the amount of time each plant \( i \) in the WCS operates outside a region of interest \( R^{(i)} \subseteq \mathbb{R}^p \) of the state space, that is,

\[
E_{x_{0;}}^{π(·)} \left[ \sum_{t=0}^{∞} \gamma^t \mathbb{1} \{ x_t^{(i)} \not\in R^{(i)} \} \right] \leq T_i
\]

with \( \mathbb{1} \) standing for the indicator function and \( T_i \) a bound on the time spent by plant \( i \) outside \( R^{(i)} \). On the other hand, given that all transmissions are handled by the single AP, the resource allocation consists of a shared power resource with total budget \( α_{\text{max}} \). As such the resource constraint set can be given by the scaled \( m \)-dimensional simplex

\[
A := \left\{ α \in \mathbb{R}^m_+ : \sum_{i=1}^{m} α^{(i)} \leq α_{\text{max}} \right\}.
\]

Remark 3. In this paper we present an approach to learn feasible policies that respect the constraints during execution, and not necessarily during training. That is different from the traditional view in areas such as safe reinforcement learning, where one typically wants to ensure that the agent does not visit unsafe regions during training [34].

3. Co-Design via Reinforcement Learning

Since the control and resource allocation policies are assumed to be Markovian, one can view the co-design problem in (7) as a constrained Markov decision process (MDP), which can be solved in a model-free manner using reinforcement learning. Reinforcement learning (RL) represents the intuition that learning occurs in interaction with the environment: an agent executes an action, receives a one-step cost from the environment, transitions to a new state and continues to explore the environment while optimizing the cumulative cost. Agent actions \( a \) are given by some stochastic policy \( π(a|s) \) defined on a policy space \( Π \), and each transition from a state \( s_t \) to a new state \( s_{t+1} \) incurs a cost per stage \( r_t \). The problem consists then in finding the policy \( π^*(·) \) that achieves the minimum cumulative cost of those one-step transitions [35, 36].

Consider then a centralized co-design agent located at the edge device in Figure 1 that controls both the AP — making communication decisions — and the RC — making control decisions. The decision-making agent takes as
inputs a global state \( s_t \in S \subseteq \mathbb{R}^{m(1+p)} \) containing noisy plant states and channel conditions,

\[
s_t = \left[ \tilde{h}_t; \tilde{x}_t \right] = \left[ \tilde{h}_t^{(1)}, \ldots, \tilde{h}_t^{(m)}; \tilde{x}_t^{(1)}, \ldots, \tilde{x}_t^{(m)} \right]. \tag{10}
\]

At each time instant the agent outputs an action \( a_t \in \Gamma = (A \times U) \subseteq \mathbb{R}^{m(n+q)} \) that consists of a resource allocation decision to be implemented by the AP and control signals sent to the plants,

\[
a_t = \left[ \alpha_t^{(1)}, \ldots, \alpha_t^{(m)}; u_t^{(1)}, \ldots, u_t^{(m)} \right], \tag{11}
\]

with the agent’s policy \( \pi \) made up of \( \alpha(\cdot) \) and \( u(\cdot) \). Considering all functions when optimizing the policy is prohibitively expensive, as such it is common to approximate \( \pi \) with a stochastic policy \( \pi(\cdot; \theta) \) that is parametrized by a finite dimensional parameter \( \theta \in \mathbb{R}^n \).

\[
\pi(a|s) = \pi(a|s; \theta). \tag{12}
\]

The parametrized co-design problem can then be written as

\[
P^*_\theta = \min_\theta J(\theta) \tag{13}
\]

\[
\text{s.t. } \mathbb{E}_{x_0}^{\pi(\cdot; \theta)} \left[ \sum_{t=0}^\infty \gamma^t l(x_t, h_t, \alpha_t) \right] \leq 0
\]

\[
\pi(a|s; \theta) = [\alpha(\cdot; \theta) \in A; u(\cdot; \theta) \in U]
\]

with

\[
J(\theta) = \mathbb{E}_{x_0}^{\pi(\cdot; \theta)} \left[ \sum_{t=0}^\infty \gamma^t (x_t^\top Q x_t + u_t^\top R u_t) \right]. \tag{14}
\]

There are two critical observations to make in the parametrized problem defined in (13). Firstly, while the parametrization in (12) gives a significant computational and practical advantage by restricting the dimensionality of the co-design policy, this naturally incurs a loss of optimality with respect to the original, non-parametrized problem (7). Secondly, note that standard value-based RL methods operate directly on the value function in (14) [35], and thus do not address the constraints \( l(x, h, \alpha) \) or the constraint sets \( A \) and \( U \). We tackle both of these issues through the utilization of near-universal approximators and Lagrangian duality, respectively, and analyze their impact on the optimality and subsequent stabilization capabilities of the learned co-design policy in the proceeding sub-section.
3.1. The Lagrangian Dual Problem

To account for the constraint in (13), we formulate the Lagrangian dual of the constrained optimization problem with the introduction of the dual variable $\lambda \in \mathbb{R}^r$ associated to the constraint $l(\cdot)$,

$$L(\theta, \lambda) := J(\theta) + \lambda^T \mathbb{E}_{x_0}^{\pi(s;\theta)} \left[ \sum_{t=0}^{\infty} \gamma^t l(x_t, h_t, \alpha_t) \right]$$

(15)

where the penalized one-step cost $\tilde{r}_t$ is defined as

$$\tilde{r}_t := x_t^T Q x_t + u_t^T R u_t + \lambda^T l(x_t, h_t, \alpha(s_t; \theta)),$$

(16)

which follows from the linearity of expectation. Given the Lagrangian in (15), the dual function associated to the constrained optimization problem (13) is defined as

$$d_\theta(\lambda) := \min_{\theta \in \mathbb{R}^n} L(\theta, \lambda).$$

(17)

Observe that, for a fixed $\lambda$, evaluating the dual function in (17) corresponds to a standard MDP problem with the objective given by the Lagrangian $L(\theta, \lambda)$ and one-step cost given in (16). The inner optimization problem can thus be solved using RL methods — see [35] for a survey on standard RL methods. The complete dual optimization problem consists then in maximizing the dual function with respect to $\lambda$,

$$D^*_\theta = \max_{\lambda \geq 0} d_\theta(\lambda) = \max_{\lambda \geq 0} \min_{\theta} L(\theta, \lambda).$$

(18)

Although the original, constrained problem (13) is non-convex, the dual function in (17) is the minimum of linear functions in $\lambda$ and is thus concave. That makes the dual problem in (18) convex, since it consists in maximizing a concave function subject to the convex constraint $\lambda \geq 0$ [37]. For a given dual parameter $\lambda$, the policy parameter $\theta$ can be recovered as $\theta(\lambda) = \arg \min_\theta L(\theta, \lambda)$.

This dual formulation of the constrained optimization problem provides a framework to handle the resource utilization constraints and learn feasible policies via a bilevel optimization consisting of an inner RL problem of the primal variable $\theta$ in (17) and an outer convex optimization problem of the dual variable $\lambda$ in (18). Solving the dual, parametrized problem in equations (15) — (18), however, does not necessarily imply optimality of the original constrained co-design problem (7). To establish a relation between the value of the unparametrized primal problem and
the value of the parametrized dual problem — and ultimately establish conditions under which the introduction of policy parametrizations and the use of dual methods yield feasible policies capable of stabilizing the WCS — we first utilize results from the theory of constrained reinforcement learning. In the following, we assume that the co-design policy is parametrized by a near-universal parametrization $\pi$. Such parametrizations are defined as those that can approximate any policy or function in $\Pi$ within a certain bound. We define this class formally as follows:

**Definition 1 ([12]).** Let $\mathcal{P}(S)$ the space of probability measures on $(\Gamma, B(\Gamma))$ parametrized by elements of $\mathcal{S}$, where $B(\Gamma)$ are the Borel sets of $\Gamma$. Then, a parametrization $\pi_\theta$ is an $\epsilon$-universal parametrization of functions in $\mathcal{P}(S)$ if, for some $\epsilon > 0$, there exists for any $\pi \in \mathcal{P}(S)$ a parameter $\theta \in \mathbb{R}^r$ such that

$$\max_{s \in S} \int_\Gamma |\pi(a|s) - \pi_\theta(a|s)|da \leq \epsilon.$$  \hspace{1cm} (19)

This property is indeed satisfied by a number of commonly used parametrizations in reinforcement learning, such as deep neural networks and reproducing kernel Hilbert spaces [38]. The sub-optimality of dual solutions obtained in (18) with $\epsilon$-universal parametrizations can be established in the following theorem, adapted from [38].

**Theorem 1.** Assume that Slater’s condition holds for (7), i.e, there exists a policy $\pi^*(h, x)$ that renders the constraint in (7) strictly feasible. Further assume that the one-step cost $r_t$ is bounded by $B_r > 0$, and that the constraints $l^{(i)}$ are bounded by $B_l^{(i)} > 0$. Define $B_l = \max_{i=1,\ldots,r} B_l^{(i)}$ and let $\lambda^*_\epsilon$ be the solution to the dual problem associated to the perturbed primal problem (A.2) for perturbation $\xi_i = B_r \epsilon/(1 - \gamma)$. Then,

$$P^* \leq D^*_\theta \leq P^* + (B_r + \|\lambda^*_\epsilon\|_1 B_l) \frac{\epsilon}{1 - \gamma},$$  \hspace{1cm} (20)

where $P^*$ is the optimal value of (7), and $D^*_\theta$ the value of the parametrized dual problem (18).

**Proof.** See Appendix A.

Theorem 1 linearly relates the approximating capabilities of $\epsilon$-universal parametrizations to the sub-optimality of the parametrized dual optimization. This characterization of the sub-optimality is important as parametrizing the resource allocation function makes the dimensionality of the learning problem finite, while working in the dual domain provides a framework for handling the constraints of the original co-design problem with standard RL methods.

Thus, we may parametrize and work in the dual domain so long as we utilize a sufficiently dense parametrization. Note that the quadratic objective in (7) will be bounded if we restrict the state and action spaces. Let, for example, $x^{(i)} \in [-x_{max}, x_{max}]^{mp}$, $\bar{x} = [x_{max}]^{mp}$, $u^{(i)} \in [-u_{max}, u_{max}]^{mq}$, $\bar{u} = [u_{max}]^{mq}$. Then, the bound holds with $B_r = (\bar{x}^T Q \bar{x} + \bar{u}^T R \bar{u})$.

As previously stated, the dual function is convex in terms of the dual parameter $\lambda$ and can hence be solved via the dual-descent procedure, as described in Algorithm 1. Dual-descent iteratively updates the co-design policy
Algorithm 1: Dual-descent

1 Initialize $\theta_0, \lambda_0$
2 for $i = 0, 1, \ldots$ do
3 Solve primal problem: $\theta_{i+1} \leftarrow \arg\min L(\theta_i, \lambda)$
4 Update dual variable: $\lambda_{i+1} \leftarrow [\lambda + \beta \nabla \lambda L(\theta_i, \lambda_i)]_+$
5 end

Parameter $\theta$ through the solving of the primal unconstrained MDP formed by the Lagrangian in (17) using traditional RL methods, followed by a single gradient ascent step of the dual parameter. Conditions under which dual descent converges can then be established in the following theorem.

**Theorem 2.** Let $L(\theta, \lambda)$, with $\lambda \in \mathbb{R}^r$, be the Lagrangian associated to the parametrized problem (13) and assume that the minimization of $L(\theta, \lambda)$ in Algorithm 1 can be solved exactly. Then, under the Assumptions of Theorem 1, dual descent with step size $\beta \lambda$ converges to a neighborhood of $P^*$ for any $\epsilon > 0$.

**Proof.** Convergence of dual descent is a well-established result in the literature, see, e.g., [10, Theorem 5].

Theorem 2 establishes that the dual descent in Algorithm 1 is guaranteed to converge to a point close to the solution of the unparameterized co-design problem in (7). This follows from the convexity of the dual problem in (17) and the closeness of parameterized and unparameterized solutions established in Theorem 1. While the implementation of dual descent indeed requires the solving of an unconstrained MDP as in Step 3, this result establishes that the inclusion of long-term constraints adds no additional optimization complexity relative to traditional unconstrained RL. Thus, we may utilize RL as a framework for handling constrained resource allocation and control design in WCSs via the addition of a convex gradient step in the dual parameter. The sub-optimality incurred through the parametrized dual formulation, however, poses the question of whether a near-optimal policy parametrized by an $\epsilon$-universal parametrization is still capable of stabilizing the wireless control system, if so does the optimal, non-parametrized solution to the constrained co-design problem. It turns out that the optimality loss will affect the probability with which the trajectories of the wireless control system will stay bounded in a region around the equilibrium point, as established in Theorem 3. In the following, $\lambda_{\text{min}}(Q)$ stands for the minimum eigenvalue of $Q$, and the value function associated to the optimal codesign problem (7) is given by

$$V(x) := \mathbb{E}_{\pi}^{\pi^*} \left[ \sum_{t=0}^{\infty} \gamma^t (x_t^T Q x_t + u_t^T R u_t) \right].$$

Similarly, $V_{\theta^*}$ is the value function under a policy $\pi_{\theta^*}$ parametrized by an $\epsilon$-universal parametrization.

**Theorem 3.** Assume that $x^{(i)} = 0, i = 1, \ldots, m$ is an equilibrium point for the wireless control system described in equations (1)-(5), that is, $x_t^{(i)} = 0$ for all $t \geq t_0$ if $x_{t_0}^{(i)} = 0$ and $u_{t_0}^{(i)} = 0$, and that $V(\cdot), V_{\theta^*}(\cdot)$ are continuous with $V(0) = 0, V_{\theta^*}(0) = 0$. Assume also that dual descent converges to a local minimum satisfying KKT conditions and
that the optimal non-parametrized solution of (7) stabilizes the wireless control system. In particular, assume that the value function associated to the optimal, non-parametrized policy satisfies

$$
\mathbb{E} [V(x_{t+1})] - V(x_t) \leq 0
$$

(22)

for any $x_t \in D_r := \{ x \in \mathbb{R}^{mp} : \|x\| < r \} \subset \mathbb{R}^{mp}, \ r > 0$. Then, under an $\epsilon$-universal parametrization, there exists $\delta(\zeta, \nu, t_0) > 0$ for every $\zeta > 0$ and $\nu > 0$ such that

$$
P \{ \|x_t\| < \nu \} \geq 1 - \left( \zeta + \frac{B_r + \|\lambda^*_\epsilon\|_1 B_l}{(1 - \gamma)\lambda_{\min}(Q)\nu^2} \right), \ t \geq t_0,
$$

(23)

when $\|x_0\| < \delta$.

PROOF. See Appendix B.

Theorem 3 shows that if the optimal non-parametrized solution of the co-design problem (7) stabilizes the WCS, so will the solution of the dual parametrized problem in (18), with the optimality loss of an $\epsilon$-universal parametrization affecting the probability with which the trajectories of the WCS are contained to a region around the equilibrium point. Thus, the “density” of the parametrization, as captured by $\epsilon$, can be directly related to the degree to which the co-design policy stabilizes the system.

Remark 4. As shown in Lemma 1 in [12], the entire class of deep neural networks is an $\epsilon$-universal parametrization for all $\epsilon > 0$. Then, if in addition to the conditions outlined in Theorem 3, we further assume the dual variable associated to the perturbed problem, $\|\lambda^*_\epsilon\|_1$, to be finite, the bound between the value of the primal problem, and the value of the parametrized dual problem in Theorem 1 would hold for all $\epsilon > 0$, since $B_r$ and $B_l$ are both finite. Under the assumptions of the theorem, making $\epsilon$ arbitrarily small — as in the case of an arbitrarily large neural network [41] — would imply that equation (23) holds with

$$
P \{ \|x_t\| < \nu \} \geq 1 - \zeta, \ t \geq t_0,
$$

(24)

meaning that the parametrized solution in this case renders the system stochastically stable in the sense of [39, Definition 1].

We point out that the dual-descent method detailed in Algorithm 1 can however be a computationally prohibitive procedure, as it requires an inner-loop RL optimization to be performed for each iterative value of $\lambda$. We proceed in the following section to derive a more computationally practical procedure that combines traditional, model-free RL methods with dual descent to find solutions to the parametrized dual problem.
4. Primal-Dual Reinforcement Learning

We present a practical iterative method termed **primal-dual reinforcement learning (RL)**, which alternates RL updates with a dual parameter update in a single loop procedure. As we detail in this section, the primal-dual RL approach combines the model-free capabilities of RL with the constraint satisfaction capabilities of dual methods.

Model-free reinforcement learning methods can be classified into value-based and policy-based methods [35]. Value-based methods approximate the value or state-value function and then select actions that minimize the estimated long-term cost. Policy-based methods, on the other hand, directly learn a policy \( \pi(\cdot; \theta) \) by updating the policy parameter \( \theta \) in order to minimize sampled costs. Actor-critic algorithms, in turn, combine features of policy-based and value-based reinforcement learning to reduce variance and improve convergence: the agent learns both the policy, called the **actor**, and the estimated long-term reward, called the **critic**. In the following we utilize actor-critic methods in the proposed primal-dual algorithm.

For \( \lambda \) fixed, the Lagrangian \( L(\theta, \lambda) \) reduces to an unconstrained MDP, and the parameters of the resource allocation or control policy can be updated via approximate gradient descent

\[
\theta_{j+1} = \theta_j - \beta \hat{\nabla}_\theta L(\theta, \lambda), \tag{25}
\]

where \( \beta \) is the learning rate and \( \hat{\nabla}_\theta L(\theta, \lambda) \) an estimate of the gradient of \( L(\theta, \lambda) \) with respect to \( \theta \) [35, ch. 13]. The critic, on the other hand, approximates the value function with a function \( \rho(\cdot; \eta) \) parametrized by \( \eta \). The parameter \( \eta \) is optimized to approximate the Lagrangian function in terms of mean squared error, i.e.,

\[
\eta^* := \arg \min_\eta \mathbb{E}_{x_0}(L(\theta^*, \lambda^*) - \rho(s; \eta))^2. \tag{26}
\]

Here, in particular, we adapt the Advantage Actor-Critic (A2C) algorithm [40], which relies on synchronous execution of multiple agents in parallel realizations of the environment using model free estimates of the gradients in (25) and (26), to the primal-dual setting. At each iteration, the policy is updated according to

\[
\theta_{j+1} = \theta_j - \beta \sum_{t=0}^{T} \nabla \log \pi(a_t|s_t; \theta_t) A(s_t, a_t; \theta, \eta), \tag{27}
\]

with \( A(s_t, a_t; \theta, \eta) \) an estimate of the advantage function, defined as the difference between \( Q^{\pi(\cdot; \theta)}(s, a) \), the expected return starting from state \( s \) given action \( a \), and \( J^{\pi(\cdot; \theta)}(s) \), the expected return from state \( s \) given the current policy,

\[
A^{\pi(\cdot; \theta)}(s, a) = Q^{\pi(\cdot; \theta)}(s, a) - J^{\pi(\cdot; \theta)}(s). \tag{28}
\]
Given the critic learning rate $\beta_\eta$, the value function approximator is updated by

$$
\eta_j = \eta_j - \beta_\eta \sum_{t=0}^{T} \frac{\partial}{\partial \eta} \left( \rho(s; \eta) - \tilde{R}_t \right)^2
$$

so as to minimize the squared difference between the estimated value function and the sampled cost-to-go,

$$
\tilde{R}_t = \sum_{\tau=t}^{\bar{t}-1} \gamma^{t-\tau} \tilde{r}_\tau + \gamma^{t_{\text{max}}} R_t, t = \bar{t} - 1, \ldots, \bar{t} - t_{\text{max}},
$$

with $\bar{t} = kt_{\text{max}}, k \geq 1$, and $t_{\text{max}}$ the interval between updates. $R_t = 0$, if $\bar{t} = T$, and $R_t = \rho(s_i; \eta)$ otherwise [40].

The dual variable $\lambda$ can be updated via approximate gradient ascent,

$$
\lambda_{i+1} = [\lambda_i + \beta_\lambda \hat{\nabla}_\lambda L(\theta, \lambda)]_+,
\hat{\nabla}_\lambda L(\theta, \lambda) = \mathbb{E}_{\pi(\cdot; \theta)} \left[ \sum_{t=0}^{T} l(x, h, \alpha) \right].
$$

The resulting procedure for designing model-free resource allocation and control policies in WCSs is presented in Algorithm 2. The implementation considers $N$ simultaneous realizations of the WCS per episode, with each realization having a simulation horizon $T$. Each realization starts from initial states $s_0 = [x_0; h_0]$ with $x_0$ sampled from a standard normal distribution and $h_0$ sampled from $\chi(h)$, a probability distribution representing the distribution of the wireless fading conditions. At each time step, allocation and control decisions for all users are sampled from the corresponding policy $\pi(\cdot; \theta)$. The plants’ states evolve according to (1) and fading conditions are sampled again from $\chi(h)$. After $t_{\text{max}}$ time steps, we compute the cost-to-go $\tilde{R}_t$ and estimate the advantage function $A_t$. The advantage
function and the cost-to-go from $N$ simultaneous realizations are aggregated to estimate the gradients of the policy and value networks, and the corresponding parameters are updated accordingly. At the end of each episode, an estimate of the constraint violation, $\nabla_\lambda L(\theta, \lambda)$, is used to update the dual variable. Noisy observations are used during training to account for possible measurement errors. The proposed primal-dual approach can easily be extended to other RL algorithms that rely primarily on policy parametrizations by changing the primal update in Algorithm 2 accordingly. We further point out that the training procedure in Algorithm 2 is performed offline, and as such the convergence time is not critical. If the underlying channel distribution model changes over long periods of time, fine tuning the policy may be necessary in practice, but that can be done online. The inference time of the resource allocation and control decisions, on the other hand, is minor as it consists in simply using the previously trained policy to compute control and allocation decisions based on the current fading and control states. We assume the inference time to be shorter than the coherence time of the channel. In practical scenarios, the co-design policy can first be trained using simulations based on data collected from practical systems, and then deployed in a physical system so that the co-design policy can be fine tuned. At each time step, the codesign agent should collect control and fading states, sample an action from its current policy, execute that action, and then observe the corresponding cost — namely, the control effort and the weighted norm of control states in (7). The constraint violation is measured by comparing the resource used to send the control signals to the plants against the available power budget. After a pre-determined number of time steps, the approximate policy, critic and dual gradients can be computed from the collected information, and its parameters can be updated accordingly.

Utilizing the common framework of deep RL, we parametrize the resource allocation and control policies with deep neural networks — known universal approximators [41]. Both the actor network $\pi(\cdot; \theta)$ and critic network $\rho(\cdot; \eta)$ take as inputs the state $s_t$ defined in (10) and output parameters that characterize $2m$ independent Gaussian policies with means $\mu_\alpha(1), \ldots, \mu_\alpha(m)$, $\mu_u(1), \ldots, \mu_u(m)$ from which resource allocation decisions $\alpha(1), \ldots, \alpha(m)$ and control actions $u(1), \ldots, u(m)$ are drawn. These means are collected in the output vector $y(x, h)$ which is computed with a standard neural network,

$$y^{(k)}(x, h) = \phi_L(C_L\phi_{L-1}(\ldots \phi_1(C_1s+b_1))+b_L)$$

with the matrix $C_l$ and vector $b_l$ representing the weights of the linear combination at each hidden layer $l = 1, \ldots, L$, and $\phi(\cdot)$ a pointwise nonlinearity. The learnable parameters here correspond to the weights of the linear combinations and standard deviations $\sigma_\alpha(1), \ldots, \sigma_\alpha(m)$, $\sigma_u(1), \ldots, \sigma_u(m)$ for the Gaussian policy distribution.

**Remark 5.** The generic structure of neural networks further allows us to design parametrizations that adhere to the resource allocation structure $A$ and control constraints $U$ in (7). In particular, the output layer activation $\phi_L$ can
in most cases be constructed to embed such structure on the outputs. For example, resource allocation decisions \( \alpha \) satisfying \( \sum \alpha^{(i)} \leq \alpha_{\text{max}} \) can be addressed with a softmax-type normalization of the outputs. Likewise, interval constraints such as \( I = [u_{\text{min}}, u_{\text{max}}]^{m} \) can be addressed via a sigmoid output layer.

Figure 2: Linear system: (left) Lagrangian and (center) constraint violation per training episode. (Right) Cost comparison between the learned allocation policy (blue), prioritizing unstable plants (yellow), dividing power equally (orange), round robin (green) and prioritizing channel conditions (purple).

5. Numerical Experiments

We now present numerical experiments to illustrate the use of the proposed model-free approach to design control-aware resource allocation and channel-aware control policies in WCSs. We created custom environments on OpenAI Gym [42] and customized a standard implementation of A2C from Stable Baselines [43] to account for the dual learning step in Algorithm 2. Unless indicated otherwise, policies were parametrized with a standard multilayer neural network made up by two hidden layers with 64 hidden units each and trained over \( N = 16 \) simultaneous realizations of the WCS, with a discount factor \( \gamma = 0.99 \). Parameters were tuned heuristically. The AP and the RC have access to noisy estimates of the control states and channel conditions, cf. equation (6). Initial states of the control plants are sampled from a standard normal distribution. Plants are randomly dispersed around the AP collocated with the RC. The distance \( d_i \) between plant \( i \) and the RC determines the slow fading component, \( h_s = d_i^{-p_l} \), with \( p_l \) the path loss. The fast fading component \( h_f^{(i)} \), on the other hand, follows a Rayleigh distribution \( \chi(h) \) with parameter \( \lambda_h \), leading to \( h^{(i)} = h_s^{(i)} \times h_f^{(i)} \), \( h_f^{(i)} \sim \chi(h) \). The probability of successfully receiving an information packet is given by

\[
v(\varsigma(\alpha, h)) = 1 - \exp(-\varsigma(\alpha, h)).
\]

Power Allocation: Instantaneous Power and Region Constraints. Here the agent must learn a resource allocation policy to distribute transmission power among \( m = 10 \) plants sharing a wireless communication network. In this first scenario we assume that the control action is computed by a standard linear quadratic regulator (LQR controller). The
allocation policy must satisfy an instantaneous resource constraint,

\[ \sum_{i=1}^{m} \alpha_{t}^{(i)}(x_{t}, h_{t}) \leq p_{\text{max}} \]

on the power utilized to send the control signals back to the plants at each time instant, with \( p_{\text{max}} = m \). The objective here is to minimize a finite horizon quadratic cost (7) with \( Q = I \) and \( R = I \). The internal state of each plant (5) evolves according to

\[ x_{t+1}^{(i)} = A^{(i)} x_{t}^{(i)} + B^{(i)} u_{t}^{(i)} + w_{t}, \quad (34) \]

where

\[ A^{(i)} = \begin{bmatrix} -a^{(i)} & 0.2 & 0.2 \\ 0 & -a^{(i)} & 0.2 \\ 0 & 0 & -a^{(i)} \end{bmatrix} \quad ; \quad B^{(i)} = I, \quad (35) \]

with \( I \) standing for the identity matrix and \( a^{(i)} \) sampled from a uniform distribution, \( a^{(i)} \sim U[1.05, 1.15] \). The plants are open-loop unstable but controllable, that is, under ideal communication conditions, the control input can drive the system back to equilibrium. Furthermore, all plants have different dynamics in this scenario, stressing the heterogeneity of the WCS and the different communication needs of each plant. Here, \( W^{(i)} = I, \mu = 2 \) and \( \lambda_{h} = 1 \).

Besides distributing power among the control signals to be sent to the plants, the agent must also keep each plant in a region \( R^{(i)} = [-15, 15]^{p} \) with \( T_{i} = 5 \), as described in Example 2. The plants are randomly placed in a \([ -m/4, m/4 ]^{2} \) area around the AP.

The training phase considers episodes of horizon \( T = 100 \) and learning rates \( \beta_{\theta} = \beta_{\eta} = 5 \times 10^{-4}, \beta_{\lambda} = 1 \times 10^{-4} \). To facilitate training, we first train the resource allocation policy to imitate a heuristic that gives more power to plants away from the equilibrium point. Figure 2 presents the mean and one standard deviation of (left) the Lagrangian and (center) the constraint violation per episode for the least (blue) and most (orange) unstable plants, where we can see that the learned policy converges to a feasible solution after 2000 episodes. After the training phase, we compare the performance of the learned allocation policy against baseline resource allocation solutions, either sending control signals to all the plants at each time instant or prioritizing some plants to transmit at each time. In the latter case, we consider the following heuristics:

1. channel-aware selection: choose \( m/3 \) plants with best channel conditions to transmit;
2. control-aware selection: choose \( m/3 \) plants furthest away from the equilibrium point to transmit;
3. round-robin: schedule transmission of \( m/3 \) plants per time slot.

To make comparisons fair, the power budget available at each time instant, \( p_{\text{max}} \), is equally divided among the trans-
mitting signals. To compare the learned policy against the baseline resource allocation solutions described above and see how well the learned policy generalizes to longer horizons not seen during training, we consider a horizon $T = 120$ during runtime. Figure 2 (right) shows a comparison between the learned policy and the baseline solutions mentioned above. The figure shows the mean and range of the finite horizon cost per test, with each test consisting of ten simultaneous realizations starting from different initial states. The learned allocation policy, in blue, clearly outperforms the heuristic solutions.

![Comparison between learned policy and baseline solutions](image)

Figure 3: Linear system: (left) Lagrangian and (center) constraint violation per training episode. (Right) Cost comparison between the model-free codesign policy (blue), learning a resource allocation policy while using a LQR controller based on the plant’s model (orange), and learning a control policy while distributing resource equally among the plants (yellow).

**Co-Design — Linear System.** Next we evaluate scenarios where one must learn both the resource allocation and control policies. An immediate approach is to consider a single, centralized agent simultaneously learning both policies. That leads to a problem with high dimensionality, however, and learning good policies in this setting is challenging, especially as the number of users in the system grows — since the number of parameters to be learned depends on the number of users in the wireless system and on the dimension of the plants states, cf. equation (32) — or in the presence of more unstable plants. To address these practical challenges, we further consider an alternative RL formulation that features a separation in design between the communication and control policies, and compare two approaches to solve the problem, namely

1. Single agent: simultaneously learning control and allocation policies (cf. equations (10) - (11));
2. Separate agents: allocation decisions are computed by an AP agent, based on plants states and channel conditions; control actions are computed by an RC agent, based on plants states, channel conditions and allocation actions.

In the second approach, the states of the agents representing the AP and the RC are given by

$$s_t^{AP} = \begin{bmatrix} \tilde{h}_t; \tilde{x}_t \end{bmatrix} ; s_t^{RC} = \begin{bmatrix} \tilde{h}_t; \tilde{x}_t; \alpha_t \end{bmatrix}$$ (36)
with $s_t^{AP} \in \mathbb{R}^{m \times (1+p)}$, $s_t^{RC} \in \mathbb{R}^{m \times (1+p+1)}$. The AP agent outputs allocation decisions taken according to the resource allocation policy $\pi_\alpha(h, \bar{x}; \theta_\alpha)$, while the RC agent generates control signals $u_t$ according to the control policy $\pi_u(h, \bar{x}, \alpha; \theta_u)$. Since we assume plants to have independent dynamics, we can learn a controller for each plant under approach (2) to reduce the dimensionality of the learning problem. Then, the AP agent solves the constrained RL problem described in equation (13) via a primal-dual algorithm, while the RC agent solves a standard RL problem to minimize the quadratic cost

$$J(\theta_u) = \mathbb{E}_{\pi_u(\cdot; \theta_u)} \left[ \sum_{t=0}^{\infty} \gamma^t (x_t^{(i)})^\top Q_i x_t^{(i)} + u_t^{(i)})^\top R_i u_t^{(i)} \right]$$

(37)

for each plant $i$, with $Q_i$ and $R_i$ submatrices of $Q$ and $R$ of appropriate dimensions.

Here, we consider a collection of $m = 10$ linear plants,

$$A^{(i)} = \begin{bmatrix} -1.01 & 0.5 & 0.5 \\ -0.5 & 1.01 & 0.5 \\ 0 & 0.5 & -0.5 \end{bmatrix} ; \quad B^{(i)} = I,$$

(38)

and initial states sampled from a standard normal distribution. The plants are unstable without a control input, with eigenvalues of $A^{(i)}$ closer to 1 than in (35). This means that the plants states do not grow as fast as in (35), making it easier to learn a control policy under long simulation horizons, since the quadratic cost in (7) will not grow as fast either. Plants are randomly placed in a $[-m/3, m/3]^2$ area around the RC, with $\lambda_h = 1$, $p_l = 2$ and $W^{(o)} = I$, and share an overall power budget $p_{\text{max}} = 25m$ (see Example 1). Performance of the allocation and control policies is measured by a standard LQR cost with $Q = I$ and $R = 10^{-3} \times I$ over a training horizon $T = 100$. Here, $\beta_\theta = \beta_\eta = 5 \times 10^{-4}$, $\beta_\lambda = 1 \times 10^{-4}$, and $N = 16$.

Figure 3 shows the mean and one standard deviation of (left) the Lagrangian and (center) the constraint violation for the approaches mentioned above. The results show that separating the design of control and allocation policies, with the subsequent reduction in the dimensionality of the learning space, indeed improves performance. The second approach, which relies on iteratively learning control-aware resource allocation policies and channel-aware controllers, achieved a better optimization objective than the approach using a single agent.

The previous experiment shows that separating the control and allocation agents, with the resulting reduction of the dimensionality of the learning problem, improves performance. Next, we compare that approach to potential solutions to the co-design problem, namely

1. learning only the control policy (under ideal communication conditions) while using a control-agnostic resource
allocation heuristic — namely, dividing power equally among the plants — during the test phase;

2. learning only the allocation policy while the plants are controlled by a channel-agnostic, model-based LQR controller.

Results are summarized in Figure 3 (right). Each test consists of ten realizations starting from different initial states, and each test point shows the mean and standard deviation for that group of realizations. The simulation results show that the co-design policy outperforms the learned allocation policy that utilizes a model-based LQR controller in this scenario. Learning only the control policy while dividing power equally among the plants performs worse than both the other approaches in this scenario. Note that this simulation considers linear plants, for which a LQR controller is optimal under ideal communications, so it is expected that a LQR controller in combination with a learned allocation policy would work very well. In settings where plant models are known, one could then use a LQR controller as an initialization to the data-driven control policy, or use a model-based but communication-agnostic LQR controller with a learned correction factor that would take communication constraints into account. That might be especially useful as we consider more unstable plants, which makes the control design part of the problem, in particular, more challenging. Nonetheless, we emphasize that without models we are able to jointly learn controller and allocation policy that achieves the performance of model-based LQR in this scenario.

Co-Design — Nonlinear System. Next we consider a collection of nonlinear control plants, with each plant corresponding to a classical inverted pendulum model. The plants are randomly placed in a \([-m/3, m/3]^2\) area around the center of the grid, with \(\lambda_h = 2, p_l = 2\) and \(W^{(o)} = 0.1 \times I\). The objective here is to keep the pendulum upright and the cart around the origin by applying some force \(F\). The state of each plant is given by \(x_t^{(i)} = [y_t^{(i)}, \dot{y}_t^{(i)}, \theta_p^{(i)}, \dot{\theta}_p^{(i)}]\) with \(y\) the cart position, \(y \in [-4.5, 4.5]\), and \(\theta_p\) the pole angle, \(\theta_p \in [-12, 12]\) degrees. Here we consider a system with \(m = 10\) plants sharing an overall resource budget \(p_{\text{max}} = 25m\) as in Example 1. The control input \(F\) is constrained to the interval \([-10, 10]\).
We customize OpenAI Gym’s Cartpole environment to make the control decisions continuous in \([-10, 10]\) and to account for a linear quadratic cost with

\[
Q = \begin{bmatrix}
0.1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 \\
\end{bmatrix}; \quad R = 0.001 \times I.
\] (39)

The simulation uses a standard Euler integration method with time step \(dt = 0.02\). Initial states of the plants are sampled from a uniform distribution, \(x_0^{(i)} \sim U[-0.05, 0.05]\). Policies were trained with \(N = 16\) simultaneous realizations over 2000 episodes of duration \(T = 80\), and with learning rates \(\beta_{\vartheta} = \beta_{\eta} = 5 \times 10^{-4}\), \(\beta_{\lambda} = 1 \times 10^{-4}\). To facilitate training, we first trained the codesign controller while dividing power equally among the plants. The codesign policy quickly converges to a feasible policy, as shown in Figure 4 (center).

As in Section 5 (b), we compare the codesigned policy against an allocation policy using a model-based controller and a controller learned under ideal communication conditions. The LQR controller is based on a linearization of the nonlinear model around \(\theta_p = 0\) and is designed to minimize a quadratic performance criterion with the matrices \(Q\) and \(R\) as defined above. To compare the different learned policies, we used a horizon \(T = 100\). Simulation results are shown in Figure 4. Each test point corresponds to an average over 10 realizations starting from different initial states. In this case, the model-free codesign solution (blue) outperforms the solution where the control policy was learned from scratch while distributing resources equally among the plants. The codesign solution also outperforms the solution that used a standard model-based LQR controller but learned the allocation policy. We point out that in this case the LQR controller is based on a local approximation of the plants valid around the equilibrium point, but nonetheless requires a valid model for the local approximation.

6. Conclusion

This paper presents a model-free approach to design resource allocation and control policies in wireless control systems subject to long-term constraints on utilization of communication resources or performance of individual plants. We show that the optimality loss resulting from the use of policy parametrizations can be bounded, and present conditions under which near-optimal policies can render the system stable. We also present a practical primal-dual RL algorithm to design control-aware communication policies and communication-aware control policies. Numerical experiments attest to the strong performance of the proposed solution over heuristic baselines. Extensions of the proposed approach to other types of access mechanisms, such as URLLC (ultra-reliable low-latency communication)
is a very interesting future direction in the study of model-free communication and control co-design. Another potential future direction is the extension of the proposed approach to design uplink resource allocation policies that minimize the impact of dropouts in the sensing channels on the performance of the control and allocation policies. Model-based optimal solutions for linear control problems (under ideal communication conditions), on the other hand, are well understood, pointing out to the potential combination of model-free and model-based techniques to design communication-aware controllers in settings where plant models are known. This could be done by learning a correction factor for a standard model-based LQR controller that would take wireless fading conditions and allocation decisions into account, for example, or using known, model-based controllers to initialize control policies via imitation learning.
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Appendix A. Proof of Theorem 1

Theorem 1 is adapted from [38, Theorem 2], and the proof falls along similar lines. To start, consider the dual of the non-parametric resource allocation problem (7),

\[ D^* = \max_{\lambda \geq 0} d(\lambda) = \max_{\lambda \geq 0} \min_\pi L(\pi, \lambda), \]

\[ L(\pi, \lambda) := J(\pi) + \lambda^T \mathbb{E}_{x_0} \left[ \sum_{t=0}^{\infty} \gamma^t l(x_t, h_t, \alpha_t) \right]. \]  

(A.1)

Strong duality holds for the non-parametrized resource allocation problem, that is, the optimal value of the primal (7) and dual (A.1) problems coincide, as shown in Theorem 4, adapted from [38].

Theorem 4 (Non-parametric duality gap (Theorem 1, [38])). Suppose that the one-step cost \( r_i(s, a) \) and the constraints \( l^{(i)}(s, a) \) are bounded for all \((s, a) \in S \times \Gamma, i = 1, \ldots, r\), and that Slater’s condition holds for (7). Then, strong duality holds for (7).

Proof. See [38, Theorem 1].

The bound tying the solutions of the constrained co-design problem (7) and the parametrized dual problem (18) depends on the following relaxation of the co-design problem:
\[ P^*_\xi = \min_{\pi(\cdot)} \mathbb{E}_{x_0}^{\pi(\cdot)} \left[ \sum_{t=0}^{\infty} \gamma^t (x_t^T Q x_t + u_t^T R u_t) \right] \]

\[ \text{s.t.} \mathbb{E}_{x_0}^{\pi(\cdot)} \left[ \sum_{t=0}^{\infty} \gamma^t l^{(i)}(x, h, \alpha) \right] \leq \xi_i, i = 1, \ldots, r \]

where \( \xi_i \in \mathbb{R} \). We are now ready to prove Theorem 1.

**Proof.** Since the introduction of the parameter vector in (13) reduces the set of minimizers of the Lagrangian, we have that \( d_\theta(\lambda) \geq d(\lambda) \) for any \( \lambda \in \mathbb{R}^r \) — including the solution of the dual problem (A.1), \( \lambda^* \) — and thus

\[ D^* = d(\lambda^*) \leq d_\theta(\lambda^*) \leq D_\theta^*. \]  

(A.3)

From Theorem 4, on the other hand, we know that the duality gap for the non-parametric constrained problem is null, that is, \( P^* = D^* \), from which the lower bound \( D_\theta^* \geq P^* \) follows. To find the upper bound in Theorem 1, we first rewrite the parametrized dual function (18) as

\[ d_\theta(\lambda) = d(\lambda) + \left( \min_{\theta} \mathcal{L}(\theta, \lambda) - \min_{\pi \in \mathcal{P}(S)} \mathcal{L}(\pi, \lambda) \right). \]  

(A.4)

Assume \( \pi^* \) minimizes the Lagrangian in (A.1), and let \( \theta^* \) an \( \epsilon \)-approximation of \( \pi^* \). Then, we have that

\[ d_\theta(\lambda) \leq d(\lambda) + (\mathcal{L}(\theta^*, \lambda) - \mathcal{L}(\pi^*, \lambda)). \]  

(A.5)

Now, let us bound the difference above. Note that

\[ \mathcal{L}(\theta^*, \lambda) - \mathcal{L}(\pi^*, \lambda) = \int_{S \times \Gamma} (e + \lambda^T l)(d\rho^*_\theta - d\rho^*_\pi), \]  

(A.6)

with \( e \) and \( l \) standing for the one-step cost and (vector of) constraints, respectively, and \( \rho^*_\pi, \rho^*_\theta \) representing the occupation measure induced by \( \pi^* \) and \( \pi^*_\theta \), respectively. Since \( \theta^* \) is an \( \epsilon \)-universal approximation of \( \pi^* \), we know from Lemma 1 in [38] that

\[ \left| \int_{S \times \Gamma} (d\rho^*_\theta - d\rho^*_\pi) \right| \leq \frac{\epsilon}{1 - \gamma}. \]  

(A.7)

Thus,

\[ \mathcal{L}(\theta^*, \lambda) - \mathcal{L}(\pi^*, \lambda) \leq \left| \int_{S \times \Gamma} (e + \lambda^T l)(d\rho^*_\theta - d\rho^*_\pi) \right| \leq (B_r + \|\lambda^*\|_1 B_t) \frac{\epsilon}{1 - \gamma}, \]  

(A.8)

where the last inequality follows from the bounds on the cost and constraint functions stated in Theorem 1. Combining this expression with (A.5), we have

\[ d_\theta(\lambda) \leq d(\lambda) + (B_r + \|\lambda^*\|_1 B_t) \frac{\epsilon}{1 - \gamma}. \]  

(A.9)

Now let us define

\[ d_r(\lambda) = d(\lambda) + (B_r + \|\lambda^*\|_1 B_t) \frac{\epsilon}{1 - \gamma}, \]  

(A.10)

and note that this is the dual function associated to the perturbed primal problem (A.2) with perturbation \( \xi_i = \).
\( -B_t \epsilon/(1 - \gamma), i = 1, \ldots, m \). Then, we can rewrite (A.10) as

\[
d\theta(\lambda) \leq d_{\epsilon}(\lambda) + B_r \frac{\epsilon}{1 - \gamma},
\]

for any \( \lambda \), and in particular it holds for \( \lambda^*_\theta \), the dual solution of the parametrized problem (18),

\[
D^*_\theta \leq d_{\epsilon}(\lambda^*_\theta) + B_r \frac{\epsilon}{1 - \gamma}.
\]

On the other hand, \( \lambda^*_\epsilon = \arg \max_{\pi \in \Pi} d_{\epsilon}(\lambda) \), and thus

\[
D^*_\theta \leq \min_{\pi \in \Pi} J(\pi) + \sum_{i=1}^r \lambda^*_{\epsilon,i} \left( L_i(\pi) + B_i \frac{\epsilon}{1 - \gamma} \right) + B_r \frac{\epsilon}{1 - \gamma},
\]

with \( L_i(\pi) := E_{x_0}^{\pi^{(i)}} \left[ \sum_{t=0}^{\infty} \gamma^t l^{(i)}(x, h, \alpha) \right] \). But we can upper bound the previous expression by selecting \( \pi^* \) the solution of the original constrained co-design problem (7), leading to

\[
D^*_\theta \leq J(\pi^*) + \sum_{i=1}^r \lambda^*_{\epsilon,i} \left( L_i(\pi^*) + B_i \frac{\epsilon}{1 - \gamma} \right) + B_r \frac{\epsilon}{1 - \gamma}.
\]

Since we assume the problem to be feasible, we have that \( L_i(\pi^*) \leq 0 \), from which we can conclude that

\[
D^*_\theta \leq P^* + (B_r + \|\lambda^*_\epsilon\|_1 B) \frac{\epsilon}{1 - \gamma}.
\]

**Appendix B. Proof of Theorem 3**

Let \( x_t \) represent the evolution of the plants states under the optimal, non-parametrized policy \( \pi^* \), and let \( \tilde{x}_t \) represent the system controlled by a policy \( \pi^*_\theta \) parametrized by an \( \epsilon \)-universal parameter \( \theta^* \) found by the dual descent procedure described in Algorithm 1. Under the conditions of Theorem 3, \( x(t) = 0, i = 1, \ldots, m \) is an equilibrium point for the wireless control system and \( V(0) = 0, V_{\theta^*}(0) = 0 \). On the other hand,

\[
V(x) \geq x^T Q x \geq \varphi(\|x\|) \tag{B.1}
\]

with \( \varphi(\|x\|) = \lambda_{\min}(Q)\|x\|^2 \). The same inequality holds for \( V_{\theta^*}(x) \), thus both functions are positive definite [39].

Following [39], assume that \( \nu < r \) and let \( \mu \) be the first exit time of \( \tilde{x}_t \) from \( D_h \), i.e.,

\[
\mu := \inf \{ t \geq t_0 : \tilde{x}_t \notin D_h \}. \tag{B.2}
\]

We have from (22) that for any \( \tilde{x}_t \in D_r \subset \mathbb{R}^{mp} \),

\[
\mathbb{E}[V(\tilde{x}_{t+1})] \leq V(\tilde{x}_t),
\]

and thus (see [39]),

\[
\mathbb{E}[V(\tilde{x}_{\mu \wedge t})] \leq V(x_0). \tag{B.3}
\]
Since we assume dual descent to converge to a regular local minimum, we have from the necessary KKT conditions that either the optimal Lagrange multipliers converge to zero (if the constraints are inactive at that point), or the inequality constraints reduce to zero themselves. Then, Theorem 1 implies

$$\mathbb{E}[V_{\theta}(x_{\mu,t})] \leq \mathbb{E}[V_{\theta}(\tilde{x}_{\mu,t})] + \kappa \epsilon \leq V(x_0) + \kappa \epsilon,$$

with $\kappa$ standing for the term multiplying $\epsilon$ in (20). Now, if $\mu < t$, then we have that [39]

$$\varphi(\nu) P\{\mu \leq t\} \leq \mathbb{E}[1_{\mu \leq t} V_{\theta}(\tilde{x}_{\mu})] \leq \mathbb{E}[V_{\theta}(\tilde{x}_{\mu})].$$

But since we assume $V$ and $V_{\theta}$ to be continuous, we can find, for any $\zeta \in (0,1)$, $\delta = \delta(\zeta, \nu, t_0) > 0$ such that $V(x) \leq \zeta \varphi(\nu)$ for any $x \in D_\delta$ [39]. Thus, we have that

$$\varphi(\nu) P\{\mu \leq t\} \leq V(x_0) + \kappa \epsilon \leq \zeta \varphi(\nu) + \kappa \epsilon$$

and thus

$$P\{\mu \leq t\} \leq \zeta + \frac{\kappa \epsilon}{\varphi(\nu)}.$$

Finally, letting $t \to \infty$, (23) follows.
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