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ABSTRACT

Fractional order controllers become increasingly popular due to their versatility and superiority in various performance. However, the bottleneck in deploying these tools in practice is related to their analog or numerical implementation. Numerical approximations are usually employed in which the approximation of fractional differintegrator is the foundation. Generally, the following three identical equations always hold, i.e., \( \frac{1}{s^{\alpha}} \cdot \frac{1}{s^{\alpha-\alpha}} = \frac{1}{s^{\alpha}}, s^{\alpha} \cdot \frac{1}{s^{\alpha}} = 1 \) and \( s^{\alpha} \cdot s^{1-\alpha} = s \). However, for the approximate models of fractional differintegrator \( s^{\alpha}, \alpha \in (-1,0) \cup (0,1) \), there usually exist some conflicts on the mentioned equations, which might enlarge the approximation error or even cause fallacies in multiple orders occasion. To overcome the conflicts, this brief develops a piecewise approximate model and provides two procedures for designing the model parameters. The comparison with several existing methods shows that the proposed methods do not only satisfy the equalities but also achieve high approximation accuracy. From this, it is believed that this work can serve for simulation and realization of fractional order controllers more friendly.

1 Introduction

Fractional calculus, as a generalization of the classical calculus of integrals and derivatives, has gained considerable popularity during the past three decades, mainly due to its demonstrated applications in numerous seemingly diverse and widespread fields of science and engineering. Indeed, it does provide several potentially powerful tools for practical
applications, such as fractional memristor [2], fractional capacitor [3], fractional inductor [4], fractional resonator [5], fractional oscillator [6], fractional controllers [7,8,9], fractional models [10,11]. As for the recent progress on the related topics, the readers can refer to the mentioned excellent papers and the references therein.

The numerical approximation of fractional differintegrator \( s^\alpha \) becomes crucial with the increasing demand of applications on fractional order systems. Many methods were developed while none has a clear overwhelming advantage [12]. This situation always existed until a seminal recursive algorithm was proposed by Oustaloup [13]. This algorithm provided a procedure for hardware implementation not merely established a numerical approximation method. Now, it is widely used in practice. Inspired by this heuristic algorithm, a similar algorithm was proposed for the fractional integrator instead of the fractional differentiator [14]. Afterwards, a series of effective and efficient algorithms were established [15,16,17,18,19,20,21]. For example, a model with summation form was derived for the fractional differentiator, which is convenient for circuit realization [22]. After deriving the approximate model for the fractional differintegrator, the stability issue was discussed in [23,24]. A direct discretization method producing low integer order discrete-time transfer functions was proposed for fractional order transfer functions [25]. A block diagram based simulation scheme was developed for fractional order systems under Caputo definition [26]. To make the degree of the approximate model low without the loss of approximation accuracy, the fixed-pole approximation scheme was established [27,28,29]. To enhance the robustness of the approximate model, the multiple pole method was introduced [30,31].

Despite the great achievements, they have a major drawback which is the invalidation of the related identical equations. In active design, this implies bringing accumulative error with multiple fractional orders and greatly reduces the practicability. For example, when we consider fractional internal model control, fractional non-overshoot control and fractional oscillation circuit design, the related identical equations become more and more important. For the convenience of narration, we set \( \alpha = \frac{1}{5} \) and \( \alpha = \frac{1}{3} \). The corresponding approximate operators are \( \hat{\mathcal{D}}_\alpha^\kappa (s) \) and \( \hat{\mathcal{I}}_\alpha^\kappa (s) \), respectively, where \( \kappa \) is the index to distinguish the different approximations. Motivated by the above discussion, the objective of this work is to design the alternative, accurate, available and attractive approximation algorithms such that the following conditions are satisfied.

i) \( \hat{\mathcal{D}}_\alpha^\kappa (s) \cdot \hat{\mathcal{D}}_\kappa^{1-\alpha} (s) = \frac{1}{s} \);
ii) \( \hat{\mathcal{I}}_\alpha^\kappa (s) \cdot \hat{\mathcal{D}}_\kappa^{\alpha} (s) = 1; \)
iii) \( \hat{\mathcal{I}}_\alpha^\kappa (s) \cdot \hat{\mathcal{D}}_\kappa^{1-\alpha} (s) = s. \)

Contributions of this work are mainly manifested in three aspects. (a) The conflict on the order of fractional approximation models is discussed for the first time. To be more exact, they are wrong in the mentioned occasion. (b) A piecewise approximation model is proposed to avoid the conflict, which extends the application range and improves the approximation accuracy. (c) Two independent procedures for designing the model parameters are developed and discussed, which greatly facilitate the design and implementation of fractional differintegrators. (d) The multiple pole principle is adopted to enrich the applicability.

Bearing this in mind, Section 2 proposes a universal framework to approximate \( \mathcal{D}^\alpha (s) \) and then four sets of parameters are developed, resulting in \( \hat{\mathcal{D}}_\kappa^\alpha (s) \) and \( \hat{\mathcal{I}}_\kappa^\alpha (s) \), \( \kappa = 1, 2, 3, 4 \). Section 3 provides two illustrative examples to show the effectiveness of the proposed methods, demonstrating its added value with respect to the state of art. Finally, some concluding remarks are drawn in Section 4.

2 Main Results
2.1 Basic framework

In the beginning, let us approximate the fractional integrator \( \mathcal{D}^\alpha (s) \) with the piecewise model

\[
\hat{\mathcal{D}}_\kappa^\alpha (s) = \begin{cases} 
K \prod_{i=1}^{n} \left( \frac{s+i\bar{z}_{i}}{s+i\bar{p}_{i}} \right)^{k}, & 0 < \alpha \leq 0.5, \\
\bar{K} \prod_{i=1}^{n} \left( \frac{s+i\bar{z}_{i}}{s+i\bar{p}_{i}} \right)^{k}, & 0.5 < \alpha < 1,
\end{cases}
\]

(1)

where \( \kappa = 1, 2, 3, 4 \), \( k \in \mathbb{Z}_+, n \in \mathbb{Z}_+ \), \( K, \bar{K} \) are the gains, \( -\bar{p}_{i} \), \( -\bar{\bar{p}}_{i} \) are the poles and \( -\bar{z}_{i} \), \( -\bar{\bar{z}}_{i} \) are the zeros. For this model, when the following relationships

\[
\begin{align*}
\bar{p}_{i} &= z_{i}[\alpha=1-\alpha], \\
\bar{\bar{p}}_{i} &= \bar{z}_{i}[\alpha=1-\alpha], \\
\bar{K} &= K^{-1}[\alpha=1-\alpha],
\end{align*}
\]

are satisfied, the condition i) holds for \( \alpha \in (0, 0.5) \cup (0.5, 1) \).
To meet the condition ii) for $\alpha \in (0, 1)$, the approximate model for fractional differentiator $\mathcal{H}_k^\alpha(s)$ is designed as

$$\mathcal{H}_k^\alpha(s) = \frac{1}{\mathcal{H}_l^\alpha(s)}.$$  \hspace{1cm} (3)

With this design, the condition iii) is also implied.

Up to now, all the elaborated conditions have been met. We will focus on how to design the parameters subsequently. Since $\mathcal{H}_k^\alpha(s)$ can be uniquely identified with the given $\mathcal{H}_l^\alpha(s)$, only the design of $\mathcal{H}_k^\alpha(s)$ will be discussed hereafter, i.e., $p_i, i = 1, 2, \cdots, n$ and $K$.

Given the parameters $\alpha, k, n$ and the interested frequency interval $[\omega_l, \omega_h]$, it is expected that $p_i, i = 1, 2, \cdots, n$. First, for the case of $0 < \alpha \leq 0.5$, supposing that $\mathcal{H}_k^\alpha(s)$ and $\mathcal{H}_l^\alpha(s)$ have the same gain at the middle frequency $s = j\omega_m$, i.e.,

$$|\mathcal{H}_k^\alpha(j\omega_m)| = |\mathcal{H}_l^\alpha(j\omega_m)|,$$

the desired gain $K = |j\omega_m|^{-\alpha} \prod_{i=1}^{n} \left| \frac{j\omega_m + p_i}{j\omega_m + \bar{p}_i} \right|^{\alpha}$ can be determined, where $\omega_m \triangleq \sqrt{\omega_l \omega_h}$, $j \triangleq \sqrt{-1}$. By using formula (2), one has

$$\tilde{K} = K^{-1}_{\alpha=1-\alpha} = |(j\omega_m)^{1-\alpha} \prod_{i=1}^{n} \left| \frac{j\omega_m + \bar{p}_i}{j\omega_m + p_i} \right|^{\alpha=1-\alpha} = |(j\omega_m)^{1-\alpha} \prod_{i=1}^{n} \left| \frac{j\omega_m + p_i}{j\omega_m + \bar{p}_i} \right|^{\alpha=1-\alpha} = |j\omega_m|^{1-\alpha} \prod_{i=1}^{n} \left| \frac{j\omega_m + \bar{p}_i}{j\omega_m + p_i} \right|^{\alpha=1-\alpha},$$

which means that (4) also holds for the $0.5 < \alpha < 1$ case.

Next, two independent design procedures will be provided for $p_i, i = 1, 2, \cdots, n$.

### 2.2 Two-point boundary value based method

On the principle of the poles and the zeros alternately appear $k$ times by $k$ times, the asymptotic lines of the Bode magnitude diagram for $\mathcal{H}_l^\alpha(s)$ and $\mathcal{H}_k^\alpha(s)$ with $0 < \alpha \leq 0.5$ are shown in Fig. 1.

For Fig. 1, it is noted that $B_i$ and $D_i$ correspond to the zeros and the poles and their abscissas are $\lg z_i$ and $\lg p_i$, respectively. For convenience, let us define the abscissa of points $A_i, C_i$ as $\lg p_i, \lg z_i, i = 1, 2, \cdots, n$. The slope of line
$C_iC_{n+1}$ is $-20\alpha$ dB/dec. The slope of line $C_iD_i$ is 0 dB/dec and the slope of line $D_iB_i$ is $-20k$ dB/dec. Since $0 < \alpha < k$, along this way, the approximation problem can be solved via approximating a line with the slope $-20k$ dB/dec by a set of lines with the slopes 0 dB/dec and $-20k$ dB/dec within the logarithmic frequency range $[\log \omega_i, \log \omega_n]$. The approximate error can be described by the total area of all triangle formed by composite curves and the target line.

As shown in the previous study [29], when the triangles are congruent, that is,

$$\triangle A_iD_iC_i \cong \triangle A_{i+1}D_{i+1}C_{i+1} \cong \triangle A_iB_iC_{i+1},$$  

(6) 

$i = 1, 2, \ldots, n$, the approximate error is minimum in the sense of the area. From this relationship, one has

$$\log p_i - \log p_t = \log z_i - \log p_t,$$  

(7) 

$$2\log p_t = \log \sigma_i + \log \sigma_{i+1},$$  

(8) 

Assume that Point $E_n$ is the intersection point of Line $D_nE_n$ and Line $B_nC_{n+1}$ such that Line $D_nE_n$ is vertical. Since both $B_nE_n$ and $C_{n+1}E_n$ are horizontal lines, the slope information implies

$$\begin{align*} 
\frac{|D_nE_n|}{|B_nE_n|} & = 20k, \\
\frac{|D_nE_n|}{|E_{n+1}E_n|} & = 20\alpha, 
\end{align*}$$  

(9)

which shows

$$\log p_i - \log p_t = \frac{\alpha}{2} (\log p_i - \log \sigma_i).$$  

(10) 

When the crossing points $C_i, C_{n+1}$ are the boundary points, i.e., $\sigma_i = \omega_i, \sigma_{n+1} = \omega_i$, then $\sigma_i = \omega_i (\frac{\omega_i}{\omega_n})^{i-1}$. By combining formulas (7), (8) and (10), one is ready to obtain the value of $p_t, z_i$. According to (2), $p_t, z_i$ can be calculated immediately. Additionally, it is proven that the desired condition $p_t, z_i \in [\omega_i, \omega_n]$ always holds for any $k \in \mathbb{Z}^+, \alpha \in (0, 1)$ and $i = 1, 2, \ldots, n$. From this, a novel approximate model can be summarized as Algorithm 1.

**Algorithm 1.** The approximate model $\hat{\mathcal{J}}_1^\alpha(s)$ for the fractional integrator $\mathcal{J}^\alpha(s)$ with $0 < \alpha < 1$ can be designed in the form of (1) with $p_t = \omega_i (\frac{\omega_i}{\omega_n})^{i-1}$, $z_i = \omega_i (\frac{\omega_i}{\omega_n})^{i-1}$, $\bar{z}_i = \omega_i (\frac{\omega_i}{\omega_n})^{i-1}$, $i = 1, 2, \ldots, n$, $K = [\log \sigma_i]^{-\alpha} \prod_{i=1}^n |\frac{\log \sigma_i}{\log \sigma_{i+1}}|^k$ and $\bar{K} = [\log \sigma_i]^{-\alpha} \prod_{i=1}^n |\frac{\log \sigma_i}{\log \sigma_{i+1}}|^k$.

When the turning points $D_1, B_2$ are the boundary points, i.e., $p_t = \omega_i, z_n = \omega_n$, combining formulas (7), (8) with (10), the desired value of $p_t, z_n$ can be obtained. In this case, a new approximate model is expressed as Algorithm 2.

**Algorithm 2.** The approximate model $\hat{\mathcal{J}}_2^\alpha(s)$ for the fractional integrator $\mathcal{J}^\alpha(s)$ with $0 < \alpha < 1$ can be designed in the form of (1) with $p_t = \omega_i (\frac{\omega_i}{\omega_n})^{i-1}$, $z_i = \omega_i (\frac{\omega_i}{\omega_n})^{i-1}$, $\bar{z}_i = \omega_i (\frac{\omega_i}{\omega_n})^{i-1}$, $i = 1, 2, \ldots, n$, $K = [\log \sigma_i]^{-\alpha} \prod_{i=1}^n |\frac{\log \sigma_i}{\log \sigma_{i+1}}|^k$ and $\bar{K} = [\log \sigma_i]^{-\alpha} \prod_{i=1}^n |\frac{\log \sigma_i}{\log \sigma_{i+1}}|^k$.

In Algorithms 1 and 2 the parameters $p_t, z_i$ are designed firstly. Then, the parameters $\bar{p}_i, \bar{z}_i$ can be calculated via formula (2). In subsequent discussion, we will consider the $0.5 < \alpha < 1$ case firstly, and then derive the model for the $0 < \alpha \leq 0.5$ case.

With the given conditions, the asymptotic lines of the Bode magnitude diagram for $\mathcal{J}^\alpha(s)$ and $\hat{\mathcal{J}}_2^\alpha(s)$ with $0.5 < \alpha < 1$ are shown in Fig. 2.

To achieve better approximation performance, the following condition is assumed.

$$\triangle A_iB_iC_i \cong \triangle A_{i+1}B_{i+1}C_{i+1} \cong \triangle A_{i+1}D_iC_i,$$  

(11) 

$$\triangle A_iB_iC_i \cong \triangle A_{i+1}B_{i+1}C_{i+1} \cong \triangle A_{i+1}D_iC_i.$$  

(11)
Similarly, define the abscissa of points \( A_i, B_i, C_i \) and \( D_i \) as \( \lg \rho_i, \lg \bar{z}_i, \lg \delta_i \), and \( \lg \bar{\rho}_i \) for any \( i = 1, 2, \ldots, n \). The slope of line \( C_i C_{i+1} \) is \(-20\alpha\) dB/dec. The slope of line \( A_i B_i \) is \(-20\) dB/dec and the slope of line \( B_i D_i \) is \(20(k-1)\) dB/dec. Then one has the following relations

\[
\lg \delta_i - \lg \bar{z}_i = \lg \bar{\rho}_i - \lg \delta_i,
\]

\[
2\lg \delta_i = \lg \rho_i + \lg \rho_{i+1},
\]

\[
2(\lg \bar{z}_i - \lg \rho_i) = \alpha(\lg \rho_{i+1} - \lg \rho_i) + (k-1)(\lg \bar{\rho}_i - \lg \bar{z}_i).
\]

Assuming the crossing points \( A_1, A_{n+1} \) are the boundary points, i.e., \( \rho_1 = \omega_l, \rho_{n+1} = \omega_H \), one has \( \rho_i = \omega_l \left( \frac{\omega_l}{\omega_H} \right)^{-\frac{i-1}{k}} \). From (12)-(14), it follows \( \bar{\rho}_i = \omega_l \left( \frac{\omega_l}{\omega_H} \right)^{-2-\frac{i-1}{k}} \) and \( \bar{z}_i = \omega_l \left( \frac{\omega_l}{\omega_H} \right)^{-\frac{i-1}{k}} \). With the obtained \( \bar{\rho}_i \) and \( \bar{z}_i \), the parameters \( \rho_i \) and \( z_i \) can be derived via the rule in [2]. From the continuity of the model on the order, the parameters for the \( \alpha = 0.5 \) case can also be developed. Till now, one approximation model same to Algorithm 1 follows. When we assume the turning points \( B_1, D_n \) are the boundary points, i.e., \( \bar{z}_1 = \omega_l, \bar{\rho}_n = \omega_H \), using formulas (12)-(14) yields \( \bar{\rho}_i = \omega_l \left( \frac{\omega_l}{\omega_H} \right)^{-2-\frac{i-1}{k}} \) and \( \bar{z}_i = \omega_l \left( \frac{\omega_l}{\omega_H} \right)^{-\frac{i-1}{k}} \) which are the same with Algorithm 2. Interestingly, different means reach the same approximation model.

### 2.3 One-point limited distance based method

Hereafter, we introduce three auxiliary lines \( L_0, L_1 \) and \( L_2 \), which are respectively the magnitude frequency characteristic curves of \( \frac{1}{\pi}, \frac{k}{\pi} \) and \( \frac{k}{\pi} \). We still start from the \( 0 < \alpha \leq 0.5 \) case. The asymptotic lines of the Bode magnitude are shown in Fig. 3 where Points \( A_1, A_2, \ldots, A_n \) and \( C_1, C_2, \ldots, C_{n+1} \) are on Line \( L_0 \), Points \( D_1, D_2, \ldots, D_n \) are on Line \( L_1 \) and Points \( B_1, B_2, \ldots, B_n \) are on Line \( L_2 \).

Suppose that the vertical distance between \( L_0 \) and \( L_1/L_2 \) is \( \varepsilon > 0 \). Define three functions as

\[
L_0(\omega) = -20\alpha \lg \omega,
\]

\[
L_1(\omega) = 20 \lg k_1 - 20\alpha \lg \omega,
\]
where $\omega \in (0, +\infty)$. Based on the condition $L_1(\omega) - L_0(\omega) = L_0(\omega) - L_2(\omega) = \varepsilon$, one obtains $k_1 = 10^{\frac{\varepsilon}{20}}$ and $k_2 = 10^{-\frac{\varepsilon}{20}}$.

Define the magnitude frequency characteristic curves of $\frac{10}{\omega}$ as $M_i(\omega) = 20 \log h_i - 20k \log \omega$, $i = 1, 2, \cdots, n$. Assume lines $M_i$ pass through Points $D_i$ and $B_i$. From the geometrical relationship, one has

$$
\begin{align*}
L_0(\sigma_i) &= L_1(p_i) = L_2(z_{i-1}), \\
M_i(p_i) &= L_1(p_i), \\
M_i(z_i) &= L_2(z_i).
\end{align*}
$$

Assume that the left boundary point is the crossing point $C_1$ and the right boundary point locates between $B_nB_{n+1}$, i.e., $\sigma_1 = \omega_l$, $z_n \leq \omega_h < z_{n+1}$. By applying formulas (3) and (8), the desired parameters are calculated. Then, the approximate model can be described as follows.

**Algorithm 3.** The approximate model $\hat{J}_2^\alpha(s)$ for the fractional integrator $J^\alpha(s)$ with $0 < \alpha < 1$ can be designed in the form of (1) with $p_i = 10^{\frac{\omega_h - \omega_l}{20(k-\alpha)}} \omega_l$, $z_i = 10^{\frac{\omega_h - \omega_l}{20(k-\alpha)}} \omega_l$, $\bar{p}_i = 10^{\frac{\omega_h - \omega_l}{20(k-\alpha)}} \omega_l$, $\bar{z}_i = 10^{\frac{\omega_h - \omega_l}{20(k-\alpha)}} \omega_l$, $i = 1, 2, \cdots, n$.

Assume that the left boundary point is the turning point $D_i$ and the right boundary point locates between $B_nB_{n+1}$, i.e., $p_1 = \omega_l$, $z_n \leq \omega_h < z_{n+1}$. Similarly, the aforementioned conditions could give a new approximate model.

**Algorithm 4.** The approximate model $\hat{J}_4^\alpha(s)$ for the fractional integrator $J^\alpha(s)$ with $0 < \alpha < 1$ can be designed in the form of (1) with $p_i = 10^{\frac{\omega_h - \omega_l}{20(k-\alpha)}} \omega_l$, $z_i = 10^{\frac{\omega_h - \omega_l}{20(k-\alpha)}} \omega_l$, $\bar{p}_i = 10^{\frac{\omega_h - \omega_l}{20(k-\alpha)}} \omega_l$, $\bar{z}_i = 10^{\frac{\omega_h - \omega_l}{20(k-\alpha)}} \omega_l$, $i = 1, 2, \cdots, n$.

**Remark 1.** In Algorithms 2, 3, 4, four piecewise models $\hat{J}_k^\alpha(s)$, $k = 1, 2, 3, 4$ are constructed to approximate the fractional integrator $J^\alpha(s)$ with $0 < \alpha < 1$. It is ready to check that as $n \to +\infty$, $\omega_l \to 0$, $\omega_h \to +\infty$ and $\varepsilon \to 0$, $J^\alpha(s)$ can be approximated to any degree of accuracy. By adopting the principle in [7], $\hat{J}_3^\alpha(s)$, $\hat{J}_4^\alpha(s)$ can be developed accordingly.

To make a fair and full comparison with the existing literature, six approximate models are borrowed, i.e., $\hat{J}_5^\alpha(s)$ from [14], $\hat{J}_6^\alpha(s)$ and $\hat{J}_7^\alpha(s)$ from [30], $\hat{J}_5^\alpha(s)$ and $\hat{J}_7^\alpha(s)$ from [24], respectively. For better replicate and verify the provided results, the related models are listed as follows.

$$
\hat{J}_5^\alpha(s) = K\prod_{i=1}^{n} \frac{s + \bar{p}_i}{s + p_i},
$$

$$
\hat{J}_7^\alpha(s) = K\prod_{i=1}^{n} \frac{s + \bar{z}_i}{s + z_i}.
$$

where \( p_i = \omega_i \left( \frac{\partial_n^m}{\omega_i} \right)^{\frac{1}{n+\alpha}} \), \( z_i = \omega_i \left( \frac{\partial_n^m}{\omega_i} \right)^{-\frac{1}{n+\alpha}} \), \( \bar{p}_i = \omega_i \left( \frac{\partial_n^m}{\omega_i} \right)^{\frac{2i-1-\alpha}{2(n+\alpha)}} \), \( \bar{z}_i = \omega_i \left( \frac{\partial_n^m}{\omega_i} \right)^{-\frac{2i-1-\alpha}{2(n+\alpha)}} \), \( i = 1, 2, \cdots, n \), \( K = \prod_{i=1}^{n} \frac{|+\frac{p_i}{+\frac{z_i}}|}{+\frac{p_i}{+\frac{z_i}}} \) and \( \bar{K} = \omega_i^\alpha \).

\[
\hat{\mathcal{G}}_6^\alpha (s) = \frac{K}{\bar{K}} \prod_{i=1}^{n} \left( \frac{+\frac{z_i}{+\frac{p_i}}}{+\frac{p_i}{+\frac{z_i}}} \right)^2 ,
\]

\[
\hat{\mathcal{G}}_7^\alpha (s) = \frac{K}{\bar{K}} \prod_{i=1}^{n} \left( \frac{+\frac{z_i}{+\frac{p_i}}}{+\frac{p_i}{+\frac{z_i}}} \right)^2 ,
\]

where \( p_i = \omega_i \left( \frac{\partial_n^m}{\omega_i} \right)^{\frac{2i-1-\alpha}{2(n+\alpha)}} \), \( z_i = \omega_i \left( \frac{\partial_n^m}{\omega_i} \right)^{-\frac{2i-1-\alpha}{2(n+\alpha)}} \), \( i = 1, 2, \cdots, n \) and \( K = \prod_{i=1}^{n} \left| \frac{+\frac{p_i}{+\frac{z_i}}}{+\frac{p_i}{+\frac{z_i}}} \right| \).

Then the expected relations are checked in the following 7 cases and the results are shown as Table 7. It is safe to say that the proposed algorithms have a distinct superiority from this point of view. The salient feature is just what we are pursuing in this work.

| Table 1. The associativity for approximation operators with \( \alpha \in (0, 0.5) \cup (0.5, 1) \). |
|------------------|------------------|------------------|
| condition i )    | condition ii)    | condition iii)   |
| case 1: \( k = 1 \) | \( \checkmark \) | \( \checkmark \) | \( \checkmark \) |
| case 2: \( k = 2 \) | \( \checkmark \) | \( \checkmark \) | \( \checkmark \) |
| case 3: \( k = 3 \) | \( \checkmark \) | \( \checkmark \) | \( \checkmark \) |
| case 4: \( k = 4 \) | \( \checkmark \) | \( \checkmark \) | \( \checkmark \) |
| case 5: \( k = 5 \) | \( \times \) | \( \times \) | \( \times \) |
| case 6: \( k = 6 \) | \( \times \) | \( \times \) | \( \times \) |
| case 7: \( k = 7 \) | \( \times \) | \( \checkmark \) | \( \checkmark \) |

Remark 2. In general, with large \( n \), the smaller \( \varepsilon \), the higher approximation accuracy. Setting \( \omega_i = 10^{-3} \), \( \omega_n = 10^3 \), \( n = 10 \) and \( k = 2 \), Fig. 4 shows the available \( \varepsilon \) for Algorithms 3 and 4. When \( \varepsilon = \frac{10\nu(k-\nu)}{k\nu} \lg \left( \frac{\omega_i}{\omega_0} \right) \), one has \( \sigma_{n+1} = \omega_n \) and in this case Algorithm 3 reduces to Algorithm 7. When \( \varepsilon = \frac{10\nu(k-\nu)}{k\nu} \lg \left( \frac{\omega_i}{\omega_0} \right) \), one has \( \hat{\omega}_{n} = \omega_n \). At this point, Algorithm 4 degenerates into Algorithm 7. The degenerating condition for \( \varepsilon \) is marked as the special value in Fig. 7. Because there exists a suitable range for \( \varepsilon \) instead of a fixed value, Algorithms 3 and 4 could enjoy much design freedom.

Remark 3. The developed approximate model in (7) is the multiplicative case. For the single pole case, i.e., \( k = 1 \), (7) is equivalently expressed as

\[
\hat{\mathcal{G}}_K^\alpha (s) = \left\{ \begin{array}{ll}
K + \sum_{i=1}^{n} \frac{r_i}{x^i + \frac{p_i}{+\frac{z_i}}} & , 0 < \alpha \leq 0.5 , \\
\frac{c_0}{x^i} + \sum_{i=1}^{n} \frac{r_i}{x^i + \frac{p_i}{+\frac{z_i}}} & , 0.5 < \alpha < 1 ,
\end{array} \right.
\]

where \( r_i = K \prod_{j=1,j\neq i}^{n} \frac{2i-1-\alpha}{2(n+\alpha)} \), \( c_0 = \bar{K} \prod_{i=1}^{n} \frac{z_i}{p_i} \), \( c_i = -\bar{K} \prod_{i=1}^{n} \frac{z_i}{p_i} \). With this summation form, we can construct the RC circuits implementation in Fig. 5 with specially selected \( R_i \) and \( C_i \). For the multiple pole case, i.e., \( k \neq 1 \), the equivalent summation form is derived as

\[
\hat{\mathcal{G}}_K^\alpha (s) = \left\{ \begin{array}{ll}
K + \sum_{i=1}^{n} \frac{r_i}{x^i + \frac{p_i}{+\frac{z_i}}} & , 0 < \alpha \leq 0.5 , \\
\frac{c_0}{x^i} + \sum_{i=1}^{n} \frac{r_i}{x^i + \frac{p_i}{+\frac{z_i}}} & , 0.5 < \alpha < 1 ,
\end{array} \right.
\]

\[ (25) \]
which is a little more complex than (25), while it can also be implemented by electric circuit. To sum up, in spite of the difficulties, the multiplicative approximation can be transferred into the summation form and its circuit implementation issue is not a burden.

3 Numerical Simulations

In this section, two examples are provided to evaluate the advantages and the applicability of the developed methods. For comparison, the mentioned seven cases in Remark 1 will be considered once again. The interested frequency range $[\omega_l, \omega_h] = [10^{-3}, 10^3]$, the number of zeros $n = 10$, the sampling period $h = 0.001s$ and the number of times $k = 2$ are preset. The distance variable $\varepsilon$ in Algorithms 3 and 4 are designed as the special value in Remark 2, respectively. All the related code can be found in www.mathworks.com with title “Fractional Differintegrator Approximation”.

Example 1. Performance in frequency domain.

Given the interested order $\alpha = 0.1, 0.2, \cdots, 0.9$ and the frequency points $\omega(k) = (\frac{\omega_h}{100}) \frac{k-1}{10000}, k = 1, 2, \cdots, 10000$, the Bode diagrams of the exact fractional differintegrator and the approximation one can be obtained as Fig. 6.

Fig. 6 clearly demonstrates that all the approximate models $\{\hat{I}_k^\alpha(s), \hat{D}_k^\alpha(s)\}$ perform well on the magnitude characteristics. Note that a comparable performance on the phase characteristic can also be reached in the middle frequency range, while the error increases slightly at the edge of the frequency range. For evaluating the approximation further, two
Fig. 6. Bode diagram of fractional differintegrator and its approximate models with different $\alpha$. (Left: magnitude-frequency characteristics; Right: phase-frequency characteristics)

Quantitative indexes are defined

$$
\begin{align*}
E_M(k) &= 20\log |I^\alpha(j\omega(k))| - 20\log |\hat{I}^\alpha(j\omega(k))|, \\
E_P(k) &= \frac{180}{\pi} \arg \mathcal{H}^\alpha(j\omega(k)) - \frac{180}{\pi} \arg \hat{\mathcal{H}}^\alpha(j\omega(k)).
\end{align*}
$$

(27)

If the approximation of $D^\alpha(s)$ is considered, the corresponding $E_M(k)$ and $E_P(k)$ can be defined like (27).

Table 2 and Table 3 show the corresponding indexes implied in Fig. 6, from which four observations can be found. (a) For the same case, the results in the two tables are the same except case 5, since $\{\hat{I}^\alpha, \hat{D}^\alpha\}$ were proposed by different scholars. In theory, the data of case 6 are equal in Table 2 and Table 3 by chance. (b) cases 1 - 4 perform better than cases 5 - 7, which clearly demonstrate the superiority of the developed methods. (c) With careful selection of $\varepsilon$, Algorithms 3 and 4 reduce to Algorithms 1 and 2 respectively. Therefore, they bring the same approximation error. (d) Compared with case 1, case 2 is better, since it has large range of pole-zero.

Table 2. The maximum approximation error for $\mathcal{D}^\alpha(s)$ with $\alpha = 0.1, 0.2, \cdots, 0.9$.

|               | $|E_M|_\infty$ | $|E_M|_2$  | $|E_P|_\infty$ | $|E_P|_2$  |
|---------------|----------------|-----------|----------------|-----------|
| case 1        | 1.3179         | 26.7095   | 0.0226$\times 10^3$ | 0.6570$\times 10^3$ |
| case 2        | 0.4533         | 9.7653    | 0.0140$\times 10^3$ | 0.3909$\times 10^3$ |
| case 3        | 1.3179         | 26.7095   | 0.0226$\times 10^3$ | 0.6570$\times 10^3$ |
| case 4        | 0.4533         | 9.7653    | 0.0140$\times 10^3$ | 0.3909$\times 10^3$ |
| case 5        | 2.3792         | 49.7195   | 0.0387$\times 10^3$ | 1.1463$\times 10^3$ |
| case 6        | 2.4251         | 49.5543   | 0.0406$\times 10^3$ | 1.1886$\times 10^3$ |
| case 7        | 2.6441         | 55.8089   | 0.0405$\times 10^3$ | 1.2137$\times 10^3$ |

**Example 2.** Performance in time domain.

Setting $u(t) = \sin(t)$, then one has

$$
\begin{align*}
x &= I^\alpha I^{1-\alpha}[u](t) = 1 - \cos(t), \\
y &= D^\alpha I^\alpha[u](t) = \sin(t), \\
z &= D^\alpha D^{1-\alpha}[u](t) = \cos(t).
\end{align*}
$$

(28)

Changing $\{D^\alpha(s), I^\alpha(s)\}$ to $\{\hat{D}^\alpha_k(s), \hat{I}^\alpha_k(s)\}$ yields the approximation signals $\hat{x}$, $\hat{y}$ and $\hat{z}$. The curves of these signals with $\alpha = 0.4$ are plotted in Fig. 7.
It is observed that these curves coincide with the exact one well. If we define the approximation error as $E_x = x - \hat{x}$, $E_y = y - \hat{y}$ and $E_z = z - \hat{z}$, then the results in Table 4 can be obtained. It is worth emphasizing that zero error approximation is achieved for the considered problem in cases 1 - 4. This is consistent with the results in Table 1. The results in cases 5 - 7 also match Table 1 well.

Table 4. The approximation error in time domain with $\alpha = 0.4$.

|       | $|E_x|_\infty$ | $|E_x|_2$ | $|E_y|_\infty$ | $|E_y|_2$ | $|E_z|_\infty$ | $|E_z|_2$ |
|-------|----------------|----------|----------------|----------|----------------|----------|
| case 1| 0.0113         | 0.3880   | 0.0064         | 0.3063   | 1.0000         | 1.0000   |
| case 2| 0.0145         | 0.5289   | 0.0077         | 0.3695   | 1.0000         | 1.1150   |
| case 3| 0.0133         | 0.5277   | 0              | 0        | 1.0000         | 1.0000   |
\( \alpha = 0.5 \) is the singular case of this piecewise model and the related results are shown in Table 5. Both \( \hat{\mathcal{J}}^\alpha_K(s) \hat{\mathcal{J}}^{1-\alpha}_K(s) = \frac{1}{s} \) and \( \hat{\mathcal{G}}^\alpha_K(s) \hat{\mathcal{G}}^{1-\alpha}_K(s) = s \) are not available in cases 1 - 4 which is unexpected. Thus, how to solve this problem will be an interesting subject in future.

### Table 5. The approximation error in time domain with \( \alpha = 0.5 \).

| Case | \( ||E_1||_1 \) | \( ||E_1||_2 \) | \( ||E_\infty||_1 \) | \( ||E_\infty||_2 \) | \( ||E_1||_1 \) | \( ||E_1||_2 \) |
|------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| Case 1 | 0.0146 | 0.5285 | 0.0067 | 0.3323 | 1.0000 | 1.1157 |
| Case 2 | 0.0126 | 0.4199 | 0.0067 | 0.3233 | 1.0000 | 1.1055 |
| Case 3 | 0.0146 | 0.5285 | 0.0067 | 0.3233 | 1.0000 | 1.1157 |
| Case 4 | 0.0126 | 0.4199 | 0.0067 | 0.3233 | 1.0000 | 1.1055 |
| Case 5 | 0.0114 | 0.3849 | 0.0067 | 0.3233 | 1.0000 | 1.1018 |
| Case 6 | 0.0146 | 0.5291 | 0.0078 | 0.3721 | 1.0000 | 1.1157 |
| Case 7 | 0.0135 | 0.5270 | 0.0078 | 0.3721 | 1.0000 | 1.1018 |

### 4 Conclusions

In this paper, we firstly discussed the conflict on the order of the approximate model, i.e., \( \hat{\mathcal{J}}^\alpha_K(s) \hat{\mathcal{J}}^{1-\alpha}_K(s) \neq \frac{1}{s} \), \( \hat{\mathcal{G}}^\alpha_K(s) \hat{\mathcal{G}}^{1-\alpha}_K(s) \neq 1 \) and \( \hat{\mathcal{G}}^\alpha_K(s) \hat{\mathcal{G}}^{1-\alpha}_K(s) \neq s \) for \( \alpha \in (0, 1) \). Bearing this in mind, a piecewise model was proposed, which was able to avoid the conflict. Afterwards, two kinds of parameter design schemes were provided. From this, a detailed discussion was given on the numerical simulation and the circuit realization, etc. Finally, by means of comparison from the frequency domain and the time domain, the superiority of our methods in conflict avoidance and approximation accuracy were clearly illustrated.
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