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Abstract—NoSQL databases are increasingly used for storing and managing data in business-critical Big Data systems. The presence of software defects (i.e., bugs) in these databases can bring in severe consequences to the NoSQL services being offered, such as data loss or service unavailability. Thus, it is essential to understand the types of defects that frequently affect these databases, allowing developers to take action in an informed manner (e.g., redirect testing efforts). In this paper, we use Orthogonal Defect Classification (ODC) to classify a total of 4096 software defects from three of the current top NoSQL databases: MongoDB, Cassandra, and HBase. The results show great similarity for the defects across the three different NoSQL systems and, at the same time, show the differences and heterogeneity regarding works carried out in other domains and types of applications, emphasizing the need for possessing such unique information. Our results expose the defect distributions in NoSQL databases, provide a foundation for selecting representative defects for NoSQL systems, and, overall, can be useful for developers for verifying and building more reliable NoSQL database systems.
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I. INTRODUCTION

In recent years, we observed a noticeable growth in the use of NoSQL Database Management Systems that nowadays compete with the older and much more mature, Relational Databases. This evolution derives from the needs of the Big Data era, namely the need for supporting high data volumes, high velocity, and also variety (i.e., different forms of data), along with easier horizontal scalability [1]. In these systems, losing data or being unable to use the storage service has negative consequences not only for the user, but also for the provider, that sees its reputation affected. Such events are many times the result of the presence of a defect in the software [2], [3].

Software defects (i.e., bugs) can range from simple spelling or grammar mistakes in user messages, to security vulnerabilities which, once exploited, may result in disclosure of private information or in infrastructure damage [4], for example. There are many cases of software defects that have led to disastrous consequences, from misguided space rockets, to crashing military airplanes, and ultimately, human deaths [5]. Independently of the severity of a defect, for the sake of dependability, any defect found should be immediately fixed. Otherwise, the product reputation (and also the company behind the product, or the one using it) may collapse to an irrecoverable level. In the case of the most popular NoSQL databases, the identification and fixing of bugs is largely supported by their large communities, which actively find software defects, report them in an issue-tracking platform, and trigger their correction.

Understanding the nature of software defects (e.g., by using structured methods for defect classification [6]–[8]) can provide extremely useful information for developers, who can better focus their software verification efforts or, for instance, concentrate their development efforts in certain components or code areas known to be prone to a particular software defect type [6]. This kind of effort has been undertaken for many and very different types of software that operate in distinct domains, including browsers, games, operating systems, satellite software, business-critical applications, build systems, or machine learning software, just to name a few [9]–[12]. Many times, the general hypothesis placed is that the specificities involving the system (e.g., programming language, project nature and requirements, type and experience of the application development team) make it necessary for such specific analysis to take place. In this context, the analysis of defects affecting storage intensive systems (i.e., NoSQL databases, in the case of this work) has been disregarded so far.

In this paper, we analyze the defects of three top NoSQL databases: MongoDB [13], Cassandra [14], and HBase [15]. We begin by training the application of Orthogonal Defect Classification (ODC) [6] against a total of 300 defects affecting these databases. We discard the training dataset and then analyze a set of 4096 defects extracted from the databases’ issue-tracking systems and manually classify them with ODC using the previously trained ODC researcher. We internally double-check the classification result for 20% (i.e., 820 bugs) of the defects and then ask for two external and ODC-knowledgeable researchers to produce independent ODC classifications for an additional 20% of the total defects (10% per researcher).

Finally, we analyze the resulting dataset of ODC-classified defects according to the following four perspectives: i) we analyze the distribution of values concerning six of the eight existing ODC attributes (e.g., type of defect, conditions that trigger the defect, impact of the defect); ii) we form pairs of attributes and analyze the value distributions, as in related work (e.g., [6], [9], [16]); iii) we
analyze the defect type distribution in the top 3 most affected components per each database; and iv) we analyze our results in perspective with previous work.

We observed a huge variation in the distribution of defect types found in related work. Our results have confirmed this heterogeneity, which in practice means that we cannot assume, a priori, the existence of a certain defect distribution. This implies that this kind of study must be carried out whenever it is important to know which are the representative defects for a certain type of system, built in specific conditions. In this work, we actually observed a unique distribution of values (i.e., in terms of the relative popularity of the types of defects found), that is not present in any of the related work analyzed. The results suggest that the overall nature of the system may be a factor that influences the distribution of defects.

We also observed great similarity across the three databases, when inspecting the results for the individual ODC attributes. Sometimes, a single value dominated the distribution. When crossing pairs of attributes, three of the main observations include the fact that testing activities are more than two times more frequently associated with reliability defects than with capability defects, also, checking defects (e.g., input validation) are more frequent when the impact is reliability and are more likely to be associated with the “missing” qualifier. We also noticed disparities in the distribution of defect types in different system components, which may be justified with the nature of the component (e.g., a replication component holding Timing/Serialization defects), and, finally, we found certain types of defects being consistently associated with longer times to fix across all three databases (e.g., Function/Class/Object).

Overall, our results (available in detail, along with supporting code, at [17]) confirm the need for understanding the defect trends in NoSQL systems and bring insight regarding their defect distribution. The main contributions of this paper are the following:

- We use Orthogonal Defect Classification to provide a detailed view over a relatively large dataset of reported bugs in three popular NoSQL databases, including a view on the most affected database components;
- We show our results in perspective with the very heterogeneous related work, signaling differences and also similarities found;
- We provide an open dataset holding 4096 bug reports classified using ODC and freely available for future research.

The analysis provided in this paper can help uncover weak spots in these databases (e.g., poor focus on design, a tendency for having a certain type of defect in a certain database component) and this represents essential information for practitioners (e.g., NoSQL database developers) and researchers. The data allow practitioners to obtain knowledge regarding the reliability – or lack thereof – of their systems, but it could also help to improve the quality of the development processes, for instance by directing verification efforts to the appropriate areas (e.g., design, algorithm) or selecting certain verification techniques (e.g., testing, code inspections). Researchers may benefit from this type of results and use them as basis for creating new testing techniques for this kind of systems; for carrying out fault injection campaigns using the defect information obtained from this work; or even for tailoring development processes to specifically consider the specificities of this kind of systems and the nature of the defects that typically affects NoSQL databases.

The remainder of this paper is organized as follows. Section II presents background on ODC and discusses the related work. Section III describes our approach for classifying the extracted defects and Section IV presents and analyses the results. Section V discusses the main findings of this work and Section VI presents the threats to the validity of the work. Finally, Section VII concludes the paper.

II. BACKGROUND AND RELATED WORK

In this section, we briefly go through the main software defect classification schemes used nowadays, with focus on the main concepts regarding the Orthogonal Defect Classification, and we then discuss the related work.

A. Background on Orthogonal Defect Classification

Software Defect Classification Schemes are powerful tools which developers and researchers can use for different purposes such as development process improvement, product quality enhancement or empirical analysis. The three most popular software defect classification schemes are Hewlett-Packard’s Defect Origins, Types and Modes (DOTM) [8], IEEE’s standard 1044-2009 (IEEE-1044) [7], and Orthogonal Defect Classification [6].

Hewlett-Packard’s Defect Origins, Types and Modes (DOTM) [8] contains three base categories to classify defects i) Origin – the first activity in the defect’s lifecycle in which it has been detected, ii) Type – the area, of a particular Origin, that is responsible for the defect (e.g., “Logic” or “Standards” for Origin “Code”, or “Software Interface” for Origin “Design”), and iii) Mode – classification of why the defect occurred. IEEE 1044-2009 - IEEE Standard Classification for Software Anomalies [7] is a relatively complex standard, mostly due to its large number of attributes. Still, this allows for less subjectivity in its application, as the large number of attributes covers a wider variety of possibilities.

Orthogonal Defect Classification is a set of analytical methods used for software development and test process analysis to characterize software defects that consists of eight orthogonal attributes [6]. ODC was created with the intention of bridging two
methods commonly used for analyzing defects, namely Statistical Defect Modelling (e.g., software reliability statistical models) [18] and Root Cause Analysis [19]. It allows the defect classification process to be faster (an advantage of the former method) and have better accuracy in categorizing issues (similarly to the latter method) [6]. ODC is widely regarded as very popular means to characterize defects and, as discussed in this section, has been used by researchers and practitioners in several contexts. Its documentation [6], [20] is easily accessible and detailed, leaving little space for doubts regarding its use. ODC is based on the definition of eight attributes grouped into two sections: open-report and closed-report [20]. Open-report refers exclusively to the attributes that can be classified when the defect is found (i.e., independently of a later possible correction of that particular defect) and corresponds to the following attributes:

- **Activity**: indicates the activity being performed at the time the defect was disclosed (e.g., system testing);
- **Trigger**: describes what caused the defect to surface, i.e., the required condition that allowed the defect to manifest itself;
- **Impact**: refers to either the impact a user experienced when the defect surfaced (in case of a user-reported defect), or the impact a user would have hypothetically suffered, had the defect surfaced (when a developer finds a dormant defect, which is yet to be triggered).

The closed-report section refers to the attributes that can be classified when a defect has been corrected and the correction information becomes available. This section’s attributes are the following:

- **Target**: the entity that was corrected (e.g., source code);
- **Defect Type**: the nature of the change that was performed to fix the defect (e.g., algorithm);
- **Qualifier**: this attribute complements the defect type and describes the state of the implementation prior to having been corrected (e.g., whether it was missing, incorrect, or present but unnecessary);
- **Age**: refers to the point in time in which the defect was introduced (e.g., introduced during the correction of another defect);
- **Source**: whether the defect was introduced by an external component (i.e., outsourced), or is something developed by the team itself (i.e., in-house).

At the time of writing, the most recent ODC documentation is at version 5.2 [20] and it describes the ODC attribute set, their possible values and example cases. This ODC documentation should be used as a guideline and software development teams are allowed to create their own set of values for each attribute, in case there is a better fit for their specific software system. In the context of this work, we opted to use the sets of attribute values presented in [20], without further customization.

It is worth mentioning that the defect type and qualifier attributes are only applicable when a defect’s target is either “Design” or “Code”, which means that for all other target values, both attributes must be suppressed [20]. Additionally, there is a mapping between the activity and trigger attributes, where certain activities directly map to certain triggers [20], this mapping is shown in Table I.

| Activity | Design Review | Code Inspection | Unit Test | Function Test | System Test |
|----------|---------------|-----------------|-----------|---------------|-------------|
| Trigger  |               |                 |           |               |             |
|          | • Design Conformance | • Simple Path | • Test Coverage | • Workload/Stress |
|          | • Logic/Flow | • Complex Path | • Test Variation | • Recovery/Exception |
|          | • Backward Compatibility | • Test Sequencing | • Test Interaction | • Startup/Restart |
|          | • Lateral Compatibility | • Test Interaction | • Hardware Configuration | • Software Configuration |
|          | • Concurrency | | | • Blocked Test |
|          | • Internal Document | | | |
|          | • Language Dependency | | | |
|          | • Side Effects | | | |
|          | • Rare Situation | | | |

The ODC documentation does not specify a particular procedure to apply the classification scheme, thus when classifying a defect, we go through the attributes in the order they are discussed in [20]. Obviously, when a defect is found, the first step of the ODC classification is to categorize the occurrence in the open-report attributes. When the defect is corrected, the remaining ODC attributes – the ones in the closed-report section – are classified. Notice that the scale is orthogonal, i.e., there are no overlaps and the order in which attributes are classified, in general, does not impact the results. The only special case is the case of Activity, where an incorrectly classified Activity will lead, in some cases, to an incorrect Trigger. So, in the case of this work, the researchers involved were made aware of this, and were instructed to pay special attention to this characteristic.

The next section summarizes related work, especially works in which the numeric outcome of the application of ODC is clearly reported by the authors. Works that do not clearly mention the outcome of bug analysis, such as the exact distribution of defect types, are excluded from the analysis.
B. Related Work

We conducted a search through the major indexing engines, namely Google Scholar, Scopus, IEEE Xplore, ACM Portal, and Springer Link search engines. Main keywords used for searching included ODC, Orthogonal Defect Classification, Software defect, Software fault. We were able to find 17 papers of various types (e.g., published in peer-reviewed conference proceedings, journals) that use ODC to classify software defects and that, in total, analyze 60 different applications, going through a total of 13171 bugs. Although we found relatively old works, almost one third of the papers found were published in the last 3 years, which signals the importance of carrying out this kind of work for newer types of systems, such as NoSQL databases. The next paragraphs describe the related work found, but, note that we also summarize the results obtained by other authors in Section V, in perspective with our own results (and, therefore, do not present them in depth in this section).

The related work that uses ODC fits in essentially two groups of work. In Group I authors carry out empirical analyses using ODC to characterize a given set of bugs (e.g., due to the importance of the system or absence of prior data) within a certain system context (e.g., machine learning tools, build systems, safety-critical software). The works belonging to Group II also perform empirical analyses, but the work has an additional goal, a second application, which is, most of the times, to use the ODC data for process improvement (in lato sensu). In this latter group of works, it is frequent to see the authors using the field data to perform root-cause analyses [12] or apply it within the scope of another proposal (e.g., fault injection) [9]. Our work fits directly in the former group.

Regarding the works belonging to Group I, which concentrate on performing empirical analyses, Basso et al. [21] use field data of several Java-based systems in production and apply ODC, with the goal of understanding fault representativeness, including security vulnerabilities. The authors put their results in perspective with previous work [9], which targeted systems written in C. Thung et al. [10] perform an empirical study of bugs in machine learning systems. The authors aim to understand how often bugs appear in these systems, which types of bugs surface, how long does it take to fix different types of bugs, and how many files are impacted by the defects. Xia et al. [11] analyze bugs affecting four different build systems (e.g., Ant, Maven), considering that the reliability of these tools could affect the build process reliability. The authors analyze a random sample of 800 bug reports and their corresponding fixes and present the different relative frequency types of bugs. Also discussed is the relationship between types of bugs and their corresponding severities.

Fonseca and Vieira [22] used ODC to manually characterize 655 software bugs related to security using six widely used web applications written in PHP. The results show that, in that context, just a part of the types of software bugs is related to security. The authors also note that web application vulnerabilities result from software bugs that tend to affect a reduced set of statements. The work allows future definition of realistic fault models that originate security vulnerabilities in web applications. Based on the fact that it is rare to find analysis of software defects for safety-critical systems, Silva and Vieira [23] applied ODC to a set of 243 defects obtained from systems that operate in the aerospace and space domains. In addition to the ODC results, the authors have highlighted the challenges of performing the classification, in particular in applying the broad ODC approach to certain specific types of issues. Xuan et al. [24] carry out an empirical evaluation of 300 software bugs in industrial financial systems. These systems tend to be heavily complex, holding many parts with intricate business logic, which makes them different from systems studied in related work. The authors have analyzed bug density, detection time, the distribution of bug categories, and the relationship between categories and bug severity.

Morrison et al. [25] use ODC to characterize and understand the differences between the discovery and resolution of non-security related defects compared to vulnerabilities. The analysis of the differences allows for security-specific software development process improvements, which are lightly mentioned by the authors, but the work’s research questions aim at: i) understanding if detection and discovery of vulnerabilities occur in the same manner as for plain software defects, and ii) are the different types of vulnerabilities discovered and resolved in the same way. The work goes through 1166 bugs in three open-source projects: FireFox, PPHMyAdmin, and Google Chrome and and applies ODC+V to better capture vulnerability data. Rahman et al. [26] classify software defects in Puppet scripts belonging to the open software repositories of Mirantis, Mozilla, Openstack, and Wikimedia Commons. The motivation is that, besides the growing importance of this kind of scripts, the nature of the defects in Puppet scripts has not yet been categorized. Using 2 raters per defect (89 raters in total), the authors apply ODC to 3187 defects and observe that configuration-related defects are prevalent.

Regarding the works belonging to Group II, Lyu et al. studied the nature, type, detectability, and effect of software defects in program versions built by 34 programming teams for a critical flight application. ODC was used to classify the defects. The authors applied mutation testing techniques to create mutants, using real faults. Among other aspects, the results showed that coverage testing is an effective way for detecting faults, but mutation testing can be a more trustworthy indicator of test quality. Lutz and Morgan [27] used ODC to characterize bugs and discover defect patterns in the spacecraft domain. The results obtained allow the authors to produce a short list of recommendations to avoid undesirable defect patterns and, more generally, for process improvement.
Christmansson and Chillarege [28] use ODC to present a set of errors which emulate software faults. The proposed approach uses field data for generating a set of injectable errors (an error is an effect of a fault [4]), each of which being defined by i) error type, ii) error location, and iii) injection condition. The authors resorted to ODC, as a way of categorizing the required field data, and classified 408 real software defects with just one of the many attributes ODC offers – Defect type. The work answers questions related with fault forecasting and has established a solid basis for work in the field of dependable systems.

Durães and Madeira [9] analyzed how software faults can be injected in a source code-independent manner. The authors analyzed 668 real software defects and classified them using ODC. The resulting dataset was analyzed for patterns which were then used in the definition of a set of software fault emulation operators. These operators allow for software faults to be injected in real software, which is particularly important in cases where field data is scarce, regarding the typical faults that affect the software. The emulation operators derived from the field study allowed the authors to propose a fault injection technique named G-SWIFT.

Børretzen and Dyre-Hansen [29] characterized faults in five business-critical industrial projects with the goal of determining possible areas of process improvement. Findings include the fact that a certain fault type (Function/Class/Object) generally dominates the bug reports from all projects and that there is a tendency for some fault types to be marked as more severe as others (e.g., relationship, timing/serialization). The work resulted in recommendations to the organization fault reporting process, in particular the need for enriching the information contained in the fault reports.

The work by Gupta et al. [30] aims at characterize bugs present in reusable software to understand the reasons for the typical lower defect densities in this kind of software. The authors conduct a case study in an industrial setting and apply ODC to 1310 bugs and then perform a qualitative root cause analysis. Results indicate that several factors must be taken into account when analyzing the cause-effect relationship between software reuse and lower defect density. The findings should also encourage practitioners to implement further software reuse policies.

Silva et al. [31] applied ODC in the context of space critical systems, discovering difficulties in classifying about 32% of the bugs analyzed due to context specificities. Thus, the authors propose an adaptation of the taxonomy that is particularly suitable for critical systems, allowing for a more effective classification. Silva et al. [12] carried out a root cause analysis on 1070 software defects belonging to the subsystems of four safety-critical space systems. The authors applied a version of ODC particularly tailored for the context and examined types of defects, impacts, and triggers. The authors propose modifications to the way software is developed and also to the validation and verification activities. The idea is that the analysis of the field data using ODC allows better defect prevention and detection. Finally, Sotropoulos et al. [32] characterize bugs in navigation software for outdoor robots. The authors use ODC and the analysis of the triggers and effects of the bugs shows that a large part can be disclosed using low-fidelity simulation. Also, the work provides insight into navigation scenarios that could serve as basis for testing.

As we have seen, previous work either fits in purely empirical studies (which is also the case for this work) or in empirical studies accompanied of a second goal (e.g., fault injection). In the related work, defect classification schemes have been used in a very large variety of contexts and tend to produce heterogeneous results (as discussed in Section IV). This strongly suggests that there is the need for understanding the nature of the software defects involved in the particular class of systems studied in the present work. To the best of our knowledge and at the time of writing, we produced the largest ODC dataset among those analyzed in related work, which we make available at [17] for future research. We also use 6 out the 8 ODC attributes (in practice, all attributes for which we had sufficient information – the exception is ‘age’ and ‘source’) in the analysis which is something rare to observe in related work (mostly due to the amount of human effort involved).

### III. Study Design

This section describes the design of our study, which has the overall goal of providing information regarding software defects present in NoSQL databases. In practice, we go through the following five steps that are detailed in the next paragraphs:

1. Selection of NoSQL databases;
2. Training a researcher, named Researcher 1, to learn the classification process, using real defect descriptions (selected and extracted from the databases’ public defect-tracking platforms);
3. Selection and extraction of a dataset composed of defect descriptions from the databases’ public defect-tracking platforms;
4. Manual classification of each software defect according to the ODC scheme, carried out in five batches for each database;
5. Manual verification of the defects classified in step 4) (with possible reclassification of some of the defects):
   a. Internal Verification carried out by Researcher 1 to signal errors and improve the overall quality of the dataset. As described in the next paragraphs, in an effort to gradually increase the quality of the classification, this was a task incrementally carried out along with the classification procedure (and not only after the complete classification was finished);
b. **External Verification** using two new independent classifications, each of them carried out by external researchers (Researcher2 and Researcher3).

We started by selecting NoSQL databases, so that we could gather defect data that would allow us to characterize the defects present in these kinds of systems. We aimed for popular open-source NoSQL databases, as we are interested in analyzing systems that are important for users. As these are supported by larger communities, we also had the expectation of finding large quantities of defect descriptions in their public defect-tracking systems, thus providing sufficient data for analysis.

We started by examining the database popularity rankings in `db-engines.com` [33], `stackoverkill.com` [34], and `kdnuggets.com` [35] and found a general agreement in the following ranking (from the most popular to the least): 1) MongoDB; 2) Redis; 3) Cassandra; 4) HBase; and 5) Neo4j. Our intention was to analyze the defects of the top three most popular databases, in a semi-automated manner (e.g., although the analysis is manual, supporting processes, such as defect selection and defect description extraction, are automatic). Of the five, three (MongoDB, Cassandra, and HBase) use the popular defect-tracking system JIRA, and the remaining two (Redis and Neo4j) use GitHub. The latter were excluded from the analysis in this work, as their defect-tracking platforms severely lacked the necessary information for a proper ODC classification. Additionally, while each JIRA deployment presented a lot more than 1000 defects, Redis and Neo4j’s GitHub platforms barely reached half of that. The number of defects at our disposal was an important factor, as the analysis of more defects can allow for more accurate analysis.

The three selected databases (MongoDB, Cassandra, and HBase) serve the same general purpose but obviously also have technical differences. At the time of writing and, as reported by OpenHub (https://openhub.net), MongoDB is mostly written in C++ (42% of the code) and Go (33% of the code). The whole codebase is close to 2 million lines, created by 492 contributors (135 active contributors in the last year). Cassandra’s codebase is around 400K lines of code, with 96% of the codebase being in Java that has been created by 372 contributors (80 active contributors in the last year). Finally, HBase’s codebase is around 920K lines of code, of which 86% are written in Java that have been committed by 337 contributors (135 active contributors in the last year).

As a way of overcoming the learning curve inherent to applying the ODC scheme and also with the goal of obtaining more reliable results, we chose to use an initial set of 300 defect descriptions (100 defects for each of the three databases) to train the classification process. This also allowed for a better understanding of how these databases’ JIRA platforms are structured, and the procedures used by the communities and development teams when registering and describing defects. This training effort was done by randomly selecting defect reports from the whole range of defects present in each database’s JIRA platform, and classifying them individually. The results obtained from this process were discarded as they were merely used for training and learning.

The selection and extraction of the set of defects for applying the ODC scheme was carried out as follows. We started by defining the period of analysis, for which we opted to set no particular limit – we considered all defects present in each of the databases’ JIRA platforms as potential candidates for classification. Obviously, for our analysis we use only defects tagged with closed and resolved (i.e., defects whose existence has been confirmed by the developers and for which a correction already exists), so that our analysis would not involve any false positive (i.e., a report of a defect that actually does not exist). Also, this allows us to perform the full ODC classification, which requires a defect to have passed through both the open-report and closed-report stages.

We first identified all closed and resolved defects, registered until May 1st 2017, which accounts for 7456 for MongoDB, 4576 for Cassandra, and 4905 for Hbase (respectively 8, 8, and 10 year periods of defect reporting). As the classification procedure is manual and we must reduce the human effort involved (also as a way to reduce the risk of erroneous classification), we selected a subset of the defects, which we aimed to be around one fourth of the total closed and resolved defects, for a total of precisely 4096 defects. This resulted in a total of 1618, 1095 and 1383 defects for MongoDB, Cassandra and Hbase.

The next step was to classify each defect with the ODC scheme, according to the following steps:

i. Interpretation of the defect’s written description;

ii. Classification of the open-report ODC attributes;

iii. Analysis and interpretation of the source code changes;

iv. Classification of the closed-report ODC attributes.

The information required to perform the abovementioned steps is held in each defect description. This is essentially a textual description that typically includes the conditions that allowed the defect to surface (e.g., a memory leak in a routine), the environment in which it occurred (e.g., the defect surfaced during a resource-intensive procedure), and the corrective measures that were applied in the respective fix (e.g., the defect was fixed by adding the missing functionality to release unused resources), and obviously, a description of the defect itself. Note also that these steps are the direct application of the ODC methodology, without any particular adaptation. The only relevant aspect to mention is that we did not use the age and source attributes because, in general, the defect reports did not include sufficient or clear information on these attributes.

Due to the human intervention involved in the classification process, the final result of classifying a given set of defects may hold errors. This is due to the fact that the application of a given defect classification scheme may involve some subjectivity (i.e., in some cases, two users of the same scheme could classify a given defect in a different way), which is aggravated when the defect is not
described in a complete or clear way. Obviously, there is also human error in the process, even when the description is completely accurate. This is a common issue in works that use defect classification schemes, as mentioned in [36], [37], which is usually mitigated by the use of more than one rater (i.e., more than one human classifying each bug). Due to the very large size of our dataset and associated huge manual effort, we verify part of the bugs and involve external researchers in the process, as discussed in the next paragraph.

To verify the classification of the bugs and, most of all to have some insight regarding the reliability of the annotated dataset, we performed two verification activities against 40% of the bugs (1640 out of 4096 bugs), which we name Internal and External and that are depicted in Figure 1. During the Internal Verification activity, the researcher responsible for originally classifying the bugs (named Researcher1) revisited 20% of the bugs (820 of the 4096 bugs) to check for errors and correct any misclassification found. In practice, the whole set of bugs was divided in two, and this internal verification was performed against the first half. This first half (i.e., 2048 bugs) was divided in four batches (512 bugs per batch) that were verified in the following manner. By the end of each batch, the researcher double-checked a total of 40% of the already classified defects in that batch, according to the following distribution: i) the first 20% of the bugs in the batch; ii) a random selection of another 20% from the remaining defects in the batch. The External Verification activity involved independent classification by two external researchers (named Researcher2 and Researcher3) of 20% randomly selected, but non-overlapping bugs (i.e., 820 bugs in total, 410 bugs per each of the two researchers) across the whole set of 4096 bugs.

![Diagram of the internal (in orange) and external (in blue) verification of the classification process for each batch.](image)

In Figure 2, we show the error results of the Internal Verification, detailing the number of defects that had their classification corrected per batch (i.e., where at least one of the ODC attributes changed its value) and including an error trendline for each of the three databases. In terms of the overall accuracy of the internal classification, we obtained 82% of correctness, with the researcher maintaining its classification in 672 bugs of the 820 verified bugs. Notice that this is a pessimistic view of the process in the sense that we mark a bug as incorrectly classified, even if the error refers to just one of the six attributes (with the remaining five being correct). Obviously, there is always some error associated with the application of ODC, which is the result of the human intervention during the process, but also due to the limited or ambiguous information found in some defect reports, which introduces some uncertainty about which value to apply to a given ODC attribute. Despite this, the tendency for lower error values in latter batches, suggests that the researcher improved his skills during the process allowing for a dataset of higher quality. Note also that among the three databases, there are a few differences in the way defects are reported, which explains the higher error values for the first batches in each database.
Table II shows three confusion matrices that detail the outcome of the verification procedure, which is composed of three verification tasks, named Internal (carried out by Researcher1), External 1 (carried out by Researcher2) and External 2 (carried out by Researcher3), regarding the Defect Type attribute. We chose to present the detailed results for this case, due to the fact that it is the most widely used ODC attribute in related work [9], [10], [21]. Notice that the count of bugs for Internal is 746, which is slightly below the previously mentioned 40% (820 bugs) as we are considering only the bugs where the Target attribute had Code as value (thus, qualify for being marked with a defect type) and were verified and kept as Code by Researcher1. Thus, 69 bugs were confirmed to not be code defects and the value of the Target attribute was changed by Researcher1 for 5 bugs (i.e., 2 bugs left Target Code and 3 bugs became Code problems). Note also that, in each matrix, each cell holds the total number of bugs mapped to a certain attribute value, the values read in the columns represent the outcome of the verification procedure. In light blue, we highlight the true positives (the bugs in which there is agreement between the original classification and the respective verification task).

\[ \kappa = \frac{p_0 - p_c}{1 - p_c} \]  

where \( p_0 \) is the relative observed agreement between raters (i.e., accuracy) and \( p_c \) is the hypothetical probability of chance agreement. If the raters fully agree, then \( \kappa = 1 \), if there is no agreement beyond what is expected by chance, then \( \kappa = 0 \), and, finally, a negative value reflects the cases where agreement is worse than random choice. Overall, the following terms apply for the value of \( \kappa \): poor when less than 0, slight between 0.01 and 0.2, fair between 0.21 and 0.4, moderate between 0.41 and 0.6, substantial between 0.61 and 0.8, and finally almost perfect between 0.81 and 0.99 [39]. The accuracy results of Researcher2 are presented in Table III,
along with the Kappa value. Due to time restrictions, Researcher3 classified only the defect type attribute, thus the corresponding results are only presented afterwards, by the end of the next paragraph.

### TABLE III. ACCURACY AND COHEN’S KAPPA AGREEMENT FOR RESEARCHER2 EXTERNAL VERIFICATION

| ODC Attribute | Accuracy | Kappa  | Agreement       |
|---------------|----------|--------|----------------|
| Activity      | 0.71     | 0.64   | substantial    |
| Trigger       | 0.60     | 0.58   | moderate       |
| Impact        | 0.83     | 0.82   | almost perfect |
| Target        | 0.98     | 0.98   | almost perfect |
| Defect Type   | 0.94     | 0.93   | almost perfect |
| Qualifier     | 0.93     | 0.89   | almost perfect |

As we can see in Table III, we have obtained an almost perfect agreement for most of the ODC attributes. The exception is Activity with substantial agreement and Trigger with moderate agreement. Regarding Activity, the most notable case of disagreement between the researchers is the case where code inspection bugs are marked by Researcher2 with one of the three possible Testing cases (i.e., unit testing, function testing, system testing). In fact, Researcher2 classified about one third of the 229 bugs marked with code inspection by Researcher1 as one of the Testing cases (15 bugs marked with unit testing, 30 with function testing, and 32 with system testing). This has impact in the Trigger classification, as a wrong activity will lead to a wrong Trigger (due to the Activity-Trigger mapping presented in Table I, and with exception of bugs that pass from design review to code inspection, and vice-versa, which does not occur in our study). Therefore, it is expectable that the accuracy values for Trigger are lower (due to the accumulated error), which is actually the case. As mentioned, Researcher3 classified only the defect type attribute, for which it reached an accuracy of 0.91 which corresponds to a Kappa value of 0.9, also achieving an almost perfect agreement. These results and analysis reflect the overall quality of the dataset, providing us with the quality assurances that should be present in this type of work. Detailed results are available at [17].

### IV. RESULTS

In this section, we describe the results obtained from applying ODC to the 4096 defects collected from the issue-tracking platforms of the three previously mentioned NoSQL databases. We first analyze the distribution of values obtained for each individual ODC attribute, we then analyze the results for pairs of ODC attributes and conclude with a detailed view on the most affected components per database. All detailed results and also supporting code are available at [17].

#### A. Value Distribution Across ODC Attributes

We begin by overviewing the results obtained for each individual ODC attribute (i.e., activity, trigger, impact, target, defect type, and qualifier). This allows us to understand trends regarding common types of defects or corrective measures, for instance, but is particularly important for dependability researchers to identify representative software defects in the domain of NoSQL databases (e.g., to use in fault injection campaigns). The values obtained for the activity attribute for each of the three databases, are shown in Figure 3.

![Fig. 3. Activity attribute distribution.](attachment:image.png)

As we can see in Figure 3, the values for the activity attribute are distributed in a very similar fashion among the three databases, with the most common value being “Code Inspection” appearing in around half of the cases. Notice that, in our case, with no special adaptation of ODC, “Code Inspection” refers to human manual inspection but also automatic inspection carried out by tools (e.g., static code analyzers). The fact that this attribute value is associated with around half of the defects essentially shows the importance of this activity in disclosing defects in these database systems. Testing related activities (i.e., “Unit Test”, “Function Test” and “System Test”) show somewhat similar values between each other. It was often difficult to classify defects in terms of this attribute, mostly due to the lack of information, in the defect description, regarding which activity was being carried out at the time the defect...
was found. So, whenever the information was not sufficiently clear, Researcher1 classified the trigger first, which allowed to return and classify the activity, based on the activity-trigger mapping previously mentioned.

Figure 4 shows the distribution of the values obtained for the trigger attribute. The different trigger values are grouped by the activity-trigger mapping shown previously. “Logic/Flow” is the most frequent trigger and has its higher count in HBase. “Side Effects” is also a frequent HBase issue (and also in the remaining databases, although with a lower expression), which may suggest a stronger coupling in the way the different parts of the system are written or built. This suggests that the design of the system and the process used for development may require a reflection and improvement. Finally, “Simple Path”, “Test Coverage”, and “Blocked Test” are expectable cases (in the sense that they represent basic testing cases), arising from unit, function, and system testing, respectively. Overall, this emphasizes the importance of carrying out different testing activities for defect disclosure. The remaining trigger types show lower occurrence rates, with most of them below 4%. Across databases, there is high variation in the frequency of triggers observed, with no clear pattern. The only visible pattern is the fact that Cassandra occupies the middle position in 16 of the 21 triggers. So, there is a strong variation in the triggers across databases and the different Activities they are associated with, which mostly reflects the way the different communities operate and the way the databases are being developed and verified.

![Figure 4: Trigger attribute distribution.](image)

The impact attribute represents the hypothetical effect a defect would have had on a user, if it had been triggered on the field. Figure 5 shows this attribute’s value distribution across the three databases. As we can see in Figure 5, “Capability” and “Reliability” jointly account for about three quarters of the types of impact in each of the three databases. “Capability” is, as defined in [20], the ability of the system to perform its intended and required functions (the customer is not impacted in any of the remaining impact values). Capability is, by definition, a generic attribute value, and it is often used when none of the remaining impact types seem to fit the defect being analyzed. This may justify its higher values in all three databases, but, more importantly, it reflects the fact that a faultload holding representative bugs should impact, in half of the cases, the intended function of the system. In the same manner, in one fourth of the cases, bugs should impact “Reliability”. In this context, reliability represents critical situations in which a system would halt or crash in an unplanned behavior [20].
The remaining one fourth of this distribution is covered by all the other impact values. Impacts such as “Installability”, “Maintenance”, “Migration”, “Documentation” or even “Accessibility” were found to be the rarest in the distribution, with some cases showing no occurrences whatsoever. Apart from these, the other impact types appear with some variation, with values ranging between around 5% and 2%. Cassandra is less prone to performance issues, which can be important information for providers that want a long running installation of this database.

Table IV presents the target attribute’s distribution (i.e., the entity that was corrected) regarding the three database systems. In what concerns the target attribute, most of the reported defects refer to source code problems (every nine out of ten defects are a code bug, in all three databases). Much less defects were found under “Build/Package” (build or packaging scripts), with the remaining types showing up either very infrequently or never.

| Target Attribute | MongoDB (%) | Cassandra (%) | HBase (%) |
|------------------|-------------|---------------|-----------|
| Requirements     | 0           | 0             | 0         |
| Design           | 0           | 0             | 0         |
| Code             | 93.1        | 94.1          | 94.7      |
| Build/Package    | 6.8         | 5.4           | 4.4       |
| Information Development | 0.1 | 0.5 | 0.9 |
| National Language Support | 0 | 0 | 0 |

Figure 6 shows the value distribution for the defect type attribute. The distribution of defect type’s values is dominated by “Algorithm/Method”, which is, as defined in [20], a quite generic type of defect that fits many different cases. As an example, a defect that consists of multiple “Assignment/Initialization” corrections, may correspond to an “Algorithm/Method” defect type as opposed to the otherwise assumed “Assignment/Initialization”. Furthermore, cases which contained corrections of both “Assignment/Initialization” and “Checking” types were often classified as “Algorithm/Method”, as there is no option to place multiple tags on a given defect.

The second most frequent type of defect – “Function/Class/Object” refers to large changes in the design of a software system, i.e., a complete change in the way the system performs a certain function, or even the addition or removal of such functions. The need for redesign could either be a consequence of a poor initial design of these databases before the first implementation steps, or simply the need for redesigning large functions in order to bring these databases up-to-date with modern standards, or to fit new requirements, for example. MongoDB seems slightly more prone to interface issues than the remaining, which may be relevant information for developers, as interface issues tend to modify the developer’s perception about a given system’s reliability.
Finally, Table V shows how the defects analyzed fit in the qualifier attribute. As we can see in Table V, more than half of the defects were found to be of the type “Incorrect”. This means that more than half of the defects were corrected by directly changing (i.e., re-implementing) the affected source code. The second most common qualifier is “Missing”, which occurs when the correction of a defect is done by adding code that was otherwise absent. The least common type of qualifier is “Extraneous” (around 5% in the three databases), where the corrective measure consists of removing unnecessary code.

| Qualifier  | MongoDB | Cassandra | HBase |
|------------|---------|-----------|-------|
| Missing    | 33.0%   | 29.9%     | 27.0% |
| Incorrect  | 63.1%   | 65.6%     | 68.9% |
| Extraneous | 3.9%    | 4.5%      | 4.1%  |

Overall, we observed great similarity in values (and thus, in defect trends) across the three databases, although there are a few exceptions. The exact root cause of all exceptional cases is difficult to determine (and is actually out of the scope of this paper), but, in the case of this single attribute view, the relevant part is the overall distribution found. Quite often we found cases where one single value dominated the distribution by occurring more than half of the remaining values together (e.g., in activity, target, defect type and qualifier). Dependability researchers may be able to use this data to select one or a set of representative defects for NoSQL databases (e.g., to use in fault injection campaigns, or to generate code mutations, as carried out respectively in the work by Durães and Madeira [9] and Lyu et al. [40]). The dataset is open (available at [17]), and selection of certain subsets of bugs is obviously also possible, if the goal is, for instance, to explore certain properties of the system (e.g., timing).

B. Value Distribution Across Pairs of Attributes

Analyzing the ODC results according to pairs of attributes is a common practice in this kind of study [6], [9], [16]. These two-way attribute relationships allow us to identify further defect trends. Of the six ODC attributes used in this work, we have excluded activity and target from this phase of the analysis, as activity can be extrapolated from the value of a trigger, and because target is dominated by a single value – “Code” (over 90%).

We begin by analyzing the impact–trigger pair. We have previously observed that “Capability” and “Reliability” together cover around three quarters of the impact attribute’s distribution (see Figure 5). Due to this, we limit the analysis to these two values against the different types of triggers, which we present in Figure 7. Note that, to further improve the readability of this figure, we excluded triggers showing up with a frequency lower than 1% for at least one database in the trigger attribute’s distribution.

As we can see in Figure 7, the distribution of the types of triggers tend to be different depending on the type of impact. The inspection-related triggers “Design Conformance” and “Logic/Flow” show a stronger link to defects that impact “Capability”, which is expectable as, by definition, these kinds of triggers can easily impact the ability of the system to perform its intended functions. The testing-related triggers tend to occur more often together with the “Reliability” impact, representing around two thirds of the reliability issues. Indeed, a defect that impacts reliability is something that, in general tends to be detected at runtime, rather than by inspecting source code in which some kinds of issues are hard to catch (e.g., concurrency problems). A particular example can be found with “Blocked Test”, which occurs when a certain system test cannot be concluded or cannot even run due to basic problems, we can see that these three databases struggled, at some point, to run against the developers’ system tests. This does not mean that the system cannot be deployed and run in normal operating conditions, it just means that a certain system test fails to run (e.g., a stress test failing to run due to a misconfiguration of the server). On one hand this may indicate quality of the developers’ system test
suites, on the other hand, may also point out low quality development. In either case, what is relevant is to understand the distribution across impacts so that properly configured verification activities may take place (e.g., selecting the right verification activities to try to trigger certain types of problems).

Figure 7 shows the results of the impact-defect type pair. As before, we limit impact to the most frequent types “Capability” and “Reliability” and we can see that there are no major differences between the relative distribution of types of defects across both impacts. The only minor differences are related with a relatively higher presence of “Checking” defects in the “Reliability” impact, which is understandable as these types of issues are, many times, associated with robustness problems [41]. Also, “Capability” tends to gather more presence of “Function/Class/Object” defects, which, in agreement with ODC, is in fact a defect that significantly affects “Capability” and this highlights the importance of design in the overall system. So, if the goal is to prioritize capability versus reliability, for instance, tuning the design-oriented activities of the project, or the overall development process, could help diminishing the frequency of “Function/Class/Object” defects in the final product.

The last pair involving the impact attribute is the impact-qualifier pair. Figure 9 displays the distribution of the “Capability” and “Reliability” impacts for each of the three existing types of qualifier.
Despite there are a few variations between the three databases, in general the distribution of values is quite similar, with “Incorrect”, “Missing” and “Extraneous” being the most, second and least common qualifiers, respectively. Note that this order has also been previously observed in the qualifier’s individual distribution. It is worth mentioning that this order of the qualifiers is also kept in the remaining types of impact (not included in Figure 9).

Figure 10 and Figure 11 show the results involving the trigger attribute against defect type and qualifier, respectively. In both cases, we excluded all types of trigger values that, for all three databases, occurred less than ¼ of the value for the most frequent trigger type. For instance, given a top trigger value with 20% occurrence rate, the threshold for accepting other triggers would require any of their values to exceed one fourth of this (i.e., 5%). The goal was to focus the analysis on the more relevant pairs between the trigger attribute and other attributes, as the former contains a huge array of values, which would render the figures unreadable.

Figure 10 presents the selected trigger-defect type pair and their respective value distribution. We can see that there is some variation of the relative popularity of each defect type, including some differences regarding the overall distribution of defect types.
The most notable cases include HBase/Design Conformance, where the top defect is, by far, “Function/Class/Object”, which strongly suggests either a weaker design of the database or an abnormal need for frequent formal design changes. In either case, developers may be able to reduce the presence of this defect if more time is invested in the design of the system. Another visible case is the fact that “Checking” defects are the second most frequent defect types in the testing-related triggers – Simple Path and Test Coverage (in the overall distribution Function/Class/Object stands at second place). Indeed, this kind of issues is better captured with testing activities than with code inspection or design reviews and it would be abnormal to see defects like Function/Class/Object defects being captured by this kind of triggers more often than Checking defects. Actually, such case happens for HBase under the Test Coverage trigger, which suggests that the related testing activities (i.e., Function Test) may be in need for improvements. Figure 11 shows the distribution of values for the trigger-qualifier pair.

![Fig. 11. Trigger-Qualifier pair distribution.](image)

In a similar way to the previous figure, here we also refer to the fact that these results generally match the ones presented by these attribute’s individual distributions. In terms of the distribution of the qualifier values, and although there are some variations, we observe the same order of frequency for all trigger types, with “Incorrect” being the most frequent value.

Figure 12 shows the value distribution of the defect type-qualifier pair, which is a very common view of this kind of data [6], [9], [16]. It essentially characterizes the correction that was applied – defect type – and the state in which the code was, prior to being corrected – qualifier.
We can see in Figure 12 that “Checking” is the type of defects that has a higher relative probability of being “Missing” than “Incorrect” or “Extraneous” (e.g., a missing value verification in the code). This also occurs in “Timing/Serialization”, but in this case the bug count is rather low. The case of “Missing” “Checking” defects becomes particularly problematic, in the sense that this type of defects is many times related to instructions that are able to control the flow of a program based on specific conditions – hence “Checking”. Their absence can lead to many kinds of problems, typically robustness problems (if checking is missing at the boundaries of the system) but also security problems (e.g., missing validation for malicious user input) [41].

C. Internal View and Time to Fix

In this section, we provide an internal view of the types of bugs affecting the top 3 components that had the highest number of closed and resolved bugs (in each of the databases). We then close the section showing the average time to fix per type of defect and per database. Table VI overviews each of the most affected components, the descriptions were adapted from each database’s technical documentation.

| Database | Component | Description |
|----------|-----------|-------------|
| MongoDB  | Sharding  | Sharding is the process of distributing data across multiple machines (shards) and is handled and balanced automatically by MongoDB, depending on the amount of data and cluster size. Sharding effectively enables easy horizontal scalability and ensures good performance in high throughput environments using commodity hardware. |
|          | Replication| Replication consists in replicating the same data and storing it in multiple servers within a replica set (i.e., a group of processes solely dedicated to this task). It provides redundancy (it is a fault-tolerant mechanism) and increases availability. In some cases, this may even increase read performance, as read requests for the same data may be routed to any of the available machines in a given replica set. |
In perspective with the overall values, there are a few tendencies in specific components that are worthwhile mentioning within each database. Regarding MongoDB, Timing/Serialization defects tend to have more weight in the Replication component, which
emphasizes the component’s sensitivity to timing issues and, at the same time, suggests that stronger verification activities, namely further extensive runtime testing, that particularly takes in consideration timing aspects, are important and a relevant case to consider in the context of this component. Another visible aspect is related with the Querying component, where the Interface/O-O Messages defects are relatively lower. The component is very user-centric and possible problems should be captured and quickly resolved during informal testing activities. We have observed that bugs in this highly exposed component actually tend to be fixed very quickly. The average time to fix of Interface/O-O Messages defects in the Querying component of MongoDB is 1.36 days, while the overall time to fix of this kind of defects considering the whole system is 25.8 days. A more detailed analysis of the time to fix per defect type is presented later in this section (please refer to Table VIII).

In the case of Cassandra, the Tools component presents relatively less Function/Class/Object defects and more Interface/O-O Messages defects. This component includes a number of quite diverse tools, so it is difficult to reason about possible causes, as there is no single nature for the whole component. The only common aspect that is shared by the tools is that they are meant to be used directly by a human user (in very different ways, still). Thus, considering the tools diversity it is more or less expectable that interface issues and messages may play an important role. Regardless of the reason, this data highlights weak spots that could benefit from different verification strategies. In the case of CQL, the component that supports Cassandra’s query language, the highest variations considering the overall values come from Function/Class/Object (with nearly the double of defects of the overall) and also, at a smaller scale, from Assignment defects, which reduce to about half the overall value. The former case reflects the need for a formal design change and the higher count of Function/Class/Object defects just reflects the fact that this component is prone to design changes. In turn, this suggests that a different development process may be needed, so that this kind of changes decrease. The whole overall design of the component may be in need for a larger design change. The lower presence of assignment defects may result of various factors, but it suggests that tests under the presence of limit conditions, which are known to effectively disclose such bugs, are being carried out by developers (which are, in fact, present at the respective testing code repository [43]). In the Local Write-Read Paths component, Algorithm/Method defects have the highest relative weight across components, even considering components from other databases. Also, Function/Class/Object and Interface/O-O Messages show large decreases in this component, but, as the number of bugs is also relatively low, no further conclusions can be made.

Regarding HBase, regionServer has little variation in comparison with the overall results. The Client component has relatively less presence of Checking and Interface/O-O Messages defects. One possible cause is that the nature of the component makes developer concentrate on this type of issues, potentially leaving a lower number of bugs in the released code. As this component has high exposure, we believe that existing bugs of this type (interface/message problems and checking issues, that are usually performed at the entry point of the API) should be disclosed easily. Finally, in the Master component, Checking bugs also decrease, while Function/Class/Object and Timing/Serialization increase. Again, this is a time sensitive component for which the current verification activities are apparently not sufficient. The higher presence of Function/Class/Object defects suggest that there are deficiencies in the design that could benefit from a higher investment in such important aspect of this component.

Table VIII shows the average time the developers take to fix each type of defect for each of the databases, including a view of the times per different bug priority. The table also includes the standard deviation and respective count of bugs.

### TABLE VIII. TIME TO FIX PER TYPE OF DEFECT

| Defect Type | Overall time to fix | Blocker - P1 | Critical - P2 | Major - P3 | Minor - P4 | Trivial - P5 |
|-------------|---------------------|-------------|-----------|-----------|-----------|-----------|
|             | avg | stdev | count | avg | stdev | count | avg | stdev | count | avg | stdev | count |
| Assignment/Initialization | 28.3 | 100.0 | 69 | 1.9 | 10.8 | 55 | 108.1 | 179.1 | 11 | 170.1 | 230.4 | 3 |
| Checking | 48.2 | 156.2 | 177 | 33.3 | 30.5 | 2 | 47.5 | 159.0 | 17 | 43.5 | 158.9 | 130 |
| Algorithm/Method | 42.7 | 114.4 | 864 | 7.5 | 14.2 | 11 | 28.5 | 712.6 | 21 | 37.0 | 96.4 | 696 |
| Function/Class/Object | 110.9 | 277.4 | 226 | 9.0 | 1.8 | 2 | 179.1 | 400.7 | 23 | 71.5 | 156.5 | 186 |
| Timing/Serialization | 21.2 | 44.8 | 27 | 10.5 | 23.7 | 23 | 82.7 | 78.8 | 4 | - | - | - |
| Interface/O-O Messages | 25.8 | 80.9 | 140 | 2.1 | 1.7 | 3 | 3.8 | 2.6 | 7 | 23.0 | 75.0 | 101 |
| Relationship | 0.1 | 0.1 | 1 | 0.1 | 0.1 | 1 | - | - | - | - | - | - |
| Assignment/Initialization | 28.3 | 92.7 | 49 | 0.9 | 0.1 | 1 | 19.6 | 40.9 | 24 | 21.5 | 58.8 | 28 |
| Checking | 17.8 | 48.3 | 120 | 0.1 | 0.1 | 1 | 9.3 | 13.1 | 3 | 16.3 | 50.5 | 53 |
| Algorithm/Method | 24.0 | 69.3 | 646 | 11.8 | 16.1 | 8 | 17.4 | 55.6 | 23 | 25.1 | 79.0 | 349 |
| Function/Class/Object | 63.9 | 183.9 | 124 | 49.6 | 71.6 | 4 | 49.9 | 122.6 | 76 | 92.3 | 266.2 | 42 |
| Timing/Serialization | 1.7 | 1.4 | 4 | 0.3 | 0.1 | 1 | 1.6 | 0.0 | 1 | 1.0 | 0.0 | 1 |
| Interface/O-O Messages | 12.7 | 31.0 | 85 | 0.2 | 0.0 | 1 | 39.7 | 45.8 | 4 | 16.7 | 38.2 | 39 |
| Relationship | 3.2 | 1.9 | 2 | 3.1 | 0.0 | 1 | 1.3 | 0.0 | 1 | - | - | - |
| Assignment/Initialization | 22.4 | 67.9 | 51 | 13.1 | 11.9 | 2 | 51.4 | 97.5 | 25 | 24.5 | 77.9 | 25 |
| Checking | 16.3 | 96.5 | 110 | 3.1 | 6.4 | 8 | 5.7 | 8.3 | 6 | 14.3 | 65.0 | 62 |
| Algorithm/Method | 22.0 | 82.3 | 855 | 16.1 | 51.8 | 68 | 36.9 | 99.4 | 92 | 21.3 | 98.8 | 591 |
| Function/Class/Object | 35.3 | 95.4 | 193 | 87.3 | 215.7 | 22 | 29.3 | 45.3 | 23 | 28.6 | 66.3 | 117 |
| Timing/Serialization | 3.9 | 7.7 | 11 | 1.0 | 0.0 | 1 | 0.2 | 0.0 | 1 | 6.4 | 9.8 | 6 |
| Interface/O-O Messages | 19.8 | 24.5 | 87 | 0.5 | 0.2 | 2 | 12.8 | 28.7 | 7 | 8.9 | 23.2 | 44 |
| Relationship | 0.4 | 0.2 | 3 | 0.5 | 0.0 | 1 | 0.0 | 0.0 | 1 | 0.6 | 0.0 | 1 |

Regarding HBase, regionServer has little variation in comparison with the overall results. The Client component has relatively less presence of Checking and Interface/O-O Messages defects. One possible cause is that the nature of the component makes developer concentrate on this type of issues, potentially leaving a lower number of bugs in the released code. As this component has high exposure, we believe that existing bugs of this type (interface/message problems and checking issues, that are usually performed at the entry point of the API) should be disclosed easily. Finally, in the Master component, Checking bugs also decrease, while Function/Class/Object and Timing/Serialization increase. Again, this is a time sensitive component for which the current verification activities are apparently not sufficient. The higher presence of Function/Class/Object defects suggest that there are deficiencies in the design that could benefit from a higher investment in such important aspect of this component.

Table VIII shows the average time the developers take to fix each type of defect for each of the databases, including a view of the times per different bug priority. The table also includes the standard deviation and respective count of bugs.
One of the first visible aspects in Table VIII is that, most of the reported times are associated with quite high standard deviation values, which means that it is hard to predict how much time it will take after a certain type of bug is reported and before a fix is produced. Considering the overall results, Function/Class/Object bugs take the longest to fix. This type of defect should require a formal design change and implies significant capability is affected, so it is interesting to observe that this kind of defects is the one that takes longer to fix, and this applies to all three databases. At the other extreme, we find the rare cases of Relationship bugs, where the few cases observed are corrected either in the same day, or in just two or three days.

Among the fast resolution bugs (and besides Relationship), we usually find Timing/Serialization defects. In Cassandra and HBase these bugs are quickly solved, but they take substantially longer in MongoDB. This suggests that MongoDB is more sensitive to this kind of problems, and they are possibly more difficult to fix. We verified the bug priorities for these cases (marked by the community) and in the case of MongoDB, these bugs were marked with the highest priorities (23 bugs marked with Blocker – the highest priority, and 4 marked with Critical – the second highest), which strongly suggests that they are indeed hard to fix. The remaining databases had Timing/Serialization issues with a clearly better distribution across priorities. Actually, a similar case is observed for Checking, Algorithm/Method, and Interface-O-O Messages. However, the difference is that MongoDB does not have these cases concentrated around the highest or highest priorities. With exception of the abovementioned cases, the time to fix results across databases are quite heterogeneous (especially considering the different priorities involved), which is possibly the result of the intervention of different communities, along with the specificities of each system involved.

V. Discussion

In this section, we highlight and further discuss the main results presented in the previous section and put them in perspective with the results analyzed in related work.

The results obtained in this work, in particular for the single attribute analysis presented earlier, show that, regardless of the attribute being considered, defects extracted from different systems tend to concentrate around just a few attribute values (e.g., among the thirteen existing impact values, “Capability” and “Reliability” are by far the most common ones). In some cases (e.g., impact, defect type), the distribution is generally around attribute values that are, by definition, somewhat generic and fit a larger number of scenarios. Also, we observed cases where a single value dominated the distribution, by occurring more than half the times than the remaining attributes together. However, in certain attributes, such as the trigger attribute, the results tend to be more scattered, possibly due to the absence of generic trigger types. In certain attributes, we observed several cases of values presenting results ranging from non-existing, to a small fraction of the most common value in the distribution. Additionally, we have observed that in the vast majority of cases, the relative values remain quite similar across the three NoSQL databases.

The results of the analyzed attribute pairs in many cases show the same value order observed for the individual distributions. However, there are notable cases worth highlighting. Testing activities are more than two times more frequent in reliability defects than in capability defects, which signals the importance of these verification activities to disclose defects associated with this kind of impact. So, a system where reliability is a priority may benefit of a higher investment in testing activities. A similar case was observed with checking defects, which are more frequent when impact is reliability than when it is capability which again provides important information for the selection of verification activities.

Contrary to the remaining cases, in HBase/Design Conformance, the top defect type is, by far, “Function/Class/Object”, which strongly suggests either a weaker design of the database or an abnormal need for frequent formal design changes. Also regarding HBase, the fact that Function/Class/Object defects appear more frequent than checking defects under the Test Coverage trigger, suggests that Function Testing strategies in MongoDB may be in need for improvement. Finally, we observed no major differences when crossing qualifier with other ODC attributes. The only notable case is the fact that Checking is a defect type that has a higher probability of being “Missing” than “Incorrect” or “Extraneous”, as opposed to all other types of defects (at least those with sufficiently high bug counts).

Despite the fact that these databases were built in different programming languages (i.e., MongoDB mostly in C++ and Cassandra and HBase in Java), by different development teams, potentially following different methodologies, results show that the defect distribution, share many similarities. This suggests that the nature of the systems may be linked to the types of defects affecting such systems. In fact, when we drill down to the component level, and especially when we go through the most affected components per database, we see that the nature of the different database components appears to be connected to the distribution of defects, which is quite visible in certain components. As an example, the Replication component in MongoDB, a time-sensitive component, shows a stronger presence of timing/serialization defects. Obviously, there is no rule of thumb and these observations are mere observed facts, that may not apply to other NoSQL databases with similar characteristics.

We now analyze our results in perspective with previous work on defect classification using ODC. In this final analysis, we focus on the defect type attribute, as in the abovementioned previous works this is the only attribute for which we found comparable data (rarely, some works also use trigger and impact, but with just a small portion of the wide array of values we use in this paper). As a summary, Christmannon and Chillarege [28] presented a set of errors which emulate software faults and Lyu et al. [40] aimed at evaluating the effectiveness of software testing and software fault tolerance. Lutz and Morgan [27] characterized bugs with to discover defect patterns and Durães and Madeira [9] analyzed how software faults can be injected in a source code-independent
manner. Børretzen and Dyre-Hansen [29] characterized faults in industrial projects for process improvement. Fonseca and Vieira [22] used ODC to characterize security patches of widely used web applications and Basso et al. [21] characterize Java faults to understand their representativeness, including security vulnerabilities. Gupta et al. [30] characterize defects in reusable software to understand the causes for lower defect densities in this kind of software. Thung et al. [10] characterized bugs in machine learning tools and Xia et al. [11] characterize bugs in software build systems. Silva and Vieira [23] assessed ODC’s adaptability to critical software environments and Xuan et al. [24] study bugs in industrial financial systems. Silva et al. [31] use ODC as basis to classify critical systems engineering issues and propose an adaptation of the taxonomy. Silva et al. [12] performed a root cause analysis on defects from safety-critical software systems. Morrision et al. [25] use ODC to characterize and understand the differences between the discovery and resolution of defects compared to vulnerabilities and Sotiropoulos et al. [32] characterize bugs in robot middleware to understand which can be detected through simulation. Rahman et al. [26] purely target defect classification, highlighting the fact that the nature of defects in the nowadays very popular Puppet scripts had not been yet categorized.

Table IX summarizes the main results obtained in these previous works. The columns in the table (from the left to the right) identify the author and year of the work being analysed, the reference for the work used in this paper, the names of the applications analyzed, the relative percentage found per each value of defect type, the total number of comparable defects (i.e., code or design defects classified with one of the 7 defect types in the ODC specification [20]) and their corresponding percentage regarding the total number of defects analysed per application, and also the global number of defects per work. Additionally, we show the number of raters used (those marked with an asterisk correspond to information not present, or not clear, in the paper and that was provided by the paper authors), the programming language, and the type of application being analyzed. The following should be noted: i) defect types not used in a specific work are represented with dashes (–); ii) works which used custom ODC values (e.g., [12], [23]) had any additional defect types excluded from the comparison; and iii) as a visual aid, we present the number of order of each defect type for each work, from 1 (the most popular defect type found for the particular application being analyzed) to 7 (the least frequent defect type). These numbers also correspond, in order, to the colors red, orange, yellow, green, blue, light gray, dark gray.

### Table IX. Orthogonal Defect Classification Results Found in Related Work

| Work                        | Software                  | Design / Test | Check | Agree | Merges | Class | TIS | STAR / COM | ODC | Defects  | Total defects | Language | Domain          |
|-----------------------------|---------------------------|---------------|-------|-------|--------|-------|-----|------------|-----|----------|---------------|----------|----------------|
| This work                   |                           |               |       |       |        |       |     |            |     |          |               |          |                |
| Moreira et al. 2016         |                           | 5             | 4.3   | 10.9 | 5.7    | 6.0   | 4.3 | 0.4        | 7   | 0.2      | 1.2           |         |                |
| Cheng et al. 2015           |                           | 2             | 3.5   | 10.1 | 4.9    | 4.2   | 1.7 | 2.2        | 5   | 0.4      | 0.6           |         |                |
| Jazayeri et al. 2000        |                           | 4             | 2.6   | 10.3 | 5.6    | 3.6   | 1.6 | 1.7        | 9   | 0.7      | 0.3           |         |                |
| Silva and Vieira, 2015      |                           | 5             | 3.7   | 9.3   | 5.1    | 3.4   | 1.8 | 0.4        | 7   | 0.2      | 1.2           |         |                |
| Fonseca and Vieira, 2008    |                           | 3             | 3.2   | 9.3   | 5.4    | 3.6   | 1.8 | 0.4        | 7   | 0.2      | 1.2           |         |                |
| Duran and Masseira, 2004    |                           | 8             | 5.3   | 9.3   | 5.4    | 3.6   | 1.8 | 0.4        | 7   | 0.2      | 1.2           |         |                |
| Bernstein and Dyre-Hansen, 2003 |                   |               |       |       |        |       |     |            |     |          |               |          |                |
| Silva and Vieira, 2015      |                           | 3             | 3.2   | 9.3   | 5.4    | 3.6   | 1.8 | 0.4        | 7   | 0.2      | 1.2           |         |                |
| Fonseca and Vieira, 2008    |                           | 3             | 3.2   | 9.3   | 5.4    | 3.6   | 1.8 | 0.4        | 7   | 0.2      | 1.2           |         |                |
| Silva and Vieira, 2014      |                           | 3             | 3.2   | 9.3   | 5.4    | 3.6   | 1.8 | 0.4        | 7   | 0.2      | 1.2           |         |                |
| Silva and Vieira, 2016      |                           | 3             | 3.2   | 9.3   | 5.4    | 3.6   | 1.8 | 0.4        | 7   | 0.2      | 1.2           |         |                |
| Silva and Vieira, 2017      |                           | 3             | 3.2   | 9.3   | 5.4    | 3.6   | 1.8 | 0.4        | 7   | 0.2      | 1.2           |         |                |
| Ibrahim et al., 2011        |                           | 3             | 3.2   | 9.3   | 5.4    | 3.6   | 1.8 | 0.4        | 7   | 0.2      | 1.2           |         |                |
| Silva and Vieira, 2018      |                           | 3             | 3.2   | 9.3   | 5.4    | 3.6   | 1.8 | 0.4        | 7   | 0.2      | 1.2           |         |                |

The table entries represent the number of defects per work, expressed as a percentage of the total number of defects per work. The column 'Defects' indicates the total number of defects per work, while the column 'Total defects' indicates the total number of defects per work. The table is structured to allow for easy comparison and analysis of the defect classifications used in the studies. The table is sorted by the percentage of defects of each defect type, from largest to smallest.
As we can see in Table IX, the diversity of applications and contexts studied is quite large, including browsers, operating systems, text editors, satellite software, game emulators, machine learning tools, or build tools. In fact, ODC has been applied to a large number of domains, with the exclusion of storage intensive systems—which have now been handled in this work. The closest works (only from a domain perspective) may be the work by Børretzen and Dyre-Hansen, 2007 and Gupta et al., 2009 which mention transaction tools and document storage, respectively, but do not analyze NoSQL databases, or even databases in general. Alongside with the highly diverse domains, we also observe applications built in different programming languages, with Java being often present.

The number of defects studied in related work is usually around a few hundred per work. This is related with the huge effort required to perform the ODC classification. Note that not all of the defects used in each work can be used for this analysis, as in certain cases the authors customized ODC to their specific context and in the remaining cases some defects were not code or design defects, thus, are not classifiable with a ‘defect type’. We observed it is a common practice to use one or two raters (i.e., a human that takes care of all the classification process), however the vast majority of the works does not even specify how many raters were used. We were able to determine the number of human raters used for a few works, after contacting the authors. This count is marked with an asterisk under the column raters per defect. We also observed that when multiple raters are used, it is very rare that the authors discuss the inter-rater agreement.

Regarding the results obtained in previous works there are just a few observable trends, which is very likely the result of the high diversity of applications and contexts analyzed, aggravated by the general non-uniformity of each research work (e.g., dataset size, procedure applied, number of raters used). The results observed in related work strongly suggest that there are no a priori expectable results for a certain system, as the large number variables involved seem to play an important role and, in some cases, are difficult to measure, namely in what concerns the whole development process used (unless, in such cases, the system is being developed in a very confined or controlled manner, such as in some mission-critical systems). This calls in for the need of having new studies that specifically target new systems, such as NoSQL databases, that are being built in relatively uncontrolled environments, as it is usual in open source projects.

Despite the huge variability observed, there is a clear separation between “Timing/Serialization” and “Relationship” defect types and the remaining, as these to occupy the bottom places. “Interface/O-O Messages” and “Checking” occupy middle positions more often. “Assignment” defects are found more often occupying the second position and “Algorithm/Method” seems to be most frequently at the first position, although “Function/Class/Object” is also top defect. Other than this, the specificity of the systems and the way they are built seems to have an overwhelming weight in the overall distribution of defect data. This means that, for activities where representative software faults need to be selected, it is necessary to previously analyze defect data for the particular context, so that activities such as fault injection campaigns can be effectively carried out.

The data obtained here could be useful for software developers working in this kind of systems, allowing them to direct more the inspection and testing efforts on certain areas of the software systems being developed. This could not only improve development process and product quality for these databases, but also allow time to be saved in otherwise extensive defect finding/fixing activities.

VI. Threats to Validity

In this section, we present threats to the validity of this work and discuss mitigation strategies. We start by mentioning the fact that, in this work, we have analyzed 4096 bug reports, which is a subset of all reported bugs affecting the studied NoSQL databases (about one fourth of the total number of bug reports). Thus, our results do not perfectly represent the whole population of bugs affecting these systems. This option for a subset of bugs was due to the huge amount of human effort involved, but still we must mention that, to the best of our knowledge, it is the largest dataset found among related work.

Each bug report was, at a first stage, classified manually by a single person, which may raise questions regarding the reliability of the dataset. This may introduce some error in the results either due to the lengthy human intervention required, or due to some subjectivity present in the process which may be due to the intrinsic characteristics of the ODC method itself, to the lack/erroneous information present in the bug report, and finally due to the technical expertise of the human that is applying the ODC method. To mitigate such issues, we took the following measures: i) the researcher involved in the classification process was trained using a set of 300 bugs that were discarded from the results; ii) we added a verification procedure carried out by the same person (also to have some understanding about the number of errors potentially present and as a means to improve the researcher classification skills); iii) we added an additional verification procedure carried out by two external researchers. Due to the huge amount of effort involved both verification steps used a subset of the 4096 bugs (a total of 40% of the bugs were reanalyzed), in which we found relatively low counts of errors and, in most of the cases, almost perfect inter-rater agreements.

In this work, we have studied three NoSQL databases, and thus the results cannot be generalized to all NoSQL database systems. Still, we have selected among the most popular ones, so that our results are meaningful to a potentially larger community of practitioners and researchers.

VII. Conclusion

In this paper, we analyzed software defects reported for three of the most popular NoSQL databases. The large number of defects analyzed using ODC, especially considering previous work (e.g., [9], [23], [44]), leads us to consider that these are representative of
the whole set of defects for these popular databases. However, due to the human intervention in the classification process, results may still include some error, which we tried to minimize, by carrying out verification activities.

We have discussed the main findings of this work, of which we highlight: i) First of all, the large variation in the distribution of defect types found in related work, which in practice means that we cannot assume, a priori, the existence of a certain defect distribution, which implies that this kind of study is carried out whenever it is important to know which are representative defects; ii) The results for NoSQL databases revealed, in terms of defect type prevalence, unique distributions for the types of defects (not visible in any of the related works analyzed); iii) We observed similarity in the single-attribute view of all three databases, also with, sometimes, a single value dominating the distribution. This, in conjunction with the previous finding and with the fact that all three databases are built and verified in a similar way (i.e., in a relatively uncontrolled open-source environment and by open and dynamic communities), means that the overall nature of the system appears to play an important role in the distribution of defects; iv) Testing activities are above than two times more frequent in reliability defects than in capability defects; checking defects are more frequent when the impact is reliability and are more likely to be associated with the “missing” qualifier; v) There are clear disparities in the distribution of defect types in different system components, which, in several cases, relate to the nature of the component (e.g., a replication component holding Timing/Serialization defects); vi) Certain types of defects are consistently associated with longer times to fix across all three databases (e.g., Function/Class/Object).

There were also a few lessons learned throughout the classification process and analysis of the results. It became obvious that effective training of the researcher that is responsible for performing the classification is crucial to have a good quality outcome in this kind of process. The contribution of additional raters is crucial, as it allow us to, on one hand, improve the final quality of the dataset, and, on the other hand, provides us with information regarding the possible presence of errors in the dataset. Also important to mention is that, there is a connection between two ODC attributes (Activity and Trigger) where certain triggers map to certain activities. This means that an incorrect activity may lead to an incorrectly classified trigger. The user applying ODC must take special attention when marking the values for these attributes, which we found to be a source of error. A difficult aspect is certainly related with understanding the exact causes of the results. Although we point out some possible reasons for the main issues raised by the results, following up with structured techniques like root cause analysis is out of the scope of this particular work, and is left for future work.

Overall, the resulting data represents vital information for NoSQL database developers, who could mostly benefit from it in defect prevention and removal efforts, thus contributing for more reliable systems. Additionally, researchers can use this data as a starting point in other works (e.g., fault injection experiments on systems of similar nature). As future work, we intend to explore the possibility of automating the classification procedure using machine learning algorithms.
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