A Novel Automatic Meal Delivery System
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Abstract: Since the rapid growth of the Fourth Industrial Revolution (or Industry 4.0), robots have been widely used in many applications. In the catering industry, robots are used to replace people to do routine jobs. Because meal is an important part of the catering industry, we aim to design and develop a robot to deliver meals for saving cost and improving a restaurant’s performance in this paper. However, for the existing meal delivery system, the guests must make their meals by themselves. To let the food delivery system become more user-friendly, we integrate an automatic guided vehicle (AGV) and a robotic arm to deliver a meal and put it on a table efficiently. The system consists of four phases. In the first stage, since most food feeding environments are indoors, we must build a map of an environment for a robot and use a laser sensor to construct a surrounding object’s real science. The second stage is global planning. The map is used for indoor navigation by computing the shortest path from the starting point to the map’s end point. The third phase is regional planning for obstacle avoidance, immediate avoidance, and re-planning of obstacles on the path. The last stage is how to control a robot arm to grab and put a meal on a table. We use an icon as the hint of the height of a table and operate the arm rotation angle according to this icon’s position. Our system provides the concept of an AGV combined with a robotic arm and provides a service for the food delivery system. In this way, waiters do not spend time dealing with meals and guests can automatically obtain their meals. The result shows that the proposed system will be helpful for the robot industry and the catering industry.
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1 Introduction

More and more robot applications exist in our life, and more robots have been developed to help them work faster and more automated. We can see that robots have been invested in the logistics, medical, and catering industries to provide unmanned services. Industrial robots sold 420,000 robot combinations in 2019 and are expected to have 580,000 by 2020 [1]. There will be 12% growth each year
until 2022. In other categories of robots, such as service robots for home or entertainment, we can find that
the number and the growth rate are far greater than industrial robots. Especially due to COVID 19, the world
has been caught in an unprecedented pandemic and the unmanned services of robots have been paid more
attention to. People seek for new technologies to help people maintain an everyday life while reducing
human-to-human contact with the virus infection. Robots have become an important choice.

Recently, with the importance of Industry 4.0, robots have become a popular tool in a variety of
industries, and how to apply them in life has been a critical issue of research and development. It is not
only in the industrial tool machine research, but also on many applications in our life such as medical,
catering, etc. Especially in the catering industry, the robots and AGVs can be integrated together to
replace human labor and shorten the high repetitive workload. For example, using robots and AGVs in a
restaurant can deliver food to customers automatically without waiters. It is also desirable to improve
efficiency and increase enterprise revenue, which is also the purpose of the birth of robots.

To let the food delivery system become more user-friendly, we focus on proposing a complete
automation system with robots and AGVs without human intervention and the aid of specific routes in
this paper. It can deliver something and move freely like people. We integrate an automatic guided
vehicle (AGV) and a robotic arm to provide a meal and put it on a table efficiently. The system consists
of four phases. In the first stage, since most food feeding environments are indoors, we must build a map
of an environment for a robot and use a laser sensor to construct a surrounding object’s real scene. The
second stage is global planning. The map is used for indoor navigation by computing the shortest path
from the starting point to the end map’s end point. The third phase is regional planning for obstacle
avoidance, immediate avoidance, and re-planning of obstacles on the path. The last stage is how to
control a robot arm to grab and put a meal on a table. We use an icon as the hint of the height of a table
and operate the arm rotation angle according to this icon’s position. Our system provides the concept of
an AGV combined with a robotic arm and provides a service for the food delivery system.

In this paper, the proposed system is composed of mobile robots, robotic arms, and LIDAR. The
contribution of this paper is highlighted as follows. (1) To let a robot put a meal on a table, we must send
the height of the table to a robot so that the meal can be placed well on the table. To achieve this
objective, we apply the computer version techniques to control the robotic arm through the icons at the
table. In this way, it can solve many problems arising from the real-world environment. (2) Our work can
apply to different robots to deliver meals, such as common mobile robots and AGVs. We must consider
the real environment to avoid unexpected occurrences and try to meet many application’s requirements.
(3) We present an effective delivery system that can be applied to the robot industry and the catering
industry. Our system can reduce the labor cost and share the workload of staff.

The remainder of the paper is organized as follows. We describe the previous work related to our work
in Section 2. Then we present how to design and implement the meal delivery system in Section 3. In
Section 4, we show the simulation and results for the meal delivery system. Finally, we conclude this
paper in brief in Section 5.

2 Related Work

This section discusses food delivery robot, indoor map construction for a robot, and the positioning and
indoor navigation for a robot as follows.

2.1 Food Delivery Robots

For some existing robot feeding systems, a waiter puts a meal on the robot like a dining car, and then the
robot can send the feed to the location according to the specific route [1]. Then customers can take the feed
from the robot by themselves. Checking this whole process, we can find that it is not an automatic system
because it needs the help of a waiter and a customer.
The work presented by Li et al. [2] mentioned that for the delivery robot, the first generation focuses on following the tape track on the ground to move. It is easy to encounter poor anti-jamming ability, the influence of light and surface stains. Due to the preset path, it also results in poor user experience and the increasing cost of the pre-set installation trajectory work to control movement. Thus, some people put forward laser sensors to solve the trajectory’s difficulties and inconveniences. Cochrane et al. [3] proposed to use lidar to increase the elasticity of robot movement. In general, lidar is also used for robot positioning, laser positioning system for fast and mobile robot position and guidance. In this way, it can improve the overall delivery stability and reliability. In their design, they placed the lidar on top of the robot and adds a supersonic sensor in the base to avoid collisions.

2.2 Map Construction and Positioning

Generating a map of an unknown environment and locating the robot is the main task of the robot. Much of the research has focused on how to represent the environment and the location of robots. However, this problem is very complicated, because robots construct maps, but robots need maps to locate themselves. To overcome the problems with mapping an unknown environment and locating locations, SLAM (Simultaneous localization and mapping) algorithm is one of the important solutions proposed to solve this problem based on sensors such as laser-scanning radar [4,5]. Balasuriya et al. submitted a workshop to design and navigated a robot autonomously based on Robot Operating System (ROS) [6]. Their work had divided the concept of SLAM [7–9] into localization and mapping. The Gmapping algorithm is explicitly used to solve the SLAM problem based on particle filtering [10–12]. Yassin et al. presented a comparison for different SLAM, including HectorSLAM, Gmapping, KartoSLAM [13,14].

2.3 Indoor Navigation

Indoor path planning is also a critical issue in the field of robotics. The difficult point is how to find the best path as soon as possible. Abdelrasoul et al. [15] applied A* algorithm to solve the problem of indoor navigation. It was used earlier to move characters in the game. In contrast to the well-known algorithm proposed by Loong et al. [16], although Dijkstra’s algorithm can guarantee to find the shortest path, however, it is not as fast and straightforward as the A* algorithm.

3 Method

In this section, we will introduce the meal deliver system in detail.

3.1 Overview

We first use laser scanning sensors as the primary basis to construct a map. Then the map becomes the input to indoor navigation. Next, we perform global planning and regional planning. Global planning can guide a robot to move from point A to point B according to the map’s walkable area. As to regional planning, a robot must avoid obstacles and replan the path to point B based on Dynamic Window Approach (DWA) [17]. In our system, the robot must place the meal on the table in a restaurant while it reaches the destination. To achieve this goal, we have to detect the height of a table and the location to be placed via the image. Fig. 1 shows the overall architecture of the proposed system.

To design a social delivery system with high mobility, we must consider the cost factors so that it is easy to promote in the future. We must abandon the traditional route such as glue tape on the ground to let a robot move free. Thus, we use laser scanning sensors to increase behavior elasticity and apply Gmapping to construct the map efficiently. Finally, A* algorithm is applied to our system to guide a robot. In the completed map, it is very efficient.
3.2 Map Construction

We apply the Gmapping algorithm to construct a map for a robot presented as a grid diagram. We use the Rao-Blackwellized Particle Filter (RBPF) to create a map with laser scanning. The principle of RBPF is the hypothetical state, where each particle remains in the state of the measurement obtained by the laser scanner. Each landmark is associated with the corresponding particle reserved for a given weight. The arguments $x_{1:t}$, $u_{1:t-1}$ and $z_{1:t-1}$ in Eq. (1) are represented for the robot’s position and the mobile distance, and the sensor information, respectively.

$$p(x_{1:t} \mid m_{1:t}, u_{1:t-1}) = p(m_{1:t} \mid z_{1:t}, u_{1:t-1}) p(x_{1:t} \mid z_{1:t}, u_{1:t-1})$$

(1)

In the following example in Fig. 2, $x_t$ is computed by $x_{t-1}$. Each location information is obtained from an external environment $z_t$ to continually updating the map $P$. The algorithm can be sorted according to $x_t, z_t$.

3.3 Path Planning

As mentioned before, path planning is divided into global planning and regional planning in indoor navigation. Global planning aims at planning paths for the map, while regional planning focuses on avoiding obstacles that are not on the map and planning new paths.

3.3.1 Global Planning

We apply A* algorithm to perform the global planning to find the shortest path between two points, $A$ and $B$, efficiently in a map. The cost function presented in Eq. (2) is used in A* algorithm to evaluate which choice is best, where $f(n)$ is the current estimated distance of point $n$, $g(n)$ is the distance from starting point $A$ to the current point $n$, and $h(n)$ is the estimated distance from the current point $n$ to the destination $B$. 
\[ f(n) = g(n) + h(n) \] (2)

It is easy to find that \( h(n) \) is the key to the cost function. In general, \( h(n) \) is the distance of a straight line from each point to the endpoint. If there are obstacles in the map, such as walls in a real environment, the path will be reselected. For example, assume if node F in Fig. 3 is a wall, the shortest path will become from E to G. As a result, if obstacles have been generated on the map, they are avoided in global planning.

3.3.2 Regional Planning

Regional path planning is designed to avoid obstacles on the map and new paths must be planned. We apply Dynamic Window Approach (DWA) [18] to achieve this goal. In Fig. 4, we can use Eqs. (3–5) to compute linear speed, angular speed, and radius in a two-dimensional space. In the dynamic window, all curves outside this dynamic window cannot be reached by the robot in the next step. Thus no avoidance must be considered. Each trajectory is then compared with the information from the lidar. The trajectory is considered safe if the robot can stop before colliding with any object along the path.

Figure 3: Path planning to avoid obstacles

Figure 4: An example of linear speed and angular speed
Linear Speed: \( v = \frac{s}{t} \) \hspace{1cm} (3)

Angular Speed: \( w = \frac{\theta}{t} \) \hspace{1cm} (4)

Radius: \( r = \frac{\text{Linear Speed}}{\text{Angular Speed}} = \frac{v}{w} \) \hspace{1cm} (5)

### 3.3.3 Detecting the Height of a Table

Table information is used to assist the robot arm to place a meal more precisely. To reduce the noise while detecting the table, we use the icon attached on the edge of the table to know the location of the table. In this paper we use the SIFT (scale-invariant feature transform) algorithm for feature matching because it has the advantages of rotation, size, pan, angle of view, and the consistence of brightness. However, since the input is continuous frame information, many pictures will match at the same time. To find the real center point, we add the time information for analysis. Since the matching function of SIFT is exact, \( w \) can compare the center points to ensure that it is the real center point if they are the same point. Thus, we can obtain the position of a table based on the following Eq. (6).

\[
\text{center point } (x,y) = (x_t,y_t), \text{ where } x_t - x_{t-1} = 0 \text{ and } y_t - y_{t-1} = 0
\] \hspace{1cm} (6)

After obtaining the center point of the icon, we can precisely know the position and height of the table. However, the depth information is still missing. The computer vision processing, we cannot know the distance between the robot and the table. We use the lidar to obtain the distance in front of the robot, as shown in Fig. 6. Although the depth information obtained is different a little for other LIDAR’s, however, they use sweep able range, angle resolution, and the number of particles after a run to obtaining it. In Fig. 5, the lidar supports a 270-degree scanning range, with one particle per 0.25 degrees, for a total of 1080 particles.

![Figure 5: The scanning range of a lidar](image)

Thus, we can obtain the distance of lidar from the object in front by using the following Eqs. (7–9) After obtaining the depth information. The meddling can approach the table and pass instructions to the robot arm to place a meal on the table.

\[
\text{nodeQuantity} = \text{angle of range/angle}
\] \hspace{1cm} (7)
4 Experimental Result

In this experiment, we use the EDI dash go D1 [19] as AGV with the load of 50 kg and a battery life of up to 6 hours. It uses the LiDAR F4 that scans 360 degrees of scattered infrared particles. Besides, we buy the components to assemble a six-axis robotic arm with an MG996R motor on each axis. We use Gorman [20] as a control board to communicate between the arm and the mobile platform.

4.1 The Simulation Flow

To simulate the delivery system, we design some situations of food delivery to verify. Fig. 6 is the simulation flow. We first let the robot understand the surrounding environment to establish a map. Then the robot moves the specific place to take the meal according to the map. At this moment, the robot is waiting to receive the table information to send the meal, gets the icon information to grab the coffee cup, then plan the delivery path, and finally put the coffee on the destination table. After finishing the delivery, the robot will return to the original location for the next job.

4.2 Map Construction

We first construct the initial, the intermediate, and the final map of our testing restaurant, as shown in Fig. 7.
4.3 Taking the Meal

With the map’s aid, the robot can send the meal to the destination table by following the green line, as shown in Fig. 8. Note that the pink and blue parts are the regions detected by lidar.

Figure 7: The initial construction, the intermediate, and the final map

4.4 Icon Detection

After the two stages above, Fig. 9 shows that we can recognize the icon. As mentioned earlier, we use the SIFT algorithm to detect the icon attached to the table, then find the center point of the icon after moving the robot and aligning the icon. The large icon on the left corresponds to the object in the picture on the right. Two pictures of different color circles are the special points to find the corresponding object according to both sides feature points.

Figure 8: The robot starts in the left location and arrives at the right location to take the meal

Figure 9: An example to recognize an icon
4.5 **Grabbing a Cup**

Fig. 10 shows the process of grabbing a coffee cup with the help of icon recognition.

![Figure 10: The robot can grab a cup](image1)

4.6 **Path Planning**

After accepting the delivery destination’s coordinates, the robot plans the shortest path marked by the green line to the destination. The following Fig. 11 show this process with the navigation.

![Figure 11: An example that a robot sends a meal](image2)

4.7 **Putting the Cup on the Table**

At this stage, we apply the SIFT algorithm to detect the icon again to put the cup on the destination table, as shown in Fig. 12.
5 Conclusions

We have presented a delivery system for a robot. From the experiment, we prove that the proposed work can work well to solve this problem. With our work’s help, our system can really reduce the labor cost and can be applied to the real environments.
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