Training Working Memory in Childhood Enhances Coupling between Frontoparietal Control Network and Task-Related Regions
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Working memory is a capacity upon which many everyday tasks depend and which constrains a child’s educational progress. We show that a child’s working memory can be significantly enhanced by intensive computer-based training, relative to a placebo control intervention, in terms of both standardized assessments of working memory and performance on a working memory task performed in a magnetoencephalography scanner. Neuropsychologically, we identified significantly increased cross-frequency phase amplitude coupling in children who completed training. Following training, the coupling between the upper alpha rhythm (at 16 Hz), recorded in superior frontal and parietal cortex, became significantly coupled with high gamma activity (at ~90 Hz) in inferior temporal cortex. This altered neural network activity associated with cognitive skill enhancement is consistent with a framework in which slower cortical rhythms enable the dynamic regulation of higher-frequency oscillatory activity related to task-related cognitive processes.
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Significance Statement

Whether we can enhance cognitive abilities through intensive training is one of the most controversial topics of cognitive psychology in recent years. This is particularly controversial in childhood, where aspects of cognition, such as working memory, are closely related to school success and are implicated in numerous developmental disorders. We provide the first neurophysiological account of how working memory training may enhance ability in childhood, using a brain recording technique called magnetoencephalography. We borrowed an analysis approach previously used with intracranial recordings in adults, or more typically in other animal models, called “phase amplitude coupling.”

Introduction

Many everyday activities depend upon our ability to hold in mind and manipulate small amounts of information for brief periods.

This ability, “working memory,” is severely tested as children progress through years of intensive education (Gathercole et al., 2004), and poor working memory skills are highly predictive of educational underachievement and neurodevelopmental disorder (Alloway, 2009). Recent studies demonstrate that, in childhood (8–11 years of age), working memory can be trained, with benefits transferring to similarly structured but untrained working memory tests (e.g., Holmes et al., 2009).

In contrast to the wealth of behavioral evidence, studies examining the impact of training on neurophysiology are rare, especially so in childhood. Little is known about the brain mechanisms by which training might enhance working memory. The purpose of this study is to redress this. We focus on children in middle childhood because working memory differences here are closely associated with academic performance (Gathercole et al., 2004), and there is strong evidence of training gains at this age (Holmes et al., 2009).

Previously, we explored spontaneous fluctuations in resting-state MEG after working memory training (Astle et al., 2015). Following training, there was increased coordination of oscill-
tory brain activity between a bilateral dorsal frontoparietal network (incorporating frontal eye fields and superior parietal cortex) and an area in inferior temporal cortex. This frontoparietal network has previously been implicated in the control of attention (Gregoriou et al., 2009) and visual working memory (Kuo et al., 2011). One interpretation of this result is that repeatedly activating the control network over 20 training sessions alters its coupling with task-related areas, with these changes being robust enough to be detected at rest. A further implication is that training-induced changes are of functional benefit during the performance of relevant cognitive tasks. However, this resting-state analysis establishes candidate areas but does not address these key questions about the functional purpose of this altered connectivity. These questions are addressed in the current study.

One possible consequence of enhanced connectivity is more effective top-down regulation of the sensory activity to be encoded and maintained in working memory. Dynamic neural activity in areas of the frontal and parietal lobe is thought to be involved in coding task-critical information (Astle et al., 2015) and rodents (e.g., Axmacher et al., 2010) provides a neurophysiological framework by which this functional integration may occur. Slow oscillations, putatively expressed in long-range functional networks, modulate the excitability of local neural assemblies (Jensen and Colgin, 2007; Jensen et al., 2012), and the high-frequency activity reflected by these local processes can subsequently become coupled to the slower rhythm (Canolty et al., 2006). This mechanism, cross-frequency phase amplitude coupling, provides a basis by which attentional demands, including spatial location (Sauseng et al., 2008), timing (Lakatos et al., 2005; Cravo et al., 2011), and relevance (Cohen et al., 2009; Siegel et al., 2009), can influence ongoing sensory, cognitive, or motor processes.

The purpose of the current study was to understand better the neurophysiological changes that accompany improvements following working memory training, using MEG. We wanted to test this account of neuronal coupling previously proposed in the attentional control literature. The data were acquired as part of a double-blind randomized placebo-controlled study of working memory training. In addition to the acquisition of resting-state data, participants performed a working memory task in the MEG scanner before and after training. To assess training-associated changes in task-related activity, we used the network previously shown to change following training in these same children at rest (as reported by Astle et al., 2015) as an initial starting point for the coupling analyses. However, in view of the limited analysis of neurophysiological coupling in childhood to date, we subsequently applied several anatomical approaches (region of interest, network-based, and whole-brain) and alternative statistical methods to our data to ensure robust, convergent findings.

Materials and Methods

Participants. The study protocol was approved by the University of Cambridge Psychology Research Ethics Committee. Thirty-three children, 8–11 years of age (mean age = 119.2 months; SD = 11.3 months; 12 males) were recruited via local schools (see also Astle et al., 2015). Parents provided written informed consent. Children were randomly allocated to either the Adaptive or Placebo group. Parents were made aware of the existence of an intergroup experimental manipulation but were not informed as to the nature of it. Children and parents were blind to group allocation. These numbers were recruited on the basis of a previous behavioral study (Holmes et al., 2009), which used the same training program and set of assessments. With the effect sizes reported in this previous study, significant training effects on verbal working memory should be apparent with just 7 children, and spatial working memory effects with 12 children. Six children failed to complete the training and did not return for the second session, so subsequent analysis was performed on the datasets from the remaining 27 children, 14 of whom had been allocated to the Placebo group and 13 to the Adaptive group. The Adaptive group included 3 boys, and the children in this group had a mean age of 119.5 months (SD = 9.8 months). The Placebo group included 7 boys, and the children in this group had a mean age of 118.8 months (SD = 10.8 months). A post hoc power calculation, using the effect sizes from Holmes et al. (2009) revealed that the study was well powered for detecting significant training effects in both verbal (0.99) and spatial working memory (0.95). There was no significant difference in age between the two groups (t(25) = 0.182, p = 0.857), the gender balance did not differ significantly between the groups (\( \chi^2 = 2.095, p = 0.148 \)), and the two groups had equivalent IQ scores (as assessed using vocabulary and matrix reasoning scales from Wechsler Abbreviated Scale of Intelligence; t(25) = 0.226, p = 0.822).

Cognitive training. Both groups performed the training at home, and each child’s progress was remotely monitored online by the research team. Children performed a minimum of 20 sessions, with an upper limit of 25 sessions, over 4–6 weeks. Each training session comprised 8 tasks (a discount and 12 possible tasks). These tasks all have the training requirement to maintain pieces of information in serial order and to provide a full report of that sequence. In some tasks, this was spatial information (e.g., locations flashing up on a grid) and in others verbal information (e.g., digits appearing in visual or auditory format). In some cases, the retention of serial order was in isolation, and in other cases in combination with some concurrent processing (e.g., remembering locations lighting up on a disc that keeps spinning) (for full details of these tasks, see www.cogmed.com/RM). In each session, children performed 15 trials of each task (a total duration of 30–45 min per session). The children in the Adaptive group received a commercially available version of this program, with task difficulty being adjusted on a trial-by-trial basis, such that children were always being worked at the limits of their current capacity. For all games, difficulty was increased in the Adaptive condition by increasing the span length. The children assigned to the Placebo group completed an identical training program, save for the fact that the tasks had a span level limited to 2 items across all trials (see also Holmes et al., 2009; Dunning et al., 2013; Astle et al., 2015).

For the Adaptive group, the training program provides a “training index” as the difference between the baseline performance and the performance reached on the day that was selected as the training index (standardized \( t = -0.070, p = 0.403 \)).

Standardized cognitive assessments. Standardized assessments of short-term and working memory ability were taken before and after training using the Automated Working Memory Assessment (Alloway et al., 2008), as a way of testing whether the training activities had impacted upon untrained working memory abilities. Like the games in the training program, these assessments all require the retention of item information in serial order, and the full report of that information at the end of each trial. We used verbal and spatial measures of short-term and working memory (Forward Digit Span, Backward Digit Span, Dot Matrix, and Spatial Span subtests). For one child, we only had scores in the spatial domain. Assessments at both time points were conducted
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spatial short-term memory (86, p = 0.695). Verbal working memory: Adaptive = 106 (SD = 21) versus Placebo = 111 (SD = 13) (t(24) = 0.645, p = 0.525). Spatial short-term memory: Adaptive = 109 (SD = 15) versus Placebo = 107 (SD = 14) (t(12) = 0.335, p = 0.741). Spatial working memory: Adaptive = 116 (SD = 14) versus Placebo = 115 (SD = 11) (t(12) = 0.139, p = 0.891).

We separately analyzed the data from the 6 children who did not complete the training. These children tended to have lower scores on the pretraining assessments, relative to the children who completed the training: verbal short-term memory (105, t(29) = 1.659, p = 0.108), spatial short-term memory (86, t(30) = 3.378, p = 0.002), verbal working memory (93, t(29) = 2.123, p = 0.042), and spatial working memory (99, t(30) = 2.880, p = 0.007).

In-scanner task design. Working memory task-related MEG data were collected before and after the training intervention. We used a probed recall task in the scanner; like the standardized assessments, this was not included in the training regimen. The task required children to remember the spatial locations of targets presented in serial order. An example trial sequence can be seen in Figure 1A. The task was administered in two runs of 20 min each, separated by a break. A probed recall task was used rather than full report because of the constraints imposed by the scanner; it was not possible for children to use either a touch screen or computer mouse in the scanner. The probed recall design enabled us to retain the requirement for children to remember the full sequence of locations in serial order, but without the need for full report. There were no performance differences, in terms of accuracy, on this task between the groups before training (t(12) = 0.288, p = 0.776).

On each trial of this task, children were shown a sequence of 5 grids (each comprised of a 4 × 4 array of cells), with grids presented for 300 ms each and spaced 700 ms apart. Four of the grids contained a target dot, and task required subjects to remember the position of these targets in the order that they appeared. In addition, each grid could also contain two distractor dots in other positions. After a delay of 1100–1480 ms following the fifth grid, a final grid appeared containing a “?” in one of the 4 target positions. Participants were asked to indicate which of the 4 grids had contained a target dot in that probed position, using a button box. The children were encouraged to take their time but to try and respond as accurately as possible. As a consequence, the accuracy data are likely to be the most informative.

Each grid spanned 3.08° × 3.08°, and the targets and distracters spanned 0.53° in diameter. The targets were made of a red background (R:255, G:0, B:0) with a blue ring (R:0, G:0, B:255). The distracters were also defined in RGB space, with a yellow background and a cyan ring. On half the trials, these were defined as follows: R:255, G:77, B:0 and R:0, G:77, B:255, respectively. On the other half of trials, these were defined as follows: R:255, G:179, B:0 and R:0, G:77, B:255, respectively. We manipulated the hue of the distracter to see whether this would interact with the training manipulation (see also Shimi and Astle, 2013; Shimi et al., 2015).

MEG data were recorded throughout this task. Below we describe the basic data acquisition and preprocessing steps, an initial analysis, before proceeding to phase-coupling analysis. Before embarking on the phase amplitude analysis, we first wanted to establish that, during task performance, there is an ongoing oscillatory process, at the same frequencies, and in the same network as were implicated in the original resting-state result (reported by Astle et al., 2015).

MEG data acquisition and basic preprocessing. MEG data were acquired with a high-density whole-head VectorView MEG system (Elekta-Neuromag), containing a magnetometer and 2 orthogonal planar gradiometers at 102 positions (306 sensors in total), housed in a magnetically shielded room. Data were sampled at 1 kHz, and signals slower than 0.01 Hz were not recorded. A 3D digitizer (FastTrack Polhemus) was used to record the positions of the electrodes, and the position indicator coils and 50–100 additional points evenly distributed over the scalp, all relative to the nasion and left and right preauricular points. We also attached an electrode to each wrist to measure the pulse, and bipolar electrodes to obtain horizontal and vertical electro-oculograms. Head position was monitored throughout the recording using the head position indicator coils. Particularly small children were seated on a booster seat to ensure that their head was optimally positioned within the scanner helmet.

External noise was removed from the MEG data using the signal-space separation method, and adjustments in head position within the recording were compensated for using the MaxMove software, both implemented in MaxFilter version 2.1 (Elekta Neuromag). The continuous data were visually inspected, and any short sections with large signal jumps were removed. A sensor-space temporal Independent Component Analysis (ICA) was then used to remove artifacts arising from blinks, saccades, and pulse-related cardiac artifacts using a combination of metrics and manual inspection. The temporal ICA was conducted separately for each subject using fastICA run on the sensor space data, and then the time course of each IC was correlated with the time course of the vertical electro-oculograms, horizontal electro-oculograms, and cardiac channels, respectively. Components with a Pearson correlation value >0.3 with any of the artifact channels were subsequently removed from the data. Components dominated by 50 Hz noise were also removed. The data were then epoched into overlapping epochs running from −400 to
1000 ms relative to the onset of each target item in the sequence. These long, overlapping epochs meant we could later focus on a shorter period (0–600 ms relative to onset of each target item) without incurring edge effects in the time-frequency decomposition. The data were then checked by hand for any remaining trials that were likely contaminated by artifacts. The end result was that, for each child, we had on average 647 pretraining and 752 post-training epochs for the adaptive group, and 689 pretraining and 727 post-training epochs for the placebo group (there were no significant differences between the groups in terms of trial numbers, \( p > 0.19 \)).

The 13–20 Hz network analysis. A resting-state analysis (reported by Astle et al., 2015), using a set of networks defined using an independent components analysis on fMRI data (Smith et al., 2012), identified one network as being particularly susceptible to working memory training effects. This network incorporated the left and right superior parietal cortex (MNI coordinates, left: \(-24, -60, 56\); and right: \(24, -64, 56\), respectively) and the bilateral frontal eye fields (MNI coordinates, left: \(-28, -6, 56\); and right: \(28, -2, 56\), respectively). In the resting-state data (Astle et al., 2015), we demonstrated that there was a strong ongoing oscillatory process at 13–20 Hz in this network. Before using the same network in the phase amplitude coupling analysis, we wanted to test whether this was also true in the task-related data.

To do this, we conducted an analysis identical to that used on the resting-state data (reported by Astle et al., 2015). For 23 of the children, we coregistered the MEG data to the child’s T1-weighted structural MRI image acquired using a 3T Siemens Tim Trio and an MPGRAGE sequence. For the remaining children who did not undergo an MRI scan, we used a standard MNI template for coregistration (as in Barnes et al., 2016). For this coregistration, we used the digitized scalp locations and fiducials, via an iterative closest point algorithm using SPM8 (http://www.fil.ion.ucl.ac.uk/spm/). The forward model was estimated using a single homogeneous shell model of the head shape of each subject (Mosher et al., 1999). This was also calculated using SPM8. The data were bandpass-filtered to capture activity in the 13–20 Hz band. We then applied a linearly constrained minimum variance beamformer (Van Veen et al., 1997). The beamformer combined information from both the magnetometers and planar gradiometers while taking into account the reduced dimensionality of the data introduced by the signal-space separation algorithm (Woolrich et al., 2011). This approach was used to produce a whole-brain source reconstruction, using a 6 mm dipole grid.

The data were then temporally concatenated, and the oscillatory amplitude envelopes of the reconstructed time series were estimated via computation of the absolute value of the analytic signal, which was found using a Hilbert transform. This yielded an estimate of instantaneous signal amplitude at each voxel. The envelope time series for every voxel were low-pass filtered by dividing each envelope time course into 20 Hz segments, and then applying a simple exponential filter to each of these segments to make a single region time course for each subject. This was then divided back into the individual epochs for the subsequent analyses. For the network of interest, we initially averaged across the dipoles within the network to produce the network time course: a PCA would potentially have biased the time course toward one particular location. However, in a subsequent analysis, we used the individual dipoles within the network, to specify which specific areas within the frontoparietal network most strongly show any coupling effect. All source reconstructions were performed using a linearly constrained minimum variance beamformer (Van Veen et al., 1997), as described above.

Time-frequency decomposition. We used a continuous Morlet Wavelet Transform, with three full cycles of each frequency, to decompose the signal into distinct time-frequency bins. We extracted phase and amplitude values between 3 Hz and 100 Hz in 1 Hz steps. This was done for the network time course, and for that of the inferior temporal region, for each subject. Once we had the frequency specific phase and amplitude values for these two signals, we could explore the extent to which they were coupled.

Cross-region phase amplitude coupling. We estimated the degree of cross-frequency coupling using circular-linear correlations (Berens, 2009). These were performed separately for each child, collapsing across trials and time within each trial, before and after training, for 3–20 Hz for phase and 30–100 Hz for amplitude. These coupling values were converted to z scores, using a standardized Fisher r-to-z transform, before a linear regression analysis. The result was that, for each child, before and after training, we had estimates of phase amplitude coupling across our frequency range. These values were then submitted to a linear regression analysis.

Linear regression analysis. To ascertain whether the working memory training had any influence on the degree of cross-frequency coupling, we performed a linear regression. The linear regression included a regressor representing the interaction between group (Adaptive vs Placebo) and time (pretraining vs post-training). This produced a new dataset in which we could ascertain the effect of working memory training on the degree of coupling across the full spectrum of frequencies included in the analysis of the phase and amplitude values. For this analysis, we used the approach also allowed us to test the spatial overlap between this component and an equivalent component derived from the resting-state data using the same procedure.

MEG source reconstruction for phase amplitude coupling. Before beamforming, the data were bandpass-filtered to capture frequencies between 3 and 100 Hz. As a starting point, for each subject, we extracted source space activity for the dipoles (using a 6 mm grid) within our network of interest and region of interest (see Astle et al., 2015). For the single inferior temporal region, we concatenated all trials for each given subject, submitted the individual dipole time courses to a temporal PCA, and then used the weights from the first PC to combine the individual time courses to make a single region time course for each subject. This was then used as the input to the ICA.

The forward model was estimated using a single homogeneous shell model of the head shape of each subject (Mosher et al., 1999). This was also calculated using SPM8. The data were bandpass-filtered to capture activity in the 13–20 Hz band. We then applied a linearly constrained minimum variance beamformer (Van Veen et al., 1997). The beamformer combined information from both the magnetometers and planar gradiometers while taking into account the reduced dimensionality of the data introduced by the signal-space separation algorithm (Woolrich et al., 2011). This approach was used to produce a whole-brain source reconstruction, using a 6 mm dipole grid.

The data were then temporally concatenated, and the oscillatory amplitude envelopes of the reconstructed time series were estimated via computation of the absolute value of the analytic signal, which was found using a Hilbert transform. This yielded an estimate of instantaneous signal amplitude at each voxel. The envelope time series for every voxel were low-pass filtered by dividing each envelope time course into 20 Hz segments, and then applying a simple exponential filter to each of these segments to make a single region time course for each subject. This was then divided back into the individual epochs for the subsequent analyses. For the network of interest, we initially averaged across the dipoles within the network to produce the network time course: a PCA would potentially have biased the time course toward one particular location. However, in a subsequent analysis, we used the individual dipoles within the network, to specify which specific areas within the frontoparietal network most strongly show any coupling effect. All source reconstructions were performed using a linearly constrained minimum variance beamformer (Van Veen et al., 1997), as described above.

Cross-region phase amplitude coupling. We estimated the degree of cross-frequency coupling using circular-linear correlations (Berens, 2009). These were performed separately for each child, collapsing across trials and time within each trial, before and after training, for 3–20 Hz for phase and 30–100 Hz for amplitude. These coupling values were converted to z scores, using a standardized Fisher r-to-z transform, before a linear regression analysis. The result was that, for each child, before and after training, we had estimates of phase amplitude coupling across our frequency range. These values were then submitted to a linear regression analysis.

Linear regression analysis. To ascertain whether the working memory training had any influence on the degree of cross-frequency coupling, we performed a linear regression. The linear regression included a regressor representing the interaction between group (Adaptive vs Placebo) and time (pretraining vs post-training). This produced a new dataset in which we could ascertain the effect of working memory training on the degree of coupling across the full spectrum of frequencies included in the analysis of the phase and amplitude values. For this analysis, we used the...
such as this. Any nonlinearity in the data or biases occurring as a result the various necessary transforms are corrected for because they are re-created perfectly in each permutation. Furthermore, it makes no a priori assumptions about when or where effects are likely to be apparent, correcting for multiple comparisons over both frequency and phase for frequency for amplitude (Kilner, 2013).

This sequence of steps forms our basic phase amplitude analysis pipeline. In Results, we also report the findings from various follow-up analyses, including control regions and a modified version of the pipeline that provides a whole-brain analysis.

**Individual differences.** In addition to the group average approach described above in the basic coupling pipeline, we also explored individual differences in training effects. A general linear model was tested with gain in phase amplitude coupling as the outcome variable and gain in in-scanner accuracy as the predictor. We also applied a general linear model, with change in phase amplitude coupling as the outcome measure, and change in resting-state connectivity as the predictor (taken from Astle et al., 2015). In both of these models, we included age, gender, and IQ as control variables. Both models were applied across the time course of the phase amplitude coupling, to build a time course of the effect of the respective predictor variable, expressed as t scores. In both cases, we used a clustering threshold of t > 2.3 and then tested the extent to which clusters of this duration would occur by chance, using the same permutation procedure described above. In both analyses, we removed one child because they had a Cook’s Distance score > 1, suggesting that their data were having undue influence on the size of the relationship.

**Alternative analysis of phase amplitude coupling.** In view of the lack of previous studies exploring neurophysiological coupling in childhood, we also used an alternative approach to corroborate the above analysis. Phase estimates from the frontoparietal network at 16 Hz and amplitude estimates from the region in inferior temporal cortex at 83–93 Hz were aligned for each subject, again collapsing across time and trials. The amplitude estimates were then sorted, in order, according to the corresponding phase estimates, and converted into z scores. Because there are nonidentical trial numbers across subjects, we then divided these sorted values into equally spaced bins of 0.0016 radians per bin and averaged the amplitude values within each bin. This produced 2000 values for each subject, before and after training. If there is no consistent relationship between phase and amplitude, then these phase-ordered amplitude bins will be approximately uniform. However, if there is some consistent phase amplitude relationship, then these binned values ought to change systematically across the cycle of the phase angles. A nonparametric Wolf-Wolfowitz calculation was used to test the resulting distributions. This is a test of randomness. A significant statistic indicates that the phase-ordered amplitude values have a systematic order.

The beamformer source reconstruction includes a dipole sign ambiguity, which necessarily needs resolving for this shuffled data analysis to be meaningful, effects running in opposing directions across subjects, because of the sign ambiguity of the phase angles, will cancel one another out. For this reason, for each subject, before and after training, we organized the signs such that all of the phase amplitude relationships ran in the same direction. In this case, we opted for a negative relationship, with high gamma amplitudes being associated with negative phase angles of 16 Hz activity, because this inverse relationship is well reported in the literature (e.g., Haegens et al., 2011). A downside of this approach is that it will match random noise, as well as any genuine coupling effect, across subjects. It is important to consider that this procedure was identical across the different conditions and groups, so if this introduces a bias, then it ought to be apparent and of an equivalent magnitude across conditions and groups.

**Results**

**Behavioral results**

The behavioral results section starts with an analysis of the bespoke in-scanner task. We used the pretraining data to explore task performance, and the extent to which it varied by serial order (whether the first, second, third, or fourth item was probed) and distractor type. We subsequently tested for training effects in both the standardized assessments and the in-scanner task.

**In-scanner task performance**

Accuracy was significantly higher on the “dissimilar” (67%) distractor trials relative to the “similar” (61%) distractor trials (F(1,25) = 12.823, p < 0.001). We also observed a recency effect, with accuracy improving for the later items (serial position 1, 53%; position 2, 55%; position 3, 66%; position 4, 84%) in the sequence (F(1,25) = 50.457, p < 0.001). These two factors interacted significantly (F(3,75) = 3.142, p = 0.030), with the difference between distractor trial types being significant for the first and last serial positions (t(26) = 3.638, p = 0.001, and t(26) = 3.525, p = 0.002, respectively), whereas they were not significantly different for the second and third serial positions (t(26) = 0.512, p = 0.613, and t(26) = 1.384, p = 0.178, respectively).

To foreshadow the training findings, although the training had an overall effect on performance, it did not significantly interact with either of these factors (p values > 0.5). For simplicity, in subsequent analyses, we collapse across these factors.

**Standardized assessments of short-term and working memory**

Consistent with a number of recent studies of cognitive training, we explored the potential impact of the working memory training on the standardized assessments using a hierarchical multiple regression approach. This has the advantage of taking into account initial pretraining performance differences across subjects. Post-training accuracy was our outcome measure. In the first block, we entered pretraining accuracy. In the second block, we entered group (adaptive vs placebo). This first level controls for variability in performance that can be accounted for by baseline differences in ability, and the second level then tests whether the remaining differences across the children can be accounted for by group membership. In short, it tests whether improvements in task performance across children can be explained by the type of training the children experienced. When tested in this way, we observed significant effects of group membership on all subtests, apart from forwards digit recall: Digit Recall (R² change = 0.06, F(1,23) = 3.309, p = 0.082, standardized beta coefficient = 0.245); Dot Matrix (R² change = 0.34, F(1,24) = 19.414, p < 0.001, standardized beta coefficient = 0.584); Backwards Digit Recall (R² change = 0.14, F(1,23) = 4.254, p = 0.051, standardized beta coefficient = 0.375); and Spatial Span (R² change = 0.278, F(1,24) = 11.605, p = 0.002, standardized beta coefficient = 0.528). A composite memory score, before and after training, can be seen Figure 1B.

**In-scanner behavioral task performance**

The impact of the working memory training on in-scanner performance accuracy was assessed using the same linear regression approach as described above. Group membership was a significant predictor of post-training accuracy levels, even after accounting for pretraining ability differences (R² = 0.13; F(1,24) = 7.090, p = 0.014, standardized beta coefficient = 0.359) (Fig. 1C).

Our five untrained working memory tasks included both simple and complex span measures, and verbal and visuo-spatial paradigms. They also included elements that are structurally different from the training activities, such as interleaved encoding and maintenance episodes and probed-recall (the in-scanner task). Apart from Forwards Digit Span, these all showed signifi-
cant improvements in the Adaptive group, relative to the Placebo group, replicating the well-established near transfer to untrained working memory exercises (Dunning et al., 2013). We then explored whether neurophysiological coupling during task performance had been altered in the Adaptive training group relative to the Placebo control group.

**MEG results**

*The 13–20 Hz network analysis*

We submitted the source projected activity time courses in the 13–20 Hz frequency band to a temporal ICA. Despite not having any prior spatial information about the location of these recordings, the ICA produced a component highly overlapping with the network taken from the fMRI dataset (Smith et al., 2012), which was implicated in our previous resting-state findings (Astle et al., 2015), and which would subsequently use in the phase amplitude analysis. The component shown below is that with the strongest spatial overlap (r = 0.38, z = 0.40, p < 0.001). The fact that this component is produced by the spatially blind ICA demonstrates that there is a robust network with oscillatory power within the 13–20 Hz frequency band and incorporating the particular areas contained within the network, during the task. An identical analysis was conducted on the resting-state analysis (Astle et al., 2015), and we can also demonstrate that there is a strong spatial overlap with the equivalent independent component from that dataset (r = 0.76, z = 0.99, p < 0.001). These networks can be seen in Figure 2.

**Cross-regional phase amplitude coupling**

Our first phase amplitude coupling analysis of the MEG data used the above described network, alongside a region in inferior temporal cortex, also identified in the resting state result (Astle et al., 2015).

Following training, children in the adaptive training versus placebo group showed increased cross-frequency phase amplitude coupling between lower beta/upper alpha-band oscillations in the frontoparietal network and the upper-gamma band oscillations in the region of interest within inferior temporal cortex. This significant cluster was at 16 Hz for phase, and from 83 to 93 Hz for amplitude (p(corrected) < 0.001) (Fig. 3A). We also estimated the time course of this coupling by taking these frequencies and recalculating the coupling for a 400 ms sliding window, which incremented in 4 ms steps, enabling us to build a time course of the cross-frequency relationship. This was done separately for both groups, before and after training (Fig. 3B).

As a control, we also performed the coupling analysis, but using both the phase and amplitude estimates from the same frontoparietal network. If our result reflects a general effect of training on coupling at these frequency bands, rather than any cross-regional effect, then the same effect should be apparent (or to an even stronger degree) when we take the phase angles and amplitude values from the same regions. However, there was no significant training effect on coupling in this case (Fig. 3C).

In addition to this group-average approach, we also explored individual differences. The change in frontoparietal to inferior temporal phase amplitude coupling between 124 and 174 ms (p(corrected) < 0.001) and between 556 and 600 ms (p(corrected) < 0.001) was significantly predictive of children’s improved performance on the in-scanner task (Fig. 4A). This relationship can be seen in the bar graph in Figure 4B and the scatter plot in Figure 4C. Between 184 and 208 ms, the enhancement in task-related phase amplitude coupling was also predicted by the individual gains in resting-state connectivity (p(corrected) < 0.001), as taken from Astle et al. (2015) (Fig. 4D).

**Alternative analysis of phase amplitude coupling**

An alternative means of demonstrating this cross-frequency coupling, between frontoparietal network phase angles (at 16 Hz) and the inferior temporal amplitude values (from 83 to 93 Hz), is to plot amplitude values sorted by the phase angles. For each subject, before and after training, we aligned the phase and amplitude values, and then sorted the two vectors by the phase angles in ascending order. The resulting phase-ordered amplitude values were then divided into equally spaced bins. Figure 5 shows these bins, for both groups, before and after training. Following training, in the Adaptive group, the sorted amplitude values were significantly nonuniform (z = 2.59, p = 0.0095). By contrast, the sorted amplitude values did not differ significantly from a random distribution before training (z = 1.09, p = 0.27), or for either pre or post training in the Placebo group (z = 0.44, p = 0.65; and z = 0.69, p = 0.49, respectively).

**Induced analysis**

A systematic pattern of ongoing or evoked activity within these two areas, at these particular frequency bands (upper alpha/lower beta and high gamma), that is sensitive to training, might give the false appearance of a training-induced enhancement to coupling. To test this, we performed an induced analysis, using the ~300 to ~100 time period relative to each stimulus as a baseline period. The resulting mean induced responses for both our network of interest (left-hand panel) and our region of interest (right-hand panel) can be seen in Figure 6A. We next tested for any significant changes as a result of training at the frequencies from our original coupling analysis (16 Hz and 83–93 Hz). To do this, we repeated the same linear regression analysis that we had applied to the coupling data. The results of this can be seen in Figure 6B. None of these effects approached our clustering threshold. The increased coupling following training does not stem from changes to the evoked or background rhythms in these frequency bands.

**Further specifying areas within frontoparietal cortex that underpin coupling**

In our initial analyses, we used the phase angles from numerous locations within the frontoparietal network. However, any more specific contribution is masked by us treating this collection of dipoles as a single network. To test this, we repeated our initial analysis for each dipole separately. To do this, we restricted this analysis to just the frequencies implicated in the initial analysis: 90 Hz for power in the inferior temporal cortex.
and 16 Hz for phase at each dipole within the frontoparietal network. We applied the same phase amplitude coupling and linear regression analysis steps as before. **Figure 7** highlights the areas within the frontoparietal network that contribute most strongly to this coupling effect. The areas shaded in blue highlight regions within the frontoparietal network where the training effect on the coupling exceeds $t = 2.3$ (our clustering threshold in the initial analysis).
Whole-brain phase amplitude coupling

We also explored whether high-frequency gamma-band activity in areas outside our inferior temporal region of interest showed training-induced coupling changes. To do this, we used the phase angles in the frontoparietal network in the alpha-lower-beta range (16 ± 1 Hz) and used the beamformer to create a whole-brain reconstruction (using a 6 mm dipole grid) of gamma amplitudes (at 90 Hz). We then performed the coupling and linear regression steps exactly as before, but across all locations in our source reconstruction. We then passed the resulting values to a cluster-based multiple-comparisons permutations correction. This was similar to that
previously used, but with the clusters defined in spatial rather than frequency terms.

Following this procedure, we identified a set of significant clusters (all at \( p_{\text{corrected}} < 0.001 \)). These can be seen in Figure 7, with the significant clusters shown in red. These clusters include the left inferior temporal cortex, as well as regions within the right hemisphere, bilateral inferior parietal activity, and some premotor areas. Following intensive working memory training, relative to placebo, high gamma activity in these regions became better coupled to the phase of the 16 Hz activity within the frontoparietal network during task performance.

Discussion

A child’s working memory capacity is an excellent predictor of their educational progress (Gathercole et al., 2004), and impairments in working memory are increasingly seen as core to numerous neurodevelopmental disorders (Westerberg et al., 2004; Martinussen et al., 2005). We show that over 20 sessions of intensive adaptive training, children’s working memory significantly improves, relative to that of an active placebo control group.

Having replicated the well-established near transfer working memory training effect (Holmes et al., 2009, 2010; Dunning et al., 2013), our MEG data identified significant changes in underlying neurophysiology that mirror these behavioral improvements. We tested one particular account of neuronal integration, called phase amplitude coupling. Within this account, slow oscillations organize cortical excitability within a distributed network, and this provides a mechanism by which one set of brain regions can regulate the activity of other cortical areas. In our data, the upper alpha rhythm in superior frontal and parietal areas provided a temporal structure within which high-frequency activity in inferior parietal, temporal, and high-order visual processing areas became increasingly nested following training. That our whole-brain analysis highlighted a number of areas in inferior temporal and inferior parietal, which show a similar pattern of coupling, suggests that the 16 Hz rhythm generated by frontoparietal cortex may play a role in coordinating the ongoing processing across a number of different cortical areas. Enhancement following training was not just apparent at a group level; individual changes in coupling were predictive of individual gains in performance on standardized assessments. Moreover, the magnitude of task-related coupling was significantly associated with previously observed changes in resting-state activity (Astle et al., 2015).

A limitation of our approach is that it is not an exhaustive search of all potential coupling changes following training. Using the resting-state results to guide our task-related coupling analysis could mean that other changes that are not spatially overlapping with these original effects are missed. An alternative approach would be to conduct a fully exploratory analysis, across all locations and all frequencies. Our reason for not doing this here is that doing so would introduce a massive multiple-comparison problem.

In previous work, the regulatory role of alpha-band activity has been related to the attentional modulation of the sensitivity of sensory processes (e.g., Jensen et al., 2012). Working memory training may enhance these hierarchical coupling relationships because it heavily taxes these attention control systems (Gazzaley and Nobre, 2012). At a cellular level, the alpha rhythm provides this temporal structure by modulating the excitability of local neuronal assemblies (Fries, 2005; Canolty et al., 2006, 2010, 2012; Canolty and Knight, 2010). This is possible because these rhythmic changes alter a neuron’s output spike timing and its sensitivity to synaptic input (Canolty et al., 2010), and these local neuronal computations are apparent as ongoing gamma activity (Fries, 2009).

Changes in synchrony with development have been shown across childhood and adolescence and are tied to important changes in cognitive ability (Uhlhaas et al., 2010; Uhlhaas and Singer, 2011). A strong possibility is that these changes in neuronal synchrony mirror underlying changes in white matter integrity, as nodes within neural networks become better integrated with age (Barnea-Goraly et al., 2005; Hagmann et al., 2010). For example, studies combining MEG with structural brain imaging have shown that white matter pathways play a strong role in coordinating spontaneous alpha oscillations at rest (Hindriks et al., 2015). Specifically, in the case of attentional modulation, the integrity of particular tracks (e.g., the super longitudinal fasciculus, a white matter tract connecting frontal and parietal areas) significantly predict subjects’ degree of alpha and gamma synchrony (Marshall et al., 2015). A strong possibility is that the changes we observe in neuronal synchrony are matched by corresponding changes in structural connectivity (Takeuchi et al., 2010; Caeyenberghs et al., 2016). It remains unclear whether these changes are akin to those associated with typical development or whether they reflect highly specific reorganization in response to the particular working memory activities that we trained.

Some have made strong claims that working memory training results in fundamental changes in the general attentional control of working memory (Klingberg, 2010). Other theorists (e.g., Sprenger et al., 2013) have suggested that transfer is best understood in terms of overlap in specific processes between trained and untrained tasks, implying multiple potential sources of training-induced change. These may in part reflect the development and refinement of metacognitive strategies through intensive training (e.g., Gibson et al., 2013; Dunning and Holmes, 2014). We do not view these accounts as necessarily mutually exclusive; the neurophysiological changes that we observe could be in conjunction with, or distinct from, the development or refinement of particular strategies. Future studies capable of distinguishing different strategies, alongside neurophysiological measures, will be needed to explore whether and how these two levels of analysis are related.

In conclusion, through our cross-frequency phase amplitude coupling analyses of task-related MEG data collected before and after training, we provide a detailed neurophysiological account of gains in working memory following training. This has broad implications for our understanding of these neurophysiological processes, their plasticity, their role in higher-order cognition, and the applicability of these interventions.
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