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Abstract

We present a temporally extended variation of the successor representation, which we term t-SR. t-SR captures the expected state transition dynamics of temporally extended actions by constructing successor representations over primitive action repeats. This form of temporal abstraction does not learn a top-down hierarchy of pertinent task structures, but rather a bottom-up composition of coupled actions and action repetitions. This lessens the amount of decisions required in control without learning a hierarchical policy. As such, t-SR directly considers the time horizon of temporally extended action sequences without the need for predefined or domain-specific options. We show that in environments with dynamic reward structure, t-SR is able to leverage both the flexibility of the successor representation and the abstraction afforded by temporally extended actions. Thus, in a series of sparsely rewarded gridworld environments, t-SR optimally adapts learnt policies far faster than comparable value-based, model-free reinforcement learning methods. We also show that the manner in which t-SR learns to solve these tasks requires the learnt policy to be sampled consistently less often than non-temporally extended policies.
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Introduction

In reinforcement learning (RL), agents must solve sequential decision making tasks to maximise some notion of expected cumulative reward, known as the value function. Often the solutions to these tasks share elements in terms of their structure - different tasks can be decomposed into sequences of commonly shared sub-tasks. These sub-tasks link the timescales of primitive actions that take place at every step, and that of the broader abstract task, facilitating planning over these extended timescales. As such, temporal abstraction is the process by which an agent learns the temporal structure of a task in a way that can both reduce cognitive load and improve generalisation across tasks with shared structure. The canonical approach to address this form of abstraction is the Options framework [1]. Agents using Options seek to learn a set of policies associated with distinct sub-tasks, as well as the initiation and termination conditions for these policies. While this successfully quantifies the temporal abstraction problem, without predefined handcrafted domain-specific Options this process can be more complex than learning simple value functions [2].

Rather than learning a specific policy associated with each sub-task, an alternative approach to temporal abstraction is to directly consider the time horizon of the actions taken in tandem with the policy for selecting them. This approach of temporally extending primitive actions by repeating them has been successfully applied to model-free RL; an agent’s action space can be augmented with temporally extended actions [3], or an additional policy can be learnt over the space of possible action repeats [4], [5]. This is in contrast to the typical usage of fixed action repetition [6], [7] in popular RL environments such as the Atari Arcade Learning Environment [8], where action repetition is a fixed property of the environment rather than a process determined by the agent.

Given the success of temporally extended model-free methods, we set out to investigate whether temporally extending the successor representation (SR) could improve generalisation in a similar way. The SR linearly decomposes the problem of learning the value function into independently learning two components: a matrix of expected discounted state occupancies, and a vector of state-dependant expected rewards [9]. Thus, the SR is able to improve upon the generalisation of model-free methods in tasks where the transition or reward structures changes [10].

We show that a temporally extended variant of the SR, which we term t-SR, performs comparably to temporally-extended model-free approaches in static, unchanging environments. Further, t-SR exhibits dramatically improved performance over temporally-extended model-free methods when in environments with dynamic reward structure - specifically we assess reward reevaluation.

Preliminaries

**Learned Action Repetition** In RL, a given task is characterised by a Markov Decision Process (MDP) $\mathcal{M} = \langle \mathcal{S}, \mathcal{A}, \mathcal{P}, \mathcal{R} \rangle$. Here, the state space $\mathcal{S}$ contains all the states the agent can occupy and the action space $\mathcal{A}$ describes the allowable actions in each state. The transition probabilities $\mathcal{P}$ then define the probability $p(s' | s, a) = \Pr(S_t = s' | S_{t-1} = s, A_{t-1} = a)$ of transitioning from state $s$ to state $s'$ having taken action $a$, with $\mathcal{R}$ being the rewards $r(s, a) = \mathbb{E} [R_t | S_{t-1} = s, A_{t-1} = a]$ that the agent receives after doing so. The agent is tasked with learning a policy $\pi(a|s)$ which specifies the probability of choosing each action given the current state. Specifically, for a given finite episodic MDP, the agent’s task is to learn an optimal policy $\pi^\star(a|s)$ that maximises expected cumulative discounted reward across an episode.

Conventionally, these actions are single-step primitive actions - the agent resamples its policy at $s'$ to determine the next action. Recent work has extended this action selection policy with a holding-time (or skip) for the action [4], [5]. This is the number of times the chosen action will be repeated before the action selection policy is queried again. Agents are therefore equipped with both an action selection policy $\pi^\circ : \mathcal{S} \rightarrow \mathcal{A}$, and an action repetition policy $\pi^j : \mathcal{S} \rightarrow \mathcal{J}$. Here we follow the notation of [5] and let $j$ be an action repetition number, with $\mathcal{J}$ being the set of allowable action repetitions.

The action repetition policy $\pi^j$ can be learnt using the same methods used to learn a standard policy. Here, we use the $Q$-learning style update rule for learnt action repetitions derived in [5] due to its relevance to constructing SRs [9], [11], but methods for learning repetition policies through policy gradients also exist [4]. An optimal $\pi^j$ can be obtained by greedily choosing from the optimal $Q^{\pi^j\star}(s, j|a)$, with the action-repetition values drawn from transitions made in the environment according to:

$$Q^{\pi^j}(s, j|a) = \mathbb{E}^\pi \left[ \sum_{k=0}^{j-1} \gamma^k r_{t+k} + \gamma^j Q^\pi(s_{t+j}, a|s_t) | s_t = s, a, j \right]$$

(1)

where $a^\star = \text{argmax}_a [Q^\pi(s_{t+j}, a)]$ and $\gamma \in [0, 1]$ represents a temporal discount factor that exponentially downweights distal rewards.

**Successor Representations** The SR was originally introduced as a method to improve generalisation in model-free RL [9], which it achieves by decomposing the value function into expected state occupancies and state-rewards. The SR itself, is therefore defined as the expected discounted future occupancy of state $s'$ along a trajectory initiated in state $s$ by
Figure 1: Comparison of SRs for different $\gamma$ and action repetition $j$. These SRs are taken under a random walk policy in a 10x10 gridworld with an action space consisting of the cardinal directions. Each figure consists of a single column of the SRs, projected over the gridworld. Projecting the column over the grid therefore shows the expected likelihood of having a given state $s$ in the next time step $s'$ for the state $s\in\mathcal{S}$, conditioned on the action $a\in\mathcal{A}$.

Taking action $a$:

$$M^\pi(s, a, s') = \mathbb{E}^\pi \left[ \sum_{t=0}^{\infty} \gamma^t 1(s' = s_0) | s_0 = s, a_0 = a \right]$$

where $1$ is the indicator function. State-action values for a given policy can then be obtained by linearly combining $M^\pi$ with the rewards associated with each state, which can be learnt separately via supervised methods. Thus, the SR allows for rapid reward revaluation by reusing $M^\pi$ - the learnt expected state dynamics for a given policy.

### 3 Temporally Extended Successor Representations

Expected dynamics can be temporally extended in the same fashion as value functions. Consider the matrix formulation of the SR: $M^\pi = \sum_{t=0}^{\infty} (\gamma T^\pi)^t$, where $T^\pi$ is the expected one-step transition function between states following policy $\pi$. To specify a SR that considers action repetition, let $T_a$ be the expected transition conditioned on action $a$ such that $T^\pi = \mathbb{E}^\pi (T_a)$. The temporally extended successor representation (t-SR) for an action repetition of $j$ can then be obtained by:

$$M^{\pi j} = \mathbb{E}^\pi \left[ \sum_{k=0}^{j} (\gamma T_a)^k \right] + \mathbb{E}^\pi \left[ (\gamma T_a)^j \right] (1 - \gamma T^\pi)^{-1}$$

where the right most expression is derived from the converging infinite series (Neumann series) of the standard SR. Compared to the SR, these representations skew according to the action space, reflecting the extended transitions instigated by repetition of the same action - this leads to a markedly different representation of distal state than altering the discount factor $\gamma$ [12] (Fig.1).

To use the SR for determining action repetition, an action is first sampled from $\pi^a$ such that $M(s, a, s', j)$ now has two of its arguments specified: $s$ and $a$. The action repeat is then the $\max_j$ of $M(s, a, s', j)W$, where $W$ is the learnt reward vector. The baseline SR is learnt through temporal difference learning with state occupancies acting as cummulant rewards, while the reward weights $W$ are learnt through online supervised learning based on the expected rewards and actual rewards obtained. Thus, the t-SR can be learnt using using a typical temporal difference learning rule:

$$M^{\pi j}(s, a, s', j) \leftarrow M^{\pi j}(s, a, s', j) + \mathbb{E}^\pi \left[ \sum_{k=0}^{j-1} \gamma^k 1(s_k = s) + \gamma^j M^\pi(s_{t+j}, a, s') - M^{\pi j}(s, a, s', j) \right]$$

### 4 Experiments

To assess the reward revaluation capability of the t-SR, we used three tabular gridworld environments which each had two possible goal locations (Fig.2). Agents learn a policy over 10000 episodes with the reward fixed in one of these locations. The reward is then moved to the other possible location, and the agents must relearn their policy over an additional 10000 episodes. The environments are sparsely rewarded, with +1 reward for reaching the terminal goal location, −1 for entering one of black lava squares (which terminate the episode), and 0 reward otherwise.

Five agents were used. A basic Q-learning agent [11], an SR agent [9], a temporally extended skip Q-learning agent [5], a control SR agent with random temporally extended exploration similar to [13], and t-SR. In all cases $\alpha = 1$ was used for value and SR updates, $\gamma = 0.99$, and $\alpha_\epsilon = 1$ was used for updating SR reward vectors. All agents followed an $\epsilon$-greedy exploration policy with $\epsilon = 0.05$. The skip Q and t-SR agents selected both actions and action repetitions in an $\epsilon$-greedy fashion, and used a $j_{max}$ of 7. The SR agent with random temporally extended exploration sampled action repetition randomly with probability $\epsilon$ during training. All results were evaluated under the greedy policy using the same 50 seeds.
Figure 2: Three gridworld environments were used in the reward revaluation task: (a) Junction, (b) Junction Hard, (c) Junction Very Hard. Red kites indicate starting locations. White squares are occupiable states and black squares are terminal lava states yielding a $-1$ reward. Green hexagons are potential terminal goal states and yield a $+1$ reward. A single goal is present in each environment at a time.

5 Results

Reporting the average episode return for each of the five agents, we see that t-SR relearns an optimal policy to the new goal in fewer episodes than any other agent used (Fig 3). While initially learning at the same rate as skip Q-learning before the reward changes location, t-SR is subsequently able to alter its policy much more rapidly after the change. Note that for the hardest environment, the agents without temporal action repetition policies did not on average find the optimal policy in 10000 episodes.

To assess the rate of policy change after the reward changes, we calculated the average total variation between policies after each episode of learning (Fig 4). That is, $TV_{\pi}(t) = \frac{1}{|S|} \sum_{s \in S} \frac{1}{2} \|\pi(s)_t - \pi(s)_{t-1}\|_1$. We see that for the SR-based agents, the policy changes sharply and over a much shorter number of episodes compared to the purely model-free agents - which continue to update their policies over a protracted amount of time.

Finally, to assess the optimality of the trajectories taken we report statistics on the average path length to reach goal (Fig 5 top). From the time to convergence to the minimum number of steps needed to solve the environment, we see that t-SR performs reward revaluation approximately 3.5 times faster in the hardest environment than the next fastest agent. Further, t-SR consistently queries its policy a fewer number of times throughout learning (Fig 5 bottom).

Figure 3: Average episode return under the greedy policy for the three environments measured against the number of episodes trained under the $\epsilon$-greedy policy. Results are plotted as means and standard errors over 50 seeds.

Figure 4: Average total variation between policies at successive episodes for the three environments measured against the number of episodes trained under the $\epsilon$-greedy policy. Results are plotted as means and standard errors over 50 seeds.
Figure 5: Average transitions (top row) and decisions (bottom row) performed by agents the three environments measured against the number of episodes trained under the $\epsilon$-greedy policy. Decisions refers to how many times the agent queries its action policy during an episode. Results are plotted as means and standard errors over 50 seeds.

6 Discussion and Future Work

The success of an agent in performing reward revaluation lies in the ability to discover the new reward. This requires effectively unlearning the current policy being followed. The total variation graphs in Fig 4 show that, as expected, policies used by SR-based agents change significantly in a short number of episodes compared to purely model-free value based approaches. The improved performance of t-SR over SR or SR with random temporally extended exploration is likely due to the coherent policies used in the episodes immediately after the reward switch. The temporally extended dynamics learnt by t-SR will favour moving significant distances in the state space when compared to SR. This greatly increases the likelihood of following a sequence of actions leading to the new goal. This is also true of skip Q-learning, but these model-free agents are marred by policies that will consistently lead to the old reward location for an extended number of episodes following the reward switch, greatly decreasing the likelihood of finding the new reward. We have proposed a new variation of the SR, the t-SR, which shows improved reward revaluation performance compared to SR or other comparable temporally extended methods. Our next step is to extend this framework to the function approximation domain using successor features [14]. We are also currently developing a form of macro action discovery using the t-SR.
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