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Abstract

We describe the Dirichlet spectrum structure for the Fichera layers and crosses in any dimension $n \geq 3$. Also the application of the obtained results to the classical Brownian exit times problem in these domains.
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1 Introduction

The existence of bound states in infinite regions with a hard-wall (or Dirichlet) boundary conditions belongs to trademark topics in spectral theory. A number of works was done in recent years about Dirichlet Laplacians in domains with tubular outlets to infinity (quantum waveguides). In such situations bound states (trapped modes) usually appear due to the geometrical structure of the domain in a finite region, however the reason of appearance may be different. The first possible reason is the presence of a sufficiently massive resonator, or, more carefully, the possibility to inscribe a sufficiently large body into the junction (see, e.g., [27, 28, 31]). The second reason is
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geometrical bending without changing of the width (see, e.g., [19, 11, 18]). In usual situation, a finite number of eigenvalues may appear under the threshold of the continuous spectrum. In some special cases it is possible to prove the uniqueness of such an eigenvalue (see, e.g., [27, 28, 1]). At the same time, including an additional small geometric parameter into the problem contributes to the construction of an arbitrarily large number of eigenvalues, either by enlarging the junction zone of the waveguides (see, e.g., [10, 29]), or by the localization effect near angular points (see, e.g., [2]).

Because of greater variety in the geometric structure the unbounded Dirichlet layers and their junctions have been studied to a much less extent. As in the case of waveguides, layers do not contain arbitrarily large cubes, but do contain infinitely many disjoint cubes of a fixed size. Therefore, usually the continuous spectrum of the Dirichlet Laplacian is not empty and has a positive threshold. Only few results on the existence and properties of bound states under the threshold are known in this case, see [6, 12, 25, 26] and [13, Ch. 4]. In particular, the existence of an infinite number of eigenvalues was established in the conical [15, 9, 30] and parabolic [14] layers.

In this paper we consider the spectral problem for the Dirichlet Laplacian

\[- \Delta u(x) = \lambda u(x), \quad x \in \mathcal{O}; \quad u(x) = 0, \quad x \in \partial \mathcal{O}\]  

(1.1)
in two domains \(\mathcal{O} \subset \mathbb{R}^n\):

1. “Corner” (see Fig. 1.1 for \(n = 3\))

\[\Theta_1^n = \left\{ x \in \mathbb{R}^n : \left| \min_{1 \leq j \leq n} x_j \right| < 1 \right\}.\]  

(1.2)

2. “Cross” (see Fig. 1.2 for \(n = 3\))

\[\Theta_2^n = \left\{ x \in \mathbb{R}^n : \min_{1 \leq j \leq n} |x_j| < 1 \right\}.\]  

(1.3)

For \(n = 2\) these domains are waveguides, and the problem (1.1) is well studied, see, e.g., [13] and references therein. In both domains \(\Theta_1^2\) and \(\Theta_2^2\) the continuous spectrum of the problem (1.1) coincides with the ray \([\frac{\pi^2}{4}, \infty)\), and there exists a unique eigenvalue \(\lambda_\bullet < \frac{\pi^2}{4}\), see [20, 13, Proposition 1.2.2] for the two-dimensional corner, [33, 13, Proposition 1.5.2] for the two-dimensional cross, and also [27] for a more general setting. Numerical calculations give \(\lambda_\bullet(\Theta_1^2) \approx 0.929 \cdot \frac{\pi^2}{4}\), see, e.g., [19, 13, Proposition 1.2.3], and \(\lambda_\bullet(\Theta_2^2) \approx 0.66 \cdot \frac{\pi^2}{4}\), see, e.g., [13, Proposition 1.5.2].
The case $n = 3$ was considered in [8] where the domain $\Theta^3_1$ was named the Fichera layer. For both domains $\mathcal{O} = \Theta^3_j$ ($j = 1, 2$) it was proved that the
problem (1.1) has at most finite number of eigenvalues below the continuous spectrum. However, the existence of an eigenvalue was supported only by computation, without a theoretical proof.

We prove the existence of the discrete spectrum for the problem (1.1) for \( O = \Theta^n_1 \) and \( O = \Theta^n_2 \) in any dimension \( n \geq 3 \). Then we apply the obtained results to the so-called Brownian exit times problem in these domains. For some classes of convex unbounded domains this problem is well studied, see, e.g., [3, 4, 22, 24]. For \( \Theta^n_2 \) it was considered in [23].

Remark 1. The quantity of eigenvalues below the continuous spectrum in \( O = \Theta^n_1 \) and \( O = \Theta^n_2 \) for \( n \geq 3 \) is unknown. We conjecture that similarly to the case \( n = 2 \) there exists a unique eigenvalue in arbitrary dimension for both domains.

The structure of the paper is as follows. In Section 2 we give the formal statement of the problem (1.1) and collect the simplest properties of its bound state. Section 3 contains the description of the continuous spectrum of the problem, in Section 4 we prove the existence of discrete spectrum. In Section 5 we derive the asymptotic as \( t \to \infty \) of the solution to an auxiliary initial-boundary value problem for the heat equation. Finally, Section 6 is devoted to the exit time problem.

We use a standard notation

\[(u, v)_O = \int_O uv \, dx\]

(for \( u, v \in L^2(O) \) it is just the scalar product).

\( H^1_0(O) \) stands for the subspace of all functions from the Sobolev space \( H^1(O) \) with zero trace on the boundary \( \partial O \).

Throughout the paper we write \( \Theta^n \) if some argument is valid for both \( \Theta^n_1 \) and \( \Theta^n_2 \).

Various constants depending only on \( \Theta^n \) are denoted by \( C \).

2 Statement of the problem and preliminary information about the spectrum

The problem (1.1) admits variational formulation

\[(\nabla u, \nabla v)_O = \lambda (u, v)_O, \quad \forall v \in H^1_0(O). \quad (2.1)\]
Bilinear form on the left-hand side of (2.1) is closed and positive and thus defines a self-adjoint operator $A$. Its spectrum $\sigma(A)$ for the domains (1.2), (1.3) is the main subject of the paper.

In what follows we denote by $\lambda^\bullet(A)$ the lower bound of the spectrum $\sigma(A)$, while $\lambda^\dagger(A)$ stands for the lower bound of continuous spectrum $\sigma_c(A)$.

We mention that for a bounded domain $A$ the spectrum is purely discrete and $\lambda^\dagger(A) = +\infty$, while in the case of cylindrical domain $A = Q \times \mathbb{R}$ ($Q \subset \mathbb{R}^{n-1}$) the spectrum is purely continuous and

$$\lambda^\dagger(A) = \lambda^\bullet(A) = \lambda^\bullet(Q).$$ (2.2)

Notice that the existence of a function $u \in H^1_0(A)$ such that

$$\|\nabla u; L^2(A)\|^2 - \lambda^\dagger(A)\|u; L^2(A)\|^2 < 0,$$ (2.3)

due to the variational principle (see, e.g., [5, Sec. 10.2]) is equivalent to the inequality $\lambda^\bullet(A) < \lambda^\dagger(A)$ and guarantees the existence of at least one eigenvalue below the continuous spectrum. In this case $\lambda^\bullet(A)$ is the smallest eigenvalue of the Dirichlet Laplacian in $A$. Moreover, it is well known that the eigenvalue $\lambda^\bullet(A)$ is simple and the corresponding eigenfunction $U^\bullet(A)$ (the bound state) can be chosen positive.

In Section 4 below we prove the existence of discrete spectrum in $\Theta^n_1$ and in $\Theta^n_2$. The following Proposition provides the properties of corresponding bound states $U^n_j := U^\bullet(\Theta^n_j)$, $j = 1, 2$.

Proposition 1. 1. The functions $U^n_j$ are symmetric, i.e. for any permutation $\sigma \in S_n$

$$U^n_j(x_1, \ldots, x_n) = U^n_j(x_{\sigma(1)}, \ldots, x_{\sigma(n)}).$$

The function $U^n_2$ is also even w.r.t. any variable.

2. $U^n_j$ decay exponentially at infinity, i.e. there exists $\alpha_n > 0$ such that

$$|U^n_j(x)| + |\nabla x U^n_j(x)| \leq C e^{-\alpha_n|x|}, \quad x \in \mathbb{R}^n.$$ (\ref{asymptotic-decay})

Proof. The first assertion follows from simplicity of the corresponding eigenvalue. The second one was proved even for a more general case in [34], see also [17, §53].

3 Continuous spectrum in $\Theta^n_1$ and $\Theta^n_2$

First we prove an auxiliary statement.
Lemma 1. Let $n \geq 3$. For any $\varepsilon > 0$ the following inequality holds:
\[
\|\nabla u; L_2(\Theta^n)\|^2 \geq (\lambda_\bullet(\Theta^{n-1}) - \varepsilon^2) \|u; L_2(\Theta^n)\|^2 - C\|u; L_2(\Theta^n \cap B_{\ell_{n-1}})\|^2.
\]  
(3.1)

Here $u \in H^1_0(\Theta^n)$, and $C$ does not depend on $u$ and $\varepsilon$.

Proof. We mainly follow the line of proof of [21, Lemma 2.3]. Let $\rho_1$ and $\rho_2$ be smooth cutoff functions of $r = |x|$ such that

$\rho_1(r) = 0$ for $r < n + 1$, $\rho_2(r) = 0$ for $r > n + 2$, $\rho_1^2 + \rho_2^2 = 1$.

Then we derive
\[
\|\nabla u; L_2(\Theta^n)\|^2 = \sum_{k=1}^n \left(\|\nabla (u\rho_k); L_2(\Theta^n)\|^2 - \int_{\Theta^n} u^2 \Delta \rho_k \rho_k \, dx\right),
\]  
(3.2)

that implies
\[
\|\nabla u; L_2(\Theta^n)\|^2 \geq \|\nabla (u\rho_2); L_2(\Theta^n)\|^2 - C_1\|u; L_2(\Theta^n \cap B_{n+2})\|^2.
\]  
(3.3)

Denote for brevity $w = u\rho_2$.

Now we consider $n$ sets on the unit sphere
\[
A_k = \{x \in S^{n-1}: \max_{j \neq k} |x_j| < |x_k|\}, \quad k = 1, \ldots, n
\]
and introduce the “angular” partition of unity, setting
\[
\varphi_k^2(x) \equiv \varphi_k^2(\Phi) = \int_{A_k} \omega(\Phi - \Psi) \, dS_{\Psi}, \quad \Phi = x/r \in S^{n-1}
\]
(here $\omega$ is a mollifier with small given support).

So, $\sum_{k=1}^n \varphi_k^2(x) \equiv 1$, and similarly to (3.2) we derive
\[
\|\nabla w; L_2(\Theta^n)\|^2 = \sum_{k=1}^n \left(\|\nabla (w\varphi_k); L_2(\Theta^n)\|^2 - \int_{\Theta^n} w^2 \Delta \varphi_k \varphi_k \, dx\right).
\]  
(3.4)

Consider, for instance, the term corresponding to $k = n$. By the choice of cutoff functions $\rho_2$ and $\varphi_n$, the support of $w\varphi_n$ is contained in the set $\Theta^{n-1} \times \{|x_n| > 1\}$. Therefore, we can extend $w\varphi_n$ by zero to the cylindrical domain $\mathcal{O} = \Theta^{n-1} \times \mathbb{R}$, and the relation (2.2) gives
\[
\|\nabla (w\varphi_n); L_2(\Theta^n)\|^2 \geq \lambda_\bullet(\Theta^{n-1}) \|w\varphi_n; L_2(\Theta^n)\|^2.
\]
Furthermore, since $\varphi_n$ depends only on $x/r$, we have $|\Delta \varphi_n| \leq Cr^{-2}$.

Other terms in (3.3) are estimated in the same way. We sum up obtained inequalities and arrive at

$$
\|\nabla w; L^{2}(\Theta^{n})\|^{2} \geq \lambda_{\bullet}(\Theta^{n}) \|w; L^{2}(\Theta^{n})\|^{2} - C_{2} r^{-1} \|r^{-1} w; L^{2}(\Theta^{n})\|^{2}
$$

$$
\geq (\lambda_{\bullet}(\Theta^{n}) - \varepsilon^{2}) \|w; L^{2}(\Theta^{n})\|^{2} - C_{2} \|w; L^{2}(\Theta^{n} \cap B_{n}^{\varepsilon^{-1}})\|^{2}.
$$

This gives (3.1) in view of (3.3).

**Theorem 1.** The following relation holds for any $n \geq 3$:

$$
\sigma_{c}(\Theta^{n}) = [\lambda_{\bullet}(\Theta^{n-1}), \infty).
$$

In particular, $\lambda_{\vdash}(\Theta^{n}) = \lambda_{\bullet}(\Theta^{n-1})$.

**Proof.** To prove that $\lambda_{\vdash}(\Theta^{n}) \geq \lambda_{\bullet}(\Theta^{n-1})$, following [17, Sec. 19] we proceed by contradiction. Let $\lambda < \lambda_{\bullet}(\Theta^{n-1})$ be a point of continuous spectrum. According to [5, Sec. 9.1], there is a sequence $u_{k} \in \text{Dom}(A_{\Theta^{n}})$ orthonormal in $L^{2}(\Theta^{n})$ and satisfying the relation

$$
A_{\Theta^{n}} u_{k} - \lambda u_{k} \to 0 \text{ in } L^{2}(\Theta^{n}).
$$

Therefore, $\|\nabla u_{k}; L^{2}(\Theta^{n})\|^{2} \to \lambda$.

On the other hand, we can choose $\varepsilon$ such that $\lambda_{\bullet}(\Theta^{n-1}) - \varepsilon^{2} > \lambda$. Since $u_{k}$ are orthonormal, it converges weakly to zero in $L^{2}(\Theta^{n})$. Since $\|\nabla u_{k}; L^{2}(\Theta^{n})\|$ are bounded, there is a subsequence $u_{k_{m}} \to 0$ in $L^{2}(\Theta^{n} \cap B_{n}^{\varepsilon^{-1}})$. Therefore, (3.1) implies

$$
\lim inf \|\nabla u_{k_{m}}; L^{2}(\Theta^{n})\|^{2} \geq \lambda_{\bullet}(\Theta^{n-1}) - \varepsilon^{2}.
$$

This contradiction proves the inclusion $\sigma_{c}(\Theta^{n}) \subset [\lambda_{\bullet}(\Theta^{n-1}), \infty)$.

The opposite inclusion can be verified in a standard way using appropriate Weyl sequences (cf. [5, Theorem 9.1.2]). For the set $\Theta_{3}^{3}$ it was done in [8, Theorem 1.2].

**4 Existence of discrete spectrum**

**4.1 Discrete spectrum in $\Theta_{1}^{n}$**

**Theorem 2.** The following relation holds:

$$
\lambda_{\bullet}(\Theta_{1}^{n}) < \lambda_{\vdash}(\Theta_{1}^{n}).
$$

(4.1)
Proof. We use induction in $n$. As we mentioned in the Introduction, the case $n = 2$ is well known. Let us prove the statement for $n = 3$. We denote for simplicity $U = U_\bullet(\Theta_1^2)$ and normalize it by condition $\|U; L_2(\Theta_1^2)\| = 1$.

We introduce the notation

$$
\Pi^0_k = \left\{ x \in \Theta_1^n : \max_{j \neq k} x_j < x_k \right\},
\Gamma^0_{jk} = \gamma^0_{kj} = \partial\Pi^0_k \cap \partial\Pi^0_j,
$$

see Fig. 4.1 for $n = 3$.

![Figure 4.1: The set $\Pi_3^3$](image)

We introduce a function $W_\beta$ in a following way: for $x = (x', x_3) \in \overline{\Pi_3^3}$ we put

$$W_\beta(x) = U(x')e^{-\beta x_3},$$

and define it in a similar way in $\overline{\Pi_k^0}$ for $k = 1, 2$. Due to the symmetry of $U$, see Proposition [1], the function $W_\beta$ falls into the space $H^1_0(\Theta_1^n)$ for any $\beta > 0$.

We proceed with a transformation of the left-hand side of the inequality (2.3) with $u = W_\beta$, $\mathcal{O} = \Theta_1^3$, $\lambda_\gamma(\Theta_1^3) = \lambda_\bullet(\Theta_1^2)$ (the last equality follows from Theorem [1]). Due to the symmetry of $W_\beta(x)$, it is sufficient to calculate
integrals only over $\Pi_3^3$:

$$I(\beta) := \|\nabla W_\beta; L_2(\Pi_3^3)\|^2 - \lambda_\bullet(\Theta_3^2)\|W_\beta; L_2(\Pi_3^3)\|^2 =$$

$$= \beta^2\|W_\beta; L_2(\Pi_3^3)\|^2 + \int_{\Pi_3^3} |\nabla U(x')|^2 e^{-2\beta x_3} dx - \lambda_\bullet(\Theta_3^2)\|W_\beta; L_2(\Pi_3^3)\|^2$$

$$= \beta^2\|W_\beta; L_2(\Pi_3^3)\|^2 + \int_{\partial\Pi_3^3} \nu \cdot \nabla U(x')U(x') e^{-2\beta x_3} dS_2(x)$$

where $\nu$ is the unit outward normal to the boundary $\partial\Pi_3^3$ and $S_2$ is corresponding surface area. The equality (*) follows from integration by parts in the second term and the equation for the eigenfunction $U$.

Denote by $J(\beta)$ the last integral over $\partial\Pi_3^3$. Due to the boundary condition for $U$, this integral is taken in fact over $\Gamma_{31}^3 \cup \Gamma_{32}^3$. Using the symmetry of $U$ and relations $\nu = \left( \frac{1}{\sqrt{2}}, 0, -\frac{1}{\sqrt{2}} \right)$, $x_1 = x_3$ on $\Gamma_{31}^3$ we rewrite $J(\beta)$ as follows:

$$J(\beta) = 2 \int_{\Gamma_{31}^3} \frac{1}{\sqrt{2}} D_{x_1} U(x')U(x') e^{-2\beta x_3} dS_2(x)$$

$$= 2 \int_{\Pi_2^1} D_{x_1} U(x')U(x') e^{-2\beta x_3} dx'.$$

We again integrate by parts and use the boundary condition for $U$ and the relation $\nu = \left( -\frac{1}{\sqrt{2}}, \frac{1}{\sqrt{2}} \right)$ for the outward normal on $\Gamma_{12}^2$. This gives

$$J(\beta) = 2\beta \int_{\Pi_2^1} |U(x')|^2 e^{-2\beta x_1} dx' - \int_{\Gamma_{12}^2} \frac{1}{\sqrt{2}} |U(x')|^2 e^{-2\beta x_1} dS_1(x').$$

Finally we arrive at

$$I(\beta) = \frac{1}{\sqrt{2}} \int_{\Gamma_{12}^2} |U(x')|^2 e^{-2\beta x_1} dS_1(x') +$$

$$+ 2\beta \int_{\Pi_2^1} |U(x')|^2 e^{-2\beta x_1} dx' + \beta^2\|W_\beta; L_2(\Pi_3^3)\|^2.$$

Now we push $\beta \to +0$ and observe that the Lebesgue dominated convergence
Theorem ensures
\[ \int_{\Gamma_{12}^2} |U(x')|^2 e^{-2\beta x_1} dS_1(x') \rightarrow \int_{\Gamma_{12}^2} |U(x')|^2 dS_1(x') > 0, \]
\[ 2\beta \int_{\Pi_1^2} |U(x')|^2 e^{-2\beta x_1} dx' \rightarrow 0, \]

(here we use the exponential decay of $U$, see Proposition 1). The last term in $I(\beta)$ goes to zero due to the estimate
\[ \beta^2 \int_{\Pi_3^3} |U(x')|^2 e^{-2\beta x_3} dx \leq \beta^2 \int_0^{+\infty} e^{-2\beta x_3} dx_3 = \frac{\beta}{2}. \]

Therefore, $I(\beta)$ is negative for sufficiently small $\beta$. This proves (4.1) for $n = 3$ and ensures the existence of an eigenfunction $U_\bullet(\Theta_3^3)$. This fact, in turn, allows us to manage the same proof for $n = 4$ etc. The only difference is the following: the set $\Gamma_{12}^2$ is just a segment, while for $n > 3$ the set $\Gamma_{12}^{n-1}$ is unbounded. Nevertheless the integral
\[ \int_{\Gamma_{12}^{n-1}} |U(x')|^2 dS_{n-2}(x') \]

is still finite due to the exponential decay of $U$. ■

**Remark 2.** Theorem 2 guarantees that the sequence $\{\lambda_\bullet(\Theta_n^1)\}_{n=2}^\infty$ is strictly decreasing. Since it is positive the natural question is whether the limit is zero. The answer is negative.

**Theorem 3.** For any $n \geq 2$, we have $\lambda_\bullet(\Theta_n^1) \geq \pi^2/16$.

**Proof.** We split the set $\Theta_1^n$ into $n$ parts
\[ \bar{\Pi}_k^n = \left\{ x \in \Theta_1^n : \min_{j \neq k} x_j > x_k \right\}, \]
see Fig. 4.2 for $n = 3$.

For any $u \in H_0^1(\Theta_1^n)$ we have $u|_{x_n=-1} = 0$. So, the classical Steklov inequality gives
\[ \int_{-1}^a u^2(x', x_n) dx_n \leq \left( \frac{2}{\pi} (a + 1) \right)^2 \int_{-1}^a (D_{x_n} u)^2(x', x_n) dx_n \]
for $a \in (-1, 1)$. Integrating over $x'$ provides us the inequality
\[
\|\nabla u; L^2(\tilde{\Pi}_n^a)\|^2 \geq \|D_{x_n}u; L^2(\tilde{\Pi}_n^a)\|^2 \geq \frac{\pi^2}{16} \|u; L^2(\tilde{\Pi}_n^a)\|^2.
\]
The same estimate is valid for other $\tilde{\Pi}_k^n$, and the statement follows. ■

4.2 Discrete spectrum in $\Theta_2^n$

The inequality $\lambda_\bullet(\Theta_2^n) < \lambda_\dagger(\Theta_2^n)$ can be proved by the same method as \cite{11}. We prefer to prove a slightly more general statement dealing with arbitrary perturbed cylinder, cf. \cite{32}.

**Theorem 4.** Let $\mathcal{O} \supseteq (Q \times \mathbb{R})$ where $Q \subset \mathbb{R}^{n-1}$ but $\mathcal{O} \cap \{x : |x_n| > R\} = Q \times \{|x_n| > R\}$. Finally, suppose that there is a bound state $U_\bullet(Q)$. Then $\lambda_\bullet(\mathcal{O}) < \lambda_\bullet(Q)$.

**Proof.** In the case where all cross-sections $\mathcal{O} \cap \{x : x_n = a\}$ are bounded (in particular, $Q$ is bounded) this statement is well known, see, e.g., \cite{13} Theorem 1.4]. However, the proof in \cite{13} is not applicable in our case.

We normalize $U_\bullet(Q)$ by condition $\|U_\bullet(Q); L^2(Q)\| = 1$. 

\[\]
First, we consider the domain
\[ \mathcal{O}_R = \mathcal{O} \cap \{ x : |x_n| < R \} \supseteq Q \times (-R, R) \]
and define the Rayleigh quotient
\[ J_R(u) = \frac{\| \nabla u; L^2(\mathcal{O}_R) \|^2}{\| u; L^2(\mathcal{O}_R) \|^2} \]
on the set
\[ M_R = \{ u \in H^1(\mathcal{O}_R) : u|_{Q \times (-R, R)} = U_\bullet(Q); \ u|_{\partial\mathcal{O}_R \setminus (Q \times \{-R, R\})} = 0 \}. \]
We claim that \( \inf_{u \in M_R} J_R(u) < \lambda_\bullet(Q) \). Indeed, the function
\[ u_R(x) \equiv u_R(x', x_n) = \begin{cases} U_\bullet(Q)(x'), & x' \in Q; \\ 0, & x' \notin Q \end{cases} \]
evidently falls into \( M_R \), and \( J_R(u_R) = \lambda_\bullet(Q) \). However, if \( u_R \) minimizes \( J_R \) then it should satisfy the Euler-Lagrange equation
\[ -\Delta u_R = \lambda_\bullet(Q) u_R \text{ in } \mathcal{O}_R. \]
This is impossible by the maximum principle, and the claim follows.
Thus, there is a function \( \hat{u}_R \in M_R \) such that \( J_R(\hat{u}_R) < \lambda_\bullet(Q) \). Denote
\[ A = \| \hat{u}_R; L^2(\mathcal{O}_R) \|^2. \]
Now we define a function in \( H^1_0(\mathcal{O}) \) (here \( \beta > 0 \))
\[ \tilde{W}_\beta(x) \equiv \tilde{W}_\beta(x', x_n) = \begin{cases} U_\bullet(Q)(x') e^{-\beta(|x_n| - R)}, & |x_n| > R; \\ \hat{u}_R(x), & |x_n| \leq R. \end{cases} \]
Direct calculation gives
\[ \| \tilde{W}_\beta; L^2(\mathcal{O}) \|^2 = A + \frac{1}{\beta}; \quad \| \nabla \tilde{W}_\beta; L^2(\mathcal{O}) \|^2 = A \cdot J_R(\hat{u}_R) + \frac{\lambda_\bullet(Q)}{\beta} + \beta, \]
and therefore
\[ \| \nabla \tilde{W}_\beta; L^2(\mathcal{O}) \|^2 - \lambda_\bullet(Q) \| \tilde{W}_\beta; L^2(\mathcal{O}) \|^2 = A \cdot (J_R(\hat{u}_R) - \lambda_\bullet(Q)) + \beta, \]
that is negative for sufficiently small \( \beta \).

**Corollary 1.** For any \( n \geq 2 \), the following relation holds:
\[ \lambda_\bullet(\Theta^n_2) < \lambda_\dagger(\Theta^n_2). \] (4.2)
Proof. Similarly to Theorem 2, we use induction in \( n \). As it was noticed in the Introduction, the inequality (4.2) for \( n = 2 \) is known long ago. Therefore, there is a bound state \( U_\star(\Theta_2^2) \), and we can apply Theorem 4 to \( \Theta_3^2 \). Theorems 1 and 4 ensure (4.2) for \( n = 3 \), etc. \( \blacksquare \)

Remark 3. As for \( \Theta_1^n \), we have a strictly decreasing sequence \( \{\lambda_\star(\Theta_1^n)\}_{n=2}^{\infty} \). We conjecture that similarly to Theorem 3 its limit is strictly positive. However, this problem is completely open.

5 The heat equation in \( \Theta_1^n \) and \( \Theta_2^n \)

In this Section for the sake of brevity we denote by \( \lambda^n = \lambda_\star(\Theta^n) \) the least eigenvalue of \( A_{\Theta^n} \). Also we denote by \( U^n \) corresponding bound state and by \( \Lambda^n \) the infimum of other spectrum \( \sigma(\Theta^n) \setminus \{\lambda^n\} \) (note that \( \Lambda^n \) either coincides with \( \lambda_\dagger(\Theta^n) \) or is another eigenvalue).

Consider the initial-boundary value problem

\[
L v := \partial_t v - \frac{1}{2} \Delta v = 0 \quad \text{in} \quad \mathcal{O} \times \mathbb{R}_+; \quad v|_{x \in \partial \mathcal{O}} = 0; \quad v|_{t=0} \equiv 1. \quad (5.1)
\]

**Theorem 5.** Let \( \mathcal{O} = \Theta^n \). Then the solution \( V^n \) of the problem (5.1) admits a representation

\[
V^n(x; t) = A_n U^n(x) \exp \left( -\frac{\lambda^n}{2} t \right) + v^n(x; t),
\]

\[
|v^n(x; t)| \leq C(t + 1) \exp \left( -\frac{\Lambda^n}{2} t \right),
\]

where \( A_n = \int_{\Theta^n} U^n(x) \, dx \).

**Proof.** We again use induction in \( n \). The case \( n = 2 \) was considered in [23]. Along with (5.2), it was in fact proved that the difference

\[
\tilde{v}^2(x_1, x_2; t) := V^2(x_1, x_2; t) - V^1(x_2; t)\chi(x_1) - V^1(x_1; t)\chi(x_2) \quad (5.3)
\]

is rapidly decaying as either \( |x_1| \to \infty \) or \( |x_2| \to \infty \). Here

\[
V^1(y; t) = \frac{4}{\pi} \sum_{k=0}^{\infty} \frac{(-1)^k}{2k + 1} \cos \left( \pi(k + 1/2)y \right) \exp(- (k + 1/2)^2 \pi^2 t/2). \quad (5.4)
\]
is the well-known solution of the problem \([5.1]\) for \(n = 1\), \(\Theta^1 = (-1,1)\), while \(\chi\) is a smooth cutoff function such that

\[
\chi(x_1) = 0 \text{ for } |x_1| < 2; \quad \chi(x_1) = 1 \text{ for } |x_1| > 3.
\]

We seek for the solution \(V^3\) in the form

\[
V^3(x; t) = V^2(x_1, x_2; t)\chi(x_3) + V^2(x_2, x_3; t)\chi(x_1) + V^2(x_3, x_1; t)\chi(x_2) \\
- V^1(x_1; t)\chi(x_2)\chi(x_3) - V^1(x_2; t)\chi(x_3)\chi(x_1) \\
- V^1(x_3; t)\chi(x_1)\chi(x_2) + \hat{\nu}^3(x_1, x_2, x_3; t).
\]

Then the correction term \(\hat{\nu}^3\) is the solution of the problem

\[
\mathcal{L}\hat{\nu}^3 = f \quad \text{in} \quad \Theta^3 \times \mathbb{R}_+; \quad v|_{x \in \partial \Theta^3} = 0; \quad \hat{\nu}^3|_{t=0} = \varphi \quad \text{in} \quad \Theta^3,
\]

where

\[
f(x; t) := \frac{1}{2}(V^2(x_1, x_2; t) - V^1(x_2; t)\chi(x_1) - V^1(x_1; t)\chi(x_2))D^2\chi(x_3) \\
+ \frac{1}{2}(V^2(x_2, x_3; t) - V^1(x_3; t)\chi(x_2) - V^1(x_2; t)\chi(x_3))D^2\chi(x_1) \\
+ \frac{1}{2}(V^2(x_3, x_1; t) - V^1(x_1; t)\chi(x_3) - V^1(x_3; t)\chi(x_1))D^2\chi(x_2);
\]

\[
\varphi(x) := (1 - \chi(x_1))(1 - \chi(x_2))(1 - \chi(x_3)).
\]

Notice that due to the properties of the function \([5.3]\) the right-hand side \(f\) is rapidly decaying as \(|x| \to \infty\) while the initial data \(\varphi\) is compactly supported. Therefore, we can apply the spectral decomposition for the operator exponent:

\[
\hat{\nu}^3(\cdot; t) = \exp \left( \frac{1}{2} \Delta t \right) \varphi(\cdot) + \int_0^t \exp \left( \frac{1}{2} \Delta (t - s) \right) f(\cdot; s) \, ds
\]

\[
= \int_{[\lambda^3, \infty)} \exp \left( - \frac{\lambda}{2} (t - s) \right) dE(\lambda) \varphi(\cdot) + \int_0^t \int_{[\lambda^3, \infty)} \exp \left( - \frac{\lambda}{2} (t - s) \right) dE(\lambda) f(\cdot; s) \, ds,
\]

where \(E(\lambda)\) is the projector-valued spectral measure generated by the (self-adjoint) Dirichlet Laplacian operator in \(L_2(\Theta^3)\), see \([5]\) Ch. 6.
Since $\lambda^3$ is a simple eigenvalue, we can rewrite the latter equality as $
abla^3 = v_0 + v_1$, where

\[
v_0(\cdot; t) = \left( \exp \left( -\frac{\lambda^3}{2} t \right) \varphi, U^3 \right)_{\Theta^3} + \int_0^t \exp \left( -\frac{\lambda^3}{2} (t - s) \right) (f(\cdot; s), U^3)_{\Theta^3} \, ds \right) U^3(\cdot);
\]

\[
v_1(\cdot; t) = v_{11}(\cdot; t) + v_{12}(\cdot; t) := \int_{[\Lambda^3, \infty)} \exp \left( -\frac{\lambda}{2} t \right) dE(\lambda) \varphi(\cdot)
+ \int_0^t \int_{[\Lambda^3, \infty)} \exp \left( -\frac{\lambda}{2} (t - s) \right) dE(\lambda) f(\cdot; s) \, ds.
\]

First, we estimate $L_2$-norm of $v_1$. Estimate of the first term is obvious:

\[
\|v_{11}(\cdot; t); L_2(\Theta^3)\|^2 \leq \exp(-\Lambda^3 t) \|\varphi(\cdot); L_2(\Theta^3)\|^2.
\]

Since $|f(\cdot; s)| < C \exp(-\frac{\lambda^2}{2} s)$ and $f(\cdot; s)$ is uniformly rapidly decaying for $s \in [0, t]$, the estimate for $v_{12}$ follows from $\Lambda^3 \leq \lambda^2$:

\[
\|v_{12}(\cdot; t); L_2(\Theta^3)\|^2 \leq C \exp(-\Lambda^3 t) \left( \int_0^t \exp \left( \frac{\Lambda^3 - \lambda^2}{2} s \right) \, ds \right)^2
\leq Ct^2 \exp(-\Lambda^3 t).
\]

Thus, we have $\|v_{1}(\cdot; t); L_2(\Theta^3)\| \leq C(t + 1) \exp(-\frac{\Lambda^3}{2} t)$. Therefore, standard parabolic estimates give $|v_{1}(\cdot; t)| \leq C(t + 1) \exp(-\frac{\Lambda^3}{2} t)$.

Next, we consider the second term in $v_0$:

\[
(f(\cdot; s), U^3)_{\Theta^3} = \frac{1}{2} \left( \tilde{v}^2(x_1, x_2; s) D^2 \chi(x_3), U^3 \right)_{\Theta^3}
+ \frac{1}{2} \left( \tilde{v}^2(x_2, x_3; s) D^2 \chi(x_1), U^3 \right)_{\Theta^3}
+ \frac{1}{2} \left( \tilde{v}^2(x_3, x_1; s) D^2 \chi(x_2), U^3 \right)_{\Theta^3}
\]

(5.5)

(recall that the function $\tilde{v}^2$ is defined in (5.3)).

We introduce the notation

\[
\tilde{v}^2(x_1, x_2; t) = \tilde{v}^2(x_1, x_2; t) + \frac{1}{2} V^1(x_2; t) \chi(x_1) + \frac{1}{2} V^1(x_1; t) \chi(x_2)
= V^2(x_1, x_2; t) - \frac{1}{2} V^1(x_2; t) \chi(x_1) - \frac{1}{2} V^1(x_1; t) \chi(x_2).
\]
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Integration by parts with regard to the equations for $U^3$, $V^2$ and $V^1$ provides

\[
\left(\tilde{v}^2(x_1, x_2; s) D^2 \chi(x_3), U^3\right)_{\Theta^3} = \left(\tilde{v}^2(x_1, x_2; s) \chi(x_3), D^2 U^3\right)_{\Theta^3}
\]

\[
= -\lambda^3 \left(\tilde{v}^2(x_1, x_2; s) \chi(x_3), U^3\right)_{\Theta^3} - \left(\tilde{v}^2(x_1, x_2; s) \chi(x_3), (D^2_x + D^2_{x_2}) U^3\right)_{\Theta^3}
\]

\[
= -\lambda^3 \left(\tilde{v}^2(x_1, x_2; s) \chi(x_3), U^3\right)_{\Theta^3} - \left(\tilde{v}^2(x_1, x_2; s) \chi(x_3), (D^2_x + D^2_{x_2}) U^3\right)_{\Theta^3}
\]

\[
- \frac{1}{2} \left( (V^1(x_2; s) D^2 \chi(x_1) + V^1(x_1; s) D^2 \chi(x_2)) \chi(x_3), U^3\right)_{\Theta^3}
\]

(notice that all integrals converge due to the exponential decay of $U^3$).

Thus, the first scalar product in (5.5) is rewritten as follows:

\[
\left(\tilde{v}^2(x_1, x_2; s) D^2 \chi(x_3), U^3\right)_{\Theta^3}
\]

\[
= -\lambda^3 \left(\tilde{v}^2(x_1, x_2; s) \chi(x_3), U^3\right)_{\Theta^3} - 2 \left(\partial_s \tilde{v}^2(x_1, x_2; s) \chi(x_3), U^3\right)_{\Theta^3}
\]

\[
+ \frac{1}{2} \left( (V^1(x_1; s) D^2 \chi(x_2) + V^1(x_2; s) D^2 \chi(x_1)) \chi(x_3), U^3\right)_{\Theta^3}
\]

We rewrite other terms in (5.5) in a similar way and obtain

\[
\frac{1}{2} \int_0^t \exp \left( -\frac{\lambda^3}{2} (t - s) \right) (f(\cdot; s), U^3)_{\Theta^3} ds = -\exp \left( -\frac{\lambda^3}{2} t \right) \int_0^t \exp \left( \frac{\lambda^3}{2} s \right) \times
\]

\[
\times \left[ \left(\frac{\lambda^3}{2} \tilde{v}^2(x_1, x_2; s) \chi(x_3) + \partial_s \tilde{v}^2(x_1, x_2; s) \chi(x_3), U^3\right)_{\Theta^3}
\]

\[
+ \left(\frac{\lambda^3}{2} \tilde{v}^2(x_2, x_3; s) \chi(x_1) + \partial_s \tilde{v}^2(x_2, x_3; s) \chi(x_1), U^3\right)_{\Theta^3}
\]

\[
+ \left(\frac{\lambda^3}{2} \tilde{v}^2(x_3, x_1; s) \chi(x_2) + \partial_s \tilde{v}^2(x_3, x_1; s) \chi(x_2), U^3\right)_{\Theta^3} \right] ds
\]

\[
= - \left[ \left(\tilde{v}^2(x_1, x_2; s) \chi(x_3), U^3\right)_{\Theta^3} + \left(\tilde{v}^2(x_2, x_3; s) \chi(x_1), U^3\right)_{\Theta^3}
\]

\[
+ \left(\tilde{v}^2(x_3, x_1; s) \chi(x_2), U^3\right)_{\Theta^3} \right] \cdot \exp \left( -\frac{\lambda^3}{2} (t - s) \right) \bigg|_{s=0}^{s=t}.
\]

The substitution at $s = t$ is $O \left( \exp(-\frac{\lambda^2}{2} t) \right)$, whereas

\[
\tilde{v}^2(x_1, x_2; 0) \chi(x_3) + \tilde{v}^2(x_2, x_3; 0) \chi(x_1) + \tilde{v}^2(x_3, x_1; 0) \chi(x_2)
\]

\[
= \chi(x_1) + \chi(x_2) + \chi(x_3) - \chi(x_1) \chi(x_2) - \chi(x_2) \chi(x_3) - \chi(x_3) \chi(x_1)
\]

\[
= 1 - \varphi(x) \quad \text{in} \quad \Theta^3,
\]
We add the first term in \( v_0 \) and arrive at 

\[
V^3(x; t) = (1, U^3)_{\Theta^3} U^3(x) \exp(-\frac{\lambda^3}{2}t) + O\left((t+1) \exp(-\frac{\Lambda^3}{2}t)\right).
\]

This gives (5.2) for \( n = 3 \).

Also it follows from the proof that \( \hat{v}^3(\cdot; t) \) is rapidly decaying as \( |x| \to \infty \).

This fact, in turn, allows us to manage the same proof for \( n = 4 \) etc. ■

6 Application to the exit time problem

Let \( W(t) = (W_j(t))_{j=1}^n, \ t \geq 0, \) be a standard \( n \)-dimensional Brownian motion with independent coordinates, \( n \geq 1, \) and let \( W^x(t) = x + W(t) \) denote a Brownian motion starting from a point \( x \in \mathbb{R}^n. \)

We begin with two small deviation problems: find the asymptotic behavior of

\[
\mathbb{P}\{\| \min_{1 \leq j \leq n} W_j \| \leq \varepsilon\}, \quad \varepsilon \to 0,
\]

\[
\mathbb{P}\{\| \min_{1 \leq j \leq n} |W_j| \| \leq \varepsilon\}, \quad \varepsilon \to 0.
\]

Here \( \| \cdot \| \) stands for sup-norm, i.e. \( \|X\| = \max_{0 \leq t \leq 1} |X(t)|. \)

These problems are immediately reduced to the so-called exit time asymptotics. Denote by \( \tau_{x,\mathcal{O}} \) the exit time for \( W^x \) from a domain \( \mathcal{O} \subset \mathbb{R}^n \) containing a point \( x, \) and put \( \tau_\mathcal{O} = \tau_{0,\mathcal{O}}. \) Then, by self-similarity of \( W, \) we have

\[
\mathbb{P}\{\| \min_{1 \leq j \leq n} W_j \| \leq \varepsilon\} = \mathbb{P}\{\tau_{\Theta^1} \geq \varepsilon^{-2}\},
\]

\[
\mathbb{P}\{\| \min_{1 \leq j \leq n} |W_j| \| \leq \varepsilon\} = \mathbb{P}\{\tau_{\Theta^2} \geq \varepsilon^{-2}\}.
\]

It is well known that the function 

\[
v(x; t) := \mathbb{P}\{W^x(s) \in \mathcal{O}, 0 \leq s < t\} = \mathbb{P}\{\tau_{x,\mathcal{O}} \geq t\}
\]

solves the initial-boundary value problem (5.1). Therefore, formula (5.4) for \( \mathcal{O} = \Theta^1 \) yields the asymptotics

\[
\mathbb{P}\{\tau_{x,\Theta^1} \geq t\} \sim \frac{4}{\pi} \cos(\pi x/2) \exp(-\pi^2 t/8) \quad \text{as} \quad t \to \infty,
\]

see [7] or [16, V.2, Ch. X]. Evidently, the same result is true for the layer \( \mathcal{O} = \Theta^1 \times \mathbb{R}^{n-1}. \)
In the recent paper [23] it was shown that
\[ P\{\tau_{x,\Theta^2} \geq t\} \sim A_2 U^2(x) \exp\left(-\frac{\lambda(\Theta^2)}{2} t\right) \quad \text{as} \quad t \to \infty. \]

Therefore,
\[ \lim_{t \to \infty} t^{-1} \log P\{\tau_{x,\Theta^2} \geq t\} = -\frac{\lambda(\Theta^2)}{2} > -\frac{\pi^2}{8}, \]
i.e. the long stays in a two-dimensional corner or cross are more likely than those in a strip of the same width.

Now, using the result of Theorem 5, we can write
\[ P\{\tau_{x,\Theta^n} \geq t\} \sim A_n U^n(x) \exp\left(-\frac{\lambda(\Theta^n)}{2} t\right) \quad \text{as} \quad t \to \infty, \quad (6.1) \]
therefore Theorems 1, 2 and Corollary 1 show that
\[ \lim_{t \to \infty} t^{-1} \log P\{\tau_{x,\Theta^n} \geq t\} > \lim_{t \to \infty} t^{-1} \log P\{\tau_{x,\Theta^{n-1}} \geq t\}. \]

By Proposition 1 the main term of the tail probability (6.1) depends on the initial point \( x \) exponentially. So, if we start from a remote \( x \), the optimal strategy to stay in \( \Theta^n_1 \) or in \( \Theta^n_2 \) for a longer time is to run towards the origin and then stay somewhere near it. This phenomenon was discovered in [23] for \( n = 2 \).

**Remark 4.** It follows from Theorem 3 and Remark 3 that for any \( n \geq 2 \)
\[ \lim_{t \to \infty} t^{-1} \log P\{\tau_{x,\Theta^n} \geq t\} \leq -\frac{\pi^2}{32}, \]
while for the cross the existence of an estimate from above independent of the dimension is an open problem.
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