Abstract. We study an optimal stopping problem when the state process is governed by a general Feller process. In particular, we examine viscosity properties of the associated value function with no a priori assumption on the stochastic differential equation satisfied by the state process. Our approach relies on properties of the Feller semigroup. We present conditions on the state process under which the value function is the unique viscosity solution to an Hamilton-Jacobi-Bellman (HJB) equation associated with a particular operator. More specifically, assuming that the state process is a Feller process, we prove uniqueness of the viscosity solution which was conjectured in [26]. We then apply our results to study viscosity property of optimal stopping problems for some particular Feller processes, namely diffusion processes with piecewise coefficients and semi-Markov processes. Finally, we obtain explicit value functions for optimal stopping of straddle options, when the state process is a reflected Brownian motion, Brownian motion with jump at boundary and regime switching Feller diffusion, respectively (see Section 8).
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1. Introduction

Optimal stopping problems for Markov processes have been extensively studied in the literature using various methods; see for example [27]. Such problems are very important due to their various applications in engineering, physics, mathematical finance and insurance. Assuming that the state process is given by a diffusion process (with non degenerate diffusion
coefficient), the pioneering book [6, Chapter 3] introduces a variational inequality approach to solve optimal stopping problems. Under some weak regularity of the data the authors prove the regularity of the value function. Since then, there have been many studies on optimal stopping problems for Markov processes using the variational inequality approach, with the aim of relaxing the assumptions on the class of Markov processes and/or on the reward functional and also studying the properties of the value function. The variational inequality associated to the optimal stopping problem is often difficult to solve, unless one allows a notion of weak solution, called viscosity solution, to the Hamilton-Jacobi-Bellman (HJB) equation. In the case of a diffusion process, this approach is used for example in [2, 3, 16]; see also [22] for the jump-diffusion case.

In studying the viscosity properties of the value function, the traditional approach assumes that the generator associated with the state Markov process is given by parabolic or elliptic differential operators. Hence, one can use tools from partial differential equations to solve the problem. A natural question is what happens when the state process is given by a Markov process (for example a Feller process) for which the generator is not given by a partial differential operator but only derived from its semigroup. To the best of our knowledge, only [26] deals with existence of viscosity solution of an HJB equation when the generator is derived from a Feller semigroup.

One of the main motivations of this paper is to provide a general analytical approach that extends earlier results on properties of the value function to a more general class of processes. As such, we do not assume that the generator of the process is given by a partial differential operator. The other motivation is to establish a framework that enables to find the value function of an optimal stopping problem for a general class of processes (Feller processes) by analytically deriving the unique viscosity solution to the associated HJB equation (compare with [26]). Thus, our result completes the previous studies, in the sense that, we derive the existence and uniqueness of viscosity solutions to the HJB equation. The uniqueness was conjectured in [26]. To our knowledge, we do not know of any existing results on uniqueness of viscosity solution in this framework.

In this paper, we consider an infinite time horizon optimal stopping problems with fixed discount rate. We use the penalty method introduced in [30] and the general setting in [34]. Contrary to the traditional method which is based on calculations of the (integro) differential operators, this method is based on an efficient approximation of the value function by smooth functions. Although there are several extensions of the penalty method (see for example [23, 22, 26, 24, 33]), most of them focus on the study of the continuity of the value function except work [26] which investigates the existence of viscosity solution to the associated HJB equation. In this paper, under slightly different conditions, we show that the value function is the unique viscosity solution to the HJB equation associated with the optimal stopping problem.

We apply our result to study viscosity properties of the value functions for optimal stopping problems of Lévy processes, reflected Brownian motion, sticky Brownian motion, diffusion with piecewise coefficients and semi-Markov processes. We show that depending on the choice of the operator and its domain, the value function is the unique viscosity solution associated with the HJB equation. Let us mention that our viscosity analysis on diffusion with piecewise coefficients and semi-Markov processes are typically not investigated in the current literature on optimal stopping problems. In the former case, we will see later (confer Corollary 7.9 and Corollary 7.10) that the value function is a viscosity solution associated with a particular operator to an HJB equation. In the latter case, we first use perturbation theory (confer [9])
to transform the one-dimensional semi-Markov process to a two-dimensional Markov process. Then, we show that the value function of the problem is the unique viscosity solution to the associated HJB equation. Similar optimal stopping problem was studied in \[8, 21\] using iterative approach. We also use our results to explicitly derive the value function and the optimal stopping time in the case of a straddle option for the subsequent state processes: reflected Brownian motion (see Corollary 8.2); Brownian motion with jump at boundary (see Proposition 8.3) and regime switching Feller diffusion (see Corollary 8.7).

The rest of this paper is organized as follows. Section 2 introduces terminologies used throughout this paper and then formulate the optimal stopping problem. In Section 3, we study the value function as a viscosity solution to an HJB equation. Section 4 investigates uniqueness of the viscosity solution and its link to the value function under the assumption that the state space is compact. The proof relies on the comparison theorem (Theorem 4.1). Section 5 examines the extension of the uniqueness to the case of non compact state space. Section 6 studies the structure of the viscosity solution and its link to the martingale approach. In Section 7, we apply our results to study viscosity properties of value functions of optimal stopping problems for some processes satisfying our key assumptions. Section 8 is devoted to the derivation of explicit value function for optimal stopping of a straddle option.

2. Preliminaries and problem formulation

In this section, we first present some basic definitions and properties of Feller processes and Feller semigroups. Then, we formulate the optimal stopping problems and introduce our main assumptions. For more information on Feller processes, the reader may consult for example [18, Chapter 17] or [8, Chapter 1].

2.1. Preliminaries. Throughout this paper, we suppose that \(E\) is a locally compact, separable metric space with metric \(\rho\). \(E\) is the \(\sigma\)-algebra of the Borel sets of \(E\). If \(E\) is not compact, we define \(E_\partial := E \cup \{\partial\}\) as the one point (Alexandorff) compactification of \(E\), where \(\{\partial\}\) is the point at infinity; otherwise, \(\{\partial\}\) is an isolated point from \(E\). In both cases, \(E_\partial\) is compact and metrizable and \(E_\partial\) denotes the \(\sigma\)-algebra in \(E_\partial\) generated by \(E\). We will use the following notations:

- \(B(E)\) is the space of all bounded Borel measurable functions on \(E\);
- \(C(E)\) is the space of all continuous functions on \(E\);
- \(C_c(E) := \{w \in C(E); w \text{ has compact support}\}\);
- \(C_0(E) := \{w \in C(E); w \text{ vanishes at infinity}\}\);
- \(C_s(E) := \{w \in C(E); w \text{ converges at infinity}\}\);
- \(C_b(E) := C(E) \cap B(E)\);
- \(USC(E)\) (respectively, \(LSC(E)\)) denotes the space Borel-measurable upper (respectively, lower) semicontinuous function on \(E\).

Remark 2.1. The above definitions imply that \(C_c(E) \subseteq C_0(E) \subseteq C_s(E) \subseteq C_b(E)\). Moreover, if \(E\) is compact, these spaces coincide.

Let \(\| \cdot \|_\infty\) be the supremum norm that is for any \(w \in B(E)\),

\[
\|f\|_\infty := \sup_{x \in E} |f(x)|.
\]

Equipped with the above norm, \((C_0(E), \| \cdot \|_\infty), (C_s(E), \| \cdot \|_\infty))\) and \((C_b(E), \| \cdot \|_\infty)\) are Banach spaces. The relation “\(\leq\)” is a partial order on the space of real valued functions on \(E\) and we have \(f \leq g\) if and only if \(f(x) \leq g(x)\) for all \(x \in E\). We now give a series of definitions.
**Definition 2.2. (Feller Semigroup)** A collection of bounded linear operators \( \{P_t\}_{t \geq 0} \) is called a Feller semigroup on \( C_0(E) \), if it satisfies the following four properties:

- \( P_{t+s} = P_t \circ P_s \), for all \( t, s \geq 0 \); \( P_0 = I \), where \( I \) is the identity operator.
- For each \( t \geq 0 \), if \( w \in C_0(E) \), \( 0 \leq w \leq 1 \), then, \( 0 \leq P_tw \leq 1 \).
- (Feller Property) \( P_t : C_0(E) \to C_0(E) \) for all \( t \geq 0 \).
- (Strong Continuous Property) \( \lim_{t \to 0^+} \|P_tw - w\|_\infty = 0 \) for \( w \in C_0(E) \).

Furthermore, a semigroup \( \{P_t\}_{t \geq 0} \) is conservative if \( P_1 = 1 \) for all \( t \geq 0 \).

**Definition 2.3. (Feller Process)** A Feller process \( \{X(t)\}_{t \geq 0} \) is a Markov process whose transition semigroup defined by

\[
P_tw(x) := E^x [w(X(t))] \quad \text{for any } x \in E \text{ and } w \in B(E)
\]

is a Feller semigroup.

Based on Definition 2.3, the transition semigroup of a Feller process is conservative.

**Definition 2.4. (Infinitesimal Generator)** An infinitesimal generator of a Feller semigroup \( \{P_t\}_{t \geq 0} \) or a Feller process \( \{X(t)\}_{t \geq 0} \) is a linear operator \( (\mathcal{L}, D(\mathcal{L})) \), with \( \mathcal{L} : D(\mathcal{L}) \subseteq C_0(E) \to C_0(E) \) defined by

\[
\mathcal{L}w := \lim_{t \to 0^+} \frac{P_tw - w}{t} \quad \text{for } w \in D(\mathcal{L}),
\]

where the domain

\[
D(\mathcal{L}) := \{w \in C_0(E); \text{such that the limit in (2.1) exists in } C_0(E)\}.
\]

**Definition 2.5. (Resolvent)** A resolvent \( \{R_\lambda\}_{\lambda > 0} \) is defined by

\[
R_\lambda w(x) := \int_0^\infty e^{-\lambda t} P_tw(x) \, dt \quad \text{for } x \in E \text{ and } w \in C_0(E).
\]

The following resolvent identity equation is satisfied: for any \( \lambda, \mu > 0 \) and \( w \in C_0(E) \)

\[
R_\lambda w - R_\mu w = (\mu - \lambda)R_\lambda R_\mu w.
\]

**Definition 2.6. (Positive Maximum Principle)** An operator \( (\mathcal{L}, D(\mathcal{L})) \) satisfies positive maximum principle if \( \mathcal{L}w(x_0) \leq 0 \) for any \( w \in D(\mathcal{L}) \) with \( w(x_0) = \sup_{x \in E} w(x) \geq 0 \).

We now state the Hille-Yosida-Ray theorem for strongly continuous semigroup. This theorem gives the relationships among Feller semigroup, generator and resolvent (see \[9, \text{Theorem 1.30}\]) and will play a key role in proving the uniqueness of the viscosity solution.

**Theorem 2.7.** Let \( (\mathcal{G}, D(\mathcal{G})) \) be a linear operator on \( C_0(E) \). \( (\mathcal{G}, D(\mathcal{G})) \) is closable and its closure \( (\mathcal{G}, D(\mathcal{G})) \) is the infinitesimal generator of a Feller semigroup if and only if:

1. \( D(\mathcal{G}) \) is dense in \( C_0(E) \).
2. The range of \( \lambda - \mathcal{G} \) is dense in \( C_0(E) \) for all \( \lambda > 0 \).
3. \( (\mathcal{G}, D(\mathcal{G})) \) satisfies the positive maximum principle.

The following corollary is from the Hille-Yosida theorem (see for example \[36, \text{Proposition 4.9 and Theorem 4.10}\]).

**Corollary 2.8.** Let \( (\mathcal{L}, D(\mathcal{L})) \) be the infinitesimal generator of some Feller semigroup. Then,

1. \( (\mathcal{L}, D(\mathcal{L})) \) is closed.
(2) For each $\lambda > 0$, the operator $(\lambda - \mathcal{L})$ is a bijection of $D(\mathcal{L})$ onto $C_0(E)$ and its inverse is the resolvent $R_{\lambda}$, that is for all $w \in C_0(E)$ and $v \in D(\mathcal{L})$, we have

$$(\lambda - \mathcal{L})R_{\lambda}w = w \text{ and } R_{\lambda}(\lambda - \mathcal{L})v = v.$$ (2.3)

(3) For each $\lambda > 0$, we have the inequality

$$\|R_{\lambda}\|_{\infty} := \sup_{w \in C_0(E)} \frac{\|G_{\lambda}w\|_{\infty}}{\|w\|_{\infty}} \leq \frac{1}{\lambda}. \quad (2.4)$$

Subsequently, we give the definition of the core, which enables to uniquely characterize a Feller semigroup.

**Definition 2.9.** (Core) $(G, D(G))$ is called a core of an infinitesimal generator $(\mathcal{L}, D(\mathcal{L}))$ if it is a linear closable operator which satisfies $D(G) \subseteq D(\mathcal{L})$ is dense in $C_0(E)$ and the closure of $(G, D(G))$ is $(\mathcal{L}, D(\mathcal{L}))$, that is for any $w \in D(\mathcal{L})$, there exists a sequence $\{w_n\}_{n \in \mathbb{N}^+}$ in $D(G)$ such that

$$\lim_{n \to \infty} (\|w_n - w\|_{\infty} + \|Gw_n - \mathcal{L}w\|_{\infty}) = 0.$$ By (1) in Corollary 2.8, it follows that the infinitesimal generator of a Feller semigroup is its the core.

2.2. **Problem Formulation.** In this paper, we study an optimal stopping problem for a normal Markov process $X := (\Omega, \mathcal{F}, \mathcal{F}_t, X_t, \theta_t, P^x)$ on the state space $(E, \mathcal{E})$, where $(\Omega, \mathcal{F})$ is a measurable space, $\{\mathcal{F}_t\}_{t \geq 0}$ is a right continuous and completed filtration, $\{X(t)\}_{t \geq 0}$ is a càdlàg stochastic process, $\{\theta_t\}_{t \geq 0}$ is the shift operator and $P^x$ denotes the probability measure on $(\Omega, \mathcal{F})$ for $x \in E$. Let $\mathcal{T}$ be the family of all $\mathcal{F}_t$-stopping times. Let $f$ and $g$ be two real-valued Borel measurable functions on $E$. Define the objective function $J_x(\tau)$ by

$$J_x(\tau) := E^x \left[ \int_0^\tau e^{-as}f(X(s)) \, ds + e^{-a\tau}g(X(\tau)) \right] \text{ for } x \in E \text{ and } \tau \in \mathcal{T}, \quad (2.5)$$

where $f$ is a running benefit function, $g$ is a terminal reward function and $a > 0$ is a constant discount factor.

We consider the following optimal stopping problem: find $\tau^* \in \mathcal{T}$ such that

$$V(x) := \sup_{\tau \in \mathcal{T}} J_x(\tau) = J_x(\tau^*), \quad (2.6)$$

for each $x \in E$. Our main goal is to study properties of the value function $V$.

The following assumptions holds throughout this paper.

**Assumption 2.10.**

1. $E$ is a locally compact, separable metric space with metric $\rho$.
2. $X := (\Omega, \mathcal{F}, \mathcal{F}_t, X_t, \theta_t, P^x)$ is a Feller process with the state space $(E, \mathcal{E})$, which has a Feller semigroup $\{\mathcal{P}_t\}_{t \geq 0}$, whose generator is $(\mathcal{L}, D(\mathcal{L}))$ with a core $(G, D(G))$.
3. $a > 0$ and $f, g \in C_b(E)$.

Assumption 2.10 does not make any a priori supposition on the partial differential equation satisfied by the generator of the Feller process. We first recall a result on the continuity of the value function $V$ given by (2.6). The proof of the continuity is based on the penalty method which consists in finding a sequence $\{v_{\lambda}\}_{\lambda > 0}$ in $C_0(E)$ that converges uniformly to the value function $V$. More precisely, the penalty function $v_{\lambda}$ is defined as the solution to the following equation

$$av_{\lambda} - \mathcal{L}v_{\lambda} - f = \lambda(g - v_{\lambda})^+, \quad (2.7)$$
where $\lambda > 0$. The next results which are similar to [30, Theorem I.2.1 and Theorem I.3.1] provide the continuity of the value function.

**Theorem 2.11.** Under Assumption 2.10,

1. Equation (2.7) admits a unique solution $v_\lambda \in D(\mathcal{L})$ for each $\lambda > 0$.
2. The value function $V$ defined by (2.6) is in $C_0(\mathcal{E})$. In addition, $\{v_\lambda\}_{\lambda > 0}$ defined by (2.7) converges uniformly to $V$ from below as $\lambda \to \infty$.

**Proof.** See Appendix A. \hfill $\square$

For more information on the continuity of the value function and its extensions; readers are referred to [23, 25, 26, 30, 33, 35]. The optimal stopping time for the above optimal stopping problem is obtained using [30, Theorem I.3.3] as follows.

**Theorem 2.12.** Under Assumption 2.10, the optimal stopping time for problem (2.6) is

$$\tau^* := \inf\{t \geq 0; V(X(t)) = g(X(t))\}. \tag{2.8}$$

Let $(\mathcal{A}, D(\mathcal{A}))$ denotes an operator with its domain. Recall that, we wish to study the link between the value function $V$ defined by (2.6) and the unique viscosity solution associated with $(\mathcal{A}, D(\mathcal{A}))$ to the corresponding Hamilton-Jacobi-Bellman (HJB) equation

$$\min(aw - \mathcal{A}w - f, w - g) = 0. \tag{2.9}$$

Thus, we first give the definition of viscosity solution:

**Definition 2.13.** (Viscosity Solution) Given an operator with domain $(\mathcal{A}, D(\mathcal{A}))$, a function $w \in USC(\mathcal{E})$ (respectively, $w \in LSC(\mathcal{E})$) is a viscosity subsolution (respectively, supersolution) associated with $(\mathcal{A}, D(\mathcal{A}))$ to (2.9) if for all $\phi \in D(\mathcal{A})$ such that $\phi - w$ has a global minimum (respectively, maximum) at $x_0 \in \mathcal{E}$ with $\phi(x_0) = w(x_0)$,

$$\min(a\phi(x_0) - \mathcal{A}\phi(x_0) - f(x_0), \phi(x_0) - g(x_0)) \leq (\geq) 0. \tag{2.10}$$

Furthermore, $w \in \mathcal{C}(\mathcal{E})$ is a viscosity solution associated with $(\mathcal{A}, D(\mathcal{A}))$ to (2.9) if it is both a viscosity supersolution and a viscosity subsolution.

Next, let us introduce the notion of $a$-generator:

**Definition 2.14.** ($a$-generator) Let $X = (\Omega, \mathcal{F}, \mathcal{F}_t, X_t, \theta_t, \mathbf{P}^x)$ be a Markov process on the state space $(\mathcal{E}, \mathcal{E})$. Set $a > 0$. An operator $(\mathcal{A}, D(\mathcal{A}))$ is called an $a$-supergenerator (respectively, $a$-subgenerator, $a$-generator) of $X$, if for any $w \in D(\mathcal{A})$, the process $\{S_w(t)\}_{t \geq 0}$ defined by

$$S_w(t) := w(X(0)) - e^{-at}w(X(t)) - \int_0^t e^{-as}(aw - \mathcal{A}w)(X(s))ds, \tag{2.11}$$

is a $(\mathcal{F}_t, \mathbf{P}^x)$ uniformly integrable supermartingale (respectively, submartingale, martingale) for all $x \in \mathcal{E}$.

### 3. Existence of viscosity solution

In this section, we show that the value function defined by (2.6) can be described as a viscosity solution associated with the generator $(\mathcal{L}, D(\mathcal{L}))$ of the Feller process or its core $(\mathcal{G}, D(\mathcal{G}))$. We prove that the value function defined by (2.6) is a viscosity supersolution (respectively, subsolution, solution) associated with an extended generator of the Feller process.
Theorem 3.1. Suppose Assumption 2.10 holds. Suppose \((\mathcal{A}, D(\mathcal{A}))\) is an \(a\)-supergenerator (respectively, \(a\)-subgenerator, \(a\)-generator) of \(X\) and \(\mathcal{A} : D(\mathcal{A}) \subseteq C(\mathcal{E}) \to C(\mathcal{E})\). Then the value function \(V\) defined by (2.6) is a viscosity supersolution (respectively, subsolution, solution) associated with \((\mathcal{A}, D(\mathcal{A}))\) to
\[
\min(aw - \mathcal{A}w - f, w - g) = 0.
\]  

Proof. The method used to show the existence is based on the probabilistic description of the extended generator of the Feller process \(\{X(t)\}_{t \geq 0}\). See Section 3.1 for a detailed proof. \(\square\)

Remark 3.2. As seeing later, enlarging the domain \(D(\mathcal{A})\) has the advantage that it allows to exclude functions which are viscosity solutions. Hence, we use the solution of the martingale problem to define the extended generator instead of the infinitesimal generator \((\mathcal{L}, D(\mathcal{L}))\). The former enables us to provide more choices on the test function in \(D(\mathcal{A})\). For example, \(D(\mathcal{A})\) can be chosen to be \(C^2_b(\mathcal{E})\) or could even include an unbounded function space; see for instance Section 7.1.1.

One can also show as in [10, Lemma 2.9] that if the process \(\{S_w^{(0)}(t)\}_{t \geq 0}\) defined by
\[
S_w^{(0)}(t) := w(X_0) - w(X_t) + \int_0^t \mathcal{A}w(X(s))ds
\]
is a \((\mathcal{F}_t, P^x)\)-martingale for any \(x \in \mathcal{E}\) and \(w \in D(\mathcal{A})\), then \((\mathcal{A}, D(\mathcal{A}))\) is an \(a\)-generator for \(a > 0\) when \(\mathcal{A} : D(\mathcal{A}) \subseteq B(\mathcal{E}) \to B(\mathcal{E})\). Therefore, by Dynkin’s formula, the infinitesimal generator \((\mathcal{L}, D(\mathcal{L}))\) of the Feller process or its core \((\mathcal{G}, D(\mathcal{G}))\) is an \(a\)-generator for all \(a > 0\). In this case, Theorem 3.1 implies the following corollary:

Corollary 3.3. Under Assumption 2.10 the value function \(V\) defined by (2.6) is a viscosity solution associated with the infinitesimal generator \((\mathcal{L}, D(\mathcal{L}))\) to
\[
\min(aw - \mathcal{L}w - f, w - g) = 0.
\]  

The proofs of the above results is given by the following section.

3.1. Proof of Theorem 3.1. This section is devoted to the proof of Theorem 3.1. The proof is standard with a modification due to the presence of the absorbing state. The proof will be given for two classes of the initial state \(x \in \mathcal{E}\): the absorbing and the non-absorbing states.

We say that \(x \in \mathcal{E}\) is an absorbing state if and only if \(X_t = x\) for all \(t \in [0, \infty)\) almost surely under \(P^x\). Let \(\tau_\delta\) be an \(\mathcal{F}_t\)-stopping time defined by
\[
\tau_\delta := \inf\{s \geq 0; X(s) \notin B(X(0), \delta)\},
\]  
where \(\delta > 0\) and \(B(x, \delta) := \{y \in \mathcal{E}; \rho(x, y) < \delta\}\). The following lemma that can be found in [18, Lemma 17.22] provides information on the stopping time \(\tau_\delta\) when the initial state \(x\) is absorbing or not.

Lemma 3.4. Let \(X\) be a Feller process.

1. Assume \(x \in \mathcal{E}\) is not absorbing. Then \(E^x[\tau_\delta] < \infty\) for all sufficiently small \(\delta > 0\),
2. \(x \in \mathcal{E}\) is absorbing if and only if \(P(\tau_\delta = \infty) = 1\) for all \(\delta > 0\).

The subsequent lemmas are needed in the proof of the existence of the viscosity solution for absorbing initial state process. Their proofs are standard. However for the sake of completeness, we provide details.
**Lemma 3.5.** Suppose Assumption \[2.10\] holds. Suppose in addition that the initial state \(x \in \mathbb{E}\) is absorbing. Then the value function satisfies

\[
V(x) = \max \left( \frac{f(x)}{a}, g(x) \right).
\]

**Proof.** Since the initial state \(x \in \mathbb{E}\) of the Feller process \(X\) is absorbing, we have \(X_t = x\) for all \(t \in [0, \infty)\) \(P^x\)-a.s. For \(x \in \mathbb{E}\),

\[
V(x) = \sup_{\tau} E^x \left[ \int_0^\tau e^{-as} f(x) ds + e^{-a\tau} g(x) \right]
\]

\[
= \sup_{\tau} E^x \left[ \frac{f(x)(1 - e^{-a\tau})}{a} + e^{-a\tau} g(x) \right]
\]

\[
= \sup_{\tau} E^x \left[ \frac{f(x)}{a} + e^{-a\tau} \left( g(x) - \frac{f(x)}{a} \right) \right].
\]

If \(g(x) > \frac{f(x)}{a}\), then \(V(x) \leq g(x)\) and the equality is attained on the set \(\{\tau = 0\}\), that is, \(V(x) = g(x)\). Otherwise, \(V(x) \leq \frac{f(x)}{a}\) and the equality is attained on the set \(\{\tau = \infty\}\), that is, \(V(x) = \frac{f(x)}{a}\). \(\square\)

**Lemma 3.6.** Suppose Assumption \[2.10\] holds. For \(x \in \mathbb{E}\) and \(\delta > 0\),

\[
V(x) \geq E^x \left[ \int_0^{\tau_{\delta}} e^{-as} f(X(s)) ds + e^{-a\tau_{\delta}} V(X(\tau_{\delta})) \right].
\]

(3.5)

Suppose in addition that \(V(x) > g(x)\). Then there exists a constant \(\Delta > 0\) such that for any \(\delta \leq \Delta\), we have

\[
V(x) = E^x \left[ \int_0^{\tau_{\delta}} e^{-as} f(X(s)) ds + e^{-a\tau_{\delta}} V(X(\tau_{\delta})) \right].
\]

(3.6)

**Proof.** Let \(Z(t) := \int_0^t e^{-as} f(X(s)) ds + e^{-at} V(X(t))\) for \(t \geq 0\). Then, using Snell envelope (see for example [28, Theorem 2.4]), the process \(\{Z_t\}_{t \geq 0}\) is a supermartingale and \(\{Z_t\}_{t \in \tau^*}\) is a martingale, where \(\tau^*\) is defined by (2.3). Therefore, (3.5) and (3.6) follows. In particular, (3.6) follows from the fact that \(\mathbb{E}\) is a separable metric space and \(V\) and \(g\) are continuous. \(\square\)

We now turn to the proof of Theorem 3.1.

**Proof of Theorem 3.1.**

1. **Viscosity Supersolution:** Suppose \((A, D(A))\) is an \(a\)-supergenerator of the Markov process \(X\). Suppose \(x \in \mathbb{E}\) and \(\phi \in D(A)\) such that \(\phi(x) = V(x)\) and \(\phi - V\) has a global maximum at \(x \in \mathbb{E}\). We wish to prove that

\[
\min(a\phi(x) - A\phi(x) - f(x), \phi(x) - g(x)) \geq 0.
\]

Since \(\phi(x) = V(x) \geq g(x)\), it is sufficient to prove that

\[
a\phi(x) - A\phi(x) - f(x) \geq 0.
\]

(3.7)

**Case 1.** Assume that \(x \in \mathbb{E}\) is an absorbing initial state, that is \(X_t = x\) for all \(t \in [0, \infty)\) \(P^x\)-a.s. and define the process \(\{S_\phi(t)\}_{t \geq 0}\) by

\[
S_\phi(t) := \phi(X_0) - e^{-at} \phi(X_t) - \int_0^t e^{-as}(a\phi - A\phi)(X(s)) ds.
\]
Since \( x \in \mathbb{E} \) is absorbing, \( S_\phi(t) = \int_0^t e^{-as}A\phi(x)\,ds \) for all \( t \in [0, \infty) \) \( \mathbb{P}^x \)-a.s. Since \((\mathcal{A}, D(\mathcal{A}))\) is an \( a \)-supergenerator, it follows that \( \{S_\phi(t)\}_{t \geq 0} \) is a \((\mathcal{F}_t, \mathbb{P}^x)\) uniformly integrable supermartingale, and therefore \( A\phi(x) \leq 0 \). In addition, using Lemma 3.5, we have \( \phi(x) = V(x) = \max(f(x)/a, g(x)) \). The latter combines with the fact that \( A\phi(x) \leq 0 \) yields (3.7).

**Case 2.** Assume that \( x \in \mathbb{E} \) is not an absorbing initial value. It follows from Lemma 3.4 that \( E^x[\tau_\delta] < \infty \) for all small enough \( \delta > 0 \). Since \( \phi \in D(\mathcal{A}) \) and \( \phi(y) - V(y) \leq 0 \) for any \( y \in \mathbb{E} \), (3.5) implies that

\[
V(x) \geq E^x \left[ \int_0^{\tau_\delta} e^{-as}f(X(s))\,ds + e^{-a\tau_\delta}V(X(\tau_\delta)) \right]
\geq E^x \left[ \int_0^{\tau_\delta} e^{-as}f(X(s))\,ds + e^{-a\tau_\delta}\phi(X(\tau_\delta)) \right]
\geq E^x \left[ \int_0^{\tau_\delta} e^{-as}(f(X(s)) + A\phi(X(s)) - a\phi(X(s)))\,ds \right] + \phi(x), \tag{3.8}
\]

where the last inequality follows from the optional sampling theorem since \((\mathcal{A}, D(\mathcal{A}))\) is an \( a \)-supergenerator. Since \( V(x) = \phi(x) \), dividing both sides of (3.8) by \( E^x[\tau_\delta] \), we obtain

\[
0 \geq \frac{E^x \left[ \int_0^{\tau_\delta} e^{-as}(f(X(s)) + A\phi(X(s)) - a\phi(X(s)))\,ds \right]}{E^x[\tau_\delta]}
\geq \frac{E^x \left[ \int_0^{\tau_\delta} e^{-as}C_-(x, \delta)\,ds \right]}{E^x[\tau_\delta]}
= \frac{1 - E^x[e^{-a\tau_\delta}]}{E^x[\tau_\delta]}C_-(x, \delta), \tag{3.9}
\]

where \( C_-(x, \delta) = \inf_{y \in B(x, \delta)}(f(y) + A\phi(y) - a\phi(y)) \). Since \( E^x[\tau_\delta] \) is bounded such that \( 1 - E^x[e^{-a\tau_\delta}] > 0 \), (3.9) yields \( C_-(x, \delta) \leq 0 \) for all \( \delta > 0 \). Since \( f, A\phi \) and \( \phi \) are in \( \mathcal{C}(\mathbb{E}) \), \( C_-(x, \delta) \) converges pointwise to \( f(x) + A\phi(x) - a\phi(x) \) as \( \delta \to 0 \). Hence, (3.9) is proved.

(2) **Viscosity Subsolution:** Assume that \((\mathcal{A}, D(\mathcal{A}))\) is an \( a \)-subgenerator of the process \( X \). Choose \( \psi \in D(\mathcal{A}) \), such that \( \psi(x) = V(x) \) and \( \psi - V \) has a global minimum at \( x \). If \( V(x) = g(x) \), we find a viscosity subsolution by setting \( \psi(x) = V(x) = g(x) \). Since \( V \geq g \), we thus only consider the initial state \( x \in \mathbb{E} \) satisfying \( V(x) - g(x) > 0 \). Hence, it is enough to show that

\[
a\psi(x) - A\psi(x) - f(x) \leq 0. \tag{3.10}
\]

**Case 1.** Assume that \( x \in \mathbb{E} \) is absorbing. Then by Lemma 3.5, \( \psi(x) = V(x) = f(x)/a \). Since \((\mathcal{A}, D(\mathcal{A}))\) is an \( a \)-subgenerator, applying similar arguments as in the proof of Case 1 for viscosity supersolution, we obtain \( A\psi(x) \geq 0 \). Therefore, (3.10) is satisfied.

**Case 2.** Assume that \( x \) is not absorbing. Then by Lemma 3.4 and Lemma 3.6 there exists a constant \( \Delta > 0 \) such that for any \( \delta \leq \Delta \), we have \( E^x[\tau_\delta] < \infty \) and (3.9) holds. Since
ψ ∈ D(A) and ψ ≥ V, we have

\[ V(x) = E^x \left[ \int_0^{\tau_\delta} e^{-as} f(X(s)) ds + e^{-a\tau_\delta} V(X(\tau_\delta)) \right] \]

\[ \leq E^x \left[ \int_0^{\tau_\delta} e^{-as} f(X(s)) ds + e^{-a\tau_\delta} \psi(X(\tau_\delta)) \right] \]

\[ \leq \psi(x) + E^x \left[ \int_0^{\tau_\delta} e^{-as} \left( f(X(s)) + A\psi(X(s)) - a\psi(X(s)) \right) ds \right], \quad (3.11) \]

where the last inequality follows from the optional sampling theorem since (A, D(A)) is an a-subgenerator. Since \( V(x) = \psi(x) \), dividing \( E^x [\tau_\delta] \) on both sides of (3.11), we get

\[ 0 \leq \frac{E^x \left[ \int_0^{\tau_\delta} e^{-as} \left( f(X(s)) + A\psi(X(s)) - a\psi(X(s)) \right) ds \right]}{E^x [\tau_\delta]}, \quad (3.12) \]

for all \( \delta \leq \Delta \). Then, since \( f, A\phi \) and \( \phi \) belong to \( C(E) \) and \( E^x [\tau_\delta] \) is bounded, taking \( \delta \to 0 \), we obtain the desired result. \( \square \)

**4. Uniqueness of viscosity solution for compact state space E**

In this section, we prove that the value function is the uniqueness of viscosity solution under the assumption that the state space is compact. Theorem 4.1 gives a comparison principle for viscosity supersolution and subsolution which is needed in the proof of the uniqueness of the viscosity solution associated with \((\mathcal{L}, D(\mathcal{L}))\) (respectively, \((\mathcal{G}, D(\mathcal{G}))\)) (see Theorem 4.3).

**Theorem 4.1.** (Comparison Principle). Suppose Assumption 2.10 holds. Suppose \( E \) is compact and the constant function 1 ∈ D(\( \mathcal{G} \)). Furthermore, suppose \( w_1 \) is a viscosity supersolution and \( w_2 \) is a viscosity subsolution associated with \((\mathcal{G}, D(\mathcal{G}))\) to

\[ \min (aw - Gw - f, w - g) = 0. \quad (4.1) \]

Then \( w_1 \geq w_2 \).

**Proof.** See Section 4.1. \( \square \)

**Remark 4.2.** Since we suppose in the proof that all constant functions belong to \( D(\mathcal{L}) \) or \( D(\mathcal{G}) \), it is natural to assume the compactness of \( E \). However, the latter is not a necessary condition to show the uniqueness of the viscosity solution and will be relaxed in the subsequent sections; see for example Section 5 and Proposition 5.1.

The following theorem constitutes the second main result of this section

**Theorem 4.3.** Suppose Assumption 2.10 holds. Suppose \( E \) is compact and the constant function 1 ∈ D(\( \mathcal{G} \)). Then the value function (2.6) is the unique viscosity solution associated with \((\mathcal{G}, D(\mathcal{G}))\) to (4.1).

**Proof.** The existence follows from Corollary 3.3. Using Theorem 4.1 if there exists another viscosity solution, it must coincide with the value function. \( \square \)
4.1. Proof of Theorem 4.1. We first recall that the state space $E$ is compact, $D(G)$ (or $D(L)$) contains constant functions and $(G, D(G))$ is the core of the infinitesimal generator $(L, D(L))$. We prove Theorem 4.1 in three steps. In the first step, we define a notion of classical solution to (4.1) and show a partial comparison principle between a classical subsolution (respectively, supersolution) and a viscosity supersolution (respectively, subsolution). Second, we show that there exists a sequence of classical subsolutions (respectively, supersolutions) that converges from below (respectively, above) to the value function $V$ defined by (2.6). Finally, we use the results from steps 1 and 2 to prove Theorem 4.1.

Step 1. In this step, we first define the notion of classical subsolution (respectively, supersolution) to (4.1) and then prove a classical comparison theorem.

Definition 4.4. A function $w$ is a classical subsolution (respectively, supersolution) associated with $(A, D(A))$ to (4.1), if $w \in D(A)$ and satisfies

$$\min (aw - Aw - f, w - g) \leq (\geq) 0. \quad (4.2)$$

Lemma 4.5. Suppose Assumption 2.10 holds. Then a classical subsolution (respectively, supersolution) associated with $(G, D(G))$ to (4.1) is a viscosity subsolution (respectively, supersolution) associated with $(G, D(G))$ to (4.1).

Proof. Let $w$ be a classical subsolution to (4.1). By contradiction, assume that $w$ is not a viscosity subsolution to (4.1). Then, there exists a function $\phi \in D(G)$ such that $\phi - w$ has a global minimum at $x_0$ with $(\phi - w)(x_0) = 0$ and

$$\min (a\phi(x_0) - G\phi(x_0) - f(x_0), w(x_0) - g(x_0)) > 0. \quad (4.3)$$

Since $w - \phi$ has a global nonnegative maximum at $x_0$, the positive maximum principle yields $G(w - \phi)(x_0) \leq 0$, that is, $Gw(x_0) \leq G\phi(x_0)$. This together with $w(x_0) = \phi(x_0)$ and (4.3) gives

$$\min (aw(x_0) - Gw(x_0) - f(x_0), w(x_0) - g(x_0)) > 0,$$

hence contradicting the assumption that $w$ is a classical subsolution to (4.1). Therefore $w$ is a viscosity subsolution to (4.1). The proof for the supersolution follows in the same way. □

We will also need the following partial comparison theorem.

Lemma 4.6 (Partial Comparison Principle). Suppose that conditions of Theorem 4.3 hold. Let $w_1$ be a supersolution associated with $(G, D(G))$ to (4.1) and $w_2$ be a subsolution associated with $(G, D(G))$ to (4.1), where one of the solutions is in the classical sense and the other is in the viscosity sense. Then, $w_1 \geq w_2$.

Proof. Let $w_1$ be a classical supersolution to (4.1) and $w_2$ be a viscosity subsolution to (4.1). Since $D(G) \subseteq C_0(E)$, we have that $w_1 \in C_0(E)$. Since $w_2 \in USC(E)$ and $E$ is compact, there exists $x_0 \in E$ such that

$$\delta := \sup_{y \in E} (w_2(x_0) - w_1(y)) = (w_2(x_0) - w_1(x_0)).$$

By contradiction, assume that $\delta > 0$ and define $w_1^*$ by

$$w_1^* := w_1 + \delta.$$
Since $w_1, \delta$ (as a constant function) are in $D(G)$ and $w_1^* - w_2$ has a global minimum at $x_0$ with $(w_1^* - w_2)(x_0) = 0$, it follows that $w_1^*$ is a well defined test function for the viscosity subsolution $w_2$. Moreover, by the positive maximum principle, we have $G\delta \leq 0$. Hence,
\[
\min(a w_1^* - G w_1^* - f, w_1^* - g)(x_0) = \min(a w_1 + \delta) - G w_1 - G \delta - f, w_1 + \delta - g)(x_0) \\
\geq \min(a w_1 - G w_1 - f, w_1 - g)(x_0) + \min(a, 1) \delta.
\]

Since $w_1$ is a classical supersolution, we have
\[
\min(a w_1 - G w_1 - f, w_1 - g)(x_0) \geq 0.
\]

Therefore,
\[
\min(a w_1^* - G w_1^* - f, w_1^* - g)(x_0) \geq \min(a, 1) \delta > 0.
\]

This contradicts the fact that $w_2$ is a viscosity subsolution to $(4.1)$. Thus $\sup_{x \in E} (w_2 - w_1)(x_0) = \delta \leq 0$, that is, $w_2 \leq w_1$ on $E$. Similar arguments can be used to show that $w_1 \geq w_2$, if $w_1$ is a viscosity supersolution to $(4.1)$ and $w_2$ is a classical supersolution to $(4.1)$. \hfill \Box

**Corollary 4.7.** (Classical Comparison Principle) Suppose that conditions of Theorem 4.3 hold. Let $w_1$ be a classical supersolution and $w_2$ be a classical subsolution associated with $(G, D(G))$ to $(4.1)$. Then, $w_1 \geq w_2$.

**Proof.** By Lemma 4.5 we know that a classical supersolution (respectively, subsolution) to $(4.1)$ is also a viscosity supersolution (respectively, subsolution) to $(4.1)$. Then, by partial comparison principle, the result follows. \hfill \Box

**Step 2.** We first show that there exists a sequence of classical supersolution (respectively, subsolution) that converges from above (respectively, below) to the value function $V$.

**Lemma 4.8.** Suppose that conditions of Theorem 4.3 hold. Then there exists a sequence of classical supersolutions (respectively, subsolutions) associated with $(\mathcal{L}, D(\mathcal{L}))$ to $(3.2)$ that converges to the value function $V$ defined by $(2.6)$ uniformly from the above (respectively, below).

**Proof.**

(1) **Classical Supersolutions.** It follows from Theorem 2.11 that the sequence $\{v_\lambda\}_{\lambda > 0} \subset D(\mathcal{L})$ defined by $(2.7)$ converges uniformly to $V$ from below when $\lambda \to \infty$. Thus, there exists a subsequence $\{\lambda_n\}_{n \in \mathbb{N}^+}$ such that $0 \leq V - v_{\lambda_n} \leq \frac{1}{n}$. Define the sequence $\{w_n\}_{n \in \mathbb{N}^+}$ by
\[
w_n := v_{\lambda_n} + \frac{1}{n} \quad \text{for } n \in \mathbb{N}^+.
\]

Then for $n \in \mathbb{N}^+$
\[
0 \leq w_n - V = v_{\lambda_n} + \frac{1}{n} - V \leq \frac{1}{n}. \tag{4.4}
\]

Combining $(2.7)$ and $(4.4)$ and using the fact that $\mathcal{L}(1/n) \leq 0$ (positive maximum principle), we obtain
\[
aw_n - \mathcal{L}w_n - f = a \left( v_{\lambda_n} + \frac{1}{n} \right) - \mathcal{L} \left( v_{\lambda_n} + \frac{1}{n} \right) - f \\
= av_{\lambda_n} - \mathcal{L}v_{\lambda_n} - f + \frac{a}{n} - \mathcal{L}\frac{1}{n} \\
\geq \lambda_n (g - v_{\lambda_n})^+ + \frac{a}{n} > 0.
\]
Since \( w_n - g \geq w_n - V \geq 0 \) by (4.4), the above inequalities imply \( \min(aw_n - \mathcal{L}w_n - f, w_n - g) \geq 0 \), that is, \( w_n \in D(\mathcal{L}) \) is a classical supersolution to (3.2). Furthermore, by (4.4), \( \{w_n\}_{n \in \mathbb{N}^+} \) is a sequence of classical supersolutions to (3.2) that converges uniformly to \( V \) from above as \( n \to \infty \).

(2) Classical Subsolutions. Choose once more the sequence \( \{v_n\}_{n \geq 0} \) defined by (2.7). For any \( \lambda > 0 \) or \( x \in \mathbb{E} \), one of the following two expressions \( v_n(x) - g(x) \) and \( \lambda(g(x) - v_n(x)) \) is non-positive. Then,

\[
\min(aw_n - \mathcal{L}v_n - f, v_n - g)(x) = \min(\lambda(g - v_n)^+, v_n - g) \leq 0.
\]

Hence, \( \{v_n\}_{n \geq 0} \) is a sequence of classical subsolutions to (3.2) and its uniform convergence from below becomes straightforward by Theorem 2.11.

**Corollary 4.9.** Suppose that conditions of Theorem 4.3 are in force. Then there exists a sequence of classical supersolutions (respectively, subsolutions) associated with \( (\mathcal{G}, D(\mathcal{G})) \) to (1.1) that converges to the value function \( V \) defined by (2.6) uniformly from above (respectively, below).

**Proof.** We know from Lemma 4.8 that there exists a sequence of classical supersolutions associated with \( (\mathcal{L}, D(\mathcal{L})) \) to (3.2) such that \( \{w_n\}_{n \in \mathbb{N}^+} \) satisfies \( 0 \leq w_n - V \leq 1/n \) for \( n \in \mathbb{N}^+ \). Let \( \varepsilon > 0 \) and choose an integer \( n_0 \) such that \( n_0 \geq \frac{4}{\varepsilon} \). Set

\[
w^{(\varepsilon)} := w_{n_0} + \varepsilon/4.
\]

Then,

\[
w^{(\varepsilon)} - V = (w^{(\varepsilon)} - w_{n_0}) + (w_{n_0} - V) \leq \frac{\varepsilon}{4} + \frac{1}{n_0} \leq \frac{\varepsilon}{2}, \quad (4.5)
\]

and

\[
w^{(\varepsilon)} - V = w_{n_0} + \varepsilon/4 - V \geq \varepsilon/4. \quad (4.6)
\]

Since \( w_{n_0} \) is a classical supersolution to (3.2), we have

\[
\min(aw^{(\varepsilon)} - \mathcal{L}w^{(\varepsilon)} - f, w^{(\varepsilon)} - g) = \min(a(w_{n_0} + \varepsilon/4) - \mathcal{L}(w_{n_0} + \varepsilon/4) - f, w_{n_0} + \varepsilon/4 - g)
\]

\[
\geq \frac{\min(a, 1)\varepsilon}{4} + \min(aw_{n_0} - \mathcal{L}w_{n_0} - f, w_{n_0} - g)
\]

\[
\geq \frac{\min(a, 1)\varepsilon}{4}. \quad (4.7)
\]

Therefore, \( w^{(\varepsilon)} \) is also a classical supersolution associated with \( (\mathcal{L}, D(\mathcal{L})) \) to (3.2). Since \( (\mathcal{G}, D(\mathcal{G})) \) is the core of \( (\mathcal{L}, D(\mathcal{L})) \), it follows that for \( w^{(\varepsilon)} \in D(\mathcal{L}) \), there exists a sequence \( \{u^{(\varepsilon)}_m\}_{m \in \mathbb{N}^+} \) in \( D(\mathcal{G}) \) such that

\[
\|u^{(\varepsilon)}_m - w^{(\varepsilon)}\|_{\infty} \leq \frac{1}{m} \quad \text{and} \quad \|\mathcal{G}u^{(\varepsilon)}_m - \mathcal{L}w^{(\varepsilon)}\|_{\infty} \leq \frac{1}{m} \quad \text{for any} \ m \in \mathbb{N}^+. \quad (4.8)
\]

In the following, we will construct a sequence \( \{u^{(\varepsilon)}_m\}_{\varepsilon > 0} \) of classical supersolution associated with \( (\mathcal{G}, D(\mathcal{G})) \) to (1.1) that converges to \( V \) from above. Since \( u^{(\varepsilon)}_m \geq w^{(\varepsilon)} - 1/m \) and \( \mathcal{G}u^{(\varepsilon)}_m \leq \mathcal{L}w^{(\varepsilon)} + 1/m \), we have

\[
\min(au^{(\varepsilon)}_m - \mathcal{G}u^{(\varepsilon)}_m - f, u^{(\varepsilon)}_m - g) \geq \min(a(w^{(\varepsilon)} - 1/m) - (\mathcal{L}w^{(\varepsilon)} + 1/m) - f, w^{(\varepsilon)} - 1/m - g)
\]

\[
\geq -(a + 1)\frac{1}{m} + \min(aw^{(\varepsilon)} - \mathcal{L}w - f, w^{(\varepsilon)} - g). \quad (4.9)
\]
Choose \( m_0 := m_0(\varepsilon) \in \mathbb{N}^+ \) such that \( m_0 \geq \max\left(\frac{4}{\varepsilon}, \frac{4(a+1)}{\min(a,1)\varepsilon}\right) \), then for \( m \geq m_0 \), we have:

on the one hand, using (4.7) and (4.9), \( u_\varepsilon \) is a classical supersolution to (4.1); on the other hand, using (4.5) and (4.8)

\[
0 \leq u_\varepsilon - V = (u_\varepsilon - w) + (w - V) \leq \frac{1}{m} + \frac{\varepsilon}{2} \leq \varepsilon.
\]

Define a new sequence \( \{u_\varepsilon\}_{\varepsilon > 0} \) by setting \( u_\varepsilon := u_{m_0(\varepsilon)} \). Then \( u_\varepsilon \) is a classical supersolution associated with \( (G, D(G)) \) to (4.1) satisfying \( 0 \leq u_\varepsilon - V \leq \varepsilon \) for any arbitrary \( \varepsilon > 0 \). Therefore, \( \{u_\varepsilon\}_{\varepsilon > 0} \) converges uniformly to the value function \( V \) from above as \( \varepsilon \to 0 \).

The case of subsolutions can be proved in a similar way. \( \square \)

**Step 3.** Finally, we prove the comparison principle stated in Theorem 4.1

**Proof of Theorem 4.1** Define the sets of classical supersolutions and subsolutions associated with \( (G, D(G)) \) to (4.1) as follows,

\[
H_{sup} := \{u \in D(G); u \text{ is a classical supersolution associated with } (G, D(G)) \text{ to } (4.1)\}; \quad \text{(4.10)}
\]

\[
H_{sub} := \{v \in D(G); v \text{ is a classical subsolution associated with } (G, D(G)) \text{ to } (4.1)\}. \quad \text{(4.11)}
\]

Let \( w_1 \) be a viscosity supersolution associated with \( (G, D(G)) \) to (4.1). By Lemma 4.6, it is true that \( w_1 \geq u \) for any \( u \in H_{sub} \), and then \( w_1(x) \geq \sup_{v \in H_{sub}} v(x) \). Similarly, let \( w_2 \) be a viscosity subsolution associated with \( (G, D(G)) \) to (4.1), then, \( w_2 \leq u \) for any \( u \in H_{sup} \) and \( w_2(x) \leq \inf_{u \in H_{sup}} u(x) \). By Corollary 4.9 there exists a sequence of classical supersolutions \( \{u_n\}_{n \in \mathbb{N}^+} \) (respectively, subsolutions \( \{v_n\}_{n \in \mathbb{N}^+} \) ) associated with \( (G, D(G)) \) to (4.1) converging uniformly to the value function \( V \) from above (respectively, below) as \( n \to \infty \). Then for any \( x \in \mathcal{E} \), we have

\[
w_1(x) \geq \sup_{v \in H_{sub}} v(x) \geq \limsup_{n \to \infty} v_n(x) = V(x),
\]

\[
w_2(x) \leq \inf_{u \in H_{sup}} u(x) \leq \liminf_{n \to \infty} u_n(x) = V(x).
\]

Therefore, \( w_1 \geq V \geq w_2 \). The proof is completed. \( \square \)

5. Uniqueness of Viscosity Solution for Noncompact State Space

Both Assumption 2.10 and compactness condition in Theorem 4.3 give sufficient conditions to prove the existence and uniqueness of the viscosity solution using probabilistic and analytical techniques. However, the compactness of \( \mathcal{E} \) is not always satisfied for some interesting Feller processes used in practice, for example Lévy processes on \( \mathbb{R}^n \) and one dimension diffusions on \( [0, \infty) \); see Section 4.1 and Section 4.2. Thus, Theorem 4.3 is not immediately applicable for such processes. In addition, since a Feller semigroup is not necessarily conservative, its generator \( (\mathcal{L}, D(\mathcal{L})) \) may not have a corresponding Feller process \( X \). In this section, we do not assume the existence of a Feller process (confer conditions (2) and (3) in Assumption 2.10) and neither do we assume the compactness of \( \mathcal{E} \). We first extend the given Feller semigroup on \( C_0(\mathcal{E}) \) to a conservative Feller semigroup on \( C(\mathcal{E}_0) \). From this we construct an associated Feller process with the aim of characterizing a viscosity solution associated with a core \( (G, D(G)) \) of any infinitesimal generator.
Recall that $\mathbb{E}_\partial := \mathbb{E} \cup \{\partial\}$ is the one point compactification of $\mathbb{E}$. We now extend the Feller semigroup $\{P_t\}_{t \geq 0}$ on $\mathcal{C}_0(\mathbb{E})$ to a semigroup $\{\tilde{P}_t\}_{t \geq 0}$ on $\mathcal{C}(\mathbb{E}_\partial)$ defined by

$$\tilde{P}_t w(x) := \begin{cases} P_t(w - w(\partial))|_{\mathbb{E}}(x) + w(\partial) & \text{for any } x \in \mathbb{E}, \\ w(\partial) & \text{otherwise}, \end{cases}$$ (5.1)

where $w \in \mathcal{C}(\mathbb{E}_\partial)$ and $t \geq 0$. Here $f|_\mathbb{E}$ is the restriction of the function $f$ on $\mathbb{E}$. It follows from Lemmas 17.13 and 17.14 that $\{\tilde{P}_t\}_{t \geq 0}$ is a conservative Feller semigroup. Furthermore, for a conservative Feller semigroup, there always exists a Feller process $X = (\Omega, \mathcal{F}, \mathcal{F}_t, X_t, \theta_t, \mathbb{P}^x)$ on the state space $(\mathbb{E}_\partial, \mathbb{E}_\partial)$ such that

$$\tilde{P}_t w(x) := \mathbb{E}^x [w(X_t)] \quad \text{for } w \in B(\mathbb{E}) \text{ and } x \in \mathbb{E}_\partial.$$ (5.2)

This enables to link any Feller semigroup on $\mathcal{C}_0(\mathbb{E})$ with a Feller process whose state space $\mathbb{E}_\partial$ is the one-point compactification of $\mathbb{E}$. Hence, Theorem 4.3 could also be useful in this case. We first show the relation between the infinitesimal generator of the Feller semigroup $\{P_t\}_{t \geq 0}$ and that of its extension $\{\tilde{P}_t\}_{t \geq 0}$. We recall the definition of $\mathcal{C}_\ast(\mathbb{E})$:

$$\mathcal{C}_\ast(\mathbb{E}) := \{w \in \mathcal{C}(\mathbb{E}); w \text{ is converges at infinity}\}.$$ For any $w \in \mathcal{C}_\ast(\mathbb{E})$, $w$ has a continuous extension $\tilde{w}$ in $\mathbb{E}_\partial$. Assume that $\mathbb{E}$ is not compact, then by one-point compactification technique, $\mathbb{E}$ is a dense open subset of $\mathbb{E}_\partial$ and $w$ converges to a unique limit $C$ at infinity. Thus, we can define the unique continuous extension $\tilde{w} \in \mathcal{C}(\mathbb{E}_\partial)$ of $w \in \mathcal{C}_\ast(\mathbb{E})$ by

$$\tilde{w}(x) := \begin{cases} w(x) & \text{for any } x \in \mathbb{E}, \\ C & \text{for } x = \partial. \end{cases}$$ (5.3)

If $\mathbb{E}$ is compact and $\partial$ is an isolated point, we simply define the continuous extension of $w \in \mathcal{C}_\ast(\mathbb{E})$ by

$$\tilde{w}(x) := \begin{cases} w(x) & \text{for } x \in \mathbb{E}, \\ 0 & \text{for } x = \partial. \end{cases}$$ (5.4)

### 5.1. Main Results

In this section, we present the main results. We first define the following operator $(\mathcal{G}^\ast, D(\mathcal{G}^\ast))$ defined by

$$D(\mathcal{G}^\ast) := \{u \in \mathcal{C}_\ast(\mathbb{E}); u - \tilde{u}(\partial) \in D(\mathcal{G})\},$$

$$\mathcal{G}^\ast u := \mathcal{G}(u - \tilde{u}(\partial)) \text{ for each } u \in D(\mathcal{G}^\ast).$$ (5.5)

When $\mathbb{E}$ is compact, it follows from (5.4) that $(\mathcal{G}^\ast, D(\mathcal{G}^\ast)) = (\mathcal{G}, D(\mathcal{G}))$. The proof of Theorem 4.3 relies on Theorem 4.2 and the following key result.

**Proposition 5.1.** Suppose that $(\mathcal{G}, D(\mathcal{G}))$ is a core of the Feller semigroup $\{P_t\}_{t \geq 0}$, $a > 0$ and $f, g \in \mathcal{C}_\ast(\mathbb{E})$ (When $\mathbb{E}$ is compact, we additionally assume that $1 \in D(\mathcal{G})$.) Then there exists a unique function $w \in \mathcal{C}_\ast(\mathbb{E})$ with boundary condition $\tilde{w}(\partial) = \max(\tilde{f}(\partial), \tilde{g}(\partial))$ such that $w$ is a viscosity solution associated with $(\mathcal{G}^\ast, D(\mathcal{G}^\ast))$ to

$$\min(a w - \mathcal{G}^\ast w - f, w - g) = 0.$$ (5.6)

Moreover, the extension $\tilde{w} \in \mathcal{C}(\mathbb{E}_\partial)$ is the unique viscosity solution associated with $(\tilde{\mathcal{G}}, D(\tilde{\mathcal{G}}))$ (defined by (5.13)) to

$$\min(a \tilde{w} - \tilde{\mathcal{G}} \tilde{w} - \tilde{f}, \tilde{w} - \tilde{g}) = 0,$$ (5.7)

where $(\tilde{\mathcal{G}}, D(\tilde{\mathcal{G}}))$ is the core of Feller semigroup $\{\tilde{P}_t\}_{t \geq 0}$ on $\mathcal{C}(\mathbb{E}_\partial)$ defined by (5.1).

**Proof.** See Section 5.2.1. □
Remark 5.2. The above proposition is used to show uniqueness of viscosity solution when the generator is given by an infinitesimal generator of a Feller semigroup rather than a Feller process. Let us emphasize that we need not this Feller semigroup to be conservative nor on a compact state space $E$; see for example Corollary 7.7.

The main results of this section are the following.

**Theorem 5.3.** Suppose Assumption 2.10 holds. Then the value function $V$ defined by (2.6) is the unique viscosity solution $w \in C_b(E)$ associated with $(\mathcal{G}^*, D(\mathcal{G}^*))$ to
\[ \min(aw - \mathcal{G}^*w, f, w - g) = 0. \]

**Proof.** See Section 5.2.2. \hfill \Box

**Theorem 5.4.** Suppose Assumption 2.10 holds. Let $w_1 \in USC(E)$ and $w_2 \in LSC(E)$ be the viscosity subsolution and supersolution associated with $(\mathcal{G}^*, D(\mathcal{G}^*))$ to (5.8), respectively. If $w_1$ and $w_2$ are bounded from above and below, respectively, then, $w_1 \leq w_2$.

**Remark 5.5.** The operator $(\mathcal{G}^*, D(\mathcal{G}^*))$ in Theorem 5.3 always contains the constant function by construction. If one chooses an operator that does not contain this function, then the uniqueness might not hold as illustrated below.

**Example 5.6** (Non uniqueness of viscosity solution). Let $X$ be a standard Brownian motion on $\mathbb{R}$ and choose $\left(\frac{1}{2}D_{xx}, C_c^\infty(\mathbb{R})\right)$ as its core. By definition, the domain of this operator does not contain constant functions. Set $f > 0 \in C_0(\mathbb{R})$ and $g = 0$ in the optimal stopping problem. Then, the value function defined by (2.6) is reduced to
\[ V(x) := \sup_{\tau \in \mathcal{T}} \mathbb{E}^x \left[ \int_0^\tau e^{-as} f(X(s)) \, ds \right] = J_x(\tau^*) = R_a f(x) \]
(5.9)
for $x \in \mathbb{R}$ and the optimal stopping time strategy is $\tau^* = \infty$. By Theorem 3.1, $V = R_a f \in C(\mathbb{R})$ is a viscosity solution associated with $(\frac{1}{2}D_{xx}, C_c^\infty(\mathbb{R}))$ to
\[ \min(aw - \frac{1}{2} D_{xx}w, f, w) = 0. \]

Let $c > 0$ and set $w = cR_a f > 0$. We claim that there is no $\phi \in C_c^\infty(\mathbb{R})$ such that $\phi - w$ has a global minimum equal 0 at $x_0 \in \mathbb{R}$. Indeed assume that there exists $x_0 \in \mathbb{R}$ such that
\[ \phi(x_0) - w(x_0) = 0 \leq \phi(x) - w(x) \quad \text{for all} \quad x \in \mathbb{R}. \]
(5.10)
Since $\phi$ is of compact support, there exists $y_0 \in \mathbb{R}$ such that $\phi(y_0) = 0$. Choose $x = y_0$ then $\phi(y_0) - w(y_0) = -w(y_0) < 0$. This contradict the fact that $\phi - w$ has a global minimum equal 0 at $x_0$. Since $c > 0$ is chosen arbitrarily, it follows that for every strictly positive function $f$, the function $w$ defined by $w := cR_a f > 0$ is a viscosity subsolution.

On the other hand, let $(\mathcal{L}, D(\mathcal{L}))$ be the infinitesimal generator of the standard Brownian motion. Let $c \geq 1$ and set $w = cR_a f \in D(\mathcal{L})$. Let us show that $w$ is a classical supersolution associated with $(\mathcal{L}, D(\mathcal{L}))$ to
\[ \min(aw - \mathcal{L}w, f, w) = 0, \]
Indeed, we have
\[ \min(aw - \mathcal{L}w, f, w) = \min(cf - f, R_a f) \geq 0. \]
The equality follows by (2.3) and the inequality follows since $c \geq 1$. Hence by Lemma 4.5, $w = cR_a f \in D(\mathcal{L})$ is a viscosity supersolution associated with $(\mathcal{L}, D(\mathcal{L}))$. Thus, it is also a
Lemma 5.9. Suppose the assumptions in Proposition 5.1 hold. Assume that 
for \( c \geq 1 \) the function \( w = cR_\infty f \) is a viscosity solution associated with 
\((\frac{1}{2}D_{xx}, \mathcal{C}_c^\infty(\mathbb{R}))\). Since \( c \in [1, \infty) \) is arbitrarily chosen, the uniqueness is not satisfied. □

Remark 5.7. It is worth mentioning that by Theorem 5.3, the viscosity solution associated with 
\((\frac{1}{2}D_{xx}, D(G^*))\) (where \( D(G^*) := \{ v \in \mathcal{C}_*(\mathbb{R}); v - \tilde{v}(\partial) \in \mathcal{C}_c^\infty(\mathbb{R}) \} \)) is unique (see Corollary 7.3).

5.2. Proof of the Main results.

5.2.1. Proof of Proposition 5.1. Before proving the main results, we need some preliminary results. We start with the following lemma that gives the relation between the infinitesimal generator of the Feller semigroup \( \{P_t\}_{t \geq 0} \) and that of its extension \( \{\tilde{P}_t\}_{t \geq 0} \).

Lemma 5.8. Let \( \{P_t\}_{t \geq 0} \) be a Feller semigroup on \( \mathcal{C}_0(\mathbb{E}) \), whose infinitesimal generator is 
\((\mathcal{L}, D(\mathcal{L}))\) with a core \((\tilde{G}, D(\tilde{G}))\). Given the Feller semigroup \( \{\tilde{P}_t\}_{t \geq 0} \) defined by \((5.1)\), its infinitesimal generator \((\tilde{L}, D(\tilde{L}))\) satisfies

\[
\tilde{L}w = \mathcal{L}((w - w(\partial))|_{\mathbb{E}}) \quad \text{for each} \ w \in D(\tilde{L}),
\]

with

\[
D(\tilde{L}) = \{ w \in \mathcal{C}(\mathcal{E}_\partial); (w - w(\partial))|_{\mathbb{E}} \in D(\mathcal{L}) \}.
\]

Furthermore, suppose \((\tilde{G}, D(\tilde{G}))\) is the restriction of \((\tilde{L}, D(\tilde{L}))\) on \( D(\tilde{G}) \) with

\[
D(\tilde{G}) := \{ w \in \mathcal{C}(\mathcal{E}_\partial); (w - w(\partial))|_{\mathbb{E}} \in D(\mathcal{G}) \}
\]

\[
\tilde{G}w := \mathcal{G}((w - w(\partial))|_{\mathbb{E}}) \quad \text{for} \ w \in D(\tilde{G})
\]

Then \((\tilde{G}, D(\tilde{G}))\) is also the core of the Feller semigroup \( \{\tilde{P}_t\}_{t \geq 0} \).

Proof. See Appendix B. □

Since \( \{\tilde{P}_t\}_{t \geq 0} \) defined by \((5.1)\) is a conservative Feller semigroup, we know \[7, \text{Theorem I.9.4}\] that there exists a corresponding Feller process \( \tilde{X} \) whose transition semigroup is \( \{\tilde{P}_t\}_{t \geq 0} \) with the compact state space \( \mathbb{E}_\partial \). \( \tilde{X} \) is also a standard Markov process. Define the value function \( \tilde{V} \) of \( \tilde{X} \) by

\[
\tilde{V}(x) := \sup_{\tau} \mathbb{E}^x \left[ \int_0^\tau e^{-as} \tilde{f}(\tilde{X}_s) \, ds + e^{-a\tau} \tilde{g}(\tilde{X}(\tau)) \right] \quad \text{for} \ x \in \mathbb{E}_\partial.
\]

One can check that all the conditions in Assumption 5.10 are fulfilled. In fact, \( \mathbb{E}_\partial \) is compact; using Lemma 5.8 \((\tilde{G}, D(\tilde{G}))\) defined by \((5.13)\) is the core of the Feller process \( \tilde{X} \) and \( f, g \in \mathcal{C}_*(\mathbb{E}) \) implies \( \tilde{f}, \tilde{g} \in \mathcal{C}(\mathbb{E}_\partial) \). Then, by Theorem 4.3 the above value function \( \tilde{V} \in \mathcal{C}(\mathbb{E}_\partial) \) is the unique viscosity solution associated with \((\tilde{G}, D(\tilde{G}))\) to

\[
\min(a\tilde{w} - \tilde{G}\tilde{w} - \tilde{f}, \tilde{w} - \tilde{g}) = 0.
\]

Lemma 5.9. Suppose the assumptions in Proposition 5.1 hold. Assume that \( w \in \text{USC}(\mathbb{E}) \) 
(respectively, \( \text{LSC}(\mathbb{E}) \)) is a viscosity subsolution (respectively, supersolution) associated with 
\((G^*, D(G^*))\) to \((5.8)\). Define the extension \( \tilde{w} \) on \( \mathbb{E}_\partial \) by

\[
\tilde{w} := \begin{cases} 
               w(x) & \text{for} \ x \in \mathbb{E} \\
               \max(\tilde{f}(\partial), \tilde{g}(\partial)) & \text{for} \ x = \partial.
\end{cases}
\]
If $\tilde{w} \in USC(E_0)$ (respectively, $LSC(E_0)$), then $\tilde{w}$ is a viscosity subsolution (respectively, supersolution) associated with $(\tilde{G}, D(\tilde{G}))$ to (5.15).

Proof. Let $w \in USC(E)$ be a viscosity subsolution associated with $(G^*, D(G^*))$ to (5.6). We want to show that $\tilde{w} \in USC(E_0)$ is also a viscosity subsolution associated with $(\tilde{G}, D(\tilde{G}))$ to (5.15). Let $\phi \in D(\tilde{G})$ such that $\phi - \tilde{w}$ has a global minimum at $x$ in $E_0$ with $\phi(x) = \tilde{w}(x)$, we want to show that

$$\min (a\phi(x) - \tilde{G}\phi(x) - \tilde{f}(x), \phi(x) - \tilde{g}(x)) \leq 0. \quad (5.17)$$

We distinguish two cases:

(a) Assume that $x = \partial$ (an absorbing point). Then, $\tilde{G}\phi(\partial) = 0$ for all $\phi \in D(\tilde{G})$. In addition, since $\tilde{w}(\partial) \leq \max(\tilde{f}(\partial)/a, \tilde{g}(\partial))$, (5.17) is satisfied.

(b) Assume that $x \in E$. Define $\phi^* \in C_*(E)$ by $\phi^* := \phi|_E$. Since $\phi \in D(\tilde{G})$, it follows from (5.13) that $\phi^* - \phi(\partial) \in D(\tilde{G})$. In addition, we claim that $\phi^* \in D(\tilde{G}^*)$.

To see this, we first assume that $E$ is not compact. Then $\phi(\partial) = \phi^*(\partial)$ and thus $\phi^* - \tilde{\phi}^*(\partial) = (\phi - \phi(\partial))|_E \in D(\tilde{G})$ (since $\phi \in D(\tilde{G})$). Hence $\phi^* \in D(\tilde{G}^*)$. Next, we assume that $E$ is compact. In this case, $\phi \in D(\tilde{G})$ means $\phi \in C(E_0)$ and $(\phi - \phi(\partial))|_E \in D(E)$, that is, $|\phi|_E - \phi(\partial) \in D(G)$. Therefore, since $\phi^*(\partial) = 0$ by the compactness of $E$ and $\phi^* \in D(\tilde{G})$, it follows from (5.5) that $\phi^* \in D(\tilde{G}^*)$. The claim is thus proved.

Next, recall that $\phi - \tilde{w}$ has a global minimum at $x$ in $E_0$ with $\phi(x) = \tilde{w}(x)$. Hence, using $\phi^* := |\phi|_E$ and $w = \tilde{w}|_E$, it follows that $\phi^* - w$ has a global minimum at $x$ in $E$ with $\phi^*(x) = w(x)$. Combining this with the fact that $\phi^* \in D(G^*)$, and since $w$ is viscosity subsolution associated with $(G^*, D(G^*))$ to (5.6), we have

$$\min (a\phi^*(x) - G^*\phi^*(x) - f(x), \phi^*(x) - g(x)) \leq 0. \quad (5.18)$$

Since $f = \tilde{f}|_E, g = \tilde{g}|_E$ and $\phi^* = \phi|_E$, in order to prove that (5.17) holds when $x \in E$, it is enough to show that

$$\tilde{G}\phi(x) \geq G^*\phi^*(x). \quad (5.19)$$

It follows from (5.13) (respectively, (5.5)) that $\tilde{G}\phi^*(x) = G(\tilde{\phi}^* - \tilde{\phi}^*(\partial))|_E(x)$ (respectively, $G^*\phi^*(x) = G(\phi^* - \phi^*(\partial))(x)$) and thus $\tilde{G}\phi^*(x) = G^*\phi^*(x)$. That is, (5.19) becomes

$$\tilde{G}\phi(x) \geq G^*\phi^*(x). \quad (5.20)$$

Two cases are distinguished.

(i) Assume that $E$ is not compact. By the uniqueness of the extension, we have $\phi = \tilde{\phi}^*$ and $\tilde{G}\phi(x) = \tilde{G}\tilde{\phi}^*$. 

(ii) Assume that $E$ is compact. By the definition of $\tilde{\phi}^*$ (see (5.4)), we have $\tilde{\phi}^*(y) = \phi(y)$ for any $y \in E$ and $\tilde{\phi}^*(\partial) = 0$. In addition, since $\phi - \tilde{w}$ has a global minimum at $x$ in $E_0$ and $w \in USC(E)$, we have $\phi(y) \geq \tilde{w}(y)$ for any $y \in E_0$ and thus $\phi(\partial) \geq \tilde{w}(\partial) = \max(\tilde{f}(\partial)/a, \tilde{g}(\partial)) = 0 = \tilde{\phi}^*(\partial)$, since $E$ is compact. This indicates that $\tilde{\phi}^* - \phi$ has a positive maximum equal 0 at $x$ in $E_0$. Since $(\tilde{G}, D(\tilde{G}))$ is the core of $(\tilde{L}, D(\tilde{L}))$ (see Lemma 5.8), it follows from Theorem 2.7 that, $(\tilde{G}, D(\tilde{G}))$ satisfies the positive maximum principle and thus $\tilde{G}\phi(x) \geq \tilde{G}\tilde{\phi}^*(x)$.

The viscosity supersolution can be proved in a similar way. 

\[\square\]
Proof of Proposition 5.1. (1) We will prove that $V := \tilde{V}|_E$ is a viscosity solution in $C_*(E)$ associated with $(G^*, D(G^*))$ to (5.6). We first prove that $V$ is a viscosity subsolution associated with $(G^*, D(G^*))$ to (5.6). Let $x \in E$ and $\psi \in D(G^*)$ such that $\psi - v_e$ has a global minimum at $x$ with $\psi(x) = V(x)$. There are two cases: (i) Suppose that $E$ is compact. Then $\tilde{\psi}(\partial) - V(\partial) = 0$. (ii) Suppose that $E$ is not compact. Since $E$ is a dense open subset of $E_\theta$, we have $\tilde{\psi}(\partial) - V(\partial) \geq 0$.

It follows that $\tilde{\psi} - \tilde{V}$ has a global minimum at $x$ in $E_\theta$ with $\tilde{\psi}(x) = \tilde{V}(x)$. Moreover, since $\psi \in D(G^*)$, then by the definition (5.5) of $D(G^*)$, we have $\psi - \tilde{\psi}(\partial) \in D(G)$. Hence, $(\psi - \tilde{\psi}(\partial))|_{E} \in D(G)$. Therefore, $\psi \in D(G)$ by the definition (5.13) of $D(G)$. Since the value function $\tilde{V}$ defined by (5.14) is a viscosity subsolution associated with $(\tilde{G}, D(\tilde{G}))$ to (5.15), we have

$$\min (a\tilde{\psi}(x) - \tilde{G}\tilde{\psi}(x) - \tilde{f}(x), \tilde{\psi}(x) - \tilde{g}(x)) \leq 0.$$ 

Furthermore, since $x \in E$, using (5.13), we have $\tilde{\psi}(x) = G(\psi - \tilde{\psi}(\partial))|_{E}(x)$, and using (5.3), we have $G^*\psi(x) = G(\psi - \tilde{\psi}(\partial))(x)$. Hence, $\tilde{\psi}(x) = G^*\psi(x)$. Therefore,

$$\min (a\psi(x) - G^*\psi(x) - f(x), \psi(x) - g(x)) \leq 0.$$

We can also prove in a similar way that $V$ is a viscosity supersolution. The existence is then proved, that is, $V = \tilde{V}|_E$ is a viscosity solution associated with $(G^*, D(G^*))$ to (5.6).

(2) Next, we show that $\tilde{V}|_E$ is the unique viscosity solution associated with $(G^*, D(G^*))$. The idea here is to prove that if $w \in C_*(E)$ is a viscosity solution associated with $(G^*, D(G^*))$ to (5.6), then $\tilde{w} \in C(E_\theta)$ is a viscosity solution associated with $(\tilde{G}, D(\tilde{G}))$ to (5.15). Hence, the result will follow since the viscosity solution associated with $(\tilde{G}, D(\tilde{G}))$ to (5.15) is unique. Using Lemma 5.9 if $w \in C_*(E)$ is a viscosity solution associated with $(G^*, D(G^*))$ to (5.6), its extension $\tilde{w}$ is the unique viscosity solution associated with $(\tilde{G}, D(\tilde{G}))$ to (5.15) which is the value function $V$ defined by (5.14). This completes the proof of the uniqueness and the proposition.

5.2.2. Proof of Theorem 5.3. For $E$ compact, since $C_0(E) = C_0(E)$, the existence and uniqueness follow Theorem 4.3. Thus, we only need to consider the case $E$ not compact.

Existence: Using Theorem 5.1, the viscosity solution associated with $(G^*, D(G^*))$ to (5.8) is the value function provided that $(G^*, D(G^*))$ is an $a$-generator.

Let us show that $(G^*, D(G^*))$ is an $a$-generator. By Dynkin’s formula and the argument preceding Corollary 3.3, we have $(\tilde{G}, D(\tilde{G}))$ is an $a$-generator. Let us consider the restriction of $(G^*, D(G^*))$ to the space of constant functions. Since $E$ is not compact, using (5.3), we have $G^*1 = G0 = 0$. Hence $\{S_1(t)\}_{t \geq 0}$ given by (2.11) (with $w = 1$) is an $(\mathcal{F}_t, P^x)$ uniformly integrable martingale for $a > 0$ and thus $(G^*, D(G^*))$ is an $a$-generator.

Uniqueness: For the uniqueness, let $\{\phi_n\}_{n \in \mathbb{N}}$ be an increasing sequence in $C_0(E)$ converging pointwisely to the constant function $1$. By Dini’s theorem, $\{\phi_n\}_{n \in \mathbb{N}}$ converges to 1 locally uniformly. Let $C \geq \max(\|f\|_\infty, \|g\|_\infty)$. Define $f_n^- := \phi_n \cdot (f + C) - C$ and $g_n^- := \phi_n \cdot (g + C) - C$. Then $\{f_n^-\}_{n \in \mathbb{N}}$ and $\{g_n^-\}_{n \in \mathbb{N}}$ are in $C_*(E)$ and increasing.

Let $w \in C_0(E)$ be a viscosity solution associated with $(G^*, D(G^*))$ to (5.8), which satisfies $w \geq -C$, and define

$$w_n^-(x) := \sup_{\tau} E^x \left[ \int_0^\tau e^{-\alpha s} f_n^-(X(s)) ds + e^{-\alpha \tau} g_n^-(X(\tau)) \right].$$
By the existence proof, \( w_n^- \) is a viscosity solution to
\[
\min(aw_n^- - G^*w_n^- - f_n^- , w_n^- - g_n^-) = 0. \tag{5.21}
\]
Since \( f \geq f_n^- \) and \( g \geq g_n^- \) in \( E \), \( w \) is a viscosity supersolution to (5.21). Therefore, by Lemma 5.9, \( w \geq w_n^- \) for all \( n \in \mathbb{N} \).

Similarly, let \( f_n^+ := \phi_n \cdot (f - C) + C \) and \( g_n^+ := \phi_n \cdot (g - C) + C \) and \( w_n^+ \) is
\[
w_n^+(x) := \sup_x E^x \left[ \int_0^\tau e^{-\alpha s} f_n^+(X(s))ds + e^{-\alpha \tau} g_n^+(X(\tau)) \right].
\]
It is the viscosity solution to
\[
\min(aw_n^+ - G^*w_n^+ - f_n^+ , w_n^+ - g_n^+) = 0. \tag{5.22}
\]
Then, similarly, since \( w \leq C \) and \( w \) is the viscosity subsolution to (5.22), by Lemma 5.9, then \( w \leq w_n^+ \).

Therefore, since \( w_n^+ \geq w \geq w_n^- \) for all \( n \in \mathbb{N} \), to prove the uniqueness, it is enough to show that \( \lim_{n \to \infty} w_n^+(x) = \lim_{n \to \infty} w_n^-(x) = V(x) \). We have the following inequalities,
\[
V(x) - w_n^-(x) \leq \sup_{\tau} E^x \left[ \int_0^\tau e^{-\alpha s} (1 - \phi_n(X(s))) (f(X(s)) - \|f\|\infty)ds + e^{-\alpha \tau} (1 - \phi_n(X(\tau))) \right]
\leq \sup_{\tau} E^x \left[ \int_0^\tau e^{-\alpha s} (1 - \phi_n(X(s))) \|f\|\infty ds + e^{-\alpha \tau} (1 - \phi_n(X(\tau))) \|g\|\infty \right]
\leq C \left\{ R_a(1 - \phi_n)(x) + \sup_{\tau} E^x [e^{-\alpha \tau} (1 - \phi_n(X(\tau))] \right\}.
\]

By [32, Theorem 3.2], we know that \( R_a(1 - \phi_n) \) converges to 0 locally uniformly. Then, we only need to prove that \( \{u_n\}_{n \geq 0} \) with \( u_n(x) := \sup_x E^x [e^{-\alpha \tau} (1 - \phi_n(X(\tau))] \) converges to 0 locally uniformly. As shown in [23, Proposition 2.1], for any compact set \( K \subseteq E \), \( T > 0 \), and \( \varepsilon > 0 \), there exists a compact set \( L_\varepsilon \subseteq E \) such that
\[
\sup_{x \in K} P^x(X(s) \not\in L_\varepsilon \text{ for some } t \in [0,T]) < \varepsilon. \tag{5.23}
\]

Therefore for any \( \mathcal{F}_t \)-stopping time \( \tau \), for all \( x \in K \), we have
\[
E^x [e^{-\alpha \tau} (1 - \phi_n(X(\tau))] = E^x [e^{-\alpha \tau} (1 - \phi_n(X(\tau))]_T + e^{-\alpha \tau} (1 - \phi_n(X(\tau))]_T
\leq E^x [e^{-\alpha \tau} (1 - \phi_n(X(\tau))]_T + e^{-\alpha \tau} T
\leq E^x [e^{-\alpha \tau} (1 - \phi_n(X(\tau))]_T + \mathbf{1}_{\{X(s) \not\in L_\varepsilon \text{ for some } t \in [0,T] \}}
+ E^x [e^{-\alpha \tau} (1 - \phi_n(X(\tau))]_T \mathbf{1}_{\{X(s) \in L_\varepsilon \text{ for all } t \in [0,T] \}} + e^{-\alpha \tau} T
\leq \varepsilon + \sup_{x \in L_\varepsilon} (1 - \phi_n(x)) + e^{-\alpha \tau} T.
\]

Since \( L_\varepsilon \) is compact and \( \{\phi_n\}_{n \in \mathbb{N}} \) converges to 1 locally uniformly, \( \sup_{x \in L_\varepsilon} (1 - \phi_n(x)) \) converges to 0 as \( n \to \infty \). Since \( \varepsilon, K \) and \( T \) are all arbitrarily chosen, \( u_n \) converges to 0 locally uniformly. Therefore, \( \{w_n^-\}_{n \in \mathbb{N}} \) converges to \( V \) locally uniformly. Similarly, we have \( \{w_n^+\}_{n \in \mathbb{N}} \) converges to \( V \) locally uniformly. This completes the proof of the uniqueness. \( \square \)
6. Structure of the optimal stopping value functions

In this section, we related the viscosity solution to some existing results, using martingale approach. First, we introduce some preliminary lemmas.

**Lemma 6.1.** Given \( u \in LSC(E) \) (respectively, \( u \in USC(E) \)), define the process \( \{M(t)\}_{t \geq 0} \) by

\[
M(t) := e^{-at}u(X(t)) + \int_0^t e^{-as}f(X(s))ds.
\]

Suppose there exists an open subset \( O \subseteq E \) such that \( \{M(t \wedge \tau_O)\}_{t \geq 0} \) is a \( (\mathcal{F}_t, P^x) \) uniformly integrable supermartingale (respectively, submartingale) for all \( x \in O \). Then, the following claims hold.

1. For all \( \phi \in D(G^*) \) such that \( \phi - u \) has a global maximum (respectively, minimum) at \( x_0 \in O \) with \( \phi(x_0) = u(x_0) \),

\[
a\phi(x_0) - G^*\phi(x_0) - f(x_0) \leq (\geq)0.
\]

2. Additionally, suppose there exists a subset \( K_0 \subseteq E \) such that \( X \) satisfies \( P^{x_0} [X(\tau_O) \in K_0] = 1 \) for some \( x_0 \in O \). Then for all \( \psi \in D(G^*) \) such that \( \psi - w \) has a maximum (respectively, minimum) in \( K_0 \) at \( x_0 \) with \( \psi(x_0) = w(x_0) \), we have

\[
a\phi(x_0) - G^*\psi(x_0) - f(x_0) \leq (\geq)0.
\]

**Proof.** The proof is similar as the proof of Theorem 3.1. Here, we only prove the statement (2) since the statement (1) follows when \( K_0 = E \) in the statement (2). Let \( \psi \in D(G^*) \) such that \( \psi - u \) has a maximum (respectively, minimum) in \( K_0 \) at \( x_0 \) with \( \psi(x_0) = u(x_0) \). Let the process \( \{S(t)\}_{t \geq 0} \) be defined by

\[
S(t) := e^{-at}\psi(X(t)) + \int_0^t e^{-as}(a\psi(X(s)) - G^*\psi(X(s)))ds.
\]

By Dynkin formula, since \( \psi \in D(G^*) \), \( \{S(t)\}_{t \geq 0} \) is a \( (\mathcal{F}_t, P^{x_0}) \) uniformly integrable martingale. We first assume \( x_0 \) is a point not absorbing. Let \( \delta > 0 \) and \( \tau_\delta \) defined by (3.3). Since \( \{M(t \wedge \tau_O)\}_{t \geq 0} \) is a \( (\mathcal{F}_t, P^{x_0}) \) uniformly integrable supermartingale, we have

\[
u(x_0) \geq E^{x_0} \left[ \int_0^{\tau_\delta} e^{-as}f(X(s))ds + e^{-a\tau_\delta}u(X(\tau_\delta)) \right]
\]

\[
\geq E^{x_0} \left[ \int_0^{\tau_\delta} e^{-as}f(X(s))ds + e^{-a\tau_\delta}\psi(X(\tau_\delta)) \right]
\]

\[
\geq E^{x_0} \left[ \int_0^{\tau_\delta} e^{-as}(f(X(s)) + G^*\psi(X(s)) - a\psi(X(s)))ds \right] + \psi(x),
\]

where the last inequality follows from the optional stopping theorem. Thus (6.3) is proved in an analogous way as (6.3) in Theorem 3.1. The case the non-absorbing point \( x_0 \) can be proved the same way as in Theorem 3.1. \( \square \)

**Corollary 6.2.** Let \( u \in LSC(E) \) be bounded from the below. Suppose that its corresponding process \( \{M(t)\}_{t \geq 0} \) defined by (6.1) is a supermartingale. If \( u \geq g \), then \( u \) is a viscosity supersolution to

\[
\min(aw - G^*w - f, w - g) = 0
\]

and \( u \geq V \), where \( V \) is the value function defined by (2.6).
Proof. Since \( \{M(t)\}_{t \geq 0} \) is a supermartingale, by Lemma 6.1, \( u \) is a viscosity supersolution associated with \( (G^*, D(G^*)) \) to

\[
aw - G^*w - f = 0.
\]

Since \( u \geq g \), \( u \) is also a viscosity supersolution to

\[
\min(aw - G^*w - f, w - g) = 0.
\]

By the comparison principle (see Theorem 5.4), we have \( u \geq V \).

\[ \square \]

**Corollary 6.3.** Let \( u \in USC(E) \) be bounded from above. Suppose there exists an open subset \( O \subset E \) such that its corresponding process \( \{M(t \wedge T_O)\}_{t \geq 0} \) defined by (6.1) is a submartingale.

1. If \( u(x) \leq g(x) \) for all \( x \notin O \), then \( u(y) \leq V(y) \) for all \( y \in O \), where \( V \) is the value function defined by (2.6).

2. Additionally, suppose there exists a subset \( \bar{O} \subset K_0 \subset E \) such that \( X \) satisfies \( P^x [X(T_O) \in K_0] = 1 \) for all \( x \in O \). If \( u(x) \leq g(x) \) for all \( x \in K_0 \setminus O \), then \( u(y) \leq V(y) \) for all \( y \in O \).

Proof. As in Lemma 6.1 we give the proof of (2) and (1) by setting \( K_0 = E \). First define the function \( u_\_ \) by

\[
u_\-(x) := \begin{cases} u(x) & \text{for } x \in O \\ u(x) \wedge g(x) & \text{for } x \notin O. \end{cases}
\]

Since \( O \) is an open subset with \( \bar{O} \subset K_0 \), \( g \) is a continuous function and \( u(x) \leq g(x) \) for \( x \in K_0 \setminus O \), we have \( u_\_ \in USC(E) \).

Similarly with Corollary 6.2 by Lemma 6.1, \( u_\_ \) is a viscosity subsolution to

\[ aw(x) - G^*w(x) - f(x) = 0 \quad \text{for } x \in O. \]

Since \( u_\-(x) \leq g(x) \) for all \( x \notin O \), then \( u \) is a viscosity subsolution to

\[ \min(aw - G^*w - f, w - g) = 0. \]

By the comparison principle (see Theorem 5.4), we have \( u_\_ \leq V \) and then \( u(x) \leq V(x) \) for all \( x \in O \).

\[ \square \]

Combing Corollary 6.2 and Corollary 6.3, the following result suggests that the value function characterized in the proof of [1, Theorem 3.1] coincides with the viscosity solution to (5.6).

**Theorem 6.4.** Let \( u \in C_0(E) \) and \( O \subset E \) be an open subset. Suppose there exists a subset \( K_0 \) such that \( \bar{O} \subset K_0 \subset E \) and \( X \) satisfies \( P^x [X(T_O) \in K_0] = 1 \) for all \( x \in O \). Additionally, suppose the following hold.

1. \( \{M(t \wedge T_O)\}_{t \geq 0} \) is a uniformly integrable martingale,
2. \( \{M(t)\}_{t \geq 0} \) is a supermartingale,
3. \( u \geq g \) and \( u(x) = g(x) \) for \( x \in K_0 \setminus O \).

Then, \( u(x) = V(x) \) for all \( x \in O \).

The above theorem gives a classical method to find the optimal stopping value function using the martingale characterization. It is traditionally used for one-dimensional processes to find explicit solution for optimal stopping for diffusion. We should mention that the martingale approach usually does not require the continuity and boundedness of the reward functions \( f \) and \( g \). (See for example [3].)
7. Applications

7.1. Viscosity properties of value functions for optimal stopping problems. In this section, we apply the results to study viscosity properties for optimal stopping problems for some processes satisfying Assumption [2.10] and whose core fulfills the conditions of our main theorems. Let us mention that many traditional processes studied in the literature satisfy those assumptions. We revisit the optimal stopping using viscosity approach developed in the literature. To our knowledge, optimal stopping problems for Brownian motion jumping at boundary and semi-Markov process have not been studied in the literature using viscosity approach. Recall that the objective function is given by

\[ V(x) := \sup_{\tau} \mathbb{E}^x \left[ \int_0^\tau e^{-as} f(X(s)) ds + e^{-a\tau} g(X(\tau)) \right]. \]  

(7.1)

Let \( E \) be a space to be determined in each example. In this section, we always assume that \( a > 0 \) and \( f,g \in C_b(E) \).

We will first use Theorem [3.1] to show that the value function given by (7.1) is a viscosity solution. Let us start with Lévy processes on the state space \( E = \mathbb{R}^n \).

7.1.1. Lévy Processes. Here, we assume that \( X = \{X(t)\}_{t \geq 0} \) is a Lévy process on \( E = \mathbb{R}^n \). It is known (see for example [18, Theorem 17.10]) that \( X = \{X(t)\}_{t \geq 0} \) is a Feller process. Its core \( (\mathcal{G}_{\text{Lévy}}, D(\mathcal{G}_{\text{Lévy}})) \) is given by

\[ \mathcal{G}_{\text{Lévy}} w(x) = \ell \cdot \nabla w(x) + \frac{1}{2} \text{div} Q \nabla w(x) \]
\[ + \int_{\mathbb{R}^n \setminus \{0\}} (w(x + y) - w(x) - \nabla w(x) \cdot y 1_{|y| < 1}) \nu(dy), \]  

(7.2)

for \( x \in \mathbb{R}^n \) and \( w \in D(\mathcal{G}_{\text{Lévy}}) := C^\infty_0(\mathbb{R}^n) \), where \( \ell \in \mathbb{R}^n \) is a vector, \( Q \in \mathbb{R}^{n \times n} \) is a symmetric positive semi-definite matrix, \( \nu \) is a positive Radon measure satisfying \( \int_{\mathbb{R}^n \setminus \{0\}} \min\{||y||^2, 1\} \nu(dy) < \infty \) and \( C^\infty_0(\mathbb{R}^n) \) denotes the space of all infinitely differentiable functions and itself and all its derivatives belong to \( C_0(\mathbb{R}^n) \). We have the following result from Theorem [5.3].

**Proposition 7.1.** Assume that \( X = \{X(t)\}_{t \geq 0} \) is a Lévy process whose core \( (\mathcal{G}_{\text{Lévy}}, D(\mathcal{G}_{\text{Lévy}})) \) is described above. Then the value function \( V \) given by (7.1) is the unique viscosity solution \( w \in C_b(\mathbb{R}^n) \) associated with \( (\mathcal{G}^\ast_{\text{Lévy}}, D(\mathcal{G}^\ast_{\text{Lévy}})) \) to

\[ \min(aw - \mathcal{G}_{\text{Lévy}} w - f, w - g) = 0, \]  

(7.3)

where \( D(\mathcal{G}^\ast_{\text{Lévy}}) = \{v \in C_*(\mathbb{R}^n); v - \tilde{v}(\partial) \in C^\infty_0(\mathbb{R}^n)\} \).

**Remark 7.2.** Similar optimal stopping problem was studied in [1, 20]. In particular, the authors look at perpetual put options for one dimensional Lévy process with \( f = 0 \) and \( g(x) = K - e^{\beta x} \), where \( K > 0 \) and \( \beta > 0 \). More precisely, the value function has the following form

\[ V(x) := \sup_{\tau} \mathbb{E}^x [e^{-a\tau} (K - e^{\beta X(\tau)})^+]. \]  

(7.4)

Let us note that [1] used a martingale approach similar to Theorem [6.4] to prove that the value function is solution to a martingale problem. Alternatively, we can use Proposition [7.1] to show that the value function is the unique viscosity solution to the associated HJB equation.
Corollary 7.3. Assume that the process \(X = \{ B(t) \}_{t \ge 0} \) is a one dimensional standard Brownian motion, that is, a Feller process with state space \(E = \mathbb{R} \) and core \((\mathcal{G}_{BM}, D(\mathcal{G}_{BM}))\) given by
\[
D(\mathcal{G}_{BM}) := \{ u \in C_0(\mathbb{R}) \cap C^2(\mathbb{R}); \, D_xu, D_{xx}u \in C_0(\mathbb{R}) \},
\]
\[
\mathcal{G}_{BM}u(x) := \frac{1}{2} D_{xx}u(x) \text{ for } x \in \mathbb{R}.
\] 

Theorem 3.1 gives us the freedom to choose larger domains than \(D_0(\mathcal{G}^{BM})\), for example,
\[
D(\mathcal{G}^{BM}_0) :\{ u \in C_0(\mathbb{R}) \cap C^2(\mathbb{R}); \, D_xu, D_{xx}u \in C_0(\mathbb{R}) \},
\]
\[
D(\mathcal{G}^{BM}_b) :\{ u \in C_b(\mathbb{R}) \cap C^2(\mathbb{R}); \, D_xu, D_{xx}u \in C_b(\mathbb{R}) \},
\]
\[
D(\mathcal{G}^{BM}_p) :\{ u \in C^2(\mathbb{R}); \, D_{xx}u \in C_b(\mathbb{R}) \text{ and there exists } K > 0 \text{ such that } |u(x)|^2 \le K(1 + |x|^2) \text{ for all } x \in \mathbb{R} \}.
\]

Using Theorem 3.1 and Theorem 5.3, we have the following result:

**Corollary 7.3.** Assume that \(X = \{ B(t) \}_{t \ge 0} \) is a one dimensional standard Brownian motion. Then the value function \(V \) given by \(7.1\) is the unique viscosity solution \(w \in C_0(\mathbb{R})\) associated with \((\mathcal{G}_{BM}, D(\mathcal{G}_{BM}))\) (respectively, \((\mathcal{G}^{BM}_b), (\mathcal{G}^{BM}_p)\)) to
\[
\min(aw - \mathcal{G}_{BM}w - f, w - g) = 0.
\]

**Proof.** Let us first observe that \((\mathcal{G}_{BM}, D(\mathcal{G}^{BM}_0))\) corresponds to \((\mathcal{G}^*, D(\mathcal{G}^*))\) and \((\mathcal{G}^{BM}_b), (\mathcal{G}^{BM}_p))\) corresponds to \((\mathcal{G}, D(\mathcal{G}))\) in Theorem 5.3. Let \(w \in (\mathcal{G}_{BM}, D(\mathcal{G}^{BM}_0))\) (respectively, \((\mathcal{G}^{BM}_b), (\mathcal{G}^{BM}_p))\)). Using Itô’s formula, the process \(\{S_w(t)\}_{t \ge 0}\) given by
\[
S_w(t) := w(X_0) - e^{-at}w(X(t)) - \int_0^t e^{-as} \left(aw(X(s)) - \frac{1}{2} D_{xx}w(X(s)) \right)ds \text{ for } t \ge 0
\]
is a \((\mathcal{F}_t, \mathbb{P}^x)\)-uniformly integrable martingale for \(a > 0\) and \(x \in \mathbb{R}\). Using Definition 2.14 the operator \((\mathcal{G}_{BM}, D(\mathcal{G}^{BM}_0))\) (respectively, \((\mathcal{G}^{BM}_b), (\mathcal{G}^{BM}_p))\)) is an \(a\)-generator. Hence by Theorem 3.1 the value function \(V\) defined by \(7.1\) is a viscosity solution associated with \((\mathcal{G}^{BM}_b), (\mathcal{G}^{BM}_p))\) (respectively, \((\mathcal{G}^{BM}_b), (\mathcal{G}^{BM}_p))\)). The uniqueness follows from Theorem 5.3 since \((\mathcal{G}_{BM}, D(\mathcal{G}^{BM}_0))\) (respectively, \((\mathcal{G}^{BM}_b), (\mathcal{G}^{BM}_p))\)) corresponds to \((\mathcal{G}^*, D(\mathcal{G}^*))\).

In the next section we consider examples of one dimensional diffusion processes on the positive half line \(E = [0, \infty)\) that behave like a standard Brownian motion with different boundary behaviours at boundary 0.

7.1.2. **Diffusion on** \(E = [0, \infty)\). Let \(X = \{ X(t) \}_{t \ge 0} \) be a diffusion process on \([0, \infty)\). Then the generator \((\mathcal{G}_{BC}, D(\mathcal{G}_{BC}))\) of \(X = \{ X(t) \}_{t \ge 0} \) is given by
\[
D(\mathcal{G}_{BC}) := \{ u \in C_0([0, \infty)) \cap C^2([0, \infty)); \, D_xu, D_{xx}u \in C_0([0, \infty)) \},
\]
\[
\mathcal{G}_{BC}u(x) := \frac{1}{2} D_{xx}u(x) \text{ for } x \in [0, \infty).
\] 

The operator \((\mathcal{G}_{BC}, D(\mathcal{G}_{BC}))\) does not satisfy the positive maximum principle at 0 unless we add some appropriate conditions at boundary 0. Let us consider the following processes with appropriate domain.
(1) Reflected Brownian motion: $D(G_{ref}^+):=\{u \in D(G_{BC}); D_xu(0) = 0\}$; 
(2) Sticking Brownian motion: $D(G_{stk}):=\{u \in D(G_{BC}); D_{xx}u(0) = 0\}$; 
(3) Sticky reflecting Brownian motion: $D(G_{stkref}^+):=\{u \in D(G_{BC}); D_{xx}u(0) = cD_xu(0)\}$, where $c \in (0, \infty)$.
(4) Brownian motion with jump at the boundary: $D(G_{jump}^+):=\{u \in D(G_{BC}); D_{xx}u(0) = \lambda \int_{[0,\infty)}(u(0) - u(y))\mu(dy)\}$, where $\lambda > 0$ and $\mu$ is a probability measure.

We have the following result from Theorem 5.1 and Theorem 5.3.

**Proposition 7.4.** Assume that $X = \{X(t)\}_{t \geq 0}$ is a reflected Brownian motion (respectively, sticking Brownian motion, sticky reflecting Brownian motion). Then the value function $V$ given by (7.1) is a unique viscosity solution in $C_0(E)$ associated with $(G_{BC}, D(G_{ref}^+))$ (respectively, $(G_{BC}, D(G_{stk}^+)), (G_{BC}, D(G_{stkref}^+)), (G_{BC}, D(G_{jump}^+))$).

**Proof.** It follows from the fact that the above processes are Feller processes. □

Now, consider the reflected Brownian motion and define

$$D(G_{ref}^+):=\{u \in C_b([0, \infty)) \cap C^2([0, \infty)); D_xu, D_{xx}u \in C_b([0, \infty)) \text{ and } D_xu(0) \geq 0\},$$
$$D(G_{ref}^-):=\{u \in C_b([0, \infty)) \cap C^2([0, \infty)); D_xu, D_{xx}u \in C_b([0, \infty)) \text{ and } D_xu(0) \leq 0\}.$$  

**Corollary 7.5.** Assume that $X = \{X(t)\}_{t \geq 0}$ is a reflected Brownian motion. Then the value function $V$ given by (2.6) is the unique function in $C_0(\mathbb{R}^+)$ which is both a viscosity supersolution associated with $(G_{BC}, D(G_{ref}^+))$ and a viscosity subsolution associated with $(G_{BC}, D(G_{ref}^-))$.

**Proof.** Since $w \in D(G_{ref}^+)$ (respectively, $D(G_{ref}^-)$), the process $\{S_w(t)\}_{t \geq 0}$ given by

$$S_w(t) = w(X_0) - e^{-at}w(X(t)) - \int_0^t e^{-as}(aw(X(s)) \geq G_{BC}w(X(s))) ds \text{ for } t \geq 0$$

is a $(\mathcal{F}_t, P^x)$ uniformly integrable supermartingale (respectively, submartingale). Hence, Theorem 5.1 suggests that the value function defined by (2.6) is a viscosity supersolution (respectively, subsolution) associated with $(G_{BC}, D(G_{ref}^+))$ (respectively, $(G_{BC}, D(G_{ref}^-))$). As for the uniqueness, we only need to show that it holds for the operator $(G_{BC}, D(G_{ref}^+))$, where

$$D(G_{ref}^+):=\{u \in C_b([0, \infty)) \cap C^2([0, \infty)); D_xu, D_{xx}u \in C_0(\mathbb{R}^+) \text{ and } Du(0) = 0\}.$$  

This follows from Theorem 5.3. Therefore, it leads to the desired result, since $(G_{BC}, D(G_{ref}^+))$ can be seen as the restriction of $(G_{BC}, D(G_{ref}^+) \cap D(G_{ref}^-))$ on $D(G_{ref}^+)$. □

**Remark 7.6.** In the above example, we consider the simplest cases of standard Brownian motion with the state space $[0, \infty)$. More generally, Feller [13, 14, 15] constructs Markov processes up to a specific regular boundary point 0 with the boundary condition given by

$$c_1w(0) - c_2Dw(0) + c_3D_{xx}w(0) = 0,$$

for $c_1, c_2, c_3 \geq 0$ with $c_1 + c_2 + c_3 = 1$. However, we have not considered the cases in which $c_1 > 0$, for example, the “Dirichlet condition” $w(0) = 0$, or the “Robin condition” $c_1w(0) - c_2Dw(0) = 0$. The reason is that when $c_1 > 0$ the above Markov processes may be killed upon reaching 0 and thus, does not coincide with Definition 2.3 of Feller process. Nevertheless, our method is still applicable as demonstrated in the following example.
Let \((\mathcal{G}_{\text{kill}}, D(\mathcal{G}_{\text{kill}}))\) be an operator defined by

\[
D(\mathcal{G}_{\text{kill}}) := \{ u \in C_0((0, \infty)) \cap C^2((0, \infty)); \ D_xu, D_{xx}u \in C_0((0, \infty)) \},
\]

\[
\mathcal{G}_{\text{kill}}u(x) := \frac{1}{2}D_{xx}u(x) \text{ for } x \in (0, \infty).
\]

(7.11)

Using Proposition 5.1, we have the corollary below:

**Corollary 7.7.** Suppose \(f, g \in C_0((0, \infty))\) and \(a > 0\). Then there exists a unique viscosity solution \(w \in C_0((0, \infty))\) associated with \((\mathcal{G}_{\text{kill}}, D(\mathcal{G}_{\text{kill}}^*))\) to

\[
\min(aw - \mathcal{G}_{\text{kill}}^*w - f, w - g) = 0,
\]

where \(D(\mathcal{G}_{\text{kill}}^*) = \{ u \in C_0((0, \infty)) \cap C^2((0, \infty)); \ D_xu \in C_0((0, \infty)) \} \).

**Proof.** It is known (see for example [14]) that \((\mathcal{G}_{\text{kill}}, D(\mathcal{G}_{\text{kill}}))\) is the core of a Feller semigroup. Hence, the result follows from Proposition 5.1. \(\square\)

**Remark 7.8.** Assume that \(X = \{X(t)\}_{t \geq 0}\) is a standard Brownian motion. We show in [11] that under additional assumptions, the unique viscosity solution given in Corollary 7.7 is the value function to the following optimal stopping problem:

\[
V(x) = \sup_{\tau} E^x \left[ \int_0^{\tau \land \tau_0} e^{-as}f(X(s))ds + e^{-a\tau}g(X(\tau))1_{\tau < \tau_0} \right] \text{ for } x \in (0, \infty),
\]

where \(\tau_0 := \inf\{t > 0; X(t) \notin (0, \infty)\}\).

In the next section, we wish to establish viscosity properties of the value function of the optimal stopping problem (7.11), when \(X\) is a diffusion with piecewise coefficients. Such problem with discontinuous function \(f\) and \(g = 0\) was studied in [5, 31] using a “modified” free boundary approach. The definition of viscosity solution given in [5, Definition 4.2 and 4.3] does not ensure that the value function is the unique solution. In this paper, assuming that \(f, g \in C_b(\mathbb{R})\) and using different definition of viscosity solution, we show the viscosity property of the value function.

**7.1.3. Diffusion with piecewise coefficients.** We start by constructing a diffusion process \(X = \{X(t)\}_{t \geq 0}\) with piecewise coefficients. Let \(\sigma, \rho\) and \(\mu\) be three bounded real valued measurable functions. Suppose \(\sigma|_{\mathbb{R} \setminus J} \in C_b^1(\mathbb{R} \setminus J)\) and \(\mu|_{\mathbb{R} \setminus J}, \rho|_{\mathbb{R} \setminus J} \in C_b(\mathbb{R} \setminus J)\), where \(J\) is a set in \(\mathbb{R}\) without cluster points and contains all the discontinuous points of the functions \(\sigma, \mu\) and \(\rho\). In addition, suppose there exists \(\lambda > 0\) such that \(\sigma, \mu > \lambda\). We know from [19, Propositions 2.1, 2.2 and 2.6] that there exists a Feller process \(X\) with continuous paths whose infinitesimal generator is given by

\[
D(\mathcal{G}_{\text{pw}}) := \{ w \in C_0(\mathbb{R}); \ D_xu, D_{xx}u \text{ exists in } \mathbb{R} \setminus J, \mathcal{G}_{\text{pw}}u \in C_0(\mathbb{R}) \}
\]

and \(\sigma(x^-)D_xu(x^-) = \sigma(x^+)D_xu(x^+) \text{ for all } x \in J\).

\[
\mathcal{G}_{\text{pw}}u(x) := \begin{cases} 
\frac{\rho(x)}{2}D_x(\sigma(x)D_xw)x(x) + \mu x(x)D_xu(x), & \text{for } x \in \mathbb{R} \setminus J, \\
\frac{\rho(x)}{2}D_x(\sigma D_xu)x(x^+) + \mu D_xu(x^+), & \text{for } x \in J,
\end{cases}
\]

As a consequence of Theorem 5.3, we have the following result:

**Corollary 7.9.** Let \(X = \{X(t)\}_{t \geq 0}\) be Feller process whose core \((\mathcal{G}_{\text{pw}}, D(\mathcal{G}_{\text{pw}}))\) is given by (7.12). Then the value function \(V\) given by (7.11) is the unique viscosity solution \(w \in C_b(\mathbb{R})\).
associated with \((G_{pw}^*, D(G_{pw}^*))\), where
\[
D(G_{pw}^*) := \{ u \in C_c(\mathbb{R}) ; \quad D_x u, D_{xx} u \text{ exists in } \mathbb{R} \setminus J, \ G_{pw} u \in C_0(\mathbb{R}) \}
\]
and \(\sigma(x^-)D_x u(x^-) = \sigma(x^+)D_x u(x^+) \) for all \(x \in J\). \hfill (7.12)

In particular, Chapter VII, Exercise 1.23 provides an example of Skew Brownian motion with parameter \(\beta \in (0, 1)\). Heuristically speaking, it is constructed by a Brownian motion reflected at zero which enters the positive half line with probability \(\frac{\beta}{2}\) (respectively, the negative half with probability \(\frac{1-\beta}{2}\)) when it reaches zero. Its core is given by
\[
D(G_{skew}) := \{ u \in C_0(\mathbb{R}) ; \quad D_x u, D_{xx} u \text{ exists in } \mathbb{R} \setminus \{0\} \text{ and converges to 0 at infinity}, D_{xx} w(0^-) = D_{xx} w(0^+) \text{ and } \beta D_x w(0^+) = (1 - \beta) D_x w(0^-) \},
\]
\[
G_{skew} u(x) := \begin{cases} 
\frac{1}{2} D_{xx} u(x) & \text{for } x \in \mathbb{R} \setminus \{0\}, \\
\frac{1}{2} D_{xx} u(0^+) & \text{for } x = 0.
\end{cases}
\hfill (7.13)
\]

Again, Theorem 5.3 yields the following result

**Corollary 7.10.** Let \(X = \{X(t)\}_{t \geq 0}\) be a skew Brownian motion with parameter \(\beta \in (0, 1)\). Then the value function (2.6) of the stopping problem (2.5)-(2.6) is the unique viscosity solution \(w \in C_b(\mathbb{R})\) associated with \((G_{skew}^*, D(G_{skew}^*))\), where
\[
D(G_{skew}^*) := \{ u \in C_c(\mathbb{R}) ; \quad D_x u, D_{xx} u \text{ exists in } \mathbb{R} \setminus \{0\} \text{ and converges to 0 at infinity}, D_{xx} u(0^-) = D_{xx} u(0^+) \text{ and } \beta D_x u(0^+) = (1 - \beta) D_x u(0^-) \}. 
\hfill (7.14)
\]

**Remark 7.11.** Observe that \(D(G_{skew}^*)\) in the above example does not contain any smooth function unless its derivative is 0. Therefore, showing that a function has the viscosity property at 0 means test functions \(\phi\) as described in Definition 2.13 are continuous but are not smooth at 0. This leads to additional technical difficulty in the proof of the uniqueness when using the traditional method. This is due to the fact that this method is based on smoothness of test function and properties of elliptic or parabolic differential equations.

### 7.2. Perturbation

Perturbation is a powerful method to transform a known Feller process to a new Feller process. We first introduce the following lemma which enables to construct the Feller semigroup using perturbation.

**Lemma 7.12.** Let \((\mathcal{G}, D(\mathcal{G}))\) be the infinitesimal generator of some Feller semigroup on \(C_0(E)\). Assume that \(B : C_0(E) \to C_0(E)\) and \(B\) is bounded, that is, there exists \(C > 0\) such that \(\sup_{u \in C_0(E)} \frac{|Bu|}{\|u\|_\infty} \leq C\). Additionally suppose \((B, C_0(E))\) satisfies the positive maximum principle. Then, \((\mathcal{L} + B, D(\mathcal{L}))\) is the infinitesimal generator of some Feller semigroup on \(C_0(E)\).

Using this method, we provide constructions of Feller processes via perturbation. The first example is the Feller process with large jumps.

#### 7.2.1. Compound Poisson Operator

Let \(\{X(t)\}_{t \geq 0}\) be a Feller process with the state space \([0, \infty)\) and core given by \((\mathcal{G}, D(\mathcal{G}))\). Define a bounded operator \(B\) by
\[
Bu(x) := \lambda \int_0^\infty (u(x) - u(x - y))d\mu(y),
\hfill (7.15)
\]
where $\mu$ is a probability distribution function defined on $(0, \infty)$ and $\lambda$ is the intensity parameter. Then by Lemma 7.12 $(G + B, D(\mathcal{G}^n))$ is the infinitesimal generator of some Feller process \{Y(t)\}$_{t \geq 0}$. For example, let \{B(t)\}$_{t \geq 0}$ be a standard Brownian motion and $\mu(x) = 1 - e^{-\gamma x}$ be the distribution function of an exponential random variable with parameter $\gamma$. Let \{X_b(t)\}$_{t \geq 0}$ be a compound Poisson process with the intensity $\lambda > 0$ and the jump height following an exponential distribution with parameter $\gamma$. Then, in this case, one can choose \{Y(t), \mathcal{F}_t^Y\}$_{t \geq 0}$ as

$$Y(t) = Y(0) + B(t) + X_b(t) \text{ for } t \geq 0$$

with core $(G_{ref} + B, D(G_{ref}))$, where $\mathcal{F}_t^Y$ is the natural filtration of \{Y(t)\}$_{t \geq 0}$. Thus $\{Y(t)\}$ is still a Feller process. Hence viscosity solution approach can be used to characterise the value function of the optimal stopping problem of \{Y(t)\}$_{t \geq 0}$.

7.2.2. Semi-Markov Process. Let \{T_i\}$_{i \in \mathbb{N}}$ be a sequence of independent and identical (i.i.d.) random variables with cumulative density distribution function $P$. \{T_i\}$_{i \in \mathbb{N}}$ can be seen as the interarrival time of some random event. Additionally, let \{Y_i\}$_{i \in \mathbb{N}}$ be a sequence of i.i.d random variables defined on $\mathbb{R}$ with distribution function $F$. Let $S_n := \sum_{i=1}^n T_i$ for $n = 0, 1, \ldots$ and the renewal process $N(t) := \max\{n; S_n \leq t\}$. Let \{X(t)\}$_{t \geq 0}$ be

$$X(t) := x + \sum_{i=1}^{N(t)} Y_i \text{ for } t \geq 0,$$

where $x$ is the initial state. For example when the interarrival time is the exponential distribution, \{X(t)\}$_{t \geq 0}$ is a compound Poisson distribution which is a Markov process. However, if the interarrival time does not follow the exponential distribution, \{X(t)\}$_{t \geq 0}$ is not a Markov process but a semi-Markov process. We want to analyze the optimal stopping problem of

$$V_{semi}(x) := \sup_{\tau} \mathbb{E}^x \left[ \int_0^\tau e^{-as} f(X(s))ds + e^{-a\tau} g(X(\tau)) \right],$$

where $a > 0$ and $f, g \in C_b(\mathbb{R})$.

Remark 7.13. Optimal stopping problems of semi-Markov process has been studied in [8, 21]. The work [8] provides several applications of semi-Markov processes in real life, for example, job search and shock model (see [8, Section 1]). In this section, we want to solve optimal stopping problems using viscosity approach and not the iterative approach as in [8, 21].

Assume that $P$ is an absolutely continuous function and $p$ is its continuous density function on $[0, \infty)$. Define $Q(x) := p(x)/(1 - P(x))$ for $x \in [0, \infty)$. In addition, assume that $\lim_{x \to \infty} \frac{p(x)}{1 - P(x)} = C$. Then, $Q$ has a continuous extension $\bar{Q}$ on $[0, \infty]$. Examples are:

1. Mixture exponential distribution: $P(x) := \sum_{i=1}^m w_i(1 - e^{-\lambda_i x})$, where $\sum_{i=1}^m w_i = 1$, $w_i > 0$, $\lambda_i > 0$ and $m$ is some positive integral. Its density function is given by $p(x) = \sum_{i=1}^m w_i \lambda_i e^{-\lambda_i x}$. Thus, $\lim_{x \to \infty} Q(x) = \lim_{x \to \infty} \frac{p(x)}{1 - P(x)} = \min_{i=1,2,\ldots,m} \lambda_i$.

2. Generalized beta prime distribution: Here, $P(x) := \frac{x^a}{1+x}$ and $p(x) := \frac{1}{(1+x)^2}$. Thus, $Q(x) = \frac{1}{1+x}$ for $[0, \infty)$.

Let \{\xi(t)\}$_{t \geq 0}$ be the time from the last jumps of \{X(t)\}$_{t \geq 0}$ (for example if $S_n$ is the time of the last jump at time $t$, $\xi(t) = t - S_n$). Then, the two dimensional process \{\xi(t), X(t)\}$_{t \geq 0}$ is a
Markov process (see for example [17, Lemma 2, p290]). Its infinitesimal generator is defined by

\[ D(G) := \{ u \in C_0([0, \infty] \times \mathbb{R}) ; u(\cdot, x) \in C^1([0, \infty]) \text{ for all } x \in \mathbb{R} \text{ and } Du(\infty) = 0 \}, \]

\[ G(u, x) := D_s u(s, x) + Q(s) \int_{\mathbb{R}} (u(0, x + y) - u(s, x)) dF(y) \text{ for } s \in [0, \infty) \text{ and } x \in \mathbb{R}. \quad (7.19) \]

**Proposition 7.14.** Assume that \( X \) is a semi-Markov process defined by \((7.17)\).

1. There exists a unique viscosity solution \( w \in C_0([0, \infty] \times \mathbb{R}) \) associated with \((G^*, D(G^*))\) defined by \((7.19)\) to

\[ \min(aw - G^* w - \tilde{f}, w - \tilde{g}) = 0, \quad (7.20) \]

where \( \tilde{f}(s, x) = f(x) \) and \( \tilde{g}(s, x) = g(x) \) for all \( s \in [0, \infty) \) and \( x \in \mathbb{R} \).

2. The value function can be characterized by \( V(x) = w(0, x) \).

3. Let \( \{\xi(t)\}_{t \geq 0} \) be the time from the last jump. Let \( \gamma(x) := \inf\{ s \in [0, \infty) ; w(s, x) = g(x) \} \). Then the optimal stopping time is

\[ \tau^* := \inf\{ t \in [0, \infty) ; \xi(t) = \gamma(X(t)) \}. \quad (7.21) \]

**Proof.** First, we prove that \((7.19)\) is an infinitesimal generator of some Feller semigroup. Since \((D_s, D(G))\) is the generator of some Feller semigroup, by Lemma \(7.12\), we only need to prove: (i) \( B \) is defined from \( C_0(\mathbb{E}) \) to \( C_0(\mathbb{E}) \), (ii) \( B \) is bounded and (iii) \( B \) satisfies the positive maximum principle, where

\[ Bu(s, x) := Q(s) \int_{\mathbb{R}} (u(0, x + y) - u(s, x)) dF(y) \text{ for } s \in [0, \infty) \text{ and } x \in \mathbb{R}. \quad (7.22) \]

Let \( u \in C_0([0, \infty] \times \mathbb{R}) \). We have

(i) \( \int_{\mathbb{R}} u_0(x + y) dy \in C_0(\mathbb{R}) \), where \( u_0(x) := u(0, x) \) for \( x \in \mathbb{R} \). Then \( \int_{\mathbb{R}} (u(0, x + y) - u(s, x)) dF(y) = \int_{\mathbb{R}} u(0, x + y) dy - u(s, x) \) implies that \( B : C_0([0, \infty] \times \mathbb{R}) \rightarrow C_0([0, \infty] \times \mathbb{R}) \) follows since \( Q \in C_b(\mathbb{E}) \) and \( Q \geq 0 \).

(ii) \( | \int_{\mathbb{R}} u(0, x + y) dy - u(s, x) | \leq 2 \|u\|_{\infty} \) and \( Q \) is bounded. Then \( B \) is bounded.

(iii) If \( (s_0, x_0) \) is the global maximum point and \( u(s_0, x_0) \geq 0 \), \( Bu(s_0, x_0) = Q(s_0) \int_{\mathbb{R}} (u(0, x + y) - u(s, x)) dy \leq 0 \).

Therefore, \((G, D(G))\) is a Feller generator. Furthermore, define

\[ W(\xi, x) := \sup_{\tau} \mathbb{E}^x [ \int_0^\tau e^{-as} \tilde{f}(\xi(s), X(s)) ds + e^{-a\tau} \tilde{g}(\xi(\tau), X(\tau)) ]. \quad (7.23) \]

Since the semi-Markov process \( \{X(t)\}_{t \geq 0} \) and the Markov process \( \{\xi(t), X(t)\}_{t \geq 0} \) have the same filtration and probability measure, we have \( W(0, x) = V(x) \) for \( x \in \mathbb{R} \). Since \((G, D(G))\) is the generator of the Feller process \( \{\xi(t), X(t)\}_{t \geq 0} \), we can use Theorem \(5.3\) to show (1) and (2) and Theorem \(2.12\) to show (3). \( \square \)

**Remark 7.15.** In this example, we have not derived an explicit value function for the optimal stopping problem. However, in [12], we suggest an iterative scheme to find the value function.
8. Explicit solutions

In this section, we apply the results obtained in Section 7 to explicitly derive the solution to the following optimal stopping problem: Find \( \tau^* \) such that

\[
V(x) := E^x[e^{-a\tau^*}g(X(\tau^*))] = \sup_{\tau} E^x[e^{-a\tau}g(X(\tau))] \quad \text{for} \quad x \in [0, \infty),
\]  

where \( g(x) = (c_2 - x)^+ - (c_1 - x)^+ \) with \( c_1 < c_2 \) and \( \{X\}_t \) is a process to be described. \( g(x) \) can be understood as the straddle option which is the difference of two options.

8.1. Reflected Brownian Motion. In this section, let \( c_1, c_2 \in \mathbb{R} \) with \( c_1 < c_2 \) and suppose \( \{X(t)\}_{t \geq 0} \) is a reflected Brownian motion reflected at 0 with state space \( E = [0, \infty) \) with core

\[
D(\mathcal{G}_{ref}) := \{u \in C^2_0([0, \infty)); D_xu(0) = 0\},
\]

\[
\mathcal{G}_{ref}u(x) := \frac{1}{2} D_{xx}u(x) \quad \text{for} \quad x \in [0, \infty).
\]  

Our aim is to find the explicit optimal stopping time of problem (8.1) based on Theorem 5.3. The following corollary is a direct consequence.

Proposition 8.1. The value function \( V \) given by (8.1) is the unique viscosity solution \( w \in C_b([0, \infty)) \) associated with \( (\mathcal{G}_{ref}^*, D(\mathcal{G}_{ref}^*)) \) to

\[
\min(aw - \frac{1}{2} D_{xx}w, w - g) = 0,
\]  

where \( g(x) = (c_1 - x)^+ - (c_2 - x)^+ \) for \( x \in [0, \infty) \).

Proof. This result directly follows from Theorem 5.3 by setting \( f = 0 \) and \( g(x) = (c_2 - x)^+ - (c_1 - x)^+ \) for \( x \in [0, \infty) \). \( \Box \)

In order to find \( \tau^* \), we first need to compute \( V \) explicitly as shown below.

Corollary 8.2. Let \( X \) be a reflected Brownian motion reflected at 0. Let \( C \) define by

\[
C := \min\{p > 0; p(e^{\sqrt{2a}x} + e^{-\sqrt{2a}x}) \geq g(x)\},
\]  

where \( a \) is the discount rate. Then, the value function \( V = w \), where

\[
w(x) := \begin{cases} C(e^{\sqrt{2a}x} + e^{-\sqrt{2a}x}) & \text{for} \quad x \in [c_1, x^*), \\ g(x) & \text{for} \quad x \in [x^*, \infty) \end{cases}
\]  

and

\[
x^* = \min\{x; C(e^{\sqrt{2a}x} + e^{-\sqrt{2a}x}) = g(x)\}.
\]  

Additionally, the optimal stopping time is \( \tau^* = \{t \geq 0; X(t) \in [x^*, c_2]\} \).

Proof. Let us show that \( w \) defined by (8.5) is a viscosity solution. By definition of \( C \) in (8.4), \( w(x) \geq g(x) \) for \( x \in [0, x^*) \). Using (8.5), we get \( w \geq g \). In what follows, we show the viscosity property for different values of \( x \).

Case 1. Assume that \( x \in [0, x^*) \). It is clear from (8.5) that \( w \) is twice differentiable at \( x \) and we have

\[
aw(x) - \frac{1}{2} D_{xx}w(x) = 0 \quad \text{for} \quad x \in [0, x^*).
\]
Since \( w(x) \geq g(x) \) for \( x \in [0, \infty) \), we have
\[
\min(aw(x) - \frac{1}{2}D_{xx}w(x), w(x) - g(x)) = 0.
\]
Let \( \phi \in D(G^*_{ref}) \) such that \( \phi - w \) has a maximum (respectively, minimum) at \( x \) with \( \phi(x) - w(x) = 0 \). We first show that \( D_{xx}\phi(x) \leq (\geq) D_{xx}w(x) \). Assume that \( x \in (0, x^*) \). Then \( x \) is an interior point. Since \( w \) is twice differentiable at \( x \) and \( \phi - w \) has a maximum (respectively, minimum) at \( x \), we have \( D_{xx}\phi(x) \leq (\geq) D_{xx}w(x) \). Assume now that \( x = 0 \). Since \( \phi \in D(G^*_{ref}) \), we have \( D\phi(0) = 0 \). Using \( Dw(0) = 0 \), we have \( D(\phi - w)(0) = 0 \). Furthermore, since \( \phi - w \) has a maximum (respectively, minimum) at \( x = 0 \), it follows that \( D_{xx}(\phi - w)(0) \leq (\geq) 0 \). Therefore,
\[
\min(a\phi(0) - \frac{1}{2}D_{xx}\phi(0), \phi(0) - g(0)) \\
\geq (\leq) \min(a\phi(0) - \frac{1}{2}D_{xx}w(0), \phi(0) - g(0)) \\
= 0.
\]
Hence, \( w \) satisfies viscosity property at \( x \).

**Case 2.** Assume that \( x = x^* \) Since \( w(x^*) = g(x^*) \), the viscosity subsolution property is satisfied. Then, we only need to show the viscosity supersolution property.

Let \( \phi \in D(G^*_{ref}) \) such that \( \phi - w \) has a maximum at \( x^* \) with \( \phi(x^*) - w(x^*) = 0 \). Define \( w_0(x) := C(e^{\sqrt{2}ax} + e^{-\sqrt{2}ax}) \). By (8.4) and (8.5), we have \( w_0(x) \geq w(x) \) for all \( x \in [0, \infty) \) and \( \phi(x^*) = w(x^*) = w_0(x^*) \). It implies that \( \phi - w_0 \) also has a maximum at \( x^* \) with \( \phi(x^*) - w_0(x^*) = \phi(x^*) - w(x^*) = 0 \). Hence, since \( \phi - w_0 \) is twice differentiable and \( x^* \) is interior point, \( D_{xx}(\phi - w_0) \leq 0 \). Therefore,
\[
\min\left(a\phi(x^*) - \frac{1}{2}D_{xx}\phi(x^*), \phi(x^*) - g(x^*)\right) \\
\geq \min\left(a\phi(x^*) - \frac{1}{2}D_{xx}w_0(x^*), 0\right) \\
= 0.
\]

Then, the viscosity supersolution property is satisfied.

**Case 3** Assume that \( x > x^* \). Since \( w(x) = g(x) \), we only need to show the viscosity supersolution. It can be proved similarly with Case 1. The result follows by uniqueness of the viscosity solution (Theorem 5.3).

Moreover, the optimal stopping time can be obtained using Theorem 2.12. \( \square \)

Next, we consider a standard Brownian motions with jumps at the boundary 0.

### 8.2. Brownian motion with jump at boundary

Let \( \{X(t)\}_{t \geq 0} \) be a standard Brownian motion which has nonlocal behavior at 0 and state space \( \mathbb{E} = [0, \infty) \). Then \( \{X(t)\}_{t \geq 0} \) is a Feller process whose core is defined by (see for example [36])
\[
D(G_{jump}) := \{ u \in C^2_0([0, \infty)); D_{xx}u(0) = 2\lambda \int_0^\infty (u(y) - u(0))dF(y) \}, \\
G_{jump}u(x) := \frac{1}{2}D_{xx}u(x) \text{ for } x \in [0, \infty),
\]
(8.8)
where \( \lambda \) is a positive constant and \( F \) is a probability distribution function on \((0, \infty)\). The process stays at zero for a positive length of exponential waiting time with parameter \( \lambda \) and then jump back to a random point in \((0, \infty)\) with a probability defined by the distribution function \( F \). Let \( V_{\text{jump}} \) be the value function of the optimal stopping problem \((8.1)\). Then, we have the following result:

**Proposition 8.3.** Suppose there exists a solution such that \( u(x) = C_1 e^{-\sqrt{2a}x} + C_2 e^{\sqrt{2a}x} \) for \( x \in [0, \infty) \), where \( C_1, C_2 \in \mathbb{R} \) and satisfy

1. \( u \geq g \),
2. There exists \( x^* \in [0, \infty) \) such that \( u(x^*) = g(x^*) \),
3. \( g \) is a viscosity supersolution to

\[
aw(x) - \frac{1}{2} D_{xx} w(x) = 0 \text{ for } x \in (x^*, \infty),
\]

(4) \( a(C_1 + C_2) = \lambda \int_{0}^{x^*} u(y) dF(y) + \lambda \int_{x^*}^{\infty} g(y) dF(y) - \lambda u(0) \).

Then,

\[
V_{\text{jump}}(x) = u_-(x) := \begin{cases} u(x) & \text{for } x \in [0, x^*), \\ g(x) & \text{for } x \in [x^*, \infty). \end{cases}
\] (8.9)

**Proof.** Using Theorem 5.3, we only need to show that \( u_- \) is a viscosity solution associated to \((G_{\text{jump}}^*, D(G_{\text{jump}}^*))\). We only prove the viscosity supersolution property and subsolution property can be shown similarly. Since \( u_- \geq g \), we simply need to show that for any \( \phi \in D(G_{\text{jump}}^*) \) such that \( \phi \leq u_- \) and \( \phi(x_0) = u_-(x_0) \), we have simply

\[
a\phi(x_0) - \frac{1}{2} D_{xx} \phi(x_0) \geq 0.
\] (8.10)

**Case 1.** Suppose \( x_0 \in (x^*, \infty) \). \((8.10)\) follows by the condition (3).

**Case 2.** Suppose \( x_0 = x^* \). Since \( \phi - u_- \) has a global maximum at \( x^* \) by condition (1) and (2) and \( \phi \) and \( u_- \) are twice differentiable at \( x_0 \), we have \( D_{xx} \phi(x_0) \leq D_{xx} u_-(x_0) \).

**Case 3.** Suppose \( x_0 \in (0, x^*) \). Since \( u(x) = u_-(x) \) for all \( x \in (0, x^*) \) and \( au - \frac{1}{2} D_{xx} u = 0 \), \((8.10)\) holds.

**Case 4.** Suppose \( x_0 = 0 \). By the definition of \( D(G_{\text{jump}}^*) \), we have

\[
aw(0) - \frac{1}{2} D_{xx} \phi(0) = a\phi(0) - \lambda \int_{0}^{\infty} \phi(x) dF(x) + \lambda \phi(0)
\leq au_-(0) - \lambda \int_{0}^{\infty} u_-(x) dF(x) + \lambda u_-(0)
= 0,
\]

where the first inequality follows from \( u_- \geq \phi \) and \( u_-(0) = \phi(0) \) and the last equality from condition (4). Hence, \((8.10)\) holds when \( x_0 = 0 \). Therefore, we conclude that \( u_- \) is a viscosity supersolution. The case of the viscosity subsolution can be shown analogously.

The following figure shows the evolution of the value function with fixed jump size at boundary.

In Figure 1 we assume that the jump size is fixed at 0.5 (respectively 3 and 5) and the parameter $\lambda = 1$. The graph shows that the value function and exercise point increases with the jump size. We can also mention that the construction of the value function by the viscosity solution can generally be used under weaker condition as compared to the smooth fit principle. Since $g$ is not differential, the smooth fit principle may failed for example if the jump size is equal to 5.

8.3. Regime switching boundary. In order to construct a regime switching boundary Feller diffusion, we first construct a regime switching Feller process. Let $S := \{1, 2, \ldots, N\}$ be a finite discrete space, where $N$ is a positive integer. Let $(A_i, D(A_i))$ be the infinitesimal generators of some Feller semigroups on $C_0(E)$. Then, define the operator $(A, D(A))$ as follows:

\[
D(A_{\text{regime}}) := \{ u \in C_0(S \times E); u(i, \cdot) \in D(G_i) \},
\]

\[
A_{\text{regime}}u(i, x) := A_iu_i(x) \text{ for } i \in S \text{ and } x \in E,
\]

where $u_i(x) := u(i, x)$. By Hille-Yosida theorem, the above generator is the infinitesimal generator of some Feller semigroup. In addition, define the bounded operator

\[
F_{\text{regime}}u(i, x) := \sum_{j \in N} q_{ij}(x)(u(j, x) - u(i, x)),
\]

where $q_{ij} \in C_0(E)$ and $q_{ij} \geq 0$, $i, j \in \mathbb{N}$. Since $F_{\text{regime}}$ satisfies the positive maximum principle and $F_{\text{regime}} : C_0(E) \to C_0(E)$, the operator $((A_{\text{regime}} + F_{\text{regime}}, D(A_{\text{regime}})))$ is the infinitesimal generator of some Feller semigroup.

Next, we construct a regime switching boundary Feller diffusion, that is, the boundary condition is affected by a Markov chain $\{Z(t)\}_{t \geq 0}$ with the state space $\{1, 2\}$. The intensity
matrix of the chain is given by
\[
\begin{bmatrix}
-q_1 & q_1 \\
q_2 & -q_2
\end{bmatrix},
\]
where \( q_1, q_2 > 0 \). Let \( \{Z(t), X(t)\}_{t \geq 0} \) be a Feller process on the state space \( \{1, 2\} \times [0, \infty) \). \( \{X(t)\}_{t \geq 0} \) is a one-side diffusion which behaves like Brownian motion in \((0, \infty)\) but is modulated at 0. More precisely, when \( X(t) \) touches 0, it either become a sticky Brownian motion or reflected Brownian motion. We denote by \( Z(t) = 1 \) the state for sticky Brownian motion and \( Z(t) = 2 \) the state for reflected Brownian motion. Its infinitesimal generator \( (\mathcal{G}, D(\mathcal{G})) \) is defined by:
\[
D(\mathcal{G}) := \{ u \in C_0(\{1, 2\} \times [0, \infty); u_i \in C^2([0, \infty)) \text{ for } i = 1, 2, \}
\]
\[
D_{xx}u(1, 0) = 0 \text{ and } D_xu(2, 0) = 0, \tag{8.13}
\]
\[
\mathcal{G}u(i, x) := \frac{1}{2}D_{xx}u(i, x) + q_iu(3 - i, x) - q_iu(i, x) \text{ for } i = 1, 2 \text{ and } x \in [0, \infty),
\]
where \( u_i(x) = u(i, x) \) for all \((i, x) \in \{1, 2\} \times [0, \infty)\). As a consequence of Theorem 5.3, we have the following characterisation of the value function for the optimal stopping problem (8.1):

**Corollary 8.4.** There exists a unique pair of viscosity solution \( V_1, V_2 \in C_b([0, \infty)) \) such that \( V_1 \) is a viscosity solution associated with \( (\mathcal{G}_1, D(\mathcal{G}_1)) \) to
\[
\min((a + q_1)w - \mathcal{G}_1w - q_1V_2, w - g(1, \cdot)) = 0,
\]
and \( V_2 \) is a viscosity solution associated with \( (\mathcal{G}_2, D(\mathcal{G}_2)) \) to
\[
\min((a + q_2)w - \mathcal{G}_2w - q_2V_1, w - g(2, \cdot)) = 0.
\]
Additionally, assume that \( u(i^*, \cdot) \) is a viscosity supersolution to
\[
ag(i^*, x) - \mathcal{G}_i^*g(i^*, x) + q_i^*(g(3 - i^*, x) - g(i^*, x)) = 0, \text{ for } x \in (x^*, \infty).
\]
Then, \( V(i^*, x) = u(i^*, x) \) for \( x \in [0, x^*) \) and \( V(i^*, x) = g(i^*, x) \) for \( x \in (x^*, \infty) \). Furthermore, \( V(3 - i^*, \cdot) \) is the unique viscosity solution associated with \( (\mathcal{G}_{3 - i^*}, D(\mathcal{G}_{3 - i^*})) \) to
\[
\min((a + q_{3 - i^*})w - \mathcal{G}_{3 - i^*}w - q_{3 - i^*}V(i^*, \cdot), w - g(3 - i^*, \cdot)) = 0
\]
In order to derive explicit value function, we define fundamental solutions for optimal stopping problem. Let
\[
u_k(i, x) := \alpha_k e^{\beta_k x}
\]
\[
\nu_j(i, x) := \begin{cases} q_i \rho_{\alpha_i+q_i} g_{3-i}(x) & \text{for } i = j \\ g_i(x) & \text{for } i \neq j, \end{cases}
\]
\[
w_{j1}(i, x) := \begin{cases} e^{\gamma_j x} & \text{for } i = j \\ 0 & \text{for } i \neq j, \end{cases}
\]
\[
w_{j2}(i, x) := \begin{cases} e^{-\gamma_j x} & \text{for } i = j \\ 0 & \text{for } i \neq j, \end{cases}
\]
where \( i, j = 1, 2, \quad k = 1, 2, 3, 4, \quad \beta_1 = \sqrt{2a}, \quad \beta_2 = -\sqrt{2a}, \quad \beta_3 = \sqrt{2(a + q_1 + q_2)} \) and \( \beta_4 = -\sqrt{2(a + q_1 + q_2)}, \quad \alpha_{1k} = 1 \) and \( \alpha_{2k} = \frac{q_i}{a + q_i - z_j^2} \) and \( \gamma_j = \sqrt{2(a + q_j)} \).

**Lemma 8.5.** The following hold for \( j = 1, 2 \):
(1) For any $A_j \in \mathbb{R}$, $u := \sum_{j=1}^{4} A_j u_j$ is a solution to
\[ au(i, x) - G^* u(i, x) = 0 \quad \text{for} \quad (i, x) \in \{1, 2\} \times (0, \infty) \] \quad (8.18)

(2) For any $B_k \in \mathbb{R}$, $w := \sum_{k=1}^{2} B_k w_{jk} + v_j$ is a solution to
\[ aw(i, x) - G^* w(i, x) = 0 \quad \text{for} \quad (i, x) \in \{j\} \times (0, \infty), \] \quad (8.19)

**Proof.** The result simply follows from direct computations given the parameters. \(\square\)

The subsequent result can be seen as a verification theorem for the value function.

**Proposition 8.6.** Assume that there exist $0 \leq x_1^* \leq x_2^* < \infty$, $A_j \in \mathbb{R}$, $B_k \in \mathbb{R}$ for $j = 1, 2, 3, 4$ and $k = 1, 2$ such that the function
\[ u(i, x) := \begin{cases} 
\sum_{j=1}^{4} A_j u_j(i, x) & \text{for} \quad (i, x) \in \{1, 2\} \times [0, x_1^*), \\
\sum_{k=1}^{2} B_k w_{jk} + v_j & \text{for} \quad \{1, 2\} \times [x_1^*, x_2^*), \\
g(i, x) & \text{for} \quad \{1, 2\} \times [x_2^*, \infty), 
\end{cases} \] \quad (8.20)
satisfies

1. $u \geq g$,
2. $u \in C_b(\{1, 2\} \times [0, \infty)$,
3. $u$ is a viscosity solution to
\[ \min(au(i, x) - G^* u(i, 0), u(i, x) - g(i, x)) = 0 \quad \text{for} \quad (i, x) \in \{(1, 0), (2, 0), (j, x_j^*)\} \] \quad (8.21)
4. $u$ is a viscosity supersolution to
\[ au(i, x) - G^* u(i, x) = 0 \quad \text{for} \quad (i, x) \in \{j\} \times [x_2^*, \infty) \cup \{3 - j\} \times [x_1^*, \infty) \] \quad (8.22)

Then, the value function $V = u$.

**Proof.** To show that $u$ is the viscosity solution, we divide the state space into 3 cases,

(i) For $(i, x) \in \{1, 2\} \times (0, x_1^*), the viscosity property is given by Lemma 8.5.
(ii) For $(i, x) \in \{(1, 0), (2, 0), (j, x_j^*)\}$, the viscosity property follows from condition (3).
(iii) For $(i, x) \in \{j\} \times [x_2^*, \infty) \cup \{3 - j\} \times [x_1^*, \infty)$, the viscosity property follows from condition (1) and condition (4).
\(\square\)

Using Proposition 8.6, we need to find $A_j$, $j = 1, 2, 3, 4$, $B_k$, $k = 1, 2$, $x_1^*$ and $x_2^*$ such that the viscosity property is satisfied at the following 5 points; $\{(1, 0), (2, 0), (1, x_1^*), (1, x_2^*), (2, x_1^*)\}$ (respectively $\{(1, 0), (2, 0), (2, x_1^*)\}$, $\{(2, x_1^*), (2, x_2^*)\}$, and the continuity property is satisfied at the following 3 points $\{(1, x_1^*), (1, x_2^*), (2, x_1^*)\}$ (respectively $\{(2, x_1^*), (2, x_2^*)\}$).

We can then derive the explicit expression of the value function as follows:

**Corollary 8.7.** Let $A_j$, $B_k$, $c_1 < x_1^* < x_2^* \leq c_2$, $l \in \{1, 2\}$ such that
\begin{align*}
\sum_j A_j u_j(1, 0) &= 0, \\
\sum_j A_j u_{xx}(2, 0) &= 0, \\
\sum_j A_j u_j(l, x_1^*) &= \sum_k B_k w_{lk}(1, x_1^*) + v_l(x_1^*), \\
\sum_j A_j u_j(3 - l, x_1^*) &= g(3 - l, x_1^*), \\
\sum_k B_k w_{lk}(1, x_2^*) + v_{3-l}(x_2^*) &= g(l, x_2^*), \\
\sum_j A_j(u_j)_x(l, x_1^*) &= \sum_k B_k w_{lk}_x(1, x_1^*) + (v_l)_x(x_1^*). 
\end{align*} \quad (8.23)
and \( \sum_j A_j u_j - g \) has a local minimum at \((3 - l, x_1^*)\) and \( \sum_j B_k u_k + v_l - g \) has a local minimum at \((l, x_2^*)\). If \( u \geq g \), then \( u \) is the value function.

For fixed numerical values of \( c_1, c_2, q_1, q_2 \), and \( a \), we show in the next example that we can find the above parameters \( A_j, j = 1, 2, 3, 4, B_k, k = 1, 2, x_1^* \) and \( x_2^* \) and thus derive the value function.

Assume that \( a = 0.1 \). Figure 2 depicts the evolution of the value functions
\[
V(x) = \sup_{\tau} E^{t,x} \left[ e^{-a\tau} \left\{ (X(t) - c_1)^+ - (X(t) - c_2)^+ \right\} \right],
\]
where \( c_1 = 1 \) and \( c_2 = 4 \) for regime switching diffusion with reflected boundary and sticky boundary with the intensity matrix
\[
\begin{pmatrix}
-q_1 & q_1 \\
q_2 & -q_2
\end{pmatrix} =
\begin{pmatrix}
-0.1 & 0.1 \\
0.1 & -0.1
\end{pmatrix},
\]
where state 1 represents the reflected boundary and state 2 represents the sticky boundary.

**Figure 2.** Value functions against initial state

\( x_s, x_{rs}, x_{rr} \) and \( x_r \) are the exercise points in the cases of sticky Brownian motion, diffusion at sticky regime, diffusion at reflected regime and reflected Brownian motion, respectively. Figure 2 depicts the evolution of the value function of reflected Brownian motion and sticky Brownian motion with regime switching respectively. The sticky Brownian motion has an absorbing point at 0 and the payoff function at 0 equals 0. This means that the value function of the optimal stopping problem for sticky Brownian motion at 0 is 0 which is smaller than that of the reflected Brownian motion at 0. Therefore, the exercise points \( x_r \) for reflected Brownian motion is larger than that of the sticky Brownian motion \( x_s \). The graph also shows that the value function of this regime switching process will stay between the above two value...
functions. This is in line with the intuition. Additionally, the graph shows that the exercise points \( x_{rs} \) and \( x_{rr} \) are between \( x_s \) and \( x_r \).

**Appendix A. Proof of Theorem 2.11**

(1) We first prove (1) in Theorem 2.11 that is, there exists a unique solution \( v_\lambda \in D(\mathcal{L}) \) to (2.7) for each \( \lambda > 0 \). Define the penalty function \( v_\lambda \) as the solution to

\[
v_\lambda = \mathcal{R}_a(f + \lambda(g - v_\lambda)^+).
\]  

(A.1)

We start by showing that (A.1) has a unique solution in \( C_0(\mathcal{E}) \) in the following lemma.

**Lemma A.1.** Suppose Assumption 2.10 holds. For any \( \lambda > 0 \), (A.1) admits a unique solution \( v_\lambda \in C_0(\mathcal{E}) \). Additionally, the solution to (A.1) is equivalent to the solution to the following equation

\[
v_\lambda = \mathcal{R}_{a+\lambda}(f + \lambda(g - v_\lambda)^+ + \lambda v_\lambda).
\]  

(A.2)

(Equivalence here means that, the solution to one is also a solution to the other, vice versa.)

**Proof.** We first show that the solution to (A.1) is equivalent to the solution to (A.2). Let \( v_\lambda \) be the solution to (A.1) in \( C_0(\mathcal{E}) \). Using the resolvent identity equation (2.2), we obtain

\[
\mathcal{R}_{a+\lambda}(f + \lambda(g - v_\lambda)^+) - \mathcal{R}_a(f + \lambda(g - v_\lambda)^+) = -\lambda \mathcal{R}_{a+\lambda}\mathcal{R}_a(f + \lambda(g - v_\lambda)^+).
\]  

(A.3)

Combining (A.1) and (A.3), we have

\[
\mathcal{R}_{a+\lambda}(f + \lambda(g - v_\lambda)^+) - v_\lambda = -\lambda \mathcal{R}_{a+\lambda}v_\lambda.
\]

Therefore, \( v_\lambda \) is also a solution to (A.2).

Now, let \( v_\lambda \) be a solution to (A.2). Using once more (2.2), we have

\[
\mathcal{R}_{a+\lambda}(f + \lambda(g - v_\lambda)^+ + \lambda v_\lambda) - \mathcal{R}_a(f + \lambda(g - v_\lambda)^+ + \lambda v_\lambda) = -\lambda \mathcal{R}_a \mathcal{R}_{a+\lambda}(f + \lambda(g - v_\lambda)^+ + \lambda v_\lambda).
\]  

(A.4)

Combining (A.2) and (A.4) yields

\[
v_\lambda - \mathcal{R}_a(f + \lambda(g - v_\lambda)^+ + \lambda v_\lambda) = -\lambda \mathcal{R}_a v_\lambda.
\]

Hence, \( v_\lambda \) is also a solution to (A.1).

In order to complete the proof, it is enough to show that (A.2) has the unique solution. Define a new operator \( \mathcal{Z} \) as follows:

\[
\mathcal{Z}w := \mathcal{R}_{a+\lambda}(f + \lambda(g - w)^+ + \lambda w).
\]

We have that \( f, g \in C_0(\mathcal{E}) \) and the resolvent operator maps from \( C_0(\mathcal{E}) \) to \( C_0(\mathcal{E}) \). Let \( w \in C_0(\mathcal{E}) \), then \( \mathcal{Z}w \) is also in \( C_0(\mathcal{E}) \). Furthermore, let \( w_1, w_2 \in C_0(\mathcal{E}) \). Using the linearity of the resolvent and the fact that \( (g - w_i)^+ + w_i = \max(g, w_i) \) for \( i = 1, 2 \), we have

\[
\| \mathcal{Z}w_1 - \mathcal{Z}w_2 \|_\infty = \| \mathcal{R}_{a+\lambda}(f + \lambda(g - w_1)^+ + \lambda w_1) - \mathcal{R}_{a+\lambda}(f + \lambda(g - w_2)^+ + \lambda w_2) \|_\infty
\]

\[
= \| \lambda \mathcal{R}_{a+\lambda}(\max(g, w_1) - \max(g, w_2)) \|_\infty
\]

\[
\leq \frac{\lambda}{a + \lambda} \| \max(g, w_1) - \max(g, w_2) \|_\infty
\]

\[
\leq \frac{\lambda}{a + \lambda} \| w_1 - w_2 \|_\infty
\].
where the inequality comes from (2.4). Hence, \( Z \) is a contraction mapping from \( C_0(\mathbb{E}) \) to \( C_0(\mathbb{E}) \). By Banach fixed point theorem, the equation \( w = Zw \) (which is the same as (A.2)) has a unique solution \( w \in C_0(\mathbb{E}) \), that we denote by \( v_\lambda \).

Recall that the operator \( (\lambda - L) \) is a bijection of \( D(L) \) to \( C_0(\mathbb{E}) \) and its inverse is the resolvent \( R_\lambda \) (see Corollary 2.8). The solution to (A.1) is equivalent to the solution to (2.7). It remains to show that \( v_\lambda \in D(L) \). We have shown that (A.1) has the unique solution \( v_\lambda \) in \( C_0(\mathbb{E}) \) such that \( f + \lambda (g - w)^+ \in C_0(\mathbb{E}) \). Therefore, (1) in Theorem 2.11 is proved.

(2) Let \( v_\lambda \) be the unique solution in \( D(L) \) to (2.7) for \( \lambda > 0 \). We prove that the sequence of penalty functions \( \{v_\lambda \}_{\lambda \geq 0} \) converges uniformly to the value function \( V \) in \( C_0(\mathbb{E}) \) as \( \lambda \to \infty \). We need the following two preliminary lemmas.

**Lemma A.2.** Suppose Assumption 2.10 holds. Let \( \{g_n\}_{n \in \mathbb{N}^+} \) be a sequence in \( C_0(\mathbb{E}) \) such that
\[
\|g - g_n\|_\infty \leq \frac{1}{n}. \tag{A.5}
\]
Define a sequence of the corresponding value functions \( \{V_n\}_{n \in \mathbb{N}^+} \) by
\[
V_n(x) := \sup_{\tau \in T} J_x^{(n)}(\tau) \quad \text{for} \quad x \in \mathbb{E} \quad \text{and} \quad n \in \mathbb{N}^+, \tag{A.6}
\]
where \( J_x^{(n)}(\tau) = E^x \left[ \int_0^\tau e^{-as} f(X(s)) ds + e^{-\alpha \tau} g_n(X(\tau)) \right] \). Then, \( V_n \) converges to \( V \) defined by (2.0) uniformly as \( n \to \infty \).

**Proof.** Let \( x \in \mathbb{E}, n \in \mathbb{N}^+ \) and \( \varepsilon > 0 \). Define an \( \varepsilon \)-optimal stopping time \( \tau_\varepsilon^* \) such that
\[
V(x) - \varepsilon \leq J_x(\tau_\varepsilon^*). \tag{A.7}
\]
Therefore, we have
\[
V(x) \leq E^x \left[ \int_0^{\tau_\varepsilon^*} e^{-as} f(X(s)) ds + e^{-\alpha \tau_\varepsilon^*} g(X(\tau_\varepsilon^*)) \right] + \varepsilon \\
\leq E^x \left[ \int_0^{\tau_\varepsilon^*} e^{-as} f(X(s)) ds + e^{-\alpha \tau_\varepsilon^*} (g_n(X(\tau_\varepsilon^*))) + \|g - g_n\|_\infty \right] + \varepsilon \\
\leq J_x(\tau_\varepsilon^*) + \frac{1}{n} + \varepsilon \leq V_n(x) + \frac{1}{n} + \varepsilon.
\]
Since \( \varepsilon \) is an arbitrary positive constant, \( V(x) - V_n(x) \leq \frac{1}{n} \). On the other hand, we can find a stopping time \( \tau_\varepsilon^{(n)} \) for \( V_n \) such that \( V_n(x) - \varepsilon \leq J_x^{(n)}(\tau_\varepsilon^{(n)}) \). One also obtains \( V_n(x) - V(x) \leq \frac{1}{n} \) similarly. Therefore, we have
\[
\|V - V_n\|_\infty \leq \frac{1}{n}. \tag{A.8}
\]
Then, the proof is completed.

**Lemma A.3.** Suppose Assumption 2.10 holds. Let \( v_\lambda \) be the solution to (A.1) for each \( \lambda > 0 \). Then, \( v_\lambda \) satisfies
\[
v_\lambda(x) = \sup_{\tau} E^x \left[ \int_0^\tau e^{-as} f(X(s)) ds + e^{-\alpha \tau} (g - (g - v_\lambda)^+)(X(\tau)) \right]. \tag{A.9}
\]
Additionally, \( V \geq v_\lambda \).
Proof. Let $x \in E$, $\lambda > 0$ and $\tau$ be a $\mathcal{F}_t$-stopping time. We know from (1) in Theorem 2.11 that $v_\lambda \in D(\mathcal{L})$. Using Dynkin's formula and optional stopping theorem,

$$v_\lambda(x) = E_x^x \left[ \int_0^\tau e^{-as} (f(X(s)) + \lambda(g - v_\lambda)^+(X(s))) ds + e^{-a\tau} v_\lambda(X(\tau)) \right]. \quad (A.10)$$

Hence, using (2.7) and similar argument as in (A.3), we get

$$v_\lambda(x) \geq E_x^x \left[ \int_0^\tau e^{-as} f(X(s)) ds + e^{-a\tau}(g - (g - v_\lambda)^+(X(\tau)) \right]. \quad (A.11)$$

Taking the supremum on both sides, we obtain

$$v_\lambda(x) \geq \sup_{\tau} E_x^x \left[ \int_0^\tau e^{-as} f(X(s)) ds + e^{-a\tau}(g - (g - v_\lambda)^+(X(\tau)) \right]. \quad (A.12)$$

In order to prove the equality, define the stopping time $\sigma^*$ by $\sigma^* := \inf\{s \geq 0; v_\lambda(X(s)) \leq g(X(s))\}$. Since $\{X(t)\}_{t \geq 0}$ is right continuous and $v_\lambda$ and $g$ are continuous, we have $v_\lambda(X(\sigma^*)) \leq g(X(\sigma^*))$. Using the preceding and (A.10), we have

$$v_\lambda(x) = E_x^x \left[ \int_{\sigma^*}^\tau e^{-as} f(X(s)) ds + e^{-a\tau} g(X(\sigma^*)) v_\lambda(X) \right] = E_x^x \left[ \int_0^\tau e^{-as} f(X(s)) ds + e^{-a\tau} (g - (g - v_\lambda)^+(X(\tau)) \right].$$

Hence, (A.9) is proved. Furthermore, since $g - (g - v_\lambda)^+ \leq g$, (A.9) implies $V \geq v_\lambda$ for all $\lambda > 0$. The proof is completed. \qed

Lemma A.4. Suppose Assumption 2.10 holds. Assume in addition that $g \in D(\mathcal{L})$. Let $v_\lambda$ be the solution to (2.7) for $\lambda > 0$. $v_\lambda$ converges to $V$ uniformly as $\lambda \to \infty$ and hence $V \in C_0(E)$.

Proof. Let $x \in E$ and $\lambda > 0$. Using (A.9), we get

$$v_\lambda(x) = \sup_{\tau} E_x^x \left[ \int_0^\tau e^{-as} f(X(s)) ds + e^{-a\tau}(g - (g - v_\lambda)^+(X(\tau)) \right] \geq \sup_{\tau} E_x^x \left[ \int_0^\tau e^{-as} f(X(s)) ds + e^{-a\tau} g(X(\tau)) \right] - \sup_{\tau} E_x^x \left[ e^{-a\tau}(g - (g - v_\lambda)^+(X(\tau)) \right] \geq V(x) - \sup_{\tau} E_x^x \left[(g - v_\lambda)^+(X(\tau)) \right] \geq V(x) - \|(g - v_\lambda)^+\|_{\infty}. \quad (A.13)$$

Additionally, we have from Lemma A.3 that $V \geq v_\lambda$ for all $\lambda > 0$. Then,

$$\|V - v_\lambda\|_{\infty} \leq \|(g - v_\lambda)^+\|_{\infty}. \quad (A.12)$$

Furthermore, since $v_\lambda \in D(\mathcal{L})$ by (1) in Theorem 2.11, $g - v_\lambda \in D(\mathcal{L})$ and thus

$$g - v_\lambda = R_a((a - \mathcal{L})(g - v_\lambda)).$$

Hence, using (2.7) and similar argument as in (A.3), we get

$$g - v_\lambda = R_a((a - \mathcal{L})g - (a - \mathcal{L})v_\lambda) = R_a((a - \mathcal{L})g - f - \lambda(g - v_\lambda)^+) = R_{a+\lambda}((a - \mathcal{L})g - f - \lambda(g - v_\lambda)^+ + \lambda(g - v_\lambda)) \leq R_{a+\lambda}((a - \mathcal{L})g - f - \lambda(g - v_\lambda)^+ + \lambda(g - v_\lambda)^+) \quad (A.13)$$

$$\leq \frac{\|(a - \mathcal{L})g - f\|_{\infty}}{a + \lambda}. \quad (A.13)$$
Thus, it follows from (A.12) that
\[ \| V - v_\lambda \|_\infty \leq \|(g - v_\lambda)^+\|_\infty \leq \frac{\|(a - \mathcal{L})g - f\|_\infty}{a + \lambda} \leq \frac{M}{a + \lambda}, \] (A.14)
where \( M > 0 \) is a constant. Hence, \( v_\lambda \) converges to \( V \) uniformly as \( \lambda \to \infty \). The proof of (1) in Theorem 2.11 is completed. Hence, \( v_\lambda \) converges to \( V \) uniformly as \( \lambda \to \infty \). The proof of (1) in Theorem 2.11 is completed. □

It remains to show that the conclusion of Lemma A.4 is also true for any \( g \in C_0(E) \). Let \( g \in C_0(E) \). \( D(\mathcal{L}) \) is dense in \( C_0(E) \) (see Theorem 2.7). Thus there exists a sequence \( \{g_n\}_{n \in \mathbb{N}^+} \) in \( D(\mathcal{L}) \) uniformly converging to \( g \) as \( n \to \infty \) such that \( \|g_n - g\|_\infty \leq 1/n \) for any \( n \in \mathbb{N}^+ \). Using Lemma A.4, the sequence of the value functions \( \{v_n\}_{n \in \mathbb{N}^+} \) defined by (A.6) is in \( C_0(E) \). Using Lemma A.2, \( \{V_n\}_{n \in \mathbb{N}^+} \) converges to \( V \) uniformly as \( n \to \infty \). Therefore, \( V \in C_0(E) \).

Moreover, let \( v_{n,\lambda} \) be the solution to (2.7) after replacing \( g \) by \( g_n \) for each \( n \in \mathbb{N}^+ \). We prove that \( v_{n,\lambda} \) converges to \( v_\lambda \) uniformly as \( n \to \infty \). Using (A.2),
\[
v_{n,\lambda} - v_\lambda = R_{a+\lambda}(f + \lambda(g_n - v_{n,\lambda}) + \lambda v_{n,\lambda}) - R_{a+\lambda}(f + \lambda(g - v_\lambda) + \lambda v_\lambda)
= \lambda R_{a+\lambda}(\max(g_n, v_{n,\lambda}) - \max(g, v_\lambda))
\leq \lambda R_{a+\lambda}(\max(g_n - g, v_{n,\lambda} - v_\lambda))
\leq \frac{\lambda}{a + \lambda} \max(\|g_n - g\|_\infty, \|v_{n,\lambda} - v_\lambda\|_\infty).
\]
Similarly, we also have
\[
v_\lambda - v_{n,\lambda} = R_{a+\lambda}(f + \lambda(g - v_\lambda) + \lambda v_\lambda) - R_{a+\lambda}(f + \lambda(g_n - v_{n,\lambda}) + \lambda v_{n,\lambda})
\leq \frac{\lambda}{a + \lambda} \max(\|g_n - g\|_\infty, \|v_{n,\lambda} - v_\lambda\|_\infty).
\]
Thus
\[
\|v_\lambda - v_{n,\lambda}\|_\infty \leq \frac{\lambda}{a + \lambda} \max(\|g_n - g\|_\infty, \|v_{n,\lambda} - v_\lambda\|_\infty).
\]
Since \( \frac{\lambda}{a + \lambda} < 1 \), it follows that
\[
\|v_{n,\lambda} - v_\lambda\|_\infty \leq \|g_n - g\|_\infty \leq \frac{1}{n}, \quad \text{(A.15)}
\]
Then, \( v_{n,\lambda} \) converges to \( v_\lambda \) uniformly as \( n \to \infty \).

Now, let \( \varepsilon > 0 \) and choose an integer \( n_0 > \frac{4}{\varepsilon} \). Hence, combing (A.8), (A.14) and (A.15) yields
\[
\|V - v_\lambda\|_\infty \leq \|V - V_{n_0}\|_\infty + \|v_{n_0,\lambda} - v_\lambda\|_\infty + \|V - v_{n_0,\lambda}\|_\infty
\leq \frac{1}{n_0} + \frac{1}{n_0} + \frac{M_{n_0}}{a + \lambda} \leq \frac{\varepsilon}{2} + \frac{2M_{n_0}}{a + \lambda}, \quad \text{(A.16)}
\]
where \( M_{n_0} = \|(a - \mathcal{L})g_{n_0} - f\|_\infty \). Therefore, \( \|V - v_\lambda\|_\infty \leq \varepsilon \) for any \( \lambda > \frac{2M_{n_0}}{\varepsilon} \). Thus, the proof is completed.
Appendix B. Proof of Lemma 5.8

Let \( \{\tilde{P}_t\}_{t \geq 0} \) be the Feller semigroup defined by (5.1), that is for any \( w \in \mathcal{C}(E_0) \),
\[
\tilde{P}_t w := w(\partial) + \frac{\mathcal{P}_t((w-w(\partial))|_E)}{t}.
\] (B.1)

By Definition 2.4, its infinitesimal generator \((\tilde{L}, D(\tilde{L}))\) can be defined by:
\[
\tilde{L}w := \lim_{t \to 0^+} \frac{\tilde{P}_t w - w}{t} \quad \text{for each } w \in D(\tilde{L}),
\] (B.2)
\[
D(\tilde{L}) := \{ w \in \mathcal{C}(E_0); \lim_{t \to 0^+} \frac{\tilde{P}_t w - w}{t} \text{ exists in } \mathcal{C}(E_0) \}. \hspace{2cm} (B.3)
\]

Let \( D_0 \) be a domain defined by
\[
D_0 := \{ w \in \mathcal{C}(E_0); (w-w(\partial))|_E \in D(L) \}. \hspace{2cm} (B.4)
\]

We show that \( D(\tilde{L}) = D_0 \) by double inclusion. We first prove that \( D_0 \subseteq D(\tilde{L}) \). Let \( w \in D_0 \subseteq \mathcal{C}(E_0) \). We have by (B.1) restricted on \( E \) that
\[
\lim_{t \to 0^+} \frac{(\tilde{P}_t w)|_E - w|_E}{t} = \lim_{t \to 0^+} \frac{\mathcal{P}_t((w-w(\partial))|_E) + w(\partial) - w|_E}{t}. \hspace{2cm} (B.5)
\]

Since \( w \in D_0 \), we have \( (w-w(\partial))|_E \in D(L) \), then the limit on the right hand side of (B.5) exists in \( \mathcal{C}_0(E) \) and we can write
\[
\lim_{t \to 0^+} \frac{(\tilde{P}_t w)|_E - w|_E}{t} = L((w-w(\partial))|_E) \in \mathcal{C}_0(E). \hspace{2cm} (B.6)
\]

In addition, using (B.1) and the fact that \( (w-w(\partial))|_E \in \mathcal{C}_0(E), \tilde{P}_t w(\partial) = w(\partial) \) for all \( t \geq 0 \). Hence, we know that
\[
\lim_{t \to 0^+} \frac{\tilde{P}_t w(\partial) - w(\partial)}{t} = 0. \hspace{2cm} (B.7)
\]

Putting (B.6) and (B.7) together yields for any \( w \in D_0 \), \( \lim_{t \to 0^+} \frac{\tilde{P}_t w - w}{t} \) exists in \( \mathcal{C}(E_0) \) and by the definition of the extension, we get
\[
\lim_{t \to 0^+} \frac{\tilde{P}_t w - w}{t} = L((w-w(\partial))|_E) \text{ exists in } \mathcal{C}(E_0) \text{ for any } w \in D_0. \hspace{2cm} (B.8)
\]

Thus, \( D_0 \subseteq D(\tilde{L}) \).

Let us now prove that \( D(\tilde{L}) \subseteq D_0 \). Choose \( w \in D(\tilde{L}) \). Then, since for such \( w \), the limit of (B.2) exists in \( \mathcal{C}(E_0) \), it follows that the limit on the right hand side of (B.5) also exists. In addition, using (B.3) and (B.7) respectively, we have \( \tilde{L}w \in \mathcal{C}(E_0) \) and \( \tilde{L}w(\partial) = 0 \) and thus the limit
\[
\lim_{t \to 0^+} \frac{\mathcal{P}_t((w-w(\partial))|_E) + (w-w(\partial))|_E}{t} \text{ exists in } \mathcal{C}_0(E).
\]

Therefore, due to the fact that \( (w-w(\partial))|_E \in \mathcal{C}_0(E) \), we have \( (w-w(\partial))|_E \in D(L) \) which means \( w \in D_0 \). We can conclude that \( D(\tilde{L}) = D_0 \) and \( \tilde{L} \) is given by (B.8), that is (5.11) and (5.12) are proved.

Then, it is reasonable to define the restriction of \((\tilde{L}, D(\tilde{L}))\) on \( \tilde{D} \) by (5.13).
Let us now show that $(\hat{G}, D(\hat{G}))$ is the core of $(\hat{L}, D(\hat{L}))$. Suppose that there is a sequence $\{w_n\}_{n \in \mathbb{N}^+}$ in $D(\hat{G})$ satisfying $w_n \to u$ and $\hat{G}w_n \to v$ uniformly in $C(E)$. It is enough to prove that $u \in D(\hat{L})$ and $v = \hat{L}u$. Using (5.13), the sequence $\{w_n^*\}_{n \in \mathbb{N}^+}$ defined by

$$w_n^* := (w_n - w_n(\partial))|_E$$

belongs to $D(G)$ and satisfies $w_n^* \to (u - u(\partial))|_E$ and $Gw_n^* \to v|_E$ uniformly in $C_0(E)$. In addition, since $(G, D(G))$ is the core of $(L, D(L))$, it follows that $(u - u(\partial))|_E \in D(L)$ and $v|_E = L((u - u(\partial))|_E)$. Therefore, using (B.2), $u \in D(\hat{L})$ and $v = \hat{L}u$. The proof is completed.
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