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Bayesian nonparametric hierarchical priors are highly effective in providing flexible models for latent data structures exhibiting sharing of information between and across groups. Most prominent is the Hierarchical Dirichlet Process (HDP), and its subsequent variants, which model latent clustering between and across groups. The HDP may be viewed as a more flexible extension of Latent Dirichlet Allocation models (LDA), and has been applied to, for example, topic modelling, natural language processing, and datasets arising in health-care. We focus on analogous latent feature allocation models, where the data structures correspond to multisets or unbounded sparse matrices. The fundamental development in this regard is the Hierarchical Indian Buffet process (HIBP), which utilizes a hierarchy of Beta processes over J groups, where each group generates binary random matrices, reflecting within group sharing of features, according to beta-Bernoulli IBP priors. To encompass HIBP versions of non-Bernoulli extensions of the IBP, we introduce hierarchical versions of general spike and slab IBP. We provide explicit novel descriptions of the marginal, posterior and predictive distributions of the HIBP and its generalizations which allow for exact sampling and simpler practical implementation. We highlight common structural properties of these processes and establish relationships to existing IBP type and
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related models arising in the literature. Examples of potential applications may involve topic models, Poisson factorization models, random count matrix priors and neural network models.

1. Introduction. The Indian Buffet process (IBP) introduced by Griffiths and Ghahramani [21, 22], represents an important amalgam of ideas from Bayesian non-parametric statistics (BNP) and statistical machine learning, as it relates to the creation and analysis of more flexible latent feature/factor models. In particular, this framework allows for sharing and learning of, for example, latent features and associated counts, which avoid issues of model selection arising in parametric latent factor models. As described in Thibaux and Jordan [61], the IBP may be expressed in terms of $Z_1, \ldots, Z_M | \mu$ conditionally iid Bernoulli processes, where $\mu$ is a Beta process [25], which is otherwise a special case of a completely random measure (CRM) with countable jumps in $[0, 1]$ and atoms (corresponding to features) drawn from a finite measure $B_0$. The marginal distribution of $Z_1, \ldots, Z_M$ produces sparse random binary matrices with $M$ rows and a potentially infinite set of columns. A sequential scheme to generate this, referred to as the Indian Buffet Process, is facilitated by an explicit description of the predictive distribution of $Z_{M+1} | Z_1, \ldots, Z_M$, which in turn may be constructed from the posterior distribution of $\mu | Z_1, \ldots, Z_M$. A thorough understanding of these components then allows for their practical utility in a wide range of factor models where observed data structures, say $W$, conditional on $(Z_1, \ldots, Z_M) = z$, may have the form $\Phi(W | z)$. The IBP has inspired the development and investigation of generalizations which induce non-binary entries, with the bulk of these corresponding to Poisson and Negative Binomial count models. Here we list some applications of the IBP and these extensions [6, 11, 24, 40, 41, 47, 56, 62, 64, 67, 68]. These are examples of trait allocation models as defined in [10]. In particular, they provide the following description “Trait allocations apply when data may belong to more than one group (a trait), and may exhibit non-negative integer levels of belonging in each group.” See [7] for relevant analysis related to such models. [34] provides a unified framework for the posterior analysis of IBP type models, which produce sparse random matrices with arbitrary valued entries, by introducing what we call here, spike and slab IBP priors, based on random variables having mass at zero, but otherwise producing non-zero entries corresponding to any random variable. Furthermore, important to the present discussion [34, Section 5] also introduces and provides posterior analysis for multivariate IBP priors. A recent work of [2] shows that their model for overlapping community detection may be expressed as a case of [34, Section 5]. Furthermore, it is interesting to note that [2, Section 6] describe the potential usage of conditionally Gamma and Normally distributed entries. In addition see [3, 55, 56, 65] for potential ideas in regards to matrices with general spike and slab entries.

Our focus in this work is to provide explicit novel descriptions of the marginal, posterior and predictive distributions of hierarchical versions of general spike and slab IBP, which allow for exact sampling and simpler
practical implementation of these processes. This includes descriptions for the fundamental development in this regard, which is the Hierarchical Indian Buffet Process (HIBP) [61]. As an example, one can use our Corollary 3.10 to describe explicitly the HIBP analogue of the IBP sequential scheme, which is otherwise unavailable in the literature. The HIBP utilizes a hierarchy of Beta processes over $J$ groups to induce sharing across group specific Bernoulli IBP, each consisting of $M_j$ processes for $j = 1, \ldots, J$. Specifically this is done by setting $\mu_1, \ldots, \mu_J|B_0$ to be conditionally independent Beta processes with common base measure $B_0$ and then specifying $B_0$ to also be a random Beta process. The authors discuss applications to topic models, but there are many possibilities, for example applications to neural nets and imaging as described in [13, 23, 37, 69]. Here we use general (conditional) CRM specifications for $\mu_j$ and $B_0$, and otherwise apply these to the constructions in [34, Section 2]. It is important for us to point out that while our results are novel in every case, the paper of [46] extends the HIBP framework to trait allocation models which corresponds to the important case of generalized HIBP with non-negative integer valued entries. [46] was done prior to this work and consists of two results [46, Theorems 1,2], which most closely parallels our forthcoming results in Propositions 3.2, 3.3, and 3.4, however the descriptions are quite different.

The HIBP and its generalizations to spike and slab models, draws their conception from, and are otherwise the analogue of BNP hierarchical priors for latent clustering models. The seminal work is the Hierarchical Dirichlet process (HDP) [60] which may be viewed as a flexible extension of Latent Dirichlet allocation models [4], with for example, applications to topic models. We now briefly describe some elements of that construction. As the name suggests, the HDP specifies discrete random probability measures $P_1, \ldots, P_J|P_0$ to be conditionally independent Dirichlet processes [17], with common base measure $P_0$. (Hereafter we shall use the notation $[n] = \{1, \ldots, n\}$ and write $i \in [n]$.) Let us for a moment assume that $P_0$ is non-atomic, then in the presence of latent data $Y_{j,1}, \ldots, Y_{j,M_j}|P_j, P_0 \overset{iid}{\sim} P_j$, the marginal process produces $K_{j,M_j} = k_j \leq M_j$ unique values, say $(Y_{j,l}^*, l \in [k_j]) \overset{iid}{\sim} P_0$ and creates clusters $C_{j,l} = \{i : Y_{j,i} = Y_{j,l}^*\}$ forming a random partition of $[M_j]$, corresponding to a Chinese Restaurant process [49, 51]. A common and important application is to mixture models, see [44], where observables $W_{j,1}, \ldots, W_{j,M_j}|(Y_{j,i}, i \in [M_j])$ are conditionally independent with respective densities, or pmf, $k(W_{j,i}|Y_{j,i})$, for $i \in [M_j]$. [27, 28] show that these latent clustering mechanisms, exhibiting sharing within a group, and related stick-breaking constructions, carry over to quite general choices for $P_j$. In any event, if $P_0$ is non-atomic, there is no sharing of information (atoms) across groups. Sharing across groups is achieved in [60] by specifying $P_0$ to also be a Dirichlet process. Subsequent work, see [20, 58], extended this framework to Pitman-Yor processes (which are described in [27, 49]). More recently, posterior analysis of a more general class of hierarchical $P_1, \ldots, P_J$ has been done in [8]. See, additionally, [1, 42, 63] for some examples of applications. Also recently, the general Lévy moving average/smooth hazard rate framework in [32, Section 4], which generalizes the gamma process
formulation in [16, 45, 29], has been extended to a hierarchical setting, suitable for data sets corresponding to multiplicative intensity models, in [9], by utilizing kernel smoothed hierarchical CRM, of the form \( \int_0^\infty k(t|s)\mu_j(ds) \), as dependent random hazard rates. Where \( \mu_1, \ldots, \mu_J | B_0 \) and \( B_0 \) have the same construction as in our models. See also [5, 10, 54] for relevant general discussions.

1.1. Outline. We now present some key highlights of this work. We first note that much of our analysis is facilitated by the use of the results on multivariate type IBP in [34, Section 5], coupled with key representations that we derive. Section 2.1 describes a general version of the Bernoulli based HIBP, where we note that \( B_0 \) based on a generalized gamma process may be used. In fact, as described in Sections 2.4, 2.6 and Section 3, one of our key findings, highlighted in Proposition 2.2 and Proposition 3.1, is that there is a common multivariate IBP Poisson structure, with similarities to [11, 43, 62], that essentially dictates the generation and sharing of features across groups no matter the spike and slab distribution used. Hence this choice of prior for \( B_0 \) is easily applied in every spike and slab case. As such, we shall highlight calculations with respect to this choice of prior for \( B_0 \) throughout. Section 2.2. presents a general description of spike and slab HIBP priors based on the framework in [34, Section 2]. Section 2.3-2.5 provide various representations that allow one to make connections with existing IBP type models. In particular, besides the developments mentioned in Section 2.4, Section 2.5.1. describes relationships to models discussed in [64, 67, 68]. Section 2.6, Proposition 2.4 and Corollary 2.2, shows that our hierarchical priors may be expressed as multivariate IBP based on entries corresponding to general compound Poisson processes. It is noteworthy that this structure suggests natural computational routines which may be seen as generalizations of methods employed in [64, 67, 68] based on the Logarithmic series distribution compound Poisson representation of negative binomial distributions in [53]. Furthermore, the general compound Poisson process factorization framework in [3], should offer indications of usage for our priors in various models. Based on the representations in Section 2.6, Section 3 provides explicit results that are amenable to sampling in parallel to what is known for standard spike and slab IBP, we also show connections to ECPF as described in [66]. We mention here Proposition 3.1, Theorem 3.1, and explicit prediction rules derived in Section 3.5, which are all directly pertinent to sampling. In particular, similar to what is mentioned and done in [68], our Theorem 3.1 allows one to generate quite intricate sparse random matrices with arbitrary entries at once, whilst our results in Proposition 3.5 for the prediction distributions allows for the adding of additional rows and columns sequentially. Sections 3.6 and 3.7 provide explicit details in the case of Poisson and Bernoulli based HIBP. However, we may easily mix various choices of spike and slab distributions. In Section 4, we provide some simple simulations.
1.2. **Indian buffet process.** We first discuss more details of the basic Indian Buffet process as devised in [21, 22]. The Indian Buffet process sequential scheme is cast in terms of $M$ customers sequentially selecting dishes from an Indian Buffet, where each dish represents features or attributes of that customer, the mechanism allows for the selection of dishes previously chosen by other customers as well as a mechanism to choose new dishes is described as follows for the simplest case. For a parameter $\theta > 0$, the first customers selects a Poisson($\theta$) number of dishes drawn from a non-atomic finite measure $B_0$, given the selection process of the first $M$ customers the $(M+1)$ st customer will choose new dishes according to a Poisson($\theta/(M+1)$) variable and chooses each previously chosen dish according to Bernoulli random variables, where the most popular dishes have the highest chance of being chosen. As shown in [61], this process may be generated by expressing the features of each customer in terms of conditionally independent Bernoulli processes say $Z^{(1)}, \ldots, Z^{(M)}$ defined for each $i$ as,

$$Z^{(i)} = \sum_{k=1}^{\infty} b_{(i)}^k \delta_{\omega_k}$$

where $(b_{(i)}^k)$ for $i = 1, \ldots, M$ are conditionally independent such that for each $(i,k)$ $b_{(i)}^k \sim \text{Bernoulli}(p_k)$, where the $(p_k, k = 1, \ldots) := (p_k)$ are points of a Poisson random measure with mean measure a Lévy measure of the form $\rho(s) = \theta s^{-1} \mathbb{I}_{[0,1]}$. The $(b_{(i)}^k)$ form priors over equivalence classes of binary (random) matrices and are associated with a potentially infinite collection of features $(\omega_k)$ that are drawn from a non-atomic finite measure $B_0(\cdot)$ over a Polish space $\Omega$. In particular, since $B_0(\Omega)$ is finite, the $(\omega_k)$ are iid $B_0(dx) = B_0(dx)/B_0(\Omega)$. The assignment of the $(p_k)$ is expressed through a completely random measure $\mu$ with jumps in $[0,1]$, expressed as $\sum_{k=1}^{\infty} p_k \delta_{\omega_k}$. For the current choice of $\rho(p) = \theta p^{-1} \mathbb{I}_{[0,1]}$, $\mu$ is a simple homogeneous case of Beta processes introduced in [25], see also [38], with law denoted as $\mu \sim \text{BP}(\theta, B_0)$, corresponding $Z^{(1)}, \ldots, Z^{(M)}$ are iid Bernoulli processes with common law denoted as $\text{BerP}(\mu)$. The IBP sequential scheme is obtained from the conditional distribution of $Z^{(M+1)}|Z^{(1)}, \ldots, Z^{(M)}$ which is facilitated by a description of the posterior distribution of $\mu|Z^{(1)}, \ldots, Z^{(M)}$. The IBP has been extended to more general choices for $\mu$, including the richer class of stable-Beta, see [59], see also [39], with jumps $(p_k)$ specified by a Lévy density,

$$\rho_{\alpha, \beta}(p) = \theta p^{-\alpha-1}(1-p)^{\beta+\alpha-1} \mathbb{I}_{[0,1]}$$

for $\beta > -\alpha$ and $0 \leq \alpha < 1$. Here we will say $\mu$ is a stable-Beta process with parameters $(\alpha, \beta; \theta)$, with distributional notation $\mu \sim \text{sBP}((\alpha, \beta), \theta, B_0)$ One may use any CRM $\mu$ provided its jumps are in $[0,1]$. In general, we use the notation $\mu \sim \text{CRM}(\rho, B)$ to denote a general CRM, with jumps in $(0, \infty)$ over $\Omega$ where the Lévy density $\rho(s)$ satisfies $\int_0^\infty \min(s, 1) \rho(s) ds < \infty$, and $B(\omega)$ is a finite measure over $\Omega$.

**Remark 1.1.** As in [31, 32, 33, 36, 34], we exploit the representations $\mu(\omega) = \int_0^\infty N(ds, d\omega)$, where $N$ is a Poisson random measure with mean measure $E[N(ds, du)] = \nu(ds, d\omega) = \rho(s)B(\omega)$, we write $N \sim \text{PRM}(\nu)$. 


2. Bernoulli process HIBP and extensions to multiple Hierarchical spike and slab IBP.

2.1. The Beta process HIBP and extensions in the Bernoulli case. We first sketch out the HIBP as described in the setting of topic models in [61]. Consider a corpora consisting of \( j = 1, \ldots, J \) types of documents, where there are \( M_j \) documents of each type \( j \in [J] \). The documents are modelled as follows; for \( j \in [J] \), model documents of each type \( j \) as conditionally independent Bernoulli processes as follows,

\[
Z_j^{(1)}, \ldots, Z_j^{(M_j)} | \mu_j \overset{iid}{\sim} \text{BeP}(\mu_j)
\]

\( \mu_1, \ldots, \mu_J \) represent priors over the selection of words of each type and are modelled as conditionally independent Beta processes given a common measure \( B_0 \) over the feature space. More precisely \( \mu_1, \ldots, \mu_J \mid B_0 \) are conditionally independent such that for \( j \in [J] \),

\[
\mu_j \mid B_0 \sim \text{BP}(\theta_j, B_0).
\]

If \( B_0 \) is non-atomic then there are sharing of words within each document type \( j \), according to usual Bernoulli IBP mechanisms but not sharing of information across document types. Similar to the HDP, in order to allow for sharing across document types [61] specify a Beta process prior for \( B_0 \), that is

\[
B_0 \sim \text{BP}(\theta_0, G_0).
\]

While the choice of \( B_0 \) as Beta process might seem a natural analogue of the use of layers of Dirichlet processes in the HDP, we note that since \( B_0 \) is a finite measure it need not have jumps restricted to \([0, 1]\), hence as a slight, but important, extension to the HIBP framework we can choose \( B_0 = \sum_{k=1}^{\infty} \tau_k \delta_{Y_k} \) to be a general CRM(\( \tau_0, G_0 \)) where \( \tau_0(\lambda) \) is now a general Lévy density on \((0, \infty)\), with Laplace exponent, for \( \kappa > 0 \),

\[
\tilde{\psi}_0(\kappa) = \int_0^{\infty} (1 - e^{-\lambda \kappa}) \tau_0(\lambda) d\lambda.
\]

The choice of \( B_0 \) as a generalized gamma process will be a featured example in this work due to its relevant flexible distributional properties and its tractability, see for instance [11, 12, 31, 32, 33, 34, 66]. Specifically we say, that \( B_0 \), is a generalized gamma process with law denoted as \( \text{GG}(\alpha, \zeta; \theta_0 G_0) \) if

\[
\tau_0(\lambda) := \tilde{\tau}_0(\lambda|\zeta, \theta_0) = \frac{\theta_0}{\Gamma(1 - \alpha)} \lambda^{-\alpha - 1} e^{-\zeta \lambda} \text{ for } 0 < \lambda < \infty,
\]

for \( \theta_0 > 0 \), and the ranges \( 0 < \alpha < 1, \zeta \geq 0 \), or \( \alpha \leq 0 \) and \( \zeta > 0 \). When \( \alpha = 0 \) this is the case of the gamma process. That is to say \( \text{GG}(0, \zeta; \theta_0) \) corresponds to a Gamma process with shape \( \theta_0 \) and scale \( 1/\zeta \). When \( \alpha < 0 \), this results in a class of gamma compound Poisson processes. In particular, as a special case of (2.4), \( \tilde{\psi}_0(\kappa) = \theta_0 \tilde{\psi}_{\alpha, \zeta}(\kappa) \) where

\[
\tilde{\psi}_{\alpha, \zeta}(\kappa) = \begin{cases}
\frac{1}{\alpha}[(\kappa + \zeta)^\alpha - \zeta^\alpha], & \text{if } 0 < \alpha < 1, \zeta \geq 0 \\
\log(1 + \kappa/\zeta), & \text{if } \alpha = 0, \zeta > 0 \\
\frac{1}{3}[\zeta^{-\delta} - (\kappa + \zeta)^{-\delta}], & \text{if } \alpha = -\delta < 0, \zeta > 0
\end{cases}
\]
In addition, as further natural extensions of the classic HIBP, we may replace the Beta process specifications of \( \mu_j, \ldots, \mu_J \vert B_0 \) in (2.2) with the case where the \( \mu_j \vert B_0 \) are conditionally independent CRM(\( \rho_j, B_0 \)) with the constraint that the Lévy density \( \rho_j \) dictate jumps of \( \mu_j \) restricted to \([0, 1]\), for \( j \in [J] \). The work of [59], and subsequent applications in the IBP case, suggest that the choice of \( \mu_j \vert B_0 \overset{\text{iid}}{\sim} \text{SBP}((\alpha_j, \beta_j), \theta_j, B_0), j \in [J], \) would be ideal choices both in terms of tractability, and model flexibility in that it allows fitting \(((\alpha_j, \beta_j), j \in [J])\) to various types of data structures which cannot be captured by the standard Beta process.

### 2.2. Mixed hierarchical generalized spike and slab Indian Buffet processes.

We now show how to construct and combine Hierarchical versions of processes based on natural extensions of the IBP that have appeared in the literature. We use the unified framework following [34, Secton 2.1], for each \( j \in [J] \), let \( A_j \) denote a random variable such that given a parameter, \( s_j \), the distribution of \( A_j \vert s_j \) is given by the spike and slab probability measure,

\[
G_{A_j}(da|s_j) = [1 - \pi_{A_j}(s_j)]\delta_0(da) + \pi_{A_j}(s_j)\tilde{G}_{A_j}(da|s_j)
\]

where \( \tilde{G}_{A_j}(da|s_j) \) corresponds to a proper distribution (slab distribution) of a random variable \( A_j' \) which does not take mass at 0, and \( \mathbb{P}(A_j = 0|s_j) = 1 - \pi_{A_j}(s_j) > 0 \) is the spike. Equivalently, \( A_j = b_j A_j' \), where \( b_j = \mathbb{I}_{\{A_j \neq 0\}}|s_j \sim \text{Bernoulli}(\pi_{A_j}(s_j)) \), and it follows that (2.7) can be expressed as

\[
G_{A_j}(da|s_j) = [1 - \pi_{A_j}(s_j)]^{1-b(a)}[\pi_{A_j}(s_j)\tilde{G}_{A_j}(da|s_j)]^{b(a)}
\]

for \( b(a) := \mathbb{I}_{\{a \neq 0\}} \). Now, given \( B_0 = \sum_{k=1}^{\infty} \tau_k \delta_{\omega_k} \), let, for each fixed \( j \in [J], \)

\((A_{j,k}^{(i)}, i \in [M_j]), s_{j,k}, \omega_{j,k})\), denote points of a Poisson random measure with mean intensity

\[
\left[ \prod_{i=1}^{M_j} G_{A_j}(da_j^{(i)}|s_j) \right] \rho_j(s_j)B_0(d\omega),
\]

where \( \mu_j = \sum_{k=1}^{\infty} s_{j,k} \delta_{\omega_{j,k}} \vert B_0 \) is CRM(\( \rho_j, B_0 \)) where now \( \rho_j \) is a Lévy density on \((0, \infty)\), for \( j \in [J] \). Now as in [34, Section 2 eq.(2.1), Section 3 eq(3.1)], define thinnings of \( \mu_j \), by \( \rho_{j,i-1}(s) = [1 - \pi_{A_j}(s)]^{i-1} \rho_j(s) \) for \( i = 1, 2, \ldots, \)

where \( \pi_{A_j}(s) \) must satisfy

\[
\gamma_{j,i} = \int_0^\infty \pi_{A_j}(s)\rho_{j,i-1}(s)ds < \infty
\]

with, see [34, Appendix, eqs.(A.2), (A.4)],

\[
\psi_j(M_j) = \sum_{i=1}^{M_j} \gamma_{i,j} = \int_0^\infty (1 - [1 - \pi_{A_j}(s)]^{M_j})\rho_j(s)ds.
\]

Then we can construct a mixed collection of hierarchical generalized spike and slab Indian Buffet processes as follows

\[
((Z_j^{(i)}, i \in [M_j]), j \in [J]) = ((\sum_{k=1}^{\infty} A_{j,k}^{(i)} \delta_{\omega_{j,k}}, i \in [M_j]), j \in [J])
\]
Similar to [34], we say that \( (Z_j^{(i)}, i \in [M_j], j \in [J])|\mu_1, \ldots, \mu_J, B_0 \) are conditionally independent across \( (j \in [J]) \) with \( (Z_j^{(i)}, i \in [M_j])|\mu_j, B_0 \) conditionally iid IBP\((G_{\lambda_j}|\mu_j)\), interchangeably we shall also say such processes are IBP\( (A_j|\mu_j) \).

As prominent examples, set \( A_1|p \sim \text{Bernoulli}(p) \) with conditional pmf \( p^a(1-p)^{1-a} \) for \( a \in \{0,1\} \) and hence the slab is \( A_1^1 = 1 \) and spike is \( 1 - \pi_{A_1}(p) = (1-p) \). In this case \( (Z_j^{(i)}) \) are conditionally iid \( \text{BeP}(\mu_1) \). Set \( A_2|s \sim \text{Poisson}(rs) \) with pmf \( (rs)^a e^{-rs}/a! \), \( a = 0,1,2,\ldots \), with spike \( 1 - \pi_{A_2}(s) = e^{-rs} \), and slab \( A_2^1|s \) corresponding to a zero truncated Poisson distribution, say \( A_2^1|s \sim t\text{Poisson}(rs) \), with pmf

\[
\mathbb{P}(A_2^1 = a|s) = \frac{(rs)^a e^{-rs}}{a!(1-e^{-rs})} \quad \text{for } a = 1,2,\ldots
\]

We can say that \( (Z_2^{(i)}) \) are conditionally iid IBP\( (\text{Poisson}(r)|\mu_2) \) or simply PoiP\( (r,\mu_j) \). In the case where \( A_3|p \) is Negative-Binomial \( (r,p) \), denoted as \( \text{NB}(r,p) \), with \( \mathbb{P}(A_3 = a|p) = \binom{a+r-1}{a} p^a (1-p)^r \), \( a = 0,1,\ldots \) It follows that \( \pi_{A_3}(p) = 1 - (1-p)^r \), and \( A_3^1 \) has a discrete slab distribution \( G_{A_3} \), specified for \( a = 1,2,\ldots \) by

\[
\mathbb{P}(A_3^1 = a|p) = \frac{(a+r-1)}{1-(1-p)^r}.
\]

In general \( A_j^1 \) may have continuous distributions, such as Normal or Gamma variable.

**Remark 2.1.** We shall also view the processes in (2.12) as multivariate IBP in the sense of [34, Section 5], for instance, \( (Z_j^{(i)}, i \in [M_j])|\mu_j, B_0 \) is conditionally a multivariate IBP\((A_j^{(1)}, \ldots, A_j^{(M_j)})|\mu_j)\. See [2, 68] for applications of related constructions for a single \( j \).

**Remark 2.2.** We note that results for extensions to inhomogeneous \( \rho_j(s|\omega) \) or hierarchies of the general multivariate IBP in [34, Section 5], will follow from the arguments similar to that used here coupled with the results in [34].

2.3. Hierarchical representations. We next describe initial alternative representations.

**Proposition 2.1.** For each fixed \( (j,k) \), let \( s_{j,k} := ((s_{j,k,t})) \), such that given \( B_0, s_{j,k} \) are the points of a PRM with mean \( \tau_{k|p_j} \), and are conditionally independent across \( j,k \). Furthermore, define independent subordinators \( (\sigma_j(t), t \geq 0) \) with \( -\log \mathbb{E}[e^{-\sigma_j(t)}] = t \int_0^1 (1-e^{-s}) \rho_j(s) ds \), and let for each \( j \), \( ((\sigma_{j,k}(t))) \) denote iid copies of \( \sigma_j \). Then there are the following representations

- \( \mu_j = \sum_{k=1}^{d} \sum_{l=1}^{\infty} s_{j,k,l} |\delta_{\tau_k} = \sum_{k=1}^{\infty} \sigma_{j,k}(\tau_k) |\delta_{\tau_k}, \)
(ii) \( Z_j^{(i)} \triangleq \sum_{k=1}^{\infty} \sum_{l=1}^{\infty} A_{j,k,l}^{(i)} \delta_{Y_k} \) where \( A_{j,k,l}^{(i)} \sim \text{ind} \ G_{A_j}(da|s_{j,k,l}). \)

**Proof.** Expanding \( B_0 = \sum_{k=1}^{\infty} \tau_k \delta_{Y_k}, \) in (2.9), leads to the mean measures \( \prod_{k=1}^{M_j} G_{A_j}(da_j^{(i)}|s_j) \tau_k \rho_j(s_j) \delta_{Y_k}(d\omega), \) for \( k = 1, 2, \ldots, \) and each fixed \( j \in [J]. \) The result can then be verified by looking at the respective Laplace functionals given \( B_0. \)

For fixed \( \lambda, \sigma_j(\lambda) \) correspond to random variables with non-negative infinitely divisible distributions. In particular, if \( \rho_j \) is a finite measure, then \( \sigma_j(\lambda) \) correspond to a compound Poisson distribution, otherwise it corresponds to continuous infinitely divisible variables on \((0, \infty).\) Notice that even if \( s_{j,k,l} \) take values in \([0, 1],\) the infinite sums in the form of \( \sigma_{j,k}(\lambda) \) can take values larger than 1 with positive probability. As an example if \( \mu_j|B_0 \sim \text{BP}(\theta_j, B_0), \) as in (2.2), \( \sigma_{j,k}(\lambda) \) has a generalized Dickman distribution [48]. This leads to the following result, which is a variant of known results.

**Corollary 2.1.** Denote the distribution of \( \sigma_j(\lambda), \) for fixed \( \lambda, \) as \( f_j(v|\lambda) := \mathbb{P}(\sigma_j(\lambda) \in dv)/dv. \) Then the joint un-conditional distribution of \( \mu_0 := (\mu_j, j \in [J]), \) corresponds to a sub-class of multivariate CRM, as described in [34, Section 5], constructed from a Poisson random measure with mean intensity \( \rho_0(v_1, \ldots, v_J)G_0(dy), \) where \( \rho_0(v_1, \ldots, v_J) = \int_0^\infty \prod_{j=1}^{J} f_j(v_j|\lambda) \tau_0(\lambda)d\lambda \) is the joint \( \text{Lévy density of} \mu_0. \)

**Remark 2.3.** Dependent CRM defined in the same hierarchical manner as \( (\mu_j, j \in [J]) \) are employed in [9]. See [9, Section 2] for other equivalent distributional characterizations using joint Laplace functionals.

**2.4. Relationship between Bernoulli HIBP and Poisson IBP models.** In Proposition 2.1, if \( A_j|p \) is Bernoulli\((p) \) then \( A_{j,k,l}^{(i)} \sim \text{ind} \) Bernoulli\((s_{j,k,l}) \) and \( \sum_{i=1}^{M_j} A_{j,k,l}^{(i)} \sim \text{Binomial}(M_j, s_{j,k,l}). \) Since, it is well known for a standard Bernoulli process that its sum over \( \Omega \) is Poisson distributed, it follows that marginally \( \sum_{i=1}^{\infty} A_{j,k,l}^{(i)} \) are conditional on \( B_0, \) Poisson random variables. We now focus on the across group behavior of the Bernoulli based HIBP and show that given \( B_0 \) the univariate process equates in distribution to across and within group parameter specific variants of the Poisson IBP in [62], and otherwise has similarities to the structure of the processes in [11]. This across group Poisson structure will play a fundamental role in the characterization of all mixed spike and slab HIBP models. In this section \( \gamma_{j,i} = \int_0^1 p(1-p)^{i-1} \rho_j(p)dp, \) with \( \psi_j(M_j) = \sum_{i=1}^{M_j} \gamma_{j,i} = \int_0^1 (1-(1-p)^{M_j})\rho_j(p)dp \) however see Remark 2.5 below.

Suppose for a moment that \( B_0 \) has no atoms, then in the case of the standard Bernoulli IBP, viewed sequentially \((Z_j^{(i)}, i \in [M_j])|B_0 \) consists of
Poisson numbers of (new/unique) dishes selected by each new customer and otherwise points shared among the previous customers. Using known characterizations of the predictive and marginal distributions [21, 22, 61], as expressed in [34, Propositions 3.2 and 3.3] for $A_j | p \sim \text{Bernoulli}(p)$, the $M_j$ conditionally independent processes corresponding to dishes/points newly picked by each customer may be represented as

$$\tag{2.15} (\tilde{Z}_{j,i}, i \in [M_j]) \overset{d}{=} \left( \sum_{\ell=1}^{\xi_j(i)} \delta_{\omega_{j,\ell}^{(i)}}, i \in [M_j] \right)$$

with $Z^{(1)}_j \overset{d}{=} \tilde{Z}_{j,1}$, $(\xi_j(i), i \in [M_j]) | B_0 \overset{\text{ind}}{\sim} \text{Poisson}(\gamma_j, B_0(\Omega))$ variables, for $i \in [M_j]$, and where $(\omega_{j,\ell}^{(i)}, \ell \in \xi_j(i)) | B_0$ are conditionally iid draws from $\tilde{B}_0(d\omega) = B_0(d\omega)/B_0(\Omega)$, independent across $(i \in [M_j])$, (hence if $B_0$ is non-atomic the processes in (2.15) share no common dishes/features). $\xi_j \overset{d}{=} \sum_{i=1}^{M_j} \xi_j(i) \sim \text{Poisson}(\psi_j(M_j) B_0(\Omega))$ represents the total number of new dishes picked by the $M_j$ customers and

$$\tag{2.16} \sum_{i=1}^{M_j} \tilde{Z}_{j,i} \overset{d}{=} \left( \sum_{\ell=1}^{\xi_j} \delta_{\tilde{\omega}_{j,\ell}} \right)$$

where $(\tilde{\omega}_{j,\ell}) | B_0$ are iid $B_0$, and for $\xi_j = d_j$, $\sum_{i=1}^{M_j} \tilde{Z}_{j,i} | B_0$ has distribution,

$$\tag{2.17} [\psi_j(M_j)]^{d_j} e^{-\psi_j(M_j) B_0(\Omega)} \prod_{\ell=1}^{d_j} B_0(d\omega_{j,\ell})$$

Naturally when $B_0 = \sum_{k=1}^{\infty} \tau_k \delta_{Y_k}$, the points picked in (2.15) are no longer distinct. However, if we write $((s_{j,k}^{(i)}, \omega_{j,\ell}^{(i)}), i \in [M_j])$ to be the concomitant pairs of jumps and atoms selected from $(s_{j,k}, \omega_{j,k})$, where $\mu_j = \sum_{k=1}^{\infty} s_{j,k} \delta_{\omega_{j,k}}$, by each customer, these pairs are distinct, since $(s_{j,\ell}^{(i)})$ are distinct. Throughout the rest of this manuscript, let $((\mathcal{P}_{j,k}(\lambda), j \in [J])$ and $((\mathcal{S}_{j,k}(\lambda), i \in [M_j]))$ denote independent collections of Poisson variables with mean $\lambda$.

**Proposition 2.2.** Consider the HIBP in the Bernoulli case where $A_j | p \sim \text{Bernoulli}(p)$, and $\mu_j | B_0$ are independent CRM$(\rho_j, B_0)$ for $j \in [J]$, and $B_0 = \sum_{k=1}^{\infty} \tau_k \delta_{Y_k} \sim \text{CRM}(\tau_0, G_0)$. Then the conditional distribution of the processes, defined in (2.15), given $B_0$ are conditionally independent across $i \in [M_j]$ and $j \in [J]$, with

$$\tag{2.18} ((\tilde{Z}_{j,i}, i \in [M_j]), j \in [J]) \overset{d}{=} \left( \sum_{k=1}^{\infty} \mathcal{S}_{j,k}(\gamma_j, \tau_k) \delta_{Y_k}, i \in [M_j], j \in [J] \right)$$

corresponding to within and across group individual parameter specified extensions of the Poisson IBP [62] or multi-graph variations of [11]. Additionally

(i) $((\sum_{i=1}^{M_j} \tilde{Z}_{j,i}, j \in [J]) \overset{d}{=} ((\sum_{k=1}^{\infty} \mathcal{P}_{j,k}(\psi_j(M_j), \tau_k) \delta_{Y_k}, j \in [J])$
(ii) For each \((j,k)\), \((\mathcal{D}_{j,k}^{(i)}(\gamma_{j,i}\tau_k), i \in [M_j])|B_0\) has the joint probability mass function

\[
(2.19) \quad \frac{n_{j,k}!}{\prod_{i=1}^{M_j} n_{j,i,k}!} \prod_{i=1}^{M_j} \frac{\pi_{j,i,k}^{n_{j,i,k}}}{n_{j,k}!} \times \frac{(\psi_j(M_j)\tau_k)^{n_{j,k}} e^{-\psi_j(M_j)\tau_k}}{n_{j,k}!}
\]

for \(\sum_{i=1}^{M_j} n_{j,i,k} = n_{j,k}\), and \(n_{j,k} \geq 0\), and \(\pi_{j,i} = \gamma_{j,i}/\psi_j(M_j)\).

(iii) For each \(k\), \((\mathcal{D}_{j,k}^{(j)}(\psi_j(M_j)\tau_k), j \in [J])|B_0\) has the joint probability mass function

\[
(2.20) \quad \frac{n_k!}{\prod_{j=1}^{J} n_{j,k}!} \prod_{j=1}^{J} \frac{\pi_{j,k}^{n_{j,k}}}{n_k!} \times \frac{([\sum_{j=1}^{J} \psi_j(M_j)]\tau_k)^{n_k} e^{-[\sum_{j=1}^{J} \psi_j(M_j)]\tau_k}}{n_k!}
\]

for \(\sum_{j=1}^{J} n_{j,k} = n_k\), and \(n_k \geq 0\), and \(\pi_j = \psi_j(M_j)/[\sum_{i=1}^{J} \psi_i(M_i)]\).

Proof. The result is indicated by utilizing the distributional representations in (2.15) and then using the discrete representation of \(B_0 = \sum_{k=1}^{\infty} \tau_k \delta_{\gamma_k}\), which indicates that for measurable functions \(f_{j,i}\) over \(\Omega\), the Laplace exponent \(-\log(\mathbb{E}[e^{-Z_{j,i}(f_{j,i})}|B_0]) = \gamma_{j,i} B_0(\Omega) \int_{\Omega} (1 - e^{-f_{j,i}(\omega)}) B_0(d\omega)\), which is equivalent to \(\sum_{k=1}^{\infty} \gamma_{j,i} \tau_k (1 - e^{-f_{j,i}(\gamma_k)})\).

Remark 2.4. In the notation of [34, Propositions 3.2.3.3] the conditional distribution of \((Z_{j,i}, i \in [M_j])|B_0\), are IBP\((A_j, p_{j,i-1}B_0)\) for \(i \in [M_j]\) and \(A_j|p \sim \text{Bernoulli}(p)\).

Remark 2.5. Setting \(b_j = \mathbb{1}_{\{A_j \neq 0\}}|s \sim \text{Bernoulli}(\pi_{A_j}(s))\), describes the common Bernoulli process mechanism which dictates the absence or presence of a feature in a general spike and slab process. The result in Proposition 2.2 hold for this parametrization of \(b_j\), with the representations in (2.10) and (2.11).

Remark 2.6. As communicated to us by Jim Pitman, the distributional representations (2.19) and (2.20), correspond to a classic relationship between Multinomial and independent Poisson variables, attributed to Fisher [18] and independently Soper [57]. These types of representations figure prominently in [64, Corollary 3], [67, Lemma 4.1], [68].

2.5. Hierarchical Poisson IBP and mixed Poisson processes. We now explore Proposition 2.1 in the quite interesting case where \(A_j|\lambda_j\) are Poisson\((\tau_j \lambda_j)\) variables for \(j \in [J]\), which corresponds to hierarchical versions of the Poisson IBP models of [62]. The next result shows that this particular hierarchical framework leads to processes of multi-group IBP processes based on infinitely divisible mixed Poisson distributions. Furthermore, it provides a clear important connection to the work of [64, 67, 68] on random count matrices.
Proposition 2.3. Suppose that $A_j|\lambda_j$ is Poisson($r_j\lambda_j$) for $j \in [J]$, yielding hierarchical versions of the Poisson IBP of [62]. Then given $\mu_1, \ldots, \mu_J, B_0$, $Z_j^{(i)} = \sum_{k=1}^{\infty} \mathcal{P}_{j,k}(r_j s_{j,k})\delta_{\omega_{j,k}}$ and $\sum_{i=1}^{M_j} Z_j^{(i)} = \sum_{k=1}^{\infty} \mathcal{P}_{j,k}(M_j r_j s_{j,k})\delta_{\omega_{j,k}}$

for where $\mu_j = \sum_{k=1}^{\infty} s_{j,k}\delta_{\omega_{j,k}}|B_0$ is CRM($\rho_j, B_0$). Then $((Z_j^{(i)}, i \in [M_j]), j \in [J])|B_0$ is conditionally independent across $j \in [J]$, representable as

\[( (Z_j^{(i)}, i \in [M_j]), j \in [J]) \overset{d}{=} ( (\sum_{k=1}^{\infty} \mathcal{P}_{j,k}(r_j s_{j,k}(\tau_k))\delta_{Y_k}, i \in [M_j]), j \in [J]), \]

where $\mathcal{P}_{j,k}(M_j r_j s_{j,k}(\tau_k)) = \sum_{i=1}^{M_j} \mathcal{P}_{j,k}(r_j s_{j,k}(\tau_k))$. This is deduced from the following distributional representations corresponding to the setting in Proposition 2.1.

(i) $((\sum_{i=1}^{M_j} A_{j,k}^{(i)}, i \in [M_j])) \overset{d}{=} ((\mathcal{P}_{j,k}(r_j s_{j,k}(\tau_k)), i \in [M_j])$.

(ii) The distribution of $(\mathcal{P}_{j,k}(r_j s_{j,k}(\tau_k)), i \in [M_j])|\mathcal{P}_{j,k}(M_j r_j s_{j,k}(\tau_k)) = n_{j,k}$ is Multinomial$(n_{j,k}, \pi_{j,i}, i \in [M_j])$, for $\pi_{j,i} = 1/M_j$ for $i \in [M_j]$.

(iii) $(\mathcal{P}_{j,k}(r_j s_{j,k}(\tau_k)), i \in [M_j])|B_0$ has the joint probability mass function

\[(2.22) \quad \frac{n_{j,k}!}{\prod_{i=1}^{M_j} n_{j,i,k}!} \prod_{i=1}^{M_j} n_{j,i,k} \frac{\mathbb{E} \left[ \left( M_j r_j s_{j,k}(\tau_k) \right)^{n_{j,k}} e^{-M_j r_j s_{j,k}(\tau_k)} | \tau_k \right]}{n_{j,k}!} \]

for $\sum_{i=1}^{M_j} n_{j,i,k} = n_{j,k}$, and $n_{j,k} \geq 0$, and where in this case $\prod_{i=1}^{M_j} \pi_{j,i}^{n_{j,i,k}} = M_j^{-n_{j,k}}$.

(iv) The distribution of $((\mathcal{P}_{j,k}(M_j r_j s_{j,k}(\tau_k)), j \in [J]))$ given $B_0$ may be expressed

\[(2.23) \quad \prod_{j=1}^{J} \frac{\mathbb{E} \left[ \left( M_j r_j s_{j,k}(\tau_k) \right)^{n_{j,k}} e^{-M_j r_j s_{j,k}(\tau_k)} | \tau_k \right]}{n_{j,k}!}. \]

Proof. It suffices to verify statement [(i)] as the others are straightforward. In this case, $A_{j,k}^{(i)}|s_{j,k,l}$ is equivalent in distribution to a Poisson variable $\mathcal{P}_{j,k,l}(r_j s_{j,k,l})$, which are otherwise conditionally independent across $(j,k,l)$. The result follows from $\sum_{i=1}^{\infty} \mathcal{P}_{j,k,l}(r_j s_{j,k,l}) \overset{d}{=} \mathcal{P}_{j,k}(r_j) \sum_{i=1}^{\infty} s_{j,k,l}$.

Remark 2.7. Unlike the Bernoulli case in Proposition 2.2, Proposition 2.3 provides a complete description of the conditional distribution given $B_0$ of the entire Poisson based HIBP. However we shall not rely on these representations for practical implementation.

Next we discuss some strong relations to the work of [64, 67, 68].
2.5.1. Connection to priors for random count matrices. Quite interestingly, with reference to (2.5), if $\mu_1, \ldots, \mu_J | B_0 \sim \text{ind} \text{ GG}(0, \zeta_j, \theta_j)$, corresponding to independent Gamma processes, it follows that $\sigma_{j,k}(\tau_k)$ are independent Gamma$(\theta_j \tau_k, \zeta_j)$ variables, for $j \in [J]$. Then the distribution in (2.23), corresponds to components having Negative-Binomial distributions with parameters $(\theta_j \tau_k, \zeta_j)$, for $q_j = M_j r_j / (\zeta_j + M_j r_j)$, for $j \in [J]$, write such variables as $(\mathcal{A}_{j,k}(\theta_j \tau_k, \zeta_j))$. In addition, for any choice of $B_0$, each process $(Z_j^{(i)}, i \in [M_j]) | B_0$ coincides with conditionally independent processes that generate gamma-Poisson or Negative Binomial process random count matrices as described in [68, Section 1.2.3]. When $B_0 \sim \text{GG}(0, \zeta, \theta_0)$ the processes $(\sum_{i=1}^{M_j} Z_j^{(i)}, j \in [J]) | B_0$ have the representation,

$$
\sum_{k=1}^{\infty} \mathcal{P}_{j,k}(M_j r_j \sigma_{j,k}(\tau_k)) \delta_{Y_k}, j \in [J]) = \sum_{k=1}^{\infty} \mathcal{A}_{j,k}(\theta_j \tau_k, \zeta_j) \delta_{Y_k}, j \in [J]),
$$

modelling across group sharing for $j \in [J]$, then coincides with the generation of Gamma Negative Binomial random count matrix processes in [68, Section 2.2], see also [64, Section 5.1]. So in this case the hierarchical Poisson HIBP generates simultaneously both these types of count matrices as it applies to within and across group sharing respectively. Proposition 2.3 shows this extends to processes based on quite general infinitely divisible mixed Poisson distributions. See the forthcoming Section 3.6 for details on how to practically implement these processes, which are based on the developments we begin to discuss next.

2.6. General joint representations given $B_0$. Proposition 2.3 gives a complete description of the Poisson based HIBP conditional distribution given $B_0$. Here we provide a description for all processes in (2.12). We note that these representations also provide important alternative descriptions, to Proposition 2.3, in the Poisson HIBP case. We first obtain a preliminary description,

**Lemma 2.1.** Consider the general specifications in (2.12). Then the conditional distribution of $((Z_j^{(i)}, i \in [M_j]), j \in [J]) | B_0$ is such that it is conditionally independent across $j \in [J]$ satisfying for each $j$,

$$
(Z_j^{(i)}, i \in [M_j]) \overset{d}{=} (\sum_{\ell=1}^{\xi_j} \hat{A}_{j,\ell}^{(i)} \delta_{\tilde{w}_{j,\ell}}, i \in [M_j])
$$

where $\xi_j | B_0 \sim \text{Poisson}(\psi_j(M_j) B_0(\Omega))$, $(\tilde{w}_{j,\ell}) | B_0$ are iid $\tilde{B}_0$, and $((\hat{A}_{j,\ell}^{(i)}, i \in [M_j]), \ell \in [\xi_j])$ are $\xi_j$ iid vectors with common joint distribution, with arguments, for each $\ell \in [\xi_j]$, $a_{j,\ell} = (a_{j,\ell}^{(1)}, \ldots, a_{j,\ell}^{(M_j)})$,

$$
S_j(a_{j,\ell} | \rho_j) = \int_0^{\infty} \prod_{i=1}^{M_j} G_{A_i}(d a_{j,\ell}^{(i)} | s) \rho_j(s) ds \mathbb{I}_{\{a_{j,\ell} \neq 0\}}
$$
(\hat{A}_j^{(i)} \in [M_j]) | \hat{H}_{j,\ell} = s \) has joint distribution \( \mathbb{P}_{(a_j \neq 0)} \prod_{i=1}^{M_j} G_{M_j}(da_j^{(i)} | s) / (1 - [1 - \pi_{A_j}(s)]^{M_j}) \), meaning at least one component is non-zero, for \( \hat{H}_{j,\ell} \) with density \( (1 - [1 - \pi_{A_j}(s)]^{M_j}) \rho_j(s) / \psi_j(M_j) \).

**Proof.** The result follows from a direct application of [34, Proposition 5.2] where we treat \((Z_j^{(i)}, i \in [M_j])\) as a single vector valued IBP with \( A_{j,0}|s := (A_j^{(i)}, \ldots, A_j^{(M_j)})|s \) having distribution \( \prod_{i=1}^{M_j} G_{M_j}(da_j^{(i)} | s) \). \( \Box \)

The next result gives a description of the marginal distributions of \((Z_j^{(i)}, i \in [M_j])|B_0\), and the jumps of each \( \mu_j \) that are paired with the \( (\tilde{\omega}_{j,\ell}) \). It is merely a rephrasing of [34, Proposition 3.1].

**Lemma 2.2.** Consider the descriptions in Lemma 2.1. Then for each \( j \), given \( \xi_j = d_j \) and \( (\tilde{\omega}_{j,\ell}) \), the distribution of \((Z_j^{(i)}, i \in [M_j])|B_0\), can be written as,

\[
\left( \prod_{\ell=1}^{d_j} S_j^{(i)}(a_j^{(i)}, \rho_j) \right) [\psi_j(M_j)]^{d_j} e^{-\psi_j(M_j)B_0(\Omega)} \prod_{\ell=1}^{d_j} B_0(d\tilde{\omega}_{j,\ell})
\]

Consider the pairs \((S_j^{(i)}, \tilde{\omega}_{j,\ell}) , \ell \in [d_j] \), where the \( (S_j^{(i)}) \) are the unobserved jumps of \( \mu_j \) paired with the selected atoms \( (\tilde{\omega}_{j,\ell}) \). Then given \((Z_j^{(i)}, i \in [M_j])|B_0\), the \( (S_j^{(i)}) \) are conditionally independent where \( S_j^{(i)} \) has density \( \mathbb{P}(S_j^{(i)} \in ds)/ds \) equivalent to,

\[
\theta(s | a_j^{(i)}, \rho_j) \propto \left[ \prod_{i=1}^{M_j} G_{M_j}(da_j^{(i)} | s) \right] \rho_j(s).
\]

The next result provides an important representation in terms of compound Poisson random vectors attached to each atom \( Y_k \) and also highlights the general role of the vectors \((N_{j,k}, j \in [J]) \overset{d}{=} (\mathcal{P}_{j,k}(\psi_j(M_j)\tau_k), j \in [J])\).

**Proposition 2.4.** Let \( (\psi_j(M_j), j \in [J]) \) be specified as in (2.11). Then the joint distribution of \((Z_j^{(i)}, i \in [M_j]), j \in [J]|B_0\), specified in (2.12), is equivalent to that of the random processes

\[
\left( \sum_{k=1}^{N_{j,k}} \sum_{i=1}^{M_j} \hat{A}_j^{(i)} \delta_{Y_k}, i \in [M_j], j \in [J] \right)
\]

where, given \( B_0 \), \((N_{j,k}, j \in [J]) \overset{d}{=} (\mathcal{P}_{j,k}(\psi_j(M_j)\tau_k), j \in [J])\) has the distribution in Proposition 2.2 eq. (2.19) with parameters specified by (2.11). Given \( N_{j,k} = n_{j,k} > 0 \), and each fixed \((j, k)\), the collection of vectors \((\hat{A}_j^{(i)}, i \in [M_j]), l \in [n_{j,k}]\) are \( n_{j,k} \) iid vectors with common distribution (2.25).

**Proof.** The result follows from Lemma 2.1, and arguments similar to the proof of Proposition 2.2. \( \Box \)
We now present a rephrasing of the results in Lemma 2.1 and Proposition 2.4, which shows that \(((Z_j^{(i)}, i \in [M_j]), j \in [J])|B_0\) are conditionally independent multivariate IBP with vector valued masses corresponding to compound Poisson variables, hence infinitely divisible variables, with positive mass at zero, regardless of the choice of \(A_j\), attached to each possible dish/feature \((Y_k)\).

**Corollary 2.2.** Lemma 2.1, (2.24), shows that \(((Z_j^{(i)}, i \in [M_j]), j \in [J])|B_0\) are, using notation in [34, Proposition 5.2], conditionally independent vector valued IBP\(((A_j^{(1)}), \ldots, A_j^{(M_j)}), \rho_jB_0\), across \(j \in [J]\). Proposition 2.4 shows that given \(B_0 = \sum_{k=1}^\infty \tau_k \delta_{Y_k}\), they are equivalently multivariate IBP in the sense of [34, Section 5] consisting of \(J\) conditionally independent processes, corresponding to \(J\) customers, with distributions

\[
(Z_j^{(i)}, i \in [M_j])|B_0 \overset{\text{ind}}{\sim} \text{IBP}((\sum_{l=1}^{N_j} \hat{A}_{j,l}^{(1)}), \ldots, \sum_{l=1}^{N_j} \hat{A}_{j,l}^{(M_j)})|B_0)
\]

where \((N_j, j \in [J])|\lambda \overset{d}{=} (\mathcal{P}_j(\psi_j(M_j)\lambda), j \in [J])\). \((\hat{A}_{j,l}^{(1)}, \ldots, \hat{A}_{j,l}^{(M_j)})\) are independent of this, and for each fixed \(j\), are iid vectors across \(l\), with common distribution \(S_j(a_{j,l}|\rho_j)\) in (2.25), not depending on \(\lambda\), and hence \(B_0\).

3. Distributions of \(((Z_j^{(i)}, i \in [M_j]), j \in [J])\). We now focus on representations of the unconditioned process which will aid in practically sampling these processes. First, we obtain some properties of the generalized Poisson IBP process, based on \((N_{j,k}, j \in [J]) \overset{d}{=} (\mathcal{P}_{j,k}(\psi_j(M_j)\tau_k), j \in [J]\)\), that appears in [Proposition 2.2, (i)], Proposition 2.4, and Corollary 2.2. That is to say, in every mixed spike and slab HIBP regardless of choice of \(A_j\).

**Proposition 3.1.** Given \(B_0 = \sum_{k=1}^\infty \tau_k \delta_{Y_k} \sim \text{CRM}(\tau_0, G_0)\), consider the random process

\[
(\sum_{k=1}^\infty N_{j,k} \delta_{Y_k}, j \in [J]) \overset{d}{=} (\sum_{k=1}^\infty \mathcal{P}_{j,k}(\psi_j(M_j)\tau_k) \delta_{Y_k}, j \in [J]),
\]

with parameters specified as in (2.11). Let \(\xi(\varphi)\) be a Poisson\((\varphi)\) variable with \(\varphi := G_0(\Omega)\hat{\psi}_0(\sum_{j=1}^J \psi_j(M_j))\) then the unconditional distribution of the processes in (3.1) can be expressed as

\[
(\sum_{k=1}^\infty N_{j,k} \delta_{Y_k}, j \in [J]) \overset{d}{=} \left(\sum_{k=1}^\infty X_{j,k} \delta_{Y_k}, j \in [J]\right)
\]

where \((\tilde{Y}_k)\) are iid \(G_0\), \(X_{0,k} := (X_{1,k}, \ldots, X_{L,k})\) are iid across \(k\), and independent of \(\xi(\varphi)\), and there are iid pairs \(((X_{0,k}, H_k))\) satisfying the following properties,
(i) $X_{0,k} | H_k = \lambda$ has the joint probability mass function

$$n_k! \prod_{j=1}^{J} \pi_{n_{j,k}} \sum_{j=1}^{J} \left( \frac{\rho_j(M_j)}{\lambda} \right)^{n_j} e^{-\lambda} \frac{\lambda^{n_j} e^{-\sum_{j=1}^{J} \psi_j(M_j) \lambda}}{n_k! (1 - e^{-\lambda \sum_{j=1}^{J} \psi_j(M_j)})}$$

for $\sum_{j=1}^{J} n_{j,k} = n_k$, and $n_k > 0$, and $\pi_j = \psi_j(M_j) / \sum_{j=1}^{J} \psi_j(M_j)$, and

(ii) $P(H_k \in d\lambda)/d\lambda = (1 - e^{-\sum_{j=1}^{J} \psi_j(M_j)}) \tau_0(\lambda) / \tilde{\psi}_0(\sum_{j=1}^{J} \psi_j(M_j))$.

(iii) $X_{0,k} | \sum_{j=1}^{J} X_{j,k} = n_k$ has a Multinomial distribution with parameters $(n_k, \pi_1, \ldots, \pi_J)$.

(iv) $X_k := \sum_{j=1}^{J} X_{j,k}$, has the distribution for $n_k = 1, 2, \ldots$,

$$\tilde{p}(n_k | \kappa, \tau_0) = \frac{\kappa^{n_k} \int_0^\infty \lambda^{n_k} e^{-\lambda \kappa \tau_0(\lambda)} d\lambda}{n_k! \tilde{\psi}_0(\kappa)}$$

for $\kappa = \sum_{j=1}^{J} \psi_j(M_j)$.

(v) Denote the distribution of $X_{0,k}$ as $\text{MtP}((\psi_j(M_j), j \in [J]), \tau_0)$, and of $X_k$ as $\text{MtP}(\sum_{j=1}^{J} \psi_j(M_j), \tau_0)$.

**Proof.** The result follows from an application of [34, Proposition 5.2] where we view the processes (3.1) as a single multivariate IBP, with $A_{0,k} := (N_{1,k}, \ldots, N_{J,k}) | \tau_k$ having distribution as in (2.23). It then follows that the spike is $1 - \pi_{A_{0}}(\lambda) = P((\sum_{j=1}^{J} N_{j,k} = 0, j \in [J]) | \tau_k = \lambda) = e^{-\lambda \sum_{j=1}^{J} \psi_j(M_j)}$ and the slab corresponds to the zero truncated product of independent Poisson variables in (3.3).

**Remark 3.1.** Proposition 3.1 is a multivariate extension of the result for the Poisson IBP in [62], [34, Section 4.2] or in [66, Theorem 1] in relation to frequency of frequency distributions (FoF). As noted in [34, Remark 4.1] the infinite sequences $((X_k, H_k))$ arise much earlier in [50].

As indicated in Proposition 3.1, in order to sample $X_{0,k} \sim \text{MtP}((\psi_j(M_j), j \in [J]), \tau_0)$, it suffices to sample $X_k = n_k$ from $\text{MtP}(\sum_{j=1}^{J} \psi_j(M_j), \tau_0)$, and then a Multinomial distribution. We next describe distributions of $X_k$, in the generalized gamma case that has appeared elsewhere in the literature.

#### 3.0.1. The generalized gamma case

Now, as in [34, Section 4.2.1, eq. (4.5)] and [66, Section 3] we give the calculations for the distribution of $X_k$ when $B_0$ is $\text{GG}(\alpha, \xi, \theta_0 G_0)$, specified by (2.5). In this case for $m = 1, 2, \ldots$, we can set $\tilde{p}(m | \kappa, \tau_0)$, defined in (3.4), equal to $p_\alpha(m | \kappa, \xi)$ where

$$p_\alpha(m | \kappa, \xi) = \begin{cases} \frac{\kappa^{(\kappa+\xi)^{-\alpha} - m} \alpha \Gamma(m-\alpha)}{[\kappa+\xi]^{(\kappa+\xi)^{-\alpha} - m} \Gamma(1-\alpha)} & \text{if } 0 < \alpha < 1, \xi \geq 0 \\ \frac{\kappa^{(\kappa+\xi)^{-\alpha} - m} \alpha \Gamma(m-\alpha)}{[\kappa+\xi]^{(\kappa+\xi)^{-\alpha} - m} \Gamma(1-\alpha)} & \text{if } \alpha = 0, \xi > 0 \\ \frac{m \log(1+\kappa+\xi)}{\kappa^{(\kappa+\xi)^{-\alpha} - m} \Gamma(1+\alpha)} & \text{if } \alpha > 0, \xi > 0 \end{cases}$$

Hence in this case $X_k \sim \text{MtP}(\sum_{j=1}^{J} \psi_j(M_j), \tau_0)$, has pmf $p_\alpha(m | \sum_{j=1}^{J} \psi_j(M_j), \xi)$.
α = 0, gives the Logarithmic series distribution [19] and \( \sum_{k=1}^{\xi(\varphi)} X_k \) coincides with the compound Poisson representation of a Negative Binomial distribution due to [53]. This fact plays a key role in the practical implementation of Negative Binomial random count matrices and related quantities in the works of [64, 67, 68]. The choice of \( \zeta = 0 \) equates to \( X_k \) having Sibuya’s distribution and gives the compound Poisson representation of a discrete-Stable variable, see [14]. See [66, Sections 3,4,5] for applications of the general case in (3.5) within the FoF context.

3.1. Results for sampling \((Z_{j}^{(i)}, i \in [M_j], j \in [J])\). Next we describe one of our primary results which has implications for sampling and practical implementation.

**Theorem 3.1.** Let \((X_{0,k}, \tilde{Y}_k), k \in [\xi(\varphi)], \xi(\varphi))\) be as described in Proposition 3.1. The marginal distribution of \((Z_{j}^{(i)}, i \in [M_j], j \in [J])\), specified in (2.12), satisfies

\[
\left( \sum_{i=1}^{M_j} Z_{j}^{(i)}, j \in [J] \right) \overset{d}{=} \left( \sum_{k=1}^{\xi(\varphi)} X_{i,k} \right) \delta_{\tilde{Y}_k}, \quad i \in [M_j], j \in [J],
\]

where \(\hat{A}_{j,k,l}^{(i)}\) are otherwise as specified in Proposition 2.4 and (2.25). Hence

\[
\sum_{i=1}^{M_j} Z_{j}^{(i)}, j \in [J] \overset{d}{=} \left( \sum_{k=1}^{\xi(\varphi)} X_{i,k} \right) \delta_{\tilde{Y}_k}, j \in [J],
\]

*Proof.* This result can also be deduced as a special case of [34, Proposition 5.2], however there are some details to note. The key is to identify the spike and slab distributional decomposition of the components in Proposition 2.4. The result follows by noting for each \(k\), the vector \(\left( \sum_{l=1}^{N_{j,k}} \hat{A}_{j,k,l}^{(i)}, i \in [M_j], j \in [J] \right)\) has all components equal to zero if and only if \(N_{j,k} = 0\) for \(j \in [J]\). The result then follows from the details in the proof of Proposition 3.1.

3.2. Marginal distributions and multi-group ECPFs. Using slightly different notation than in [66, Corollary 2], including an extra parameter \(\kappa > 0\), for \(\gamma_0 := G_0(\Omega)\), a general Lévy density \(\tau_0\), and positive cell counts \(n_r := (n_1, \ldots, n_r)\), where \(\sum_{k=1}^{r} n_k = n\), define the function

\[
\varrho(n_r; n | \gamma_0, \tau_0, \kappa) = \frac{\gamma_0^r}{n!} e^{-\gamma_0} \int_{\lambda=0}^{\infty} (1 - e^{-\lambda \kappa}) \tau_0(\lambda) d\lambda \prod_{k=1}^{r} \varpi(n_k | \kappa, \tau_0),
\]

where \(\varpi(n_k | \kappa, \tau_0) = n_k! \tilde{\varphi}_0(\kappa) \tilde{p}(n_k | \kappa, \tau_0) = \int_{0}^{\infty} \kappa^{n_k} e^{-\lambda \kappa} \tau_0(\lambda) d\lambda\)

is equivalent to an exchangeable cluster probability function (ECPF) in [66]. Now, from Theorem 3.1 in terms of observed values of \(\hat{A}_{j,k,l}^{(i)}\), there is the
correspondence \((a_{j,k}, \ell \in [d_j]) = (a_{j,k,l}, l \in [n_{j,k}], k \in [r])\), for \(a_{j,k,l} = (a_{i,j,k,l}^{(i)}, i \in [M_j])\). Hence, using the convention \(\prod_{l=1}^{n_{j,k}} c_l = 1\) for \(n_{j,k} = 0\), we can write,

\[
S_{[J]}(a) = \prod_{j=1}^{J} \left[ \prod_{\ell=1}^{d_j} S_j(a_{j,\ell}\mid \rho_j) \right] = \prod_{j=1}^{J} \prod_{k=1}^{r_{j}} \prod_{l=1}^{n_{j,k}} S_j(a_{j,k,l}\mid \rho_j),
\]

which is the likelihood of \(((\hat{A}_{j,k,l}^{(1)}, \ldots, \hat{A}_{j,k,l}^{(M_j)}), l \in [n_{j,k}], k \in [r], j \in J)\), otherwise the same as in the respective non-hierarchical cases.

**Proposition 3.2.** The marginal distribution of \(((Z_j^{(i)}, i \in [M_j]), j \in [J])\) can be expressed as,

\[
S_{[J]}(a) \propto n! \prod_{j=1}^{J} \frac{n_{j}!^{d_j}}{n_{j,k}!^{d_j}} \times g(n_r; n|\gamma_0, \tau_0) \prod_{j=1}^{J} \psi_j(M_j) \times \prod_{k=1}^{r} G_0(dY_k)
\]

where \(((X_j = n_{j,k}, j \in [J], k \in [r]), \xi(\varphi) = r), \sum_{j=1}^{J} n_{j,k} = n_k > 0, \sum_{j=1}^{r} n_{j,k} = d_j\) and \(\sum_{j=1}^{J} d_j = n\), and \((\hat{A}_{j,k,l}^{(i)}, i \in [M_j]) = (a_{j,k,l})\). In addition, given \(((Z_j^{(i)}, i \in [M_j]), j \in [J])\),

(i) the corresponding jumps \((S_{j,k,l}, l \in [n_{j,k}], k \in [r]) \overset{d}{=} (S_{j,\ell}, \ell \in [d_j])\), of \(\mu_j\), are conditionally independent with density \(g(s \mid a_{j,k,l}, \rho_j)\) described in \((2.27)\),

(ii) \(((\hat{L}_k, \hat{Y}_k), k \in [r])\) are the pairs of unobserved jumps and selected atoms of \(B_0\), where the \((\hat{L}_k, k \in [r])\) are conditionally independent with density \(\mathbb{P}(L_k \in dt)/dt\) equal to, for \(\kappa = \sum_{j=1}^{J} \psi_j(M_j)\),

\[
\eta(t|n_k, \kappa, \tau_0) = \frac{e^{-t \sum_{j=1}^{J} \psi_j(M_j) \tau_0(t)}}{\int_{0}^{\infty} v^{n_k} e^{-v \sum_{j=1}^{J} \psi_j(M_j)} \tau_0(v)dv}.
\]

**Proof.** The form of the joint distribution of \(((Z_j^{(i)}, i \in [M_j]), j \in [J])\) is given by taking the product over \(j \in [J]\) of \((2.26)\) in Lemma 2.2. It follows from \((2.17)\) and Proposition 2.2 that, mod \(S_{[J]}(a)\), the resulting expression corresponds to the distribution of \((\sum_{k=1}^{\infty} \tilde{N}_{j,k}\delta Y_k, j \in [J])\) in Proposition 3.1. Using the descriptions in that proof, the expression in \((3.9)\) may then be obtained by an application of \([34, \text{eqs.} (5.1)\) and \((5.2)\)] with \(M = 1\) and \(m_\ell = 1\). Alternatively one may use the Poisson calculus methods in \([31, 32]\). Statement \([(i)\] follows from Lemma 2.2 and the correspondence in Theorem 3.1. Statement \([(ii)\] can be read from \([34, \text{Proposition 5.1}].

Proposition 3.2 describes the joint marginal distribution in terms of the components distributions that can be sampled, the following presents an equivalent form of \((3.9)\)
Consider the specifications in Proposition 3.2, and set 
\[ \kappa = \sum_{j=1}^{J} \psi_j(M_j), \]
then the marginal distribution of \((Z^{(i)}_j, i \in [M_j], j \in [J])\) expressed as (3.9), is equivalent to,
\[
\frac{\Delta(a)n!g(n_r; n|\gamma_0, \tau_0, \sum_{j=1}^{J} \psi_j(M_j))}{[\sum_{j=1}^{J} \psi_j(M_j)]^n \prod_{j=1}^{J} \prod_{k=1}^{n_j} n_{j,k}!} \prod_{k=1}^{r} G_0(d\bar{Y}_k)
\]
where \(\Delta(a) = \prod_{j=1}^{J} \prod_{\ell=1}^{d_j} f_0^{\infty} \left[ \prod_{i=1}^{M_j} G_{A_j}(da_j^{(i)}|s) \right] p_j(s)ds.\)

3.2.1. Calculations for \(B_0 \sim GG(\alpha, \zeta; \theta_0 G_0).\) Suppose that \(B_0 \sim GG(\alpha, \zeta; \theta_0 G_0),\)
then for Proposition 3.2 and Corollary 3.1,
\[
n!g(n_r; n|\gamma_0, \tau_0, \kappa) = e^{-\theta_0 \gamma_0 \psi_0 \phi}(\frac{\kappa}{\kappa + \zeta})^n \prod_{k=1}^{r} \Gamma(n_k - \alpha) \Gamma(1 - \alpha)
\]
Set \(p = \kappa/(\kappa + \zeta)\) in [66, Section 2.2 and Section 3, eq. (13)] to recover equivalent expressions.

3.2.2. Multi-group ECPF. As a Corollary, the next result, which may be compared with [66, Corollary 2], describes a multi-group version of an ECPF.

Corollary 3.2. Set \(\sum_{j=1}^{J} d_j = n,\) and let \(K(n) = r \in [n]\) denote the number of distinct points \((\bar{Y}_1, \ldots, \bar{Y}_r)\) drawn from \(\bar{B}_0,\)

(i) Then the joint distribution of random variables \((\bar{\omega}_{j,\ell}, \ell \in [\xi_j], \xi_j = d_j, j \in [J]),\) described in Lemma 2.1 (2.24), can be expressed as
\[
n!\prod_{j=1}^{J} \pi_j d_j \prod_{j=1}^{J} \prod_{k=1}^{d_j} \psi_j(M_j) \times \prod_{k=1}^{r} G_0(d\bar{Y}_k)
\]
where \(\gamma_0 = G_0(\Omega).\)

(ii) The distribution of the variables in \([(i)],\) is equivalent to
\[
\frac{r! \prod_{k=1}^{r} \prod_{j=1}^{J} n_{j,k}!}{\prod_{j=1}^{J} d_j!}
\]
times the distribution of \((X_{j,k} = n_{j,k}, j \in [J], \bar{Y}_k), k \in [\xi(\varphi)], \xi(\varphi) = r).\)

Remark 3.2. See [36, Proposition 4 and eq. (5)], and also [15, Section 2.3], for other interpretations of the ECPF in (3.7). Pitman [52] provides additional interpretations, and points out these correspondences to earlier work of Fisher and McCloskey on species sampling models. See also [26, 35].

3.3. Posterior distributions for \(B_0.\) We now describe the posterior distribution of \(B_0.\) We note that the result only depends on the choice of \(A_j\) through \(\psi_j(M_j).\)
Proposition 3.3. Define the Lévy density \( \tau_{0,j}(\lambda) = e^{-\lambda \sum_{i=1}^{J} \psi_i(M_j)} \tau_0(\lambda) \). Then the posterior distribution of \( B_0 \left( (Z^{(i)}_j, i \in [M_j]), j \in [J] \right) \) is equivalent to the distribution of the random measure

\[
\tilde{B}_{0,j} + \sum_{k=1}^{r} \tilde{L}_k \delta_{Y_k}
\]

where \( \tilde{B}_{0,j} = \sum_{k=1}^{\infty} \tau'_k \delta_{Y_k} \sim \text{CRM}(\tau_{0,j}, G_0) \), and independent of this, \( (\tilde{L}_k, k \in [r]) \) are as in (3.10).

Proof. The distribution of \( B_0 \left( (Z^{(i)}_j, i \in [M_j]), j \in [J] \right) \) is the same as \( B_0 \left( (\sum_{k=1}^{\infty} N_{j,k} \delta_{Y_k}, j \in [J]) \right) \). Hence the result follows from [34, Proposition 5.1], with \( M = 1 \).

It follows that the posterior distribution of \( B_0 \) in Proposition 3.3, is also equivalent to that of \( B_0 \left| \sum_{k=1}^{\infty} \sum_{j=1}^{J} N_{j,k} \delta_{Y_k} \right. \), where, using the specifications in Proposition 3.1,

\[
\sum_{k=1}^{\infty} \sum_{j=1}^{J} N_{j,k} \delta_{Y_k} \overset{d}{=} \sum_{k=1}^{\infty} \tilde{X}_k \delta_{Y_k}
\]

is a univariate Poisson IBP with \( \sum_{j=1}^{J} N_{j,k} \tau_k \sim \text{Poisson}(\tau_k \sum_{j=1}^{J} \psi_j(M_j)) \). Hence more specific details may be read from [34, See section 4.2]. The next explicit computations can be read from [34, Section 4.2.1].

3.3.1. Descriptions for \( B_0 \) in generalized gamma case. If \( B_0 \sim \text{GG}(\alpha, \zeta; \theta_0 G_0) \), then \( \tilde{B}_{0,j} \sim \text{GG}(\alpha, \zeta + \sum_{j=1}^{J} \psi_j(M_j); \theta_0 G_0) \) and \( \tilde{L}_k \overset{\text{ind}}{\sim} \text{Gamma}(\alpha, \zeta + \sum_{j=1}^{J} \psi_j(M_j)) \). In addition \( \tau_{0,j}(\lambda) = \tau_0(\lambda | \zeta + \sum_{j=1}^{J} \psi_j(M_j), \theta_0) \).

3.3.2. The case where \( B_0 \) is sBP((\alpha, \beta), \theta_0, G_0). In view of the standard specifications for \( B_0 \) as a Beta process for the Bernoulli HIBP in Section 2.1, (2.3), it is interesting to look at details for that case and the more flexible extension where \( B_0 \) is sBP(\( \alpha, \theta_0, G_0 \)). Setting \( \tau_0(p) = \rho_{\alpha, \beta}(p) \) in 1.1, it follows that \( \tilde{B}_{0,j} \), has Lévy density \( \tau_{0,j}(p) = e^{-p \sum_{j=1}^{J} \psi_j(M_j)} \rho_{\alpha, \beta}(p) \), and \( \tilde{L}_k \) are independent with densities proportional to

\[
e^{-p \sum_{j=1}^{J} \psi_j(M_j) - \alpha - 1} (1 - p)^{\beta + \alpha - 1} \mathbb{1}_{0 < p < 1},
\]

corresponding to exponentially tilted Beta random variables. See [32, Section 4.4.2] for inhomogeneous versions of these quantities.

3.4. Posterior distributions of \((\mu_j, j \in [J])\). Proposition 3.3 leads next to descriptions of the posterior distributions of \((\mu_j, j \in [J])|(Z^{(i)}_j, i \in [M_j]), j \in [J])\).
Proposition 3.4. Consider the specifications in Proposition 3.2 and Proposition 3.3. Then the posterior distribution of \((\mu_j, j \in [J])|((Z_j^{(i)}, i \in [M_j]), j \in [J])\), is such that for each \(j\), the distribution of \(\mu_j\) is equivalent to

\[
\hat{\mu}_{j,M_j} + \sum_{k=1}^{r} \left[ \sum_{l=1}^{\infty} \hat{s}_{j,k,l} \right] \delta_{\hat{Y}_k} + \sum_{k=1}^{r} \left[ \sum_{l=1}^{n_{j,k}} S_{j,k,l} \right] \delta_{\hat{Y}_k}
\]

where \(\hat{\mu}_{j,M_j}|B_0,J\) is CRM(\(\rho_{j,M_j},B_0,J\), and for each fixed \((j,k)\), the \(\hat{s}_{j,k}=(\hat{s}_{j,k,l})|\hat{L}_k\) are points of a PRM with mean \(\hat{L}_k\rho_{j,M_j}\). Additionally, define independent subordinators \((\hat{\sigma}_j(t), t \geq 0)\) with \(-\log \mathbb{E}[e^{-\hat{\sigma}_j(t)}] = t \int_0^1 (1 - e^{-s})\rho_{j,M_j}(s)ds\), and let for each \(j\), \((\hat{\sigma}_j(k))\) and \((\hat{\sigma}_j(k))\) denote iid copies of \(\hat{\sigma}_j\), then, applying Proposition 2.1,

\[
\hat{\mu}_{j,M_j} + \sum_{k=1}^{r} \left[ \sum_{l=1}^{\infty} \hat{s}_{j,k,l} \right] \delta_{\hat{Y}_k} = \sum_{k=1}^{r} \hat{\sigma}_{j,k}(\hat{r}_k) \delta_{\hat{Y}_k} + \sum_{k=1}^{r} \sigma_{j,k}(\hat{L}_k) \delta_{\hat{Y}_k},
\]

where all variables in (3.18) are random except \((\hat{Y}_k, k \in [r], r)\).

Proof. An application of [34, Theorem 3.1] shows that the posterior distribution of \(\mu_j|((Z_j^{(i)}, i \in [M_j]), j \in [J])\), \(B_0\) is equivalent to \(\hat{\mu}_{j,M_j} + \sum_{\ell=1}^{d_j} S_{j,\ell}e^{\omega_{j,\ell}}\) where \(\hat{\mu}_{j,M_j}|B_0\) is CRM(\(\rho_{j,M_j},B_0\)). Using the posterior representation of \(B_0\) in (3.14), it follows that the distribution of \(\hat{\mu}_{j,M_j}|((Z_j^{(i)}, i \in [M_j])\) corresponds to that of (3.18). The result is concluded by again noting that \((S_{j,\ell}, \ell \in [d_j]) \overset{d}{=} (S_{j,k,l}, l \in [n_{j,k}], k \in [r]).\)

3.5. Predictive distributions. The descriptions in Proposition 3.3 and Proposition 3.4, in particular Proposition 3.3, leads to descriptions of the predictive distribution of various univariate and multivariate processes. Here, we describe predictive distributions in the univariate case. Multivariate extensions do not present extra difficulties. We will use the following univariate distribution defined for each \(j\) and \(M_j=0,1,2,\ldots\)

\[
\frac{\mathbb{1}(a_j \neq 0) \int_0^\infty \left[ G_{A_j}(d_{a_j}|s) \right] \rho_{j,M_j}(s)ds}{\psi_j(M_j+1) - \psi_j(M_j)}
\]

where \(\gamma_{j,M_j+1} = \psi_j(M_j+1) - \psi_j(M_j).\) In the next result, we suppress notation on some variables which would otherwise indicate dependence on \(M_j\).

Proposition 3.5. Set \(\hat{\psi}_{0,J}(\kappa) = \int_0^\infty (1 - e^{-\kappa t}) \tau_{0,J}(\lambda) d\lambda\), and for each \(j\), \(\hat{\xi}_j(\phi_j)\) is a Poisson random variable with mean \(\phi_j = G_0(\Omega)\hat{\psi}_{0,J}(\gamma_{j,M_j+1})\), \((X_j,k)\) are iid MtP(\(\gamma_{j,M_j+1},\tau_{0,J}\)) and \((Y_j,k)\) are iid \(G_0\), and \((\hat{Y}_k, k \in [r])\) are fixed previously observed points. For any \(j \in [J]\), the predictive distribution of \(Z_j^{(M_j+1)}\) given \(((Z_j^{(i)}, i \in [M_j], j \in [J])\), has the representation

\[
\hat{Z}_j + \sum_{k=1}^{r} \left[ \sum_{l=1}^{n_{j,k,l}} A_{j,k,l} \right] \delta_{\hat{Y}_k},
\]
where, \((A_{j,k,l})\), are conditionally independent such that \(A_{j,k,l}|S_{j,k,l} = s\) has distribution \(G_{A_j}(da|s)\), and \((S_{j,k,l})\) are conditionally independent with distribution specified in Proposition 3.2. \(\hat{Z}_j|((Z_{i}^{(1)}, i \in [M_j]), l \in [J]), \) can be represented as

\[
(3.21) \quad \sum_{k=1}^{\bar{\zeta},(\phi_j)} \left[ \sum_{l=1}^{\tilde{X}_{j,k}} \tilde{A}_{j,k+r,l} \right] \delta_{Y_{j,k}} + \sum_{k=1}^{r} \left[ \sum_{l=1}^{\tilde{X}_{j,k}} \tilde{A}_{j,k,l} \right] \delta_{\hat{Y}_k}
\]

where \((\tilde{N}_{j,k}, k \in [r]) = (\mathcal{P}_{j,k}(\gamma_{j,M_j+1}, \tilde{L}_k), k \in [r])\), and \((\tilde{A}_{j,t,t}, t \in [r+\tilde{\zeta}_j(\phi_j)])\) are collections of iid variables each with distribution \((3.19)\).

**Proof.** Apply [34, Proposition 3.2] to obtain a description of the predictive distribution of \(Z_j^{(M_j+1)}|((Z_{i}^{(1)}, i \in [M_j]), l \in [J]), B_0\), equating to \(\hat{Z}_j + \sum_{\ell=1}^{d_j} A_j, \ell \delta_{\omega_{j,\ell}}\). Where it follows that \(\sum_{\ell=1}^{d_j} A_j, \ell \delta_{\omega_{j,\ell}} = \sum_{k=1}^{r} \left[ \sum_{l=1}^{\tilde{X}_{j,k}} A_{j,k,l} \right] \delta_{\tilde{Y}_k}\), and \(\hat{Z}_j|((Z_{i}^{(1)}, i \in [M_j]), l \in [J]), B_0\) has an IBP\((A_j, \rho_j, M_j, B_0)\) distribution which means that it can be represented as a compound Poisson process with Poisson\((\gamma_{j,M_j+1}, B_0)\) sum of iid variables following the distribution in \((3.19)\), and iid points drawn from \(B_0\), which otherwise is similar to a univariate version of the expressions in Lemma 2.1. Use (3.14) to express \(\hat{Z}_j\) as a sum of an IBP\((A_j, \rho_j, M, \tilde{B}_0, J)\) and IBP\((A_j, \rho_j, M, \sum_{k=1}^{r} \tilde{L}_k \delta_{\tilde{Y}_k})\) process. The first term in \((3.21)\) follows by applying Theorem 3.1 to the univariate IBP\((A_j, \rho_j, M, \tilde{B}_0, J)\) with appropriate adjustments. The other expression follows directly by expanding \(\sum_{k=1}^{r} \tilde{L}_k \delta_{\tilde{Y}_k}\).

The next result describes the prediction rule for a previously unseen document type, say \(Z_{j+1}^{(1)}|\mu_{j+1}, B_0 \sim \text{IBP}(A_{J+1}|\mu_{J+1})\).

**Corollary 3.3.** The predictive distribution of \(Z_{j+1}^{(1)}|((Z_{i}^{(1)}, i \in [M_j]), l \in [J]),\) equates to the processes in \((3.21)\) setting \(j = J + 1\) and \(M_{J+1} + 1 = 1\).

**3.5.1. Prediction calculations for \(B_0\) generalized gamma.** In the case \(B_0\) is \(\text{GG}(\alpha, \zeta; \theta_0 G_0)\) Section 3.0.1, (3.5), indicates that the iid collection \((X_{j,k})\) have common pmf \(p_{a}(m|\gamma_{j,M_j+1}, \zeta + \sum_{j=1}^{J} \psi_{j}(M_j))\), and \(N_{j,k} \sim \text{NB}(n_k - \alpha, q_j)\), where

\[
q_j = \frac{\psi_j(M_j + 1) - \psi_j(M_j)}{\zeta + \sum_{l \neq j}^{J} \psi_{l}(M_l) + \psi_j(M_j + 1)},
\]

where for \(j = J, \sum_{l \neq j}^{J} \psi_{l}(M_l) = \sum_{l=1}^{J-1} \psi_{l}(M_l)\). Additionally, from (2.6), \(\psi_{0,j}(\kappa) = \theta_0 \tilde{\psi}_{\alpha, \zeta_j}(\kappa)\), where \(\zeta_j = \zeta + \sum_{j=1}^{J} \psi_j(M_j)\).

**3.6. Results for the Poisson HIBP case.** We now obtain calculations and results in the case of the Poisson HIBP models in Proposition 2.3. As a by-product, our results lead to tractable sampling schemes for general versions...
of models in [64, 67, 68]. In the Poisson cases

\begin{equation}
\psi_j(M_j) = \int_0^\infty (1 - e^{-sM_j}) \rho_j(s) \, ds.
\end{equation}

We first apply Proposition 2.4 to obtain alternative conditional representations.

**Corollary 3.4.** Consider the general Poisson HIBP setting in Proposition 2.3, with \( A_j \mid s \sim \text{Poisson}(r_j s) \), \( j \in [J] \). Then from that result the conditional distribution of the processes \(((Z_j^{(i)}, i \in [M_j]), j \in [J])|B_0\), has the mixed Poisson representations \(((\sum_{k=1}^\infty \mathcal{P}_{j,k}(r_j \sigma_{j,k}(\tau_k)) \delta_{Y_k}, i \in [M_j]), j \in [J])\) in (3.25), and can equivalently be expressed in terms of compound Poisson random variables as follows, for each \( j \in [J] \)

\begin{equation}
(\sum_{k=1}^\infty \mathcal{P}_{j,k}(r_j \sigma_{j,k}(\tau_k)) \delta_{Y_k}, i \in [M_j]) \overset{d}{=} (\sum_{k=1}^\infty \sum_{l=1}^{N_{j,k}} X_{j,k,l}^{(i)} \delta_{Y_k}, i \in [M_j]),
\end{equation}

where the vectors \( X_{0,j,k,l} := (X_{j,k,l}^{(i)}, i \in [M_j]) \) have distributions \( \text{MtP}((r_j, i \in [M_j]), \rho_j) \), which can be read from Proposition 3.1, and are independent across \((j,k,l)\). Hence the conditional distribution of \((\sum_{i=1}^{M_j} Z_j^{(i)}, j \in [J])|B_0\) has the representations

\begin{equation}
(\sum_{k=1}^\infty \mathcal{P}_{j,k}(M_j r_j \sigma_{j,k}(\tau_k)) \delta_{Y_k}, j \in [J]) \overset{d}{=} (\sum_{k=1}^\infty \sum_{l=1}^{N_{j,k}} \tilde{X}_{j,k,l} \delta_{Y_k}, j \in [J]),
\end{equation}

where \( \tilde{X}_{j,k,l} := \sum_{i=1}^{M_j} X_{j,k,l}^{(i)} \sim \text{MtP}(M_j r_j, \rho_j) \), independent across \((j,k,l)\). For clarity \( X_{0,j,k,l}|\tilde{X}_{j,k,l} = a_{j,k,l} \) are Multinomial \((a_{j,k,l}, (1/M_j, i \in [M_j]))\).

We now apply Theorem 3.1 to obtain the following important representations which allows for explicit sampling. In particular, the result provides a natural extension of the sampling approaches of [68], which involves the compound Poisson representation of the Negative Binomial distribution. See the forthcoming Section 3.6.1 for further details.

**Corollary 3.5.** Consider the setting and specifications in Corollary 3.4. Then the unconditional distribution of the processes \(((Z_j^{(i)}, i \in [M_j]), j \in [J])\), can be expressed as

\begin{equation}
((Z_j^{(i)}, i \in [M_j]), j \in [J]) \overset{d}{=} ((\sum_{k=1}^\infty \sum_{l=1}^{N_{j,k}} X_{j,k,l}^{(i)} \delta_{Y_k}, i \in [M_j]), j \in [J]),
\end{equation}

where \( \xi(\varphi), (\tilde{Y}_k) \) and \( X_{0,k} = (X_{1,k}, \ldots, X_{J,k}) \sim \text{MtP}(\psi_j(M_j), j \in [J], \tau_0) \), are as in Proposition 3.1. Hence the unconditional distribution of \((\sum_{i=1}^{M_j} Z_j^{(i)}, j \in [J])\) has the representations

\begin{equation}
(\sum_{k=1}^\infty \mathcal{P}_{j,k}(M_j r_j \sigma_{j,k}(\tau_k)) \delta_{Y_k}, j \in [J]) \overset{d}{=} (\sum_{k=1}^\infty \sum_{l=1}^{N_{j,k}} \tilde{X}_{j,k,l} \delta_{Y_k}, j \in [J]),
\end{equation}
where \( \tilde{X}_{j,k,l} := \sum_{i=1}^{M_j} X_{j,k,l}^{(i)} \sim \text{MtP}(M_j r_j, \rho_j) \), independent across \((j,k,l)\).

In terms of observations \( X_{0,j,k,l} := (\tilde{X}_{j,k,l}^{(i)}, i \in [M_j]) = (a_{j,k,l}^{(i)}, i \in [M_j]) \), with \( \tilde{X}_{j,k,l} = \sum_{i=1}^{M_j} a_{j,k,l}^{(i)} := a_{j,k,l} > 0 \). \((X_{1,k} = \eta_{1,k}, \ldots, X_{J,k} = \eta_{J,k})\) with \( \tilde{X}_k = \sum_{j=1}^{J} n_{j,k} = n_k > 0 \), leading to \(((\sum_{i=1}^{n_{j,k}} a_{j,k,l}^{(i)}, i \in [M_j]), j \in [J])\) and \(((\sum_{i=1}^{n_{j,k}} a_{j,k,l}^{(i)}, j \in [J])\) as counts for each \( \tilde{Y}_k \), for \( k \in [r] \), where \( \xi(\phi) = r \). In this case, \( S_{j,k,l} \) has density

\[
\vartheta(s | a_{j,k,l}, \rho_j) = \eta(s | a_{j,k,l}, M_j r_j, \rho_j) \propto s^{a_{j,k,l}} e^{-M_j r_j s} \rho_j(s)
\]

and hence are in the same family of distributions as the jumps \((\tilde{L}_k)\) of \( B_0 \) specified in (3.10). Furthermore, in regards to the calculation of the marginal distribution in Proposition 3.2, it follows that now \( S_{j} | \eta(a) \) in (3.8) has components,

\[
S_j(a_{j,k,l}|\rho_j) = \frac{a_{j,k,l}!}{\prod_{i=1}^{M_j} a_{j,k,l}^{(i)}!} \left( \frac{1}{M_j} \right)^{a_{j,k,l}} \times \tilde{\varrho}(a_{j,k,l}|M_j r_j, \rho_j)
\]

corresponding to a \( \text{MtP}(r_j, \iota \in [M_j]), \rho_j) \) distribution. We now apply Proposition 3.5 to obtain descriptions of the prediction rule.

**Corollary 3.6.** Consider the general specifications in Proposition 3.5. Then the Poisson case of \( A_j | s \sim \text{Poisson}(r_j s) \) for each \( j \) yields prediction rules of the form

\[
\tilde{Z}_j + \sum_{k=1}^{r} \left[ \mathcal{P}_{j,k}(r_j \sum_{l=1}^{n_{j,k}} S_{j,k,l}) \right] \delta_{\tilde{Y}_k},
\]

where, \( \tilde{Z}_j ((Z_{i}^{(i)}, i \in [M_j]), l \in [J]) \), can be represented as

\[
\tilde{Z}_j ((\tilde{X}_{j,t,l}, t \in [r + \tilde{\xi}(\phi_j)]) ) \text{ are collections of iid variables each with distribution } \text{MtP}(r_j, \rho_j M_j), \text{ for } \rho_j M_j (s) = e^{-M_j r_j s} \rho_j(s). \text{ The case of } Z_{j+t+1}^{(1)} ((Z_{i}^{(i)}, i \in [M_j]), l \in [J]) \text{, is equivalent to } (3.30) \text{ with } \gamma_{j+1,1} \text{ in place of } \gamma_{j,M_j+1} \text{ and } ((\tilde{X}_{j,t,l}, t \in [r + \tilde{\xi}(\phi_j)]) ) \text{ iid } \text{MtP}(r_{j+1}, \rho_{j+1}).
\]

**3.6.1. Poisson generalized gamma cases.** As in Section 3.0.1 we suppose that \( B_0 \) is \( \text{GG}(\alpha, \zeta; \theta_0 G_0) \), and we choose \( \mu_j | B_0 \overset{\text{ind}}{\sim} \text{GG}(\alpha_j, \zeta_j; \theta_j B_0) \), for \( j \in [J] \). Then,

\[ \psi_j(M_j) = \theta_j \tilde{\psi}_{\alpha_j, \zeta_j} (M_j r_j), \]

as in (2.6), for \( j \in [J] \), and \( \tilde{X}_{j,k,l} := \sum_{i=1}^{M_j} X_{j,k,l}^{(i)} \sim \text{MtP}(M_j r_j, \rho_j) \), has pmf \( p_{\alpha_j} (m | M_j r_j, \zeta_j) \) for \( j \in [J] \), as in (3.5). When \( \alpha = 0 \), and \( \alpha_j = 0 \) for \( j \in [J] \),
the processes in (3.26) coincide with the generation of Gamma-Negative Binomial random count matrices as described in [68, Section 2.2]. In fact the sampling algorithms proposed in [68], in those cases, equate with the right hand expression in (3.26), where as derived and exploited in [64, 68], there is a closed form expression for the probability mass function of $\sum_{l=1}^{X_{j,k}} \tilde{X}_{j,k,l}$ when the $(\tilde{X}_{j,k,l})$ have iid Logarithmic series distributions. See [66, Supplement] for some relevant details for $\alpha_j \neq 0$. However, sampling in this more general case, which allows for modelling more general data structures, is made straightforward by (3.26). This is of course one sub-component of the more complex structure in Corollary 3.5. Additionally, for fixed $j$, $\alpha_j = 0$, $(X_{0,j,k,l} := (\tilde{X}_{j,k,l}, i \in [M_j]), l \in [n_{j,k}], k \in [r])$ with $X_{j,k} = n_{j,k}$ and $\xi(\varphi) = r$, generate random count matrices in [68, eq. (6)], where as derived and exploited in [68], in those cases, equate with the right polynomial random count matrices as described in [68, Section 2.2]. In fact the processes in (3.31)

$$S_j(a_{j,k,l}|\rho_j) = b_j(m_{j,k,l}|\rho_j) = \frac{\int_0^1 p^{m_{j,k,l}}(1 - p)^{M_j - m_{j,k,l}} p \, dp}{\psi_j(M_j)}$$

This leads to an interesting relationship to multivariate Hypergeometric distributions.

**Corollary 3.8.** The vector $(\hat{A}_{1,j,k,l}^{(i)}, \ldots, \hat{A}_{M_j,j,k,l}^{(i)})$ with distribution (3.31) may be described as follows. The $\sum_{i=1}^{M_j} \hat{A}_{j,k,l}^{(i)}$ has a mixed zero truncated
Binomial distribution with probability mass function

\[ \mathbb{P}\left( \sum_{i=1}^{M_j} \hat{A}_{j,k,l}^{(i)} = m \right) = \binom{M_j}{m} b_j(m|\rho_j) \]

for \( m \in [M_j] \). Hence \( (\hat{A}_{j,k,l}^{(1)}, \ldots, \hat{A}_{j,k,l}^{(M_j)}) | \sum_{i=1}^{M_j} \hat{A}_{j,k,l}^{(i)} = m \) has joint probability mass function \( 1/(M_j)^m \), for \( \sum_{i=1}^{M_j} a_{j,k,l}^{(i)} = m \). This corresponds to a simple multivariate Hypergeometric distribution.

The jumps \( S_{j,k,l} \) have density proportional to \( p^{m_{j,k,l}}(1-p)^{M_j-m_{j,k,l}}\rho_j(p) \).

If \( \mu_j B_0 \overset{\text{ind}}{\sim} \text{sBP}((\alpha_j, \beta_j), \theta_j, B_0) \), then \( S_{j,k,l} \overset{\text{ind}}{\sim} \text{Beta}(m_{j,k,l} - \alpha_j, M_j - m_{j,k,l} + \beta_j + \alpha_j) \). In the simplest case of the basic Bernoulli HIBP, \( \mu_j B_0 \overset{\text{ind}}{\sim} \text{BP}(\theta_j, B_0) \), one has \( \psi_j(M_j) = \theta_j \sum_{i=1}^{M_j} 1/i \), and \( \mathbb{P}(\sum_{i=1}^{M_j} \hat{A}_{j,k,l}^{(i)} = m) = \frac{1^m}{\sum_{k=1}^{M_j} 1/k} \) for \( m \in [M_j] \). In the case where \( \mu_j B_0 \overset{\text{ind}}{\sim} \text{sBP}((\alpha_j, \beta_j), \theta_j, B_0) \),

\[ \psi_j(M_j) = \theta_j \sum_{i=1}^{M_j} \frac{\Gamma(1-\alpha_j)\Gamma(\beta_j + \alpha_j + i - 1)}{\Gamma(\beta_j + i)} \]

We now give an explicit description of the marginal distribution.

**Corollary 3.9.** Consider the specifications in this section where \( \mu_j B_0 \overset{\text{ind}}{\sim} \text{sBP}((\alpha_j, \beta_j), \theta_j, B_0) \), and \( B_0 \sim \text{GG}(\alpha; \zeta; \theta_0 G_0) \). Then the marginal distribution, in the Bernoulli case, of \( (Z_j^{(i)}; i \in [M_j]), j \in [J] \) is explicit and follows the descriptions in Proposition 3.2 and Corollary 3.1 by, (3.12) and

\[ \Delta(a) = \prod_{j=1}^{J} \theta_{j}^{d_j} \prod_{k=1}^{r} \prod_{l=1}^{n_{j,k}} \frac{\Gamma(m_{j,k,l} - \alpha_j)\Gamma(M_j - m_{j,k,l} + \alpha_j + \beta_j)}{\Gamma(M_j + \beta_j)} \]

**3.7.1. The Bernoulli HIBP prediction rule.** We now specialize Proposition 3.5 to arrive at a fairly simple description of the predictive distribution in the Bernoulli HIBP case.

**Corollary 3.10.** Consider the specifications in Proposition 3.5 for \( A_j | p \sim \text{Bernoulli}(p) \) then for any \( j \in [J] \), the predictive distribution of \( Z_j^{(M_j+1)} \) given \( (Z_j^{(i)}; i \in [M_j]), l \in [J] \), has the representation

\[ \hat{\xi}_{\phi(i)} = \sum_{k=1}^{J} X_{j,k} \delta Y_{j,k} + \sum_{k=1}^{r} N_{j,k} \delta \hat{\xi}_{k} + \sum_{k=1}^{r} \sum_{l=1}^{n_{j,k}} A_{j,k,l} \delta \hat{Y}_{l} \]

where, \( (A_{j,k,l}) \sim \text{Bernoulli}(S_{j,k,l}) \). If \( j = J + 1 \), then only the two left most terms in (3.32) are used, since \( n_{j+1,k} = 0 \), for \( k \in [r] \). In the special cases where \( B_0 \sim \text{GG}(\alpha; \zeta; \theta_0 G_0) \), and \( \mu_j B_0 \overset{\text{ind}}{\sim} \text{sBP}((\alpha_j, \beta_j), \theta_j, B_0) \), \( (X_{j,k}) \) and \( N_{j,k} \) are as described in Section 3.5.1 and \( (A_{j,k,l}) \overset{\text{ind}}{\sim} \text{Bernoulli}(m_{j,k,l}/M_j + \beta_j) \).
The expression in (3.32) shows that the classic Bernoulli HIBP has a prediction rule like a Poisson IBP plus a component that dictates sharing within group $j$ of previous dishes according to independent sums of Bernoulli distributions. It follows that if one samples only one process in each $j = 1, 2, \ldots$, then the HIBP corresponds to a multi-factor Poisson IBP, with relations to [11].

4. Simulation studies for Bernoulli HIBP. Our results provide explicit expressions suitable for practical implementation in a variety of settings. Naturally, we hope this encourages the development of a variety of efficient computational procedures elsewhere. As an illustration, we conduct a simulation study with a simple version of the Bernoulli GG-Beta HIBP model described in Sections 2.1 and 3.7. That is to say a slight variation of the original HIBP of [61]. Here, specifically we let $A_j | p_j \sim \text{Bernoulli}(p_j)$, and choose $B_0 \sim \text{GG}(\alpha, \zeta; \theta_0 G_0)$, $\mu_j | B_0 \sim \text{BP}(\theta_j, B_0)$ for $j = 1, \ldots, J$. (4.1)

We set base distribution $G_0$ as a uniform distribution Unif(0, 1). For GG, we only consider the infinite-activity case with nonzero $\alpha$, that is, the parameters verifying $\theta_0 > 0$, $0 < \alpha < 1$ and $\zeta > 0$. We further fixed $\zeta = 1$ for simplicity.

4.1. Generation from the model. Using Theorem 3.1, and Corollary 3.8, we can easily simulate feature assignments $((Z_{ji}^j, i \in [M_j]), j \in [J])$. Figure 1 shows some properties of the data generated from the model. Due to the characteristic of GG, the distribution of the frequencies of the feature assignment counts seems to exhibit power-law properties whose exponent depends on the parameter $\alpha$ (Figure 1, left). The parameter $\alpha$ also plays an important role in overall number of features and the diversity in the feature assignments (Figure 1, right).

4.2. Posterior inference for the parameters. Given an observed set of feature assignments $Z := ((Z_{ji}^j, i \in [M_j]), j \in [J])$, using Proposition 3.2, and more specifically Corollary 3.9, we can easily compute the marginal distribution $P(Z | \theta_0, \theta, \alpha)$, which, if we collect the terms related to the parameters $(\theta_0, \theta, \alpha)$, is proportional to,

\begin{equation}
(4.2) \tilde{\psi}_0(\kappa) e^{-\bar{\psi}_0(\kappa)} \prod_{k=1}^{r} \frac{\kappa^{nk} (\kappa + \zeta)^{\alpha - nk} \alpha \Gamma(n_k - \alpha)}{(\kappa + \zeta)^{\alpha - \zeta} \Gamma(1 - \alpha)} \prod_{j=1}^{J} \left( \frac{\psi_j(M_j)}{\kappa} \right)^{d_j},
\end{equation}

where $n_{j,k}$ is the count of $k$th feature in the $j$th group, $n_k = \sum_{j=1}^{J} n_{j,k}$, $\psi_j(M_j) = \theta \sum_{i=1}^{M_j} 1/i$, and $\kappa = \sum_{j=1}^{J} \psi_j(M_j)$. Hence, one can easily infer the parameters $(\theta_0, \theta, \alpha)$ using Markov-chain Monte-Carlo (MCMC) with some prior on $(\theta_0, \theta, \alpha)$. As a proof-of-concept, we generated two datasets from GG-Beta HIBP model with different parameter settings. The first one was generated with $\theta_0 = 2.0, \theta = 2.0$, and $\alpha = 0.7$, and the second one was generated with $\theta_0 = 5.0, \theta = 5.0$, and $\alpha = 0.2$. Then we ran a simple random-walk
Fig 1: (Left) Plots of the feature assignment matrices generated from GG-Beta HIBP model. Black cells indicate at least one feature and white cells indicate no features. Top row shows the matrices for first three groups generated with $\theta_0 = 5.0, \theta = 5.0, \alpha = 0.1$. Bottom row shows the same plot with $\alpha = 0.7$. (Right) Log-log plot of Frequency of Frequency (FoF) distributions of the counts generated from GG-Beta HIBP model with various $\alpha$ values.

Fig 2: Posterior samples for parameters $\theta_0$ (left), $\theta$ (middle), and $\alpha$ (right). The top row for the data generated with $(\theta_0, \theta, \alpha) = (2.0,2.0,0.7)$, and the bottom row for the data generated with $(\theta_0, \theta, \alpha) = (5.0,5.0,0.2)$.

Metropolis-Hastings sampler to see if we can recover the parameters used to generate data. For each dataset, we ran three independent chains where each chain was ran for 30,000 steps with 15,000 burn-in steps. Figure 2 shows that this simple algorithm properly infer the parameters, especially for the dataset with $\alpha = 0.7$. For more details, refer to the Appendix A.

Remark 4.1. The expression in (4.2) is proportional to a variant of the ECPF that appears in [66, eq. (13)], hence one may consult [66, Section 4]
APPENDIX A: DETAILS ON THE EXPERIMENTS

We provide details on the posterior inference procedure described in the main text. As we stated in the main paper, we generated two datasets, one with $(\theta_0, \theta, \alpha) = (2.0, 2.0, 0.7)$ and another with $(\theta_0, \theta, \alpha) = (5.0, 5.0, 0.2)$. For each configuration, we generated documents of $J = 10$ groups and $M_j = 5,000$ documents per each group, hence 50,000 documents in total. We placed standard log-normal prior for $\theta_0$ and $\theta$, and Beta(1, 1) (uniform) prior for $\alpha$. We used the standard random-walk Metropolis Hastings with variance 0.05, and ran three independent chains for each dataset. For each chain, among 30,000 samples, we collected every 10th samples after discarding 15,000 burn-in samples. Figure 3 and 4 show the log probability traces and posterior parameter traces.
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