The quantum marginal independence problem
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We investigate whether the presence or absence of correlations between subsystems of an $N$-partite quantum system is solely constrained by the non-negativity and monotonicity of mutual information. We argue that this relatively simple question is in fact very deep because it is sensitive to the structure of the set of $N$-partite states. It can be informed by inequalities satisfied by the von Neumann entropy, but has the advantage of being more tractable. We exemplify this by deriving the explicit solution for $N = 4$, despite having limited knowledge of the entropic inequalities. Furthermore, we describe how this question can be tailored to the analysis of more specialized classes of states such as classical probability distributions, stabilizer states, and geometric states in the holographic gauge/gravity duality.

I. INTRODUCTION

Understanding the structure of the set of $N$-partite quantum states is of paramount importance for both quantum information theory [1, 2] and fundamental physics. To attack this problem, one typically considers a measure of correlations between subsystems and analyzes constraints, usually in the form of inequalities, on the possible values of this measure. This is for example the approach followed by [3–5] for the von Neumann entropy, by [6] for Rényi entropies, and by [7] for relative entropy.

In this letter we introduce a novel and simpler version of this problem, independent from quantification of correlations, which leads to constraints of a different type.

Let us first make a simple observation about an intuitive property of correlations: a quantum system $A$ correlated with another system $B$ is necessarily correlated with any composite system $BC$. Similarly, if $A$ is uncorrelated with $BC$, it cannot be correlated with either of the individual subsystems $B$ or $C$. In quantum mechanics these statements are an immediate consequence of the monotonicity of mutual information [1]. However, they illustrate a fundamental fact: in a multipartite setting the presence or absence of correlations between some subsystems imposes constraints on the allowed correlations of other subsystems.

Motivated by this, we pose a general question: are non-negativity and monotonicity of mutual information the only constraints to the presence or absence of correlations between subsystems in an $N$-partite quantum system?

We demonstrate that, while simply phrased, this quantum marginal independence problem (QMIP) is sensitive to the structure of the set of $N$-partite quantum states, and that its relative simplicity could allow for a general solution for arbitrary $N$. To show this, we will use known results about entropy inequalities, however, the formalization of the problem will make clear that the constraints on this structure are naturally expressed in the language of partially ordered sets and lattices.

Although the question is formalized here for general multipartite quantum systems, the framework is naturally adaptable to more restricted sets of states. One example is the case of stabilizer states [10–12] (SMIP), which have a broad spectrum of applications in quantum information and computing. Another interesting example appears in quantum gravity.

In the context of the gauge/gravity duality we can consider states which are ‘geometric’. For these, the mutual information has been shown to be monogamous (MMI) [13], and other inequalities have been derived up to $N = 5$ [14, 15]. Unlike the more general quantum case (where the solution to the QMIP can at best contain partial information about the existence or the structure of new entropy inequalities), in the holographic context there are reasons to expect that the solution to the holographic marginal independence problem (HMIP) provides a key ingredient for the systematic derivation of these inequalities [16–18], and elucidate the holographic dictionary in quantum gravity.

II. DEFINITION OF THE QMIP

Consider an arbitrary $N$-partite quantum system described by a density matrix $\rho$ acting on a Hilbert space

$$\mathcal{H} = \mathcal{H}_1 \otimes \mathcal{H}_2 \otimes \cdots \otimes \mathcal{H}_N .$$

For related work in this direction see [8, 9].
A non-empty subsystem is associated to a collection of factors in (1), and is labeled by an index \( I \in \wp_+(\{N\}) \), where \( \wp_+(\{N\}) = \wp(\{N\}) \setminus \emptyset \), and \( \wp(\{N\}) \) is the power set of \( \{N\} = \{1, 2, \ldots, N\} \).

Given \( \rho \), the von Neumann entropies of the marginals of all subsystems can be arranged into an entropy vector
\[
S(\rho) = \{ S_j \in \mathbb{R}_{\geq 0} \mid J \in \wp_+(\{N\}) \} .
\]
These vectors live in a \( D \)-dimensional vector space \( \mathbb{R}^D \), with \( D = 2^N - 1 \), called entropy space.

It will be convenient to consider a purification of \( \rho \) by an ancillary subsystem on \( \mathcal{H}_{N+1} \). Consequently, we introduce an extended index \( \exists \in \wp_+(\{N + 1\}) \) to label subsystems which can include the ancilla.

For two non-overlapping subsystems \( I \) and \( K \), i.e., \( I \cap K = \emptyset \), their mutual information is defined as
\[
I_2(I : K) = S_I + S_K - S_{I \cup K} .
\]
We will call an expression like (3), for a specific choice of \( I \) and \( K \), a pattern of marginal independence as follows
\[
\mathcal{P}(S) = \sup \{ s \in \mathbb{L}(\text{MIA}_N) \mid S \in \mathcal{V}(s) \} .
\]

The map (7) is well defined since the supremum is guaranteed to exist\(^4\) (because \( \mathbb{L}(\text{MIA}_N) \) is a lattice), and it is unique. Equivalently, one can think of the subspace \( \mathcal{P}(S) \) as the lowest-dimension subspace in the MIA-lattice which contains \( S \). We can then use this map to associate a pattern of marginal independence \( \mathcal{P}(S(\rho)) \) to any density matrix \( \rho \).

Conversely, given a pattern of marginal independence, we can ask if there exists an \( N \)-partite density matrix \( \rho \) which realizes it.

Definition 3. (Realizable pattern) A pattern of marginal independence \( s \in \mathbb{L}(\text{MIA}_N) \) is realizable (or, equivalently, the corresponding subspace is accessible), if there exists an \( N \)-partite Hilbert space which realizes it.

With these definitions at hand, we can finally introduce the formal statement of the quantum marginal independence problem (QMIP).

Problem 1. (Quantum marginal independence) For any given \( N \), what are all the realizable patterns of marginal independence?

---

\(^2\) For any index \( \exists \) which includes the ancilla we replace \( S_{I \cup \exists} \rightarrow S_{I \cup \exists} \).

\(^3\) A lattice is a poset such that any subset has a supremum and an infimum [21].

\(^4\) Since the entire entropy space is an element of \( \mathbb{L}(\text{MIA}) \) the map \( \mathcal{P}(S) \) exists for any \( S \).
While we have defined the problem for arbitrary quantum states, it is clear that one can consider more specialized versions of it by restricting to particular classes of states. For example, one can define the same problem for stabilizer states (SMIP), classical probability distributions (CMIP) or geometric states in holography (HMIP).

In the general case, for arbitrary $N$, not all subspaces of the MIA-lattice are accessible as a consequence of universal inequalities satisfied by the mutual information. For restricted sets of states, additional inequalities could hold. In §III we explain how to derive the proper subset of the MIA-lattice which is ‘compatible’ with a given set of inequalities.

### III. Constraining the QMIP by Entropy Inequalities

It is well known that for any density matrix and any choice of subsystems, the mutual information satisfies subadditivity (SA) and strong subadditivity (SSA) [1],

$$
\text{SA} : \quad I_2(\mathbf{f} ; \mathbf{K}) \geq 0, \quad (8a)
$$

$$
\text{SSA} : \quad I_2(\mathbf{f} ; \mathbf{K} \cup \mathbf{h}) - I_2(\mathbf{f} ; \mathbf{K}) \geq 0. \quad (8b)
$$

Because of these constraints, some patterns of marginal independence are certainly non-realizable. We now determine what subset of patterns of the MIA-lattice is actually relevant to the QMIP. We begin by defining the following object in entropy space:

**Definition 4. (SSA polyhedron)** The $N$-party strong-subadditivity polyhedron, denoted by $\mathbb{L}^{SSA}_N$, is the intersection of the half-spaces associated to all possible instances of the inequalities $(8)$.

For any polyhedron, a face $\mathbf{f}$ is defined as the intersection of the polyhedron with a hyperplane bounding a half-space which contains the polyhedron. The set of faces of a polyhedron again forms a lattice, with the entire polyhedron also being included as a face [22]. We refer to the lattice of faces of the SSA polyhedron as the SSA-lattice, denoted by $\mathbb{L}(\mathbb{X}^{SSA}_N)$. Like for the MIA-lattice, we distinguish between an element $\mathbf{f}$ of $\mathbb{L}(\mathbb{X}^{SSA}_N)$ and its variety $\mathcal{V}(\mathbf{f})$.

We define the interior of a face $\mathbf{f}$ as the variety

$$
\text{int } \mathbf{f} = \mathcal{V}(\mathbf{f}) \setminus \partial \mathcal{V}(\mathbf{f}), \quad (9)
$$

taking $\text{int } \mathbf{0} = \mathbf{0}$ for the origin. It then follows that for any face, all the points in the interior are mapped by (7) to the same element of the MIA-lattice:

**Lemma 1.** For any $N$, and for any face $\mathbf{f} \in \mathbb{L}(\mathbb{X}^{SSA}_N)$,

$$
\forall \mathbf{S} \in \text{int } \mathbf{f}, \quad \mathcal{P}(\mathbf{S}) = s \text{ with } s \in \mathbb{L}(\text{MIA}_N). \quad (10)
$$

**Proof.** Consider a face $\mathbf{f}$ and a vector $\mathbf{S}^* \in \text{int } \mathbf{f}$, and let $s^* = \mathcal{P}(\mathbf{S}^*)$. If for another vector $\mathbf{S} \in \mathbf{f}$ one has $\mathcal{P}(\mathbf{S}) = s \neq s^*$, then $s > s^*$. Thus, there exists a hyperplane $\mathbf{h} \in \mathbb{L}(\text{MIA}_N)$ such that $\mathbf{S} \in \mathcal{V}(\mathbf{h})$ but $\mathbf{S}^* \notin \mathcal{V}(\mathbf{h})$. By Def. 4, any $\mathbf{h} \in \mathbb{L}(\text{MIA}_N)$ is the boundary of a subspace which includes $\mathbb{X}^{SSA}_N$, therefore its intersection with the polyhedron is a face $\mathbf{f}' \neq \mathbf{f}$. This implies that $\mathbf{S} \notin \text{int } \mathbf{f}$. \hfill \square

We denote the element of $\mathbb{L}(\text{MIA})$ which is the image of $\text{int } \mathbf{f}$ under (7) by $\mathcal{P}(\mathbf{f})$. Under this mapping, different faces can have the same image; this fact will play an important role in §IV. We are finally ready to define the construct of interest, namely the SSA-compatible subset of the MIA-lattice

$$
\mathbb{C}_N = \mathcal{P}(\mathbb{L}(\mathbb{X}^{SSA}_N)). \quad (11)
$$

The reason for focusing on this subset owes to

**Lemma 2.** For any $N$, a pattern of marginal independence $s \in \mathbb{L}(\text{MIA}_N)$ which is not in $\mathbb{C}_N$ is non-realizable. Furthermore, for any $s \in \mathbb{C}_N$, there exists at least one entropy vector $\mathbf{S} \in \mathbb{R}^D$ with $\mathcal{P}(\mathbf{S}) = s$ which satisfies all instances of (8).

**Proof.** i) From (9) and basic properties of polyhedra [22], it follows that any vector $\mathbf{S} \in \mathbb{R}^D$ which satisfies all instances of (8) is an element of the interior of at least one face of the SSA polyhedron. Its image under (7) is therefore in $\mathbb{C}_N$. Hence if a vector $\mathbf{S} \in \mathbb{R}^D$ is mapped to an element $s^* \in \mathbb{L}(\text{MIA}_N)$ which is not in $\mathbb{C}_N$ it must violate at least one instance of (8). Therefore for any Hilbert space (1) there is no density matrix such that $\mathcal{P}(\mathbf{S}(\rho)) = s^*$.

ii) Consider an element $s \in \mathbb{C}_N$. By Lemma 1 and definition (11), there exists a face $\mathbf{f} \in \mathbb{X}^{SSA}_N$ such that $\mathcal{P}(\mathbf{S}) = s$ for all $\mathbf{S} \in \text{int } \mathbf{f}$. The result follows from the fact that $\text{int } \mathbf{f} \neq \emptyset$. \hfill \square

Therefore, $\mathbb{C}_N$ contains exactly all the patterns of marginal independence which could possibly be realized in accordance to SA and SSA. While this does not imply that each pattern in $\mathbb{C}_N$ actually can be realized, it allows us to state an upgraded version of the QMIP:

**Problem 2.** For any given $N$, which patterns of marginal independence in $\mathbb{C}_N$ are realizable?

As mentioned previously, one might be interested in restricted versions of the QMIP. If the states of interest are known to satisfy a collection $\{\mathcal{Q}\}$ of additional entropy inequalities, the construction presented here can readily be adapted, since it did not depend on any structural detail of (8) other than linearity. One first defines a new $\mathcal{Q}$-polyhedron by adding the list $\{\mathcal{Q}\}$ to Def. 4, and then proceeds to define a new subset $\mathbb{C}_N^{\mathcal{Q}}$ of patterns that could be realized by states in the allowed class. We employ this strategy to completely solve the QMIP for $N = 4$ and analyze the more involved $N = 5$ case in §IV.
IV. SOLUTION TO THE QMIP FOR $N \leq 5$

We now present the solution to the QMIP for $N \leq 4$, along with some observations about the $N = 5$ case, and its relation to the restricted problem for stabilizer states (SMIP).

$N = 2$: This case is special since the set of inequalities (8) reduces to instances of SA only and defines a simpler object: the SA-polyhedron. The QMIP is unconstrained, in the sense that $G_2 = L(MIA_2)$. It is straightforward to check that every element of $G_2$ is realizable.

$N = 3$: In this case, entropy inequalities do constrain the set of possibly realizable patterns, $G_3 \subset L(MIA_3)$. The question then is whether each pattern in $G_3$ is realizable. To check that this is the case, we first find the extreme rays of the SSA polyhedron,\(^5\) and then construct quantum states with entropy vectors corresponding to these rays. These are Bell pairs, the GHZ state of four qubits, and a four-partite perfect state [3]. Taking appropriate tensor products, one can explicitly construct quantum states realizing all patterns in $G_3$.\(^6\)

$N = 4$: Density matrices for 4 parties saturating certain instances of SSA satisfy new inequalities which are independent from (8) [4]. It is, however, unknown if unconstrained inequalities exist [5]. Interestingly, the QMIP nevertheless turns out to be constrained by (8) alone.

To see this, consider the restricted problem of focusing on stabilizer states [11, 12]. For 4 parties, the entropies of stabilizer states satisfy the Ingleton inequality [23]. We include this additional constraint in defining the SMIP as indicated in §III. From the ‘Ingleton polyhedron’ obtained by adding this inequality to the list in Def. 4, we find the $G^\text{ING}_4 \subset L(MIA_4)$, the subset of patterns realizable by stabilizer states. Extreme rays of this polyhedron have been explicitly realized by quantum states [23]. Therefore, the patterns in $G^\text{ING}_4$ may be realized taking appropriate tensor products of these states. Constructing the usual set $G_4 \subset L(MIA_4)$ from the SSA polyhedron, we then check that $G_4 = G^\text{ING}_4$.

$N = 5$: Little is known about the 5-partite stabilizer cone (let alone the quantum entropy cone). Nevertheless, we motivate the need for new constraints. In the preceding examples, all patterns in $G_N$ were realizable, in particular already within the class of stabilizer states. This ceases to be true for $N = 5$.

Any entropy vector realized by a 5-party stabilizer state has to satisfy the Ingleton inequality. Uplifting the $N = 4$ Ingleton polyhedron supplemented with all instances of the Ingleton inequality for $N = 5$, we build $G^\text{ING}_5$. One then checks that $G_5 \supset G^\text{ING}_5$. This result suggests two interesting potential scenarios that we discuss in §V. Furthermore, one can check that some patterns in $G_5 \setminus G^\text{ING}_5$ can only potentially be realized by density matrices which violate monotonicity of the entropy, and therefore not by classical probability distributions.

V. DISCUSSION

Table I summarizes the solutions to the various MIPs we considered. For each case, the solution is labeled by the weakest inequality Q which should be added to Def. 4 in order to obtain a set of patterns $G^\text{Q}_N$ which are all realizable by states in the corresponding class.

The holographic case (HMIP) will be discussed extensively in [18], but we summarize here the most salient aspects of the solution for $N \leq 5$. While for $N = 3$ geometric states are constrained by MMI [13], the HMIP is insensitive to it, since geometric states allow to realize all possible patterns of marginal independence which are consistent with quantum mechanics. Interestingly, this inequality becomes instead crucial for $N = 4$, and it remains the only relevant constraint for the solution to this problem even for $N = 5$, despite the presence of additional inequalities [14, 15].

Another specialized version of the problem that we did not discuss pertains to classical probabilities distributions (CMIP). In this case, an interesting question is whether Shannon inequalities are the only necessary constraints, or if instead additional inequalities impose further restrictions [24–26]. The question is also relevant for the analysis of the SMIP, since stabilizer states satisfy all balanced classical inequalities [27].

Regarding the SMIP, and its relation to the general QMIP, our analysis of the $N = 5$ case suggests two potential general scenarios which deserve further investigation. One possibility is that the full solution to the QMIP is given by $G_N$ itself, with non-stabilizer states being essential for the realization of certain patterns. Another is that stabilizer states suffice to realize all patterns allowed in quantum mechanics, and since they realize a proper subset of $G_N$, there must exist new entropy inequalities.

Finally, let us comment on the general logic of our approach and how it should be extended. While we have formulated the QMIP in the language of ordered sets, we have used the varieties associated to the elements of these sets to relate the QMIP to known results about in-

\(^5\) All the polyhedra we work with are in fact polyhedral cones.

\(^6\) If $\rho_1, \rho_2$ realize the patterns $s_1, s_2$, then $\rho_1 \otimes \rho_2$ realizes the pattern $s = s_1 + s_2$, where $V(s) = V(s_1) + V(s_2)$ and “$+$” is the usual (non-direct) sum of linear subspaces.
equalities for the von Neumann entropy. This strategy was sufficient for the scope of this letter, and in particular to solve the $N = 4$ case. However, in order to use the QMIP to extract new structural properties of the set of $N$-partite quantum states, one will need to understand how to solve the QMIP without relying on such inequalities. In particular, this should make it possible to formulate the constraints which determine the subset of realizable patterns of the MIA-lattice purely in the language of order theory and combinatorics.
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