The phase diagram of a gauge theory with fermionic baryons
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The fermion-sign problem at finite density is a persisting challenge for Monte-Carlo simulations. Theories that do not have a sign problem can provide valuable guidance and insight for physically more relevant ones that do. Replacing the gauge group SU(3) of QCD by the exceptional group G₂, for example, leads to such a theory. It has mesons as well as bosonic and fermionic baryons, and shares many features with QCD. This makes the G₂ gauge theory ideally suited to study general properties of dense, strongly-interacting matter, including baryonic and nuclear Fermi pressure effects. Here we present the first-ever results from lattice simulations of G₂ QCD with dynamical fermions, providing a first explorative look at the phase diagram of this QCD-like theory at finite temperature and baryon chemical potential.

PACS numbers: 11.30.Rd 12.38.Aw 12.38.Gc 12.38.Mh 21.65.Qr

Finite fermion density continues to be a serious challenge for Monte-Carlo simulations due to the fermion-sign problem [1, 2]. The sign problem appears in many areas of physics, but is of notorious importance to dense quark systems, especially in nuclei, heavy-ion collisions, and compact stellar objects. An alternative are models and continuum methods which do not have this type of problem [3, 4]. However, these usually require approximations, and cross checks through lattice simulations remain desirable to improve systematic reliability.

To provide support from numerical simulations, two major strategies have been followed. One is to replace the baryon chemical potential by some quantity more amenable to simulations, e.g. imaginary [5, 6] or isospin [7, 8] chemical potential. The other is to replace the theory with one accessible through numerical simulations at finite density. However, such theories usually differ from the original one in more or less important aspects.

One very well studied replacement of QCD for strongly interacting matter at finite density is two-color QCD [9–11]. In this case, the baryons are bosons instead of fermions, however. This leads to profound differences, such as Bose-Einstein condensation of a baryon superfluid with a BEC-BCS crossover at high densities instead of the usual liquid-gas transition of nuclear matter. While two-color QCD has many interesting aspects that deserve to be studied in their own right, the quantum effects due to the fermionic nature of baryons are expected to play a very significant role for nuclear matter and especially in the physics of compact stellar objects [12, 13].

Therefore, a more realistic replacement theory in this regard should contain fermionic baryons. One possibility is the strong-coupling limit [14]. In order to maintain the connection with the continuum, however, we employ here a different theory without sign problem for Monte-Carlo simulations. It is obtained by replacing the SU(3) gauge group of QCD with the gauge group G₂ [15]. All color representations of this theory are equivalent to real ones. As a consequence the Dirac operator has an anti-unitary symplectic symmetry which for N_f flavors leads to an extended Pauli-Gürsey SU(2N_f)×Z₂ flavor symmetry [13, 20], and is thus expected to have a non-anomalous component even for a single flavor. In this paper we study the phase diagram for a single Dirac flavor of Wilson fermions, corresponding to a continuum SU(2)×Z₂ extended flavor symmetry in the chiral limit. Spontaneous or explicit breaking reduces this to U(1)×Z₂ [21]. The unbroken U(1) relates to the baryon number to which the baryon chemical potential is coupled. The anti-unitary symplectic symmetry of the Dirac operator in a real color representation implies a two-fold degeneracy of its eigenvalues and hence that the fermion determinant remains positive at finite baryon chemical potential even for a single flavor [13, 14].

The physical bound states of this theory, besides the usual quark-antiquark and three-quark states, also contain hybrids of one quark with three gluons, as well as diquarks and further bound states with more than three quarks [20]. Thus, the hadronic spectrum contains both fermionic as well as bosonic baryons and mesons. These bound states are created by very similar interactions as in QCD, i.e. by a potential which rises linearly with the separation of the quarks before string-breaking sets in [20, 22, 23]. In fact, in a simple quark model picture with light quarks, one has a baryon-mass hierarchy where for a sufficiently small quark mass nucleonic three-quark states will be the second lightest baryons, above the light diquarks as the would-be-Goldstone bosons of the extended flavor-symmetry breaking. Hybrids, tetraquarks and other baryonic multi-quark states are expected to be much heavier.

Another appealing aspect of the G₂ gauge group is that it might be deformable to ordinary QCD by break-
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FIG. 1: The left panel shows an example for the mass correlator fits performed. Since in most cases no clear mass plateaus appear due to closeness of the excited states, conservative error estimates have been used, which are shown in the example as error bands. The right panel shows the masses obtained in this way. Note the shifted \(\beta\) values to disentangle the plot. All results are for \(\kappa = 0.15625\). Only the range \(\beta = 0.9\) to \(\beta = 1.0\) has been used in the phase diagram calculations.

\(G_2\) down to SU(3) via a Higgs mechanism \cite{21, 24}, although this will likely require several Higgs fields and various Yukawa couplings, CKM-type explicit flavor violations, and further effects. The surplus bound states would then become heavy and disappear from the spectrum. The sign problem would emerge, likewise. If it can be controlled by the strength of the breaking, however, this could provide new insights, a possibility that certainly deserves further study in the future.

For our simulations, which consumed roughly 2000 core-years, we employ an extension of the available local HMC algorithm for scalars \cite{26}, generalized from QCD simulations, for details see \cite{21, 27}. The introduction of temperature and chemical potential proceeds as in QCD. Our aim here is a first exploration of the phase diagram as a proof of principle. One obstacle is the presence of a bulk transition \cite{24, 26, 28}, which turns out to persist with dynamical fermions \cite{21, 27}. To avoid this we chose a lattice with at least \(N_t = 5\) time slices in finite temperature simulations. Simulations of this theory incur considerable computational costs so that we restricted our lattices to \(N_t = 16\) points in spatial directions. Altogether, we investigated three different sets of lattice parameters:

(a) At zero density we varied the lattice coupling \(\beta\) between 0.9 and 1.0 in order to control temperature on our \(5 \times 10^3\) and \(6 \times 10^3\) lattices.

(b) At finite chemical potential \(\mu\) we used \(\beta = 0.9\) on both, \(6 \times 10^3\) and \(8 \times 10^3\) lattices, and \(\beta = 1.0\) in zero-temperature simulations on a \(16^4\) lattice. The hopping parameter in the fermion determinant was fixed at \(\kappa = 0.15625\) in all these thermodynamic simulations.

(c) For comparison we also varied \(\kappa\) from 0.15385 to 0.15625 on the symmetric \(16^4\) lattice with \(\mu = 0\) and \(\beta\) in 0.85 to 1.1 \cite{21}.

More results from smaller lattices to assess systematic effects will be reported elsewhere.

We measured three observables to study the phase diagram. One is the Polyakov loop. Unlike QCD, due to the trivial center, it is not an order parameter of the quenched theory \cite{20}, but it nevertheless reflects the corresponding first-order phase transition very well \cite{21, 28}. In fact, it remains so small in the low-temperature phase that it is only possible to determine upper bounds. We found this to be true also with dynamical quarks. The second observable is the chiral condensate. The quenched \(G_2\) theory has only one first-order transition at finite temperature which manifests itself also in the chiral condensate \cite{21}, a feature that it shares with QCD and two-color QCD. This is in contrast to QCD with adjoint quarks, where there is no sign problem either \cite{13}, but where separate chiral and deconfinement transitions occur at largely different temperatures \cite{30, 32}. We normalize the chiral condensate to its (\(\beta\)-dependent) vacuum value, to avoid explicit renormalization. The third observable is the baryon number density, the derivative of the partition function with respect to the chemical potential. At large chemical potentials the density saturates to a temperature-independent value. This is observed also in two-color QCD \cite{33}. To eliminate the scale, we therefore normalize the baryon density to its saturation value.

Saturation on finite lattices can occur due to the Pauli principle. In two-color QCD, this happens when all sites are occupied by bosonic baryons such that the lattice has the maximal filling of \(4N_f\) quarks per site as allowed by the Pauli principle \cite{13}. Here, we also find the analogous saturation at a maximum of 14 quarks per lattice site for the two spin states of a single quark flavor in the \(7\) dimensional fundamental color representation of the \(G_2\) gauge group. However, the fermion dynamics does not fully freeze out because the plaquette average at saturation density is 0.5647(1), which is smaller than the corresponding value of 0.5724(5) for the pure gauge theory.

In order to assess the phase diagram it is necessary to fix at least a relative scale. Using bound state masses for this purpose is rather challenging. We have determined the masses of the lowest states in the scalar meson and diquark channels on the \(16^4\) lattice, see Figure \ref{fig:masses}. These include only the connected contributions, however. The true scalar meson in our one-flavor case contains disconnected contributions as well which will cause the dominant splitting of its mass from that of the light diquark. The results show strong systematic effects \cite{21}. Moreover, the diquarks are most sensitive to the quark mass
due to their would-be-Goldstone nature. In order to fix the scale from these masses would require a much more careful and expensive mapping of the lines of constant physics in $\beta$ and $\kappa$. Here we simply use the first excited state in the diquark channel as the signal with the least sensitivity to the lattice parameters. It varies for $\beta = 0.9...1.10$ at $\kappa = 0.15625$ from $2.3^{+5}_{-4}$ to $1.65^{+1}_{-2}$ in lattice units. Requiring that the critical temperature for $\mu = 0$ is at $160$ MeV then leads to lattice spacings between $0.25^{+5}_{-4}$ fm to $0.181^{+1}_{-20}$ fm in the same range for $\beta$, with an acceptable systematic uncertainty for this first exploratory investigation.

The results at zero chemical potential are shown in Figure 2. The normalized chiral condensate only shows a rather weak response to the transition observed in the Polyakov loop. In fact, after a slight drop the chiral condensate starts rising again as temperature is further increased. That this behavior is likely to be a lattice artifact is seen in particular by comparing the data from the $5 \times 16^3$ and $6 \times 16^3$ lattices as shown for the same range of couplings $\beta = 0.9...1.0$ at $\kappa = 0.15625$ in Fig. 2.

On the other hand, this apparently unphysical behavior of the condensate might be due to finite volume effects, because the three-dimensional volume shrinks with increasing temperature when controlled by the lattice coupling as it is done here. On the other hand, in the zero temperature simulations we observe that the meson and diquark masses at fixed $\kappa = 0.15625$ start increasing with $\beta$ again just above $\beta \approx 1$, c.f. Fig. 1. This might indicate that we encounter a transition into an unphysical phase such as the Aoki phase. Although we have not carefully mapped out the lines of constant physics, for the highest temperatures in Fig. 2 which correspond to $\beta = 1$, we might be getting too close to or even into this unphysical phase. Both, finite-volume effects and Aoki phase would lead to an unphysical behavior as observed, a weakening of the chiral transition together with an increase of the chiral condensate towards higher temperatures.

While this implies that even larger and finer lattices will be required to reliably quantify the systematic uncertainties in the high temperature regime, we avoid these lattice artifacts in our finite density simulations below as much as possible with controlling temperature by varying the number of time slices at reasonably small $\beta$ values. From our present analysis we are confident that the lattice parameters (b) used at finite chemical potential, as described above, should be reasonably safe. A more detailed quantitative analysis, in particular at temperatures near the $\mu = 0$ transition in Fig. 2 and above, seems prohibitively expensive at the moment.

As a final comment on the $\mu = 0$ transition before we discuss our finite density results we note that, strictly speaking, there is no chiral symmetry in the usual sense in our one-flavor theory. Rather, the condensate here measures the breaking of the extended SU(2) Pauli-Gürsey symmetry down to the usual baryon number U(1). Thus, our intuition about the usual chiral restoration at the deconfinement transition might not be a good guide in this case either. It is quite possible, for example, that the 2-flavor theory behaves differently because it includes a standard chiral SU(2)$\times$SU(2) component in its extended flavor SU(4) which is expected to be broken at low temperatures and which might therefore show a stronger response to the $\mu = 0$ transition in $G_2$ as well.

The behavior of Polyakov loop, chiral condensate and quark density at finite chemical potential with the scale set as explained above and in lattice units are shown in Figures 3 and 4. At zero temperature the Polyakov loop peaks at around 1.5 GeV. Chiral condensate and baryon density both show a rather broad transition near...
the maximum in the derivative of Polyakov loop. At large chemical potential the density saturates, as discussed above. This effectively quenches the theory which explains the decrease of the Polyakov loop as in two-color QCD. It also implies, however, that the regime beyond the peak in the Polyakov loop is affected by lattice artifacts thus limiting the chemical potential to below 1.5 GeV at \( T = 0 \) and to below about 1 GeV at the two finite temperatures considered here. This is emphasized by the result in lattice units where the saturation is seen to be nearly independent of the lattice coupling.

In the zero temperature results for the quark density one should see the onset of Bose-Einstein condensation of diquarks when the quark chemical potential reaches half the diquark mass. With a mass of the lightest diquark around 300 – 400 MeV here, this so-called silver-blaze point is thus expected around \( \mu \approx 150 – 200 \) MeV. On smaller \( 16 \times 8^3 \) lattices, with larger masses and with considerabaly better statistics, one indeed observes this onset of diquark condensation in the baryon density which increases from zero to a small finite plateau in a narrow region [21]. The critical chemical potentials for this onset furthermore agree very well with half the diquark masses as extracted from their correlators for a wide range of lattice parameters [21, 36]. It is a small effect, however. So small that it cannot be seen on the scales of the Figures presented here. A more detailed study with finer resolution on the present lattices requires much higher statistics. Having said that, the onset of the large increase in density observed here, for \( T = 0 \) at \( \mu \approx 1 \) GeV, is by the same argument unlikely to be due to these light pseudo-Goldstone diquarks. The first excited diquark states of Fig. 4 should come in at \( \mu \) around 400 – 550 MeV and thus still tend to be too small to explain this threshold. The intriguing alternative would be that we do see the effect of fermionic baryons here. If the quark-gluon hybrids and other baryons are too heavy as expected, one would conclude that the density in the region around the increase at \( \mu \approx 1 \) GeV is dominated by three-quark states, the \( G_2 \) nucleons. We will find out with further baryon spectroscopy in the future.

Finally, when both temperature and chemical potential are non-zero, a gradual shift towards smaller chemical potentials along with a broadening of the transition is observed. The interpolated phase diagram in Figure 4 exhibits a rather polygonal shape but is potentially affected by systematic effects in the scale setting. Results on smaller lattices show the same general features albeit with larger systematic errors [21].

In total, the phase diagram of \( G_2 \) QCD shows a number of interesting features which deserve further systematic investigation to see whether they are genuinely physical, or whether some of them are lattice artifacts. Given sufficient computational resources its complete phase diagram can be mapped with any desired precision. In particular, the question whether one can have a chiral first-order transition rather than a smooth crossover at finite density is very significant as it would imply the presence of a critical endpoint in a theory with properties so close to the ones of QCD, where this is of prime importance for future heavy-ion experiments.

To summarize, we have determined for the first time, but still at an exploratory level, the phase diagram of \( G_2 \) QCD, a non-Abelian gauge theory with fermionic baryons. This opens new avenues for high density studies of the strong force from first-principles calculations. In particular, it will be possible to assess the role of the Fermi statistics at finite baryon density which is of great importance, e.g. for compact stellar objects. One might ask at which relative densities quark or hadron equations of state are more favorable, and thus whether only neutron stars or also quark stars can exist. Given the inflow of new astrophysical observational data on compact stellar objects, including major new discoveries, any insight on a fundamental level would be timely and important. Of course, \( G_2 \) QCD is not QCD, and such insight can only be qualitative.

It also has to be assessed carefully to what extent the particle spectra of the two differ and what effects this has. However, these ab-initio results provide a novel approach to test investigations of the true QCD phase diagram by effective models and functional methods. If \( G_2 \) QCD is continuously deformable to QCD [20, 21, 26], this may proceed along the lines developed for Yang-Mills theory [37]. Systematically check approximations and model assumptions in functional methods along this deformation from lattice calculations as long as possible, so that the latter can then be used reliably in the final step towards QCD when the sign problem strikes back.
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