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We modularly build increasingly larger fragments of the ZX-calculus by modularly adding new generators and relations, at each point, giving some concrete semantics in terms of some category of spans. This is performed using Lack’s technique of composing props via distributive laws [16], as well as the technique of pushout cubes of Zanasi [22]. We do this for the fragment of the ZX-calculus with only the black π-phase (and no Hadamard gate) as well as well as the fragment which additionally has the and gate as a generator (which is equivalent to the natural number H-box fragment of the ZH-calculus). In the former case, we show that this is equivalent to the full subcategory of spans of (possibly empty) free, finite dimensional affine \( \mathbb{F}_2 \)-vector spaces, where the objects are the non-empty affine vector spaces. In the latter case, we show that this is equivalent to the full subcategory of spans of finite sets where the objects are powers of the two element set. Because these fragments of the ZX-calculus have semantics in terms of full subcategories of categories of spans, they can not be presented by distributive laws over groupoids. Instead, we first construct their subcategories of partial isomorphisms via distributive laws over all isomorphisms with subobjects adjoined. After which, the full subcategory of spans are obtained by freely adjoining units and counits the the semi-Frobenius structures given by the diagonal and codiagonal maps.

We first review some basic theory involving the presentation of props. These results are mostly folklore, however, I will refer the reader to [22, §2] for a more comprehensive introduction.

**Definition 0.1.** A **pro** is a strict monoidal category generated by one object under the tensor product, and a **prop** is a strict symmetric monoidal category generated by one object under the tensor product.

**Definition 0.2.** A **monoidal theory** is a pair \((\Sigma, E)\) of **generators** \(\Sigma\) and **equations** \(E\). Each generator \(f \in \Sigma\) has a chosen domain \(\text{dom}(f) \in \mathbb{N}\) and codomain \(\text{cod}(f) \in \mathbb{N}\), so that \(f\) can be seen as a map from \(\text{dom}(f)\) to \(\text{cod}(f)\).

The free pro with signature \(\Sigma\) has maps in \(\Sigma^*\) obtained by inductively tensoring all the generators and composing all appropriately typed generators in \(\Sigma\). The equations in \(E\) are pairs of parallel maps in \(\Sigma^*\). Any monoidal theory \((\Sigma, E)\) generates a pro \((\Sigma, E)\) given by the free pro with signature \(\Sigma\) modulo the equations in \(E\).

A **symmetric monoidal theory** is the symmetric version of a monoidal theory, which generates a prop. Here the set \(\Sigma^*\) is obtained by composing and tensoring maps with symmetries, and then quotienting by the axioms of a prop.

**Lemma 0.3.** Given two (symmetric) monoidal theories \((\Sigma_1,E_1)\) and \((\Sigma_2,E_2)\) the coproduct of pro(props) \((\Sigma_1,E_1) + (\Sigma_2,E_2)\) is generated by the (symmetric) monoidal theory \((\Sigma_1 + \Sigma_2,E_1 + E_2)\).
Lemma 0.4. Given three (symmetric) monoidal theories \((\Sigma_1, E_1)\), \((\Sigma_2, E_2)\) and \((\Sigma_3, E_3)\) where \((\Sigma_3, E_3)\) is a sub-pro(p) of both \((\Sigma_1, E_1)\) and \((\Sigma_2, E_2)\). The pushout of the diagram of pro(p)s

\[
\begin{array}{c}
(\Sigma_1, E_1) \\
\leftarrow (\Sigma_3, E_3) \\
\rightarrow (\Sigma_2, E_2)
\end{array}
\]

is generated by the (symmetric) monoidal theory \((\Sigma_1^* +_{\Sigma_1} \Sigma_2^* +_{\Sigma_1} E_1 + E_2)\).

We recall the novel way to compose pro(p), first described in [16]:

Definition 0.5. Suppose there are three (symmetric) monoidal theories \((\Sigma_1, E_1)\), \((\Sigma_2, E_2)\) and \((\Sigma_3, E_3)\) where \((\Sigma_3, E_3)\) is a sub-pro(p) of both \((\Sigma_1, E_1)\) and \((\Sigma_2, E_2)\). A distributive law of pro(p)s is a distributive law \(\lambda : (\Sigma_2, E_2) \otimes (\Sigma_3, E_3) (\Sigma_1, E_1)\) in \(\text{Mon-Prof}\). Informally, this is a way to push all the maps in \(\Sigma_1^*\) past those of \(\Sigma_2^*\) modulo \(\Sigma_3\) and the equations \(E_1 + E_2\) and the axioms of a pro(p).

In [16] it is required that \((\Sigma_3, E_3)\) is a groupoid; however, we must loosen this requirement (note that when this is not a groupoid, there is no correspondence to factorization systems as in [19]).

Lemma 0.6. Suppose that we have three (symmetric) monoidal theories and a distributive law \(\lambda : (\Sigma_2, E_2) \otimes (\Sigma_3, E_3) (\Sigma_1, E_1)\) as above.

Then the induced pro(p) \((\Sigma_2, E_2) \otimes_{(\Sigma_3, E_3)} (\Sigma_1, E_1)\) is presented by the monoidal theory \((\Sigma_1^* +_{\Sigma_1} \Sigma_2^* +_{\Sigma_1} E_1 + E_2 + E_\lambda)\), where \(E_\lambda\) are all the equations needed to push elements of \(\Sigma_1^*\) past those of \(\Sigma_2^*\) up to \(\Sigma_3^*\), dictated by \(\lambda\).

There is a folklore result that the prop for the free commutative monoid is equivalent to the category of finite sets and functions under the direct sum. The string diagrams correspond to drawing the “graphs” of functions.

Definition 0.7. Let \(\text{Mono}\) be the free prop with one generator of type \(0 \rightarrow 1\) drawn as a black circle; and \(\text{Epi}\) be the prop generated by the free associative commutative binary operation graphically generated by the following:

\[
\begin{array}{c}
\circ \circ \\
\circ \circ \\
\circ \circ
\end{array}
\]

Definition 0.8. Let \(\text{Mono}(\mathbb{X})\) and \(\text{Epi}(\mathbb{X})\) denote the subcategories of monomorphisms and epimorphisms of \(\mathbb{X}\).

Lemma 0.9. The category \((\text{Mono}(\text{FinSet}), +)\) is presented by the prop \(\text{Mono}\) and \((\text{Epi}(\text{FinSet}), +)\) by the prop \(\text{Epi}\). Moreover, \((\text{FinSet}, +)\) is presented by the distributive law:

\[
\text{Epi} \otimes_{p} \text{Mono} = \circ \circ
\]

Yielding the prop for the free commutative monoid, \(\text{cm}\).

\(^1\)Diagrams are read from bottom to top.
As observed in [4, Ex. 3.3 (a)], this distributive law corresponds to the epi-mono factorization of functions: one can always decompose a function into surjections following by injections by applying this equation multiple times.

Lack showed that the structure of special commutative Frobenius algebras and bicommutative bialgebras arise in terms of distributive laws corresponding to pushout and pullback in \((\text{FinSet}, +)\)\(^{16}\) §5.3, 5.4:

**Definition 0.10.** Consider the following two distributive laws:

\[
\begin{align*}
\text{cm}^{op} \otimes_p \text{cm}^{op} &; \\
\text{cm} \otimes_p \text{cm}^{op} &; \\
\end{align*}
\]

The former yields, \(\text{cb}\), the prop for the free bicommutative bialgebra and the latter yields, \(\text{scfa}\), the prop for the free special commutative Frobenius algebra.

**Lemma 0.11.** \([16\] §5.3, 5.4\) \(\text{cb}\) is a presentation for \((\text{Span}(\text{FinSet}), +)\) and \(\text{scfa}\) is a presentation for \((\text{Cospan}(\text{FinSet}), +)\).

The equations generating these distributive laws give us a recipe for how to generate all pushouts and pullbacks along epics and monics. This category of spans can be seen from a slightly different perspective:

**Lemma 0.12.** There is an equivalence of props \(\text{cb} \cong (\text{Span}(\text{FinSet}), +) \cong (\text{Mat}(\mathbb{N}), +)\).

Although we are quite sure that the second equivalence is also folklore, a similar result is given in [6].

One way to see this is by interpreting the monoid as addition and 0 and the comonoid as copying/deleting. For example, consider the interpretation of the following diagram in \(\text{cm}^{op} \otimes_p \text{cm}\) as a matrix:

\[
\begin{bmatrix}
1 & 1 & 0 \\
0 & 0 & 0 \\
0 & 2 & 0
\end{bmatrix}
\]

**Definition 0.13.** Let \(\text{cb}_2\) denote the quotient of \(\text{cb}_2\) by the equation:

**Lemma 0.14.** \(\text{cb}_2\) is a presentation for the prop \((\text{Mat}(\mathbb{F}_2), +)\).

**Proof.** As an Abelian group \(\mathbb{F}_2 \cong \mathbb{Z}/2\mathbb{Z}\); which is generated by the equation \(2 \equiv 0\), corresponding to this quotient of \(\text{cb}\). \(\square\)
1 The phase-free fragment

In this section we build up to giving a presentation for \((\text{Span}(\text{Mat}(\mathbb{F}_2)), +)\) in a modular way. This category is shown to be the same as the phase-free Hadamard free fragment of the ZX-calculus. Although this presentation of linear spans has already been discussed in great detail for arbitrary PIDs [22], our particular method of exposition is necessary to motivate the affine and full cases.

Definition 1.1. Consider the prop \(\text{Iso}(\text{cb}_2)\) generated by the controlled not gate:

\[
\begin{align*}
\text{modulo the following relations:}
\end{align*}
\]

Lemma 1.2. [17, Thm. 6] \(\text{Iso}(\text{cb}_2)\) is a presentation for the prop \((\text{Iso}(\text{Mat}(\mathbb{F}_2)), +)\)

Definition 1.3. Consider the prop \(\text{Mono}(\text{cb}_2)\) generated by the coproduct of props \(\text{Iso}(\text{cb}_2) \oplus \text{Mono}\) modulo the equation:

Lemma 1.4. [17, Thm. 7] \(\text{Mono}(\text{cb}_2)\) is a presentation for the prop \((\text{Mono}(\text{Mat}(\mathbb{F}_2)), +)\)

The white comultiplication can be derived in this fragment:

As a matter of notation, given a category \(X\) with finite limits, we refer to the subcategory of \(\text{Span}(X)\) where the left leg is monic as \(\text{Par}(X)\), and the subcategory of spans where all legs are monic by \(\text{ParIso}(X)\). These two categories, respectively, give semantics for partial maps and partially invertible maps in \(X\) (see [9] for more details).

Definition 1.5. Consider the prop \(\text{ParIso}(\text{cb}_2)\) generated by the distributive law of props:

\[
(\text{Mono}(\text{cb}_2))^\text{op} \otimes_{\text{Iso}(\text{cb}_2)} \text{Mono}(\text{cb}_2) = \text{ParIso}(\text{cb}_2)
\]

To see that this is actually a distributive law, see Remark A.1.

Lemma 1.6. \(\text{ParIso}(\text{cb}_2)\) is a presentation for the prop \((\text{ParIso}(\text{Mat}(\mathbb{F}_2)), +)\).

We can get partial maps by freely adding a counit to the nonunital, noncounital special commutative Frobenius algebra:

Definition 1.7. Let \(\text{Par}(\text{cb}_2)\) denote the pushout of the diagram of props:

\[
\text{Par}(\text{cb}_2) \leftarrow \text{Epi}^\text{op} \rightarrow \text{cm}^\text{op}
\]

Lemma 1.8. \(\text{Par}(\text{cb}_2)\) is a presentation for the prop \((\text{Par}(\text{Mat}(\mathbb{F}_2)), +))\).
The proof is contained in §A.1.2.

**Definition 1.9.** Let $\text{Span}(cb_2)$ denote the pushout of the diagram of props:

$$\text{Par}(cb_2) \rightarrow \text{ParIso}(cb_2) \leftarrow \text{Par}(cb_2)^{\text{op}}$$

The following lemma holds because of [12, Lem. 4.3]:

**Lemma 1.10.** $\text{Span}(cb_2)$ is a presentation for the prop $(\text{Span}(\text{Mat}(F_2)), +)$.

The proof is contained in §A.1.3. Given a PID $k$, the prop $(\text{Span}(\text{Mat}(k)), +)$ is already known to have a presentation given in terms of “interacting Hopf algebras” [22, Definition 3.13]. This is also the way in which the phase-free fragment of the ZX-calculus would be presented, in terms of two Frobenius algebras corresponding to the $Z$ and $X$ observables, interacting to form Hopf algebras in addition to a few more equations.

2 Additive affine models

**Definition 2.1.** Consider the prop $\text{Affcb}_2$ given by adjoining the following generator to $cb_2$ modulo the equations:

$$\pi$$

**Lemma 2.2.** [17, §4] $\text{Affcb}_2$ is a presentation for the prop $(\text{AffMat}(F_2), +)$.

Note that this assumes that affine matrices are non-empty, as this is a prop. This will become a problem later, when we wish to pull back affine spaces.

**Definition 2.3.** Consider the prop $\text{Iso}(\text{Affcb}_2)$ generated by the controlled not gate, and the not gate (interpreted as matrices):

$$\begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} = \begin{pmatrix} \text{CNOT} & 0 \\ 0 & \text{I} \end{pmatrix}$$

Modulo the relations of $\text{Iso}(cb_2)$ as well as the additional relations:

**Lemma 2.4.** [17, Thm. 11] $\text{Iso}(\text{Affcb}_2)$ is a presentation for the prop $(\text{Iso}(\text{AffMat}(F_2)), +)$.

**Definition 2.5.** Let $\text{Mono}(\text{Affcb}_2)$ denote the pushout of the diagram of props:

$$\text{Mono}(cb_2) \leftarrow \text{Iso}(cb_2) \rightarrow \text{Iso}(\text{Affcb}_2)$$

**Lemma 2.6.** $\text{Mono}(\text{Affcb}_2)$ is a presentation for the prop $(\text{Mono}(\text{AffMat}(F_2)), +)$. 
The proof is contained in §2.6.

To define partial isomorphisms, we must add a point to the constituent props of the desired distributive law, because the empty set can arise as a subobject by pullback (where the empty set is not properly an object in the prop).

**Definition 2.7.** Let \( \text{Iso}^{+1} \) denote the prop obtained by adjoining the following generator to \( \text{Iso} \) modulo the equations:

\[
\begin{aligned}
\pi_1 &\equiv \pi_2, \\
\pi_3 &\equiv \pi_4, \\
\pi_5 &\equiv \pi_6, \\
\pi_7 &\equiv \pi_8.
\end{aligned}
\]

**Lemma 2.8.** \( \text{Iso}^{+1} \) is a presentation for the subcategory of \( \text{Span}(\text{AffFdFVect}(\mathbb{F}_2), +) \) generated by spans \( \mathbb{F}_2^n \xrightarrow{e} \mathbb{F}_2^m \) and \( \mathbb{F}_2^n \langle \mathbb{F}_2^m \), for all \( n, m \in \mathbb{N} \) and isomorphisms \( f \).

**Proof.** Identify this new generator with the span \( \mathbb{F}_2^0 \), repeated apply these identities from left to right until the diagram corresponding to the identity tensored by \( \pi_0 \) is obtained, which is as a normal form.

**Definition 2.9.** Let \( \text{Mono}^{+1} \) denote the pushout of the diagram of props:

\[
\text{Mono} \leftarrow \text{Iso} \rightarrow \text{Iso}^{+1}
\]

**Lemma 2.10.** \( \text{Mono}^{+1} \) is a presentation for the subcategory of \( \text{Span}(\text{AffFdFVect}(\mathbb{F}_2), +) \) generated by spans \( \mathbb{F}_2^n \xrightarrow{e} \mathbb{F}_2^m \) and \( \mathbb{F}_2^n \langle \mathbb{F}_2^m \), for all \( n, m \in \mathbb{N} \) and monics \( e \).

The proof of this lemma is essentially the same for \( \text{Iso}^{+1} \), although diagrams with a factor of \( \pi_0 \) are reduced to the following normal form:

\[
\text{Mono} \leftarrow \text{Iso} \rightarrow \text{Iso}^{+1}
\]

Unlike in the linear case, now we must consider a distributive law over a prop which is not a groupoid: we add a single idempotent corresponding to the empty set to the isomorphisms. To satisfy the requirement that this prop is a sub-prop of the left and right components of the distributive law, we also add this idempotent to the injections and the co-injections:

**Definition 2.11.** Consider the prop \( \text{pi}^{+1} \) generated by the distributive law of props:

\[
\text{Mono} \leftarrow \text{Iso}^{+1} \rightarrow \text{Mono}^{+1}
\]

Given by the equations of \( \text{pi}^{+1} \) as well as:

\[
\begin{aligned}
\pi_1 &\equiv \pi_2, \\
\pi_3 &\equiv \pi_4.
\end{aligned}
\]

To see that this is actually a distributive law, see Remark A.2.

**Lemma 2.12.** \( \text{ParIso}^{+1} \) is a presentation for the full subcategory \( \text{ParIso}(\text{AffFdFVect}(\mathbb{F}_2))^n \) of \( \text{ParIso}(\text{AffFdFVect}(\mathbb{F}_2))^n \) where the objects are nonempty affine vector spaces.
Proof. The obvious functor \( \text{ParIso}(\text{Affcb}_2) \to \text{ParIso}(\text{AffFdFVect}(\mathbb{F}_2))^\ast \) is clearly full, as well as an isomorphism on objects. It remains to show it is faithful. It is faithful on maps which are taken to spans with nonempty apex by the same argument as Lemma 1.6. For empty case, there is exactly one diagram of each type with a factor of 0; and similarly, there is exactly one span with an empty apex.

By [8] in this the identities of Definition 2.7 can be replaced by the following identity, while maintaining completeness:

\[
\begin{array}{c}
\pi \\
\pi \\
\pi
\end{array}
\]

**Definition 2.13.** Let \( p\text{Affcb}_2 \) denote the pushout of the diagram of props:

\[
p\text{Affcb}_2 \leftarrow \text{Epi}^{\text{op}} \rightarrow \text{cm}^{\text{op}}
\]

**Lemma 2.14.** \( p\text{Affcb}_2 \) is a presentation for the prop \((\text{Par}(\text{AffFdFVect}(\mathbb{F}_2))^\ast, +)\).

The proof is contained in §A.2.3

**Definition 2.15.** Let \( s\text{Affcb}_2 \) denote the pushout of the diagram of props:

\[
p\text{Affcb}_2^{\text{op}} \leftarrow p\text{Affcb}_2 \rightarrow p\text{Affcb}_2
\]

**Lemma 2.16.** \( s\text{Affcb}_2 \) is a presentation for the prop \((\text{Span}(\text{AffFdFVect}(\mathbb{F}_2))^\ast, +)\).

The proof is contained in §A.2.4. This is almost equivalent to the presentation given in [3] which gives a presentation for the full subcategory of relations of finite dimensional affine vector spaces where the objects are given by the nonempty vector spaces, and is much more in the spirit of the ZX-calculus.

### 3 The and gate

Recall that unlike when the tensor product is the coproduct; when the tensor product is induced by the multiplication, to obtain a prop, one must consider the subcategory generated by tensoring a fixed object with itself.

**Definition 3.1.** Let \( L_{\mathbb{F}_2^\times} \) be the prop generated by quotienting \( \text{cb} \) by the equation:

\[
\begin{array}{c}
\mu \\
\mu
\end{array}
\]

Where the components of the monoid are relabeled as follows:

\[
\left( \begin{array}{c}
\mu \\
1
\end{array} \right)
\]

**Lemma 3.2.** \( L_{\mathbb{F}_2^\times} \) is a presentation for the Lawvere theory for the group of units of the field \( \mathbb{F}_2 \).

**Definition 3.3.** Consider the prop \( f_2 \), generated by the distributive law:

\[
L_{\mathbb{F}_2^\times} \otimes_{\text{cm}^{\text{op}}} \text{cb}_2:
\]

\[
\begin{array}{c}
\rho \\
\rho
\end{array}
\]

\[
\begin{array}{c}
\rho \\
\rho
\end{array}
\]

\[
\begin{array}{c}
\rho \\
\rho
\end{array}
\]

\[
\begin{array}{c}
\rho \\
\rho
\end{array}
\]

\[
\begin{array}{c}
\rho \\
\rho
\end{array}
\]

\[
\begin{array}{c}
\rho \\
\rho
\end{array}
\]

\[
\begin{array}{c}
\rho \\
\rho
\end{array}
\]
Lemma 3.4. [17 Thm. 10] \( f_2 \) is a presentation for the prop \((\text{FinSet}_2, \times)\).

Therefore in some sense, we are justified in thinking of this prop \((\text{FinSet}_2, \times)\) as a sort of categorification of boolean polynomials.

To find larger fragments, it will be useful to first identify the isomorphisms and the monics of \( f_2 \).

Definition 3.5. Given a map \( f \) in \( f_2 \), the oracle for \( f \), \( O_f \) is defined as follows:

\[
\begin{array}{c}
\vdots \\
\vdots \\
\end{array}
\]

Lemma 3.6. The oracles in \( f_2 \) are generated by the generalized controlled-not gates:

\[
\begin{array}{c}
\vdots \\
\vdots \\
\end{array}
\]

Proof. Any Boolean function of \( n \) arguments can be represented by a polynomial in \( \mathbb{F}_2[x_1, \ldots, x_n]/(x_1^2 - x_1, \ldots, x_n^2 - x_1) \). Every polynomial in this quotient ring has a unique normal form given by sums of products (which is not true for arbitrary finite fields). Each product corresponds to a generalized controlled-not gate, and the sum corresponds to composing these generalized controlled-not gates in sequence.

In the quantum circuit notation the generalized controlled-not gates are drawn as follows (the first being the not gate, and the second being the controlled-not gate):

\[
\begin{array}{c}
\vdots \\
\vdots \\
\end{array}
\]

Lemma 3.7. [21 Thm. 5.1] The prop generated by the oracles in \( f_2 \) generate \( \text{Iso}(f_2) \).

Denote a generalized controlled not gate controlled by wires indexed by \( X \), operating on \( x \) by \( \{ X, x \} \)

Iwama et al. [15] originally gave a complete set of identities for circuits generated by generalized controlled not gates where the value of all-but-one output wires are fixed. It is worth mentioning that Shende et al. later used the commutator to generalize some of these identities [20 Cor. 26]. We conjecture that a very similar set of identities is complete for Boolean isomorphisms:

Conjecture 3.8. Let \( \text{Iso}(\text{FinSet}_2) \) denote the prop generated by all generalized controlled-not gates modulo the following identities:

1. \( \{ X, x \} \{ X, x \} = 1 \)
2. If \( x \notin Y \) and \( y \notin X \) then \( \{ X, x \} \{ Y, y \} = \{ Y, y \} \{ X, x \} \).
• If \( x \notin Y \), then \( \{X,x\}\{\{x\} \sqcup Y, y\} = \{X \cup Y, y\}\{\{x\} \sqcup Y, y\}\{X,x\} \).

• If \( x \notin Y \), then \( \{\{x\} \sqcup Y, y\}\{X,x\} = \{X,x\}\{\{x\} \sqcup Y, y\}\{X \cup Y, y\} \).

• If \( x \in Y \) and \( y \in X \), then \( \{X,x\}\{Y,y\}\{X,x\} = \{Y,y\}\{X,x\}\{Y,y\} \).

Note that the symmetry is derived in this fragment by composing 3 controlled not gates, as in Definition 3.9. The axioms of a prop are derived, so we are justified in calling \( \text{Iso}(f_2) \) a prop.

Although we aren’t sure if these identities are complete, it doesn’t matter in the end. With each generator we add, we add new enough identities to give a complete presentation, given that there is a complete presentation for \( \text{Iso}(f_2) \). However, eventually once we add enough generators and identities, we get a finite, complete presentation.

**Definition 3.9.** Let \( \text{Mono}(f_2) \) be the prop given by adjoining the black unit to \( \text{Iso}(f_2) \) modulo:

\[
\begin{array}{c|c|c}
\top & n & \otimes \\
\hline
\otimes & n & \otimes \\
\otimes & n & \otimes \\
\end{array}
\]

**Lemma 3.10.** \( \text{Mono}(f_2) \) is a presentation for the prop \( (\text{Mono}(\text{FinSet}_2), \times) \).

The pushout of a diagram of sets and functions \( 2^n \leftarrow 2^k \rightarrow 2^m \) is not always a power of 2. Therefore, one should not expect to construct categories of partial isomorphisms via a distributive law of on \( \text{Mono}(f_2) \otimes_{\text{Iso}(f_2)} \text{Mono}(f_2) \text{op} \). Instead one must add all of the nontrivial subobjects to the constituent props forming the distributive law; as opposed to the affine case, there are more than one such subobjects which arise in this way.

**Definition 3.11.** Consider the pro \( \text{sub}_2 \) generated by endomorphisms such that for any \( n \), \( \text{sub}_2(n,n) \) is the set described by all \( n \)-variable polynomials over \( \mathbb{F}_2 \). Denote such a generator by a box with \( n \) inputs and \( n \) outputs labelled by the corresponding polynomial.

We require that the following equations hold so that

\[
\forall n, m \in \mathbb{N}, p, r \in \mathbb{F}_2[x_1, \ldots, x_n], q \in \mathbb{F}_2[x_{n+1}, \ldots, x_{n+m}] : \begin{array}{c|c|c}
\top & n & \otimes \\
\hline
\otimes & n & \otimes \\
\otimes & n & \otimes \\
\end{array}
= \begin{array}{c|c|c}
\top & n & \otimes \\
\hline
\otimes & n & \otimes \\
\otimes & n & \otimes \\
\end{array}
\]

As well as, for all \( n \), the equations of the quotient rings \( \mathbb{F}_2[x_1, \ldots, x_n]/\langle x_1^2 - x_1, \ldots, x_n^2 - x_n \rangle \).

**Lemma 3.12.** \( \text{sub}_2 \) is a presentation for the pro of symmetric spans of monic functions, ie spans of the following form \( 2^n \leftarrow k \rightarrow 2^n \), for all \( n, k \in \mathbb{N} \) and monics \( e \).

**Proof.** Each polynomial \( p \in \mathbb{F}_2[x_1, \ldots, x_n]/\langle x_1^2 - x_1, \ldots, x_n^2 - x_n \rangle \) corresponds to a function \( \text{ev}_p : \mathbb{Z}_2^n \rightarrow \mathbb{Z}_2 \) given by evaluation. Let \( k = |\text{ev}^{-1}(1)| \), then there chose a function \( f_p : k \rightarrow 2^n \) picking out all the solutions which evaluate to 1. The functor from \( \text{sub}_2 \) to this subcategory spans takes
polynomials \( p \mapsto (2^n \xrightarrow{f_p} k \xleftarrow{f_p} 2^n) \). Any two spans induced by the same polynomial are isomorphic, so this is actually well defined. It is clearly an isomorphism on objects, and it can easily be shown to be a monoidal functor.

The fullness is easy and the faithfulness comes from the fact that we can reduce every map to a polynomial and then reduce the polynomial to algebraic normal form.

**Definition 3.13.** Let \( \text{subIsof}_2 \) be the prop generated by a distributive law of pros:

\[
\text{sub}_2 \otimes \text{Iso}(f_2);
\]

\[
\forall n, m, k \in \mathbb{N}, \forall p \in \mathbb{F}_2[x_1, \ldots, x_{n+2+m}], q \in \mathbb{F}_2[x_1, \ldots, x_{n+m+1+k}], r \in \mathbb{F}_2[x_1, \ldots, x_n]:
\]

\[
\begin{array}{c}
\text{FinSet} \\
\vdots
\end{array}
\]

\[
\begin{array}{c}
\text{FinSet} \\
\vdots
\end{array}
\]

**Lemma 3.14.** \( \text{subIsof}_2 \) is a presentation for the subcategory of \( (\text{Span}(\text{FinSet}), \times) \) generated by spans of the form \( 2^n \xleftarrow{e} k \xrightarrow{e} 2^m \xrightarrow{f} 2^m \), for all \( n, mk \in \mathbb{N} \) and all isomorphisms \( f \) and monics \( e \).

**Proof.** The obvious functor is clearly monoidal. Moreover, it is full by construction. For the faithfulness, take two maps \( f \) and \( g \) in \( \text{subIsof}_2 \). Then one can just push everything to the end and then use the decidability of equality on both factors of the distributive law to show that they are equal.

**Definition 3.15.** Consider the prop \( \text{subMono}_2 \) generated by a distributive law of props:

\[
\text{sub}_2 \otimes \text{Iso}(f_2); \forall n, m, \in \mathbb{N}, p \in \mathbb{F}_2[x_1, \ldots, x_{n+1+m}]:
\]

\[
\begin{array}{c}
\text{FinSet} \\
\vdots
\end{array}
\]

\[
\begin{array}{c}
\text{FinSet} \\
\vdots
\end{array}
\]

**Lemma 3.16.** \( \text{subMono}_2 \) is a presentation for the subcategory of \( (\text{Span}(\text{FinSet}), \times) \) generated by spans of the form \( 2^n \xleftarrow{e} k \xrightarrow{e} 2^n \xrightarrow{f} 2^m \) for all \( n, k, m \in \mathbb{N} \) and all monics \( e, e' \).

The proof is completely analogous to as in the case of subif_2.

Any \( n \) variable polynomial \( p \) can be interpreted as a span of monics via the oracle \( \mathcal{O}_p \), where the value of the target wire is restricted to have the value 0. Each such polynomial corresponds to a subobject, which complicates the matter further than in the affine case.
Definition 3.17. Consider the prop \( \text{pif}_2 \) given by the distributive law of props:

\[
\text{subMonof}_2^{\text{op}} \otimes_{\text{subIsof}} \text{subMonof}_2; \]

Lemma 3.18. \( \text{pif}_2 \) is a presentation for the full subcategory \((\text{FPinj}, \times) \) of \((\text{ParIso}(\text{FinSet}), \times) \) with objects powers of two.

Unlike the previous lemmas, this is not dependant on a complete presentation for the isomorphisms. The proof is a consequence of [11, Thm 7.6.14] where they give a finite, complete presentation for this category. The identities up to this point are equivalent to this finite presentation, whether or not the conjectured presentation for the isomorphisms is complete.

Definition 3.19. Consider the prop \( \text{pf}_2 \) given by the pushout of the following diagram of props, given by adding a counit to the diagonal map:

\[
\begin{array}{ccc}
\text{Epi}^{\text{op}} & \rightarrow & \text{cm}^{\text{op}} \\
\text{pif}_2 & \leftarrow & \text{pf}_2
\end{array}
\]

Lemma 3.20. \( \text{pf}_2 \) is a presentation for the the full subcategory \((\text{FPar}, \times) \) of \((\text{Par}((\text{FinSet}), \times) \) with objects powers of two.

The proof is contained in §A.3.1.

Definition 3.21. Let \( \text{spf}_2 \) denote the pushout of the diagram of props:

\[
\begin{array}{ccc}
\text{pf}_2^{\text{op}} & \leftarrow & \text{pif}_2 \\
\text{pf}_2 & \rightarrow & \text{pf}_2
\end{array}
\]

Lemma 3.22. \( [12] \) \( \text{spf}_2 \) is a presentation for the full subcategory \((\text{FSpan}, \times) \) of \((\text{Span}((\text{FinSet}), \times) \) with objects powers of two.

See §A.3.2 for the proof. There is a particularly elegant finite presentation which is much more ZX-flavoured, dubbed ZX&. Based on a similar observation to one made in [6], the author of [12] remarks that this category is equivalent as a prop to the full subcategory of natural number matrices where the objects are powers of 2.

As remarked in [12], this category is equivalent to the ”natural number H-box fragment” of the ZH-calculus. That is to say, the prop generated by the Z and X spiders (corresponding to (co)copying and (co)addition) along with H-boxes which have values restricted to be natural numbers. The interpretation of these H-boxes is given in [12, Fig. 5], which we restate for reference:

\[
\begin{array}{c}
\triangleleft := \text{X} \quad \text{and} \quad \square := \text{H}
\end{array}
\]

Note that arbitrary arity H-boxes can be obtained by composition with and gates.
4 Conclusion and future work

In this paper, we have devised a method to give modular presentations for full subcategories of categories of spans; albeit, this method is proven to work in full generality. In all three cases we have considered, there is a fully faithful symmetric monoidal functor $F : \mathbb{X} \to \mathbb{Y}$ between a prop $\mathbb{X}$ and a symmetric monoidal category $\mathbb{Y}$. And the categories which we eventually build up to are the full subcategories of $\text{Span}(\mathbb{Y})$ with objects in $F(\mathbb{X})$. In other words, these are structured span categories $F\text{Span}(\mathbb{Y})$, as considered in [2] (or structure cospan categories $F_{op}\text{Cospan}(\mathbb{Y}^{op})$).

We build up to $F\text{Span}(\mathbb{Y})$ first by presenting the isos and monics in $\mathbb{Y}$ in terms of a symmetric monoidal theory. Then we consider the subcategory of $F\text{Span}(\mathbb{Y})$ generated by monic spans spans of the form $FX \xleftarrow{\epsilon} Y \xrightarrow{\epsilon} FX$, corresponding to the new subobjects created in pullback of maps in $F(\mathbb{X})$: presenting these as monoidal theories. Then we add these subobjects to the isos and monos by distributive law and again present these in terms of symmetric monoidal theories. After doing so, we are able to construct a distributive law between the monics and co-monics in $F\text{Span}(\mathbb{Y})$ up to isomorphisms with subobjects adjoined to all three props (this is a crucial step because in the nonlinear case, not all pullbacks exist, so one can not construct a distributive law over the isomorphisms). We then observe that the prop generated by such a distributive law is a discrete inverse category (as defined in [14, Def. 4.3.1]), thus one can complete it to a discrete Cartesian restriction category by adding counits to the codiagonal map (as observed in [12, Lem. 3.5]). Finally, one can glue together the discrete inverse category to its opposite category up to the shared discrete inverse category to obtain $F\text{Span}(\mathbb{Y})$.

This method is quite generic, and it would be useful to establish some criteria for when it can be applied categories of structured spans. There are various ways in which this method could potentially be employed to give a modular presentation of such a category of structured spans. Possibly the easiest such class of examples would be that given by the functor $(\text{AffMat}(k),+) \to (\text{AffFVect}(k),+)$, for an arbitrary field (or maybe even PID $k$). More difficult, would be the class of examples given by $(\text{FinSet},p) \to (\text{FinSet},\times)$, for arbitrary prime $p > 2$. As opposed to in the case of $p = 2$, the presentation for the prop of subobjects would be less simple; only in this case can systems of multivariate polynomials always be reduced to a single polynomial. To produce a normal form in the more general case, we expect that one would have to employ the use of Gröbner bases. Another model which one could pursue is that given by the functor from free, finitely generated commutative semigroups to additive monoids. A presentation is given for the corresponding category of relations in [18, §3.3]; however, it is not given a modular treatment. This would potentially be useful because of applications in concurrency theory.

Other directions would be to try to add more phases in a modular fashion. Perhaps the work of [13] could help add more phases to this picture in a modular fashion.
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A Proofs

A.1 Section 1

A.1.1 Remark on Definition 1.5

Remark A.1. This is actually a distributive law because the only only seemingly nontrivial situation arises when controlled not gates are sandwiched by black units/counits on their target wires. However the following identity holds by induction on the number of controlled not gates. For the base case of $n = 0$, this follows from the bone law which we added to the distributive law. For $n > 1$, we have the following situation:

For $n = 1$, that is:

And for the base case for $n = 2$:

The inductive case is essentially the same as the base case for 2.

A.1.2 Proof of Lemma 1.8

Recall the statement of the result:

Lemma 1.8: $\text{Par}(c_{b_2})$ is a presentation for the prop $(\text{Par}(\text{Mat}(\mathbb{F}_2), +))$
Proof. One must show that the following diagram commutes:

\[
\begin{array}{c}
\text{ParIso}(\text{Mat}(\mathbb{F}_2)), +) \\
\downarrow \cong \\
\text{Par}(\text{Mat}(\mathbb{F}_2)), +) \\
\downarrow \cong \\
\text{ParIso}(\text{Mat}(\mathbb{F}_2)), +) \\
\end{array}
\]

It doesn’t take to much work to show that \(\text{ParIso}(\text{Mat}(\mathbb{F}_2))\) is a discrete inverse category (defined in [14 §4.3]). We know that the counital completion of a discrete inverse category is the same as its Cartesian completion from [12 Lem. 3.5]; moreover, the Cartesian completion of \(\text{ParIso}(\text{Mat}(\mathbb{F}_2))\) is \(\text{Par}(\text{Mat}(\mathbb{F}_2))\). So this diagram commutes as a consequence.

\(\square\)

A.1.3 Proof of Lemma 1.10

Recall the statement of the result:

**Lemma 1.10:** \(\text{Span}(\text{cb}_2)\) is a presentation for the prop \((\text{Span}(\text{Mat}(\mathbb{F}_2)), +)\).

Proof.

\[
\begin{array}{c}
\text{Mono}(\text{cb}_2)^{\text{op}} \\
\downarrow \cong \\
(\text{ParIso}(\text{Mat}(\mathbb{F}_2)), +)^{\text{op}} \\
\downarrow \cong \\
(\text{Span}(\text{Mat}(\mathbb{F}_2)), +) \\
\end{array}
\]

The cube easily commutes. What remains to be shown is that the universal map \(F\) is an isomorphism of props. It is clearly the identity on objects, so we just need to show it is full and faithful.

It is clearly full as any span \(n \xleftarrow{f} k \xrightarrow{g} m\), we have:

\[
F \left( (n \xleftarrow{f} k = k); (k = k \xrightarrow{g} m) \right) = n \xleftarrow{f} k \xrightarrow{g} m
\]
For faithfulness, we must observe given for any two isomorphic maps in \( \text{Span}(\text{Mat}(\mathbb{F}_2)) \):

\[
\begin{array}{ccc}
& k & \\
& \downarrow & \\
\text{f} & \cong & \text{g} \\
& \downarrow & \\
\text{n} & \text{h} & \text{m}
\end{array}
\]

Then in the domain of \( F \), we have:

\[
\begin{array}{ccc}
& k & \\
& \downarrow & \\
\text{f} & \text{g} & \text{h} \\
& \downarrow & \\
\text{n} & \text{k} & \text{m}
\end{array}
\]

\[
\begin{array}{ccc}
& k & \\
& \downarrow & \\
\text{f} & \text{g} & \text{h} \\
& \downarrow & \\
\text{n} & \text{k} & \text{m}
\end{array}
\]

\[
\begin{array}{ccc}
& k & \\
& \downarrow & \\
\text{f} & \text{g} & \text{h} \\
& \downarrow & \\
\text{n} & \text{k} & \text{m}
\end{array}
\]

A.2 Section 2

A.2.1 Proof of Lemma 2.6

Recall the statement of the result:

**Lemma 2.6** Mono(\( \text{Affcb}_2 \)) is a presentation for the prop (Mono(\( \text{AffMat}(\mathbb{F}_2) \)), +).

**Proof.** Consider the following diagram:

\[
\begin{array}{ccc}
\text{Mono(\( \text{cb}_2 \))} & \text{Iso(\( \text{cb}_2 \))} & \text{Iso(\( \text{Affcb}_2 \))} \\
\downarrow \cong & \downarrow & \downarrow \cong \\
\text{Iso(\( \text{Mat}(\mathbb{F}_2) \)), +} & \text{Mono(\( \text{Affcb}_2 \))} & \text{(Iso(\( \text{AffMat}(\mathbb{F}_2) \)), +)} \\
\downarrow \cong & \downarrow \cong & \downarrow \cong \\
\text{(Mono(\( \text{Mat}(\mathbb{F}_2) \)), +)} & \text{(Iso(\( \text{AffMat}(\mathbb{F}_2) \)), +)}
\end{array}
\]

The rear and left faces of the cube commute and the vertical maps are all isomorphisms. Therefore, the whole cube commutes via universal property of the pullback, with the upper universal map being an isomorphism.
We seek to show that the lower universal map $F$ is also an isomorphism. It is clearly the identity on objects, so we just have to show fullness and faithfulness.

For fullness, consider any map $n \to m$ in $(\text{Mono}(\text{AffMat}(\mathbb{F}_2)), +)$. Note that this can be factored into:

$$n \to m \to (A, x) \to m$$

Which lies in the image of $F$ as $m \to m$ is an isomorphism.

For faithfulness, we show that every map in $(\text{Iso}(\text{AffMat}(\mathbb{F}_2)), +) + (\text{Iso}(\text{Mat}(\mathbb{F}_2)), +) + (\text{Mono}(\text{Mat}(\mathbb{F}_2)), +)$ can be factored uniquely in this way. There are two cases:

$$\left( n \to m; m \to (B, x) \lessdot m \right) = \left( n \to m; m \to (B, 0) \lessdot m; m \to (1, x) \lessdot m \right) = \left( n \to m; m \to (1, x) \lessdot m \right)$$

$$\left( n \to m; m \to B \lessdot m \right) = \left( n \to m; m \to (1, x) \lessdot m; m \to B \lessdot m \right) = \left( n \to m; m \to (1, x) \lessdot m \right) = \left( n \to m; m \to (B, (x)) \lessdot m \right) = \left( n \to m; m \to (1, B(x)) \lessdot m \right)$$

So every map in this pushout has the correct form, which is unique by construction. 

A.2.2 Remark on Definition 2.11

**Remark A.2.** $(\text{Mono}(\text{Affcb}_2)^{+1})^{op} \otimes_{(\text{Affcb}_2)^{+1}} \text{Mono}(\text{Affcb}_2)^{+1}$ is actually a distributive law because the only nontrivial situation arises when controlled-not gates are sandwiched between black, or black $\pi$ units/counits on their target wires. The case where there are no controlled not gates in between is resolved by the new axiom we have added. When there are more controlled-not gates, they can be pushed past each other as follows:

A.2.3 Proof of Lemma 2.14

Recall the statement of the result:

**Lemma 2.14:** $p\text{Affcb}_2$ is a presentation for the prop $(\text{Par}(\text{AffFVect}(\mathbb{F}_2))^*, +)$. 
Proof.

\[
\begin{array}{ccc}
\pi \text{Aff}_{cb} & \cong & E \text{pi} \text{op} \\
\cong & & \cong \\
(\text{ParIso}(\text{AffVect}(F_2))^*,+) & \cong & (\text{Par}(\text{AffVect}(F_2))^*,+) \\
\end{array}
\]

\[
\begin{array}{ccc}
\text{Aff}_{cb} & \cong & \text{cm} \text{op} \\
\cong & & \cong \\
(\text{Par}(\text{AffVect}(F_2))^*,+) & \cong & (\text{Par}(\text{AffVect}(F_2))^*,+) \\
\end{array}
\]

We know that \( \pi \text{Aff}_{cb} \cong \text{ParIso}(\text{AffVect}(F_2))^*,+) \) is a discrete inverse category by \[8, \text{Prop. 3.4}\].

The cube commutes by the universal property of the pushout, as before.

We just have to show that the universal map \( F \) is an isomorphism. It is clearly the identity on objects, so we just have to show it is full and faithful. This follows from essentially the same argument as in the linear case.

\[\square\]

A.2.4 Proof of Lemma 2.16

Recall the statement of the result:

Lemma 2.16: \( \text{spAff}_{cb} \) is a presentation for the prop \((\text{Span}(\text{AffVect}(F_2))^*,+)\).

Proof.

\[
\begin{array}{ccc}
\text{pAff}_{cb}^{\text{op}} & \cong & \pi \text{Aff}_{cb} \\
\cong & & \cong \\
(\text{ParIso}(\text{AffVect}(F_2))^*,+) & \cong & (\text{Par}(\text{AffVect}(F_2))^*,+) \\
\end{array}
\]

\[
\begin{array}{ccc}
\text{spAff}_{cb} & \cong & \text{pAff}_{cb} \\
\cong & & \cong \\
(\text{Par}(\text{AffVect}(F_2))^*,+) & \cong & (\text{Par}(\text{AffVect}(F_2))^*,+) \\
\end{array}
\]

The rear and left faces of the cube commute and the vertical maps are all isomorphisms. Therefore, the whole cube commutes by the universal property of the pushout, with the upper universal map being an isomorphism.

We seek to show that the lower universal map \( F \) is also an isomorphism. It is clearly the identity on objects, so we just have to show fullness and faithfulness.
For fullness, let us first consider the nonempty case; that is a map\(F_{n}^{2}(A, x) \xrightarrow{f} F_{k}^{2}(B, y) \xrightarrow{g} F_{m}^{2}\) in \((\text{Span}(\text{AffFVect}(F_{2}^{2})), +)\). This is in the image of the following diagram under \(F\):

\[
\begin{array}{c}
(F_{n}^{2}(A, x) \xrightarrow{f} F_{k}^{2} = F_{2}^{k}; (F_{2}^{k} = F_{2}^{k}(B, y) \xrightarrow{g} F_{m}^{2})
\end{array}
\]

Otherwise, consider a map of the form \(F_{n}^{2} \xleftarrow{\emptyset} F_{m}^{2}\). This is the image of the following diagram:

\[
\begin{array}{c}
(F_{n}^{2} \xleftarrow{\emptyset} F_{0}^{2}; (F_{0}^{2} \xrightarrow{\emptyset} F_{m}^{2})
\end{array}
\]

For faithfulness, again, we separate the proof into two cases. The functor is faithful on diagrams in \((\text{Span}(\text{AffFVect}(F_{2}^{2}))^{*}, +)\) with nonempty apex by the same argument as in Lemma 1.10. The case for spans with empty apex follows immediately as the only endomorphism on the empty set is the identity; thus, isomorphic spans must be equal on the nose.

\[\square\]

A.3 Section 3

A.3.1 Proof of Lemma 3.20

Recall the statement of the result:

Lemma 3.20: \(pf_{2}\) is a presentation for the the full subcategory \((\text{FPinj}_{2}, \times)\) of \((\text{Par}((\text{FinSet}), \times))\) with objects powers of two.

Proof. One has to show that the following diagram commutes:

\[
\begin{array}{c}
Pf_{2} \xleftarrow{\approx} Ep_{2} \xrightarrow{\sim} h_{2} \xrightarrow{\Rightarrow} cm_{2} \xrightarrow{\Rightarrow} \text{FPinj}_{2} \xleftarrow{\approx} \text{FPar}_{2}
\end{array}
\]

Again, the proof is essentially the same as for the linear and affine cases; the only difference being that the Cartesian completion of \(\text{FPinj}_{2}\) is \(\text{FPar}_{2}\).

\[\square\]
A.3.2 Proof of Lemma 3.22

Recall the statement of the result:
Lemma 3.22: \( \text{spf}_2 \) is a presentation for the full subcategory \((\text{FSpan}_2, \times)\) of \((\text{Span}(\text{FinSet}), \times)\) with objects powers of two.

Proof. One has to show that the following diagram commutes:

\[
\begin{array}{ccc}
\text{pf}_2 & \overset{\cong}{\longrightarrow} & \text{spf}_2 \\
\downarrow & & \downarrow \\
(F\text{Pinj}_2, \times) & \overset{\cong}{\longrightarrow} & (F\text{Par}_2, \times)
\end{array}
\]

This follows from [12, Lem. 4.3].