Training Deep Neural Networks with Constrained Learning Parameters
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Abstract—Today’s deep learning models are primarily trained on CPUs and GPUs. Although these models tend to have low error, they consume high power and utilize large amount of memory owing to double precision floating point learning parameters. Beyond the Moore’s law, a significant portion of deep learning tasks would run on edge computing systems, which will form an indispensable part of the entire computation fabric. Subsequently, training deep learning models for such systems will have to be tailored and adopted to generate models that have the following desirable characteristics: low error, low memory, and low power. We believe that deep neural networks (DNNs), where learning parameters are constrained to have a set of finite discrete values, running on neuromorphic computing systems would be instrumental for intelligent edge computing systems having these desirable characteristics. To this extent, we propose the Combinatorial Neural Network Training Algorithm (CoNNTrA), that leverages a coordinate gradient descent-based approach for training deep learning models with finite discrete learning parameters. Next, we elaborate on the theoretical underpinnings and evaluate the computational complexity of CoNNTrA. As a proof of concept, we use CoNNTrA to train deep learning models with ternary learning parameters on the MNIST, Iris and ImageNet data sets and compare their performance to the same models trained using Backpropagation. We use following performance metrics for the comparison: (i) Training error; (ii) Validation error; (iii) Memory usage; and (iv) Training time. Our results indicate that CoNNTrA models have errors at par with Backpropagation models.

Index Terms—Deep Neural Networks, Training Algorithm, Deep Learning, Machine Learning, Artificial Intelligence

I. INTRODUCTION

Deep neural networks (DNNs) have had a significant impact on our lives in the twenty first century—from advancing scientific discovery [1] to improving the quality of life [2]–[4]. DNNs are trained using traditional learning algorithms like Backpropagation on conventional computing platforms using CPUs and GPUs. While DNNs trained using this approach have low error and can be trained in a reasonable amount of time, they consume large amount of memory and power. This will not be sustainable in the post Moore’s law era, where a significant portion of deep learning tasks will be ported to edge computing systems [5]. Edge computing systems would form an indispensable part of the entire computation fabric and support critical applications like Internet of Things (IoT), autonomous vehicles, embedded systems etc [6]. Therefore, it is important to train DNNs that are tailored for such systems and have the following three desirable characteristics: low error, low memory, and low power.

While low power could be achieved using neuromorphic computing systems [7], we focus on achieving low error and low memory in this work. Our work in this paper can potentially be extended to neuromorphic systems to achieve these desirable characteristics. In order to achieve low memory, we focus on deep learning models where learning parameters are constrained to have a set of finite discrete values, for example, binary or ternary values. By constraining the values of learning parameters, we significantly reduce the memory required to store them. For instance, a learning parameter constrained to have ternary values (−1, 0, +1) can be stored using just 2 bits, as opposed to a double precision floating point learning parameter used in traditional learning algorithms, which requires 64 bits.

To train DNNs with constrained learning parameters, we propose a novel training algorithm called the Combinatorial Neural Network Training Algorithm (CoNNTrA) in Section VI. Our objective is to demonstrate that CoNNTrA can train deep learning models consuming significantly less memory, yet achieving errors at par with Backpropagation. In Section VI, we use CoNNTrA to train deep learning models for three machine learning benchmark data sets (MNIST, Iris and ImageNet). We compare the performance of CoNNTrA to that of Backpropagation along four performance metrics: training error, validation error, memory usage and training time. Our results indicate that CoNNTrA models have errors at par with Backpropagation, and consume 32× less memory.
II. RELATED WORK

Deep learning models with binary learning parameters have been proposed in the literature for several use cases. Courbariaux et al. propose BinaryConnect, which can train binary neural networks for specialized hardware and test their approach on MNIST, CIFAR-10 and SVHN data sets [8]. Rastegari et al. propose XNOR-Net, which can train binary convolutional neural networks (CNN), test their algorithm on the ImageNet data set, and report $32\times$ savings in memory and $58\times$ faster convolutional operations [9]. Wan et al. propose Ternary Binary Network (TBN), having ternary inputs and binary learning parameters, for edge computing devices like portable devices and wearable devices, test their approach on ImageNet and PASCAL VOC data sets and achieve $32\times$ memory savings and $40\times$ faster convolutional operations [10]. Andri et al. propose YodaNN, a hardware accelerator for BinaryConnect CNNs and obtain high power efficiency [11].

In addition to binary and ternary neural networks, several approaches have been proposed in the literature to train quantized neural networks. Hubara et al. propose a method to train quantized neural networks having low precision weights and test their approach on the MNIST, CIFAR-10, SVHN and ImageNet data sets [12]. Zhou et al. propose a mechanism for iterative optimizations for training quantized neural network and test their approach on AlexNet, GoogLeNet and ResNet [13]. Blott et al. describe an end-to-end deep learning framework for exploration and training of quantized neural networks that can optimize for a given platform, design target or specific precision [14]. Choi et al. propose a mechanism for parameterized clipping activation for quantized neural networks that enables training with low precision weights [15].

We have previously shown that training deep neural networks with constrained learning parameters is an NP-complete problem [16]. To address this problem, several evolutionary optimization-based approaches have been pursued in the literature. Shen et al. propose an evolutionary optimization-based learning mechanism that finds binary neural networks by searching through the entire search space of learning parameters [17]. Too et al. use a binary particle swarm optimization for feature extraction and compare their approach to other evolutionary optimization-based approaches that leverage genetic algorithm, binary gravitational search algorithm and competitive binary grey wolf optimizer [18]. Nogami et al. use a combination of genetic algorithm and simulated annealing to optimize the bin boundaries of quantization for CNN and test their approach on the ImageNet data set using AlexNet and VGG16 [19].

There are several limitations of the approaches proposed in the literature, especially with regards to low error, low memory and low power edge computing systems. While the algorithms to train binary or ternary neural networks have the potential to be deployed on edge computing systems, they are very specialized and cannot be used to train neural networks with a set of finite discrete learning parameters directly. On the other hand, while evolutionary optimization-based methods produce accurate models for quantized neural networks, they cannot be deployed on edge computing systems because evolutionary optimization is a compute heavy process and may require large compute clusters. Moreover, most of the approaches proposed in the literature cater to a specific deep learning model, for example, convolutional neural network and it is unclear if they are useful for other deep learning models such as recurrent neural networks or generative adversarial networks.

In this work we propose the Combinatorial Neural Network Training Algorithm (CoNNTrA), which is not restricted to any particular neural network architecture, has an efficient time complexity (polynomial), and does not necessarily require significant amount of compute power. CoNNTrA is not restricted to binary or ternary learning parameters specifically, but can train any configuration of learning parameters as long as they are finite and discrete. We believe CoNNTrA would be able to train deep neural networks having low error, low memory and low power for edge computing systems in the post Moore’s law era, especially when combined with neuromorphic computing systems, which are known to be resilient and energy efficient [20], and have a wide range of applications such as graph algorithms [21], [22], modeling epidemics [23] and predicting supercomputer failures [24].

III. THE DNN TRAINING PROBLEM

We define the DNN training problem using the following notation:

- $\mathbb{R}$, $\mathbb{N}$, $\mathbb{B}$: Set of real numbers, natural numbers and binary numbers ($\mathbb{B} = \{0, 1\}$) respectively.
- $T$: Ternary set $T = \{-1, 0, +1\}$.
- $\omega$: Set of finite discrete values that the learning parameters $W$ can take, for example, if learning parameters are required to have binary values, $\omega = \mathbb{B}$.
- $N$: Number of points in the training dataset.
- $d$: Dimension of each point in training dataset, which is the same as number of features in the training dataset.
- $k$: Number of classes for classification.
- $X$: $X$ can be a scalar, vector, matrix or tensor containing training data.
- $Y$: $Y$ contains the labels of training data encoded in a one-hot format. Since we have $N$ data points and $k$ classes, $Y \in \mathbb{B}^{N \times k}$.
- $W$: Set of all learning parameters, including all the weights and biases.
- $g(X, W)$: The DNN learning function.
- $e(P, Y)$: The error function which computes the error between predicted labels $P$ and ground truth labels $Y$.

Given training data $X$ and training labels $Y$, we would like to learn the parameters $W$ of the learning function $g(X, W)$ by minimizing the error $e(P, Y)$. In this regard, the DNN training problem with finite discrete weights is defined as follows:

$$\min_W e(P, Y)$$

where, $P = g(X, W)$ are the labels predicted by the learning function $g$; Each learning parameter in the set $W$ can take values from the finite discrete set $\omega$. 

\begin{itemize}
  \item $X$, $W$:
  \item $Y$, $N$, $B$:
  \item $T$, $\omega$:
  \item $P$, $e$:
\end{itemize}
IV. DNN Training with Constrained Learning Parameters is NP-Hard

We show that under the Euclidean error function, training a single layer neural network with binary weights is NP-Hard by reducing the quadratic unconstrained binary optimization (QUBO) problem, which is known to be NP-Hard [25–27], to the DNN training problem with finite discrete weights. We first define the QUBO problem:

The QUBO Problem: \[
\min_{z \in \mathbb{B}^d} z^T A z + z^T b + c \tag{2}
\]
where, \(A\) is a real symmetric positive definite \(d \times d\) matrix, \(b\) is a \(d\)-dimensional vector, and \(c\) is a real scalar. Note that if \(A\) is not symmetric, it can be made symmetric by setting \(a_{ij} = \frac{a_{i} + a_{j}}{2}\) \(\forall i \neq j\), without changing the QUBO problem.

It is known that even when \(A\) is positive definite, the QUBO problem is NP-Hard [28].

The DNN training problem with binary weights and Euclidean error function is defined as follows:

\[
\min_{W \in \mathbb{B}^d} e(P, Y) = \frac{1}{N} \|P - Y\|_2^2 \tag{3}
\]
where, \(P = g(X, W)\) is the vector of values predicted by the learning function \(g(X, W) = X^T W, X \in \mathbb{R}^{N \times d}, Y \in \mathbb{R}^N, W \in \mathbb{B}^d\). After expanding Equation 3, the SNN Training problem becomes:

\[
\min_{W \in \mathbb{B}^d} \frac{1}{N} (W^T X^T X W - 2W^T X^T Y + Y^T Y) \tag{4}
\]

Given the optimal solution, we can compute the objective function value in polynomial time, so the problem is in NP. Also, Equation 3 is very similar to Equation 2 in that both are quadratic minimization problems with binary variables. In order to reduce the QUBO problem to Binary SNN Training, we first decompose the real symmetric positive definite QUBO matrix \(A\) into a product of a unique lower triangular matrix with real positive diagonal entries \(L\) and its transpose \(L^T\) using the Cholesky decomposition:

\[
A \xrightarrow{\text{CHOLESKY}} LL^T \tag{5}
\]

Because \(L\) is a lower triangular matrix with real positive diagonal entries, \(L^{-1}\) exists. The reduction is performed as follows:

- \(W = z\)
- \(X^T X = A = LL^T\)
- Therefore, \(X = \sqrt{N} L^T\) and \(X^T = \sqrt{N} L\)
- \(\frac{2X^T Y}{N} = b\)
- Therefore, \(Y = -\frac{\sqrt{N}}{2} L^{-1} b\)
- Because both QUBO and Binary SNN Training are unconstrained optimization problems, the scalars \(c\) in QUBO and \(\frac{1}{2} Y^T Y\) in Binary SNN Training do not affect the optimal solution. In order to equate the scalars in both problems, we can introduce another scalar \(c'\) in Binary SNN Training so that \(\frac{Y^T Y + c'}{N} = c\) without changing the optimal solution.

By setting \(W = z, X = \sqrt{N} L^T\) and \(Y = -\frac{\sqrt{N}}{2} L^{-1} b\), we have reduced the QUBO problem to Binary SNN Training problem, thus showing that Binary SNN Training problem is NP-Hard. With more complex error functions like softmax and complex neural network architectures like deep convolutional or recurrent neural networks, the SNN training problem is at least as hard as the QUBO problem, if not more.

V. Combinatorial Neural Network Training Algorithm (CoNNTrA)

We propose the Combinatorial Neural Network Training Algorithm (CoNNTrA), which is a coordinate gradient descent based algorithm for training DNNs with finite discrete weights. CoNNTrA is presented in Algorithm 1 and Algorithm 2. Say \(w_i = \omega_j\) for some \(i\) and \(j\). We first look at the left and right gradients of the error function.

Left Gradient:
\[
\frac{\partial e}{\partial w_i}_{\text{left}} = \lim_{h \to 0} \frac{e(w_i) - e(w_i - h)}{h} \tag{6}
\]

Right Gradient:
\[
\frac{\partial e}{\partial w_i}_{\text{right}} = \lim_{h \to 0} \frac{e(w_i + h) - e(w_i)}{h} \tag{7}
\]

These gradients could be used if \(w_i\) could take continuous values. Since \(w_i\) cannot take continuous values, \(h\) never tends...
To 0 in the above equations, but is some finite number greater than 0. So, we look at the discrete counterparts of gradients:

\[
\Delta e_{\text{Left}}^i = \frac{e(w_i = \omega_j) - e(w_i = \omega_{j-1})}{\omega_j - \omega_{j-1}}
\]

\[
\Delta e_{\text{Right}}^i = \frac{e(w_i = \omega_{j+1}) - e(w_i = \omega_j)}{\omega_{j+1} - \omega_j}
\]

These discrete counterparts of gradients search in the discrete vicinity of \(w_i\) to find a value that lowers the error. This is a local search, and makes up to three calls to the error function, i.e. \(e(w_i = \omega_{j-1}), e(w_i = \omega_j)\) and \(e(w_i = \omega_{j+1})\). We extend this notion of local search and do a global search, i.e. search through all possible values of \(w_i\) to find the best value that minimizes the error function. This makes \(O(|\omega|)\) calls to the error function. In this case, we have a better chance of finding a lower value of error function at each iteration. When we do a similar procedure for all the weights, we iteratively find better weight values that decrease the error function gradually as training progresses.

CoNNTrA takes as inputs the training data \(X\), the training labels \(Y\), pretrained weights \(W\), set of finite discrete values that the weights can take \(\omega\), the SNN function \(g(X, W)\) and the error function \(e(P, Y)\). Initial weights are the weights obtained when the DNN was trained using Backpropagation by relaxing the finite discrete value constraint. The first step is to discretize the weights using Algorithm 1. In Algorithm 1 we set all the weights in the vicinity of \(\omega_j\) to \(\omega_j\). For example, if \(\omega = \{-1, 0, 1\}\), then for some \(i\), if the pretrained weight \(w_i > 0.5\), it would be set to \(+1\), if \(-0.5 < w_i \leq 0.5\), it would be set to 0, and if \(w_i \leq -0.5\), it would be set to \(-1\). We start by initializing the weights \(W\) to an array of zeros using the function \(\text{Zeros}(x)\), which returns a zero initialized array of length \(x\), in line 2 of Algorithm 1. Next, we sort \(\omega\) so that all values in \(\omega\) are in increasing order in line 3. Next, in the for loop from line 4 through 14, we iterate over each weight in \(W\), and in the for loop from line 5 through 13, we iterate over each value in \(\omega\) to find an appropriate discretized value for each weight. The discretized weight value is assigned to the appropriate weight on either line 7 or 10.

In the second phase of the algorithm, i.e. the initialization phase, we first compute the error using the discretized weights \(W\) and assign it to the initial error \(\epsilon\) on line 3. Next, we initialize the optimal weights \(W_{opt}\) and optimal error \(\epsilon_{opt}\), by setting them to \(W\) and \(\epsilon\) on lines 4 and 5 respectively. We then define the number of training iterations \(T\).

In the third phase of the algorithm, i.e. the training phase, we iterate over \(T\) training iterations in lines 7–20. During each iteration, we perform a global search over \(|W|\) randomly selected weights in lines 8–19. We refer to each random selection of weights as an epoch—so, there are a total of \(|T| \times |W|\) training epochs. During each training epoch, we first randomly select a weight index \(i\) using the function \(\text{RandomInteger}(x)\), which returns a uniform random integer in the interval \([1, x]\). For \(w_{i'}\), we perform a global search over all possible values of \(w_{i'}\) to find the best value that minimizes the error function in lines 10–17 of Algorithm 2. If a better value for \(w_{i'}\) is found, we update the optimal error \(\epsilon_{opt}\) and optimal weights \(W_{opt}\) in lines 14 and 15 respectively. After a global search is performed for \(w_{i'}\), we set the current weights \(W\) to the optimal weights \(W_{opt}\) in line 18, so that in the subsequent epochs, we use the current best set of weights. Finally, after all the training epochs are completed, we return \(W_{opt}\) and \(\epsilon_{opt}\) in line 21 of Algorithm 2.
A. Time Complexity

We analyze the running time of CoNNTrA by going over the running time of each line in Algorithm 1 and Algorithm 2. In the first phase, initializing the weights (line 2 of Algorithm 1) takes \( O(|W|) \) time, and sorting \( \omega \) takes \( O(|\omega| \log |\omega|) \) time. Next, the two for loops in lines 4 through 14 of Algorithm 1 take up \( O(|W| \cdot |\omega|) \) time. So the running time of discretization phase is \( O(|W| \cdot |\omega|) \). We assume that time taken to do a forward pass on the SNN (i.e. computing \( P = g(X, W) \)) and computing the error \( e(P, Y) \) takes \( \tau = O(e(g(X, W), Y)) \) amount of time. Therefore, it takes \( O(\tau) \) time to compute the error on line 3 of Algorithm 2. It takes \( O(|W|) \) time to initialize \( W_{\text{opt}} \) on line 4 of Algorithm 2. Lines 5 and 6 take \( O(1) \) time. So, the initialization phase takes \( O(\tau + |W|) \) time.

In the training phase, the for loop from lines 7 through 20 in Algorithm 2 runs \( T \) times. The for loop from lines 8 through 19 runs \( |W| \) times and the for loop from lines 10 through 17 runs \( |\omega| \) times. It takes \( O(\tau) \) time to compute the error \( e \) on line 14. Therefore, the training phase takes \( O(T \cdot |W| \cdot |\omega| \cdot \tau) \) time. Since this dominates the running time of all phases, the running time for CoNNTrA is \( O(T \cdot |W| \cdot |\omega| \cdot \tau) \). Since \( \tau \) is usually a polynomial time expression in the number of weights and size of training dataset, CoNNTrA is a polynomial time algorithm.

B. Convergence

During each epoch in the training phase, we update the optimal weights \( W_{\text{opt}} \) and optimal error \( e_{\text{opt}} \) only if the current error \( e \) is lower than \( e_{\text{opt}} \). Thus, with every update, \( e_{\text{opt}} \) gets closer and closer to 0.0 demonstrating convergence. If CoNNTrA is run for enough number of epochs, the optimal error would converge to a local minimum.

VI. PERFORMANCE EVALUATION

We compare the performance of CoNNTrA (Algorithm 2) to traditional Backpropagation using GPU on four benchmark problems: MNIST using a logistic regression classifier, MNIST using a convolutional neural network (CNN), Iris using a deep neural network (DNN), and ImageNet using a convolutional neural network (CNN). The performance metrics used for this comparison are:

1) Training Error: Percentage of data points classified incorrectly in the training dataset.
2) Validation Error: Percentage of data points classified incorrectly in the validation dataset.
3) Memory Usage (kilobytes): Amount of memory used to store the weights.
4) Training Time (seconds): Total time taken to complete training.

CoNNTrA was written in Python using the Numpy library [29]. The Backpropagation algorithm was run using the TensorFlow library [30] on GPUs. All experimental runs were run on a machine that had 32 cores of two-way multi-threaded Intel Xeon CPUs running at 2.60 GHz, three NVIDIA GPUs (GeForce GTX 1080 Titan, GeForce GTX 950 and GeForce GTX 670), 112 GB DIMM Synchronous RAM, 32 KB L1 cache, 256 KB L2 cache and 20 MB L3 cache.

TABLE I: Performance metrics for MNIST logistic regression

| Performance Metric                  | Backpropagation | CoNNTrA |
|-------------------------------------|-----------------|---------|
| Training Error (%)                  | 6.25            | 7.59    |
| Validation Error (%)                | 7.34            | 8.44    |
| Memory Usage (kilobytes)            | 62.8            | 1.96    |
| Training Time (seconds)             | 81.70           | 236.12  |

Fig. 1: Schematic diagram of MNIST logistic regression model

Fig. 2: Error comparison for MNIST logistic regression models

(a) Training Error Comparison

(b) Validation Error Comparison

GTX 670, 112 GB DIMM Synchronous RAM, 32 KB L1 cache, 256 KB L2 cache and 20 MB L3 cache.
TABLE II: Performance metrics for MNIST CNN

| Performance Metric        | Backpropagation | CoNNTrA |
|--------------------------|-----------------|---------|
| Training Error (%)       | 1.40            | 2.60    |
| Validation Error (%)     | 1.56            | 2.39    |
| Memory Usage (kilobytes) | 649.55          | 20.30   |
| Training Time (seconds)  | 121.97          | 4,871.04|

1) MNIST Logistic Regression: We used a logistic regression model to classify the MNIST images. The inputs to the logistic regression model were vectorized MNIST images, each of size $784 \times 1$. The outputs to the model were the labels of the input images encoded in a one-hot format. The model consisted of a weight matrix of size $784 \times 10$ and a bias vector of size $10 \times 1$. A schematic diagram of the logistic regression model is shown in Figure 1. The activation function for this model was softmax and the loss was computed using the cross entropy loss function.

Table I shows the performance metrics of Backpropagation and CoNNTrA for the MNIST task using a logistic regression classifier. The training errors for Backpropagation and CoNNTrA are $6.25\%$ and $7.59\%$ respectively, and the validation errors are $7.32\%$ and $8.44\%$ respectively. The memory usage for Backpropagation and CoNNTrA is 62.8 and 1.96 kilobytes respectively. While Backpropagation takes 81.70 seconds to complete training, CoNNTrA takes 236.12 seconds. Figure 2 shows the plot of training and validation errors for CoNNTrA (red) and Backpropagation (blue). These errors were computed as percentage of misclassified points in the training and validation datasets respectively. The X-axis in Figures 2a and 2b shows the percentage of training completed. The Y-axis shows the classification errors as a percentage. As training progresses, both algorithms converge to the same ballpark of $6 - 8\%$, which corresponds to an accuracy of $92 - 94\%$.

2) MNIST CNN: We use the LeNet architecture proposed by LeCun et al. [31]. The training results for MNIST CNN models are shown in Table II and Figure 3. The training and validation errors for Backpropagation are $1.40\%$ and $1.56\%$ respectively, and those for CoNNTrA are $2.60\%$ and $2.39\%$ respectively. The memory usage for Backpropagation is 649.55 kilobytes, while that for CoNNTrA is 20.30 kilobytes. While Backpropagation takes 121.97 seconds, CoNNTrA takes 4,871.04 seconds to complete training. Figure 3 shows the training and validation errors for Backpropagation (blue) and CoNNTrA (red). The final training and validation errors obtained by both models are around $1 - 3\%$, which is the state of the art for the LeNet CNN, and corresponds to an accuracy of $97 - 99\%$. The rate of convergence for CoNNTrA, shows an interesting behavior. The rate of convergence gradually decreases until just over $80\%$ of training is completed, after which, it starts decreasing rapidly and converges to $2.60\%$ in Figure 3a and $2.39\%$ in Figure 3b. We attribute this behavior to the following reason. At every training epoch in CoNNTrA, we pick a weight at random and perform a global search across all possible values to find a value that yields the smallest possible error. When the rate of convergence started decreasing rapidly, a weight was picked which had a high impact on the classification error. When a global search was performed for this weight, it drastically improved the error and transformed the neural network function in such a way that there was abundant room to improve the error for subsequently selected weights.

3) Iris: We use a three layer deep multi-layer perceptron model having two hidden layers for this classification task. Figure 4 shows a schematic diagram of the multi-layer perceptron model. Each neuron in the hidden layers is indexed...
TABLE III: Performance metrics for Iris DNN

| Performance Metric               | Backpropagation | CoNNTrA |
|----------------------------------|-----------------|---------|
| Training Error (%)               | 1.67            | 1.67    |
| Validation Error (%)             | 3.33            | 3.33    |
| Memory Usage (kilobytes)         | 1.88            | 0.06    |
| Training Time (seconds)          | 4.56            | 4.92    |

(a) Training Error Comparison (Iris DNN)
(b) Validation Error Comparison (Iris DNN)

Table III shows the performance metrics for the Iris DNN models. Both models achieved the same training and validation errors, i.e., 1.67% and 3.33% respectively. The memory usage for Backpropagation was 1.88 kilobytes, while that for CoNNTrA was 0.06 kilobytes. The training time for Backpropagation was 4.56 seconds and that for CoNNTrA was 4.92 seconds. Figure 5 shows the plot of training and validation errors for Backpropagation (in blue) and CoNNTrA (in red). Training errors for both algorithms follow each other closely and converge at 1.67%. Validation error for CoNNTrA is seen to vary abruptly initially until it starts to converge at around the 15% mark with sporadic spikes. The validation errors for both algorithms converge to 3.33%.

4) ImageNet: We use the AlexNet CNN proposed by Krizhevsky et al. [32]. Table IV shows the performance metrics. While Backpropagation takes 388,764.42 seconds, CoNNTrA takes 647,249.96 seconds to complete training. The training errors for Backpropagation and CoNNTrA are 15.12% and 16.98% respectively, and the validation errors are 18.62% and 18.50% respectively. All errors computed for ImageNet CNN model are top-5 errors. The memory used by Backpropagation is 499,026.75 kilobytes, and that used by CoNNTrA is 15,594.59 kilobytes. Figure 6 shows the training and validation errors for training the ImageNet CNN model using Backpropagation (blue) and CoNNTrA (red). We see a regular trend in Figure 6. Both models converge to around 15 – 17% training error and 16 – 18% validation error, which are in the same ballpark as the state of the art errors for the AlexNet model.

A. Discussion

Figure 7 presents the performance of Backpropagation and CoNNTrA in a consolidated fashion. The X-axis shows datasets and models, and the Y-axis shows the performance metric. Blue and red bars denote Backpropagation and CoN-
Fig. 7: Comparison of Backpropagation and CoNNTrA

(a) Training Time

(b) Training Error

(c) Validation Error

(d) Memory Usage

Fig. 7: Comparison of Backpropagation and CoNNTrA

NTrA performance metrics respectively. In Figure 7a, we observe that CoNNTrA takes more time to complete training for all tasks. This is because we were using a serialized implementation of CoNNTrA as our objective was to demonstrate a proof of concept that CoNNTrA is able to train models having accuracies at par with Backpropagation. With parallel implementations of CoNNTrA, we expect the training times to significantly reduce.

In Figures 7b and 7c, the training and validation errors for Backpropagation and CoNNTrA are within the same ballpark and are at par with the state of the art error values for the respective models. The CoNNTrA errors fall slightly short of Backpropagation errors for all models except Iris DNN. Given the same architecture of the models for both Backpropagation and CoNNTrA, the CoNNTrA weights were ternary whereas Backpropagation used double precision floating point weights. Going from double precision to ternary weights resulted in less expressibility for CoNNTrA, because of which we see slightly higher value of training and validation errors.

In Figure 7d, the memory usage for CoNNTrA is about $32 \times$ less than Backpropagation for all models. It requires 2 bits to store each ternary valued CoNNTrA weight, and 64 bits to store each double precision floating point Backpropagation weight. A $32 \times$ reduction in memory usage is extremely significant in edge computing applications, especially embedded systems, Internet of Things, autonomous vehicles etc.

VII. CONCLUSION

Edge computing systems in applications like Internet of Things (IoT), autonomous vehicles and embedded systems in the post Moore’s law era will require machine learning models that not only produce low error and train fast, but also consume low memory and power. While traditional learning algorithms like Backpropagation can train deep learning models in a reasonable amount of time and obtain low error, they consume significantly large memory and power. In this work, we propose a novel learning algorithm called Combinatorial Neural Network Training Algorithm (CoNNTrA), which is a coordinate gradient descent-based algorithm that can train deep learning models having constrained learning parameters, for example, having binary or ternary values.

The objective of this study was to demonstrate that CoNNTrA can train deep learning models with constrained learning parameters, which yield errors at par with the Backpropagation models, and consume significantly less memory. We presented CoNNTrA in Section V along with its theoretical underpinnings and complexity analysis. In Section VI, we used CoNNTrA to train deep learning models for three machine learning benchmark data sets (MNIST, Iris and ImageNet). We demonstrated that CoNNTrA can train these models having errors in the same ballpark as Backpropagation models. More importantly, we showed that the CoNNTrA models consume $32 \times$ less memory than the Backpropagation models.

In our future work, we would like to implement CoNNTrA in an efficient parallelized fashion to improve the training times. We believe that such a parallel implementation of CoNNTrA would be able to train deep learning models that are not just accurate and consume orders of magnitude less memory than Backpropagation, but can also be trained efficiently. This would be invaluable to training machine learning and deep learning models in the post Moore’s law era, especially for edge computing systems supporting critical applications. We would also like to study the applicability of CoNNTrA for solving other NP-complete problems like traveling salesman problem, protein folding, and genetic imputation.
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