The inefficiency of stellar feedback in driving galactic outflows in massive galaxies at high redshift
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ABSTRACT

Recent observations indicate that galactic outflows are ubiquitous in high redshift galaxies, including normal star forming galaxies, quasar hosts, and dusty star forming galaxies (DSFGs). However, the impact of outflows on the evolution of their hosts is still an open question. Here, we analyse the star formation histories (SFH) and galactic outflow properties of galaxies in massive haloes at redshifts as high as 5.5 in three zoom-in cosmological simulations from the MassiveFIRE suite, as part of the Feedback In Realistic Environments (FIRE) project. The simulations were run with the FIRE-2 model, which does not include feedback from active galactic nuclei (AGN). The simulated galaxies resemble z > 4 DSFGs, with SFRs of ∼ 1000 M⊙ yr⁻¹ and molecular gas masses of Mmol ∼ 10¹⁰ M⊙. However, the simulated galaxies are characterised by higher circular velocities than those observed in high-z DSFGs. The mass loading factors from stellar feedback are of the order of 0.1, implying that stellar feedback is inefficient in driving galactic outflows and gas is consumed by star formation on much shorter time-scales than it is expelled from the interstellar medium (ISM). We also find that stellar feedback is highly inefficient in self-regulating star formation in this regime, with an average integrated star formation efficiency (SFE) per dynamical time of 30%. Finally, compared to FIRE-2 galaxies hosted in similarly massive haloes at lower redshift, we find lower mass loading factors and higher SFEs in the high redshift sample. We argue that both effects originate from the higher total and gas surface densities that characterise high-z massive systems.
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1 INTRODUCTION

Dusty star forming galaxies (DSFGs) represent an important stage in the evolution of massive galaxies. They are typically massive (M* ≳ 10¹⁰ M⊙), gas rich (Mgas ≳ 10¹⁰ M⊙), and bright at far-infrared (FIR) wavelengths (L₁₅₀₀₀−₁₃₀₀₀ ≳ 10¹² − 10¹³ L⊙, e.g., Bothwell et al. 2013, Riechers et al. 2013, Aravena et al. 2016, Zavala et al. 2018, Marrone et al. 2018, Spilker et al. 2020a, Riechers et al. 2020). Their number density peaks at z ~ 2.5 (e.g., Chapman et al. 2005), and given their high star formation rates (SFRs) and stellar masses they significantly contribute to the cosmic star formation rate density and stellar mass density at cosmic noon (about ~ 20 per cent and ~ 30 − 50 per cent respectively, e.g., Michałowski et al. 2010, Smith et al. 2017). Although more rare, DSFGs have been successfully detected up to redshift z ~ 7 (e.g., Marrone et al. 2018), and they are thought to represent the natural progenitor of the massive quiescent galaxies that are found at redshifts as high as z > 3 (e.g., Glazebrook et al. 2017, Schreiber et al. 2018, Forrest et al. 2020, Valentino et al. 2020, D’Eugenio et al. 2021). The derived evolutionary path of these galaxies requires them to form the majority of their stellar content on short time-scales (∝ 1 Gyr) at a rate of hundreds to thousands M⊙ yr⁻¹ (e.g., Valentino et al. 2020, Forrest et al. 2020). While the physical processes responsible for the quenching of massive galaxies are still debated (see, e.g., Man & Belli 2018, Hayward et al. 2021), the short time-scale involved at high redshift makes the quenching problem even more puzzling.

Galactic outflows, generated by feedback processes, either in the form of energy released by supernovae (SNe) or active galactic nuclei (AGN), likely play an important role. Their strength is usually parameterised through the mass loading factor

$$\eta = \frac{M_{\text{out}}}{\text{SFR}},$$

(1)

where Mout is the mass outflows rate.

From a theoretical perspective, it is widely accepted that stellar feedback is the main driver of galactic outflows in low mass galaxies, while AGN feedback can power energetic winds in massive haloes (Mvir ≳ 10¹² M⊙, e.g., Larson 1974, Silk & Rees 1998, Nelson et al. 2019, Mitchell et al. 2020). However, the physical conditions...
characterising high redshift DSFGs are very peculiar: they are very compact (effective radii of ~ 2 kpc, e.g., Pantoni et al. 2021), and have extremely high SFRs. Analytical works have shown that in starburst galaxies the SFRs can be high enough to expel all the gas from the galaxy (e.g., Murray et al. 2005, Hayward & Hopkins 2017). Moreover, there is observational evidence of strong galactic outflows in compact massive starburst (\(M_* \sim 10^{11} M_\odot\)), whose origin is likely related to stellar feedback rather than AGN (e.g., Perrotta et al. 2021). A similar conclusion has been reached in the study of massive post-starburst galaxies (log \(M_* \sim 10.3 - 10.7\)), where the time delay between the starburst phase and subsequent AGN activity suggests a secondary role of the latter process in the initial quenching of the galaxy (Yesuf et al. 2014).

In the last two decades important efforts to characterise galactic outflows from the observational point of view have been made (see Veilleux et al. 2005, Erb 2015, Veilleux et al. 2020 for reviews). The methods commonly used to detect cold and warm outflowing gas rely on the detection of blue-shifted absorption features in the rest-frame ultraviolet (UV) and optical bands, with respect to the redshift of the host galaxy. This technique has been successfully used to measure the properties of galactic outflows both in the local Universe (e.g., Arribas et al. 2014, Chisholm et al. 2015, Cicone et al. 2016) and at intermediate redshift, \(z \gtrsim 3 - 4\) (e.g., Steidel et al. 2010, Rubin et al. 2014, Heckman et al. 2015, Talia et al. 2017).

At higher redshifts, methods based on absorption features become infeasible, as the emission and the following absorption become weaker as the distance from the source increases. Therefore, observations rely on the detection of faint wings in the emission lines at far infrared (FIR) wavelengths. Instruments like the Atacama Large Millimeter/submillimeter Array (ALMA) and the NOrthern Extended Millimeter Array (NOEMA) have enabled the detection of emission lines such as [CII] 158 \(\mu\)m, [OIII] 88 \(\mu\)m, and OH 119 \(\mu\)m (e.g., Hashimoto et al. 2018, Carniani et al. 2018, Matthee et al. 2019, Fujimoto et al. 2019). The analysis of the profiles associated with these lines has then been used to probe the presence, mass, and velocities of cold and warm outflows in normal star forming galaxies (e.g., Ginolfi et al. 2020, Gallerani et al. 2018, Herrera-Camus et al. 2021), quasar hosts (e.g., Maiolino et al. 2012, Cicone et al. 2015, Bischetti et al. 2019), and also in DSFGs (Spiker et al. 2020b) in the redshift range \(4 < z < 7\), hinting that feedback mechanisms were already operating and expelling gas even at these early times.

Despite this large effort, a complete characterisation of galactic outflows as a function of stellar mass and redshift is still lacking, especially at high redshift where studies of statistically relevant samples of galaxies are not feasible. A tool to complement observations and to theoretically study galactic outflows are hydrodynamical cosmological simulations. However, in order to self-consistently simulate the effect of feedback, a spatial numerical resolution of \(\ll 1\) kpc is needed, while state-of-the-art large cosmological box simulations can achieve a resolution of \(\sim 100\) pc at best (Vogelsberger et al. 2020). Therefore, to simulate galactic outflows, cosmological box simulations rely on sub-resolution models. These typically lean on free parameters that are tuned to reproduce a few observational constraints, such as the stellar mass function in the local Universe (see Somerville & Davé 2015 and Naab & Ostriker 2017 for recent reviews). In the case of stellar feedback, the free parameters include the values of \(\eta\) and the velocity of the wind, \(v_w\). \(v_w\) is commonly set to a characteristic velocity of the system, such as the galaxy circular velocity (e.g., Davé et al. 2016, Davé et al. 2019), or the one dimensional local dark matter (DM) velocity dispersion (e.g., Pillepich et al. 2018, Henden et al. 2018). The values of \(\eta\) are either constant (e.g., Springel & Hernquist 2003), or a decreasing function of either galaxy stellar mass (e.g., Davé et al. 2016, Davé et al. 2019) or metallicity (e.g., Pillepich et al. 2018). In the case of AGN feedback, the parameter space is even larger (e.g., Wellons et al. 2022). While this enables the correct reproduction of average galactic properties, galactic outflows properties resulting from these models do not represent a prediction, as they are strongly dependent on the choice of the free parameters.

For the study of galactic outflows as driven by stellar feedback, a possible work-around is the use of zoom-in cosmological simulations or small cosmological volumes (e.g., Dubois et al. 2021, Feldmann et al. 2022) which rely on more sophisticated feedback models. Modern zoom-in simulations can achieve a mass resolution of \(\sim 1000 M_\odot\), and a spatial resolution of \(\sim 10\) pc for Milky-Way like galaxies evolved to \(z = 0\) (e.g., Guedes et al. 2011, Stinson et al. 2013, Hopkins et al. 2014, Agertz & Kravtsov 2015, Wetzel et al. 2016, Hopkins et al. 2018, Applebaum et al. 2021). These simulations can resolve the multi-phase structure of the ISM, and the formation of GMCs. However, the resolution is still too low to resolve the formation of single stars, and sub-resolution models still need to be implemented. For the feedback from SNe, which is thought to be the main source of energy and momentum for stellar feedback driven outflows (e.g., McKee & Ostriker 1977, Dekel & Silk 1986, Silk 1997), modern zoom-in simulations (e.g., Hopkins et al. 2014, Hopkins et al. 2018) rely on sub-resolution models that are based on high-resolution simulations of isolated SNe remnants (e.g., Martizzi et al. 2015). These simulations provide fitting formulas for the energy injected (both thermal and kinetic) as a function of the ISM density and metallicity at the scales resolved by the simulation (e.g., Martizzi et al. 2015, Kim & Ostriker 2015). Therefore, even though the explosion of single SNe remains unresolved, the energy is injected locally and the resulting scaling of galactic outflows with galaxy properties are a prediction of the sub-resolution model.

An example of such zoom-in simulations are the ones developed within the Feedback In Realistic Environments project\(^1\) (FIRE; Hopkins et al. 2014, Hopkins et al. 2018). FIRE is a well tested model that aims to improve the predictive power of galaxy formation simulations by reducing the reliance that the implemented sub-resolution models have on adjustable parameters. In different works, the FIRE model was shown to naturally reproduce observational constraints such as the integrated and resolved Kennicutt-Schmidt relation (Hopkins et al. 2014, Orr et al. 2018), the Elmegreen-Silk relation (Orr et al. 2018), the SFR-\(M_*\) relation (Sparre et al. 2017), and the mass-metallicity relation (Ma et al. 2016) over a wide halo mass range \((10^7 M_\odot \lesssim M_{\text{vir}} \lesssim 2 \times 10^{12} M_\odot)\). Finally, FIRE simulations reproduce galactic outflows over a wide range of scales, and their resulting scaling with halo/galactic properties are implemented as sub-resolution models in state-of-the-art cosmological simulations (e.g., Davé et al. 2019).

In this paper we aim to constrain the capability of stellar feedback driven galactic outflows to (at least temporarily) quench high redshift starbursts. To this end, we extend previous works regarding the role of stellar feedback in driving galactic outflows from the FIRE collaboration (Muratov et al. 2015, Anglés-Alcázar et al. 2017a, Pandya et al. 2021) to massive systems (haloes masses \(M_{\text{vir}} \gtrsim 10^{12} M_\odot\) at high redshift \((z \gtrsim 6)\). This choice ensures the selection of haloes that are likely to host DSFGs at high redshift, which observations suggest are galaxies at \(z \gtrsim 5\) hosted in haloes with masses of few times \(10^{11} M_\odot\) to few times \(10^{12} M_\odot\) (e.g., Marrone et al. 2018). A similar conclusion is also reached by exploiting abundance matching tech-

\(^1\) https://fire.northwestern.edu/
niques, which find that at $z > 4$ galaxies with SFR $\gtrsim 100 \ M_\odot$ yr$^{-1}$ are hosted in haloes with $M_{\text{vir}} \gtrsim 10^{12}$ (e.g., Aversa et al. 2015, Mancuso et al. 2016).

In this work, we focus on stellar feedback only. We exclude AGN feedback for two main reasons. Firstly, theoretical and observational evidence implies that stellar feedback could be sufficient to drive galactic outflows in starburst galaxies (e.g., Murray et al. 2005, Yesuf et al. 2014, Perrotta et al. 2021). Secondly, gas accretion onto SMBHs and AGN feedback are still poorly understood and sub-grid models for these processes rely on a large number of free parameters. These include the seeding of SMBHs particles, their pinning to the centre of the galaxy, SMBHs merger, gas accretion into SMBHs, and different energy injection channels into the ISM together with their numerical implementation. However, different models and models parameters are now under investigation in the framework of the FIRE-2 model (e.g., Anglés-Alcázar et al. 2017b, Çatmabacak et al. 2022, Su et al. 2021, Wellons et al. 2022), and therefore the role of AGN feedback in the evolution of high redshift massive galaxies will be investigated in future work.

This paper is structured as follows: in Sect. 2 we describe how the initial conditions for our simulations are created, and we summarise the main aspect of the sub-resolution models used to evolve them. Moreover, we also describe the methods used to compute quantities relevant for this work. In Sect. 3 we describe the main properties of our simulations, and we compare them with available observational data. In Sect. 4 we quantify the mass loading factors for our simulations, while in Sect. 5 we quantify the role of stellar feedback in self-regulating the SF in simulated galaxies. Finally, we summarise our main conclusions in Sect. 6.

2 METHODS

2.1 Initial conditions

In this work, we make use of three high-resolution cosmological zoom-in simulations which are part of the MassiveFIRE suite (Feldmann et al. 2016, Feldmann et al. 2017), and have already been presented in Çatmabacak et al. (2022), from which we keep the same nomenclature (i.e., D9, D7, and D3). All three simulations were run with the FIRE-2 model, whose main features are described in Sect. 2.2.

The three galaxies analysed in this work were extracted from a dark-matter (DM) only cosmological box of 400 $h^{-1}$ comoving Mpc (cMpc) a side. From this box, three of the most massive haloes at $z = 6$ ($M_{\text{vir}} > 10^{12} \ M_\odot$, see Table 1) have been selected. For these selected regions, the initial conditions have been created with Multi-Scale Initial Conditions (MUSIC, Hahn & Abel 2011), using a Lagrangian region of three times the virial radius of the haloes at $z = 6$. Outside this high resolution region, the matter field is sampled with DM particles at lower resolution. While two of our simulations (D3 and D9) were evolved from $z = 120$ to $z = 5.5^2$, D7 became too compact. This means that the particles with the highest densities were evolved at extremely small time-steps, such that it became infeasible to run it down to our target redshift. Therefore, the lowest redshift reached by this simulation is $z = 7.2$.

At the resolution adopted for this work, the mass of the particles is $1.9 \times 10^5 \ M_\odot$ and $3.6 \times 10^4 \ M_\odot$ for DM and gas respectively.

Stellar particles, which are spawned from gas particles, preserve their progenitor’s mass. The gravitational softenings are kept fixed in comoving (physical) coordinates at $z \gtrsim 9$ ($z \lesssim 9$) and are equal to 65 pc for DM particles, 6.3 pc for star particles, while the minimum softening length for gas particles is 0.8 pc$^3$. To show that results are numerically converged, in Fig. 1 we also show results from the same set of initial conditions run at 8 times lower mass resolution (2 times lower spatial resolution). We will refer to this set of simulations as low resolution (LR).

The cosmological parameters chosen to run the simulations are: $\Omega_{\text{M}} = 0.3089$, $\Omega_{\Lambda} = 0.6911$, $\Omega_{\text{b}} = 0.0486$, $H_0 = 67.74 \text{ km s}^{-1} \text{ Mpc}^{-1}$, $\sigma_8 = 0.8159$, $n_s = 0.9667$ (consistent with Planck Collaboration et al. 2020).

2.2 The FIRE-2 physics model

The simulations are run with the cosmological code GIZMO$^4$, using the meshless finite-mass (MFM, Hopkins 2015) scheme for hydrodynamics. This method conserves the natural adaptivity of Lagrangian schemes like Smoothed Particle Hydrodynamics (SPH), essential in cosmological simulations given the large dynamical range covered, while avoiding the introduction of artificial dissipative terms thanks to the implementation of a Riemann solver.

The physics related to gas cooling, star formation, chemical evolution, and stellar feedback is treated using the FIRE-2 model for galaxy evolution, which is described in Hopkins et al. (2018). Here we only highlight the main features, while we refer to the original paper for a more detailed description.

Radiative heating and cooling combine different physical processes which include free–free, photo-ionization/recombination, Compton, photoelectric, metal-line, molecular and fine-structure processes calculated in the temperature range $10 – 10^{10}$ K and for all the 11 tracked chemical species (H, He, C, N, O, Ne, Mg, Si, S, Ca, Fe). The model also accounts for photo-heating both by a UV background (Faucher-Giguère et al. 2009) and local sources, as well as self-shielding.

Star formation occurs only for gas particles that exceed a density threshold of $n_{\text{min}} = 1000 \text{ cm}^{-3}$, are self-gravitating, molecular and self-shielding (following Krumholz & Gnedin 2011), and are Jeans unstable. If all these criteria are fulfilled, star formation occurs at a rate $\dot{\rho}_* = f_{\text{mol}} \rho / t_F$, where $f_{\text{mol}}$ is the molecular gas fraction, $\rho$ is the gas density, and $t_F$ is the local free-fall time. Therefore, in this model star formation happens locally with a 100 per cent efficiency per free-fall time. As has been shown several times before, the average few per cent efficiency observed on galactic scales arises as a consequence of stellar feedback (e.g., Hopkins et al. 2014, Orr et al. 2018).

At the formation stage, each star particle is considered as a single stellar population with a given mass, age, and metallicity. Given these properties, all feedback event rates, luminosities and energies, mass-loss rates, and all other quantities are tabulated directly from stellar evolution models (Starburst99: Leitherer et al. 1999), assuming a Kroupa (2001) initial mass function. In particular, we explicitly model the following stellar feedback mechanisms: (1) local and long-range momentum flux from radiation pressure (in the initial UV/optical single-scattering, and re-radiated light in the IR), (2) energy, momentum, mass, and metal injection from supernovae (SNe, ...

---

2 Since the final redshift is lower than the recombination redshift at which the ICs have been created, we made sure that low resolution DM particles contributed less than 1% of the total halo mass at $z = 5.5$.

3 In GIZMO the gravitational softening for gas particles is fully adaptive, meaning that the gravitational softening is set equal to the smoothing length.

4 http://www.tapir.caltech.edu/~phopkins/Site/GIZMO.html


**Figure 1.** Halo mass, stellar mass, SFR, total gas mass, and stellar metallicity as a function of cosmic time for our three simulations. Each column refers to a different simulation (D9, D7, D3). Simulations are ordered by increasing halo mass. All quantities but the halo mass are computed within 0.1 $R_{\text{vir}}$. While D3 and D9 are run down to $z = 5.5$, D7 is run down to $z = 7.2$ (see Sect. 2 for more details). Apart from our standard resolution, we also plot results obtained at a mass resolution 8 times lower (low resolution) as dashed lines. From this comparison we conclude that galaxy integrated properties are converged at the mass resolution used in this work.

Types Ia and II) and stellar winds (both from OB and AGB), and (3) photo-ionization and photo-electric heating.

### 2.3 Derived physical properties

In this subsection, we describe how all the quantities that will be used throughout this work are computed.

We identify dark matter haloes with the publicly available Amiga Halo Finder\(^5\) (AHF, Gill et al. 2004, Knollmann & Knebe 2009). AHF provides the position, velocity, virial mass ($M_{\text{vir}}$), and virial radius ($R_{\text{vir}}$, following the virial overdensity definition of Bryan & Norman 1998) of each identified halo with $\gtrsim 100$ particles.

\(^5\) [http://popia.ft.uam.es/AHF/Download.html](http://popia.ft.uam.es/AHF/Download.html)
The merger tree implemented in AHF allow us to link the haloes identified at the lowest redshift reached by each simulation to their main progenitors at higher redshift.

SFRs are calculated as:

$$\text{SFR}_{\Delta T} = \sum_i \frac{m_{*,i}}{\Delta T},$$

(2)

where $m_{*,i}$ is the mass of star particles at the time of their formation, $\Delta T$ is the time interval over which the SFR is averaged, and the sum is extended to all star particles younger than $\Delta T$. This approach is useful since results from simulations will be compared to observations in the FIR wavelengths, which are sensitive to stars with ages up to 100 Myrs (e.g., Kennicutt & Evans 2012) in actively star forming galaxies (Hayward et al. 2014). If not stated differently, the star formation rate is computed within 0.1 $R_{\text{vir}}$.

The mass loading factor is:

$$\eta = \frac{M_{\text{out}}}{\text{SFR}_{\Delta T}},$$

(3)

where $M_{\text{out}}$ is the mass outflow rate, and the adopted value of $\Delta T$ will be explicitly defined in the section of interest. In order to quantify the mass outflow rate, we follow the definition of Muratov et al. (2015). Specifically, we define outflowing (inflowing) gas particles as particles with a positive (negative) radial velocity. With this definition, the mass outflow rate through a spherical shell of thickness $\Delta L$ will be:

$$M_{\text{out}} = \sum_i \frac{m_i v_{r,i}}{\Delta L},$$

(4)

where $m_i$ is the mass of the particle, $v_{r,i}$ is the radial velocity of the particle, and the sum is extended to all gas particles with positive radial velocity within the shell. Similarly, we define the total inflow rate by selecting only gas particles with a negative radial velocity. Following previous works (Muratov et al. 2015, Pandya et al. 2021), we consider spherical shells of thickness $\Delta L = 0.1 R_{\text{vir}}$. While the innermost shell, $[0 - 0.1] \times R_{\text{vir}}$, traces the ISM, the outer shells are considered to be CGM halo gas. If not stated differently, we will adopt the spherical shell $[0.2 - 0.3] \times R_{\text{vir}}$ for the CGM, which enables a direct comparison with previous theoretical works. In this paper, we will refer to a particular spherical shell by its radial mid-point. For example, we will refer to the shell $[0.2 - 0.3] \times R_{\text{vir}}$ as 0.25 $R_{\text{vir}}$.

Finally, in Sect. 3.2 we compare simulation results with available observations. Since most of the information about gas content in high redshift galaxies comes from observations of CO emission lines, which is a tracer of molecular gas, we need to compute the molecular gas mass in our simulations. In FIRE-2 this information is computed at run-time, but is not stored as an output. Therefore, we compute the molecular gas fraction $f_{\text{mol}}$ of each gas particle in post-processing following Krumholz & Gnedin (2011) (see Appendix C of Hopkins et al. 2018 for more details). The total molecular gas mass within a sphere of radius R is

$$M_{H_2} = \sum_i f_{\text{mol,i}} \times m_i,$$

(5)

the sum being extended to all gas particles within R.

### 3 SIMULATION PROPERTIES

#### 3.1 Main properties of the simulated galaxies

In Fig. 1 we show the main properties of our three galaxies as a function of cosmic time, with each simulation named following the nomenclature of Çatmabacak et al. (2022). All galaxies are identified at the lowest redshift available (see Table 1) and are then followed back in time using the halo merger tree. As explained in Sect. 2, D7 run at our standard resolution only reached $z = 7.2$. Because the main halo in this simulation becomes extremely dense (see for example the stellar half-mass radius in Table 2), it makes it too numerically costly to run it further.

The first row in Fig. 1 shows the evolution of the halo mass with time. This highlights both the high mass of these haloes, which reach values of $10^{12} M_\odot$ within the first Gyr of cosmic history, and the different evolutionary paths of the three selected systems. While D7 experiences a relatively smooth, but very rapid, accretion history, both D9 and D3 show the evidence of a merger at $t \sim 800$ Myrs ($z \sim 7$) and $t \sim 500$ Myrs ($z \sim 9$) respectively. In the case of D3, this interaction is a simultaneous merger between 4 different systems (three of them having similar stellar masses, while the fourth being half as massive), whose presence is highlighted by the rapid increase of $M_{\text{vir}}$ at $t \sim 500$ Myrs.

After the mergers, the haloes grow in mass by a factor of a few (D9) or even by an order of magnitude (D3), impacting all the other quantities that are shown. Of particular interest is the transition in the SFH of D9 before and after the merger, going from a low ($\sim 10^{9} M_\odot$) to a high ($\gtrsim 10^{10} M_\odot$) stellar mass. At $M_\star \lesssim 10^{10} M_\odot$ the SFH of this galaxy is extremely bursty, mirroring results of simulations at similar stellar masses but at lower redshift (e.g., Muratov et al. 2015). At these stellar masses, stellar feedback is efficient in removing gas from the central region, halting both the SF and the gas inflows (the latter effect will be discussed more in depth in Sect. 4). On the other hand, at $M_\star \gtrsim 10^{10} M_\odot$, star formation is much more steady, as stellar feedback becomes quickly inefficient both in driving galactic outflows (see Sect. 4) and in regulating star formation (see Sect. 5), enabling all simulated galaxies to reach stellar masses of $M_\star \gtrsim 10^{11} M_\odot$ in a few hundred Myrs. The transition from bursty to more steady star formation in FIRE simulations, including the connection to galactic outflows, has been studied in a number of recent papers (e.g., Stern et al. 2021, Gurvich et al. 2022). In the next two sections, we will quantitatively study the impact of stellar feedback in these two regimes, relating its efficiency to the physical properties of simulated galaxies.

Interestingly, in the high stellar mass regime all three systems show very high SFRs, roughly in agreement with the values that are measured for high redshift ($z > 4$) DSFGs (e.g., Aravena et al. 2016, Marrone et al. 2018, Riechers et al. 2020). The similarity with high redshift DSFGs will be further explored in Sect. 3.2.

Finally, the last row of Fig. 1 shows the evolution of the average metallicity of star particles within the galaxy, computed by summing up all the mass in metals locked in stars within 0.1 $R_{\text{vir}}$ and normalising by the total stellar mass in the same region. We see from the plot that even at this very high redshift ($z > 6$), the stellar population is predicted to be at solar (or even super-solar) metallicity. Because of the inefficient outflows in the high mass regime, the metals produced during stellar evolution are not launched at large distances but instead trapped in the star-forming region and rapidly recycled in newly born stars. This prediction regarding the metal enrichment in high-$z$ massive galaxies can be tested directly through James Webb Space Telescope (JWST\(^7\)) observations.

---

\(^6\) We assume a solar metallicity $Z_\odot = 0.0153$ (Caffau et al. 2011)

\(^7\) https://jwst.nasa.gov/content/webbLaunch/index.html
within mass radii. Each value represents the radius that contains half of that quantity from the FIRM luminosity in the wavelength range $(Kennicutt & De Los Reyes 2021)$. In observations, the SFR is derived assuming a conversion factor of $\alpha_{\text{CO}} = 1$ K km s$^{-1}$ pc$^2$ (i.e., the value found for local compact starbursts, see Downes & Solomon 1998).

For the simulations, we compute the molecular gas masses following the procedure described in Sect. 2.3 and within a 3D spherical volume with $R = 20$ physical kpc (pkpc). This aperture roughly matches the beam size of CO observations in both Aravena et al. (2016) and Spilker et al. (2020a) obtained through the Australia Telescope Compact Array (ATCA), and comprise 13 of the 22 DSFGs included in the comparison. The SFR is computed as the average SFR over 100 Myr. This approximately matches the time scales probed by IR emission (e.g., Kennicutt & Evans 2012). Indeed, in Liang et al. (in Prep.), we show that our simulations follow the Kennicutt (1998) SFR--$L_{\text{IR}}$ relation, the same relation which is also used to derive the SFR in observations. For consistency, we derive the SFR within the same aperture as used for the molecular gas mass, although we emphasise that the actual value of the SFR only weakly depends on the particular aperture chosen, since most of the star formation takes place in a much smaller region ($\lesssim 1$ kpc, see Table 2). For clarity, we show galaxy properties at intervals of 25 Myrs starting from $z < 8$. This redshift range cuts out most of the period of time during which D9 has a stellar mass lower than $M_*=10^{10} M_\odot$, and therefore wouldn’t be suitable for a comparison with the sample of high redshift DSFGs.

Fig. 2 shows that simulated galaxies have molecular gas depletion times, defined as $t_{\text{dep}} = M_{\text{H}_2}/\text{SFR}$, consistent with those measured for high redshift DSFGs. The only exception is D9, which is characterised by depletion times that are mostly in between what is measured for $z > 4$ DSFGs and local starburst. This is because simulated galaxies have short depletion times ($t_{\text{dep}} \sim 20$ Myr) only when they reach stellar masses $M_* \sim 10^{11} M_\odot$, a condition that for D9 is met only in the latest stages of its evolution. A fit to the observational data yields SFR $\propto M_{\text{H}_2}^{0.84 \pm 0.14}$, corresponding to a depletion time of 20 Myr for $M_{\text{H}_2} = 10^{10} M_\odot$. Given these very short depletion time scales, without replenishment from the large-scale environment, star

---

**Table 1.** Properties of the simulations at different redshifts. Specifically: virial mass ($M_{\text{vir}}$), virial radius ($R_{\text{vir}}$), stellar mass within 0.1 $R_{\text{vir}}$ ($M_*$), and final redshift reached by the simulation ($z_f$).

| Name | $M_{\text{vir}}$ [$M_\odot$] ($z = 8$) | $M_{\text{vir}}$ [$M_\odot$] ($z = 7$) | $M_{\text{vir}}$ [$M_\odot$] ($z = 6$) | $R_{\text{vir}}$ [kpc] ($z = 8$) | $R_{\text{vir}}$ [kpc] ($z = 7$) | $R_{\text{vir}}$ [kpc] ($z = 6$) | $M_*$ [$M_\odot$] ($z = 8$) | $M_*$ [$M_\odot$] ($z = 7$) | $M_*$ [$M_\odot$] ($z = 6$) | $z_f$ |
|------|---------------------------------|---------------------------------|---------------------------------|---------------------------------|---------------------------------|---------------------------------|---------------------------------|---------------------------------|---------------------------------|------|
| D9   | 1.1e11                          | 2.4e11                          | 1.1e12                          | 25.1                            | 47.2                            | 1.4e9                            | 2.6e9                            | 3.7e10                           | 5.5                            |
| D7   | 1.3e12                          | 2.1e12                          | -                               | 49.9                            | -                               | 5.7e10                           | 1.4e11                           | -                               | 7.2                            |
| D3   | 1.7e12                          | 3.4e12                          | 5.8e12                          | 60.7                            | 82.7                            | 7.1e10                           | 1.8e11                           | 3.8e11                           | 5.5                            |

**Table 2.** Stellar half-mass radii, half-SFR radii, and molecular gas half-mass radii. Each value represents the radius that contains half of that quantity within 0.1 $R_{\text{vir}}$. The values reported refer to the last snapshot analysed, whose corresponding redshift is reported in the table.

| Name | $R_{\text{sfr},1/2}$ [pkpc] | $R_{\text{gas},1/2}$ [pkpc] | $R_{\text{H}_2,1/2}$ [pkpc] | $z$ |
|------|---------------------------|-----------------------------|----------------------------|------|
| D9   | 0.32                      | 1.82                        | 3.45                       | 5.5  |
| D7   | 0.15                      | 0.02                        | 3.08                       | 7.2  |
| D3   | 0.95                      | 0.78                        | 4.96                       | 5.5  |
 Galactic outflows in high-\(z\) massive galaxies

Figure 3. SFR as a function of CO emission lines full width at half maximum (FWHM; proxy for circular velocity) in observations and simulations. For the simulations we compute the FWHM from the 1D velocity distribution of molecular gas (eq. 6). Error bars show the 2\(\sigma\) interval derived considering 1000 random lines of sights. Observations, shown as black diamonds, are the sub-sample of the systems presented in Fig. 2 for which FWHM measurements are available. Simulations tend to have larger values of the FWHM, suggesting that they are either more compact, more massive, or both with respect to high redshift DSFGs.

formation in these galaxies should cease very rapidly. Instead, in Fig. 1 we see that simulated galaxies sustain star formation at a rate of \(~1000 M_\odot yr^{-1}\) for several hundred Myrs. This suggests that the SFR is not regulated by internal processes, i.e. by the efficiency at which the available reservoir of gas is transformed into stars, but by the amount of gas available for star formation set by the cosmological inflow rate, which is expected to be very high at such high redshift (e.g. Dekel et al. 2009, Faucher-Giguère et al. 2011).

Under the assumption that the galaxy is virialized, the circular velocity, \(v_c \equiv \sqrt{GM/R}\), can be derived from the CO emission line, as \(M_{\text{dyn}} \propto R v_c^2\), where \(R\) is the size of the galaxy and \(\sigma\) is the 1D velocity dispersion traced by CO emission (e.g., Bothwell et al. 2013). Therefore, in Fig. 3 we show the correlation between the CO line FWHM\(^8\) and the SFR. In observations, the FWHM can be directly computed by fitting a Gaussian profile to the CO emission lines. In simulations, this would require to model emission from CO molecules, which would introduce large uncertainties in the analysis. Therefore, instead of modelling CO emission lines we use the molecular gas mass, assuming a linear relationship between CO luminosity and \(M_{\text{H}_2}\). In order to derive the FWHM, we select all gas particles within a cylindrical volume centred on the galactic centre with a radius of 20 pc and height equal to \(2 \times R_{\text{vir}}\). The radius is chosen to roughly match the beam size of ATCA observations, which are used to detect CO emission lines at low rotational transitions. Finally, following Bothwell et al. (2013), from the line of sight velocity distribution we compute the FWHM as:

\[
\text{FWHM} = 2.35 \sigma = 2.35 \frac{\int M_{\text{H}_2}, \nu (\nu - \bar{\nu})^2 d\nu}{\int (\nu - \bar{\nu})^2 d\nu},
\]

where \(M_{\text{H}_2}, \nu\) is the molecular gas mass in each velocity bin, \(\nu\) is the average mass-weighted line of sight velocity, and \(\bar{\nu}\) is the central mass-weighted line of sight velocity. This formula is exact in the case of a Gaussian profile and gives more accurate results when the profile is double-peaked (as is the case for a rotating disk), where a Gaussian fit would overestimate the real FWHM of the distribution. Finally, to take the variance related to the choice of the particular line of sight into account, we consider 1000 random line of sights for each snapshot, and show the average value with the 2\(\sigma\) interval in black.

Simulated galaxies are characterised by SFRs similar to those measured in high-\(z\) DSFGs. However, the line-of-sight CO emission FWHM of the simulated galaxies are typically much larger than the observed galaxies, with values as large as 1500 km s\(^{-1}\) (although we also note that simulated galaxies agree with some of the observed galaxies within uncertainties). This difference suggests that, compared to observations, simulated galaxies are either too massive or too compact, or both. Indeed, Parsotan et al. (2021) already showed that FIRE-2 galaxies hosted in haloes of \(10^{12.5} M_\odot\) at \(z = 2\) are too compact with respect to observations, suggesting that stellar feedback is not efficient enough and another source of energy like AGN feedback might be needed in this halo mass range (see also wellons et al. 2020). At \(z > 4\), Aravena et al. 2016 measure CO and dust sizes for mm-bright (\(S_{1.4} > 15\) mJy) galaxies selected with the South Pole Telescope (SPT, Carlstrom et al. 2011) in the range 0.5 – 2.5 kpc. These values are similar to the molecular gas half-mass and half-SFR radii of D9 and D3, while D7 forms most of the stars in a much more compact region (see Tab. 2). Stellar masses are known only for three galaxies in the \(z > 4\) DSFGs shown in Fig. 3, and are in the range \([3.5 – 11.9] \times 10^{10} M_\odot\) (Riechers et al. 2013, Marrone et al. 2018, Riechers et al. 2020). Since simulated galaxies form stars at a rate \(\geq 10^3 M_\odot \text{yr}^{-1}\) only at \(M_*> 10^{11} M_\odot\), this suggests that simulated systems grow over-massive already at \(z > 6\). However, due to the lack of a complete sample of observed massive galaxies at such high redshifts, it is not possible to confirm that our FIRE-2 simulated galaxies are too compact and/or too massive with respect to real galaxies. Future observations with JWST will help to understand whether another source of energy (e.g., AGN feedback) is already needed at \(z > 6\) in this mass regime.

4 OUTFLOWS

In the previous section we have shown that our simulated galaxies have gas-related properties consistent with those observed for high-redshift DSFGs. In this section, we investigate whether stellar feedback driven outflows could result in quiescence following a DSFG phase. Specifically, we link the efficiency of stellar feedback in driving galactic outflows to the physical properties of simulated galaxies. Moreover, we compare the properties of our systems to previous results from the FIRE collaboration, enabling us to quantify the differences (if any) between our simulations and results obtained for systems with similar halo masses but at much lower redshift.

4.1 Outflow profiles

In Fig. 4 we show the time evolution of the SFR and of the inflow and outflow rates for our three simulations. In this analysis we compute the star formation rate by considering star particles within \(0.1 \times R_{\text{vir}}\) and averaging over 10 Myrs. Outflows and inflows are computed at 0.25 \(R_{\text{vir}}\) following equation (4).

The left panel shows the results for D9, the least massive galaxy of our sample, whose evolution can be separated into two different regimes. At early times (\(t < 750 \text{Myr}\)), when both the halo and stellar
masses are relatively small ($M_{\text{vir}} \lesssim 10^{11} M_\odot$, $M_* \lesssim 10^{10} M_\odot$), stellar feedback is efficient in removing gas from the galaxy and therefore regulating the SFR. The connections among these three quantities are clearly visible: gas inflows (blue) are followed by bursts of star formation (black), which are readily shut down by powerful outflows (~ 1 order of magnitude larger than the SFR, red). Interestingly, these outflows propagate into the CGM, suppressing the inflow rate. The same episodic (or bursty) behaviour has been found in simulations with similar halo masses at lower redshift (e.g., Muratov et al. 2015). However, at $t \sim 750$ Myr, indicated by the vertical dashed black line, as a consequence of the rapid mass growth due to a major merger, this behavior changes significantly. In this mass regime ($M_* \gtrsim 10^{10} M_\odot$), the outflow rates do not follow the rapid increase in inflows and SFR, and stellar feedback becomes rapidly inefficient in both preventing gas inflows and regulating the SFR within the galaxy. The same behaviour is seen for D3, the most massive galaxy in our sample (right panel of Fig. 4). In this case there also is a clear transition between a feedback regulated phase before the merger at $t \sim 500$ Myr (black dashed vertical line), to a phase of rapid and uncontrolled star formation at later times. D7 (central panel) experiences a phases of rapid accretion between 500 Myr $< t < 600$ Myr during which the stellar mass increases by three orders of magnitudes (see Fig. 1). Once $t \gtrsim 600$ Myr the outflows rates are always an order of magnitude lower than both inflow rates and SFR.

Moreover, it is important to note that the few outflow events that are visible in the high-mass regime of all three simulations (e.g., at $\sim 900$ Myrs for D9, at $\sim 650$ Myrs for D7, and at $\sim 850$ Myrs for D3), are not powered by stellar feedback, but are created by close interaction with smaller structures or by strong inflow events. Indeed, for all these cases we visually checked that the increase in SFR and inflow rates corresponds to an object infalling toward the main halo (or to a large amount of gas inflowing toward the centre of the main galaxy), and the later outflow event corresponds to the same structure (or gas) now moving with a positive radial velocity with respect to the main halo.

Figure 4. SFR$_{10\text{Myr}}$, outflows, and inflows (black, red, and blue respectively) as a function of time for our three simulations. From left to right: D9, D7, and D3. SFR$_{10\text{Myr}}$ is computed considering all star particles within $0.1 R_{\text{vir}}$, while outflows and inflows are computed at $0.25 R_{\text{vir}}$. The black dashed vertical lines for D9 and D3 show the time at which major merger events happened and differentiate between two regimes: at early times, the stellar mass is small and stellar feedback is efficient in driving galactic outflows; at later times, stellar mass grows and stellar feedback becomes rapidly inefficient in driving galactic outflows.

Figure 5. Feedback (maroon) and gravitational (gold) forces as a function of cosmic time for D9. The real line shows the evolution of the stellar mass within $0.1 R_{\text{vir}}$. The gravitational force is the total gravitational force exercised on the gas within $0.1 R_{\text{vir}}$ (Eq. 9), while the feedback force is the momentum rate injected into the gas from core-collapse SNe within the same region (Eq. 10). Two regimes, divided by the black vertical line, are clearly distinguishable: at $\lesssim 750$ Myr feedback generates enough momentum to expel the gas from the halo centre. At $t \gtrsim 750$ Myr, the stellar mass grows by an order of magnitude, and stellar feedback is no longer strong enough to drive significant gas outflows.

4.2 Gravitational and feedback forces

The different regimes that we see in Fig. 4 (efficient outflows at $M_* \lesssim 10^{10} M_\odot$ and inefficient outflows at higher masses) can be understood.
in terms of galaxy mass and size. Indeed, the more massive and/or compact the galaxy is, the deeper will be the potential well, thus requiring more energy to drive outflow. To show this analytically, following Murray et al. (2005) we first approximate the gas within a galaxy as a thin shell at distance $R$ from a point source injecting momentum into the gas at a rate $P_{fb}$. The equation of motion for the gas shell will be:

$$\frac{dP}{dt} = -G \frac{M(<R)M_{gas}}{R^2} + P_{fb},$$

(7)

where $M(<R)$ is the total mass enclosed within $R$, and $M_{gas}$ is the total mass within the shell. In a galactic environment, most of the momentum will come from core-collapse SNe, with $P_{fb} = \langle \dot{\rho} / m_\star \rangle M_{\star, young}$, where $\langle \dot{\rho} / m_\star \rangle$ is the average momentum injected per unit mass formed, and $M_{\star, young}$ is the total mass in stars eligible to explode as SNeII (i.e., $5 \text{ Myr} < t_{age} < 40 \text{ Myr}$). Therefore, the condition to meet in order to have an outward moving gas shell is

$$\frac{\Sigma_{crit}}{\Sigma_{tot}(R)} \frac{M_{gas}}{M_{\star, young}} = \frac{\Sigma_{crit}}{\Sigma_{tot}(R)} \frac{M_{gas}}{M_{\star, young}} \frac{(\text{SFR})}{\Sigma_{tot}(R) t_{fb}} > 1.$$  

(8)

In Eq. 8, $\Sigma_{tot} = M(<R) / \pi R^2$, $t_{dep} = M_{gas} / \text{SFR}$ is the depletion time, and we approximated $M_{\star, young}$ with $(\text{SFR}) t_{fb}$, where $t_{fb}$ is the interval of time where SNEII rates are non-zero and $\dot{\rho}$ is the average SFR during $t_{fb}$. Finally, $\Sigma_{crit} = (\rho / m_\star) / \pi G$ is a quantity with the units of surface density which describes the strength of stellar feedback as opposed to gravity (e.g., Grudić et al. 2018, Grudić et al. 2020, Hopkins et al. 2022b). From Eq. 8 it is possible to see that at constant $t_{dep}$, the capability of stellar feedback in generating an outward momentum (and therefore powering galactic outflows) roughly scales as $\propto \Sigma_{crit} / \Sigma_{tot}(R)$.

We directly compare the values of the gravitational and stellar feedback forces in our simulations. In order to compute both quantities, we employ a more accurate procedure than the simplified assumption used for Eq. 8, by taking into consideration that gas is typically not uniformly distributed on a thin spherical shell. In particular, the total weight of the gas within the ISM ($R < 0.1 R_{vir}$) is computed as:

$$F_g = -G \sum_i \frac{M(<r_i)M_{gas}(r_{i-1} < r < r_i)}{r_i^2}.$$  

(9)

where the radii $r_i$ are equidistant in log-space (with bin sizes of 0.02 dex) in the range $[0-0.1] R_{vir}$. The force exercised by the feedback is computed as:

$$F_{fb}(T) = P_{fb}(T) = p_{fT} \int_0^T R_{H}(T - \tau) \text{SFR}(\tau) d\tau,$$

(10)

where $p_{fT}$ is the terminal momentum of the material ejected by one SNeII explosion, $R_H$ are the SNEII rate and the SFR is the galaxy instantaneous SFR (SFR$_{M_{\star, young}}$) computed within $0.1 R_{vir}$. In this calculation, the supernovae rates are taken directly from Appendix A in Hopkins et al. (2018), while the terminal momentum $p_{fT}$ is taken from Eq. D23 of Hopkins et al. (2018) which is derived from high-resolution simulations of individual SNe explosions. We note that at the current numerical resolution, the cooling radius is not resolved, and most of the energy is deposited in the form of momentum. Since $p_{fT}$ depends weakly on the local gas density and metallicity ($\propto \rho^{-1/4} (Z/Z_{\odot})^{-0.21}$), we compute both these quantities as the average within the stellar half-mass radius, which corresponds to the region where most of the energy is released.

In Fig. 5 we show the results of this computation for D9. As previously noted, the evolution of D9 can be divided into two different regimes: at $t < 750$ Myr, gas accretion is followed by SF events and the resultant stellar feedback events are strong enough to evacuate all the remaining gas from the central region of the halo ($0.1 R_{vir}$ in this case). At later times however, the increase in stellar mass drastically increases the gravitational force, making it nearly two orders of magnitude larger than the force generated by stellar feedback. In this regime, stellar feedback is not strong enough to overcome the gravitational force, and thus too weak to power galactic outflows.

4.3 Mass loading factor

A useful parameter that is commonly adopted to quantify the effect of feedback in galaxies is the mass loading factor, $\eta \equiv M_{out} / M_{\star}$. This parameter has been extensively studied using both the FIRE-1 and FIRE-2 models (see Muratov et al. 2015, Anglés-Alcázar et al. 2017a, Pandya et al. 2021), by means of zoom-in simulations encompassing a wide range of stellar masses and redshifts. All these studies show that $\eta$ is a declining function of halo properties, such as the halo mass and the circular velocity, with a higher normalisation at higher redshifts. These trends are in qualitative agreement with analytical results (e.g., Murray et al. 2005), other zoom-in cosmological simulations (e.g., Christensen et al. 2016, Tollet et al. 2019), and large cosmological boxes (e.g., Nelson et al. 2019, Mitchell et al. 2020). Interestingly, this redshift dependence largely disappears once the galaxy stellar mass is considered, with typical values of $\eta$ of ~ 100 for dwarfs and $\eta \lesssim 1$ for massive galaxies ($M_{\star} \sim 10^{11} M_{\odot}$, e.g., Fig. 5 of Pandya et al. 2021).

In this section we aim to compare the mass loading factor as measured in our simulations with previous results from FIRE-1 (Muratov et al. 2015, Anglés-Alcázar et al. 2017a) and FIRE-2 (Pandya et al. 2021) simulations. In the previously cited works, the mass loading
factors are computed as the ratio between the integrals of the SFR and mass outflow rate over three redshift bins: $4 > z > 2$, $2 > z > 0.5$, and $0.5 > z > 0$. The use of the integrated quantities is needed given the “bursty” nature of FIRE SFHs, with a relatively large scatter of the mass loading factor among different bursts of star formation. For all of the simulations, the outflow rates are computed following equation (4) at $0.25$ $R_{\text{vir}}$. In Pandya et al. (2021), the SFR is computed by summing over the instantaneous SFR of all gas particles within $0.1 \times R_{\text{vir}}$. For our simulations, we compute the instantaneous values of SFR using star particles and averaging over 1 Myr. Finally, in Muratov et al. (2015) the SFR is the average over the time between two contiguous snapshots ($\approx 50$ Myrs).

Our simulations are only evolved to $z \approx 5.5$ at most (D7 only to 7.2), thus we cannot use the same redshift bins as Pandya et al. (2021) and Muratov et al. (2015). For D9, since we can clearly distinguish two different regimes (before and after the merger), we divide the time domain in two: $t < 750$ Myrs and $t > 750$ Myrs. For D7 and D3, we only consider the time interval at which $M_* > 10^{10}$ $M_\odot$. This choice is motivated as at earlier times the stellar masses of these galaxies grow by 2 orders of magnitude in less than 100 Myr. In all cases the average SFR and outflow rates are computed by integrating the instantaneous outflow rate and SFR$_{\text{Myr}}$ over the time intervals described.

Among the simulations analysed by Pandya et al. (2021), we highlight four FIRE-2 massive haloes: A1, A2, A4, and A8 (which are resimulations of original FIRE-1 runs included in the MassiveFIRE suite, Feldmann et al. 2016, Feldmann et al. 2017). These simulations, to which we will refer as m13s throughout the paper, are presented by Anglés-Alcázar et al. (2017b) and further analysed in Cochrane et al. (2019), Wellons et al. (2020), Stern et al. (2021), and Parsotan et al. (2021), contain very massive haloes ($M_{\text{vir}} \approx 10^{12.5} - 10^{13}$ $M_\odot$ at $z = 1$) and galaxies with relatively high SFRs ($\approx 100$ $M_\odot$ yr$^{-1}$, see Cochrane et al. 2019).

The values of the mass loading factor as a function of stellar mass are shown in Fig. 6, with the simulations presented in this work shown as coloured circles, triangles and squares. The mass loading factor of D9 computed before the merger agrees remarkably well with results obtained for simulations at lower redshift (Muratov et al. 2015, Pandya et al. 2021), suggesting that this relation is redshift independent at least at the low mass end. However, at stellar masses $M_* \gtrsim 10^{10}$ $M_\odot$ high redshift galaxies are characterised by consistently lower mass loading factors compared to their lower redshift counterparts. The values measured for $\eta$ are in the range $0.1 - 0.3$, about a factor of 5 lower than what is found in the m13s. These low values are similar to what has been measured in SPT-selected high redshift DSFGs (Spilker et al. 2020b, $\eta \approx 0.2 - 0.5$). However, we caution that observed outflows are only measured for the molecular phase, and forward modelling of simulations results to mimic the observational procedure would be needed in order to directly compare to observations.

The plot also shows that results from FIRE-1 and FIRE-2 simulations agree remarkably well in the mass range covered by both sets of simulations (the highest stellar mass used by Muratov et al. 2015 in their fit is $M_* \sim 10^{10}$ $M_\odot$). However, at stellar masses higher than $\sim 10^9$ $M_\odot$, the sample analysed by Pandya et al. (2021) shows a bending in the relation. Moreover, at stellar masses $\gtrsim 10^{10}$ $M_\odot$ we see that the scatter of the values of $\eta$ at fixed stellar mass increases considerably, with the lowest values found for D9, D7, and D3, and the highest values found in the m13s. In the next subsections we investigate which physical property is the main driver of the large scatter of $\eta$ in the high stellar mass regime.

### 4.4 Dependence of the mass loading factor on local physical properties

In order to identify the reason for the different values of $\eta$ among the m13s and D9, D7, and D3, it is important to understand the physical properties that most affect the mass loading factor. In (non-cosmological) simulations of isolated galaxies, Hopkins et al. (2012) showed that the mass loading factor mainly depends on the circular velocity and gas surface density, computing all relevant quantities at the half-SFR radius, with $\eta = v_c^{-1.1} \times 0.25 \Sigma_{\text{gas}}^{-0.3} \times 0.15$.

The dependence on the circular velocity can be understood theoretically, and is driven by two concomitant physical processes. First of all, at larger circular velocities, more energy is required to escape the deeper potential wells, with a dependence that ranges from $v_c^{-1}$, for a momentum conserving outflow, to $v_c^{-2}$ for an energy conserving outflow (Murray et al. 2005). Secondly, at sufficiently large halo masses ($\sim 10^{12}$ $M_\odot$, Stern et al. 2021), a hot, uniform, and virialized halo forms. The pressure exercised from a virialized CGM can suppress the expansion of superbubbles created from SNe explosions, thus efficiently suppressing the launching of galactic outflows. The level of virialization of the CGM can be analytically expressed as a function of $v_c$, with a predicted scaling $v_c^{-3.4}$ (Stern et al. 2021).

However, both confinement effects are comparable in magnitude and difficult to disentangle (Byrne et al. in prep.). Therefore, in what follows, we will study the dependence of the mass loading factor on $v_c$, without trying to infer which of these two physical processes is the main driver of this dependence.

The scaling with the gas surface density is less straightforward to derive from first principles, and is due to the fact that different feedback processes driving galactic outflows are directly influenced by the local gas density. Specifically:

- SNe explosions will create expanding (super)bulbules within the ISM. These will lead to strong galactic outflows only if the expanding shells will break out of the galactic disk before stalling (e.g., Fielding et al. 2018, Orr et al. 2022). At fixed SFR, and therefore fixed amount of momentum injected into the ISM, the higher the gas density, the larger the gas mass swept up by the bubble. Since the momentum is conserved during the expansion of the superbubbles, this will lead to a stalling at smaller radii, reducing the probability of breaks out (e.g., Orr et al. 2022$^9$).

- At higher gas densities SN remnants lose more energy via radiative cooling during the energy-conserving phase (e.g., Martizzi et al. 2015). On scales larger that the cooling radius, this implies a lower amount of momentum injected in the ambient gas per unit stellar mass formed, therefore lowering the energy available to drive galactic outflows. Even though the dependence of the terminal momentum depends weakly on the gas density ($\propto \rho^{-1/2}$), in our simulations the gas density at stellar masses $\sim 10^{11}$ $M_\odot$ can vary by 2 orders of magnitudes (see right panel of Fig. 7), thus implying a factor of $\sim 2$ difference in the injected momentum.

- Finally, the second possible feedback channel that can drive galactic outflows is the long-range radiation pressure, whose effect is to accelerate low-density gas particles outside the galaxy. While this channel is typically less relevant than SNeII feedback in driving galactic outflows, it might play an important role in local starburst

$^9$ Note that in Orr et al. (2022) it is assumed that $\Sigma_{\text{gas}} \ll \Sigma_{\text{crit}} \sim 3000$ $M_\odot$ pc$^{-2}$. However, in our high redshift galaxies, this approximation does not hold. Therefore, in Eqs. 12, 13, 15, $\Sigma_{\text{crit}}$ should be substituted with $\Sigma_{\text{crit}} + \Sigma_{\text{gas}}$, thus introducing an additional dependence on the gas surface density.
and high redshift galaxies (e.g., Hopkins et al. 2012). The long-range radiation pressure term is proportional to the emergent luminosity emitted from stars (i.e., radiation that is not locally absorbed by gas particles surrounding the emitting star particles, see Appendix D of Hopkins et al. 2018):

$$L_{\text{emergent}} = \exp(-\tau)L,$$

where $\tau$ is the optical depth, and $L$ is the intrinsic luminosity of star particles. Since the optical depth $\tau$ is directly proportional to the gas column density, Eq. 11 implies that at high densities the energy available to drive galactic outflows exponentially declines, as most of the radiation energy is already absorbed within the nuclear star-forming region.

From a theoretical point of view, both the circular velocity and the gas surface density are expected to evolve with redshift, thus potentially explaining the large spread in the values of $\eta$ shown in Fig. 6. As discussed in Sect. 4.2, the efficiency of stellar feedback in driving galactic outflows depends on the ratio between the force exercised by stellar feedback and the gravitational pull. Equivalently, the strength of galactic outflows depends on the ratio between the energy released by SNe feedback and the gravitational energy. This ratio can be expressed as (White & Frenk 1991):

$$\eta = \frac{\epsilon_{\text{SN}} \eta_{\text{SN}} E_{\text{SN}}}{E_{\text{bind}}},$$

where $\epsilon_{\text{SN}}$ is the energy fraction effectively coupled to the ISM, $\eta_{\text{SN}}$ is the occurrence of SN explosion per unit solar mass formed in stars, $E_{\text{SN}}$ is the energy per supernova explosion, and $E_{\text{bind}}$ is the specific binding energy of the gas. In equation (12), the only term that explicitly depends on redshift is $E_{\text{bind}}$, which can be written as (e.g., Mo et al. 1998, Zhao et al. 2003, Lapi et al. 2020):

$$E_{\text{bind}} \approx 10^2 M_{\odot}^{2/3} L_z^{1/3} \text{cm}^2 \text{s}^{-2},$$

where $L_z = \sqrt[3]{\Omega_M (1+z)^3 + \Omega_\Lambda}$. Therefore, in a matter dominated universe, at fixed halo mass $\eta$ is expected to scale as $\sim 1/\sqrt{1+z}$. This behaviour is driven by the larger matter density that characterises the high redshift Universe, which in turn implies that at fixed halo mass $R_{\text{vir}}$ is smaller, and therefore the circular velocity is higher. Similarly, since at high-$z$ matter is more concentrated, higher redshift galaxies are expected to have higher gas surface densities.

To test which physical properties primarily drive the differences in the mass loading factors, we use the python tools `scipy.signal.find_peaks`10 and `scipy.signal.correlate` to identify single bursts of star formation, compute their duration, and the time shift between the SF burst and the following outflow events. For this analysis, we compute both the instantaneous SFR ($\text{SFR}_{\text{ISM}}$) and the outflow rate within 0.1$R_{\text{vir}}$. Next, we compute the average of different physical properties during the duration of the burst, including: the circular velocity at the stellar half-mass radius, $v_c$; the gas surface density within the stellar half-mass radius, $\Sigma_{\text{gas}}$, the stellar half-mass radius, $r_{\star, 1/2}$, and the SFR within 0.1$R_{\text{vir}}$. The results of a power-law fit in the form $\eta = 10^\alpha X^\beta$ between these quantities and the instantaneous values of the mass loading factors performed with the python package `linmix`11 are summarised in Table 3. Unsurprisingly, the two quantities that show a stronger anti-correlation with $\eta$ are $v_c$ and $\Sigma_{\text{gas}}$.

10 For this function we impose a prominence of 10, and a minimum time interval among different peaks of ~ 50 Myr.
11 https://github.com/jmeysers314/linmix

### Table 3. Result of power-law fit to the correlation between instantaneous values of the mass loading factors and different physical properties. The functional form is $\eta = 10^\alpha X^\beta$, and the fit is performed with the public python package `linmix`. In the table we also report the intrinsic scatter, $\sigma$, and the linear correlation coefficient, $\rho$.

| $X$ | $\alpha$ | $\beta$ | $\sigma$ | $\rho$ |
|-----|----------|---------|----------|--------|
| $\Sigma_{\text{gas}} [M_\odot \text{pc}^{-2}]$ | 1.15 ± 0.13 | -0.59 ± 0.05 | 0.19 | -0.74 ± 0.05 |
| $v_c$ [km s$^{-1}$] | 1.8 ± 0.2 | -0.76 ± 0.08 | 0.20 | -0.69 ± 0.05 |
| $M_* [M_\odot \text{yr}^{-1}]$ | 0.5 ± 0.1 | -0.36 ± 0.06 | 0.24 | -0.54 ± 0.08 |
| $r_{\star, 1/2} [\text{kpc}]$ | -0.28 ± 0.02 | 0.5 ± 0.1 | 0.25 | 0.49 ± 0.08 |

In Fig. 7 we show how the position on the $\eta - M_*$ plane depends on both the circular velocity (left panel) and on the gas surface density (right panel). In order to show the trends more clearly, we also show dashed coloured lines representing the results of a multi-linear fitting between $\eta$, $M_*$, and $v_c$ (or $\Sigma_{\text{gas}}$). From this plot it is clear that at fixed stellar mass, the values of circular velocities are close to constant. We emphasise that some scatter is still present, especially at stellar masses $M_* \sim 10^{10} M_\odot$, driven by the difference in galaxy sizes (since $v_c \sim \sqrt{M_*/\rho}$). More importantly, while our high redshift simulations show lower values of the mass loading factor with respect to m13s, they are all characterised by similar values of $v_c$ at fixed $M_*$. The right panel of Fig. 7 shows that at fixed stellar mass the value of the mass loading factor strongly depends on the gas surface density, with systems characterised by larger values of $\Sigma_{\text{gas}}$ having lower values of $\eta$. Strikingly, D9, D7, and D3 are all characterised by the highest values of $\Sigma_{\text{gas}}$, and, therefore, by the lowest values of $\eta$.

Finally, in Fig. 8 we show the anti-correlation with the mass loading factor and the product between the circular velocity and the gas surface density. Similarly to Hopkins et al. (2012) results, we see that with respect to previous figures, the scatter is greatly reduced, and all systems, independently on the redshift, follow the same relation. A multi-linear fit performed with the public python code `scipy.optimize.curve_fit`\(^12\) results in:

$$\log(\eta) = (2.14 \pm 0.15) - (0.43 \pm 0.05) \log(\Sigma_{\text{gas}}) - (0.50 \pm 0.06) \log(v_c).$$

\(\text{Even though this result is in qualitative agreement with Hopkins et al. (2012), the dependence on the circular velocity is weaker. However, it is important to note that the dynamical range covered by the circular velocity in our sample is small ($v_c \geq 300$ km/s for most of our points, see Fig. 7), as we are focusing here on massive galaxies. Therefore, while we constrain the mass loading factors measured at high stellar masses (see Fig. 6), our results do not necessarily apply to lower stellar masses.}\)

### 4.5 Effect of different feedback channels in driving galactic outflows

To test the efficiency of different stellar feedback channels in driving galactic outflows in massive systems we re-run two simulations and switched off different feedback mechanisms. For these tests we chose one system at high redshift (D3) and one system among the m13s simulations (A8). The simulations have not been re-run from initial

\(\text{\footnote{\url{https://docs.scipy.org/doc/scipy/reference/generated/scipy.optimize.curve_fit.html}}}\)
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conditions, but we re-started them when they already had a similar stellar mass of $10^{11} M_\odot$, as we are interested in the effect of the feedback in the high stellar mass regime.

Regarding the particular stellar feedback channels, we have given priority to the ones that are expected to drive galactic outflows (SNeII and long-range radiation pressure). Therefore, the four re-runs for each simulation have been performed as: (i) with no SNe feedback (NoSN), (ii) with no long range radiation pressure (NoRP), (iii) without both SNe and long range radiation pressure (NoRP+NoSN), (iv) with SNe feedback and long range radiation pressure. The results of these tests are summarised in Fig. 9, where we show the ratio $\int_0^T \dot{M}_{\text{out}} dt / \int_0^T M_\star dt$ as a function of time $T$. These results clearly demonstrate that while for the m13 simulation switching off any of the feedback channels, and in particular SNe feedback, cause a decrease in the mass loading factor (left panel), the mass loading factor of D3 is independent of the stellar feedback (right panel). As can be seen from Fig. 7, this galaxy is characterised by an extremely high gas surface density ($\gtrsim 10^3 M_\odot$ pc$^{-2}$), which greatly limits the energy which is available to launch galactic outflows. Instead, A8 at the time of the re-run ($z \sim 1.75$, see Fig. 9) is characterised by a significantly lower gas surface density ($\sim 10^2 M_\odot$ pc$^{-2}$), thus explaining the different behaviour.

Interestingly, although the overall mass loading factor of D3 does not depend on the particular feedback implementation, SNeII feedback is still important in producing extremely high-velocity winds. This is shown in Fig. 10, where it is clear that SNeII feedback is essential to produce outflowing gas with velocities higher than $\gtrsim 1000$ km s$^{-1}$. These high-velocity winds, which contribute up to $\sim 7\%$ of the total galactic outflows, could be observed with standard techniques based on the detection of CII broad emission lines. Since the presence of these winds depend on the implementation of SNe feedback in (the FIRE) simulations, a direct comparison with observational data can help in constrain and validate the model implemented. Indeed, recent observational studies successfully detected molecular outflows in $z > 4$ DSFGs (Spilker et al. 2020b), with energetics that are consistent with expectations for SNe momentum-driven winds. Even though from a theoretical perspective we do not expect stellar feedback to impact integral properties (such as stellar and gas masses) of these high redshift massive systems, we will investigate the possibility of observationally probing high-velocity winds and their relation with the overall outflowing material in a future work.

In conclusion, we have shown that in our simulated high redshift massive galaxies stellar feedback is highly inefficient in driving galactic outflows. Moreover, it is even less efficient than in lower redshift haloes of similar mass. Indeed, on top of very high circular velocities ($\sim 1000$ km s$^{-1}$), high redshift galaxies are characterised by

Figure 7. Mass loading factor as a function of stellar mass for D9, D7, D3, and the m13s. The values of the mass loading factor are measured for single bursts of star formation, as explained in the text. Both mass loading factors and the stellar masses are measured within 0.1$R_{\text{vir}}$. $v_c$ and $\Sigma_{\text{gas}}$ are computed within the half stellar mass radius and are the average during single bursts. Points are colour-coded with respect to the value of the circular velocity at the half-stellar mass radius (left panel), and with respect to gas surface density (right panel). Dashed coloured lines are obtained using a multi-linear fit between $\eta$, $M_\star$, and $v_c$ (or $\Sigma_{\text{gas}}$). This figure shows that most of the scatter in the values of $\eta$ at fixed stellar mass is driven by different values of $\Sigma_{\text{gas}}$.

Figure 8. Instantaneous mass loading factor as a function of circular velocity and gas surface density for D9, D7, D3, and the m13s. The values of the mass loading factor are measured for single bursts of star formation, as explained in the text. Both mass loading factors and the stellar masses are measured within 0.1$R_{\text{vir}}$. $v_c$ and $\Sigma_{\text{gas}}$ are computed within the half stellar mass radius and are the average during single bursts. Points are colour-coded by the redshift, measured as the median value in the time interval considered. Instantaneous values of $\eta$ can be derived from $v_c$ and $\Sigma_{\text{gas}}$, with the best fit values given in Eq. 14.
extremely high central gas surface densities, which limit the energy available to launch galactic outflows.

5 EFFECT OF LOW VALUES OF MASS LOADING FACTOR IN REGULATING THE SFR

Within the FIRE model stellar feedback directly affects the instantaneous SFR within the galaxy. In particular, energy and momentum injected by young stars and SNe explosions balance the energy lost from radiative gas cooling. This prevents the gas from becoming Tooore-unstable, fragmenting, becoming self-shielding, and eventually forming stars (Orr et al. 2018). Indeed, it has been shown in several works that feedback and star formation self-regulate each other, enabling to correctly reproduce both the integrated and the resolved Kennicutt-Schmidt (KS) relation (e.g., Ostriker & Shetty 2011, Faucher-Giguère et al. 2013, Agertz et al. 2013, Hopkins et al. 2013, Hopkins et al. 2018) and the Elmegreen-Silk (ES) relation (e.g., Orr et al. 2018).

Observationally, it has been found that systems that lie above the KS relation (i.e. starbursts) tend to be characterised by shorter dynamical times ($t_{\text{dyn}}$, Silk 1997, Elmegreen 2002, Daddi et al. 2010, see Eq. 15), such that SFE$_{\text{dyn}}$ \approx $t_{\text{dyn}}$/t$_{\text{dep}}$ is roughly constant. In other words, it has been empirically established that on galactic scales the SFE per dynamical time, SFE$_{\text{dyn}}$, is roughly constant, and of the order of a few per cent (e.g., Kennicutt 1998, Wong & Blitz 2002, Daddi et al. 2010). Most notably, this relation does not depend on redshift and on galaxy type (i.e., main sequence galaxies and starbursts, e.g. Daddi et al. 2010). To test whether this is also the case for our simulations, in Fig. 11 we show the integrated Elmegreen-Silk relation (Silk 1997, Elmegreen 2002) for FIRE-2 simulations in comparison with observations. In the plot, $\Omega$ is the dynamical angular frequency defined as:

$$\Omega = \frac{2\pi}{t_{\text{dyn}}} = \frac{\nu_c}{R} = \frac{(G M(< R))^{1/2}}{R^{3/2}},$$

where $\nu_c$ is the circular velocity, $M(< R)$ is the total mass within $R$, and we set $R = 3 \times R_{\text{vir}}/2$. In addition to the m13s and the D9, D7, and D3 simulations discussed so far, we also plot three Milky Way-mass (MW) simulations results at $z = 0$: m12i, m12f, and m12m. The latter simulations (Wetzel et al. 2016, Garrison-Kimmel et al. 2017, and Hopkins et al. 2018) have a mass resolution for gas particles of $7100 M_\odot$, and are run with the FIRE-2 sub-resolution physics described in Sect. 2.2. The MW-mass simulations are in good agreement with the observational relation, with a star formation efficiency per dynamical time of $\sim 2\%$. However, results from both m13 and D9, D7, and D3 simulations show higher efficiencies, in the range 10% < $\epsilon$ < 100%, with the highest values found in D3, D7, and D9. Specifically, we find a median value of $\epsilon$ ~ 10% for m13s, while the median values of $\epsilon$ for D3, D7, and D9 is ~ 30%. In order to interpret this result, it is important to stress that within the framework of the FIRE-2 model the low SFE$_{\text{dyn}}$ time found for MW-like galaxies is a direct consequence of stellar feedback. Therefore, the results that are shown in Fig. 11 directly imply that stellar feedback is less efficient in self-regulating star formation within massive galaxies, especially at high redshift.

The low efficiency of stellar feedback can be explained by the high mass surface density in these galaxies. In galactic nuclei, the fraction of gas that can be retained without being expelled as a consequence of stellar feedback is (e.g., Hopkins et al. 2022b):

$$f_{\text{retained}} \sim \frac{\Sigma_{\text{tot}}}{\Sigma_{\text{crit}} + \Sigma_{\text{tot}}},$$

where $\Sigma_{\text{crit}} \sim 3000 M_\odot \text{pc}^{-2}$. In our simulations, galaxies reach a stellar mass $M_* \gtrsim 10^{11} M_\odot$, with a stellar half-mass radius $\lesssim 1$ kpc. Therefore, $\Sigma_{\text{tot}} \gtrsim 3 \times 10^4 M_\odot \text{pc}^{-2} \gg \Sigma_{\text{crit}}$. In this regime, stellar feedback is much weaker than the gravitational pull. Thus, gas is retained at the galactic centre, and collapses and form stars on timescales which are comparable to $t_{\text{dyn}}$. This analysis shows that within the FIRE-2 model at $z \gtrsim 6$ haloes at masses $M_{\text{halo}} \sim 10^{12} M_\odot$ can reach matter surface density large enough such that stellar feedback saturates and becomes inefficient.

Similarly to the analysis of the mass loading factor, we re-run a m13 (A8) and the D3 simulation with different feedback prescriptions, to
directly test the effect of stellar feedback on the instantaneous SFR. These tests are used to demonstrate what can be inferred from Fig. 11: weakening (or removing) stellar feedback will have a smaller impact on high redshift massive galaxies with respect to lower redshift and similar masses haloes, as the former have higher SFE per dynamical time. For this analysis, we make use of the simulations already presented in Sect. 4.5, that are run with different stellar feedback implementations. To those simulations we also add a fifth re-run, where on top of switching off SNe and long-range radiation pressure feedback, we also switch off early feedback. While this feedback channel is not the main driver of galactic outflows, it is important for the regulation of star formation, as it defines the time-scale at which GMCs are disrupted. Therefore, the final sample comprises 5 different setups: (i) our fiducial model (Standard), (ii) with no SNe feedback (NoSN), (iii) with no long-range radiation pressure (NoRP), (iv) without both SNe and long-range radiation pressure (NoRP+NoSN), and (v) without any stellar feedback (NoFB, which also removes early feedback). The results of these tests are shown in Fig. 12. For A8 (left panel), we find that removing any feedback channel results in SFRs that are, on average, 30% higher, which can also be inferred from the cumulative stellar mass. Although still relevant, this difference is smaller than the effects that changes in the stellar feedback parameters can have in low redshift Milky-way like galaxies (which can be up to a factor of two, see, e.g., Fig. 35 of Hopkins et al. 2018). Therefore, even at intermediate redshift (1 ≲ z ≲ 4), stellar feedback is quite inefficient in regulating star formation in massive galaxies, although this effect is less pronounced than at high redshift.

Indeed, for D3 (right panel), the instantaneous SFR is unchanged regardless of which feedback sub-resolution model is active. This confirms that stellar feedback is very inefficient in these high redshift massive objects.

6 SUMMARY AND DISCUSSION

In this work, we studied the role of stellar feedback in driving galactic outflows and regulating the SFR in a sample of 3 simulated high redshift massive galaxies extending previous FIRE results (Muratov et al. 2015, Anglés-Alcázar et al. 2017a, Pandya et al. 2021) to higher redshift. The three systems analysed have been selected from the most massive haloes in a cosmological box of 400/h cMpc a side at z = 6. Therefore, they represent rare systems and are suitable for a comparison with the most massive and most star-forming galaxies observed at high redshift.

The main conclusions of this work can be summarised as follow:

- The three simulated systems with a halo mass $M_h > 10^{12} M_\odot$ at $z > 6$ resemble gas-related properties of observed high redshift DSFGs. They are characterised by extremely high central SFRs ($> 1000 M_\odot$ yr$^{-1}$, Fig. 1), and short depletion times (~ 10 Myrs, Fig. 2). However, we also find that the circular velocity of our systems, traced by the 1D velocity dispersion of the molecular gas, is a few
times larger than what observations suggest (Fig. 3). This difference hints that simulated galaxies are either too massive, too compact, or both. Their cold gas reservoirs, which are rapidly consumed by star formation, are promptly re-filled by strong inflows. The magnitude of the inflow determines the overall SFR within our simulated galaxies (Fig. 4).

- In our high redshift simulations, we find that the mass loading factors, \( \eta = \frac{M_{\text{out}}}{M_\star} \), are of the order of 0.1 for massive galaxies \( (M_\star \gtrsim 10^{10} M_\odot) \) (Fig. 6). Given these low values of \( \eta \), the metals produced during stellar evolution are trapped in the star-forming region and rapidly recycled in newly born stars. Therefore, simulated galaxies reach solar (or super solar) metallicity by \( (z \sim 6) \), a direct prediction for upcoming JWST observations.

- We find that the mass loading factor shows the strongest anti-correlation with the circular velocity, \( v_c \), and total gas mass surface density, \( \Sigma_{\text{gas}} \). While the high \( (z \gtrsim 6) \) and intermediate \( (1 \lesssim z \lesssim 4) \) redshift galaxies are characterised by similar circular velocities, the gas surface densities in high redshift galaxies are much larger, thus explaining the lower mass loading factors found for the high compared to the intermediate redshift galaxies from previous FIRE studies.

- The high gas surface densities prevent the efficient launching of outflows, resulting in low mass loading factors in high redshift massive galaxies. Even though stellar feedback is inefficient in driving galactic outflows, we show that SNeII are needed in order to reproduce high wind velocities \( (v > 1000 \, \text{km/s}) \), which are found in extremely luminous FIR systems \( (\log L_\text{IR}/L_\odot > 13, \text{e.g. Spiller et al. 2020b}) \).

- With respect to the SFE of \( \sim 2 \, \text{per cent} \) measured in main sequence star forming galaxies, we find that stellar feedback is highly inefficient in self-regulating star formation in high redshift massive galaxies. We find that the SFE per dynamical (orbital) time is on average 30\%, in some cases reaching values as high as 100\% (Fig. 11). These values are a factor of three higher than what we measure for massive galaxies at intermediate redshift, and are driven by the large total mass surface densities that characterise these objects.

We show that massive galaxies \( (\sim 10^{11} M_\odot) \) can form very rapidly, and resemble observed high redshift DSFGs. However, we also find evidence that these galaxies are either too compact or too massive with respect to observations. Moreover, while DSFGs are likely the natural progenitors of the massive quiescent galaxies that quench prior to redshift \( \gtrsim 3 \) (e.g., Glazebrook et al. 2017, Schreiber et al. 2018, Forrest et al. 2020, Valentino et al. 2020, D’Eugenio et al. 2021), it is highly unlikely that our simulated galaxies would reach quiescence on a similar timescale, as stellar feedback is too inefficient (in both driving outflows and in regulating the SFR). Indeed, we show that at \( z \gtrsim 6 \), within the FIRE-2 model, stellar feedback already saturates at haloes masses \( \sim 10^{12} M_\odot \) (i.e., MW-like haloes masses).

While the results shown in this work are valid in the physical conditions reached by our simulations (high mass surface densities), we caution that these conditions might not be realistic (see Fig. 3). This can be related to two different factors: either the numerical implementation of the FIRE-2 feedback model might not be sophisticated enough, or an additional energy input beyond the currently implemented stellar feedback is required to quench massive galaxies at high redshifts. Regarding the former, Hopkins et al. (2022a) presented the FIRE-3 model, where the major improvements with respect to FIRE-2 regard an update in the stellar evolution inputs. This
resulted in a shallower $M_\star - M_{\text{halo}}$ relation (see their Fig. 9), which could result in lower stellar masses and larger sizes in the massive haloes presented in this paper. We will quantify the impact on the results presented in this work in a following paper. Regarding the inclusion of an additional energy input, AGN feedback represents a very plausible source, due to its ability to prevent gas accretion and/or heat the gas in the galaxy (which will in turn make stellar feedback more efficient), and their inclusion in cosmological simulations has been key in accurately reproducing the galaxy luminosity and stellar mass function at the massive end at $z = 0$ (e.g., Schaye et al. 2015, Pillepich et al. 2018, Davé et al. 2019, Wellons et al. 2022). Therefore, investigating the role of AGN feedback in the evolution of high redshift massive galaxies is the crucial next step in exploring how massive galaxies quench at high redshift, which we plan to do in a future work.
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