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Abstract—Network Function Virtualization (NFV) aims to simplify deployment of network services by running Virtual Network Functions (VNFs) on commercial off-the-shelf servers. Service deployment involves placement of VNFs and in-sequence routing of traffic flows through VNFs comprising a Service Chain (SC). The joint VNF placement and traffic routing is called SC mapping. In a Wide-Area Network (WAN), a situation may arise where several traffic flows, generated by many distributed node pairs, require the same SC; then, a single instance (or occurrence) of that SC might not be enough. SC mapping with multiple SC instances for the same SC turns out to be a very complex problem, since the sequential traversal of VNFs has to be maintained while accounting for traffic flows in various directions.

Our study is the first to deal with the problem of SC mapping with multiple SC instances to minimize network resource consumption. We first propose an Integer Linear Program (ILP) to solve this problem. Since ILP does not scale to large networks, we develop a column-generation-based ILP (CG-ILP) model. However, we find that exact mathematical modeling of the problem results in quadratic constraints in our CG-ILP. The quadratic constraints are made linear but even the scalability of CG-ILP is limited. Hence, we also propose a two-phase column-generation-based approach to get results over large network topologies within reasonable computational times. Using such an approach, we observe that an appropriate choice of only a small set of SC instances can lead to a solution very close to the minimum bandwidth consumption. Further, this approach also helps us to analyze the effects of number of VNF replicas and number of NFV nodes on bandwidth consumption when deploying these minimum number of SC instances.

I. INTRODUCTION

Traditionally, communication networks have deployed network services through proprietary hardware appliances (e.g., network functions such as firewalls, NAT, etc.) which are statically configured. With rapid evolution of applications, networks require agile and scalable service deployment.

Network Function Virtualization (NFV) [1] offers a solution for an agile service deployment. NFV envisions traditional hardware functionality as software modules called Virtual Network Functions (VNFs). VNFs can be run on commercial-off-the-shelf hardware such as servers and switches in datacenters (DCs), making service deployment agile and scalable.

When several network functions are configured to provide a service, we have a “Service Chain”. The term “service chain” is used to describe the deployment of such functions, and the network operator’s process of specifying an ordered list of service functions that should be applied to a deterministic set of traffic flows” [2]. So, a “Service Chain” (SC) specifies a set of network functions configured in a specific order. With NFV, we can form SCs where VNFs are configured in a specific sequence that minimizes the bandwidth usage in the network (an example is discussed below).

Unfortunately, since VNFs in a single SC may need to be traversed by several distinct traffic flows (i.e., flows requested by multiple geographically-distributed node pairs) in a specific sequence, it becomes difficult to improve network resource utilization. For example, consider Figs. 1(a) and 1(b), where three traffic requests \( r_1 \) (from node 4 to 13), \( r_2 \) (from node 6 to 3), and \( r_3 \) (from node 14 to 1) demand SC \( c_1 \) composed of VNF1, VNF2, and VNF3 (to be traversed in this order \( VNF1 \rightarrow VNF2 \rightarrow VNF3 \)). In Fig. 1(a), if we consider only one mapping occurrence (or instance) for SC \( c_1 \), then some traffic flows (in our example, \( r_3 \) and \( r_2 \)) will be ineffectively routed over long paths. Instead, as shown in Fig. 1(b), if we use two SC instances for the same SC, we can improve network resource utilization, at the expense of a larger number of VNFs to be deployed (or replicated) in the network to serve the same SC. This results in a more complex problem when, in a Wide-Area Network (WAN), a large number of distributed node pairs generate traffic flows, creating heavy traffic demands. Our objective in this work is to reduce the network resource consumption for a WAN with heavy traffic demands.

So the question is: how many SC instances for the same SC are required for optimal network resource utilization?

A possible (trivial) solution to the problem of SC mapping in case of multiple node pairs requiring the same SC is to use one single instance that would most likely lead to host SCs at a single node (e.g., a DC) which is centrally located in the network. However, traffic flows may have to take long paths to reach the node hosting the SC, which will result in a high network resource consumption.

The other extreme case would be to use a distinct SC mapping per each node pair (in other words, the number of SC instances is equal to the number of traffic node pairs). Now, we can achieve optimal network resource utilization as each node pair will use an SC effectively mapped along a shortest path.
in the network\textsuperscript{1}. However, this approach will increase the network orchestration overhead and increase capital expenditure, as there will be a large number of replicated VNF instances across nodes. To reduce excessive VNF replication, we bound the maximum number of nodes hosting VNFs.

Intuitively, the number of SC instances for a good solution will be a value between these two extremes. This solution will minimize the network resource utilization while not excessively increasing the number of nodes hosting VNFs.

A reasonable trade-off that leads to the optimal solution is difficult to calculate, as the problem of SC mapping with multiple SC instances results in quadratic constraints \cite{3} that severely hamper the scalability of the solution. In this study, to answer the question above, we propose a two-phase solution, relying on a column-generation-based ILP model, which provides quasi-optimal solutions with reasonable computational time. Sub-optimality comes from the fact that we solve the problem in two phases: in the first phase, we group node pairs that will be forced to use the same SC instance; in the second phase, we run our scalable column-generation approach to find a solution starting from the grouping already performed in the first phase. Applying this approach over two realistic network topologies, we observe that an appropriate choice of only a small set of different SC mappings can lead to a solution very close to the minimum theoretical bandwidth consumption, even for a full-mesh traffic demand matrix.

The rest of this study is organized as follows. Section II overviews the existing literature on the SC mapping problem and remarks the novel contributions of this study. Section III formally describes the problem and its input parameters. Section IV describes the Integer Linear Program (ILP) formulation for the problem, while Section V describes the quadratic column-generation-based ILP model. Section VI introduces a heuristic to cluster groups of node pairs that will use the same SC instance; and then describes our column-generation-based ILP solution method. Section VIII provides some illustrative examples which demonstrate that a limited number of SC instances can lead to quasi-optimal solution of the problem. Section IX concludes the study.

\textsuperscript{1}Using the shortest path also has the added effect of reducing latency for the service chain, but this aspect is out of scope for this study.
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\caption{Deploying more SC occurrence mappings reduces network resource consumption.}
\end{figure}

II. RELATED WORK

A number of studies exist on the VNF placement and routing problem. Ref. \cite{3} was the first to formally define the problem of VNF placement and routing. However, they developed a Quadratic Constrained Program (QCP), making it unscalable beyond small problem instances. Ref. \cite{4} studied a hybrid deployment scenario with hardware middleboxes using an ILP, but did not enforce VNF service chaining explicitly. Ref. \cite{5} used an ILP to study trade-offs between legacy and NFV-based traffic engineering but did not have explicit VNF service chaining. Ref. \cite{6} modeled the problem in a DC setting using an ILP to reduce the end-to-end delays and minimize resource over-provisioning while providing a heuristic to do the same. Here too VNF service chaining is not explicitly enforced by the model. Ref. \cite{7} modeled the batch deployment of multiple chains using an ILP and developed heuristics to solve larger instances of the problem. However, it enforced that VNF instances of a function need to be on a single machine and restricts all chains to three VNFs. Our model does not impose such constraints, and we allow any VNF type to be placed at any node and any number of VNFs in a SC while service chaining VNFs for a SC explicitly. Ref. \cite{8} accounted for the explicit service chaining of VNFs but focused on compute resource sharing among VNFs. Ref. \cite{9} used a column-generation model to solve VNF placement and routing but considered dedicated SC instances per traffic pair, hence solving the second extreme case mentioned in the introduction, which is a particular case of our approach. Ref. \cite{10} also used a column-generation model to solve the dynamic VNF placement and routing problem but considered a single SC instance per SC, which as mentioned earlier will lead to a sub-optimal solution.

Recently, there have been a few works on using multiple VNF instances for load balancing to reducing resource utilization and improve QoS. There are several differences between these and our work which we clarify below. Ref. \cite{11} developed a load-balancing scheme for the Virtual Evolved Packet Core (vEPC) SC, given a set of pre-computed paths by replicating the instances of certain (not all) VNFs. Our approach deals with a SC in general without any prior computation of paths. Ref. \cite{12} developed an online approach for scaling SCs by using VNF replicas and an approximate version of an offline scheme. It provided theoretical bounds for its
technique; however, the method does not provide a general mapping of an SC instance to network node and VNF replicas which is done by our approach. Ref. [13] looked at selection of NFV nodes and VNF assignment separately. Our approach does node selection and VNF assignment jointly while also holistically mapping SC instances to the allowed number of NFV nodes and VNF replicas for each SC.

Our previous work [14] and most existing works solve the problem for multiple SCs, but for each SC only a single instance of the SC is allowed. We remark again that, in the current work, we consider multiple SCs, but for each SC, multiple instances per SC are allowed; hence most existing works represent a particular case of our current work, where each node pair requesting an SC has its own instance. Further, we also consider multiple geographically-distributed node pairs which create heavily-populated (dense) traffic demands. As extending the model to multiple instances per SC results in quadratic constraints, we propose a novel decomposition model (column generation) for SC mapping with multiple SC instances, which, together with a traffic-grouping heuristic, provides a scalable solution to the problem (Section VI).

To the best of our knowledge, this is the first attempt to address the solution of the complete SC mapping problem (i.e., with multiple SC instances) over large network instances.

III. Problem Description

An operator’s network provides multiple services, and each service is realized by traversing a Service Chain (SC). To provide multiple services, the operator has to map corresponding SCs into network. We develop three solution approaches for this multiple SC mapping problem. First is the ILP described in Section IV. Second is a column-generation-based ILP (CG-ILP) detailed in Section V. Finally, we solve the problem using a two-phase approach described in Section VI.

A. Problem Statement

Given a network topology, capacity of links, a set of network nodes with NFV support (NFV nodes), compute resources at NFV nodes, maximum number of NFV nodes that can be used, traffic flows for source-destination pairs requiring a specific SC with a certain bandwidth demand, a set of VNFs, and a set of SCs, we determine the placement of VNFs and corresponding traffic routing to minimize network-resource (bandwidth) consumption. Note that VNFs can be shared among different SCs.

B. Input Parameters

- \( G = (V,L) \): Physical topology of backbone network; \( V \) is set of nodes and \( L \) is set of links.
- \( V^{\text{NFV}} \subseteq V \): Set of nodes that can host VNFs (NFV nodes).
- \( I_c \): Number of instances for SC \( c \).
- \( K \): Maximum number of NFV nodes allowed to host VNFs.
- \( F \), indexed by \( f \): Set of VNFs.
- \( R_f \): Maximum number of replicas of VNF \( f \).
- \( n_c^{\text{CORE}} \): Number of CPU cores present in a NFV node.
- \( n_f^{\text{CORE}} \): Number of CPU cores per Gbps for function \( f \).
- \( C \): Set of chains, indexed by \( c \).
- \( n_c \): Number of VNFs in SC \( c \).
- \( SD \): Set of source-destination \( (v_a,v_b) \) pairs.
- \( SD_c \): Set of source-destination \( (v_a,v_b) \) pairs for SC \( c \).
- \( D_{sd} \): Traffic demand between \( v_a \) and \( v_b \) for SC \( c \).
- \( \sigma_c \): ID of \( i \)th VNF in SC \( c \) where \( f_{\sigma_c} \in F \).
- \( T_f \): Utility for translating the \( i \)th VNF in SC \( c \) to its VNF index \( f \).

To facilitate model formulation and discussion, we propose the concept of configuration \( \hat{\gamma} \). We use the following notation for SC representation. Each SC, denoted by \( c \), is characterized by an ordered set of \( n_c \) functions:

\[
[SC \ c] \quad f_{\sigma_1} < f_{\sigma_2} < \cdots < f_{\sigma_{n_c}} \quad (1)
\]

Each deployment of SC \( c \) is defined by a set of VNF locations, a set of paths, from location of first VNF to location of last VNF, and set of traffic flows traversing this deployment.

We generate a set of SC configurations where each configuration \( \hat{\gamma} \) is associated with a potential provisioning of a SC \( c \), i.e., with a potential node placement of its functions and a potential subset of traffic flows from \( SD_c \). Let \( \hat{\Gamma} \) be the set of configurations, and \( \hat{\Gamma}_c \) be the subset of configurations associated with service chain \( c \in C \):

\[
\hat{\Gamma}_c = \bigcup_{\hat{\gamma} \in \hat{\Gamma}} \hat{\Gamma}_c
\]

Potential set of configurations for a SC \( c \) is given by:

\[
\hat{\Gamma}_c = \sum_{s_d=1}^{N_{SD_c}} \left( \frac{N_{SD_c}}{sd} \right) \times \left( N_{V^{\text{NFV}}} \right)^{n_c} \times P_{paths}^{n_c-1}
\]

where \( sd \) is the number of number of source-destination \( (v_a,v_b) \) pairs using a configuration, \( N_{SD_c} \) gives the number of source-destination \( (v_a,v_b) \) pairs for SC \( c \), \( N_{V^{\text{NFV}}} \) gives the number of NFV nodes and \( P_{paths} \) refers to the number of paths from the location of \( f_{\sigma_c} \) to the location of \( f_{\sigma_{i+1}} \).

A chain configuration \( \hat{\gamma} \) is characterized by the following parameters:

- Traffic flows: \( \delta_{sd}^f = 1 \) if \( (v_a,v_b) \) uses configuration \( \hat{\gamma} \); 0 otherwise.
- Location of functions: \( \beta_c^{\gamma_f} = 1 \) if \( \gamma_f \)th function \( f_i \) in \( c \) is located in \( v \) in configuration \( \hat{\gamma} \); 0 otherwise.
- Connectivity of locations: path from location of current VNF to next VNF in SC \( c \). If link \( \ell \) is used in the path from location of \( f_{\sigma_c} \) to location of \( f_{\sigma_{i+1}} \), then \( \beta_{\ell v}^f = 1 \); 0 otherwise.

IV. INTEGER LINEAR PROGRAM

We precompute \( \hat{\Gamma} \), which is an input for our ILP model. ILP selects the best configuration \( \hat{\gamma} \) based on other input parameters and constraints, and computes the route from \( v_s \) (source) to first VNF of \( c \) and from last VNF of \( c \) to \( v_d \) (destination) for each source-destination \( (v_s,v_d) \) pair.

Variables:

- \( z_\gamma = 1 \) if configuration \( \hat{\gamma} \) is selected; 0 otherwise.
- \( x_{\gamma f}^{\gamma_c} = 1 \) if \( \gamma_f \)th function of \( c \) is located in \( v \); 0 otherwise.
- \( y_{f(c),sd}^\ell = 1 \) if \( \ell \) is on path from \( v_s \) to location of first VNF in \( c \); 0 otherwise.
\( y^{f_{nc}(c),sd}_{\ell} = 1 \) if \( \ell \) is on path from location of last VNF in \( c \) to \( v_d \); 0 otherwise.

- \( y^{h_v}_{v} = 1 \) if \( v \) is used as a location for a VNF; 0 otherwise.

**Objective:** Minimize bandwidth consumed:

\[
\min \sum_{c \in C} \sum_{\gamma \in \Gamma_c} \left( \sum_{(s,d) \in SD} D_{sd} \sum_{\ell \in L} \sum_{(s,d) \in SD} \delta^\gamma_{sd} z_{\gamma} \right) + \sum_{\ell \in L} \sum_{(s,d) \in SD} D_{sd} \left( y^{f_1(c),sd}_{\ell} + y^{f_{nc}(c),sd}_{\ell} \right) z_{\gamma} + \sum_{c \in C} y^{f_{nc}(c),sd}_{\ell} z_{\gamma} + \sum_{\ell \in \omega^-} y^{f_1(c),sd}_{\ell} z_{\gamma} \]

(2)

Total bandwidth consumed in placing multiple SCs depends on configurations (\( \gamma \)'s) selected for each SC \( c \). Each \( \gamma \) for \( c \) locates VNFs of \( c \) and gives the route to traverse these VNF locations. So, bandwidth consumed when going from \( v_s \) to \( v_d \) and traversing the SC depends on selected \( \gamma \).

**Constraints:**

\[
\sum_{\gamma \in \Gamma_c} z_{\gamma} \leq I_c \quad c \in C
\]

(3)

\[
\sum_{c \in C} \sum_{\gamma \in \Gamma_c} \sum_{i=1}^{n_c} T_{f_i} a^{\gamma}_{v_i} z_{\gamma} \leq M x_{vf} \quad f \in F, v \in V^{NFV}
\]

(4)

\[
\sum_{c \in C} \sum_{\gamma \in \Gamma_c} \sum_{i=1}^{n_c} T_{f_i} a^{\gamma}_{v_i} z_{\gamma} \geq x_{vf} \quad f \in F, v \in V^{NFV}
\]

(5)

\[
\sum_{v \in V^{NFV}} x_{vf} \leq R_f \quad f \in F
\]

(6)

\[
M h_v \geq \sum_{f \in F} y^{f_1(c),sd}_{\ell} \quad v \in V^{NFV}
\]

(7)

\[
\sum_{v \in V^{NFV}} h_v \leq K
\]

(8)

Constraints (3) guarantee that we select exactly \( I_c \) configurations for SC \( c \) and force \( c \) to have \( I_c \) instances. Each \( \gamma \) is associated with a set of \( a^{\gamma}_{v_i} \), required to be consistent with \( x_{vf} \), which is resolved by Eqs. (4), (5) where \( T_{f_i} \) is to find the VNF \( f \) at sequence \( i \) in SC \( c \). Eq. (6) is used to limit the number of VNF replicates. Eq. (7) is used to keep track of NFV nodes used for hosting VNFs while Eq. (8) limits the number of NFV nodes allowed to host VNFs. Constraints (9) ensure that each NFV node has a sufficient number of CPU cores for hosting \( f \). Eq. (10) constrains link capacity. Eq. (11) enforces that, for each source-destination pair \( (v_s, v_d) \) requesting SC \( c \), there is exactly one configuration \( \gamma \).

**Route from \( v_s \) to first function location:**

\[
\sum_{\gamma \in \Gamma_c} \sum_{(s,d) \in SD} D_{sd} \leq N^{Core} \quad v \in V^{NFV}
\]

(9)

\[
\sum_{c \in C} \sum_{(v_s,v_d) \in SD} D_{sd} \delta^\gamma_{sd} \leq N^{Core} \quad v \in V^{NFV}
\]

(10)

**Route from last function location to \( v_d \):**

\[
\sum_{c \in C} y^{f_{nc}(c),sd}_{\ell} z_{\gamma} + \sum_{\ell \in \omega^-} y^{f_1(c),sd}_{\ell} z_{\gamma} = 1 \]

(11)

We assume that an unique route exists from \( v_s \) to first VNF location. This is imposed by selecting exactly one outgoing link from \( v_s \) unless first VNF is located at \( v_s \). We account for these scenarios using Eq. (12). To find the route from \( v_s \) to first VNF, flow conservation needs to be enforced at the intermediate nodes which may or may not have NFV support. Eqs. (14) and (15) enforce flow-conservation constraints at nodes with and without NFV support, respectively.

**Route from last function location to \( v_d \):**

\[
\sum_{\gamma \in \Gamma_c} \sum_{(s,d) \in SD} D_{sd} \delta^\gamma_{sd} \leq N^{Core} \quad v \in V^{NFV}
\]

(12)

\[
\sum_{c \in C} \sum_{(v_s,v_d) \in SD} D_{sd} \delta^\gamma_{sd} \leq N^{Core} \quad v \in V^{NFV}
\]

(13)

\[
\sum_{c \in C} \sum_{(v_s,v_d) \in SD} D_{sd} \delta^\gamma_{sd} \leq N^{Core} \quad v \in V^{NFV}
\]

(14)

\[
\sum_{\ell \in \omega^-} y^{f_1(c),sd}_{\ell} z_{\gamma} = 0 \]

(15)

**Route from last function location to \( v_d \):**

\[
\sum_{\ell \in \omega^-} y^{f_1(c),sd}_{\ell} z_{\gamma} = 0 \]

(16)

\[
\sum_{\ell \in \omega^-} y^{f_1(c),sd}_{\ell} z_{\gamma} = 0 \]

(17)

\[
\sum_{\ell \in \omega^-} y^{f_1(c),sd}_{\ell} z_{\gamma} = 0 \]

(18)

\[
\sum_{\ell \in \omega^-} y^{f_1(c),sd}_{\ell} z_{\gamma} = 0 \]

(19)
V. COLUMN GENERATION - ILP

Pre-computing all configurations becomes computationally expensive for large networks. As the number of configurations grows with network size, the problem fits naturally in the column-generation framework [15].

Column generation (CG) is a decomposition technique, where the problem (called Master Problem-MP) to be solved is divided into two sub-problems: restricted master problem (RMP) (selection of the best configurations) and pricing problems (PP_SC(c)) (configuration generators for each chain). CG process involves solving RMP, querying the dual values of RMP constraints, and using them for PP_SC(c) objective. Each improving solution (i.e., with a negative reduced cost) of PP_SC(c) is added to RMP, and previous step is repeated until optimality condition is reached ([15], [16]), with PP_SC(c) explored in a round-robin fashion.

The advantage here is that we do not have to precompute configurations. CG generates a column (here, a configuration) by itself, adds them to RMP and solves RMP. This set of steps is repeated until reduced cost becomes non-negative (RED_COST $\geq 0$). We convert the final RMP to an ILP and solve to get integer solution. RMP selects the best $\gamma \in \Gamma_e$ for each SC $c$. Also it finds a route from $v_s$ (source) to first VNF of $c$ and from last VNF of c to $v_d$ (destination).

An illustration of the constraint splitting between RMP and PP_SC(c) is depicted in Fig. 2. Nodes circled in purple are NFV nodes, yellow nodes do not host VNFs at present but have NFV support, and orange nodes currently host VNFs. Figure 2(a) has $f_1$ located at $v_1$. When a different configuration is selected in Fig. 2(b) and $f_1$ is located at $v_2$, then RMP finds the path from $v_s$ to location of $f_1$. Similarly, RMP finds the path from last VNF to $v_d$, i.e., $f_5$ to $v_d$ here.

A. Reduced Master Problem (RMP)

Objective: Minimize bandwidth consumed:

$$\text{min } \sum_{c \in C} \sum_{s,d \in SD} \left( \sum_{\ell \in L} \sum_{(s,d) \in SD} D_{s,d}^c \left( y_{f_1,c,s,d} + y_{f_3,c,s,d} \right) \right) \gamma + \sum_{c \in C} \sum_{s,d \in SD} D_{s,d}^c \left( y_{f_1,c,s,d} + y_{f_3,c,s,d} \right) \gamma$$

The formulation for the reduced master problem is same as the ILP in Section IV. However, the RMP is solved as a Linear Program (LP) for the duration of the CG. After the CG solves the RMP optimally (when RED_COST $\geq 0$), we solve the final RMP as an ILP to get integer solution.

B. Pricing Problem: PP(c)

PP_SC(c) generates configurations. Here, we discover that the configuration ($\gamma$) structure results in quadratic constraints since we have to also determine which traffic flows will make up the configuration. Quadratic expressions can be seen in Eqs. (21), (22), and (23). We linearize these constraints using

$$\text{Objective: Minimize reduced cost of variable } z_\gamma \text{ (after linearization):}$$

$$\text{[PP_SC(c)] } \text{RED_COST}_\gamma = \text{COST}_\gamma + u^{(3)} + \sum_{v \in VNF} \sum_{f \in F} \sum_{i=1}^{n_c} u^{(4)}_{f,v_i} f_t a_{v_i} - \sum_{v \in VNF} \sum_{f \in F} \sum_{i=1}^{n_c} u^{(5)}_{f,v_i} f_t a_{v_i}$$

$$+ \sum_{v \in VNF} \sum_{(v_s,v_d) \in SD} D_{s,d}^c \sum_{i=1}^{n_c} T_{s,d}^f n^{(9)}_{v_i} p_{v_i}$$

$$+ \sum_{v \in VNF} \sum_{(v_s,v_d) \in SD} D_{s,d}^c \sum_{i=1}^{n_c} q_{v_i}^{(10)} p_{v_i}$$

$$- \sum_{v \in VNF} \sum_{(v_s,v_d) \in SD} u^{(12)}_{s,d} p_{v_i}$$

$$- \sum_{v \in VNF} \sum_{(v_s,v_d) \in SD} u^{(13)}_{s,d} p_{v_i}$$

$$- \sum_{v \in VNF} \sum_{(v_s,v_d) \in SD} u^{(14)}_{s,d} p_{v_i}$$

$$- \sum_{v \in VNF} \sum_{(v_s,v_d) \in SD} u^{(15)}_{s,d} p_{v_i}$$

where $u^{(3)}$, $u^{(4)}$, $u^{(5)}$, $u^{(9)}$, $u^{(10)}$, $u^{(11)}$, $u^{(12)}$, $u^{(13)}$, $u^{(14)}$, $u^{(16)}$, $u^{(17)}$, $u^{(18)}$ are dual variables associated with Eqs. (3), (4), (5), (9), (10), (11), (12), (13), (14), (16), (17) and (18) respectively.

Variables:
\( \delta_{sd} = 1 \) if configuration \( \gamma \) to be generated contains node pair \((v_s, v_d)\) requiring \( c, 0 \) otherwise.

\( p_{v,i}^{sd} = \delta_{sd} a_{vi} = 1 \) if node pair \((v_s, v_d)\) is provisioned using the provisioning of \( c \) \( s \) placement function \((i th\) function of SFC \( c \) in location \( v)\) of the configuration under construction; 0 otherwise

\( q_{i\ell}^{sd} = \delta_{sd} b_{i\ell} = 1 \) if node pair \((v_s, v_d)\) is provisioned using the provisioning of \( c \) \((c, 0)\) \( s \) being used in the path from the location of the \( i th\) function to the location of the \((i + 1)th\) function \( / \) placement function of the configuration under construction; 0 otherwise

Constraints:

\[
\sum_{(v_s, v_d) \in SD} D_{sd}^{c} \sum_{i=1}^{n_c} n_{i}^{C} \cdot T_{i} \cdot \delta_{sd} \cdot a_{vi} \leq N_{\text{CORE}}^{C} \quad v \in V_{\text{NFV}} \quad (22)
\]

\[
\sum_{(v_s, v_d) \in SD} D_{sd}^{c} \sum_{i=1}^{n_c-1} \delta_{sd} \cdot b_{i\ell} \cdot q_{i\ell}^{sd} \leq \text{CAP}_{\ell} \quad \ell \in L \quad (23)
\]

Eq. (22) enforces a capacity constraints in CPU cores on all NFV nodes while Eq. (23) imposes link capacity.

\[
\sum_{v \in V_{\text{NFV}}} a_{vi} = 1 \quad i = 1, 2, \ldots, n_c \quad (24)
\]

\[
p_{v,i}^{sd} = a_{vi} \land \delta_{sd} \quad ((v_s, v_d) \in SD : D_{sd}^{c} > 0), \quad v \in V_{\text{NFV}}, i = 1, 2, \ldots, n_c \quad (25)
\]

\[
q_{i\ell}^{sd} = b_{i\ell} \land \delta_{sd} \quad ((v_s, v_d) \in SD : D_{sd}^{c} > 0), \quad \ell \in L, i = 1, 2, \ldots, n_c - 1 \quad (26)
\]

\[
\sum_{\ell \in \omega^{-}(v)} b_{1,\ell} \leq 1 - a_{v,1} \quad v \in V_{\text{NFV}} \quad (27)
\]

\[
\sum_{\ell \in \omega^{-}(v)} b_{n_c-1,\ell} \leq 1 - a_{v,n_c} \quad v \in V_{\text{NFV}} \quad (28)
\]

\[
\sum_{\ell \in \omega^{-}(v)} b_{i,\ell} - \sum_{\ell \in \omega^{-}(v)} b_{i,\ell} = a_{vi} - a_{v,i+1} \quad v \in V_{\text{NFV}}, i = 1, 2, \ldots, n_c - 1 \quad (29)
\]

\[
\sum_{\ell \in \omega^{-}(v)} b_{i,\ell} - \sum_{\ell \in \omega^{-}(v)} b_{i,\ell} = 0 \quad v \in V \setminus V_{\text{NFV}}, i = 1, 2, \ldots, n_c - 1 \quad (30)
\]

Eq. (24) ensures that each VNF in SC \( c \) is placed exactly once. Eqs. (25)\(^2\) and (26) introduce the variables to linearize the model. Eq. (27) ensures that, if \( f_1(c) \) is located in \( v \), there is no flow \( b \) that is incoming to \( v \). Eqs. (29) and (30) are flow-conservation constraints: Eq. (29) for nodes with NFV support

\[\forall(v_s, v_d) \in SD : D_{sd}^{c} > 0, \quad \forall v \in V_{\text{NFV}}, i = 1, 2, \ldots, n_c\]

Eq. (25) can be linearly represented as below.

\[
p_{v,i}^{sd} \leq a_{vi} \quad (31)
\]

\[
p_{v,i}^{sd} \leq \delta_{sd} \quad (32)
\]

\[
a_{vi} + \delta_{sd} - 1 \leq p_{v,i}^{sd} \quad (33)
\]

Eq. (26) can also be similarly represented.

C. Solution Scheme

The PP-SCS(c) are solved in a round-robin fashion, and the final RMP is solved as an ILP, as in [15], [16].

VI. Two-Phase Model

As already mentioned, we are solving this problem considering that each SC request chooses to map to one of multiple instances, which leads the model discussed in Section V to have quadratic constraints, reducing the scalability of the model. So, to avoid quadratic constraints, we develop a new solution approach consisting of two phases:

- Phase 1: We fix the number \( N_c \) of instances accepted per SC \( (N_c \) can go from 1 up to the number of demands for that SC), and then we group the traffic requests in \( N_c \) groups of requests. All the requests in a group are forced to use the same SC instance (Section VI-A). Then we pass the \( N_c \) instances as distinct SCs to the next phase.
- Phase 2: We solve the SC mapping problem with one single instance per SC based on the inputs of Phase 1. The solution of this simplified (linear, yet still very complex) problem is based on a column-generation-based decomposition model (Section VI-B).

As a result of Phase 1, we no longer have to account for traffic flows as part of a configuration. This happens because we partition the traffic flows in Phase 1, and so it becomes much easier to find the best possible configuration for each partition in the second phase. For the two-phase-model, the configuration is \( \gamma \). A chain configuration \( \gamma \) in the two-phase model is characterized by the following parameters:

- Location of functions: \( a_{vi} = 1 \) if \( i th\) function \( f_i \in c \) is located in \( v \) in configuration; 0 otherwise.
- Connectivity of locations: path from location of current VNF to next VNF in SC \( c \). If link \( \ell \) is used in the path from location of \( f_{\text{sigma}}(c) \) to location of \( f_{\text{sigma}+1}(c) \), then \( b_{i,\ell} = 1; 0 \) otherwise.

A. Phase 1: Shortest-Path Traffic Grouping (SPTG) Heuristic

Now, we propose a Shortest-Path Traffic Grouping (SPTG) heuristic, which forms \( N_c \) groups of node pairs for each SC (given by \( SD_{c} \)), to be given as input to the decomposition model in Section V that will treat them as distinct SC and decide the best SC mapping for each of the \( N_c \) node-pair groups. As a result, we will have a solution mapping multiple SC instances per SC.

The logic of the SPTG algorithm is that groups are formed among node pairs that share links along their shortest path(s). SPTG is designed to make the largest flows take shortest paths, the intuition being that, if largest flows take shortest paths, network resource consumption will be reduced. Details of SPTG approach can be found in Algorithm 1.

If Algorithm 1 terminates with \( SD_{c}^{L} = 0 \) and a number of groups that is \( < N_c \), partition some of the groups in order to reach \( N_c \) groups.
B. Phase 2: Column-Generation Approach

Since our definition of configurations (γ) has been simplified, CG becomes linear and faster.

1) Restricted Master Problem (RMP): Variables:
- \( z_\gamma = 1 \) if configuration \( \gamma \) is selected; 0 otherwise.
- \( x_v^{ci} = 1 \) if \( i \)th function of \( c \) is located in \( v \); 0 otherwise.
- \( y_{f_{\text{first}}(c), sd}^\ell \) = 1 if \( \ell \) is on path from \( v_s \) to location of first VNF in \( c \); 0 otherwise.
- \( y_{f_{\text{last}}(c), sd}^\ell \) = 1 if \( \ell \) is on path from location of last VNF in \( c \) to \( v_d \); 0 otherwise.
- \( h_v = 1 \) if \( v \) is used as a location for a VNF; 0 otherwise.

Objective: Minimize bandwidth consumed:

\[
\min \sum_{\gamma \in \Gamma} \left( \sum_{(s,d) \in SD} D_{sd} \right) z_\gamma + \sum_{c \in C} \sum_{\ell \in L} \sum_{(s,d) \in SD} D_{sd} (y_{f_{\text{first}}(c), sd}^\ell + y_{f_{\text{last}}(c), sd}^\ell) \tag{34}
\]

Total bandwidth consumed in placing multiple SCs depends on configuration \( \gamma \) selected for each SC \( c \). Each \( \gamma \) for \( c \) locates VNFs of \( c \) and gives the route to traverse these VNF locations. So, bandwidth consumed when going from \( v_s \) to \( v_d \) and traversing the SC depends on selected \( \gamma \).

Constraints:

\[
\sum_{\gamma \in \Gamma} z_\gamma = 1 \quad c \in C \tag{35}
\]

\[
\sum_{c \in C} \sum_{\gamma \in \Gamma} \sum_{(s,d) \in SD} D_{sd} (\sum_{i=1}^{n_c} a_{vi}^\gamma \delta_i n_f^\text{CORE}) z_\gamma \leq n_f^\text{CORE} v \in V_{\text{NVF}} \tag{36}
\]

\[
\sum_{c \in C} \sum_{(s,d) \in SD} \left( y_{f_{\text{first}}(c), sd}^\ell + y_{f_{\text{last}}(c), sd}^\ell + \sum_{i=1}^{n_c-1} b_{id}^i z_\gamma \right) \leq \text{CAP}_{\ell} \quad \ell \in L \tag{37}
\]

\[
\sum_{c \in C} a_{vi}^\gamma z_\gamma = x_v^{ci} f_i = F(c), c \in C, v \in V_{\text{NVF}} \tag{38}
\]

\[
M x_{vf} \geq \sum_{c \in C; f \in F} x_v^{ci} \geq x_{vf} \quad v \in V_{\text{NVF}}, f_i \in F \tag{39}
\]

\[
M h_v \geq \sum_{f \in F} x_{vf} \geq h_v \quad v \in V_{\text{NVF}} \tag{40}
\]

\[
\sum_{v \in V_{\text{NVF}}} h_v \leq K \tag{41}
\]

Constraints (35) guarantee that we select exactly one \( \gamma \) for SC \( c \) and force \( c \) to have a single instance. Each \( \gamma \) is associated with a set of \( a_{vi}^\gamma \) (from \( \text{PP} \_\text{SC}(c) \)) required to be consistent with \( x_v^{ci} \) in RMP, which is resolved by Eqs. (38).

Constraints (36) ensure that each NFV node has a sufficient number of CPU cores for hosting \( f \). Eq. (37) enforces link-capacity constraints for the complete route for SC \( c \) from \( v_s \) to \( v_d \) for all \( (v_s, v_d) \in SD : D_{sd} > 0 \).

Eq. (39) keeps track of VNF replicas. Eq. (40) keeps track of NFV nodes used for hosting VNFs while Eq. (41) enforces the number of NFV nodes allowed to host VNFs.

Route from \( v_s \) to first function location:

\[
\sum_{\ell \in \omega^+(v_s)} y_{f_{\text{first}}(c), sd}^\ell = 1 - x_v^{c,1} \quad c \in C, (v_s, v_d) \in SD : D_{sd} > 0 \tag{42}
\]

\[
\sum_{\ell \in \omega^-(v)} y_{f_{\text{first}}(c), sd}^\ell \geq x_v^{c,1} \quad c \in C, (v_s, v_d) \in SD : D_{sd} > 0, v \in V_{\text{NVF}} \setminus \{v_s\} \tag{43}
\]

\[
\sum_{\ell \in \omega^+(v)} y_{f_{\text{last}}(c), sd}^\ell - \sum_{\ell \in \omega^-(v)} y_{f_{\text{first}}(c), sd}^\ell = -x_v^{c,1} \quad c \in C, (v_s, v_d) \in SD : D_{sd} > 0, v \in V_{\text{NVF}} \setminus \{v_s\} \tag{44}
\]

\[
\sum_{\ell \in \omega^+(v)} y_{f_{\text{last}}(c), sd}^\ell - \sum_{\ell \in \omega^-(v)} y_{f_{\text{last}}(c), sd}^\ell = 0 \quad c \in C, (v_s, v_d) \in SD : D_{sd} > 0, v \in V \setminus (V_{\text{NVF}} \cup \{v_s\}) \tag{45}
\]

We assume that an unique route exists from \( v_s \) to first VNF location. This is imposed by selecting exactly one outgoing
link from \( v_s \) unless first VNF is located at \( v_s \). We account for these scenarios using Eq. (42). To find the route from \( v_s \) to first VNF, flow conservation needs to be enforced at the intermediate nodes which may or may not have NFV support. Eqs. (44) and (45) enforce flow-conservation constraints at nodes with and without NFV support, respectively.

We can enforce same functionality as Eqs. (42), (44), (45), and (43), on route from location of last VNF to \( v_d \). For the interested reader, similar details are provided in [17].

2) Pricing Problem: Mapping configurations for each SC \( c \) (\( c \in C \)) corresponds to the solution of pricing problems. The number of pricing problems to be solved equals the sum of the number of SC instances to be deployed.

Pricing problem \( PP_{SC}(c) \) generates: (i) A set of locations for VNFs of \( c \); and (ii) a sequence of paths from the location of VNF \( f_i \) to the location of VNF \( f_{i+1} \), for \( i = 1, 2, ..., n_c - 1 \) for chain \( c \). Each solution that is generated by \( PP_{SC}(c) \) with a negative reduced cost leads to a new potential \( \gamma \) for \( c \) of interest. Please see [17] for further details.

\[
\begin{align*}
\text{Variables:} \\
& a_{vi} = 1 \text{ if } i \text{th function } f_i \text{ of } c \text{ is located in } v \in V_{NFV} ; 0 \text{ otherwise.} \\
& b_{i\ell} = 1 \text{ if } \ell \text{ is on the path from location of } f_i \text{ to location of } f_{i+1} ; 0 \text{ otherwise.}
\end{align*}
\]

Objective: Minimize reduced cost of variable \( z_\gamma \):

\[
\begin{align*}
\text{[PP_{SC}(c)]} \quad \text{RED\_COST}_\gamma & = \text{COST}_\gamma - u^{(35)} \\
+ & \sum_{v \in V_{NFV}} u^{(36)}_{v} \sum_{(v_s, v_d) \in SD} D_{sd}^{c} \sum_{i=1}^{n_c} n_{f_i}^{\text{CORE}} a_{vi} \\
+ & \sum_{\ell \in L} \sum_{(v_s, v_d) \in SD} u^{(37)}_{v} D_{sd}^{c} \sum_{i=1}^{n_c-1} b_{i\ell} - \sum_{i=1}^{n_c} \sum_{v \in V_{NFV}} u^{(38)}_{v} c_i a_{vi}.
\end{align*}
\]

(46)

where RED\_COST value indicates whether an optimal \( \gamma \) for \( c \) has been found. A non-negative value of RED\_COST indicates optimality for our model.

Constraints:

\[
\sum_{(v_s, v_d) \in SD} D_{sd}^{c} \sum_{i=1}^{n_c} n_{f_i}^{\text{CORE}} d_{v} a_{vi} \leq n_{\text{CORE}} \quad v \in V_{NFV} \quad (47)
\]

\[
\sum_{(v_s, v_d) \in SD} D_{sd}^{c} \sum_{i=1}^{n_c-1} b_{i\ell} \leq \text{CAP}_\ell \quad \ell \in L \quad (48)
\]

Eqs. (47) and (48) are compute resource and capacity constraints, similar to those in RMP and are linear. The rest of the equations are the same as Eqs. (24) to (30) in Section V-B and perform the same function.

3) Solution Scheme: Same as in Section V-C.

VII. COMPARISON OF SOLUTION APPROACHES

To benchmark our solution approaches ILP, CG-ILP, and Two-Phase model, we use the All Shortest Path (ASP) calculation. ASP assumes that, in the best possible scenario, all traffic flows requiring a SC \( c \) will have a SC instance deployed on their shortest path. Thus, total bandwidth used will be equal to all traffic flows taking a shortest path.

Fig. 4 compares bandwidth consumption of our three ap-
Fig. 6: Bandwidth vs. number of NFV nodes in NSFNET and COST239 networks.

Table I: Service Chain Requirements [8]; Network Address Translator (NAT), Firewall (FW), Traffic Shaper (TM), WAN Optimization Controller (WOC), Intrusion Detection and Prevention System (IDPS), Video Optimization Controller (VOC).

| Service Chain      | Chained VNFs                  | %traffic |
|--------------------|-------------------------------|----------|
| Web Service        | NAT-FW-TM-WOC-IDPS            | 18.2%    |
| VoIP               | NAT-FW-TM-FW-NAT              | 11.8%    |
| Video Streaming    | NAT-FW-TM-VOC-IDPS            | 69.8%    |
| Online Gaming      | NAT-FW-VOC-WOC-IDPS           | 0.2%     |

VIII. ILLUSTRATIVE NUMERICAL EXAMPLES

A. Single Service Chain Scenario

We first tested our two-phase optimization process on a 14-node NSFNET WAN topology [17] with a complete traffic matrix, i.e., with traffic flows between all node pairs, assuming all nodes can be made NFV nodes. The link capacities are sufficient to support all flows. Each traffic flow is 1 Gbps and demands the same 5 VNF service chain (SC) for video streaming, as shown in Table I. Compute resource (CPU) at each node is sufficient to support traffic demand, which helps in determining the optimal location to deploy CPU cores and number of CPU cores at each location. The second run of the model is on an 11-node COST239 WAN topology [18] under the same specifications as above.

Figure 6(a) shows the bandwidth consumption as the number of SC instances increases. Here, we allow all nodes (K=14) to host VNFs. We find that, as number of deployed SC instances increases, bandwidth consumption decreases. With a higher number of instances, more groups of traffic node pairs are able to take short paths. We see that, at 38 instances, we achieve minimum possible bandwidth consumption, meaning all traffic flows are taking the shortest path. Note that number of traffic node pairs in the network is 182, requiring apriori up to 182 different instances (solving the problem for 182 instances would be equivalent to obtaining a solution with...
existing models as in [5][6][7]). Instead, our approach, with only 38 instances, achieves minimum bandwidth consumption. This is important as an operator may deploy multiple SCs and manage multiple instances per SC including routing flows to a particular SC instance. So, a lower number of instances will lower the orchestration overhead for the operator.

Fig. 7: CPU core distribution across K (NSFNET).

On the other hand, number of NFV nodes increases as number of SC instances increases. Indeed, as SC mappings become more distributed, more nodes are being used for hosting virtual functions. In Fig. 6(a), 11 nodes are NFV enabled for 38 different SC mappings. For a network operator, capital expenditure in making 11 out of 14 nodes capable of hosting VNFs is very high. So, operators may want to minimize the number of NFV nodes while also trying to reduce bandwidth consumption by using multiple SC mapping instances. This led us to explore how the bandwidth consumption varies when the numbers of NFV nodes are limited.

Fig. 8: Bandwidth used across R (NSFNET).

Figure 6(b) shows bandwidth consumption for SC mapping instances for various $K$ values. When $K = 1$, all traffic flows have to traverse the one node in the network; hence, number of instances does not affect bandwidth consumption. At $K = 2$, deploying more than 10 instances does not improve bandwidth utilization. For $K = 3$ and 35 instances, we are able to achieve close to 10% of the minimum bandwidth utilization. Similarly, at $K = 4$, we reach within 5% of the optimal bandwidth consumption. Bandwidth consumption comes to within 2% of the optimal when $K=5$ and 38 instances. Thus, we can achieve near-optimal bandwidth consumption by using a small number of instances and nodes.

Figures 6(c) and 6(d) corroborate our findings in Figs. 6(a) and 6(b) over COST239 network.

Fig. 9: Mean number of SC instances across varying number of traffic flows.

Fig. 10: Mean number of SC instances for uniform and skewed traffic.

Figure 7 shows amount of compute resources (CPU cores) and their location for different values of $K$, given that we know optimal number of SC instances required. CPU cores used by each VNF depends on VNF type and throughput required as shown in Table II. At $K = 1$, node 8 will be selected for deploying CPU cores. When $K = 2$, the best location for deploying CPU resources are nodes 8 and 6. Note that the
Table II: VNF requirements as per throughput [19].

| Application   | Throughput |
|---------------|------------|
|               | 1 Gbps     | 5 Gbps | 10 Gbps |
| NAT           | 1 CPU      | 1 CPU  | 2 CPUs  |
| IPsec VPN     | 1 CPU      | 2 CPUs | 4 CPUs  |
| Traffic Shaper| 1 CPU      | 8 CPUs | 16 CPUs |

traffic remains the same across $K=1$ and $K=2$, so the total amount of CPU cores used remain the same. However, when $K=2$, two nodes get selected as it reduces the total bandwidth consumption, and the distribution of CPU cores happens across nodes. We find that more nodes are selected for $K=3, 4, 5, 14$, and the compute resources become more distributed. At $K=14$, we find that only 7 nodes are used to host CPU cores, which means we need to have at max 7 NFV nodes to achieve ASP bandwidth consumption.

In the above results, we determine the number of SC instances required for each $K$ to get minimum bandwidth consumption. We define this count of SC instances to be optimal. Now, given this optimal number of SC instances, we want to observe the effect different number of replicas of VNFs ($R$) has on different $K$ values. Here, $R=14$ means all VNFs in the SC are allowed 14 replicas. Fig. 8 compares bandwidth used in NSFNET (when $K=1, 5, 14$) when different $R$ are allowed. We find that when $K=5, R=5$ our bandwidth consumption is close to ASP, implying that we require a small number of $K$ and $R$.

Figure 6(a) shows the number of SC instances required to achieve ASP bandwidth consumption when there are traffic flows between all traffic pairs. We call this a 100% traffic matrix fullness, i.e., all entries in the traffic matrix have been filled. Fig. 9 shows the mean number of SC instances required to reach ASP bandwidth consumption across different traffic matrix fullness percentages (percentage of entries that are filled in the traffic matrix) under the same traffic load. We find that the mean number of SC instances required to reach ASP bandwidth consumption increases as the traffic matrix fullness percentage increases for both COST239 and NSFNET.

All results until now assumed an uniform traffic distribution. However, traffic can be skewed. So, we skew the traffic load based on [20] (skewed based on population size of the nodes) for varying number of traffic flows (traffic matrix fullness percentage) and display the number of SC instances required to achieve ASP bandwidth consumption. We compare SPTG performance for uniform and skewed traffic in Fig. 10. We find that SPTG can achieve ASP bandwidth consumption for skewed traffic distribution for lower number of SC instances, especially as number of traffic flows increase.

B. Multiple Service Chain Scenario

In the previous subsection, we performed simulations where all traffic flows require the same service chain, i.e., all traffic requires the same VNFs. However, when traffic requires different service chains, not all VNFs are required by all traffic requests and the conclusions on a single SC may not hold. Hence, it becomes important to analyze the effect of varying the number of allowed VNF replicas ($R$) to focus on the role of each VNF on bandwidth consumption separately. In this subsection, we jointly deploy the four service chains in Table I for a total traffic load of 1 Tbps. The distribution of traffic across service chains follows realistic relative popularity of the four services (see last column in Table I). All four service chains are requested by all traffic pairs in the network, i.e., all four service chains have 100% traffic matrix fullness.

Figure 11(a) shows bandwidth consumption as SC instances increase for all SCs deployed in NSFNET. We find that 35 instances for each SC deployed is sufficient to achieve ASP bandwidth consumption. Number of NFV nodes used also does not vary much from previous result of Fig. 6(a).

We then analyze the effect of varying number of VNF replicas ($R$). Figure 12 shows the bandwidth consumed when $K=5$ and $R=1, 2, 3, 4, 5$. We reduce the number of replicas for a specified VNF to R while the remaining VNFs have R=K, i.e., R=5 here, for all the unspecified VNFs. So here, when $R=1$ for FW, that means the number of replicas allowed for FW is 1 while the other VNFs have replicas equal to K (here, $K=5$). We always see $R \leq K$ since a VNF can only be
allowed to replicated in $K$ locations at maximum. Note that some VNFs like FW and NAT are shared across all service chains, while others like WOC and VOC are only shared across two service chains. When $R = 1$ for FW and NAT, highest bandwidth consumption is experienced as these VNFs are shared across all four service chains. Conversely, when $R = 1$ for WOC, least bandwidth consumption is experienced since WOC is required by only 18.4% of total traffic. When $R = 2, 3, 4$, bandwidth consumption reduces as $R$ increases, and decrease in bandwidth consumption across VNFs for each $R$ is seen to be dependent on amount of traffic requiring the VNF. This relative deference in bandwidth consumption between VNFs reduces as $R$ increases. This happens as $R$ becomes a less salient parameter for bandwidth consumption as $R$ approaches $K$. At $R = 5$, bandwidth consumption is the same for all VNFs. This happens as when $R = 5$ for FW, $R$ values for the unspecified VNFs are also 5. Each column when $R = 5$ represents the same situation where all VNFs used are allowed 5 replicas. We find that when $K = 5$, $R = 5$ (when all VNFs have 5 replicas) is sufficient for achieving close to ASP bandwidth consumption.

**C. Scalability**

Scalability of a solution determines its applicability in real scenarios. So, we show mean run times of our Two-Phase model for networks of different sizes in Table III. Run time is the second phase ($CG + ILP$) execution time. First phase ($SPTG$) execution times were excluded as they were found to be negligible compared to second phase. Note that the Two-Phase model scales well for all networks.

**TABLE III: Mean run time across networks (in seconds).**

| Network       | Nodes | Links | Mean Time (s) |
|---------------|-------|-------|--------------|
| COST239       | 11    | 44    | 12.1         |
| NSFNET        | 14    | 40    | 14.2         |
| EON[21]       | 16    | 46    | 25.5         |
| JAPAN         | 19    | 62    | 225.3        |
| US24[22]      | 24    | 86    | 755.9        |
| GERMANY[9]    | 50    | 176   | 108000       |

**Fig. 12:** Bandwidth consumed for varying VNF replica ($R$) for $K = 5$ (NSFNET).

IX. **Conclusion**

We introduce the problem of multiple service chain (SC) mapping with multiple SC instances in presence of highly-populated traffic demands. We developed a Two-Phase model, based on a column-generation model along with a Shortest-Path Traffic Grouping (SPTG) heuristic which results in a scalable linear model, thereby solving this complex problem in a relatively small amount of time. Further, we demonstrate that a near-optimal network resource consumption can be achieved with a relatively small number of SC instances, NFV nodes, and VNF replicas for a 100% populated traffic matrix. This is critical to reduce the network operator’s orchestration overhead and capital expenditures.
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