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Abstract—While artificial-intelligence-based methods suffer from lack of transparency, rule-based methods dominate in safety-critical systems. Yet, the latter cannot compete with the first ones in robustness to multiple requirements, for instance, simultaneously addressing safety, comfort, and efficiency. Hence, to benefit from both methods they must be joined in a single system. This paper proposes a decision making and control framework, which profits from advantages of both the rule- and machine-learning-based techniques while compensating for their disadvantages. The proposed method embodies two controllers operating in parallel, called Safety and Learned. A rule-based switching logic selects one of the actions transmitted from both controllers. The Safety controller is prioritized every time, when the Learned one does not meet the safety constraint, and also directly participates in the safe Learned controller training. Decision making and control in autonomous driving is chosen as the system case study, where an autonomous vehicle learns a multi-task policy to safely cross an unprotected intersection. Multiple requirements (i.e., safety, efficiency, and comfort) are set for vehicle operation. A numerical simulation is performed for the proposed framework validation, where its ability to satisfy the requirements and robustness to changing environment is successfully demonstrated.
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I. INTRODUCTION

A HUMAN being is prone to fatigue, drowsiness, distraction and many other human-factor-based characteristics that often lead to dramatic accidents. Artificial Intelligence, however, has a great potential to replace people in safety-critical decision making and control systems, where human-factor-induced mistakes are no longer acceptable. Artificial Intelligence in many ways mimics human learning with knowledge acquisition and skill refinement [1].

Machine Learning (ML)-based systems, however, suffer from lack of decision process transparency (i.e., they commonly serve as "black-box") [2]. Hence, these methods often experience challenges in safety-critical applications, such as Autonomous Vehicle (AV), because it is of great importance to track every part of an autonomous decision making and control to prevent accidents induced by design or optimization errors. Nevertheless, ML is robust to complexity and capable of efficient policy generalization and scalability [3].

On the contrary, Rule-Based (RB) methods dominate in safety-critical systems. This is primarily thanks to "readability" characteristic: they are qualified for transparent and understandable decision making and control definition. Since human knowledge is implicit [4], RB methods in comparison to ML, fail in fulfilling multiple independent criteria (e.g., safety, efficiency, comfort) and complex scalability of a plant or in accounting for uncertainties. Furthermore, design of universal handcrafted rules is extremely complicated and prone to hidden errors [5].

Combining RL and ML methods aims at utilizing strong parts of each technique in sophisticated plant, where both transparency and scalability are required. Incorporation of RB safety constraints in ML unlocks learning control of safety-critical systems [4]. Yet, a comprehensive decision making and control architecture that reaches multiple plant performance requirements, which ensures not only safe utilization of an ML model but also allows for safe training of the agent, is desired today [6].

The main contributions of this paper are three-fold:

- A safety-critical decision making and control framework combining RB and ML techniques (Fig. 1) is proposed, which gains from the advantages of both (i.e., transparency and scalability), where safety requirements of the
system are fulfilled not only during the model utilization but also while training.

- The ML-based controller is designed to concurrently address multiple requirements (i.e., safety, comfort, and efficiency), while active in parallel RB. Safety controller ensures safety at any cost and also facilitates continuous learning and ML policy enhancement in the long term.

- The proposed framework is adapted to and validated on AV performing a safety-critical unprotected left-turn maneuver on cross-intersection learning a multi-task policy.

The rest of the paper is structured in the following way. Section II analyses related works and lists the distinctive elements of the proposed framework with respect to them. Section III describes the developed system. A case study on AV application is explained in Section IV. The training results of the Learned controller are shown in Section V. Section VI is dedicated to framework’s experimental verification. The paper is concluded in Section VII.

II. RELATED WORKS

The related works in the area can be categorized to hybrid methods (the ML approaches are accompanied by RB or computational intelligence algorithms), game theoretic (GT), (deep) Reinforcement Learning (RL) (relies on expert’s knowledge expressed in reward functions), and safe RL.

1) Hybrid methods: Computational intelligence community has addressed in depth the challenge of combining RB and ML [6]. A parameter setting mechanism for a RB evolutionary ML system that is capable of finding the adequate parameter value for a wide variety of synthetic classification problems with binary attributes is presented in [7]. He et al. [8] promoted an on-line RB classifier learning framework on dynamically added unlabeled data. Lexicographic Optimization-based model predictive controller ethical decision making system was presented in [9]. The mentioned solutions are powerful in algorithm transparency and continuous optimization, yet they are not solving problem of scalability, what is essential in modern robotic systems, especially, when complexity of the system constantly increases.

Fuzzy Logic (FL) is a powerful tool in modeling expert’s knowledge. Eventually, FL was efficiently incorporated with other ML methods [10]. A hybrid learning algorithm includes training data set with type-2 FL. Artificial Neural Network (ANN) [11]. In [12], the parameters of type-2 FL system were trained using extended Kalman filter. The RL proves to be one of the most powerful tools for optimizing a controller [13]. Another FL Q-learning method was tested on a complex cooperative multi-agent system [14]. Nevertheless, satisfying multiple requirements of the process is still challenging for these systems. Also, they are mainly used in controller tuning rather than decision making system development.

2) Game theory: Coming from economics discipline, the cooperative and non-cooperative GT is widely used as a decision making system in complex multi-agent environments for simultaneously addressing safety, rapidity, and comfort indicators [15]. A GT-based controllers for safety-critical AV's trajectory following were developed in [17]. A GT model based on the concept of Nash equilibrium was also widely used in decision making [18]. The biggest bottleneck in applying GT in practice is an uncertainties induced by other agents behavior prediction. This becomes especially challenging in safety-critical systems. Regarding for example AV, vehicle-to-vehicle communication, what noticeably improves accuracy of the prediction, is still futuristic, not to mention that the first AVs will operated in mixed traffic.

3) (Deep) reinforcement learning: An ANN trained with RL is widely used as a decision making and control model. A popular approach is to shape the ANN parameters directly from a human expert’s knowledge [19]. More advanced methods combine RL with evolutionary computation [20] or model predictive control [21]. A RL-based online evolving framework is proposed to detect and revise a controller’s imperfect decision-making in advance in [22]. Deep RL is characterized with performance enhancement on complex tasks [24]. Hoe et al. [23] developed a general framework for tactical decision making, which combines the concepts of planning and learning. In [25], a model-free RL in challenging urban AV driving scenarios was developed. A comprehensive survey on deep RL on AV can be found in [24]. Although demonstrated results are promising, all mentioned approaches are not applicable in safety-critical systems. Namely, they allowed the agent to make mistakes while training in order to learn, how not to make mistakes in model exploitation. For AV, for example, it means that it will need to collide multiple iterations to learn that the collision must be avoided. This is not practically feasible, because the cost of the training will be very high, let alone injuries and deaths it will lead to during the training, unless a safety driver is added for ensuring RL’s safe action [26], what in fact only increases the cost of the system.

4) Safe (deep) reinforcement learning: Ultimately, research evolved in a novel direction on exploring safe (deep) RL techniques. The scholars in [27] investigated how to use prediction for safe learning. Addressing the challenges of existing RB and RL approaches, a modular decision making algorithm was proposed in [28]. A safety system consisting of two models (i.e., RB heuristic module, and data-driven ML-based one) was described in [29]. A safe RL algorithm, The Parallel Constrained Policy Optimization, that ensures the policy is safe in the learning process and improves the convergence speed was described in [30]. A model-free offline RL-based approach with incorporated safety verification was developed in [31]. Deep RL must be also concerned about safety. A combination of deep RL with expert’s demonstration applied to AV’s motion control was presented [32]. In [33], an adversarial deep RL for robust control considering safety and security was proposed. Authors in [34] developed a safety-based controller using an artificial potential field for deep RL. In safe RL, safety supervisors, e.g., human driver models, are utilized for safe exploration and exploitation assurance. These models intend to predict human behavior, and hence, minimize the level of uncertainty. However, these works surprisingly report a number of collisions after the training. This means that the methods are not able to ensure safety even after a model
converges, not to mention during the training. Therefore, they are only approximately safe \[30\].

Furthermore, most of the decision making and control systems are expected to meet multiple independent requirements. For instance, incorporation of a human decision making model in RL for safe and efficient plant control was described in \[35\], which is built on data gathered from human performance. In \[36\], the RL learned comfortable and safe control in multi-agent scenario. In \[37\], multiple features, such as safety, efficiency, and comfort, were tackled in velocity control developed with deep RL. Xu et al. \[38\] developed a RL approach with value function approximation and feature learning for autonomous decision making of intelligent vehicles simultaneously considering safety, smoothness, and speediness.

5) **Distinctive features of the proposed framework**: In this paper, a safety-critical decision making and control framework (Fig. 1) is proposed, which with respect to related works has the following features at once:

- with transparently defined RB model guarantees safety not only after learned model convergence, but likewise during the training procedure;
- unlocks a multi-task policy learning or an existing one improvement over time, hence, reaction on uncertainty of the system;
- validated in AV case study, supports scalability: not only safety of the AV and environment, but provides efficiency and comfort at the same time.

### III. Decision-Making and Control System

The proposed decision making and control system is presented as a block scheme in Fig. 1. It is composed of two main parts: learning algorithm and controller with a decision making switching logic. After successful learned controller convergence, the learning algorithm may be turned off from the loop. In fact, it may also remain for continuous learning purpose.

**Remark 1**: In this paper, due to the nature of the case study, continuous learning is not explored. Hence, the learning algorithm is removed from the loop after the training procedure.

#### A. Controller

The controller contains two controllers: the Safety and the Learned ones. The first controller tends to guarantee overall system safety under any situation. Therefore, to ensure its robustness and functionality it is designed as a rule- or model-based function. The Safety controller prioritizes safety, thus, it may easily sacrifice all together efficiency and comfort.

The Learned controller is a data-based model, for instance, ANN. It requires either preliminary collected data or a random data sample approach, e.g., RL. The latter is in particular highlighted in Fig. 1 which includes Reward function that modifies the shape of the Learned controller after each time step \(t\). The Safety controller also participates in Learned controller training via additional state of the system.

The controller serves as a closed-loop control scheme. It receives error \(e_s\) calculated as a difference between reference state \(s^{ref}\) and actual state \(s\) at time \(t\). The \(s\) consists of one or multiple variables that are directly measured by appropriate sensors or estimated from available signals. The controller releases control signal or action \(a\) straight to the Plant.

The Safety and the Learned controllers simultaneously function in parallel, they output safe \(a^{safe}\) and learned \(a^{learn}\) actions, respectively. However, only one signal is fed to the Plant at each iteration. The decision upon selected \(a\) is made in switching logic sub-block, which is an essential part of the described controller.

The switching logic requires both controllers’ actions and the state of the plant as the inputs. Depending on the \(s\) it decides, which one of the two control actions will proceed to the Plant. The block prioritizes \(a^{learn}\) every time, when it does not conflict with the \(a^{safe}\), because according to the strategy described in the next Section, the reward function also includes a penalty for Safety controller activation. Therefore, in short, the switching logic allows the Learned controller for learning a policy on how to select an action, which does not lead to Safety controller activation.

Ultimately, despite its utilization during the training procedure, the switching logic remains effective during the controller exploitation. This is important in case when the Learned controller transmits \(a^{learn}\), which is not in compliance with required safety on current \(s\). This may happen, when, e.g., the controller observes from the Plant a completely unfamiliar state. Thus, it does not secure safe \(a\). In this case, the switching logic will simply select \(a^{safe}\). If the learning algorithm remains in the loop, the Learned controller may be, therefore, adjusted accordingly to the new observed state. This, in turn, allows the Learned controller to act as a “black-box” in the system, because, when the trained policy does not meet the safety expectations, the switching logic simply uses the Safety controller.

#### B. Learning Algorithm

The task of the learning algorithm is to re-shape the Learned controller to make it perform in accordance to desired specifications. For example, in RL, these specifications are defined as a combination of reward and penalty functions or other similar constraints. Hence, the learning algorithm inputs state and additional feedback from switching logic block \(s^*\).

The output signal is cumulative reward \(r\), which plays a major role in the Learned controller training.

The reward evaluates the state and informs the Learned controller about the results of its action. In the framework of the RL, the Learned controller tries to maximize its reward via sampling different actions. Ideally, the Reward function contains safe, comfortable, efficient, and other performance requirements concurrently.

### IV. Case Study

In this paper, a safety-critical maneuver of an AV is studied on proposed decision making and control system application. The case study scene is introduced in Fig. 2. The ego (approaching from the south) is an AV. It attends to perform an
unprotected left turn maneuver on cross-intersection with a mixed traffic environment, where no vehicle-to-vehicle communication is expected. It interacts with a non-AV arriving from norther leg of the intersection (the non-AV will be called north).

According to the road segment traffic rules, the north has a passing priority as it drives straight. Thus, the AV must yield to the non-AV. However, it is not the best option to stop in the middle of the road waiting for the north to clear out the path. Also, it is not the most efficient way to wait before the entrance of the intersection, and enter it only when there are no other conflicting vehicles approaching from the other legs.

Therefore, an optimal way to control the motion of the ego AV is to apply an appropriate speed to pass the intersection not going too slow to stop nor too fast to conflict with the path of the non-AV. Furthermore, both the north and the ego arrive at the intersection in different moments (i.e., various north path of the non-AV). Additionally, both the north and the ego are not going too slow to stop nor too fast to conflict with the path of the non-AV. Thus, the AV must yield to the north when there is enough time before the north appears or later: the decision making becomes multi-task. It means that on some states ego shall yield to the north, on other states, when there is enough time before the north and it is safe, it can simply pass in front of the north.

In short, a number of requirements is set to agent performance:

- maintain safety at all costs, i.e., avoid collisions (safety);
- pass the intersection as fast as possible and if capable avoid stopping (efficiency);
- maintain desired accelerations, i.e., both lateral and longitudinal (comfort);
- follow a desired trajectory (safety, efficiency).

Contemporaneously fulfilling all of the listed requirements makes the problem very complicated and challenging to solve it only with a list of well defined rules. At the same time, they can be easily expressed as separate cost or reward functions in RL. And the learning algorithm converges the ANN in compliance with the necessary demands.

The case study control block scheme, which is compiled of RL as the learning algorithm and Proportional-Integral-Derivative (PID) and ANN combination as the controller is presented in Fig. 3. The switching logic is an emergency braking Advanced Driver Assistance System (ADAS). It is designed with a set of rigorously defined rules.

| Controller | $e_k$ | $k_p$ | $k_i$ | $k_d$ | control signal |
|------------|-------|-------|-------|-------|---------------|
| $PID_b$    | $a_{lim}^{max} - a_{lim}^e$ | 0.3   | 0.40  | 0.100 | [0 0.1]       |
| $PID_{th}$ | $v_{lim}^e - v_{lim}^e$   | 1.5   | 0.05  | 0.002 | [0 0.07]      |
| $PID_{lka}$| $lka$            | 0.2   | 0.01  | 0.020 | [-1 0 1]      |

A. Controller

1) Safety controller: $PID_b$: For a Safety controller a traditional PID one is used. Its task is to control braking pedal displacement. The braking controller $PID_b$ compares actual ego AV’s longitudinal deceleration $a_{lim}^e$ with desired maximum deceleration rate $a_{lim}^{max}$, selected, e.g., by a user or vehicle manufacturer. The action signal is normalized between [0 1]. The PID control rule is calculated as follows:

$$u_t = k_p e_t + k_i \int e_t \ dt + k_d \frac{d}{dt} e_t,$$

where $u$ is output, $e$ and $de/dt$ are input error and its time derivative, $k_p$, $k_i$, and $k_d$ are proportional, integral, and derivative coefficients, respectively. Simulation frequency $dt$ is 50 Hz.

Apart from braking controller, the ego also accommodates throttle $PID_{th}$ and Lane-Keeping Ability (LKA) $PID_{lka}$ controllers. The first one tends to accelerate the AV to reference speed limit $v_{lim}^{th}$, which is defined by the road segment. The second $PID_{lka}$ takes care of defined trajectory following via manipulating a steering wheel. In this paper, a search algorithm $A^*$ is used to generate a set of waypoints the AV follows to reach its final destination. Selected PID gains, error variables, and control signal bounds are listed in Table I.

2) Learned controller: ANN: The Learned controller is an ANN, which is shaped during the training phase by the learning algorithm. Ideally the AI-based model learns multi-task action $a_{learn}^t$, yield or cut, depending on the time step the north approaches the intersection. Hence, the ANN must be large enough to guarantee its multi-task response.

After several experiments, the size of the feedforward ANN was established with three hidden layers of 128 neurons in each one. The activation function of the input is rectified linear unit. The ANN input layer receives the state $s$ directly from the Plant (i.e., ego AV), and its continuous output layer’s control

Fig. 2: Case study scene: unprotected left turn.

Fig. 3: Decision making and control system block scheme: rule-based emergency braking ADAS and RL-based trained ANN.

TABLE I: PID controllers


Algorithm 1: Rule-based emergency braking ADAS

Data: ego AV’s velocity \( v^e \) and location \((x^e, y^e)\); north vehicle’s velocity \( v^n \) and location \((x^n, y^n)\); conflict waypoint coordinates \((x^c, y^c)\); ego AV’s route waypoints; intersection geometry and traffic rules including speed limit \( v^{lim} \); AV’s final velocity \( v_f \) (0 at full stop); maximum longitudinal acceleration \( a^a_{lon} \), AV’s lane-keeping ability \( lka \); control signals from Safe (PID\(_h\)) and Learned (ANN) controllers \( a^{safe} \) and \( a^{learn} \), correspondingly.

Note: superscripts \( e \) and \( n \) refer to ego and north vehicles, accordingly.

Result: Longitudinal behaviour (braking or accelerating) for AV

\[
\begin{align*}
\text{steer}^e & \leftarrow P I D^e_{\text{th}}(lka); \\
\text{throttle}^e & \leftarrow P I D^e_{\text{th}}(v^{lim} - v^e); \\
\text{brake}^e & \leftarrow 0;
\end{align*}
\]

while ego and north are both at intersection do

for each time step \( t \) do

\[
\begin{align*}
TTR^e_t & \leftarrow \text{Eq.}\,(2); \\
TTR^n_t & \leftarrow \text{Eq.}\,(2); \\
\text{if } & TTR^n_t - TTR^e_t > \text{threshold} \text{ then}
\begin{align*}
& v_{i_t} \leftarrow v^e_t; \\
& d_{safe}^e \leftarrow \text{Eq.}\,(3)
\end{align*}
\text{if } d_{safe}^e < d^e_c \text{ then}
\begin{align*}
& a_t \leftarrow a^{safe}_t; \\
& \text{else}
& a_t \leftarrow a^{learn}_t;
\end{align*}
\text{else}
& a_t \leftarrow a^{learn}_t;
\end{align*}
\]

signal is a throttle pedal displacement normalized inside [0 1]. The activation function of the output layer is \( \tanh \).

3) Switching logic: emergency braking ADAS: The core element of the controller is the switching logic (Fig. 1). For the case study, the goal of the switching logic is to select a safe action \( a^{safe} \), which ensures collision avoidance with the north non-AV. The safe action must be only applied, when the algorithm identifies that under current state the collision with other non-AV is inevitable.

During unprotected left turn exists a potential conflict point, where collision may happen between the ego and the north. This waypoint \((x^c, y^c)\) is highlighted with red color in Fig. 2. This conflict location is extracted from high definition maps whenever two vehicles are meeting at an intersection. When two car cross an intersection they always have at least one location, where they share the same waypoint from their globally planned trajectories.

As the routes of the vehicles inter-cross at the intersection in a given case study, the conflict waypoint belongs to the list of waypoints the AV and the north follow. It is an approximate location, where the ego’s path conflicts with the north’s one, if both vehicles follow the traffic rules and remain in their driving lanes. The conflict waypoint is extracted from a static information about the intersection (i.e., shape, type, rules, etc.). The vehicles must not meet at this location, thus, if necessary, the ego must stop before the conflict waypoint to yield to the north, or pass before the north reaches it. In this case study, the switching logic takes form of an emergency braking ADAS presented in Algorithm 1.

When the AV enters an intersection, the time-to-reach (TTR) variable is calculated for both ego and north, which depends on their location and speed they are traveling with. The TTR is widely used for maneuver safety assessment [39], in vehicle safety systems like adaptive cruise control and collision avoidance. This index allows for estimating time when two moving objects will collide given their routes intersect. The simplified way to calculate TTR is as follows:

\[
TTR = \frac{d_c}{v},
\]

where \( d_c \) is a distance to conflict waypoint (red point in Fig. 2) from vehicle’s current location, \( v \) is car’s velocity.

The distance \( d_c \) is calculated as a summations of the Euclidean distance formulations between proceeding waypoints. Therefore, it is also applicable for the ego that travels curved trajectory during the left turn.

In general, the TTR index points at time period a vehicle will reach a specific location at its route with a given speed. When two vehicles has a potential to collide due to the inter-cross of the trajectories, the TTR can be used to assess, how much time does each car need to reach the conflict location? Hence, the difference between two values (i.e., difference between the TTR’s of the ego and the north) can be used to evaluate probable collision at given speeds. A threshold is introduced to evaluate, if the AV has enough time to cut in front of the non-AV.

The emergency braking ADAS ensures that the AV will stop before the waypoint prior the conflict one by applying safe action, when cutting is not an option. For this, it calculates the minimum safe distance \( d_{safe} \), from where the AV must always switch to the Safe controller and apply the \( a^{safe} \) to ensure braking at maximum desired rate and not further away from the waypoint located right before the conflict one. The following formula is used:

\[
d_{safe} = \frac{v_i^2 - v_f^2}{2a_{lon}^{max}},
\]

where \( a_{lon}^{max} \) is a maximum longitudinal acceleration rate, \( v_i \) and \( v_f \) are AV’s initial and final velocities, respectfully. Initial velocity is ego’s speed \( v^e \) in Algorithm 1.

The minimum safe distance is then extracted to the sum of the Euclidean distances between proceeding waypoints of the ego’s route, what enables to account for curved trajectory of the AV. As a result, the ego knows exact location on its path from where to apply brakes for stopping in front of the conflict waypoint at the intersection. For instance, assume that \( s_{safe} \) is 10 m, and the distance between each AV’s trajectory waypoints is 2 m. Hence, neglecting lateral dynamics of the vehicle, the ego will apply emergency braking 5 waypoints away from the desired stopping location (e.g., 1 waypoint before the conflicting one).
B. Learning Algorithm

that multiple requirements must be taken into consideration, or design from scratch the reward functions. Moreover, if hyperparameters may be applied, the user still must adjust the reward functions. While, for some problems the default method that updates policy using a surrogate loss function to be robust to hyperparameters’ initialization. It is a policy gradient one of the most popular RL algorithms, because it proved to be an effective approach to finding the optimal policy.

The PPO is a control action at time step $t$, the learned controller action $a_{learn}$ is sent to the Plant. The ADAS reward $R_{ADAS}$ gives a penalty for activation of the Safety controller:

$$\begin{align*}
R_{ADAS_t} &= \begin{cases}
-25 & \text{if } a_t = a_{safety} \\
0 & \text{if } a_t = a_{safety}^t
\end{cases} \quad (4)
\end{align*}$$

All the rest of the rewards related to velocity $R_v$, LKA $R_{lka}$, longitudinal $R_{lon}$ and lateral $R_{lat}$ accelerations are drawn in Fig. 4. The final cumulative reward $r$ is expressed as a summation of all five rewards:

$$r_t = R_{ADAS_t} + R_{lka_t} + R_{v_t} + R_{lon_t} + R_{lat_t} \quad (5)$$

The AV velocity reward (Fig. 4a) requires a speed limit of the road section. In this case study, the value is limited to 25 km/h. The maximum reward is given, when the AV reaches it. In addition, to motivate the AV to move as fast as feasible, yet not exceeding the speed limit, the reward decreases with the velocity descent. Furthermore, the reward also outputs penalty for very low speeds, below 5 km/h in this design. Finally, the reward allows speeding, but only up to 5 km/h higher than the road section. In this case study, the value is limited to 25 km/h. The maximum reward is given, when the AV reaches it. In addition, to motivate the AV to move as fast as feasible, yet not exceeding the speed limit, the reward decreases with the velocity descent. Furthermore, the reward also outputs penalty for very low speeds, below 5 km/h in this design. Finally, the reward allows speeding, but only up to 5 km/h higher than the road speed limit. The AV’s speed over 35 km/h (speed limit plus allowed speeding) gives a penalty.

Another reward that is responsible for safety is LKA (Fig. 4b). It allows for 1.5 meters of AV’s center deviation from the middle line of its trajectory to the left or to the right sides. While, $PID_{lka}$, which is not a part of the Learned controller, is responsible for LKA maneuver, the action of the controller $a_{learn}$ directly affects the stability of lateral control. Hence, the LKA reward slightly contributes to ensuring that the ANN will find an action, which will not negatively impact the lateral control of the car (i.e., the stability will be preserved).

At last, the rewards responsible for the comfort of the maneuver, longitudinal (Fig. 4c) and lateral (Fig. 4d)
TABLE II: PPO Hyperparameters

| Parameter                          | Value          |
|-----------------------------------|----------------|
| Discount factor                   | 0.99           |
| Horizon                           | 128            |
| Entropy coefficient               | 0.01           |
| Learning rate                     | 0.00025        |
| Value function coefficient        | 0.5            |
| Maximum value for the gradient clipping | 0.5        |
| Clip range                        | 0.2            |
| Lambda                            | 0.9            |
| Number of training minibatches    | 4              |
| Number of epoch                   | 4              |
| Time steps                        | 1 200 000      |
| Number of hidden units per layer  | [128, 128, 128]|
| Optimizer                         | Adam           |
| Normalization                     | Observation and reward |
| Non-linearity                     | $Tanh$         |

Accelerations are proposed. They are limited to the general guidance of passenger vehicle comfort \cite{40}, namely $5 \text{ m/s}^2$ and $3 \text{ m/s}^2$ for longitudinal and lateral accelerations, respectively.

V. TRAINING RESULTS

A. Simulation Environment

For the case study of the decision making and control system an open source CARLA simulator (0.9.5) \cite{42} running on Linux operating system was used. The simulator allows for testing various complex scenes under different weather and road conditions. The simulator appeared to be applicable for AV algorithms numerical validation. It has a client-server architecture, whereas the client is implemented in Python programming language. The motion of the vehicle is regulated applying steering, acceleration, and braking commands.

The RL-based ANN is trained with Stable Baselines open source library \cite{43} created in the robotics lab U2IS (INRIA Flowers team) at ENSTA-ParisTech (Paris, France). The library allows for utilizing state-of-the-art RL algorithms directly in custom environment with custom or default policies. In this case study, the RL algorithm PPO was applied due to its simplicity and effectiveness in solving various complex control and decision making problems \cite{41}.

The hyperparameters selection is very important for training efficacy for every RL algorithm. For this, the recommendations from \cite{44} were carefully studied. Indicatively, the chosen values for PPO algorithm along with the ANN hyperparameters are listed in Table II.

B. Training Results

The training results of the cumulative reward and individual rewards are demonstrated in Fig. 5. The non-normalized cumulative reward (Fig. 5a) is the main criteria for learned model validation. Ideally, during successful learning it remains as large as possible. However, sometimes the ANN explores new actions that lead to Safety controller activation, and the cumulative value drops down noticeably.

As the ADAS reward (Fig. 5b) is a penalty for activating the emergency braking system, the algorithm is motivated not to involve it. During the first 220 000 ms the RL explores on AV’s speed maximization (Fig. 5d). However, lateral acceleration reward dramatically decreases in these cases (Fig. 5f). Hence, the algorithm finds optimal solution to satisfy both requirements. Finally, by the end of the training, the learned behavior minimizes the mistakes made by LKA (Fig. 5c), reduces the influence of lateral (Fig. 5f) and longitudinal (Fig. 5e) accelerations, and identifies the maximum possible velocity (Fig. 5d) of the AV.
VI. Evaluation Results

In the case study, the AV learns multi-task policy. Conditioned by the input state, it selects a policy action either to cut in front of the north or yield to it. The north drives in the autopilot mode embedded in the simulator. In this mode, however, the function of yielding to other vehicles is turned off. To demonstrate robustness of the multi-task ANN, the results for different states are presented next.

Remark 3: The lateral control (i.e., LKA and steering wheel control signal from PID_{elka}) is not submitted in this paper, because it is not a part of the examined decision making and control system.

A. Policy 1 - Cutting

The experimental results of the ego AV cutting in front of the north non-AV are shown in Fig. 6. The north appears late at the intersection, what gives the AV an opportunity not to wait, and safely cross the intersection in front of the non-AV.

In Fig. 6a, the control signals (i.e., actions a_{learn} - throttle and a_{safe} - brake) are drawn. It is clearly seen that the brake signal, the a_{safe} delivered from PID_{b}, is not activated during the whole maneuver, symbolizing that the ANN learned the policy action, which avoids the situations, where the emergency braking ADAS is switched on. Furthermore, the output of the Learned controller is a smooth continuous action controlling the throttle pedal.

In Fig. 6b, the vehicles’ velocities are presented. The north vehicle travels without significant speed change. It symbolizes that it did not need to stop in front of the ego to let it drive ahead. Despite it was demanded by the reward function (Fig. 4a), the velocity of the ego AV is much below the speed limit of the road segment (i.e., 6.9 m/s or 25 km/h). This is because during the optimization the AV looks for maximization of a cumulative reward. Because it is not always feasible to reach the maximum possible cumulative reward, the ego sacrifices velocity in order to fulfill the requirements set by other training constraints, namely activation of the Safety controller or lateral and longitudinal accelerations.

In addition, although the throttle pedal is positive and the braking one - zero (Fig. 6a), the velocity of the AV slightly decreases during a short period at the intersection. This is due to vehicle dynamics model embedded in the simulator, namely the requested driving torque (i.e., throttle pedal) is not enough to overcome the friction forces, and, thus, the velocity of the AV decreases. Though, the trained Agent accounts for the vehicle dynamics without knowing precise plant model.

The longitudinal and lateral accelerations of the ego vehicle are plotted in Fig. 6c. In accordance to the set requirements (i.e., 5 m/s² for longitudinal and 3 m/s² for lateral) the ANN tries to keep the AV inside of them. While the performance of the AV for the longitudinal acceleration is within the acceptable range, the lateral counterpart still scarcely valuates its requirements boundaries.

B. Policy 2 - Yielding

For additional method’s robustness demonstration two cases on yielding to the north are reported. It is essential for revealing the influence of state differences on ANN’s response. Namely, the non-AV arrives at the intersection at different times, however, in both cases the AV does not have enough time to safely cut in front of the north. Therefore, it must adjust the speed and preferably not to fully stop in the middle of the intersection as it is demanded by the reward function during the training stage.

For robustness two cases are presented in Fig. 7 and Fig. 8. Again, it can be noticed that in both runs, the braking signal coming from the Safety controller was not requested (Fig. 7a and Fig. 8a). Moreover, the throttle control signal from the learned ANN is smooth and continuous.

The velocity plots are displayed in Fig. 7b and Fig. 8b. The differences between two cases are recognized here. While the north maintains its speed in both cases, the ego is able to cross the intersection without a full stop in the first case study (Fig. 7b). However, in the second demonstration (Fig. 8b), the AV drops the speed to a full stop for a few milliseconds allowing the non-AV to pass and then immediately accelerates to the desired speed. This shows that the north arrives at the
Fig. 7: Experimental results on yielding to the *north* car state 1: (a) control signals; (b) speeds; (c) accelerations (the horizontal dashed lines emphasize the training constraints for longitudinal and lateral accelerations). The vertical dashed lines highlight the period, when the AV is at the intersection.

Lastly, the longitudinal and lateral acceleration rates prove the smooth and comfortable maneuver for the passengers of the AV in studied examples (Fig. 7c and Fig. 8c). Both variables are inside the required limits leading to protection against the aggressive performance, and lane following stability maintenance.

In short, both cutting and yielding operations demonstrate ANN’s ability to learn multi-task policy. Furthermore, the simulation results illustrate the proposed system’s ability to satisfy multiple requirements set by the user, e.g., safety, efficiency, and comfort. Hence, the provided method is especially useful in solving complex multi-task decision making and control challenges.

**Remark 4:** As it is suggested in [43], a longer training may lead to more accurate policy that even better satisfies multiple requirements, e.g., lateral acceleration in cutting scenario. The purpose of this paper, however, is only a proof of concept of the proposed decision making and control framework, where detailed study on hyperparameters adjustment in the *learning algorithm* is out of scope in current study.

### C. Switching Logic Impact Demonstration

To demonstrate the positive impact of the *switching logic* participation in the Learned controller training, one additional ANN model was trained. The emergency braking ADAS reward $R_{ADAS}$ transmitted from the *switching logic* was removed from Eq. 5. For comparative analysis purpose the results are delivered in Fig. 9. For proper analysis, the yielding case is addressed, because in the cutting in front of the *north* scene the activation of the ADAS is not guaranteed.

The Learned controller indeed finds a continuous policy for the Plant control. It means that the converged model satisfied all requirements except the main safety one. However, it is still guilty for braking pedal activation while yielding to the non-AV (Fig. 9a). This case study simulates the failure of the Learned controller when the RB Safety controller steps in to avoid traffic accident. Braking pedal actuation request shows...
that switching logic passed the signal transmitted from Safety controller, and during this period the Learned counterpart was deactivated. Hence, thanks to the robust RB function, safety is presumed. Though, the vehicle comes to a full stop (Fig. 9b), but negatively impacts motion efficiency losses, not mentioning the activation of the braking system that increases brake particle emission. Furthermore, the comfort of the AV is significantly reduced due to the activation of the brakes (Fig. 9c).

Nevertheless, in comparison to the yielding results of the first model (Fig. 8), where the ego comes to a full stop, too, the activation of the brake pedal still affects the overall performance in a negative way. It does not ensure the set requirements satisfaction every time. Moreover, it always impacts on efficacy of the trip, because during braking, the vast amount of energy is wasted on heat.

D. Limitations

Few vital limitations of the developed decision making and control system must be mentioned. Firstly, the case study selected for method experimental validation is relatively simple, however, it can be re-designed for more complicated trial, e.g., for a number of non-AVs arriving from each separate leg of the intersection. Secondly, for successful implementation of the proposed solution, the developer depends on accurate Safety controller and switching logic design. Ultimately, although the Learned controller is secured by the Safety one, it still serves as a "black-box", what makes it exposed to failing to meet some functional safety requirements in practical application.

VII. CONCLUSION

In this paper, a decision making and control framework is proposed. It combines a ML algorithm with a RB control method: the Learned and Safety controllers. The Safety controller is responsible for ensuring safety at any cost, thus, sacrificing comfort and efficiency of the Plant performance. The Learned controller aims at fulfilling multiple requirements simultaneously: comfort, efficiency, and safety. It is based on ML, because for modern control systems it is a burden to design RB controllers, which achieves scalability.

The proposed method includes a switching logic. Referring to the state, its role is to identify safety-threatening situations and switch between Safety and Learned controllers. The Safety controller has a priority, whenever safe operation of the latter one is not certain. During the training phase the Learned controller searches for the action output, which allows for not activating the Safety controller, yet, at once satisfying other relevant constraints (e.g., comfort and efficiency). The simulation results demonstrate that the proposed method prosperously meets the established demands for AV behavior: it simultaneously maximizes efficiency, comfort, and safety. Finally, the method allows for meeting safety constraints (i.e., avoid collisions) not only during the exploitation process, but also during the ANN training.
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