Nodal ground state solution to a biharmonic equation via dual method
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Abstract

Using dual method we establish the existence of nodal ground state solution for the following class of problems

\[
\begin{aligned}
\Delta^2 u &= f(u), \quad \text{in } \Omega, \\
u &= Bu = 0, \quad \text{on } \partial\Omega
\end{aligned}
\]

where \(\Delta^2\) is the biharmonic operator, \(B = \Delta\) or \(B = \frac{\partial}{\partial\nu}\) and \(f\) is a \(C^1\) function having subcritical growth.
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1 Introduction

In this paper, we are concerned with the existence of nodal ground state solution for the following problem

\[
\begin{aligned}
\Delta^2 u &= f(u), \quad \text{in } \Omega, \\
u &= Bu = 0, \quad \text{on } \partial\Omega
\end{aligned}
\]

\((P)\)
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where $\Delta^2$ is the biharmonic operator, $f$ is a $C^1$—function with subcritical growth and $Bu = \Delta u$ or $Bu = \frac{\partial u}{\partial \nu}$. If $Bu = \Delta u$, we have the Navier boundary conditions
\[ u = \Delta u = 0, \text{ on } \partial \Omega, \]
and for the case $Bu = \frac{\partial u}{\partial \nu}$, we have the boundary condition
\[ u = \frac{\partial u}{\partial \nu} = 0, \text{ on } \partial \Omega, \]
which is called Dirichlet boundary conditions. Here $\frac{\partial}{\partial \nu}$ denotes the exterior normal derivative at the boundary. Hereafter, in the case of Dirichlet boundary condition, we assume that $\Omega$ permits to apply maximum principle, for more details about this subject, see Gazzola, Grunau and Sweers [13, Chapter 6], and Grunau and Robert [14].

In what follows, we say that a solution $u$ of $(P)$ is a nodal solution, when $u^\pm \neq 0$, where $u^+ = \max\{u, 0\}$ and $u^- = \min\{u, 0\}$.

Related to nonlinearity $f$, we assume the following assumptions:

\((f_1)\) $f : \mathbb{R} \to \mathbb{R}$ is a $C^1$ function and $f(0) = f'(0) = 0$.

\((f_2)\) $f$ is odd, that is, $f(t) = -f(-t), \ \forall t \in \mathbb{R}$.

\((f_3)\) There exist $c_0 > 0$ and $p \in (2, 2^*_s)$, such that
\[ \lim_{t \to \infty} \frac{f(t)}{t^{p-1}} = c_0, \]
where
\[ 2_s = \begin{cases} \frac{2N}{N-4}, & N \geq 5 \\ +\infty, & 1 \leq N \leq 4. \end{cases} \]

\((f_4)\) There exist $b_0 > 0$ and $q \in (2, p]$, such that
\[ \lim_{t \to 0^+} \frac{f(t)}{t^{q-1}} = b_0. \]

\((f_5)\) $\frac{f(t)}{t}$ is increasing for $t > 0$. 
Here, we would like point out that the function below verifies the conditions \((f_1) - (f_5)\):

\[
f(t) = \sum_{j=1}^{k} a_j |t|^{p_j-2} t, \quad \forall t \in \mathbb{R},
\]

where \(a_j > 0\) and \(p_j \in (2,2^*)\) for all \(j \in \{1, \ldots, k\}\).

The equations involving the biharmonic operator have received special attention of many researchers, in part, because describe the mechanical vibrations of an elastic plate, which among other things describes the traveling waves in a suspension bridge, see \[10, 12, 13, 15, 17\]. Moreover, the biharmonic operator has intrinsic problems as, the lack of a maximum principle for all bounded domains. Recently, many authors have studied various aspects of the biharmonic, see for example, \[9, 16, 18, 19, 20, 21, 22\].

In the case of the Laplacian operator, the study of the existence of nodal solution has a rich literature, see for example, Bartsch, Weth and Willem \[6\], Bartsch and Weth \[7\], Bartsch, Liu and Weth \[8\], Castro, Cossio and Neuberger \[11\] and their references. However, we cannot use or adapt some techniques developed for the laplacian, because in the most part of the above papers, the authors prove the existence of nodal solution for problems like

\[
\begin{aligned}
-\Delta u &= f(u) \quad \text{in } \Omega, \\
    u &= 0 \quad \text{on } \partial \Omega,
\end{aligned}
\]

by minimizing the energy function \(J : H^1_0(\Omega) \to \mathbb{R}\) given by

\[
J(u) = \frac{1}{2} \int_{\Omega} |\nabla u|^2 \, dx - \int_{\Omega} F(u) \, dx,
\]

on the set

\[
\mathcal{M} = \{ u \in H^1_0(\Omega) : J'(u\pm)u\pm = 0 \}.
\]

After some estimates, it is proved that there is \(u \in \mathcal{M}\) such that \(J'(u) = 0\). This critical point is called a nodal ground state solution (or least energy nodal solution) for \((E)\). In problems involving the biharmonic operator, we cannot even ensure that given \(u \in H^2(\Omega)\), we also have \(u\pm \in H^2(\Omega)\).

The existence of nodal solution for \((P)\) has been studied by Weth \[24\], by supposing the following conditions on \(f\):

\[
(W_1) \quad f : \Omega \times \mathbb{R} \to \mathbb{R} \text{ is a Caratheódy function, and } f(x,0) = 0 \text{ for a.e } x \text{ in } \Omega.
\]
There are \( q^* > 0, q_* \in (0, \lambda_1) \), and \( 0 < p < \frac{8}{N - 4} \) for \( N > 4 \), resp. \( p > 0 \) for \( N \leq 4 \), such that

\[
|f(x, t) - f(x, s)| \leq [q_* + q_* (|t|^p + |s|^p)]|t - s| \quad \text{for a.e } x \in \Omega, \ t \in \mathbb{R}.
\]

(W_3) There are \( R > 0 \) and \( \eta > 2 \) such that

\[
\eta F(x, t) \leq f(t), \quad \text{for a.e } x \in \Omega, \ |t| \geq R.
\]

(W_4) \( f \) is nondecreasing in \( t \in \mathbb{R} \) for a.e \( x \in \Omega \).

Here, \( F(x, t) = \int_0^t f(x, s)ds \) and \( \lambda_1 \) denotes the first eigenvalue of \( \Delta^2 \) on \( \Omega \) relative to the Dirichlet or Navier boundary conditions. In that paper, using the Moreau’s decomposition for a Hilbert space, Weth has showed the existence of at least three solutions, a positive solution, a negative solution and a nodal solution.

Motivated by the above references, in the present paper we study the existence of nodal solution for problem (P) using a new approach, more precisely, the Dual Method. Here, we have completed the study made in [24], in the following sense:

1- Our arguments permit to consider some nonlinearities, which cannot be used in [24]. For example, be we can work with a nonlinearity like

\[
f(t) = \varphi(t)|t|^{p-2}t,
\]

where \( \varphi \) is a \( C^1 \)-function, increasing, positive and bounded such that for any \( s > 1 \), the function \( \frac{f'(t)}{t^{s-2}} \) is not bounded at infinity. However, this type of nonlinearity cannot be used in [24], because (W_2) yields \( \frac{f'(t)}{t^{p-2}} \) is bounded at infinity.

2- Our main result establishes the existence of nodal ground state solution, which was not considered in [24].

Before to state our main result, we would like to recall that the energy functional \( I : H \to \mathbb{R} \) associated with (P) is given by

\[
I(u) = \frac{1}{2} \int_{\Omega} |\Delta u|^2 dx - \int_{\Omega} F(u)dx,
\]

where \( H = H^2(\Omega) \cap H^1_0(\Omega) \) in the case of the Navier boundary condition, and \( H = H^2_0(\Omega) \) for the Dirichlet boundary condition. Moreover, it is well
known that for these boundary conditions, $H$ is a Hilbert space endowed with the inner product

$$\langle u, v \rangle = \int_\Omega \Delta u \Delta v \, dx,$$

whose associated norm is given by

$$\|u\| = \left( \int_\Omega |\Delta u|^2 \, dx \right)^{\frac{1}{2}}.$$

It is standard to check that critical points of $I$ are precisely weak solutions of $(P)$. In the sequel, we will say that $u \in H$ is a **nodal ground state solution** if

$$I(u) = \min \{ I(v) : v \text{ is a nodal solution for } (P) \}.$$

Our main result is the following

**Theorem 1.1** Suppose that $f$ satisfies $(f_1) - (f_5)$. Then, problem $(P)$ possesses a nodal ground state solution.

Before to conclude this introduction, we would like point out that the Dual Method have been used to study the existence of solution for a lot of types of problems, for example, elliptic equations, elliptic systems, and wave equations. The reader can get more information about this method in the papers due to Alves, Carrião and Miyagaki [2], Alves [1], Ambrosetti and Struwe [5], Struwe [23], Willem [26] and their references.

## 2 The Dual Method

In this section, we will define and show some properties of the dual functional associated with $(P)$. To this end, we begin recalling that for each $w \in L^{\frac{p}{p-1}}(\Omega)$, using some results found in Gazzola, Grunau and Sweers [13, Chapter 2], there is a unique solution $u \in W^{4, \frac{p}{p-1}}(\Omega)$ of the linear problem

$$\left\{ \begin{array}{ll}
\Delta^2 u = w, & \text{in } \Omega; \\
u = Bu = 0 & \text{on } \partial \Omega.
\end{array} \right. \quad (P_w)$$

Moreover, there is a constant $C > 0$ such that

$$\|u\|_{W^{4, \frac{p}{p-1}}(\Omega)} \leq C \|w\|_{L^{\frac{p}{p-1}}(\Omega)}.$$
From the above commentaries, we can consider the linear operator 
\( T : L_{\frac{p}{p-1}}(\Omega) \to W^{4,\frac{p}{p-1}}(\Omega) \), such that for \( w \in L_{\frac{p}{p-1}}(\Omega) \), \( Tw \) is the unique solution of \((P_w)\). From the last inequality, 
\[
\|Tw\|_{W^{4,\frac{p}{p-1}}(\Omega)} \leq C\|w\|_{L_{\frac{p}{p-1}}(\Omega)}, \quad \forall w \in L_{\frac{p}{p-1}}(\Omega),
\]
showing that \( T \) is continuous. Now, recalling that the embeddings below
\[
W^{4,\frac{p}{p-1}}(\Omega) \hookrightarrow L^s(\Omega), \quad \forall s \in \left[ \frac{p}{p-1}, 4(\frac{p}{p-1})^* \right)
\]
are compact for
\[
4(\frac{p}{p-1})^* = \begin{cases} \frac{Np}{p(N-4)-N} & N \geq 5 \\
+\infty & 1 \leq N \leq 4,
\end{cases}
\]
we can ensure that \( T : L_{\frac{p}{p-1}}(\Omega) \to L^p(\Omega) \) is a linear compact operator, because \( p \in \left( \frac{p}{p-1}, 4(\frac{p}{p-1})^* \right) \). Moreover, \( T \) satisfies the following properties:

\( (T_1) \) \( T \) is positive, that is, for any \( w \in L_{\frac{p}{p-1}}(\Omega) \), \( \int_{\Omega} wTw \, dx \geq 0 \). Moreover, if \( w \) is nonnegative and \( w \neq 0 \), \( Tw > 0 \) in \( \Omega \).

\( (T_2) \) \( T \) is symmetric, in the sense that, if \( w_1, w_2 \in L_{\frac{p}{p-1}}(\Omega) \), then
\[
\int_{\Omega} w_1Tw_2 \, dx = \int_{\Omega} w_2Tw_1 \, dx.
\]

Using the functional \( T \), we set \( \Psi : L_{\frac{p}{p-1}}(\Omega) \to \mathbb{R} \) by
\[
\Psi(w) = \int_{\Omega} H(w) \, dx - \frac{1}{2} \int_{\Omega} Tw \, dx,
\]
where \( H(t) = \int_t^L h(s) \, ds \) and \( h \) is the inverse of \( f \). Note that, \( f \) is invertible, because \( (f_1) - (f_5) \) imply that \( f : \mathbb{R} \to \mathbb{R} \) is bijective. The functional \( \Psi \) is called the dual functional associated with \((P)\).

In the sequel, for any \( w \in L_{\frac{p}{p-1}}(\Omega) \), we will denote by \( \|w\| \) its norm in \( L_{\frac{p}{p-1}}(\Omega) \), that is,
\[
\|w\| = \left( \int_{\Omega} |w|^{\frac{p}{p-1}} \, dx \right)^{\frac{p-1}{p}}.
\]
Next, we will prove some properties of $\Psi$. However, to do this, firstly we must show some properties of $h$.

**($h_0$)** $h$ is continuous, $h(0) = 0$ and $h(t) = -h(-t)$ $\forall t \in \mathbb{R}$.

**($h_1$)** $h$ verifies the following growth conditions: Given $\varepsilon > 0$, there are $\delta, M > 0$ such that

$$\left(\frac{1}{c_0(1 + \varepsilon)}t\right)^{1/(p-1)} \leq h(t) \leq \left(\frac{1}{c_0(1 - \varepsilon)}t\right)^{1/(p-1)}, \forall t \geq f(M),$$

(2.1)

and

$$\left(\frac{1}{b_0(1 + \varepsilon)}t\right)^{1/(q-1)} \leq h(t) \leq \left(\frac{1}{b_0(1 - \varepsilon)}t\right)^{1/(q-1)}, \forall t \leq f(\delta).$$

(2.2)

Indeed, from ($f_3$) -- ($f_4$), given $\varepsilon > 0$, there are $\delta, M > 0$ such that

$$(1 - \varepsilon)c_0 t^{p-1} \leq f(t) \leq (1 + \varepsilon)c_0 t^{p-1}, \forall t \geq M$$

(2.3)

and

$$(1 - \varepsilon)b_0 t^{q-1} \leq f(t) \leq (1 + \varepsilon)b_0 t^{q-1}, \forall t \leq \delta.$$  

(2.4)

Now, (2.1), (2.2) follow from (2.3) -- (2.4).

**($h_2$)** The functions $H$ and $h$ satisfy the following inequality

$$H(t) - \frac{1}{2}h(t)t \geq C_{\varepsilon}t^{p/(p-1)}, \forall t \geq f(M).$$

(2.5)

In fact, for $t \geq f(M)$,

$$H(t) \geq \left(\frac{p-1}{p}\right) \left(\frac{1}{c_0(1 + \varepsilon)}t\right)^{1/(p-1)} t^{p/(p-1)} + K$$

where $K$ is a constant, which can be negative. Once

$$\limsup_{t \to +\infty} \frac{H(t)}{t^{p/(p-1)}} \geq \left(\frac{p-1}{p}\right) \left(\frac{1}{c_0(1 + \varepsilon)}\right)^{1/(p-1)},$$

we derive

$$H(t) \geq \left[\left(\frac{p-1}{p}\right) \left(\frac{1}{c_0(1 + \varepsilon)}\right)^{1/(p-1)} - \varepsilon\right] t^{p/(p-1)}.$$
for $t$ large enough. Hence, by (2.1),

$$H(t) - \frac{1}{2} h(t) t \geq C_\varepsilon t^{p/(p-1)},$$

for $t$ large enough and

$$C_\varepsilon = \left[ \frac{(p-1)}{p} \left( \frac{1}{c_0(1+\varepsilon)} \right)^{1/(p-1)} - \frac{1}{2} \left( \frac{1}{c_0(1-\varepsilon)} \right)^{1/(p-1)} - \varepsilon \right].$$

As $C_\varepsilon > 0$ for $\varepsilon$ small enough, the estimate is proved.

(h3) There are positive constants $c_1, c_2$ and $\delta'$ satisfying

$$H(t) \leq c_1 t^{\frac{p}{p-1}}, \quad \forall t \geq 0$$

and

$$H(t) \geq \begin{cases} c_2 t^{q/(q-1)}, & \text{for } t \in [0, \delta'), \\ c_2 t^{p/(p-1)}, & \text{for } t \geq \delta'. \end{cases}$$

The proof of (h3) follows with the same type of arguments explored to prove (h2).

(h4) The function $H(t) - \frac{1}{2} h(t) t$ is increasing for $t > 0$.

This property is an immediate consequence of the fact that $h \in C^1(\mathbb{R})$ and $\frac{h(t)}{t}$ is decreasing for $t > 0$.

Using (h0)-(h3), it is easy to check that $\Psi$ is $C^1(L^{\frac{p}{p-1}}(\Omega), \mathbb{R})$ with

$$\Psi'(w)\eta = \int_\Omega h(w)\eta dx - \int_\Omega \eta T wd\; dx, \quad \forall w, \eta \in L^{\frac{p}{p-1}}(\Omega).$$

Moreover, if $w \in L^{\frac{p}{p-1}}(\Omega)$ is a critical point of $\Psi$, then it generates a solution for $(P)$. Indeed, because for any $\eta \in L^{\frac{p}{p-1}}(\Omega)$, we know that $\Psi'(w)\eta = 0$, or equivalently,

$$\int_\Omega (h(w) - Tw)\eta dx = 0, \quad \forall \eta \in L^{\frac{p}{p-1}}(\Omega),$$

implying that

$$Tw = h(w).$$
Hence, setting \( u = Tw \), we derive that
\[
\Delta^2 u = \Delta^2 Tw = w = f(h(w)) = f(Tw) = f(u).
\]
Furthermore, \( u \) also verifies the boundary condition \( Bu = 0 \). Thus, \( u \) is a nontrivial solution of \((P)\). Here, it is very important to observe that \( u \) is a nodal solution if, and only if, \( w \) is a nodal critical point, that is, \( w^\pm \neq 0 \).

Next, we show that \( \Psi \) satisfies the mountain pass geometry.

**Lemma 2.1**

i) There exist \( \rho, \beta > 0 \) such that \( \Psi(w) \geq \beta \), for \( \|w\| = \rho \).

ii) There exists \( e \in L^{\frac{p}{p-1}}(\Omega) \), with \( \|e\| > \rho \), such that \( \Psi(e) < 0 \).

**Proof.** For each \( w \in L^{\frac{p}{p-1}}(\Omega) \),
\[
\int_{\Omega} H(w) \, dx \geq c_1 \int_{||w(x)|| \leq \delta'} |w(x)|^{q/(q-1)} \, dx + c_2 \int_{||w(x)|| > \delta'} |w(x)|^{p/(p-1)} \, dx.
\]
By Hölder’s inequality,
\[
\int_{||w(x)|| \leq \delta'} |w(x)|^{p/(p-1)} \, dx \leq c \left( \int_{||w(x)|| \leq \delta'} |w(x)|^{q/(q-1)} \, dx \right)^{q/(q-1)/(p-1)}
\]
and since \( q \in (2, p] \), if \( \|w\| \) is small enough, we see that
\[
\int_{||w(x)|| > \delta'} |w(x)|^{p/(p-1)} \, dx \geq \left( \int_{||w(x)|| > \delta'} |w(x)|^{p/(p-1)} \, dx \right)^{q/(q-1)/(p-1)}.
\]
Gathering the last two inequality, we get
\[
\Psi(w) \geq c_1 \left( \int_{||w(x)|| \leq \delta'} |w(x)|^{p/(p-1)} \, dx \right)^{q(q-1)/(q-1)} + c_2 \left( \int_{||w(x)|| > \delta'} |w(x)|^{p/(p-1)} \, dx \right)^{q(q-1)/(q-1)} - c_3 \|w\|^2.
\]
Recalling that given \( \alpha > 0 \) there is \( C > 0 \) such that
\[
A^\alpha + B^\alpha \geq C(A + B)^\alpha, \quad \forall A, B > 0,
\]
it follows that
\[
\Psi(w) \geq C\|w\|^{q/(q-1)} - c_3 \|w\|^2 \quad \forall w \in L^{\frac{p}{p-1}}(\Omega).
\]
Once \( q > 2 \), fixing \( \rho \) small enough, we find \( \beta > 0 \) such that
\[
\Psi(w) \geq \beta, \quad \text{for} \quad \|w\| = \rho,
\]
showing (i). To show (ii), it is sufficient to see that for each \( w \in L^{\frac{p}{p-1}}(\Omega) \setminus \{0\} \) and \( t > 0 \),
\[
\Psi(tw) \to -\infty \quad \text{as} \quad t \to +\infty.
\]
Here, we have used \((h_3)\) and \((T_1)\). \(\blacksquare\)

The lemma below will help to prove that \( \Psi \) verifies the \((PS)\) condition.

**Lemma 2.2** Let \( \{w_n\} \) be a \((PS)_c\) sequence for \( \Psi \). Then, \( \{w_n\} \) is bounded in \( L^{\frac{p}{p-1}}(\Omega) \).

**Proof.** Since \( \{w_n\} \subset L^{\frac{p}{p-1}}(\Omega) \) is a \((PS)_c\) sequence for \( \Psi \), we must have
\[
\Psi(w_n) \to c \quad \text{and} \quad \Psi'(w_n) \to 0.
\]
Hence,
\[
\Psi(w_n) - \frac{1}{2} \Psi'(w_n)w_n \leq c + 1 + \|w_n\| \quad (2.9)
\]
for \( n \) large enough. On the other hand, from (2.3),
\[
\Psi(w_n) - \frac{1}{2} \Psi'(w_n)w_n = \int_\Omega \left( H(w_n) - \frac{1}{2} h(w_n)w_n \right) dx
\geq \tilde{C}_\epsilon \int_\Omega |w_n|^{\frac{p}{p-1}} dx - \tilde{C} |\Omega|. \quad (2.10)
\]
Gathering (2.9) and (2.10),
\[
\tilde{C}_\epsilon \|w_n\|^{\frac{p}{p-1}} - \tilde{C} |\Omega| \leq c + 1 + \|w_n\|,
\]
for \( n \) large enough. As \( p > 2 \), the last inequality yields \( \{w_n\} \) is bounded in \( L^{\frac{p}{p-1}}(\Omega) \). \(\blacksquare\)

From the previous lemmas, we are ready to show that \( \Psi \) verifies the \((PS)\) condition.

**Lemma 2.3** The functional \( \Psi \) satisfies the \((PS)\) condition.
**Proof.** Let \( \{w_n\} \) be a \((PS)_c\) sequence for \( \Psi \). Then,

\[
\Psi(w_n) \to c \quad \text{and} \quad \Psi'(w_n) \to 0.
\]

Consequently,

\[
\sup_{\|\eta\| \leq 1} |\Psi'(w_n)\eta| \to 0,
\]

or equivalently,

\[
\sup_{\|\eta\| \leq 1} \left| \int_{\Omega} (h(w_n) - Tw_n) \eta \, dx \right| \to 0.
\]

Applying Riesz’s Theorem, we can guarantee that

\[
|h(w_n) - Tw_n|_{L^p(\Omega)} \to 0.
\]

On the other hand, from Lemma 2.2, \( \{w_n\} \) is bounded in \( L^{\frac{p}{p-1}}(\Omega) \). As \( L^{\frac{p}{p-1}}(\Omega) \) is reflexive, for some subsequence of \( \{w_n\} \), still denoted by itself, there is \( w \in L^{\frac{p}{p-1}}(\Omega) \) such that

\[
w_n \rightharpoonup w \quad \text{in} \quad L^{\frac{p}{p-1}}(\Omega).
\]

Now, using the compactness of \( T \), we infer that \( Tw_n \to Tw \) in \( L^p(\Omega) \), and so,

\[
|h(w_n) - Tw|_{L^p(\Omega)} \leq |h(w_n) - Tw_n|_{L^p(\Omega)} + |Tw_n - Tw|_{L^p(\Omega)} \to 0,
\]

implying that for some subsequence, there is \( g \in L^p(\Omega) \) such that

\[
|h(w_n)(x)| \leq g(x) \quad \text{for a.e} \quad x \in \Omega \quad (2.11)
\]

and

\[
h(w_n(x)) \to u(x) \quad \text{for a.e} \quad x \in \Omega. \quad (2.12)
\]

Recalling that \( h \) is the inverse of \( f \), it follows that

\[
w_n(x) \to f(u(x)) := w(x) \quad \text{for a.e} \quad x \in \Omega. \quad (2.13)
\]

Combining (2.1) and (2.2), there exist positives constants \( M_1, M_2 \) and \( \delta'' \) such that

\[
|h(w_n)| \geq \begin{cases} M_1 |w_n|^{1/(p-1)}, & |w_n| > \delta'' \\ M_2 |w_n|^{1/(q-1)}, & |w_n| \leq \delta''. \end{cases} \quad (2.14)
\]

Therefore, from (2.11) – (2.14), there is \( \tilde{g} \in L^{\frac{p}{p-1}}(\Omega) \) such that

\[
|w_n(x)| \leq \tilde{g}(x) \quad \text{for a.e} \quad x \in \Omega.
\]
The last inequality combined with Lebesgue’s Theorem gives
\[ w_n \rightarrow w \text{ in } L^{\frac{p}{p-1}}(\Omega), \]
finishing the proof. 

**Theorem 2.4** The functional \( \Psi \) has a critical point \( w_* \in L^{\frac{p}{p-1}}(\Omega) \), whose the energy is equal to mountain pass level. Moreover, \( w_* \) has defined signal, that is, it is positive or negative on \( \Omega \).

**Proof.** By Lemmas 2.1 and 2.2, the functional \( \Psi \) satisfies the hypotheses of the Mountain Pass Theorem due to Ambrosetti-Rabinowitz [4]. Thus, the mountain pass level \( c \) is a critical point for \( \Psi \), that is, there exists \( w_* \in L^{\frac{p}{p-1}}(\Omega) \) such that \( \Psi'(w_*) = 0 \) and \( \Psi(w_*) = c > 0 \). Moreover, once \( \Psi(0) = 0 \), we conclude \( w_* \neq 0 \). We recall that \( c \) is given by
\[ c = \inf_{w \in L^{\frac{p}{p-1}}(\Omega)} \max_{t \geq 0} \Psi(tw) = \inf_{u \in N} \Psi(u) = \inf_{u \in N_{\Psi}} \Psi(u) \]
where
\[ \Gamma = \left\{ \gamma \in C([0,1], L^{\frac{p}{p-1}}(\Omega)); \gamma(0) = 0 \text{ and } \Psi(\gamma(1)) < 0 \right\}. \]

Before to continue the proof, we would like to point out that using the same type of arguments found in Willem’s book [25], we can ensure that the mountain pass level \( c \) verifies the following equalities
\[ c = \inf_{w \in L^{\frac{p}{p-1}}(\Omega) \setminus \{0\}} \sup_{t \geq 0} \Psi(tw) = \inf_{u \in N} \Psi(u) = \inf_{u \in N_{\Psi}} \Psi(u) \]
where
\[ N = \{w \in L^{\frac{p}{p-1}}(\Omega) \setminus \{0\}; \Psi'(w)w = 0\} \]
and
\[ N_{\Psi} = \{w \in L^{\frac{p}{p-1}}(\Omega) \setminus \{0\}; \Psi'(w) = 0\}. \]
The set \( N \) is called the *Nehari Manifold* associated with \( \Psi \).

Now, we will show that \( w_* \) has a defined signal. Indeed, since
\[ \int_{\Omega} w_* T w_* dx = \int_{\Omega} (w_*^+ + w_*^-) T (w_*^+ + w_*^-) dx \leq \int_{\Omega} w_*^+ T w_*^+ dx + \int_{\Omega} w_*^- T w_*^- dx, \]
we have that
\[ \Psi(w_*) = \max_{t \geq 0} \Psi(tw_*) \geq \Psi(tw_*) \geq \Psi(tw_*^+) + \Psi(tw_*^-), \quad \forall t \geq 0. \]
Suppose by contradiction that $w_0^\pm \neq 0$, then
\[
\int_\Omega w_0^+ Tw_0^+ dx > 0 \quad \text{and} \quad \int_\Omega w_0^- Tw_0^- dx > 0.
\]
Let $t_0^\pm \in \mathbb{R}$ be the unique numbers satisfying
\[
\Psi(t_0^+ w_0^+, t_0^- w_0^-) = \max_{t \geq 0} \Psi(t w_0^+ w_0^-) > 0.
\]
Using the characterization of $c$ mentioned in [2.16], we derive that
\[
\Psi(t_0^+ w_0^+), \Psi(t_0^- w_0^-) \geq c.
\]
Hence,
\[
c = \Psi(w_0) \geq \Psi(t_0^+ w_0^+) + \Psi(t_0^- w_0^-) \geq c + \Psi(t_0^- w_0^-),
\]
from it follows that
\[
\Psi(t_0^+ w_0^-) \leq 0.
\]
Therefore,
\[
t_0^+ > t_0^-.
\]
Of a similar way,
\[
t_0^+ < t_0^-,
\]
obtaining a contradiction.

\[2.1\] \textbf{Ground state solution}

In this section, we will show the existence of ground state solution for $(P)$, that is, a critical point $u \in H$ of $I$ verifying
\[
I(u) = \inf_{v \in N_I} I(v)
\]
where
\[
N_I = \{ u \in H, \; I'(u) = 0 \}.
\]
To this end, the claim below is crucial in our approach

\textbf{Claim 2.5} \textit{$w \in L_r^\infty(\Omega)$ is a critical point for $\Psi$ if, and only if, $u = Tw$ is a critical point for $I$. Moreover, $\Psi(w) = I(u)$.}
Indeed, we know that if \( w \) is a critical point of \( \Psi \), then \( u = Tw \) is a critical point of \( I \), see page 8 for more details. Now, given a critical point \( u \in H \) of \( I \) and setting \( w_1 = f(u) \), we must have

\[
\Delta^2 u = w_1,
\]

that is,

\[
Tw_1 = u.
\]

Consequently,

\[
\int_{\Omega} Tw_1 \eta dx = \int_{\Omega} u \eta dx = \int_{\Omega} h(w_1) \eta dx, \quad \forall \eta \in L^{p/(p-1)}(\Omega),
\]

showing that \( w_1 \) is a critical point of \( \Psi \). Furthermore,

\[
I(u) = I(u) - I'(u)u = \frac{1}{2} \int_{\Omega} |\Delta u|^2 dx - \int_{\Omega} F(u) dx - \int_{\Omega} |\Delta u|^2 dx + \int_{\Omega} f(u) udx
\]

\[
= \int_{\Omega} [f(u) u - F(u)] dx - \frac{1}{2} \int_{\Omega} |\Delta u|^2 dx.
\]

Since,

\[
\int_{\Omega} \Delta Tw_1 \Delta \eta dx = \int_{\Omega} w_1 \eta dx, \quad \forall \eta \in H,
\]

fixing \( \eta = Tw_1 \), we find

\[
\int_{\Omega} |\Delta u|^2 dx = \int_{\Omega} |\Delta Tw_1|^2 dx = \int_{\Omega} w_1 Tw_1 dx.
\]

By a direct computation,

\[
H(t) = \int_0^{h(t)} r f'(r) dr = h(t) t - \int_0^{h(t)} f(r) dr = f(h(t)) h(t) - F(h(t)),
\]

hence,

\[
H(w_1) = f(h(w_1)) h(w_1) - F(h(w_1)) = f(u) u - F(u),
\]

leading to

\[
I(u) = \Psi(w_1).
\]

Considering

\[
N_I = \{ u \in H, I'(u) = 0 \}
\]

and

\[
d = \inf_{u \in N_I} I(u),
\]

from the previous analysis, we must have \( c = d \). Therefore, \( u = Tw_* \) is a ground state solution for \((P)\), where \( w_* \) is the critical point obtained in Theorem 2.4.
3 Nodal ground state solution

In this section, we use the dual method to find a nodal ground state solution for \((P)\). To this end, we will look for by a critical point of \(\Psi\) in the set
\[ \mathcal{M} = \left\{ w \in L^{p/(p-1)}(\Omega); w^+ \neq 0 \text{ and } \Psi'(w)w^+ = \Psi'(w)w^- = 0 \right\}. \]

More precisely, we intend to prove that there is \(w_0 \in \mathcal{M}\) such that
\[ \Psi(w_0) = \inf_{w \in \mathcal{M}} \Psi(w) \quad \text{and} \quad \Psi'(w_0) = 0. \]

In this case, we have that \(u_0 = Tw_0\) is a nodal ground state solution for \((P)\). This conclusion comes from the study made in the Subsection 2.1, because it is easy to prove that
\[ I(u_0) = \min\{I(u) : u \text{ is a nodal solution for } (P)\}. \]

As \(\Psi\) has the nonlocal term \(\int wTwdx\), we see that
\[ \Psi'(w^+)w^+ = \int w^+ T w^- dx < 0 \quad \text{and} \quad \Psi'(w^-)w^- = \int w^- T w^+ dx < 0. \]

The above information do not permit to repeat the standard arguments used to get nodal solution involving the Laplacian operator. Here, we adapt for our case the approach explored in Alves and Souto [3].

Next, we will prove some technical lemmas, which are crucial to get the nodal ground state solution.

**Lemma 3.1** There exists \(\rho > 0\) such that
\[ \int_\Omega wTwdx \geq \rho, \forall w \in \mathcal{N}. \]

**Proof.** Assume by contradiction that there is \((w_n) \subset \mathcal{N}\) such that
\[ \int_\Omega w_n Tw_n dx \to 0. \quad (3.17) \]

As
\[ \int_\Omega h(w_n)w_n dx = \int_\Omega w_n Tw_n dx \quad \forall n \in \mathbb{N} \]

and \(h(t)t \geq 0\) for all \(t \in \mathbb{R}\), we have that
\[ h(w_n)w_n \to 0 \quad \text{in} \quad L^1(\Omega). \]
Consequently, for some subsequence, still denoted by itself,

\[ h(w_n(x))w_n(x) \to 0, \text{ a.e. in } \Omega, \quad (3.18) \]

and there is \( g \in L^1(\Omega) \) such that

\[ |h(w_n(x))w_n(x)| \leq g(x), \text{ a.e. in } \Omega. \quad (3.19) \]

Hence, from \((h_1)\) and \((3.18)\),

\[ w_n(x) \to 0, \text{ a.e. in } \Omega. \]

Setting

\[ A_n = \{ x \in \Omega, \ |w_n(x)| \geq f(M) \}, \]

by \((2.1)\) and \((3.19)\), there is \( K > 0 \) such that

\[ |w_n(x)| \leq \frac{1}{K} g^{\frac{p}{p-1}}(x) \text{ a.e. in } A_n. \]

On the other hand, if \( x \notin A_n \),

\[ |w_n(x)| \leq f(M). \]

Thereby,

\[ |w_n(x)| \leq \frac{1}{K} g^{\frac{p}{p-1}}(x) + f(M) \in L^{p/(p-1)}(\Omega), \text{ a.e. in } \Omega. \]

The last inequality combined with \((2.7)\) gives

\[ H(w_n) \leq c |w_n(x)|^{\frac{p}{p-1}} \leq \left( \frac{1}{K} g^{\frac{p}{p-1}}(x) + f(M) \right)^{\frac{p}{p-1}} \in L^1(\Omega). \]

As

\[ H(w_n)(x) \to 0, \]

the Lebesgue’s theorem ensures that

\[ \int_{\Omega} H(w_n) dx \to 0. \quad (3.20) \]

From \((2.15)\) and \((3.20)\),

\[ 0 < c \leq \Psi(w_n) \to 0, \]

which is an absurd. \( \blacksquare \)
Lemma 3.2 There exists \( \rho > 0 \) such that
\[
\int_{\Omega} w^\pm T w^\pm dx \geq \rho,
\]
for all \( w \in M \) with \( w^\pm \neq 0 \).

Proof. Given \( w \in M \), there are unique \( t_{w^+}, t_{w^-} \in (0, 1) \) such that
\[
t_{w^+} w^+, t_{w^-} w^- \in N.
\]
Then, by Lemma 3.1
\[
\int_{\Omega} t_{w^+} w^+ T(t_{w^+} w^+) dx \geq \rho.
\]
Once \( t_{w^+} < 1 \), we derive that
\[
\int_{\Omega} w^+ T w^+ dx \geq \rho.
\]
Similarly,
\[
\int_{\Omega} w^- T w^- dx \geq \rho,
\]
finishing the proof.

Lemma 3.3 Let \( v \in L^{p-1}(\Omega) \) with \( v^\pm \neq 0 \). Then, there exist \( s, t > 0 \) such that \( \Psi'(tv^+ + sv^-)v^+ = 0 \) and \( \Psi'(tv^+ + sv^-)v^- = 0 \).

Proof. Hereafter, we consider the vetorial field
\[
V(s, t) = (\Psi'(tv^+ + sv^-)tv^+, \Psi'(tv^+ + sv^-)sv^-).
\]
Note that
\[
\Psi'(tv^+ + sv^-)tv^+ = \int_{\Omega} tv^+ h(tv^+ + sv^-)dx - \int_{\Omega} tv^+ T(tv^+ + sv^-)dx
\]
\[
= \int_{\Omega} tv^+ h(tv^+)dx - \int_{\Omega} tv^+ T(tv^+ + sv^-)dx.
\]
Since \( v^+ \neq 0 \), there is \( \alpha > 0 \) such that \( [v^+ \geq \alpha] = \{ x \in \Omega : v^+(x) \geq \alpha \} \) has a positive measure. Thereby,
\[
\Psi'(tv^+ + sv^-)tv^+ \geq \int_{[v^+ \geq \alpha]} tv^+ h(tv^+)dx - \int_{\Omega} tv^+ T(tv^+ + sv^-)dx.
\]
As $h$ is increasing, for $t$ small enough
\[
\Psi'((tv^+ + sv^-)tv^+) \geq \int_{[v^+ \geq \alpha]} t\alpha(t\alpha)^{1/(q-1)} dx - \int_\Omega tv^+ T(tv^+ + sv^-) dx.
\]
Now, using the linearity of $T$ together with the fact that $\int_\Omega v^+ T(v^-) dx < 0$, we find
\[
\Psi'((tv^+ + sv^-)tv^+) \geq t^{q/(q-1)} \alpha^{q/(q-1)} \|v^+ \geq \alpha\| - \|T\| t^2 \|v^+\|_{L^{p/(p-1)}(\Omega)}^2.
\]
Hence, there is $r > 0$ small enough such that
\[
\Psi'((rv^+ + sv^-)rv^+) > 0, \quad \forall s > 0. \tag{3.21}
\]
The same argument works to prove that
\[
\Psi'(tv^+ + rv^-)rv^- > 0, \quad \forall t > 0. \tag{3.22}
\]
On the other hand,
\[
\Psi'(tv^+ + sv^-)tv^+ \leq c \int_\Omega tv^+ |tv^+|^{1/(p-1)} dx - t^2 \int_\Omega v^+ T(v^+) dx - ts \int_\Omega v^+ T(v^-) dx.
\]
Once $t, s \geq r$, it follows that
\[
\Psi'(tv^+ + sv^-)tv^+ \leq c \int_\Omega tv^+ |tv^+|^{1/(p-1)} dx - t^2 \int_\Omega v^+ T(v^+) dx - t^2 \int_\Omega v^+ T(v^-) dx,
\]
and so,
\[
\lim_{t \to +\infty} \Psi'(tv^+ + sv^-)tv^+ = -\infty, \quad \text{uniformly in } s \geq r.
\]
Thus, we can fix $R > r$ large enough, such that
\[
\Psi'(Rv^+ + sv^-)Rv^+ < 0, \quad \text{uniformly in } s \geq r. \tag{3.23}
\]
Analogously,
\[
\Psi'(tv^+ + Rv^-)Rv^- > 0 \quad \text{uniformly in } t \geq r. \tag{3.24}
\]
Therefore, from (3.21) – (3.24), we can apply Miranda Theorem to get $(s, t) \in (r, R) \times (r, R)$ verifying $V(s, t) = 0$. ■

In the sequel, for each $v \in L^{\frac{pq}{p-1}}(\Omega)$ with $v^\pm \neq 0$, we set $h^v : [0, +\infty) \times [0, +\infty) \to \mathbb{R}$ by
\[
h^v(t, s) = \Psi(tv^+ + sv^-).
Proposition 3.4 If $w \in M$, then

i) $h^w(t,s) < h^w(1,1) = \Psi(w)$, $\forall s,t \geq 0$ with $(s,t) \neq (1,1)$.

ii) $\det(\Phi^w)'(1,1) < 0$.

Proof.

First of all, we need to show the following inequality

Claim 3.5 If $w \in L^{p/(p-1)}$ with $w^\pm \neq 0$, then

$$ \left( \int_{\Omega} w^+ T w^- dx \right)^2 < \left( \int_{\Omega} w^+ T w^+ dx \right) \left( \int_{\Omega} w^- T w^- dx \right). $$

Indeed, by positiveness of $T$, we have the inequality below

$$ \int_{\Omega} (tw^+ + sw^-)T(tw^+ + sw^-)dx > 0, \; (t,s) \neq (0,0), $$

which combined with the symmetry of $T$ gives

$$ t^2 \int_{\Omega} w^+ T w^+ dx + 2st \int_{\Omega} w^+ T w^- dx + s^2 \int_{\Omega} w^- T w^- dx > 0. $$

Then, for $s \neq 0$,

$$ \left( \frac{t}{s} \right)^2 \int_{\Omega} w^+ T w^+ dx + 2 \left( \frac{t}{s} \right) \int_{\Omega} w^+ T w^- dx + \int_{\Omega} w^- T w^- dx > 0. $$

Making $X = \frac{t}{s}$, we deduce that

$$ X^2 \int_{\Omega} w^+ T w^+ dx + 2X \int_{\Omega} w^+ T w^- dx + \int_{\Omega} w^- T w^- dx > 0, \; \forall X \in \mathbb{R}. $$

From this, the polynomial

$$ P(X) = X^2 \int_{\Omega} w^+ T w^+ dx + 2X \int_{\Omega} w^+ T w^- dx + \int_{\Omega} w^- T w^- dx $$

do not have real roots. As $\int_{\Omega} w^+ T w^+ dx > 0$, there is a $X_0 \in \mathbb{R}$, such that

$$ P(X) \geq P(X_0) > 0, \; \forall X \in \mathbb{R}. \quad (3.25) $$
Since \( w \in \mathcal{M} \), we know that \( \Psi'(w)w^+ = \Psi'(w)w^- = 0 \). Then, \((1,1)\) is a critical point of \( h^w \) and the equalities below hold

\[
\int_{\Omega} h(w^+)w^+ dx = \int_{\Omega} w^+T^w dx + \int_{\Omega} w^+w^- dx
\]

and

\[
\int_{\Omega} h(w^-)w^- dx = \int_{\Omega} w^-T^w dx + \int_{\Omega} w^-w^- dx.
\]

On the other hand, from (2.1) and (2.2),

\[
h^w(t, s) \leq Ct^{p/(p-1)} \int_{\Omega} |w^+|^{p/(p-1)} dx + Cs^{p/(p-1)} \int_{\Omega} |w^-|^{p/(p-1)} dx - t^2 \int_{\Omega} w^+T^w dx - 2ts \int_{\Omega} w^-T^w dx - s^2 \int_{\Omega} w^-w^- dx,
\]

where \( C \) is a positive constant. The above estimate together with (3.25) guarantees that

\[
h^w(t, s) \to -\infty, \text{ when } |(s, t)| \to +\infty.
\]

Gathering the continuity of \( h^w \) with the last limit, we deduce that \( h^w \) assumes a global maximum in some point \((a, b)\).

Next, we will show that \( a, b > 0 \). Indeed, if \( b = 0 \)

\[
\Psi(aw^+) \geq \Psi(tw^+), \quad \forall t > 0,
\]

and

\[
\frac{\partial h^w}{\partial t}(a, 0) = 0.
\]

Then,

\[
\Psi'(aw^+)w^+ = 0,
\]

or equivalently,

\[
\frac{1}{a} \int_{\Omega} h(aw^+)w^+ dx = \int_{\Omega} w^+T(w^+) dx. \tag{3.26}
\]

Recalling that \( \Psi'(w)w^+ = 0 \), we know that

\[
\int_{\Omega} h(w^+)w^+ dx < \int_{\Omega} w^+T(w^+) dx. \tag{3.27}
\]
From (3.26)-(3.27),
\[
\int_{\Omega} \left[ \frac{h(aw^+)}{aw^+} - \frac{h(w^+)}{w^+} \right] (w^+)^2 dx > 0.
\]

Using the fact that \( \frac{h(t)}{t} \) is decreasing for \( t > 0 \), the above inequality gives that \( a < 1 \). On the other hand, note that
\[
h^w(a,0) = \Psi(aw^+) = \Psi(aw^+) - \frac{1}{2} \Psi'(aw^+)aw^+ = \int_{\Omega} \left( H(aw^+) - \frac{1}{2} h(aw^+)aw^+ \right) dx.
\]

Since \( H(t) - \frac{1}{2} h(t)t \) is increasing for \( t > 0 \), \( a \in (0,1) \) and
\[
\int_{\Omega} \left( H(w^-) - \frac{1}{2} h(w^-)w^- \right) dx > 0,
\]
we have that
\[
h^w(a,0) < \int_{\Omega} \left( H(w^+) - \frac{1}{2} h(w^+)w^+ \right) dx \]
\[
< \int_{\Omega} \left( H(w^+) - \frac{1}{2} h(w^+)w^+ \right) dx + \int_{\Omega} \left( H(w^-) - \frac{1}{2} h(w^-)w^- \right) dx \]
\[
< \int_{\Omega} \left( H(w^+ + w^-) - \frac{1}{2} h(w^+ + w^-)(w^+ + w^-) \right) dx \]
\[
< \Psi(w) - \frac{1}{2} \Psi'(w)w = \Psi(w) = h^w(1,1),
\]
obtaining a contradiction, because \((a,0)\) is a global maximum point for \( h^w \).
The same type of argument shows that \( a > 0 \), showing the claim.

The second claim is that \( 0 < a, b \leq 1 \). In fact, since \((a,b)\) is a critical point of \( h^w \), we have the equalities
\[
\Psi'(aw^+ + bw^-)aw^+ = 0 \quad \text{and} \quad \Psi'(aw^+ + bw^-)bw^- = 0
\]
which load to
\[
a^2 \int_{\Omega} w^+ T w^+ dx + ab \int_{\Omega} w^+ T w^- dx = a \int_{\Omega} h(aw^+)w^+ dx
\]
and
\[
b^2 \int_{\Omega} w^- T w^- dx + ab \int_{\Omega} w^+ T w^- dx = b \int_{\Omega} h(bw^+)w^+ dx.
\]
Without loss of generality, we will suppose that \( a \geq b \). Then,

\[
ab \int_{\Omega} w^+ T w^- dx \geq a^2 \int_{\Omega} w^+ T w^- dx.
\]

Thereby,

\[
\int_{\Omega} w^+ T w^+ dx + \int_{\Omega} w^+ T w^- dx \leq \int_{\Omega} \frac{h(a w^+)}{aw^+} (w^+)^2 dx,
\]

and

\[
\int_{\Omega} w^+ T w^+ dx + \int_{\Omega} w^+ T w^- dx = \int_{\Omega} \frac{h(w^+)}{w^+} (w^+)^2 dx.
\]

Gathering the above information, we get the inequality

\[
0 \leq \int_{\Omega} \left[ \frac{h(a w^+)}{aw^+} - \frac{h(w^+)}{w^+} \right] (w^+)^2,
\]

which combined with the fact that \( \frac{h(t)}{t} \) is decreasing for \( t > 0 \) gives \( a \leq 1 \).

To conclude the proof of item \( i \), we will show that \( h^w \) does not have a global maximum in \([0, 1] \times [0, 1] \setminus \{(1, 1)\} \). Note that

\[
h^w(a, b) = \Psi(a w^+ + b w^-) - \frac{1}{2} \Psi'(a w^+ + b w^-)(a w^+ + b w^-)
\]

\[
= \int_{\Omega} [H(a w^+) - h(a w^+)aw] dx + \int_{\Omega} [H(b w^-) - h(b w^-)bw] dx.
\]

Therefore,

\[
h^w(a, b) < \int_{\Omega} [H(w^+) - h(w^+)w] dx + \int_{\Omega} [H(w^-) - h(w^-)bw] dx
\]

\[
< \int_{\Omega} [H(w^+ + w^-) - h(w^+ + w^-)(w^+ + w^-)] dx = h^w(1, 1),
\]

proving \( i \).

To show the item \( ii \), note that

\[
det(\Phi^w)'(1, 1) = G(w^+)G(w^-) - \left( \int_{\Omega} w^+ T w^- dx \right)^2,
\]

where

\[
G(v) = \int_{\Omega} h'(v)v^2 dx - \int_{\Omega} vTv dx.
\]
Once, \( w \in \mathcal{M} \) and \( \int_{\Omega} w^{-} T w^+ dx = \int_{\Omega} w^+ T w^- dx \), we derive that
\[
\int_{\Omega} w^+ T w^+ dx = \int_{\Omega} h(w^+) w^+ dx - \int_{\Omega} w^+ T w^- dx
\]
and
\[
\int_{\Omega} w^- T w^- dx = \int_{\Omega} h(w^-) w^- dx - \int_{\Omega} w^+ T w^- dx.
\]
Hence,
\[
G(w^+) = \int_{\Omega} \left[ h'(w^+)(w^+)^2 - h(w^+)w^+ \right] dx + \int_{\Omega} w^+ T w^- dx.
\]
By \((h_4)\),
\[
h(t)t > h'(t)t^2, \quad \forall t \neq 0
\]
and so,
\[
G(w^+) < \int_{\Omega} w^+ T w^- dx.
\]
Similarly,
\[
G(w^-) < \int_{\Omega} w^+ T w^- dx.
\]
From this,
\[
det(\Phi^w)'(1,1) < 0
\]
\[\blacksquare\]

**Corollary 3.6** Let \( v \in L^{\frac{p}{p-1}}(\Omega) \) be a function verifying
\[
v^\pm \neq 0 \quad \text{and} \quad \Psi'(v)(v^\pm) \leq 0.
\]
Then, there are \( t, s \in [0,1] \) such that
\[
tv^+ + sv^- \in \mathcal{M}.
\]

**Proof.** An immediate consequence of the arguments used in the proof of Lemma 3.4.\[\blacksquare\]
4 Proof of the Theorem 1.1

Hereafter, we denote by $c_M$ the infimum of $\Psi$ in $M$, that is,

$$c_M = \inf_{w \in M} \Psi(w).$$

As $M \subset N$, we must have

$$c_M \geq c > 0.$$

Let $\{w_n\} \subset M$ be such that

$$\Psi(w_n) \to c_M.$$

Using well known arguments, we can assume that $\{w_n\}$ is a bounded sequence of $L^{p-1}(\Omega)$. Hence, passing to a subsequence if necessary,

$$w_n \to w \text{ in } L^{p-1}(\Omega),$$

for some $w \in L^{p-1}(\Omega)$.

**Claim 4.1** $w_n^+ \to w^+$ in $L^{p-1}(\Omega)$.

Indeed, as $\{w_n\}$ is bounded in $L^{p-1}(\Omega)$, $\{w_n^+\}$ and $\{w_n^-\}$ are also bounded. By reflexivity of $L^{p-1}(\Omega)$, there exist $w_1, w_2 \in L^{p-1}(\Omega)$ such that

$$w_n^+ \rightharpoonup w_1 \text{ and } w_n^- \rightharpoonup w_2 \text{ in } L^{p-1}(\Omega)$$

with

$$w_1(x) \geq 0, \quad w_2(x) \leq 0 \text{ a.e. in } \Omega \quad \text{and} \quad w = w_1 + w_2.$$  

By Lemma 3.2

$$\int_{\Omega} w_1 T w_1 dx, \int_{\Omega} w_2 T w_2 dx \geq \rho$$

implying that

$$w_1, w_2 \neq 0.$$

Combining the compactness of $T$ with the maximum principles found in [13], we have $T w_n^+ \rightharpoonup T w_1$ in $L^p(\Omega)$ and $T w_1 > 0$ in $\Omega$. Then,

$$T w_n^+(x) \to T w_1(x) \text{ a.e. in } \Omega. \quad (4.28)$$
Still from the compactness of $T$

$$w_n^+ T w_n^+ \to w_1 T w_1 \text{ in } L^1(\Omega),$$

from where it follows that

$$w_n^+(x) T w_n^+(x) \to w_1(x) T w_1(x) \text{ a.e. in } \Omega, \quad (4.29)$$

for some subsequence. Now (4.28) and (4.29) combine to give

$$w_n^+(x) = \frac{w_n^+(x) T w_n^+(x)}{T w_n^+(x)} \to \frac{w_1(x) T w_1(x)}{T w_1(x)} = w_1(x) \text{ a.e. in } \Omega.$$ 

Similarly,

$$w_n^-(x) \to w_2(x) \text{ a.e. in } \Omega.$$ 

Notice that, if $w_1(x) > 0$, then, $w_n^+(x) > 0$, for $n$ large enough. Hence,

$$w_n(x) = w_n^+(x) \to w_1(x).$$

the same argument works to prove that

$$w_n(x) = w_n^-(x) \to w_2(x) \text{ if } w_2(x) < 0.$$ 

From this, $w_1(x) w_2(x) = 0$ a.e. in $\Omega$, and

$$\{x \in \Omega; w_2(x) < 0\} \cap \{x \in \Omega; w_1(x) > 0\} = \emptyset.$$ 

Therefore,

$$w^+(x) = \max\{w(x), 0\} = \max\{w_1(x) + w_2(x), 0\} = w_1(x) \text{ a.e. in } \Omega$$

and

$$w^-(x) = \min\{w(x), 0\} = \min\{w_1(x) + w_2(x), 0\} = w_2(x) \text{ a.e. in } \Omega,$$

finishing the proof of the claim.

From Lemma 3.3, there exist $t, s > 0$ such that

$$\Psi'(t w^+ + s w^-) w^+ = \Psi'(t w^+ + s w^-) w^- = 0.$$ 

Now, we will show that $t, s \leq 1$. As $\Psi'(w_n) w_n^\pm = 0$,

$$\int_{\Omega} w_n^+ h(w_n^+) dx = \int_{\Omega} w_n^+ T w_n^+ dx + \int_{\Omega} w_n^- T w_n^+ dx$$
and
$$\int_{\Omega} w_n^- h(w_n^-) dx = \int_{\Omega} w_n^- T w_n^- dx + \int_{\Omega} w_n^- T w_n^+ dx.$$ 
Taking the limit in the above equalities, we obtain
$$\int_{\Omega} w^+ h(w^+) dx = \int_{\Omega} w^+ T w^+ dx + \int_{\Omega} w^- T w^+ dx$$
and
$$\int_{\Omega} w^- h(w^-) dx = \int_{\Omega} w^- T w^- dx + \int_{\Omega} w^- T w^+ dx.$$ 
Since \(\Psi'(t w^+ + s w^-) t w^+ = 0\), we know that
$$\int_{\Omega} h(t w^+) t w^+ dx = t^2 \int_{\Omega} w^+ T w^+ dx + t s \int_{\Omega} w^- T w^+ dx.$$ 
Supposing \(t \geq s\), we find the inequality below
$$\int_{\Omega} h(t w^+) (w^+)^2 dx \geq \int_{\Omega} w^+ T w^+ dx + \int_{\Omega} w^- T w^+ dx \geq \int_{\Omega} \frac{h(w^+)}{w^+} (w^+)^2 dx,$$
that is,
$$\int_{\Omega} \left[ \frac{h(t w^+)}{t w^+} (w^+)^2 - \frac{h(w^+)}{w^+} (w^+)^2 \right] dx \geq 0.$$ 
Once \(\frac{h(t)}{t}\) is decreasing for \(t > 0\), the last inequality ensures that \(t \leq 1\), and so, \(s \leq 1\).

Our next step is to show that \(\Psi(t w^+ + s w^-) = c_M\). To this end, as \(t w^+ + s w^- \in M\), we must have
\[
c_M \leq \Psi(t w^+ + s w^-) = \Psi(t w^+ + s w^-) - \frac{1}{2} \Psi'(t w^+ + s w^-)(t w^+ + s w^-)
\leq \int_{\Omega} \left[ H(t w^+ + s w^-) - \frac{1}{2} h(t w^+ + s w^-) (t w^+ + s w^-) \right] dx,
\leq \int_{\Omega} \left[ H(t w^+) - \frac{1}{2} h(t w^+) (t w^+) \right] dx + \int_{\Omega} \left[ H(s w^-) - \frac{1}{2} h(s w^-) (s w^-) \right] dx.
\]
Using again that \(H(t) - \frac{1}{2} h(t) t\) increasing for \(t > 0\), we obtain
\[
c_M \leq \int_{\Omega} \left[ H(w^+) - \frac{1}{2} h(w^+) (w^+) \right] dx + \int_{\Omega} \left[ H(w^-) - \frac{1}{2} h(w^-) (w^-) \right] dx,
\]
By Fatou’s Lemma

\[
c_M \leq \liminf_{n \to +\infty} \int_{\Omega} \left[ H(w_n^+) - \frac{1}{2} h(w_n^+)(w_n^+) \right] dx + \liminf_{n \to +\infty} \int_{\Omega} \left[ H(w_n^-) - \frac{1}{2} h(w_n^-)(w_n^-) \right] dx
\leq \liminf_{n \to +\infty} \int_{\Omega} \left[ H(w_n^+ + w_n^-) - \frac{1}{2} h(w_n^+ + w_n^-)(w_n^+ + w_n^-) \right] dx,
\leq \liminf_{n \to +\infty} \left[ \Psi(w_n) - \frac{1}{2} \Psi'(w_n)w_n \right] = \liminf_{n \to +\infty} \Psi(w_n) = c_M,
\]

showing that

\[c_M = \Psi(tw^+ + sw^-)\]

Setting \( w_0 = tw^+ + sw^- \in \mathcal{M} \), it follows that

\[w_0 \in \mathcal{M} \quad \text{and} \quad \Psi(w_0) = c_M.\]

Now, using Proposition 3.4 and the same arguments found in [3, Section 2], we can infer that \( w_0 \) is a critical point of \( \Psi \). Thus, \( u = Tw_0 \) is a nodal ground state solution for \((P)\).

5 Final comments

In the present paper we have opted to assume the condition \((f_2)\) to avoid more technicalities, because our main intention were to show in details the idea of the method.
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