High-resolution Mid-infrared Spectroscopy of GV Tau N: Surface Accretion and Detection of NH$_3$ in a Young Protoplanetary Disk
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Abstract

Physical processes that redistribute or remove angular momentum from protoplanetary disks can drive mass accretion onto the star and affect the outcome of planet formation. Despite ubiquitous evidence that protoplanetary disks are engaged in accretion, the process(es) responsible remain unclear. Here we present evidence for redshifted molecular absorption in the spectrum of a Class I source that indicates rapid inflow at the disk surface. High-resolution mid-infrared spectroscopy of GV Tau N reveals a rich absorption spectrum of individual lines of C$_2$H$_2$, HCN, NH$_3$, and H$_2$O. From the properties of the molecular absorption, we can infer that it carries a significant accretion rate $\dot{M}_{\text{abs}} \sim 10^{-8} - 10^{-7}$ $M_\odot$ yr$^{-1}$, comparable to the stellar accretion rates of active T Tauri stars. Thus, we may be observing disk accretion in action. The results may provide observational evidence for supersonic “surface accretion flows,” which have been found in MHD simulations of magnetized disks. The observed spectra also represent the first detection of NH$_3$ in the planet formation region of a protoplanetary disk. With NH$_3$ only comparable in abundance to HCN, it cannot be a major missing reservoir of nitrogen. If, as expected, the dominant nitrogen reservoir in inner disks is instead N$_2$, its high volatility would make it difficult to incorporate into forming planets, which may help to explain the low nitrogen content of the bulk Earth.

Unified Astronomy Thesaurus concepts: T Tauri stars (1681); Protoplanetary disks (1300); Stellar accretion disks (1579); Circumstellar disks (235); Planet formation (1241); Interstellar molecules (849)

1. Introduction

Stars form surrounded by disks, the repositories of excess angular momentum inherited from the molecular cloud that cannot be contained within the star alone. Physical processes that redistribute or remove angular momentum can drive mass accretion onto the star and affect the outcome of planet formation, e.g., giant planets that form in the disk may be swept inward along with the accretion flow. Although it is as yet unclear what physical mechanism(s) generate accretion flows, the process(es) must be robust: T Tauri stars (i.e., young stars surrounded by disks) commonly show excess UV emission produced by mass flows that reach the stellar surface (Hartmann et al. 2016).

One clue to the nature of disk accretion comes from the sizes of gaseous disks. Whereas disks in the embedded “Class I” phase of pre-main-sequence evolution are modest in size (typically <100 au in radius), gas disks in the more evolved “Class II” phase, when infall from the molecular cloud has ceased, span a range of sizes, including many much larger than 300 au (Najita & Bergin 2018; Ansdell et al. 2018). The existence of such large disks is remarkable given the multiple processes that can act to reduce disk sizes (e.g., far-UV photoevaporation, companion formation, disk winds). Their existence suggests that internal angular momentum redistribution plays a large enough role in driving accretion that a significant fraction of disks grow substantially in size from the Class I to Class II phases (Najita & Bergin 2018). However, there have been few observational clues to date as to the nature of the process that redistributes the angular momentum. Disk spectral line diagnostics offer the opportunity to probe the dynamics of disks for potential new insights.

Spectral features in the mid-infrared (MIR) offer the opportunity to study the dynamics and chemistry of planet formation environments. Class II (T Tauri) disks commonly reveal a MIR spectrum that is rich in emission from water and organic molecules (CO$_2$, HCN, C$_2$H$_2$; Carr & Najita 2008, 2011; Salyk et al. 2011). The emitting areas, line profiles, and thermal-chemical properties of the emitting gas are consistent with emission from an irradiated disk atmosphere within a few astronomical units of the star, i.e., the terrestrial planet region of the disk (e.g., Najita & Ádámkovics 2017; Najita et al. 2018). In contrast to the frequent detection of MIR molecular emission, MIR molecular absorption is detected only rarely from young stars at low spectral resolution. Observations with the Spitzer Space Telescope detected molecular absorption features of HCN, C$_2$H$_2$, and CO$_2$ from IRS 46 (Lahuis et al. 2006) and GV Tau (e.g., Bast et al. 2013) and CO$_2$ from DG Tau B (Pontoppidan et al. 2008; Kruger et al. 2011). The similar molecular species and gas temperatures detected in emission and absorption suggested that the absorption features also arise in a disk atmosphere but viewed close to edge on (Doppmann et al. 2008; Bast et al. 2013) and those that launch MHD winds (e.g., Bai 2017).

Here we report high-resolution MIR spectroscopy of the Class I source GV Tau N, which reveals a rich molecular absorption spectrum of individual lines of C$_2$H$_2$ and HCN, as well as H$_2$O and the first detection of NH$_3$ in the planet formation region of a protoplanetary disk. The resolved line profiles, which have a significant redshifted component, may...
provide observational evidence for a new accretion mechanism: supersonic “surface accretion flows,” which have been found in MHD simulations of magnetized disks (Zhu & Stone 2018; see also Stone & Norman 1994; Beckwith et al. 2009; Guilet & Ogilvie 2012, 2013).

A young stellar binary in the Taurus molecular cloud ($d = 140$ pc), GV Tau (aka Haro 6–10, IRAS 04263+2426), comprises a bright optical source, GV Tau S, and an infrared companion located 1°2 away, GV Tau N, which dominates the MIR flux of the system (e.g., Leinert & Haas 1989; Sheehan & Eisner 2014). While GV Tau has the strongly rising 2–25 μm continuum characteristic of Class I sources (e.g., Furlan et al. 2008), its relatively weak gas and dust emission compared to other low-mass embedded YSOs suggests that the system lacks a significant envelope (Hogerheijde et al. 1998). That property and the poorly defined molecular outflow structure of the system (Hogerheijde et al. 1998) suggest that it is a more evolved Class I source. Spatially resolved millimeter imaging further suggests modest solid disk masses for both GV Tau N and S (Sheehan & Eisner 2014) and small dust disk sizes (~15 au; Guilloteau et al. 2011).

In addition to the molecular absorption bands of HCN, C2H2, and CO2 detected with Spitzer (Bast et al. 2013), the spectrum of GV Tau N also shows individual near-infrared absorption lines of HCN, C2H2, CH4, and CO (Gibb et al. 2007; Doppmann et al. 2008; Gibb & Horne 2013; Davis et al. 2015). While CO absorption has been detected toward both Class I and Class II sources at high spectral resolution (Brittain et al. 2005; Rettig et al. 2006; Kruger et al. 2011; Horne et al. 2012; Smith et al. 2015; Lee et al. 2016), organic absorption features are rarely seen. Here we report a high spectral resolution observation of the MIR spectrum of GV Tau N. The observations are described in Section 2, and the detected features are analyzed in Section 3. In Section 4, we discuss the origin of the absorption features and the possible support they provide for the existence of surface accretion flows. We also comment on the detection of NH3 and its implications for our understanding of the nitrogen reservoir in disks.

## 2. TEXES Observations

We observed GV Tau N with TEXES, the Texas Echelon-cross-Echelle spectrograph (Lacy et al. 2002), on the Gemini North 8m telescope during observing campaigns in 2006 November and 2007 October. We used the high-resolution, cross-dispersed mode for all observations with a slit width of 0.554. The spectral resolving power in this instrumental configuration is $R = 100,000$. We nodded the object on the slit every ~10 s to facilitate background subtraction and removal of night-sky emission. TEXES does not use the chopping secondary mirror. During the first visit to GV Tau on (UT) 2006 November 19, we observed both GV Tau S and GV Tau N to confirm that the MIR flux originated almost entirely with GV Tau N. Subsequent to that observation, we concentrated solely on GV Tau N.

The spectral coverage in a single setting with TEXES is roughly 0.5% of the central wavenumber. Therefore, we targeted specific molecular transitions in each setting based on the telluric atmosphere, the source Doppler shift, and a desire to cover a range of lower state levels and molecules. We used the night-sky emission features to evaluate and adjust the spectral setting to avoid desired features falling into gaps in the spectrum.

### Table 1

| UT Date   | Central Wavenumber (cm$^{-1}$) | Clock Time (minutes) | Calibrator |
|-----------|-------------------------------|----------------------|------------|
| 2006 Nov 19 | 765.5                         | 57                   | Sirius     |
| 2006 Nov 19 | 744.8                         | 55                   | Sirius     |
| 2006 Nov 21 | 780.5                         | 42                   | Sirius     |
| 2006 Nov 23 | 787.0                         | 87                   | BN*        |
| 2006 Nov 28 | 814.0                         | 55                   | BN         |
| 2007 Oct 20 | 767.0                         | 63                   | Ceres      |
| 2007 Oct 21 | 767.0                         | 57                   | Ceres      |
| 2007 Oct 22 | 931.5                         | 145                  | Sirius     |
| 2007 Oct 24 | 807.0                         | 114                  | Flora      |
| 2007 Oct 25 | 814.5                         | 56                   | Flora      |

**Note.**

* We have not found narrow spectral features toward BN in any previous TEXES observing.

The standard observation sequence with TEXES includes observing an ambient temperature blackbody roughly every 7 minutes as a flat field. We also observed a telluric calibrator, either a hot star or a featureless continuum source, immediately before or after GV Tau N. The telluric calibrator helps to reduce the impact of atmospheric absorption and to flatten the continuum beyond what division by the blackbody alone provides. A log of the observations, including the telluric calibrator used, is given in Table 1.

The data were reduced using the standard TEXES pipeline. The pipeline removes spikes, rectifies the cross-dispersed echellograms, flat-fields the data, aligns and combines nod pairs, optimally extracts the spectrum of the continuum object, and does a wavelength calibration using a night-sky emission line. We subsequently divided the GV Tau N spectra by a scaled version of the telluric calibrator spectrum to remove residual atmospheric lines.

The wavelength scale was refined using telluric absorption lines in the spectrum of GV Tau N. For each setting, a dispersion function was fit to all measurable telluric lines in each order, using the IRAF task ecidentify. The fits had an average rms residual of 0.15 km s$^{-1}$ and an average maximum residual of 0.3 km s$^{-1}$. Two observations have larger uncertainties. The signal-to-noise ratio (S/N) for the 814 cm$^{-1}$ setting from 2007 was too low to use telluric lines in the GV Tau N spectrum. Instead, the dispersion function was fit to lines in the telluric standard (rms 0.06 km s$^{-1}$), and this solution was applied to GV Tau N. Three measurable telluric lines in the GV Tau N spectrum were used to assign a zero-point (wavelength shift) uncertainty of 0.5 km s$^{-1}$. The 932 cm$^{-1}$ setting from 2007 only contains three telluric lines; hence, an independent dispersion solution was not possible. In this case, the pipeline wavelength scale was retained, with an assumed uncertainty of 1 km s$^{-1}$.

Model telluric transmission spectra were utilized for a few of the settings. Because the S/N for the 780 cm$^{-1}$ setting was degraded as a result of insufficient S/N in the telluric

---

7 IRAF was distributed by the National Optical Astronomy Observatory, which was managed by the Association of Universities for Research in Astronomy (AURA) under a cooperative agreement with the National Science Foundation.
| Line          | $E_x$ (cm$^{-1}$) | Wavenumber (cm$^{-1}$) | $g_r$ | $A_0^x$ (s$^{-1}$) | 2006$^x$ | 2007$^x$ |
|---------------|-------------------|------------------------|-------|-------------------|----------|----------|
| C$_2$H$_2$    |                   |                        |       |                   |          |          |
| R5           | 35.3              | 743.2639               | 33    | 3.441             | *         | ...      |
| R6           | 49.4              | 745.6135               | 13    | 3.349             | "u"      | ...      |
| R14          | 247.0             | 764.3821               | 29    | 3.586             | "         | ...      |
| R15          | 282.3             | 766.7241               | 93    | 3.615             | "         | "        |
| R16          | 319.9             | 769.0650               | 33    | 3.646             | ...      | "e"      |
| R20          | 493.9             | 778.4173               | 41    | 3.782             | "         | ...      |
| R21          | 543.3             | 780.7523               | 129   | 3.880             | "         | ...      |
| R22          | 595.0             | 783.0861               | 45    | 3.858             | "         | ...      |
| R23          | 649.0             | 785.4185               | 141   | 3.979             | "         | ...      |
| R24          | 705.4             | 787.7495               | 49    | 3.939             | x         | ...      |
| R31          | 1165.6            | 804.0242               | 189   | 4.259             | ...      | "        |
| R33          | 1318.2            | 808.6593               | 201   | 4.362             | ...      | "        |
| R35          | 1480.0            | 813.2871               | 213   | 4.470             | ...      | "        |
| R37          | 1651.2            | 817.9073               | 225   | 4.583             | "         | "        |
| R14$^c$      | 859.5             | 766.3327               | 87    | 2.201             | ...      |          |
| HCN          |                   |                        |       |                   |          |          |
| R10          | 162.6             | 744.4599               | 126   | 1.221             | *         | ...      |
| R17          | 452.1             | 765.0611               | 210   | 1.302             | "         | ...      |
| R18          | 505.2             | 767.9978               | 222   | 1.315             | ...      | "        |
| R22          | 747.2             | 779.7261               | 270   | 1.365             | ...      | "        |
| R24          | 885.9             | 785.5777               | 294   | 1.391             | ...      |          |
| R32          | 1557.8            | 808.8860               | 390   | 1.491             | ...      | "        |
| R33          | 1654.9            | 811.7870               | 402   | 1.504             | ...      | "        |
| R34          | 1755.0            | 814.6850               | 414   | 1.516             | ...      |          |
| HN$_3$ 780 cm$^{-1}$ |               |                        |       |                   |          |          |
| aP(8,3)      | 679.8             | 778.2899               | 204   | 4.034             | "         | ...      |
| aP(8,2)      | 697.9             | 779.5640               | 102   | 4.396             | "         | ...      |
| aP(8,1)      | 708.8             | 780.3141               | 102   | 4.611             | "         | ...      |
| HN$_3$ 787 cm$^{-1}$ |               |                        |       |                   |          |          |
| sP(9,8)      | 655.7             | 784.9805               | 102   | 0.985             | x         | ...      |
| sP(9,7)      | 710.9             | 785.5963               | 102   | 1.835             | xd        | ...      |
| sP(9,6)      | 758.4             | 786.1906               | 204   | 2.559             | "         | ...      |
| sP(9,5)      | 798.4             | 786.7323               | 102   | 3.161             | xt        | ...      |
| sP(9,3)      | 856.2             | 787.5761               | 204   | 4.022             | "         | ...      |
| sP(9,1)      | 884.9             | 788.0214               | 102   | 4.448             | "u"       | ...      |
| sP(9,0)      | 888.5             | 788.0777               | 204   | 4.499             | "         | ...      |
| HN$_3$ 807 cm$^{-1}$ |               |                        |       |                   |          |          |
| sP(8,7)      | 532.9             | 805.7790               | 102   | 1.185             | ...       | x        |
| sP(8,6)      | 580.8             | 806.2742               | 204   | 2.191             | ...       | xt       |
| sP(8,5)      | 621.1             | 806.7377               | 102   | 3.029             | ...       | x        |
| sP(8,4)      | 653.9             | 807.1441               | 102   | 3.705             | ...       | *        |
| sP(8,3)      | 679.3             | 807.4718               | 204   | 4.221             | ...       | "        |
| sP(8,2)      | 697.4             | 807.7223               | 102   | 4.596             | ...       | "        |
| sP(8,1)      | 708.2             | 807.8716               | 102   | 4.814             | ...       | xt       |
| NH$_3$ 814 cm$^{-1}$ |               |                        |       |                   |          |          |
| aP(6,3)      | 358.3             | 812.3011               | 66    | 3.093             | "         | ...      |
| aP(6,2)      | 384.0             | 814.2415               | 132   | 4.165             | "         | ...      |
| aP(6,1)      | 402.3             | 815.5910               | 66    | 4.927             | "         | "        |
| aP(6,0)      | 413.2             | 816.3862               | 66    | 5.383             | "         | "        |
| NH$_3$ 931 cm$^{-1}$ |               |                        |       |                   |          |          |
| aQ(7,6)      | 423.2             | 929.1617               | 180   | 9.809             | ...       | "        |
| aQ(4,4)      | 140.2             | 929.8981               | 54    | 12.18             | ...       | "        |
| aQ(0,7)      | 711.6             | 929.9705               | 114   | 8.306             | ...       | x        |
| aQ(6,5)      | 325.1             | 930.3066               | 78    | 9.058             | ...       | "        |
| aQ(3,3)      | 86.7              | 930.7570               | 84    | 11.39             | ...       | "        |
| aQ(1,8)      | 1070.4            | 931.0622               | 138   | 7.391             | ...       | x        |
| aQ(8,6)      | 1581.5            | 931.1220               | 204   | 7.607             | ...       | "        |
calibrator, corrections for atmospheric lines were made using the software package TERRASPEC (Bender 2010). TERRASPEC was also used to improve the correction for telluric water lines in the 767 and 807 cm\(^{-1}\) settings. For all of the observations, additional continuum normalization was carried out for each order of interest by fitting a low-order polynomial to the continuum outside the intervals of absorption from known molecular transitions in GV Tau N.

3. Analysis

In the TEXES spectra we detect numerous absorption lines of NH\(_3\), HCN, and C\(_2\)H\(_2\); a few lines of H\(_2\)O in absorption; and H\(_2\) in emission (Table 2). The H\(_2\) emission from GV Tau was previously reported in Bitner et al. (2008) and is not discussed further here. Most of the HCN and C\(_2\)H\(_2\) lines were measured in 2006, with additional lines measured in 2007. The unexpected detection in 2006 of numerous NH\(_3\) absorption lines was followed up in 2007 with grating settings that probed lower-energy NH\(_3\) transitions. Weak absorption lines of water were also detected in the 2007 spectra. The entire set of pipeline-reduced spectra for GV Tau N is shown in Figure A1. The positions and identifications of the detected lines are indicated.

While the H\(_2\)O lines are pure rotational transitions within the ground vibrational state, the NH\(_3\), HCN, and C\(_2\)H\(_2\) absorption lines are predominantly rovibrational transitions out of the ground vibrational state to a higher vibrational state; the C\(_2\)H\(_2\) \(\nu_4+\nu_5=\nu_4\) line is an exception (see Section 3.1).

The HCN \(\nu_2\) vibrational mode is the bending mode. The \(\nu_5\) mode of C\(_2\)H\(_2\) (HCCH) is the symmetric bending mode, in which the two H atoms vibrate together, and the \(\nu_4\) mode is the antisymmetric bending mode. In the R5 transition, for example, the rotational transition is \(J=5\) to \(J=6\), Q5 is \(J=5\) to \(J=5\), and P5 is \(J=5\) to \(J=4\). For C\(_2\)H\(_2\), the H atom spin statistics cause the odd-\(J\) (ortho) lines to be three times as strong as the even-\(J\) lines, and \(Q\)-branch lines are approximately twice as strong as \(P\)- and \(R\)-branch lines. Since HCN and C\(_2\)H\(_2\) are linear molecules in their ground vibrational states, only the quantum number \(J\) is required to label their rotational states, although the excited bending modes are split into \(e\) and \(f\) states depending on the relative orientation of the rotational axis and the bending motion.

For NH\(_3\), the \(\nu_2\) vibrational mode is the “umbrellā” mode in which the three H atoms vibrate together. The ground and \(\nu_2\) states are split by inversion splitting, with lines from the symmetric and antisymmetric states labeled \(s\) and \(a\), respectively. For this symmetric top molecule, the rotational state is described by two quantum numbers, \(J\) (the total angular momentum) and \(K\) (the angular momentum about the symmetry axis). Line strengths depend on both \(J\) and \(K\), but typically states with \(K=3n\) are twice as strong as those with

### Table 2 (Continued)

| Line | \(E_g\) (cm\(^{-1}\)) | Wavenumber (cm\(^{-1}\)) | \(g_r\) | \(A_e\) (s\(^{-1}\)) | 2006 \(^a\) | 2007 \(^b\) |
|------|-----------------|---------------------|------|----------------|--------|--------|
| aQ(5,4) | 239.4 | 931.1773 | 66 | 8.098 | ... | * |
| aQ(2,2) | 45.6 | 931.3332 | 30 | 10.11 | ... | * |
| aQ(1,1) | 17.0 | 931.6277 | 18 | 7.583 | ... | * |
| aQ(4,3) | 166.1 | 931.7736 | 108 | 6.823 | ... | * |
| aQ(7,5) | 463.7 | 932.0112 | 90 | 6.775 | ... | * |
| aQ(3,2) | 105.2 | 932.0940 | 42 | 5.049 | ... | * |
| aQ(2,1) | 56.7 | 932.1362 | 30 | 2.524 | ... | * |
| aQ(6,6) | 358.3 | 932.6357 | 78 | 5.770 | ... | * |
| aQ(3,1) | 116.3 | 932.8812 | 42 | 1.260 | ... | * |
| aQ(5,3) | 265.2 | 932.9923 | 132 | 4.539 | ... | * |
| aQ(4,2) | 184.6 | 933.0758 | 54 | 3.025 | ... | * |
| aQ(9,6) | 759.0 | 933.1574 | 228 | 6.063 | ... | * |
| aQ(8,5) | 621.7 | 933.8260 | 102 | 5.251 | ... | *d |
| aQ(4,1) | 195.6 | 933.8425 | 54 | 0.755 | ... | *d |

H\(_2\)O

| Line | Wavenumber (cm\(^{-1}\)) | \(g_r\) | \(A_e\) (s\(^{-1}\)) | 2006 \(^a\) | 2007 \(^b\) |
|------|----------------|------|----------------|--------|--------|
| 16\(_{5,12}-15\(_{2,13}\) | 2872.3 | 767.2638 | 93 | 6.761 | ... | * |
| 16\(_{3,14}-15\(_{2,14}\) | 2631.3 | 805.9936 | 31 | 4.217 | ... | * |
| 17\(_{4,11}-16\(_{3,14}\) | 3211.2 | 806.6956 | 99 | 7.665 | ... | * |
| 16\(_{4,14}-15\(_{2,14}\) | 2631.3 | 808.0379 | 93 | 4.211 | ... | * |
| 7\(_{6,1}-9\(_{5,6}\) | 447.3 | 768.9422 | 39 | 2.6 \times 10^{-4} | ... | x |
| 8\(_{7,2}-7\(_{6,5}\) | 782.4 | 808.2803 | 45 | 1.2 \times 10^{-3} | ... | x |
| 9\(_{10}-8\(_{9,3}\) | 1411.6 | 813.8577 | 68 | 0.021 | ... | x |
| 14\(_{9,6}-13\(_{6,7}\) | 2756.4 | 928.9932 | 81 | 0.767 | ... | x |

Notes.

\(^a\) \(^d\): detection; \(^n\): nondetection; \(...\): not covered; \(t\): telluric line; \(e\): order edge/roll-off; \(u\): high uncertainty; \(d\): blended with other line.

\(^b\) \(\nu_4+\nu_5+\nu_4\) band, i.e., absorption out of the \(\nu_4\) level.

\(^c\) The 813.85 cm\(^{-1}\) ortho- and 813.83 cm\(^{-1}\) para-H\(_2\)O lines were treated as a single line with combined \(g_r\).
$K = 3n \pm 1$. $J$ can change in a radiative transition, but $K$ does not. Transitions are labeled by the lower-state $J$ and $K$.

### 3.1. HCN and C$_2$H$_2$

We detect a total of 8 lines of the HCN $\nu_2$ band, 14 lines of the C$_2$H$_2$ $\nu_3$ band, and 1 line from the C$_2$H$_2$ $\nu_4^{+}/\nu_5^{+}/\nu_4$ band (i.e., absorption out of the $\nu_4$ vibrational level; Figure A1). In 2006, we detected 12 C$_2$H$_2$ lines between R5 and R37 and 6 HCN lines between R10 and R34. In 2007, we detected 6 C$_2$H$_2$ lines between R15 and R37, as well as 3 HCN transitions (R17, R18, R32) with limits on 2 additional HCN transitions (R33 and R34). The lower energy levels of the observed lines range from $E_L < 100$ to ~1600 K.

The absorption features range in strength from ~1% deep at high excitation down to a maximum of ~20% deep at intermediate-$J$ values (Figures 1 and 2). Figure 1 shows representative line profiles of C$_2$H$_2$ over a range of excitation for 2006 (left) and 2007 (right), both as observed (top) and with the absorption features scaled to the same depth (bottom) in order to compare relative velocity profiles. In the bottom panels, vertical lines indicate the velocity of the gaseous envelope surrounding GV Tau (dashed line; $v_{\text{helio}} = 17.3 \pm 0.5$ km s$^{-1}$, or $v_{\text{LSR}} = 7.0$ km s$^{-1}$; Hogerheijde et al. 1998). The MIR molecular absorption is clearly redshifted with respect to the molecular cloud velocity.

Figure 2 shows the HCN spectra and normalized profiles from the 2006 data; the HCN profiles from 2007 are similar. Figure 3 compares the C$_2$H$_2$ and HCN profiles for low (top) and high (bottom) excitation lines. The C$_2$H$_2$ and HCN lines have nearly identical velocity profiles.

At low $J$, the HCN and C$_2$H$_2$ lines profiles both have a “single-dip” core absorption component centered at 21–22 km s$^{-1}$, with a FWHM of ~8–10 km s$^{-1}$, and a red wing extending to ~40 km s$^{-1}$ (Figures 1–3). When scaled to the same depth, the C$_2$H$_2$ and HCN profiles show a trend in which the red wing becomes stronger (relative to the core) at high $J$ (Figures 1 and 2), i.e., the high-velocity gas is more highly excited or is more optically thick. While low and intermediate rotational levels (e.g., R15 of C$_2$H$_2$) tend to show a wing that smoothly decreases in strength to the red, higher-excitation lines show more velocity structure. For example, the C$_2$H$_2$ R37 line could be fit with velocity components at 21, 28, and 36 km s$^{-1}$. The velocity structure of the NH$_3$ (Section 3.2) and H$_2$O (Section 3.3) lines is similar to that seen in the HCN and C$_2$H$_2$ lines, suggesting that the molecular absorption is composed of multiple velocity components.

If the absorbing gas is optically thin, the odd-$J$ C$_2$H$_2$ lines should be approximately 3 times stronger than the adjacent even-$J$ lines. For several of the stronger C$_2$H$_2$ lines observed (R14 vs. R15; R21 vs. the average of R20 and R22; R23 vs. the average of R22 and R24), the ratio of the absorption depths of the ortho and para lines is lower, ~2 in the absorption core (Figure 4), indicating that the odd-$J$ lines have optical depths of

![Figure 1. C$_2$H$_2$ spectra (top) and normalized line profiles (bottom) in 2006 (left) and 2007 (right). For reference, in the bottom panels, the vertical lines mark the velocity of the molecular cloud core from Hogerheijde et al. (1998). In the bottom panels, the profiles are scaled to extend from 0 at the bottom of the absorption to 1 in the continuum. The lines have an absorption core at $v_{\text{helio}} \approx 20$ km s$^{-1}$ and a red wing extending to ~40 km s$^{-1}$. In both epochs, the strength of the red wing relative to the core is greater in the higher-energy lines (above R23) than the lower-energy lines.](image-url)
Absorption core to ∼1 or greater. The relative depths of the neighboring ortho–para lines also differ between the core and the wing. The ratio of the absorption depths declines from ∼1 in the red wing beyond 30 km s\(^{-1}\) (Figure 4), indicating that the even-\(J\) C\(_2\)H\(_2\) lines are also optically thick in the high-velocity gas. Interestingly, the observed depths of the C\(_2\)H\(_2\) lines (<20%) are far less than expected for optically thick lines. This suggests that the line strengths are significantly diluted, or an intrinsically narrow line is highly broadened by macroscopic motions, or some combination of these two effects.

3.2. NH\(_3\)

We detect a total of 34 lines of the NH\(_3\) \(v_2\) band (Figure A1): 12 transitions in 2006 in lower energy levels from 358 to 888 cm\(^{-1}\), and 27 transitions in 2007 with lower energy levels from 17 to 1581 cm\(^{-1}\). The NH\(_3\) absorption strengths are similar to those of the C\(_2\)H\(_2\) and HCN lines and range in strength from ∼1% deep for the weakest measured lines to a maximum of ∼30% deep for the aQ(3,3) transition measured in 2007. Example spectra for individual NH\(_3\) lines are shown in Figure 5 for several \(P\)-branch lines from 2006 and \(Q\)-branch lines from 2007.

The profiles of the NH\(_3\) \(P\)-branch lines are roughly similar to the C\(_2\)H\(_2\) and HCN profiles, although there are differences in detail. Figure 6 compares the C\(_2\)H\(_2\) R15 line (\(E_p = 282\) cm\(^{-1}\)) with the average of four aP(6, K) NH\(_3\) lines from 2006 (\(E_p = 384–417\) cm\(^{-1}\)). Like the HCN and C\(_2\)H\(_2\) line profiles discussed in the previous section, the \(P\)-branch NH\(_3\) line profiles also have an absorption core at ∼22 km s\(^{-1}\) and a red wing extending to ∼40 km s\(^{-1}\). However, the shape of the NH\(_3\) core is more square bottomed, with a small shift in the velocity of the blue edge. In addition, the aP(6, K) NH\(_3\) lines from 2006 show weak emission blueward of the absorption. A similar emission component is not seen in the line profiles of the other molecules, nor in the profiles of other NH\(_3\) lines (including the aP(6, K) lines from 2007); however, the latter could be due to lower S/N of the other spectra. Similar line profiles are predicted in radiative transfer models of disk atmospheres with modest radial flows (see Section 4.2).

Similar to C\(_2\)H\(_2\) and HCN, the higher-velocity red wing of the NH\(_3\) profiles becomes stronger, relative to the core, for higher-excitation lines. Figure 7 compares the average 2007 profile of the aP(6, K) lines (\(E_p = 384–417\) cm\(^{-1}\)) with that of the sP(8,3) line (\(E_p = 679\) cm\(^{-1}\)). The higher-energy line clearly shows enhanced absorption at higher velocities in the red wing.

Perhaps surprisingly, the \(Q\)-branch lines show the ∼22 km s\(^{-1}\) core absorption component (FWHM ∼ 8 km s\(^{-1}\)) but lack the red wing. Figure 8 compares the average 2007 line profiles of the \(Q\)-branch (\(E_p = 17–423\) cm\(^{-1}\)) and aP(6, K) lines. The profile shapes differ markedly, with the higher-velocity absorption in the red wing absent in the \(Q\)-branch lines. The average \(Q\)-branch profile is sharper and centered more to the red than the flat-bottomed \(P\)-branch lines. However, the \(Q\)-branch profiles also vary with line strength (see Figure 5, bottom), with the weaker \(Q\)-branch lines closer in shape and velocity to those of the aP(6, K) lines. The absence of the red wing in the \(Q\)-branch lines may have something to do with the fact that the \(Q\)-branch transitions overlap the 10 \(\mu\)m silicate absorption feature, while the measured \(P\)-branch lines fall between 12 and 13 \(\mu\)m. Detailed radiative transfer models that include these opacity differences may be able to help us understand the origin of the differences in the profiles.
3.3. H$_2$O

We detected four high-excitation lines of H$_2$O in the 2007 spectra (Figure A1), with lower energy levels ranging from 2631 to 3211 cm$^{-1}$. All of the lines are very weak, $\sim$2\%-3\% deep. In contrast to the C$_2$H$_2$, HCN, and NH$_3$ lines, which have a prominent absorption core at $\sim$22 km s$^{-1}$, the H$_2$O absorption is deepest at $\sim$37 km s$^{-1}$.

Figure 9 compares the average spectrum and profile of the four detected H$_2$O lines with spectra and profiles of high-excitation (average of R31 and R33) and low-excitation (R15) lines of C$_2$H$_2$ in the 2007 data. The comparison shows that the H$_2$O absorption profile is strongest in the far red wing of the low-J C$_2$H$_2$ absorption profile. The H$_2$O absorption is very weak in the region of the 22 km s$^{-1}$ component and intermediate in strength at $\sim$28 km s$^{-1}$. The profile of the higher-energy C$_2$H$_2$ line, whose overall strength is weak, like the H$_2$O absorption, is intermediate between the two profiles: it has the same velocity components as H$_2$O (at roughly 22, 28, and 36 km s$^{-1}$) but with more equal depths.

Figure 10 compares the profiles of the $^{16}$O$_{13}$$-^{15}$N$_{14}$ and $^{16}$O$_{13}$$-^{15}$N$_{14}$ water lines, which are an ortho–para pair; they have nearly identical Einstein A-values and lower level energies (Table 2) but differ by a factor of 3 in their statistical weights. The absorption strengths of the two transitions are essentially the same, which shows that the absorption is optically thick. At the same time, the absorption depths are very small, which implies that the absorption is highly diluted, because the absorber covers a small fraction (filling factor) of the background continuum and/or an intrinsically narrow, deeper absorption feature is broadened by macroscopic motions. A similar, but less extreme, result was found for the C$_2$H$_2$ absorption.

Table 2 lists the four detected water lines, as well as an additional four undetected water lines that were used to constrain the properties of the water absorption.
3.4. Variability

There are some differences in the absorption strength and velocity profiles of the lines observed in 2006 and 2007. Figure 11 compares the 2006 and 2007 spectra of C$_2$H$_2$ for the R15 line and the average of two high-excitation lines. In 2007 the core of the R15 line decreased in strength, while the red wing has increased. In the high-excitation lines, the wing also increased in strength in 2007, while the 22 km s$^{-1}$ core remained about the same. The same behavior is seen for HCN. The increase in the depth of the red wing relative to the core is common to all transitions and to all three molecules, including the P-branch NH$_3$ lines observed in both epochs.

A subtler change is a small redward shift in the blue edge of the lower-excitation C$_2$H$_2$ and HCN lines, resulting in a change of the line centroid from 22 to 23 km s$^{-1}$. These velocities differ from the average velocity of 19 km s$^{-1}$ that Doppmann et al. (2008) found for the 3 mm HCN lines, in spectra with 13 km s$^{-1}$ resolution that did not resolve the line profiles. Hence, velocity variations may be common, but the TEXES data show that this can be produced by changes in the velocity structure of the absorption, rather than just a simple velocity shift of the entire profile.

3.5. Equivalent Widths and Absorption Properties

The equivalent widths (EWs) of the absorption features were used to infer the temperatures and column densities of the absorbing molecules. Because there are differences in absorption strengths and profiles between 2006 and 2007, the EWs measured in the two epochs were analyzed separately.
As noted in previous sections, the “core” and “wing” components of the line profiles show different behaviors as a function of line excitation energy, both in the observed ortho-to-para ratio of C$_2$H$_2$ absorption depths and in the interesting absence of a red wing in the $Q$-branch NH$_3$ lines. We therefore measured and analyzed the absorption as that of two velocity components, simply defined: a low-velocity (LV) component redward of $\sim$26 km s$^{-1}$ and a high-velocity (HV) component blueward of the same velocity. A possible alternative would have been to decompose the profile into two Gaussians. However, because the profiles are not strictly Gaussian, and they in fact appear to be composed of multiple components with possibly complex behavior, we adopted the simpler approach, with the goal of capturing the essence of the difference between the lower- and higher-velocity absorption.

The measured EWs for the two velocity components and their combined EW are given in Tables 3 and 4 for all lines measured in 2006 and 2007, respectively. The uncertainties include both the spectral pixel-to-pixel noise, which comes from the continuum S/N, and an estimate of the uncertainty in the continuum placement. The average line depth over the velocity interval is also listed for both components. In analyzing the detected H$_2$O absorption, we found it useful to also include upper limits on a few additional H$_2$O lines that could become detectable at very high column density and lower temperatures. These lines are listed in Table 4, along with their $2\sigma$ upper limits on EW for the HV component.

In the case of a uniform absorbing medium that lies in front of an opaque continuum source, the absorption EW, which is a simple function of the line optical depth $\tau_\nu$, can be diluted by unobscured continuum emission (e.g., if the absorber does not completely cover the background MIR continuum source) and/or by emission from the absorber. That is, if the emission from a background source $B_{\nu,b}(T_b)$ with temperature $T_b$ is absorbed by a medium with opacity $\tau_\nu$ and source function $S_{\nu,a}$, the emergent intensity is

$$I_\nu = B_{\nu,b} e^{-\tau_\nu} + (1 - e^{-\tau_\nu}) S_{\nu,a}$$  \hspace{1cm} (1)

at a frequency $\nu$ in the line and $I_\nu = B_{\nu,b}$ in the neighboring continuum. The fractional intensity decrement in the line relative to the continuum is then

$$\frac{B_{\nu,b} - I_\nu}{B_{\nu,b}} = (1 - e^{-\tau_\nu})(1 - S_{\nu,a}/B_{\nu,b}),$$  \hspace{1cm} (2)

and the equivalent width

$$EW = f_c \int (1 - I_\nu/B_{\nu,b}) d\nu = f_d \int (1 - e^{-\tau_\nu}) d\nu,$$  \hspace{1cm} (3)

where the quantity

$$f_d = f_c (1 - S_{\nu,a}/B_{\nu,b})$$  \hspace{1cm} (4)

combines the effects of the covering fraction of the absorber $f_c$ and the average dilution by emission from the absorber across the line $f_c = (1 - S_{\nu,a}/B_{\nu,b})$. In LTE, $S_c = B_c(T)$, where $T$ is the temperature of the absorbing medium. However, as a result of the high critical density for vibrational LTE, the vibrational temperature $T_{\text{vib}}$ may be less than $T$, and both $S_c$ and $T_{\text{vib}}$ can be affected by the radiation field.

Here we model the absorbing gas as a uniform slab. The line optical depths are determined by the gas temperature ($T$) and the ratio of the column density of the molecule ($N$) to the intrinsic line width, which includes thermal and microturbulent components. If the absorption is approximated as a Gaussian line profile with FWHM $\Delta\nu$, the line-center optical depth is

$$\tau_0 = \frac{g_v A \nu^3 e^{-E_v/kT}}{8\pi} Q(T) \frac{N}{1.0645 \Delta\nu} (1 - e^{-h\nu/c/kT}),$$  \hspace{1cm} (5)

where $\nu$ is the wavenumber of the transition, $g_v$ is the multiplicity of the upper state, $E_v$ is the lower energy level of the transition, $Q$ is the partition function, and the factor 1.0645 relates the product of the FWHM and peak height of a Gaussian to its area. All of the molecular parameters and data for the partition functions are from HITRAN (Fischer et al. 2003; Rothman et al. 2013). We assume that the lower energy levels are in LTE.

For each molecule and velocity component, we plot a curve of growth (COG) as ln(EW) versus the logarithm of a quantity proportional to $\tau_0$ and then determine the model parameters that minimize $\chi^2$. The first two parameters, $T$ and $N/\Delta\nu$, determine the line optical depths and the shape of the COG; equivalently, these two parameters set the relative EWs of the lines. The third parameter in this approach, $f_d\Delta\nu$, is a scaling factor that best matches the absolute EWs for all lines. From these three parameters, the value of $f_dN$ automatically follows.

Note that $f_d$ and $\Delta\nu$ are not independently determined, although it is possible to place physical limits on $\Delta\nu$ (and hence $f_d$). If all lines are optically thin (all points fall on the linear part of the COG), $N/\Delta\nu$ is not constrained and the only determined parameters are $T$ and $f_dN$. The results from the COG analysis are given in Tables 5 and 6. The parameter uncertainties represent $1\sigma$, i.e., a 68% confidence interval, where the joint confidence region for the parameters is the space enclosed by the surface of constant $\chi^2$ that corresponds to the confidence level and the number of free parameters. Note that there is correlation between parameters, such that the upper bound on temperature generally corresponds to lower column density and larger intrinsic line

Figure 11. Comparison of profiles of high-$J$ (top) and low-$J$ (bottom) profiles of C$_2$H$_2$ lines in 2006 and 2007.
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Table 3  
Line EWs from 2006a

| ID  | Wave (cm\(^{-1}\)) | S/N\(^b\) | EW(LV) (cm\(^{-1}\)) | err | EW(HV) (cm\(^{-1}\)) | err | EW (cm\(^{-1}\)) | err | Depth (LV)\(^f\) | Depth (HV)\(^g\) |
|-----|-------------------|-----------|-----------------------|-----|-----------------------|-----|------------------|-----|-----------------|-----------------|
| C\(_2\)H\(_2\) | R5 | 741.2639 | 60 | 4.373 | 0.232 | 1.502 | 0.245 | 5.874 | 0.428 | 0.134 | 0.043 |
| R4 | 764.3821 | 135 | 2.100 | 0.100 | 0.869 | 0.106 | 2.969 | 0.183 | 0.063 | 0.024 |
| R15 | 766.7241 | 135 | 4.184 | 0.098 | 1.189 | 0.104 | 5.373 | 0.178 | 0.125 | 0.033 |
| R20 | 778.4173 | 80 | 1.478 | 0.177 | 0.630 | 0.198 | 2.108 | 0.337 | 0.046 | 0.017 |
| R21 | 780.7523 | 78 | 2.879 | 0.149 | 0.652 | 0.156 | 3.531 | 0.252 | 0.083 | 0.018 |
| R22 | 783.0861 | 90 | 1.238 | 0.163 | 0.524 | 0.163 | 1.761 | 0.292 | 0.036 | 0.015 |
| R23 | 785.4185 | 95 | 2.750 | 0.132 | 0.949 | 0.138 | 3.699 | 0.231 | 0.080 | 0.026 |
| R24 | 787.7495 | 100 | 1.010 | 0.108 | 0.458 | 0.113 | 1.468 | 0.177 | 0.029 | 0.012 |
| R35 | 813.2870 | 430 | 0.456 | 0.059 | 0.249 | 0.038 | 0.706 | 0.070 | 0.013 | 0.006 |
| R37 | 817.9073 | 330 | 0.218 | 0.033 | 0.206 | 0.034 | 0.424 | 0.053 | 0.006 | 0.006 |
| R14\(d\) | 766.3327 | 130 | 0.569 | 0.089 | 0.153 \(e\) | 0.093 \(e\) | 0.722 | 0.129 | 0.017 | 0.004 |

Notes.  
\(^a\) LV indicates the low velocity component (<26 km s\(^{-1}\)) and HV the high velocity component (>26 km s\(^{-1}\); EW is the sum of the contributions from the LV and HV components; err, the uncertainty on the EW, includes both the pixel-to-pixel noise and an estimate of the uncertainty in the continuum placement.  
\(^b\) Continuum signal-to-noise per pixel.  
\(^c\) Average depth over the line.  
\(^d\) \(\nu_6+\nu_7-\nu_6\) band (i.e., absorption out of the \(\nu_6\) level).  
\(^e\) Not used in the analysis.

width, and vice versa. The uncertainties depend on the number of lines used, the S/N of the EWs, and the range in optical depth and lower energy level covered by the measured transitions.

In Figure 12, example COGs are plotted for both the LV and HV components of C\(_2\)H\(_2\) from 2006. The COG analysis shows quantitatively the conclusion reached from visual examination of the C\(_2\)H\(_2\) spectra; the HV component (the red wing) has a higher optical depth than the LV component (the 22 km s\(^{-1}\) core), as indicated by the greater curvature in its COG. The line with the highest opacity is the R15, which has an optical depth of 2 for the LV component and 6 for the HV component. Remarkably, the temperatures of the LV and HV components are about the same, ∼450 K. Thus, our finding that higher rotational transitions are more prominent in the HV component is not due to a higher temperature for the HV gas but to greater optical depth (larger N/Δ\(v\)).

Despite its higher optical depth, the EWs and absorption depths of the HV component are smaller than those of the LV component, indicating a larger dilution factor. Because the LV and HV components share the same temperature (Tables 5, and 6), the contribution of line emission by the warm absorber to the value of \(f_{\text{d}}\) (through the quantity \(f_e\) in Equation (1)) is the same for both components. Thus, the greater dilution of the HV component (i.e., smaller \(f_{\text{d}}\)) compared to the LV component indicates that the covering fraction of the background continuum is smaller for the high-velocity gas than the low-velocity gas.

For H\(_2\)O, the absorption is dominated by the HV component (Section 3.3); the observed redward velocity of the absorption

\(^8\) Small values of \(f_{\text{d}}\) reflect small covering fractions rather than significant emission from the absorbing gas. The vibrational temperature of the absorber \(T_{\text{ab}}\) and the temperature of the background continuum \(T_{\text{cb}}\) would have to be very similar for emission to have a significant impact. In LTE, \(T_{\text{ab}}\) is the same as the rotational temperature of the absorber, which is here ∼450 K. For \(T_{\text{ab}} = 450\) K, reducing \(f_{\text{d}}\) to 0.16–0.21, the range of dilution factors inferred for the LV component (Tables 5, and 6) requires a background continuum temperature of \(T_{\text{cb}} = 480–490\) K. Such similar foreground and background temperatures seem implausible; with temperatures that similar, the foreground gas is as likely to produce emission as absorption.
Table 4
Line EWs from 2007a

| ID  | Wave (cm⁻¹) | S/Nb | EW(LV) (cm⁻¹) | err  | EW(HV) (cm⁻¹) | err  | EW (cm⁻¹) | err  | Depth (LV)c | Depth (HV)d |
|-----|-------------|------|---------------|------|---------------|------|-----------|------|-------------|-------------|
| C₂H₂ | 766.7241 | 180 | 2.946 | 0.059 | 2.053 | 0.093 | 5.000 | 0.134 | 0.115 | 0.044 |
| R16 | 769.0650 | 65 | 1.452 | 0.126 | 1.351 | 0.177 | 2.804 | 0.232 | 0.057 | 0.029 |
| R31 | 804.0242 | 200 | 0.603 | 0.043 | 0.837 | 0.065 | 1.440 | 0.085 | 0.024 | 0.017 |
| R33 | 808.6592 | 200 | 0.420 | 0.050 | 0.814 | 0.073 | 1.235 | 0.103 | 0.015 | 0.017 |
| R35 | 813.2870 | 90 | 0.243 | 0.094 | 0.541 | 0.127 | 0.784 | 0.158 | 0.009 | 0.011 |
| R37 | 817.9073 | 100 | 0.228 | 0.100 | 0.214 | 0.130 | 0.442 | 0.164 | 0.009 | 0.004 |
| HCN | R17 | 765.0611 | 60 | 1.222 | 0.253 | 1.358 | 0.584 | 2.580 | 0.603 | 0.051 | 0.029 |
| R18 | 767.9979 | 150 | 1.413 | 0.124 | 1.108 | 0.190 | 2.522 | 0.267 | 0.055 | 0.024 |
| R32 | 808.8660 | 200 | 0.252 | 0.055 | 0.501 | 0.089 | 1.235 | 0.103 | 0.015 | 0.017 |

Notes.

a LV indicates the low velocity component (<26 km s⁻¹) and HV the high velocity component (>26 km s⁻¹); EW is the sum of the contributions from the LV and HV components; err, the uncertainty on the EW, includes both the pixel-to-pixel noise and an estimate of the uncertainty in the continuum placement; upper limits are 2σ.
b Continuum signal-to-noise per pixel.
c Average depth over the line.
d Nondetection.

shifts it out of the telluric water absorption, enabling its detection. The 20 km s⁻¹ component is clearly detected in the average spectrum (Figure 9), but it is too weak in individual lines to be useful in determining the absorption parameters. Therefore, the analysis was restricted to the HV component. Furthermore, because all four of the detected lines are optically thick, we are unable to constrain the absorption properties using these lines alone. We therefore also included in the
analysis the upper limits on several additional water lines covered by our spectra. Because these additional lines, shown in Table 4, would become strong enough to detect at very high column density and/or low temperature, including their upper limits places an upper bound on the water column density. The 2σ upper limits were included in the χ² fit using the approach discussed in Sawicki (2012). The best-fit COG for the H₂O absorption is shown in Figure 13. The resulting analysis yields the best-fit properties shown in Table 6.

Using the above procedure, we derived gas temperatures of ∼450 K for both velocity components of all molecules, with one clear exception discussed below. For molecules other than water, the derived values for N/Δν in the range of 10^{16}–10^{17} cm⁻² km⁻¹ s⁻¹, with the value for the HV component consistently 3–7 times greater than that for the LV component. For the HV component of water, N/Δν is much larger, 2.9 × 10^{19} cm⁻² km⁻¹ s⁻¹.

Because radiative transitions between rotational levels of C₂H₂ are forbidden, collisions will control the rotational populations in the ground vibrational state. Therefore, LTE should be a good approximation for C₂H₂ and the derived temperature a measure of the gas kinetic temperature. For HCN, the critical densities for our measured transitions range from 10^{10} to 10^{11} cm⁻³. The derived excitation temperature is the same as that of C₂H₂ (for the 2006 data), indicating that the gas densities are at least this high. The measured rotational levels for NH₃ have comparable critical densities. However, the critical densities for the measured water lines are higher, ∼4 × 10^{10} cm⁻³. Models of disk atmospheres predict that warm molecules are present at high densities (≥10^{13} cm⁻³), making LTE a reasonable assumption (e.g., Bruderer et al. 2015; Najita & Adámekovics 2017).

To determine the line-of-sight column density N from the constrained quantity N/Δν requires an assumption about the local line broadening Δν. A lower limit on N is found from assuming that the local line broadening is thermal, which for the observed molecules is ∼1 km s⁻¹ at 450 K. For an upper limit to N, we can adopt for Δν the observed width of the absorption component (∼8 km s⁻¹), which would be appropriate if the absorbing medium is highly turbulent. However, this is unlikely, because the profiles of the R15 and R14 lines of C₂H₂ are identical across the LV component, i.e., the ortho-to-para ratio and hence the optical depth are nearly constant across the LV core of the lines. If the absorption was due to a single intrinsically broad (∼8 km s⁻¹) profile, then the optical depth would be highest at the absorption minimum and decrease away from line center, in contrast to the observed profiles.

More likely, the observed width of the absorption feature is produced by multiple lines of sight through the rotating disk atmosphere that pass through gas at different velocities. In this case, the local line broadening Δν is substantially less than the full observed width, implying a smaller line-of-sight column density. In Tables 5 and 6 we list values for N for an assumed width of 2 km s⁻¹, a value between the approximate thermal width of hydrogen (4.5 km s⁻¹) and that of water (∼1 km s⁻¹) at the temperature of the absorption (450 K), implying some amount of microturbulent broadening for the observed molecules. We interpret these values of N in the next section.

Although we find a ∼450 K temperature for the velocity components of almost all molecules, we derive a much lower temperature for NH₃ in 2007 (250 K) than in 2006 (455 K) for the LV component. Because the addition of the Q-branch in the 2007 data adds a large number of lines, which cover a greater range in optical depth, the temperature from the COG is well constrained. Setting the temperature to 250 K for the 2006 data gives an extremely bad fit. One could be concerned that the Q-branch probes different gas, given its different behavior, i.e., the absence of the red wing in the Q-branch lines. In Figure 14, we plot the COG for the 2007 LV component, where the model COG is the best fit to the combined Q- and P-branch lines. The Q-branch lines are plotted with a different color and follow the same trend as the Q-branch lines. In addition, fitting the Q- and P-branch lines separately yields consistent temperatures.

Comparison with Previous Results.—We can compare our results for HCN to the findings of Doppmann et al. (2008), who measured the 3 μm absorption lines of HCN and C₂H₂ in GV Tau N at a resolution of 13 km s⁻¹ using NIRSPEC on Keck. They fit the ν₁ HCN spectrum with a temperature of 550 K and an HCN column density of 1.5 × 10^{17} cm⁻², using a microturbulent velocity of 3 km s⁻¹ (FWHM = 5.0 km s⁻¹).

Table 5

| Molecule | Comp. | No. | T (K) | Δν (10^{16} cm⁻² km⁻¹) | δ | fΔν (km s⁻¹) | σ | fN (10^{16} cm⁻²) | σ | χ² | τmax | N (10^{17} cm⁻²) |
|----------|-------|-----|-------|------------------------|---|-------------|---|-----------------|---|-----|-------|-----------------|
| C₂H₂     | LV    | 11  | 445   | 20            | -0.38 | 1.37     | -0.25 | 2.27           | -0.14 | 1.46 | 2.1 (R15) | 3.3              |
|          | HV    | 10  | 485   | -20           | -0.34 | 0.27     | -0.16 | 1.46           | -0.16 | 1.3  | 6.0 (R15) | 11               |
| HCN      | LV    | 6   | 465   | -100          | -4.6  | 1.24     | -0.67 | 4.40           | -1.94 | 0.32 | 1.77 (R10) | 7.1              |
|          | HV    | 6   | 410   | -250          | -3.1c | 0.23     | -0.30 | 5.37           | -3.42 | 0.15 | 13.6 (R10) | 46.8             |
| NH₃      | LV    | 11  | 455   | -45           | -4.2  | 2.6-8.0  | -7.09 | 1.79           | -0.11 | 1.74 | 0.09-0.3 | 0.4-1.4          |
|          | HV    | 10  | 880   | -250          | -3.2d | 0.51     | -0.29 | 1.69           | -1.08 | 1.41 | 0.56 (ap6(0)) | 6.6              |

Notes.

a Number of lines used in the fit.
b Assumes Δν = 2 km s⁻¹.
c Lower bound on N/Δν set by upper bound f_dΔν = 8.0 km s⁻¹.
d No upper bound on N/Δν or f_dN; no lower bound on T or f_dΔν.
e Best fits are optically thin; hence, T and f_dN are well constrained, but not f_dΔν and N/Δν. Upper limit imposed on f_dΔν = 8.0 km s⁻¹, which is also the minimum χ²; hence, range given for N/Δν, f_dΔν, and τ (and f_d).
f Imposing bound on f_dΔν = 8.0 km s⁻¹ gives a lower bound on N/Δν (optically thin).
This is equivalent to \( N/\Delta v = 3 \times 10^{16} \text{ cm}^{-2} \text{ km s}^{-1} \). Hence, their result is in reasonable agreement with the values we obtained with the MIR lines for the LV component of HCN.

We can also compare the results from our spectrally resolved molecular spectra with the analysis by Bast et al. (2013) of the Spitzer/IRS spectrum of GV Tau. Our study differs from that of Bast et al. in two important ways. First, the TEXES data spatially resolve the N and S components of the binary, whereas Bast et al. did not account for dilution by GV Tau S.

Our TEXES observations confirm that the S component lacks MIR molecular absorption, a result similar to that found in L-band molecular spectroscopy of GV Tau N and S (Doppmann et al. 2008; see also Gibb et al. 2007). Second, the high spectral resolution of the TEXES data allows us to resolve the profiles and to infer dilution of the line EWs.

For comparison to Bast et al., we use the \( f_d N \) values from our analysis with \( f_d = 1 \), i.e., the column densities we would...
derive without taking dilution into account. For C$_2$H$_2$ and HCN, our column densities are somewhat larger, by factors of 1–3, than those reported by Bast et al. The temperature for HCN is in agreement, but their temperature for C$_2$H$_2$ (720 K) is higher. For NH$_3$, our values of $f_d N \sim 2 \times 10^{16}$ cm$^{-2}$ are similar to the upper limit reported by Bast et al. (1.9 $\times 10^{16}$ cm$^{-2}$ for 500 K). All of our derived column densities would be larger for $f_d < 1$. Some of the observed differences may be due to variability, because the Spitzer and TEXES data were taken at different times.

To summarize, the TEXES spectra reveal warm (~450 K), redshifted MIR molecular absorption in GV Tau N, with larger column densities than inferred in previous studies. The HV component of the absorption is more optically thick than the LV component, has a column density 3–6 times larger, and is more highly diluted (by a factor of ~5) than the LV component as a result of a smaller covering fraction of the background MIR continuum.

4. Discussion

4.1. Origin of the Absorption

The working hypothesis in the literature is that the molecular absorption in GV Tau N occurs in gas in the disk atmosphere observed against the hotter dust continuum from smaller radii in a disk viewed close to edge on (Gibb et al. 2007; Doppmann et al. 2008; Bast et al. 2013). Here we discuss the origin of the absorbing gas in light of our results on the temperature, column densities, and line profiles of the molecular absorption.

**Clues from Temperature and Column Density.**—We find that the absorbing gas is warm (~450 K) and the detected molecular species show profiles that can be modeled as multiple velocity components that probe gas along the same lines of sight to the 12 $\mu$m continuum. The rotational temperatures derived for the HCN, C$_2$H$_2$, and H$_2$O absorption are similar to (but at the cool end of) the excitation temperatures derived for the same molecules from the MIR molecular emission observed from T Tauri disks (400–1000 K; Carr & Najita 2011; Salyk et al. 2011). The latter is thought to arise from the heated disk atmosphere within an au of the star (e.g., Najita et al. 2011; Najita & Ádámkovics 2017).

The relative column densities of the molecular species detected in absorption in GV Tau N are also consistent with the ratios derived for the MIR molecular emission from T Tauri disks. For the HV absorption component measured for GV Tau N in 2007, for which a H$_2$O column density could be determined, the column density ratios are $N$(C$_2$H$_2$)/$N$(H$_2$O) = 0.002, $N$(HCN)/$N$(H$_2$O) = 0.005, and $N$(C$_2$H$_2$)/$N$(HCN) = 0.4. Figure 15 compares the GV Tau N column density ratios (blue star) with the emission column density ratios of T Tauri disks derived from high- and low-resolution spectra (squares). The GV Tau N values are similar to the ratios derived from T Tauri star emission spectra using slab models that make assumptions similar to those adopted here. The similar column density ratios are consistent with the interpretation that the GV Tau N absorption arises in a disk atmosphere.

At the same time, the absolute column densities of the MIR absorption are much higher than the column densities seen in emission. Here we compare specifically to results for AS205 N and DR Tau, two high accretion rate disks viewed at low inclination. As the only sources whose HCN and C$_2$H$_2$ emission has been measured at high spectral resolution, their velocity-resolved spectra enable tighter constraints on the properties of the emitting gas (Najita et al. 2018). For a valid comparison (apples to apples), we assume thermal local line widths for the GV Tau N absorption, as assumed in the earlier emission-line analysis. The column densities of H$_2$O, HCN, and C$_2$H$_2$ in the HV absorption component of GV Tau N are 40 times greater on average than the emission column densities of AS205 N and DR Tau, and the (HCN and C$_2$H$_2$) column densities of the LV component of GV Tau N are ~10 times greater. The roughly order-of-magnitude-larger line-of-sight column densities observed in absorption versus emission are expected if the warm molecular layer responsible for the T Tauri star emission is viewed at high inclination in GV Tau N, as in an edge-on disk.

There is little definitive information available on the orientation of the GV Tau N disk. Modeling of MIR interferometric observations made with VLTI/MIDI favored a high inclination for GV Tau N ($i \sim 80^\circ$; Roccatagliata et al. 2011). In addition, the CO overtone emission from the inner disk of GV Tau N is broad (~95 km s$^{-1}$), suggesting that the disk is not close to face on (Doppmann et al. 2008). In contrast, modeling that fits the spectral energy distribution (SED) and scattered-light images of GV Tau N with a disk + envelope model favors a lower inclination ($i \sim 30^\circ$; Sheehan & Eisner 2014). However, the SED modeling may not provide a strong constraint on the orientation of the inner disk of GV Tau N; because the modeling weights large-scale phenomena prominently in the fit, the preferred solution may be influenced primarily by the envelope properties rather than the inner-disk (<10 au) properties where the warm absorption arises.

**Figure 14.** Curve of growth (COG) for the 2007 LV component of NH$_3$. The Q-branch (black) and P-branch (pink) lines follow the same trend and are fit with similar temperatures. The solid line is the best-fit model COG.
Absorption arises in a disk atmosphere viewed at high inclination. Density ratios of T Tauri disks, consistent with the interpretation that the GV Tau N absorption column density ratios are similar to the emission column densities; Carr & Najita 2011; Najita et al. 2018. The Astrophysical Journal, Najita et al. 2018.

The envelope surrounding GV Tau is the velocity for GV Tau N the velocity measured for the gaseous envelope. With the red wing of the absorption extending to larger velocities, ~15–20 km s\(^{-1}\) redward of the system velocity. Infalling gas would reach the ~4 km s\(^{-1}\) redshifted velocity of the absorption core at ~90 au and ~17 km s\(^{-1}\) wing velocity at ~5 au from an 0.8 M\(_{\odot}\) star. While some of the high-velocity gas (arising within ~10 au) might be warm enough to explain the observed absorption, the bulk of the infalling gas at ~90 au would be too cool to explain the observed absorption.

A similar argument applies to the MIR absorption. At the higher resolution and S/N of the TEXES spectrum compared to the NIRSPEC results, we find that the core of the MIR molecular absorption, centered at 21–22 km s\(^{-1}\), is ~4 km s\(^{-1}\) redward of the system velocity, with the red wing of the absorption extending to larger velocities, ~15–20 km s\(^{-1}\) redward of the system velocity. Infalling gas would reach the ~4 km s\(^{-1}\) redshifted velocity of the absorption core at ~90 au and ~17 km s\(^{-1}\) wing velocity at ~5 au from an 0.8 M\(_{\odot}\) star. While some of the high-velocity gas (arising within ~10 au) might be warm enough to explain the observed absorption, the bulk of the infalling gas at ~90 au would be too cool to explain the observed absorption.

Moreover, because of angular momentum conservation, it may be very difficult for infall to reach the inner few astronomical units of a Class I system. For rotating infall, angular momentum prevents direct accretion onto the star and its vicinity, instead causing the infalling material to reach the disk near the centrifugal radius (20–40 au). The difficulty of reaching the inner few astronomical units through infall is even more true for late accretion sources in which the infall is increasingly dominated by high angular momentum material.

GV Tau, which has a weak molecular envelope, is such a late accretion source, i.e., transitioning from a Class I source to a Class II source.

Another general argument against infall (and in favor of an inner disk atmosphere) is the molecular composition of the absorption and its rarity. Figure 15 shows that the GV Tau N ratios of C\(_2\)H\(_2\), HCN, and water are similar to those of T Tauri disk atmospheres seen in emission. Such absorption is rare. GV Tau N is the only Class I source known to show C\(_2\)H\(_2\), HCN, water, and NH\(_3\) in absorption. One other source shows C\(_2\)H\(_2\) and HCN absorption in its Spitzer spectrum (IRS 46; Lahuis et al. 2006).

If the temperature and composition we observe in GV Tau N were typical of infalling envelopes, we would commonly observe these features in Class I sources. Compared to a disk atmosphere, gas in an infalling envelope would cover a much larger fraction of the star, approximately the range of polar angles between the disk surface and the inner cavity carved out by outflow. As a result, absorption from infall would be detected over a much wider range of viewing angles than disks viewed nearly edge on. The rarity of molecular absorption like that seen in GV Tau N argues against its origin in an infalling envelope.

Disk Origin.—Unlike the infalling envelope scenario, a nearly edge-on rotating disk can account for almost all of the properties of the observed molecular absorption: the
temperature and column density (as discussed above) and its line width. Single-dipped absorption-line profiles can arise when a disk atmosphere is seen in absorption against the MIR continuum arising from smaller radii. While both the line absorption and the continuum emission likely arise over a range of radii, for simplicity in the discussion below, we assume that the continuum arises from a compact region \( r < r_c \) and the absorption occurs at larger radii \( r_a > r_c \). Because the MIR continuum is compact compared to \( r_a \), only the portion of the disk atmosphere at \( r_a \) that is close to the line of sight to the continuum is seen in absorption, i.e., within an azimuthal angle \( \pm \phi \) where \( \sin \phi = r_a/r_c \) (Figure 16).

Gas at \( r_a \) along the line of sight to the MIR continuum has a maximum projected radial velocity of \( v_{\text{los}} = \pm v_r \sin \phi \sin i \), where \( v_r \) is the disk rotational velocity at \( r_a \) and \( i \) is the disk inclination. For a disk in Keplerian rotation, where the projected radial velocity due to rotation at \( r_a \) is \( v_r = \Omega(r_a) \sqrt{r_a} \), the maximum absorption velocities of \( v_{\text{los}} = \pm 49 \text{ km s}^{-1} \) for a 0.8 \( M_\odot \) star, where \( v_r = 49 \text{ km s}^{-1} / \sqrt{\sin i} \) and \( i \) is the inclination. That is, gas at this radius would absorb background continuum emission from \( 15-20 \text{ km s}^{-1} \) over the 10 km s\(^{-1}\) FWHM of the observed absorption features. Higher-velocity absorption would arise from gas at smaller radii. Lower-velocity absorption arises from both gas at larger radii and gas at smaller radii that are close to the line of sight to the star. At a disk radius of 4 au, the maximum absorption velocity would be \( \pm 1 \text{ km s}^{-1} \) (\( \sin i \)).

Thus, a conventional rotating, edge-on disk can account for almost all of the properties of the observed molecular absorption (the temperature, column density, and its line width), except for its redshift from the system velocity. We can also account for the redward offset of the absorption core if the gas in the disk atmosphere is also radially inflowing along the disk surface (Figure 16). Such “surface accretion” flows are found in simulations of rotating magnetized disks.

### 4.2. Surface Accretion in GV Tau N?

In their global ideal MHD simulations of thin disks threaded by a vertical magnetic field, Zhu & Stone (2018) found that accretion occurs primarily in a surface accretion flow in the upper, magnetically dominated disk surface (see also earlier theoretical work by Stone & Norman 1994; Beckwith et al. 2009; Guillet & Ogilvie 2012, 2013; see also Suriano et al. 2018). The accretion is supersonic, reaching inward velocities \( v_r = 2c_s - 4c_s \), where \( c_s \) is the sound speed.

In their simulation, the rapid accretion at the disk surface (primarily due to the magnetic \( B \) field stress) carries the magnetic field inward, pinching it inward at the disk surface. As a result, the disk atmosphere is connected magnetically to the midplane at larger radii, which spins down the atmosphere, producing significantly sub-Keplerian rotation—as small as 60% of Keplerian rotation—in the atmosphere. The inward pinching of the magnetic field also launches a disk wind, although the torque due to the wind at the disk surface plays only a small role in driving accretion.

The expected properties of the accreting atmosphere are roughly consistent with the observed properties of the molecular absorption in GV Tau N. For molecular gas at 500 K, supersonic accretion at \( v_r = 2c_s - 4c_s \) corresponds to \( v_r \approx 3-5 \text{ km s}^{-1} \), qualitatively similar to the redshift of the absorption core (~4 km s\(^{-1}\)); the velocities of the red wing (~15-20 km s\(^{-1}\)) correspond to higher velocities ~13c\(_s\). For gas in sub-Keplerian rotation at a disk radius \( r_a \) along the line of sight to the MIR continuum (which arises within \( r_e \)), its projected radial velocity spans the range \( v_{\text{los}} = \pm \beta \sin \iota v_r(r_a/r_e) \), as described above, where \( \beta \) is a factor that accounts for possible deviations from Keplerian rotation. If \( \beta = 0.6 \) and \( r_e = 0.3 \text{ au} \), then \( v_r = 49 \text{ km s}^{-1} \) for a stellar mass of 0.8 \( M_\odot \), an observed absorption core with a FWHM of \( \pm 5 \text{ km s}^{-1} \) would correspond to absorbing gas at \( r_a = 1 \text{ au} (\sin \iota)^{2/3} \).

Preliminary work on a detailed radiative transfer model of a rotating disk with radial inflow, viewed nearly edge on, appears to be able to account for the properties of the molecular absorption observed in the GV Tau N spectrum. The modeling, which builds on the previous results of Lacy (2013), can plausibly account for the shape of the absorption components, as well as the slightly blueshifted emission seen in the NH\(_3\) P-branch profiles. In one promising scenario, rapidly inflowing gas near the inner rim of the disk is seen against the continuum from the inner rim, and more slowly inflowing gas located near the disk surface at larger radii is seen against the disk continuum at smaller radii (J. Lacy et al. 2021, in preparation).

If the observed absorption arises in a surface accretion flow, the flow may carry a significant mass accretion rate. For an inward flow with velocity \( v_{\text{in}} \) and vertical column density \( N_z \) at
a characteristic radius \( r_m \), the mass accretion rate is

\[
M_{\text{abs}} = 2\pi r_m m_H \sin \theta, \quad (6)
\]

If we assume

\[
N_\perp = N_{\text{abs}} \eta / \chi_{\text{mol}}, \quad (7)
\]

where \( N_{\text{abs}} \) is the observed line-of-sight molecular absorption column (e.g., values in the final column in Tables 5 and 6), \( \eta \) is the ratio of the vertical to the line-of-sight molecular column densities, and \( \chi_{\text{mol}} \) is the abundance of the tracer molecule relative to hydrogen, the associated accretion rate is

\[
M_{\text{abs}} = 10^{-9} M_\odot \text{ yr}^{-1} \left( \frac{v_{\text{in}}}{4 \text{ km s}^{-1}} \right) \left( \frac{N_{\text{abs}}}{10^{16} \text{ cm}^{-2}} \right) \times \left( \frac{r_a}{1 \text{ au}} \right) \left( \frac{\eta}{0.1} \right) \left( \frac{\chi_{\text{mol}}}{10^{-6}} \right). \quad (8)
\]

For the observed HCN absorption, the properties of its LV component are \( v_{\text{in}} = 4 \text{ km s}^{-1}, N_{\text{abs}} = 7 \times 10^{16} \text{ cm}^{-2} \). Assuming an abundance in the warm disk atmosphere of \( x_{\text{HCN}} \sim 10^{-6} \) at \( \sim 1 \text{ au} \), as found in disk chemistry models that account for the MIR molecular emission properties of T Tauri disks (Najita & Ádámkovics 2017), and \( \eta = 0.1 \), the corresponding vertical column density and accretion rate are \( N_\perp = 7 \times 10^{21} \text{ cm}^{-2} \) and \( M_{\text{abs}} \sim 7 \times 10^{-9} M_\odot \text{ yr}^{-1} \).

Similarly, given the inferred properties of the HV HCN absorption component (\( v_{\text{in}} = 20 \text{ km s}^{-1}, N_{\text{abs}} = 3 \times 10^{17} \text{ cm}^{-2} \)), the corresponding vertical column density is \( N_\perp = 3 \times 10^{22} \text{ cm}^{-2} \), and the accretion rate associated with the HV component is 20 times larger than that of the LV, or \( M_{\text{abs}} \sim 1.5 \times 10^{-8} M_\odot \text{ yr}^{-1} \). Using the properties of the HV water absorption (\( N_{\text{abs}} = 5.8 \times 10^{16} \text{ cm}^{-2} \)) and a conservative water abundance estimate of \( x_{\text{H}_2\text{O}} \sim 3 \times 10^{-4} \) (Najita & Ádámkovics 2017) yields a similarly large estimate of the accretion rate of the HV component, \( 1 \times 10^{-7} M_\odot \text{ yr}^{-1} \).

In adopting abundances for this estimate, we want to select values from model atmospheres that are able to match the properties of the Spitzer molecular emission from inner disks and use abundance values appropriate for the warm atmosphere region that is responsible for the emission. The models in Najita & Ádámkovics (2017) do a fair job reproducing the properties of many of the molecules detected with Spitzer. To make a conservative estimate of the accretion rate, we have adopted model abundances at the high end of the predicted values within the layer responsible for the emission. The properties of the Walsh et al. (2015) and Woitke et al. (2018) models differ from those of Najita & Ádámkovics in detail (e.g., the molecular atmosphere of Woitke et al. is much cooler), but their model abundances, if adopted, would imply similar or larger accretion rates. For example, Walsh et al. find a peak HCN abundance of \(~10^{-7}\), which would imply a much larger accretion rate for the LV component of \( M_{\text{abs}} \sim 7 \times 10^{-8} M_\odot \text{ yr}^{-1} \). The peak water abundances for all of the models are similar, \(~10^{-4}\). Thus, the molecular abundances of current disk atmosphere models suggest large accretion rates for both the LV and HV components.

The assumed value of \( \eta = 0.1 \) is plausible for the geometry of a highly inclined disk viewed close to edge on. A more accurate value could be obtained from a more complete model of the physical, thermal, and chemical disk conditions.

The above discussion assumed a local line broadening of \( 2 \text{ km s}^{-1} \) (Tables 5 and 6) and that the full absorption width we measure is actually the result of observing absorption along multiple lines of sight through the rotating disk atmosphere, encountering gas at different projected velocities. The column densities and accretion rates above would be smaller by a factor of two, or larger by a factor of 4, if we assumed that the local line broadening is instead thermal width or the full observed width of the absorption component, respectively.

The resulting vertical column densities (\( 7 \times 10^{21} \text{ cm}^{-2} \) for LV; \( 2 \times 10^{22} \text{ cm}^{-2} \) for HV) are similar to and larger than the vertical column densities thought to be responsible for the emission from T Tauri disks. The resulting accretion rates (\( 7 \times 10^{-9} M_\odot \text{ yr}^{-1} \) for LV; \( 1 \times 10^{-7} M_\odot \text{ yr}^{-1} \) for HV) span the range observed from typical to very active T Tauri stars. While there are substantial uncertainties associated with the above estimates (including the fact that we only measure gas columns where the molecular tracers are abundant and atomic gas is not probed), the inferred accretion rates are substantial and fall within the expectations for T Tauri stars. Thus, the observed radial inflow does appear capable of explaining the observed accretion rates of very active T Tauri stars and Class I objects.

The idea of accretion at the disk surface dates back at least to Gammie (1996), who described a “layered accretion” picture of T Tauri disks, in which only the surface region of the disk that is sufficiently ionized to couple to magnetic fields participates in accretion via the magnetorotational instability (the “active layer”), and the deeper layers of the disk are a nonaccreting “dead zone.” In Gammie (1996), the active layer was \(~100 \text{ g cm}^{-2} \) thick, and an equivalent viscosity parameter \( \alpha = 0.01 \) was sufficient to account for observed T Tauri stellar accretion rates (\(~10^{-8} M_\odot \text{ yr}^{-1}\)). In the intervening years, more detailed models of disk ionization and our improved understanding of the role of nonideal MHD processes have shrunk theoretical expectations for the vertical extent of the accreting layer to smaller and smaller column densities, requiring larger equivalent values of \( \alpha \) and larger inflow velocities to deliver the same accretion rate. Here T Tauri–like accretion rates appear to be transported over vertical columns of only \(~0.01 \text{ g cm}^{-2}\).

Supersonic surface accretion flows—which differ from previous disk accretion mechanisms in that accretion is driven not by turbulence or a wind but primarily by large-scale net magnetic fields in the disk atmosphere (Zhu & Stone 2018)—may help resolve the open question of how protoplanetary disks accrete at planet formation distances (~0.3–10 au). Because of the low ionization fractions of disks below their surfaces, it is increasingly unclear whether turbulence generated by the magnetorotational instability can drive a significant accretion rate in protoplanetary disks (e.g., Turner et al. 2014).

The apparent evidence for a supersonic surface accretion flow in the disk of GV Tau N suggests an alternative pathway for disk accretion. As a mechanism that redistributes angular momentum within the disk rather than removing it from the system—as in a disk wind—the supersonic surface accretion flows studied by Zhu & Stone (2018) contribute to disk spreading: angular momentum from the disk surface is transported to the midplane at larger radii, which induces the surface to accrete and the midplane to spread to larger radii. As an “in-disk” transport mechanism, such surface accretion flows may help explain the larger sizes of gas disks surrounding Class II sources (as large as \(~500–800 \text{ au} \) compared to those of Class I sources (typically <100 au). The striking size
difference has been interpreted as evidence that some “in-disk” angular momentum transport process is active in the Class II (T Tauri) phase (Najita & Bergin 2018).

Our results may also be related to magnetothermal-wind-driven accretion. Because the winds rely on relatively weak magnetic fields, their magnetic lever arms are small; as a result, transporting disk material from large to small radii (over a factor of 30 in radius, from 10 to 0.3 au) is an inefficient process requiring large wind mass-loss rates, comparable to or greater than the accretion rate (Bai & Stone 2013). Although strong observational evidence for such massive, angular-momentum-removing disk winds is currently lacking, the winds are also predicted to produce accretion in narrow current sheets, which can reach high velocities near the disk surface under certain conditions (Bai & Stone 2013). If the net vertical field is antialigned with disk rotation, near-sonic to supersonic inflow can develop on one side of the disk surface over some range of radii; under other conditions, the accretion flow reaches much lower velocities or occurs close to the midplane (Bai & Stone 2013; Bai 2017). The accretion flow we observe in GV Tau N may be related to the predicted high-velocity flows.

Thus, our spectroscopic results appear to capture disk accretion in action and provide observational support for supersonic surface accretion, a potentially important mode of accretion in protoplanetary disks. To explore this possibility further, we need future spectroscopic searches for redshifted warm molecular absorption from other Class I sources; the incidence rate of the absorption, which constrains its covering fraction, can distinguish between an origin in a disk atmosphere (small covering fraction) and an infalling envelope (large covering fraction). Detailed radiative transfer modeling is needed to understand whether the line profiles we observe can actually be produced in disk atmospheres undergoing surface accretion. Similarly, thermal-chemical and radiative transfer modeling of infalling envelopes is needed to explore that alternative scenario as an explanation for the observed line profiles.

In addition, future theoretical work is needed to understand whether surface accretion flows can be driven under realistic ionization conditions in protoplanetary disks; the Zhu & Stone (2018) simulations were carried out assuming ideal MHD. At the observed inflow velocities of ~5 km s\(^{-1}\), the accreting material will travel an au in a year, implying that the flow must be rapidly replenished in order to sustain it over protostellar lifetimes (~10\(^5\) yr). Whether and how the replenishment occurs—from disk inflows at larger radii and/or from deeper in the disk—is an open question. The results reported by Fuente et al. (2020) may provide a clue. They find evidence for redshifted absorption at modest inflow velocities (\(<3 \text{ km s}^{-1}\)) in cool molecular gas at larger distances from GV Tau N, as traced in \(^{13}\text{CO} (J=3-2)$.

It would also be useful to obtain additional observational evidence for surface accretion flows. As discussed above, even if disks do commonly accrete through their sub-Keplerian surfaces at supersonic speeds, such flows are unlikely to be commonly observed. Nearly edge-on disks, like that inferred for GV Tau N, are advantageous systems in which to search for surface accretion flows because the modest inward motions (few times the sound speed) are more readily detected from that viewing angle. However, edge-on disks are intrinsically rare because of their special orientation. Consistent with this picture, GV Tau N is one of the few YSOs to show molecular absorption in Spitzer/IRS spectra, and yet its SED is similar to that of other Class I sources (Furlan et al. 2008). That is, GV Tau N appears to be a typical Class I source viewed at an unusual inclination.

Although GV Tau N is rare in its molecular absorption properties, radial inflows have been reported in several other disk systems. As described by Zhang et al. (2015), the classical T Tauri star AA Tau, whose inner disk is highly inclined (~70°–75°), shows very broad CO fundamental emission lines, with narrow absorption superposed near the line center. Following a photometric dimming event in 2011, the molecular absorption component increased in strength and showed a constant redshift of ~6 km s\(^{-1}\) with respect to the star. The observed velocity shift, temperature of the absorbing gas (~500 K), and inferred column density of the absorber (N\(_{\text{H}}\) \(\sim 3 \times 10^{22} \text{ cm}^{-2}\)) are comparable to the properties of the absorption in GV Tau N.

Perhaps most dramatically, Boogert et al. (2002) reported redshifted absorption in the 5 μm CO absorption spectrum of the Class I protostar L1489 IRS. The CO spectrum revealed redshifted absorption profiles similar to those seen here, but with a red wing extending to 100 km s\(^{-1}\) produced by warm (~250 K) gas. The absorption was interpreted as inward-flowing gas at the warm disk surface, although at the time the phenomenon was reported, the physical origin of the gas was unclear. It is tempting to speculate that the CO absorption in L1489 IRS also arises in a disk surface accretion flow, albeit one with a very high inflow velocity.

As another possible example of a surface accretion flow but on a larger scale, spatially resolved CO J = 3–2 imaging with ALMA of the Herbig Ae star HD 100546 shows deviations from Keplerian rotation that have been interpreted as indicating either a severely warped and twisted inner disk or radially infalling gas within 100 au (Walsh et al. 2017). The lack of evidence for a disk warp from high-contrast imaging of the dust disk favors the latter explanation. To explain the CO spatial and spectral structure, the required inward velocities are several times the sound speed, similar to the inflow speeds found in simulations that report surface accretion flows (Zhu & Stone 2018). Walsh et al. found reasonable fits to the HD 100546 data with a radial flow that is 63% of the Keplerian velocity within 84 au. Given the ~4.6 km s\(^{-1}\) Keplerian velocity of HD 100546 at 84 au (assuming a 2 M\(_{\odot}\) star), the radial flow velocity is 2.6 km s\(^{-1}\). If the gas temperature in the disk atmosphere at 84 au is 30 K, the expected inward flow velocity from a surface accretion flow is approximately 4c\(_s\) = 2.2 km s\(^{-1}\), similar to the radial flow velocity inferred from the observations.

Similarly, ALMA imaging of HCO\(^+\) emission from the classical T Tauri star AA Tau has a twist (within the innermost ring at 40 au) in the projected velocity field relative to the velocity field at larger radii, which is also interpreted as a warp or an inward radial flow (Loomis et al. 2017). Thus, although radial inflows have not been much reported to date, studies of detailed disk dynamics with ALMA and high-resolution studies of nearly edge-on disks, carried out for larger samples than have been explored to date, can clarify this picture.

Another way to detect surface accretion flows may be through their sub-Keplerian rotation. While disk rotation at planet formation distances (<10 au) has been demonstrated using velocity-resolved molecular emission-line profiles (e.g.,
CO fundamental emission), demonstrating that the rotation is sub-Keplerian requires spatial constraints on the observed velocities (i.e., spatially and spectrally resolved emission or spectroastrometry; e.g., Pontoppidan et al. 2011), as well as independently determined stellar masses. The latter may be challenging to obtain. One of the “gold standard” methods for measuring pre-main-sequence stellar masses is to spatially resolve the rotation of outer disks assuming pure Keplerian rotation (e.g., Simon et al. 2000).

4.3. First Detection of NH₃ in an Inner Disk?

Although ammonia has been previously reported in the outer disk of one young star (TW Hya, in data taken with the Herschel Space Observatory; Salinas et al. 2016), it has not been previously reported in inner disks, in either emission or absorption. In their analysis of Spitzer molecular emission spectra taken at low resolution, Salyk et al. (2011) reported upper limits on the column density of ammonia, based on simple slab modeling and an assumed temperature of 400 K. The results correspond to upper limits on the ratio of ammonia to water of [NH₃/H₂O] ≤ 0.005. The analysis by Bast et al. (2013) of the Spitzer absorption spectrum of GV Tau led to an upper limit on its NH₃ absorption column density of 2 × 10¹⁶ cm⁻² assuming a temperature of 500 K. Our measured absorption columns for NH₃ toward GV Tau N are consistent with these upper limits.

Ammonia upper limits have also been derived from high-resolution spectra of inner T Tauri disks. Mandell et al. (2012) reported upper limits on warm NH₃ emission corresponding to [NH₃/H₂O] ≤ 0.2, based on VLT/CRIRES spectra at 5 μm. Summarizing the results of a Gemini/TEXES program to search for NH₃ Q-branch emission at 10.75 μm from inner T Tauri disks, Pontoppidan et al. (2019) found a lower average abundance upper limit of [NH₃/H₂O] < 0.003. When compared with the HCN abundance measured in the same disks, the NH₃ upper limit corresponds to [NH₃/HCN] < 0.1.

Here we find a much larger [NH₃/HCN] ratio for GV Tau N, which shows comparable absorption column densities in NH₃ and HCN. Using the best constrained values, that of f₁/₂ for the LV component of each molecule at each epoch, our inferred ratio of [NH₃/HCN] is ~0.5, much larger than the [NH₃/HCN] ~ 0.1 upper limits obtained by Pontoppidan et al. (2019) from the molecular emission spectrum of three T Tauri disks.

Whereas conspicuous NH₃ emission is absent in the Spitzer IRS spectra of T Tauri stars (e.g., Carr & Najita 2011; Salyk et al. 2011), detectable emission is expected if NH₃ is collocated with the HCN (i.e., has the same temperature; ~600 K in emission) and has an abundance similar to that of HCN. To illustrate this discrepancy, we show in Figure 17 examples of predicted molecular emission spectra for simple slab models of T Tauri disks. The predictions adopt the HCN column densities that have been derived for these disks assuming that the HCN emission has the same temperature and emitting area as the H₂O emission (Carr & Najita 2011; Najita et al. 2018). At the GV Tau N column density ratio of [NH₃/HCN] = 0.5 and a temperature of 600 K, the resulting NH₃ emission would be measurable (solid red line). At the lower ratio of [NH₃/HCN] = 0.1, corresponding to the high-resolution limits from Pontoppidan et al. (2019), the NH₃ emission would not be detectable (blue line).

![Figure 17](image-url) Observed Spitzer IRS spectra (black line) compared with simple slab emission models for NH₃ emission from inner T Tauri disks assuming [NH₃/HCN] abundance ratios of 0.5 (red lines) and 0.1 (blue line) and HCN columns from Carr & Najita (2011) that assume optically thin emission, i.e., the HCN emission has the same emitting area as the water emission. Models at the higher abundance ratio are for temperatures of 600 K (solid red), 450 K (dotted red), and 300 K (dashed red); the model with the lower abundance ratio assumes 600 K. The three stars shown are ordered from low (AA Tau) to medium (BP Tau) to high (DR Tau) stellar accretion rate.

The much higher [NH₃/HCN] column density ratio observed in absorption GV Tau N compared to that seen in emission in T Tauri disks might be expected if the emission and absorption features probe the conditions at different disk heights. In their thermal-chemical models of irradiated disk atmospheres, Najita & Ádámkovics (2017) find that NH₃ is abundant deeper in the atmosphere, and at lower gas temperature, than the region in which HCN and C₂H₂ are abundant. Thus, we expect a low [NH₃/HCN] ratio in the HCN-emitting gas (Figure 17, blue line). Abundant but cool NH₃ located below the HCN-emitting gas would also produce weak to negligible emission (Figure 17, dashed red line).

In contrast, cool gas could still be readily detected in absorption in transitions out of the ground vibrational state, particularly with the large slant column densities for a disk viewed at high inclination. The cooler temperatures we measure for the NH₃, HCN, and C₂H₂ absorption (450 K), compared to the typical temperatures of the HCN and C₂H₂ emission from T Tauri stars (600–1200 K; Carr & Najita 2011; Salyk et al. 2011), are consistent with the idea that the GV Tau N absorption probes a deeper layer in the disk atmosphere than the region responsible for the MIR molecular emission from T Tauri disks. The low temperatures we find for the NH₃ absorption (250 K in 2007 and 450 K in 2006) are roughly
consistent with this explanation for the lack of detectable NH$_3$ emission from T Tauri disks and with the cooler temperatures anticipated for NH$_3$ compared to HCN from the disk thermal-chemical models.

The measured column densities of NH$_3$ and HCN in GV Tau N add to our current understanding of the nitrogen reservoir in disks. As described by Pontoppidan et al. (2019), nitrogen is highly depleted in the bulk Earth, by 5–6 orders of magnitude, compared to its cosmic abundance. The low abundance suggests that the bulk carrier of nitrogen in the material that formed Earth was much more volatile than water, favoring a nitrogen-bearing molecule like N$_2$, which has a low binding energy (430 K) compared to other potentially abundant molecules such as HCN and NH$_3$ (3610 and 3130 K, respectively; Walsh et al. 2015). Our results for GV Tau N are consistent with this picture. Because the measured column of NH$_3$ is modest, only comparable to that of HCN, it cannot be a major missing reservoir of nitrogen, and a molecule like N$_2$ is instead the likely dominant nitrogen reservoir.

5. Summary and Conclusions

The MIR spectra of GV Tau N reported here were obtained with the original goal of studying the physical properties and molecular content of a disk viewed edge on. The opportunity to study an unusually large column density of disk gas in absorption offered the potential to detect new molecular species. Consistent with that expectation, the TEXES spectra revealed the first evidence for NH$_3$ in the planet formation region of disks. The measured temperatures, molecular column densities, and column density ratios of the detected species (C$_2$H$_2$, HCN, NH$_3$, and H$_2$O) are consistent with the properties of a disk atmosphere within a few astronomical units of the star viewed at high inclination. While the NH$_3$ abundance measured here is higher than the upper limits obtained from molecular emission studies of disks, our results do confirm the expectation that NH$_3$ is not a major missing reservoir of nitrogen. If, as expected, the dominant nitrogen reservoir in inner disks is instead N$_2$, its high volatility would make it difficult to incorporate into forming planets, a situation that may help to explain the low nitrogen content of the bulk Earth.

More interestingly, the TEXES spectra reveal an unexpected and significant redshift to the detected molecular absorption features, indicative of inflow at the disk surface. From the properties of the molecular absorption (column density, velocity shift), we can infer that the redshifted absorption carries a significant accretion rate: $\dot{M}_{\text{dust}} \sim 10^{-8}$–$10^{-7} \, M_\odot \, \text{yr}^{-1}$, comparable to the stellar accretion rates of active T Tauri stars. Thus, we may be observing disk accretion in action. The results may provide observational evidence for a new disk accretion pathway for young protoplanetary disks: supersonic “surface accretion flows.” These flows have been found in MHD simulations of magnetized disks (e.g., Zhu & Stone 2018), but their potential role in young protoplanetary disks has received limited attention to date. The observed flows may also be related to accretion flows generated by magnetothermal winds. Future spectroscopy of the dynamics of other edge-on disks would help establish whether supersonic inward flows are common among young disks. In addition, future simulations are needed to understand whether supersonic surface accretion flows can be sustained under realistic ionization conditions in protoplanetary disks.
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Appendix

TEXES Spectra of GV Tau N

Figure A1 shows the entire set of spectra of GV Tau N used in this study. Each panel shows the pipeline-reduced spectra on the observed wavelength scale before additional corrections were made to remove low-order structure in the continuum. Detected lines are annotated at the velocity of the gaseous envelope surrounding GV Tau, $v_{\text{helio}} = 17.3 \, \text{km s}^{-1}$ (or $v_{\text{LSR}} = 7.0 \, \text{km s}^{-1}$; Hogerheijde et al. 1998). The molecular absorption features are clearly redshifted with respect to the envelope velocity.
Figure A1. (a) TEXES pipeline-reduced spectra of GV Tau N, shown before additional corrections were made to remove low-order structure in the continuum. Absorption lines of C$_2$H$_2$ (red), HCN (purple), NH$_3$ (green), and water (blue) are marked in each panel, as is the 12 μm H$_2$ emission line (blue). This panel shows the GV Tau N spectrum observed in 2006 at the setting centered at 765.5 cm$^{-1}$. (b) Same as panel (a), but for the setting centered at 744.8 cm$^{-1}$ observed in 2006. (c) Same as panel (a), but for the setting centered at 780.5 cm$^{-1}$ observed in 2006. (d) Same as panel (a), but for the setting centered at 787.0 cm$^{-1}$ observed in 2006. (e) Same as panel (a), but for the setting centered at 814.0 cm$^{-1}$ observed in 2006. (f) Same as panel (a), but for the setting centered at 807.0 cm$^{-1}$ observed in 2007. (g) Same as panel (a), but for the setting observed in 2007 centered one order to the red of the other setting at 767.0 cm$^{-1}$ shown in the previous panel. (h) Same as panel (a), but for the setting centered at 932.0 cm$^{-1}$ observed in 2007. (i) Same as panel (a), but for the setting centered at 807.0 cm$^{-1}$ observed in 2007. (j) Same as panel (a), but for the setting centered at 814.5 cm$^{-1}$ observed in 2007.
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