Series representations for fractional-calculus operators involving generalised Mittag-Leffler functions
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Abstract

We consider an integral transform introduced by Prabhakar, involving generalised multi-parameter Mittag-Leffler functions, which can be used to introduce and investigate several different models of fractional calculus. We derive a new series expression for this transform, in terms of classical Riemann–Liouville fractional integrals, and use it to obtain or verify series formulae in various specific cases corresponding to different fractional-calculus models. We demonstrate the power of our result by applying the series formula to derive analogues of the product and chain rules in more general fractional contexts. We also discuss how the Prabhakar model can be used to explore the idea of fractional iteration in connection with semigroup properties.

1 Introduction

Fractional calculus – the generalisation of standard calculus to non-integer orders of differentiation and integration – has, in its various forms, been an object of speculation and application for hundreds of years [43, 35, 36, 40, 28]. Many different models of fractional calculus have been developed for different purposes, using different formulae for fractional differentiation and integration according to which one is most suited for a particular situation [25, 4, 50].

The classical and most commonly-used model is the Riemann–Liouville one, in which fractional integrals are defined by

\[ \text{RL}_c I_\alpha^\alpha f(x) := \frac{1}{\Gamma(\alpha)} \int_c^x (x-t)^{\alpha-1} f(t) \, dt, \quad \text{Re}(\alpha) > 0, \]  \tag{1}

and fractional derivatives by

\[ \text{RL}_c D_\alpha^\alpha f(x) := \frac{d^n}{dx^n} \left( \text{RL}_c I_{c+}^{\alpha-n} f(x) \right), \quad \text{Re}(\alpha) \geq 0, \ n := \lfloor \text{Re}(\alpha) \rfloor + 1. \]  \tag{2}

In both cases, \( \alpha \in \mathbb{C} \) is the order of differintegration (the term “differintegration” is commonly used in fractional calculus to denote the general operation which could be either differentiation or integration according to sign) and \( c \) is an arbitrary constant, the fractional analogue of a constant of integration, which is usually taken to be either 0 or \(-\infty\). The Riemann–Liouville model makes sense to use because it combines naturally together with Fourier transforms and \( \mathbb{J} \) is the natural extension of the Cauchy
where the generalised Mittag-Leffler function $E_{\alpha,\beta}^\gamma$ define the Prabhakar fractional differential operator as follows:

\[ C D_{c+}^\alpha f(x) := RL I_{c+}^{\gamma-\alpha} \left( \frac{d^n}{dx^n} f(x) \right), \quad \text{Re}(\alpha) \geq 0, n := \lfloor \text{Re}(\alpha) \rfloor + 1. \]  

This model has advantages over the Riemann–Liouville one in many applications involving initial value problems, because of the differentiation being inside the integral instead of outside; this also means that the derivative of a constant is zero. It too has found applications in many fields of science [32, 10].

The difference between the RL and Caputo models arises from the fact that integral and differential operators do not commute. This fact can be formalised by the following theorem [35, 43].

**Lemma 1.1.** If $f$ is an $L^1$ function, then for any $\alpha, \beta \in \mathbb{C}$ with $\text{Re}(\beta) > 0$, we have

\[ RL I_{c+}^\alpha RL I_{c+}^\beta f = RL I_{c+}^{\alpha+\beta} f. \]  

If in addition $f$ is a $C^n$ function for some $n \in \mathbb{N}$, then we have

\[ \frac{d^n}{dx^n} (RL D_{c+}^\alpha f(x)) = RL D_{c+}^{\alpha+n} f(x) = RL D_{c+}^{\alpha} f^{(n)}(x) + \frac{\Gamma(1 - \alpha - k)}{\Gamma(1 - \alpha)} f^{(n+k)}(c). \]  

The terms differintegral and differintegration are commonly used in fractional calculus to denote the generalised operation which could be either differentiation or integration according to the sign of the real part of the order.

An operator introduced by Prabhakar in 1971 [12] for solving a particular singular integral equation has also been adapted as a fractional differintegral operator [27], and its properties and applications have been investigated in papers such as [27, 15, 21]. The **Prabhakar** fractional integral is defined by

\[ \mathcal{E}_{\alpha,\beta;c+}^{\omega,\rho}(f)(x) := \int_c^x (x-t)^{\beta-1} E_{\alpha,\beta}[\omega(x-t)^\alpha] f(t) \, dt, \quad \text{Re}(\alpha) > 0, \text{Re}(\beta) > 0, \]  

where the generalised Mittag-Leffler function $E_{\alpha,\beta}^{\gamma}$ is defined by

\[ E_{\alpha,\beta}^{\gamma}(z) := \sum_{n=0}^{\infty} \frac{(\rho)_n z^n}{\Gamma(\alpha n + \beta)n!} = \sum_{n=0}^{\infty} \frac{\Gamma(\rho + n)z^n}{\Gamma(\rho)\Gamma(\alpha n + \beta)n!}. \]  

The Prabhakar integral is known [27] to be a bounded operator on $L^1$ functions. It has also been shown [27] that its left inverse can be given by any expression of the following form:

\[ \left[ \mathcal{E}_{\alpha,\beta;c+}^{\omega,\rho} \right]^{-1} f(x) = RL D_{c+}^{\beta+\gamma} \mathcal{E}_{\alpha,\gamma;c+}^{\omega,-\rho} f(x), \quad \gamma \in \mathbb{C}, \text{Re}(\gamma) > 0. \]  

In particular, and by analogy with the definition [2] of Riemann–Liouville fractional derivatives, we can define the Prabhakar fractional differential operator as follows:

\[ D_{\alpha,\beta;c+}^{\omega,\rho} f(x) := \frac{d^m}{dx^m} \mathcal{E}_{\alpha,\beta;c+}^{\omega,-\rho} f(x), \quad \text{Re}(\alpha) > 0, \text{Re}(\beta) > 0, m := \lfloor \text{Re}(\beta) \rfloor + 1. \]  

It is also possible [10] to define a Prabhakar fractional derivative of Caputo type, in a way analogous to [4]. But here we only need to consider the Prabhakar fractional derivative of Riemann–Liouville type, as defined by [10].

The Prabhakar operator has also been extended and generalised still further [17, 15]. The **generalised Prabhakar** fractional integral is defined by

\[ \mathcal{E}_{\alpha,\beta;c+}^{\omega,\rho,\kappa}(f)(x) := \int_c^x (x-t)^{\beta-1} E_{\alpha,\beta}^{\rho,\kappa}[\omega(x-t)^\alpha] f(t) \, dt, \quad \min(\text{Re}(\alpha), \text{Re}(\beta), \text{Re}(\kappa)) > 0, \text{Re}(\kappa - \alpha) < 1, \]  

where the generalised Mittag-Leffler function $E_{\alpha,\beta}^{\rho,\kappa}$ is defined by

\[ E_{\alpha,\beta}^{\rho,\kappa}(z) := \sum_{n=0}^{\infty} \frac{(\rho)_n z^n}{\Gamma(\alpha n + \beta)n!} = \sum_{n=0}^{\infty} \frac{\Gamma(\rho + n)z^n}{\Gamma(\rho)\Gamma(\alpha n + \beta)n!}. \]
The generalised Prabhakar integral is known \[47\] to be a bounded operator on $L^1$ functions.

We recall that the Mittag-Leffler function is known to be very significant in fractional calculus \[33, 34, 40, 45\], and its properties have been exhaustively studied in this connection \[22, 29\]. Prabhakar operators in particular have already found applications in diffusion, relaxation, and stochastic processes \[41, 17, 18, 41\].

More recently still, other models of fractional calculus have been proposed which are less general than the Prabhakar model but easier to compute and with more direct applications.

In the Atangana–Baleanu model, introduced in \[5\], fractional derivatives are defined either in a Caputo or in a Caputo sense by

$$\frac{ABD_{c+}^{\alpha} f(t)}{1 - \alpha} := \int_{c}^{t} E_{\alpha}(\frac{\alpha}{1 - \alpha}(t - s)^{\alpha}) f(s) \, ds, \quad 0 < \alpha < 1,$$

or in a Caputo sense by

$$\frac{ABC D_{c+}^{\alpha} f(t)}{1 - \alpha} := \int_{c}^{t} E_{\alpha}(\frac{\alpha}{1 - \alpha}(t - s)^{\alpha}) f'(s) \, ds, \quad 0 < \alpha < 1,$$

while fractional integrals are defined by

$$\frac{ABI_{c+}^{\alpha,\rho} f(t)}{1 - \alpha} := \int_{c}^{t} E_{\alpha}(\frac{\alpha}{1 - \alpha}(t - s)^{\alpha}) f(s) \, ds, \quad 0 < \alpha < 1.$$

In each case, $B(\alpha)$ is a multiplier function satisfying $B(0) = B(1) = 1$ and assumed \[7\] to be real and positive, while $E_{\alpha}$ is the standard Mittag-Leffler function defined by

$$E_{\alpha}(z) := \sum_{n=0}^{\infty} \frac{z^n}{\Gamma(\alpha n + 1)} = E_{\alpha,1}(z).$$

The AB model was motivated by similar considerations as the Caputo–Fabrizio one \[11\], with special consideration of modelling the dynamics of non-local systems in ways that could not be done using the classical definitions of fractional calculus. Its applications to various fields of science have been explored in \[5, 4, 3, 46\], and its theoretical side has been developed in \[1, 13, 12\].

Starting from the AB model, the first two authors have also defined a two-parameter fractional differintegral operator \[14\]. In the iterated AB model, fractional differintegrals are defined by

$$\frac{I_{c+}^{\alpha,\rho} f(t)}{1 - \alpha} := \sum_{n=0}^{\infty} \frac{\rho^n(1 - \alpha)^{\rho - \nu} \alpha^n}{B(\alpha)^{\rho}} RL f_{c+}^{\alpha,\rho} f(x), \quad 0 \leq \alpha \leq 1, \rho \in \mathbb{R}.$$

This can be thought of as the $\rho$th iteration of the $\alpha$th AB fractional integral: in some sense, \[16\] equates to

$$\frac{I_{c+}^{\alpha,\rho} f(t)}{1 - \alpha} = (\frac{AB I_{c+}^{\alpha} f(t)}{1 - \alpha})^\rho.$$

In the current work, we take inspiration from existing results on the AB model \[7\] to prove analogous results for the Prabhakar and generalised Prabhakar models: specifically, a series formula for these fractional differintegral operators in terms of only classical (RL) fractional integrals. We demonstrate how this series formula can be used, both to give quick alternative proofs for several known results on Prabhakar differintegrals, and also to derive new results in the Prabhakar model such as analogues of the product rule and chain rule. We also expect that the series formula will make numerical computation of Prabhakar derivatives easier than before, since now all that needs to be considered is Riemann–Liouville fractional integrals, not special functions such as the generalised Mittag-Leffler function.

We also demonstrate how these new results for the Prabhakar model lead to similar results for all of the other models of fractional calculus considered above. The CF, AB, and iterated AB models can all be seen as special cases of Prabhakar, which means that any theorem proved in the Prabhakar model automatically gives rise to new results in these other models, which can be directly applied to various real-world problems.

Finally, inspired by \[14\] and the definition of the iterated AB model, we consider what happens when we try to iterate the Prabhakar fractional differintegral, and how to fit this idea into the existing framework of the Prabhakar model.
2 Series expressions

In this section, we prove a series formula for the generalised Prabhakar integral defined by (10), and use this to deduce analogous formulae for the more specific Prabhakar and AB differintegrals, as well as to re-derive various fundamental results about the generalised Prabhakar operators.

**Theorem 2.1.** Under the conditions on the parameters \(\alpha, \beta, \omega, \rho, \kappa\), for any interval \((c, d) \subset \mathbb{R}\) and any function \(f \in L^1(c, d)\), the generalised Prabhakar operator can be written as

\[
\mathcal{E}_{\alpha, \beta, c+}^{\omega, \rho, \kappa} f(x) = \sum_{n=0}^{\infty} \frac{\Gamma(\rho + \kappa n) \omega^n}{\Gamma(\rho) n!} RL_{c+}^{\alpha n + \beta} f(x),
\]

where the series on the right-hand side is locally uniformly convergent.

**Proof.** Our starting point is the series formula (11) for the generalised Mittag-Leffler function. This series is known [27, 29] to be locally uniformly convergent in \(z\), provided that

\[
\text{Re}(\alpha) > 0, \quad \text{Re}(\beta) > 0, \quad \text{Re}(\kappa) > 0, \quad \text{Re}(\kappa - \alpha) < 1.
\]

Thus we can interchange the summation and integration in the formula (10), and work as follows:

\[
\mathcal{E}_{\alpha, \beta, c+}^{\omega, \rho, \kappa} f(x) = \int_c^x (x - t)^{\beta - 1} \mathcal{E}_{\alpha, \beta}^{\omega, \rho} [\omega (x - t)^\alpha] f(t) \, dt
\]

\[
= \int_c^x (x - t)^{\beta - 1} \sum_{n=0}^{\infty} \frac{\Gamma(\rho + \kappa n) \omega^n}{\Gamma(\rho + \beta + n) n!} (x - t)^{\alpha n} f(t) \, dt
\]

\[
= \sum_{n=0}^{\infty} \int_c^x \frac{\Gamma(\rho + \kappa n) \omega^n (x - t)^{\alpha n + \beta}}{\Gamma(\rho) \Gamma(\alpha n + \beta + n) n!} f(t) \, dt
\]

\[
= \sum_{n=0}^{\infty} \frac{\Gamma(\rho + \kappa n) \omega^n}{\Gamma(\rho) n!} RL_{c+}^{\alpha n + \beta} f(x).
\]

Now we have expressed the generalised Prabhakar operator as a series of Riemann–Liouville fractional integrals, and the result is established.

**Remark 2.2.** An almost identical result to Theorem 2.1, namely Corollary 2.4 below, as well as the further Corollary 2.5, was discovered independently in [19], also in 2018. Both our approach here and that used in [19], for Mittag-Leffler functions of 4 and 3 parameters respectively, are very similar to the approach previously used in [7] for Mittag-Leffler functions of 1 parameter. We note that a recent addendum to [19], namely [20], does cite the previous paper [7].

In order to deduce similar results in other models of fractional calculus, we first note the following equivalences.

**Proposition 2.3.** The Prabhakar, AB, and iterated AB models of fractional calculus can all be viewed as special cases of the generalised Prabhakar model (10), as follows.

\[
\mathcal{E}_{\alpha, \beta, c+}^{\omega, \rho} f(x) = \mathcal{E}_{\alpha, \beta, c+}^{\omega, \rho, 1} f(x), \quad \text{Re}(\alpha) > 0, \text{Re}(\beta) > 0;
\]

\[
ABR D_{c+}^{\alpha, \beta} f(x) = B(\alpha) \frac{1}{1 - \alpha} \frac{d}{dx} \mathcal{E}_{\alpha, \beta, c+}^{\omega, 1, 1} f(x), \quad 0 < \alpha < 1;
\]

\[
ABC D_{c+}^\alpha f(x) = B(\alpha) \frac{1}{1 - \alpha} \mathcal{E}_{\alpha, \beta, c+}^{\omega, 1, 1} f'(x), \quad 0 < \alpha < 1;
\]

\[
IAB I_{c+}^{\alpha, \beta} f(x) = \left( \frac{1}{B(\alpha)} \right) ^\rho \mathcal{E}_{\alpha, \beta, c+}^{\omega, 1, 1} f(x), \quad 0 \leq \alpha \leq 1, \rho \in \mathbb{R}.
\]

**Proof.** This follows directly from comparing the definitions (9), (12), (13), (16) with the formula (10) for the generalised Prabhakar integral.
Using Proposition 2.3, it is straightforward to deduce the following corollaries of Theorem 2.1 for the other models of fractional calculus which can be seen as special cases of generalised Prabhakar.

**Corollary 2.4.** Given complex parameters $\alpha, \beta, \omega, \rho$ satisfying $\Re(\alpha) > 0, \Re(\beta) > 0$, then for any interval $(c, d) \subset \mathbb{R}$ and any function $f \in L^1(c, d)$, the Prabhakar fractional integral can be written as
\[
E_{\alpha, \beta, c+}^\omega, \rho f(x) = \sum_{n=0}^{\infty} \frac{\Gamma(\rho + n)\omega^n}{\Gamma(\rho)n!} RL I_{c+}^{\alpha n + \beta} f(x),
\] (23)
and the Prabhakar fractional derivative can be written as
\[
D^\omega, \rho_{\alpha, \beta, c+} f(x) = \sum_{n=0}^{\infty} \frac{\Gamma(-\rho + n)\omega^n}{\Gamma(-\rho)n!} RL I_{c+}^{\alpha n - \beta} f(x),
\] (24)
where the series on the right-hand sides are locally uniformly convergent.

We note that if (23)–(24) are used as the definitions of Prabhakar fractional integrals and derivatives, then differintegrals in this model can be unified under a single series formula, where switching between derivatives to integrals means simply switching the sign of the parameters $\rho$ and $\beta$.

**Corollary 2.5.** Given $\alpha \in (0, 1)$, then for any interval $(c, d) \subset \mathbb{R}$ and any function $f \in L^1(c, d)$, the $AB$ fractional derivatives of Riemann–Liouville and Caputo type can be written respectively as:
\[
ABR D^\alpha_{c+} f(x) = \frac{B(\alpha)}{1 - \alpha} \frac{d}{dx} \sum_{n=0}^{\infty} \frac{(-\alpha)^n}{1 - \alpha} RL I_{c+}^{\alpha n + 1} f(x),
\] (25)
\[
ABC D^\alpha_{c+} f(x) = \frac{B(\alpha)}{1 - \alpha} \sum_{n=0}^{\infty} \frac{(-\alpha)^n}{1 - \alpha} RL I_{c+}^{\alpha n + 1} f'(x),
\] (26)
where the series on the right-hand sides are locally uniformly convergent.

**Remark 2.6.** We note that Corollary 2.5 was already proved in [7], and was in fact what inspired this work; we mention it here only to demonstrate that the new result is more general.

For the iterated $AB$ differintegral, Theorem 2.1 gives us no new result, since substituting (22) into (17) would yield the same series which was used in [14] to define the operator in the first place. However, the idea of iterating fractional differintegral models to fractional powers can still be used in the Prabhakar model; see section 5 below.

Now that we have established all these series formulae for differintegrals in assorted fractional calculus models, it is time to ask what such formulae can be used for.

First of all, they make much easier the proofs of many fundamental results about Prabhakar operators and their relationships with classical fractional-calculus operators. For example, the following result comprises Theorems 3 and 4 in [12], Theorems 6 and 7 in [27], and Theorems 4 and 5 in [47]. Each of these identities was proved originally using Fubini’s theorem, but now follows much more quickly from our new series formula.

**Theorem 2.7.** The generalised Prabhakar operator (11), with $\alpha, \beta, \omega, \rho, \kappa \in \mathbb{C}$ satisfying (18), interacts naturally with Riemann–Liouville differintegral operators in the following ways.

For any $L^1$ function $f$, and any $\mu \in \mathbb{C}$ such that $\Re(\mu) > -\Re(\beta)$, we have:
\[
RL I_{c+}^{\mu} E_{\alpha, \beta, c+}^\omega, \rho, \kappa f = E_{\alpha, \beta, \mu + c+}^\omega, \rho, \kappa f.
\] (27)

If in addition $\Re(\mu) > 0$, then
\[
RL I_{c+}^{\mu} E_{\alpha, \beta, c+}^\omega, \rho, \kappa f = E_{\alpha, \beta, c+}^\omega, \rho, \kappa RL I_{c+}^{\mu} f.
\] (28)

**Proof.** For the first identity, by the series formula (17) it is enough to show that
\[
RL I_{c+}^{\mu} RL I_{c+}^{\alpha n + \beta} f = RL I_{c+}^{\alpha n + \beta + \mu} f, \quad n \geq 0,
\]
which is clearly true by basic properties of Riemann–Liouville differintegrals. For the second identity, by (17) it is enough to show that
\[
RL I_{c+}^{\mu} RL I_{c+}^{\alpha n + \beta} f = RL I_{c+}^{\alpha n + \beta + \mu} RL I_{c+}^{\mu} f, \quad n \geq 0,
\]
which again is clearly true, by the semigroup property for Riemann–Liouville fractional integrals.
Remark 2.8. It is important to note that (25) is not always valid when \( \text{Re}(\mu) < 0 \). It will be valid under certain initial value conditions on \( f \), but in general the left and right hand sides differ by a series of initial value terms, just as in the Riemann–Liouville case – see Lemma 1.1.

The following result comprises Theorem 9 in [27] and Theorem 8 in [24], both of which were originally proved using Fubini’s theorem. It can now be proved in a more elementary way using our Theorem 2.1.

**Theorem 2.9.** The Prabhakar operator \( \mathcal{D}^{\beta,\gamma,\omega}_{c+} \) satisfies the following semigroup property, under the usual assumptions \( \text{Re}(\alpha) > 0, \text{Re}(\beta_1) > 0, \text{Re}(\beta_2) > 0 \) and operating on an \( L^1 \) function \( f \).

\[
\mathcal{E}^{\omega,\beta_1}_{\alpha,\beta_1,c+} \mathcal{E}^{\omega,\beta_2}_{\alpha,\beta_2,c+} f(x) = \mathcal{E}^{\omega,\beta_1+\beta_2}_{\alpha,\beta_1+\beta_2,c+} f.
\]

**Proof.** Using the series formula (23), the left-hand side of (29) becomes

\[
\sum_{n=0}^{\infty} \frac{\Gamma(n+1)\omega^n}{\Gamma(n)!} RL I^{\alpha+n}_{c+} f(x) = \sum_{m,n} \frac{\Gamma(n+1)\Gamma(n+2m+2\beta_1)}{\Gamma(n+1)!\Gamma(n+2m+2\beta_1)!} RL I^{\alpha+\beta_1+\beta_2}_{c+} f(x),
\]

where \( B \) is the beta function. Similarly, the right-hand side becomes

\[
\sum_{m+n=k} \frac{\Gamma(n+1)\Gamma(n+2m+2\beta_1)}{\Gamma(n+1)!\Gamma(n+2m+2\beta_1)!} RL I^{\alpha+\beta_1+\beta_2}_{c+} f(x).
\]

So it suffices to prove that

\[
\sum_{m+n=k} \frac{B(n+1,\omega_1+\omega_2)(m+n)!}{B(n+1,n)!} = 1,
\]

which can be verified by induction on \( k \), using the fact that

\[
B(x,y) = \frac{x-1}{x+y-1} B(x-1,1) + \frac{y-1}{x+y-1} B(x,y-1).
\]

The following result comprises Theorem 9 in [27] and our equation (5), and it is also stressed in [16]. It is used to justify the definition (9) of Prabhakar fractional derivatives.

**Theorem 2.10.** Under the usual assumptions \( \text{Re}(\alpha) > 0, \text{Re}(\beta) > 0 \), the Prabhakar fractional integral defined by (5) has a left inverse on the space of \( L^1 \) functions. This left inverse can be defined by the expression (5), which is independent of the value of \( \gamma \) and therefore equivalent to the Prabhakar fractional derivative (9).

**Proof.** Using first the result of Theorem 2.9 and then the series formula (23), we find that

\[
RL D^{\beta+\gamma}_{c+} \mathcal{E}^{\omega,\beta}_{\alpha,\gamma,c+} f(x) = RL D^{\beta+\gamma}_{c+} \mathcal{E}^{\omega,0}_{\alpha,0,c+} f(x)
\]

\[
= RL D^{\beta+\gamma}_{c+} \left( \sum_{n=0}^{\infty} \frac{\Gamma(0+n)\omega^n}{\Gamma(0)!} RL I^{\alpha+n+\beta+\gamma}_{c+} f(x) \right)
\]

\[
= RL D^{\beta+\gamma}_{c+} \left( RL I^{\beta+\gamma}_{c+} f(x) \right)
\]

\[
= f(x),
\]

where in the final line we used (4) from Lemma 1.1. Thus (5) provides a left inverse to the Prabhakar fractional integral, for any value of \( \gamma \). To check that this expression is independent of \( \gamma \), we use the series formula (23) again to get:

\[
RL D^{\beta+\gamma}_{c+} \mathcal{E}^{\omega,\beta}_{\alpha,\gamma,c+} f(x) = RL D^{\beta+\gamma}_{c+} \left( \sum_{n=0}^{\infty} \frac{\Gamma(-\rho+n)\omega^n}{\Gamma(-\rho)!} RL I^{\rho+n+\beta+\gamma}_{c+} f(x) \right)
\]

\[
= \sum_{n=0}^{\infty} \frac{\Gamma(-\rho+n)\omega^n}{\Gamma(-\rho)!} RL I^{\rho+n+\beta+\gamma}_{c+} f(x),
\]

\[
= f(x),
\]

where in the final line we used (4) from Lemma 1.1. Thus (5) provides a left inverse to the Prabhakar fractional integral, for any value of \( \gamma \). To check that this expression is independent of \( \gamma \), we use the series formula (23) again to get:

\[
RL D^{\beta+\gamma}_{c+} \mathcal{E}^{\omega,\beta}_{\alpha,\gamma,c+} f(x) = RL D^{\beta+\gamma}_{c+} \left( \sum_{n=0}^{\infty} \frac{\Gamma(-\rho+n)\omega^n}{\Gamma(-\rho)!} RL I^{\rho+n+\beta+\gamma}_{c+} f(x) \right)
\]

\[
= \sum_{n=0}^{\infty} \frac{\Gamma(-\rho+n)\omega^n}{\Gamma(-\rho)!} RL I^{\rho+n+\beta+\gamma}_{c+} f(x),
\]

\[
= f(x),
\]

where in the final line we used (4) from Lemma 1.1. Thus (5) provides a left inverse to the Prabhakar fractional integral, for any value of \( \gamma \). To check that this expression is independent of \( \gamma \), we use the series formula (23) again to get:

\[
RL D^{\beta+\gamma}_{c+} \mathcal{E}^{\omega,\beta}_{\alpha,\gamma,c+} f(x) = RL D^{\beta+\gamma}_{c+} \left( \sum_{n=0}^{\infty} \frac{\Gamma(-\rho+n)\omega^n}{\Gamma(-\rho)!} RL I^{\rho+n+\beta+\gamma}_{c+} f(x) \right)
\]

\[
= \sum_{n=0}^{\infty} \frac{\Gamma(-\rho+n)\omega^n}{\Gamma(-\rho)!} RL I^{\rho+n+\beta+\gamma}_{c+} f(x),
\]

\[
= f(x),
\]
which is independent of $\gamma$ and precisely equal to the series formula (24) for Prabhakar fractional derivatives.

3 Fractional extensions of the product rule

The product rule, or Leibniz rule, is one of the most fundamental results about classical derivatives, and there exist many papers on generalising it to various fractional scenarios. In particular, the work of Osler [7] established the following version for Riemann–Liouville fractional differintegrals:

$$RLD_+^\alpha (f(x)g(x)) = \sum_{m=0}^\infty \begin{pmatrix} \alpha \\ m \end{pmatrix} RL D_+^{\alpha-m} f(x) \frac{d^m g(x)}{dx^m}, \quad \alpha \in \mathbb{C}, x \in U \setminus \{c\},$$  \hspace{1cm} (30)

where $f(x)$, $g(x)$, and $f(x)g(x)$ are all functions in the form $x^\xi\xi(x)$ with $\text{Re}(\xi) > -1$ and $\xi$ holomorphic on a complex domain $U \ni c$. Using the series formula for AB fractional derivatives, it is possible to derive from (30) a version of the fractional product rule which is valid in the AB model:

$$ABRD_+^\alpha (f(x)g(x)) = \sum_{m=0}^\infty \frac{d^m g(x)}{dx^m} \left[ \sum_{n=0}^\infty \frac{\Gamma(\rho + \kappa n)\Gamma(1 - \beta - \alpha n)\omega^n}{\Gamma(\rho)\Gamma(1 - \beta - \alpha n - m)n!} RL D_+^{\alpha+n+m} f(x) \right],$$  \hspace{1cm} (31)

where $0 < \alpha < 1$ and $f$ and $g$ are as before.

Now, using the new series formula for generalised Prabhakar fractional differintegrals, we can similarly derive a version of the product rule in this general model of fractional calculus.

**Theorem 3.1.** Let $f$ and $g$ be complex functions such that $f(x)$, $g(x)$, and $f(x)g(x)$ are all in the form $x^\xi\xi(x)$ with $\text{Re}(\xi) > -1$ and $\xi$ holomorphic on a domain $U \ni c$. Then for any complex parameters $\alpha, \beta, \omega, \rho, \kappa$ satisfying the conditions (15), the generalised Prabhakar operator satisfies the following version of the product rule:

$$E_{\alpha,\beta; c+}^{\omega,\rho,\kappa} (f(x)g(x)) = \sum_{m=0}^\infty \frac{d^m g(x)}{dx^m} \left[ \sum_{n=0}^\infty \frac{\Gamma(\rho + \kappa n)\Gamma(1 - \beta - \alpha n)\omega^n}{\Gamma(\rho)\Gamma(1 - \beta - \alpha n - m)n!} RL D_+^{\alpha+n+m} f(x) \right].$$  \hspace{1cm} (32)

**Proof.** Formally, we can argue as follows, using the series formula (17) for generalised Prabhakar integrals and the Riemann–Liouville version (30) of the product rule:

$$E_{\alpha,\beta; c+}^{\omega,\rho,\kappa} (f(x)g(x)) = \sum_{n=0}^\infty \frac{\Gamma(\rho + \kappa n)\omega^n}{\Gamma(\rho)n!} RL D_+^{\alpha+n} f(x)g(x)$$

$$= \sum_{n=0}^\infty \frac{\Gamma(\rho + \kappa n)\omega^n}{\Gamma(\rho)n!} \left[ \sum_{m=0}^\infty \left( \frac{-\alpha n - \beta}{m} \right) RL D_+^{\alpha+n+m} f(x) \frac{d^m g(x)}{dx^m} \right]$$

$$= \sum_{m=0}^\infty \frac{d^m g(x)}{dx^m} \left[ \sum_{n=0}^\infty \frac{\Gamma(\rho + \kappa n)\omega^n}{\Gamma(\rho)n!} \left( \frac{-\alpha n - \beta}{m} \right) RL D_+^{\alpha+n+m} f(x) \right],$$

which yields the required expression. To make this proof rigorous, we just need to verify local uniform convergence of the double series found above.

The following finite truncation of (30) can be found as equation (2.199) in [40], and we use it as our starting point:

$$RLD_+^\alpha (f(x)g(x)) = \sum_{m=0}^N \begin{pmatrix} \alpha \\ m \end{pmatrix} RL D_+^{\alpha-m} f(x) \frac{d^m g(x)}{dx^m} - R_N^\alpha (x), \quad \alpha \in \mathbb{R}, N \geq \alpha + 1,$$  \hspace{1cm} (33)

where we assume $f \in C[a, x]$, $g \in C^{N+1}[a, x]$, and the remainder term $R_N^\alpha (x)$ is defined by

$$R_N^\alpha (x) = \frac{1}{N!\Gamma(-\alpha)} \int_c^x (x-y)^{-\alpha-1} f(y) \left[ \int_y^x g^{(N+1)}(\xi)(y-\xi)^N d\xi \right] dy.$$
Here we replace $\alpha$ in (33) by $-\alpha n - \beta$, and substitute the resulting expression into the series formula for generalised Prabhakar integrals:

$$\mathcal{E}_{\alpha,\beta,c+}^{\omega,p,\kappa}(f(x)g(x)) = \sum_{n=0}^{\infty} \frac{\Gamma(\rho + \kappa n)\omega^n}{\Gamma(\rho)n!} \int_{c+}^{RL} f(x)^{\alpha n + \beta} \cdot g(x) \, dx$$

$$= \sum_{n=0}^{\infty} \frac{\Gamma(\rho + \kappa n)\omega^n}{\Gamma(\rho)n!} \left[ \sum_{m=0}^{N} \frac{(-\alpha n - \beta)}{m} \int_{c+}^{RL} D_{c+}^{-\alpha n - \beta - m} f(x) \frac{d^m g(x)}{dx^m} - R_N^{\alpha n - \beta}(x) \right]$$

$$= \sum_{m=0}^{\infty} \frac{d^m g(x)}{dx^m} \left[ \sum_{n=0}^{\infty} \frac{\Gamma(\rho + \kappa n)\omega^n}{\Gamma(\rho)n!} (-\alpha n - \beta) \int_{c+}^{RL} f(x)^{\alpha n + \beta + m} \, dx \right]$$

$$- \sum_{n=0}^{\infty} \frac{\Gamma(\rho + \kappa n)\omega^n}{\Gamma(\rho)n!} R_N^{\alpha n - \beta}(x),$$

where swapping the sums in the last step is justified because the sum over $m$ is finite and the sum over $n$ is locally uniformly convergent by Theorem 2.1. The only thing left to prove now is that

$$\lim_{N \to \infty} \sum_{n=0}^{\infty} \frac{\Gamma(\rho + \kappa n)\omega^n}{\Gamma(\rho)n!} R_N^{\alpha n - \beta}(x) = 0. \quad (34)$$

To show this, we use an argument similar to that used in [40] and [7]. Specifically, equation (2.201) from [40] tells us that

$$R_N^{\alpha n - \beta}(x) = \frac{(-1)^N (x - c)^{N + \alpha n + \beta + 1}}{N! \Gamma(\alpha n + \beta)} \int_{c}^{1} \int_{0}^{1} f(c + \eta(x - c)) g^{(N+1)}(\eta) \, d\eta \, dx,$$

which means that

$$\sum_{n=0}^{\infty} \frac{\Gamma(\rho + \kappa n)\omega^n}{\Gamma(\rho)n!} R_N^{\alpha n - \beta}(x)$$

$$= \frac{(-1)^N (x - c)^{N + \beta + 1}}{N!} E_{\alpha,\beta}^{\omega}(x - c) \int_{c}^{1} \int_{0}^{1} f(c + \eta(x - c)) g^{(N+1)}(\eta) \, d\eta \, dx,$$

where the integrand is independent of $n$. We can then ignore the generalised Mittag-Leffler function when taking the limit, because it is independent of $N$, and we find that (34) holds just as in [40, 7].

**Example 3.2.** As a simple application of the Prabhakar product rule, we apply the result of Theorem 3.1 with $f(x) = e^{ax}$ and $g(x) = x$ and the constant of differintegration $c = i\omega$.

In this case, the outer series in (32) has only two non-trivial terms, namely $m = 0$ and $m = 1$, while the Riemann–Liouville fractional integral of an exponential function is well known. Thus the series becomes:

$$\sum_{m=0}^{1} \frac{d^m x}{dx^m} \left[ \sum_{n=0}^{\infty} \frac{\Gamma(\rho + \kappa n)\Gamma(1 - \beta - \alpha n)}{\Gamma(\rho)\Gamma(1 - \beta - \alpha n)} \frac{\omega^n a^{\alpha n + \beta + m} e^{ax}}{n!} \right]$$

$$= x \left[ \sum_{n=0}^{\infty} \frac{\Gamma(\rho + \kappa n)\Gamma(1 - \beta - \alpha n)}{\Gamma(\rho)\Gamma(1 - \beta - \alpha n)} \frac{(\omega a^n)^n a^{\beta + 1} e^{ax}}{n!} \right]$$

$$= x \left[ \sum_{n=0}^{\infty} \frac{\Gamma(\rho + \kappa n)(\omega a^n)^n}{\Gamma(\rho)n!} a^{\beta + 1} e^{ax} \right] + \left[ \sum_{n=0}^{\infty} \frac{\Gamma(\rho + \kappa n)(-\beta - \alpha n)(\omega a^n)^n}{\Gamma(\rho)n!} a^{\beta + 1} e^{ax} \right]$$

$$= \sum_{n=0}^{\infty} \frac{\Gamma(\rho + \kappa n)(\omega a^n)^n}{\Gamma(\rho)n!} (x - a\beta - \alpha n) a^{\beta + 1} e^{ax},$$

and we have computed the Prabhakar fractional integral $\mathcal{E}_{\alpha,\beta}^{\omega,p,\kappa}(xe^x)$.

Naturally, Theorem 3.1 yields corollaries in the form of product rule analogues for other more specific fractional models, including 31 for the AB model, by using Proposition 2.3.
4 Fractional extensions of the chain rule

The chain rule is another fundamental result from classical calculus which can be generalised to certain models of fractional calculus. Another paper of Osler [38] considered various generalisations of the chain rule to the Riemann–Liouville model; the following version follows directly from the fractional product rule (30) and the classical Faà di Bruno formula:

\[ RL_D^\alpha c + f(g(x)) = (x - c)^\alpha \Gamma(1 - \alpha) f(g(x)) \]

\[ + \sum_{m=1}^{\infty} \binom{\alpha}{m} \frac{(x - c)^{m-\alpha}}{\Gamma(m - \alpha + 1)} \sum_{r=1}^{m} \frac{d^r f(g(x))}{dg(x)^r} \left[ \prod_{j=1}^{m} P_j(j)^{\beta} \left( \frac{d^r g(x)}{dx^r} \right)^{P_j} \right], \quad x, \alpha, c \in \mathbb{C}, \quad (36) \]

where \( g \) is smooth and \( f(g(x)) \) is a function of the form \( x^\xi \xi(x) \) with \( \text{Re}(\xi) > -1 \) and \( \xi \) holomorphic on a complex domain \( U \ni c \), and the final summation is over the set

\[ \{(P_1, \ldots, P_m) \in (\mathbb{Z}_0^+)^m : \sum_j P_j = r, \sum_j jP_j = m\}. \quad (37) \]

Using the series formula for AB fractional derivatives, it is once again possible [7] to derive from (36) a version of the fractional chain rule which is valid in the AB model. Here we shall use our new series formula to derive a similar result in the generalised Prabhakar model of fractional calculus.

**Theorem 4.1.** Let \( f \) and \( g \) be complex functions such that \( g \) is smooth and \( f(g(x)) \) is a function of the form \( x^\xi \xi(x) \) with \( \text{Re}(\xi) > -1 \) and \( \xi \) holomorphic on a complex domain \( U \ni c \), and the final summation is over the set \( \{(P_1, \ldots, P_m) \in (\mathbb{Z}_0^+)^m : \sum_j P_j = r, \sum_j jP_j = m\} \).

\[
E^{\omega,\rho,\kappa}_{\alpha,\beta,c+}(f(g(x))) = (x - c)^\beta \sum_{n=0}^{\infty} \frac{\Gamma(\rho + \kappa n)\Gamma(1 - \beta - \alpha n) \Gamma(\alpha n)}{\Gamma(\rho)\Gamma(\alpha n)\beta n!} \sum_{m=0}^{\infty} \frac{(c - x)^m}{m!(\alpha n + \beta + m)} \left[ \sum_{r=1}^{m} \frac{d^r f(g(x))}{dg(x)^r} \sum_{(P_1, \ldots, P_m)} \left[ \prod_{j=1}^{m} P_j(j)^{\beta} \left( \frac{d^r g(x)}{dx^r} \right)^{P_j} \right] \right], \quad (38)
\]

where the summation over \( (P_1, \ldots, P_m) \) is over the set \( (37) \).

**Proof.** Our starting point is the result of Theorem [34], which in this case we apply to the product of the two functions \( f(g(x)) \) and \( I(x) = 1 \). The fractional differintegrals of the unit function \( I \) are well known,
so the expression \((42)\) becomes:

\[
\mathcal{E}^{\omega,\rho,\kappa}_{\alpha,\beta;\gamma+c+} (f(g(x))) = \sum_{m=0}^{\infty} \frac{d^m (f \circ g)}{dx^m} \left[ \sum_{n=0}^{\infty} \frac{\Gamma(\rho + \kappa n) \Gamma(1 - \beta - \alpha n)}{\Gamma(\rho) \Gamma(1 - \beta - \alpha) \omega^n} \frac{x^n}{n!} \right] ((x-c)^m + 1)
\]

\[
= \sum_{m=0}^{\infty} \frac{d^m (f \circ g)}{dx^m} \left[ \sum_{n=0}^{\infty} \frac{\Gamma(\rho + \kappa n) \Gamma(1 - \beta - \alpha n) \omega^n}{\Gamma(\rho) \Gamma(1 - \beta - \alpha) \omega^n} \left( (x-c)^m + 1 \right) \right]
\]

\[
= \sum_{m=0}^{\infty} \frac{d^m (f \circ g)}{dx^m} \left[ \sum_{n=0}^{\infty} \frac{\Gamma(\rho + \kappa n) \Gamma(1 - \beta - \alpha n) \omega^n}{\Gamma(\rho) \Gamma(1 - \beta - \alpha) \omega^n} \left( (x-c)^m + 1 \right) \right]
\]

\[
= \left( x-c \right)^m \sum_{m=0}^{\infty} \frac{d^m (f \circ g)}{dx^m} \left[ \sum_{n=0}^{\infty} \frac{\Gamma(\rho + \kappa n) \Gamma(1 - \beta - \alpha n) \omega^n}{\Gamma(\rho) \Gamma(1 - \beta - \alpha) \omega^n} \left( (x-c)^m + 1 \right) \right]
\]

\[
= \left( x-c \right)^m \sum_{m=0}^{\infty} \frac{d^m (f \circ g)}{dx^m} \left[ \sum_{n=0}^{\infty} \frac{\Gamma(\rho + \kappa n) \Gamma(1 - \beta - \alpha n) \omega^n}{\Gamma(\rho) \Gamma(1 - \beta - \alpha) \omega^n} \left( (x-c)^m + 1 \right) \right]
\]

\[
= \left( x-c \right)^m \sum_{m=0}^{\infty} \frac{d^m (f \circ g)}{dx^m} \left[ \sum_{n=0}^{\infty} \frac{\Gamma(\rho + \kappa n) \Gamma(1 - \beta - \alpha n) \omega^n}{\Gamma(\rho) \Gamma(1 - \beta - \alpha) \omega^n} \left( (x-c)^m + 1 \right) \right]
\]

\[
= \left( x-c \right)^m \sum_{m=0}^{\infty} \frac{d^m (f \circ g)}{dx^m} \left[ \sum_{n=0}^{\infty} \frac{\Gamma(\rho + \kappa n) \Gamma(1 - \beta - \alpha n) \omega^n}{\Gamma(\rho) \Gamma(1 - \beta - \alpha) \omega^n} \left( (x-c)^m + 1 \right) \right]
\]

as required, where we used the classical Faà di Bruno formula in the final step.

Once again, we can use Theorem 4.11 together with Proposition 2.3 in order to find analogues of the chain rule for other more specific fractional models, including the result already established in [7] for the AB model.

We note that one application of Theorem 4.11 would be to compute fractional differintegrals, in the various models covered by the umbrella of Prabhakar, of a Gaussian function \(e^{-x^2}\). This follows from putting \(f(x) = e^x\) and \(g(x) = -x^2\) in the identity \((35)\).

5 Iteration of fractional models

In [14], the idea of iteration was used to propose a new model of fractional calculus. Given a functional operator, we can consider iterating it a natural number of times, and then try to find a way of defining the \(n\)th iteration for \(\nu\) not an integer. This is the basic idea underlying fractional calculus, and the same idea can be applied even to operators which are themselves interpreted as fractional differintegrals. Here we shall explore how the same methodology can be applied to operators in the Prabhakar model.

By Theorem 2.9, the iterated Prabhakar operator looks like the following:

\[
\left( \mathcal{E}^{\omega,\rho}_{\alpha,\beta;\gamma+c+} \right)^n f = \mathcal{E}^{\omega,\rho,\kappa}_{\alpha,\beta;\gamma+c+} f,
\]

for any \(n \in \mathbb{N}\) and any \(L^1\) function \(f\). Thus, the natural definition of the fractionally iterated Prabhakar operator is:

\[
\left( \mathcal{E}^{\omega,\rho}_{\alpha,\beta;\gamma+c+} \right)^\nu f = \mathcal{E}^{\omega,\rho,\kappa}_{\alpha,\beta;\gamma+c+} f,
\]  

(39)

for \(\nu \in \mathbb{C}\) such that \(\text{Re}(\nu \beta) > 0\). If \(\nu\) is such that the latter condition does not hold, then we can define the \(\nu\)th iteration of the Prabhakar integral in the same way as we defined the Prabhakar derivative \((3)\), which corresponds to the case \(\nu = -1\). In other words, we create the following definition.

**Definition 5.1.** Under the usual conditions \(\text{Re}(\alpha) > 0, \text{Re}(\beta) > 0\), and for any \(\nu \in \mathbb{C}\), the \(\nu\)th iteration of the Prabhakar operator is defined as:

\[
\left( \mathcal{E}^{\omega,\rho}_{\alpha,\beta;\gamma+c+} \right)^\nu f(x) := \frac{d^m}{dx^m} \mathcal{E}^{\omega,\rho,\kappa}_{\alpha,\beta;\gamma+c+} f(x), \quad m := \max(0, \lfloor \text{Re}(-\nu \beta) \rfloor + 1).
\]  

(40)
We see that this equates with the formula (39) when Re(νβ) > 0. It also equates with the formula (9) for Prabhakar fractional derivatives when ν = −1.

Using the series formula from section 2, we can present a unified expression for the iterated Prabhakar differintegral, which applies equally well regardless of the sign of Re(νβ).

**Theorem 5.2.** For α, β, ω, ρ, ν ∈ C with Re(α) > 0, Re(β) > 0, the iterated Prabhakar differintegral defined by (40) can be defined as

\[
\left( E_{\alpha,\beta;c+}^{\omega,\rho} \right)^{\nu} f(x) = \sum_{n=0}^{\infty} \frac{\Gamma(\nu p + n)\omega^n}{\Gamma(\nu p)n!} RL I_{c+}^{\alpha n + \nu \beta} f(x),
\]

where the series on the right-hand side is locally uniformly convergent.

**Proof.** For Re(νβ) > 0, the result follows directly from substituting the series (23) into the identity (39) which is the integral incarnation of the definition (40).

For Re(νβ) ≤ 0, the parameter n defined in (40) is strictly positive, and so substituting the series (23) into (40) yields:

\[
\left( E_{\alpha,\beta;c+}^{\omega,\rho} \right)^{\mu} \left( E_{\alpha,\beta;c+}^{\omega,\rho} \right)^{\nu} f(x) = \sum_{n=0}^{\infty} \frac{\Gamma(\nu p + n)\omega^n}{\Gamma(\nu p)n!} RL I_{c+}^{\alpha n + \nu \beta} f(x),
\]

as required.

We emphasise that using a series formula enables the definitions of fractional derivatives and integrals to be merged into a single unified expression for fractional differintegrals. The same phenomenon has been observed with Grunwald–Letnikov differintegrals, and also with the standard Prabhakar operators in our remark after Corollary 2.4. This is one reason why convergent series expressions have been so important in the study of fractional calculus.

Another important property of the iterated Prabhakar differintegral is that it satisfies a semigroup property in ν, as shown by the following result.

**Theorem 5.3** (Semigroup property). Given parameters α, β, ω, ρ, ν ∈ C with Re(α) > 0, Re(β) > 0, we have the following identity valid for any L^1 function f:

\[
\left( E_{\alpha,\beta;c+}^{\omega,\rho} \right)^{\mu} \left( E_{\alpha,\beta;c+}^{\omega,\rho} \right)^{\nu} f(x) = \left( E_{\alpha,\beta;c+}^{\omega,\rho} \right)^{\mu+\nu} f(x), \quad \mu, \nu \in C, \text{Re}(\nu \beta) > 0.
\]

**Proof.** This follows from the formula (43) for iterated Prabhakar integrals and the result of Theorem 2.9.

6 Conclusions

We proved in this paper that the Prabhakar fractional model and its generalised forms can be reduced to series involving only Riemann–Liouville integrals. This basic result is due to the fact that the Mittag-Leffler function and its generalised versions have nice series representations which are locally uniformly convergent.

These results are significant for fractional calculus from a philosophical point of view: they demonstrate that several alternative models of fractional differintegrals can be written in terms of only the classical model. They are also practically significant, since they enable or streamline the proofs of many fundamental results about the Prabhakar and other models of fractional calculus: not only previously-known facts such as semigroup and inverse properties, but also new results such as product and chain rules.

One reason for the power of the Prabhakar model is that it satisfies a semigroup property in some of the parameters. We have demonstrated how this fact can be linked to the idea of fractional iteration, which is an important concept to consider in fractional calculus.
Acknowledgements

The authors would like to thank both the editor and the anonymous referees for their helpful comments and suggestions.

References

[1] T. Abdeljawad, D. Baleanu, “Integration by parts and its applications of a new nonlocal fractional derivative with Mittag-Leffler nonsingular kernel”, Journal of Nonlinear Science and Applications 10(3) (2017), pp. 1098–1107.

[2] N. Al-Salti, E. Karimov, K. Sadarangani, “On a Differential Equation with Caputo-Fabrizio Fractional Derivative of Order $1 < \beta \leq 2$ and Application to Mass-Spring-Damper System”, Progress in Fractional Differentiation and Applications 2(4) (2016), pp. 257–263.

[3] B. S. T. Alkahtani, “Chua’s circuit model with Atangana–Baleanu derivative with fractional order”, Chaos, Solitons & Fractals 89 (2016), pp. 547–551.

[4] A. Atangana, Fractional Operators with Constant and Variable Order with Application to Geohydrology, Academic Press, New York, 2017.

[5] A. Atangana, D. Baleanu, “New fractional derivatives with nonlocal and non-singular kernel: theory and application to heat transfer model”, Thermal Science 20(2) (2016), pp. 763–769.

[6] R. L. Bagley, Applications of Generalized Derivatives to Viscoelasticity, Ph.D. thesis, Air Force Institute of Technology, 1979.

[7] D. Baleanu, A. Fernandez, “On some new properties of fractional derivatives with Mittag-Leffler kernel”, Communications in Nonlinear Science and Numerical Simulation 59 (2018), pp. 444–462.

[8] D. Baleanu, K. Diethelm, E. Scalas, J. J. Trujillo, Fractional calculus: models and numerical methods, 2nd ed., World Scientific, New York, 2017.

[9] D. Baleanu, O. Mustafa, Asymptotic integration and stability for differential equations of fractional order, World Scientific, New York, 2015.

[10] M. Caputo, “Linear Models of Dissipation whose $Q$ is almost Frequency Independent–II”, Geophysical Journal International 13(5) (1967), pp. 529–539.

[11] M. Caputo, M. Fabrizio, “A new Definition of Fractional Derivative without Singular Kernel”, Progress in Fractional Differentiation and Applications 1(2) (2015), pp. 73–85.

[12] J.-D. Djida, A. Atangana, I. Area, “Numerical Computation of a Fractional Derivative with Non-Local and Non-Singular Kernel”, Mathematical Modelling of Natural Phenomena 12(3) (2017), pp. 4–13.

[13] A. Fernandez, D. Baleanu, “The mean value theorem and Taylor’s theorem for fractional derivatives with Mittag-Leffler kernel”, Advances in Difference Equations 2018:86 (2018).

[14] A. Fernandez, D. Baleanu, “A novel definition of fractional differintegrals with Mittag-Leffler kernel having a semigroup property”,Filomat (under review).

[15] R. Garra, R. Garrappa, “The Prabhakar or three parameter Mittag-Leffler function: theory and application”, Communications in Nonlinear Science and Numerical Simulation 56 (2018), pp. 314–329.

[16] R. Garra, R. Gorenflo, F. Polito, Ž. Tomovski, “Hilfer–Prabhakar derivatives and some applications”, Applied Mathematics and Computation 242 (2014), pp. 576–589.

[17] R. Garrappa, “Gr¨unwald–Letnikov operators for fractional relaxation in Havriliak–Negami models”, Communications in Nonlinear Science and Numerical Simulation 38 (2016), pp. 178–191.

[18] R. Garrappa, F. Mainardi, G. Maione, “Models of dielectric relaxation based on completely monotone functions”, Fractional Calculus and Applied Analysis 19(5) (2016), pp. 1105–1160.
[19] A. Giusti, “A comment on some new definitions of fractional derivative”, *Nonlinear Dynamics* 93 (2018), pp. 1757–1763.

[20] A. Giusti, “Addendum to: A comment on some new definitions of fractional derivative”, *Nonlinear Dynamics*, DOI:10.1007/s11071-018-4435-3.

[21] A. Giusti, I. Colombaro, “Prabhakar-like fractional viscoelasticity”, *Communications in Nonlinear Science and Numerical Simulation* 56 (2018), pp. 138–143.

[22] R. Gorenflo, A. A. Kilbas, F. Mainardi, S. V. Rogosin, *Mittag-Leffler functions, related topics and applications*, Springer, Berlin, 2016.

[23] H. J. Haubold, A. M. Mathai, R. K. Saxena, “Mittag-Leffler functions and their applications”, *Journal of Applied Mathematics* 2011 (2011).

[24] R. Herrmann, *Fractional Calculus: An Introduction for Physicists*, 2nd ed., World Scientific, Singapore, 2014.

[25] R. Hilfer, ed., *Applications of Fractional Calculus in Physics*, World Scientific, Singapore, 2000.

[26] J. Hristov, “Transient heat diffusion with a non-singular fading memory”, *Thermal Science* 20(2) (2016), pp. 757–762.

[27] A. A. Kilbas, M. Saigo, R. K. Saxena, “Generalized Mittag-Leffler function and generalized fractional calculus operators”, *Integral Transforms and Special Functions* 15(1) (2004), pp. 31–49.

[28] A. A. Kilbas, H. M. Srivastava, J. J. Trujillo, *Theory and Applications of Fractional Differential Equations*, Elsevier, Amsterdam, 2006.

[29] C. Lavault, “Fractional calculus and generalized Mittag-Leffler type functions”, preprint (2017), arXiv:1703.01912v2.

[30] J. Liouville, “Mémoire Sur quelques Questions de Géometrie et de Mécaniq,” et sur un nouveau genre de Calcul pour résoudre ces Questions”, *Journal de l’École Polytechnique* 13(21) (1832), pp. 1–69.

[31] R. L. Magin, *Fractional Calculus in Bioengineering*, Begell House Publishers, Connecticut, 2006.

[32] F. Mainardi, *Fractional Calculus and Waves in Linear Viscoelasticity*, Imperial College Press, London, 2010.

[33] F. Mainardi, R. Gorenflo, “On Mittag-Leffler-type functions in fractional evolution processes”, *Journal of Computational and Applied Mathematics* 118(1-2) (2000), pp. 283–299.

[34] A. M. Mathai, H. J. Haubold, “Mittag-Leffler functions and fractional calculus”, *Special Functions for Applied Scientists* (2008), pp. 79–134.

[35] K. S. Miller, B. Ross, *An Introduction to the Fractional Calculus and Fractional Differential Equations*, Wiley, New York, 1993.

[36] K. B. Oldham, J. Spanier, *The Fractional Calculus*, Academic Press, San Diego, 1974.

[37] T. J. Osler, “Leibniz rule for fractional derivatives generalised and an application to infinite series”, *SIAM Journal of Applied Mathematics* 18 (1970), pp. 658–674.

[38] T. J. Osler, “The fractional derivative of a composite function”, *SIAM Journal of Mathematical Analysis* 1 (1970), pp. 288–93.

[39] I. Petras, *Fractional-Order Nonlinear Systems: Modeling, Analysis and Simulation*, Springer-Verlag, Berlin, 2011.

[40] I. Podlubny, *Fractional Differential Equations*, Academic Press, San Diego, 1999.

[41] F. Polito, Ž. Tomovski, “Some properties of Prabhakar-type fractional calculus operators”, *Fractional Differential Calculus* 6(1) (2016), pp. 73–94.
[42] T. R. Prabhakar, “A singular integral equation with a generalized Mittag Leffler function in the kernel”, Yokohama Mathematical Journal 19 (1971), pp. 7–15.

[43] S. G. Samko, A. A. Kilbas, O. I. Marichev, Fractional Integrals and Derivatives: Theory and Applications, Taylor & Francis, London, 2002 [orig. ed. in Russian; Nauka i Tekhnika, Minsk, 1987].

[44] T. Sandev, “Generalized Langevin Equation and the Prabhakar Derivative”, Mathematics 5(4) (2017), 66.

[45] H. M. Srivastava, “Remarks on some fractional-order differential equations”, Integral Transforms and Special Functions 28 (2017), pp 560–564.

[46] H. M. Srivastava, K. M. Saad, “Some new models of the time-fractional gas dynamics equation”, Advanced Mathematical Models and Applications 3(1) (2018), pp. 5–17.

[47] H. M. Srivastava, Ž. Tomovski, “Fractional calculus with an integral operator containing a generalized Mittag-Leffler function in the kernel”, Applied Mathematics and Computation 211(1) (2009), pp. 198–210.

[48] V. E. Tarasov, Fractional Dynamics: Applications of Fractional Calculus to Dynamics of Particles, Fields and Media, Springer, Berlin, 2011.

[49] Ž. Tomovski, R. Hilfer, H. M. Srivastava, “Fractional and operational calculus with generalized fractional derivative operators and Mittag-Leffler type functions”, Integral Transforms and Special Functions 21 (2010), pp. 797–814.

[50] B. J. West, Fractional Calculus View of Complexity: Tomorrow’s Science, CRC Press, New Jersey, 2015.