Bridging the gap between single receptor type activity and whole-brain dynamics
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What is the effect of activating a single modulatory neuronal receptor type on entire brain network dynamics? Can such effect be isolated at all? These are important questions because characterizing elementary neuronal processes that influence network activity across the given anatomical backbone is fundamental to guide theories of brain function. Here, we introduce the concept of the cortical ‘receptome’ taking into account the distribution and densities of expression of different modulatory receptor types across the brain’s anatomical connectivity matrix. By modelling whole-brain dynamics in silico, we suggest a bidirectional coupling between modulatory neurotransmission and neuronal connectivity hardware exemplified by the impact of single serotonergic (5-HT) receptor types on cortical dynamics. As experimental support of this concept, we show how optogenetic tools enable specific activation of a single 5-HT receptor type across the cortex as well as in vivo measurement of its distinct effects on cortical processing. Altogether, we demonstrate how the structural neuronal connectivity backbone and its modulation by a single neurotransmitter system allow access to a rich repertoire of different brain states that are fundamental for flexible behaviour. We further propose that irregular receptor expression patterns—genetically predisposed or acquired during a lifetime—may predispose for neuropsychiatric disorders like addiction, depression and anxiety along with distinct changes in brain state. Our long-term vision is that such diseases could be treated through rationally targeted therapeutic interventions of high specificity to eventually recover natural transitions of brain states.
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Introduction

At the heart of neuroscience, there is a deep conundrum which is how to explain the paradoxical flexibility of human brain function to create a rich palette of multiple behaviours despite using the same underlying anatomical connectivity, also called the ‘connectome’. In other words, how can the brain’s structure provide the grounds for a rich dynamical repertoire of neuronal brain processes? Here, we propose that this system-wide flexibility is brought about by the entanglement between modulatory neurotransmission and neural network activity. In particular, we show how this intricate interplay allows the brain to reconfigure its effective functional connectivity (FC; e.g. changing its operating point) on top of a fixed connectome.

In support of this perspective, we here survey recent literature, strongly suggesting that this is made possible through the specific action of neuronal plasma membrane receptors and their reciprocal impact on macroscopic whole-brain networks. To put it in a nutshell: We here try bridging the explanatory gap between effects at the level of individual neurochemical afferents (‘receptome’) and whole-brain activity patterns. We illustrate these ideas by focussing on the serotonin (5-hydroxytryptamine; 5-HT) system [1], which has been studied at all functional levels and has been shown to play a key role in health and disease [2]. It should be noted however that, rather than reviewing the extensive current knowledge of serotonergic receptors and the serotonergic system per se, we here concentrate on recent studies that specifically address our new concepts.

Investigations in human and animals have used a large variety of techniques to demonstrate that whole-brain activity depends both on effective connectivity and brain states, reflecting system-properties such as anatomical organization, dynamic thalamocortical loops and the function of ascending arousal systems [3]. The resulting activity patterns can be intricately affected by disease. In turn, subtle changes in activity patterns can be used to predict transitions from health to disease since phase transitions are often preceded by robust gradual reorganization of complex systems in general [4].

Despite some progress, a commonly agreed definition of a brain state is still contentious. To begin with, it is therefore crucial to have a definition that can be used to classify broad states of, for example, wakefulness, sleep and anaesthesia [5–9]. However, rather than characterizing brain states on such phenomenological levels we here define brains states in terms of statistics, that is, as transition probabilities across an ensemble of metastable substrates (probabilistic metastable substrates, PMS). Such approach allows different substrates to be detected and characterized as their probability of occurrence together with their fluctuation profiles (for details see [10]). We further propose that using the combined perspective from cellular receptor levels to whole-brain levels can offer a mechanistic framework for characterizing brain states in terms of their underlying causal mechanisms and dynamical complexity. A global understanding of brain function may emerge from the integration of causal mechanistic whole-brain models that combine anatomy with local dynamics and predict empirical functional data from a variety of sources including human neuroimaging [11–13]. In fact, there has been recent significant progress in constructing such models, describing the complex interplay between neurotransmission and neural activity [14]. In these models, standard anatomical and functional maps of the human brain were combined with a detailed map of serotonergic receptor-density, obtained from a new high-resolution human brain in vivo atlas [15]. In particular, adding receptor maps to the whole-brain model allowed to scrutinize how gain values can be adapted by the local regional values of positron electron tomography (PET)-based empirical values of receptor densities. By applying this paradigm in a study where healthy participants were affected by intake of lysergic acid diethylamide, it was found that neurotransmitter modulation of whole-brain activity dynamics can quantitatively be ascribed to one type of receptor binding, namely of 5-HT2A.

By extending this approach, a novel mutually coupled whole-brain model was additionally able to capture the bidirectional interplay between modulatory neurotransmission and the neuronal system dynamics [16]. Such overall coupled system was modelled using a balanced dynamic mean-field approach [17,18] where the neuromodulator system incorporated the dynamics of the neurotransmitter concentration levels (measured in vivo using PET) including the well-known Michaelis–Menten release-and-reuptake dynamics [19–21]. In a proof of principle, the modelling considered the effects of psilocybin [22,23], another powerful psychedelic drug on the serotonin transmitter system. To couple the two (i.e. neuronal and transmitter) systems, the anatomical connectivity between the raphe nucleus and its projections throughout the brain was modelled. Overall, the results revealed that the interaction between both dynamical systems is fundamental for explaining the empirical data. Thus, rather than simply relying on changing the gain of only the local neuronal dynamics, the mutual interaction between neuronal and neuromodulator systems at the whole-
brain level was crucial to fully explain the functional modulation of brain activity by psilocybin. These findings are especially important given the demonstrated ability of psilocybin to rebalance the human brain in treatment-resistant depression [24].

To directly visualize the effects of single 5-HT receptor types on the brain’s activity dynamics, we further present studies from in vivo animal experimental settings. Here, we show with real-time measurements how two different 5-HT receptor types (i.e. 5-HT1A and 5-HT2A) modulate two basic entities of whole-brain processes. That is, ongoing brain activity (reflecting state-dependent whole-brain internal communication processes) and activity evoked by sensory input (reflecting external drive). The results suggest indeed global whole-brain changes in cortical state induced by 5-HT input with balanced effects on internal ongoing activity and sensory drive [25,26]. Specifically, we find that 5-HT1A scales predominantly the weight of internal communication, while 5-HT2A largely scales the weight of external sensory input. Importantly, such modulation is divisive, hence, leaving transferred information contents intact. We exemplify these characteristics by imaging population activity in the mouse visual cortex during optogenetic activation of neurons in the raphe nuclei [27,28] to precisely trigger the release of 5-HT in the cortex. Finally, we demonstrate how the use of optogenetics enables direct and specific stimulation of the 5-HT2A receptor across the cortex by light [29]. Thus, using optical techniques we show how distinct activation of a single receptor type triggers the scaling of visual activity in the cortex.

Altogether, our presented modelling and experimental approaches could pave the way towards new concepts of describing whole-brain activity and its dynamic changes. In fact, neuropsychiatric disorders are often accompanied by changes in brain state and associated with malfunction of specific neurotransmitter systems [30]. Here, we propose how it is possible to disentangle distinct neuronal receptor-specific roles of the neurotransmitter receptorome in modulating functional brain dynamics. In turn, the further development of such approaches may help to disentangle the distinct roles of the receptorome in psychiatric diseases and to develop more specific therapeutic interventions.

**Principles of whole-brain modelling**

To noninvasively measure neuronal activity in humans, neuroimaging methods such as functional magnetic resonance imaging (fMRI), magnetoencephalography (MEG) and electroencephalography are typically used. These measures capture whole-brain activity at different spatial and temporal scales. Whole-brain models aim to balance between complexity and realistic (i.e. feasible) levels of such experimental descriptions including the most important functional features of the brain in vivo [31,32]. Thus, the fundamental principle of the modelling framework is to link anatomical structure with functional dynamics [11,33] under the given temporal and spatial constraints of the measurements (Fig. 1A).

In the model, the emergence of the functional global dynamics arises from the mutual interactions of local node dynamics coupled through the underlying empirical anatomical connectivity. This framework has been especially successful for explaining resting-state networks captured by fMRI [32,34–39].

The underlying structural connectivity needed in the whole-brain model can be obtained in many ways, ideally reflecting the underlying directional anatomical connectivity through large-scale tract tracing [40,41]. Note that cortical connectivity can also be subject to specific plastic changes on longer time scales upon behavioural demands and training, as firstly shown using extra-cellular electrode recordings in somatosensory cortex of adult nonhuman primates [42]. To estimate individual connectivity noninvasively in humans, unidirectional connectivity is nowadays measured using in vivo diffusion magnetic resonance imaging (dMRI) combined with probabilistic tractography [43–46].

Next, the complexity of whole-brain modelling can be reduced by adopting meaningful parcellations based on structural and functional brain information and are typically on the order of 80–150 nodes [47,48]. Each node in the whole-brain model consists of an approximation of the local neuronal dynamics of which many different approximations have been used from a spiking neuronal network [37,49], mean-field model [17,38] to mesoscopic models (for instance the Hopf model [13,50]). Such models typically fit the empirical data [51] by optimizing the global coupling parameter scaling of the underlying structural connectivity, which assumes that the conductivity is uniform across brain. Potential heterogeneity in conductivity can also be modelled by adapting the effective connectivity to the empirical data [52]. Interestingly, the emergent collective macroscopic behaviour of brain models has been shown to depend only weakly on the behaviour of individual neurons rather than on activity of populations [31,53,54].

In terms of fitting, whole-brain models are able to describe not only static FC (averaged over all time
points) [13], but also dynamical measurements like the temporal structure of the activity fluctuations in FC dynamics (FCD) [55] and PMS [10]. Besides, our model is not restricted to the relatively slow dynamics obtained with fMRI but can be enriched using spectra of recording methods such as MEG [56,57]. Hence, the model can be used to bridge the gap between different timescales from milliseconds to tens of seconds, offering unparalleled mechanistic insights into the multiscale nature of whole-brain activity [58].

Fig. 1. Entangled whole-brain model. (A) The figure shows the coupling of two different mutually coupled dynamical whole-brain systems (neuronal and neurotransmitter). This was achieved by adding a coupled neurotransmitter system to modulate and interact with the neuronal system, which was modelled using a balanced dynamic mean-field model that expresses consistently the time evolution of the ensemble activity of the different neural populations building up the spiking network [17,18]. (B) The underlying dynamics of neuromodulation involved in psilocybin were obtained by comparing the KLD for the PMS between the empirical data and the whole-brain model undergoing various manipulations. For the optimal fit of the mutually coupled whole-brain model, a very significant difference was found between the optimal fit and the uncoupled system (i.e. without neuromodulation) ($P < 10^{-6}$). A significant difference was also found when removing the feedback dynamics ($P < 10^{-6}$). (C) Finally, a significant difference was found between using the empirical 5-HT2A receptor densities across the regions at the optimal fit compared with randomly shuffling the receptor densities ($P < 10^{-6}$). The applied test was a permutation-based paired $t$ test (1000 permutations). The error bars for the KLD data follow the MATLAB convention where the central mark indicates the median, and the bottom and top edges of the box indicate the 25th and 75th percentiles, respectively (across 50 simulations). The whiskers extend to the most extreme data points not considered outliers, and the outliers are plotted individually using the ‘+’ symbol. Figure and accompanying figure legend modified and reproduced from [16].
Creating an entangled whole-brain model coupling neurotransmitter and neuronal systems

Recent studies have created whole-brain models integrating serotonergic transmission and neuronal dynamics using human neuroimaging (dMRI, fMRI and PET) from experiments where the serotonin system is modulated by the action of psychedelics, which are remarkably precise in eliciting responses of specific 5-HT receptors [14,16]. Here, we briefly review our entangled whole-brain model (shown in Fig. 1A). It basically consists of a mutually coupled neuronal and neurotransmitter systems of equations, which are described in details in Box 1. The neuronal system uses the dynamics of local nodes which are mathematically defined as balanced mean fields. The spiking output of the network reflects the suprathreshold evolution of ensemble activity across different neural populations [17,18]. Spontaneous (ongoing) activity across different brain regions emerges from the network of excitatory and inhibitory pools of neurons [17,60].

Box 1. Entangled whole-brain model of neuronal and neurotransmitter systems.

The neuronal system uses a balanced dynamic mean-field model with local node dynamics described by expressing the evolution over time of the ensemble activity of the different neuronal populations creating the spiking network [17,18]. The spontaneous activity of each brain region can be described by the following equations governing the dynamics of network consisting of two pools of excitatory and inhibitory neurons:

\[
I^{(E)}_n = W_{E}I_0 + w_+ J_{\text{NMDA}} S^{(E)}_n + G_{J_{\text{NMDA}}} \sum_p c_{mp} S^{(E)}_p - J_n S^{(I)}_n
\]

\[
I^{(I)}_n = W_{I}I_0 + J_{\text{NMDA}} S^{(E)}_n - S^{(I)}_n
\]

\[
r^{(E)}_n = \frac{S^{(E)}_n I^{(E)}_n - \bar{I}^{(E)}_n}{1 - \exp \left( -d_{E} g_{E}(I^{(E)}_n - \bar{I}^{(E)}_n) \right)}
\]

\[
r^{(I)}_n = \frac{g_{I}(I^{(I)}_n - \bar{I}^{(I)}_n)}{1 - \exp \left( -d_{I} g_{I}(I^{(I)}_n - \bar{I}^{(I)}_n) \right)}
\]

For each population of inhibitory (I) or excitatory (E) neurons in each brain region n, the vector \(I^{(E)}_n\) provides the total input current (in nA), the firing rate is denoted by the vector \(I^{(I)}_n\) (in Hz), while the synaptic gating is denoted by the vector \(S^{(E)}_n\). The total input currents received by the E and I pools is converted by the neuronal response functions, \(H^{(E,I)}\) into firing rates, \(r^{(E,I)}_n\) using the input–output function of [59], where the gain factors \(g_{E}\) and \(g_{I}\) determine the slope of \(H\). Above the threshold currents of \(\bar{I}^{(E)}_n\) and \(\bar{I}^{(I)}_n\), the firing rates are increasing linearly with the input currents. The curvature shape of \(H\) around \(\bar{I}_n\) is provided by the constants \(d_{E}\) and \(d_{I}\), gamma-Aminobutyric acid (GABA) receptors with \(\tau_{\text{GABA}}\) controls the average synaptic gating in inhibitory pools. NMDA receptors with a decay time constant \(\tau_{\text{NMDA}}\) and \(\gamma\) control the synaptic gating variable of excitatory pools, \(S^{(E)}_n\). The variable \(J_{\text{NMDA}}\) is weighting the excitatory synapses, while the weight of recurrent excitation is given by \(w_+\). The overall effective external input is given by \(I_0\) with associated weight functions \(W_{E}\) and \(W_{I}\). It is important to note that in Eqns (5,6) there is a fixed amplitude of \(\sigma\) for the uncorrelated standard Gaussian noise, \(n\).

We used parameters in the dynamic mean field model based on Wong and Wang (2006) [60] such that each isolated node exhibited the typical noisy spontaneous activity with low firing rate (\(f^{(E)}\sim 3Hz\) observed in electrophysiology experiments [61–64]. Furthermore, similar to [17], for each node n, the inhibition weight, \(J_n\), was adjusted such that the firing rate of the excitatory pools \(r^{(E)}_n\) remained clamped at 3 Hz—even when receiving excitatory input from connected areas. The algorithm for achieving Feedback Inhibition Control (FIC) is described in [17], improving the fit to the resting-state FC with more realistic evoked activity. All of the parameter values can be found in [16].

The neurotransmitter system is described by the canonical Michaelis–Menten release-and-reuptake dynamics [19–21] governing the dynamics of the neurotransmitter concentration level:

\[
\frac{d[s_n]}{dt} = aC_{BRT}^{(E)} - \frac{V_{\text{max}}[s_n]}{(K_m + [s_n])}
\]
where \([s_n]\) denotes the dynamics of the neurotransmitter concentration level in a brain region \(n\). The corresponding density of a given serotonin receptor \(R_n\) has been acquired with PET. This equation is defining the interactions between the neurotransmitter and neuronal system through the brain raphe coupling. The outer product of the fibre density connectivity vector, \(C_{BR}\), between the whole brain and the raphe nucleus, is obtained through dMRI probabilistic tractography. The factor \(\alpha\) normalizes the activity such that the current generated by the neurotransmitter (in Eqns 8–10) is adjusting the nonlinear central sigmoidal part of the equation. The second term in Eqn (7), \(V_{\text{max}}\) provides the maximum reuptake rate while \(K_m\) is the substrate concentration at which the uptake proceeds at half of the maximum rate [19–21]. The effect of the neurotransmitter system on the neuronal system is described in Eqns (8–10). Equations (8,9) are a coupled variation of Eqns (1,2), which model the neuronal activity is a dynamical system by generating an extra current on inhibitory GABAergic neurons and the excitatory pyramidal and:

\[
I_n^{(E)} = W_E I_0 + w_{E,NMDA} S_n^{(E)} + G_{E,NMDA} \sum J_{\mu} C_{np} S_{\mu}^{(E)} - J_{\mu} S_{\mu}^{(I)} + W_{E} R_n M_n
\]

\[
I_n^{(I)} = W_I I_0 + J_{\text{NMDA}} S_n^{(E)} - S_n^{(I)} + W_{I} R_n M_n
\]

(8)

(9)

where the excitatory and inhibitory feedback coupling parameters, \(W_{E}\) and \(W_{I}\), describe the coupling from the neurotransmitter system to the neuronal activity. PET measures the density of a serotonin receptor \(R_n\) which is weighting the serotonin modulated current vector \(M_n\) (current for each brain region). This is given by the standard sigmoid-like function used in pharmacology [20]:

\[
t_n \frac{dM_n}{dt} = -M_n + \frac{J}{(1 + e^{-\beta|\log_{10}|s_n|+1|})}
\]

(10)

where \(\beta = 10\), \(J = 0.1\) and \(\tau_s = 120\text{ms} [20]\). The coupling of the neuronal to the neurotransmitter system is described by the last terms on the right hand side of Eqns (8,9). Both neuronal and neurotransmitter dynamical system are thus mutually coupled.
empirical results. In this way, the role of each receptor type is adapting the gain (level of excitation/inhibition) independently and the contribution of each receptor can then be ascertained.

As can be appreciated, these results demonstrate the relevance of using a biophysically realistic dynamic neuromodulator system, allowing for full entanglement between the dynamics of both neuronal and neuromodulation systems. Overall, the entangled whole-brain framework is therefore likely to be essential for accurately modelling and explaining mechanisms of human brain function in health and disease.

**Gain matters - Receptor-specific scaling of internal brain communication processes and external sensory drive**

A given brain state is constituted by whole-brain network activity shaped by the dynamical landscape of the brain. Changes between brain states come about when the effective connectivity changes as a function of for example neuromodulation of the local excitation-inhibition ratio in distributed brain regions [17]. In turn, this changes the information transfer across the brain [66]. For example, a large body of literature has shown that cortical state changes affect ongoing activity and its interaction with sensory-driven activity [67–83]. Importantly, as in particular neuromodulators affect the state of cortical networks [84], modulatory receptor-mediated changes in whole-brain dynamics may alter the balance between ongoing (‘top-down’) and evoked (‘bottom-up’) communication processes (see Fig. 2 for a sketch of effects of unbalanced scaling of internal ongoing and sensory-evoked activity) and therefore affect broadcasting across the brain. Consequently, neuromodulators crucially impact on the formation of sensory perception [85–87] and higher cognitive functions [88–93].

That 5-HT is one of the prominent neuromodulators involved in the modulation of cortical state [94] becomes apparent by measuring 5-HT-induced changes of the frequency spectrum of cortical activity [95–97]. As also implemented in our whole-brain model, 5-HT is centrally released from neurons in the median raphe and the dorsal raphe nuclei [98–102]. Additionally, and as also largely incorporated in our model, the 5-HT system consists of widespread projections that innervate subcortical areas and all cortical areas [101,103–106], where different types of 5-HT receptors (depolarizing or inhibitory) are co-distributed across different cortical cell types [107–109]. This makes 5-HT indeed a good candidate for the participation in fine-tuned scaling of evoked and ongoing components of cortical activity [110] and their integration across brain-wide networks [30,111,112].

However, could the function of single 5-HT receptor types factually be attributed to distinct and separable effects on either sensory-evoked or internally ongoing activity as our whole-brain model implicates? To address this question experimentally, we used an ePet-Cre mouse line [27] that allowed controlled release of 5-HT by photostimulation of Channelrhodopsin2 expressing 5-HT neurons in the raphe nuclei [25,26]. In parallel we used optical imaging of Ca$^{2+}$ fluorescent indicators to track 5-HT-induced modulations of neuronal activity in the visual cortex in vivo (Fig. 3).

Upon photostimulation, a pronounced downscaling of activity was found that affected both spontaneous baseline levels and the magnitude of visually driven (i.e. sensory evoked) responses (Fig. 3, right middle plot). This suggests fine-tuned changes in the operating point of the cortex with balanced suppressive 5-HT effects on both sensory evoked an internally ongoing...
activity. Crucially, to test for different contributions of different 5-HT receptor types we applied specific 5-HT receptor blockers by microiontophoresis into the cortical tissue [26]. The experiments revealed a prominent role of 5-HT1A receptors in reducing ongoing brain activity (i.e. downscaling the weight of internal communication processes, Fig. 3, left), whereas 5-HT2A receptors contributed to suppression of sensory input and therefore reduce the weight of external drive (Fig. 3, bottom right).

A similar 5-HT-induced modulatory scaling of either spontaneous [114] or evoked activity [115] has been reported for the primary olfactory cortex of mice. Whereas in the anesthetized state solely spontaneous activity was affected and sensory-driven firing was spared following raphe stimulation [114], in awake animals solely evoked sensory activity was suppressed [115]. These results also support the view that the strength of 5-HT-induced scaling effects and 5-HT targeting of different components of brain activity depends reciprocally on current brain states [26]. Interestingly, in the olfactory cortex the reduction in evoked sensory activity was again exclusively provided by a single 5-HT receptor type, in this case, by the Gq-pathway activating 5-HT2C receptor [115].

Altogether, based on our results, we speculate that an imbalance [116] in the recruitment of 5-HT receptors (e.g. through specific agonist intake or disordered receptor expression pattern) may affect whole-brain information flow, leading to overemphasis of internally generated expectations (i.e. favouring ‘priors’ [71,117], similarly as proposed for hallucinations [85,118–120]) relative to sensory input and vice versa [114]. Consequently, long-term malfunction of such interplay might trigger psychiatric diseases. Indeed, as the 5-HT2A receptor is widely expressed throughout the brain it is assumed to be specifically implicated in a number of psychiatric disorders such as depression, anxiety and schizophrenia [119,121–128]. The receptor is therefore a prominent drug target for various anxiolytics.

---

**Fig. 3.** Separable scaling of brain activity by different 5-HT receptors: Whereas 5-HT1A reduces ongoing internal drive, 5-HT2A reduces evoked sensory activity. Left: Ongoing spontaneous cortical activity (upper plot, stippled black trace, S) in the visual cortex is reduced (red rectangle) by increased 5-HT input (lower plot, light blue trace, Sph). Release of 5-HT in the cortex was triggered by photostimulation of neurons in the raphe nuclei (blue area sketches time of light on). Right top: Controls, evoked responses to repetitive presentation of a visual grating stimulus (V, timing shown on top). Same during photostimulation (dark blue trace, middle plot, Vph). Note the strong downscaling of response gain (i.e. response magnitude). Note also that this reduction was independent of the baseline reduction. This becomes evident after subtraction of the spontaneous component during photostimulation (Vph - Sph): Compare nonphotostimulated controls (black trace in upper plot) with grey trace at bottom [= dark blue trace after subtraction of spontaneous component (light blue trace in left plot)]. Specific receptor blocking by iontophoresis revealed that the reduction in each of the activity components was majorly attributed to 5-HT1A (scaling of ongoing activity) and 5-HT2A (scaling of evoked activity). Cortical responses were captured using wide-field Ca2+ imaging. The later rise of the signals suggests accumulation of intracellular calcium [113]. Traces are averages across V1 (n = 8 mice), shaded areas represent SEM. Figure modified and reproduced from [26].
antidepressants and antipsychotics and is also activated by hallucinogens [129,130]. In fact, on a longer time scale, activation of 5-HT-controlled pathways have been associated with changes in ion channel function and trafficking and formation or collapse of new synapses leading to a reconstruction of neuronal networks, which for example can have deleterious effects such as in anxiety disorders or depression [131–133].

**Activating a single receptor type in the cortex through optogenetics**

How close can we get in terms of experimental capabilities to demonstrate the specific contribution of a single receptor type, in this case the 5-HT2A receptor, to the scaling of evoked cortical activity? Thus far, the simultaneous measurement of cortical activity in vivo and the specific control of a single cortical receptor type—with precise timing and without unspecific activation of other receptor types—appeared out of experimental reach. We recently engineered therefore a construct for the visualization and control of traffic-activated Gq/11 coupled melanopsin, mCherry and GCaMP6m for visualization of Ca2⁺ signals and receptor trafficking and also uses the 5-HT2A C terminus for targeting the receptor construct into 5-HT2A-R-specific domains. In general, targeting G protein-coupled receptor (GPCR)-specific micro-domains is important for an understanding of the functions of GPCRs in their native cellular environment. It is also necessary in order to understand how electrochemical signals are shaped by GPCR trafficking and internalization, how they contribute to neuronal excitation and plasticity and how these signals are altered under pathological conditions. For example, increased activity of 5-HT2A-Rs might be responsible for some of the psychotic symptoms in schizophrenia [122]. Moreover, atypical antipsychotic agents may antagonize the hyperactivity and membrane targeting of 5-HT2A-Rs [134]. Furthermore, besides the Gq-phospholipase pathway, 5-HT2A-Rs also stimulate G12/13-PLA2 and Gi/o-Src pathways depending on cell-type [118,135].

Again, these observations corroborate that alterations in 5-HT2A-R trafficking and G protein signalling contribute to the development and manifestation of neuropsychiatric disorders. In our experiments (Fig. 4), CaMello-5HT2A constructs were expressed (by means of viral transfection) in the mouse visual cortex (both in pyramidal cells and interneurons, Fig. 4B) and activated and imaged simultaneously (Fig. 4A,C). Two different constructs were injected, each in a different hemisphere. In one of the hemispheres, the construct with C-terminal, ‘CaMello-5-HT2A’ (Fig. 4A, blue), was used, where the C-terminal ensures that the receptor is expressed at the 5HT-2A-specific micro-domains. In the other hemisphere, the construct without C-terminal, ‘CaMello’ (Fig. 4A, red), was injected. Note that without the C-terminal the 5-HT2A pathway is activated but the receptor is nonspecifically expressed throughout the cell body.

Parallel imaging and receptor activation revealed that sensory-evoked activity in the hemisphere containing CaMello-5HT2A was profoundly suppressed (Fig. 4C). This effect could repeatedly be demonstrated in the dynamics of activity following consecutive visual stimulation (Fig. 4D, left, compare blue and red traces). Importantly, suppression of evoked activity occurred in a divisive manner, as shown by the overlap of the time traces of each hemisphere after normalization (Fig. 4D, right). This means that despite the 5-HT2A-induced downscaling of activity information content itself seems not affected. It should be noted however that the method does not permit detection of possible additional effects on baseline activity levels, as receptor activation and the measurement of neuronal activity occur instantaneously. It would therefore be beneficial to develop constructs that allow activation and optical measurements with nonoverlapping wavelengths in future studies.

Taken together these experiments suggest that it is now possible to simultaneously activate and image the effects of a single receptor type in the cortex by light. Our experiments demonstrate that the 5-HT2A receptor, if expressed in receptor-specific cell domains, can specifically be attributed to a significant reduction in cortical response gain. Moreover, these observations further verify that gain control by the cortical 5-HT2A receptor has substantial and distinct effects at the level of neuronal population dynamics. Our proposed whole-brain model substantiates how such receptor type-specific activation exerts influence on entire network dynamics along with predictable modulations in brain state.

**Conclusions**

Our current knowledge about basic functioning of the most abundant neuronal receptor types is extensive at the level of single receptor characteristics. In most cases, we have a detailed picture regarding their individual kinetics, sensitivity to ligands and the triggered downstream intracellular cascades. This is particularly true for 5-HT receptors [113], belonging to the class of GPCRs as the largest superfamily of the human
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genome of plasma membrane receptors (coined as ‘receptorome’ [136,137]), where however, still a substantial proportion termed orphan GPCRs, is awaiting basic screening [138]. 5-HT receptors are divided into subclasses, primarily dependent on whether their activation enfolds excitatory or inhibitory cascades. A plethora of perceptual effects and diseases has been associated with 5-HT receptors and therefore with potential irregularities in 5-HT impact on cortical processing.

There is, however, still a gap of knowledge regarding the neuronal function of distinct 5-HT receptors and their causal perturbative effects on whole-brain dynamics. On the one hand, the difficulty in closing this gap arises from the fact that 5-HT interacts at the same time with different types of 5-HT receptors, that are partly co-expressed and located in different types of neurons (Fig. 5). Analysis of the expression pattern in the cortex using electrophysiological and histochemical approaches suggest that 80% of the pyramidal neurons co-express 5-HT1A and 5-HT2A receptors. In fact, all pyramidal neurons in the cortex seem to express 5-HT2A receptors [108]. The modulation of cortical activity is even more complex since both receptor types in combination with other 5-HT receptors are also expressed on GABAergic interneurons [96]. It has been suggested that the differential subcellular distribution of 5-HT1A and 5-HT2A receptors determine their neuronal function, that is that 5-HT1A receptors are localized on the initial segment of pyramidal neurons to shunt action potential generation, while 5-HT2A receptors are localized to apical dendrites to amplify/support excitatory currents [96]. Back tracing the impact of individual receptor types on overall changes in cortical activity cannot easily be achieved because available agonists and antagonists are often not specific enough. Thus, so far, it remains challenging to characterize and quantify contributions of single receptor-induced changes in whole-brain dynamics and eventually, to specify their role in specific psychiatric disorders.

As an attempt to fill this explanatory gap, we here put forward the idea to use the brain’s structural connectivity as a prior to estimate modes of FCD that such a system can perform. In animal experiments, we...
demonstrate how different cortical receptor types, in our case embedded in the 5-HT structural system, produce distinct effects on the functional cortical dynamics in the visual cortex. To further broaden this picture, from single receptor type effects towards changes of entire brain dynamics, we introduce a new brain model that incorporates mutual interactions between the modulatory neurotransmitter system and neuronal population dynamics.

In this model the subjects’ individual ‘receptome’ is used, that is, the unique expression patterns of density and localization of different receptor types (accounting for basic excitatory or inhibitory characteristics) to estimate their modulatory impact on whole-brain dynamics connected to various modes in brain state. We show that such approach is capable to explain single receptor-related alterations of whole-brain dynamics in individual subjects. Furthermore, we propose that this approach opens the door for biomarkers, as modulatory changes in cortical state relate to changes in sensory processing and consequently, to specific changes in perception and behaviour.

We also would like to point out important current limitations of our outlined approaches. Evidently, due to their invasive nature optogenetic applications are restricted to animal experiments, even though optogenetic therapies (e.g. for retinal diseases [139]) are in progress. Another substantial gap to be crossed in the future is to adapt and expand our whole-brain model towards evoked sensory and motor processes that involve natural behavioural tasks.

Finally, the gap between microscopic single receptor activity and its effects on large-scale whole-brain activity that we try to bridge here, must further be filled at the level of mesoscopic circuitry dynamics (Fig. 5, sketch of the distribution of 5-HT1A and 5-HT2A receptors across different cell types). As pointed out above, receptor function is crucially dependent on its domain-specific implementation at cellular levels. There is indeed a large body of literature dealing with receptor-specific modulations of activity in cortical micro-circuitries at cellular levels that we did not address here. However, our model approach may generally be applicable also in this case. That is, to obtain a full picture across different spatial and temporal scales, future studies may zoom-in to local interactions by combining structural knowledge of cortical cellular micro-circuitries [140] with the expression patterns of individual modulatory receptor types across different cell types. Used together with an entangled whole-brain model, this would provide a powerful tool for investigating and predicting local-global interactions that could transform the potential for developing novel pharmacological interventions. This local-global integration would provide the how and where of such interventions.

**Prognostic, diagnostic and therapeutic potentials**

The ideas outlined in this review provide a roadmap to obtaining a causal mechanistic understanding of neuropsychiatric disorders, specifically those that have been found to be accompanied by imbalances across both local and global whole-brain levels [36]. As such, this might help discovering novel ways to develop therapeutic brain interventions that are effectively rebalancing brain networks. Our approaches may also help to find biomarkers that allow deviding out broad-illness phenotypes by a finite number of treatment-relevant subgroups [141–144]. Hence, causal systematic studies of neuromodulation and its characteristic effects on local and global changes in brain activity may broaden our knowledge of pathological states. Moreover, the development and optimization of whole-brain models with simulations of drug effects may serve deriving concrete starting-points for treatment strategies. Taken together, the current model-based framework offers a rational way to integrating structural, functional and neurotransmitter neuroimaging data for modelling brain states. Once the global influence of heterogeneity of the local dynamics (here the level of local excitability) has been established, the use of animal models will additionally help to identify regional drug receptor modulation. In this way, our depicted approaches will bridge multiple levels: local and global; human and animal; and health and disease. The resulting evidence could guide direct brain manipulations in conjunction with environmental manipulations, for example in drug-assisted psychotherapy [145], which has been shown promising for the treatment of psychological distress, mood disorders and addiction [146].
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