Active label cleaning: Improving dataset quality under resource constraints
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Imperfections in data annotation, known as label noise, are detrimental to the training of machine learning models and have an often-overlooked confounding effect on the assessment of model performance. Nevertheless, employing experts to remove label noise by fully re-annotating large datasets is infeasible in resource-constrained settings, such as healthcare. This work advocates for a data-driven approach to prioritising samples for re-annotation—which we term “active label cleaning”. We propose to rank instances according to estimated label correctness and labelling difficulty of each sample, and introduce a simulation framework to evaluate relabelling efficacy. Our experiments on natural images and on a new medical imaging benchmark show that cleaning noisy labels mitigates their negative impact on model training, evaluation, and selection. Crucially, the proposed active label cleaning enables correcting labels up to 4× more effectively than typical random selection in realistic conditions, making better use of experts’ valuable time for improving dataset quality.

Introduction

The success of supervised machine learning primarily relies on the availability of large datasets with high-quality annotations. However, in practice, labelling processes are prone to errors, almost inevitably leading to noisy datasets—as seen in ML benchmark datasets. Labelling errors can occur due to automated label extraction, ambiguities in input and output spaces, or human errors (e.g. lack of expertise). At training time, incorrect labels hamper the generalisation of predictive models, as labelling errors may be memorised by the model resulting in undesired biases. At test time, mislabelled data can have detrimental effects on the validity of model evaluation, potentially leading to incorrect model selection for deployment as the true performance may not be faithfully reflected on noisy data. Label cleaning is therefore crucial to improve both model training and evaluation.

Relabelling a dataset involves a laborious manual reviewing process and in many cases the identification of individual labelling errors can be challenging. It is typically not feasible to review every sample in large datasets. Consider for example the NIH ChestXray dataset, containing 112k chest radiographs depicting various diseases. Diagnostic labels were extracted from the radiology reports via an error-prone automated process. Later, a subset of images (4.5k) from this dataset were manually selected and their labels were reviewed by expert radiologists in an effort driven by Google Health. Similarly, 30k randomly selected images from the same dataset were relabelled for the RSNA Kaggle challenge. Such relabelling initiatives are extremely resource-intensive, particularly in the absence of a data-driven prioritisation strategy to help focusing on the subset of the data that most likely contains errors.

Due to the practical constraints on the total number of re-annotations, samples often need to be prioritised to maximise the benefits of relabelling efforts (see Fig. 1), as the difficulty of reviewing labelling errors can vary across samples. Some cases are easy to assess and correct, others may be inherently ambiguous even for expert annotators (Fig. 2). For such difficult cases, several annotations (i.e. expert opinions) may be needed to form a ground-truth consensus, which comes with increasing relabelling “cost”. Hence, there is a need for relabelling strategies that consider both resource constraints and individual

![Fig. 1 Overview of the proposed active label cleaning.](image-url)
sample difficulty—especially in healthcare, where availability of experts is limited and variability of annotations is typically high due to the difficulty of the tasks\textsuperscript{11}.

While there are learning approaches designed specifically to handle label noise during training, we consider these strategies to be insufficient for two reasons. First and most importantly, in situations with noisy evaluation data, there is no reliable method to determine whether robust learning is effective, as the performance metrics are directly compromised by label noise. Second, noise-robust learning attempts to train a maximally accurate model in the presence of incorrect labels, often by disregarding samples that could otherwise be highly informative, some of which may even be correctly labelled. In contrast, label cleaning aims to improve the quality and usefulness of a dataset to preserve as many cases as possible by fixing incorrect labels. This is imperative in safety-critical domains such as healthcare, as model robustness must be validated on clean labels.

Prioritising samples for labelling also underpins the paradigm of active learning, whose goal is to select unlabelled samples that would be most beneficial for training in order to improve the performance of a predictive model on a downstream task. The key difference here for the proposed approach is that our goal is not only to improve model performance but also to maximise the quality of labels given limited resources, which makes it valuable for both training and evaluation of predictive models. In more detail, we demonstrate how active learning and noise-robust learning (NRL) can play complementary roles in coping with label noise.

In this work, we begin by defining the active label cleaning setting in precise terms, along with the proposed relabelling priority score. Using datasets of natural images and of chest radiographs, we then demonstrate experimentally the negative impacts of label noise on training and evaluating predictive models, and how cleaning the noisy labels can mitigate those effects. Third, we show via simulations that the proposed active label cleaning framework can effectively prioritise samples to re-annotate under resource constraints, with substantial savings over naive random selection. Fourth, we analyse how robust-learning\textsuperscript{12} and self-supervision\textsuperscript{13} techniques can further improve label cleaning performance. Lastly, we validate our choice of scoring function, which accounts for sample difficulty and noise level, comparing with an active learning baseline.

**Results**

**Active label cleaning.** In this work, we introduce a sequential label cleaning approach that maximises the number of corrected samples under a total resource budget $B \in \mathbb{N}$:

$$
\max \frac{1}{N} \sum_{i=1}^{N} 1[\hat{y}_i = y_i] \quad \text{s.t.} \quad \sum_{i=1}^{N} \|\ell_i\|_1 \leq B, \quad (1)
$$

where we assume access to a dataset $D = \{(x_i, \hat{\ell}_i)\}_{i=1}^{N}$, with the $i^{th}$ image $x_i$, label counts vector $\hat{\ell}_i \in \mathbb{N}^C$ with $C$ classes, and corresponding majority label $\hat{y}_i = \arg\max_{c \in \{1, \ldots, C\}} \ell_i^c$.

All samples are assumed to initially contain at least one label (|\|\ell_i\|_1 = \sum_{c=1}^{C} \ell_i^c \geq 1), and some instances are mislabelled, i.e. their initial (majority) label $\hat{y}$ deviates from the true class $y$. Unlike the traditional active learning objective, we aim to achieve a clean set of labels that can later be used not only for model training but also for benchmarking purposes. In that regard, our setting differs from active learning by allowing for re-annotation of already labelled instances as in ‘re-active’ learning\textsuperscript{15}. This is an important consideration as there is often a trade-off between label quality and downstream model performance\textsuperscript{15,16}. Yet, conventional approaches\textsuperscript{17,18} may not be practically feasible with modern deep learning, as they often entail repeated retraining of models to measure the impact of each sample.

The proposed framework (see Table 1) determines relabelling priority based on predicted posteriors from a trained classification model, $p_\theta(y|x)$, parametrised by $\theta$. Label cleaning is performed over multiple iterations and at each iteration either a single or a batch of samples are relabelled. Within an iteration, samples are first ranked according to predicted label correctness and ambiguity (i.e. annotation difficulty). Then, each prioritised sample is reviewed sequentially by different annotators until a majority is formed among all the collected labels $\ell_i$. In the next iteration, the remaining samples are re-prioritised and the process repeats until the relabelling budget ($B$) is exhausted. Assuming that each annotation has a fixed cost, the more annotations a sample requires until a majority is reached, the more expensive its relabelling. Hence, to achieve the objective in Eq. (1), clearly mislabelled samples need to be prioritised over difficult cases, and correctly labelled samples should have the lowest relabelling priority.

To this end, we propose to rank available samples by the
following scoring function $\Phi$:

$$\Phi(x, \hat{\ell}; \theta) = CE(\hat{\ell}, p_{\theta}) - H(p_{\theta}) \quad \text{(2)}$$

The first term, defined as the cross-entropy from the normalised label counts to the predicted posteriors,

$$CE(\hat{\ell}, p_{\theta}) = -E_{\ell/\|\ell\|_1}[\log p_{\theta}(\hat{\ell} | x)] \quad \text{(3)}$$

corresponds to the estimated noisiness (i.e. negative log-likelihood) of the given labels. On the other hand, obtaining a majority label vote requires different numbers of re-annotations for different images, depending on their difficulty. This is quantified by the entropy term $H(p_{\theta})$ defined over posteriors,

$$H(p_{\theta}) = -E_{p_{\theta}(\hat{y} | x)}[\log p_{\theta}(\hat{y} | x)] \quad \text{(4)}$$

which penalises ambiguous cases in the ranking. Similar objectives have been used in the contexts of semi-supervised learning and entropy regularisation to penalise over-confident posterior predictions from models. In Methods section, we present different options for the predictive model $p_{\theta}$ to be used in computing these quantities.

Datasets used in the experiments. To analyse label noise scenarios, we experiment with two imaging datasets, namely CIFAR10H and NoisyCXR, containing multiple annotations per data point, which helps us to model the true label distributions and associated labelling cost. In CIFAR10H, on average 51 manual annotations were collected for each image in the test set of CIFAR10, a collection of 10k natural images grouped in 10 classes. The experiments on CIFAR10H are intended to understand the challenges associated with different noise rates, noise models, and active relabelling scenarios. We also set up a new benchmark for label cleaning on medical images, NoisyCXR, comprising 26.6k chest radiographs and multiple labels from clinical datasets indicating the presence of pneumonia-like opacities. This serves as a more challenging imaging benchmark, where modelling difficulties are coupled with the challenges associated with noisy labels and sample prioritisation.

Label noise undermines both model training and evaluation. In particular, training with noisy labels is known to impair the performance of predictive models, as the latter may be forced to memorise wrong labels instead of learning generalisable patterns. As an example, a vanilla convolutional neural network (CNN) classifier trained on CIFAR10H with clean labels achieves 73.6% accuracy on a clean test set of 50k images. However, if the same model is trained on a version of this dataset with 30% label noise, its test accuracy degrades to 64.1%, a substantial drop of 8.5%. Even a noise-robust classifier, initialised with self-supervision (i.e. pre-trained with images only), drops from 80.7% to 78.7% in accuracy when fine-tuned on the same noisy training labels as opposed to clean labels.

We also highlight the adverse implications of validation label noise on model evaluation. Its most evident impact is that true model performance can be underestimated. For instance, consider CIFAR10H with 40% noise rate in both training and validation labels (instance-dependent noise; see Methods). A self-supervised classifier, as above, is estimated to be only 46.5% accurate on these noisy validation labels, compared to 65.8% on the true, clean labels. Additionally, model rankings based on noisy validation metrics may be unreliable, leading to misinformed model selection or design decisions. For example, a second classifier, trained on the same training set via co-teaching, achieves a lower 45.9% accuracy on the same noisy validation set, while its real accuracy (unobservable in practice) on clean labels is 69.9%. In other words, the worst performing model (here, self-supervised) would have been chosen for deployment because of misleading validation metrics obtained on noisy labels.

In summary, label noise can negatively affect not only model building, but also validation. The latter is especially relevant in high-risk applications, e.g. for the regulation of models in healthcare settings. Our results in later sections demonstrate how active cleaning of noisy training and evaluation labels can help mitigate such issues.

Simulation of sequential relabelling. A traditional way to evaluate a label cleaning algorithm is via its ability to separate noisy from clean labels (e.g. detection rate). However, such an evaluation does not necessarily take into account the sequential nature of sample selection, label acquisition, and model updates. Further, it typically assumes all new labels are correct, neglecting the effect of sample ambiguity on how many annotations are required. Both are crucial factors in measuring the effectiveness of label cleaning efforts in terms of resource usage and final outcome.

To account for these factors, we propose a realistic simulation of the entire relabelling process that leverages the true label distribution of each sample. As shown in Table 1, the simulation proceeds sequentially. Once a sample has been selected for relabelling, new labels are drawn from its true distribution (Table 1, Line 7), which reflects the probabilities of real annotators as-

| Table 1 Active label cleaning |
|--------------------------------|
| **Given:** $Y = \{y_i\}_{i=1}^N$: True label distributions |
| **Input:** $D = \{(x_i, \tilde{\ell}_i)\}_{i=1}^N$: Dataset with noisy labels |
| $B \in \mathbb{N}$: Relabelling budget |
| $b \in \mathbb{N}$: Update frequency |
| 1: $\theta \leftarrow \text{TRAINROBUSTMODEL}(D)$ |
| 2: $I_{\text{avail}} \leftarrow \{1, \ldots, N\}$, $I_{\text{cleaned}} \leftarrow \emptyset$ |
| 3: count $\leftarrow 0$ |
| 4: while count $< B$ do |
| 5: $j \leftarrow \arg \max_{i \in I_{\text{avail}}} \Phi(x_i, \tilde{\ell}_i; \theta)$ |
| 6: update $\theta \leftarrow \text{UPDATE}(\theta, D)$ |
| 7: $\ell_j \leftarrow \hat{\ell}_j + \text{SAMPLE}(\ell_j)$ |
| 8: count $\leftarrow$ count + 1 |
| 9: until majority formed in $\ell_j$ |
| 10: $I_{\text{avail}} \leftarrow I_{\text{avail}} \setminus \{j\}$, $I_{\text{cleaned}} \leftarrow I_{\text{cleaned}} \cup \{j\}$ |
| 11: $D \leftarrow \{(x_i, \tilde{\ell}_i) : i \in I_{\text{avail}} \cup I_{\text{cleaned}}\}$ |
| 12: if count divisible by $b$ then |
| 13: end if |
| 14: end while |
| 15: return $D$ |
Table 2 Classification accuracy (%) before and after label cleaning.

| Selector | Scoring | Classifier | Before cleaning | After cleaning |
|----------|---------|------------|----------------|---------------|
| (1) Vanilla | Eq. (2) | Vanilla | 64.1 | 68.4 |
| (2) Vanilla | BALD \(23,29\) | Vanilla | 64.1 | 68.3 |
| (3) SSL | Eq. (2) | Vanilla | 64.1 | 70.9 |
| (4) SSL | Eq. (2) | SSL | 78.7 | 80.3 |
| (5) Co-teaching | Eq. (2) | Co-teaching | 66.5 | 68.8 |
| (6) – | – | ELR \(24\) | 67.0 | – |
| (7) (Clean training) | Vanilla | – | 73.6 | – |
| (8) (Clean training) | SSL | – | 80.7 | – |

Models are evaluated on a clean test set \((N = 50k)\) before and after relabelling 32.7% of samples in the training set \((CIFAR10H, N = 5k, \eta = 30\%).

Label cleaning can be done in a resource-effective manner. In Table 2, we also observe that sample ranking methods (selectors) can influence the outcome of label cleaning efforts in terms of predictive accuracy (see rows 1–3). To further investigate the impact of selector types, we carried out label cleaning simulations (see Fig. 3) on both CIFAR10H and NoisyCXR datasets for initial noise rates of \(\eta = 15\%\) and 12.7\%, respectively. The methods are compared quantitatively regarding fraction of corrected labels (i.e., reduction in noise rate) for varying number of re-annotations. Additionally, the sample ranking is visually illustrated in Fig. 4 along with the predicted label correctness and ambiguity scores.

It is apparent that, for a fixed improvement in number of corrected labels, all proposed selectors require much fewer re-annotations than random. For instance, the vanilla selector can reach 90% correct labels with \(3 \times \) (NoisyCXR) or \(2.5 \times \) (CIFAR10H) fewer re-annotations than random. More specifically, we can see that noise-robust learning (here, co-teaching) benefits selection algorithms in prioritising noisy labels. Additionally, SSL yields further performance improvements by learning generic semantic representations without requiring labels, which in principle reduces chances of memorising noise. In that regard, it is a complementary feature to traditional noise-robust learning approaches as long as there is enough data for training.

The experiments are also repeated for larger noise rates (see Supplementary Figure 2) to identify the limits beyond which sample selection algorithms deteriorate towards random sampling. The results show similar performance as long as diagonal dominance \(25\) holds on average in class confusion matrices (see Fig. 6b), which is verified by experimenting with uniform and class-dependent noise models. \(26\) Moreover, graph-based selectors outperform the ones with linear head on higher noise rates, experimentally suggesting that transductive approaches may be more resilient against noise in these regimes.

Cleaning noisy training labels improves predictive accuracy.

All label cleaning models are first trained on their respective training datasets (CIFAR10H and NoisyCXR), and subsequently used to rank samples within the same set for relabelling. In the rest of the manuscript, the term “selector” refers to the models used for label cleaning. Table 2 shows that all training methods benefit from newly acquired labels regardless of their underlying weight initialisation (e.g., self-supervised learning – SSL) and noise-robust learning (NRL) strategy, as in ELR \(24\). In that regard, label cleaning serves as a complementary approach to NRL by recycling data samples containing noisy labels. Additionally, the comparison between rows 3 and 6 show that acquiring a new set of labels can yield significantly better results than state-of-the-art NRL models trained on noisy labels, which performs closer to the upper-bound (row 7) where training is done with all true labels. Class imbalance, inherent noise model, and difficulty of samples are expected to introduce challenges to most NRL methods.

Sample scoring function impacts cleaning performance. We study the influence of the self-entropy term \(H(p_{\theta})\) used in Eq. (2) in an ablation study. We see that selectors prioritising clear label noise cases yield higher numbers of corrected labels, and this effect is further pronounced by including the entropy term in the scoring function (see Supplementary Figure 3).

Additionally, ranking samples for labelling is related to active learning, whereby one annotates unlabelled instances in order to maximise model performance metrics. Typical active-learning methods attempt to identify the most informative examples \(27\), relying on e.g., core-sets \(28\) or high predictive uncertainty \(24\). A representative example is Bayesian active learning by disagreement (BALD) \(23,29\), which quantifies the mutual information between each sample’s unknown label and the model parameters.
However, these criteria may simply prioritise under-represented parts of the data space rather than samples with noisy labels.

To analyse the suitability for label cleaning of such an approach, we repeat these experiments with the BALD score in replacement of the function in Eq. (2), using the same relabelling budget. Rows 1–2 in Table 2 show that classification accuracy gains on the test set are comparable between the two. However, the label quality improvement is significantly inferior for BALD (Supplementary Figure 2), as it favours samples with the highest disagreement—which may not correspond to label noise. Thus, in addition to improving model accuracy, active label cleaning offers the flexibility to improve the quality of noisy datasets.

Cleaning noisy evaluation labels mitigates confounding in model selection. In noise-robust learning,\textsuperscript{12,30–32} validation data is traditionally assumed to be perfectly labelled and can be relied on for model benchmarking and hyperparameter tuning. Furthermore, classification accuracy has been shown to be robust against noise\textsuperscript{22,33} assuming that labelling errors and inputs are conditionally independent, \( P(y|x) = P(y) \). While these assumptions may be valid in certain applications, they often do not hold for real-world datasets, wherein the labelling process clearly relies on examining the inputs. Thus, models can learn biases from the training data that would correlate with labelling errors in the evaluation set (see Fig. 6a).

To illustrate the pitfalls of evaluating models on noisy labels, we have conducted experiments on CIFAR10H using symmetric (SYM) and instance-dependent noise (IDN) models\textsuperscript{22} (see supplement for details). In these experiments, diagonal dominance\textsuperscript{25} is preserved for all confusion matrices, and the statistical dependence between labelling errors, input, and true label are the same in both training and validation sets. Furthermore, all the available relabelling resources are used for cleaning the noisy labels in the evaluation set instead of training data to obtain an unbiased estimate of model ranking and performance.

ResNet-50 models\textsuperscript{34} with different regularisation settings are trained with noisy training labels (\( |D_{\text{train}}| = 10k \)) and are later used to clean labels on evaluation set (\( |D_{\text{eval}}| = 50k \)). Labels for sets \( D_{\text{train}} \) and \( D_{\text{eval}} \) are determined for each experiment separately using SYM and IDN noise models with 40% noise rate on average. The experimental results (Table 3) show that standard performance metrics and model ranking strongly depend on the underlying conditions leading to labelling errors, which shows the need for clean validation sets in practical applications for model selection.

To tackle these challenges, we applied the active relabelling procedure (SSL-Linear) on this noisy validation set by using the same corresponding training data (\( D_{\text{train}} \)). Through sample prioritisation and labelling of 10% of the entire set (\( D_{\text{eval}} \)), the bias in model selection can be alleviated as shown in Table 3. At the end of the label cleaning procedure, the noise rates are reduced to 31.32% (IDN) and 30.25% (SYM); in other words, 86.8% (IDN) and 97.5% (SYM) of the selected images were initially mislabelled and then corrected. Here, IDN model is observed to be more challenging for identifying noisy labels.

| Model | True | Noisy (40%) | Cleaned (10%) | Cleaned (20%) |
|-------|------|-------------|---------------|--------------|
| M1    | 73.32 | 45.19 (.21) | 54.37 (.13)   | 62.53 (.09)  |
| M2    | 80.16 | 48.93 (.23) | 58.45 (.10)   | 67.42 (.10)  |
| IDN   | 69.91 | 45.93 (.10) | 49.97 (.06)   | 55.87 (.06)  |
| M2    | 65.76 | 46.50 (.13) | 49.90 (.12)   | 55.28 (.10)  |

Co-teaching (M1) and SSL (M2) models are compared on a noisy CIFAR10H validation set \( D_{\text{eval}} \) over three runs using different label initialisations. Both approaches use ResNet-50 with different weight initialisation and regularisation. We compare classification accuracy on true, noisy, and cleaned labels. M2 is deliberately less regularised (i.e. weight decay) and is expected to perform worse on a more challenging IDN noise model.

Fig. 3 Results of the label cleaning simulation on training datasets. a NoisyCXR (\( \eta = 12.7\% \)); b CIFAR10H (\( \eta = 15\% \)). For a given number of collected labels (x-axis), a cost-efficient algorithm should maximise the number of samples that are now correctly labelled (y-axis). The correctness of acquired labels is measured in terms of accuracy. The area-under-the-curve (AUC) is reported as a summary of cleaning efficiency of each selector across different relabelling budgets. The upper and lower bounds are set by oracle (blue) and random sampling (red) strategies. The pink curve (a) illustrates the practical upper bound of cleaning performance when the selector model is trained solely on clean labels.
Fig. 4 Ranking of CIFAR10H samples (15% initial noise rate) by the SSL-Linear algorithm. The top row illustrates a representative subset of images ranked at the top-10 percentile with the highest priority for relabelling. Similarly, the second and third rows correspond to 25–50 and 50–75 percentiles, respectively. At the bottom, ambiguous examples that fall into the bottom 10% of the list (N = 2241) are shown. Each example is shown together with its true label distribution to highlight the associated labelling difficulty. This can be compared against the label noisiness (cross-entropy; CE) and sample ambiguity (entropy; AMB) scores predicted by the algorithm (see Eq. (2)), shown above each image. As pointed out earlier, adjudication of samples provided at the bottom does require a large number of re-annotations to form a consensus. The authors in 14 explore the causes of ambiguity observed in these samples.

Fig. 5 Chest X-ray images selected from NoisyCXR dataset, which do not contain "pneumonia" label in the NIH dataset3. a Correctly identified noise case with pneumonia-like opacities shown with bounding boxes. b Wrongly flagged sample with a correct label; here the model confuses lung nodules with pneumonia-like opacities. c A difficult case with subtle abnormality where radiologists indicated medium-confidence in their diagnosis as shown by the highlighted region (RSNA study9).

Discussion

This work investigated the impact of label noise on model training and evaluation procedures by assessing its impact in terms of (I) predictive performance drop, (II) model evaluation results, and (III) model selection choices. As potential ways to mitigate this problem can be resource-demanding depending on the application area, we defined cost-effective relabelling strategies to improve the quality of datasets with noisy class labels. These solutions are benchmarked in a newly proposed simulation framework to quantify potential resource savings and improvement in downstream use-cases.

In particular, we highlight the importance of cleaning labels in a noisy evaluation set. We showed that neglecting this step may yield misleading performance metrics and model rankings that do not generalise to the test environment. This can, in turn, lead to overoptimistic design decisions with negative consequences in high-stakes applications such as healthcare. One of our main findings is that the patterns of label error in the data (i.e., structural assumptions about label errors shown in Fig. 6a) can have as large an impact on the efficacy of label cleaning and robust-learning methods as the average noise rates, as evidenced by the results obtained on both training and validation sets. We therefore recommend carefully considering the underlying mechanisms of label noise when attempting to compare possible solutions.

The results also suggest that even robust-learning approaches may not fully recover predictive performance under high noise rates. In such cases, SSL pre-training is experimentally shown to be a reliable alternative, outperforming noise-robust models trained from scratch, even more so with the increasing availability of unlabelled datasets. Lastly, we show that acquiring new labels can complement noise-robust learning by recycling data samples even if their labels are noisy, and can also handle biased labels. Thus, the two domains can be combined to obtain not only a better model, but also clean data labels for downstream applications.
Future work directions. Although the present study focused on imaging, the proposed methodology is not limited to this data modality, and empirical validation with other input types is left for future work. It will also be valuable to explore, for example, having the option to also annotate unlabelled samples, or actively choosing the next annotator to label a selected instance. Such extensions to active cleaning will significantly broaden its application scope, enabling more reliable deployment of machine learning systems in resource-constrained settings.

Similarly, multi-label fusion techniques, can be used within the proposed label cleaning procedure to restore true label distribution by modelling labelling process and aggregating multiple noisy annotations. Such approaches critically rely on the availability of multiple labels for each sample—which can be realised towards the end of relabelling efforts.

Methods

CIFAR10H dataset. CIFAR10H is an image dataset comprising the test set of CIFAR10 (10k images) and multiple labels collected from crowdsourcing. Each image on average contains 51.1 labels distributed over 10 class categories. CIFAR10H dataset.

Fig. 6 Understanding label noise patterns. a Different label noise models used in robust learning. The statistical dependence between input image (X), true label (Y), observed label (Y'), and error occurrence (E) is shown with arrows (adapted from Frénay et al. [59]). b–c CIFAR10H class confusion matrices (temperature \( \tau = 2 \)) for all samples (b) and difficult samples only (c).

Table 4 Correspondence of chest radiography labels from the RSNA challenge\(^9\), NIH\(^3\), and NoisyCXR datasets.

| Label Category                  | RSNA labels\(^3\) | NIH labels\(^3\) | NoisyCXR labels |
|--------------------------------|------------------|-----------------|-----------------|
| Pneumonia-like opacity         | 367              | 3,956           | 3,956           |
| No pneumonia-like opacity      | 441              | 8,551           | 1,296           |
| Consolidation/infiltration      | 3,988            | (not pneumonia) | 5,567           |
| Other diseases only            | 1,101            |                 | 556             |
| No finding                     | 566              |                 | 6,113           |

Total 6,012 20,672

The disagreements between two label sets are highlighted in bold font. Fields in italic indicate an unclear agreement between both sets of labels. NoisyCXR labels are collected from the original NIH labels where possible, and the remainder are uniformly sampled (10%) from the “Consolidation/infiltration” category to increase the noise rate further in the experiments.

NoisyCXR: a medical benchmark dataset for label cleaning. In the experiments, we used a subset of the medical image dataset released by the NIH. The original dataset contains 112k chest radiographs with labels automatically extracted from medical records using a natural language processing algorithm. In the original data release, labels are grouped into 14 classes (non-mutually exclusive) indicating the presence of various diseases or no finding at all. However, there have been studies showing errors in these auto-extracted image labels. Later, the RSNA released the Pneumonia Detection Challenge\(^9\) aiming to detect lung opacities indicative of pneumonia. The challenge dataset is comprised of 30k images randomly sampled from the NIH ChestXray dataset mentioned above. To adjudicate the original labels released by the NIH, a board of radiologists reviewed and re-assessed each image on this dataset and delimited the presence of lung opacities associated to pneumonia. Samples are hence classified into two categories: “pneumonia-like lung opacity” and “no pneumonia-like lung opacity”. Here we aim to utilise a realistically noisy version of this RSNA dataset encountered in real-world application scenarios. To this end, the original NIH labels are leveraged to construct a noisy version of the true labels released by the RSNA. In more detail, we analysed the data in four categories (see rows in Table 4) based on their original NIH labels and the class taxonomy in order to map this original label to a binary label indicating presence or absence of pneumonia-like opacities:

- Cases where the NIH label contains “Pneumonia”. All these samples were assigned to the “pneumonia-like opacity” category in NoisyCXR.
- Cases associated to opacities potentially linked to pneumonia: NIH label contains “consolidation” or “infiltration” (but not “pneumonia”). For these cases, it is unclear whether the original NIH label should be mapped to “pneumonia-like opacity” or not. Hence, for these cases, in NoisyCXR, we attributed the correct (final RSNA) label to 90% of the cases and flipped the label of the remaining 10%.
- Cases tagged as “no finding”, all assigned to the “no pneumonia-like opacity” category.
- Cases linked to other pathology (i.e., original label only contains pathology unrelated to pneumonia e.g. pleural effusion, nodules, fluid), all assigned to the “no pneumonia-like opacity” category.

The obtained binary mapping hence gives us a set of noisy labels for the “pneumonia-like opacity” classification task whereas the labels released as part of the RSNA challenge are used as the true labels.
of the challenge are considered as the correct labels for the data cleaning experiment. The final noisy dataset contains 26,684 images with a noise rate of 12.6% (see Table 4). As in the case of CIFAR10H, the uncertainty in the final labels permits to separate ambiguous from easy cases. In particular, using the confidence associated to each pneumonia-like lung opacity bounding box we distinguished cases as follows:

- If the final label was “Pneumonia opacity” but all bounding boxes were of low confidence, we considered the case as difficult and define the label distribution for relabel sampling to $p_{\text{label}}(\text{Pneumonia opacity}) = 0.66$. If at least one of the boxes had a medium or high confidence score, the case is considered easy and we set $p_{\text{label}}(\text{Pneumonia opacity}) = 1$.
- If the final label was “No Pneumonia-like opacity” but some readers delineated opacities, the sample is considered ambiguous and it’s class label is set to $p_{\text{label}}(\text{Pneumonia opacity}) = 0.33$. Otherwise, it is considered easy and $p_{\text{label}}(\text{Pneumonia opacity}) = 0$.

### Learning noise-robust image representations

Noise-robust learning (NRL) is essential for handling noise and inconsistencies in labels which can severely impact the predictive performance of model. Although this type of machine learning is most commonly employed to improve model’s predictive performance, in our setting, we use NRL methods to obtain an unbiased sample scoring function in active label cleaning. Interested readers should refer to the extended literature review for further information on this topic.

The sample selection algorithms presented in the next section heavily rely on models trained with NRL methods; in particular, we are utilising methods from two broad categories: model regularisation and sample exclusion approaches. The former set of methods have been shown to be effective at memorising noisy labels, by favouring simpler decision boundaries. Sample exclusion approaches, on the other hand, aim to identify noisy samples during training by tracking loss values of individual samples or gradient vector distribution. Alternative meta-model-based approaches are not considered in this study as unbiased clean validation set may not always be available in real-world scenarios.

### Sample selection algorithms

Here we propose three selection algorithms for accurately estimating class posteriors, $p(y|x)$, to prioritise mislabelled data points in the scoring function $\Phi$ (see Eq. 2). In detail, we first train deep neural networks with noise robustness, then use them to identify the corrupted labels. The methods differ in how the robustness is introduced and how the networks are used afterwards. These methods were proposed and studied to take into account different noise cleaning setups, including the number of labelled and unlabelled samples, and prior knowledge on the expected noise rate.

As a baseline approach, networks are trained with noisy labels and augmented images by minimising a negative log-likelihood loss term, which is referred to as vanilla. This approach is expected to be biased by the noisy labels and to perform sub-optimally in prioritising samples for relabelling.

### Supervised co-teaching training

To cope with noisy labels, we first propose to use co-teaching in a supervised learning setting, which has shown promising performance in classification accuracy and robustness. In the co-teaching scheme, two identical networks $f_1$ and $f_2$ with different initialisation are trained simultaneously, but the batch of images at each training step for $f_1$ is selected by $f_2$, and vice versa. The rationale is that images with high loss values during early training are ones that are difficult to learn, because their labels disagree with what the network has learned from the easy cases—indicating these labels might be corrupted. Also, using two networks rather than one prevents a self-confirmation loop as in Co-teaching. Co-teaching thus provides a method for robust training with noisy labels that can be employed to identify corrupted labels. We ensemble the predictions of both trained networks as $\frac{1}{2} \sum f_i(x_i) = \pi_t$, where $\pi_t \in [0,1]^C$ and $\sum_{i=1}^C \pi_i = 1$, and use the predicted distribution, $\pi_t$, in the scoring function $\Phi$ to rank the samples.

### Self-supervision for robust learning

Noise-robust learning can still be influenced by label noise and exclude difficult samples, as they yield large loss values. Self-supervised learning (SSL) is proposed as a second approach to address this and further improve the sample ranking performance whenever an auxiliary task can be defined to pre-train models. As the approach does not require target labels and only extracts information from the images, it is an ideal way to learn domain-specific image encoders that are unbiased by the label noise. It can also be used in conjunction with the co-teaching algorithm in an end-to-end manner.

To this end we use BYOL to learn an embedding for the images, i.e., a non-linear transformation $x \rightarrow f_{\theta}(x) = h_i$, where $h_i \in \mathbb{R}^d$ and $L$ is the size of the embedding space. As SSL is agnostic to the labels, the embedding will be formed based only on the image content, such that similar images will be close in the embedding space and dissimilar images will be further apart. The learnt encoder can later be used to build noise-robust models. One way to achieve this is by fixing the weights of $g_0$ and train a linear classifier on top of the learned embedding as $h_i \rightarrow f_{\theta}(h_i) = \pi$, which is referred to as “SSL-Linear”. To obtain better calibrated posteriors, large logits are penalised during training by tracking loss values of individual samples or gradient.

### Data availability

The CIFAR10H dataset is available at https://github.com/jcpeterson/cifar-10h. The raw data for NoisyCXR can be downloaded from https://www.kaggle.com/c/rsna-pneumonia-detection-challenge/data, and the labels used in our experiments are processed in the linked code repository.

### Code availability

All the code for our label cleaning benchmarks, robust learning models, and experiments will be released in an open-source repository upon publication.
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Additional experiments

Classification performance of noise-robust models. We test the robustness of the proposed approaches to the corrupted labels in the training set and measure how well they generalise to an unseen set with clean labels. To this end, all networks are trained on a dataset \( D_{\text{train}} = \{(x_i, y_i)\}_{i=1}^N \) containing both mislabelled and correctly labelled data points. To assess the robustness to the noisy labels, we separate \( D_{\text{train}} \) into disjoint subsets of correctly labelled (\( D_{\text{corr}} \)) and mislabelled cases (\( D_{\text{mislabel}} \)). Similarly, the robustness is measured on a hold-out evaluation set (\( D_{\text{eval}} \)) with clean labels.

We analyse the classification metrics for these three groups separately throughout training for the different proposed methods. The results are reported in Table 1 in terms of multi-class classification accuracy (CIFAR10H) and ROC-AUC values for binary classification (NoisyCXR). In this analysis setup, robustness means that the network should learn to ignore the incorrect labels of the mislabelled cases and yield an accuracy close to chance for these. On the other hand, this should not come at a price of reduced performance for the correctly labelled cases and the network should yield a high accuracy for these. Hence the ideal case would be a large gap between the accuracy of these two groups (\( D_{\text{corr}}, D_{\text{mislabel}} \)) throughout training and the gap is a good proxy measure of sample selectors’ performance in the relabelling procedure.

Simulation experiments with larger noise rates.

CIFAR10H Label cleaning simulations are repeated for larger noise rates to understand the sensitivity of selection algorithms to noise rate. This way we also explore the limits at which data-driven label cleaning algorithms may become unreliable. For this purpose, we use the same set of CIFAR10H images (\(|D| = 10k\)) but with a different initial set of noisy labels sampled from the label distribution using a larger temperature parameter (\( \tau > 2 \)). In this way, we are able to control the initial noise rate up to 34%. For noise values beyond this rate, a second parameter is introduced as an additive bias term applied to the confusion matrix, which can serve as a uniform symmetric or class-dependent noise model. At the end, we construct three different sets of initial labels with the following average noise rates and noise models: (I) 30% noise (CIFAR10H distribution), (II) 50% noise (CIFAR10H + symmetric), and (III) 50% (CIFAR10H + class-dependent).

For larger noise rates, the cost-effectiveness of sample selection algorithms are experimentally observed to be preserved as shown in Figs. 1a and 1b. It is important to note that in 30% noise case the breakdown of clear and difficult noisy cases are 23.24% and 6.66% respectively. On the other hand, when we switch to class-dependent noise model with more than 50% noise rate, the sample ranking quality begins to degrade as diagonal dominance is no longer preserved for some certain classes (e.g., dog, cat, deer, horse, and automobile). We expect the algorithms to degrade towards random sampling as we introduce further...

---

**Table 1** The models used in the simulation experiments are also evaluated in terms of their classification performance on images with clean and noisy labels. In more detail, the networks are trained on a dataset containing partly mislabelled images: CIFAR10H: \(|D_{\text{train}}| = 10k, \eta = 15\%\); NoisyCXR: \(|D_{\text{train}}| = 13.3k, \eta = 12.7\%\), where \( \eta \) is the noise rate. Their performance is evaluated on an evaluation set \( D_{\text{eval}} \) with clean labels, and training set with clean \( D_{\text{corr}} \) and noisy labels \( D_{\text{mislabel}} \) (\( D_{\text{mislabel}} \cap D_{\text{corr}} = \emptyset \)). The size of the evaluation sets is \( |D_{\text{eval}}| = 50k \) for CIFAR10H and \( |D_{\text{eval}}| = 13.3k \) for NoisyCXR. The results are aggregated over three separate runs with different seeds (std. deviation in parentheses) and reported in terms of classification accuracy (Acc) and ROC-AUC (AUC).

| Dataset | Model | Acc on \( D_{\text{eval}} \) (Acc on \( D_{\text{corr}} \); Acc on \( D_{\text{mislabel}} \) | AUC on \( D_{\text{eval}} \) | AUC on \( D_{\text{corr}} \) | AUC on \( D_{\text{mislabel}} \) |
|---------|-------|-----------------------------------------------|-----------------|-----------------|-----------------|
| CIFAR10H | Vanilla | 77.22 (0.29) | 92.38 (0.20) | 45.50 (2.78) | 80.56 (0.11) | 85.37 (0.20) | 12.62 (0.44) |
| | Co-teaching | 79.19 (0.22) | 88.38 (0.26) | 26.79 (1.64) | 84.91 (0.31) | 90.17 (0.26) | 28.10 (0.29) |
| | SSL + Linear head | 80.56 (0.11) | 85.37 (0.20) | 12.62 (0.44) | 83.52 (0.25) | 89.87 (0.42) | 32.71 (1.86) |
| NoisyCXR | Vanilla | 83.52 (0.85) | 89.87 (0.42) | 32.71 (1.86) | 84.91 (0.31) | 90.17 (0.26) | 28.10 (0.29) |
| | Co-teaching | 84.91 (0.31) | 90.17 (0.26) | 28.10 (0.29) | 87.45 (0.02) | 91.84 (0.16) | 25.92 (0.19) |

---

**Figures 1a and 1b** show the results for CIFAR10H and NoisyCXR, respectively, with different initial noise rates and noise models. The graphs depict the accuracy and AUC values for the different models and show the effectiveness of the proposed approaches under varying levels of noise.
bias and noise into the initial set of labels. Lastly, the experimental results show that the graph classifier performs slightly better than linear head in the larger noise regime when both rely on the same set of fixed SSL embeddings.

**NoisyCXR** In this section, we investigate the impact of higher noise rates on label cleaning simulations for NoisyCXR. To construct datasets with more noise, we followed the same procedure as described in Methods but instead of sampling 10% of noise within the NIH “Consolidation/Infiltration” category we sampled 25% noise within this category. Including both the NIH noise and the sampled noise, the dataset contained in total 20% noise. On this dataset, note that 43% of positive initial (noisy) labels are incorrectly labelled, making it inherently challenging to learn an accurate classifier on this noisy training dataset. With this higher noise rate, we observe that the sample selection quality of co-teaching degrade towards the vanilla model. On the other hand, we still observe that combining co-teaching with self-supervised pre-training improves the quality of the label cleaning procedure, as the model is able to separate noisy from clean cases meaningfully earlier in training, hence improving co-teaching.

**Further analysis on the scoring function.** To better understand the impact of each term in the scoring function $\Phi$, we conducted simulation experiments by dropping the self-entropy term that captures the sample ambiguity. We hypothesise that this term encourages selectors to give a higher priority to clear label noise cases over the samples with higher labelling difficulty. To experimentally verify this, we first split the noisy samples into two disjoint subsets: clear noisy and difficult noisy. This is done by thresholding the normalised entropy of each sample’s true label distribution at 0.3. Then we tracked the size of both noisy sets throughout the active label cleaning procedure to understand the sample ranking pattern. The experiments are conducted on the CIFAR10H dataset with 30% and 50% noise rates. The corresponding results are shown in Fig. 4. We observe that by including the self-entropy term, the SSL selector first prioritises the clear label noise cases as highlighted by the difference between green and orange curves in the plot (middle and right), which also yields a slight performance improvement in terms of mislabel correction rate. Moreover, we observe that the best performing sample selectors favour correcting first the clear label noise cases as it can be seen by the difference between the SSL and Vanilla approaches.

**Impact of model update frequency**: An ablation study is conducted to understand the influence of updating model’s beliefs during the relabelling process (see Table 2). In that regard, experiments are repeated for different $b$ values which determine the frequency of model updates using the collected labels. With these updates, an improved performance is observed on all model based approaches, which converge towards the upper-bound set by a model trained with all clean labels. The graph based classifier, on the other hand, does not require such updates as collected labels can be simply integrated in the ranking procedure at any time point without the need for fine-tuning.

**Instance-dependent noise model.** Uniform and class-dependent noise models, illustrated in Fig. 2, do not have a direct statistical dependency on the image content. This may lead researchers to design and experiment with artificial noise models that may not
always hold true in practical scenarios. For instance, it would be more difficult to label low-resolution images of brown horses in comparison to white ones, since class confusion probability between horse and deer is likely to be higher.

To model such dependencies, recent work has proposed the use of instance-dependent noise (IDN) models\(^3,4\). In our study, we re-implemented the IDN model proposed in\(^3\) (Algorithm 2), where instance-specific flip rates \(p_i \in \mathbb{R}^C\) are computed for each instance \(i\) using a set of weights \(\{W_1, W_2, \ldots, W_C\}\) as \(p_i = W_y \cdot \text{vec}(x_i)\). The weights \(W_y \in \mathbb{R}^{C \times L}\) are drawn from a normal distribution, \(\text{vec}(W_y) \sim \mathcal{N}(0, I)\). The individual class flip probabilities are later softmax-normalised across all classes and scaled with the desired noise rate to generate instance-specific class confusion matrices. In contrast to\(^5\), here we utilise image embeddings generated with a pretrained image model (ResNet-50, ImageNet) instead of raw pixel values \(x_i\). This is mainly intended to associate the generated class transition models with higher-level image semantics.

**Implementation Details**

**CIFAR10H.**

**Supervised models:** For all experiments, we trained a ResNet-50 classifier with a bottleneck unit containing convolution layers with batch-normalisation. The models are trained for 160 epochs with the SGD optimiser and Nesterov momentum (0.9) using a base learning rate of 0.1 and weight decay of \(10^{-4}\). The learning rate is reduced by a factor of 0.1 at epochs 80 and 120. Each gradient update is computed over a mini-batch of 256 input images by computing cross-entropy with respect to smoothed target labels (\(\epsilon = 0.1\)). Images are augmented prior to model forward pass by applying standard natural image transformations (e.g. colour jitter, affine transformation, and horizontal flips).

For the training of co-teaching models\(^5\), the drop-rate is set to match the expected noise rate in the datasets, which can be further tuned on a separate validation set for potentially improved performance. In the initial warm-up phase (up to epoch 10), all samples are used in SGD updates, including the ones with large loss value.

**SSL training:** For the training of BYOL\(^6\) self-supervision models, CIFAR10H dataset (10k) is used as a training set. For each true image pair, the standard image augmentations are applied, which are outlined in detail in the SimCLR study\(^7\). The encoder models are trained with Adam\(^8\) optimiser for 2500 epochs with the base learning rate of \(10^{-3}\) and batch size of 512. As a learning rate scheduler, a cosine decay function is utilised. More importantly, in order not to bias the model comparison, the same ResNet-50 architecture is used as the base encoder for the BYOL models.

To build an image classifier on top of SSL embeddings, a single linear layer is trained for 120 epochs using both weight decay (\(10^{-3}\)) and tanh logit regularisation terms (\(\alpha = 20\), defined in Methods) in order to avoid over-fitting on the noisy labels. Similarly to the NoisyCXR experiments, co-teaching could potentially be utilised together with SSL weights without freezing the encoder parameters, which is omitted in CIFAR10H.
experiments as the linear head experimentally proved to be sufficient in identifying noisy labels.

NoisyCXR.

**Supervised models:** For all experiments, a ResNet-50 encoder is trained with the Adam optimiser with cross-entropy loss, using a learning rate of $10^{-5}$ for models trained from scratch (resp. $10^{-6}$ for fine-tuning), weight decay of $10^{-4}$ and batch size 32. For all models, we use 50% of the data for training and 50% for validation. At training time, the under-represented class (“Pneumonia-like opacity”) is over-sampled to handle the class-imbalance according to the class distribution observed in the training set. In terms of preprocessing, images are first augmented in native resolution (if applicable), then resized to $256 \times 256$, and finally they are centre-cropped to $224 \times 224$. At training time, the following augmentations are used: random horizontal flipping ($p = 0.5$), random rotation ($[-30^\circ, 30^\circ]$), random shear transform ($[-15, 15]$), random brightness, and random contrast, random crop ($[80\%, 100\%]$). Models trained from random initialisation are trained for 150 epochs; models initialised from a pre-trained checkpoint are fine-tuned for 100 epochs. For “SSL-Linear”, we built a linear image classifier on top of the frozen SSL encoder, trained for 100 epochs with a starting learning rate of $10^{-4}$ decreased to $10^{-5}$ after 10 epochs; we used tanh logits regularization ($\alpha = 10$) and reduced the set of augmentations to horizontal flips.

For the training of co-teaching models, the drop-rate is set to match the expected noise rate in the datasets. The warm-up phase was set to 20 epochs during which no samples are dropped (resp. 10 epochs when initialised from SSL checkpoint).

**SSL training:** The self-supervised models have been trained with BYOL using a ResNet-50 encoder. The final model is trained using the NIH dataset (80% training, 20% validation), using an effective batch size of 4800 (batches of 600 pairs of images of size $224 \times 224$ on 8 GPUs) for 1000 epochs. The momentum parameter $\tau$ used in BYOL teacher encoder was set to 0.99. As augmentations, we use random horizontal flipping (with probability $p = 0.5$), random rotation and shear (drawn from $[-180^\circ, 180^\circ]$ and $[-40, 40]$), random crop ($[40\%, 100\%]$), CutOut (masking out rectangles of varying size, size covering 15–40% of the image), elastic transforms ($\alpha = 34, s = 4$, applied with probability 0.5), random contrast and
Table 3 The impact of image augmentations on the quality of learnt BYOL embeddings, when applied to medical images. The embedding quality is assessed in terms of linear separation of classes by training a linear-head on top of BYOL encoder output. At each experiment, one data augmentation is omitted to measure its impact, and classification results are obtained on the validation set using ROC-AUC.

| Augmentations                                | ROC-AUC |
|-----------------------------------------------|---------|
| All w/out cropping                            | 0.853   |
| All w/out brightness and contrast             | 0.866   |
| All w/out rotation and shear                  | 0.868   |
| All augmentations (baseline)                  | 0.871   |

brightness changes, and adding Gaussian noise ($\sigma = 0.01$, applied with probability 0.5).

We ran experiments on the NoisyCXR dataset to determine the impact of each of those augmentations on the quality of the resulting embedding. To this end, a linear classifier is learnt on top of image embeddings during BYOL training and its performance is monitored with ROC-AUC metric on the validation set. By disabling one augmentation at a time and comparing to the baseline with all augmentations, we see that image cropping contributes most to the results, followed by contrast and brightness augmentations, then rotation and shear, results are provided in Table 3. Using the full set of augmentations often meant that performance kept increasing when training for longer, whereas using fewer augmentations led to performance plateauing earlier in training. Histogram normalisation had a noticeable impact on the result. Using the native images without histogram normalisation led to an AUC roughly 0.6% higher than with histogram normalisation.
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