LOGARITHMIC EXACT CRYSTALLINE POINCARÉ LEMMA
OF HIGHER LEVEL MODULO $p$.
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ABSTRACT. Le Stum and Quirós proved the formal Poincaré lemma in crystalline cohomology of higher level using the jet complex, and applied it to give a de Rham interpretation of this cohomology. In this article, we prove the logarithmic version of the formal Poincaré lemma modulo $p$. Provided that each term of the log. jet complex is locally free, it gives the logarithmic version of the de Rham interpretation of the crystalline cohomology of higher level.

INTRODUCTION

The crystalline cohomology of higher level is introduced by Berthelot [B3], whose level-zero version gives the usual crystalline cohomology. The coefficient ring of the crystalline cohomology of level $m$, or $m$-crystalline cohomology, is allowed to be more ramified than that of the classical crystalline cohomology; a DVR has an PD structure of level $m$ (or $m$-PD structure) on its maximal ideal if and only if the absolute ramification index does not exceed $p^m(p-1)$.

Some notions and theorems in the classical crystalline theory generalize to the higher-level version, but some do not at least verbatim. The crystalline Poincaré lemma is one of the most distinctive examples; the usual de Rham complex gives the $m$-crystalline cohomology only after tensorisation of $\mathbb{Q}$. Instead, following the idea of Berthelot [B2], Le Stum and Quirós [LS-Q] showed that the jet complex of order $p^m$, a “crystalline version” of the complex by Lieberman [Li], explicitly gives the $m$-crystalline cohomology itself. This fact is called “exact Poincaré lemma”.

The theme of this article is the logarithmic version of the exact Poincaré lemma. In this article, we give a partial proof of the following conjecture, which is a natural statement as the logarithmic version.

CONJECTURE 0.1.— Let $(S, a, b, \gamma)$ be a fine log. $m$-PD scheme on which $p$ is nilpotent, and let $X$ be a fine log. scheme over $S$ such that the underlying scheme $\underline{X}$ is flat over $\underline{S}$. Denote by $\tilde{\Omega}^{(m)}_{X/S,\ast}$ the log. jet complex of $X$ (Definition 5.1), and let $E$ be a log. $m$-crystal in $\mathcal{O}^{(m)}_{X/S}$-modules. Then, there exists an isomorphism in the derived category

$$\mathcal{R}\mathcal{u}^{(m)}_{X/S,\ast}(E) \to E_X \otimes \tilde{\Omega}^{(m)}_{X/S,\ast}.$$

The main result of this article is the following statement.
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**Theorem 0.2 (Corollary 9.2).** — Conjecture 0.1 is true if $E$ is flat and if $p \mathcal{O}_X = 0$.

An obstruction of proving Conjecture 0.1 is that the complexity of the log. jet complex prevents us from proving directly the local freeness of each term of the log. jet complex; if they are locally free, Conjecture 0.1 follows from Theorem 0.2.
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**Conventions and Notations**

Throughout this article, we fix a prime number $p$ and a natural number $m$ (natural number means, in this article, non-negative integer).

Let $k$, $k'$ and $k''$ be natural numbers such that $k = k' + k''$. Then, three numbers

\[
\left\langle k \right\rangle := \frac{k!}{k'! k''!}, \quad \left\{ k \right\} := \frac{q!}{q'! q''!} \quad \text{and} \quad \left\langle \frac{k}{k'} \right\rangle := \frac{k}{k'} \left(\frac{k}{k'}\right)^{-1}
\]

are often used in this article. Here, $q$ (resp. $q'$, $q''$) denotes the integer part of $k/p^m$ (resp. $k'/p^m$, $k''/p^m$).

Next, we introduce notation on multi-indices. The element $(0,\ldots,0,1,0,\ldots,0)$ in $\mathbb{N}^n$, where 1 sits in the $i$-th component, is denoted by $1_i$. When $I$ is an element of $\mathbb{N}^n$, its $k$-th component is denoted by $i_k$ for each $k = 1,\ldots,n$. Similarly, we write $J = (j_1,\ldots,j_n)$, and for a subscript $i$ we write $J_i = (j_1,\ldots,j_{i},\ldots,j_n)$. If $I \in \mathbb{N}^n$, then $\hat{I}$ denotes the element $(i_1,\ldots,i_{n-1})$ in $\mathbb{N}^{n-1}$, and this is identified with the element $(i_1,\ldots,i_{n-1},0)$ in $\mathbb{N}^n$. Moreover, $|I|$ denotes the number $\sum_{k=1}^n i_k$. If $|I| \leq L$, that is, if $j_k \leq i_k$ for all $k = 1,\ldots,n$, then the usual conventions

\[
\left\langle \frac{I}{J} \right\rangle := \prod_{k=1}^n \left\langle \frac{i_k}{j_k} \right\rangle, \quad \left\{ \frac{I}{J} \right\} := \prod_{k=1}^n \left\{ \frac{i_k}{j_k} \right\} \quad \text{and} \quad \left\langle \frac{I}{J} \right\rangle := \prod_{k=1}^n \left\langle \frac{i_k}{j_k} \right\rangle
\]

are used.

Finally, let us fix some notation on log. schemes. Let $X$ be a log. scheme. Then, the underlying scheme of $X$ is denoted by $X$, and its log. structure is denoted by $\mathcal{M}_X$. The structure sheaf $\mathcal{O}_X$ of $X$ is simply denoted by $\mathcal{O}_X$, and the étale site $\mathcal{X}_{/S}$ of $X$ by $X_{/\mathcal{O}_\theta}$. If $S$ is a fine log. scheme and $X$ is a fine log. scheme over $S$, we agree that $X_{/S}^n$ denotes the fiber product (in the category of the fine log. schemes) of $n$ copies of $X$ over $S$.

We assume that $p$ is nilpotent on all schemes appearing in this article.
1. LOGARITHMIC CRYSTALLINE SITE OF LEVEL m.

In this article, we freely use the fundamental notions of m-PD structures and of m-PD schemes; the readers may refer to Berthelot’s fundamental article [B3] or an article by the author [M].

Let (S,a,b,γ) be a fine log. m-PD scheme, that is, a datum which consists of a fine log. scheme S, a quasi-coherent ideal a of O_S and a quasi-coherent m-PD structure (b,γ) on a.

As in the classical case [K (5.6)], we may construct the logarithmic version of m-PD envelope.

**Proposition–Definition 1.1.—** Let C'_1 denote the category of the data (i, J, δ) consisting of an exact closed immersion i: X → Y of fine log. S-schemes and an m-PD structure (J, δ) on the ideal of X → Y. Let C'_2 denote the category of the closed immersions i: X → Y of log. S-schemes such that MX is fine and MY is coherent. Then, the forgetful functor C'_1 → C'_2 has a right adjoint functor. When i: X → Y is an object of C'_2, its image under this functor is called the log. m-PD envelope of i and is denoted by (X → D^{(m)}(Y), ℱ, |I|).

We fix throughout this subsection a fine log. S-scheme X, and assume that the m-PD structure (b,γ) extends to O_X.

**Definition 1.2.—** (i) Let U be an étale scheme over X, and let U denote the log. scheme (U,M_X[1]). A log. m-PD thickening (U, T, J, δ) of U over (S,a,b,γ) is a datum which consists of a fine log. S-scheme T, an exact closed S-immersion U → T and an m-PD structure (J, δ) on the ideal of U → T compatible with (b,γ).

(ii) A log. m-PD thickening (U, T, J, δ) is said to be fundamental if there exists a fine log. smooth S-scheme Y and a closed S-immersion i: U → Y such that (U, T, J, δ) is isomorphic to the log. m-PD envelope of i. □

When (U, T, J, δ) is a fundamental log. m-PD thickening, the structure of O_T is described by the following lemma.

**Lemma 1.3.—** Let i: U → Y be a closed immersion of fine log. smooth schemes over S such that the underlying scheme U is flat over S. Then for an integer n, the structure sheaf O_U^{(m)}(Y) of the log. m-PD envelope of i is, étale locally on Y, isomorphic to the m-PD polynomial algebra O_U[1,..,t_n]^{(m)} over O_U, which is introduced in Berthelot’s article [B3] 1.5.1.

**Proof.** We may assume that i is an exact closed immersion and that there exists a chart (P → M_S, Q → M_Y, Q → P) of i which satisfies the condition in [K (3.5)]. Then, this chart also induces one of U → S. If ℱ denotes the ideal of U → Y, the second fundamental exact sequence [NC-S 2.1.3]

\[ 0 → ℱ \cdot ℱ^2 → \Omega^1_{Y/S} → \Omega^1_{U/S} → 0 \]

shows that we may take sections x_1,..,x_n ∈ ℱ and m_1,..,m_n ∈ M_U so that dx_1,..,dx_n, dlog m_1,..,dlog m_n form a basis of Ω^1_{Y/S}.
Therefore, as in the arguments in [K] (3.13), we have the cartesian diagram

\[
\begin{array}{ccc}
U & \xrightarrow{i} & T \\
\downarrow & & \downarrow \\
S \times \mathbb{Z}[Q, P] & \xrightarrow{i'} & (S \times \mathbb{Z}[Q, P]) \times_S \mathbb{A}^n_S,
\end{array}
\]

where the vertical morphisms are strict and étale, and the lower horizontal map \(i'\) is the base change of the zero section \(S \to \mathbb{A}^n_S\). Now we have shown that the ideal \(\mathcal{I}\) is a regular ideal, and the proof is a consequence of [B3] 1.5.3].

Now, we define the logarithmic version of \(m\)-crystalline site and of restricted \(m\)-crystalline site [B4].

**Definition 1.4.**— (i) The log. \(m\)-crystalline site \(\text{Cris}^{(m)}(X/S, a, b, \gamma)\), or \(\text{Crism}(X/S)\), is the category of the log. \(m\)-PD thickenings \((U, T, J, \delta)\) of an étale scheme \(U\) of \(X\) over \((S, a, b, \gamma)\), morphisms defined in an obvious way, and topology induced by the étale topology on \(T\). Its associated topos \((X/S, a, b, \gamma)^{(m)}\), or \((X/S)_{\text{cris}}^{(m)}\), is called the log. \(m\)-crystalline topos.

(ii) The restricted log. \(m\)-crystalline site \(\text{RCris}^{(m)}(X/S, a, b, \gamma)\), or \(\text{RCrism}(X/S)\), is the full subcategory of \(\text{Cris}^{(m)}(X/S, a, b, \gamma)\) consisting of the fundamental log. \(m\)-PD thickenings, which is equipped with the induced topology. Its associated topos \((X/S, a, b, \gamma)_{\text{rcris}}^{(m)}\), or \((X/S)_{\text{rcris}}^{(m)}\), is called the restricted log. \(m\)-crystalline topos. When \(E\) is a sheaf in \(\text{Cris}^{(m)}(X/S)\) (resp. \(\text{RCris}^{(m)}(X/S)\)), then for each log. \(m\)-PD thickening \((U, T, J, \delta)\) (resp. fundamental log. \(m\)-PD thickening \((U, T, J, \delta)\)), the sheaf on \(T_{\text{ét}}\) induced by \(E\) is denoted by \(E_{(U, T, J, \delta)}\) or simply by \(E_T\).

(iii) The sheaf of rings

\[
(U, T, J, \delta) \to \Gamma(T, \mathcal{O}_T)
\]

in the topos \((X/S)_{\text{cris}}^{(m)}\) (resp. \((X/S)_{\text{rcris}}^{(m)}\)) is called the structure sheaf of the site \(\text{Cris}^{(m)}(X/S)\) (resp. \(\text{RCris}^{(m)}(X/S)\)), and denoted by \(\mathcal{O}_{X/S, a, b, \gamma}^{(m)}\) or by \(\mathcal{O}^{(m)}_{X/S}\). □

**Proposition 1.5.**— Let \((S', a', b', \gamma') \to (S, a, b, \gamma)\) be an \(m\)-PD morphism from another fine log. \(m\)-PD scheme, \(X'\) a fine log. scheme over \(S'\) and \(f : X' \to X\) a morphism over \(S\). Then, there exists a morphism of topos

\[
f^{(m)}_{\text{cris}} : (X'/S')_{\text{cris}}^{(m)} \to (X/S)_{\text{cris}}^{(m)}.
\]

Next, we discuss some fundamental functors. Let \(f : X \to S\) denote structure morphism. Then,

\[
u^{(m)}_{X/S} : (X/S)_{\text{cris}}^{(m)} \to X_{\text{ét}}
\]

denotes the projection of log. \(m\)-crystalline topos defined as in the classical case [K] (6.4)]. Its composite with \(f_{\text{ét}} : X_{\text{ét}} \to S_{\text{ét}}\) is denoted by \(f^{(m)}_{X/S} : (X/S)_{\text{cris}}^{(m)} \to S_{\text{ét}}\). Moreover, we define the morphism of topos \(\bar{u}^{(m)}_{X/S}\) as

\[
\bar{u}^{(m)}_{X/S} := \nu^{(m)}_{X/S} \circ (X/S)_{\text{cris}}^{(m)} \to X_{\text{ét}}.
\]
where $Q_{X/S}^{(m)}: (X/S)_{\text{Rcris}}^{(m)} \to (X/S)_{\text{cris}}^{(m)}$ denotes the obvious morphism of topoi [B1 IV 2.1.2].

**Lemma 1.6.** Let $E$ be a sheaf in $\text{Cris}^{(m)}(X/S)$. Then, there exists a canonical isomorphism

$$u_{X/S}^{(m)}(E) \simto u_{X/S}^{(m)}(Q_{X/S}^{(m)}(E)).$$

**Proof.** For each fundamental thickening $(U, D_{U}^{(m)}(Y), J, \delta)$ in $\text{RCris}^{(m)}(X/S)$, where $Y$ is a fine log. smooth scheme over $S$, we have an exact sequence

$$0 \to u_{U}^{(m)}(E)(U) \to E_{D_{U}^{(m)}(Y)} \to E_{D_{U}^{(m)}(Y2)}.$$

Indeed, the proof for the classical case [B1 IV 2.3.2] can be generalized directly.

Now, the lemma is proved as in [B1 IV 2.3.5].

**Proposition 1.7.** Let $M^\bullet$ be a complex of $\mathcal{O}_{X/S}^{(m)}$-modules which is bounded below. Then, the canonical morphism

$$\mathbb{R}\mathcal{H}_{X/S}^{(m)}(M^\bullet) \to \mathbb{R}\mathcal{H}_{X/S}^{(m)}(Q_{X/S}^{(m)}(M^\bullet))$$

is an isomorphism in $D^+(X_{\text{et}}, \mathcal{O}_X)$.

**Proof.** The source of this morphism is quasi-isomorphic to the Čech–Alexander complex of $M^\bullet$, which can be proved just as in [B1 V 1.2.5] by using (1.1). Similarly, the target is quasi-isomorphic to that of $Q_{X/S}^{(m)}(M^\bullet)$, which is nothing other than the Čech–Alexander complex of $M^\bullet$.

**2. Crystals, differential operators and stratifications.**

In this section, we discuss the notion of log. $m$-crystal, log. hyper $m$-PD differential operator and log. hyper $m$-PD stratification. Let $(S, a, b, \gamma)$ be a fine log. $m$-PD scheme, and $X$ a fine log. scheme over $S$ such that the $m$-PD structure $(b, \gamma)$ extends to $\mathcal{O}_X$.

**Definition 2.1.** Let $E$ be an $\mathcal{O}_{X/S}^{(m)}$-module in $(X/S)_{\text{cris}}^{(m)}$ (resp. $\mathcal{O}_{X/S}^{(m)}$-module in $(X/S)_{\text{Rcris}}^{(m)}$). Then, $E$ is called a log. $m$-crystal (resp. a restricted log. $m$-crystal) in $\mathcal{O}_{X/S}^{(m)}$-modules if for all morphism $f : (U, T, J, \delta) \to (U', T', J', \delta')$ of $\text{Cris}^{(m)}(X/S)$ (resp. $\text{RCris}^{(m)}(X/S)$), the canonical morphism

$$f^*(E_{(U', T', J', \delta')}) \to E_{(U, T, J, \delta)}$$

is an isomorphism.

In this article, $P_{X/S}^{(m)}$ denotes the log. $m$-PD envelope of the diagonal immersion $X \to X \times_S X$, and $\mathcal{T}_{X/S}^{(m)}$ denotes the structure sheaf of $P_{X/S}^{(m)}$. We always regard $X \times_S X$ and $P_{X/S}^{(m)}$ as log. schemes over $X$ by the first projection.

**Definition 2.2.** Let $M$ and $N$ be two $\mathcal{O}_X$-modules. Then, a log. hyper $m$-PD differential operator from $M$ to $N$ is an $\mathcal{O}_X$-linear morphism

$$\mathcal{T}_{X/S}^{(m)} \otimes_{\mathcal{O}_X} M \to N.$$
DEFINITION 2.3.— Let $M$ be an $\mathcal{O}_X$-module. Then, a log. hyper $m$-PD stratification on $M$ is a $\mathcal{D}_{X/S}^{(m)}$-linear isomorphism
$$\varepsilon: \mathcal{D}_{X/S}^{(m)} \otimes \mathcal{O}_X M \to M \otimes \mathcal{D}_{X/S}^{(m)}$$
which induces the identity map on $M$ by passing the quotient $\mathcal{D}_{X/S}^{(m)} \to \mathcal{O}_X$ and satisfies the usual cocycle condition.

Now, let $(a_0, b_0, \gamma_0)$ be a quasi-coherent $m$-PD sub-ideal of $a$, and let $S_0 \to S$ denote the exact closed immersion defined by $a_0$, and $i: X_0 \to X$ its base change by $X \to S$. We assume that $X$ is log. smooth over $S$ and that the underlying scheme $\mathcal{X}$ is flat over $S$.

The first important proposition in this situation is the following one, which is proved as in non-logarithmic situation [M, 1.3.4].

PROPOSITION 2.4.— In the situation above, the functor
$$i^{(m)}_{\text{cris}}: (X_0/S)^{\text{cris}} \to (X/S)^{\text{cris}}$$
is exact. Moreover, the image of the structure sheaf $\mathcal{O}_{X_0/S}$ under this functor is isomorphic to $\mathcal{O}_{X/S}$ and the image of a log. $m$-crystal in $\mathcal{O}_{X_0/S}$-modules is a log. $m$-crystal in $\mathcal{O}_{X/S}$-modules.

PROPOSITION 2.5.— In the situation above, the following categories are equivalent:
(i) the category of the log. $m$-crystals in $\mathcal{O}_{X_0/S}$-modules;
(ii) the category of the restricted log. $m$-crystals in $\mathcal{O}_{X_0/S}$-modules;
(ii) the category of the $\mathcal{O}_X$-modules equipped with a log. hyper $m$-PD stratification.

Proof. First, note that $D_{X_0}(X) = X$ and that $D_{X_0}(X^{(n+1)}) = P_{X}(n)$ for each $n \geq 1$. The equivalence of categories from the category of (i) to that of (ii) is constructed in the usual manner [B-O, 6.6] (in loc. cit., the source of the functor is the category of (i), but the same argument works). Construction of the equivalence of categories from the category of (ii) to that of (i) is again classical.

COROLLARY 2.6.— The functor $i^{(m)}_{\text{cris}}$ in Proposition 2.4 induces an equivalence of categories from the category of the log. $m$-crystals in $\mathcal{O}_{X_0/S}$-modules to that of the log. $m$-crystals in $\mathcal{O}_{X/S}$-modules. The quasi-inverse of this functor is $i^{(m)}_{\text{cris}}$. 

Proof. The argument of [B-O] 6.7] works.

3. LINEARIZATION.

Here, we discuss the linearization. Let $(S, a, b, \gamma)$ be a fine log. $m$-PD scheme, and $X$ a fine log. scheme over $S$ such that the $m$-PD structure $(b, \gamma)$ extends to $\mathcal{O}_X$.

First, $j_X$ signifies the localization morphism
$$j_X: (X/S)^{\text{cris}} \to (X/S)^{\text{cris}}$$
where the source denotes the localized category of $(X/S)^{\text{cris}}$ over the log. $m$-PD thickening $(X, X, 0)$ with the trivial PD structure on 0. Then, composing with $u_{X/S}^{(m)}$, we get the
morphism of topoi
\[ u^{(m)}_{X/S}|_X : (X/S)^{(m)}_{\text{cris}} | X \to X_{\text{ét}}. \]

Now, we define the linearization functor as
\[ L^{(m)} = j_* \circ u^{(m)}_{X/S}|_X : X_{\text{ét}} \to (X/S)^{(m)}_{\text{cris}}, \]
and its restricted version as
\[ \tilde{L}^{(m)} = Q^{(m)} \circ L^{(m)} : X_{\text{ét}} \to (X/S)^{(m)}_{\text{Rcris}}. \]

The \( \mathcal{O}_X \)-module \( \tilde{L}^{(m)}(\mathcal{F})_X \) is also denoted by \( \tilde{L}^{(m)}_X(\mathcal{F}) \).

**Proposition 3.1.**— Assume that \( X \) is log. smooth and that the underlying scheme \( X \) is flat over \( S \). Let \( \mathcal{F} \) denote an \( \mathcal{O}_X \)-module.

(i) \( \tilde{L}^{(m)}(\mathcal{F}) \) is a restricted log. \( m \)-crystal, and \( \tilde{L}^{(m)}(X/S) = L^{(m)}_{X/S} \otimes \mathcal{F} \).

(ii) We have \( R\tilde{u}^{(m)}_{X/S} \circ \tilde{L}^{(m)}(\mathcal{F}) = R\tilde{u}^{(m)}_{X/S} L^{(m)}(\mathcal{F}) = \mathcal{F} \).

(iii) If \( E \) is a restricted log. \( m \)-crystal, there exists a canonical isomorphism
\[ E \otimes \tilde{L}^{(m)}(\mathcal{F}) \cong \tilde{L}^{(m)}(E \otimes \mathcal{F}). \]

**Proof.** By the construction of \( L^{(m)} \), for each \( (U, T, J, \delta) \in \text{Cris}^{(m)}(X/S) \) we have
\[ L^{(m)}(\mathcal{F})_{(U, T, J, \delta)} = p_T \ast p_X^*(\mathcal{F}), \]
where \( p_T \) (resp. \( p_X \)) denotes the projection from \( D^{(m)}_U(T \times S X) \) to \( T \) (resp. to \( X \)). In particular, the latter half of (i) holds.

As for the former half, by following the classical argument [51 IV 3.1.6], it is sufficient to show that the natural morphism
\[ (3.1) \]
\[ D^{(m)}_U(T \times S X) \to T \times S \text{log. perfective} \]

is an isomorphism for all fundamental thickenings \( (U, T, J, \delta) \in \text{RCris}^{(m)}(X/S) \) such that a retraction \( T \to X \) exists. Now, because \( \mathcal{O}_T \) and \( \mathcal{O}^{(m)}_{X/S} \) are isomorphic to some \( m \)-PD polynomial algebras, so is \( \mathcal{O}^{(m)}_{T \times S X} \). Therefore the ideal of the closed immersion \( U \hookrightarrow T \times X \text{log. perfective} \) has an \( m \)-PD structure compatible with \( \gamma \). Hence a morphism \( T \times X \text{log. perfective} \to D^{(m)}_U(T \times S X) \) is obtained, and it is a standard argument to show that this is an inverse morphism of (3.1).

In order to prove (ii), note that
\[ R\tilde{u}^{(m)}_{X/S} \circ \tilde{L}^{(m)}(\mathcal{F}) = \mathcal{F} \]
by the arguments in [4]. Moreover, we have
\[ R\tilde{u}^{(m)}_{X/S} \circ \tilde{L}^{(m)}(\mathcal{F}) = R\tilde{u}^{(m)}_{X/S} \circ \tilde{Q}^{(m)} \circ L^{(m)}(\mathcal{F}) = R\tilde{u}^{(m)}_{X/S} (\mathcal{F}) \]
in virtue of Proposition 1.7.

For (iii), let \( (U, T, J, \delta) \) be a fundamental log. \( m \)-PD thickening in \( \text{RCris}^{(m)}(X/S) \). Then because \( E \) is a restricted \( m \)-crystal, we have the isomorphism
\[ E_T \otimes \mathcal{O}^{(m)}_{D^{(m)}_U(T \times X)} = E_D^{(m)}(T \times U) = \mathcal{O}^{(m)}_{D^{(m)}_U(T \times X)} \otimes E_X. \]

Tensoring \( \mathcal{F} \) to the left and the right sides, we see the required isomorphism. \( \square \)
Here, we set some notations. The \( m \)-PD envelope of the diagonal immersion \( X \hookrightarrow X^{(r+1)}_S \) is denoted by \( P^{(m)}_{X/S}(r) \), and its structure sheaf is denoted by \( \mathcal{P}^{(m)}_{X/S}(r) \). We have therefore \( P^{(m)}_{X/S} = P^{(m)}_{X/S}(1) \) and \( \mathcal{P}^{(m)}_{X/S} = \mathcal{P}^{(m)}_{X/S}(1) \). Again, we regard \( X^{(r+1)}_S \) and \( P^{(m)}_{X/S}(r) \) as log. schemes over \( X \) by the first projection, which lets \( \mathcal{O}_X \) act on \( \mathcal{O}_{X^{(r+1)}} = \mathcal{O}_X \otimes \mathcal{O}_S \cdot \cdots \cdot \mathcal{O}_S \mathcal{O}_X \) by multiplication to the first factor and induce on \( \mathcal{P}^{(m)}_{X/S}(r) \) an \( \mathcal{O}_X \)-algebra structure.

For each natural number \( r \) and \( i \in \{0,\ldots,r\} \), let \( j^{(i)}_i : X^{(r+1)}_S \to X \) denote the \((i+1)\)-st projection. Let \( d^i_r : P^{(m)}_{X/S}(r+1) \to P^{(m)}_{X/S}(r) \) \((0 \leq i \leq r+1)\) denote the morphism corresponding to

\[
(j_{r+1}^0,\ldots,i^{i-1}_{r+1},i^{i+1}_{r+1},\ldots,i^{r+1}_r) : X^{(r+2)}_S \to X^{(r+1)}_S,
\]

and \( s^i_r : P^{(m)}_{X/S}(r-1) \to P^{(m)}_{X/S}(r) \) \((0 \leq i \leq r)\) the one corresponding to

\[
(j_{r-1}^0,\ldots,i^{i-1}_{r-1},i^i_{r-1},\ldots,i^{r-1}_r) : X^{(r)}_S \to X^{(r-1)}_S.
\]

Then, these data make \( P^{(m)}_{X/S}(\bullet) \) a simplicial log. scheme over \( S \), and consequently \( \mathcal{P}^{(m)}_{X/S}(\bullet) \) is a DGA (differential graded algebra) over \( f^{-1}(\mathcal{O}_S) \); the differential morphism \( d^r : \mathcal{P}^{(m)}_{X/S}(r) \to \mathcal{P}^{(m)}_{X/S}(r+1) \) is by definition

\[
d^r = \sum_{i=0}^{r+1} (-1)^i d_i^r^*.
\]

Now, we proceed to a calculation of the hyper \( m \)-PD stratification on \( \mathcal{P}^{(m)}_{X/S} \otimes \mathcal{O}_X \mathcal{F} = L^{(m)}_X(\mathcal{F}) \), which exists because of Proposition 3.1 (i) and Proposition 2.5.

**Lemma 3.2.**— Assume that \( X \) is log. smooth over \( S \) and that the underlying scheme \( X \) is flat over \( S \). Then, the log. \( m \)-PD stratification on \( L^{(m)}_X(\mathcal{F}) = \mathcal{P}^{(m)}_{X/S} \otimes \mathcal{O}_X \mathcal{F} \) is induced by

\[
\mathcal{O}_{X^{(r+2)}}(\mathcal{O}_{X^{(r+2)}} \otimes \mathcal{F}) \to (\mathcal{O}_{X^{(r+2)}} \otimes \mathcal{F}) \otimes \mathcal{O}_{X^{(r+2)}} \otimes (1 \otimes 1) \otimes (1 \otimes g) \otimes x \to (1 \otimes g) \otimes x \otimes (1 \otimes f),
\]

where the tensor products are taken over \( \mathcal{O}_X \).

**Proposition 3.3.**— Let \( M \) and \( N \) be two \( \mathcal{O}_X \)-modules and \( u \) a log. hyper \( m \)-PD differential operator from \( M \) to \( N \). Then, the morphism

\[
\begin{array}{ccc}
\mathcal{P}^{(m)}_{X/S} \otimes M & \xrightarrow{d^r_i \otimes \text{id}} & \mathcal{P}^{(m)}_{X/S} \otimes \mathcal{P}^{(m)}_{X/S} \otimes M \\
\mathcal{P}^{(m)}_{X/S} \otimes \mathcal{P}^{(m)}_{X/S} \otimes M & \xrightarrow{\text{id} \otimes u} & \mathcal{P}^{(m)}_{X/S} \otimes N
\end{array}
\]

is compatible with the log. hyper \( m \)-PD stratifications on both sides viewed as \( \mathcal{P}^{(m)}_{X/S} \otimes M = L^{(m)}_X(M) \) and as \( \mathcal{P}^{(m)}_{X/S} \otimes N = L^{(m)}_X(N) \).

4. LOGARITHMIC DIFFERENTIAL CALCULUS.

Let \((S, a, b, \gamma)\) be a fine log. \( m \)-PD scheme and \( X \) be a fine log. scheme over \( S \) such that the \( m \)-PD structure \((b, \gamma)\) extends to \( \mathcal{O}_X \). Then, the fine log. scheme \( P^{(m)}_{X/S}(r) \) is defined just as in the previous section. Notations \( \mathcal{P}^{(m)}_{X/S}(r) \), \( d^i_r \), \( s^i_r \) and \( d^r \) and \( N \mathcal{P}^{(m)}_{X/S} \) are also defined as in that section.

Now, assume that \( X \) is log. smooth over \( S \) and that we are given a family of sections \( t = (t_1, \ldots, t_n) \) of \( M_X \) such that \((\text{dlog} \; t_1|_{1 \leq i \leq j})\) forms a basis of log. differential sheaf \( \Omega_{X/S}^1 \). We call such a family “global coordinates of \( X \) over \( S \).
In this situation, there exists a unique family \((u_i)_{1 \leq i \leq r}\) of sections in \(\mathcal{P}_{X/S}^{(m)}\) such that \(j_{1*}(t_i) = j_{1*}(t_i)u_i\). We set \(\eta_i := u_i - 1\) and \(\eta := (\eta_1, \ldots, \eta_n)\). For \(I = (i_1, \ldots, i_n) \in \mathbb{N}^n\), the following notation is used:

\[\eta^{(I)} := \prod_{j=1}^{n} \eta_j^{(i_j)}.\]

**Proposition 4.1.** The differential map \(d^1 : \mathcal{P}_{X/S}^{(m)} \to \mathcal{P}_{X/S}^{(m)}(2)\) is described by

\[d^1(\eta^{(I)}) = -\sum_{A+B+C=I \atop B \neq I} \Gamma_{A,B,C} \eta^{[A+B]} \otimes \eta^{[A+C]},\]

where

\[\Gamma_{A,B,C} := \begin{pmatrix} A+B+C \\ B \end{pmatrix} \begin{pmatrix} A+B \\ A \end{pmatrix} \begin{pmatrix} A+C \\ A \end{pmatrix} \begin{pmatrix} 1+A \\ B \end{pmatrix} \begin{pmatrix} 1-A \\ B \end{pmatrix} \begin{pmatrix} (\eta \otimes 1)^{[A]} (\eta \otimes 1)^{[B]} (1 \otimes \eta)^{[C]} \end{pmatrix},\]

Proof. Since \(d^1 = d_1^{0*} + d_1^{+} + d_2^{+}\) and

\[d_1^{0*}(\tau^{(I)}) = \tau^{(I)} \otimes 1 \quad \text{and} \quad d_1^{+}(\tau^{(I)}) = 1 \otimes \tau^{(I)},\]

it suffices to calculate \(d_1^{+}(\eta^{(I)})\). Now, we know [O, p.16] that \(d_1^{+}(\eta_i) = \eta_1 \otimes 1 + \eta_i \otimes 1 + \eta_i \otimes 1\) for each \(i\). Therefore [B3] 1.3.6 (iii),

\[d_1^{+}(\eta^{(I)}) = (\eta \otimes 1 + \eta \otimes 1 + \eta \otimes 1)^{[I]} = \sum_{A+B+C=I \atop B \neq I} \begin{pmatrix} 1+A \\ B \end{pmatrix} \begin{pmatrix} 1-A \\ B \end{pmatrix} (\eta \otimes 1)^{[A]} (\eta \otimes 1)^{[B]} (1 \otimes \eta)^{[C]},\]

and we have [B3] 1.3.6 (iv)

\[(\eta \otimes 1)^{[A]} (\eta \otimes 1)^{[B]} (1 \otimes \eta)^{[C]} = \begin{pmatrix} A+B \\ A \end{pmatrix} \begin{pmatrix} A+C \\ A \end{pmatrix} \eta^{[A+B]} \otimes \eta^{[A+C]}\]

This completes the proof. \(\square\)

For later use, we here present some lemmas on binomial coefficients and the number \(\Gamma_{A,B,C}\).

**Lemma 4.2.** Assume that natural numbers \(q, k, t, m\) satisfy \(q \geq 1\) and \(0 \leq k < t \leq p^m\). Then, the number \(\binom{p^m q + k}{t}\) is

(i) congruent to 0 modulo \(p\) if \(t < p^m\), and

(ii) congruent to 1 modulo \(p\) if \(t = p^m\).

Proof. (i) The equation [B1, (1.1.3.1)] shows that the \(p\)-adic valuation of this number is equal to

\[\frac{a(t) + a(p^m + k - t) - a(k) - 1}{p-1} = \frac{a(t) + a(p^m + k - t) - a(p^m + k)}{p-1},\]

where \(a(t)\) denotes the sum of the coefficients of the \(p\)-adic expansion of \(t\). Since this is the \(p\)-adic valuation of \((p^m q + k)\), it is strictly greater than 0 by assumption.

(ii) We have \(\binom{p^m q + k}{p^m t}\) is \((1/q)(p^m q + k)\), and this equals

\[\frac{1}{q} \frac{p^m q + k}{p^m q + k - 1} \cdots \frac{p^m q + k}{p^m q + p^m q - 1} \frac{p^m q - p^m + k + 1}{k+1}.\]
For $0 < r < p^m$, the number $(p^mq+r)/r$ is congruent to 1 modulo $p$, which shows the assertion.

**Lemma 4.3.** Let $q$ and $t$ be natural numbers, and assume that $0 \leq t \leq p^m$. Then, the number $\langle \frac{p^mq+t}{t} \rangle$ is congruent to 1 modulo $p$.

**Proof.** If $t = 0$, we have $\langle \frac{p^mq}{0} \rangle = 1$ and the lemma is obvious.

If $0 < t < p^m$, we have

$$\langle \frac{p^mq+t}{t} \rangle = \left( \frac{p^mq}{t} + 1 \right) \frac{p^mq+t-1}{t-1} \cdots \frac{p^mq+1}{1}. $$

Since each fraction in the right hand side is congruent to 1 modulo $p$, so is this number itself.

If $t = p^m$, the assertion is a consequence of Lemma 4.2 (ii).

**Lemma 4.4.** Let $q$ and $k$ be natural numbers, and assume that $0 \leq k < p^m$, that $a+b+c = p^mq+k$ and that $0 \leq a+c \leq p^m$. Then in $\mathbb{Z}/p\mathbb{Z}$, the number $\Gamma_{a,b,c}$ is equal to zero except in the following three cases:

(i) if $(a, b, c) = (p^m, p^m(q-1)+k, 0)$, then $\Gamma_{a,b,c} = q$;
(ii) if $(a, b, c) = (0, p^m(q-1)+k, p^m)$, then $\Gamma_{a,b,c} = 1$;
(iii) if $b \geq p^m q$, then $\Gamma_{a,b,c} = \Gamma_{a,b,p^mq,c}$.

**Proof.** Firstly, note that the assumption $a+c \leq p^m$ shows that

$$\Gamma_{a,b,c} = \left( \frac{p^mq+k}{c} \right) \left( \frac{p^mq+k-c}{a} \right).$$

In fact, $\left\{ \frac{q+c}{a} \right\} = 1$ shows that

$$\Gamma_{a,b,c} = \left( \frac{p^mq+k}{a} \right) \left( \frac{p^mq+k-a}{b} \right) \left( \frac{p^mq+k-a}{a} \right)^{-1} \left( \frac{p^mq+k-a}{b} \right)^{-1} \left( \frac{a+b}{a} \right).$$

By the direct calculation, the product of the last three numbers equals $\left\{ \frac{p^mq+k}{c} \right\}^{-1}$, which shows (4.1).

Secondly, we check the equations in the exceptional three cases. (i) and (ii) follows from Lemma 4.2 (ii). For (iii), we compute

$$\Gamma_{a,b,c} = \frac{(p^m q+k)!}{a!b!c!} = \frac{k!}{a!(b-p^mq)!c!(p^mq)!} \frac{(p^m q+k)!(b-p^mq)!(p^mq)!}{b!} \Gamma_{a,b,p^mq,c}$$

with the aid of Lemma 4.3. This completes the proof.

Finally, assume that we are not in the exceptional cases, and let us show that $\Gamma_{a,b,c} = 0$. It directly follows from Lemma 4.2 if $0 \leq k < c$. If $a = 0$, then $\Gamma_{a,b,c} = \langle \frac{p^mq+k}{c} \rangle$ and it vanishes again by Lemma 4.2 (i) and by $c < p^m$ (note that the case $c = p^m$ belongs to the exceptional cases). If $a \neq 0$ and $c \neq 0$, then $\langle \frac{p^mq+k-c}{a} \rangle$ is congruent to 0 modulo $p$ because $0 \leq k-c < a$, whence so is $\Gamma_{a,b,c}$.
5. Definition of Log. Jet Complex.

Now, let us define the log. jet complex, which is a logarithmic version of the jet complex defined by Le Stum and Quirós [LS-Q].

Let $S$ be a fine log. scheme and $X$ a fine log. smooth scheme over $S$ such that the $m$-PD structure $(b, \gamma)$ extends to $\mathcal{O}_X$.

**Definition 5.1.** — Let $\mathcal{X}$ be the differential ideal of $\mathcal{N}_{X/S}$ generated by the sections $\eta_i^{(l)}$, where $l$ runs through the elements of $\mathbb{N}^n$ such that $|l| > p^m$. Then, the log. jet complex $\Omega_{X/S}^{(m),*}$ is by definition the quotient complex

$$N \mathcal{N}_{X/S} \cdot \mathcal{X},$$

where the differential map is induced by that of $N \mathcal{N}_{X/S}$. The linearized log. jet complex $L\Omega_{X/S}^{(m),*}$ is defined to be the quotient complex

$$\mathcal{N}_{X/S} \otimes N \mathcal{N}_{X/S} \cdot \mathcal{X}.$$

Here, we agree that its differential map $d' : L\Omega_{X/S}^{(m),r} \rightarrow L\Omega_{X/S}^{(m),r-1}$ is by definition

$$d' := \sum_{i=1}^{r+1} (-1)^{i+1} d_i^*.$$

$\square$

Notice that, when $\delta \in L\Omega_{X/S}^{(m),1}$ and $\delta', x \in \mathcal{N}_{X/S}$, we have

$$\delta \odot x \delta' = x \delta \odot \delta' + d^0(x) \delta \odot \delta'$$

(here, $d^0$ in the right-hand side is viewed as the differential of the linearized log. jet complex). In fact, right $\mathcal{N}_{X/S}$-module structure of $L\Omega_{X/S}^{(m),1}$ is $d_1^*$. Now, we give a local description of the linearized log. jet complex $L\Omega_{X/S}^{(m),*}$. Assume that $X$ has global coordinates $t = (t_1, \ldots, t_n)$ over $S$. In order to describe the structure of this complex, we here introduce some notations. For $i = 1, \ldots, n$, let $d \log t_i$ denote the image of $1 \otimes \eta_i$ by the natural surjection $\mathcal{N}_{X/S} \otimes N \mathcal{N}_{X/S} \rightarrow L\Omega_{X/S}^{(m),1}$. For $I, J, \ldots, J_r \in \mathbb{N}^n$, we put

$$\delta(I; J_1, \ldots, J_r) := \eta^{(l)}_I (d \log t)^{j_1} \otimes \cdots \otimes (d \log t)^{j_r},$$

where $(d \log t)^{j_i}$ denotes the product $\prod_{k=1}^{n_i} (d \log t_i)^{j_{i,k}}$ (see Conventions for the notation concerning multi-indices; in particular, the $l$-th component of $J$ is denoted by $j_l$, and that of $J_k$ by $j_{k,l}$). Therefore, if $|j_i| > p^m$ for some $i$, then $\delta(I; J_1, \ldots, J_r) = 0$.

Similarly, we define

$$\delta^n(I; J_1, \ldots, J_r) := \eta^{(l)}_I (d \log t)^{j_1} \otimes \cdots \otimes (d \log t)^{j_r}$$

for $I, J_1, \ldots, J_r \in \mathbb{N}^{n-1}$ where

$$\eta^{(l)}_i := \prod_{l=1}^{n-1} \eta^l_{i,j_l} \text{ and } (d \log t)^{j_l} = \prod_{l=1}^{n-1} (d \log t_i)^{j_{i,l}},$$

and also

$$\delta^n(I; J_1, \ldots, J_r) := \eta^{(l)}_n (d \log t_n)^{j_1} \otimes \cdots \otimes (d \log t)^{j_r}$$

for $i, j_1, \ldots, j_r \in \mathbb{N}$.
For $J_1, \ldots, J_r \in \mathbb{N}^n$, the number $s(J_1, \ldots, J_r)$ is defined as follows:

$$s(J_1, \ldots, J_r) := \left\{ \begin{array}{ll}
\min \{ s \in [1, r] \mid j_{s,n} \neq 0 \} & \text{if } j_{s,n} \neq 0 \text{ for some } s \in [1, r], \\
r & \text{if } j_{s,n} = 0 \text{ for all } s \in [1, r].
\end{array} \right.$$ 

Let $\mathcal{J}^{(m)}_n$ denote the set of elements $I \in \mathbb{N}^n$ such that $0 < |I| \leq p^m$. Then for each $r$, the $O_X$-module $L^{(m),r}_\Omega$ is generated by $\delta(I; J_1, \ldots, J_r)$ for $I \in \mathbb{N}^n$ and $J_1, \ldots, J_r \in \mathcal{J}^{(m)}_n$. Their relations are

$$-\delta(I; J_1, \ldots, J_{k-1}) \otimes d^1\left(\eta^{(I)}\right) \otimes \delta(0; J_{k+2}, \ldots, J_r) = 0,$$

where $I, J \in \mathbb{N}^n$, $J_1, \ldots, J_{k-1}, J_{k+2}, \ldots, J_r \in \mathcal{J}^{(m)}_n$ with $p^m < |I| \leq 2p^m$: here, $d^1$ denotes the differential of Proposition 4.1. For convenience, we give a name for this relation.

**Definition 5.2.** — The *relation of type $(s, k)$*, with $0 \leq s, k \leq r$, is the section of $L^{\Omega^{(m),r}}_\Omega$ of the form

$$-\delta(I; J_1, \ldots, J_{k-1}) \otimes d^1\left(\eta^{(I)}\right) \otimes \delta(0; J_{k+2}, \ldots, J_r),$$

where $I, J \in \mathbb{N}^n$, where $J_1, \ldots, J_{k-1}, J_{k+2}, \ldots, J_r \in \mathcal{J}^{(m)}_n$ with $p^m < |I| \leq 2p^m$ and where $s = s(J_1, \ldots, J_{k-1}, J_{k+2}, \ldots, J_r)$. □

Proposition 4.1 shows that the relation of type $(s, k)$ equals

$$\sum_{A+B+C=J, B,C \neq I} \Gamma_{A,B,C} \delta(I; J_1, \ldots, J_{k-1}, A+B, A+C, J_{k+2}, \ldots, J_r).$$

Finally, we describe the differential map. As in the calculation in Proposition 4.1 we can show that the morphism $d^0: L^{\Omega^{(m),0}}_\Omega \rightarrow L^{\Omega^{(m),1}}_\Omega$ satisfies

$$d^0(\eta^{(I)}) = \sum_{A+B+C=I, B \neq I} \Gamma_{A,B,C} \delta(A+B; A+C),$$

and that $d^1: L^{\Omega^{(m),1}}_\Omega \rightarrow L^{\Omega^{(m),2}}_\Omega$ satisfies

$$d^1((d\log r)^I) = -\sum_{A+B+C=J, B,C \neq J} \Gamma_{A,B,C} \delta(0; A+B, A+C).$$

In general, differential maps $d^r$ satisfy the usual Leibniz rule, hence we may calculate them by using these two equations.

6. **FORMAL LOG. POINCARÉ LEMMA MODULO $p$.**

We may now state the main theorem of this article, the log. crystalline Poincaré lemma of higher level modulo $p$.

**Theorem 6.1.** — Let $(S, a, b, \gamma)$ be a fine log. $m$-PD scheme, and $X$ be a fine log. smooth scheme over $S$ such that the $m$-PD structure $(b, \gamma)$ extends to $\mathcal{O}_X$. Assume that $p\mathcal{O}_X = 0$. Then, the log. jet complex $L^{\mathcal{J}^{(m),r}}_\Omega$ is a resolution of $\mathcal{O}_X$.

In order to prove this theorem, the question being local, we assume that $X$ has global coordinates $t = (t_1, \ldots, t_n)$. 

**Proposition 6.2.**— Fix an index \( i \in \{1, \ldots, n\} \), and let \( \pi_1 \) be the projector on \( L^{(m)} \Omega^r_{X/S} \) as a morphism of graded \( \mathcal{O}_X \)-algebra defined by

\[
\pi_1(\eta_j) = \begin{cases} 0 & \text{if } i = j \\ \eta_j & \text{if } i \neq j \end{cases}
\quad \text{and} \quad \pi_1(\log t_j) = \begin{cases} 0 & \text{if } i = j \\ \log t_j & \text{if } i \neq j. \end{cases}
\]

Then, there exists a family of \( \mathcal{O}_X \)-linear morphisms

\[
\{ h_i^r : L^{(m)} \Omega^r_{X/S} \to L^{(m)} \Omega^{r-1}_{X/S} \}_{r \geq 1}
\]

which is a homotopy connecting \( \text{id}_{L^{(m)} \Omega^r_{X/S}} \) and \( \pi_1 \), that is, which satisfies the following equations:

\[
(h_i^{r+1} \circ d' + d'' \circ h_i^r)(\delta(I; J_1, \ldots, J_r)) = \begin{cases} 0 & \text{if } i_n = j_1, i = \cdots = j_r = 0, \\ \delta(I; J_1, \ldots, J_r) & \text{otherwise.} \end{cases}
\]

If we admit this proposition, Theorem 6.1 is easily proved. Indeed, Proposition 6.2 shows that the identity map of \( \text{id}_{L^{(m)} \Omega^r_{X/S}} \) is homotopic to \( \pi_1 \circ \pi_2 \circ \cdots \circ \pi_n \), which maps all \( \eta_i \)'s and \( (\log t_i)'s \) to zero.

In order to prove Proposition 6.2 we may assume that \( i = n \) after a change of indices. The following two sections are devoted to proving Proposition 6.2 for \( i = n \); we define morphisms \( h_i^r \) in Section 7 and prove that they satisfy the properties of Proposition 6.2 in Section 8. Since \( i \) is fixed to be \( n \), we simply write \( h' \) for \( h_n^r \).

### 7. Construction of a homotopy modulo \( p \)

Let \( X \) be a fine log. smooth scheme over \( S \) such that the \( m \)-PD structure \( (\gamma) \) extends to \( \mathcal{O}_X \), and assume that \( X \) has global coordinates \( t = (t_1, \ldots, t_n) \) and that \( p \mathcal{O}_X = 0 \).

**Proposition 7.1.**— There uniquely exists a family of \( \mathcal{O}_X \)-linear morphisms

\[
\{ h^r : L^{(m)} \Omega^r_{X/S} \to L^{(m)} \Omega^{r-1}_{X/S} \}_{r \geq 1}
\]

that satisfies the following two conditions.

(i) The morphism \( h_i^r \) satisfies \( h_i^r(\delta(I; J)) = 0 \) if \( i_n \) is not divisible by \( p^m \). When \( i_n = p^m q \) with a natural number \( q \), it satisfies

\[
h_i^r(\delta(I; J)) = \begin{cases} \hat{\eta}_i^r \hat{\eta}_n^{\{i_n + q\}} & \text{if } j = 0 \text{ and } 0 < j_n < p^m, \\ \sum_{u=0}^{\sigma(q)-1} (-1)^{u-q} \hat{\eta}_i^r \hat{\eta}_n^{\{p^m(u+1)\}} & \text{if } j = 0 \text{ and } j_n = p^m, \\ 0 & \text{if } j \neq 0 \text{ or } j_n = 0. \end{cases}
\]

Here, \( \sigma(q) \) denotes the least multiple of \( p \) which is strictly greater than \( q \).

(ii) For \( r \geq 2 \), let \( I \in \mathbb{N}^n \) and \( J_1, \ldots, J_r \in \mathbb{Z}^m \), and write \( s := s(J_1, \ldots, J_r) \). Then, if \( 0 < j_{s,n} < p^m \), or if \( j_{s,n} = p^m \) and \( s = r \), the morphism \( h^r \) maps \( \delta(I; J_1, \ldots, J_r) \) to

\[
(-1)^{s-1} \delta(I; J_1, \ldots, J_{s-1}) \otimes h_i^r(\delta(i_1, \ldots, j_{s-1}))(\delta(0; J_{s+1}, \ldots, J_r)).
\]

This section is devoted to the proof of this proposition. Here, we temporarily introduce two quotient graded \( \mathcal{O}_X \)-modules \( M^*, \tilde{M}^* \) of \( \mathcal{O}_X^{(m)} \otimes N \mathcal{O}_X^{(m)*} \), that fit in the sequence of
canonical surjections
\[ \mathcal{O}_{X/S}^{(m)} \otimes_{\mathcal{O}_{X/S}} N \mathcal{O}_{X/S}^{(m)} \rightarrow M^* \rightarrow \overline{M}^* \rightarrow L\mathcal{O}_{X/S}^{(m)} \cdot \]
Firstly, \( M^* \) is defined as
\[ M^* := \mathcal{O}_{X/S}^{(m)} \otimes \left( N \mathcal{O}_{X/S}^{(m)} \cdot \mathcal{X}' \right), \]
where \( \mathcal{X}' \) denotes the ideal of \( N \mathcal{O}_{X/S}^{(m)} \cdot \) generated by the sections \( \eta^{(n)} \) for all \( I \in \mathbb{N}^n \) such that \( |I| > p^m \). Therefore, the \( r \)-th part \( M^r \) is the free \( \mathcal{O}_X \)-module with basis \( \delta(I; J_1, \ldots, J_r) \), where \( I \in \mathbb{N}^n \) and \( J_1, \ldots, J_r \in \mathcal{I}^{(m)}_n \). Secondly, \( \overline{M}^r \) is defined to be the quotient of \( M^r \) by its submodule generated by all relations of type \( (k, k) \), for some \( k \), such that \( j_n \geq p^m \); in other words, each term \( \overline{M}^r \) is the quotient of \( M^r \) by the sections of the form
\[ \delta(I; J_1, \ldots, J_{k-1}) \otimes d^1(\eta^I) \otimes \delta(0; J_{k+2}, \ldots, J_r), \]
where \( I, J \in \mathbb{N}^n \), \( 1, \ldots, J_{k-1}, J_r \in \mathcal{I}^{(m)}_n \) with \( j_1 = \cdots = j_{k-1} = 0 \) and \( j_n \geq p^m \).

Consequently, the kernel of the \( r \)-th term of the last surjection is generated by the relations of type \( (s, k) \) such that \( s \neq k \) or that \( s = k \) and \( j_n < p^m \).

In fact, we can explicitly describe the structure of the modules \( \overline{M}^r \).

**Lemma 7.2.** For each natural number \( r \), the \( \mathcal{O}_X \)-module \( \overline{M}^r \) is free. The sections \( \delta(I; J_1, \ldots, J_r) \) form a basis of \( \overline{M}^r \) when \( I \) runs through \( \mathbb{N}^n \) and \( J_1, \ldots, J_r \) run through \( \mathcal{I}^{(m)}_n \) so that \( j_{s(1, \ldots, J_r), n} < p^m \) or \( s(1, \ldots, J_r) = r \).

In particular, there exists a unique morphism of \( \mathcal{O}_X \)-modules \( h^r : \overline{M}^r \rightarrow L\mathcal{O}_{X/S}^{(m), r-1} \) which satisfies the same conditions as in Proposition 7.1.

**Proof.** By definition, the kernel of the natural surjection \( M^r \rightarrow \overline{M}^r \) is generated by
\[ (7.1) \sum_{A+B+C=I \atop B.C \neq J} \Gamma_{A,B,C} \delta(I; J_1, \ldots, J_{k-1}, \hat{A} + B, A + C, J_{k+2}, \ldots, J_r), \]
where \( J_1, \ldots, J_{k-1} \in \mathcal{I}^{(m)}_n \), \( I, J \in \mathbb{N}^n \) and \( J_{k+2}, \ldots, J_r \in \mathcal{I}^{(m)}_n \) such that \( p^m < |J| \leq 2p^m \) and \( j_n \geq p^m \). Let \( N^r \) denote the submodule of \( M^r \) generated by the sections stated in the lemma, and \( \overline{N}^r \) its image in \( \overline{M}^r \). Then, the section \( (7.1) \) is congruent modulo \( N^r \) to
\[ \sum_{a+b+c=J_{k-1} \atop a+b=p^m, b.c \neq J_{k-1}} \Gamma_{a,b,c} \delta(I; J_1, \ldots, J_{k-1}, (a+b)1_n, \hat{J} + (a+c)1_n, J_{k+2}, \ldots, J_r) \]
\[ = \sum_{a=0}^{2p^m-j_n} \Gamma_{a,p^m-a_j-n-p^m} \delta(I; J_1, \ldots, J_{k-1}, p^m1_n, \hat{J} + (a+j_n-p^m)1_n, J_{k+2}, \ldots, J_r), \]
because, for each term of \( (7.1) \), \( \hat{A} + \hat{B} \) must be zero if the \( n \)-th component of \( A + B \) equals \( p^m \). Now, let \( I \in \mathbb{N}^n \) and \( J_1, \ldots, J_r \in \mathcal{I}^{(m)}_n \) such that \( j_{s(1, \ldots, J_r), n} = p^m \) and that \( s(J_1, \ldots, J_r) < r \), we see that the section \( \delta(I; J_1, \ldots, J_r) \) belongs to \( \overline{N}^r \) by descending induction on \( j_{s(1, \ldots, J_r), n} \). This shows that \( \overline{N}^r = \overline{M}^r \).

In fact, different relations \( (7.1) \) are used to express different \( \delta(I; J_1, \ldots, J_r) \)'s as a linear combination of the generators of \( \overline{N}^r \). Therefore, these generators form a basis of \( \overline{N}^r \).

The latter half follows directly from the first half. \( \square \)
LEMMA 7.3.— Assume that $r \geq 2$, and let $h^r : \tilde{M}^r \to L_{X/S}^{(m), r-1}$ be the $\Theta_X$-linear morphism defined in Lemma 7.2. Then, for all $s < r$ and $I \in \mathbb{N}^a, J_{s-1}, J_{s+1}, \ldots, J_r \in \mathcal{J}_n^{(m)}$ with $j_{1,n} = \cdots = j_{s-1,n} = 0$, we have the equation
\[
h^r(\delta(I; J_1, \ldots, J_{s-1}, p^m 1_n, J_{s+1}, \ldots, J_r)) = -h^r(\delta(I; J_1, \ldots, J_{s-1}, J_{s+1}, p^m 1_n, J_{s+2}, \ldots, J_r)).
\]

Proof. The morphism $h^r$ sends a relation (5.2) of type $(k, k)$ to
\[
h^r(\delta(I; J_1, \ldots, J_{k-1}, \hat{j}, j_n, 1_n, J_{k+2}, \ldots, J_r))
\]
(7.2) \[+ \sum_{\substack{a+b+c=j_n \not\equiv j_u \mod n \geq j_0}} \Gamma_{a,b,c} h^r(\delta(I; J_1, \ldots, J_{k-1}, (a+b) 1_n, \hat{j}+(a+c) 1_n, J_{k+2}, \ldots, J_r))\]
if $j_n \geq p^m$ (if $\hat{j} = 0$, we interpret the first term to be zero). Under the notation in the statement of the lemma, we put $k = s$ and
\[J = J_{s+1} + p^m 1_n = J_{s+1} + (j_{s+1,n} + p^m) 1_n,\]
We prove that the lemma follows from the vanishing of (7.2) for this $k$ and $J$.

First, assume that $j_{s+1,n} > 0$. Then, the first term of (7.2) (for $k$ and $J$ above) equals zero. In the second term, $\Gamma_{a,b,c}$ is zero unless $(a, b, c) = (p^m, j_n - p^m, 0), (0, j_n - p^m, p^m)$ or $b \geq p^m$ by Lemma 4.4. Since $\delta(I; J_1, \ldots, (a+b) 1_n, \ldots, J_r)$ is equal to zero if $a + b > p^m$, we conclude that the summand is zero unless $(a, b, c) = (0, p^m, j_n - p^m)$ or $(0, j_n - p^m, p^m)$. Hence, the section (7.2) is equal to
\[h^r(\delta(I; J_1, \ldots, J_{k-1}, p^m 1_n, \hat{j}+(j_n - p^m) 1_n, J_{k+2}, \ldots, J_r))
\]
\[+ h^r(\delta(I; J_1, \ldots, J_{k-1}, (j_n-p^m) 1_n, \hat{j}+p^m 1_n, J_{k+2}, \ldots, J_r)).\]

If $\hat{j} = 0$, the vanishing of this section shows the lemma. Next, if $\hat{j} \neq 0$, the second term vanishes, hence the vanishing of this section this lemma.

Second, assume that $j_{s+1,n} = 0$. In this case, $\hat{j}$ is necessarily non-zero. In each summand of the second term of (7.2), the coefficient $\Gamma_{a,b,c}$ vanishes unless $(a, b, c) = (0, p^m, 0), (p^m, 0, 0)$ in virtue of Lemma 4.4 (note that $a + b > 0$). If $(a, b, c) = (p^m, 0, 0)$, the section $\delta(I; J_1, \ldots, \hat{j}+(a+c) 1_n, \ldots, J_r)$ equals zero, therefore we conclude that the vanishing of (7.2) shows the lemma.

This completes the proof of the lemma. \[\square\]

COROLLARY 7.4.— Let $I \in \mathbb{N}^a$ and $J_{s}, J_{s+1}, \ldots, J_r \in \mathcal{J}_n^{(m)}$, and let $s' \leq s := s(J_1, \ldots, J_r)$. Then, the morphisms $h^r : \tilde{M}^r \to L_{X/S}^{(m), r-1}$ defined in Lemma 7.2 satisfy
\[h^r(\delta(I; J_1, \ldots, J_s)) = (-1)^{s'-1} \delta(\hat{j}^r I; J_{s-1}, \ldots, J_{s+r-1}) \otimes h^r(-)^{s'+1} [\delta(1_{n}; J_{s'}, \ldots, J_r)].\]

Proof. This is a direct consequence of the condition (ii) of Proposition 7.1 and of Lemma 7.3. \[\square\]

Now, in order to prove Proposition 7.1, we have to show that the morphism $h^r : \tilde{M}^r \to L_{X/S}^{(m), r-1}$ factors through $L_{X/S}^{(m), r}$.

Let us first prove it in the case $r = 2$. \[\square\]
LEMMA 7.5.— The $\mathcal{O}_X$-linear morphism $h^2: \overline{M}^2 \to L\mathcal{O}_X^{(m),1}$ constructed in Lemma 7.2 factors through $L\mathcal{O}_X^{(m),2}$.

Proof. We have to show that the section
$$h^2(\delta(I; A + B, A + C))$$
is zero when $p^m < |I| \leq 2p^m$ and $0 < j_n < p^m$. In case $j_n = 0$, this is obvious by the definition of $h^2$, therefore let us assume that $0 < j_n < p^m$. Moreover, we may assume that $p^m | j_n$ because otherwise each term is zero by the first condition of Proposition 7.1 (i).

Then, the section above is equal to
$$h^2(\delta(I; j_n 1_n)) + \sum_{a+b+c=j_n, c \neq j_n} \Gamma_{a,b,c} h^2(\delta(I; (a+b)1_n, j+(a+c)1_n)).$$

The first term is equal to
$$-\delta(I; J) \otimes \eta_n^{(i_n+j_n)} = -\hat{\eta}^{(i_n+j_n)}(\log \hat{\eta})\hat{\eta}^{(i_n+j_n)}(\log \hat{\eta})$$
$$= -\sum_{a+b+c=j_n} \Gamma_{a,b,c} \eta_n^{(i_n+j_n+a+b)}(\log \hat{\eta})\eta_n^{(i_n+j_n+a+c)}(\log \hat{\eta})\eta_n^{(i_n+j_n)}(\log \hat{\eta})\eta_n^{(i_n+j_n+a+c)}.$$

In this sum, only the terms for $a \geq i_n$ and $c \neq j_n$ appear in virtue of Lemma 4.4 and of the fact that $(\log \hat{\eta})^a(\log \hat{\eta})^{a+c} = 0$ if $a+c \geq j_n$. In turn, the second term is
$$\sum_{a+b+c=j_n, c \neq j_n} \Gamma_{a,b,c} \eta_n^{(i_n+j_n+a+b)}(\log \hat{\eta})\eta_n^{(i_n+j_n+a+c)}(\log \hat{\eta})\eta_n^{(i_n+j_n)}(\log \hat{\eta})\eta_n^{(i_n+j_n+a+c)}.$$

Therefore, by Lemma 4.4 the sum of these two terms is reduced to zero. \hfill $\Box$

Now, let us finish the proof of Proposition 7.1.

We have to prove that the morphism $h^r: \overline{M} \to L\mathcal{O}_X^{(m),r-1}$ sends all relations of type $(s, k)$ to zero.

If $s > k$, this is obvious by Corollary 7.4. If $s = k$, we may assume that $0 < j_n < p^m$ by the definition of $\overline{M}$. In this case, the image by $h^r$ of $\delta(I; j_1, \ldots, j_{k-1}, A + B, A + C, J_{k+2}, \ldots, J_r)$ is by definition the following section:
$$(-1)^{k-1} \delta(I; j_1, \ldots, j_{k-1}) \otimes h^2(\delta(i_n 1_n; A + B, A + C)) \delta(j_{k+2}, \ldots, J_r).$$
Therefore the proof is reduced to the case $r = 2$, which is done in Lemma 7.5. Even when $s < k$, this equation is directly proved by using the definition if $0 < j_n < p^m$.

Therefore, we may assume that $s < k$ and $J_s = p^m 1_n$. Moreover, Corollary 7.4 allows us to assume that $s = k - 1$. Indeed, when $s < k - 1$, consider the section
$$h^r(\delta(I; j_1, \ldots, j_{k-1}) \otimes \eta_n^{(i_n+j_n)}(\log \hat{\eta})\eta_n^{(i_n+j_n)}(\log \hat{\eta})\eta_n^{(i_n+j_n)},$$
where $j_s = p^m 1_n$ (this is the image by $h^r$ of the relation of type $(s, k)$). If $J_{s+1} = p^m 1_n$, this is equal to zero because
$$(\log t_n)^p \otimes (\log t_n)^p = \left(\frac{p^m}{p^m}\right)^{-1} d\eta_n^{(2p^m)} = 0.$$
By Lemma 7.3 if $f_{s+1,n} = 0$, then this equals a relation of type $(s+1,k)$, and if $0 < f_{s+1,n} < p^m$, then by Lemma 7.3 this equals a relation which we have already treated (that is, a relation of type $(s,k)$ such that the $n$-th component of $s$-th multi-index is less than $p^m$). By repeating this argument, the proof is reduced to the case when $p | n$. Again allows us to assume that $s = k - 1$. Now, Corollary 7.4 again allows us to assume that $s = k - 1 = 2$.

We need to show that

$$h \delta \{ (I; p^m 1_n) \circ d((d \log t)^f) \circ \delta(0; J_3, \ldots, J_r) \} = 0$$

when $p^m < |J| \leq 2p^m$. Put $K := J + p^m 1_n$ and notice that

$$\sum_{A+B+C \geq K \atop B,C \neq K} \Gamma_{A,B,C} \left( \frac{(d \log t)^{A+B}}{(d \log t)^{A+C}} - \sum_{A+B+C \geq K \atop B,C \neq K} \Gamma_{A,B,C} (d \log t)^{A+B} \circ d((d \log t)^{A+C}) \right)$$

is equal to zero because this is nothing other than $(d \circ d)((d \log t)^{|K|})$.

Now, the section

$$\sum_{A+B+C \geq K \atop B,C \neq K} \Gamma_{A,B,C} h \delta \{ (I; A+B) \circ d((d \log t)^{A+C}) \circ \delta(0; J_3, \ldots, J_r) \}$$

is reduced to zero. In fact, each term is obviously zero when $|A+C| > p^m$. If it is not the case, then $|A+B| > p^m$, and the term is zero because this is the image of a relation of type $(s,1)$ with $s \geq 1$. Therefore, combining it with the previous notice, we see that

$$\sum_{A+B+C \geq K \atop B,C \neq K} \Gamma_{A,B,C} h \delta \{ (I; A+B) \circ d((d \log t)^{A+C}) \circ \delta(0; J_3, \ldots, J_r) \} = 0.$$  

The left hand side is the sum of the two sections

$$\sum_{A+B+C \geq K \atop C \neq K} \Gamma_{A,B,C} h \delta \{ (I; A+B) \circ d((d \log t)^{A+C} (d \log t_{a+n+p^m})) \circ \delta(0; J_3, \ldots, J_r) \}$$

and

$$\sum_{a+b+c = j_n+p^m \atop c \neq j_n+p^m} \Gamma_{a,b,c} h \delta \{ (I; (a+b)1_n) \circ d((d \log t)^{j_n+p^m} (d \log t_{a+n+p^m})) \circ \delta(0; J_3, \ldots, J_r) \},$$

because the other terms vanish by the definition of $h \delta$.

Now, each term of the first section is zero because this is the image of a relation of type $(2,2)$; therefore the second section is itself equal to zero. Also, all terms of the second section reduce to zero except ones for $a+b = p^m$. In fact, if $a+b < p^m$, then since $\bar{K} + (a+c)1_n > |J|$, the term vanishes by the known case. Therefore we see that

$$\sum_{a+b+c = j_n+p^m \atop c \neq j_n+p^m} \Gamma_{a,b,c} h \delta \{ (I; (a+b)1_n) \circ d((d \log t)^{j_n+p^m} (d \log t_{a+n+p^m})) \circ \delta(0; J_3, \ldots, J_r) \},$$

is equal to zero. In this sum, only the terms for $d \leq 2p^m$ appear. Therefore, if $j_n = 2p^m$, this is just what we want. General case follows by descending induction on $j_n$.

This completes the proof of Proposition 7.1. \qed
8. Proof of Proposition 6.2

Now, let us prove that the family of morphisms \( \{ h^r \}_r \) defined in the previous section indeed satisfies the condition in Proposition 6.2, namely, that it is a homotopy connecting \( \hat{1}_{\Omega^m_{X/S}} \) and \( \pi_n \). We first prove it in some special cases.

**Lemma 8.1.** The morphism \( h^1 \) satisfies the following equation:

\[
(h^1 \circ d^0) (\eta^{[n]}) = \begin{cases} 
\eta^{[n]} & \text{if } i_n > 0, \\
0 & \text{if } i_n = 0.
\end{cases}
\]

**Proof.** By definition, we have

\[
(h^1 \circ d^0) (\eta^{[n]}) = \sum_{A+B+C = I \atop B \neq I} \Gamma_{A,B,C} h^1 \{ \delta(A+B; A+C) \}
\]

\[
= \sum_{a+b+c = i_n \atop b \neq i_n} \Gamma_{a,b,c} h^1 \{ \eta^{[n]} \delta_n(a+b; a+c) \}
\]

\[
= \sum_{a+b+c = i_n \atop b \neq i_n} \Gamma_{a,b,c} \eta^{[n]} h^1 \{ \delta_n(a+b; a+c) \}.
\]

Therefore, it suffices to prove the proposition for \( n = 1 \).

Since \( d^0(1) = 0 \) is obvious, it is sufficient to prove that

\[
(8.1) \quad \sum_{a+b+c = p^m q + r \atop b \neq p^m q + r} \Gamma_{a,b,c} h^1 \{ \delta(a+b; a+c) \} = \eta^{[p^m q + r]}
\]

for all natural number \( q \) and \( 0 < r \leq p^m \). The proof is divided into three cases.

**Case 1:** \( 0 < r < p^m \).

The summand is zero unless \( a+b = p^m q \) and \( c = r \) because in that case \( h^1(\delta(a+b; a+c)) \) is zero. If \( c = r \), Lemma 4.3 shows that

\[
\Gamma_{a,b,c} = \left( \frac{p^m q + r}{r} \right) \left( \frac{p^m q}{a} \right) = \left( \frac{p^m q}{a} \right).
\]

Consequently, the only remaining term is the term for \( (a,b,c) = (0, p^m q, r) \), which equals \( h^1(\delta(p^m q; r)) = \eta^{[p^m q + r]} \).

**Case 2:** \( r = p^m \) and \( q + 1 \) is divisible by \( p \).

In this case, by Lemma 4.4 each term vanishes unless \( (a,b,c) = (0, p^m q, p^m) \) or \( (p^m, p^m q, 0) \). In the latter case, \( \Gamma_{a,b,c} = q + 1 = 0 \) by assumption, hence the only remaining term is that for \( (a,b,c) = (0, p^m q, p^m) \), which equals \( h^1(\delta(p^m q; p^m)) = \eta^{[p^m q + p^m]} \) because \( \sigma(q) = q + 1 \).

**Case 3:** \( r = p^m \) and \( q + 1 \) is not divisible by \( p \).

In this case, we have two remaining terms as in Case 2, that is, the terms for \( (a,b,c) = (0, p^m q, p^m) \) and \( (p^m, p^m q, 0) \). Since \( \sigma(q) = \sigma(q+1) \) holds, the left hand side of (8.1) is

\[
\sum_{u=q+1}^{\sigma(q)-1} (-1)^{u-q} \left( \frac{u!}{q!} - \frac{u!}{(q+1)!} \right) \eta^{[p^m (u+1)]} = \eta^{[p^m q + p^m]}.
\]
This shows the equation (8.1).

**Lemma 8.2.**— Assume that \( n = 1 \). Then, the equation
\[
(h^2 \circ d^1 + d^0 \circ h^1)(\delta(i; k)) = \delta(i; k)
\]
holds for all \( i \in \mathbb{N} \) and \( 0 < k \leq p^m \).

**Proof.** Let us write \( i = p^m q + r \) with \( 0 \leq r < p^m \). The proof is divided into several cases depending on \( q, r \) and \( k \).

**Case 1:** \( 0 < r < p^m \) \((q, k) \) are arbitrary.

\( h^1(\delta(i; k)) = 0 \) by the first half of (i) of Proposition 7.1. In turn, \( (h^2 \circ d^1)(\delta(i; k)) \) is equal to
\[
h^2(\eta^{(i)}(d \log t)^k) + h^2(\eta^{(i)} d^1((d \log t)^k))
\]
and the second term vanishes by the same reason. Now, as in the calculation in Case 1 of the proof of Lemma 8.1 we can show that the first term equals
\[
h^2(\delta(p^m q; r, k)) = \delta(p^m q + r; k).
\]

**Case 2:** \( r = 0, q = 0 \) and \( 0 < k < p^m \).
In this case,
\[
(h^2 \circ d^1)(\delta(0; k)) = -\sum_{a+b+c=k \atop b,c \neq k} \frac{k!}{a!b!c!} h^2(\delta(0; a+b,a+c)) \\
= -\sum_{a+b+c=k \atop b,c \neq k} \frac{k!}{a!b!c!} \delta(a+b,a+c)
\]
and
\[
(d^0 \circ h^1)(\delta(0; k)) = d^0(\eta^{(k)}) = \sum_{a+b+c=k \atop b \neq k} \frac{k!}{a!b!c!} \delta(a+b,a+c).
\]
This shows the equation.

**Case 3:** \( r = 0, q \geq 1 \) and \( 0 < k < p^m \).
In this case,
\[
(d^0 \circ h^1)(\delta(p^m q; k)) = d^0(\eta^{(p^m q + k)}) = \sum_{a+b+c=p^m q+k \atop b \neq p^m q+k} \Gamma_{a,b,c} \delta(a+b,a+c),
\]
which is by Lemma 4.4 equal to
\[
\sum_{a+b+c=k \atop b \neq k} \Gamma_{a,b,c} \delta(p^m q + a+b; a+c) + q \delta(p^m q; p^m) + \delta(p^m(q-1); p^m).
\]
Next, we have
\[
(h^2 \circ d^1)(\delta(p^m q; k)) = \sum_{a+b+c=p^m q \atop b \neq p^m q} \Gamma_{a,b,c} h^2(\delta(a+b,a+c,k)) \\
- \sum_{a+b+c=k \atop b,c \neq k} \Gamma_{a,b,c} h^2(\delta(p^m q; a+b,a+c)).
\]
The second term is equal to

\[ - \sum_{a+b+c=k \atop b,c \neq k} \Gamma_{a,b,c} \eta^{h^m q + a + k} (d \log t)^{a+c}. \]

The first term is, again by Lemma 4.4, equal to

\[ q h^2 \delta(p^m q; p^m, k) + h^2 \delta(p^m (q-1); p^m, k) \]

\[ = - q \delta(p^m q + k; p^m) - \delta(p^m (q-1) + k; p^m). \]

This shows the assertion.

**Case 4: r = 0, q \geq 1 and k = p^m.**

First, we show that \( d^1(\delta(p^m q; p^m)) \) is equal to zero. In fact, this is equal to

\[ d^1(\delta(p^m q; p^m)) = d^0(\eta^{p^m q}) \otimes (d \log t)^{p^m} + \eta^{p^m q} d^1((d \log t)^{p^m}), \]

and we show that these two terms are zero themselves. The first term is

\[ - \sum_{a+b+c=p^m q \atop b \neq p^m q} \Gamma_{a,b,c} \delta(a + b; a + c, p^m). \]

Here, \( \Gamma_{a,b,c} \) vanishes unless \((a, b, c) = (p^m, p^m q - p^m, 0) \) or \((0, p^m q - p^m, p^m) \) by Lemma 4.4, but in both cases, \( \delta(a + b; a + c, p^m) \) is equal to zero by (7.3). The second term is

\[ - \sum_{a+b+c=p^m q \atop b,c \neq p^m} \Gamma_{a,b,c} \delta(p^m q; a + b, a + c). \]

The coefficient \( \Gamma_{a,b,c} \) vanishes unless \( (a, b, c) = (p^m, 0, 0) \), but then \( \delta(p^m q; a + b, a + c) \) vanishes again by (7.3). This shows the assertion stated above.

In turn, \((d^0 \circ h^1)(\delta(p^m q; p^m))\) equals

\[ \sum_{u=q}^{\sigma(q)-1} (-1)^{u-q} \frac{\text{tt}!}{q!} d^0(\eta^{p^m (u+1)}) \]

\[ = \sum_{u=q}^{\sigma(q)-1} (-1)^{u-q} \frac{\text{tt}!}{q!} \left\{ \delta(p^m u; p^m) + (u+1) \delta(p^m (u+1); p^m) \right\} \]

\[ = \delta(p^m q; p^m). \]

This completes the proof of the lemma.

**LEMMA 8.3.—** The following equation holds for an arbitrary \( n \):

\[ (h^2 \circ d^1 + d^0 \circ h^1) \left( \eta^{|i|}_n (d \log t)^j \right) = \begin{cases} 0 & \text{if } i = j_n = 0, \\ \eta^{|i|}_n (d \log t)^j & \text{otherwise}. \end{cases} \]

**Proof.** If \( j = 0 \), then this is the same as Lemma 8.2 thus we assume that \( j \neq 0 \). Then, since \( h^1(\eta^{|i|}_n (d \log t)^j) = 0 \), we calculate the section

\[ (8.2) \quad (h^2 \circ d^1)(\eta^{|i|}_n (d \log t)^j). \]
First, we assume that \( j_n \neq 0 \). Then, the section (8.2) equals
\[
-\delta^2(i1_n; j_n 1_n) - \sum_{a+b+c=j_n} \Gamma_{a,b,c} \delta^2(i1_n; (a+b)1_n, j + (a+c)1_n)
\]
\[+ \sum_{u+i+w=i, \forall \neq i} \Gamma_{u,v, w} \delta^2((u+v)1_n; (u+w)1_n, j_n).
\]
This is equal to
\[
(d\log \hat{t})^j h^1(\delta_n(i; j_n)) - \sum_{a+b+c=j_n} \Gamma_{a,b,c} \delta^2(i; a+b,a+c) (d\log \hat{t})^j
\]
\[
- h^1(\delta_n(i; j_n)) (d\log \hat{t})^j + \sum_{u+i+w=i, \forall \neq i} \Gamma_{u,v, w} \delta^2(i; u+v; u+w, j_n) (d\log \hat{t})^j.
\]
Now,
\[
(h^2 \circ d^1)(\delta_n(i; j_n)) (d\log \hat{t})^j
\]
is equal to the sum of the second and the fourth term by a direct calculation, and
\[
(d^0 \circ h^1)(\delta_n(i; j_n)) (d\log \hat{t})^j
\]
is equal to that of the first and the third term by (5.1). Therefore, Lemma 8.2 shows that

The sum equals
\[
\delta_n(i; j_n)(d\log \hat{t})^j = \eta_n^{(i)} (d\log t)^j.
\]
Next, let us assume that \( j_n = 0 \). In this case, (8.2) equals
\[
\sum_{a+b+c=i, b \neq i} \Gamma_{a,b,c} \delta^2(i; a+b;a+c) \otimes (d\log \hat{t})^j - \sum_{A+B+C=j, B,C \neq j} \Gamma_{A,B,C} \delta^2 \eta_n^{(i)} (d(0; A+B, A+C)),
\]
and the second term is zero. Therefore this is equal to
\[
(h^1 \circ d^0)(\eta_n^{(i)}) \otimes (d\log t)^j,
\]
which shows the proposition with the aid of Lemma 8.1. \( \square \)

Now, we are ready to prove Proposition 6.2. In order to reduce the proof to Lemma 8.3, we use the following lemma.

**Lemma 8.4.** Let \( J, J_2, \ldots, J_r \in \mathbb{Z}_n^{m} \), let \( i \in \mathbb{N} \), and assume that \( 0 < j_n < p^m \). Then, the following equation holds:
\[
h^{r+1} \left(d^1(\eta_n^{(i)} (d\log t)^j) \otimes \Delta\right) = (h^2 \circ d^1)(\eta_n^{(i)} (d\log t)^j) \otimes \Delta,
\]
where \( \Delta := \delta(0; J_2, \ldots, J_r) \).

**Proof.** We use the equation
\[
d^1(\eta_n^{(i)} (d\log t)^j) = d^0(\eta_n^{(i)}) \otimes (d\log t)^j + \eta_n^{(i)} d^3 ((d\log t)^j).
\]
First, we prove that
\[
(8.3) \quad h^{r+1} \left(d^0(\eta_n^{(i)}) \otimes (d\log t)^j \otimes \Delta\right) = h^2 \left(d^0(\eta_n^{(i)}) \otimes (d\log t)^j \otimes \Delta\right).
\]
We know that
\[ d^0 \left( \eta^i \right) \otimes (d \log t)^j = \sum_{a+b+c=1} \Gamma_{a,b,c} \eta^{a+b} \delta_t (d \log t)^j \otimes (d \log t)^j, \]
and the similar equation as (6.3) holds for each term (if \( a + c = p^m \), then we have to use Lemma 7.3). Therefore (8.3) is true.

Next, we prove that
\[ h^{i+1} \left( \eta^i \right) \otimes (d \log t)^j = h^2 \left( \eta^i \right) \otimes (d \log t)^j. \]

Here, the left-hand side is equal to
\[ -h^{i+1} \left( \delta (i; j_n) \otimes \Delta \right) \sum_{a+b+c=1} \eta^{a+b} \delta_t (d \log t)^j \otimes (d \log t)^j. \]

Then similarly this shows the equation (8.4).

The two equations (8.3) and (8.4) show the lemma. \( \square \)

Let us finish the proof of Proposition 6.2. Put \( \Delta = \delta (i_1; j_1, \ldots, j_k), H := \delta (i_1; j_1, \ldots, j_k) \) and \( \Delta' := \delta (0; j_1, \ldots, j_k) \), where \( i \in \mathbb{N}^n, j_1, \ldots, j_k \in \mathbb{N}^m \) and \( j_1, \ldots, j_k, \in \mathbb{N}^{(m)} \). Assume that \( k = r \) or that \( 0 < j_n < p^m \).

Then, such sections \( \Delta \otimes H \otimes \Delta' \) generate \( \hat{L} \Omega^r_{X/S} \) by Lemma 7.2 and 5.1, therefore let us compute the image of these through \( h^{r+1} \circ d^r + d^{r-1} \circ h^r \).

Now, \( h^{r+1} \circ d^r \) \( \Delta \otimes H \otimes \Delta' \) is equal to the section
\[ h^{r+1} \left( \Delta \otimes H \otimes \Delta' \right) + (d^r \circ (h^0 \otimes h^1 \otimes H) \otimes H) + (d^r \circ (H \otimes H) \otimes H) + (d^r \circ (H \otimes H) \otimes H). \]

By Lemma 8.4 the second term is equal to \( \Delta \otimes (h^2 \circ d^1 \otimes H) \otimes H \). In turn, \( (d^r \circ h^r)(\Delta \otimes H \otimes \Delta') = (d^r \circ h^r)(\Delta \otimes H \otimes \Delta'). \)

Then, this is
\[ (d^r \circ h^r)(\Delta \otimes H \otimes \Delta') = (d^r \circ h^r)(\Delta \otimes H \otimes \Delta') \]

By adding two sections, we see that
\[ (h^{r+1} \circ d^r + d^{r-1} \circ h^r)(\Delta \otimes H \otimes H) \otimes H = (d^r \circ h^r)(\Delta \otimes H \otimes H) \otimes H. \]

This equation, Lemma 6.3 and Lemma 6.4 deduce the proposition. \( \square \)

9. Application to Cohomology.

Let \( (S, a, b, \gamma) \) be a fine log. \( m \)-PD scheme and \( X \) a fine log. scheme over \( S \) such that the underlying scheme \( X \) is flat over \( S \).

Theorem 6.1 gives the log. exact Poincaré lemma.

\textbf{Theorem 9.1.} — Assume that \( X \) is log. smooth over \( S \) and that \( p \hat{O}^{(m)}_X = 0 \). Let \( M \) be a flat \( \hat{O}^{(m)}_{X/S} \) module. Then, the complex \( M \otimes \hat{L}^{(m)}_{X/S} \) is a resolution of \( M \).
Proof. Because of Proposition 3.1 (i) and Lemma 3.2, the complex \( I^{(m)}(\Omega_X^{(m),*}) \) of \( \mathcal{O}_{X/S} \) modules gives \( I^{(m)}(\Omega_X^{(m),*}) \). Combining with the natural \( \mathcal{O}_{X/S} \)-linear map \( \mathcal{O}_{X/S}^{(m)} \rightarrow I^{(m)}(\Omega_X^{(m),0}) \), we get a morphism \( M \rightarrow M \otimes I^{(m)}(\Omega_X^{(m),*}) \).

In order to prove that this is an isomorphism, it suffices to argue on each fundamental log. \( m \)-PD thickening \( (U, T, J, \delta) \), and the assertion is local on \( T_{\delta} \). We may therefore, by Lemma 1.3 assume that there exists an \( S \)-morphism \( h: T \rightarrow X \) compatible with \( i: U \rightarrow T \) and that the underlying morphism of \( h \) is flat. On such a \( T \), this morphism is of the form \( M_T \rightarrow M_T \otimes_{\mathcal{O}_T} h^*(\Omega_X^{(m),*}) \), and it is obtained from the natural morphism \( \mathcal{O}_X \rightarrow \Omega_X^{(m),*} \) by pull-back along \( h \) and by taking tensor with \( M_T \). The morphism \( \mathcal{O}_X \rightarrow \Omega_X^{(m),*} \) is an quasi-isomorphism by Theorem 6.1. The flatness of the underlying morphism of \( h \) and that of \( M_T \) shows the assertion.

\[ \square \]

**Corollary 9.2.** — Assume that \( X \) is log. smooth over \( S \) and that \( p \mathcal{O}_X = 0 \). Let \( E \) be a flat log. \( m \)-crystal in \( \mathcal{O}_{X/S}^{(m)} \)-modules. Then, there exists an isomorphism in the derived category
\[ \mathbb{R} \mathcal{U}^{(m)}_{X/S}(E) \rightarrow E_X \otimes \Omega_X^{(m),*} \cdot \]

**Proof.** This follows from Theorem 9.1 by a standard argument.

\[ \square \]

**Theorem 9.3.** — Let \( (a_0, b_0, \gamma_0) \) be a quasi-coherent \( m \)-PD sub-ideal of \( a \), and \( S_0 \) the exact closed subscheme of \( S \) defined by \( a_0 \). We assume that there exists a fine log. smooth scheme \( Y \) over \( S \) such that the underlying scheme \( Y \) is proper and flat over \( S \) and that \( X = Y \times_S S_0 \). Moreover, we assume that \( p \mathcal{O}_Y = 0 \) and that \( S_0 \) is noetherian. Let \( f: X \rightarrow S \) denote the structure morphism. Then, for each natural number \( i \) and each flat \( \mathcal{O}_{X/S}^{(m)} \)-module \( E \) of finite presentation, the \( \mathcal{O}_S \)-module \( E \) is finitely generated.

**Proof.** Since the question is local, the quasi-coherence of \( E \) and the cohomology long exact sequence allows us to assume that \( E \) is free. Moreover, by using Proposition 2.4 we may assume that \( S = S_0 \). Then, the assertion follows from Corollary 9.2 as in the classical case.

\[ \square \]
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