Abstract

Grid-interactive building control is a challenging and important problem for reducing carbon emissions, increasing energy efficiency, and supporting the electric power grid. Currently researchers and practitioners are confronted with a choice of control strategies ranging from model-free (purely data-driven) to model-based (directly incorporating physical knowledge) to hybrid methods that combine data and models. In this work, we identify state-of-the-art methods that span this methodological spectrum and evaluate their performance for multi-zone building HVAC control in the context of three demand response programs. We demonstrate, in this context, that hybrid methods offer many benefits over both purely model-free and model-based methods as long as certain requirements are met. In particular, hybrid controllers are relatively sample efficient, fast online, and high accuracy so long as the test case falls within the distribution of training data. Like all data-driven methods, hybrid controllers are still subject to generalization errors when applied to out-of-sample scenarios. Key takeaways for control strategies are summarized and the developed software framework is open-sourced.

Keywords: Grid-interactive building, demand response, differentiable optimization layers, differentiable programming, hybrid control, reinforcement learning, model predictive control, differentiable predictive control

1. Introduction

The increasingly frequent occurrence of extreme weather events and their severe social and economic consequences make climate change one of the most pressing problems currently faced by human society [1]. To address this, many countries have proposed quantitative targets to reverse the outcome caused by human-induced climate change and guide the transition to a decarbonized society. For example, the U.S. government aims to decarbonize the power sector by 2035 and reach net zero emissions by 2050 [2]. Similarly, China’s “30-60” plan targets to hit “carbon peak” and “carbon neutral” by 2030 and 2060, respectively [3]. A key part of reaching these goals will be reducing building energy consumption, which in the U.S., for example, accounts for 70% of national electricity use [4] and 30% of national carbon emissions [5]. An effective set of tools to reduce building energy consumption are technologies for grid-interactive efficient buildings (GEBs.) According to [6], adopting these technologies across the U.S. would reduce power sector emissions by 6% by 2030 and save $100-200 billion by 2040. To achieve these reductions, it is urgent and necessary to develop technologies that enable buildings to be grid-interective, such as through demand response (DR) programs.

One successful method for building-grid interaction through DR is model predictive control (MPC). MPC has been widely studied for optimizing building-side control objectives [7, 8]; see [9] for a comprehensive review. Many recent works add grid service objectives to the MPC formulation to deliver control that balances the trade-offs between thermal comfort, energy cost, and DR requirements. For example, Tang et al. [10] propose leveraging thermal energy storage in buildings to provide fast DR while maintaining indoor comfort and Hu et al. [11] design a mixed integer linear programming-based MPC controller to make building floor heating systems grid responsive. However, as pointed out by [9], while MPC controllers have been researched for more than a decade, they have not yet been widely adopted in buildings owing to challenges in creating accurate yet simple predictive models and solving potentially compute-intensive optimization problems during online control.

To circumvent the difficulties with MPC, researchers have tried purely data-driven methods, such as model-free reinforcement learning (RL). Building simulators such as EnergyPlus or thermal dynamics models learned from smart thermostat data can be used for RL controller training, as demonstrated in [12, 13, 14, 15]. As RL has less stringent requirements for building models than MPC, it is easier to obtain models for new buildings, although several reviews highlight the need for more research on transfer learning to further improve generalization [16, 17]. RL also has the benefit that online operation only requires a single forward pass through a policy, such as a neural network, which is generally much faster than the online opti-
mization required by MPC. For a more in-depth review on using RL for DR, refer to [18]. The use of model-free RL comes at a price, however: training can require large amounts of data and time, and it can be challenging to enforce safety or physical constraints. The primary approach for the later has been adding soft penalties for constraint violation, which only encourages but doesn’t strictly enforce the constraints. While recent research has attempted to address some of these challenges for building control using transfer learning [19, 20, 21] and safe RL [22], it is still an active area of research.

Recently, hybrids of MPC and model-free RL have shown promise for building control. Intuitively, a model-based method such as MPC embodies physical domain knowledge and thus can guide a data-driven learning process while a learning-based method such as RL can adapt the model to a specific system. Based on this intuition, hybrid control methods should train offline faster than RL, run online faster than MPC, and identify at least as good control actions as either method. Several hybrid methods have been proposed in recent years, notably MPC with a learned terminal cost (RL-MPC) [23, 24], approximate MPC (aMPC) based on imitation learning [25, 26], and differentiable predictive control (DPC) [27] based on differentiable programming [28, 29]. aMPC and DPC use a similar approach and have comparable control performance, but DPC is simpler to implement and has lower training cost [27].

These works include some comparisons of hybrid methods to MPC and/or RL for building control. For single building control, [24] compares RL-MPC to MPC and RL and [27] compares DPC to MPC and RL. For multi-zone building control, [25] compares aMPC to MPC. These studies each compare one hybrid controller to one or two baseline controllers rather than comparing hybrid controllers to each other and they make these comparisons on a limited set of metrics, such as only control performance and/or online evaluation time. Also, they only consider baseline building energy control rather than grid-interactive control. In addition, some of the hybrid methods are applied to building control in a limited capacity: RL-MPC either uses a restrictive form for the terminal cost [23] or uses a computationally expensive sampling method [24] and DPC has only been trained using a linearized building model [27]. Finally, the above comparisons use a mix of building models and learning frameworks, some of which are not released open-source, making it challenging to reproduce, build upon, or compare between these works.

To address the knowledge gaps described above, we present the first paper providing a comprehensive comparison of model-based, learning-based, and hybrid methods for building control. The novel contributions of this study are that we:

1. Compare a full spectrum of state-of-the-art control methods from model-based to model-free and from learning-based to learning-free, as shown in Figure 1.
2. Evaluate control methods on a thorough set of metrics: training performance, control performance, generalizability, and online computational time. Based on our experiments, we summarize the pros and cons of each method and for what test cases a given method is suitable.
3. Include DR programs in the analysis of building controllers and extend these methods to grid-interactive control.
4. Use robust, general forms of hybrid methods to ensure a fair comparison between methods. Unlike previous works, we apply RL-MPC using a general form for the cost function and a computationally efficient training approach and we train DPC on a nonlinear building model.
5. Implement seven control methods, two building models, and three DR programs in a modular, documented, open-source code base [30] (URL: https://github.com/NREL/learning-building-control) to enable future comparisons to and extensions of this work.

The rest of the paper is arranged as follows: Section 2 covers the problem formulation by describing our building model, cost function, DR programs, general building control problem, and measured signals. Section 3 explains the control methods compared in this work. Training methods for the data-driven methods are described in Section 4. Experimental details and results are presented in Section 5 and conclusions in Section 6.

2. Model and Control Problem Formulation

To investigate building control under demand response (DR), we focus on controlling the heating, ventilation and air-
conditioning (HVAC) system during the summer when only cooling is necessary; this work naturally extends to heating. In this section we present the high-level HVAC model and control problem formulation. Details for setting up experiments are presented in Section 5.

2.1. Building Thermal Dynamics

Studying building HVAC control requires a building thermal dynamics model for 1) applying model-based control methods, 2) generating data to train learning-based control methods, and 3) evaluating any control method. We choose the discrete-time model for a z-zone building

$$T(t+1) = AT(t) + B \text{diag}(\bar{m}(t)) \text{I}(1, T^{\text{supply}}(t) - T(t)) + Gw(t),$$

where $t$ is the control step index, $T$ is the indoor temperature, and $\bar{m}(t)$ is the mass flow rate of air to each zone: $\bar{m} = [\bar{m}^1, ..., \bar{m}^z]^\top$, and $T^{\text{supply}}$ is the temperature of the air supplied to all zones. The control action $u \in \mathbb{R}^{z+1}$ consists of $\bar{m}$ and $T^{\text{supply}}$. The exogenous input $w \in \mathbb{R}^{z+1}$ consists of the outdoor temperature and per-zone solar heat gain. The time-invariant system matrices $A \in \mathbb{R}^{2zc}$, $B \in \mathbb{R}^{zc}$, and $G \in \mathbb{R}^{zc(z+1)}$ are identified from a higher fidelity EnergyPlus [31] model, as done in [32]. Frequentely used terms are defined again in the nomenclature table for easy referencing.

The term $\text{diag}(\bar{m}(t)) \text{I}(1, T^{\text{supply}})$ is a product among elements of $u$ so the building model is bilinear and thus nonlinear and non-convex\(^1\). To simplify notation, we subsequently refer to the dynamics as $\mathcal{F}$, where

$$x(t+1) = \mathcal{F}(x(t), u(t), w(t)), \quad (2)$$

and $x(t)$ is the building state, obtained via a linear transformation of $T$.

2.2. Power Consumption and Problem Cost

The HVAC power consumption is the sum of chiller and fan power,

$$P^{\text{total}}(t) = P^{\text{chiller}}(t) + P^{\text{fan}}(t), \quad (3)$$

$$P^{\text{chiller}}(t) = \frac{1}{\text{COP}} \left( T^{\text{out}}(t) - T^{\text{supply}}(t) \right), \quad (4)$$

$$P^{\text{fan}}(t) = k_1 \left( 1^\top \bar{m}(t) \right)^3 + k_2, \quad (5)$$

where COP is the chiller’s coefficient of performance, $T^{\text{out}}$ is the outdoor temperature, and $k_1$ and $k_2$ are known fan parameters.

The cost $c$ of one control step $t$ is the weighted sum of the electricity cost and a penalty for violating the thermal comfort of building residents,

$$c(x(t), u(t), w(t)) = \lambda(t) P^{\text{total}}(t) \tau + \mu \sum_{t=1}^{z} \mathcal{P} \left( T^i(t) \right), \quad (6)$$

where $\lambda$ is the price of electricity discussed in section 2.3 and $\tau$ is the duration of a control step. The penalty uses the band deviation function which, for a range of desired values $[\underline{T}, \bar{T}]$, is

$$\mathcal{P}(x) := \max \left( 0, x - \underline{T} \right) + \max \left( 0, x - \bar{T} \right). \quad (7)$$

The thermal comfort band for our control problem, $[T(t), \bar{T}(t)]$, varies in time. Deviations from the band are penalized at a fixed per-unit price $\mu$.

2.3. Demand Response (DR) Programs

To thoroughly compare controller performance for building control under DR, we consider three common DR programs: time-of-use pricing (TOU), real-time pricing (RTP), and power-constrained (PC). Each program results in a different price for electricity $\lambda(t)$. TOU uses a preset price for each time of day, RTP uses a dynamically-varying price that depends on the hourly wholesale electricity market, and PC uses a constant price but includes an extra term in (6) to penalize consumption above a given power limit during a power-constraint event. Details of each DR program are presented in Section 5.1.1.

2.4. Building Control Problem Formulation

Building control minimizes the cost to keep the zone temperatures within a comfort band over a $N$-step horizon while satisfying the building thermal dynamics $\mathcal{F}$ and constraints on HVAC actuation:

$$\min_{u_0, ..., u_{N-1}} \quad C = \sum_{t=0}^{N-1} c(x_t, u_t, w_t) \quad (8a)$$

s.t. $x_{t+1} = \mathcal{F}(x_t, u_t, w_t)$, \quad (8b)

$x_t \in \mathcal{X}$, $u_t \in \mathcal{U}$, \quad (8c)

$x_0 = x(0)$. \quad (8d)

The initial building state is $x(0)$. In general, we constrain $x$ and $u$ to lie in sets $\mathcal{X}$ and $\mathcal{U}$, respectively. In this work, $x$ is unconstrained, $\mathcal{X} = \mathbb{R}^c$, and each element in $u$ is constrained by upper and lower bounds, making $\mathcal{U}$ a box polyhedron in $\mathbb{R}^{z+1}$.

As the first step for comparing a spectrum of building controllers and to focus on their core capabilities, we assume:

A.1 There is no error in the building model. This translates to using the same model in our controllers and building simulation.

A.2 Forecasts are accurate up to a $K$-step lookahead. This means at $t$ the disturbances $\{w(t), w(t+1), ..., w(t+K-1)\}$ are accurately known. We investigate how the choice of $K$ affects each controller.

Given our baseline comparison, future work can investigate the effect of model and forecast error, such as by integrating [33]. By first comparing the control methods without these errors, we make it possible for future work to isolate to what extent one method outperforms another due to differences in baseline performance, sensitivity to model error, and sensitivity to forecast error.
2.5. Measured signals

All controllers in this study rely on signals from the building and environment. To enable a fair comparison, at step $t$, all controllers use the following signals for decision-making:

- current zone temperature $T(t)$ or system state $x(t)$,
- current time step $t$,
- $K$-step forecasts of disturbances from the current time, $w_k(t) = [w(t), w(t+1), ..., w(t+K-1)]$,
- DR-specific information $A$, as detailed in Section 5.

As will be presented in Section 3, some control methods use these signals directly in an optimization formulation, while others transform them into a feature vector, $s(t) = g(x(t), w_k(t), A(t), t)$. Details of the mapping function $g(\cdot)$ are given in Section 5.1.2.

3. Control Methods

3.1. Open-loop Optimal Control Baseline (OPT)

The control problem (8) can be solved in an open-loop manner with no feedback by solving the problem once at time step $t = 0$ and then applying the resulting control actions to the system — we do so using the numerical solver IPOPT [34]. Since we assume there is no error in the building model and forecasts of exogenous inputs (recall assumptions A.1 and A.2), this approach gives the optimal control actions. As such, we refer to it as the optimal control baseline (OPT) and use it to evaluate other control methods, which are approximations to OPT.

On a real system with modeling and forecast errors, solving the open-loop problem (8) would work poorly, due to accumulation of errors. The subsequent sections present the controllers studied in this paper, which approximate OPT as shown in Figure 2. The approximation methods vary, in particular in their use of the building model and learning.

3.2. Model Predictive Control (MPC)

Where OPT solves the control problem (8) once over the full control horizon, model predictive control (MPC) instead solves an analogous problem at every control step index $t$ over a lookahead horizon $K \leq N$. This updates the optimal control action online to account for any modeling mismatches and respond to updated disturbance forecasts. The MPC problem is

$$\min_{u_0, ..., u_{t-1}} \sum_{k=0}^{t-K-1} c(x_k, u_k, w_k)$$

subject to

$$x_{k+1} = \tilde{F}(x_k, u_k, w_k),$$

$$x_k \in X, u_k \in U,$$

$$x_t = x(t),$$

where $k$ is the lookahead step index and $t$ is the control step index. MPC solves problem (9) once for each value of $t$ from 0 to $N - 1$. The non-convex optimization problem (9) is solved online using IPOPT; once the solution, $[u_0^*, ..., u_{t-K-1}^*]$, is found, the first action is applied to the system $(u(t) = u_0^*)$ Then the new state, $x(t+1)$, is observed and problem (9) is solved again, starting from time $t + 1$.

MPC does not give the same control actions as OPT, because the objective functions in problems (8) and (9) are not the same; MPC is an approximation to OPT, meaning it gives suboptimal control performance. Choosing the total number of lookahead steps $K$ requires balancing control performance and computational cost. When we neglect error, a larger $K$ improves the approximation to OPT and thus improves control performance but also increases computational cost. Note that when error is included, increasing $K$ does not necessarily improve control performance since it improves the approximation to OPT but increases accumulation of error.

Beyond the choice of $K$, some MPC implementations aim to improve control performance by adding a terminal cost function, $c_{t+K}(x_{t+K})$, which models the cost of ending in state $x_{t+K}$. The optimal terminal cost can in theory be found through dynamic programming [35], where a sequence of one-step control problems are solved backwards in time (starting with $t = N - 1$) using the Bellman equation. However, even for discrete-time finite horizon problems such as (8), DP requires optimizing over the space of functions and is thus an infinite-dimensional problem. This makes it challenging to determine an appropriate $c_{t+K}(x_{t+K})$; for simplicity, we do not include a terminal cost in our MPC implementation. However, we explore using learning to find the terminal cost in Section 3.4.

3.3. Convex Model Predictive Control (MPC-C)

Besides choosing a small lookahead horizon $K$, one can reduce the computational cost of MPC by using a simpler model, such as a convex one. We denote MPC with a convex building model as MPC-C. The convex model is the same as that described in Section 2.1 except that the non-convex bilinear terms in $c$ and $F$ are linearized around the system’s current operating point. The MPC-C problem is

$$\min_{u_0, ..., u_{t-1}} \sum_{k=0}^{t-K-1} \tilde{c}(x_k, u_k, w_k)$$

subject to

$$x_{k+1} = \tilde{F}(x_k, u_k, w_k),$$

$$x_k \in X, u_k \in U,$$

$$x_t = \tilde{x}(t),$$

where $\tilde{c}$ and $\tilde{F}$ are the convex cost and dynamics.

3.4. Convex Model Predictive Control with Learned Terminal Cost (MPC-CL)

Reinforced MPC (RL-MPC) is a hybrid control approach that addresses the challenge of determining an appropriate terminal cost function, $c_{t+K}(x_{t+K})$; this challenge was described in Section 3.2. RL-MPC includes the terminal cost in MPC by parameterizing the terminal cost, $c_{t+K}(x_{t+K}, \theta)$, and learning the optimal parameters $\theta^*$ offline through training. During training, for a batch of data and control timestep one solves the MPC problem over the lookahead horizon, evaluates the actual cost...
of taking the actions from the MPC solution, finds the gradient of this cost with respect to the parameters by differentiating through the MPC problem, and then takes a negative gradient step to update \( \theta \) in the direction that decreases cost. Online, RL-MPC solves the MPC problem with the learned terminal cost.

Differentiating through the MPC problem (and thus also through the building model) is a non-trivial task. To do so, we use the CVXPYLAYERS open source library \([36]\). This library requires that our optimization problem — and thus our building model — be convex. We therefore use the same convex dynamics \( \tilde{F} \) and cost function \( \tilde{c} \) as in MPC-C to obtain our control problem

\[
\begin{align*}
\min_{u_0, \ldots, u_{t+K-1}} & \quad \sum_{k=0}^{t+K-1} \tilde{c}(x_k, u_k, w_k) + c_{t+K}(x_{t+K}; \theta) \\
\text{s.t.} & \quad x_{k+1} = \tilde{F}(x_k, u_k, w_k), \\
& \quad x_k \in \mathcal{X}, u_k \in \mathcal{U}, \\
& \quad x_0 = x(t),
\end{align*}
\]

We refer to this approach as convex MPC with learned terminal cost (MPC-CL) to distinguish our formulation of RL-MPC from previous works, such as \([23]\) and \([24]\). We build upon these works by using a more general form for the terminal cost than \([23]\) and a less computationally expensive training method than \([24]\). We describe our training method to learn the parameters \( \theta \) that accurately estimate the terminal cost in Section 4.1.

### 3.5. Reinforcement Learning Control (RLC)

In contrast to MPC approaches, model-free RL does not optimize the control actions \( u_t \) online directly with knowledge of the building model. Rather, the building model is a black box to which inputs (control actions \( u_t \)) can be given and from which measurements (states \( x_t \)) can be taken offline to learn a parameterized policy \( \pi_\theta(\cdot) \) for generating control actions. Note that the modifier “model-free” means that no model is used during online control or explicitly used (e.g. differentiated through) during training. In engineering applications such as building control, a black box model is used during training, since training on a real system could lead to expensive or unsafe actions.

During online control, RL simply evaluates the learned policy on an observation \( s(t) \) to generate the control action:

\[
u(t) = \pi_\theta(s(t)), \tag{12}\]

where the feature vector \( s(t) \) was introduced in Section 2.5 and the policy parameters \( \theta \) are learned offline during training\(^2\).

Training aims to find the policy that optimizes (8). However, it only searches over polices with the parametrization \( \theta \), whereas the optimal solution, OPT, effectively searches over all polices. This means RL, like all methods in this study, is an approximation of OPT.

\(^2\)We use the same notation \( \theta \) to represent a learnable parameter vector in Sections 3.4-3.6, respectively; the dimension of \( \theta \) depends on the section.
Many forms of policies and RL algorithms exist. We use a neural network (NN) as our policy; therefore, $\theta$ collects the weights and biases of the policy network. The NN architecture is described in Section 5.2. We use an actor-critic algorithm, proximal policy optimization (PPO) [37]. The details of this method become relevant during training, as explained in Section 4.2.

3.6. Differentiable Predictive Control (DPC)

The ability of RL to use a black box model with little constraint on the model form makes it very flexible. However, RL is not sample-efficient, meaning it requires many input-output samples for the policy parameters to converge. This inefficiency comes from estimating the gradient of the cost with respect to the parameters based on samples. When the model is directly accessible and differentiable (i.e. it is a white box model), one can write the multi-step control cost, (8a), as a function of the policy parameters $\theta$, forming a computational graph. Then the policy gradient can be computed by differentiating through the computational graph using deep learning software frameworks. This approach is called differentiable predictive control (DPC) [38]. As with RL, during online control, DPC simply evaluates the policy $\pi$ to generate the control action, as expressed in (12).

For a fair comparison, the DPC policy uses the same NN architecture as RLC, detailed in Section 5.2. Policy parameters $\theta$ are trained offline by differentiating through the computational graph, as detailed in Section 4.3. The comments regarding the suboptimality of RLC also stand for DPC.

3.7. Rule-Based Control (RBC)

Finally, we include the industry-standard approach for building control under DR programs: rule-based control (RBC). RBC is a heuristic approach developed by a building expert. Our RBC approximates the optimal control problem (8) with the following strategy: “Prior to high-cost events, pre-cool the building while maintaining thermal comfort. Otherwise, follow a temperature set point with minimal control effort.” This results in a set of cooling rules based on the time of day, the building system $\mathcal{F}$, the constraints $\mathcal{X}$ and $\mathcal{U}$, the expected energy pricing signal, and the expected impact of disturbances. These rules were found by conducting a grid search over a range of controller configurations and selecting those which give the lowest cost while respecting the constraints. We refer the reader to our code [30] for the implementation details.

4. Training Learning-Based Controllers

Of the methods considered, MPC-CL (Section 3.4), RL (Section 3.5), and DPC (Section 3.6) require parameter optimization, called training. During training, each method defines a loss function $\mathcal{L}(\theta)$ and uses it to perform gradient-based updates of the parameters. For example, the stochastic gradient descent (SGD) algorithm uses the update

$$\theta_{t+1} = \theta_t - \alpha \nabla_{\theta} \mathcal{L}(\theta),$$

where $\alpha$ is the learning rate that controls the size of the update, $\theta_t$ is the current parameter estimate, and $\theta_{t+1}$ is the new parameter estimate. While SGD is useful for conceptual understanding, in practice we use Adam optimization [39] as it typically converges more stably and quickly than SGD. Next, we discuss how each of our learning-based control methods defines $\mathcal{L}(\theta)$.

4.1. MPC-CL

The MPC-CL controller needs to be trained to obtain $\theta$ for the terminal cost estimator in (11a). In this study, $c_{t+K}(x_{t+K}; \theta)$ is chosen to be linear in the system state. To account for the time-dependence of DR programs without explicitly including the full forecast of exogenous inputs, different parameters vector $\theta_j$ for each time interval are used so that the terminal cost is time dependent: $c_{t+K}(x_{t+K}; \theta_j) := \theta_j^T x_{t+K}$. The time interval $j$ can be different from $k$; for example, $k$ could index five-minute intervals while $j$ indexes one-hour intervals. Other parametrizations of the terminal cost are also possible, such as a quadratic, $c_{t+K}(x_{t+K}; \theta) = \theta_j^T x_{t+K} + \theta_j^T x_{t+K}$, so long as the form is convex. We use a linear form, because we found it provided sufficient information to allow the MPC-CL controller to plan for DR events beyond the lookahead horizon. In particular, one of our main contributions is identifying that this simple method can lead a learnable, convex MPC model (MPC-CL) to significantly outperform exact, non-convex MPC (MPC) for the same lookahead horizon, as shown in Section 5.

The training process for the parameters $\theta_j$ consists of two steps at each training iteration $i$. First, the MPC problem (11) is solved at each time $t = 0, \ldots, N-1$ using current values for $\theta_j$, and the optimized first action $u_j^{-1}$, $\theta_j^{-1}$, is applied to the simulation. This is done for $|B|$ randomly drawn scenarios, indexed by $b$, where each scenario is one day of operation and $B$ is a batch of scenarios. The realized cost for each control step is accumulated into a loss and averaged over the batch:

$$\mathcal{L}(\theta_j) = \frac{1}{|B|} \sum_{b \in B} \sum_{t=0}^{N-1} c \left( \mathcal{F}(x_j^{(b)}, u_j^{(b)}|x_{j,t}, w_j^{(b)}), u_j^{(b)}|w_j, w_j^{(b)} \right).$$

(14)

For the $t = 0$ term, $\mathcal{F}(x_j^{(b)}, u_j^{(b)}|x_{j,0}, w_j^{(b)})$ is replaced with the initial condition $x(0)$. Second, the gradient $\nabla_{\theta_j} \mathcal{L}$ is used to compute updates to the controller parameters, $\theta_j \overset{\text{update}}{\rightarrow} \theta_{j+1}$, using the Adam update [39] (similar to (13)). This procedure is repeated by drawing batches from training scenarios without replacement. Once the days have been exhausted (the epoch is complete), all days reenter the sampling pool and the next epoch begins using the final parameters from the previous epoch. Note that the learned $c_{t+K}(x_{t+K}; \theta_j)$ only indirectly influences the loss function (14) through its effect on the computed control action at every time step.

---

1While the term “predictive control” suggests an explicit predictive model is used online, as in MPC, predictions are actually implicitly embedded in the policy—no explicit model is used online.
Because the scenarios $b$ within a batch $B$ do not affect each other, the loss function (14) and relevant gradients can be evaluated in parallel before computing the parameter update. As such, we organize training to learn the parameters using PyTorch batching. However, the requirement to solve a convex optimization problem at each forward pass prohibits GPU acceleration because the underlying solvers are not set up to use GPUs.

4.2. RLC

The RL algorithm PPO is on-policy, meaning that the current policy, $\pi(\cdot)$, is used to generate data that is subsequently used to update it. Given the current RL observation $s_t$, an action $u_t$ is drawn from $\pi_\theta(\cdot)$ and passed through the model to produce both a subsequent state $x_{t+1}$ and a reward $r_t = -c(x_t, u_t, w_t)$. A collection of observation-action-reward-next observation tuples is called the experience: $E = \{(s, u, r, s')\}_{(s, u, r, s') \in \mathcal{S} \times \mathcal{U} \times \mathcal{R} \times \mathcal{S}}$. Using the experience collected in each training iteration, PPO defines the loss function as

$$L(\theta) = \frac{1}{|E|} \sum_{(s, u, r, s') \in E} \left[ \min\left( \eta_\theta(u_t|s_t; \theta), \lambda_t(s_t, u_t) \right), \right.$$  

$$\left. \text{clip}(\eta_\theta(u_t|s_t; \theta), 1 - \beta, 1 + \beta)\lambda_t(s_t, u_t) \right] \right].$$

Here, $\eta_\theta(u_t|s_t; \theta)$ is the ratio of the probability of the current policy with parameters $\theta_t$ outputting action $u_t$, to the probability of the old policy with parameters $\theta_{t-1}$ outputting $u_t$ when observing $s_t$:

$$\eta_\theta(u_t|s_t; \theta) = \frac{\pi_\theta(u_t|s_t; \theta)}{\pi_{\theta_{t-1}}(u_t|s_t; \theta_{t-1})}.$$  

$\beta$ is a hyperparameter for clipping. The number of sets included in the experience, $|E|$, is also a hyperparameter. The clip($\cdot$) and min($\cdot$) operators penalize large policy updates, encouraging the policy parameters to remain in a trust region, as explained in [37]. The advantage estimate $\lambda_t(s_t, u_t)$ approximates the difference between the reward from taking action $u_t$ when observing $s_t$ and the expected value of observing $s_t$ and then taking an action according to the current policy. We use the RLLib default advantage estimator, the Generalized Advantage Estimator (GAE) from [40]. GAE estimates the expected value using a NN called the critic NN that is separate from the policy NN, called the actor NN. The full PPO loss function includes additional terms, see (9) in [37], which we omit in (15) for conciseness. Note that, unlike the MPC-CL loss (14) and DPC loss (16) defined in the next section, the RL loss (15) does not directly use the system dynamics, meaning $F$ does not appear in the loss function. This is in line with the model-free nature of the RL algorithm. Our implementation of RL clips the control action to satisfy the constraints; future work should include a penalty for constraint violations.

During learning, the loss (15) is differentiated with respect to the parameter $\theta_\theta$, yielding $\nabla_\theta L(\theta)$ to update $\theta$.

RL training can be effectively parallelized; how to best do so depends strongly on the problem and resources. Generally speaking, RL training consists of two interdependent processes: sampling—experience collection using current policy—and learning—policy parameter updates via backpropagation. In this study, we leverage the scalable RL framework RLLib [41] to train the control policy using multiple CPUs for sampling and learning.

4.3. DPC

Although the structure of DPC is similar to that of RLC, the availability of a differentiable model makes training, in particular defining the loss, simpler. As in MPC-CL, we take $B$ randomly drawn samples, apply an action, and use our model to calculate the realized cost; unlike MPC-CL, here the action comes from the DPC policy. As in MPC-CL the realized cost for each control step is accumulated into a training loss and averaged over the batch:

$$L(\theta) = \frac{1}{|B|} \sum_{b \in B} \sum_{t=0}^{N-1} \left[ c(F(x^{(b)}_{t-1}, u^{(b)}_t|\theta, w^{(b)}_t), x^{(b)}_t, \Lambda^{(b)}_{t}), \right. \right.$$  

$$\left. u^{(b)}_t|\theta, w^{(b)}_t) + \rho h(u^{(b)}_t|\theta) \right]$$

where $u^{(b)}_t|\theta = \pi_\theta(g(x^{(b)}_t, w^{(b)}_t, \Lambda^{(b)}_{t}), t)$ is the action determined by the control policy and $\rho$ is a non-negative, tunable hyperparameter.

Unlike MPC-CL, DPC does not inherently account for constraints. Instead, the DPC loss function is augmented with a penalty for constraint violations, $h(u) = \sum_{i=1}^{m} P_i \left( u^i \right)$, where $P_i$ is defined in (7). To ensure the loss function is automatically differentiable, we use the relu activation function rather than the max operator in (7), as in [27]. Similar to RLC training, the gradient $\nabla_\theta L$ is used to update $\theta$.

Because DPC training is essentially differentiating through the computational graph developed by unrolling the control horizon, it readily lends itself to GPU acceleration. Similarly to MPC-CL, each batch $B$ consists of a number of scenarios of simulated data that can be evaluated in parallel in both forward and backward (gradient) passes.

5. Experiments and Results

5.1. Experiment Setup

The above-mentioned controllers are applied to control the HVAC system of a building under DR programs. Section 5.1.1 details the experiment setup, including building model parameters, data, and DR programs. The training process is described in Section 5.1.2 and the software implementation in Section 5.1.3.

5.1.1. Experiment Setup

We use a reduced order model (ROM) derived from the U.S. Department of Energy (DOE) reference small office building [42]. This building consists of five thermal zones ($z = 5$), as shown in Figure 3. Building thermal dynamics are given in (1) and the associated parameters are specified in Table 1. The controllers aim to minimize the daily operation cost as defined in (8a) for control steps of duration $\tau = 5$ minutes over all $N = 288$ control steps in a day.
To simulate building operation, we use exogenous data from July and August, including outdoor temperature and solar heat gain for each zone. Data from July are used to train learning-based controllers; data from August are used to test all controllers.

To comprehensively compare these building controllers, we test them on three common DR programs, two price-based and one incentive-based:

1. Time-of-use (TOU): Electricity price varies by time of day according to a predetermined schedule. The price is either peak or off-peak, where the peak price is 2-10x higher than the off-peak price, as seen in both real-life [43] and research [44]. In this paper, the following price schedule is used:
   \[
   \lambda(t) = \begin{cases} 
   10 & \text{(peak: 12:00 - 18:00)} \\
   1 & \text{(off-peak: 18:00 - 12:00 next day)}
   \end{cases}
   \]  
   (17)

2. Real-time price (RTP): Electricity price changes every hour based on the RTP from the wholesale market, which is known by the end of the hour. The day-ahead price (DAP) is given at the end of the previous day and provides a prediction of the next day’s RTP. We use the RTP and DAP data from a real-world RTP program [45].

3. Power constrained (PC): Customers receive a lower electricity price for participating in the program. In exchange, during specified times called DR events, their building must reduce its power below a predetermined limit for a period of time—otherwise a penalty is applied. The limit is typically calculated from the building’s baseline consumption and load reduction potential. In this study, we use the limit
   \[
   P_{\text{limit}}(t) = \begin{cases} 
   15 \text{ kW} & \text{(DR event: 12:30 - 16:30)} \\
   25 \text{ kW} & \text{(other times)}
   \end{cases}
   \]  
   (18)

The cost defined by (6) is augmented by the penalty \( \nu \cdot P_{\left[ \text{outside} \right]}(t) \), where \( P \) is defined in (7) and the scaling factor is \( \nu = 10 \). The electricity price is constant, \( \lambda(t) = 1 \).

5.1.2. Learning Setup

The RLC and DPC policies take in an observation vector, \( s(t) = g(x(t), w_K(t), A(t), t) \), as introduced in Section 2.5. The observation vector differs by DR program:

\[
\begin{align*}
\begin{array}{ll}
    s_{\text{TOU}}(t) &= \{x(t), T(t), T^{\text{out}}_K(t), G^{\text{solar}}_K(t), \mathbf{em}(t)\}, \\
    s_{\text{RTP}}(t) &= \{x(t), T(t), T^{\text{out}}_K(t), G^{\text{solar}}_K(t), \mathbf{em}(t), \lambda^{\text{DA}}_K(t)\}, \\
    s_{\text{PC}}(t) &= \{x(t), T(t), T^{\text{out}}_K(t), G^{\text{solar}}_K(t), \mathbf{em}(t), P^{\text{lim}}_K(t)\},
\end{array}
\end{align*}
\]  
(19a)  (19b)  (19c)

where \( T^{\text{out}}_K(t) \) and \( G^{\text{solar}}_K(t) \) are the \( K \)-step lookahead outdoor temperature and solar heat gain vectors. \( \mathbf{em}(t) \) represents time embedding [46, Eq.(6)]. \( \lambda^{\text{DA}}_K(t) \) is the \( K \)-step lookahead day-ahead electricity price signal and \( P^{\text{lim}}_K(t) \) is the \( K \)-step ahead power limit for PC programs.

During training, MPC-CL learns a terminal cost, and DPC and RLC each learn a control policy instantiated by a neural network (NN). To ensure a fair comparison between DPC and RLC, they share the same NN architecture. For TOU and RTP, the NN has hidden layers of size \( 512, 512 \). For PC, the NN has hidden layers of a smaller size \( 32, 32 \) to avoid over-fitting. We conduct the training on the high-performance computing (HPC) system at the U.S. National Renewable Energy Laboratory (NREL), using compute nodes with the Dual Intel Xeon Gold Skylake 6154 (3.0 GHz, 18-core) processors. Training MPC-CL and DPC uses one compute node while training RLC is parallelized on two computing nodes.

5.1.3. Software Implementation

To ensure a fair comparison of control methods and enable future comparisons to and extensions of our work, we develop a modular software framework, as shown in Figure 4. This design allows controllers to “plug-and-play” with the scenarios, dynamics, and training method, meaning any of these components can be changed without needing to change the controller implementation. Interested readers can use our software in their studies, including by customizing scenarios, system dynamics, and cost functions and comparing new control methods to those considered in this work. Our code is available open-source at [30]. This code includes both non-convex and convex building models, which can be differentiated through; this feature is
not available in existing building simulation and control suites. This feature of our code enables building control with hybrid methods, such as MPC-CL and DPC, which train by differentiating through a model.

5.2. Training Performance for Learning-Based Controllers

The training process for all learning-based controllers is shown by the learning curves in Figure 5, which shows how the average episodic cost defined by (8a) changes with training episode (one episode corresponds to one simulated day.) For all curves the cost decreases as training progresses, indicating effective learning. For training RLC and DPC, we experimented with two learning rates: 1e-3 and 5e-5. With the smaller learning rate, both RLC and DPC converge along similar trajectories. With the larger learning rate, DPC learns faster and converges to a similar cost than with the smaller learning rate whereas RLC learns slower and converges to a higher cost. This difference occurs because at each training step, DPC calculates exact gradients using the building model whereas RLC estimates gradients from samples. Typically with more accurate gradient estimates, as in DPC, larger steps can be taken, speeding up training [47, Section 2]. In contrast, with noisy estimates, using too large a learning rate, as shown for RLC, leads to slow and sub-optimal convergence. Going forward we just consider DPC and RLC with the best learning rates (DPC-1e-3 and RLC-5e-5.)

Figure 5 shows that MPC-CL has the highest sample efficiency, meaning it requires the least training samples to converge, followed by DPC and then RLC. MPC-CL requires fewer samples because it learns a terminal cost, which is simpler and thus easier to learn than the full control policy that DPC and RLC learn. DPC requires fewer samples than RLC, because DPC calculates exact gradients using the building model and therefore takes better-informed updates of the policy parameters than RLC, which can only approximate the gradients. Figure 5 shows an additional benefit of MPC-CL: at the start of training its cost is already lower than that of RLC and DPC. This occurs because MPC-CL determines the control action based largely on the building model through an MPC approach; the terminal cost only shifts this action. RLC and DPC take actions based entirely on a policy, which much be trained. Thus, even when training starts MPC-CL chooses reasonable actions whereas RLC and DPC take essentially random and thus often unreasonable actions.

While MPC-CL has the highest sample efficiency, it doesn’t have the highest computational efficiency, meaning it doesn’t require the least amount of time for training; DPC does. This can be seen by comparing Figure 5, which uses training episode on the x-axis, and Figure 6, which uses training wall time. When using wall time, the learning curves for MPC-CL with different lookahead horizons no longer cluster; MPC-CL requires more training time when using a larger lookahead. Even the fastest training MPC-CL (with lookahead 12) has higher training time than DPC. MPC-CL performs worse on computational efficiency than sample efficiency, because it requires solving a MPC optimization problem at each step in the control episode during training, which is time-consuming; DPC and RLC just require a quick forward pass of a NN. Even though MPC-CL is more expensive for each sample than RLC, it still outperforms RLC on computational efficiency because it requires so many fewer samples than RLC does. The total training times are detailed in Table 2.
Table 2: Computational time (seconds) for training (total) and testing (averaged per scenario.) Training times are only reported for learning-based controllers.

| Controller | Variant | Train | Test | Train | Test | Train | Test |
|------------|---------|-------|------|-------|------|-------|------|
| OPT        | –       | –     | 25.5 | –     | 15.6 | –     | 34.6 |
| RBC        | –       | 3.1e-2| –    | 3.1e-2| –    | 3.1e-2| –    |
| DPC        | –       | 3990.5| 0.6  | 4166.9| 0.8  | 3922.3| 0.8  |
| RTP        | –       | 14400.0| 1.4  | 14400.0| 1.4  | 14400.0| 1.4  |
| PC         | –       | 14740.3| 40.7 | 14779.9| 40.7 | 17137.9| 55.0 |
| MPC (4 hr) | MPC     | –     | 34.0 | –     | 47.8 | –     | 460.5|
|            | MPC-C   | –     | 177.1| –     | 175.0| –     | 230.3|
| MPC (3 hr) | MPC     | –     | 312.7| –     | 338.9| –     | 330.8|
|            | MPC-C   | –     | 135.6| –     | 134.3| –     | 177.8|
| MPC (2 hr) | MPC     | –     | 190.9| –     | 198.7| –     | 202.5|
|            | MPC-C   | –     | 98.8 | –     | 97.8 | –     | 125.4|
| MPC (1 hr) | MPC     | –     | 90.0 | –     | 89.0 | –     | 94.4 |
|            | MPC-C   | –     | 61.4 | –     | 61.6 | –     | 74.4 |
|            | MPC-CL  | 21365.7 | 62.3 | 21988.5| 62.3 | 25224.9| 77.3 |
| MPC (30 min)| MPC     | –     | 51.5 | –     | 51.1 | –     | 51.0 |
|            | MPC-C   | –     | 47.7 | –     | 47.7 | –     | 53.5 |
|            | MPC-CL  | 14740.3 | 48.6 | 14779.9| 47.8 | 17137.9| 55.0 |
| MPC (15 min)| MPC     | –     | 30.7 | –     | 30.6 | –     | 29.6 |
|            | MPC-C   | –     | 40.4 | –     | 40.5 | –     | 44.4 |
|            | MPC-CL  | 11986.7 | 40.7 | 12037.7| 40.7 | 13158.6| 44.9 |

Figure 7: Percent relative error from the optimal vs. lookaheaed step numbers under three different DR programs. A lower relative error indicates the controller’s performance is closer to that of OPT, meaning it provides better control performance.

5.3.1. Overall Control Performance Comparison

All controllers are tested for 31 days of test scenarios. For each controller, we average the daily control cost, $C_t$, over all days and divide by the average daily control cost of the optimal control, OPT, presented in Section 3.1. The control percent error is shown in Figure 7 for TOU, RTP, and PC.

For the MPC-type methods, the control performance depends on lookahead length. In most cases, MPC, MPC-C, and MPC-CL demonstrate better performance if the lookahead horizon is longer. This is because we provide perfect forecasts for exogenous inputs (as described in Assumption A.2 in Section 2.4), so a longer lookahead allows the MPC-based controllers to plan further ahead. One exception is that in RTP, MPC-C performs slightly better with 2-hour lookahead horizon than with 2.5-hour and 3-hour. A possible explanation for this is that over a longer lookahead horizon, we accumulate errors from convexifying the building model and using DAP to predict RTP. Another result that requires additional consideration is that for the PC program MPC-C outperforms MPC for large lookaheads. We expect that this discrepancy comes from convexifying the problem: PC is a challenging case to solve since many of the constraints are binding and making the problem convex might make it easier to solve, leading to a better optimum. The difference might also come from the choice of solver itself.

By learning the terminal cost, MPC-CL can achieve the same control performance as a MPC controller that uses a longer lookahead horizon. For example, in TOU, MPC-CL with one-hour lookahead has a cost of 1071 which is close to that of MPC with four-hour lookahead, 1067, and is 19% better than the cost of MPC with one-hour lookahead, 1315. Using a longer lookahead could further improve the control performance of MPC-CL; however, we don’t consider lookaheads longer than one hour because the time and memory required for training becomes prohibitive. The training time grows large because MPC-CL does a backward pass through an optimization problem whose complexity scales with lookahead. The memory grows large because MPC-CL saves gradients through the
Figure 8: Control performance comparison among the best-of-its-kind controllers of each type under three different DR programs.

Figure 9: Building operation history for a TOU program from OPT (a) and DPC-3 (b). The daily costs under these two controllers are 1344 and 1407 respectively. The pink shaded area represents the TOU peak price period, when the electricity price is 10x higher than during non-peak times. The left column shows the zone temperatures, the middle column shows the control signals on the primary y-axis and the discharge air temperature on the secondary y-axis, and the right column shows the power consumption by the fan and chiller.

Building model for each sample in a batch. This problem does not occur for MPC and MPC-C because they do not use training and thus only need to solve an optimization problem and save the current computation. Lookahead length also does not pose a problem for DPC because it does a backward pass through and saves gradients for the building model once rather than repeatedly during an optimization problem.

For DPC and RLC, the lookahead horizon length $K$ affects the feature vector $s(t)$ through the $K$-step forecast of exogeneous inputs. However, $K$ does not significantly affect the controller performance. This is because similar information is learned from other exogeneous inputs. Specifically, the controllers learn the relationship between time step and cost-saving control actions from $e_{m}(t)$. For example, in TOU the controllers learn that around 11:00 am they should start pre-cooling to avoid using energy during peak hours, even though the peak hours start in 1-hour, beyond the 15-minute lookahead. In this study we included lookahead in DPC and RLC to ensure a fair comparison with MPC-type methods that depend strongly on lookahead. However, due to the low impact of lookahead on DPC and RLC, future work can be simplified by omitting lookahead.

Figure 8 compares the performance of the best-of-its-kind controllers. For TOU, DPC with 15-min lookahead outperforms all other controllers and has only 1.8% relative error from the optimal. For RTP, DPC with 30-min lookahead and MPC with 4-hr lookahead perform the best, with 3.4% and 3.5% relative error. For PC, MPC-C with 4-hr lookahead performs best, with 64.7% relative error. The fact that three of the five methods show up as top performers indicates the broad range of methods that give good control performance. Beyond the top performers, MPC-CL and RLC also perform well, especially given their constraints. For TOU and RTP, MPC-CL outperforms MPC-C and performs nearly as well as MPC even though it uses a lookahead that is half to a quarter as long as that in MPC and MPC-C and uses a less accurate model than MPC —
both contributing to faster online control, as discussed in Section 5.3.4. As explained above, MPC-CL could perform better with a longer lookahead, but the time and memory for training then become prohibitive. Turning to RL, while it has the highest error of the controllers, it outperforms MPC and MPC-C for small lookahead and is the only method that does not directly use a building model.

Figure 8 reveals differences in the controllers’ performances for PC relative to TOU and RTP. Whereas MPC outperforms MPC-C for TOU and RTP, the opposite is true for PC. As previously discussed, MPC-C might have outperformed MPC because convexifying the problem made it easier to solve. Another difference for PC is that all controllers’ relative error is higher than for TOU and RTP. This occurred because we chose restrictive power limits to test the controllers under a challenging DR scenario, leading to constraint and power limit violations. The MPC-type methods would have required even longer lookahead horizons than those we considered to avoid these costs. For the learning-based methods, additional costs came from out-of-distribution days in the test data (days that are much hotter than any in the training data), which caused large constraint and power limit violations. We further discuss how the controllers generalize to out-of-distribution scenarios in Section 5.3.3.

5.3.2. Detailed Examination of Controller Behavior

In addition to comparing the controllers’ overall control costs, here we examine their detailed behavior for one specific test day. We choose the hottest test day, which is the hardest day to satisfy thermal comfort constraints at a low cost. For conciseness, for each DR program, we compare only the method with best control performance and the OPT baseline.

Figure 9 shows the results under the TOU program for OPT and the best performing controller for this case, DPC with 15-min lookahead. Row (a) illustrates the indoor temperature, control set points, and power consumption over the selected test day under OPT. Row (b) gives the same information under DPC. DPC’s control behavior is very close to that of OPT. Notably, both methods pre-cool starting around 10am so that the temperature is at the lower bound of the comfort band right before the TOU peak period starts; this minimizes cooling needed during TOU peak times without violating the comfort constraints before the peak period. In addition, both methods only significantly pre-cool the three of the five thermal zones that would otherwise require cooling during TOU peak times to avoid comfort violations.

Figure 10 shows the results under RTP for OPT and DPC with 30-min lookahead. Similar to in the TOU case, OPT gives the optimal control actions, since there are no errors in the model or inputs, including the price (RTP). While, in contrast to OPT, DPC relies on approximate price information (DAP rather than RTP), DPC still shows reasonable control behavior. DPC pre-cools the largest zone, zone 5, early in the morning when the price is low. DPC slightly cools the other zones later in the day to satisfy the thermal constraints, similar to OPT.

Figure 11 rows (a) and (b) show the results under PC for OPT and MPC-C with 4-hour lookahead. Since the power limit is chosen to be restrictive and the test scenario is the hottest day in the test set, satisfying both the power and thermal comfort constraints is challenging. This is shown by the OPT control: the cooling starts at midnight and uses up all the allowed power before and during the DR event. For MPC-C, the 4-hour lookahead is not long enough to achieve this optimal control strategy; MPC-C only knows to start pre-cooling a couple hours before the DR event, which doesn’t leave enough time to avoid power limit and thermal comfort constraint violations. Within the lim-

![Figure 10: Building operation history for a RTP program from OPT (a) and DPC-6 (b). Daily costs under these two controllers are $1378.5 and $1497.8 respectively. The left column shows the zone temperatures, the middle column shows the control signals on the primary y-axis and the discharge air temperature on the secondary y-axis, and the right column shows the power consumption by the fan and chiller.](image-url)
iteration of the lookahead, MPC-C does select reasonable control actions, pre-cooling to the extent it can. Note that this is the case with worst performance; on most days in the test set, MPC-C can satisfy both the power limit and thermal comfort constraints. The remaining rows in this figure are discussed in Section 5.3.3.

5.3.3. Controller Generalization

As described in Section 5.2, all learning-based controllers are trained to minimize the average cost over specific training scenarios. Therefore, the trained controllers should minimize the cost for scenarios that fall into the distribution of the training scenarios. Although our training and testing data come from two adjacent months and have similar distributions, there are some out-of-distribution days in the testing data, which have higher outside temperature than any day in the training data. The learning-based controllers generalize well for these days. This is especially true for the PC case, because it is so challenging to satisfy for days with high temperature. This difficulty generalizing is evident in Figure 12. The bottom row shows the daily average outdoor temperature for both months; the temperature for days 10-13 in the test data are higher than any in the training data. The top row shows that in those out-of-distribution test days, for PC, the learning-based methods (MPC-CL, RLC, DPC) have abnormally high costs — even more so than the learning-free methods (OPT, MPC-C).

Figure 11(c)-(e) provides a more detailed view of control performance under PC for the hottest of the test days. This figure shows that DPC and RLC do take reasonable control actions, cooling all zones before and during the DR event, similar to OPT. However, they don’t pre-cool sufficiently for this extremely hot day, leading to both power limit and thermal comfort constraint violations. This issue occurs not only for the model-free method, RL, but also for hybrid model- and learning-based methods, MPC-CL and DPC. Even though DPC is model-based, the model information is only directly used during training. During testing, control actions come from the trained policy without explicitly considering the building model. Therefore, DPC also struggles to generalize to out-of-distribution data. While, unlike DPC, in MPC-CL the model is used both during training and testing, MPC-CL still struggles to generalize. This is because in this out-of-distribution test case, the learned terminal cost no longer accurately reflects the cost beyond the lookahead horizon. Given the short lookahead of MPC-CL, the poor terminal cost estimate lead to thermal comfort violations.

We designed this PC test case so that poor generalizability, such as that from out-of-distribution data, leads to high cost. However, our TOU and RTP cases show that this is not always true. For TOU and RTP the out-of-distribution data does not lead to high cost for the learning-based controllers. Additionally, not all out-of-distribution scenarios cause high cost for PC. For example, the outdoor temperature during testing days 25-27 is lower than for any training days but the costs remain low.

5.3.4. Online Computational Time

To be used in real-time, controllers must generate actions quickly every step, meaning they must have low online computational time. This can be challenging for MPC-based methods, since they require solving a potentially computationally expensive optimization problem at every step. Solving this problem quickly can require more advanced computing hardware. Quick online computation is typically easier for policy-based methods, because they only require evaluating a predefined policy, such as simple rules for RBC and a NN for DPC and RL. This allows policy-based methods to be implemented on simple, low-cost hardware. Deciding whether it is worthwhile to use a method that requires more costly hardware comes down to a trade-off between the online computational time and the control performance; we show this comparison in Figure 13 for TOU. For this DR program, DPC shows the best balance between computational time and control performance, followed by RLC and MPC-CL. Though both only need policy network evaluation, which leads to about the same online computational time, RLC requires longer than DPC due to the overhead of the RL training framework in our implementation.

6. Conclusion and Future Work

We compared a range of methods to control a multi-zone building under three demand response programs. This analysis was motivated by a surge in recent literature designing both model-based and learning-based building controllers. We briefly summarize the key takeaways of our study here.

- Considering performance averaged across all the demand response programs and test days, the hybrid method differentiable predictive control (DPC) performed best. However, model-based methods performed better than DPC and other learning-based methods for challenging out-of-distribution test cases: unusually hot days under a power constrained (PC) program.

- Augmenting model predictive control (MPC) with a learnable terminal cost (MPC-CL) provides significant performance improvements over MPC with no terminal cost and is highly sample efficient. Despite its sample efficiency, MPC-CL takes significant training time since it requires solving an optimization problem for each sample and time step. In addition, its accuracy is limited by the training time and memory requirement of large lookaheads. MPC-CL is a novel method within the category of reinforced MPC (MPC-RL) which we first introduce in this paper and deserves further research to understand its opportunities and limitations.

- The final choice of controller depends on the DR program—as shown in this work, and may also be site specific—we considered only one site. Ultimately, the availability of training infrastructure (data, offline time, a potentially differentiable and convex model) and implementation infrastructure (online computing power) may be the biggest driver of the choice of controller.
Figure 11: Five controllers’ performance under the power constrained DR program on the hottest day in testing scenarios: (a) OPT (control cost: 621.67), (b) MPC-C-48 (control cost: 2418.54) (c) DPC-24 (control cost: 3841.52) (d) RLC-12 (control cost: 4304.50) and (e) MPC-CL-12 (control cost: 3857.82). The left column shows the zone temperatures, the middle column shows the control signals on the primary y-axis and the discharge air temperature on the secondary y-axis, and the right column shows the power consumption by the fan and chiller.
In this study, we ran our experiments using a perfect model and exogeneous inputs. We chose this approach to enable a baseline comparison between model- and learning-based controllers. Future work should add error and use our results as a baseline to investigate that impact of error on each control method. Future work should also consider control of a higher-fidelity model [48] or a physical building. In addition, while we compared those control approaches that we consider to be the most promising, other approaches or variations on the approaches taken here could be compared using our released modular code [30]. Finally, though building control is used as an example in this paper, we believe the findings can be generalized to other applications.
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