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ABSTRACT: A discrete dynamical system in Euclidean m-space generated by the iterates of an asymptotically zero map \( f \), satisfying \( |f(x)| \to 0 \) as \( |x| \to \infty \), must have a compact global attracting set \( A \). The question of what additional hypotheses are sufficient to guarantee that \( A \) has a minimal (invariant) subset \( \mathcal{A} \) that is a chaotic strange attractor is answered in detail for a few types of asymptotically zero maps. These special cases happen to have many applications (especially as mathematical models for a variety of processes in ecological and population dynamics), some of which are presented as examples and analyzed in considerable detail.

Keywords: Asymptotically zero maps, Strange attractors, Chaos, Lyapunov exponents, Fractal dimension, Pioneer and climax species

AMS Subject Classification 2010: 37D45; 37E99; 92D25; 92D40

1 Introduction

The identification and characterization of (chaotic) strange attractors in discrete dynamical systems is important for both theory and applications (see, e.g. [1, 2, 8, 9, 17, 20, 22, 23, 30, 31, 36, 37, 40, 41, 46], but this is often very difficult to accomplish with the requisite mathematical rigor. Compelling evidence of the difficulty in proving the existence of strange attractors, even for relatively simple nonlinear maps, is provided by the pioneering work of Misiurewicz [26] on the Lozi map and that of Benedicks & Carleson [4] on the Hénon map, which in both cases - and especially the latter - required exceptionally lengthy, delicate and inspired analysis. In recent years, the basic ideas behind the proofs of these two landmark results in strange attractor theory have recently been extended and generalized in terms of a theory of rank one maps in an extraordinary series of papers by Wang & Young [42, 43, 45], the content of which gives striking confirmation of the exceptional complexity underlying characterizations of strange attractors for broad classes of discrete
dynamical systems. Not only are the foundational results of rank one theory hard to prove, they also tend to be rather difficult to apply, as for example in Ott & Stenslund [27], which is closely related to results of Zaslavsky [47] and Wang & Young [44]. In light of this rather daunting rigorous strange attractor landscape, it is clear that there is a need for theory that is simpler to develop and apply for special classes of discrete dynamical systems of significant theoretical and applied interest. We make a start in this direction for some types among the class of discrete dynamical systems generated by what we call asymptotically zero maps, defined as follows: A map
\[ f : \mathbb{R}^m \to \mathbb{R}^m \]
is asymptotically zero (AZ) if \(|f(x)| \to 0\) as \(|x| \to \infty\). We note that this includes exponentially decaying maps (cf. [10]) satisfying the property that \(|f(x)| \leq Me^{-|x|}\) for some \(M > 0\) and all \(x \in \mathbb{R}^m\), and it was our earlier work on these kinds of maps [21][22] that inspired our present efforts - in fact, we were even able to formulate versions of the theorems that we prove here.

Our organization of the rest of this paper is as follows: In Section 2 we provide precise definitions of the concepts employed in the sequel and also prove some elementary dynamical properties of AZ maps. Then, in Section 3, we prove the existence of what we call radial strange attractors for smooth AZ maps possessing certain additional special properties. This is followed in Section 4 by a proof of the existence of another special kind of strange attractor, which we refer to as being of multihorseshoe (or trellis). In Section 5 we apply our theorems to several examples arising from various mathematical models and illustrate the strange attractors via simulation. We conclude our investigation in Chapter 6 by summarizing our findings, attempting to assess their impact and identifying some open problems they suggest. In addition, we also indicate some of our plans for related future research on strange attractors.

2 Preliminaries

Since there does not seem to universally accepted definitions for some of the key concepts that concern us, we shall describe exactly the ones we are using. For more standard definitions, we refer the reader to [1][11][17][20][28][46]. First, we shall deal with chaos, which has several more or less equivalent characterizations.

**Definition 1.** Let \( f : X \to X \) be a continuous self map of the metric space \( X \). The map \( f \), or the (semi) discrete dynamical system comprised of the iterates \( f^n \) as \( n \) ranges over the natural numbers \( \mathbb{N} \), is chaotic if (1) \( f \) is topologically transitive (or mixing), meaning that for every pair \( U, V \) of open sets of \( X \) there exists a \( k \in \mathbb{N} \) such that \( f^k(U) \cap V \neq \emptyset \) and (2) the set of periodic points of \( f \), denoted as \( \text{Per}(f) \), is dense in \( X \).

This is essentially the prescription of Devaney [11] sans the property of sensitive dependence of iterates - common to most definitions of chaos. However, as shown by Banks et al. [3], sensitive dependence is implied by (1) and (2), which renders it redundant for our definition.

The definitions of an attractor and a strange attractor are also subject to various interpretations, so let us be specific.

**Definition 2.** Let \( f : X \to X \) be a continuous self map of the metric space \( X \). A subset \( A \) of \( X \) is an attracting set of the map \( f \) (or dynamical system generated by \( f \)) if it satisfies the following properties:

1. (AS1) It is a nonempty, closed and (positively) invariant, i.e. \( f(A) \subseteq A \).
There exists an open set $U$ containing $A$ such for every $x \in U$, $d(f^n(x), A) \to 0$ as $n \to \infty$.

Attracting sets with more complex structure and dynamics may be defined as follows:

**Definition 3.** Let $f : X \to X$ be a continuous self map of the metric space $X$. A subset $A$ of $X$ is a **chaotic attracting set** of the map $f$ (or dynamical system generated by $f$) if it satisfies the following properties:

(CAS1) It is an attracting set for $f$.

(CAS2) There is a nonempty closed invariant subset $A_*$ of $A$ such that the restriction $f|_{A_*} : A_* \to A_*$ is chaotic.

**Definition 4.** Let $f : X \to X$ be a continuous self map of a subset of $\mathbb{R}^m$ that is $C^1$ except possibly on finitely many $C^1$ submanifolds of $\mathbb{R}^m$ of dimensions less than $m$ (a property we denote for convenience as $C^{1^*}$). A subset $A$ of $X$ is a **semichaotic attracting set** of the map $f$ (or dynamical system generated by $f$) if it satisfies the following properties:

(SCAS1) It is a compact attracting set for $f$.

(SCAS2) The restriction $f|_A : A \to A$ is continuous and $C^{1^*}$ and **semichaotic** in the sense that there is a nonempty, invariant subset $A_*$ of $A$ on which it is sensitively dependent on initial conditions, i.e.

$$n^{-1} \log \| (f^n)'(x) \| = n^{-1} \sum_{k=1}^{n} \log \| f' (f^{k-1}(x)) \| \geq \ell > 0 \forall (x, n) \in A_* \times \mathbb{N},$$

where $\| \cdot \|$ denotes the standard norm of a linear map.

We note that it follows from the multiplicative ergodic theorem of Oseledec (see, e.g. [28, 46]) that the expression in (SCAS2) has a limit almost everywhere on $\mathbb{R}^m$, which represents the maximum Lyapunov exponent of the orbit initiating at $x$.

For an attractor, we add a bit more including a minimality requirement.

**Definition 5.** Let $f : X \to X$ be a continuous self map of the metric space $X$. A subset $A$ of $X$ is an **attractor** of the map $f$ (or dynamical system generated by $f$) if it satisfies the following properties:

(A1) It is a nonempty, closed and (positively) invariant, i.e. $f(A) \subset A$.

(A2) There exists an open set $U$ containing $A$ such for every $x \in U$, $d(f^n(x), A) \to 0$ as $n \to \infty$.

(A3) It is minimal with respect to (i) and (ii), i.e. $A$ has no proper subset with these properties.

A strange attractor is an attractor with additional properties including, for our purposes, chaotic dynamics.

**Definition 6.** Let $f : X \to X$ be a continuous self map of the metric space $X$. A subset $A$ of $X$ is a **chaotic strange attractor** of the map $f$ (or dynamical system generated by $f$) if it satisfies the following properties:

(CSA1) It is an attractor.

(CSA2) The set is fractal, i.e. it has a noninteger fractal (Hausdorff) dimension.

(CSA3) The restriction $f|_A$ is chaotic.
The last property (CSA3) is not always included in definitions of strange attractors, and there are examples (such as in Grebogi et al. [16]) in which (CSA1) and (CSA2) are satisfied, but \( f|_{\mathcal{A}} \) is regular (nonchaotic).

For our purposes, it is convenient to define a weaker form of chaotic strange attractor.

**Definition 7.** Let \( f : X \to X \) be a continuous self map of a subset of \( \mathbb{R}^m \). A subset \( \mathcal{A} \) of \( X \) is a semichaotic strange attractor of the map \( f \) (or dynamical system generated by \( f \)) if it satisfies the following properties:

1. (SCSA1) It is an attractor.
2. (SCSA2) The set is fractal, i.e. it has a noninteger fractal (Hausdorff) dimension.
3. (SCSA3) The restriction \( f|_{\mathcal{A}} \) is \( C^1 \) and semichaotic.

### 2.1 Basic dynamical properties of AZ maps

Here we consider a couple of useful dynamical properties of continuous AZ maps that are easy to prove.

**Lemma 8.** If \( f : \mathbb{R}^m \to \mathbb{R}^m \) is a continuous AZ map, \( f \) and all of its iterates \( f^n \), \( n > 1 \), have fixed points in the compact ball \( B_R(0) := \{ x \in \mathbb{R}^m : |x| \leq R \} \) for \( R > 0 \) sufficiently large.

**Proof.** As \( |f| \) is continuous and \( f \) is an AZ map, \( |f| \) must achieve a maximum, say \( M > 0 \), on \( \mathbb{R}^m \). Accordingly \( f^n(B_R(0)) \subset B_M(0) \subset B_R(0) \) for every \( R \geq M \) and \( n \in \mathbb{N} \), which completes the proof in virtue of Brouwer’s fixed point theorem (see, e.g. [19]). \( \square \)

**Lemma 9.** Let \( f \) and \( M \) be as in Lemma 8 and its proof. Then \( f \) has a compact globally attracting set defined as

\[
A := \bigcap_{n=1}^{\infty} f^n(B_M(0)) \subset B_M(0),
\]

and this set must contain all of the fixed points of \( f \) and its iterates.

**Proof.** The set \( A \) is the intersection of compact sets in \( \mathbb{R}^m \), so it must be compact. Furthermore, it follows from Lemma 8 that it must be contained in \( B_M(0) \) and contain all fixed points of \( f \) and its iterates. Thus, the proof is complete. \( \square \)

As an immediate corollary of the above lemmas, we obtain the following relation among the standard recurrence related sets (see e.g. [38]); namely, the periodic points \( \text{Per}(f) \), the positive limit set \( L_+(f) \) comprised of the closure of the union of all \( \omega \)-limit sets, the nonwandering set \( \Omega(f) \) and the chain-recurrent set \( R(f) \):

**Corollary 10.** If \( f \), \( M \) and \( A \) are as in Lemmas 8 and 9 then

\[
\text{Per}(f) \subset L_+(f) = \Omega(f) = R(f) = A.
\]

It follows from Lemma 9 that \( A \) contains at least one minimal set (defined as a nonempty, closed invariant set with no proper subsets having the same properties). In the remaining sections we identify some cases when one of the minimal subsets is also a strange attractor. However, we first pause to prove a simple result about attractors that are at the other end of the complexity spectrum on which we are focusing, but have something of the radial essence of the first type of strange attractor we shall analyze in the next section.
Lemma 11. Suppose $f$, $M$ and $A$ are as in Lemmas [8] and [9] and satisfy the following additional properties: (i) $f(0) = 0$, and (ii) $|f(x)| < |x|$ for all $0 < |x| \leq R_M$, where $R_M := \max\{|x| : |f(x)| = M\}$. Then the origin $\{0\}$ is a global attractor for $f$.

Proof. Let $x_0$ be any initial point in $\mathbb{R}^m$. If $x_0$ or any of its $f$-iterates $x_k := f^k(x_0)$ is zero, we are done; so we assume that $x_k \neq 0$ for all $k \in \mathbb{N}$. It follows from the definitions and hypotheses that $0 < |x_k| \leq R_M$ for all $k \geq 1$ and that $\{|x_k| : k \in \mathbb{N}\}$ is a strictly decreasing sequence of positive numbers. We need only show that $|x_k| \to 0$ as $k \to \infty$. If not, the monotone convergence property of the reals implies that the sequence converges to some number $a$ satisfying $0 < a < R_M$. But this is impossible owing to the continuity of $|x| - |f(x)|$ and the compactness of $\{x \in \mathbb{R}^m : a/2 \leq |x| \leq (a + R_M)/2\}$. Hence, we conclude that $|x_k| \to 0$ as $k \to \infty$, which completes the proof. \hfill \Box

3 Radial Strange Attractors

Our first result in this section is for a special class AZ maps.

Definition 12. An AZ map $f : \mathbb{R}^m \to \mathbb{R}^m$ such that there exists a positive $R$ for which $f(x) = 0$ whenever $|x| \geq R > 0$ is said to be eventually zero (EZ).

If say the map was devised to for applications in population dynamics, an EZ model might be used in cases where all the species rapidly become extinct if the sum of all their members becomes too large. More specifically, the result that follows would apply to ecological dynamics models for what are called pioneer species that satisfy such an extinction property, while the subsequent theorem should be applicable to ecological dynamics involving climax species (see [14], [15], [21], [22], [34], [35], [39]).

3.1 Attractors for EZ maps expanding at the origin

If the origin is a source for an EZ map as is often the case for models of pioneer species, we have the following result.

Theorem 13. Let $f : \mathbb{R}^m \to \mathbb{R}^m$ be a continuous EZ map, with $M$ and $R_M$ as in Lemma [11] satisfying the following additional properties:

(i) $f^{-1}(\{0\}) = \{0\} \cup Z$, where $Z = \{x \in \mathbb{R}^m : |x| \geq \zeta(x/|x|) > 0\}$, $\zeta : \mathbb{S}^{m-1} \to \mathbb{R}$ is a $C^1$ function satisfying $R_M < \zeta(u) < M$ for all $u \in \mathbb{S}^{m-1}$ and $\mathbb{S}^{m-1} := \{u \in \mathbb{R}^m : |u| = 1\}$ is the unit $(m-1)$-sphere.

(ii) The set $S_* := f^{-1}(Z)$ is an $(m-1)$-spherical shell of the form

$$S_* = \{x \in \mathbb{R}^m : 0 < \alpha(x/|x|) \leq |x| \leq \beta(x/|x|)\},$$

where $\alpha, \beta : \mathbb{S}^{m-1} \to \mathbb{R}$ are positive $C^1$ functions such that $0 < \beta(u) - \alpha(u) < \zeta(u)$ for all $u \in \mathbb{S}^{m-1}$.

(iii) $f$ is $C^1$ in $D := \{0\} \cup \{x \in \mathbb{R}^m : 0 < |x| < \zeta(x/|x|)\}$ and the derivative $f'(x)$ is invertible at every $x \in D \setminus \{x \in \mathbb{R}^m : 0 < \alpha(x/|x|) < |x| < \beta(x/|x|)\}$.  
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(iv) The radial derivative denoted as $\partial_r |f|$ and defined as

$$
\partial_r |f| (x) := \langle \nabla |f| (x), x/|x| \rangle,
$$

when it exists, is such that there are numbers $\lambda, \mu$ with $\mathcal{R}/m < \lambda < \mu$ for which $\lambda \leq \partial_r |f|(x) \leq \mu$ for every $x \in \{x \in \mathbb{R}^m : 0 < |x| \leq \alpha (x/|x|)\}$ and $-\mu \leq \partial_r |f|(x) \leq -\lambda$ whenever $x \in \{x \in \mathbb{R}^m : \beta (x/|x|) \leq |x| < \zeta (x/|x|)\}$. Here $m := \min\{\alpha(u) : u \in \mathbb{S}^{m-1}\}, \mathcal{R} := \max\{\beta(u) : u \in \mathbb{S}^{m-1}\}$ and $\nabla$ is the usual gradient operator.

Then

$$
\Lambda := \bar{D} \setminus \bigcup_{n=1}^{\infty} f^{-n} \left( \hat{\mathcal{S}}_{\bar{n}} \right),
$$

(3)

is a compact semichaotic strange global attracting set having $m$-dimensional Lebesgue measure zero, where $\bar{E}$ and $\hat{E}$ denote the closure and interior, respectively, of the set $E$.

Proof. It follows directly from the hypotheses and construction that $\Lambda$ is a compact global attracting set for $f$. Moreover, excepting the origin, it is essentially a two-component Cantor set (generated by $(m - 1)$-spherical shells rather than intervals). Consequently, it must be a fractal set. More precisely, we see from the properties (in particular (iv)) of the map that we have

$$
f^{-1} (S_i) = S_0 \cup S_1,
$$

where the union is disjoint and both $S_0$ and $S_1$ are open $(m - 1)$-spherical shells such that $S_i \subset \hat{\Sigma}_i$, $i = 0, 1$, where

$$
\Sigma_0 := \{0\} \cup \{x \in \mathbb{R}^m : 0 < |x| \leq \alpha (x/|x|)\} \text{ and } \Sigma_1 := \{x \in \mathbb{R}^m : \beta (x/|x|) \leq |x| \leq \zeta (x/|x|)\},
$$

and we note that we have the partition

$$
\bar{D} = \Sigma_0 \cup S_0 \cup \Sigma_1.
$$

Repeating the pre-imaging operation on the open $(m - 1)$-spherical shells, we obtain the partitions of open cells

$$
f^{-1} (S_0) = S_{00} \cup S_{01} \text{ and } f^{-1} (S_1) = S_{10} \cup S_{11},
$$

where $S_{0i}, S_{1i} \subset \hat{\Sigma}_{0i}, i = 0, 1$, and the sets are defined by the following partitions written in what is obviously meant by ‘radial order’

$$
\Sigma_0 = \Sigma_{00} \cup S_0 \cup \Sigma_{01} \text{ and } \Sigma_1 = \Sigma_{10} \cup S_1 \cup \Sigma_{11}.
$$

But this is, if continued, just the standard inductive construction for the Cantor set, so we obtain the disjoint union representation

$$
\Lambda = \bigvee_{s \in \mathbb{2}^\mathbb{N}} \Sigma_s,
$$

where, as usual, $\mathbb{2}^\mathbb{N}$ is the set of maps $s : \mathbb{N} \to \{0, 1\}$, which can, of course be identified with the set of binary sequences

$$
\{a_1 a_2 a_3 \ldots : a_i = 0 \text{ or } 1 \text{ for all } i \in \mathbb{N}\}.
$$

Whence, it follows directly from a simple argument, based on sliding the shell boundaries along rays, that $\Lambda$ is homeomorphic and actually $C^1$ diffeomorphic on the complement of the origin to a fractal ‘cone’ pinched at the origin; namely

$$
\Lambda \cong \left( \mathbb{S}^{m-1} \times C \right) / \mathbb{S}^{m-1} \times 0,
$$

(4)
where \( \cong \) denotes homeomorphic, \( C \) is a standard two-component Cantor set on the unit interval \([0, 1]\), and the space on the right above has the usual quotient topology. For convenience, we shall refer to \( \Lambda \) as the Cantor cone of \( S^{m-1} \).

This conclusively shows that the attracting set is fractal. As for the sensitive dependence on initial conditions, this is an immediate consequence of the construction of \( \Lambda \) and (iv). Indeed, we compute that for all \( x \in D \)

\[
 n^{-1} \log \| (f^n)'(x) \| = n^{-1} \sum_{k=1}^{n} \log \| f' \left( f^{k-1}(x) \right) \| \\
 \geq n^{-1} \sum_{k=1}^{n} \log \| \partial_r |f| (f^{k-1}(x)) \| \geq \log \lambda > 0,
\]

so \( \lim \inf n^{-1} \log \| (f^n)'(x) \| > 0 \), and the sensitive dependence is established, which completes the proof.

Observe that the maps described in the above theorem all have what one might call a degenerate snap-back repeller at the origin (c.f. Marotto \[23\] and Chen & Aihara \[9\]), which might be related to their chaotic nature in some as yet to be determined way.

We note here one can approximate the fractal dimension of the attractor in the above theorem. Using standard fractal techniques (see, e.g. \[13\]), a straightforward but more laborious argument than we care to go into here yields the following estimate for the Hausdorff dimension \( \dim_H \):

\[
 m - 1 + \frac{\log 2}{\log(1 + \mu)} \leq \dim_H (\Lambda) \leq m - 1 + \frac{\log 2}{\log(1 + \lambda)}.
\]

(5)

If we examine the proof of Theorem 13, more information on the structure of the restriction of the map to the attracting set can be readily obtained. First, we may recast the Cantor cone \( \Lambda \) in the form

\[
 \Lambda \cong \left( S^{m-1} \times 2^N \right) / \left( S^{m-1} \times 0 \right),
\]

(6)

where \( 2^N \) is given the metric topology generated by

\[
 d_B (s, \tilde{s}) := \sum_{n=1}^{\infty} 2^{-n} |s(n) - \tilde{s}(n)|.
\]

Then, by making fairly obvious modifications of a standard argument, used for example in studying the Smale horseshoe via symbolic dynamics (see, e.g. \[38\]), it is a straightforward matter to verify the following result.

**Corollary 14.** The hypotheses of Theorem \[13\] implies that \( f \) is conjugate on \( \Lambda \) to a map of the form

\[
 \hat{f} : \left( S^{m-1} \times 2^N \right) / \left( S^{m-1} \times 0 \right) \rightarrow \left( S^{m-1} \times 2^N \right) / \left( S^{m-1} \times 0 \right),
\]

where

\[
 \hat{f}(x, s) := (\nu(x, s), \sigma(s)),
\]

\( \sigma \) is the shift map (with \( \sigma(a_1a_2a_3\ldots) = (a_2a_3a_4\ldots) \)) and \( \nu \) is a continuous map.

If we have additional information concerning the behavior of the map on the spherical shell comprising the global attractor given by \[3\] in Theorem \[13\] it is sometimes possible to prove that one has in fact a true chaotic strange attractor.

An example of such a result is the following, which clearly can be readily generalized.

**Corollary 15.** Suppose in addition to the hypotheses of Theorem \[13\] \( f \) satisfies the following property: There exists a finite set of \( C^1 \) curves \( \{ \gamma_1, \gamma_2, \ldots, \gamma_k \} \subset D \) such that:
(a) Each curve begins at \( x = 0 \) and ends at a distinct point of the boundary \( \partial \overline{D} = \{ x \in \mathbb{R}^m : x = \zeta(x/|x|) \} \) of \( \overline{D} \).

(b) The curves are all transverse to \( \partial S_\ast = \{ x \in \mathbb{R}^m : x = \alpha(x/|x|) \} \cup \{ x \in \mathbb{R}^m : x = \beta(x/|x|) \} \).

(c) \( f(\gamma_j) = \gamma_{j+1} \), \( 1 \leq j \leq k - 1 \), and \( f(\gamma_k) = \gamma_1 \).

(d) The set \( E := \gamma_1 \cup \gamma_2 \cup \cdots \cup \gamma_k \) is conically attracting in the sense that there is a conical open set (pinched at the origin) \( W \) such that \( d(f^n(x), E) \to 0 \) as \( n \to \infty \) whenever \( x \in E \).

Then
\[
\mathcal{A} := \Lambda \cap E,
\]
where \( \Lambda \) is as in \( \text{[3]} \), is a chaotic strange global attractor.

**Proof.** It follows at once from the hypotheses and Theorem [13] that \( \mathcal{A} \) is a semichaotic strange global attractor. Consequently, it suffices to prove that \( f \) restricted to \( \mathcal{A} \), denoted as \( g := f|_{\mathcal{A}} \), which can be identified with its conjugate described in Corollary [14] is both topologically transitive and that its periodic points are dense. We first prove that given any \( x, \tilde{x} \in \mathcal{A} \) and any open neighborhood \( U \) of \( x \), there is a point \( \tilde{x} \in U \) and an \( N \in \mathbb{N} \) such that \( g^N(\tilde{x}) = \tilde{x} \), which clearly implies topological transitivity. Let \( x \in \gamma_i \cap \Lambda \) belong to the \((m-1)\)-spherical shell corresponding to \( s = .a_1a_2 \ldots \) and \( \tilde{x} \in \gamma_j \cap \Lambda \) belong to the \((m-1)\)-spherical shell corresponding to \( \tilde{s} = .\tilde{a}_1\tilde{a}_2 \ldots \). Define \( q \) to be the least nonnegative integer such that \( g(q) = \gamma_j \) and note that it follows from (c) that \( g^{l_k+q}(\gamma_i) = \gamma_j \) for every nonnegative integer \( l \). Given any \( \epsilon > 0 \), we can obviously choose \( l \) so large that \( d_B(s, \tilde{s}) < \epsilon \), where
\[
\tilde{s} = .a_1a_2 \ldots a_{l_k+q} \tilde{s} = .a_1a_2 \ldots a_{l_k+q} \tilde{a}_1\tilde{a}_2 \ldots ,
\]
and then define \( \tilde{x} \) to be the intersection of \( \gamma_i \) with the \((m-1)\)-spherical shell associated to \( \tilde{s} \). Clearly, by selecting \( \epsilon \) sufficiently small, we can guarantee that \( \tilde{x} \in U \). But it follows from our construction that \( \sigma^{l_k+q}(\tilde{s}) = \tilde{s} \), so \( g^{l_k+q}(\tilde{x}) = \tilde{x} \) and the topological transitivity follows. The density of the periodic points can be readily verified by a straightforward modification of the transitivity argument. To wit, let \( x \in \gamma_i \cap \Lambda \) belong to the \((m-1)\)-spherical shell corresponding to \( s = .a_1a_2 \ldots \). Given any \( \epsilon > 0 \), select \( l \) so large that \( d_B(s, \overline{a}_1 \ldots \overline{a}_{l_k}) < \epsilon \), where \( \overline{a}_1 \ldots \overline{a}_{l_k} \) is the binary sequence formed by successively concatenating the finite sequence \( .a_1a_2 \ldots a_{l_k} \) with itself, i.e.
\[
\overline{a}_1 \ldots \overline{a}_{l_k} := .a_1a_2 \ldots a_{l_k}a_1a_2 \ldots a_{l_k} \ldots .
\]
It is easy to see that \( \overline{a}_1 \ldots \overline{a}_{l_k} \) is a periodic point of period \( l_k \) for the shift map \( \sigma \) and if we select \( \tilde{x} \) to be the point of \( \gamma_i \) on the \((m-1)\)-spherical shell corresponding to \( \overline{a}_1 \ldots \overline{a}_{l_k} \), then \( g^{l_k}(\tilde{x}) = \tilde{x} \), so the proof is complete since \( \epsilon \) is arbitrary.

### 3.2 Attractors for AZ maps contracting at the origin

When the origin is a sink rather than a source, as it typically is for models of populations comprised entirely of climax species, we can relax the extermination requirement of Theorem [13] and obtain analogous results concerning strange attractor for globally \( C^1 \) maps. An example is the following.

**Theorem 16.** Suppose \( f : \mathbb{R}^m \to \mathbb{R}^m \) is a \( C^1 \) EZ map, with \( M \) and \( R_M \) as in Lemma [11] for which the following properties obtain:
(i) $f^{-1}(\{0\}) = \{0\}$, $\|f'(0)\| < 1$ and $\{0\}$ has a basin of attraction of the form

$$\mathcal{B}(0) := \{ x \in \mathbb{R}^m : 0 \leq |x| < \alpha_0(x/|x|) \},$$

where $\alpha_0 : \mathbb{S}^{m-1} \to \mathbb{R}$ is a positive $C^1$ function and $f^{-1}(\mathcal{B}(0))$ is a semi-infinite $(m-1)$-spherical shell of the form

$$Z := \{ x \in \mathbb{R}^m : \zeta(x/|x|) < |x| \},$$

where $\zeta : \mathbb{S}^{m-1} \to \mathbb{R}$ is a $C^1$ function satisfying $R_M < \zeta(u) < M$ for all $u \in \mathbb{S}^{m-1}$.

(ii) The set $S_\ast := f^{-1}(Z)$ is an $(m-1)$-spherical shell of the form

$$S_\ast = \{ x \in \mathbb{R}^m : 0 < \alpha(x/|x|) \leq |x| \leq \beta(x/|x|) \},$$

where $\alpha, \beta : \mathbb{S}^{m-1} \to \mathbb{R}$ are positive $C^1$ functions such that $0 < \beta(u) - \alpha(u) < \zeta(u)$ for all $u \in \mathbb{S}^{m-1}$.

(iii) $f'(x)$ is invertible at every $x \in D \setminus \{ x \in \mathbb{R}^m : 0 < \alpha(x/|x|) < |x| < \beta(x/|x|) \}$.

(iv) The radial derivative denoted as $\partial_\nu |f|$ and defined as

$$\partial_\nu |f|(x) := \langle \nabla |f|(x), x/|x| \rangle,$$

when it exists, is such that there are numbers $\lambda, \mu$ with $\mathfrak{M}/m < \lambda < \mu$ for which $\lambda \leq \partial_\nu |f|(x) \leq \mu$ for every $x \in \{ x \in \mathbb{R}^m : 0 < |x| \leq \alpha(x/|x|) \}$ and $-\mu \leq \partial_\nu |f|(x) \leq -\lambda$ whenever $x \in \{ x \in \mathbb{R}^m : \beta(x/|x|) \leq |x| < \zeta(x/|x|) \}$. Here $m := \min \{ \alpha(u) : u \in \mathbb{S}^{m-1} \}, \mathfrak{M} := \max \{ \beta(u) : u \in \mathbb{S}^{m-1} \}$ and $\nabla$ is the usual gradient operator.

Then

$$\Gamma := \{0\} \vee \Gamma_\ast,$$

where

$$\Gamma_\ast := \hat{D} \setminus \bigcup_{n=1}^{\infty} f^{-n}(\hat{S}_\ast),$$

is a compact semichaotic strange minimal global attracting set having $m$-dimensional Lebesgue measure zero.

Proof. As the proof of this result is completely analogous to that of Theorem 13, we need only sketch the argument. Again we immediately deduce from the hypotheses and construction that $\Gamma$ is a compact global attracting set for $f$.

Moreover, excepting the origin, it is a two-component Cantor set (generated by $(m-1)$-spherical shells rather than intervals) contained in $\{ x \in \mathbb{R}^m : \alpha_0(x/|x|) \leq |x| \leq \zeta(x/|x|) \}$. Consequently, it must be a fractal set. More precisely, we see from the properties (in particular (iv)) of the map that we have

$$f^{-1}(S_\ast) = S_0 \cup S_1,$$

where the union is disjoint and both $S_0$ and $S_1$ are open $(m-1)$-spherical shells such that $S_i \subset \hat{S}_i$, $i = 0, 1$, where

$$\Sigma_0 := \{0\} \cup \{ x \in \mathbb{R}^m : \alpha_0(x/|x|) \leq |x| \leq \alpha(x/|x|) \} \text{ and } \Sigma_1 := \{ x \in \mathbb{R}^m : \beta(x/|x|) \leq |x| \leq \zeta(x/|x|) \},$$
and we note that we have the partition
\[ \tilde{D} = \Sigma_0 \cup S_\ast \cup \Sigma_1. \]

Repeating the pre-imaging operation on the open \((m - 1)\)-spherical shells, we obtain the partitions of open cells

\[ f^{-1}(S_0) = S_{00} \cup S_{01} \text{ and } f^{-1}(S_1) = S_{10} \cup S_{11}, \]

where \(S_{0i}, S_{1i} \subset \tilde{S}_{0i}, i = 0, 1\), and the continuing, we obtain in a manner quite like that in the proof of Theorem 13 the Cantor set representation

\[ \Gamma_C = \bigvee_{s \in 2^{\mathbb{N}}} \Sigma_s \subset \tilde{D}. \]

Whence, by again sliding the shell boundaries along rays, we see that \(\Gamma_C\) is homeomorphic and actually \(C^1\) diffeomorphic with

\[ \Gamma_C \cong S^{m-1} \times C, \tag{8} \]

where \(\cong\) denotes homeomorphic and \(C\) is a standard two-component Cantor set on the unit interval \([0, 1]\). This conclusively shows that the attracting set \(\{0\} \cup \Gamma_C\) is fractal. The sensitive dependence is an immediate consequence of the construction of \(\Gamma_C\) and (iv). Indeed, we compute that for all \(x \in D\)

\[ n^{-1} \log \| (f^n)'(x) \| = n^{-1} \sum_{k=1}^{n} \log \| f' (f^{k-1}(x)) \| \]

\[ \geq n^{-1} \sum_{k=1}^{n} \log |\partial_x f (f^{k-1}(x))| \geq \log \lambda > 0, \]

so \(\lim \inf n^{-1} \log \| (f^n)'(x) \| > 0\), which implies sensitive dependence, and the proof is complete. \(\square\)

The approximate value for the Hausdorff dimension (5) also applies here, and there are rather obvious analogs (where the origin is a sink rather than a source) of Corollaries 14 and 15 for Theorem 16. We only state these results, since their proofs are essentially the same mutatis mutandis as those given for their analogs.

**Corollary 17.** The hypotheses of Theorem 16 implies that \(f\) is conjugate on \(\Gamma\) to a map of the form

\[ \hat{f} : [\{0\} \cup (S^{m-1} \times 2^{\mathbb{N}})] / (S^{m-1} \times 0) \to [\{0\} \cup (S^{m-1} \times 2^{\mathbb{N}})] / (S^{m-1} \times 0), \]

where

\[ \hat{f}(0) := 0 \text{ and } \hat{f}(x, s) := (\nu(x, s), \sigma(s)) \text{ for } x \neq 0, \]

\(\sigma\) is the shift map (with \(\sigma(a_1a_2a_3\ldots) = (a_2a_3a_4\ldots)\) and \(\nu\) is a continuous map.

**Corollary 18.** Suppose in addition to the hypotheses of Theorem 16 \(f\) satisfies the following property: There exists a finite set of \(C^1\) curves \(\{\gamma_1, \gamma_2, \ldots, \gamma_k\} \subset \tilde{D}\) such that:

(a) Each curve begins at \(x = 0\) and ends at a distinct point of the boundary \(\partial \tilde{D} = \{x \in \mathbb{R}^m : x = \zeta(x/|x|)\}\) of \(\tilde{D}\).

(b) The curves are all transverse to \(\partial S_\ast = \{x \in \mathbb{R}^m : x = \alpha(x/|x|)\} \cup \{x \in \mathbb{R}^m : x = \beta(x/|x|)\}\).

(c) \(f(\gamma_j) = \gamma_{j+1}, 1 \leq j \leq k - 1, \text{ and } f(\gamma_k) = \gamma_1.\)

(d) The set \(E := \gamma_1 \cup \gamma_2 \cup \cdots \cup \gamma_k\) is conically attracting.
Then

\[ \mathcal{A} := \Gamma \cap E, \]

where \( \Gamma \) is as in (7), is a chaotic strange minimal global attractor.

A few remarks are in order before we move on to a discussion of another - very different - type of strange attractor. In Theorem 16, the origin is actually a global metric attractor (see, e.g. Milnor [24, 25]) because \( \Gamma_C \) has \( m \)-dimensional Lebesgue measure zero, but the minimal global attractor is indeed \( \Gamma \). The basin of attraction is riddled in a measure zero sense (c.f. [8]). In applications, the model maps frequently leave all of the coordinate axes invariant (such as in [10, 18, 21, 22, 34, 35, 39]) in which case there are obvious versions of the above strange attractor results for maps restricted to \( x_1, \ldots, x_m \geq 0 \), for example.

4 Multihorseshoe (Trellis) Strange Attractors

In this section we describe another type of attractor generated by one or more horseshoes associated to hyperbolic fixed or periodic points. These attractors apparently were first studied in reasonable detail (for planar maps with an emphasis on characterizing the stable-unstable manifold connections of neighboring horseshoes) by Easton [12], who seems also to have coined the name “trellis” to describe their structure. They can often be found in the dynamics of AZ maps, but they may occur for more general smooth maps as well. It is convenient to introduce the following concept.

**Definition 19.** Let \( f : X \to X \) be a \( C^1 \) self map of the \( m \)-dimensional \( C^1 \) manifold \( X \). A subset \( H \) of \( X \) is an attracting \( 1 \times (m-1) \)-horseshoe (at \( p \)) for \( f \) if the following properties obtain:

(AH1) There is a \( C^1 \) diffeomorphism \( \varphi : H^* \to H \), where

\[ H^* := C_0^* \cup Z^* \cup C_1^*, \]

with

\[ Z^* := \{ x \in \mathbb{R}^m : 0 \leq (x_1 + 2)^2 + x_2^2 + \cdots + x_{m-1}^2 \leq 4^2, -1 \leq x_m \leq 9 \}; \]
\[ C_0^* := \{ x \in \mathbb{R}^m : 0 \leq (x_1 + 2)^2 + x_2^2 + \cdots + (x_m + 1)^2 \leq 4^2, x_m \leq -1 \} \text{ and} \]
\[ C_1^* := \{ x \in \mathbb{R}^m : 0 \leq (x_1 + 2)^2 + x_2^2 + \cdots + (x_m - 9)^2 \leq 4^2, x_m \geq 9 \}; \]

so that defining \( H := \varphi (H^*) \), \( Z := \varphi (Z^*) \) and \( C_k := \varphi (C_k^*), k = 0, 1 \), we have the associated decomposition

\[ H = C_0 \cup Z \cup C_1. \]

We note that \( H^* \) has both a \( C^\infty \) \( 1 \)-dimensional foliation \( F_v \) comprised of leaves that are the intersections with \( H^* \) of the lines of the form \( x_1, \ldots, x_{m-1} \) all constant, and a \( C^\infty \) \((m-1)\)-dimensional foliation \( F_h \) consisting of the intersections with \( H^* \) of the hyperplanes \( x_m = \text{constant} \). These orthogonal foliations produce transverse \( C^1 \) foliations of \( H \) defined by \( F_v := \varphi (F_v^*) \) and \( F_h := \varphi (F_h^*) \).

(AH2) The map \( f \) restricted to \( H \) is injective, \( f (H) \subset \tilde{H} \), and \( f (C_k) \subset \tilde{C}_k \) for \( k = 0, 1 \).
Theorem 20. Let \( f : E \to E \) be a \( C^1 \) self-map of a connected open subset of \( \mathbb{R}^m \). If \( f \) has an attracting \( 1 \times (m - 1) \)-horseshoe \( H \) at \( p \in E \), then
\[
\mathfrak{A} := \bigcap_{n=1}^{\infty} f^n(H) = \overline{W^u(p)}
\]
is a chaotic strange attractor of \( f \) with a basin of attraction containing \( H \), and \( \mathfrak{A} \) is homeomorphic to
\[
(K \times [0, 1]) / (K \times \{0, 1\}),
\]
(9)
where \( K \) is a two-component Cantor space and the usual quotient topology is used for the whole space.

Proof. We first verify that \( \mathfrak{A} \) is an attracting set. If \( x \in H \setminus (S_0 \cup S_1) \), it follows from (AH2), (AH4) and (AH5) that \( f^2(x) \in \hat{C}_0 \). Consequently, in virtue of (AH4), \( f^n(x) \in \hat{C}_0 \) for all \( n \geq 2 \) and \( f^n(x) \to q \in \bigcap_{n=1}^{\infty} f^n(H) = \overline{W^u(p)} \) as \( n \to \infty \). Moreover, we readily infer that the only possible points \( x \) in \( H \) having iterates that do not converge to \( \mathfrak{A} \) are those such that \( f^n(x) \in S_0 \cup S_1 \) for all \( n \geq 0 \). But for points such as these, it follows from (AH3), (AH6) and (AH7) that \( d(f^n(x), \mathfrak{A}) \leq c\lambda^n \) for all \( n \in \mathbb{N} \), so \( f^n(x) \to \mathfrak{A} \). Thus, \( \mathfrak{A} \) is an attracting set that includes all of \( H \) in its basin of attraction. In fact, the obvious fact that \( \mathfrak{A} \) is indecomposable - which is probably most self-evident from its characterization as the closure of the unstable manifold of \( p \) - shows that we have a minimal attracting set, which means
that it is an attractor. To see that \( A \) is fractal, one merely has to note that owing to (AH3) and the geometry of \( f(H) \), its intersection with \( Z \) is homeomorphic with \( K \times [0, 1] \), where \( K \) is the two-component Cantor set in the statement of the theorem. As for the chaotic regimes of \( f \) restricted to \( A \), consider the subset defined as

\[
\Lambda := A \cap \{ x \in H : f^n(x) \in S_0 \cup S_1 \}.
\]

This is just the standard product of Cantor sets \( K \times K \), which is \( f \)-invariant and on which it is well known (c.f. [17, 18, 46] and Theorem 13 and Corollary 14) that \( f \) is conjugate to the shift map \( \sigma : 2^Z \to 2^Z \) defined as

\[
\sigma(\{\cdots a_{-2}a_{-1}a_0a_1a_2\cdots\}) = \{\cdots a_{-2}a_{-1}a_0a_1a_2\cdots\}.
\]

This map is topologically transitive and the periodic points are dense, so it follows that the map depends sensitively on initial points in \( \Lambda \). The sensitive dependence can also be established directly from the properties of the attracting horseshoe; in fact, (AH6) and (AH7) implies that

\[
\lim \inf n^{-1} \log \| (f^n)'(x) \| \geq \log \lambda > 0
\]

for all \( x \in \Lambda \). It remains only to prove the representation of the attractor as the quotient space (9), which is obvious from the definition of the attracting horseshoe, so the proof is complete.

It is likely that rank-one theory could also be used to prove the above theorem, but probably with considerably more effort than required for our proof. In addition, it appears that our approach might lead to some interesting generalizations that are beyond the scope of rank-one techniques.

It is now an easy matter to generalize Theorem 20 to the case of multihorseshoe strange chaotic attractors (trellises), which tend to exemplify both great complexity and aesthetically interesting patterns, which we shall illustrate in the sequel. As the proof of the following results follows directly from Theorem 20, we leave it to the reader.

**Theorem 21.** If \( f : E \to E \) a \( C^1 \) self-map of a connected open subset of \( \mathbb{R}^m \) that has a \( k \)-cycle of distinct points \( \{p_1, \ldots, p_k\} \) with \( k > 1 \) and \( f^k \) has an attracting \( 1 \times (m - 1) \)-horseshoe \( H \) at one of the points \( p \) in the cycle, then

\[
\mathcal{A} := W^u(p) \cup f(W^u(p)) \cup \cdots \cup f^{k-1}(W^u(p))
\]

is a chaotic strange attractor for \( f \) with a basin of attraction containing \( H \cup f(H) \cup \cdots \cup f^{k-1}(H) \).

We remark that it is not difficult to find an analog of (5) to approximate the Hausdorff dimension of a single attracting horseshoe, from which one can deduce that the fractal dimension is just slightly larger than one if the contraction constant \( \lambda \) in (AH7) is very small. On the other hand, even for relatively small contraction constants, interactions of the horseshoes (via intersections of respective unstable with stable manifolds) in trellises can produce strange attractors that appear to have fractal dimensions that are nearly equal to two for planar maps, as we shall illustrate in the simulation examples to be shown in the next section.

## 5 Applications and Examples

We shall now illustrate our strange attractor theorems via simulation. Our examples are chosen from well established discrete dynamical models for physical phenomena; in particular, those for predicting the evolution of ecological systems.
Figure 1: An attracting horseshoe
For ease and clarity of visualization, we restrict the examples to maps of the plane. We begin our simulations with maps that have radial attractors.

5.1 Radial attractor examples

Our first example involves the map $f : \mathbb{R}^2 \rightarrow \mathbb{R}^2$ defined as

$$f(x_1, x_2) = f(x_1, x_2; a) := ae^{-x_1^2} - x_2(x_1 \cos(2\pi \theta) - x_2 \sin(2\pi \theta), x_1 \cos(2\pi \theta) - x_2 \sin(2\pi \theta)),$$  \hspace{1cm} (10)

where $\theta$ is an irrational number (so that the rotational part is ergodic), is meant as an application of Theorem 13, but note that although this map is AZ, it is not EZ. This particular discrete dynamical system is of a type that has proven quite successful in modeling the evolution of several pioneer species cohabiting and competing in the same ecological environment. Fairly thorough descriptions of the properties of pioneer and climax species can be found in [14, 15, 21, 34, 35, 39].

Examples of radial type attractors for (10) that emerge for increasing values of $a$ for two different choices of $\theta$ (the golden mean $\phi := (1 + 5)/2$ and the base of the natural logarithm $e$) are shown in Figs. 2 and 3. Reading the panels from left to right in these representations, the parameter $a$ starts at 2.7 in the upper left-hand corner and increases by increments of 0.3 until it reaches 6.0 in the lower right-hand corner.

Note how in each case the attractor essentially begins as a single invariant ellipse, then there is period-doubling to a two-cycle of ellipses that begins a period-doubling cascade that eventually leads to full-blown chaotic attractors when $a$ is sufficiently large (around $a = 4.2$). For larger values of $a$ there is a parameter window (approximately $4.6 < a < 5$) in which the attractor appears to be regular, then for all larger values of the parameter ($a \geq 5.1$), one sees chaotic strange attractors of the kind described in Theorem 13.

5.2 Multihorseshoe attractor simulations

Next, we illustrate the case in which there are multihorseshoe attractors for different parameter values and note that the examples are drawn from models of pioneer-climax ecological dynamics. For our first example of this kind, the map $f : \mathbb{R}^2 \rightarrow \mathbb{R}^2$ is

$$f(x_1, x_2) = f(x_1, x_2; a, b) := (x_1 e^{0.8x_1 - 0.8x_2}, x_2(0.2x_1 + 0.8x_2)e^{b - 0.2x_1 - 0.8x_2}).$$  \hspace{1cm} (11)

Figure 4 shows the map (11) for $a = 2.4$ and $b = 2.5$ that follows intervals of slightly smaller values for which $f$ has a 6-cycle of sinks, which develop nearby saddles and associated attracting horseshoes when $a$ and $b$ are sufficiently large, as illustrated in Fig. 5 for $a = b = 3$.

Another example of a multihorseshoe attractor, this time for the map defined as

$$f(x_1, x_2) = f(x_1, x_2; a, b) := (x_1 e^{a - 0.8x_1}, x_2(0.2x_1 + 0.8x_2)e^{b - 0.2x_1 - 0.8x_2}).$$  \hspace{1cm} (12)

is shown in Fig. 6 for $a = b = 3$.  
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Figure 2: Changes in radial attractors for (10) with $\theta = \phi$ for $a = 2.7, 3.3, 3.6, 3.9, 4.2, 4.5, 4.8, 5.1, 5.4, 5.7, 6$.

Figure 3: Changes radial attractors for (10) with $\theta = e$ for $a = 2.7, 3.3, 3.6, 3.9, 4.2, 4.5, 4.8, 5.1, 5.4, 5.7, 6$. 
Figure 4: Attractor of transitional multihorseshoe type for the map (11) with $a = 2.4, b = 2.5$.

Figure 5: A multihorseshoe chaotic strange attractor for the map (11) with $a = b = 3$. 
Figure 6: A multihorseshoe chaotic strange attractor for the map (12) with $a = b = 3$.

6 Concluding Remarks

We have proved what appear to be several new theorems about strange attractors based on hypotheses that are relatively easy to check, which means that they are rather well suited to a variety of applications amenable to modeling by discrete dynamical systems.

The radial theorems, which apply to asymptotically zero discrete dynamical systems of arbitrary finite dimension, may be viewed as extensions of known results for one-dimensional systems, since it appears that they pretty much coincide with many aspects of much of the work that has appeared in the literature in this case such as that described in [7, 40, 41]. Our multihorseshoe (trellis) results, even though they were at least partially envisaged and analyzed by Easton, can still in large measure be considered as novel inasmuch as they are rigorous extensions of the concepts introduced in [12]. As we also noted, the multihorseshoe attractors are essentially of rank-one type, so it might be interesting to determine how closely our approach is connected with rank-one theory. In addition, an investigation of this connection might lead to some useful new techniques for studying strange attractors that effectively combine elements of both methods.

One of the most attractive features of our multihorseshoe techniques is the possibility they seem to provide for higher dimensional generalizations (with may even extend to infinite-dimensional discrete dynamical systems). In particular, it is natural to enquire if our approach can be used for the construction and identification of chaotic strange attractors generated by unstable manifolds of dimension greater that one. We have already begun to look into this question, and expect to present rigorous versions of our already promising preliminary results in a series of forthcoming papers. In addition to extending and generalizing the results obtained here, we shall continue to seek significant application areas in which our approach or some modifications thereof can be used to answer outstanding questions concerning the existence
of strange attractors, which in physical modeling often provide important information about the evolution of a system. For example, recently developed dynamical models of granular flow phenomena such as in [6][29] appear to have strange attractors that control the long-time behavior of the particle configurations.
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