Abstract

In the civil engineering field, there are usually unexpected troubles that can cause delays during execution. This situation involves numerous variables (resource number, execution time, costs, working area availability, etc.), mutually dependent, that complicate the definition of the problem analytical model and the related resolution. Consequently, the decision-maker may avoid rational methods to define the activities that could be conveniently modified, relying only on his personal experience or experts’ advices. In order to improve this kind of decision from an objective point of view, the authors analysed the operation correction using a data mining technique, called Fuzzy Clustering. This allows the analysts to represent complex real scenarios and classify the various activities according to their influence on the reduction of the total execution time. The proposed procedure provides positive results that are also in compliance with significant operational constraints, such as the control of costs and areas needed by the workers to perform the tasks. Finally, it is possible to increase the input variable number preserving the algorithm simplicity and avoiding lacks of accuracy in the final numerical outcomes.
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1 Introduction

The management of a working phase in the civil engineering field is a very complex process, because of the numerous factors affecting the uncertainty of the final result. The main goal of a building company is the production profit at the completion of the execution. This can be reached only by controlling many influencing elements, usually contrasting each other. Number and typology of the adopted resources (manpower and machines), their organization, available space, material costs, and available time should be all considered with accurate attention.

Since the time schedule defined in the design phase and generally represented by a Gantt (or Pert) chart is the main reference in the execution planning, the initial task of site organization is sufficiently simple. An expert operator, using this information in a proper way, assigns appropriate resource quantities to each operation to complete the working activities in the predefined and expected time (Fatemi Ghomi and Teimouri, 2002; White and Fortune, 2002).

Obviously, managing troubles occur when something disturbs the initial balanced situation. The final consequences could be very counterproductive: this can generate a cost increase, cause delays, require further operations and hazardous conditions for the workers. In these cases, according to the quality of the available information, the construction manager should identify the origin of the deviation. This may be due to variations of some material or manpower costs, reductions of the initial estimate of the machine efficiency, adverse weather conditions, errors in the executive design, etc. Unfortunately, correcting these disadvantageous situations is not an easy task, even if they are properly diagnosed.

In general, when delays occur, it is often practice to increase the number of workers or machines for the following activities. However, this choice can produce consequently critical complications, such as growth of construction costs or congestion of the working area generating unexpected diseconomies and potential hazards for workers’ safety (Chretienne and Sourd, 2003; Castro et al., 2008a, 2008b).

It should be also considered that the activities efficiently resulting in a time recovery belong to the critical path, i.e. the
activity succession affecting the total execution time of the working operations. Then, assuming equal resource increases, the best choice is generally the correction and improvement of the activities determining the lowest growth of occupied areas and costs, and the highest time savings.

The scenario complexity could also lead the analyst through two different improper decision paths, producing unsatisfactory results:

• The decisions rely on the analyst’s personal experience or his technical judgment ability; this is a rapid method useful in the emergency phase, but it is not much rational.
• The decision-maker adopts very sophisticated analytical methodologies (such as probabilistic analyses or optimization tools) that can be applied on real complex situation after extreme simplifications only (Hardie, 2001; Fatemi Ghomi and Rabani, 2003; Azaron et al., 2005; Mouhoub et al., 2011; Madadi and Iramanesh, 2012); in this case, the final output is not correct either (Trietsch and Baker, 2012). It is robust, but the boundary conditions are different from the actual ones.

Then, there is a need for a novel objective method that can help the decision-maker and consider all the different variables in the resolution, even if not analytically independent (Arunava and Anand, 2008). For this reason, the clustering techniques are very interesting. In particular, they allow the analysts to perform classifications and indictions of observed data according to conditions preliminarily fixed by the operator (Duda et al., 2001; Webb, 2002; McLachlan, 2004; Ripley, 2005; Theodoridis et al., 2006; Bosurgi et al., 2010; Pellegrino, 2011; 2012).

In particular, the Fuzzy C-means (FCM) method optimizes the criterion “sum of the squares errors” and it is generally used due to its simplicity and low computational cost. It provides a continuous (or fuzzy) classification that, unlike the hard clustering method, allows an object to belong to several classes with a certain membership degree (or, more improperly, probability) in a more realistic way. For these reasons, this technique has seemed the most suitable to represent an unsupervised clustering and Fuzzy C-Means methodology and the validation measures, the authors provide the characteristics of the proposed approach with details related to the specific research applications (Section 2). Later, the numerical results are presented (Section 3) and critically discussed (Section 4).

2 Method
2.1 Brief note about clustering
When it is necessary to identify hidden structures in raw data in order to classify them in appropriate ways, the well-known techniques of clustering are used (Bezdek et al., 1984; Amadore et al., 2014). These data often come from surveys recorded during trials, where each observation includes measured characteristics grouped into a n-dimensional vector (Abonyi and Feil, 2007):

\[ x_k = [x_{k1}, x_{k2}, \ldots , x_{kn}]^T , \quad x_k \in R^n \]  \hspace{1cm} (1)

All the N observations could be reported as a matrix N × n:

\[
X = \begin{bmatrix}
x_{11} & x_{12} & \cdots & x_{1n} \\
x_{21} & x_{22} & \cdots & x_{2n} \\
\vdots & \vdots & \ddots & \vdots \\
x_{n1} & x_{n2} & \cdots & x_{nn}
\end{bmatrix}
\]  \hspace{1cm} (2)

As is known, a cluster attracts towards itself the elements of similar characteristics relative to other elements closer to other clusters. This property is quantified analytically as the normal distance between the cluster center and the observations that belong to it. In recent years, development of artificial intelligence has led researchers to the application of fuzzy techniques to clustering, so that an observation did not belong to a single cluster, but to all clusters with different degrees ranging from 0 to 1 and under the condition that their sum, referring to all the different clusters, is equal to 1.
The partition matrix $N \times c$, therefore, has the following form:

$$U = \begin{bmatrix} u_{11} & u_{12} & \cdots & u_{1c} \\ u_{21} & u_{22} & \cdots & u_{2c} \\ \vdots & \vdots & \ddots & \vdots \\ u_{N1} & u_{N2} & \cdots & u_{Nc} \end{bmatrix}$$

(3)

where $c$ is the number of clusters and $U$ have to respect the following:

$$\mu_{ik} \in [0,1], 1 \leq i \leq c, 1 \leq k \leq N$$

(4)

$$\sum_{k=1}^{c} \mu_{ik} = 1, 1 \leq k \leq N$$

(5)

$$0 < \sum_{k=1}^{N} \mu_{ik} < N, 1 \leq i \leq c$$

(6)

Then, the fuzzy partitioning space for $X$ can be written through this expression:

$$M = \left\{ U \in \mathbb{R}^{N \times c} \mid \forall i, k; \sum_{k=1}^{c} \mu_{ik} = 1, \forall k; 0 < \sum_{k=1}^{N} \mu_{ik} < N, \forall i \right\}$$

(7)

As already said, in the Eq. (5), the sum of each column is 1 which means that the total membership of each $x_i$ in $X$ equals one.

In the Fuzzy C-means procedure, it is expected to perform the minimization of an objective function, called C-means functional, equal to:

$$J(X; U, V) = \sum_{i=1}^{N} \left( \sum_{k=1}^{c} \mu_{ik}^{m} \right) \| x_i - v_k \|^2$$

(8)

Where $V$ is the vector containing the centers of the clusters and $m$ is a weighting exponent $>1$:

$$V = [v_1, v_2, \ldots, v_c], \quad v_i \in \mathbb{R}^{n}$$

(9)

The weighting factor $m \in (1, \infty)$ characterizes the fuzzyness of the clusters. When $m=1$ the membership tends to 0 or 1 implying a crisp partitioning where the $v_i$ are just the geometric centroids of the $X_i$.

The literature do not suggest any convenient value for $m$, since the best choice could derive from extensive trials, but a good compromise could be a selection in the range $1.5 \leq m \leq 3.0$ (Bezdek et al., 1984).

The minimization $J$ function is a problem of nonlinear optimization that can be passed through a Picard iteration through the first-order conditions for stationary points of $J$ equation. It is opportune to apply some constraints (Eq. (5)) to $J$ through the Lagrange multipliers and set the gradients ($\nabla J$) respect to $U, V$ and $\lambda$ to zero:

$$J(X; U, V, \lambda) = \sum_{i=1}^{N} \sum_{k=1}^{c} (\mu_{ik})^m (x_i - v_k)^T A (x_i - v_k) + \sum_{k=1}^{c} \lambda_k \left( \sum_{i=1}^{N} \mu_{ik} - 1 \right)$$

(10)

Where the squared inner-product distance norm is represented by:

$$D_{ik}^2 = \| x_i - v_k \|^2 = (x_i - v_k)^T A (x_i - v_k)$$

(11)

If

$$D_{ik}^2 > 0, \forall i, k \text{ and } m > 1$$

(12)

Then

$$(U, V) \in M \times R^{nc}$$

(13)

can minimize $J$ only if:

$$\mu_{ik} = \frac{1}{\sum_{j=1}^{N} (D_{jk}/\lambda_{jk})^{2/(m-1)}}, 1 \leq i \leq c; 1 \leq k \leq N$$

(14)

and

$$v_i = \frac{\sum_{k=1}^{N} \mu_{ik} x_k}{\sum_{k=1}^{N} \mu_{ik}}, 1 \leq i \leq c$$

2.2 The proposed procedure

In practical applications, some detailed analyses of the different activities involved in the building realization allow the operator to evaluate the cost of each resource (manpower, machines, materials), the general costs, and the profit. However, the total economic impact could be figured out only by considering the working time schedule. It represents, in a clear and operative way, the space-time distribution of the various resources used to realize the construction.

In modifying the ordinary state of the activities (for instance, accelerating some tasks), it is significant to estimate the potential advantages related to each one. By the way of example, if the working acceleration is pursued through a manpower increase, the most suitable operations to modify are those with the lowest cost/manpower and time/manpower ratios. Another strategical factor is the occupied area by each operation that increases with the workers’ number. The growth of this area should be limited and controlled to not affect the other activities performed in the closest areas.

To handle the analytical problem, the authors defined a specific database including all the variables that influence and drive the manager’s decision:

- Workers’ number for performing a specific task; the upper limit depends on the fixed max number of workers or the maximum area actually available for the task; this variable influences the realization time;
- Number of machines for performing a specific task; each machine generally involves two workers – driver and assistant; this variable conditions the occupied area and the execution time;
• Activity cost for the company, with details concerning manpower, machines, materials, and general costs;
• Activity duration; at constant working quantity, an increase of resource produces a shorter realization time;
• Required area for the activity; the various zones dedicated to different activities do not have to be overlapped (also considering common space and paths), in order to avoid any interaction that could harm workers’ efficiency and safety;
• dC/dMP, i.e. the cost variation for each further worker (Fig. 1.2);
• dA/dMP, i.e. the required area variation for each further worker;
• dD/dMP, i.e. the time variation for each further worker.

It is clear that the activities with a low value of dC/dMP should be preferred according to the research goal, because at constant workers’ number their cost is lower (Fig. 2). Similar considerations can be stated for dA/dMP. Activities with low dA/dMP assure larger available areas and reduce interference risks between different simultaneous tasks. Finally, duration needs obviously opposite values of dD/dMP; the decision-maker should modify activities with a high duration variation at constant workers’ number. Theoretically, the total cost of each activity should not vary if the manpower increases, because even if the daily cost growths it is balanced by the reduction of the days needed for the activity completion. In practice, when the number of workers rises, there is a negative interaction among them, producing a slightly decrease of their efficiency and production, in proportion to the added workers. As previously stated, it is important to modify operation included in a critical path to effectively reduce the working duration.

3 Results

In order to evaluate the method efficiency, the authors applied the procedure on the building of a short road, involving 25 working activities (Table 1). The aim is to evaluate the activities to choose which accelerate in order to produce the maximum advantages for the company in terms of working duration. To actually perform the analysis, it is important to evaluate in detail not only all the factors affecting each single activity (manpower, machines, materials, costs, general expenses, etc.), but also the starting time schedule to properly estimate the resource distribution in time and space (Fig. 3). Although the goal of this application is the reduction of the whole construction time, the authors included in the analysis also the activities out of the critical path to generalize the methodology. In detail, the activities evidenced in Fig. 3 do not produce advantages in terms of total time reduction, but only of cost saving.
### Table 1 List and duration of all the activities

| ACTIVITY                     | DURATION (days) |
|------------------------------|-----------------|
| Site installation            | 3               |
| Excavation                   | 5               |
| Road pavement cutting        | 3               |
| Cut set size trench          | 2               |
| Earth moving                 | 5               |
| Concrete manhole             | 5               |
| Inlet type A                 | 1               |
| Inlet type B                 | 2               |
| Tube type A                  | 5               |
| Tube type B                  | 4               |
| Tube type C                  | 2               |
| Cableduct                    | 4               |
| Backfill excavation          | 1               |
| Steel concrete wall          | 7               |
| Formworks                    | 5               |
| Concrete wall                | 5               |
| Gabions                      | 3               |
| Laying of embankment         | 3               |
| Embankment                   | 2               |
| Compaction                   | 2               |
| Subbase layer                | 2               |
| Binder layer                 | 2               |
| Surface layer                | 2               |
| New Jersey barrier           | 5               |
| Ditches pose in work         | 11              |

The first step of procedure is the division of each activity in its basic or elementary components (use and cost of the adopted resources) in both the conditions of “starting data” (original time schedule) and “modified data” (changing manpower and machines to the maximum possible value), as shown for example in activity 22 (Table 2). The max boundary for manpower and machines is related to the actually available working area that makes unproductive and dangerous the task because of activity interferences.

Some of the common factors presented in the analysis of each activity are considered in the next steps, and they are: number of adopted workers;
- percentual incidence of manpower on the activity cost;
- activity unit cost (€/m$^3$ o €/m$^2$);
- activity duration (days);
- influence area for the activity (m$^2$);
- $dC/dMP$, $dA/dMP$, and $dD/dMP$.

These factors are listed for each of the 25 activities in Table 3, including actual and max limits.

To achieve the research goal, the authors used only 2 clusters for the FCM analysis, representing 2 ideal conditions:
- cluster 1 represents a favourable situation since the activity can be effectively speeded up by increasing the number of workers without interferences with other activities;
- cluster 2 is the opposite condition; it represents a situation in which any modification is impossible because there are not available areas or the max number of workers has already been reached.

The values of the 8 variables for these alternative scenarios can be seen as the multidimensional coordinates of the clusters. For more efficiency, the authors normalized the data by the max value, generating values in the range [0, 1] (Table 4). Using the same approach, data listed in Table 3 are reported in Tab. 5 as standardized values for the starting condition. The result of the clustering procedure are listed in Table 6. For each of the 25 activities, the membership rate for the 2 clusters has been calculated. Moreover, Table 6 provides indications concerning the closer cluster for each activity and the critical path.

In Fig. 4, the authors have plotted the membership to cluster 1 of each activity: the values are represented in a logarithmic scale for more clarity.

**4 Discussion**

The analysis of the practical application reported in the previous section allows some general considerations.

Firstly, the size of the data set in Table 3 is not only proportional to the input variables (rows), but also depends on the number of working activities (columns). Considering this
simple data set, the results show that the method is very satisfying and the related results are remarkable. Then, it is more productive to handle complex building with hundreds of activities through clustering techniques than through alternative methodologies, more fashionable but impractical to adopt. For instance, in the operative research techniques, the problem can be solved only if all the constraints are specifically defined and, in a real situation, they can be very numerous and analytically complex.

Despite the apparent simplicity of the proposed example, this procedure allows the manager to choose different kinds of workers, modify the manpower/machine ration, recombine the workers in the typical teams, change the unit cost of any resource. In general, this approach is very simple and rapid; the only relevant task for the analyst is the examination of the basic component for each task, referring to unit duration and unit cost (Table 1). However, the project manager actually performs already this operation to verify eventual variations from the original plans during the executive phase and understand their reasons.

The advantages of the methodology are evident considering the goal of the research. The only exam of the data contained in Tables 3 and 5 do not permit to objectively define the relative convenience of all the activities when the manpower is increased, because of the numerous involved variables. Adopting the proposed clustering approach, analyst can classify all the activities and assign them to the 2 different clusters. Furthermore, the activities are not only ordered as convenient

### Table 2a – Basic components of each single activity – example for activity 22 Binder layer. Starting Data

| Description                      | Value       |
|----------------------------------|-------------|
| Hourly manpower [€/h]           | € 24.00     |
| Hourly excavator cost [€/h]     | € 75.00     |
| Number of workers                | 2           |
| % incidence manpower             | 5%          |
| Number of excavator              | 1           |
| % incidence excavator            | 8%          |
| Amount of work [mc]              | 3800.00     |
| Covered area [mq]                | 100.00      |
| Manpower total cost              | € 259.86    |
| Total cost                       | € 5872.73   |
| Received amount                  | € 6460.00   |
| Unit cost of manpower            | € 0.07      |
| Unit cost of excavator           | € 0.11      |
| Unit cost of materials           | € 1.19      |
| TOTAL DIRECT COSTS               | € 1.37      |
| Overhead costs (13%)             | € 0.18      |
| TOTAL COSTS                      | € 1.55      |
| Profit (10%)                     | € 0.15      |
| TOTAL                            | € 1.70      |
| Unit duration [h/mc]             | 0.0014      |
| Working hours in a day           | 8           |
| Efficiency                       | 3           |
| Duration [days]                  | 2.03        |

### Table 2b – Basic components of each single activity – example for activity 22 Binder layer. Modified Data

| Description                      | Value       |
|----------------------------------|-------------|
| Number of workers                | 4           |
| % incidence manpower             | 9%          |
| Number of excavator              | 2           |
| % incidence excavator            | 14%         |
| Incremental coeff. for interaction | 1.11      |
| Minimum number of workers        | 2           |
| Maximum number of workers        | 4           |
| Minimum cost                     | € 1.55      |
| Maximum cost                     | € 1.74      |
| Minimum used area                | 100.00      |
| Maximum used area                | 200.00      |
| Minimum duration                 | 1.02        |
| Maximum duration                 | 2.03        |
| Unit cost of manpower            | € 0.14      |
| Unit cost of excavator           | € 0.21      |
| Unit cost of materials           | € 1.19      |
| TOTAL DIRECT COSTS               | € 1.54      |
| Overhead costs (13%)             | € 0.20      |
| TOTAL COSTS                      | € 1.74      |
| Profit (10%)                     | € 0.17      |
| TOTAL                            | € 1.92      |
| Unit duration [h/mc]             | 0.001       |
| Working hours in a day           | 8           |
| Efficiency                       | 3           |
| Duration [days]                  | 1.02        |
| dC/dMP                           | 0.10        |
| dA/dMP                           | 98.00       |
| dD/dMP                           | 0.51        |
### Table 3a Actual and maximum condition of the main indicators of the 25 activities.

| Act | No. of Workers | % Manpower | Unitary Cost | Actual | MAX | Act | % Manpower | Unitary Cost | Actual | MAX |
|-----|----------------|------------|--------------|--------|-----|-----|------------|--------------|--------|-----|
| 1   | 2              | 6          | 35%          | 49%    | € 13.64 | 2 | 4             | 20%         | € 3.65 | 52.4 |
| 2   | 2              | 4          | 20%          | 28%    | € 3.65 | 2 | 6              | 35%         | € 3.44 | 9.58 |
| 3   | 2              | 6          | 38%          | 41%    | € 3.44 | 2 | 6              | 45%         | € 4.15 | 8.64 |
| 4   | 2              | 6          | 25%          | 36%    | € 4.15 | 2 | 6              | 10%         | € 4.91 | 6.50 |
| 5   | 2              | 10         | 23%          | 20%    | € 4.91 | 2 | 10            | 45%         | € 113.64 | 446.02 |
| 6   | 2              | 10         | 45%          | 57%    | € 113.64 | 7 | 4              | 22%         | € 111.09 | 150.81 |
| 7   | 2              | 4          | 22%          | 32%    | € 111.09 | 8 | 4              | 14%         | € 136.36 | 167.39 |
| 8   | 2              | 10         | 15%          | 38%    | € 10.36 | 9 | 2              | 10%         | € 11.36 | 20.47 |
| 10  | 2              | 8          | 17%          | 37%    | € 12.09 | 11 | 4              | 20%         | € 15.91 | 31.42 |
| 12  | 2              | 8          | 20%          | 41%    | € 15.91 | 13 | 2              | 29%         | € 3.86 | 4.59 |
| 14  | 2              | 14         | 32%          | 67%    | € 1.49 | 15 | 67%           | 79%         | € 17.91 | 75.90 |
| 16  | 2              | 10         | 10%          | 24%    | € 139.64 | 17 | 6              | 37%         | € 120.91 | 247.66 |
| 18  | 2              | 6           | 7%           | 54%    | € 120.91 | 19 | 2              | 6           | € 14.82 | 18.84 |
| 20  | 2              | 6           | 37%          | 35%    | € 14.82 | 21 | 2              | 5%          | € 23.00 | 25.95 |
| 22  | 2              | 4           | 21%          | 35%    | € 23.00 | 23 | 2              | 5%          | € 3.66 | 6.64 |
| 24  | 2              | 10          | 5%           | 9%     | € 3.66 | 25 | 2              | 5%          | € 1.88 | 2.12 |
| 25  | 2              | 10          | 18%          | 42%    | € 100.00 |  | 1              | 1           | € 0.269 | 0.236 |
|     |                |             |              |        |         | 2 |               |             |        |     |

### Table 3b Actual and maximum condition of the main indicators of the 25 activities.

| Act | Duration | Area | dC/dMP | dA/dMP | dD/dMP |
|-----|----------|------|--------|--------|--------|
| 1   | 3.3      | 1.1  | 3.88   | 16     | 0.55   |
| 2   | 5.05     | 2.53 | 50     | 100    | 0.79   | 48     | 1.26 |
| 3   | 2.71     | 0.9  | 40     | 120    | 1.54   | 76     | 0.45 |
| 4   | 2.15     | 0.72 | 30     | 90     | 1.12   | 56     | 0.36 |
| 5   | 5.09     | 1.7  | 30     | 90     | 0.4    | 56     | 0.85 |
| 6   | 5.3      | 1.06 | 25     | 125    | 41.55  | 92     | 0.53 |
| 7   | 1.35     | 0.68 | 10     | 20     | 19.86  | 8      | 0.34 |
| 8   | 1.98     | 0.99 | 12     | 24     | 15.51  | 10     | 0.49 |
| 9   | 5.11     | 1.02 | 20     | 100    | 1.26   | 72     | 0.51 |
| 10  | 3.98     | 0.99 | 20     | 80     | 1.67   | 54     | 0.5  |
| 11  | 1.99     | 0.99 | 20     | 40     | 1.23   | 18     | 0.5  |
| 12  | 3.96     | 0.99 | 20     | 80     | 2.59   | 54     | 0.49 |
| 13  | 1.05     | 0.52 | 20     | 40     | 0.89   | 18     | 0.26 |
| 14  | 7.01     | 1     | 35     | 245    | 0.29   | 198    | 0.5  |
| 15  | 4.98     | 1     | 50     | 250    | 7.25   | 192    | 0.5  |
| 16  | 5.07     | 1.01 | 50     | 250    | 8.45   | 192    | 0.51 |
| 17  | 3.03     | 1.01 | 25     | 75     | 31.69  | 46     | 0.51 |
| 18  | 2.97     | 0.99 | 100    | 300    | 0.29   | 196    | 0.49 |
| 19  | 2.01     | 0.67 | 100    | 300    | 1      | 196    | 0.33 |
| 20  | 1.99     | 0.66 | 100    | 300    | 0.75   | 196    | 0.33 |
| 21  | 1.99     | 0.99 | 100    | 200    | 1.47   | 98     | 0.5  |
| 22  | 2.03     | 1.02 | 100    | 200    | 0.1    | 98     | 0.51 |
| 23  | 1.95     | 0.98 | 100    | 200    | 0.12   | 98     | 0.49 |
| 24  | 5.03     | 1.01 | 30     | 150    | 7.86   | 112    | 0.5  |
| 25  | 10.95    | 1.83 | 10     | 60     | 15.56  | 40     | 0.91 |

### Table 4 Coordinates of the 2 clusters. The values of the cells have been normalized respect to the maximum value.

| Act | No. of Workers | % Manpower | Unitary Cost | Duration |
|-----|----------------|------------|--------------|----------|
| 1   | 0.143          | 0.269      | 0.236        | 0.143    |
| 2   | 1              | 1          | 1            | 1        |

| Area | dC/dMP | dA/dMP | dD/dMP |
|------|--------|--------|--------|
| 1    | 0.143  | 0.002  | 0.04   | 0.207  |
| 2    | 1      | 1      | 1      | 1      |
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and not convenient, but the Fuzzy method attributes a numerical evaluation to their membership. Obviously, if the variables are few, the solution is trivial and there is no need to apply this approach. Otherwise, when variables are numerous as in the example, this method is able to provide a priority order to optimize the working operations. It should be noticed that the considerations concerning the available areas have not been reported in the paper for length limitations. In addition, although they include features related both to the occupied area by each activity and the interferences of simultaneous activities, the authors preferred to focus only on the novel procedure proposed in this paper.

In the original configuration of the time schedule reported in Table 5, the 25 activities show that their values is close to 1 only when they are near to the cluster 2, i.e. when they are not susceptible to be accelerated. In the same table, the values in the last 3 columns have information about the max value then properly vary in the range [0, 1]. Only in this specific application, then, the first 5 columns are not very selective in terms of classification, because the values are similar for the each variable. Consequently, the classification was driven by the last 3 variables (dC/dMP, dA/dMP, dD/dMP). For example, it is significant to compare activity 1 (the closest to cluster 1 – the most convenient) to activity 20 (the closest to cluster 2 – the least convenient). Although variables 1-5 show similar values, strong differences are evidenced for variables 6 and 7. In particular, considering dC/dMP the difference is 0.0751, while for dA/dMP is larger and equal to 0.909. For activity 20, dA/dMP is 0.970; this means that the working area rises up too much if new workers are hired for it, producing critical consequences:
- Impossibility to perform other simultaneous tasks;
- Hazard growth for simultaneous tasks;
- High decrease of efficiency and production.

**Table 5a** Data set regarding all the activities where the values of the columns have been normalized respect to the maximum value.

| No. of Workers | % Manpower | Unitary Cost | Duration |
|----------------|------------|--------------|----------|
| 1              | 0.333      | 0.713        | 0.468    | 0.333 |
| 2              | 0.5        | 0.717        | 0.698    | 0.5   |
| 3              | 0.333      | 0.93         | 0.359    | 0.333 |
| 4              | 0.333      | 0.694        | 0.48     | 0.333 |
| 5              | 0.333      | 0.442        | 0.755    | 0.333 |
| 6              | 0.2        | 0.785        | 0.255    | 0.2   |
| 7              | 0.5        | 0.679        | 0.737    | 0.5   |
| 8              | 0.5        | 0.614        | 0.815    | 0.5   |
| 9              | 0.2        | 0.395        | 0.506    | 0.2   |
| 10             | 0.25       | 0.457        | 0.547    | 0.25  |
| 11             | 0.5        | 0.638        | 0.784    | 0.5   |
| 12             | 0.25       | 0.494        | 0.506    | 0.25  |
| 13             | 0.5        | 0.814        | 0.614    | 0.5   |
| 14             | 0.143      | 0.474        | 0.301    | 0.143 |
| 15             | 0.2        | 0.848        | 0.236    | 0.2   |
| 16             | 0.2        | 0.297        | 0.674    | 0.2   |
| 17             | 0.333      | 0.683        | 0.488    | 0.333 |
| 18             | 0.333      | 0.605        | 0.551    | 0.333 |
| 19             | 0.333      | 0.424        | 0.787    | 0.333 |
| 20             | 0.333      | 0.605        | 0.551    | 0.333 |
| 21             | 0.5        | 0.564        | 0.886    | 0.5   |
| 22             | 0.5        | 0.564        | 0.886    | 0.5   |
| 23             | 0.5        | 0.564        | 0.886    | 0.5   |
| 24             | 0.2        | 0.269        | 0.745    | 0.2   |
| 25             | 0.167      | 0.426        | 0.391    | 0.167 |

**Table 5b** Data set regarding all the activities where the values of the columns have been normalized respect to the maximum value.

| Area | dC/dMP | dA/dMP | dD/dMP |
|------|--------|--------|--------|
| 1    | 0.333  | 0.093  | 0.081  | 0.435  |
| 2    | 0.5    | 0.019  | 0.242  | 1      |
| 3    | 0.333  | 0.037  | 0.384  | 0.357  |
| 4    | 0.333  | 0.027  | 0.283  | 0.284  |
| 5    | 0.333  | 0.01   | 0.283  | 0.672  |
| 6    | 0.2    | 1      | 0.465  | 0.42   |
| 7    | 0.5    | 0.478  | 0.04   | 0.268  |
| 8    | 0.5    | 0.373  | 0.051  | 0.392  |
| 9    | 0.2    | 0.03   | 0.364  | 0.404  |
| 10   | 0.25   | 0.04   | 0.273  | 0.394  |
| 11   | 0.5    | 0.03   | 0.091  | 0.394  |
| 12   | 0.25   | 0.062  | 0.273  | 0.392  |
| 13   | 0.5    | 0.021  | 0.091  | 0.207  |
| 14   | 0.143  | 0.007  | 1      | 0.396  |
| 15   | 0.2    | 0.174  | 0.97   | 0.394  |
| 16   | 0.2    | 0.203  | 0.97   | 0.401  |
| 17   | 0.333  | 0.763  | 0.232  | 0.4     |
| 18   | 0.333  | 0.007  | 0.99   | 0.391  |
| 19   | 0.333  | 0.024  | 0.99   | 0.265  |
| 20   | 0.333  | 0.018  | 0.99   | 0.263  |
| 21   | 0.5    | 0.035  | 0.495  | 0.393  |
| 22   | 0.5    | 0.002  | 0.495  | 0.402  |
| 23   | 0.5    | 0.003  | 0.495  | 0.386  |
| 24   | 0.2    | 0.189  | 0.566  | 0.398  |
| 25   | 0.167  | 0.375  | 0.202  | 0.722  |
Even $\text{dC/dMP}$ shows a relatively high value for task 20 (compared to other activities). The decision-maker can easily understand to not accelerate this activity for not increasing excessively the total costs. Similar considerations can be extended to other tasks and other variables.

Considering the critical path, tasks 5, 14, 15, 16, and 17 are external to it (Fig. 3), and thus the total working duration is not influenced by their eventual acceleration (Table 6). Examining membership data, only tasks 5 and 17 are close to cluster 1 (0.0954 and 0.0952), but if they had been in the critical path, other 9 activities would have been more convenient.

Table 6 Membership of the 25 activities to one of the two cluster.

| Act | $\mu_1$ | $\mu_2$ | Cluster | Critical Path |
|-----|---------|---------|---------|--------------|
| 1   | 0.0023  | 0.9977  | 1       | Yes          |
| 2   | 0.0622  | 0.9378  | 1       | Yes          |
| 3   | 0.2191  | 0.7809  | 1       | NO           |
| 4   | 0.0956  | 0.9044  | 1       | Yes          |
| 5   | 0.0954  | 0.9046  | 1       | NO           |
| 6   | 0.4384  | 0.5616  | 1       | Yes          |
| 7   | 0.0106  | 0.9894  | 1       | NO           |
| 8   | 0.0067  | 0.9933  | 1       | Yes          |
| 9   | 0.1897  | 0.8103  | 1       | Yes          |
| 10  | 0.0867  | 0.9133  | 1       | Yes          |
| 11  | 0.0030  | 0.9970  | 1       | Yes          |
| 12  | 0.0871  | 0.9129  | 1       | Yes          |
| 13  | 0.0030  | 0.9970  | 1       | Yes          |
| 14  | 0.9549  | 0.0451  | 2       | NO           |
| 15  | 0.9654  | 0.0346  | 2       | NO           |
| 16  | 0.9676  | 0.0324  | 2       | NO           |
| 17  | 0.0952  | 0.9048  | 1       | NO           |
| 18  | 0.9539  | 0.0461  | 2       | Yes          |
| 19  | 0.9554  | 0.0446  | 2       | Yes          |
| 20  | 0.9549  | 0.0451  | 2       | Yes          |
| 21  | 0.4111  | 0.5889  | 1       | Yes          |
| 22  | 0.4087  | 0.5913  | 1       | Yes          |
| 23  | 0.4087  | 0.5913  | 1       | Yes          |
| 24  | 0.5603  | 0.4397  | 2       | Yes          |
| 25  | 0.0470  | 0.9530  | 1       | Yes          |

Because of this, it is not difficult to highlight the advantages of the fuzzy clustering technique compared to the traditional hard clustering. The latter would have only divided the activities into the two clusters, without any order. This does not represent a real situation and may not actually help the analyst, since it would have been really hard for him to subjectively choose the most convenient tasks to accelerate among those in a single cluster. The hard clustering can simplify the selection problem, but not solve it. On the contrary, the fuzzy method provides an objective classification of the cluster membership rates that is very useful for the analyst (Table 6). The shade classification is useful for rates close to the threshold. For instance, two tasks with values of 0.49 and 0.51 would be classified by the hard clustering as not member and member to a cluster respectively. This would lead the decision-maker to complex and not correct choices that can be avoided using the fuzzy technique.

The numerical results have been also represented in the radial plot of Fig. 4 in which the distance to cluster 1 is reported in a logarithmic scale. In this way the authors have evidenced not only activities with a membership rate lower than 0.5, but also those really close to 0, producing a visual classification of the activities that are more convenient.

Finally, 2 clusters are enough for the proposed procedure, because a higher number of clusters would have not improved the classification of the activities, but only complicated the analytical examination. Obviously, the analyst should split the cumulative delay to the various activities according to the final ranking proposed by the fuzzy procedure. The repartition strategies are numerous, but generally the decision-maker can refer to the following two approaches:

- Max acceleration of the activities starting from the 1st one, increasing the number of workers up to the max limit;
- Delay repartition on different tasks, slightly increasing the number of workers.

5 Conclusion

This paper has analysed a situation very frequent in the field of civil engineering constructions: when the actual execution is not in compliance with the initial design plans, the decision-maker needs to introduce modifications in the work organization for a time recovery. In this case, the simple addition of manpower or machines does not assure a real and substantial acceleration of the execution. For instance, increasing resources for activities external to the critical path does not produce a decrease of the working duration, but only an unjustified cost growth. However, it is not enough to choose activities in the critical path, because the same improvement in terms of manpower or machines can imply different efficiency values and acceleration rates.

Sometimes, upgrading resources for not really productive tasks can determine cost rises that are almost completely ineffective. In general, the resource should be directed to the different activities not only according to cost and time considerations, but also evaluating the areas occupied to perform them. These values may collide with those actually available; then, a specific activity has an upgrade limitation due to the max number of workers or machines that can produce negative interactions among the tasks in terms of safety.
The proposed procedure, based on the Fuzzy-C Means clustering technique, provided very optimistic results. Although the example application was characterized by a restricted number of variables (8) and activities (25), the procedure actually evidenced the most convenient activities to accelerate for improving the time schedule. Furthermore, increasing the data set would not imply analytical complications or errors in the final outcomes, due to the implicit features of the method. In conclusion, the advantages of the method can be listed in the following:

- Possibility to delete already performed tasks or add new activities without modifying the algorithm.
- Possibility to increase the number of variables if needed, adding for example machine production and teams’ efficiency data.
- Generation of an ordered list of the activities, according to the membership to the clusters.
- Application simplicity, even for operators not able to handle complex analytical methodologies.
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